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CHAPTER 1 
INTRODUCTION 
The first machine for colliding electron and positron beams was 
built In Frascati and commissioned in 1961 in Orsay. It had a beam 
energy of 0.20 GeV. Since then a number of machines with increasing 
size and complexity have been built. Within 25 years beam energies have 
grown by more than two orders of magnitude reaching 23.4 GeV at PETRA 
in 1984. During this period the study of e+e~ interactions has proven 
to be a very powerful tool of high energy physics. 
Over the last decade several major contributions to the 
present-day understanding of elementary particle physics have been made 
with e+e~ colliders. These successes can, at least partly, be explained 
by the facts that electron-positron collisions provide a well defined 
initial state and that the basic processes are described by 
particularly simple diagrams of Quantum Electrodynamics (QED). Since 
QED is a well established and accurate theory, it is natural to use 
e
+
e" collisions as a probe for testing theories of the strong and weak 
interactions. 
In this work we describe a measurement of the total cross section 
for multi-hadron production at a number of centre of mass energies 
between 7.U and 9.4 GeV. In particular we determine the ratio R of this 
cross section and the theoretical μ-pair production cross section as 
computed in lowest order QED. The value of R is considered to be one of 
the few reliable quantitative predictions of Quantum Chromodynamics 
(QCD), the promising theory of the strong interactions. 
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The outline of this thesis is as follows. In the first chapter the 
fundamental QED processes and the definition of R will be reviewed. 
There we will also discuss QCD and its effects on R. In chapter 2 we 
describe the experimental set-up. In chapter 3 we outline the 
procedures used to determine R. Chapter 4 then deals with the 
evaluation of the so-called visible multi-hadron cross section, a 
calculation which requires the selection of multi-hadron and Bhabha 
events and the determination of the integrated luminosity. In chapter 5 
the detection efficiency for hadronic events is calculated as well as 
the background in the multi-hadron event sample due to τ-pair decays 
and two-photon hadron production. This allows the determination of the 
total multi-hadron cross section and therefrom the value of R. Chapter 
6 is reserved for a discussion and conclusions. 
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1.1 LOWEST ORDER QED PROCESSES 
In this section we review the phenomenology of the lowest order 
QED processes. These processes are characterized by having two 
photon-fermion vertices giving rise to the factor a^ In their 
respective cross section formulas. In our discussion we assume 
unpolarized beams and ignore electron mass effects. For a more complete 
and fundamental discussion we refer to [Rena8l]. 
1.1.1 Fermlon-Pair Production 
The simplest of all diagrams for e+e~ interactions is μ-раіг 
production via the single-photon annihilation channel (fig. 1-1a). The 
cross section for this process can be calculated from QED 
— - — · B„ [ (1 + соз2 ) + (1 - В^) ·3ΐη2θ 1 (1.1) 
díl Us μ L μ J 
where s is the centre of mass energy squared (s - 1 · E ?
e a m
 in most 
colliding beam machines) and θ is the angle of the produced μ-pair with 
respect to the beam direction. Since at high energies μ-mass effects 
are negligible one may set B
u
 - 1 and obtain 
¿2 . α_
 (1 + 0 Ο 3 2 Θ ) ( 1 - 2 ) 
dfl Us 
Notice the characteristic (1+cos29) angular distribution due to the 
J - 1 nature of the intermediate virtual photon and the decay into spin 
1/2 particles. Integration over the full solid angle gives the well 
known expression for the total μ-pair production cross section 
cP-
 =
 ІІ SÌ _ 86-856 nb ^
 3< 
μ μ
 " 3 3 " s [GeV2] 
If we neglect the possibility of final state interactions (such as 
bound state formation) it is trivial to generalize the μ-pair сазе to 
the production of any pair ff of charged fermions (provided it is not 
an electron-positron pair) 
dn I Us 
Here Q^ is the charge squared of the fermion in question. This factor 
QI .3-· ßf. Г (1 + соз2 ) + (1 - Bf) ·3ΐη2Θ Ί (1.4) 
Ι
Из
 Ι L Ι 
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Figure 1-1: Feynman diagrams for the lowest order QED processes in 
electron-positron annihilation 
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reflects the proportionality of the fermion-photon coupling with the 
charge of the fermion. After angular integration one finds for the 
total cross section for fermion pair production the following 
expression 
with o°- given by formula (1.3). Note that if mass effects are ignored 
the third factor in the above expression becomes unity. 
1.1.2 Multl-Hadron Production 
To explain the features of multi-hadron production in e+e~ 
annihilation one distinguishes between the so-called continuum and 
resonance components of the cross section. We first consider the 
continuum. 
Using the notion of quarks as point-like, fractionally charged, 
spin 1/2 constituents of hadrons, the process e+e- •» hadrons can be 
visualized as proceeding in two steps. First a quark anti-quark pair is 
produced. This qq-pair then is assumed to fragment into hadrons with 
unit probability (fig. 1-1b). If in addition we assume that the time 
scale for the fragmentation is much longer than the life time of the 
intermediate virtual photon, this picture implies that multi-hadron 
production is equivalent with qq-pair production. It leads to a formula 
for the continuum multi-hadron production cross section 
-S-^-ÏQf-C^Î] (1.6) 
ι
 2 
where the summation runs over all energetically allowed quark species, 
i.e. all allowed flavors each with three colors. This then yields the 
well known lowest order QED expression for the ratio R 
a(e+e" -» hadrons)
 7 г ЪЪ\ - Β? Ί 
«η - т^ т^. - 3 I Щ A — i 1.7 
0
 cr(e+e +μ +μ ) i 2 J 
where now the color factor 3 is made explicit and the summation runs 
over the "allowed" quark flavors only. Historically it were the early 
measurements of R which "revealed" this factor of 3 after which it 
became one of the classical arguments for postulating color as a triple 
- 13 -
valued quark degree of freedom. In the energy range covered by our 
experiment only u, d, s and с quarks contribute to oS. Ignoring quark 
mass effects this gives an expected value of R 0 = 10/3. 
Resonant hadron production occurs if the energy of the 
annihilation photon matches the mass of a neutral vector meson with no 
net flavor (e.g. ρ, ω, φ etc.). Since the photon has quantum numbers 
identical to the vector mesons (J^ - 1 ), it can easily convert into 
such a qq bound state. The subsequent decay of the vector meson then 
produces the multl-hadron final state (fig. 1-1c). The cross section 
for this process can be described by a Breit-Wigner formula 
p 
a(e+e" -V -hadrons) - — ее ' Bhad
 ( u 8 ) 
s (M-/s) 2 + Г2/4 
where Г is the total width of the vector meson, M is its mass, B
e e
 its 
branching fraction into an e^e' pair and Bha(:i its branching fraction 
into hadrons. Depending on the actual resonance parameters, the cross 
section at the peak of a resonance may be several orders of magnitude 
larger than the continuum contribution given by formula (1.6). 
In its resonance contribution the intermediate virtual photon 
effectively behaves as a vector meson. In models where this aspect of 
the photon properties dominates the total hadronic cross section, one 
speaks of Vector Meson Dominance (or VMD for short). Experimentally 
this situation is encountered at low CM-energies (S 1 GeV) and mainly 
In the form of p-mesons. 
1.1.3 Bhabha Scattering 
A very important process in e+e~ collisions is elastic 
electron-positron scattering or Bhabha scattering. In addition to a 
(time-like) annihilation diagram one now has a space-like contribution 
(fig. 1-1d). The differential cross section can again be calculated 
from QED as 
H _ „2 г cos
1,0/2+1 2 соз^ / г , , -ι 
^ = ±- [ - + 1 (Hcos2Q) ] (1 .9) 
d n 2 з
 зіп
Ц
 /2 sin2e/2 2 
The first term in this expression is due to the space-like diagram, the 
third one obviously originates from the annihilation graph and the 
middle one is the interference contribution. From the above expression 
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it is clear that the angular distribution is strongly peaked forward. 
At Θ = 0° the cross section becomes divergent due to the non-finite 
range of the electromagnetic interaction. 
Since the Bhabha cross section is relatively large, especially at 
forward angles, this process is used for luminosity measurements, i.e. 
the event rates for all other processes are calibrated using 
simultaneously measured Bhabha events (cf. section 2.1). 
1.1.1 Photon Pair Production 
A process with a cross section of the same order of magnitude as 
Bhabha scattering is photon pair production. In lowest order QED it is 
described by two Feynman diagrams (fig. 1-1e). The second diagram is 
needed because boson statistics require a symmetric amplitude under 
photon interchange. The differential cross section for this process is 
given by the formula 
rio· „2 r 1 + соз2 -ι 
5 2 - a_ I | (1.10) 
d i i 3
 1 - соз2 " 
Since photon pair production is immaterial for the scope of this work, 
it will be ignored troughout the remainder of this text. In this 
section it is Included for completeness only. 
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1.2 HIGHER ORDER QED PROCESSES 
In the previous section we described the predominant processes in 
e
+
e~ interactions. In addition to the 0(a2) QED diagrams, diagrams of 
higher order in о exist and they cannot always be ignored. As we want 
to measure R as a test of QCD, we must be able to distinguish the 
effects of higher order QED diagrams from genuine QCD effects. The 
significant higher order QED effects are the 0(0^) or "radiative" 
effects and the photon-photon collisions which are of 0 ( a ) . We will 
discuss both in the following paragraphs (for a more general treatment 
see [Rena8l]). 
Strictly speaking we should also eliminate effects on R due to the 
weak interaction. However at the energies considered here such effects 
are extremely small and may safely be ignored (see e.g. [Bran8l]). 
1.2.1 Radiative Effects 
In this paragraph we will only discuss the qualitative features of 
0(a3) contributions. For a quantitative and more detailed treatment we 
refer to [Klei82a]. 
The 0(a}) terms in the cross section stem from two different final 
states viz. from bremsstrahlung and from the so-called virtual 
corrections to the lowest order diagram. Bremsstrahlung results from 
the fact that any fermlon occurring in any diagram of fig. 1-1 can emit 
a photon. For the case of μ-pair production (cf. fig. 1-1a) the 
bremsstrahlung diagrams are given in figs. 1-2a and 1-2b. Evaluation of 
these diagrams gives an O(a^) cross section growing as 1/k for small 
photon energy k, i.e. an infrared divergence results. This divergence 
is however cancelled by another one resulting from the virtual 
corrections. These corrections comprise vacuum polarization, vertex 
correction and box diagrams. For the μ-pair case the diagrams are given 
in figs. 1-2c to 1-2e. Interference with the 0 ( a ) diagram gives rise 
to O(a^) terms in the cross section. These terms contain a divergence 
exactly cancelling the one encountered in the bremsstrahlung case. It 
thus turns out that bremsstrahlung and non-bremsstrahlung terms of 
order а^ together give a finite cross section but that it is Impossible 
to disentangle their individual contributions. 
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Compared to a purely 0(a) process, the following CKa^) effects 
are observed: 
•A change in the total as well as the differential cross section. The 
latter is due to соз terms from the box diagrams and from the 
interference of the initial and final state bremsstrahlung diagrams. 
• Presence of Lorentz boosted events due to the emission of a 
bremsstrahlung photon. These events are acollinear and have a lower 
invariant mass than their 0(a2) counterparts. 
• Presence of a bremsstrahlung photon. 
Since bremsstrahlung photons may remain undetected (or may not be 
recognized as such), there exists experimentally no clear-cut 
distinction between bremsstrahlung and non-bremsstrahlung events. Below 
some experimentally determined cut-off, the two event types become 
merged. Because experiments generally differ in cut-off value, it has 
become customary to clean measured cross sections from CKa^) 
contributions by applying so-called "radiative corrections" and to 
present then n0(a^) equivalent" values. 
Although our discussion of radiative effects has been illustrated 
by the μ-раіг example, similar effects arise for all other processes 
described in section 1.1. A rough guess for the magnitude of the 
corrections yields an effect of -9Í for the energy range considered 
here [Klei82a]. 
1.2.2 Photon-Photon Collisions 
In this paragraph we discuss the process of photon-photon 
collision. Although "two-photon physics" is a fruitful branch of e+e~ 
physics in its own right, in the framework of the present work these 
processes only contribute to the background. It is for this reason that 
our discussion is rather brief and qualitative. For a more complete 
introduction we refer to a review [CoopB2]. 
In a two-photon process the colliding electron and positron 
interact by emitting virtual bremsstrahlung photons. The two photons 
then produce some system X of particles (fig. 1-3a). The photon-photon 
collision ΎΥ+Χ thus constitutes a subprocess of the channel 
e
+
e~ •» e
+
e"YY -•e+e"X. Many of the experimental features of the 
two-photon events can be understood through the properties of the 
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interacting photons. These photons are, like real bremsstrahlung 
photons, emitted under small angles with respect to the beam direction 
and dominated by low energies. This Implies that the degraded electron 
and positron are deflected over small angles only and have a good 
chance of escaping undetected along the beam direction (i.e. mostly 
stay in the beam pipe). It also means that the invariant mass W of the 
produced system X is usualy much smaller than the energy of the initial 
e
+
e~ pair. Furthermore, as the two Y's tend to have unequal energies, 
the system X often has a boost in the beam direction. 
The system X can be anything with the quantum numbers of a 
two-photon system i.e. J * 1, Ρ = + and С -= + (to be compared with 
JpC - 1 for one-photon annihilation). In case the system X consists 
of a lepton pair (e+e~ •* e+e~l+i,~, fig. 1-3b) the total cross section 
can be computed in QED as 
28 a 4 . s .2 s 
σ = ^ [ i n — J - l n ^ r (1.11) 
27 n m| m| m£ 
Note that the cross section Is rising as (In s)3 with energy (to be 
compared with the s~' behaviour of the one-photon annihilation cross 
section). 
The actual two-photon production of hadrons 
(e+e-->e+e~ + hadrons), which acts as a background source for hadron 
production via the one-photon channel (cf. 1.1.2), results from several 
processes: 
•resonance production (fig. 1-3c), where M represents any 
kinematically accessible meson with the quantum numbers of the 
two-photon system, 
•vector meson conversion (fig. 1-3d), where the two photons behave as 
vector mesons (mostly p's; cf. VMD, paragraph 1.1.2), which then 
interact hadronically, 
•point-like coupling to quarks (fig. 1-3e), with the quarks 
fragmenting into hadrons. 
In the absence of resonances the cross section for the two-photon 
production of hadrons is usually parametrized as 
a(W) = A + B/W + C/W2 (1.12) 
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with W defined as above. The third terra in this expression accounts for 
the contribution of the point-like coupling. The first two terms in 
(1.12) are due vector meson conversion (VMD). The interaction between 
the two virtual p-mesons is in essence a soft hadronlc interaction 
which in turn can be described by Pomeron and Regge exchange. A 
quantitative prediction for this part of σ(Κ) has been given in 
[BrodTt]. Although theoretical predictions for the values of А, В and С 
exist, the parameters are usually adjusted by fitting experimental 
data. The total multl-hadron production cross section is obtained by 
integrating over all possible W values, weighted by a so-called 
"flux-factor" which essentially describes the probability of producing 
a two-photon system with invariant mass W. 
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1.3 QUANTUM CHROMODYNAHICS AND R 
Quantum Chromodynamics (QCD) is widely believed to be the theory 
for the strong interactions. It describes the forces between quarks. In 
this section we will very briefly introduce QCD and describe the 
effects expected on the value of R. 
1.3.1 Quantum Chromodynamics 
QCD is a gauge field theory based on the group SU(3)-color 
describing the forces between colored quarks by the exchange of 
massless gauge field quanta called gluons [Frit73]. Since SU(3) is a 
non-abelian group, the gluons themselves carry "field charge" i.e. 
color and therefore interact among each other. Apart from QCD (and 
gravity) the gluons do not feel any other forces, i.e. they are neutral 
and flavorless. The observation of three-jet events at PETRA in 1979 
[Wiik79] was interpreted as experimental evidence for the existence of 
gluons. 
The quark-gluon coupling strength depends on the momentum transfer 
q 2 for the process under consideration. It is described by an effective 
"running coupling constant" g(q ) or, alternatively, by a "running 
(strong coupling) fine structure constant" a 3 (see e.g. [Bech8l]) 
, g 2(q 2) 4π 4тгВі In In q2/A2 
a
a
(q 2) - ^ (1.13) 
Ц1Г
 Bo In q 2/A 2 So (In q 2 / A 2 ) 2 
where Λ is the fundamental QCD scale parameter to be determined from 
experiments, and go and Bi are constants y depending on the number Nf 
of "active" flavors 
Bo - 11 - I 'Nf 
(1.11) 
Bi - 102 - Щ -Nj. 
(Nf equals 4 for a regime with u, d, s and с flavors). It must be 
stressed that the values of α_ and of Λ depend on the renormallzation 
1
 Bo and Bi are the first two coefficients of the perturbative 
expansion of the QCD B-function. 
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scheme used. The choice of any particular scheme is a matter of taste 
or of computational convenience and does (in principle) not affect the 
values of any measurable quantity. However, in any finite order of 
perturbation theory, different renormalization schemes will in general 
give different results. Because in practice QCD calculations are 
limited to a few (often one or two) orders of perturbation theory, one 
always has to specify the applied scheme. For all values and formulas 
quoted in this work we use to the so-called modified minimal 
subtraction (AS) scheme [Bard78]. 
From equation (1.13) it follows that (for N^ < 16) a 3 decreases 
with increasing q^ and approaches zero as q 2 +«. This phenomenon is 
called asymptotic freedom. For small q2, the "constant" o g increases 
and for q 2 less than a few times Λ2, perturbation theory becomes 
invalid. It is believed however, that for small q 2 QCD will give rise 
to the so-called color confinement, thereby explaining the 
non-observation of free quarks. 
1.3.2 QCD Effects on R 
Due to the existence of the quark-gluon coupling, QCD predicts 
modifications to the hadron production cross section as described in 
lowest order QED (paragraph 1.1.2). In fact, the phenomenon of resonant 
hadron production is entirely due to QCD since the intermediate vector 
meson is nothing but a QCD-bound qq state. The continuum multi-hadron 
production cross section is affected by QCD too. Fig. 1-1b must be 
interpreted as a zeroth order QCD diagram and QCD corrections arise 
from quarks emitting real or virtual gluons. In first order of a g, 
single gluon bremsstrahlung and virtual corrections to the zeroth order 
diagram contribute. Second order effects arise from double gluon 
bremsstrahlung and the virtual corrections to the single gluon 
bremsstrahlung diagrams. The QCD corrections to expression (1.7) have 
been calculated up to second order in a3 [Chet79] 
RQCD = Ho "C 1 + — + (1.986 - 0.115Nf) · [^] ] 
IT IT 
(1.15) 
- RQ * (1 + «QCD) 
If, for instance, one adopts the 'world average' value of 
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Λ = 160_ gQ Ме [Вига і] one finds, for the energy range considered 
here, -(5±1)% and -(0.4±0.1)$ effects for the first and second order 
QCD corrections respectively. Some measurements however yield 
considerably larger values for Л (see e.g. [WolfSS]), implying a total 
QCD effect of more than 10$ in our energy range. 
Because the second order QCD correction is already much smaller 
than the first order term, it has been argued that higher order 
corrections may be neglected. In addition, the QCD result on R is 
independent of the details of the quark and gluon fragmentation - which 
cannot be described perturbatively - and also relatively insensitive to 
possible contributions from difficultly calculable 'higher twist' 
terms. For these reasons the value of R is considered to be one of the 
most reliable quantitative predictions of perturbative QCD. Thus, an 
experimental determination of R is a theoretically very clean method to 
measure a 3. However, a measurement of R only yields significant 
information on QCD and, for that matter, on the value of oig, if the 
experimental error on R can be kept significantly smaller than the QCD 
effect itself. Therefore the method is only practical if a
s
 is not too 
small. In any case, any such an experiment should keep the uncertainty 
as small as possible, calling for well controled systematic errors. In 
particular, since the size of the QED radiative effects (cf. paragraph 
1.2.1) is roughly equal to the QCD effect, a careful treatment of the 
former is required. 
_ 2Ц -
CHAPTER 2 
THE EXPERIMENT 
In this thesis we describe a measurement of the multi-hadron cross 
section a(e+e--»-hadrons) at center of mass energies between 7.4 and 9.^ 
GeV. 
Among the reasons for choosing this largely unexplored energy 
region were the results of the MARK I detector at SPEAR in the center 
of mass energy range from 5.5 to 7.8 GeV [Sieg79]. These data show an 
average R-value of <R> = 4.3 ±0.4 which, if interpreted in terms of 
expression (1.15), implies a QCD effect of -30Í. Moreover, R is found 
to rise with energy, which is incompatible with QCD. Not surprisingly, 
the MARK I results have given rise to speculations on possible new 
phenomena [Barn80]. This made it very interesting to measure at these 
and higher energies. 
If no new phenomenon were encountered, we would expect to end up 
with a measurement of the purely continuum hadronic cross section and 
therefore of R. Since, in the energy range considered here, the 
energies are high enough to validate perturbative calculations and at 
the same time the QCD effects may be large enough to be measurable, 
such a measurement would yield one of the allegedly 'gold-plated' tests 
of QCD [Bjor79]. In fact, other measurements of R at 7.7 and 9.4 GeV by 
the PLUTO collaboration at DORIS [Berg79], although suffering from 
large uncertainties, hinted at a QCD effect of some 15Ï. An effect of 
that size would allow for a determination of ag, provided the total 
uncertainty on our result would be substantially smaller than that 15$. 
This seemed a feasible objective. 
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The data used for the analysis were acquired with the LENA 
detector at the DORIS storage ring of the Deutsches 
Elektronen-Synchrotron DESY in Hamburg. The detector was run by an 
international collaboration of physicists from nine institutes: 
Institute of Nuclear Physics - Cracow Poland 
University of Erlangen-NCIrnberg F.R.G. 
DESY - Hamburg F.R.G. 
University of Hamburg F.R.G. 
University of Nijmegen and NIKHEF-Nijmegen the Netherlands 
Carnegie-Mellon University - Pittsburgh U.S.A. 
CEN de Saclay - Gif sur Yvette France 
University of Tel Aviv Israel 
University of Wdrzburg F.R.G. 
The experiment initially set-out to take data in a fine energy 
scan over the entire energy region of 7.4 to 9.1 GeV. The step size was 
chosen equal to the half-width at half-maximum of the DORIS energy 
resolution (see next section); the resulting E C M intervals ranged from 
6 MeV at 7.4 GeV to 10 MeV at 9.4 GeV. Due to beam-time limitations the 
initial program had to be cut back, leaving us with a total of only 96 
data points, distributed in the ranges from 7.40 to 7.49 GeV and from 
8.67 to 9.41 GeV center of mass energies. The amount of data taken on 
every energy point was determined by the condition that we wanted to be 
sensitive to resonances with an electronic width as small as one third 
of the T(1S) resonance width. This translated into an average of 50 
hadronic continuum events per data point. A total data sample of 3821 
hadronic events was collected in two data taking periods during the 
second half of 1980. 
In this chapter we start with a brief description of the storage 
ring DORIS. Then we describe our apparatus, its trigger conditions and 
its data acquisition system. 
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2.1 THE DORIS STORAGE RING 
DORIS was commissioned in 1974 as a double-ring multi-bunch e+e_ 
storage ring for beam energies between 1 and 3 GeV. After the discovery 
in 1977 of the T(1S) and T(2S) resonances at FNAL [Herb77], DORIS was 
rebuilt as a single-ring single-bunch machine for beam energies up to 
5.1 GeV [DSRG79]. The reconstruction was completed in April 1978. 
Fig. 2-1 shows DORIS as part of the DESY accelerator complex. In this 
section we summarize a number of important machine parameters of DORIS. 
Because of the single ring structure, the electron and positron 
beams have equal energies and move in exactly opposite directions. Thus 
collisions are head-on (i.e. at a zero degree angle) and the CM-system 
of an e+e~ interaction is at rest in the laboratory. 
Figure 2-1 : General layout of the DESY accelerator complex 
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The energy resolution of e +e _ storage rings is determined by the 
energy losses due to synchrotron radiation. These losses are in turn 
determined by the beam energy and the bending radius. DORIS has an 
effective bending radius of 27.5 m. This fixes the energy resolution 
per beam to σ » 0.25 · E §
e a m
 (σ in MeV, E b e a m in GeV) [WolfSO]. 
Since DORIS is operated with a single bunch per beam, it has two 
interaction regions at opposite sides of the ring. During 1980 the LENA 
detector was occupying one interaction region; the other one was left 
empty. Including two straight sections of approximately 57.5 m each, 
the total circumference of the ring is 288 m, giving a bunch-crossing 
in each interaction region every 0.96 ys. This means that typical beam 
currents of 15 mA require -10 1 1 particles per bunch. The bunches have a 
diameter of less than 1 mm and a length of -3 cm. 
A very important storage ring parameter is the luminosity £. The 
luminosity is a measure of the interaction probability per unit of 
cross section per unit of time. It is defined as the ratio of the 
reaction rate dN/dt of any given process to its corresponding cross 
section 
£ - ^ϋ ·1 (2 1) 
'
L
 dt σ v ¿" w 
Although in principle the luminosity can be computed from beam 
parameters such as the number of particles per bunch, the size and the 
shape of the bunches etc., In practice it is determined by measuring 
the rate for Bhabha scattering, a process with a relatively high and 
well known cross section (cf. paragraph I.I.3). 
In this experiment the luminosity was measured in two independent 
ways. A luminosity monitor (cf. paragraph 2.2.1) measured small angle 
Bhabha events. Large angle Bhabha events were identified in the main 
detector itself. The two methods of determining the luminosity agree 
within errors. 
During our experiment DORIS produced typical luminosities of 
-10~3 nb"1s"1 ( Ю ^ 0 cnf 2s" 1). A total (time-integrated) luminosity of 
1075 nb~1 was obtained. 
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2.2 THE LENA DETECTOR 
Fig. 2-2 shows the non-magnetic LENA detector. It was originally 
built by the DESY-Heidelberg collaboration [Bart76,Bart78]. Four main 
elements can be distinguished (inside-out): 
a. The luminosity monitor (not shown in fig. 2-2), to measure the small 
angle Bhabha events, 
b. The 'inner detector', to detect charged particle tracks, 
c. The 'energy detector', to measure the energy of electromagnetically 
showering particles, 
d. The muon detector. 
In the following paragraphs we wi l l descr ibe the de tec tor elements , the 
t r i gge r condi t ions and the data acqu i s i t ion system. 
EXTERNAL 
- MU-DETECTOR - DRIFT CHAMBERS 
HODOSCOPES L, 
MUON-
BOTTOM 
ROOF 
50 cm 
H0D0SC0PE 
Figure 2-2: The LEM detector (1980) eeen along the beam direction 
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2.2.1 The Luminosity Monitor 
The luminosity monitor consists of four identical counter 
telescopes lateral of the beam pipe, arranged symmetrically around the 
interaction point at a horizontal scattering angle of 130 mrad 
(= 7.4°). Each telescope consists of a lead-scintillator shower counter 
and three plastic scintillation counters. Coincidences between a pair 
of diagonally opposite telescopes together with conditions on the 
pulse-heights in the shower counters identify Bhabha scattering events. 
The luminosity monitor is fairly insensitive to possible 
deviations of the actual interaction point from its nominal position. 
Design studies [Barb68] show that, for moderate deviations, a change of 
the counting rate in one pair of telescopes is compensated by an almost 
equal but opposite change in the other pair. Thus the sum of the 
numbers of Bhabha events observed in both sets of telescopes can be 
used as a measure of the luminosity. 
2.2.2 The Inner Detector 
The inner detector is a concentric arrangement around the beam 
pipe of three double layers of cylindrical drift chambers, two 
polygonal scintillation hodoscopes (H^ and H 0) and a lead converter. 
Fig. 2-3 shows a segment of a cross section perpendicular to the beam. 
With the exception of the converter, the inner detector covers the full 
2ir azimuthal angle. The polar angle - defined as the angle relative to 
the positron direction - is covered from 30° to 150° thus giving a 86$ 
coverage of the full Hit solid angle. 
Each double drift chamber has 128 anode wires to measure the 
azimuthal angle φ and 80 cathode strips to measure the polar angle 0 of 
the charged particle tracks. Off-line, a tracking procedure combines 
the signals of the three drift chambers to reconstruct the charged 
particle tracks. From the anode signals on derives the so-called 
φ-tracks. The cathode signals similarly yield -tracks. The φ- and 
θ-tracks can be correlated through a comparison of the drift times of 
the corresponding anode and cathode signals. Using cosmic ray muons, 
the resolution of the detector was found to be ΰφ - 15 mrad for the 
azimuthal angle and A(cot Θ) - 0.07 for the polar coordinate. 
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The inner and outer hodoscope assemblies H^  and H 0 serve the fast 
triggering on charged particles. Both assemblies consist of 32 elements 
each covering 22.5° in φ and - the hodoscopes being bisected at the 
central θ - 90° plane - either from 30° to 90° or from 90° to 150° in 
Θ. The inner and outer hodoscopes are rotated relative to each other by 
half the element-width in φ. 
The lead converter consists of two partial cylinders which 
together cover 75Ϊ of the full azimuthal angle. Its thickness varies 
along the beam direction so that a particle from the interaction region 
always traverses one radiation length of lead. This gives a constant 
conversion probability of about 65Í over the entire polar angle range. 
In addition to the main inner detector assembly as shown in 
fig. 2-3, segmented hodoscopes very close to the beam pipe 
("manschetten" counters) cover the polar angle ranges from 15° to 30° 
and from 150° to 165°. These hodoscopes are situated behind a 
lead-shield with a thickness of one radiation length which converts the 
gamma rays. 
L- Drift Chamber 3 
— Hodoscope H0 0 5 10 cm 
Figure 2-3: Cross section of inner detector segment perpendicular to 
the beam 
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2.2.3 The Energy Detector 
The energy detector Is shown In fig. 2-4. It consists of 178 
blocks of sodium iodide (Nal) or lead glass. The Nal blocks are 
situated behind the gaps in the lead converter. Part of the Nal blocks 
form a segmented 1.8 radiation length thick "active" converter, which 
converts photons with a high probability (- 85Í) but without loss of 
energy resolution. Planar drift chambers and plastic scintillation 
counters (converter hodoscopes) are used for measuring the conversion 
point and triggering on photons. Behind the active converter are Nal 
blocks followed by lead glass blocks. The sidewalls have a total 
thickness of 16.2 radiation lengths at normal incidence. The lead glass 
arrays above and below the inner detector are 12.7 radiation lengths 
thick at normal incidence; the irregularly shaped blocks between the 
side walls and the top and bottom assemblies are (depending on the 
azimuthal angle of incidence) between 6 and 10 radiation lengths thick. 
Figure 2-4: Exploded view of the energy detector. The shaded bloeke 
aoneist of sodium iodide (mal) 
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Electromagnetically showering particles on the average deposit 
over 80Ï of their energy. Minimum ionizing particles deposit between 
150 and 300 MeV. The energy resolution (FWHM) for electromagnetic 
showers is approximately 13Í/1/E with E in GeV [Bart78]. The solid angle 
coverage is 82$ of HIT sr. 
2.2.4 The Muon Detector 
An iron muon filter surrounds the energy detector. It has a 
thickness of 30 cm on the bottom, 45 cm on the top and 60 cm on the 
sides, yielding penetration probabilities for hadrons of 17$, 7$ and 3% 
respectively. Outside the absorber are drift chambers to track muons 
and scintillation hodoscopes to eliminate cosmic muons by time of 
flight measurements. The muon detection system covers 40$ of the full 
Mit solid angle. 
2.2.5 Trigger and Data Acquisition 
The trigger conditions for the experiment consist of various 
charged multiplicity requirements each with their own sub-condition on 
the amount of energy deposited. The charged multiplicity is determined 
by the number of coincidences between elements of the inner detector 
hodoscopes Hj^  and H 0 covering the same azimuthal domain. For three or 
more tracks the minimum energy required is 250 MeV. For charged 
multiplicities £ 2 and S 1 the energy thresholds are 300 MeV and 800 
MeV respectively. If no tracks are observed, a signal in the outer 
hodoscope or in the converter hodoscopes - indicative of a converted 
photon - plus at least 1 GeV of energy deposited, gives a trigger. A 
special μ-pair trigger requires 2 2 tracks, at least 200 MeV of energy 
deposited plus a hit in the muon detector. An event causes a trigger if 
at least one of the trigger conditions is met. The hadronic and Bhabha 
events used in this work usually meet several conditions 
simultaneously. This redundancy has been exploited to check the trigger 
efficiency which was thus found to be better than 99.9$. 
Events accepted by the hardware trigger are read in by a PDP-9 
on-line computer. A two step selection algorithm subsequently discards 
events which do not have radial drift chamber tracks corresponding to 
the hodoscope tracks. The first step (- 350 ns) rejects about 22$ of 
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the triggers. The second step (- 2 ms) rejects another H5%. This 
procedure substantially reduces the number of single beam (i.e. 
beam-gas and beam-wall) and cosmic ray events. After final acceptance 
the event is transfered to the central DESY computer where it is stored 
on magnetic tape for further analysis. In this experiment a total of 
3.5 · 10e triggers were recorded on tape. 
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CHAPTER 3 
THE PROCEDURE 
In this chapter we describe the flow of the analysis used in 
extracting the total hadronic cross section. 
3.1 CROSS SECTIONS 
The first step is to select and separate the multi-hadron and 
Bhahba events from the totality of events stored onto tape. The number 
Ng of observed Bhabha events then determines the time-integrated 
luminosity L 
jvis N B . (1-ΔΒ) / σ'
13
 (3.1) 
-vis Here Og is a Monte Carlo calculation of the visible Bhabha cross 
section (including radiative corrections, see next section) and Δ
Β
 the 
fraction of events in the Bhabha sample due to such backgrounds as 
cosmic ray and single beam events. An expression similar to (3.1) holds 
for the hadronic events 
L = N H · (1-ΔΗ) / сгн
і3 ( 3
·
2 ) 
In contrast to the Bhabha case, o-X13 now is an unknown quantity which 
we want to determine. Combining (3.1) and (3.2) we obtain the following 
expression for the the visible hadronic cross section 
aVi3
 = ffvis.%.ll^Hl (3.3) JH = UB N B (1-ΔΒ) 
The actual determination of the visible hadronic cross section from the 
experimental data is described in chapter 4. 
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Because the hadronic event sample unavoidably contains 
contributions from -t-pair decays and two-photon (2Ύ) reactions, the 
visible hadronic cross section as given by expression (3.3) has to be 
corrected for these contributions in order to obtain the pure 
one-photon (1Y) annihilation hadronic cross section 
~.ViS —ViS _ -VIS _ _ І З /-, 1.4 
" H . U " σΗ σ τ τ σ Η , 2 ϊ (3.1) 
The next step is to relate the visible one-photon hadronic cross 
section to the quantity we really want to determine: the radiatively 
1 \ 
corrected total hadronic cross section σ,, '. The correction procedure 
for the radiative effects is the subject of the next section. 
1
 The quantity σ
Η
 should not be confused with o2 given by expression 
(1.6). The latter is the lowest order QED expectation, whereas σ
Η
 in 
addition includes the QCD effects: σ
Η
 - ( 1 + S Q C D ) · O^ (section I.3). 
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3.2 RADIATIVE CORRECTIONS 
A visible cross section is by definition that part of the cross 
section actually observed in the experiment. To relate a visible cross 
section to the total cross section one uses the concept of a detection 
efficiency e. Then 
σ
νΐ3 . otot .
 c
 (3.5) 
We require e to account for geometrical, trigger and event selection 
inefficiencies. It is obvious that e á 1. 
The situation gets complicated due to the presence of radiative 
effects. The a t o t in expression (3.5) still includes these effects 
whereas we are primarily interested in lowest order QED cross sections. 
As efficiency and radiative effects cannot be determined independently, 
we discuss the two together. Without loss of generality we can 
illustrate the procedure used, by considering the case of the 
multi-hadron production cross section. 
The radiative effects cause bremsstrahlung photons to be emitted 
with a certain energy spectrum f(k); к is the energy of a radiated 
photon normalized to the beam energy (k = E _ h o t o n / E b e a m ) . Note that 
к - 0 for non-radiative events. The hadronic system produced in an 
event radiating a photon with energy k, has an invariant mass squared 
s' 
s' « s · (1-k) (3.6) 
with s = 4 'E^gg^. Following [Bere8lb] we write for the total radiative 
hadronic cross section 
σ
Η?1Ύ ( 3 ) - Ι ΐΜ · σΗ ( 3' ) •dl< 
= σ
Η
(3) · ƒ f (к) · [σ
Η
(3')/σ
Η
(3)] · dk 
(3.7) 
Hadronic systems, produced in events with a different radiative 
photon energy k, also have a different detection efficiency e, which 
thus becomes a function €(k) of k. To obtain the visible cross section, 
the function €(k) must be folded into the integral (3.7) 
o^v^s) = σ
Η
(3) · } f (к) · [σ
Η
(3')/σ
Η
(3)] •
 Е
(к) . dk (3.8) 
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The integration runs from l<
mln = о to k m a x - 1 - (πι π/Ε ϋ β 3 π 1)
2
 and 
includes integration of the photon angular distribution over the full 
solid angle; the value of k
m a x
 is chosen to correspond to the 
production of the lightest hadronic final state possible: a pair of 
pions. 
We define the integral on the right hand side of expression (3.8) 
as the hadronic "acceptance" Q H of the experiment and obtain the 
following generalization of expression (3.5) 
^ίΪΎ •
 σ
Η * QH (3.9) 
or, writing the QCD effects explicitly 
σ
Ηΐιγ- ° H - < 1 + « Q C D ) -QH <3.IO) 
The concept of acceptance is a generalization of the more simple 
efficiency concept. In the absence of radiative effects f(k) reduces to 
a delta-function δ(κ) and Q H = e(0) S 1. It is important to realize 
that the normalization of f(k) is not equal to 1 (as is the case for a 
delta-function) because f(k) also accounts for the Increase in cross 
section due to the radiative effects. This Implies that one can have a 
situation where Q H > 1 even though e(k) £ 1 for all k, i.e. one may 
encounter generalized "efficiencies" larger than 1. 
Expressions very similar to (3.9) hold for all other processes 
where radiative corrections are to be applied. Of course the functions 
г(к) and f(k) are process dependent. For the Bhabha case one has 
With Og given by QED (formula (1.9)), expression (3.11) precisely 
describes the way in which the Monte Carlo calculation of the visible 
Bhabha cross section used in formula (3.1) incorporates radiative 
corrections. To compute the visible t-pair cross section in formula 
(3.4) an analogous procedure is applied. The spectra f(k) have been 
derived for a number of processes In [Bere8la-cfBere83]; they 
incorporate the radiative effects mentioned In paragraph 1.2.1. 
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3.3 EXPERIMENTAL EXPRESSION FOR R 
We now have all the ingredients to derive an experimental 
expression for the ratio R which is defined as 
R
 -
 σ
Η I ofti (3.12) 
Combination of (3.12) with expressions (3.4) and (3.9) gives 
R = (.vis _ avis . σ ν 1 | γ ) , ( O O . . Q H ) ( 3 > 1 3 ) 
Expression (3.13) implicitly describes all the analysis steps needed to 
arrive at the total hadronic cross section starting from the visible 
hadronic cross section. The actual R-determination is described in 
chapter 5. In that chapter oX It a n c i σ τ ΐ 3 a r e c o m P u t e < : 1 using Monte 
Carlo techniques. The acceptance integral Q,, is calculated using the 
so-called Lund program [Sjös82] for the quark fragmentation part. 
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CHAPTER 1 
THE VISIBLE MULTI-HADRON CROSS SECTION 
This chapter describes the determination of the visible hadronic 
cross section following the path outlined in section 3.1. First the 
event selection is described, followed by the determination of the 
luminosity. At the end of the chapter the visible hadron cross section 
is calculated and some of its features investigated. 
1.1 EVENT SELECTION 
This section deals with the procedures to select the Bhabha and 
multi-hadron events from the raw data tapes. Both selection procedures 
are implemented as off-line computer programs and - being fully 
automated - involve no human intervention such as visual inspection. 
This has the important advantage that all selection criteria can be 
applied fastly, uniformly and reproducibly. In addition, efficiencies 
and backgrounds can be calculated consistently. 
First we discuss the Bhabha event selection (paragraph I.I.I). 
Then, in paragraph 4.1.2, we describe the selection of the multi-hadron 
events. For both samples we will give estimates for the beam-gas, 
beam-wall and cosmic ray background. These backgrounds are determined 
by running the selection programs on data taken with either a single 
beam or no beam at all in the machine. This procedure is checked by 
visual inspection of unbiased sub-samples of the selected events. In 
paragraph 1.1.3 the event selection results are discussed. 
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4.1.1 Selection of Bhabha Events 
To determine the integrated luminosity, we use the Bhabha events 
measured in the main detector. Such events have a rather characteristic 
signature in the detector because an electron entering the detector 
with the full beam energy deposits typically between 1.5 and 4.5 GeV. 
Minimum ionizing particles such as muons and charged hadrons (provided 
they do not undergo a nuclear secondary interaction) deposit on the 
contrary only about 200 MeV in the energy detector. As a result, the 
Bhabha events are easily distinguished from hadronic events: they lead 
to two - and only two - charged tracks in exactly opposite direction 
both of high energy. This same configuration also allows hardly any 
background from cosmic or single beam events. 
To be selected as a Bhabha, an event has to satisfy the following 
requirements. 
•A total deposited energy between 2 and 12 GeV. This rather loose 
starting cut is refined later-on by additional requirements on the 
deposition pattern (see below). 
•Exactly two tracks in the iji-dimension of the drift chambers. The φ 
tracking is such that only one track is counted if an electron 
showers in the beam pipe. To prevent fake ifrtracks simulated by noise 
hits, a maximum of 20 hits in the φ wires is allowed (clean two track 
events typically have -10 hits). 
•A φ-acollinearity of less than 11°. 
•One, two or three θ-tracks in the cathode strips. This cut is less 
strict than that in the ф-аітепзіоп because the cathode strips are 
somewhat more noisy. The average |соз | of the observed e-tracks is 
required to be less than Ο.Θ. To preclude fake tracks the total 
number of hits in the cathode strips is limited to 30. 
•A visible energy associated with each track between 600 MeV and 7 
GeV. This associated energy is required to be concentrated in two 
regions of adjacent blocks in the energy detector. At most one 
uncorrelated energy deposit is allowed, and then again only if it is 
smaller than 20$ of the beam energy. 
To estimate the background in the selected Bhabha events, the 
selection program was run on cosmic (no beam) and single beam data. 
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Only one event was accepted. After normalization, this amounts to a 
background of 0.1Ï. Assuming a Poisson distribution for the number of 
observed background events, this single event implies a 90$ C.L. upper 
limit of 3-9 background events or, equivalenti/, a background level of 
0.НІ. To check this result, an unbiased sample of about 190,000 
colliding beam triggers was passed through the event selection program. 
The 539 accepted events were visually examined for a possible 
background contribution. No background event was found. Again using 
Poisson statistics, this null result implies a 90% C.L. upper limit of 
2.3 background events or 0.4$. Clearly, the two methods of estimating 
the background give identical results. 
4.1.2 Selection of Multl-Hadron Events 
One of the most crucial points in a measurement of the total 
multi-hadron cross section is the selection of the hadronlc events. In 
this experiment about 1000 background events are recorded for each 
genuine multi-hadron event. To attain a background level of, say, 1$ in 
the final hadronic sample, an improvement of the signal-to-noise ratio 
by a factor of -10s is required. 
The background is dominated by single beam events and - to a 
lesser extent - by cosmic ray events. Both sources of background are 
characterized by non-radial tracks, slow tracks stopping in the inner 
detector and tracks with small deposited energy and large asymmetries. 
The selection procedure exploits these characteristics in rejecting 
background events. 
For our experiment a selection algorithm was developed which makes 
a visual inspection of the selected events redundant [Yous82]. The 
basic input for the construction and tuning of this algorithm comes 
from experience gained with visual scans. The computer algorithm 
calculates for each event seventeen quantities called "indicators". 
Each indicator-value, called "score", is a measure of the goodness of 
the event with respect to the selection quantity considered. Its 
assignment results from a procedure which more or less simulates a 
visual scan judgement. Events are accepted or rejected depending on the 
sum of the scores. Thus the selection of events depends on seventeen 
factors simultaneously. 
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We briefly explain the gross features of the indicators. Minimal 
conditions for an event to be accepted are at least three φ-tracks in 
the inner detector and at least 1 GeV of visible energy. Some 
indicators are based on the number of incomplete or very wide ("noisy") 
tracks, indicative of tracks not originating from the interaction 
region; the latter are computed for the φ- and θ-dimension separately 
to avoid reconstruction problems due to ambiguities in the correlation 
of φ- and -tracks. One indicator refers to the fraction of the visible 
energy present in the active converter. From the shape and the position 
of the active converter (cf. fig. 2-4) it follows that a large fraction 
indicates many stopping particles or particles travelling nearly 
parallel to the beam axis. Another indicator is based on the 
(a-)symmetries of the spatial distributions of charged tracks and of 
the deposited energy; an asymmetric track distribution however is 
allowed to 'balance' an asymmetric energy distribution if on opposite 
sides of the detector. Additional indicators are based on the number of 
tracks without or with small correlated energy, on the number of 
φ-tracks in the inner detector having associated hits in the 
'manschetten' counters, on the vertex position along the beam axis and 
on the number of hits in the muon detector. More details of the event 
selection can be found in [Yous82]. 
The background in the hadronic sample was determined by allowing 
the program to select events from single beam runs and no beam runs. 
The resulting estimate for the background was (2.0±0.6)ï. 
4.1.3 Event Selection Results 
Table 1-4 at the end of this chapter summarizes the results of 
applying the event selection procedures to our data sample. For each 
energy point the numbers of selected Bhabha and multi-hadron events are 
given. For the Bhabhas the event numbers are listed both for a cut on 
|соз І£0.8 and on |соз |£0.7. It is the latter cut which we use to 
compute the integrated luminosities and quantities derived thereof. The 
reasons for using a stronger |cos0|-cut are discussed in paragraph 
4.2.2. 
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To verify the selection procedures we checked a number of 
distributions derived from these selected event samples. Fig. 4-1 shows 
the cosO distribution of the Bhabha tracks together with the lowest 
order QED expectation. The agreement is quite good. Fig. 4-2 shows the 
Φ distribution of the Bhabha tracks. The latter distribution is 
consistent with being flat. From this we conclude that the Bhabha 
selection procedure is fairly insensitive to the azimuthal structure of 
the energy detector and that we see no indication of tranverse beam 
polarization. 
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Figure 4-2: Azimuthai angle distribution of Bhabha tracks. The daehed 
line is a flat distribution which is included for reference 
The distribution of the vertex position along the beam axis of the 
selected hadronic events is shown in fig. 1-3· From this distribution 
one sees that the actual interaction point of the colliding e+e~ beams 
is positioned -11 mm off the center of the detector. 
During the analysis of the primary data an error was found in the 
on-line data acquisition program which caused events with tracks 
passing through two specific pairs of cathode strips at one end of the 
detector to be rejected. A correction factor was derived in two 
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independent ways. One method was to compare with neighbouring pairs of 
cathode strips. The other method used the corresponding cathode strip 
pairs at the opposite end of the detector. The difference between the 
two methods was taken as the uncertainty in the correction factor. For 
Bhabha events the fraction of lost events was (0.36±0.07)ί; for 
hadronic events this fraction amounted to (5.3±0.6)ϊ. 
We also found a cabling error causing a pairwise interchange of a 
number of cathode strips. This error was easily corrected for in the 
off-line analysis software but it accounts for the slight differences 
between the numbers of Bhabha events as given in table H-H and those 
published in [Nicz82]. 
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Figure 4-3: Vertex position along the beam direction for hadronia 
events. The origin in the figure coincides xùith the center 
of the detector. The dashed curve is the Gaussian 
approximation adopted in the Monte Carlo simulations 
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4.2 THE INTEGRATED LUMINOSITY 
In the present experiment the Bhabha scattering events measured in 
the main detector are used to determine the integrated luminosity. To 
this end we apply for each center of mass energy the following 
expression 
L - N B . (1-ΔΒ) · (1+δΒ) / σ^
13
 (4.1) 
This expression is identical to (3.1) except for the factor (Ι+δβ) 
which accounts for the error in the on-line data acquisition program 
mentioned in the preceeding paragraph. 
In the previous section we have determined all factors in the 
numerator of expression (4.1). In this section we will determine the 
denominator On 1 3. 
4.2.1 The Visible Bhabha Cross Section 
The visible Bhabha cross section ia calculated by Monte Carlo 
techniques. The procedure consists of three steps. First Bhabha final 
states are generated. Second, these final states are simulated in the 
detector. And third, the generated events are subjected to the Bhabha 
selection procedure. 
To generate the Bhabha final states we employed a program by 
R. Klelss which incorporates the order a^ radiative effects mentioned 
in paragraph 1.2.1, i.e. initial and final state radiation, virtual 
corrections and vacuum polarization, see [Bere83]. The program provides 
the four-vectors of the final state particles e +e - and, if applicable, 
of the radiative photon. 
Given these four-vectors each event can be simulated in the 
detector. For Bhabha events the important features of the detector 
simulation are: 
• Simulation of the inner detector response to charged particles 
including multiple scattering effects. As the cathode strips are 
somewhat noisy, special effort went into this part of the algorithm. 
•Electrons and photons deposit energy according to an empirical 
"shower" formula [Absh79]. Photon conversion is simulated in the beam 
pipe and all parts of the detector. 
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•The finite size and the off-center position of the interaction region 
are taken into account. 
The simulated events are subjected to the Bhabha selection 
procedure. The fraction ε
Β
 of accepted events determines the efficiency 
of the selection for radiative Bhabha events. The visible cross section 
is then computed according to the following expression 
σ
ν 1 3 . generated . ^  ( ч > 2 ) 
Here и 8 е п е г а Ь е ( 1 ІЗ the cross section for the generated radiative Bhabha 
events as computed by the event generating program. Note that the above 
factorization of σΧ*3 differs from that in expression (3.11). The 
correspondence can be seen as follows. Define 
generated . „o .
 ( 1 + 6 R ) 
and (4.3) 
Q B = (1+6R) · ε Β 
where δ
Η
 embodies the radiative effects. Expression (4.2) can now be 
rewritten 
σ
Β
1 3
 - og.(1
+
6 R).e B 
(4.4) 
thus recovering expression (3.11). 
We now use expression (4.4) to investigate the energy dependence 
of on . The first factor on the right hand side is given by the lowest 
order QED expectation. Angular integration of expression (1.9) for 
Icosölso.T gives o^ which is proportional to 1/s. Dividing Og by o9- we 
obtain an energy-independent and dimensionless number 
og / o£- = 10.86 (4.5) 
The factor ε
Β
 in (4.4) is determined by the selection cuts. These are 
designed to be 100Í efficient - hence energy independent - for lowest 
order Bhabha scattering. Because the radiative effects are neither very 
energy dependent (6R-ln(s), [Klei82a]) nor very large (SR - 9Í, 
[КІеіЗга]), we expect only a small energy dependence for Q B and hence 
for the 'normalized' visible Bhabha cross section σΧ13/σ?-,. 
и uu 
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We now determine this cross section applying the procedure 
outlined above for three center of mass energies which we choose as 
follows. We subdivide our data into three separate energy regions. 
Region I corresponds to the low energy data (E^w from 7.40 to 7.49 
GeV). The other two regions are obtained by splitting the high energy 
range into two equal parts, i.e. E C M from 8.67 to 9.04 GeV for region 
II and from 9.04 to 9.41 GeV for region III. For each region we compute 
the weighted average energy using the number of Bhabha events at each 
energy point as weights. We find the following average Е
с м
- а1иез: 
7.46, 8.84 and 9.26 GeV. At each of these three E C M points 10
5
 events 
were generated and the following normalized ап*3- а1иеэ obtained 
" В
1 3 /
 "ΐμ ' 11·52±0.05 
for region I, and 
σ
Β
1 3 /
 "mi * 11.64±0.05 
for the regions II and III. The errors given are purely statistical and 
reflect the finite size of the generated Monte Carlo event samples. 
Assuming a 100Í selection efficiency for lowest order Bhabha 
events, we can compare the above results with (4.5) and conclude that 
the effect of the radiative corrections on the visible Bhabha cross 
section is at least 6Í. Note that the above numbers show - as expected 
- virtually no energy dependence (within errors the three numbers are 
equal). We conclude that the observed energy (in-)dependence of σ ι 1 3 
renders redundant a determination of ο ι 1 3 for each energy point 
separately and we apply the above numbers to compute the integrated 
luminosity for all energy points. The results are contained in 
table 4-4. 
4.2.2 Error on the Luminosity 
The uncertainty in the integrated luminosity stems from several 
sources. In this paragraph we discuss these factors on the basis of 
expression (4.1). 
The number Ng of observed Bhabha events has an inherent 
uncertainty /N B of statistical origin and is - for each energy point -
incorporated in table 4-4 as the so-called statistical error. Other 
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contributions to the uncertainty arise from the background subtraction, 
from the error in the on-line program and from the computation of crîj . 
These contributions are collectively referred to as the systematic 
uncertainty. The errors in the background subtraction and the 
correction for the error in on-line program have been given in the 
paragraphs Ί.Ι.Ι and 4.1.3 respectively. In the remainder of this 
section we discuss in detail our estimate of the systematic error in 
agis. 
Any systematic error in σ^ 1 3 will translate into features of the 
real data which are not exactly reproduced by the Monte Carlo 
simulation. To estimate these effects we compare the Monte Carlo and 
real data in terms of the variables used in the selection procedure. In 
fig. 4-4 the φ-acolllnearity of real data and Monte Carlo events is 
compared. We observe good agreement. 
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- 51 -
Figure 4-5: Visible energy distributions of Bhabha events. Three energy 
regions are dieplayed. The points are real data, the solid 
lines give the Monte Carlo results 
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Fig. 4-5 shows the visible energy for real data and for simulated 
events. The agreement is reasonable but the peak of the distribution in 
the Monte Carlo data is shifted to high energies with respect to the 
real data. It should also be noted that both distributions do not show 
high tails at the cut-off values; this indicates that the selection 
procedure is rather Insensitive to the precise value of the visible 
energy. The difference between simulated and real events is partly due 
to the uncertainty in the energy calibration (which amounts to 5Í). 
Another factor is the method which we use to simulate the energy 
deposition for showering particles. This method neglects any lateral 
extension of the shower and therefore of the deposited energy. This 
causes discrepancies, especially at the edges of the energy detector. 
In order to obtain a 'worst case' estimate for the total size of these 
effects, we increase the energy cut for the Monte Carlo data by 500 MeV 
and use the resulting variation in efficiency as an estimate for the 
contribution of this effect to our systematic error. 
In an attempt to minimize this contribution, we exclude the edges 
of the energy detector using narrower |cos0|-cuts. One should realize 
however, that a smaller |co30|-cut also implies less accepted Bhabha 
events and thus introduces a trade-off between a possible decrease in 
the systematic uncertainty versus an increase in the statistical error. 
We therefore study the effect of the value of the |coso|-cut on the 
systematic and the statistical uncertainties simultaneously. The 
results are summarized in table 4-1. From this table a choice of 0.7 as 
the limiting value for the |cos0|-cut appears a good compromise. The 
remaining contribution to the systematic error on the luminosity 
correspondingly amounts to 1.8$. 
We also estimate the losses in the selection procedure due to 
noise not simulated in the Monte Carlo. Too many noise hits, or too 
much uncorrelated energy, causes the selection procedure to reject an 
event. In the real data we indeed find spurious hits in the cathode 
strips and uncorrelated energy deposits. From the noise observed in the 
accepted events, we estimate the losses to be (1.6±1.3)$. We explicitly 
correct for these losses and consider their uncertainty аз a 
contribution to the systematic error. 
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The error in the Monte Carlo simulation, caused by the uncertainty 
in the exact position of the interaction vertex, is estimated by 
varying this position for the Monte Carlo events over twice the FWHM of 
the observed peak (fig. 4-3). The observed fluctuation in the 
efficiency ε
Β
 is only 0.7Í which we take as yet another contribution to 
the systematic error. 
Finally, we attribute a 1.5$ uncertainty to the cross section 
cT§enerated, in order to incorporate the effect of neglecting higher 
order radiative effects [Klei82b] and to account for the uncertainty in 
the hadronic contribution to the vacuum polarization [Bere76]. 
Table 1-2 contains a summary of all factors contributing to the 
uncertainty in the luminosity. To be conservative we add linearly the 
errors due to uncertainties in the Monte Carlo and combine the outcome 
quadratically with all the remaining ones. The resulting systematic 
uncertainty in the luminosity is 3.4Í. 
An analysis of Bhabha events obtained with a cut on |соэ |£0.8 
shows good agreement (within 1$) with the results obtained above. 
Analysis of the small angle Bhabha events in the luminosity monitor 
shows agreement with the large angle Bhabha events to within Ц% but 
with a 10$ systematic error [MarlSl]. 
Table 4-1 : Systematic and statistical uncertainties on the 
luminosity for different choices of the |cosQ|-cut. The systematic 
error estimates have themselves an uncertainty of -10$. 
|coso| 
cut 
0.800 
0.775 
0.750 
0.725 
0.700 
0.675 
0.650 
syst. 
error 
2.4$ 
2.2$ 
2.0$ 
1.9$ 
1.8$ 
1.8$ 
1.8$ 
stat. 
error 
0.64$ 
0.69$ 
0.74$ 
0.79$ 
0.84$ 
0.89$ 
0.93$ 
combined 
linear 
3.0$ 
2.9$ 
2.7$ 
2.7$ 
2.6$ 
2.7$ 
2.7$ 
error 
quadr. 
2.5$ 
2.3$ 
2.1$ 
2.1$ 
2.0$ 
2.0$ 
2.0$ 
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Table Ц-2: Contributions to the systematic error on the luminosity. 
Source of uncertainty Error 
Energy calibration and energy simulation 1.8% 
Radiative corrections 1.5% 
Noise not simulated in Monte Carlo 1 .3% 
Vertex position 0.7Í 
Monte Carlo statistics O.H 
Background subtraction 0.1Í 
Error in on-line program 0.1$ 
Result (see text) 3.5Í 
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4.3 INTERMEDIATE RESULTS 
The visible multi-hadron cross section is calculated by 
application of the following expression 
" H 1 3 = NH · (1-ΔΗ) ' (1+«н) I L С-6) 
Except for the factor (1+6H), which corrects for the error in the 
on-line program discussed at the end of paragraph 4.1.3, this 
expression is equivalent to (3.2). All items on the right hand side of 
(Ц.6) were determined in the previous sections. To separate out once 
more the ubiquitous 1/s energy dependence we rather compute the 
dimenslonless quantity Η
ν
ι 3 defined as 
R
vls = < # Э ' °5-μ («••Π 
The R
v
^
s
-values are computed for each energy point and included in 
table 4-4. 
The statistical errors on R
v l g quoted in table И-Ч are the upper 
and lower limits of an (asymmetric) 68.3Í confidence level interval; 
they would coincide with the usual standard deviation in case of a 
Gaussian distribution but are differently arrived at here. Indeed from 
expressions (4.1), (4.6) and (4.7) it follows that Rvls essentially is 
the ratio of NH and Ng times some constant К 
NH 
R V Í 3 = K . ¿ (4.8) 
Thus we find that Rvia is the ratio of two quantities which both are 
described by Poisson statistics. This results in a statistical 
distribution for R v l s which has an infinite variance and hence an 
infinite standard deviation. Confidence intervals however may still be 
determined, either approximately [Eadi71] or exactly [JameSO]. We used 
the latter method. Its basic assumption is that, without loss of 
generality, the problem may be treated binomially by considering the 
sum N of the number of Bhabha and multi-hadron events as fixed 
(N = Nw + Nn). The fraction ρ of hadronic events is then the 
probability parameter of a binomial distribution which can be 
determined from experiment. The actual observation of N^ hadronic 
events in a total of N events now puts limits on the 'true' value of p. 
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Using binomial statistics we compute, for each of our data points, the 
upper and lower limits for ρ (called p
+
 and p_ respectively) 
corresponding to the 68.3Î C.L. interval. The confidence limits on Rvia 
are subsequently computed according to the following expression 
Κ±-*·ΤΤ+
 ( 1 ,
·
9 ) 
In the limit of large N, the difference between this binomial approach 
and the customary Gaussian approximation becomes negligible. 
In fig. Ц-6 a plot of Ryjo as a function of Е
с м
 is shown. As seen 
from the plot no obvious resonances or steps are present. For each of 
the ECM-reglons defined in paragraph H.2.1, we now compute an average 
R
vls-value as follows 
<R vis-1 
ΣΝ 
(4.10) 
в 
The two summations run over all data points in the Eçw-region under 
consideration and К is the (region dependent) constant implicitly 
defined by equation (4.8). Note that this definition of <R
v i 3> is 
identical to the luminosity-weighted average of the individual 
R
vl3-values. The results are presented in table Ц-3. We have also 
computed the corresponding х2- а1иез, taking into account the asymmetry 
of the error intervals. The resulting x2/D0F-values are included in 
table Ч-3. Note the clustering of these values around 0.76 (normally 
one expects yVDOF - 1.0) which is an artefact of our semi-Gaussian 
interpretation of asymmetric confidence intervals. Fitting a constant 
7.4 7.5 8.7 8.8 8.9 9.1 9.2 9.3 9.4 
Ее« in GeV 
Figure 4-6: R
v
i
e
 CLB a function of center of mass energy. The errors 
ehoun are etatietical only 
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R
v i s to the individual data points by x
2
-minimization, yields no 
significantly different <R
vl3>-values or improved x
2/D0F-numbers. 
Neither does allowing a linear energy dependence in the fit. 
To search for narrow resonances we also fitted the data with a 
constant < R V i 3 > plus a narrow resonance corrected for the finite beam 
energy resolution and radiative effects [JackTS]. As fit parameter we 
considered the quantity Г
е е
 . B h a d , which is proportional to the 
integrated cross section under a possible resonance peak and therefore 
commonly taken as a measure of the size of a resonance. Each energy 
point in turn was taken to be the center of an hypothetical resonance. 
No significant resonance was found. The maximum signal is at 8.678 GeV 
where we find (assuming a J=1 resonance) 
r
ee '
 Bhad < 0 · 3 0 k e V (90$ C.L.) 
Here it should be emphasized that this width-number has limited 
absolute significance, since the R
vis-values used in the fits still 
have to be corrected for the finite acceptance and for the 
contributions of T-pair decay and two-photon hadron production. 
However, as these corrections have a smooth energy dependence, we can 
still conclude that - at the level of significance given - no 
resonances are found which couple to e+e~ and decay mainly into 
hadrons. We may thus consider the hadronic data as being a sample of 
continuum events. 
Table M-3: Event selection results per energy region. No and Nu are 
the numbers of observed Bhabha and multl-hadron events. L is the 
integrated luminosity. The errors are statistical only. 
E C M - r e g i o n ( s ) 
I 
I I 
I I I 
I I + I I I 
Ι + Ι Ι + Π Ι 
NB 
3160 
4193 
6879 
11072 
14232 
NH 
789 
1157 
1875 
3032 
3821 
L [ n b - 1 ] 
172 ± 3 
397 ± 6 
502 ± 6 
899 ± 9 
1071 ±10 
< R
v i s > 
2.96 ± 0 .12 
3.31 ± 0.11 
3.27 ± 0 .09 
3.28 ± 0 .07 
-
X2/D0F 
0.771 
0 .720 
0.801 
0 .760 
-
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Table 4-n 
Event selection results, integrated luminosities and R .„-values per 
energy point. Ng' and N B are the numbers of observed Bhabha events with 
|соз |£0.8 and |cos0|<O.7 respectively. N H is the number of observed 
hadronic events. The errors given are statistical only. 
Е
Г
м [GeV] N
n
· N
n
 N 
"•CM 
В "В "H L [nb
_ 1] 
7.400 ЧЧЦ 246 69 13.4 ± 0.9 
7.406 298 177 47 9.6 ± 0.7 
7.412 411 245 55 13.4 ± 0.9 
7.418 353 224 44 12.2 ± 0.8 
7.424 369 206 51 11.3 ± 0.8 
7.430 308 177 62 9.7 ± 0.7 
7.435 387 228 56 12.5 + 0.8 
7.442 336 212 57 11.7 ± 0.8 
7.448 340 195 44 10.7 ± 0.8 
7.454 316 191 51 10.5 ± 0.8 
7.460 390 241 45 13.3 ± 0.9 
7.466 389 226 56 12.5 + 0.8 
7.472 396 244 66 13.5 ± 0.9 
7.478 347 197 43 10.9 ± 0.8 
7.484 191 103 31 5.7 ± 0.6 
7.490 80 48 12 2.7 ± 0.4 
3-33 : Ul 
3.15 : + 0.61 0.51 
, et + 0.46 2
-
b b
 - 0.40 
2.33 + 0.4·; 
- 0.3f 
2.9" : 8:^ 6 
"•15 : П\ 
2.91 : §;503 
3.19 ! 8"J? 
2-68 : 8:fô 
з п т ! 8:18 
2-21 - ъі 
2.9" : 8:51 
, 5, + 0.51 3.21 _
 0 > і , ц 
2 59 + 0 . ? 2 ¿
· ^ - 0.43 
3.57 
2 . 9 6 
+ 0 . 9 0 
- 0 . 7 2 
+ ι .32 
- 0.93 
8.670 64 42 15 3.1 ± 0.5 
8.678 153 83 33 6.1 ± 0.7 
4.28 + 1 .74 
- 1.26 
η 76 + 1.21 
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Table Ц-Ц (contd . ) 
EC M [GeV] 
8.686 
8.694 
8.702 
8.710 
8.718 
8.726 
8.734 
8.712 
8.750 
8.757 
8.766 
8.770 
8.771 
8.782 
8.790 
8.800 
8.808 
8.818 
8.827 
8.836 
8.815 
8.851 
Nß' 
179 
133 
118 
183 
171 
153 
236 
191 
219 
297 
206 
367 
188 
195 
177 
166 
186 
153 
191 
75 
159 
206 
NB 
98 
73 
97 
93 
106 
81 
133 
112 
121 
161 
118 
210 
125 
119 
108 
85 
103 
77 
120 
51 
79 
116 
% 
31 
25 
18 
25 
31 
28 
37 
26 
33 
13 
39 
51 
29 
28 
32 
31 
27 
22 
32 
11 
30 
21 
L [ n b - 1 ] 
7.3 
5 .1 
7.2 
6.9 
7.9 
6.3 
10.0 
8 .1 
9.3 
12.1 
8.9 
15.9 
9.5 
9.0 
8.2 
6.5 
7.9 
5.9 
9.2 
3.9 
6.1 
8.9 
± 0.7 
± 0.6 
± 0.7 
± 0.7 
± 0.8 
± 0.7 
± 0.9 
± 0.8 
± 0.8 
± 1.0 
± 0.8 
± 1.1 
± 0.8 
± 0.8 
± 0.8 
± 0.7 
± 0.8 
± 0.7 
± 0.8 
± 0.5 
± 0.7 
± 0.8 
R, 
3.79 
1.10 
2.22 
3.22 
3.50 
3.99 
3.33 
2.78 
3.19 
3.11 
3.96 
2.91 
2.78 
2.82 
3.55 
1.79 
3.11 
3.12 
3.19 
3-29 
1.55 
2.48 
/1s 
+ 0.96 
- 0.77 
+ 1 .20 
- 0.94 
+ 0.74 
- 0.56 
+ 0.91 
- 0.72 
+ 0.88 
- 0.71 
+ 1.08 
- 0.86 
+ 0.75 
- 0.61 
+ 0.75 
- 0.60 
+ 0.76 
- 0.62 
* 0.64 
- 0.53 
+ 0.88 
- 0.73 
+ 0.53 
- 0.15 
+ 0.70 
- 0.57 
+
 0.73 
- 0.^9 
+ 0.87 
- 0.71 
+ 1 .19 
- 0.96 
+ 0.81 
- 0.67 
+ 1.05 
- 0.82 
+ 0.78 
- 0.63 
+ 1.34 
- 0.97 
+ 1.21 
- 0.96 
+ 0.69 
- 0.55 
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Table Ч-il ( c o n t d . ) 
ECM tGeV] 
8.863 
8.872 
8.881 
8.890 
8.908 
8.916 
8.926 
8.940 
8.962 
8.971 
8.980 
8.989 
8.998 
9.007 
9.016 
9.025 
9.031 
9.043 
9.052 
9.061 
9.070 
V 
189 
165 
147 
240 
196 
203 
186 
135 
125 
144 
161 
118 
149 
167 
178 
163 
154 
137 
147 
132 
122 
N B 
120 
102 
85 
140 
117 
118 
112 
81 
69 
82 
96 
69 
92 
112 
108 
83 
87 
78 
82 
71 
56 
% 
37 
24 
21 
26 
26 
37 
28 
20 
22 
29 
17 
23 
28 
26 
25 
32 
29 
12 
24 
30 
10 
L [ n b " 1 ] 
9.3 
7.9 
6.6 
10.9 
9.1 
9.2 
8.8 
6.4 
5.4 
6.5 
7.6 
5.5 
7.3 
8.9 
8.6 
6.6 
7.0 
6.3 
6.6 
5.7 
4.5 
± 0.8 
± 0.8 
± 0.7 
± 0.9 
± 0.8 
± 0.8 
± 0.8 
± 0.7 
± 0.7 
± 0.7 
± 0.8 
± 0.7 
± 0.8 
± 0.8 
± 0.8 
± 0.7 
± 0.7 
± 0.7 
± 0.7 
± 0.7 
± 0.6 
R v i 3 
3.69 
2.82 
2.96 
2.22 
2.66 
3.76 
3.00 
2.96 
3.82 
4.24 
2.12 
3.99 
3.65 
2.78 
2.77 
4.62 
3.99 
1.84 
3.51 
5.06 
2.14 
- § : § § 
+ 0.80 
- 0.63 
-
+
 8:?? 
- 8:5? 
+ 0.72 
- 0.57 
+ 0.85 
- 0.70 
+ 0.78 
- 0.63 
+ 0.95 
- 0.73 
+ 1.20 
- 0.92 
+ 1.14 
- 0.91 
+ 0.72 
- 0.55 
+ 1.22 
- 0.95 
+ 0.98 
- 0.78 
+ 0.75 
- 0.60 
+ 0.77 
- 0.61 
+ 1 .19 
- 0.95 
+ 1 .06 
- 0.85 
+ 0.77 
- 0.56 
+ 1 .03 
- 0.80 
+ 1 .37 
- 1 . 0 9 
+ 1.03 
- 0.72 
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Table 4-4 (contd . ) 
ECM [GeV] 
9.078 
9.088 
9.097 
9.106 
9.115 
9.124 
9.133 
9.142 
9.150 
9.160 
9.170 
9.180 
9.190 
9.200 
9.210 
9.219 
9.230 
9.240 
9.250 
9.260 
9.270 
9.280 
V 
133 
161 
103 
117 
151 
122 
106 
170 
185 
397 
375 
469 
380 
373 
363 
340 
469 
374 
489 
391 
321 
403 
Nß 
76 
89 
53 
71 
86 
75 
60 
94 
109 
215 
218 
282 
228 
214 
208 
209 
278 
213 
300 
226 
193 
250 
NH 
12 
28 
13 
24 
24 
21 
18 
22 
24 
60 
57 
73 
61 
58 
58 
52 
52 
52 
85 
63 
58 
71 
L [nb~ 
6.2 
7.2 
U.3 
5.8 
7.0 
6.1 
4.9 
7.7 
9.0 
17.7 
18.0 
23.4 
18.9 
17.8 
17.3 
17.5 
23.3 
17.9 
25.2 
19.1 
16.3 
21 .2 
± 
+ 
+ 
+ 
± 
± 
± 
± 
± 
± 
+ 
± 
± 
+ 
+ 
± 
± 
+ 
+ 
+ 
+ 
+ 
•
1 ] 
0.7 
0.8 
0.6 
0.7 
0.8 
0.7 
0.6 
0.8 
0.9 
1 .2 
1 .2 
1.4 
1.3 
1.2 
1 .2 
1.2 
1.4 
1.2 
1.5 
1.3 
1 .2 
1.3 
R v l 3 
1.89 
3.77 
2.94 
4.05 
3.31 
3.35 
3.59 
2.80 
2.64 
3.34 
3.13 
3.10 
3.21 
3.25 
3.34 
2.98 
2.24 
2.92 
3.39 
3.34 
3.60 
3.40 
- §:858 
+ 1 .01 
- 0.81 
+ 1.24 
- 0.89 
+ 1.21 
- 0.94 
+ 0.97 
- 0.76 
+ 1 .06 
- 0.82 
+ 1.26 
- 0.95 
+ 0.84 
- 0.66 
+ 0.74 
- 0.59 
-
+
 §:§79 
: 8 : Й 
+ 0.46 
- 0.41 
+ 0.53 
- 0.46 
+ 0.56 
- 0.48 
+ 0.^8 
- 0.49 
+ 0.S4 
- 0.46 
+ 0.3? 
- 0.34 
+ 0.53 
- 0.45 
+ 0.47 
- 0.42 
+ 0.55 
- 0.47 
+ 0.63 
- 0.54 
+ 0.52 
- 0.46 
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Table H-k (contd.) 
E C M [GeV] NB' 
9.290 398 
9.300 455 
9.310 442 
9.320 393 
9.330 346 
9.340 389 
9.350 506 
9.360 374 
9.370 402 
9.380 377 
9.390 346 
9.400 402 
9.410 165 
4 ÜH 
232 69 
247 88 
243 73 
224 56 
193 46 
221 62 
304 77 
213 76 
240 67 
220 56 
193 52 
228 60 
87 31 
L [nb-1] 
19.7 ± 1.3 
21.0 ± 1.3 
20.7 ± 1.3 
19.1 ± 1.3 
16.5 ± 1 .2 
19.0 ± 1.3 
26.1 ± 1.5 
18.3 ± 1.3 
20.7 + 1.3 
19.0 ± 1.3 
16.7 ± 1.2 
19.8 ± 1.3 
7.6 ± 0.8 
3 
4, 
3. 
3. 
2. 
3. 
3. 
4 
3. 
3, 
3. 
3. 
4, 
V I S 
•56 I g; 
.27 
.60 
.00 
.86 
.36 
.03 
.27 
.34 
.05 
.23 
.15 
.27 
+ 0, 
- 0, 
+ 0, 
- 0, 
+ 0, 
- 0, 
+ 0. 
- 0, 
+ 0, 
- 0, 
+ 0, 
- 0, 
+ 0, 
- 0 
+ 0, 
- 0, 
+ 0, 
- 0. 
+ 0, 
- 0, 
+ 0, 
- 0. 
+ 1 , 
- 0, 
•M 
.60 
.53 
:ïï 
•M 
:3? 
•M 
.44 
.39 
:!? 
•M 
•M 
.59 
.50 
•M 
.10 
.88 
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CHAPTER 5 
THE TOTAL MULTI-HADRON CROSS SECTION 
In this chapter we discuss the determination of the normalized 
hadronic cross section R. Our starting-point is R
v
^
s
 as obtained in the 
preceding chapter. From R
v l s we compute R by application of the 
following expression 
R
 • t K v i s - ^ S + ΐΐϊΚΐ 1 ' QH (5.1) 
This expression is equivalent to (3.13) and summarizes the analysis 
steps described in this chapter. 
The determination of the hadronic acceptance, Qu is the subject of 
the first section of this chapter. In section 5.2 we compute the 
background in the multi-hadron data sample due to the hadronic decays 
of τ-pairs (σ^ί 3), and to two-photon multi-hadron production («^Ιγ)· 
All these quantities are computed by Monte Carlo techniques. 
In the last section of this chapter, 5.3, the resulting R-values 
are computed. In that section we also investigate the behaviour of R as 
a function of energy and check - once more - for the presence of 
resonances and/or steps. In the absence of steps and resonances the 
obtained R-values per energy point are combined to obtain a single 
'grand' R-value for the entire energy region oovered by the experiment. 
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5.1 THE HADRONIC ACCEPTANCE 
The determination of the acceptance Qu requires the evaluation of 
the following expression (cf. section 3.2) 
Q H = } f (к) · [σΗ(3')/σΗ(3)] · e(k) · dk (5.2) 
Recall that 
к is the energy of the radiated photon normalized to the beam 
energy: к - E p h o t o n / E b e a m l 
f(к) is the radiative photon spectrum, 
s' is the invariant mass squared of the produced multi-hadron 
system: s' - s · (1-k), 
£(k) is the efficiency for events in which a radiative photon with 
energy к is produced, 
cfy is the total hadronic cross section. 
The integration runs from k
rnin = 0 to k m a x =- 1 - (.^/Ebea!n)2. 
The cross section ojjis) is proportional to R(s)/s; we can thus 
rewrite expression (5.2) as follows 
Q H = J f(k) · (1-k)"
1
 · [R(s')/R(s)] . e(k) · dk (5.3) 
The value of Q H is determined by Monte Carlo integration. We first 
generate four-vectors of hadronic final states. Subsequently the 
detector response to each particle in an event is simulated; this step 
represents the so-called 'tracking' of the event. Then the simulated 
events are subjected to the selection procedure for multi-hadron 
events. The quantity Qu is derived from the fraction ε
Η
 of accepted 
events. 
The generation of the four-vectors of hadronic events proceeds in 
three steps. First we generate the four-momentum к of a radiative 
photon. Then, with the remaining energy fs', a non-radiative hadronic 
event of the type e+e~ •» hadrons is generated. Finally, the hadronic 
final state is rotated and boosted in accordance with the parameters of 
the radiated photon. 
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5.1.1 Generation of the Radiative Photon 
For the generation of the radiative photons we use a program by 
R. Kleiss [BereSlb]. This program implements the factors f(k) and 
(1-Ю"1 of the integral representation (5.3) of Q H. The function f(k) 
includes all the radiative effects mentioned in paragraph 1.2.1 except 
for the final state radiation. The latter depends on the mass of the 
produced qq-pair which is not known at the time the program generates 
the photon. Fortunately, calculatic.is have shown the effect of final 
state radiation in this process to be as small as -0.02Í [Yndu78]. 
The program does not implement the factor [R(s')/R(s)] of the 
integrand in (5.3). In fact, R as a function of energy is unknown: It 
is precisely the quantity we want to determine in this experiment. 
In our calculation of QH we approximate this factor by the lowest 
order QED value [R0(s')/R0(s)] which can be computed from expression 
(1.7). For each generated photon we explicitly calculate 
[R0(s')/R0(s)], adopting the following quark masses: mu = m^ = 0.3 
GeV/c2, ms = 0.5 GeV/c2 and mc - 1.6 GeV/c2. The resulting value, which 
is always less than or equal to unity because s'S s, is interpreted as 
a probability factor to decide on the continuation of the generation of 
an event. This procedure discards about 6.5% of the initially generated 
photons. Using various other assumptions for the shape of R(s), such as 
different quark masses (we have also used: mu = m^ = 0.1 GeV/c2, ms = 
0.4 GeV/c2 and mc - 1.25 GeV/c2 [Barn80]), explicitly adding the effect 
of the cc resonances, or taking Н(з) = 0 below the charm threshold, we 
obtain - within errors - identical results on Qu. 
5.1.2 Generation of the Hadronic Final State 
To simulate the process e e~ -» qq and the subsequent fragmentation 
of the qq-pair into hadrons, we employ the so-called Lund program by 
T. Sjöstrand [Sjös82]. This program has many options and it implements 
both the popular Lund and Field-Feynman fragmentation schemes. 
The Field-Feynman (FF) scheme [Fiel78] is a phenomenological model 
describing the independent fragmentation of u-, d- or s-quarks into 
single jets of mesons. We briefly review the ingredients of the model. 
The initial quark fragments into a meson and a secondary quark. 
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This is envisaged as the creation of a qq-pair followed by the 
recombination of one half of the pair with the initial quark to form a 
meson. The remaining half of the pair is the secondary quark. The meson 
takes a fraction ζ of the momentum of the initial quark according to a 
so-called longitudinal momentum-sharing or fragmentation function f(ζ) 
f(z) - 1 - a + За · (1-z)2 (5.4) 
The parameter a has been determined empirically, yielding a value of 
0.77. In addition to a longitudinal momentum, the meson gets a 
transverse momentum p t according to a Gaussian with a width of 0.35 
GeV/c. The secondary quark carries the remaining energy-momentum and 
subsequently fragments by recursive application of the above procedure 
until all energy of the original quark is exhausted. The flavor of the 
produced quark pair is - in each step - governed by the following 
probabilities 
P(uu) : P(da) : P(ss) = 0.4 : 0.4 : 0.2 (5.5) 
The produced meson is given an equal probability of being a 
pseudoscalar (PS) or a vector meson (VM) 
P(PS) = P(VM) = 0.5 (5.6) 
The implementation of the FF model by the Lund program extends the 
model in several respects. In all cases the extensions are inspired by 
or copied from the Lund model (to be discussed below). The initial 
production of heavy flavors (at our energies charm production is 
possible) is included by means of a flat fragmentation function: 
f(ζ) = 1. Heavy flavor production during the fragmentation process 
itself is ignored. Further, a provision is made to impose 
energy-momentum conservation on the joint fragmentation of the initial 
qq-pair, thereby refining the FF prescription for terminating the 
fragmentation iteration. Another extension is the inclusion of a 
mechanism for baryon production in jets. 
We now give a brief description of those aspects of the Lund model 
of relevance to our experiment. The basic ideas of the Lund model were 
first formulated in [Ande78]. Since then a number of refinements and 
extensions have been made. The present status of the model is reviewed 
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In [Ande83]. Apart from a number of technical details, the Lund program 
provides a faithful implementation of the Lund model. 
The model is based on the dynamical properties of a massless 
relativistic string with no transverse excitations. The initial quark 
and anti-quark produced in the e^e" annihilation are considered to be 
end points of such a string. The string itself can be viewed as the QCD 
color field between the two quarks. As the quarks move apart, the 
string stretches and eventually breaks. The breaking of the string 
coincides with the pair creation of a quark and an anti-quark which 
occupy the new endpoints. The fragmentation process is thus envisaged 
as the successive breakups of the string: each time the string breaks, 
one piece forms a hadron and the other piece keeps fragmenting. From 
the assumption that the string may break at any given point with equal 
probability, a "flat" longitudinal fragmentation function f(z) - 1 is 
derived for the momentum fraction ζ carried away by the produced 
hadron '. The model postulates that the emission of collinear gluons 
(i.e. gluons moving along the fragmenting string) modifies the flat 
f(z) to an effective function 
f(z) = (1+0) · (1-z)c (5.7) 
where с is a flavor-dependent number varying from 0.05 to 0.50. The 
transverse momentum acquired by the hadron is given by a Gaussian as in 
the FF model but here the width parameter is 0.44 GeV/c. The 
fragmentation process as described above continues until all available 
energy is dissipated in the form of hadrons. Note that, in contrast to 
the FF model which describes the fragmentation of individual quarks 
into jets, the Lund model describes the fragmentation of the qq-system 
as a whole. 
The creation of the qq-palrs during the fragmentation is modeled 
as a quantum-mechanical tunneling phenomenon. This relates the relative 
probability of creating a quark of a specific flavor to the mass of 
1
 A recent "symmetric" reformulation of the Lund model employs a 
different f(z) [Ande83]. We have used the "standard" model as the 
practical differences are expected to be negligible in our case. 
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that quark. The resulting relative probabilities are 
P(uu) : PCdB) : P(ss) : P(cc) « 1 : 1 : 0.3 : 10" 1 1 (5.8) 
which implies that cc production during the fragmentation process can 
safely be ignored. Pseudoscalar and vector meson production are again 
given equal probabilities. 
Baryon production is accounted for by allowing the creation of a 
diquark pair rather than a qq-palr. The relative probability for the 
production of a diquark pair is taken as 
P(qqqq) : P(qq) = 0.075 : 1 (5.9) 
The sharing of this probability among the several di quark 
flavor-combinations is governed by a number of phenomenological 
"suppression factors". The produced baryons can be either spin 1/2 or 
spin 3/2 states; by using a ratio determined by spin statistics, spin 
3/2 is made twice as probable as spin 1/2. 
Gluons are included in the Lund model by describing them as kinks 
on the string connecting a qq-pair. This provides for a natural 
extension of the model to the first order QCD process e+e" -*· qqg (in the 
FF model the notion of gluons is entirely absent). The treatment of 
gluon bremsstrahlung is restricted to hard gluons (in addition to a 
number of physically motivated cuts, Е^ -,
 o n
 is required to be larger 
than 2.8 GeV), since soft non-collinear gluons are believed to cause 
the p t of the produced hadrons and hence are already accounted for. The 
fraction of hard gluon (qqg) events is computed from a QCD matrix 
element and varies from 0.8Í at 7.4 GeV to 3.8Í at 9.1 GeV. 
Although the Lund model has many parameters, which mostly appear 
to have rather ad-hoc values, all these values are empirically tuned to 
make the model simultaneously coincide with a large body of data from 
many different experiments. This leaves only limited room for changing 
the parameter values. A detailed comparison of the model predictions 
with TASSO continuum data on e+e~ annihilation into hadrons at /i equal 
13 GeV and 17 GeV [Bran79] shows good to very good agreement using the 
standard values of the model parameters [Metz82]. 
On the basis of our data we are unable to make a significant 
discrimination between the FF and the Lund model. This is mainly due to 
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the inability of the LENA detector to identify hadrons and measure 
their momenta. Because of the successful description of the continuum 
multi-hadron production as measured by TASSO and the explicit treatment 
of hard gluon bremsstrahlung, one tends to prefer the Lund model. 
Nevertheless we still use both models to determine the hadronlo 
acceptance Q^. The differences in QH-values are interpreted as "model 
uncertainties" contributing to our systematic error. 
5.1.3 Determination of the Acceptance 
Once the four-vectors of a multi-hadron event (including a 
possible radiative photon) have been established, each final state 
particle in the event is tracked in the detector. In addition to the 
aspects already mentioned when discussing the simulation of Bhabha 
events (paragraph 4.2.1), the following features of the detector 
simulation are specifically relevant for hadronic events: 
•Energy deposition proportional to track length for minimum ionizing 
particles in the energy detector. 
• Stopping and charge-exchange reactions for charged hadrons in the 
energy detector. 
•Response to muons and punch-through hadrons in the muon detector. 
• In-flight decay of K° mesons. 
After passing the Monte Carlo generated events through the event 
selector we obtain the fraction ε
Η
 of accepted events from which we 
compute Q H. Recall expression (3.10) 
< u - ( 1 +*QCD)- 0H-«H < 5· 1 0 ) 
Analogously to the Bhabha case we postulate 
°fi?Y- n + W - ° r e r a t e d - H (5.11) 
Although this expression may seem trivial, it deserves some comment. 
Due to the fact that we generate a QCD mixture of events of the type 
e
+
e~ > qq •* hadrons and of the type e+e~ •* qqg -•hadrons , we Implicitly 
account for possible QCD effects on e H. However, the value of 
generated
 i 3 determined entirely from QED. We therefore still have to 
add the contribution ÔQQQ explicitly. Combining (5.10) and (5.11) we 
obtain the following relation between ε,, and Qu 
- 71 -
QH = {ofteneratea/o°) .e H (5.12) 
As we a priori do not expect a well-defined E C M dependence for Q H 
(as was the case for σ ^ 1 3 ) , we evaluate this quantity at seven 
different Е
с м
- а1иеэ. For both fragmentation models (Lund and FF) we 
generate 30,000 Monte Carlo events at each of the following energy 
points. For the low energy region we determine Q H at 7.4 and 7.5 GeV. 
The high energy region is covered by five points starting with 8.6 GeV 
and then in 0.2 GeV intervals up to 9.4 GeV. The obtained results on Q H 
are presented in table 5-1 . 
From this table it is seen that Q H ranges from -0.8 for the low 
energy region to -0.9 for the higher energies. Notice that the 
QH-value3 obtained with the Lund model are consistently about 1.5% 
higher than the FF model values (as explained in paragraph 5.1.2 we use 
the Lund model values), ^or the low energy region we adopt a constant 
Qfl - 0.799 in the calculation of R. In the high energy range we observe 
that Q H rises with increasing center of mass energies. For this region 
(8.6 to 9.1 GeV) we use a straight-line parametri zation of Qu given by 
Q H = 0.900 + 0.043 · (E C M - 9.0) 
with E C M in GeV. 
Table 5-1 : Results of the Monte Carlo determination of the 
hadronic acceptance Q H. The errors given are statistical only 
and reflect the finite sizes of the generated event samples. 
E C M [GeV] 
7 .4 
7 . 5 
8.6 
8 .8 
9 .0 
9 . 2 
9 .4 
QH (Lund) 
0 . 7 9 9 ± 0 . 0 0 6 
0 . 7 9 9 ± 0 . 0 0 6 
0 . 8 8 3 ± 0 . 0 0 6 
0 . 8 9 2 ± 0 . 0 0 6 
0 . 9 0 3 ± 0 . 0 0 6 
0.9O6±0.OO6 
0 . 9 1 7 + 0 . 0 0 6 
QH (FF) 
0 . 7 7 5 + 0 . 0 0 5 
0 . 7 8 7 ± 0 . 0 0 6 
O.870±O.O06 
0 . 8 8 4 ± 0 . 0 0 6 
O.89O±0.O06 
0 . 8 9 2 ± 0 . 0 0 6 
0 . 9 1 0 ± 0 . 0 0 6 
- 72 -
5.1 .1 Error on the Hadronie Acceptance 
To estimate the systematic uncertainty in Q H we first establish 
that the Monte Carlo data reproduce the relevant aspects of the data. 
In figs. 5-1 and 5-2 the charged multiplicity respectively the 
visible-energy distributions of the real data and the simulated events 
are compared. We observe quite good agreement. We have also checked the 
distribution in Δφ, the difference between azimuthal angles of 
neigboring tracks in the hadronie sample (fig. 5-3). Again the Monte 
Carlo events give an adequate representation of the data. 
m 
•*-> 
с 
<ΰ 
ш 2 0 0 
_£ 160 
120 
80 
40 
Е
с м
 = 7.4-7.5 GeV 
Ж 
1 сы_ 
О 4 8 12 16 4 8 12 16 
Charged Multiplicity 
8 12 16 
Figure 5-1: Charged multiplicity distributione for hadronie events in 
three Eçprregions. The pointe are real data, the eolid 
linee give the Monte Carlo results which include tau-pair 
contributione 
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4 5 
Еда 'm GeV 
Figure 5-2: Visible energy distributions for hadronia events (see also 
caption of figure 5-1). The Monte Carlo results are 
normalized to the real data above the E
v
^
e
-aut 
- 7U -
• 10 
200 240 
ΔΦ ¡η degrees 
Figure 5-3: Azimuthai angle between adjacent traake in hadronia évente. 
The pointe are real data, the solid linee give the Monte 
Carlo résulte including tau-pair contributions 
Even though several energy calibration methods have been applied, 
the calibration of the LENA detector has a relatively large 
uncertainty. One calibration method used, was to minimize the width of 
the distribution of the total visible energy in Bhabha and photon-pair 
events. Another method employed cosmic muons passing through the inner 
detector in the absence of colliding beams. From the muon trajectory 
the path length of the muon in the individual elements of the energy 
detector (Nal or Pb-glass blocks) could be computed and hence the 
deposited minimum ionization energy. A study of the LENA energy 
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calibration [AvSh8l], using the latter method, claims a 5Ï overall and 
a 8Í block-to-block uncertainty in the energy. The effect of this on QH 
is estimated by imposing random fluctuations on the simulated energies 
corresponding to these uncertainties. The largest effect on QH which we 
have observed is 1.5Í. The result of this Monte Carlo study is 
compatible with an identical study using the real data yielding an 
estimate of 1.3Ï. In addition we have checked on the real data the 
influence of using alternative sets of calibration constants (e.g. sets 
obtained with the other calibration method). We observe that the 
numbers of selected multi-hadron (or Bhabha) events vary up to 1.8$. 
Although the results obtained from the real data may be considered 
somewhat less reliable due to both limited statistics and the presence 
of background, we quote 1 .&% as a conservative error on Qu due to 
calibration uncertainties. 
As an estimate for a possible contribution to our systematic error 
due to model uncertainties in the fragmentation process, we use the 
difference between the FF and Lund values for QH (1.5%) A more detailed 
study of the FF model, in which some of the model parameters are tuned 
and then varied individually to estimate the systematic uncertainties, 
gives compatible results [Yous82]. 
To account globally for the effects of noise in the detector which 
are not simulated, we assign a 1.3Í systematic error to Qu. This number 
is the fraction of events which 'almost' fail in the selection 
procedure. More precisely, it is half the number of accepted events for 
which the total score in the selection procedure is within one unit of 
the cut separating accepted from rejected events. 
Exactly as with the Bhabhas, we assign a 1.5Ï systematic error for 
the uncertainty in the radiative corrections. This error takes into 
account both the uncertainties connected with the hadronic contribution 
to the vacuum polarization [Bere76] and the neglect of higher order 
radiative effects and final state radiation. 
By varying the vertex position for the generated events along the 
beam direction, we observe a 1Í variation in Qu. 
Table 5-2 shows a summary of all items contributing to the 
systematic error in Qu. Combining the errors quadratically yields a 
3·4% total systematic uncertainty in QH. 
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Table 5-2: Contributions to the systematic error in the 
hadronic acceptance Q„. 
Source of uncertainty Error 
Energy calibration 1.8Í 
Fragmentation model dependence 1 .5% 
Radiative corrections 1 .5% 
Noise not simulated in Monte Carlo 1 .3% 
Vertex position 1.0Í 
Monte Carlo statistics 1.0Í 
Sum in quadrature 3·^% 
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5.2 BACKGROUND SUBTRACTION 
Before we can apply the Q^-values computed in the previous section and 
calculate R, we must first subtract from R
v i 3 the visible t-pair and 
two-photon contributions. In this section we describe the Monte Carlo 
calculation of both quantities. 
5.2.1 The Visible Heavy Lepton Cross Section 
To determine the background cr^i3 in the hadronic data sample due 
to the production and decay of τ-pairs, we simulate the QED process 
e*e~ •» ττ up to O(a^) (i.e. including radiative corrections) using a 
program by R. Kleiss [BereSlb]. Once the four-momenta of the τ leptons 
- and of a possible radiative photon - are established, we use the Lund 
program to simulate the τ decays. 
The four-vectors of the τ decay products and the possible 
radiative photon are then used to simulate the τ-раіг events in the 
detector in the same way as for the multi-hadron events. The generated 
Monte Carlo events are subjected to the hadronic selection procedure 
yielding obtain the selection efficiency ε -. From this efficiency we 
compute &lka (completely analogous to the Bhabha case, cf. paragraph 
if.2.1 ) as follows 
<У І
9
 = generated
 ( 5 1 3 ) 
ττ
 υ
ττ ττ
 0
·
, 3
' 
The value of crgenerated
 i 3 calculated explicitly by the generating 
program. As usual we normalize the cross section to the lowest order 
QED y-pair cross section and determine Q^tk3/^-?,· 
We apply this procedure for the same three ECM-values at which we 
determined the visible Bhabha cross section and find 
/ 0.232±0.001+0.023 (E C M = 7.16 GeV) 
"τί
3 /
 "RÜ = \ 0.245±0.005±0.025 (ECM - 8.67 GeV) 
* 0.247+0.005+0.025 (ECM = 9.26 GeV) 
The first errors are statistical uncertainties due to the finite sizes 
of the Monte Carlo event samples. The second errors are systematic and 
estimated аз follows. 
The effect of the uncertainty in the energy calibration is 
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determined In the same way as for the multi-hadron events. The effect 
is found to be 2.5%. Varying the vertex position influences the results 
by 0.8Í and the radiative corrections introduce an uncertainty of 1.5%. 
However, in the simulation of τ-pairs, the most important 
contribution to the systematic error comes from the uncertainty in the 
charged multiplicity n
c h of the τ decays. The standard simulation of τ 
decays by the Lund program, is in good agreement with the properties of 
the τ lepton measured thus far [PDGB4]. However, much details on the -
relatively rare - high multiplicity (n
c h > 3) hadronic decay modes of 
the τ lepton are not available from experiments. Still, the correct 
simulation of the charged multiplicity in the hadronic decays is of 
particular importance because this multiplicity is one of the selection 
criteria. To get an idea of the effect of this incomplete experimental 
knowledge on the value of the visible t-pair cross section, we have 
also used theoretical predictions of [Kawa78] for the hadronic 
branching fractions in the generation of τ-pair events. The resulting 
visible cross sections differ from the first method by 9.5% which we 
accept as a contribution to our systematic uncertainty. 
Adding all above items in quadrature we find a 10Í systematic 
uncertainty on the visible t-pair cross section. 
5.2.2 The Visible Two-Photon Cross Section 
The background in the hadronic sample due to multi-hadron 
production via the two-photon channel has been estimated in two steps. 
Recall from paragraph 1.2.2 that in the two-photon cross section two 
components can be distinguished: the Vector Meson Dominance (VMD) part 
and the point-like part. The contributions of these two components have 
been determined Independently. 
For the VMD part we have adopted the procedure described by the 
TASSO collaboration [Hilg80]. The cross section for the process 
ÏY+hadrons is parametrized "in the spirit of the VMD model" as follows 
<T(W;q^,q¡) = (A + B/W) · F(qf ) · F(q¡) (5.14) 
The first factor on the right hand side is easily recognized as the VMD 
part of expression (1.12). W is the invariant mass of the two-photon 
system, the q| are the momenta of the two virtual photons and F(q ) is 
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a form factor inspired by the idea that the virtual photons effectively 
behave like p-mesons 
F(q2) = [l + q2/m2]-1 (5.15) 
with m the mass of the p-meson. The TASSO analysis quotes the 
following values for the parameters A and В 
A - 380 nb 
В = 520 nb · GeV 
For both values an uncertainty of 25% is given. The two-photon flux is 
computed employing the concept of the two-photon luminosity functions 
introduced by Field [FielSO] as based on QKD calculations of [Bonn73]. 
Hadronic final states are generated according to a multi-pion 
phase space with limited transverse momenta relative to the 
photon-photon axis. The parameter values for this - rather ad-hoc -
prescription are also copied from the TASSO analysis. Subjecting the 
generated events to the hadronic selection procedure we find the VMD 
component of the visible two-photon hadronic cross section 
Oj^VMD " (°.026±0.007) n b 
The error reflects the uncertainty reported for the TASSO results which 
dominates by far any other source of uncertainty. The E b e a m dependence 
of the ΪΎ luminosity function is proportional to 
Іп^г · E b e a m/m e l e c t r, o n) and hence varies only 5$ over the entire energy 
range covered by this experiment. As this variation is negligible 
compared to the 25$ uncertainty quoted above, we treat this cross 
section as being constant over the entire energy region. 
The point-like contribution to the two-photon hadronic cross 
section has been estimated using a program by J. Vermaseren [VermBO]. 
This program, which generates events of the type e +e - •* β+ε~μ+μ~, has 
been used to simulate events of the type e+e~ ->e+e_qq where q is a u-
or d-quark. This requires the introduction of charge and color factors 
connecting the two-photon μ-pair and qq-pair cross sections (cf. the 
definition of R 0 for single-photon annihilation, expression (1.7)) 
cr(e+e~ -•e+e"qci) „ . 
Η
Ύ
γ -
 ί + + + • 3 - [ 0 Д + Qg] • Π/27 (5.16) 
cr(e e + e e p p ) 
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with Q
u
 and Q^ the electric charges of the u- and d-quark respectively. 
An upper limit for the visible cross section for events of this 
type was estimated by imposing an energy cut of 1 GeV on the invariant 
mass W of the generated qq system (which equals the invariant mass of 
the two-photon system) and a соз- cut on the quark directions 
corresponding to the polar angle range (30° to 150°) covered by the 
inner detector. The effect of the charged multiplicity requirement in 
the selection procedure ( n ^ 2 3) was estimated by assuming pions to be 
produced in a charged to neutral ratio of 1:1 with the charged 
multiplicity given by the Ansatz 
n
c h - 2.0 + 1.5 · ln(W) (5.17) 
with W in GeV. Correction factors relating the μ+ν~ phase space to the 
multi-pion phase space are also included. The resulting point-like (p) 
component of the visible hadron cross section is 
σ 2 Ύ % £ (0.011+0.003) nb 
which, like the VMD component, is practically ECM-independent. Note 
that this really is an upper limit because no explicit quark 
fragmentation or multi-pion production model has been invoked. Using 
any such explicit particle production mechanism would reduce the result 
quoted above because a finite fraction of the resulting particles would 
certainly be produced outside the polar angle range covered by the 
inner detector and thereby reduce this background contribution. For 
practical calculations we interpret the above result as follows 
°2y3,p - (0.007+0.007) nb 
Adding the VMD and point-like contributions to the visible 
two-photon multi-hadron cross section we obtain 
"Ϊ ^ Ι Ύ ' (0.033±0.01l|) nb 
It is this value which we subtract from R
v
j.. Note that this result is 
only approximately 1$ of the total visible hadronic cross section and 
that even the rather large uncertainty on the above result introduces 
only a О.ЧЦ uncertainty in the final value of R. 
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5.3 RESULTS 
We now have collected all the numerical values required to compute 
the cross section for electron-positron annihilation into hadrons. For 
each of the energy points expression (5.1) is evaluated to obtain R. 
The details and results of this computation are contained in table 5-5 
at the end of this section. The statistical errors quoted for R are 
obtained by applying expression (5.1) to the 68.3% confidence limits on 
R V J 3 defined by expression {^.9). Note that the error intervals are 
again asymmetric. Fig. 5-1) shows R as a function of E C M . A comparison 
with fig. 4-6 shows immediately that the procedures applied in this 
chapter have - as expected - not revealed any new steps or resonances. 
We compute average <R>-values by taking the luminosity-weighted 
average of the individual R-numbers. The resulting <R>-values are 
compiled in table 5-3. The x2/DOF-values quoted in this table are again 
computed using the asymmetric statistical error intervals given in 
table 5-5 (cf. discussion in section 4.3)· Fitting of the data with a 
constant R or a linearly energy dependent R yields neither 
significantly different <Н>- а1иез nor improved x2/D0F-values. 
•m 
ШЩфШ ^Л I "ill 
7.4 7.5 8.7 8.8 8.9 
_l I I I I L 
9.1 9.2 9.3 9.4 
ECM ¡n GeV 
8 
6 
4 
2 
Figure 5-4: R ae a function of center of mass energy. The errors shown 
are statistical only 
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Table 5-3: Luminosity-weighted average R-values for the 
indicated ECM-region3. The errors are statistical only. 
E C M -region(s) 
I 
I I 
I I I 
I I + I I I 
I + I I + I I I 
<Rvis> 
2.96 ± 0.12 
3.31 ± 0.11 
3.27 ± 0.09 
3.28 ± 0.07 
-
<R> 
3.11 ± 0.14 
3.42 ± 0.11 
З.ЗІ ± 0 . 0 9 
З.З5 ± 0.07 
3.36 ± 0.06 
XVDOF 
0.772 
0.723 
0.793 
0.762 
0.765 
The systematic uncertainty on R is computed by combining all the 
individual systematic errors estimated In preceding sections and 
compiled in table 5-4. The resulting systematic uncertainty on R then 
becomes 5.0Ï. 
Table 5-4: Summary of the systematic uncertainties in R. 
Source of uncertainty Error 
Luminosity (table 4-2) 3.5% 
Hadronic acceptance (table 5-2) 3.4Ï 
t-pair subtraction (paragraph 5.2.1) 0.9% 
Background in hadronic sample (paragraph 4.1.2) 0.6% 
Error in on-line program (paragraph 4.1.3) 0.6% 
Two-photon subtraction (paragraph 5.2.2) 0.4% 
Sum in quadrature 5.0% 
We now repeat the search for the presence of narrow resonances in 
the hadron production cross section R, using exactly the same procedure 
аз in section 4.3 for Fty^g. The maximum signal for the low energy data 
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is found at 7.484 GeV, where 
Г
ее '^ad < 0 · 1 2 k e V ( 9 0 * c- L- ) 
For the high energy region the maximum signal is at 8.678 GeV where 
r
ee "^lad < 0·35 keV (90$ C.L.) 
These numbers can be compared with the values of 4.0 keV and 1.2 keV 
for the J/V- and T-resonances respectively [PDG84]. 
In the absence of significant narrow resonances we thus have the 
following average R for the energy regions covered by this experiment 
R = 3.36±0.06
s t a t i ±0.17 s y3 t. 
We discuss the implications of the measured R-values in the next 
chapter. 
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Table 5-5 
R-values per energy point. Q H is the hadronic acceptance (see text); 
R^ _ denotes the τ-pair and two-photon background contribution in the 
hadronic sample: R b # g < - (σ^
3
 +
 σ
Ηΐ2Ύ^/σμμ· T h e e r r ° r s given are 
statistical only. 
E C M [GeV] R v l 3 QH
 Rb. g.
 R 
7.400 3.33 ! §;§| 0.799 0.238 3-86 ! §;^ 
7.406 3.15 ! §;!] 0.799 Ο.238 3.64 * °;^ 
7.412 2.66 ! g;iß 0.799 0.238 3.03 I §;^ 
7.418 2.33 ! §;!$ 0.799 0.238 2.62 ! °;5§ 
7.424 2.94 ! °;^ 0.799 0.238 3-38 ! §;^ 
7.430 4.15 I §;£] 0.799 0.238 4.90 I §;^ 
7.435 2.91 I §¡5° 0.799 0.238 3.35 I §;|3 
7.442 3.19 ! g;j$ 0.799 0.238 3-69 ! §-J| 
7.448 2.68 ! g;53 0.799 0.238 3-05 ! §;^ 
7.454 3.17 ! §;¡§ 0.799 0.238 3.66 ! %-Jl 
7.460 2.21 I § ^ | 0.799 0.238 2.47 ! §;^ 
7.466 2.94 ! °;§i 0.799 0.238 3.З8 * g;^ 
7.472 3.21 I g;^ 0.799 0.238 3.72 I g;^ 
7.478 2.59 I g;^ 0.799 0.238 2.94 ! §;|ij 
7.484 3.57 ! g;|2 0·^99 0.238 4.17 ! ¿ig? 
7.490 2.96 * ¿;|| 0.799 0.238 3.41 * ];^ γ 
8.670 4.28 ! ];5б 0.886 0.255 4.54 I ] ;^ 
8.678 4.76 ! ¿;!J 0.886 0.255 5.09 ΐ ] ; ^ 
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Table 5-5 (contd . ) 
ECM i G e V ] 
Θ.686 
8.694 
8.702 
8.710 
8.718 
8.726 
8.734 
8.742 
8.750 
8.757 
8.766 
8.770 
8.774 
8.782 
8.790 
8.800 
8.808 
8.818 
8.827 
8.836 
8.845 
8.854 
^ і з 
ч
 7 Q + 0.96 3
· ' ' - 0.77 
4.10 + 1 .20 
- 0.94 
¿
'
¿¿
 - 0.56 
я op + 0.91 
i
-
¿¿
 - 0.72 
3.50 ! 0.88 
3-99 : m 
з-зз : П\ 
2
·78:8:211 
з · ^ : 8;¿t 
o in + 0.64 
3
·
1 4
 - 0.53 
3.96 I 0.88 
2.91 t 0 ; ^ 
2.78 ; + 0.70 0.57 
¿
-
v¡¿
 - 0.55 
3.55 
4.79 
+ 0.87 
- 0.71 
+ 1 .19 
- 0.96 
7 in + 0.84 
З ·
1 4
 - 0.67 
э и? + 1.05 
З ·
4 2
 - 0.82 
, i q + 0.78 
і
-
лз
 - 0.63 
3.29 + 1 .34 
- 0.97 
h ςς + 1.21 
ч
·
5 5
 - 0.96 
ρ ho + 0.69 
¿
·
4 0
 - 0.55 
0.887 
0.887 
0.887 
0.888 
0.888 
0.888 
0.889 
0.889 
0.889 
0.890 
0.890 
0.890 
0.890 
0.891 
0.891 
0.891 
0.892 
0.892 
0.893 
0.893 
0.893 
0.894 
"b.K. 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
3-99 t 
4.34 I 
2.22 * 
3.34 : 
3.66 ! 
4.21 I 
3.46 ! 
2.84 : 
3.30 1 
3.24 ! 
4.16 ! 
2.98 ! 
2.84 ! 
2.88 ! 
3.70 I 
5.09 I 
3.24 ! 
3.55 ! 
3.29 I 
3.40 ! 
4.81 I 
2.49 ! 
1.08 
0.87 
1 .06 
0.83 
0.63 
1 .02 
0.81 
0.99 
0.80 
1 .22 
0.97 
0.84 
0.69 
0.85 
0.67 
0.85 0.70 
0.72 
0.60 
0.99 0.82 
0.60 
0.51 
1·λ\ 
m 
0.98 
0.79 
1
- 3 Ü 1 .08 
0.94 
0.75 
1.18 
0.92 
0.87 
0.71 
1 .50 
1 .09 
1 .36 
1 .08 
0.78 0.62 
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Table 5-5 (contd.) 
E C M [GeV] 
8 .863 
8 .872 
8.881 
8 .890 
8.908 
8.916 
8 .926 
8.940 
8 .962 
8.971 
8 .980 
8 .989 
8 .998 
9 .007 
9 .016 
9 . 0 2 5 
9 . 0 3 1 
R Vi ! 
3.69 
2 . 8 2 
2 .96 
2 . 2 2 
2 .66 
3.76 
3.00 
2 .96 
3.82 
Ч.2П 
2 . 1 2 
3.99 
3.65 
2 . 7 8 
2.77 
H.62 
3.99 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
ä 
0.8H 
0 .69 
0 . 8 0 
0 . 6 3 
0 .92 
0.71 
§:§? 
0 .72 
0 .57 
0 . 8 5 
0 . 7 0 
0 . 7 8 
0 . 6 3 
0 . 9 5 
0 .73 
1 .20 
0 .92 
1.14 
0.91 
0 .72 
0 .55 
1.22 
0 . 9 5 
0 .98 
0 . 7 8 
0
· 75 0 .60 
0 .77 
0 .61 
1.19 
0 . 9 5 
1.06 
0 .85 
«Η 
0.894 
0 .895 
0.895 
0.895 
0.896 
0.896 
0.897 
0.897 
0.898 
0.899 
0.899 
0 .900 
0.900 
0.900 
0.901 
0.901 
0.901 
R b . K . 
0 . 2 5 5 
0 . 2 5 5 
0 .255 
0 .255 
0 .255 
0 .255 
0 .255 
0 .255 
0 . 2 5 5 
0 .255 
0 .255 
0 . 2 5 5 
0 .255 
0 .255 
0 .255 
0 .255 
0 .255 
3 .85 
2 . 8 7 
3.02 
2 .20 
2 . 6 9 
3.91 
3.06 
3.01 
3.97 
4 . 4 3 
2 . 0 8 
4 .16 
3.77 
2.81 
2 .80 
4 .84 
4 . 1 5 
R 
+ 0 .94 
- 0 .77 
- 8:?? 
-Ml 
+ 0.66 
- 0 . 5 3 
+ 0 .80 
- 0 .64 
+ 0 . 9 5 
- 0 . 7 8 
+ 0 .87 
- 0.7Ò 
+ 1.06 
- 0.81 
-\-M 
: ! : Э Т 
+ 0 .80 
- 0.61 
+ 1 .36 
- 1.Ö5 
+ 1.09 
- 0 .87 
+ 0 .83 
- 0 .67 
- 8 : 1 1 
+ 1 .32 
- 1.06 
+ 1.18 
- 0 .94 
9.043 
9.052 
9.061 
9.070 
ι.β«.:8:Κ 
3 · 5 ΐ : ¿:80o3 
2 . 1 4 : 1 $ 
0.902 
0.902 
0.903 
0.903 
0.255 
0.255 
0.255 
0.255 
«
 7 Й + 0.86 1
·
7 6
 - 0.62 
э fin + 1 · 1 4 
3-60 _
 0 _ 8 9 
5.33 I + 1.52 1 .21 
2.09 + 1 .14 
- 0.79 
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Table 5-5 (contd.) 
EC M [GeV] rtvis 
ІЬ
І
^_ 
9.078 
9.088 
9.097 
9.106 
9.115 
9.124 
9.133 
9.142 
9.150 
9.160 
9.170 
9.180 
9.190 
9.200 
9.210 
9.219 
9.230 
9.240 
9.250 
9.260 
9.270 
9.280 
1.89 
3.77 
2.94 
4.05 
3.34 
3.35 
3.59 
2.80 
2.64 
3.34 
3.13 
3.10 
3.21 
3.25 
3.34 
2.98 
2.24 
2.92 
3.39 
3.34 
3.60 
3.40 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
0.8Q 
0.58 
1.01 
0.81 
1.2H 
0.89 
1.21 
0.9** 
Vil 
1.06 
0.82 
1.26 
0.95 
0.84 
0.66 
0.74 
0.59 
8:ñ 
8:Й 
0.46 
0.41 
8:й 
Ы 
0.58 
0.49 
0.54 
0.46 
0.3? 
0.34 
0.53 
0.45 
0.47 
0.42 
0.55 
0.47 
0.63 
0.54 
8:й 
0.903 
0.904 
0.904 
0.905 
0.905 
0.905 
0.906 
0.906 
0.906 
0.907 
0.907 
0.908 
0.908 
0.908 
0.909 
0.909 
0.910 
0.910 
0.911 
0.911 
0.911 
0.912 
0.255 
0.255 
0.255 
0.255 
0.255 
0.255 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
0.256 
1.81 
3.89 
2.97 
4.19 
3.41 
3.42 
3.69 
2.81 
2.63 
3.41 
3.17 
3.14 
3.25 
3.29 
3.39 
3.00 
2.18 
2.93 
3.45 
3.39 
3.67 
3.45 
-
+
 8:§§ 
+ 1 .12 
- 0.89 
+ 1
· 3 Ζ 
- 0 . 9 8 
1.24 
1.04 
UI 
+ 1 .17 
- 0.90 
+ 1 .40 
- 1 .05 
+ 0 . 9 3 
- 0 . 7 2 
+ 0.82 
- 0.65 
+ 0 . 6 2 
- 0 .54 
+ 0 .60 
- 0.51 
+ 0 . 
- 0 . 
+ 0.59 
- 0.51 
+ 0.61 
- 0.53 
+ 0 . 6 3 
- 0.54 
+ 0.59 
- 0.51 
+ 0.43 
- 0.37 
+ 0.58 
- 0 .49 
+ 0. 
- 0 . 
+ 0.60 
- 0.52 
+ 0 .69 
- 0 .59 
+ 0 .57 
- 0.5Ò 
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Table 5-5 (contd.) 
E C M [GeV] 
9 .290 
9 .300 
9 .310 
9 .320 
9 .330 
9 .340 
9 .350 
9 .360 
9.370 
9.380 
9.390 
9.400 
9 .410 
" v i s 
3.56 ! 
4 .27 ! 
3.60 t 
3.00 * 
2 .86 : 
3.36 : 
3 .03 : 
4.27 ! 
3 .34 : 
3 .05 ! 
3.23 t 
3.15 : 
4 .27 1 
0.56 
0 . 4 9 
0 .60 
0 . 5 3 
0 . 4 8 
0 . 5 2 
0 . 4 5 
0 . 5 5 
0 . 4 7 
Ы 
0.4Ц 
0 .39 
0 . 6 5 
0 . 5 7 
0 . 5 3 
0 .46 
0 . 5 3 
0 . 4 5 
0 .59 
0 . 5 0 
8:ft 
¿:¿08 
QH 
0.912 
0 .913 
0 .913 
0.914 
0 .914 
0 .914 
0 .915 
0 .915 
0 .916 
0 .916 
0 .917 
0.917 
0 .917 
R b . K . 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
0 .256 
3 .63 
4 .40 
3 .66 
3 .00 
2 . 8 4 
3 .40 
3 .04 
4 .39 
3 .37 
3 .05 
3 .24 
3 .16 
4 .37 
R 
+ 0.61 
- 0 . 5 3 
+ 0 .66 
- 0 . 5 8 
+ 0 . 6 0 
- 0 . 5 2 
-Ы 
* 0 . 6 0 
- 0 .51 
+ 0.61 
- 0 . 5 3 
+ 0 . 4 8 
- 0 . 4 2 
+ 0.71 
- 0 . 6 2 
+ 0 . 5 8 
- 0 .50 
+ 0 . 5 8 
- 0 . 5 0 
+ 0.64 
- 0 . 5 5 
+ 0 . 5 8 
- 0 .50 
+ 1.20 
- 0 . 9 6 
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CHAPTER б 
DISCUSSION AND CONCLUSIONS 
In the previous chapter we established that R is consistent with 
being constant over the entire energy range investigated. The data do 
not show any evidence for the presence of structures such as steps or 
resonances. In addition, the apparent absence of a step in R between 
our low and high energy ranges excludes the possibility of new channels 
opening up in in the unexplored e+e~ •» hadrons region between 7.5 and 
8.6 GeV. Both the constant behaviour and average value of R (fig. 6-1) 
is compatible with the theoretical expectation for continuum hadron 
production if only u, d, s and с flavors are assumed to contribute. 
9.25 
ECM in GeV 
Figure 6-1 : R ae a function of center of mass energy. The error-bare 
ehown are statietical only 
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Table 6-1 : Summary of continuum R-measurements above 5 GeV. 
Superseded results as well as some less accurate measurements 
have been omitted. 
Experiment 
LENA 
ÎI 
H 
PLUTO 
II 
IT 
MARK I 
MARK II 
It 
E C M [GeV] 
7.1-7.5 
8.6-9.0 
9.0-9.4 
5.0 
7.7 
9.4 
5.5-7.8 
5.2 
6.5 
R ± 
3.41 
3.42 
3.31 
3.82 
3.92 
3.70 
4.30 
3.90 
3.95 
ûstat ± ' 
t 
+ 
± 
± 
± 
± 
± 
+ 
+ 
0.14 ± 
0.11 ± 
0.09 ± 
0.04 ± 
0.26 ± 
0.30 ± 
0.40 
0.02 ± 
0.05 ± 
^vst 
0.17 
0.17 
0.17 
0.57 
0.59 
0.56 
0.25 
0.25 
Reference 
this work 
?» 
и 
[Berg79] 
It 
tl 
[Sieg79] 
[Patr82] 
II 
Crystal Ball 5.0-7.4 3.42 ± 0.03 ± 0.19 [Edwa84] 
D-HH-HD-M 
DASP II 
CUSB 
CLE0 
TASSO 
MARK II 
JADE 
MARK J 
CELLO 
II 
9.4-9.5 
9.5 
10.4 
10.4 
14.0-36.7 
29.0 
12.0-36.4 
12.0-42.6 
33.0-36.7 
38.7-46.8 
3.80 
3.73 
3.63 
3.77 
4.01 
3.90 
3.97 
3.88 
3.85 
4.04 
+ 
± 
± 
± 
± 
± 
± 
+ 
± 
+ 
0.27 
0.16 
0.06 
0.06 
0.03 
0.05 
0.05 
0.04 
0.12 
0.10 
+ 
± 
+ 
± 
+ 
± 
± 
± 
+ 
± 
0.42 
0.28 
0.37 
0.26 
0.20 
0.25 
0.10 
0.22 
0.31 
0.31 
[Bocl<79] 
[Wese8l] 
[Berk83] 
II 
[Bran82] 
[Patr82] 
[Bart83a] 
[Adev84] 
[Behr84] 
11 
MAC 29.0 3.96 ± 0.02 ± 0.09 [Fern84] 
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In table 6-1 we compare our result with other continuum 
measurements of R. It can be seen that our result is among the most 
accurate R-measurements and that It is at variance with the MARK I 
result. Our result is compatible with QED/QCD continuum hadron 
production and it does not demand any of the hypotheses put forward to 
explain the MARK I data [Barn80]. In fact, most of those hypotheses are 
ruled out by our data. In particular we exclude the threshold for 
production of a 2/3 charged quark since this would give a step of 4/3 
units in R. In a similar way we exclude a possible new singly charged 
heavy lepton which decays mainly into hadrons. 
Except for the MARK I data, our result is compatible with all 
other measurements below the threshold energy for open bottom 
production (-10.5 GeV). This is mainly so because of the large errors 
quoted in most cases. Note that the analysis of measurements in the Τ 
resonance region is complicated by the nearby presence of the 
resonances. All experimental groups however claim to have taken into 
account these complications. 
Our result implies a possible QCD effect on R of only 0.03 units, 
or about 1Ϊ. It should be realized that statistically our result is 
compatible with QCD but does not prove the presence of QCD effects; it 
is also compatible with the 'QED-only' value of R = 3.33, i.e. with no 
QCD effect at all. Note in particular that our more precise result 
shows a much smaller QCD effect than the previous PLUTO (and MARK I) 
results at adjacent energies suggested. This observation is supported 
by the most recent Crystal Ball results [Edwa84] ', which agree very 
well with ours. 
Before drawing further conclusions, we briefly compare some 
different methods to determine a 3 from e
+
e~ experiments. In view of our 
own experiment, we restrict ourselves to QCD effects on continuum 
hadron production; i.e. we will discuss neither a- determinations from 
the decay properties of heavy quarkonia, nor the extraction of o 3 from 
the photon structure function as measured in two-photon collisions. For 
1
 This new result supersedes the earlier Crystal Ball value of 
R - 4.05 ± 0.11 ± 0.31 presented at Moriond in 1981 [BI008I]. 
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a review on these topics one may consult e.g. [Duke84]. 
In the continuum, several methods have been exploited to determine 
Og. One method is, of course, the subject of the present thesis, i.e. 
the measurement of the total hadronic cross section and R. The QCD 
expression for R is one of the most reliable quantitative predictions 
of perturbative QCD. As the observed QCD effect happens to be small 
(only 0.03 units of R - see above), we find ourselves in the situation 
referred to in paragraph 1.3-2: The smallness of the strong coupling 
constant oig Impedes its accurate determination via a measurement of R. 
Indeed, from table 6-1 it follows that the difference with the QED-only 
value is of approximately the same size as the smallest reported 
systematic uncertainties on R (3-5Í). This implies that the uncertainty 
in the measured QCD effect, and therefore the uncertainty in os, is 
relatively large. The room for improving on the systematic uncertainty 
is limited. All experiments (including our own) quote a 2-3Í 
contribution to the systematic error due to uncertainties in the QED 
radiative corrections. Partly this contribution accounts for the 
neglect of higher order radiative effects which become significant at 
this level of accuracy. Estimates based on theoretical calculations 
[Тзаі З] suggest that these effects range from -1.2Ï at our energies up 
to -3Ï at the highest PETRA energies. This puts a kind of theoretical 
lower limit on the smallest attainable systematic error in any 
measurement of R. 
Other methods to determine α 3 in the β*β~ *hadrons continuum, 
applicable only at higher energies, measure QCD effects affecting the 
shape of hadronic events. The most natural way to look for such effects 
is to measure three-jet production, attributed to the process 
e
+
e~ •* qqg -»hadrons, with g a hard, non-collinear gluon emitted by one 
of the initial quarks. This gluon emission is essentially proportional 
to a
s
. Several experiments measuring at PETRA and PEP have used this, 
conceptually simple and therefore appealing, method to extract a value 
of o g. Experimentally this requires criteria to distinguish three-jet 
from two-jet events and several methods to accomplish this have been 
developed (for a review see [WuS1)]). To allow for quantatitive 
measurements, one needs accurate theoretical predictions on those event 
properties which are used in the two-/three-jet decision procedure. 
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These predictions have to come from perturbative QCD calculations at 
the quark-gluon level (also called the parton level) whose translation 
to the desired experimental quantities is not always straigthforward. 
In fact, perturbative QCD calculations can only predict event 
properties for which the perturbation expansion can be continued to 
sufficient accuracy and which are independent of non-perturbative 
effects such as fragmentation. 
Thus, in practice, the method of measuring the three-jet cross 
section to probe the value of α_ turns out to be less simple as 
initially expected. The early results from different experiments did 
not agree very well (for a compilation of conflicting results from 
PETRA experiments see [Wolf83]). The situation has Improved with the 
better understanding of second order QCD calculations, but a remarkable 
fragmentation model dependence has remained [BehrSS.AlthS1!]. Two main 
classes of fragmentation models are distinguished: The independent jet 
fragmentation models and the string fragmentation models. The Field-
Feynman and Lund models (cf. paragraph 5.1.2) are the respective 
archetypes of these two categories. The string models systematically 
yield up to 40Í higher a3-values than the Independent jet fragmentation 
models. A detailed study of the fragmentation model dependence [Sjös84] 
has revealed a number of reasons why the various models give different 
results on a3. Still, as both types of models appear to describe most 
of the experimental data equally well ', the fragmentation model 
dependence is not resolved. 
An alternative approach to gain information on ag from the event 
shape, is to look at the so-called energy-energy correlations in the 
hadronic events. For this purpose an energy-weighted angular 
correlation function (for brevity often called energy correlation 
function) is defined, measuring the correlation of energy detected at a 
certain solid angle with energy observed at another angle. Without 
giving in any detail the definition of this function, its role may be 
illustrated by considering the example of μ-pair production. Fixing one 
2
 Some experimental evidence favours the string approach over the 
independent jet fragmentation [Bart83b]. 
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of the solid angle elements to the direction of the μ", it is clear 
that the energy correlation will be unity for the spatially opposite 
solid angle element and, with the exception of the autocorrelation, 
zero for any other element. Now consider the production of a qq-pair. 
The assumption is that, even though the quarks each hadronize into two 
jets with a finite opening angle, the energy correlation function still 
peaks in the back-to-back direction. It is furthermore obvious that the 
emission of hard non-collinear gluons disturbs this back-to-back 
behaviour of the energy correlations. It has been suggested in [Bash78] 
that the energy correlation is a good test of QCD. To enhance the 
effect of gluon bremsstrahlung, one rather looks at the asymmetry in 
the energy correlation, i.e. at the difference of the value of the 
energy correlation function in opposite directions. 
Several experimental groups have used this method to extract a 
value of a g. Again important fragmentation model dependencies are 
observed. Using second order QCD calculations, the MARK J group 
[Adev84] observes that the fragmentation model dependence vanishes. 
However, this result is not supported by a similar analysis due to the 
TASSO collaboration [Alth84], which still finds a strong model 
dependence when second order QCD calculations are incorporated. It has 
been suggested that the insensitivity found by MARK J is fortuitous, 
since the fragmentation dependence is a (l/s) effect, while the second 
order QCD correction behaves like 1/1п(з) [Ноуе З]. 
Because of this 1/s behaviour of the fragmentation dependence, the 
event-shape methods may be expected to benefit from higher energies. 
Note that for a measurement of R the effect is opposite as the QCD 
effects are largest at low energies. 
Summarizing, we recall that all methods to measure QCD effects, 
and therefore the size of o 3, in the continuum, require two important 
inputs. Firstly, on needs perturbative QCD calculations to a sufficient 
degree of accuracy; secondly one has to adopt an hadronizatlon 
procedure to describe the evolution of the quarks and gluons of 
perturbative QCD to the final state particles in the hadronlc events. 
For the event-shape methods, the observed dependence on the 
fragmentation model is uncomfortably large. Such dependence is much 
smaller for a determination of R. Moreover, the perturbative QCD 
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calculations involved in the event-shape analyses, are more difficult 
to translate into hadronic final states than the QCD calculation of R. 
So, on the one hand we have a theoretically very clean method which 
yields small effects, on the other hand we find methods which give 
larger effects, but which are hard to interpret unambiguously. 
We now turn to a quantitative QCD interpretation of our result on 
Ft. Even though the observed QCD effect is small, we can use our result 
to derive upper limits for а
э
 from the QCD expression (1.15) for R. 
Combining the statistical and systematic error quadratically (linearly) 
we find a one standard deviation upper limit for a 3 of 0.18 (0.22). 
This is consistent with the a 3 upper limits of 0.18 (E C M = 7.5 GeV) and 
0.17 (EQUI = 9.0 GeV) which can be derived from the world average value 
of Л - 160*1§§ MeV [Bura8l] via expression (1.13). 
A comparison with measurements in the PETRA and PEP energy range 
is best made by extrapolating our result on a This done by 
application of expression (1.13). The continuation of a 3 across the 
bottom threshold (i.e. from a regime with 4 flavors to a regime with 5 
flavors), is accomplished by demanding that o
s
(Nf=4) - a3(Nf=5) at 
10.5 GeV, implying an adjustment of the parameter Л (for a discussion 
on the N f dependence of Л see [Marc84]). The resulting value is 
a 3 = 0.14 at E C M = 34.2 GeV. This can be compared with the value of 
o 3 = 0.19 ± 0.06 representing a weighted average of PETRA and PEP 
results extrapolated to E C M =34.2 [Wolf83]. The agreement is 
satisfactory. 
In conclusion, we have measured the total cross section in 
e
+
e~ -• hadrons at energies between 7.4 and 9.4 GeV. We find no evidence 
for new resonances and/or steps. The value and shape of the total cross 
section is consistent with QED/QCD continuum hadron production. The 
absence of QCD violating effects allows in addition the following 
conclusions: The QCD effects on R are smaller than earlier measurements 
have indicated and all 'precision' determinations of R agree 
quantitatively both among each other as well as with a value for the 
QCD scale parameter of A - ІбОІ 1^ MeV. 
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SUMMARY 
HADROM PRODUCTION IN ELECTRON-POSITRON ANNIHILATION 
BELOW THE BOTTOM-THRESHOLD 
This thesis describes measurements of the total cross section for 
hadron production in electron-positron annihilation at center of mass 
energies between 7.4 and 9.4 GeV, i.e. below the threshold for the 
production of ЬБ-quarkonium. In particular we determine the ratio R of 
this cross section to the cross section for μ-раіг production as 
computed in lowest order Quantum Electrodynamics (QED). This ratio is 
on the one hand a measure for the possible presence of hadronically 
decaying resonances, but on the other hand - in the absence of such 
resonances - also an important test of Quantum Chromodynamics (QCD), 
the most promising candidate theory for the strong interactions. QCD 
indeed predicts corrections to the QED description of the hadron 
production process, the size of which is governed by the strong 
coupling constant α„ which can thus be determined from experiment. 
Current knowledge indicates that the contributions from higher order 
QED processes are of the same order of magnitude as the QCD effects. 
This implies that the QED contributions have to be carefully accounted 
for. The lowest order QED processes, the relevant higher order QED 
processes and the QCD effects on R are the subject of the first 
chapter. 
The choice of the energy range for this experiment, from well 
above the charm resonances (the J/V-family) to Just below the bottom 
resonances (the T-family), was based on several considerations. 
Firstly, the energy range concerned was largely unexplored: on the high 
- 103 -
energy side only a few R measurements had been caried out by a DESY 
group; on the low energy side there were the measurements of the MARK I 
group at SLAC up to 7.θ GeV. Moreover, because the latter results 
seemed difficult to reconcile with QCD expectations, reasons existed to 
extend our measurement-range as to have some overlap with the MARK I 
measurements. Confirmation of the MARK I result would imply the 
discovery of phenomena not expected on the basis of QCD and/or the 
electro-weak interaction. Even if no such spectacular results would be 
obtained, the experiment would still be interesting, because a 
measurement of the total hadron production cross section in our energy 
region is considered a so-called 'gold-plated' test of QCD. In 
addition, R can be used for a determination of a 3. In practice this 
procedure is limited by systematic errors if a
s
 turns out to be (too) 
small. Before our experiment however there were ample results either 
predicting or compatible with relatively large a.-values. 
In our experiment R is determined at some hundred center of mass 
energies spread over the energy ranges 7.4-7.5 GeV and 8.6-9.4 GeV. All 
measurements have been done with the LENA detector at the DORIS 
electron-positron storage ring of DESY in Hamburg. A description of the 
experimental set-up is given In chapter 2. 
In chapter 3 we outline the analysis procedures used. Special 
attention is given to the corrections for higher order QED effects, the 
so-called radiative corrections. 
The hadron production cross section is determined by normalizing 
the number of measured hadronic events to the Integrated luminosity. 
The integrated luminosity in turn is derived from the number of elastic 
(Bhabha) events. The criteria for the identification of hadronic and 
elastic events as well as the selection procedures used are described 
in chapter 4. 
Neither the experimental set-up, nor the selection procedures are 
100Í efficient. To correct for this, we calculate these efficiencies 
with Monte Carlo techniques. The radiative corrections are an integral 
part of these simulations. For the Bhabha events they are discussed In 
chapter 4; for the hadronic events in chapter 5. In both chapters the 
systematic uncertainties in the results obtained are carefully 
estimated. The same is true for the background subtraction. In addition 
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to corrections for single-beam and cosmic background, we also 
explicitly correct for the hadronic decays of t-pairs and the 
contribution of two-gamma hadron production. 
The final R-values appear to be constant as a function of energy 
within the experimental errors; in the investigated region we find no 
evidence for the presence of any resonances with a width comparable to 
that of the J/f- or T-resonances. The constancy of R allows combining 
the R-values from the entire energy range, the result being 
R - 3.36 ± 0.063tat> ± 0.17gyat. 
In the last chapter (6) we discuss the above result and compare it 
with other recent R measurements in adjacent energy regions. We show 
that it leads to a (one standard deviation) upper limit for as » 0.2. A 
comparison is made with a number of alternative methods to determine 
"s-
Our result - at present the most accurate determination of R in 
the energy range considered here - is consistent with QED/QCD continuum 
hadron production. This indicates that the MARK I results are 
erroneous. Our findings are also compatible with other recent 
'precision' measurements of R both at lower and higher energies. 
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SAMENVATTING 
HADRON PRODUKTIE IN ELEKTRON-POSITRON ANNIHILATIE 
ONDER DE "ΒΟΤΤΟΜ''-DREMPEL 
Dit proefschrift beschrijft een meting van de totale hadronlsche 
werkzame doorsnede in elektron-positron annihilatie bij zwaartepunts­
energieën tussen de 7.4 en 9.4 GeV, d.w.z. onder de drempelwaarde voor 
de produktie van ЬБ-quarkonium. Hiermee wordt de verhouding bepaald 
tussen deze doorsnede en de werkzame doorsnede voor muon-paar produktie 
zoals berekend in laagste orde Quantum Elektrodynamika (QED) . Deze 
verhouding, gewoonlijk R genoemd, is enerzijds een maat voor de 
mogelijke aanwezigheid van hadronisch vervallende resonanties, maar is 
anderzijds - na gebleken afwezigheid van dergelijke resonanties - een 
test voor de Quantum Chroraodynamika (QCD), de meestbelovende 
kandidaat-theorie voor de beschrijving van de sterke wisselwerking. QCD 
voorspelt namelijk korrekties op het in eerste instantie met QED te 
beschrijven hadronproduktie proces. De grootte van de QCD-korrekties 
wordt beheerst door de - experimenteel te bepalen - sterke koppelings-
konstante a 3. Onze huidige kennis wijst erop dat de bijdragen van 
hogere orde QED-processen van vergelijkbare grootte zijn als het 
QCD-effect. Dit betekent onder meer dat de QED bijdragen zorgvuldig in 
rekening gebracht moeten worden. De laagste orde QED-processen, de 
relevante hogere orde QED-processen en de QCD-effekten op R vormen het 
onderwerp van het eerste hoofdstuk. 
De keuze van het energiegebied voor dit experiment, van ruim boven 
de charm-resonanties (de J/ï-familie) tot juist onder de 
bottom-resonanties (de T-familie), was gebaseerd op verschillende 
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overwegingen. In de eerste plaats was het genoemde gebied grotendeels 
onontgonnen terrein: aan de hoog-energetische kant waren er eerder 
alleen enkele R-bepalingen gedaan door een groep bij DESÏ; aan de 
laag-energetische zijde waren er metingen van de MARK I groep bij SLAC 
tot 7.8 GeV. Omdat laatstgenoemde resultaten bovendien in tegenspraak 
leken met hetgeen op grond van QCD verwacht werd, waren er redenen om 
onze metingen uit te strekken over een gebied dat met deze MARK I 
metingen enige overlap zou hebben. Bevestiging van het MARK I 
resultaat, mogelijkerwijs over een groter energiegebied, zou de 
ontdekking impliceren van niet op grond van QCD en/of de elektro-zwakke 
wisselwerking verwachte fenomenen. Ook wanneer dergelijke verrassingen 
niet zouden worden aangetroffen, zou het experiment interessant zijn, 
omdat meting van de totale werkzame doorsnede voor hadronproduktie in 
het kontlnuum onder de bottom-drempel in ieder geval een goede test van 
QCD is. Bovendien kan R gebruikt worden voor de bepaling van as. In de 
praktijk is deze procedure beperkt door systematische fouten als as 
(te) klein blijkt te zijn. Vóór ons experiment bestonden echter veel 
experimentele resultaten die op een relatief grote waarde van ag wezen. 
In ons experiment zijn R-bepalingen gedaan voor een honderdtal 
zwaartepuntsenergieën verdeeld over de energiegebieden 7.4-7.5 GeV en 
e.ö-Q.t GeV. Alle metingen zijn uitgevoerd met de LENA detektor, 
opgesteld bij de DORIS opslagring van het Duitse onderzoekcentrum DESÏ 
te Hamburg. De experimentele opstelling wordt beschreven in hoofdstuk 
2. 
In hoofdstuk 3 worden de hoofdlijnen van de gevolgde analyse-
procedure beschreven. Hierbij wordt speciale aandacht besteed aan de 
korrekties voor hogere orde QED-effekten, de zgn. stralingskorrekties. 
De hadronische werkzame doorsnede wordt bepaald door het aantal 
gemeten hadronische gebeurtenissen te normeren op de geïntegreerde 
luminositeit. Deze laatste wordt bepaald via het aantal elastische 
(Bhabha-) gebeurtenissen. De kriteria voor de identifikatie van 
hadronische en elastische gebeurtenissen en de gebruikte selektie-
procedures worden beschreven in hoofdstuk Ц. 
De experimentele opstelling en de gevolgde selektieprocedure zijn, 
zowel voor hadronische als voor elastische gebeurtenissen, niet 100Í 
efficiënt. Om hiervoor te korrigeren worden deze efficiënties berekend 
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met behulp van Monte-Carlo simulatietechnieken. De straiingakorrekties 
vormen een integraal onderdeel van deze simulaties. Voor de 
Bhabha-gebeurtenlsaen worden ze beschreven in hoofdstuk Ц; voor de 
hadronische gebeurtenissen in hoofdstuk 5. In beide hoofdstukken wordt 
een zorgvuldige afschatting gemaakt van de systematische onzekerheden 
in de gevonden resultaten. Hetzelfde geldt voor de afschatting van de 
bijdragen van verschillende achtergrondprocessen. Behalve voor zgn. 
single-beam en kosmische achtergrond, wordt ook expliciet gekorrigeerd 
voor het hadronisch verval van geproduceerde t-paren en hadronproduktie 
vla twee-gamma uitwisseling. 
De uiteindelijk gevonden R-waarden blijken, binnen de 
experimentele fouten, konstant te zijn als funktle van de energie; er 
worden in het onderzochte energiegebied geen aanwijzingen gevonden voor 
het bestaan van enige resonanties met een breedte vergelijkbaar met die 
van de J/V- of T-resonantles. De konstantheld van R laat toe de 
gevonden waarden voor het gehele energiegebied te komblneren. Dit leidt 
tot het resultaat 
R - 3.36 ± 0 . 0 6 3 t a U ± 0.17аузЬ. 
In het laatste hoofdstuk (6) wordt het bovenstaand resultaat 
besproken en vergeleken met recente R-bepalingen in aangrenzende 
energiegebieden. De gevonden waarde voor R leidt tot een (één standaard 
deviatie) bovengrens voor o3 » 0.2. Een vergelijking wordt gemaakt met 
enkele alternatieve methoden om as te bepalen. 
Ons resultaat - momenteel de nauwkeurigste bepaling van R in het 
betrokken energiegebied - is in overeenstemming met hetgeen op grond 
van QED/QCD verwacht kan worden. Hiermee is vastgesteld dat de MARK I 
resultaten onjuist zijn. Onze bevindingen zijn compatibel met andere 
recente 'precisie' metingen van R, zowel bij lagere als bij hogere 
energieën. 
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