Robot-assisted language learning (RALL) is becoming a more commonly studied area of human-robot interaction (HRI). This research draws on theories and methods from many different fields, with researchers utilizing different instructional methods, robots, and populations to evaluate the effectiveness of RALL. This survey details the characteristics of robots used-form, voice, immediacy, non-verbal cues, and personalizationalong with study implementations, discussing research findings. It also analyzes robot effectiveness. While research clearly shows that robots can support native and foreign language acquisition, it has been unclear what benefits robots provide over computer-assisted language learning. This survey examines the results of relevant studies from 2004 (RALL's inception) to 2017. Results suggest that robots may be uniquely suited to aid in language production, with apparent benefits in comparison to other technology. As well, research consistently indicates that robots provide unique advantages in increasing learning motivation and in-task engagement, and decreasing anxiety, though long-term benefits are uncertain. Throughout this survey, future areas of exploration are suggested, with the hope that answers to these questions will allow for more robust design and implementation guidelines in RALL.
INTRODUCTION
Using robots in education is becoming increasingly popular. One area that has seen recent growth is the application of robots to assist in language acquisition. This is likely attributable to many factors, including advances in speech recognition and text-to-speech (TTS) capabilities, increased development of sophisticated commercial and research robots, and an enhanced understanding of how language skills contribute to immediate and long-term success. In early development specifically, research shows that children's language ability is a predictor of later academic success [2, 26, 105] . Furthermore, learning a second language confers advantages whether it is learnt as a child or an adult [12] . Bilingualism has been linked to superior executive functioning, higher IQ scores, and better job and economic opportunities [1, 12, 88] . It is also thought to offer a protective effect against dementia [15] . Foreign language education is also becoming increasingly important
CHARACTERISTICS OF ROBOTS IN RALL
Below, the function, form, voice, social role, immediacy behaviors, non-verbal cues, and personalization of robots in RALL are described and results from various studies incorporated, with suggestions for future work made as appropriate. Many of the aforementioned factors allow robots to respond differently than computers, iPads, or onscreen agents, due to their embodiment and perceptions that they are social agents. For instance, even though many forms of technology can be personalized, robots can exhibit personalized non-verbal behaviors in a co-present manner. As well, though onscreen agents can have a social role, robots are often imbued with more human-like qualities that might allow these roles to be more salient. Differences such as these largely explain why robots are hypothesized to be better than other technologies in aiding learning. The themes described below are pervasive throughout the HRI literature, though in RALL optimal characteristics may be different as the metric of success is related to learning.
Function
Robots can be autonomous or teleoperated (e.g., telepresent), or capable of transitioning between both levels of operation [36] . Teleoperated robots are controlled remotely, whereas autonomous robots have programmed behaviors. Some robots (e.g., Robosem) can function either autonomously or by telepresence, depending on the mode. According to Park, Han, Kang, and Shin, this type may be a better choice than robots with only telepresence capabilities if connection to the network is unstable [80] . Both autonomous and teleoperated robots are used often in RALL, and robots with autonomous capabilities are often teleoperated for the purposes of experiments (Wizard of Oz).
Robots of all types can serve several purposes in language learning. They may be used to engage students as their conversational partner (e.g., References [63, 66] ), trigger vocabulary or grammar learning (e.g., References [20, 27, 66, 99] ), help with pronunciation [66, 106] , reading comprehension [42] or writing clarity [47] , improve listening skills [42, 50, 66] , assess language ability [31, 95] , increase positive affect or decrease anxiety [96, 114] , or serve as a conversational proxy or avatar for the student [70] .
Form
Robots used in RALL (Table 1) can be classified into four groups based on their appearance: anthropomorphic, zoomorphic, mechanomorphic, or cartoon-like ( Figure 1 ). In Table 1 , robots are classified as anthropomorphic (A) if they have a human-like torso, arms, legs, and facial features (e.g., NAO) or a realistic human face (e.g., Furhat). Robots are indicated as cartoon-like (C) if they have exaggerated and caricature-like features (e.g., DragonBot). Robots meant to mimic an animal, partly or completely, are designated as zoomorphic (Z) (e.g., iCat). Mechanomorphic (M) is given as a label for robots that have machine-like qualities, such as the ability to transform into multiple shapes, a more industrial appearance, or the lack of distinct facial features (e.g., Scribbler). It should be noted that some robots, such as PET and Robosem, are mixtures of types. Therefore, robots are sometimes classified under multiple categories. As is apparent, anthropomorphic robots are the most often used (NAO being the most widely used robot), followed by cartoon-like robots.
Anthropomorphic robots are often considered superior for supporting language learning. When recommending desired characteristics, Chang, Lee, Chao et al. include the importance of a humanlike appearance, which is postulated to increase student engagement and attribution of the robot as a real conversational partner [20] . However, this opinion is not universally shared. Wu et al. postulated that zoomorphic or cartoon-like robots are likely more appropriate, at least for young children, as they may be less afraid of these forms [114] . This view highlights the influence of form on the affective filter (e.g., the experience of anxiety), and the role of cute and likeable agents in reducing it. It also emphasizes that chosen robots should appeal to the students [114] . There is some support for this view. Previous research "did not find a positive effect of pedagogical agents on motivation or learning on the general level, but demonstrated that likeable agents lead to a higher motivation and increased transfer performance" [27] (summarizing Domagk 2008).
In the one study in RALL that surveyed preferences of robotic form (in Taiwan), it was reported that boys preferred to learn from robots that looked like cartoon or video game characters and that were made out of wood, while girls preferred robots that looked like stuffed animals [118] . Yet, there were methodological limitations to this study, the most obvious being that human was not included as an answer choice. Therefore, we cannot conclude where humanoid would fall on their lists.
When children were surveyed in one study, some expressed displeasure with how the robot looked [66] . This is non-trivial as form, even subtle variations of it, clearly affects perceptions of robots. Osada, Ohnaka, and Sato saw that people ascribe distinct personalities to differently colored Papero robots [76] . Different forms have also been linked with attributions of different social roles. Size can factor into the equation when determining whether a robot is a toy or a social other [59, 101] . More research needs to be conducted into preferences in robot form, and if this correlates with increased language learning. Age, gender, and cultural effects should be examined.
There are some insights that can be obtained on this issue by looking at studies done with NAO and Robovie in sign language learning. When testing Turkish sign recognition with videos of NAO or Robovie, Köse et al. found that there was no difference in performance between learning with NAO or Robovie [60] . This was true within the three groups for which results were reported: children with beginning sign language experience, children with advanced sign language experience, and adults with no experience [60] . However, when adults were tested using a physical NAO or a physical Robovie, they recognized signs at a much higher rate when Robovie performed them. [59] . Robovie's longer arms, five fingers (as opposed to NAO's three fingers), and larger size may be the cause [60] , though it is interesting that no difference was seen with video learning. This suggests that form may have an influence in 3D interactions that it does not have in 2D. It is worth studying whether exact agent form is more important for learning when the actor is physically present, and relatively less so when in videos.
Additionally, Köse et al. compared subjects' results from learning from Robovie in video format to those with the physically present Robovie [60] . Children with advanced knowledge of sign and adults did equally well in both conditions, but children with beginner's knowledge of sign did significantly better with the embodied Robovie. No effects by gender were seen [60] . By contrast, Chang, Lee, Wang, and Chen found no difference in word learning between eighth-graders using an embodied or virtual Scribbler, but found they reported higher levels of engagement, motivation, and perceived authority with the physical robot [21] . It is important to note, however, that while Köse et al. used an objective measure of learning, Chang et al. relied on self-reports of word learning, making it a less reliable indicator of whether learning actually occurred. The participants in this study were also older than the children in the Kose study. These results allow for many possible interpretations. One is that embodiment may be more important for children in earlier stages of learning, though effects on motivation and other factors may be seen at any age or level.
As these were very short-term studies, it is difficult to conclude how long-term interactions might alter the relationships that were seen. More research needs to be conducted into how form relates to outcomes in the long-term and in studies with larger sample sizes. As well, as Robovie had an advantage over NAO in its physical capacity to perform the signs, studies need to be conducted to inform whether differences in the look of the robots, but not in their capabilities to teach the language, can influence learning.
Voice
A robot may have either a synthetic voice or a pre-recorded voice. The exception is telepresence robots, which allow for the presence of a live speaker; hence, this section will focus on autonomous robots and teleoperated robots with voice capabilities.
The use of synthetic voices is most common in RALL (e.g., References [32, 74, 80] ). They are produced by text-to-speech (TTS) software, including Microsoft SDK [117] , Festival [73, 74] , or the robot's native TTS module. Due to the flexibility in this method, the voices can have different identities (age, gender, language), and there can be considerable variation in the voices produced. This allows the robot to take on the voices of different characters, as sometimes used when telling a story [20, 114, 117] . This also allows purposeful exposure to varied voices and accents [20, 114] . That said, due to large variations in quality, students are not always satisfied with the voice produced [66, 87] . Furthermore, poor quality output may result in decreased language comprehension skills [66] and hinder correct prosody [45] . Although not tested, it is plausible that this will also affect pronunciation skills.
An alternative to speech synthesis is to pre-record desired speech. This approach has been taken several times (e.g., References [13, 50, 61] ). Although not common, this output may be processed after recording, for example by pitch shifting an adult voice to make it sound child-like [111, 112] .
Pre-recorded voices are advantageous in that they more readily carry emotion [111] . They may also be preferred for their ability to expose learners to naturalistic speech. As Rosenthal-von der Pütten, Strassmann, and Krämer found no difference in the extent to which people mimic a robot's word choice or word order when it uses TTS or pre-recorded voices [85] , this may mean that linguistic alignment will occur in other areas of speech as well. In fact, prosody and pause insertion are often aligned to conversational partners, even non-animate partners such as computers and virtual agents [18, 77] , making the use of TTS potentially problematic in long-term language learning. However, one drawback to using natural speech, besides being more time-and labor-intensive to record, is that native speech is often fast. Kanda, Sato, Saiwaki, and Ishiguro, in reference to their 2004 study, suggested that they saw no significant increase in learning because the robot used a native English speaker's voice, and this may have been too fast and fluent for Japanese children with little prior exposure to the language to understand [51] . The benefits of using natural speech over TTS may be muted in the future, with the use of current and projected AI capabilities, such as those seen with Google's human sounding virtual assistant Duplex.
It is unclear what identity robots' voices should project to influence optimal liking and learning. Sometimes, a voice is used that is similar to the students', such as using a child's voice when teaching children [31, 32, 61, 111] . Kose and Yorganci reported that this had a "positive effect" on children [61] . This could be attributable to the age of the voice, the naturalness of the voice (prerecorded), or a combination, leading to enhanced common ground between the robot and student. Alternatively, the platform default voice may be used. It seems appropriate that the voice should match the intended social role of the robot (as teacher, peer, etc.) if there is one, but voice selection is a matter that requires further exploration. Nonetheless, it is recommended that the voice be as natural as possible, mimicking the prosody, rhythm, stress, intonation, and accent of a native speaker of the target language [66, 74, 94] .
Voice switching-switching from one voice to a distinctly different voice-might occur in a robot's storytelling mode, with robots that have both autonomous and telepresence capabilities, and with robots that can communicate in native and foreign languages. Park et al. handled this by having the robot say "Abracadabra" when changing its voice, so as not to confuse students [80] . Largely though, this is not addressed. How voice switching is viewed, including "perceptions of voice switching of multi-lingual robots[,] could be worth explicitly exploring in future work" [54] .
Other factors influencing speech, such as volume and speaking rate, are sometimes adjustable [20, 117] . Rate of speech should be modifiable in at least some situations to suit users' needs [23] .
Social Role
Robots used in language learning can exhibit one of four social roles: (1) teacher, (2) teacher's assistant, (3) peer/tutor, or (4) learner. Alternatively, they may not be classified as a social other at all. When assigned the role of teacher, teacher's assistant, or peer, knowledge transfer may be unidirectional, from the robot to the student, or bidirectional. However, these roles vary in intended levels of authority and connectedness with the student, with the teacher role being particularly high in authority and the peer/tutor role being particularly high in connectedness. In the learner role, knowledge transfer is mostly unidirectional, from the student to the robot.
The role of teacher is used infrequently in RALL. In fact, educators have expressed discomfort with robots that are meant to be teachers, viewing them as intimidating [76] or competitors [80] . According to Osada et al., educators expressed that robots in the teacher role would face barriers to acceptance within the field [76] . Therefore, the teacher role is most commonly seen with telepresence robots, where a live teacher is present, as seen with References [63] and [119] . However, studies have also explored using two robots in conjunction to improve outcomes, with one robot meant to function as the teacher to another less advanced robot [46, 56] . After watching both robots interact, the robot in the teacher role would ask the human learner questions. This was meant to serve as a conversational model from which the human could draw.
Autonomous robots acting as teacher's assistants does occur [42, 114] . For instance, Hong et al. gave Bioloid the role of teacher's assistant, having it give students commands and assign them tasks [42] . Likewise, the PET robot was used to teach students the alphabet and instruct them to repeat sentences after it [114] . The inclusion of robots as teaching assistants may have a positive impact on students' learning when used in addition to human instructors, as they can serve to lower the affective filter (see Section 5-Results on Affective Changes of Learners). As the robot is subordinate to the human instructor, this role is more likely to be accepted among educators compared with robots meant to be teachers. It is, in practice, the only choice when attempting to use autonomous robots in a teaching role in classroom settings, due to the technical limitations and malfunctions of such technology in an environment that demands flexibility, stability, and control.
The role of peer is seen more regularly (e.g., References [21, 57] ). This can take the form of tutoring or co-learning. The tendency is for children to describe robots in this position as more of a friend than a teacher (e.g., References [87, 118] ). Due to the use of higher degrees of connectedness between the student and robot, learners tend to find this role highly desirable [87, 118] , which may speak to the popularity of using robots in this way. Peer/tutor robots are used in both group and one-on-one instruction.
Robots in the learner role take advantage of the care-receiving paradigm (e.g., References [32, 99, 117] ). Prototypically, the robot is younger, smaller, and less knowledgeable than the student. There are a few reasons this role might be advantageous, such as when voice synthesis is not clear and students need to be comfortable expressing lack of understanding [31] , when voice recognition is weak and it is desirable to increase students' tolerance of this issue [43] , or to negate other mistakes without affecting the relationship [117] . In addition, this role has been utilized with the expectation that it will positively affect task motivation [47, 99] .
Robots can also fail to invoke any social role. Broadly speaking, there are two reasons this might occur. First, this may be somewhat accidental, with students simply failing to classify it within the social hierarchy. For example, in Kose et al., children described NAO as a toy, while describing Robovie, a larger robot with the same role as NAO, as a peer [59] . This highlights that whether an agent is considered a social other may be independent from its actions. Further, it can be dependent on the group. In Chang, Lee, Wang et al. students seemed to treat the robot as a social other, while teachers failed to classify it as such, instead describing it as a tool [21] . To a lesser extent, this may also be dependent on the individual. In Wang, Young, and Jang, some students described Rocky as a peer or friend, while others labelled it a toy or doll [107] .
Second, the lack of social role can be purposeful, as the robot is meant to function only as a tool (e.g., References [70, 81, 95] ). According to Mubin et al., "the verbal articulations of the students had a direct influence on the Mindstorms robot, therefore we can hypothesize that the role of a tool for a robot might be better than the role of a peer, especially when it comes to language learning" [73:13] . This aligns with TPR theory (discussed in Section 6.4, Instructional Methods), which emphasizes a connection between learning and movement. Chang, Lee, Wang, and Chen also saw that children learned words used to control the robot better than words used within the learning task, though the task necessitated that they use these words at a much higher frequency [21] . There has been no research in RALL to indicate which social role is the best for language learning, or whether a social role should be utilized at all. It is conceivable that this would vary by type of language learning (comprehension vs expression), level (beginner vs intermediate vs advanced), and time (short vs long-term).
Verbal and Non-verbal Immediacy
Non-verbal immediacy is defined as creating a feeling of connectedness with others by smiling, gesturing, leaning in, engaging in eye contact, using a pleasant vocal tone, reducing physical distance, and the like. Verbal immediacy, however, is defined as using language in an attempt to create a feeling of closeness. One way to achieve this is by using students' names during the interaction [50, 66] . Saerbeck et al. showed that a robot creating verbal immediacy, by using "we" instead of "you," using motivational phrases, and relating to students-along with presenting non-verbal immediacy behaviors-led to increased language learning and motivation among students [87] . However, it is difficult to conclude to which behaviors (verbal or non-verbal) this is attributable. In fact, when studied independently, verbal immediacy has been shown to have no effect on robot-assisted learning [54] . It should be noted that in this study the robot interacted with students one-on-one, and results of previous research show that verbal immediacy becomes more important with increasing class size [34] . Nonverbal immediacy, however, has previously been shown to increase learning [53] . As well, a meta-analysis on the effects of immediacy in human teaching found that non-verbal immediacy is more strongly associated with learning than verbal immediacy, which is very weakly positively correlated with learning, though both are meaningfully correlated with perceived learning and motivation [113] . Therefore, designing robots that display verbal immediacy, as well as non-verbal immediacy, is likely still important when considering long-term interaction.
Non-verbal Cues
Non-verbal cues used in RALL include head nods and happy faces [87] and smiling and thumbs up gesturing [114] corresponding to correct answers or success; head shakes and sad faces [87] and LED color changes [3, 61] corresponding to incorrect answers; eye gaze for attention guiding, turntaking, and emotional display [33, 80, 87, 117] ; sound effects and music for emotional emphasis [20, 59, 70, 114, 117] or to increase energy [81] ; color and light changes to show emotion [59, 61, 87] or voice recognition [76] ; and body movement and motion to show animation [70, 87, 114] , express understanding [70] , or emphasize spoken material [23, 114] . These cues may be executed in response to stimuli or used to create idling motions to make the robot seem more lifelike [81, 87] .
Overall, there is a tendency to use facial expressions and body movements to convey action, intention, and emotion. This is because "human perception of a robot's emotional expressions plays a crucial role in human robot interaction" [66:40] . It can also affect students' emotions. When measured, Gordon et al. found that children's affective states change in response to nonverbal cues presented by a social robot [33] . Specifically, their emotion was positively affected after the robot performed such behaviors such as leaning in, nodding, and using positive utterances, and negatively affected after expressions of sadness [33] . Students' emotions, both pre-existing and created through interaction with the robot, can influence learning and the learning environment [106] .
Personalization
Besides using an individual's name during the interaction, personalization can occur in three discrete areas. First is the customization of content to one's ability. Yorita, Botzheim, and Kubota used the concept of self-efficacy as one component in an algorithm designed to aid in learning [115] . That is, depending on how likely the robot was to get a response, the level of complexity of its speech would vary. The potential viability of this approach can be reflected in the results of Westlund & Breazeal [109] . They found that "[c]hildren who played with a matched robot used more words, and more diverse words, in their stories than unmatched children" [109:65] . Though Schodde, Bergmann, and Kopp did not find a significant effect of difficulty level adaptation on learning [91] , their study was likely too short to detect an effect (one short interaction vs eight interactions in the aforementioned study). In CALL, adapting content to the user's progress has been shown to aid learning [89] . This is consistent with the use of scaffolding and the belief that people learn in their zone of proximal development (ZPD)-while performing tasks that are at a challenging but achievable level of difficulty-concepts that were originated by Vygotsky and are often echoed in education today.
Additionally, feedback can be customized based on one's progress [27] . Instead of only considering responses to a given question, feedback can be adaptive to the overall trajectory of right or wrong answers.
Last, the robot's affect or engagement strategy may be modified based on its partner's emotional state, resulting in individualized verbal and non-verbal responses [33, 92] . It has yet to be determined whether these latter two adaptations correlate with enhanced outcomes in RALL, though they are strategies human instructors often employ.
LANGUAGE LEARNING RESULTS
According to Chen et al., language can be broken down into a four-level hierarchy, "from subword (e.g., phonemes, morphemes), word (e.g., semantics, morphology), clause (e.g., syntax/grammar), and up to discourse/text (e.g., conversation)" [23:547] . Robots have been used to influence learning at all levels. Results vary per area and are summarized below. As robot-assisted language learning is still a new field, more research is required in most areas before definitive conclusions can be drawn. Additionally, differences in form, voice, social role (Section 2), and instructional method (Section 5.4) may account for some of the variability in results. Previous work suggests there are no gender differences in how well males and females learn from robots [3, 4, 29, 61, 87, 101] .
See Table 2 in the Appendix for a summary of results.
Vocabulary
The ability of robots to teach vocabulary is well documented in RALL (e.g., References [8, 31, 54] ). For example, Movellan et al. showed a 27% improvement in vocabulary as compared to control words among toddlers [72] . Further, attesting to the usefulness of robots in learning, students working in child-robot pairs have been shown to stimulate more learning compared with childchild pairs [71] . That robots can improve students' vocabulary is perhaps unsurprising. A more interesting question is: How do robots compare with other technologies in their ability to do so? Studies suggest that, at least for simple vocabulary teaching, robots perform on par with iPads [110] , and for that matter, human teachers [110, 112] . All three served equally well for transferring knowledge of rudimentary vocabulary. However, children had a strong preference for learning with the robot over both the iPad and person [110] , though this may be due to a novelty effect. Hyun, Kim, Jang, and Park also compared robots with computers and found they were both capable of increasing children's vocabulary, but there were no significant differences in their ability to do so [44] . Yet, the robot did significantly better than the computer at imparting other skills, such as reading, story comprehension, and general communicative ability. To belabor the point, the results of Chang, Lee, Wang, and Chen showed no difference in vocabulary learning when using a co-present robot versus a robot in virtual space; however, there were differences in reported motivation and engagement [21] .
More nuanced results were obtained by Köse et al. when looking at sign recognition [60] . When signs were performed by a virtual or physical Robovie, there was no difference in recognition rates among adults with no previous sign experience and children with advanced knowledge of sign. Children with beginner's level knowledge, however, were better able to recognize signs when performed by the physical robot. They suggest that "prior knowledge. . . has an influence on the significance of physical presence" and conclude that young children in the beginning stages of language learning may benefit more from embodiment [60:545] . This idea that physical embodiment plays a more prominent role in learning for children and beginners is worth further exploration.
These results reveal that, at least for most groups, the use of robots will not likely present an advantage in vocabulary learning over other technologies, at least in the short-term (as measured in days or weeks). The true benefit their use presents over 2D technologies may be in increasing the desire for continued training-by increasing motivation, interest, and engagement-and this may be important in long-term success. They may also contribute to content retention. In a fiveweek study by Alemi, Meghdari, and Ghazisaedy, students in the RALL condition were able to cover lesson material much faster than the non-RALL/teacher only group. They also exhibited greater retention of the material when tested two weeks later [8] . However, that the two groups covered material at different rates may suggest they were not equivalent. Further research should be undertaken to investigate the long-term effects of robots on vocabulary acquisition.
Grammar
The influence of robots on grammar is not well studied. In the one study to explicitly report these effects, robots significantly improved children's grammar ability as tested after eight weeks of study [66] . Both beginner and intermediate language learners saw improvements. However, how robots compare with other technology in their ability to expand knowledge in this area is untested.
Pronunciation
Few studies in RALL have directly measured pronunciation improvement. Over the course of an eight-week study conducted by Lee et al., children's pronunciation saw significant improvements [66] . This was true for both beginner and intermediate level students. Wang et al. also noted improvements in pronunciation, though interestingly, this was driven by students' desire to be understood by the voice recognition module [106] .
Speaking
Improvements in speaking ability are consistently reported. Teachers have reported such improvements in their students [119] , and improvements have also been recorded after experimental testing. In Lee et al., after using a robot for conversational practice, both beginner and intermediate students showed marked improvements in overall speaking ability, which was measured as a composite of pronunciation, grammar, vocabulary, and communicative ability [66] .
In addition, robots were deemed as more effective than computers in advancing the speaking skills of four-year-olds [44] . Robots may also offer advantages to having students simply converse with each other [107] . In Wang's study, this was especially significant for learners in the bottom third of the class; it is possible that students in the top third of the class did not improve as the material taught was not difficult enough for them, but the reason is unclear. However, children of higher ability do improve more when taught by a robot that is matched to their skill level [109] .
Additionally, the effect of using a robot to aid teachers has also been explored [42] . Though no differences were seen in speaking ability compared to a control classroom without a robot, significant differences were discovered in listening and reading skills.
Oral Comprehension
The effects of robots on oral comprehension are mixed. Neither Lee et al. [66] or Kanda et al. [50] saw any overall improvements in listening ability among beginning students. In Kanda et al. [50] , however, those students who interacted with the robot more during the second (and last) week of the interaction showed significant improvement. It is important to note that in Kanda's study, interaction was voluntary at recess, so improvements might only be expected for children who interacted more with the robot. It could also represent a self-selection bias, where those students with better pre-existing English skills chose to interact more. In Lee's eight-week study, intermediate students actually had significantly worse listening scores at the conclusion of the study. "This finding can be explained by a number of factors such as the unsatisfactory quality of the text-to-speech component and the robots' various sound effects" [66:46] .
By contrast, Hong et al. [42] noted improvement in the listening ability of students. This difference was significant even by comparison to a control group, a similar classroom environment, lacking only the presence of the robot. In another experiment, comprehension of four-year-old children using a robot improved over that of a control group who used computers [44] . Of note is that Hong et al. [42] and Kanda et al. [50] used pre-recorded voices, while Lee et al. [66] and Hyun et al. [44] used TTS. While use of TTS vs natural voice could potentially cause differences in understanding (as tested by human interlocutors with native accents), this suggests that other variables are also at play, only one of which may be the quality of TTS. Still, it is recommended that native speech be used in RALL, and if that is not a possibility, then the quality of TTS is high.
It is hard to completely reconcile the above findings. As well, how effects on oral comprehension when using robots compare to similar training when listening to audio from an app, computer, or virtual character is largely unstudied. It is important to assess if robots (due to their embodiment and sociality) offer unique advantages in this area. More research needs to be conducted into how using robots might (or might not) offer unique advantages in improving listening comprehension.
Reading Comprehension
Although it is likely that robots can help improve reading comprehension (as they do with other aspects of language), results comparing robot-assistance to other technology is lacking and inconsistent. Hong et al. measured changes in reading comprehension, comparing to computer and teacher-only (versus teacher+robot) conditions [42] . Compared to both controls, children made significantly more gains in the robot conditions. Hong et al. reported additional results for writing, but used the cloze test as their assessment metric, which is normally correlated with reading comprehension. Inconsistent with their findings from having students choose a picture corresponding to text they read, they found the RALL group did not improve significantly over their control.
Writing
With a series of three case studies, Jacq et al. examined how the NAO robot could be used as an accompaniment to a tablet to improve children's writing ability [47] . They employed the learningby-teaching paradigm, making the children responsible for teaching the robot. They also iteratively adapted their algorithm, having the robot learn letters at a certain rate, an intermediary between its starting state and the text the child wrote on the tablet. From observations and discussions with parents, they deemed the robot had caused rapid and evident changes in writing skills over the four sessions. They also noted that at least one child bonded to the robot, attempting to write it letters even several months after the study's conclusion.
RESULTS ON AFFECTIVE CHANGES OF LEARNERS
Though the results of how robot assistance in language learning compares with other technology is still an open question, the positive effect they produce on learners' affect is more consistent. Utilizing robots in this area has been shown to increase engagement during the task, interest in learning with technology, and motivation in learning the language. They also demonstrate effectiveness in this regard when used as an addition to human instruction, in addition to increasing confidence and decreasing anxiety when communicating. Some uncertainty does exist as to whether these effects will still prove prominent in comparison in the long-term.
See Table 3 in the Appendix for a summary of results.
Motivation
Motivation is one of the most important and widely accepted factors in language learning success [25, 78] . Adding robots into the learning environment has been shown to cause profound changes in students' motivation to learn the target language, even when tested after two months of use [10, 63, 66] . Lee et al. showed that this was even the case for learners already at an intermediate level, elementary school students with some proficiency with the language [66] . The positive effect of robots on motivation persists even in comparison to other technological systems [21] and with their addition to typical classroom settings [107, 114] , though these studies have been much shorter. Over four sessions, Wu et al. tested the robot PET in the classroom, where it sang and danced, told stories, and helped children learn the alphabet and body-part names in English [114] . Both qualitative interviews and survey results supported the fact that adding the robot to the classroom led to a higher degree of motivation among students. It should be noted that robots that display higher non-verbal immediacy and that are more supportive will do better at increasing motivation than robots without these characteristics [87] .
Interest
Related to motivation is the concept of interest. Interest, as defined here, is how much learners want to use the technology, as opposed to how much they want to learn the target language.
Interest likely drives motivation in part. Many studies have demonstrated that learners are very interested in robotic tutors [27, 37, 63, 66, 114] . Even though this is probably true in comparison to other technologies [37] , poor robotic design or implementation can negate any benefit [81] . As well, both You, Shen, Chang, Liu, and Chen and Kanda et al. found that interest in the robot fades over time, at around the two-week mark [50, 117] . This makes long-term studies of RALL particularly important. Strategies for prolonging interest should therefore be explored.
Engagement
Significant improvements in students' task engagement have been repeatedly reported in RALL. Students exhibit more concentration than when using computers, audio, books, or virtual agents [21, 37, 96, 100, 108] . Using a disembodied voice and a virtual robot as controls, Wedenborn found that adult learners reported significantly more engagement when learning with the physical robot [108] . It has also been reported that young children voluntarily spend more time learning with robots compared to other technology [44] . Increased engagement even seems to occur when the students are the ones operating the robot. Tanaka et al. observed that students using a telepresence robot during a language lesson responded to the teacher more than when they used Skype [100] .
Confidence
Four studies have reported that students' confidence and willingness to communicate have been strengthened as a result of RALL [42, 63, 66, 107] . This is likely due to a sense of achievement and the relaxed atmosphere that the robot creates [66] , which might be especially beneficial to learners who are more anxious to speak [20] . While no studies have compared using robots with other technology, two have found positive effects on confidence when using a robot in conjunction with a human teacher. In Hong et al., the teacher performed the same lessons in both classrooms, but utilized the robot as an aid in some tasks, such as storytelling and read-aloud activities [42] . This led to significantly more confidence, as measured by questionnaire.
Anxiety
Anxiety reduction is often cited as a primary reason to use robots in language learning, since learning anxiety is very common [70] . and Alemi et al. (2017) confirm anxiety reduction due to RALL implementation while learning, even over 10 sessions of use [5, 10] . In Alemi et al. (2017) the robot was programmed to make mistakes, so children would learn that it was okay for them to make them [10] . Future consideration should be given to whether this reduced anxious state will transfer when students need to communicate with real people [65, 70] . Though Wang et al. found that learners reported being anxious to use their acquired skills with others at the same levels, the robot plus teacher group reported being more willing to do so, compared to the teacher-only group [107] .
FRAMING THE RESEARCH

Ages
For the most part, children between the ages of 3 and 14 years have been studied. There has been only one study with children under 2 [72] and few studies with adult participants [39, 46, 56, 59, 60, 62, 69, 81, 108] . There are probably several reasons for this, including the fact that children learn language easier than adults [16, 48] , that infants and toddlers can be challenging to handle during the course of an experiment and often require special methodological approaches to testing (e.g., preferential looking tests for pre-verbal infants), and that many countries require foreign language class enrollment for children during elementary school. Worth noting is that age may influence how learners perceive technology and the appropriateness of a given intervention. Though not many studies have looked at this, one study did find that younger students (first-graders) were more interested and interacted longer with the robot than older students (sixth-graders) during the first week of the study [50] .
Skill Level
Beginners have primarily been the target in RALL. There are few recorded studies that examine how robots might benefit those with previous language experience [46, 56, 66, 69, 85, 95, 118] . Likely, this is because technology in its current state makes interventions more feasible for beginning language learners.
Languages
Predominantly, RALL has targeted teaching a foreign language-and this language is typically English. However, languages run the gamut, including artificial languages such as Toki Pona and ROILA and non-verbal languages such as sign languages. Only four studies have focused on native language development [47, 61, 72, 112] . Differences exist between possible strategies to teach foreign and native languages. For word learning, native language learning requires the mapping of a name to an image of the target, while foreign language learning may only employ mapping a new name to an existing name space. As well, in native language learning conversational ability arises naturally after prolonged language input-grammar rules and colloquialisms are not explicitly taught, with children receiving additional input and implicit and explicit feedback to improve. While foreign language learning can be taught like this, it is often accompanied by explicit grammar rules and translations.
Instructional Methods
There are too many language learning methods to recount, but several popular strategies have been employed in the aforementioned studies. One popular approach in RALL is to use total physical response (TPR) (e.g., References [6, 42] ). TPR was created by James Asher in the 1960s and requires movement in response to language. Students learn by physically manifesting commands from the instructor, or sometimes from observing the instructor's response to commands given.
The direct method (a.k.a. natural method) focuses on the development of conversational ability [19] . Similar to how we learn our natural language, this method can be employed in foreign or second language learning. Only the target language is heard-there are no translations from or to one's native language and no explicit grammar rules are taught.
Communicative language teaching (CLT) also focuses on conversational ability-social interaction is both the goal and the means by which the goal is achieved [90] . Task-based language teaching (TBLT) is based on CLT, but concentrates on having learners complete explicit tasks [28] . Both CLT and TBLT are quite popular in RALL, especially in research coming from Asia (e.g., References [22, 66, 114] ). They were established in response to an older technique, which is still used, called the audiolingual method (ALM). ALM aims to foster communicative ability through repetition and memorization, focusing on drills that convey correct grammar [84] .
All these methods are quite different than the grammar-translation method, where the emphasis is on learning grammatical rules and memorizing vocabulary, and speaking is deemphasized completely. As well-although not language teaching methods per se-storytelling and game play are commonly employed in RALL (e.g., References [8, 13, 57, 58] ). There is good reason for this. Storytelling, especially collaborative storytelling, is a particularly good interaction scenario as it serves as comprehensible input and promotes comprehensible output [40] . It is one of the first ways children engage fully with language, coming before they learn to read or write, and can benefit language learners of any age or skill level [79, 86] . Additionally, gamification has been used in many fields including education and has been shown to increase motivation and engagement [35] . As previously mentioned, these affective factors are important in language learning, as they have an influence on ultimate success. Both storytelling and gamified learning are likely more engaging than some other methods that might be used (e.g., use of reading comprehension sets) that are not seen much in RALL. They also take particular advantage of the robot's embodiment and sociality.
The point here is not to make suggestions about what method should be used, and in reality, multiple methods are often used at once (principle eclecticism). The point is to draw attention to the fact that in RALL, researchers make choices about how to use robots, albeit not always intentionally, and these choices will have differing impacts on learning outcomes.
Location
Though RALL research has taken place all over the world, research from Asia (South Korea, Taiwan, and Japan) make up about 40% of the literature surveyed. While there is likely no reason to believe that results of people's ability to learn with robots vary by country, it is conceivable that due to cultural norms and differing depictions of robots in the media, factors such as optimal non-verbal cues and desired form may vary. Table 1 illustrates that many robots, with the exception of NAO, are often country-specific. As well, study implementation also may vary by location. For instance, CLT and TBLT methods are used often in Asia, but less so elsewhere. These factors may account for some of the differences in study results.
Setting
Nearly all studies have taken place in a classroom or on a school's premises. Some studies have engaged children when they are in groups, while other studies examine the effects robots have on individuals when they are interacting individually with the robot. There is definitely a balance to be had. While learners might find it more fun and comfortable to interact in a group [107] , those who receive one-on-one tutoring usually score much better than those who receive classroom education [17] . In the educational HRI literature, this one-on-one interaction with robots has led to learning gains one standard deviation above the mean [67] . It is advantageous, therefore, to develop robots for these dual contexts, or to develop robots both specifically to interact with individuals and those meant to interact with groups. As well, research outside the school (i.e., in the home) should be conducted to determine how individuals might interact and learn from robots in less structured environments, especially since free time that might be devoted to learning is more abundant in the home.
Length
Study length tends to be short, with about half of all studies taking place in one session. Even longer studies (e.g., 1-2 months), tend to be composed of a limited number of visits (e.g., 4-8 sessions). A notable exception is Lee et al., which was 16 sessions [66] . Long-term studies are critical as a novelty effect has been found in human-robot interaction. Individuals are originally excited about the introduction of robots, which in turn affects their behavior (often increasing interaction time and, conceivably, reported desirability and likeability), but this novelty effect begins to wear off after more constant exposure. Though there is not an exact time where this novelty effect begins to fade, it has previously occurred during the second week of daily exposure [50] . As very few studies have been conducted for longer than 4 sessions, it is hard to say whether learning effects might be amplified over the long-term, motivation effects may be muted, or the reverse. If the hope is to start using this technology more consistently in real-world settings in the near future, as it should be, then more long-term, numerous sessions studies need to be conducted.
Power
Many studies on language learning outcomes (Appendix, Table 2 ) have small sample sizes. Therefore, they may lack sufficient power to detect an effect. Most studies comparing the effect robots have on vocabulary learning to other technology are between-subjects experiments comparing post test scores of both groups, with total training time for subjects lasting under 30 minutes. Even if we were to assume that the effect robots have on vocabulary learning is moderate (Cohen's kappa = 0.5 as consistent with conventions in social science research), which is likely on the high end of what might be reasonably expected, then a sample size of 128 would be needed to detect an existing effect 80% of the time. As can be seen in Table 2 in the Appendix, no studies broach this number. In fact, most studies are better equipped to detect an effect that is at least one standard deviation above the mean of the control.
Part of the reason an effect may be found more readily in speaking, is that effect sizes are probably much larger (as robots likely are particularly beneficial in this role), many studies are withinsubjects experiments (which requires significantly less participants to detect an effect), studies tend to be longer (increasing the effect of the intervention on each group), and often pre-tests are conducted (with measures of improvement pre-test to post-test as well as between the post-test scores of experiment and control groups). For instance, Wang 2013 did not find an effect when performing an independent t-test but found an effect when using a paired t-test. As it is often difficult or too expensive to include a lot of subjects in HRI experiments, within-subjects designs with counterbalancing present distinct benefits over between-subjects designs, though of course, they are not appropriate in every situation.
Studies should therefore be interpreted with attention paid to how big an effect they can detect. As many studies are underpowered to detect small and moderate effects, much (but not all) of the research in Table 2 in the Appendix is only capable of detecting large differences between groups. It is possible that this is desirable. As robots are expensive relative to other technology (e.g., computers, iPads), it may only be of practical importance to know if using robots will improve outcomes substantially.
DISCUSSION 7.1 Challenges
Compared to other types of robot-assisted learning, robots' speech recognition presents special challenges in language acquisition. Speech recognition can be faulty under "perfect" conditionsspeech produced by native speakers in quiet environments-due to differences in speakers, environmental noise, microphone quality, and language ambiguity (such as the presence of homophones or issues in detecting word boundaries in continuous speech) [82] . Speaker differences that may result in variability in automatic speech recognition (ASR) include the age, gender, speech rate, and regional dialects of speakers [82] . Research is underway to ameliorate these issues, but they are far from solved.
Since participants in RALL studies are often children, it is of particular relevance to address the shortcomings of ASR in respect to this population. When attempting to detect the speech of children using ASR systems trained using adult speech, accuracy is reduced significantly, with word error rates 2-5 times greater than those for adults [83] . There are publicly available child-specific corpora that can be used to train ASR engines to improve recognition rates [30] . However, a paucity of relevant corpora for children still exists. Even with the use of corpora trained with children's speech, recognition rates are still not as high as they are for adults. Children exhibit greater developmental changes and variability in speech patterns [98] , yet they are treated as a homogeneous group. Collecting data specific to the target population's age and other demographics can improve error rate, but this method relies on intensive data collection that may not be practical for ASR systems meant for more general use [30] . Therefore, attempting to adapt adult-trained ASR systems to children's speech is also common [30] .
Human understanding of speech is distinctly multimodal, with non-verbal cues serving to clarify or bolster meaning. Using such cues to improve the accuracy of such systems has been proposed [82] . Additionally, constraining user output to limit possible replies has been suggested and applied with success [24] . Kennedy et al. (2017) evaluated automatic recognition of naturalistic child speech within HRI. Their work supports using multiple cues in addition to speech, such as a touchscreen, creating interaction scenarios to constrain learners' responses, and constraining what the ASR system can recognize. The authors additionally conclude that, for optimal speech recognition, the microphone is best placed within the robot, instead of within the environment, that the robot be able to track sound and orient itself toward it, and that the child be located in the best possible position in front of the robot [55] .
It is important to realize that these issues with ASR are present for fluent language speakers. Language learners produce varied and unique errors that those who have fully acquired the language do not, and this amplifies speech recognition issues. These errors may be syntactic, semantic, or morphological. There may also be phonetic (pronunciation and accent) and pragmatic (contextual and real-world usage) differences that arise. There is still quite a ways to go to make ASR robust for use by language learners in naturalistic contexts, but this step is needed if robots are most useful in the conversational aspects of language learning. This makes the adaptive strategies mentioned earlier even more critical, as well as the employment of other strategies, whether they be based on technology or human intervention. Teaching methods, population-specific educational goals, and current technical means should inform when, if, and how to deal with such occurrences.
When learning a language, it is also critical that the robot's speech be clear and correct. While this is favorable in any robot application, if learning occurs in a language where fluency has already been reached, reasonable interpretations can be made to the intent of the speech. This is more difficult when hearing a language in which one is a beginner and where the speech output serves as a model to mimic.
Of course, there are several other challenges, such as designing for long-term interactions, reducing cost to make robots more commercially available, and getting teachers and users who may not have a technical background competent and comfortable in their operation. However, these are issues that are present in other robot-assisted learning areas, and indeed, in social robotics and HRI more generally.
Language Learning Theories
Using robots in language learning aligns with practical guidance on employing a number of theories of language learning. Three prominent theories of language learning-innatist (a.k.a. nativist), behavioral, and interactionist-hold different implications for teaching; however, these strategies are best combined in practical language instruction [75] . Per Nor and Rashid (2018) behavioral theory suggests that positive and negative reinforcement are needed for language learning, along with corrective feedback. Innatist theory suggests the need for comprehensible input and an environment that reduces anxiety as much as possible. Interactionist theory suggests that language is best learned when interacting with social others and with the goal of social interaction, and that teaching should be within one's zone of proximal development (ZPD), what one can achieve with guidance [75] . The addition of robots is most obviously connected to this last theory. By using an embodied agent that is more readily interpreted as a social other that can be communicated with, robots should be better than other technology for supporting language learning. Strategies for further supporting learning using robots align with practical implications from both innatist and behavioral theory; that is, the importance of feedback and personalization, the benefits of which are also supported by RALL specific research highlighted previously.
As evidenced by research thus far, the clearest benefit of using robots over other technology and in addition to human instruction is that they lower the affective filter. Based on Krashen's affective filter hypothesis and literature validating the role of affect in language learning [68, 93] , it is probable that robots' ability to lower the affective filter (if more than a novelty effect) will also allow for the processing of more comprehensible input and thus promote learning gains.
Practical Research Recommendations
It seems that certain robot characteristics likely result in the most preferable outcomes. Therefore, recommendations can be made for researchers studying the effects of robots on learning or affect. First, the robot should be anthropomorphic or cartoon-like, though cartoon-like robots may be especially desirable for elementary-school-aged and younger children. The voice of the robot should be as natural as possible, preferably a pre-recorded voice exhibiting natural prosodic cues. If practical constraints limit this ability, then the TTS system used must be as natural as possible, showing clarity and prosody. If using a pre-recorded voice would present a confound when comparing the use of robots with that of other technology, TTS on par with the comparison technology may be preferred. Since all social roles the robot can exhibit seem to positively impact learners' affect, the peer/tutor role, where the robot is higher in connectedness and lower in authority, should be used. This is due to its high desirability among students and its higher acceptance among educators than the teacher role. A robot in the peer/tutor role also can serve as a guide so students are challenged to stay within their ZPD, which robots in the learner role do not do. The robot should exhibit multiple ways to establish non-verbal immediacy (for example, eye gaze, gesturing, smiling). Ideally, the difficulty of the task should also be personalized and evolve with the student's ability. If the technology used prevents such personalization, at minimum, when conducting between subject studies, children should be tested beforehand and pseudo-randomized into groups based on pre-test scores. These rules, of course, can and should be bent for researchers studying optimal robot design, thereby providing more evidence for the characteristics robots should have to impact higher degrees of liking and learning. However, when comparing two different robots in the lab or "in the wild" it would be advisable to hold most of these variables constant between the two implementations. In sum, these guidelines, if followed, will facilitate better comparisons between studies. They also serve as design advice for robots meant for language learning, given what we know today.
Regarding the study itself, one-session studies have not gotten us closer to assessing how well robots work for improving language learning or long-term effects on the affective filter. Therefore, it is highly recommended that future studies meant to study the effects of robots in one of these two areas be at least eight sessions long. For quantitative studies with a between-subjects design, a minimum of 34 participants (representing the sample size needed to detect a "large" effect size) is also strongly recommended.
Gaps in Knowledge
In many ways, this review serves to raise more questions than it answers. RALL is a nascent but blossoming field, with much research still needing to be conducted. Some of the questions that were raised in this review, which may serve to guide such future research, are as follows:
• Are robots best employed in a particular area(s) of language learning, and if so, where are they best suited? • How should robots used for language learning purposes look?
• Does more learning occur with agents when people prefer the form of the robot?
• What age, gender, and cultural effects should be considered when designing robots' form?
• Is exact robot form more important when there is physical presence compared with video presentation, as far as learning gains are concerned? • Is physical presence more important in learning for children and/or beginners?
• What identity should robots' voice project? • Should they employ voice switching (for instance, to expose learners to multiple accents or to handle native and foreign languages) and if so, how should they handle this? • What social roles should robots exhibit or are they best used as tools in language learning? • Should the robots' affect and engagement strategy be personalized to the user for greater effectiveness?
An additional, previously unraised question is, are robots' use of non-verbal cues for sociality enough for an edge over learning with other technology, or must these cues serve to bolster meaning (pointing to or directing eye gaze to an object when speaking about it, representing it with gestures, or reinforcing meaning with other non-verbal cues, such as lights or sounds)? Largely, these questions relate to the robot's embodiment or the interaction of the robot's form with other factors. Different conclusions may arise when studying various attributes together, compared with studying them divorced from one another (for instance, the ideal voice for a robot may be different than that of a disembodied voice, as people may expect voice and body to seem consistent).
Agenda Setting
In setting an agenda going forward, a few things seem apparent. First is that most of the work done in this area has focused on vocabulary learning, and it does not seem that learning gains are significant in this area over the short-term. Researchers need to transition to studying how robots can be used to improve language production, comprehension, and accent. As well, studies need to examine long-term effects of using robots on motivation. If robots do not present statistically better outcomes for language learners over identical learning time periods, but they do spur students to study longer and in a more fully engaged fashion, then this alone may justify the use of robots. If learners are more prone to voluntarily continue pursuing their language learning goals when they otherwise would not, then this equates with better outcomes overall. Furthermore, if robots cause reduced anxiety compared to other technology, or when used in addition to human instruction while using newfound language skills with human speakers, then this alone may also make the technology valuable to language learners. Furthermore, more work should be conducted on how robots should be designed (role, voice, form, non-verbal behaviors, etc.) to improve educational goals.
CONCLUSION
This survey aims to present an exhaustive overview of previous studies in RALL, from 2004 (its inception) to 2017. It distills many of the common themes and important findings into four main sections: (1) characteristics of robots used and how they do or may affect language learners, (2) results of how robots have influenced language learners' success in each area of language, (3) results of how robots alter learners' affect during the teaching process, and (4) study information and critique that allows more interpretability of the previously discussed findings.
There is also much ambiguity around the ideal design(s) of robots for use in language acquisition (best form, social role, non-verbal cues, etc.), though a few things can be stated. The first is that the voice of the robot should be as naturalistic as possible, having prosody cues and an accent similar to that of a speaker of the target language. This is a recommendation that may differ from one made in any other area of human-robot interaction and social robotics. Second, robots should display verbal and non-verbal immediacy, though non-verbal immediacy is of particular importance. Finally, robots should exhibit personalization to the user, at least in individualizing the level of difficulty to the learner, but likely in other areas as well.
The main findings as they relate to learning are: (1) robots are able to help individuals of all ages learn language; (2) robots do not seem to be able to teach vocabulary more effectively than other technology, though preliminary research might suggest that all technology is also on par with human instruction, at least in the short term; (3) whether robots are superior to other technology in teaching other aspects of language (listening comprehension, reading comprehension, speaking, etc.) is still largely an open question, though current research suggests that they may offer advantages when used to foster speaking ability; (4) robots seem to aid learning when used as an accompaniment to human instruction; (5) evidence is strongest that robots have a positive effect on language learners' affective states (e.g., motivation to learn, anxiety when using the language, engagement in the task, and confidence when speaking), both when compared to other technology and when used in tandem with human instruction.
It should be noted that, unsurprisingly, robots are not yet suited to fully replace language learning with humans. In comparing people's perceptions of conversing with a robot versus a human in a language café, people ranked their conversations with people as superior in nearly every regard [69] . This had a lot to do with the human's capability to give appropriate feedback and guidance. The one exception was the evaluation of listening comprehension, where, especially beginners, felt the robot was easier to understand.
However, the goal is typically not to replace human teachers, only to supplement their instruction. It is possible that robots may supplant other technologies, but it is still open to debate whether the pros and cons of such replacement balance out in favor of robots. Much work still needs to be done to find out how to best use and design robots in RALL. A Survey of Robot-Assisted Language Learning (RALL) 7:29 
A APPENDIX
