Abstract. Two optimal monotone integral principles (equivalently for the Laplacian, two sharp iso-weighted-volume inequalities) are established through extending the first and second integral bounds of H. Weinberger for the Green functions (i.e., fundamental solutions) of uniformly elliptic equations in terms of the layer-cake formula, a one-dimensional monotone integral principle, and the isoperimetric and Jenson's inequalities with sharp constants. Surprisingly, a special setting of the first principle can be used to not only verify the lowdimensional Pólya conjecture for the principal eigenvalue of the Laplacian but also to characterize the geometry of the Nash inequality for a strong uniform elliptic equation.
1. Introduction 1.1. Weinberger's first and second integral bounds for Green's function. From now on, for an n × n symmetric matrix (a ij ) on R n , n ≥ 2, let the self-adjoint operator L := the Green function exists -clearly, such a function is always assumed to exist throughout this paper), i.e., the fundamental solution to
LG ( where LH(o, ·) = ∆H(o, ·) = 0 with H(o, o) = 0, σ n being the volume of the unit nball, and R o is called the conformal respectively harmonic radius of D with respect to o for n = 2 respectively n > 2; see also [2, p. 58] and [4] . In particular, when D is a Euclidean ball B(o, r) centered at the origin o with radius r, one has
for n = 2
In order to improve G. Stampachhia's results in [23] , in his 1962 paper [24] , H. Weinberger obtained two pointwise estimates on the solution (1.1) under the condition h = 0. The first one is:
where p is any number greater than
is the volume of D, and
is the best possible constant with B(·, ·) being the classical beta function. The second one is that if f = n i=1 ∂gi ∂xi , i.e., the divergence of vector-valued function g = (g 1 , ..., g n ), then
is the best possible constant. Weinberger's argument for both (1.3) and (1.4) uses the Hölder inequality, the representation of the solution
and more importantly, two optimal volume-dominated estimates of G(o, ·) as follows.
The first integral bound is: Under 0 ≤ q < n n−2 with n ≥ 3,
with equality if L = ∆ and D = B(o, r). This has been essentially extended by C. Bandle (cf. [2, p. 61, (2.21)] and [3] ) to n = 2 via replacing the coefficient before V (D) with Γ(1 + p)(4λπ) −p where Γ(·) is the classical gamma function.
Here it is perhaps appropriate to point out that the case q = 1 of (1.5) has an immediate application to the estimate for the principal eigenvalue of L on D subject to zero boundary value on ∂D
More precisely, if u 1 is the principal eigenfunction of L then by (1.1),
and hence 2nλσ 
is true for low dimensions n = 2, 3, 4.
The second integral bound of Weinberger for the Green function is: Under 0 ≤ q < n n−1 ,
with equality if L = ∆ and D = B(o, r).
Statement of main results.
In this note, we will show that (1.5) and (1.6) are the special cases of two optimal monotonic principles for the integrals of the fundamental solutions. We begin with stating the first monotonicity.
when n > 2.
where inequality in (1.7) becomes equality whenever L is the classical Laplace operator ∆ and D is a Euclidean ball centered at o ∈ D.
defines the type I radius of D with respect to o ∈ D which can be evaluated by
where equalities in (1.8) occur and so R o,I = R o whenever L is the classical Laplace operator ∆ and D is a Euclidean ball centered at o. Moreover
Coming up next is the second monotonicity.
where inequality in (1.9) becomes equality whenever L is the classical Laplace operator ∆ and D is a Euclidean ball centered at o ∈ D.
(ii)
defines the type II radius of D with respect to o ∈ D. Consequently
where equalities in (1.10) occur and so R o,II = R o whenever L is the classical Laplace operator ∆ and D is a Euclidean ball centered at o. Moreover
is valid for L = ∆. .7) and (1.9) can be regarded as two new and sharp iso-weighted-volume inequalities -in other words, if B is an o-centered ball satisfying either
namely, the strong uniform ellipticity, then the volume-Green's potential inequality
reveals a geometric feature of the following Nash inequality
is the class of all smooth functions with compact support in R n . In fact, (1.11) 
Conversely, (1.12) yields that if h(t, ·, ·) stands for the heat kernel of the semigroup e −tL (i.e. the fundamental solution of the parabolic equation 
This heat kernel bound, together with the proof of [6, Theorem 1.6], derives (1.11).
1.3. Outline of proofs. The argument for (1.7)-(1.9) cannot be immediately obtained from Weinberger's one for (1.5)-(1.6) which depends on the well-known Pólya-Szegö symmetrization and the isoperimetric inequality. In fact, we need to adapt his argument largely. The key for us is to use the layer cake formula to reduce not only the desired monotonicity in Theorem 1.2 to a one-dimensional calculus inequality, but also the desired monotonicity in Theorem 1.3 to another one-dimensional estimate based on the Jensen's inequality. The details are presented in Sections 2-3 of which the second contains a sharp Sobolev-like inequality as a follow-up of the proof techniques of Theorems 1.2-1.3. Naturally, we may conjecture that the following sharp Sobolev-type inequality
follows directly from the classical optimal Sobolev inequality on D (cf. [19, (16) ]). Also, it is worth remarking that some related estimates for the Green's functions of elliptic type equations were made in [9] , [8] , [3] , [7] , [13] , [6] , [5] , [11] , [12] , [17] , [18] , [20] , [22] for instance.
2. The first monotonicity for Green's function integrals 2.1. A one-dimensional monotone principle. To begin with, we need a technical lemma which is of independent interest. Lemma 2.1. For 0 ≤ q < n n−2 and n ≥ 2 let Φ q (t) = − ∞ t s q dΦ(s) and
when n > 2 with Φ and c being respectively an almost everywhere differentiable self-map of [0, ∞) and a positive constant such that
with equality if and only if
Proof. (i) It suffices to verify the case n > 2 since the case n = 2 has been proved in [25, Theorem 2.1] . In what follows, we may assume n > 2. Since If q 2 = 0, using integration-by-parts, (2.1) and a simple substitution we get
whence reaching Ψ q1 (0) ≤ Ψ q2 (0). The other case q 2 > 0 is much harder than q 2 = 0. Given r ∈ [0, ∞) and q ∈ (q 2 , n n−2 ), an integration-by-parts, the inequality (2.1) and a change of variable yield
and consequently,
Observe that
Now, (2.2) and (2.3) are used to deduce the following differential inequality
The estimate Φ q (t) ≤ Φ q (0) and the differential inequality (2.4) derive
.
Integrating this last inequality over [0, s], we obtain
Employing the foregoing inequality, the following notation
and an integration-by-parts, we further get
Simplifying the just-obtained estimates and using the definition of Ψ q we immediately find Ψ q1 (0) ≤ Ψ q2 (0). Next, let us consider the equality. The 'if' part can be seen from a direct computation. As a matter of fact, if
a simple calculation yields
whence giving Ψ q1 (0) = Ψ q2 (0). On the other hand, if (2.5) is not valid, by (2.1) there is a t 0 ∈ (0, ∞) and ǫ > 0 such that
Applying (2.6) to the beginning estimates in the treatment of either q 2 = 0 or q 2 > 0, we find that (2.2) becomes a strict inequality for r ∈ (t 0 , t 0 + ǫ), and so that (2.4) is actually a strict inequality when r ∈ (t 0 , t 0 + ǫ). With the help of this strictness, from the concluding group of estimates in the treatment of either q 2 = 0 or q 2 > 0 we see either
Needless to say, we end up with the strict inequality Ψ q1 (0) < Ψ q2 (0), whence completing the argument for the 'only if' part.
(ii) The case n = 2 has been treated in [25, Theorem 2.1]. Thus, we are only required to handle the case n > 2. From (2.2) it turns out that for a given r ∈ (0, ∞),
Using the Adams inequality [1, (17)]:
as well as the asymptotic behavior of B(·, ·), we get
For the reversed one of (2.7), note that Φ(t) 2−n n − ct n 2−n decreases with t, and hence
due to (2.1). Therefore
Naturally, this last estimate yields
A combination of (2.7) and (2.8) gives the desired limit formula. According to the coarea formula, we have
and from the definition of the Green's function we can read
thereby finding (via the uniformly elliptic condition)
Now that the isoperimetric inequality is valid for D t and its boundary ∂D t , i.e.,
So, using the Cauchy-Schwarz inequality and (2.9)-(2.10)-(2.11) we find
Upon letting Φ(t) = V (D t ) and using the layer-cake-formula we find
From (2.12) we can see that the above-defined Φ obeys the differential inequality required in Lemma 2.1 with c = κ n , and consequently use the results of Lemma 2.1 to achieve the results of Theorem 1.2. The equality of (1.7) follows from a direct computation with the precise formula (1.2) of the Green's function of a Euclidean ball (centered at the origin o) associated to the Laplacian.
(ii) This follows from Lemma 2.1 (ii), the just-proved (i), and (1.1) which determines the radius R o under L = ∆: 
By the co-area formula, one gets
By (2.11), Cauchy-Schwarz's inequality and (2.10) we get
Meanwhile, we have the Cauchy-Schwarz inequality and (2.10) again to obtain
Applying the Jenson inequality we find that for 0 ≤ q 2 < q 1 < n n−1 ,
To continue, we employ (3.2)-(3.1) to get
Both (3.5) and (3.3) produce
n−q(n−1) .
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As a consequence of (3.6), we further obtain A simplification of the above estimates gives the desired inequality. In addition to this, the equality case can be checked through a direct computation with the explicit formula (1.2) of the Green's function of a origin-centered ball.
(ii) Due to the monotonicity established in (i), we see that R o,II makes sense, enjoys (1.10), and equals R o whenever L = ∆ and D is a ball centered at o in that When G(o, x) = t, we also have R o = |o − x| 2−n − n(n − 2)σ n t Obviously, this last estimate yields the desired limit formula for n > 2.
3.2.
A sharp Sobolev-like inequality. Totally motivated by Theorems 1.2-1.3 and their arguments, we figure out an interesting Sobolev-like inequality with sharp constant.
