The reliability analysis of structures, based on numerical models, involves computational efforts that are orders of magnitude higher than that of a single deterministic analysis of the model. This observation holds irrespectively of the analysis method used to quantify the reliability. Consequently, the applicability of reliability analysis to large-scale problems is frequently infeasible if the analysis is performed in a traditional, sequential fashion. High-performance computing, in particular the parallel execution of parts of the overall analysis task, can be used to turn the reliability analysis of industrial applications into a feasible task.
INTRODUCTION
Structural reliability is defined as the probability that a structure will maintain a certain performance standard during operation. In terms of the structural response, this implies that threshold levels of the stress, deformation, acceleration etc. will not be exceeded. The definition of reliability in a probabilistic framework is consistent with the generally acknowledged observation that significant random uncertainty remains associated with the parameters of numerical models (see e.g. (Schuëller 2007) ), which are used to forecast the structural performance and which are nowadays indispensable tools in design and analysis.
Despite the fact that deterministic design criteria -combined with safety factors -are widely used and in general lead to safe structures, it is generally acknowledged that reliabilitybased design constitutes a more rational approach, as the unavoidable uncertainties are accounted for explicitly and quantitative statements about the risk levels associated with a given design can be made. An important benefit associated with this approach is that more economical structures may be designed, without sacrificing well-defined safety standards. Consequently, the clients' increasing demands with respect to performance criteria, which are frequently conflicting among each other, such as weight and load-carrying capacity, can be met. 1
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While the evaluation of the reliability, or its complement, the failure probability, is conceptually straightforward -it merely involves the solution of a multi-dimensional integral -, its application to numerical models of large-scale structures is usually far from trivial, mainly because of the enormous computational efforts required.
Various methods have been developed and used in the past, such as the First and Second Order Reliability Methods (FORM, SORM) (Ditlevsen and Madsen 1996) and Importance Sampling (Rubinstein 1981) , as well as advanced simulation-based methods proposed more recently (Au and Beck 2001 , Au and Beck 2003a . The latter have been specifically developed for analysing the reliability of structural models which involve a very large number of parameters affected by uncertainty, and in which these parameters are not exclusively Gaussian and the limit state function is nonlinear. These developments are a natural consequence of the fact that FE models are steadily increasing in size -and so does then the number of uncertain parameters -and that in this case methods such as FORM and SORM drastically lose efficiency.
All of the above methods have in common that the computational cost of performing a reliability analysis is a multiple (often by orders of magnitude) of the computational cost of a deterministic analysis performed with a given numerical (finite element) model. This is because instead of running the analysis code with a single input file in which the values of the input parameters are fixed, the reliability analysis involves the repeated execution of the analysis code, each time with randomly selected values of those input parameters that are affected by uncertainty.
The large computational efforts associated with a full-scale reliability analysis have inhibited a deeper penetration in engineering practice. Significant efforts for reducing these efforts by adopting more efficient and parsimonious algorithms have been made, for instance by improving the performance of the so-called variance-reduction techniques in the class of Monte Carlo Simulation (MCS) methods (see e.g. (Au and Beck 2001 , Au and Beck 2003a ). However, even with a greatly improved computational efficiency on the algorithmic side, the computational effort of reliability analysis remains massive, in particular in the context of high-fidelity numerical models of large-scale structures, for which a single analysis run requires a significant amount of time.
An additional remedy for reducing the amount of time elapsing between the submission of a reliability analysis job and its completion, i.e. the so-called "wall-clock time", consists in the distribution of the computations on a number of distinct processors, which then work on the solution of the reliability problem concurrently ("parallel processing"). The use of parallel processing for structural reliability analysis is nowadays a potentially viable option for most analysts in the engineering practice, thanks to the affordability of computer hardware: for instance, a Beowulf cluster consisting of a dozen commodity, off-the-shelf PCs can be established for the price of a single license of a general-purpose FE code.
The efficiency of parallel processing in general depends on the degree of parallelism of the analysis task, i.e. on the relative amount of computations that can be performed in parallel. This parallelism clearly depends on the characteristics of the algorithm itself: for instance, direct MCS enjoys a very high degree of parallelism, since different samples can be computed completely independently of each other; on the other hand, algorithms which are inherently sequential, such as Markov chains, have a relatively low degree of parallelism.
In the present contribution, the use of parallel processing in the context of structural reliability analysis is investigated, with special emphasis on advanced simulation methods for the reliability estimation. The choice of this latter class of methods for reliability analysis is motivated by the fact that these are most suitable for large-scale numerical models, with high numbers of uncertain parameters. It is envisioned that by combining these efficient simulation methods with the power of parallel processing, the key objective of making structural reliability analysis of large-scale structures an affordable undertaking can be met.
Background and existing literature
The computational mechanics community has been heavily using parallel processing for decades (see e.g. (Sotelino 2003) ) and it is expected that computational mechanicians will stay abreast of the developments in distributed computing (see e.g. (Alonso, de Alfonso, García and Hernández 2007) ). In the past, particular emphasis has been given to domain decomposition and sub-structuring (see e.g. (Farhat and Lesoinne 1993) ), which govern the work distribution and are hence central issues of parallel structural analysis. In addition, the development of parallel solvers (see e.g. (Bitzarakis, Papadrakakis and Kotsopulos 1997, Wriggers and Boersma 1998) ) and parallel time stepping algorithms (see e.g. (Krysl and Bittnar 2001, Farhat, Cortial, Dastillung and Bavestrello 2006) ) has been pursued with impetus. The latter class of algorithms are relevant in structural dynamics, as is the parallel solution of eigenvalue problems (Mackay and Law 1996, Saleh and Adeli 1996) .
The use of parallel computing in stochastic structural analysis and reliability analysis has -paradoxically -received less attention, although the importance of parallel computing in this field has long been emphasized (see e.g. (Ghanem and Kruger 1996, Schuëller (Ed.) 1997) ). In the field of structural dynamics, Johnson et. al. (Johnson, Wojtkiewicz, Bergman and Jr. 1997) investigated the performance of massively parallel platforms for the MCS of stochastic dynamics problems, in particular for the evolution of the transition PDF governed by the Fokker-Planck equation. This work was extended in (Johnson, Proppe, Spencer Jr, Bergman, Székely and Schuëller 2003) , which included also the topic of the parallel random eigenvalue problem, which had been introduced in (Székely, Pradlwarter and Schuëller 1998, Székely and Schuëller 2001) . In the context of dynamics, the parallel MCS-synthesis of seismic ground motion has been addressed in (Shinozuka and Deodatis 1997) . Considering stochastic structural mechanics in general, parallel computing has been used with the stochastic finite element method (SFEM). The parallelization of MCS-and weighted integralbased SFEM is described in Kotsopulos 1999, Charmpis and Papadrakakis 2005) , whereas in (Keese and Matthies 2005 ) the parallelization of the Spectral SFEM equations is addressed. Finally, the application of parallel computing in structural optimization is mentioned (see e.g. (Papadrakakis, Lagaros and Fragakis 2003 , Umesha, Venuraju, Hartmann and Leimbach 2005 , Valdebenito and Schuëller 2008 ).
METHODS OF ANALYSIS Structural Reliability Analysis
General remarks The assessment of the reliability of structures requires a quantitative definition of failure. For this purpose it is common practice to define a so-called performance function g(X), which characterizes the state of the structure and which is therefore a function of the vector of the uncertain parameters X,
where S and F denote the safe set and the failure set, respectively. The reliability of a structure can then be quantified by its complementary quantity, the probability of failure p F ,
where
While conceptually simple, the evaluation of the above integral is usually a complex task, particularly when applied to large-scale structural systems. This is mainly because the evaluation of the indicator function F (X) is usually time consuming, since it is necessary to perform a full FE analysis in order to determine whether a realization of the input parameters leads to failure. In the present work Monte-Carlo Simulation based methods (Rubinstein 1981 ) have been adopted, which are robust and generally applicable methods for estimating p F .
Monte Carlo Simulation (MCS) The Monte Carlo estimatorp F for the probability of failure
where V ar[p F ] is the variance of the estimator, N is the number of samples and X (k) denotes the k-th realization of the set of input variables. The resulting coefficient of variation (C.o.V.) is a measure of the accuracy of the estimate,
It should be noted that CoVp F is independent of the dimensionality of the random vector X. From Eq. (4) it is clear that for the estimation of small failure probabilities p F a very large number (proportional to 1/p F ) of samples is needed for an accurate estimate, i.e. an estimate with a moderate value of CoVp F . Consequently, for complex structural systems with high target reliability levels, direct MCS is usually not a viable option. For this purpose advanced MCS techniques Beck 2001, Schuëller et al. 2004 ) have been developed, which aim at reducing the variance of the estimator of p F , with the effect that a smaller number of samples suffices. Two methods that are particularly robust with respect to dimensionality, i.e. to the number of uncertain parameters, are presented in the next sections.
Line Sampling The Line Sampling method is a robust sampling technique particularly suitable for high-dimensional reliability problems, in which the performance function g(X) exhibits moderate non-linearity with respect to the uncertain parameters X. The key step consists in the identification of a direction in the high-dimensional input parameter space, pointing to regions which strongly contribute to the overall failure probability.
Once such an important direction has been identified, samples are then evaluated along this direction from randomly selected starting points and the intersection of each of these lines
Figure 1: Line Sampling method with the failure region is determined. The ensemble of intersection points associated with the ensemble of lines then lead to the desired estimate of the failure probability. This is visualized in Fig. 1 , where the important direction is denoted by e α and the failure region is shaded. The intersection of each line l (j) with the failure region, denoted byc (j) , supplies a sample for the failure probability p
, where Φ denotes the Gaussian cumulative distribution function. Repeating this procedure for a number N L of lines, the estimatorp F of the probability of failure and the associated variance are then,
With the above approach the variance of the estimator of the probability of failurep F can be considerably reduced. Generally, a relatively low number N L of lines have to be sampled to obtain a sufficiently accurate estimate.
Subset Simulation The Subset Simulation method is a Markov Chain Monte Carlo (MCMC) method introduced by Beck 2001, Au and Beck 2003b) ) for structural reliability problems. Subset Simulation overcomes the inefficiency of direct MCS in estimating small probabilities, by expressing the failure probability p F as a product of larger, conditional probabilities. This is achieved by defining a decreasing sequence of failure events (subsets) Fig. 2 the subsets F 1 , . . . , F 4 are delimited by red lines; the actual failure domain ("region of interest") consists in the filled pink area. The total probability of failure p F is then,
Through the appropriate definition of the intermediate failure domains, the probabilities P (F 1 ) and P (F i+1 /F i ), ∀i ≥ 1 can be made sufficiently large so that their estimation can be performed with a rather small number of samples, say 100. The algorithm of Subset Simulation starts with a set of N 1 samples generated by direct (or "plain") MCS, i.e. N 1 independent samples of the uncertain parameter vector X are generated. In Fig. 2 these initial samples are represented by the black dots clustered around the origin of the two-dimensional space, in the lower left portion of the figure.
The boundary of the first subset F 1 , indicated by the red dashed line, is then defined implicitly, such that P (F 1 ) × 100% of the samples fall within F 1 . A suitable value for P (F 1 ) could be 0.2, hence 20% of the initial samples would be in F 1 . Two of these "failed" samples are represented by red dots in Fig. 2 .
From here on it is necessary to perform conditional sampling; more specifically, in order to estimate for instance P (F 2 /F 1 ) it is necessary that the samples used for the estimate be within F 1 . As described in (Au and Beck 2001) , Markov Chain Monte Carlo sampling (MCMC) (Metropolis and Ulam 1949) can be used to efficiently obtain the conditional samples. From each of the samples located in the subset of the previous level -e.g. the red dots in Fig. 2 -a Markov chain is advanced. The individual states of the Markov chains, indicated by the black dots connected by lines in Fig. 2 , are obtained by generating new samples according to some probability density ("proposal density"), centered around the previous state. Before being accepted as a new actual state, it is verified whether the "candidate state" is located in the subset associated with the current level. If the result of this check is negative, the candidate vector is discarded and the "new" state of the Markov chain is identical to the previous one.
When the end of a given chain is reached, the boundary of the subset of the next level is defined implicitly, by requiring that among all the Markov chain samples of the current level, a specified portion is within the next subset. For instance in Fig. 2 two samples of the two chains are seen to be in F 2 . These failed samples will be the initial states of the Markov chains of the next level.
Parallel Reliability Analysis
Basic definitions and performance metrics of parallel computing One major purpose of using parallel processing is to reduce the execution time of a given analysis task, for which the total amount of required computations (for instance in terms of floating-point operations) is denoted Figure 3 : Subdivision of the sequential CPU time of the analysis task into sequential (DOP=1) and parallel (DOP=np) portion as W . In the sequel, the execution time on a single processor (sequential analysis) is denoted as T (1); the parallel execution time is denoted as T (np), where np is the number of available processors. The speedup S measures the factor by which the execution time is reduced on a parallel computer and is defined as follows,
For a given problem, in which the work-load size W is fixed, it has been shown that the speedup that can be achieved is bounded above by the following expression, referred to as Amdahl's law (Amdahl 1967) ,
where α is the relative amount of the computations that cannot be parallelized (i.e. the degree-of-parallelism (DOP) is one), whereas 1−α is the relative amount that can be parallelized on np processors (i.e. DOP= np), as indicated in Fig. 3 .
The efficiency E of the parallel analysis is then defined as follows,
In the ideal case, the efficiency approaches unity (i.e. 100%).
The second major purpose of parallel processing is to use the increased computational power to solve a larger problem, rather than reducing the execution time for a problem with a fixed size. Denoting the work-load of the original (small) and of the scaled (large) problem as W and W ′ , respectively, where W ′ > W , the distinctive feature of this mode of use of parallel processing is that the execution time remains fixed, i.e.
In this Eq. T ′ (np) is the execution time of the scaled (large) problem on np processors, whereas T (1) is the execution time of the original (small) problem on a single processor. The speedup is then defined as follows,
where T ′ (1) is the execution time of the scaled (large) problem on a single processor, which is in most cases a hypothetical figure, as the large problem will in most cases be out of reach for a single processor.
In this second mode of use of parallel processing the negative influence of sequential portions of the analysis task is not as limiting as for fixed-work-load problems where Amdahl's law applies. In fact, it has been shown (Gustafson 1988 ) that in this case the speedup scales linearly ("Gustafsson's law") and is therefore (theoretically at least) unbounded,
Parallel Line Sampling -line-wise parallelization The Line Sampling method, previously described and illustrated in Fig. 1 , has significant inherent parallelism, since the individual lines, along which samples of the limit state function are evaluated, can be processed independently.
Recalling that N L denotes the total number of lines, the degree-of-parallelism and the speedup of the line-wise parallelization can be quantified as follows,
The bound on S(np) expresses that once the number of processors np reaches the number of lines N L , no additional speedup can be materialized by adding more processors. Clearly, this affects the efficiency, which experiences a steady deterioration for increasing np,
Parallel Subset Simulation -chain-wise parallelization As mentioned previously, the Subset Simulation method consists in advancing Markov chains with the objective to approach the failure domain gradually. The parallelism of Subset Simulation stems from the fact that at each level a number of Markov chains are advanced concurrently and independently. This is indicated in Fig. 2 , where the two chains are clearly independent of each other.
The mutual independence of the Markov chains at a given level gives rise to the most straightforward approach for parallelizing the Subset Simulation method, in which the individual chains are mapped to different processors. The degree-of-parallelism (DOP) of this chain-wise parallelization is equal to the number of chains, which then bounds the speedup that can be achieved,
From the above it follows that once the number of processors np reaches the number of chains N C , additional processors will be useless, as the wall-clock time and hence the speedup will stagnate. This lacking benefit of using more processors results in a steadily decreasing efficiency,
It should be noted that the above equations exclusively address the parallelism of the MCMC part. Including the initial direct MCS in the analysis of the parallelism, leads to a slightly more advantageous situation, since direct MCS has a higher degree of parallelism, namely equal to the number of initial samples N 1 , which is usually between 10 2 and 10 3 .
Parallel Subset Simulation -speculative computing As discussed in the previous section, the parallelism of Subset Simulation is exhausted once the number of processors reaches the number of Markov chains advanced at a given level. In the present section an approach is discussed, through which the wall-clock time of the Subset Simulation algorithm can be further reduced.
The presented approach consists in evaluating the limit state function of potential future states of the Markov chains in advance. This type of approach is referred to as "speculative computing" in the literature (cf. e.g. (Leite and Topping 1999) ).
Step 0
Step 1
Step 3
Step 2 Figure 4 : Schematic sketch for speculative tree associated with a given state ("Step 0") in the Markov chain
In order to apply speculative computing to Subset Simulation it is necessary to construct a so-called speculative tree, the root of which corresponds to the current state of the chain. Fig.  4 schematically shows a speculative tree of degree three, i.e. including all the possible states of the Markov chain after three future steps. The current state of the chain is indicated by the red cross ("Step 0"). The potential states after one step are indicated in the right portion of the figure by the small circles ("Step 1"). While one of the potential states corresponds to a new state (in Fig. 4 this new state is located to the lower right of the current state), the other potential state after one step is identical to the current state. This case materializes if the candidate state is rejected, i.e. if it lies outside the subset corresponding to the current level.
In order to analyze the potential reduction of the wall-clock-time afforded by this approach, it is necessary to quantify the total number of off-springs N off , i.e. potential new states, in the speculative tree. For a single chain,
where N Steps is the number of steps advanced by the speculative tree.
Clearly, on a parallel computer with np processors, the number of samples that can be processed in parallel at once, N (1) , is bounded by np, i.e. N (1) ≤ np. Since N C chains are advanced concurrently, the number of simultaneous samples has to be distributed among the N C chains and the maximum number of off-springs that can be computed simultaneously for each Markov chain is then, N
In view of Eq. (16), N
Steps ≤ log 2
If only speculative trees of full degree are considered, the number of steps that the Markov chain can be advanced at once is obtained by rounding down the right-hand side of the previous inequality, Assuming that np > N C , the wall-clock time for subset simulation on np processors, using speculative trees is then as follows,
where N 1 is the number of samples of the initial plain MCS step, T (1) is the sequential execution time of a single evaluation of the performance function, N L is the number of intermediate failure domains in the Subset Simulation algorithm and N K is the number of states of a single chain.
Clearly, speculative computing is merely concerned with reducing the wall-clock time. The efficiency E(np) of the associated parallel algorithm will be rather poor, in particular as the degree of the speculative tree increases, because the number of discarded samples rapidly increases.
NUMERICAL EXAMPLES Line Sampling -Explicit Limit State Function
The parallel Line Sampling algorithm described previously has been applied in the context of an explicit limit state function of the form,
The wall-clock time and the speedup are shown in Fig. 5 , and are plotted versus the number of processors np. For the present problem, the sequential Line Sampling algorithm converged after 48 lines. Using a line-wise parallelization leads to the reduction of the wallclock time for np ≤ 48. Further increasing np will not results in any additional reduction of the wall-clock time with the line-wise parallel algorithm. The plateau between np = 24 and np = 32 is due to the fact that the execution time for the evaluation of the limit state function was basically identical on all processors. Consequently, the reduction of the wall-clock time occurs only when np is a divisor of the number of lines, in this case of 48. It should also be noted that in the present case the execution time for a single evaluation of the limit state function was artificially increased for the sake of the speedup analysis.
Subset Simulation -Shear Beam Model of Multi-Story Building
In the present problem a five DOF shear beam model, like the one depicted in Figure 6 is considered. This problem is the third in a set of benchmark problems, which were under investigation in a recent benchmark study on reliability analysis for high-dimensional reliability problems (Schuëller and Pradlwarter 2007) .
The uncertain structural parameters (mass, stiffness, damping) are assumed to be independent and normally distributed, with coefficients of variation of 10% (masses and spring stiffnesses) and 16.7% (damping ratios).
The excitation to the system consists in horizontal ground acceleration modelled by Gaussian filtered white noise. The failure condition is defined by the maximum relative displacements between two consecutive floors (DOFs) over the time interval [0.0 s, 20.0 s]. Further details on this numerical model may be found in (Schuëller and Pradlwarter 2007) .
Chain-wise parallelization In this section, results of the parallel subset simulation of the above introduced shear beam model are presented, where the parallelism of the individual Markov chains is exploited. The upper left portion of Fig. 7 shows the reduction of the wall-clock time t (ordinate) for an increasing number of processors np (abscissa). The blue triangles refer to the case in which a relatively low number of chains, N C = 23, is used by the algorithm. It can be observed that the drop in the wall-clock time for increasing np comes to a stall if np is between 20 and 30. The red squares and the green crosses refer to cases with larger numbers of simultaneously advanced chains, N C = 90 and N C = 360, respectively. In these cases, the point at which the execution time begins to stall is shifted to the right.
The results for the wall-clock time lead to the speedup diagram shown in the lower left Fig. 7 . In all three cases the speedup reaches a distinct plateau, after an initially linear growth. The beginning of the plateau, with respect to the abscissa np, corresponds to N C in all three cases, which is in reasonable agreement with Eq. (14), stating that for chain-wise parallelization the speedup is bounded by np. In the present case, the maximum speedup is slightly larger, because the initial set of direct Monte Carlo samples has a higher parallelism.
The lower right portion of the figure shows the efficiency which is high for a low number of processors, but then quickly drops, once np has reached N C .
Speculative tree The wall-clock time required for the parallel subset simulation of the shear beam model can be further reduced by applying speculative computing, as introduced earlier in this manuscript.
The corresponding results are shown in Fig. 8 ; these refer to the case in which the number of chains is relatively moderate, namely N C = 24, whereas the length of the chains is rather large, N K = 19. In this case speculative computing is useful to reduce the wall-clock time, in the presence of parallel machines with more than 24 processors. The uppert left portion of the figure shows the increase in the number of steps that the speculative tree can be advanced, for a varying number of processors np, according to Eq. (19) . Noting that the abscissa is to logarithmic scale, it is apparent that the growth is logarithmic.
The upper right portion shows the resulting speedup. The log-linear increase should not induce an excessively favourable impression: indeed, for np around one hundred, the speedup amounts to approximately ten, implying an efficiency of only 10%. However, this relatively poor efficiency is often acceptable, when the main purpose of the parallelization is to reduce the wall-clock time. The latter aspect is visualized in the lower left portion of Fig. 8 . The first two triangles show the wall-clock time (normalized by the sequential wall-clock time of a single sample), resulting from chain-wise parallelization, i.e. T (np)/T (1) ≈ 100. Thanks to speculative computing this wall-clock time can be significantly reduced: for instance, with np ≈ 200 the wallclock time is reduced to about one third of the wall-clock time that can be achieved through chain-wise parallelization. Given that compute clusters with some 200 processors are rather common nowadays, it can be concluded that speculative trees can be effectively used to reduce the wall-clock time of subset simulation.
CONCLUSIONS
The present paper analyzed the parallel performance of advanced, simulation-based algorithms for reliability analysis, i.e. for the estimation of the probability of rare, adverse events.
The Line Sampling method has been parallelized at the line level, which is efficient for a moderate number of processors, since in general the number of lines needed for convergence is between ten and one hundred.
For the Subset Simulation method, two approaches for parallelization have been explored. The chain-wise parallelization shares the advantages and limitations of the line-wise parallelization of Line Sampling. In particular, as long as the number of processors is less than the number of chains, an ideal linear speedup growth can be achieved. With the second parallelization approach, termed as speculative computing, the wall-clock time of the algorithm can be significantly reduced. Given the relatively low parallel efficiency of this approach, due to the large amount of discarded samples, it is suitable in cases where the reduction of wall-clock time is particularly urgent, and justifies the acceptance of a poor efficiency. In the present contribution it was shown that with a speculative tree of degree three, an additional speedup factor of three can be achieved.
Future work will address the combined exploitation of parallelisms in the algorithm used to solve the deterministic problem, on one hand, and in the stochastic algorithm, on the other hand. This can be beneficial in context with refined numerical models of large-scale structures, where the computational cost associated with the deterministic problem is calling for parallelization to begin with.
