This work aims to propose an approach for detecting novelties, taking into account the temporal flow of data streams in social media. To this end, we present a completely new architecture for novelty detection. This new architecture entails three new contributions. First, we propose a new concept for novelty definition based on temporal windows. Second, we formulate an expression to determine the quality of a novelty. Third, we introduce a new approach to the fusion of heterogeneous data (image + text), using the COCO dataset and the MASK-RCNN convolutional neural network, which transforms image and text from social media into a single data format ready to be identified by machine learning algorithms. Since novelty detection is a task in which labeled samples are scarce or inexistent, unsupervised algorithms are used, and thus, the following baseline and state-of-the-art algorithms have been chosen: kNN, HBOS, FBagging, IForesting, and autoencoders. The new fusion approach is also compared to a state-of-the-art approach to outlier detection named AOM. Because of temporal particularities and the data types being fused, a new dataset was created, containing 27,494 tweets collected from Twitter. Our experiments show that data classification of social media using data fusion is superior to using only text or only images as input data.
I. INTRODUCTION
Novelty detection is also generally referred to in the literature as event detection [1] . In fact, event detection is a general term used to refer to a variety of detection types, including that of outliers and anomalies, among others. Additionally, many other synonymous terms, such as anomaly or outlier detection, are often used to refer to novelty detection. However, there is a difference between meanings. The Merriam-Webster dictionary [2] defines novelty as an event that is ''new or different from anything familiar. Barnett and Lewis [3] define an outlier as an event that is inconsistent with a training dataset. Therefore, outlier detection aims to handle strictly abnormal observations in datasets [4] . In novelty detection, if a novelty is inconsistent with a dataset, the novelty is included in the dataset, whereas an outlier is usually discarded. Nevertheless, both definitions share the same drawback of the scarcity of data labeled as The associate editor coordinating the review of this manuscript and approving it for publication was Shirui Pan. abnormal or novelty and available for training. For this reason, novelty detection is often performed using unsupervised or one-class methods. In cases where data labeled as novelties are available, novelty detection should be approached as a class imbalance problem.
Samples labeled as novelties are expensive to obtain or are naturally rare [5] . Some examples of this problem may occur in the following contexts: a particular defect of a machine, cyber attacks attempting to destroy a system, or news of significant prominence, among others. These systems may operate normally for an extended period of time. Data recorded during normal operation are usually accessible and easy to measure. On the other hand, observing failures or rare events depends on the occurrence of all possible scenarios of improper operation, which is not always possible. This may even be more difficult if significantly varied events may occur.
In the case of social media news, thousands of news articles are generated daily on the Internet, covering a significant variety of subjects [6] . Automatic identification (or detection) of news items that are novel and of interest to large audiences, such as a natural disaster occurring in a particular location or the award of a Nobel Prize, poses a singular challenge to a priori prediction.Consequently, trained models are most likely to present a high bias while maintaining low variance [5] .
In addition to the scarcity of samples available for training, another issue that has emerged in the novelty detection field regards handling heterogeneous data, as heterogeneity is an inherent characteristic of social media. The news posted on social networks can contain not only text but also images, videos, temporal information, social connections, user preferences, and other metadata. Gao et al. [7] indicate that 30% of blogs post content with images, and this number continues to increase. Therefore, visual content becomes significant in novelty detection analysis. The proliferation of applications that share photos on the web, such as Flickr, Instagram, Pinterest, and Vero, results in a large number of photos being available publicly. Flickr presently hosts more than 6 billion photos, of which 100 million include geolocation data [8] . Facebook is currently the most popular social network in photo sharing, with over 100 million photos shared daily [9] . Another social network that is known for publishing short posts (tweets) is Twitter, with a total of 1.3 billion accounts. There are 500 million tweets sent every day, or approximately 6,000 tweets every second. According to [10] , tweets with images result in 18% larger click-through rates, 89% more likes, and 150% more retweets.
The literature discusses several problems encountered when classifying images from social media, including low quality, ambiguous meaning, and noise, among others. As a consequence, most of the current novelty detections techniques for web content deal only with textual content and social connections, whereas visual content is ignored. However, texts posted on social networks have many elements, including paraphrases, metaphors, high expressiveness, and so forth, that make classification a difficult task [11] , [12] . The field of computer vision has recently advanced significantly due to deep learning techniques, more specifically, convolutional neural networks. Recent advances in computer vision enable extraction of information from images with excellent precision. Examples include identifying different objects in a scene, including people, animals, vehicles, and so forth. This kind of information may be used as a complement to the information present in the text to develop better classifiers of social network posts. In this context, we hypothesize that the fusion of text and images will add more relevant information to novelty detection in cases where the isolated structures (text or images) may be deficient.
Another peculiarity is that social media generates data in a data stream format. The quantity of data produced in social media is not only enormous but continues to grow, and data are regularly updated [13] , [14] . Due to the considerable quantity of data and the specific goal of most applications, most papers attempt to identify novelties within a specific context, sometimes filtering data by keywords, as done in [15] - [18] .
To generalize the novelty concept to a context-free one, we redefine novelty as a unique news item that stands out relative to the present and the past, considering a time interval that spans predefined temporal windows. Moreover, as we look at a temporal window in the past, we apply a memory sense. For example, if the temporal window size is 4 hours and the news item is ''American dollar currency quotation'', how would the novelty detector behave for this short temporal window? If we change the temporal window from 4 hours to 10 days, would the detector identify the same news as a novelty? The hypothesis is that a change in the size of temporal windows changes novelty labels and, therefore, implies a change in the underlying distribution of the problem, which is known in the literature as concept drift [19] .
User interactions in social media tell us a great deal about the real world, and these insights are not limited to any particular temporal aspect [20] . There are many ways to identify events of interest to social media users. Perhaps the most straightforward way is based on the content of the tweets [21] . This means that the identification would be tied to a context, ignoring events of importance to other contexts. Due to the peculiar nature of novelties, they can be of great interest to users. Popularity also indicates the degree of interest in the event. As [22] pointed out, popularity of tweets is affected by multiple reasons aside from newsworthiness. Therefore, in this study we seek to identify a novelty with its degree of repercussion, which defines the quality of the novelty.
For our study, we break down novelty detection in social media into three aspects: heterogeneity, volatility, and audience. New data fusion tackles the data heterogeneity aspect. Temporal windows address the data volatility aspect. The quality of a novelty explains the data audience aspect. In this paper, we propose two new novelty detection architectures for heterogeneous social media data. The first applies text and image fusion techniques to the input of unsupervised algorithms, while the second applies fusion techniques to the output of the unsupervised algorithms. We perform experiments on a dataset obtained from Twitter.
The contributions of this work are as follows: (i) a new dataset containing text and images from Twitter that are used for novelty detection, (ii) a new proposal for fusing heterogeneous data that improves the ROC AUC metric (receiver operating characteristic area under the curve) concerning other techniques applied in this work, and (iii) a proposal for novelty detection considering temporal window and audience. This paper is organized as follows. In Section II, we present novelty detection-related studies. The introduction of proposed methods is divided into two subsections of Section III: III-A and III-B. In Section III-A, we describe the procedures for labeling a dataset for training purposes and other concepts pertaining to the novelty detection task. In Section III-B, we explain the pipelines of the proposed architectures: data encoding, fusion, and classification. Section IV outlines the experimental setup, the dataset and results. Discussion is presented in Section V. Finally, the general conclusions are stated in Section VI.
II. RELATED WORK
Related studies in the literature use techniques of detecting novelty only from unstructured data (raw text, images, user data, and videos, among other metadata) from social media.
Alqhtani et al. [23] developed a method of detecting novelty on Twitter using unstructured data. The goal is to evaluate whether optimal event detection results from using only text, or only image, or a combination of both. The analysis starts with text-based event detection. Performing detection over text entails the application of several preprocessing techniques, such as filtering characters, tokenization, removal of stopwords, and stemming. After the text has been preprocessed, the TF-IDF (term frequency-inverse document frequency) technique is used to generate a high-dimensional vector that represents the text. Based on the weight assigned by TF-IDF, a threshold is used to determine which tweets are novelties. If a tweet is deemed a non-novelty by the text analysis technique, then the image-based event detection method is used. For image-based event detection, visual characteristics such as HOG (histogram of oriented gradients), GLCM (gray-level co-occurrence matrix), and color histogram are used to generate the vector representing the image. Finally, the researchers use a supervised classifier to classify images into novelties and non-novelties. They analyzed one million tweets that contained text and photos posted about Indonesia Air Asia Flight 8501 that were collected from the Twitter stream on 28 December 2014. The result of the experiment showed that the proposed method reached an accuracy of 89% with text only, 86% with image only and 94% with text and image.
Zhang et al. [24] proposed a new probabilistic model that identifies an event by computing the correlation of several data types, such as visual and textual content, user profile, and temporal information. The textual content includes tags, titles, descriptions, and comments about images. The textual vector of text t is denoted by x t =< x t1 , x t2 , . . . , x ti >, where x ti is a value based on the frequency of the i-th element. The visual content is represented in the form of visual words. To this end, each image is evenly divided into 16 × 16 pieces. The visual features are extracted by the SIFT (scale invariant feature transform) algorithm and through color histograms of 32 and 128 dimensions. Afterwards, a k-means algorithm groups and converts features into visual words. Thus, the visual content from image v can be represented by vector x v =< x v1 , x v2 , . . . , x vi >, where each element is associated with a visual word. The user features are related to the image, that is, users who uploaded, shared or marked the image as favorite. Thus, user features obtained for user u are denoted by vector x u =< x u1 , x u2 , . . . , x ui >. Each event C i can be considered as a ''virtual object'' that consists of the union of features C i =< ∪x tj , ∪x vj , ∪x uj > (j = 1, 2, . . . , |C i |). The correlation of features is structured in an undirected graph model. The features are the vertices, and the edges are the relations between the features. A probabilistic Markov model connects the features with the event. The experiments analyze two million images extracted from Flickr.
Kaneko and Yanai [25] presented a system for discovering events related to Twitter photos. Selected photos must contain a geographical location (latitude/longitude). The method consists of two main steps: detection of keywords based on textual analysis and a clustering algorithm. First, the textual analysis identifies the words in the text. Afterwards, visual features are extracted from the photos using BoF (bag-offeatures), SURF (speeded up robust features) and 64-color RGB (red-green-blue) color histograms. Photos are grouped by the corresponding keywords, using Ward's clustering algorithm, which is a hierarchical clustering method. The most representative photo of each group is selected by the Visu-alRank algorithm. The maps of the United States and Japan are used to geolocate events. In the experiments, 17 million geolocated tweets posted in the United States and 3 million tweets posted in Japan are analyzed.
Mei et al. [26] proposed a new technique for joining heterogeneous data (images, text, and users) from social networks in the process of event summarization. First, the SIFT algorithm extracts the image features into a high-dimensional vector. The quantization hierarchy algorithm transforms the high-dimensional vector into a visual vocabulary. In the second step, a high-dimensional vector is computed by applying the bag-of-words approach to the text. The similarities between text vectors and between image vectors are calculated based on the cosine distance. Finally, a correlation matrix between images and texts is calculated using the similarities, computing a relevance score between text and image. The experiments use a dataset extracted from the Weibo social network containing 2,776,623 texts and 4,432,514 images.
Reflecting upon all related studies, several conclusions can be drawn: (i) most approaches use sparse and high-dimensional vectors to represent unstructured data; (ii) most approaches do not make it clear how they obtain the ground truth for a dataset; (iii) some approaches detect novelty from context; (iv) unstructured data are combined rather than fused, whereby combining data entails using both types of structured data to perform novelty detection, while fusion does not; and (v) approaches only handle detection with no qualification of novelty based on the importance of the event to social media users. With so many research challenges, we seek to answer the following questions:
• Which state-of-the-art approach is most effective in detecting novelties in data streams?
• Does fusion of data (image+text) improve novelty detection?
• How does conceptualizing novelty as a function of time and audience facilitate novelty detection?
III. METHODS
This section is divided into two parts: data preparation and novelty detection. The former describes the procedures for labeling the dataset to be used to the process of training the architectures. The latter describes the pipeline of the proposed architectures: data encoding, fusion, and classification.
A. DATA PREPARATION
In this section, we define our novelty concept, novelty quality and a heuristic responsible for generating the ground truth for the dataset.
1) NOVELTY DEFINITION
In this paper, we define a novelty as a news item that stands out from other news over present and past time windows. Time can be freely adjusted in units of time, including hours, days, months, etc. Equation (1) presents our mathematical model for classifying an event as a novelty or a non-novelty. We redefine an event as a tweet.
Equation (1) is a function with three input variables: t ac , w pr and w pa . Variable t ac refers to a new incoming event within the present temporal window. Variable w pr refers to the present temporal window. Variable w pa refers to the past temporal window. Temporal windows can contain any time frame, such as days, weeks, or months. For an event to be a novelty, a new incoming tweet t ac from a data stream should not belong to the present window w pr or the past window w pa . Otherwise, the event will be a non-novelty.
An event does not belong to a temporal window if it has no similarity to any event of the present and past temporal windows. In semiautomatic labeling heuristics (presented in Algorithm 1), we calculate the cosine similarity between the events within a temporal window, and a threshold is applied to determine whether the similarity of an event indicates a novelty or non-novelty (operator / ∈ of Equation (1)); more details are available in Section III-A.3.
In the architecture for detecting novelty proposed in this work, we use unsupervised algorithms to detect novelty. In the training phase, the algorithms learn score thresholds that will reveal a novelty label (operator / ∈ of Equation (1)). Therefore, the proposed architecture and the semiautomatic labeling heuristics use this novelty concept described by Equation (1).
2) NOVELTY QUALITY
Equations (2) characterizes the novelty quality of one event in a temporal window, as measured by its audience score on a scale from 1 to 4. The choice of range (1-4) is due to the use of the quartile measure. An event with quality equal to 4 indicates significant repercussions, whereas an event with quality equal to 1 represents a weak reaction in social media. Variable st is defined by the similarity between events, that is, we calculate the cosine similarity between events within a temporal window. Variable rt is measured by the number of shares (e.g., ''retweets'' in the case of Twitter). Variable fc corresponds to the number of interactions (e.g., ''likes'' in the case of Twitter). Variable n is the number of tweets posted within the present temporal window. The norm function performs the normalization of rt and fc values to the range [0, 1].
where,
The Quartile function splits all the tweets within the same temporal window into four groups, each containing 25% of tweets. The first group contains tweets with the lowest audience, while the fourth group comprises tweets with the highest audience among all groups. The novelty quality value varies from 1 (for the smallest audience) to 4 (for the largest audience).
We chose the Quartile function because it is essentially a location specifier. We want to know where the most important events are located within the distribution of all detected novelties and non-novelties. However, the quartile function is inappropriate if there are many replicas of some distinct data values [27] . The dataset proposed in this work has few repetitions of values, so the quartile function is suitable for our objectives. Furthermore, quartiles are especially useful if data are not symmetrically distributed, or a dataset contains outliers.
The novelty quality levels aid our strategy by • Eliminating noisy novelty items (memes, daily news, and so forth), highlighting novelties that are rare for journalistic purposes, and pointing out suspicious actions in social media to detect crimes, among others.
• Identifying news from alternative sources. A novelty will not always originate from major news media (Reuters and BBC, among others). We live in the age of user-generated content that has become so popular that some news usually appear first in other media before being noticed by the newswires. More prominent examples include Osama bin Laden's death [28] and Michael Jackson's death [29] notifications posted an hour before announcements in any other news media.
3) SEMIAUTOMATIC LABELING HEURISTICS
The ground truth labels and the novelty quality for the dataset are generated by a heuristic detailed in Algorithm 1. The first step is to receive events from the AllTweets data stream, which are ordered by event creation date dt. The current event received by the algorithm is denoted by t ac . Variables dtBegin and dtEnd store the start and end times, respectively, of a temporal window. The start date dtBegin stores the current event date dt. Variable dtEnd stores the start date dtBegin plus a custom time Windays (e.g., 10, 20 or 40 days). The events in the dataset are tweets. For each step of the loop, the algorithm checks if the current tweet is outside the temporal window, generates the ground truth using the Similar function (Equation 4) and calculates the novelty quality using the Audience function (Equation 2). Algorithm 1 is considered semiautomatic because a manual verification of ground truth labels is needed. Manual verification employed an inspection methodology. Three people have inspected each tweet and evaluated if the semiautomatic labels were correct.
where h is the label of event t ac , s is the cosine similarity mean between t ac and events in the temporal window, and qu is the novelty quality of t ac .
B. NOVELTY DETECTION
In this section, we describe the proposed architectures that perform novelty detection in social media. The two architectures, shown in Fig. 1 , have three main pipelines: encoding text and images feature extraction, data fusion and unsupervised algorithms.
First, data will arrive as a data stream; i.e., the architecture will receive it in the chronological order of creation. The first architecture (part (a) of Fig. 1 ) performs the following steps: (i) fusing the tweet image and text into a single textual structure using the MASK-RCNN network [30] , (ii) transforming the textual structure into a vector representation using an autoencoder, and (iii) detecting novelty using an unsupervised algorithm. The unsupervised algorithms receive a vector of text as input. The second architecture (part (b) of Fig. 1 ) performs the following steps: (i) transforming the tweet image and text into vector representations using autoencoders, (ii) detecting novelty using unsupervised algorithms while Not AllTweets is EOF do 4: dt ← t ac .dtCreated 5: if flag == 0 then Initializing the variables 6: flag ← 1 7: dtBegin ← dt 8: dtEnd ← dtBegin + Windays 9: if Not (dtBegin ≤ dt ≤ dtEnd) then current tweet is not inside the temporal window 10:
dtBegin ← dt 11: dtEnd ← dtBegin + Windays 12: lstWinpas ← lstWinpre 13: lstWinpre ← empty 14: lstWinpre ← Add(t ac ) 15: lbl ← Similar(t ac , lstWinpre, lstWinpas) 16: aud ← Audience(t ac , lstWinpre)
for the vector of the image and the vector of text, and (iii) fusing the scores of unsupervised algorithms using the AOM fusion method. The details of the proposed methods are presented in the following subsections.
1) ENCODING TEXT AND AN IMAGE
An autoencoder can transform text and an image into a real-valued weight vector, which is a neural network hidden layer representation [31] . A suitable encoder is essential for a classifier or regressor performance [32] . Therefore, the encoders used in this work are based on [33] and [34] .
There are several approaches to transforming text input to a neural network, including vector mean, one-hot, and so on. The approach chosen for text encoding in this work is known as concatenation. This technique generates a matrix as an input to an encoding network so that each matrix represents a short tweet text where the words appear in the same sequence as in the text but are replaced by numeric vectors, more specifically, by word embeddings. Fig. 2 illustrates an example of an input matrix. Our model may be improved by learning word embeddings from larger corpora. We chose to initialize our word embeddings with Word2Vec [35] trained on the Google News corpus containing approximately 100 billion words.
The encoding network takes as input texts comprising at most 20 words and produces output of dimension 1 × 150 or 1 × 300. The text encoding network used in this work has the following architecture ( Fig. 3) : two 1-D convolutional layers with 64 filters of size 1 × 7, the ReLU activation function, and 1-D max-pooling, followed by dropout of 0.25, and one fully connected layer with 1 × 150 or 1 × 300 neurons depending on the size chosen to represent the text.
For image feature extraction ( Fig. 4) , we use a network with the following architecture: a 2-D convolutional layer with 16 filters of size 90 × 90, the ReLU activation function, and 2-D max-pooling, another convolutional layer with 16 filters of size 45 × 45, the ReLU activation function, and 2-D max-pooling, followed by a convolutional layer with 8 filters of size 22 × 22, the ReLU activation function, and 2-D maxpooling, the fourth convolution layer with 4 filters of size 11 × 11, the ReLU activation function, and 2-D max-pooling and one last convolutional layer with 4 filters of size 5 × 5, the ReLU activation function, and 2-D max-pooling followed by dropout of 0.25, and a fully connected layer with 1 × 150 or 1 × 300 neurons. The image feature extraction network input is a tweet image in its raw mode.
We apply the same text encoding network configuration in architectures (a) and (b) shown in Fig. 1 . The image feature extraction network is used only in architecture (b) shown in Fig. 1 .
2) DATA FUSION
Fusion is a process that combines the output or the input of multiple classifiers to achieve a more reliable and complete decision. In machine learning literature, two data fusion approaches can be found: fusing inputs or fusing outputs of classifiers. The first approach involves fusing heterogeneous input data (image, text, video, signals, and so forth), into a common representation format. This approach has been widely used with data obtained from sensors, such as in [36] and [37] .
The second approach merges probabilities returned by classifier outputs. Examples of this approach include random forest, boosting, bagging, bragging, wagging, subagging, rotated bagging, and so forth. Consistent proposals have been presented in the field of output fusion, and there have been many relevant contributions. However, there is a lack of studies performing heterogeneous input data fusion on social media.
We develop a new method for fusing inputs using a convolutional neural network called MASK-RCNN [30] pretrained with the COCO dataset [38] to recognize objects in scenes, as shown in Fig. 5 . The COCO dataset has 2.5 million object instances and therefore represents a large labeled object dataset. Hence, it is crucial to select an appropriate classifier with good published results. The MASK-RCNN network is one of the best performing networks in the literature. The network outputs are labels, confidence probability and bounding box. MASK-RCNN receives the images from the tweets as input. If output labels of images have probabilities above 0.7, they are added to the tweet text to aggregate and supplement information. The labels are ordered in the ascending order of probability and added to the end of the tweet text. Then the text is encoded, and an unsupervised algorithm ultimately determines whether the information represents a novelty or non-novelty. This new fusion approach (Fig. 1(a) ) is performed at the data structure level (image+text).
The second fusion approach is illustrated in Fig. 1(b ) and uses the AOM (average-of-maximum) fusion [39] . This fusion method distributes the novelty detection task to m estimators, and the estimators are divided into m/q buckets (subgroups) of q components each. First, maximization is performed over each of the buckets of q components, and the scores are subsequently averaged over m/q buckets. For example, in our experiment there are m = 20 image estimators and m = 20 text estimators, so the estimators are divided into 10 buckets of 2 components each. First, maximization is performed in each bucket of 2 components, the scores are subsequently averaged over all buckets, and the average of the estimator outputs is finally obtained. This technique has led to good results in outlier detection methods that use unsupervised algorithms. In this work, all estimators used by AOM are unsupervised learning algorithms.
3) UNSUPERVISED LEARNING
According to [5] , novelty detection is an unsupervised problem in which test data differ in some respect from the data available during training. There are many trade-offs associated with the choice of a model, for example, a highly complex model (with many parameters) may suffer from overfitting. A simpler model built upon good and intuitive understanding of data may lead to better results. However, simple models in general tend to fit data poorly. Accordingly, we select different baseline and state-of-the-art unsupervised learning algorithms to evaluate the performance of our method, as shown in Table 1 .
Unsupervised algorithms return scores for each instance. In the training phase, each algorithm also learns the score threshold for a novelty label. An instance is considered a novelty if its score surpasses the threshold. The k-nearest neighbors (kNN) algorithm being used is an unsupervised version. Equation (5) generates the score, where x is the instance, and k is the number of neighbors. The dist function calculates the Euclidean distance. Instances with larger distances are more likely to be considered novelties.
The histogram-based outlier detection (HBOS) algorithm segments the data space into histograms called bins. The calculation of the score of instance x uses the inverse of the estimated density hist of each dimension d according to Equation (6) . Instances associated with high s values are more likely to be considered novelties.
The isolation foresting (IForesting) algorithm involves a two-stage process of training and test phases. Binary tree structures are built in the training phase. In the test phase, instances are passed through the tree to obtain their scores according to Equation (7) . Function φ is the length of all paths from the root node to an external node (a leaf) that pass through the instance. The average path value E(φ(x)) of the instance is returned. Function c(n) returns a normalization or adjustment factor, common in binary tree structures. Instances with longer path lengths are more likely to be considered novelties. The feature bagging (FBagging) algorithm uses an algorithm ensemble according to Equation (8) . First, it randomly chooses a subset of features Q without replacement. The local outlier factor (LOF) algorithm is applied using the Q features. The output of the algorithm is the scoring vector. LOF is executed n times, the results are combined, and the maximum score is returned. The higher the s value is, the more likely the instance to be a Fig. 6 (a) . The autoencoder applies the threshold of −0.6762 and predicts the labels Novelty and Non-Novelty.
novelty.
The autoencoder algorithm calculates the score as the instance reconstruction error according to Equation (9) . The error is calculated for each dimension d. The goal is to train the output to reconstruct the input as closely as possible. The input is reconstructed if the network can learn the weights of the intermediate neurons that represent the reduction of dimensionality. The used autoencoder architecture consists of 8 layers. As to the choice of the activation functions, we use the sigmoid and the rectified linear units (ReLUs). Specifically, in the first hidden layer and the output layer, the sigmoid activation function is used. In all other layers, we use the ReLU activation function [43] . 2 (9) Fig. 6 shows the behavior of the hidden layer of the autoencoder for a dataset of 10-day temporal windows. The autoencoder input uses MASK-RCNN fusion. We apply PCA (principal component analysis) to the hidden layer output of the autoencoder. For each temporal window, the autoencoder calculates a threshold and scores. Table 2 shows several sample scores generated by the autoencoder algorithm for Fig. 6 (a) .
IV. EXPERIMENTS
In this section, we detail the experiments and analyze results.
A. EXPERIMENTAL SETUP
Our architectures were developed using Python 3.6.6, Keras 2.2.2, and PyOD 0.5.9 [45] tools for unsupervised algorithms and Anaconda 4.5.11 as the virtual environment. All experiments were performed on a computer equipped with 32 GB of RAM, an NVIDIA 1080 GPU with 8 GB of video RAM, and Intel i7-2600K CPU operating at 3.4 GHz, running Ubuntu 18.04 LTS. The data split was as follows: the training used samples from the past temporal window, and the test used samples from the present temporal window.
The configured temporal windows were 1, 5, 10, and 20 days. Slices of consecutive 1-day temporal windows were concatenated due to the small number of tweets. The experiments were performed for the new fusion technique using MASK-RCNN as well as for the AOM fusion, using separate text and image data. Tables 3, 4 , 5, 6 and 7 show the configured parameter values for the unsupervised algorithms. The parameter column displays the parameter that was evaluated in the respective experiments. The window column shows the time frame in days. The test column shows the grid search range assigned to each algorithm parameter. The ''Best'' column shows the best average parameter value for temporal windows selected in the experiments. However, for each new temporal window, the algorithms' parameters were adjusted using the previous window.
Parameter k of the kNN algorithm is related to the number of neighbors. Parameter nestimators of the IForest algorithm is related to the number of trees. Parameter nbin in the HBOS algorithm is related to the number of histograms. Parameter nestimators in the FBagging algorithm is related to the number of algorithm runs. Parameter epochs in the autoencoder algorithm is related to the number of iterations performed to complete training
The choice of parameter ranges for grid search is based on overfitting/underfitting using the ROC AUC metric and the number of novelties per temporal window. Therefore, the larger the temporal window is, the greater the number of instances and the wider the parameter range. For instance, distance-based algorithms have to compute the distance between the tweet instances within the temporal window, so there is a limit on parameters k and nbins.
As each temporal window has different distributions, the tendency is for parameters to behave differently. Therefore, parameters are not fixed for each algorithm execution. A grid search by parameter ranges is run separately in each window. The best parameter value is the average of values calculated for all temporal windows.
B. DATASETS
The Twitter API (application programming interface) returns a wide variety of data and metadata. In our work, the most important indicators are tweet ID, user name, image, text, creation date of a tweet, like count and retweet count [20] .
By having a large quantity of free data available for consumption, Twitter has become a social network widely used for data analysis. Despite a large number of tweet datasets available on the Internet, the following shortcomings were observed in this research context:
• Most of the databases are presented in a particular context or pertain to a specific theme, that is, tweets are filtered using keywords.
• Our technique is based on temporal windows, and the labels change as a function of a set timespan. Labels are essential for measuring the effectiveness of the technique.
• Most databases contain many more instances of text than of images. To effectively evaluate our method, we require that each tweet must have text and an image. However, our method can be used if there is only text or only an image. For the experiments, we collected 27,494 tweets (text+image) created in the 2017-2019 period. The tweets were posted by various news sources: BBC, BBC Breaking News, CNN, Reuters, NYTimes, etc. The heuristics (described by Algorithm 1) were used to label all tweets within temporal windows of four different sizes: 1, 5, 10 and 20 days. The peculiar characteristic of our dataset is that each text must have an associated image. Despite the ample period of tweet data collection, the ratio of the number of posts containing text with images in social media is less than the number of posts containing text without an image. The database and the source code are freely available for download. 1 The choice of temporal window size should be made considering the information volatility (amount of news generated per day). For example, the news regarding ''dollar quotation'' will be identified as a novelty more times in a 1-day window than in 30-day windows. Therefore, smaller windows tend to identify more novelties. Larger windows tend to identify fewer novelties than do smaller windows. Information volatility may be linked to the type of news. The economic and political domains have a higher volume of news generated per day than the number of news of natural disasters and Nobel Prize awards. Therefore, smaller windows would be more suitable for the former example. The choice of different temporal window sizes in this work (1, 5, 10 and 20) allows evaluating the volatility of information in various contexts. Figs. 7, 8, 9 , 10 and 11 shown some statistics of the dataset. Fig. 7 illustrates the number of words versus number of tweets. The x-axis is the number of words. The y-axis is the number of tweets. Most tweets have an average of 10 words, and the dictionary contains 19259 unique tokens (words). The limited number of words by tweet and large number of unique tokens indicate a hard task. We apply a state-ofthe-art tweet normalization tool [46] to tokenize and transform each tweet into a sequence of words. This is done to mitigate the noise due to the colloquial nature of the data. The process involves, for example, spelling correction, elongated word normalization (''soooo'' becomes ''so''), word segmentation on hashtags (''#economysustainable'' becomes ''economy sustainable''), and unpacking contractions (e.g., ''don't'' becomes ''do not'') [47] .
Figs. 8, 9, 10 and 11 aid the evaluation of the quality of the tweeted image [48] . Fig. 8 shows the number of images versus image width. The average width of an image is approximately 971.313 pixels, but there are a considerable number of images that are less than 800 pixels wide. Excessively small images might not be very useful because they contain few pixels and therefore are of poor quality. 1 https://github.com/martatcfa/novelty Fig. 10 shows the number of images versus the average number of pixels. Some images may contain no pixel variation and are entirely uniform. The average number of pixels is a measure that indicates the number of edges present in the image. If this number is very low, then the image is most likely a uniform image and may not represent the right content [48] . The values were obtained using code from [48] . The average number of pixels of a tweet image is approximately 2.560. Fig. 11 shows the number of images versus image whiteness. Some images can be too white or too bright, which might not be good for several purposes [48] . These values were also obtained using code from [48] . The average whiteness of a tweet image is approximately 10.790.
C. RESULTS
The experiments were evaluated by the ROC AUC metric; for each algorithm combination, the program was executed 10 times, and the final results are the means and standard deviations, as shown in Tables 8, 9 , 10, 11, and 12.
In addition to the state-of-the-art unsupervised algorithms, we evaluated the influence of the input vector size, with sizes of 150 and 300 considered for each temporal window. To verify the fusion method robustness, we analyzed the algorithms in relation to using only text, only image, and fusion of text and image.
In Tables 8, 9 , 10, and 11 the ''Text'' column shows the result of text classification. The ''Image'' column shows the result of image classification. The AOM column displays the result of using AOM fusion, proposed by Aggarwal and Sathe [39] . The MASK column displays the result of using the new approach of text and image fusion obtained with the trained MASK-RCNN network [30] . The best result for each unsupervised algorithm is highlighted.
In the experiments, the MASK-RCNN fusion achieved better results than did the AOM fusion using any of the selected unsupervised algorithms. The best results were obtained by the autoencoder algorithm with an ROC AUC of 0.7768 for a window size of 10 days.
The AOM method fuses the probabilities, combining the averaging function and a rank-based variant of the maximization function, and seeking the best of both techniques. The fusion that uses only the average is particularly desirable for small datasets because of its robustness. On the other hand, the maximizing function often emphasizes different outliers that are hidden by averaging function [39] . However, the AOM fusion is observed to be unsatisfactory in this experiment because even though there is a small dataset in each window, the data are heterogeneous and with much higher noise in images than in texts, which impacts fusion. Taking advantage of the fact that it is easier to classify text than an image, the MASK fusion extracts information from the image to augment the text. Since the MASK fusion is performed on the pipeline input, we do not observe the impact of distinct probabilities on the algorithms' output. Additionally, the input vector size and the algorithm being of unsupervised type impact novelty identification results, as reported in other studies [39] , [49] and [50] .
According to statistics, the proportion of texts is larger than that of images in the social media [51] . Therefore, we experiment by varying the proportion of tweets including text and an image as they are fed to the unsupervised algorithm, with the best result obtained by the autoencoder algorithm, as shown in Tables 8 to 11 . For example, 40/60% means that 40% of data include text and an image, and 60% include text only for novelty detection. The selection of data that contains only text and an image was random. Table 12 shows the results for four different proportions ranging from 10% to 40% of tweets with text and an image. This experiment showed that if the proportion of images is higher than or equal to 30%, images add relevant information to texts that improves novelty classification. Gao et al. [7] indicate that 30% of blogs post content with images, therefore showing that the proposed method is relevant. In comparison, the ROC AUC obtained using only text under the same conditions is 0.7003.
Other results can be analyzed visually, considering Fig. 12 that illustrates the time span between 2017 and 2019. The x-axis indicates the creation time of each tweet, and the y-axis shows the scores of the algorithm that obtains the best ROC AUC (namely, autoencoder with the MASK fusion). The blue dots are tweets considered novelties, the green dots are tweets considered non-novelties, and the red dots are tweets with an audience score of 4. Tweets with an audience score of 4 are mostly detected as novelties, as shown in the caption of Fig. 12 . A traced line indicates the algorithm threshold. Novelty qualification allows filtering tweets that stand out according to their audience. Therefore, we observe that the filter influences the ''noisy'' novelties elimination, such as tweets with advertising: ''strengthening and enriching our communities is one of the core principles at Bloomberg''. Other tweets have been highlighted with the audience filter, for example, record-breaking moves in the stock market: ''rt @business: breaking: the dow hits 20,000 for the first time''. The first tweet example containing advertising is indeed a novelty, since it satisfies the definition proposed by this work, and we cannot restrict novelties by subject since even an advertisement can be considered an attractive novelty, depending on the context where it is placed. Table 13 shows a sample from the dataset on 2018-06-12. This sample shows that a filter requiring the audience score of 4 highlights the most important event of the day. Fig. 13 shows the posted novelty with the audience score of 4 and the timestamp of 2018-06-12 01:08:35.
Another interesting feature of temporal windows are the changes in novelty labels. That implies a change in the underlying distribution of the problem, a phenomenon that is known in the literature as concept drift. We can illustrate it with the example tweet ''rt @theterminal: market close today. # Dow20k'' that in a 10-day window is considered a novelty in the context of the present and past time frames. However, it is not a novelty in a 20-day window because Bloomberg first reported it with the tweet ''rt @business: breaking: the dow hits 20.000 for the first time''. This example is attractive, since it entails identifying first-hand news, known as breaking news.
V. DISCUSSION
The MASK-RCNN fusion identifies labels, adding which to the text can improve the classifier. For example, the difficulty in classifying Fig. 14(a) is due to a poor quality of the image. Analyzing the texts of Fig. 14(a) : ''10-year-old labrador and all-round good boy fred has become dad to nine ducklings'' FIGURE 14. Examples of tweets with an image, for which fusion is performed using COCO-aggregated information. The following objects are detected in the scenes: (a) dogs (0.970, 0.994 and 0.980) and a chair (0.887); (b) dog (0.993), birds (0.987, 0.933 and 0.917), a chair (0.610) and a person (0.500); (c) a person (1.000), a TV (0.968) and a tie (0.540), and (d) a person (0.980), a TV (0.989) and a tie (0.803). and Fig. 14(b) ''illegal puppy farming needs to stop'', the first text mentions the Labrador breed, and the second refers to a young animal, making classification more difficult. The MASK-RCNN network can recognize the ''dog'' label in the scene with high confidence, thus assigning a new common keyword to the two tweets, which will make the learning algorithm more assertive. An image carries information that can complement the information present in the text.
In another example, shown in Figs. 14(c) and 14(d), the images have few similarities, as the text of Fig. 14(c) is ''how I stopped worrying and learned to love the link : @blackrock jeff rosenberg at fi14 in ny #bbfi'', and that of Fig. 14(d) is ''head of global credit strategy @goldmansachs discusses credit market trends in event fi14 in ny #bbgfi''. In this case, the texts contain distinct semantics, and although they share only a single hashtag, the tweets refer to the same event. Shared hashtags do not result in a textual gain since the network is pretrained with the Google embeddings, so it does not recognize the word in the hashtag and returns a null vector for it. The MASK-RCNN network can recognize the labels ''tv'', ''person'' and ''tie'' in the scene. Thus, adding keywords to the tweet increases assertiveness of the learning algorithm.
Another point of analysis is that the ROC AUC decreases as the input vector size changes from 150 to 300 features, except for the autoencoder algorithm. The literature highlights that distance-based classification algorithms are at a disadvantage in analyzing high-dimensional data [49] . Another reason is that none of the unsupervised algorithms have a powerful feature selector, extractor or ensemble, except for the FBagging and autoencoder algorithms.
VI. CONCLUSION
We proposed two architectures for novelty detection in the social media that use information from text and images. To this end, we presented two methods of fusion: the fusion of text and an image using a trained MASK-RCNN network and the output fusion of unsupervised algorithms with AOM. The method of fusion using MASK-RCNN showed good results, surpassing those of the AOM fusion.
The text and image fusion methods perform well if the image proportion is greater than or equal to 30% of the dataset. Therefore, the MASK-RCNN fusion adds more relevant information to novelty detection in cases where the isolated structures (text or an image) may be deficient.
The novelty definition involving temporal windows and novelty quality proved to be a powerful media analysis tool. As a result, the novelty definition became context independent. The novelty quality allowed filtering tweets with a higher audience, thus eliminating advertisements and other irrelevant tweets. We also note that the smaller the temporal window is, the more difficult the classification.
In future research, we intend to compare our proposed architecture with the LSTM (long short-term memory) networks and with deep learning networks for generating text from an image.
