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ば，ファイル操作のシステムコール (open, read, write, close, mkdir, getdents)，プロ
セス操作のシステムコール (fork, exec, clone, kill, setuid)，ネットワーク操作のシス
テムコール (socket, connect, bind, listen, accept)がよく狙われる．
また，システムコールテーブル以外にも狙われやすい標的がある．たとえば，SucKIT [10]












































本研究の方針は以下の 3つとする．1つ目は，Linux KVM [9] 仮想マシンを用いることであ
る．対象システムをゲスト OS とし，検知システムをホスト側で実現する．2 つ目は，ユーザ
プロセスによるシステムコールの発行時に，カーネル内の関数呼び出し履歴を収集することで
ある．その理由は，3.3 章で述べるように，カーネル内の関数呼び出し履歴を分析することは，






め，Ftrace [7]と QEMU-KVM [8]及びゲスト OSのカーネルを拡張し利用する．
1.3 本論文の構成
本論文の構成は次のとおりである．まず，第 2 章で既存システムの問題点を述べる．第 3 章
で，Ftrace の説明と Ftrace を用いる理由を述べる．第 4章では，Ftrace の問題点やシステム
の設計を説明し，ユーザの利用方法を述べる．第 5章で本システム実装方法を説明し，第 6章で














VSyscall [12] を例として説明する．ゲスト OS 内のプロセスにより呼び出されたシステム
コールは，仮想マシンモニタ (VMM) に検知される．VMMは，ゲスト OSの実行状態を直接
見ることができないため，ゲスト OSのシステムコールの実行を識別する．その後，VSyscallは
ゲスト OSから呼び出されたシステムコールイベントを解釈し，システムコールがどのプロセス




図 2.2 NumChecker システムの設計
に属しているかを調べ，システムコールとの関係を確立する．これにより，プロセスの動作を監
視する．
図 2.1に示す通り，VSyscallには，System Call Interpreter (SCI) と System Call Analyzer
(SCA) の 2つ重要なコンポーネントがある．SCIは，ゲスト OSのユーザモードにおいて実行












NumChecker には，図 2.2に示す 2つの重要な部品がある．部品 Aでは，KVM から監視し
たシステムコールの情報をとり，更に Pref をコントロール*1する役目を果たしている．部品 B
*1 HPCs 初期化や記録タイミングなど．
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図 2.3 NumChecker システムの動作
は，NumChecker に監視したい対象またはイベントを動的に設定するために使う．
NumChecker の動作を，図 2.3 を用いて説明する．まず，ゲスト OS のユーザ空間にあるテ
ストプログラムにより，システムコール A の呼び出しが発生したとする．制御をゲストのカー















*2 KVM の設定で，int 0x80 や iret 命令を敏感命令に設定することができる．
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図 2.4 LibVMI の動作
2.2 仮想マシンを止めないシステム
LibVMI [15]は，Xen [16]仮想マシンを対象として設計された Vitrual Machine Introspection
(VMI) を行うためのツールである．これを用いれば，ゲスト OS (ドメイン U)を止めずにゲス
ト OSの情報を得ることができる．例えば，ゲストが発行したハードディスクに対する I/O処
理の監視や，ネットワークの監視などの機能を提供している．
LibVMIは，ホスト側 (ドメイン 0)の xc_map_foreign_range関数を用いて，検知システム













Ftrace は Linux カーネルに組み込まれているトレース機構である．その特徴は，動作中の
カーネル内の関数呼び出しのイベントを記録し，ログとして出力することである．一般的に，
カーネル内の関数の待ち時間やパフォーマンスの問題のデバッグや分析に使われている．
図 3.1に示すように，Ftrace は以下の 4つの部品で構成されている．
トレースポイント






























トレース関数は図 3.1の B にある．その役割は，ユーザが指定したトレースの機能を果たし
て，トレースの結果をリングバッファに送信することである．Ftrace は色々な機能をプラグイ
ン (トレーサ) として，ユーザに提供している．Ftrace が提供しているトレーサの種類は，以下
の命令で見ることがでる．
# cat available_tracers
blk mmiotrace function_graph wakeup_rt wakeup function nop
本研究では，コールフローを取得するため，function_graphトレーサを用いる．トレーサを
指定する命令は，以下の命令で行う．
# echo function_graph > current_tracer
リングバッファ




# echo 1 > tracing_on
# echo 0 > tracing_on
また，カーネルモジュールでも利用可能とするため，もう一つの方法として，Ftraceは tracing_
onと tracing_off API も用意している．
デバッグファイルシステム












8 call ftrace(parent_ip, ip)






















されている barに戻るためのアドレス parent_ipと，ftraceの実行終了時に fooに戻るため






























2 つ目の目的は，ftrace の実行により，カーネルのスタックに保存された parent_-
ip を Ftrace が用意した関数 return_to_handler に置き換えることである．この過程は
prepare_ftrace_return により実現される．更に，prepare_ftrace_return は ftrace_-
push_return_traceを呼び出し，元の parent_ipや fooの開始時刻を Ftrace のトレースス
タックに保存する．そして，foo の実行終了後，bar に戻ろうとする時，カーネルのスタック











を有効にしたため，a が呼び出される時，本来 a からの帰り番地を保存すべきカーネルスタッ
クに return_to_handlerの番地を代わりに保存し，aからの帰り番地や呼び出し時刻 t1をト



















ている時の Ftraceの結果を図 3.4(b)に示す．この例の中で，Ftrace の結果を分かりやすくす
るため，通常のトレースに加えてシステムコール専用のトレース機能も併用した．この機能を利
用すると，システムコールの引数も出力することができる．利用方法は，以下の通りである．










# CPU DURATION FUNCTION CALLS
# | | | | | | |
0) 0.046 us | } /* down_read_trylock */
0) | do_syscall_64() {
0) | syscall_trace_enter() {
0) | /* sys_open(filename:7f5ba2516ad0, flags:0, mode:0) */
0) 0.191 us | }
0) | SyS_open() {
0) | do_sys_open() {
0) | getname() {
0) | getname_flags() {
0) | kmem_cache_alloc() {
0) 0.045 us | _cond_resched();
0) 0.381 us | }
...
(a) 正常時
0) | do_syscall_64() {
0) | syscall_trace_enter() {
0) | /* sys_open(filename:7ffe6072e100, flags:80000, mode:
7ffe6072e13) */
0) 0.521 us | }
0) | 0xffffffffc0b37000() {
0) | printk() {
0) | vprintk_func() {
...
0) 4.293 us | }
0) +10.759us | }
0) +11.113us | }
0) +11.540us | }
0) +11.909us | }
0) | SyS_open() {
0) | do_sys_open() {
0) | getname() {
0) | getname_flags() {
0) | kmem_cache_alloc(){
0) 0.050 us | _cond_resched();
0) 0.562 us | }
...
(b) システムコールテーブルが書き換えられた時
図 3.4 Ftrace の結果から作成されたコールフロー
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4 xftraceの設計



































情報をリングバッファに書き込む際に，事前に用意した 64 ビットの鍵と排他的論理和 (XOR)















































b : ゲスト OSの System.map





 B または b: 未初期化データセクション
 D または d: 初期化済データセクション
 T または t: コードセクション































*1 主にシンボル型が T の行である．
*2 Ftrace は，動的にロードされるカーネルモジュールにも対応するため，/proc/kallsymsを利用している．
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成した鍵をゲスト OS内部の global_keyに書き込むことである．鍵は 64ビットの符号なし整
数値である．
Bと C : Trace_Switch
Trace_Switch は，トレースの有効化・無効化を行うための部品である．まず，ゲスト側で
Ftrace のトレーサを function_graphに設定する必要がある．そして，ホスト側 (B) で，鍵を

























 ユーザはホスト側にある部品 Aを用いて，鍵 (k0)を生成する．
 図 4.3(a)に示すように，k0 を初期値が 0である global_keyに書き込む．同時に，k0 と
ゲストの jiffes_64の値 (j0 とする)を鍵の値と共に，Klogに保存する．
 ホスト側の Trace_Switchを用いて，Ftrace を開始する．
 evil_openと printkを読んだ時，鍵の値が k0 であるため，トレース関数が関数のアド
レスと k0 の XOR をとり，結果をゲスト側にあるグローバル配列に書き込む．その結果
図 4.3(b)のようになる．
 一定間隔がすぎたため，図 4.4(a)に示したように，新たな鍵 k1 を生成し更新する．同時
に，k1 とゲストの jiffes_64の値 (j1 とする)を，Klogに保存する．
 鍵の値が k1 の間，sys_openと do_sys_openが実行されたとする，トレース関数が関数
のアドレスと k1 の XOR をとり，結果をグローバル配列に書き込む．
 xftraceが部品 Eを用いて，ゲスト側のグローバル配列からトレース情報を取得し，Klog







































(b) 鍵が k0 の間 xftraceの動作
























































printk       ⊕ k0
(b) コールフローの生成




































内では，exec.c の file_ram_alloc 関数内で，mkstemp 関数により読み取り専用のバッキン
表 5.1 実装環境
メモリ 8GB
ホスト OS Ubuntu 14.04 x86_64
QEMU-KVM qemu-kvm 1.1.2
メモリ 1GB



















fd = open(filename, O_CREAT | O_EXCL | O_RDWR, 0777);
更に，仮想マシンを立ち上げる時に，事前に指定した大きさのメモリを確保するように，以下
のように QEMU-KVM のオプションで指定した．























     開始アドレス
 : メモリ領域
図 5.2 アドレス変換のイメージ図




ら始まるためである．本研究は 64 ビットの Linux 用いたため，カーネル領域の開始番地は
ffff800000000000である．xftraceでは，ユーザ空間に対して操作する必要がないため，その
部分のアドレス変換のやり方は本論文から省略する．
GPA から HVA の計算も単純である．xftraceで，mmapシステムコールを用いて，メモリファ
イルを VM と xftraceにマップしたため，GPA と HVA のアドレスは一対一対応になっている．










1 struct graph_array {
2 unsigned long func; /* Current function */
3 unsigned long long calltime;






10 #define XFTRACE_MAX 20,000
11 extern unsigend long global_key;
12 #endif
13
14 extern struct graph_array xftrace_array[XFTRACE_MAX];












た．linux/kernel/trace/trace_functions_graph.c の ftrace_pop_return_trace 関数
に以下のコードを追加した．
1 if ((global_key != 0) && (xftrace_index < XFTRACE_MAX)) {
2 xftrace_array[xftrace_index]->func = global_key^trace->func;
3 xftrace_array[xftrace_index]->calltime = trace->calltime;
4 xftrace_array[xftrace_index]->depth = trace->depth;
5 }
この if文で，鍵の値を確認し，鍵が 0でない時に xftrace_arrayに鍵と XORしたトレース
情報を書き込む．また，ftrace_return_to_handleに以下のコードを追加した．
26
1 if ((global_key != 0) && (xftrace_index < XFTRACE_MAX)) {
2 xftrace_array[xftrace_index]->rettime = trace.rettime;
3 xftrace_index+=1;










1 if ((global_key != 0) && (global_trace.buffer_disable == 1)){
2 tracing_on();
3 xftrace_timeflag = 1;
4 } else if ((xftrace_timeflag == 1) && (global_key == 0) &&
5 (global_trace.buffer_disable == 0)) {
6 tracing_off();
7 xftrace_timeflag = 0;
8 }
この if文で，タイマ割り込みが発生する時に，鍵の値を確認する．鍵の値が 0から変化する時












1 struct Klog {
2 unsigned long long jiff;




7 for(i = 0; i < KNUM-1; i++)
8 gkey[i].key =
9 ((unsigned long)rand()) & 0x0000000000000FFF | \
10 (((unsigned long)rand())<<12) & 0x0000000000FFF000 | \
11 (((unsigned long)rand())<<24) & 0x0000000FFF000000 | \
12 (((unsigned long)rand())<<36) & 0x0000FFF000000000 | \
13 (((unsigned long)rand())<<48) & 0x0FFF000000000000 | \
14 (((unsigned long)rand())<<60) & 0xF000000000000000;
15
16 gkey[KNUM-1].key = 0x0;
図 5.4 ホスト側鍵の生成
生成された鍵をゲストカーネル内のグローバル変数 global_key に直接書き込み，鍵と時刻
をホストにある配列 Klogに記録する．この部分の実装を，図 5.5に示す．2行目から 4行目は，
ゲスト OS にある global_key と jiffes_64 の GVA を用いて，それらの HVA を計算する．
mmap_start はメモリファイルを xftrace にマップする時の開始番地であり，KERNEL_TEXT_
START はゲスト OS のカーネル領域の開始アドレスである．そして，一定時間毎に，鍵を更新









5.2.1節で説明た通り，Push_Raw の機能はゲストOSの Ftraceの function_graphトレー
サを拡張することにより実現した．通常の Ftrace では，ftrace_return_to_handler関数の
28
1 // caculate global_key address
2 p_gkey = mmap_start + ADDR_GKEY - KERNEL_TEXT_START;
3 // caculate jiff address
4 p_jiff = mmap_start + ADDR_JIFFES - KERNEL_TEXT_START;
5
6 for (i = 0; i < KNUM; i++) {
7 // put gkey into global_key
8 memcpy(p_gkey, &gkey[i].key, sizeof(gkey[0].key));
9 // get guest side time (jiff)
10 memcpy(&gkey[i].jiff, p_jiff, sizeof(gkey[0].jiff));
11 // suspend time
12 usleep(SUSPEND_TIME);
13 }









1 unsigned long guest_array[ARRAY_MAX*MEB];
2 p_array = mmap_start + ADDR_ARRAY - KERNEL_TEXT_START;
3 memcpy(guest_array, p_array,
4 sizeof(guest_array[0])*ARRAY_MAX*MEB);
ホスト側でゲスト OS にあるグローバル配列と同じ大きさを持つ配列 guest_array を宣言す
る．ゲスト側 global_arrayの HVAを計算し，global_arrayにあるトレース情報を guest_
arrayにコピーする．
次に，トレース情報と鍵の XOR をとり，元の関数アドレスに戻す処理について説明する．





















二つのコールフローを比較すると，open システムコールが怪しいのが分かる．図 6.1(b) で




図 6.2のように出現した．通常の Ftrace のトレース結果においても，深さコールフローに同様
のずれが生じるこのから，この問題は Ftraceの問題と判断できる．しかし，この現象は発生す
表 6.1 実験評価に使用したシステムの構成
CPU Intel Core i7-3770 3.40GH
メモリ 8GB













































































表 6.2 評価プログラムの実行時間 (単位:s)
なし トレーサのみ Ftrace xftrace
0.9272 5.1046 36.2422 36.5566
込まない状態)




ぶものである．結果を，表 6.2に示す．この実験結果より，Ftrace と xftrace の利用により発生
するオーバーヘッドの差が小さいことがわかる，xftrace の利用時，ゲスト OSに負荷を掛ける





















































































Kernel Address Space Layout Randomization

























図 6.5 Kernel Live Patching のイメージ図
利用すると，改竄対象のアドレスを調べる手間がかかり，攻撃を仕掛けるのが難しくなる．
現状では xftraceが直接 System.map にある関数とアドレスの対応デーブルを用いて，コール
フローを出力する．xftraceの KASLRへの対応方法としては，ブート時に各関数のオフセット
を計算し，xftrace用のシンボルテーブルを生成し直すことである．
KASLR は Linux 4.12 からデフォルトで，使うようになっているが，Debian系の Ubuntuや
Redhat系の CentOSなどでは，まだ使用していない．
Kernel Live Patching
Kernel Live Patching [24] は，再起動せずにカーネルに新たな機能をライブパッチを行うた
めの技術である．Kpatch [25]と Kgraft [26] がこれを実現したプロジェクトである．この技術
は，一般的にサーバとして動作するシステムを止めずに，緊急のセキュリティパッチを適応する
ために使われている．Kernel Live Patching は，図 6.5に示すように，Ftraceのメカニズムを
ベースとして実装された．Old Function が呼ばれた時に，Ftrace の機構により，制御が New
Functionに移るようにする．
この技術が攻撃者に用いられると，任意の場所にマルウェアのコードを設置されることができ








































xftraceは，QEMU-KVM のメモリファイルと拡張した Ftrace を用いて，VM を止めないでト
レースを取ることを目指している．更に，攻撃者によるトレース情報の改竄を防ぐため，VM の
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