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ASYMPTOTICS OF ORTHOGONAL POLYNOMIALS WITH SLOWLY OSCILLATING
RECURRENCE COEFFICIENTS
GRZEGORZ ŚWIDERSKI AND BARTOSZ TROJAN
Abstract. We study solutions of three-term recurrence relations whose N-step transfer matrices belong to
the uniform Stolz class. In particular, we derive the first order of their uniform asymptotics. For orthonormal
polynomials we show more. Namely, we find the constructive formula for the density of their orthogonality
measure in terms of Turán determinants and we determine their exact asymptotic behavior. We treat both
bounded and unbounded cases in a uniform manner.
1. Introduction
Let us consider two sequences a = (an : n ∈ N0) and b = (bn : n ∈ N0) of positive and real numbers,
respectively. Then one defines the symmetric tridiagonal matrix by the formula
A =
©­­­­­­«
b0 a0 0 0 . . .
a0 b1 a1 0 . . .
0 a1 b2 a2 . . .
0 0 a2 b3
...
...
...
. . .
ª®®®®®®¬
.
The action of A on any sequence is defined by the formal matrix multiplication. Let A be the minimal
operator associated withA, that is the closure in ℓ2 of the restriction ofA to the set of sequences having
finite support. Here ℓ2 denotes the Hilbert space of square-summable sequences endowed with the scalar
product
〈x, y〉ℓ2 =
∞∑
n=0
xnyn.
The operator A is called a Jacobi matrix. Since both deficiency indices of A are equal (see, e.g. [18,
Corollary 6.7]), it always has a self-adjoint extension which is unique, if the Carleman condition
∞∑
n=0
1
an
= ∞
is satisfied (see, e.g. [18, Corollary 6.19]).
A generalized eigenvector (un : n ∈ N0) associated with x ∈ R is a non-zero sequence satisfying the
recurrence relation
an−1un−1 + bnun + anun+1 = xun, n ≥ 1,
which can be written as (
un
un+1
)
= Bn(x)
(
un−1
un
)
where
Bn(x) =
(
0 1
− an−1
an
x−bn
an
)
.
For each α ∈ R2 \ {0} there is the unique generalized eigenvector (un) such that (u0, u1) = α.
By (pn(x) : n ∈ N0) we denote the generalized eigenvectors associated with x and satisfying the initial
condition
p0(x) = 1, p1(x) = x − b0
a0
.
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If A˜ is a self-adjoint extension of A, then EA˜, the spectral resolution of the identity for A˜, gives rise to the
Borel measure on R,
(1.1) µ˜(B) = 〈EA˜(B)δ0, δ0〉ℓ2
where δ0 is the sequence having 1 on the 0th position and 0 elsewhere. The polynomials (pn : n ∈ N0)
form an orthonormal basis in L2(R, µ˜), which is the Hilbert space of square-integrable functions equipped
with the scalar product
〈 f , g〉L2(µ˜) =
∫
R
f (x)g(x) µ˜(dx).
Each self-adjoint extension of A leads to a different measure. It turns out that, if the self-adjoint extension
is not unique then the measures (1.1) are purely discrete (see, e.g. [18, Theorem 7.7]). Moreover, there
are measures ν such that (pn) are orthonormal in L2(R, ν), but do not correspond to any self-adjoint
extension of A (see, e.g. [2, Theorem 1]).
The asymptotic behavior of generalized eigenvectors entail properties of the operator A. Specifically,
the operator A is self-adjoint if and only if there is a generalized eigenvector which is not square-summable
(see, e.g. [18, Theorem 6.16]). Moreover, in view of the subordination theory (see, e.g. [4, Theorem
2.1]), for any interval I ⊂ R, if A is self-adjoint and for every pair of generalized eigenvectors (un) and
(vn) associated with x ∈ I,
lim sup
n→∞
∑n
j=0 u
2
j∑n
j=0 v
2
j
< ∞,
then the operator A is absolutely continuous on I, and I is in the spectrum of A.
The aim of this paper is threefold: determine the asymptotic behavior of the generalized eigenvectors,
find the density of an orthogonality measure, and determine the asymptotic behavior of the orthogonal
polynomials. About the recurrence coefficients we assume that they are slowly oscillating. To be more
precise, given a compact set K ⊂ R and r ∈ N, we say that the uniformly bounded sequence of continuous
mappings An : K → GL(2,R) belongs to Dr
(
K,GL(2,R)) , if for each j ∈ {1, . . . , r},∑
n≥1
sup
x∈K
∆j An(x) rj < ∞
where
∆
0An = An,
∆
j An = ∆
j−1An+1 − ∆j−1An, n ≥ 1.
Our first result discuss the asymptotic behavior of generalized eigenvectors.
Theorem A. Let N and r be positive integers and i ∈ {0, . . . , N − 1}. We set
Xn =
n+N−1∏
j=n
Bj .
Let K be a compact subset of 1
Λ =
{
x ∈ R : lim
n→∞ discr
(
XnN+i(x)
)
exists and is negative
}
.
Assume that
lim
n→∞
a(n+1)N+i−1
anN+i−1
= 1.
If (XnN+i : n ∈ N) belongs to Dr
(
K,GL(2,R)) , then there is a constant c > 1 such that for every
generalized eigenvector (un : n ∈ N0) associated with x ∈ K , and all n ≥ 1,
c−1
(
u20 + u
2
1
) ≤ anN+i−1 (u2nN+i−1 + u2nN+i ) ≤ c (u20 + u21) .
1A discriminant of a 2 × 2 matrix X is discr X = (tr X)2 − 4 det X .
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Theorem A is a consequence of Corollary 3 whose proof relies on studying the asymptotic behavior
of N-shifted generalized Turán determinants defined for a generalized eigenvector (un : n ∈ N0) by
Sn = an+N−1
(
unun+N−1 − un−1un+N
)
.
To make the most from the slowly oscillating nature of the sequence (XnN+i : n ∈ N), we extend and
simplify the method of iterated diagonalization introduced in [21], see Section 2 for details.
Classical Turán determinants, that is the expression p2n(x) − pn+1(x)pn−1(x), were used for the first
time in [26] as a tool in studying the zeros of Legendre polynomials. In fact, it was observed that they are
non-negative on the support of the orthogonality measure. Later, in [17], the convergence of the Turán
determinants was investigated for orthogonal polynomials with recurrence coefficients satisfying
(1.2)
∞∑
n=0
|an − 1| < ∞, and
∞∑
n=0
|bn | < ∞.
It was proven that the limit is related to the density of the orthogonality measure. In [13], the assumption
(1.2) was replaced by the condition of bounded variation imposed on (an) and (bn), which was extended
in [6] to their N-periodic perturbations. See also [15] for the subsequent developments. Recently, in [22],
the first author obtained analogous result for unbounded sequences (an) and (bn).
Meantime, in [14], it was observed that the method successful in proving convergence of Turán
determinants can also be used in studying the asymptotic behavior of the orthogonal polynomials (pn)
with recurrence coefficients having bounded variation. Their N-periodic perturbations were investigated
in [6]. Lastly, the case of unbounded sequences was recently considered in [1].
The initial study of the slowly oscillating sequences goes back to [21] where the absolute continuity
was obtained for the case an ≡ 1. The pointwise asymptotic formula for generalized eigenvector was
proven in [7]. Finally, in [16], the absolutely continuity was studied both in bounded and unbounded
cases.
The following theorem provides a formula for the absolutely continuous part of an orthogonality
measure. It is a consequence of Corollary 5.
Theorem B. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Let K be a compact interval
contained in
Λ =
{
x ∈ R : lim
n→∞ discr
(
XnN+i(x)
)
exists and is negative
}
.
Assume that
lim
n→∞
a(n+1)N+i−1
anN+i−1
= 1.
If (XnN+i : n ∈ N) belongs to Dr
(
K,GL(2,R)), then there is a positive function g : K → R, such that
lim
n→∞
n≡i mod N
sup
x∈K
an+N−1pn(x)pn+N−1(x) − pn−1(x)pn+N (x) − g(x) = 0.
Moreover, there is a probability measure ν such that (pn : n ∈ N0) are orthonormal in L2(R, ν), which is
absolutely continuous on K with the density
ν ′(x) =
√
−h(x)
2πg(x) , x ∈ K
where
h(x) = lim
n→∞ discr
(
XnN+i(x)
)
, x ∈ K .
The main result of this article is the following theorem which gives the uniform asymptotic of the
orthogonal polynomials (pn : n ∈ N0), see Corollary 6 for the proof.
Theorem C. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Suppose that K is a compact
interval contained in
Λ =
{
x ∈ R : lim
n→∞ discr
(
XnN+i(x)
)
exists and is negative
}
.
Assume that
lim
n→∞
a(n+1)N+i−1
anN+i−1
= 1,
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and
(XnN+i : n ∈ N) ∈ Dr
(
K,GL(2,R)) .
Suppose that X : K → GL(2,R) is the limit of (XnN+i : n ∈ N0). Then there are M ≥ 1 and a continuous
real-valued function η such that for all n ≥ M ,
lim
n→∞ supx∈K
√anN+i−1pnN+i(x) −
√
2
[X(x)]2,1
πν ′(x)
√
−h(x)
sin
( n∑
j=M+1
θ j(x) + η(x)
) = 0.
where ν and h are as in Theorem B, and θ j : K → (0, π) are some continuous functions satisfying
lim
j→∞
sup
x∈K
θ j(x) − arccos ( 12 trX(x)) = 0.
TheoremsB andC are consequences of Theorems 4 and 6. Their proofs are based on a proper truncation
and periodization of the recurrence coefficients. This method allows us to show the convergence by
applying the corresponding results for eventually periodic sequences.
Let us close the introduction by giving an example of new sequences covered by Theorems A, B and
C. For γ ∈ (0, 1), we set
an ≡ 1, bn = cos(n
γ)
log(n + 2) .
Then the hypotheses of our theorems are satisfied for N = 1 and any r > 1/(1 − γ). Nevertheless,
(bn : n ∈ N0) is neither of bounded variation nor belongs to any ℓp. Hence, the results of [12] and [13]
cannot be applied. In Section 7, we present more applications and special cases covered by this paper.
The structure of the paper is as follows: In Section 2, we develop the main tool, Theorem 1, which
allows us to construct in Section 3 uniform variant of iterated diagonalization, see Theorem 2. The
convergence of generalized N-shifted Turán determinants are proven in Section 4, see Theorem 3. In
Section 5, we describe the truncation method that seems to be of independent interest. In particular, we
show the formula for density of orthonormalizing measure, see Theorem 4. The next section is devoted
to prove asymptotic of the orthogonal polynomials, see Theorem 6. Finally, Section 7 contains some
applications.
1.1. Notation. ByN we denote the set of positive integers and N0 = N∪ {0}. For any compact set K , by
oK (1) we denote the class of functions fn : K → R such that limn→∞ fn(x) = 0 uniformly with respect to
x ∈ K . Moreover, by c we denote generic positive constants whose value may change from line to line.
2. Stolz class
In this section we define a proper class of slowly oscillating sequences which is motivated by [21].
For a sequence (xn : n ∈ N) of elements from a normed space X and j ∈ N0, we set
∆
0xn = xn
∆
j xn = ∆
j−1xn+1 − ∆j−1xn, for n ≥ 1.
We say that a bounded sequence (xn) belongs to Dr,s(X) for some r ∈ N and s ∈ {0, . . . , r − 1}, if for
each j ∈ {1, . . . , r − s}, ∑
n∈N
∆j xn rj+s < ∞.
Moreover, (xn) ∈ D0r,s(X), if (xn) ∈ Dr,s(X) and∑
n∈N
‖xn‖
r
s < ∞.
Let us observe that for s ∈ {0, 1, . . . , r − 2}
(2.1) ∆1 f ∈ D0r,s+1(X) provided f ∈ Dr,s(X).
Moreover,
(2.2) Dr,s(X) ⊂ Dr,0(X).
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Indeed, for j ∈ {1, . . . , r − s}, we have ∆j xn rj ≤ c∆j xn rs+ j .
If j ∈ {r − s + 1, . . . , r}, then ∆j xn rj ≤ c s+j−r∑
k=0
∆r−s xn+k rj
≤ c
s+j−r∑
k=0
∆r−s xn+k.
To simplify the notation, if X is the real line with an Euclidean norm we shortly write Dr,s = Dr,s(X).
Given a compact set K ⊂ C and a vector space R, by Dr,s(K, R) we denote the case when X is the space
of all continuous mappings from K to R equipped with a supremum norm.
The following lemma is well-known and its proof is straightforward.
Lemma 1. For any two sequences (xn) and (yn), we set zn = xnyn. Then for each j ∈ N,
∆
j zn =
j∑
k=0
(
j
k
)
∆
j−k xn · ∆k yn+j−k .
The following shows that Dr,s(X) is an algebra and D0r,s(X) is its ideal.
Corollary 1. Let r ∈ N and s ∈ {0, . . . , r − 1}.
(i) If (xn) ∈ Dr,s(X) and (yn) ∈ Dr,s(X) then (xnyn) ∈ Dr,s(X).
(ii) If (xn) ∈ Dr,0(X), and (yn) ∈ D0r,s(X) then (xnyn) ∈ D0r,s(X).
Proof. In view of Lemma 1, it is enough to estimate∑
n∈N
∆j−k xn · ∆k yn+j−k rs+ j
for any j ∈ {1, . . . , r − s} and k ∈ {0, . . . , j}. If k = 0, then∑
n∈N
∆j xn · yn+j rs+ j ≤ ( sup
n∈N
yn rs+ j ) ∑
n∈N
∆j xn rs+ j .
Similarly, for k = j we have∑
n∈N
xn · ∆j yn rs+ j ≤ ( sup
n∈N
xn rs+ j ) ∑
n∈N
∆j yn rs+ j .
Finally, if k ∈ {1, . . . , j − 1} then by Hölder’s inequality∑
n∈N
∆j−k xn · ∆k yn+j−k rs+ j ≤ ( ∑
n∈N
∆j−k xn rj−k ) j−ks+ j ( ∑
n∈N
∆k yn+j−k rs+k ) s+ks+ j .
Since Dr,s(X) ⊂ Dr,0(X), we conclude the proof of (i). The reasoning for (ii) is similar. 
The following result shows that Dr,s(K,R) is closed under the composition with smooth maps.
Lemma 2. Fix r ∈ N, s ∈ {0, . . . , r − 1} and a compact set K ⊂ R. Let ( fn : n ∈ N) ∈ Dr,s(K,R) be a
sequence of real functions on K with values in I ⊆ R and let F ∈ Cr−s(I,R). Then (F ◦ fn : n ∈ N) ∈
Dr,s(K,R).
Proof. We first show that for each k ∈ {1, . . . , r − s}, ∆k(F ◦ fn) is a finite linear combination of terms
of a form ∫ B1,n
A1,n
· · ·
∫ Bm,n
Am,n
F(m)(t1 + · · · + tm) dt1 · · · dtm
with 1 ≤ m ≤ k, where for each j ∈ {1, . . . , m}, Aj = (Aj,n : n ∈ N) and Bj = (Bj,n : n ∈ N) are
functions on K such that
Aj, Bj ∈ Dr,s(K,R), and Bj − Aj ∈ D0r,s j (K,R),
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with
m∑
j=1
sj = s + k .
The reasoning is by induction over k ∈ {1, . . . , r − s}. For k = 1, we have
∆
1(F ◦ fn)(x) = F
(
fn+1(x)
) − F ( fn(x)) = ∫ fn+1(x)
fn(x)
F ′(t) dt
where by (2.1)
( fn+1 − fn : n ∈ N) ∈ D0r,s+1(K,R).
Since
(2.3) ∆k+1(F ◦ fn) = ∆k(F ◦ fn+1) − ∆k(F ◦ fn),
by the inductive hypothesis, the right-hand side of (2.3) is a linear combination of terms having a form( ∫ B1,n+1
A1,n+1
· · ·
∫ Bm,n+1
Am,n+1
−
∫ B1,n
A1,n
· · ·
∫ Bm,n
Am,n
)
F(m)(t1 + · · · + tm) dt1 · · · dtm.
We write ∫ B1,n+1
A1,n+1
· · ·
∫ Bm,n+1
Am,n+1
−
∫ B1,n
A1,n
· · ·
∫ Bm,n
Am,n
=
m∑
j=1
∫ B1,n+1
A1,n+1
· · ·
∫ B j−1,n+1
A j−1,n+1
( ∫ B j,n+1
A j,n+1
−
∫ B j,n
A j,n
) ∫ B j+1,n
A j+1,n
· · ·
∫ Bm,n
Am,n
.
Notice that( ∫ Bn+1
An+1
−
∫ Bn
An
)
G(t) dt =
∫ Bn+1
An+1
∫ 0
An−An+1
G′(s + t) ds dt +
∫ Bn+1+An−An+1
Bn
G(t) dt.
Moreover, if (An : n ∈ N), (Bn : n ∈ N) ∈ Dr,s(K,R), and (Bn − An : n ∈ N) ∈ D0r,s′(K,R), then by (2.1)
and (2.2),
(An+1 − An : n ∈ N) ∈ D0r,s+1(K,R) ⊂ D0r,1(K,R),
and
(Bn+1 − An+1 − Bn + An : n ∈ N) ∈ D0r,s′+1(K,R).
Therefore,∫ B1,n+1
A1,n+1
· · ·
∫ B j−1,n+1
A j−1,n+1
( ∫ B j,n+1
A j,n+1
−
∫ B j,n
A j,n
) ∫ B j+1,n
A j+1,n
· · ·
∫ Bm,n
Am,n
F(m)(t1 + · · · + tm) dt1 · · · dtm
=
∫ B1,n+1
A1,n+1
· · ·
∫ B j,n+1
A j,n+1
∫ B j+1,n
A j+1,n
· · ·
∫ Bm,n
Am,n
∫ 0
A j,n−A j,n+1
F(m+1)(t1 + · · · + tm+1) dt1 · · · dtm+1
+
∫ B1,n+1
A1,n+1
· · ·
∫ B j−1,n+1
A j−1,n+1
∫ B j,n+1+A j,n−A j,n+1
B j,n
∫ B j+1,n
A j+1,n
· · ·
∫ Bm,n
Am,n
F(m)(t1 + · · · + tm) dt1 · · · dtm,
proving the claim.
Next, since F ∈ Cr−s(I,R), each term of a form∫ B1,n
A1,n
· · ·
∫ Bm,n
Am,n
F(m)(t1 + · · · + tm) dt1 · · · dtm,
for 1 ≤ m ≤ k ≤ r − s, is bounded by a constant multiple of
m∏
j=1
|Bj,n − Aj,n |.
Because (Bj,n − Aj,n : n ∈ N) ∈ D0r,s j (K,R) with
m∑
j=1
sj = s + k,
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by Hölder’s inequality, we obtain∑
n∈N
sup
K
 ∫ B1,n
A1,n
· · ·
∫ Bm,n
Am,n
F(m)(t1 + · · · + tm) dt1 · · · dtm
 rs+k
≤ c rs+k
∑
n∈N
m∏
j=1
sup
K
Bj,n − Aj,n  rs+k
≤ c rs+k
m∏
j=1
( ∑
n∈N
sup
K
Bj,n − Aj,n  rs j ) s js+k < ∞.
In view of the claim, we conclude that∑
n∈N
sup
K
∆k(F ◦ fn) rs+k < ∞,
for each 1 ≤ k ≤ r − s, thus (F ◦ fn) ∈ Dr,s(K,R). 
Corollary 2. Fix r ∈ N, s ∈ {0, . . . , r − 1} and a compact set K ⊂ R. If (xn : n ∈ N) ∈ Dr,s(K,C), and
inf
n∈N
inf
x∈K
|xn(x)| > 0,
then (x−1n : n ∈ N) ∈ Dr,s(K,C).
Our main tool will be the following theorem based on [21, Theorem 4].
Theorem 1. Fix two integers r > 2, s ∈ {0, . . . , r − 2} and a compact set K ⊂ R. Suppose that
(λn : n ∈ N) is a uniform Cauchy sequence belonging to Dr,s(K,C) and such that for all x ∈ K and
n ∈ N,
ℑλn(x) ≥ δ > 0.
Let (Xn : n ∈ N) ∈ Dr,s
(
K,GL(2,C)) be such that
(2.4) sup
x∈K
sup
n∈N
(‖Xn(x)‖ + ‖X−1n (x)‖) < ∞,
and
(2.5)
(
0 1
1 0
)
Xn
(
0 1
1 0
)
= Xn or Xn
(
0 1
1 0
)
= Xn.
Then there are sequences (γn : n ∈ N) ∈ Dr,s+1(K,C) and (Yn : n ∈ N) ∈ Dr,s+1
(
K,GL(2,C)) satisfying(
λn 0
0 λn
)
X−1n Xn−1 = Yn
(
γn 0
0 γn
)
Y−1n ,
where (γn : n ∈ N) is a uniform Cauchy sequence such that
(2.6) lim
n→∞ supx∈K
γn(x) − λn(x) = 0.
Moreover,
(2.7) lim
n→∞ supx∈K
Yn(x) − Id  = 0,
and (
0 1
1 0
)
Yn
(
0 1
1 0
)
= Yn.
Proof. Let
Dn =
(
λn 0
0 λn
)
.
We set
Wn = DnX
−1
n Xn−1 = Dn
(
Id−X−1n ∆Xn−1
)
.
By (2.4), we have
sup
K
Wn − Dn = sup
K
DnX−1n ∆Xn−1 ≤ c sup
K
∆Xn−1.
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Since (Xn) ∈ Dr,s
(
K,GL(2,C)) ,
lim
n→∞ supK
‖∆Xn‖ = 0,
thus
lim
n→∞ supK
Wn − Dn = 0.
By (2.5),
(2.8)
(
0 1
1 0
)
Wn
(
0 1
1 0
)
= Dn
(
0 1
1 0
)
X−1n Xn−1
(
0 1
1 0
)
= Wn.
In particular,
(2.9) trWn = trWn and detWn = detWn.
Consequently, Wn has eigenvalues γn and γn such that
lim
n→∞ supK
γn − λn = 0,
and hence (γn : n ∈ N) is a uniform Cauchy sequence satisfying (2.6). Setting
(2.10) Xn =
(
x
(n)
11
x
(n)
12
x
(n)
21
x
(n)
22
)
, and Wn =
(
w
(n)
11
w
(n)
12
w
(n)
21
w
(n)
22
)
,
we obtain
Wn =
1
det Xn
(
λn
(
x
(n−1)
11
x
(n)
22
− x(n−1)
21
x
(n)
12
)
λn
(
x
(n−1)
12
x
(n)
22
− x(n−1)
22
x
(n)
12
)
λn
(
x
(n−1)
21
x
(n)
11
− x(n−1)
11
x
(n)
21
)
λn
(
x
(n−1)
22
x
(n)
11
− x(n−1)
12
x
(n)
21
) ) .
By (2.4), (2.9) and Corollaries 1(i) and 2, we have(
1
det Xn
)
∈ Dr,s(K,R).
Therefore, by Corollary 1(i) we get
(Wn : n ∈ N) ∈ Dr,s
(
K,GL(2,C)) .
Next, we write
w
(n)
12
=
λn
det Xn
(
x
(n−1)
12
x
(n)
22
− x(n−1)
22
x
(n)
12
)
=
λn
det Xn
((
x
(n)
22
− x(n−1)
22
)
x
(n)
12
− (x(n)
12
− x(n−1)
12
)
x
(n)
22
)
,
thus, by (2.1), (2.2) and Corollary 1(ii),(
w
(n)
12
: n ∈ N), (w(n)
21
: n ∈ N) ∈ D0r,s+1(K,C).
By (2.9) and (2.10), we have
γn =
w
(n)
11
+ w
(n)
22
2
+
i
2
√(w(n)
11
− w(n)
22
)2
+ 4w
(n)
12
w
(n)
21
,
and since for all n sufficiently largew(n)
11
− w(n)
22
 ≥ 2ℑλn − w(n)11 − λn − w(n)22 − λn ≥ δ,
by Lemma 2, we have (γn) ∈ Dr,s(K,C). Next, using (2.8), we verify that if
Wn
(
1
vn
)
= γn
(
1
vn
)
, then Wn
(
vn
1
)
= γn
(
vn
1
)
.
Hence, the matrix Yn has a form
Yn =
(
1 vn
vn 1
)
provided that the equation
γn
(
1
vn
)
= Wn
(
1
vn
)
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has a solution. By (2.10), it is equivalent to the system{
γn = w
(n)
11
+ w
(n)
12
vn
γnvn = w
(n)
21
+ w
(n)
22
vn.
By inserting the first equation into the second, we arrive at the quadratic equation for vn, which has a
solution
vn =
w
(n)
22
− w(n)
11
+ i
√(w(n)
22
− w(n)
11
)2
+ 4w
(n)
12
w
(n)
21

2w
(n)
12
.
Next, by (2.8) we obtain w(n)
11
= w
(n)
22
. Thus, by direct computations, one gets
vn = −i
w
(n)
21
ℑ(w(n)
11
+ γn
) .
Since for all x ∈ K and n sufficiently large,
c ≥
ℑ(w(n)
11
(x) + γn(x)
)  ≥ δ,
thus by Corollaries 2 and 1(ii), we conclude that (Yn) belongs to Dr,s+1
(
K,GL(2,C)) . Because
lim
n→∞ supK
|vn | = 0,
we easily obtain (2.7). 
3. Iterated diagonalization
3.1. Uniform diagonalization. For a sequence of square matrices (Xn : n ∈ N) and n, m ∈ N we set
n∏
j=m
Xj =
{
XnXn−1 · · · Xm if n ≥ m,
Id otherwise.
Definition 1. Let X = (Xn : n ∈ N) be a sequence of continuous mappings defined on K , some compact
subset of R, with values inGL(2,R). Then (Xn) is uniformly diagonalizable on K , if there is M > 0 such
that for all n > m ≥ M ,
n∏
j=m
Xj = Qn
( n∏
j=m
D jC
−1
j Cj−1
)
Q−1m−1
where
(a) for every j ≥ M the mappings Q j,Q−1j−1, D j, D−1j ,Cj−1 and C−1j are continuous on K and such that for
some r ≥ 1,
(Cj : j ≥ M) ∈ D1,0
(
K,GL(2,C)), and (D j : j ≥ M) ∈ Dr,0 (K, diag(2,C));
(b) there are non-singular matrices C∞, Q∞, and D∞ such that
lim
n→∞ supK
‖Cn − C∞‖ = 0, lim
n→∞ supK
‖Qn − Q∞‖ = 0, and lim
n→∞ supK
‖Dn − D∞‖ = 0.
The following theorem provides a sufficient condition for uniform diagonalization.
Theorem 2. Let (Xn : n ∈ N) be a sequence of continuous mappings defined onRwith values inGL(2,R).
Let K be a compact subset of{
x ∈ R : lim
n→∞ discr
(
Xn(x)
)
exists and is negative
}
.
Suppose that (Xn : n ∈ N) ∈ Dr,0
(
K,GL(2,R)) , for some r ≥ 1. If the sequences(
tr Xn : n ∈ N
)
, and
(
det Xn : n ∈ N
)
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converge uniformly on K , then (Xn) is uniformly diagonalizable on K with the sequence of diagonal
matrices (D j : j ≥ M) such that
lim
n,m→∞
n∏
j=m
(
(det D j)−1(det Xj)
)
= 1,
uniformly on K . Moreover,
(3.1) lim
n→∞ supK
Dn − diag(λn, λn) = 0,
where
(3.2) λn(x) = tr Xn(x)
2
+
i
2
√
|discr Xn(x)|.
Proof. Since the sequence (discr Xn) is uniformly convergent on K , there are δ > 0 and M ≥ 1 such that
for all n ≥ M and x ∈ K ,
(3.3) discr
(
Xn(x)
) ≤ −δ.
Hence, for x ∈ K , the matrix Xn(x) has eigenvalues λn(x) and λn(x) satisfying (3.2). Since (Xn) ∈
Dr,0
(
K,GL(2,R)) , by (3.3) and Lemma 2 we obtain that (λn) ∈ Dr,0(K,C), and
ℑλn(x) = 1
2
√
|discr Xn(x)| ≥ 1
2
√
δ > 0.
We set
Cn,0 =
(
1 1
λn λn
)
, and Dn,0 =
(
λn 0
0 λn
)
.
Then both (Cn,0 : n ≥ M) and (Dn,0 : n ≥ M) belong to Dr,0
(
K,GL(2,C)) and
Xn = Cn,0Dn,0C
−1
n,0.
By Theorem 1, there are two sequence of matrices
(Cn,1 : n ≥ M) ∈ Dr,1
(
K,GL(2,C)) and (Dn,1 : n ≥ M) ∈ Dr,0 (K,GL(2,C)),
such that
Dn,0C
−1
n,0Cn−1,0 = Cn,1Dn,1C
−1
n,1,
and
Dn,1 =
(
γn,1 0
0 γn,1
)
.
Therefore, for M < m < n,
n∏
j=m
Xj =
(
Cn,0Dn,0C
−1
n,0
) · · · (Cm,0Dm,0C−1m,0)
= Cn,0
(
Dn,0C
−1
n,0Cn−1,0
) · · · (Dm,0C−1m,0Cm−1,0)C−1m−1,0
= Cn,0
(
Cn,1Dn,1C
−1
n,1
) · · · (Cm,1Dm,1C−1m,1)C−1m−1,0
= Cn,0Cn,1
(
Dn,1C
−1
n,1Cn−1,1
) · · · (Dm,1C−1m,1Cm−1,1) (Cm−1,0Cm−1,1)−1.
By repeated application of Theorem 1, for each k ∈ {2, . . . , r − 1}, we can find sequences
(Cn,k : n ≥ M) ∈ Dr,k
(
K,GL(2,C)), and (Dn,k : n ≥ M) ∈ Dr,0 (K,GL(2,C)),
such that
(3.4) Dn,k−1C−1n,k−1Cn−1,k−1 = Cn,kDn,kC
−1
n,k,
and
Dn,k =
(
γn,k 0
0 γn,k
)
.
Hence,
n∏
j=m
Xj = Qn
( n∏
j=m
D j,r−1C−1j,r−1Cj−1,r−1
)
Q−1m−1,
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where
Qn =
r−1∏
k=0
Cn,k
and for every k ∈ {1, 2, . . . , r − 1}
(3.5) lim
j→∞
sup
K
‖Cj,k − Id ‖ = 0.
Furthermore, by (3.4), we get
det(Dn,k ) = det(Dn,k−1)det
(
C−1n,k−1Cn−1,k−1
)
,
thus,
n∏
j=m
det(D j,r−1) =
n∏
j=m
(
|λj |2
r−1∏
k=0
det
(
C−1j,kCj−1,k
))
=
( n∏
j=m
det Xj
) ( r−1∏
k=0
det
(
C−1n,kCm−1,k
))
,(3.6)
which together with (3.5) completes the proof. 
Remark 1. Suppose that (Xn : n ≥ M) is a sequence of matrices such that
Xn = CDC
−1
where D is a diagonal matrix. For n > m > M , by applying the reasoning presented in the proof of
Theorem 2, we get
n∏
j=m
Xn = Qn
( n∏
j=m
D jC
−1
j Cj−1
)
Q−1m−1,
where Q j = C, D j = D, and Cj = Id.
In the next two proposition, we deduce some estimates satisfied by uniformly diagonalizable sequences.
Proposition 1. Suppose that the sequence (Xn : n ∈ N) is uniformly diagonalizable on some compact set
K , K ⊂ R. Then there is a constant c > 0 such that for all m, n ≥ M , uniformly on K ,
(3.7)
 n∏
j=m
D jC
−1
j Cj−1
 ≤ c n∏
j=m
‖D j ‖, and
( n∏
j=m
D jC
−1
j Cj−1
)−1 ≤ c n∏
j=m
‖D j ‖−1,
and
(3.8)
 n∏
j=m
D jC
−1
j Cj−1 −
n∏
j=m
D j
 ≤ c( n∏
j=m
‖D j ‖
)
·
n∑
j=m
sup
K
‖∆Cj−1‖.
Proof. Let us show the first inequality in (3.7). We have n∏
j=m
D jC
−1
j Cj−1
 ≤ ( n∏
j=m
‖D j ‖
)
·
( n∏
j=m
(
1 + ‖C−1j ‖ · ‖∆Cj−1‖
))
.
Since (C−1
j
: j ≥ M) is uniformly bounded and
∞∑
j=M
sup
K
‖∆Cj ‖ < ∞,
we easily get
(3.9)
 n∏
j=m
D j,r−1C−1j Cj−1
 ≤ c n∏
j=m
‖D j ‖,
for some c > 0. Similarly we prove the second inequality in (3.7).
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Next, we write n∏
j=m
(
D jC
−1
j Cj−1
) − n∏
j=m
D j
 ≤ n∑
k=m
( n∏
j=k
D j
) (
C−1k ∆Ck−1
) ( k−1∏
j=m
(
D jC
−1
j Cj−1
) ),
which, by (3.9), is bounded by a constant multiply of
n∑
k=m
{( n∏
j=k
‖D j ‖
)
· ‖∆Ck−1‖ ·
( k−1∏
j=m
‖D j ‖
)}
=
( n∏
j=m
‖D j ‖
) n∑
k=m
‖∆Ck−1‖,
proving (3.8). 
Proposition 2. Suppose that the sequence (Xn : n ∈ N) is uniformly diagonalizable on some compact set
K , K ⊂ R. Then there is a constant c > 0 such that for all n, m ≥ M , uniformly on K , n+1∏
j=m+1
Xj −
n∏
j=m
Xj

≤ c
( n∏
j=m+1
‖D j ‖
)
·
(
‖Qn+1 − Qn‖ + ‖Q−1m − Q−1m−1‖ + ‖Dn+1 − Dm‖ +
n∑
j=m−1
sup
K
‖∆Cj ‖
)
.
Proof. Let us observe that
(3.10)
n+1∏
j=m+1
Xj −
n∏
j=m
Xj = (Qn+1 − Qn)
( n+1∏
j=m+1
D jC
−1
j Cj−1
)
Q−1m
+Qn
( n+1∏
j=m+1
D jC
−1
j Cj−1 −
n∏
j=m
D jC
−1
j Cj−1
)
Q−1m
+Qn
( n∏
j=m
D jC
−1
j Cj−1
)
(Q−1m − Q−1m−1).
In view of (3.7), the first and the third term on the right-hand side of (3.10) are bounded by a constant
multiple of
(3.11) ‖Qn+1 − Qn‖
( n+1∏
j=m+1
‖D j ‖
)
‖Q−1m ‖,
and
(3.12) ‖Qn‖
( n∏
j=m
‖D j ‖
)
‖Q−1m − Q−1m−1‖,
respectively. To bound the second term in (3.10), let us observe that
(3.13)
n+1∏
j=m+1
D jC
−1
j Cj−1 −
n∏
j=m
D jC
−1
j Cj−1 =
( n+1∏
j=m+1
D jC
−1
j Cj−1 −
n+1∏
j=m+1
D j
)
−
( n∏
j=m
D jC
−1
j Cj−1 −
n∏
j=m
D j
)
+
( n+1∏
j=m+1
D j −
n∏
j=m
D j
)
.
Hence, by (3.8), the left-hand side of (3.13) is bounded by a constant multiple of
(3.14)
( n+1∏
j=m+1
‖D j ‖ +
n∏
j=m
‖D j ‖
) n∑
j=m−1
sup
K
‖∆Cj ‖ + ‖Dn+1 − Dm‖
n∏
j=m+1
‖D j ‖.
Since the sequences (Qn : n ≥ M), (Q−1n : n ≥ M), and (Dn : n ≥ M) are uniformly bounded on K ,
putting together (3.11), (3.12), and (3.14) we conclude the proof. 
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4. Generalized shifted Turán determinants
Let N be a positive integer. The generalized N-shifted Turán determinants are defined by the formula
Sn(α, x) = an+N−1
(
unun+N−1 − un−1un+N
)
where (un : n ∈ N0) is a generalized eigenvector associated with x ∈ R and α = (u0, u1) ∈ R2 \ {0}. Let
us denote by S1 the unit sphere in R2. Observe that
(4.1)
(
un
un+1
)
= Bn(x)
(
un−1
un
)
where
Bn(x) =
(
0 1
− an−1
an
x−bn
an
)
.
Thus
Sn(α, x) = an+N−1
〈
E Xn(x)
(
un−1
un
)
,
(
un−1
un
) 〉
with
(4.2) Xn(x) =
n+N−1∏
j=n
Bj(x), and E =
(
0 −1
1 0
)
.
Recall that for any X ∈ GL(2,R), we have
(4.3) X−1 = − 1
det X
E X tE .
The following proposition is the main algebraic part of the proof of the next theorem.
Proposition 3. For each k ≥ 1 and any generalized eigenvector (un : n ∈ N0) associated with x ∈ R and
α ∈ R2 \ {0},Sn+kN − Sn
an+(k+1)N−1(u2n+kN−1 + u2n+kN )
≤
( k−1∏
j=1
Xn+jN
)−1 ·  k∏
j=1
Xn+jN − an+N−1
an−1
an+kN−1
an+(k+1)N−1
k−1∏
j=0
Xn+jN
 .
Proof. Using (4.1) and (4.2), we can write
Sn = an+N−1
〈
E Xn
( k−1∏
j=0
Xn+jN
)−1 (
un+kN−1
un+kN
)
,
( k−1∏
j=0
Xn+jN
)−1 (
un+kN−1
un+kN
) 〉
= an+N−1
〈(( k−1∏
j=0
Xn+jN
)−1) t
E Xn
( k−1∏
j=0
Xn+jN
)−1 (
un+kN−1
un+kN
)
,
(
un+kN−1
un+kN
) 〉
.
Therefore, by (4.3),
Sn = an+N−1
an+kN−1
an−1
〈
E
( k−1∏
j=0
Xn+jN
) ( k−1∏
j=1
Xn+jN
)−1 (
un+kN−1
un+kN
)
,
(
un+kN−1
un+kN
) 〉
.
Hence,
Sn+kN − Sn = an+(k+1)N−1
〈
EYn
( k−1∏
j=1
Xn+jN
)−1 (
un+kN−1
un+kN
)
,
(
un+kN−1
un+kN
) 〉
where
Yn =
( k∏
j=1
Xn+jN
)
− an+N−1
an−1
an+kN−1
an+(k+1)N−1
( k−1∏
j=0
Xn+jN
)
.
Now, by Cauchy–Schwarz inequality, we easily conclude the proof. 
The following theorem is the main result in this section.
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Theorem 3. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Let K be a compact subset of
Λ =
{
x ∈ R : lim
k→∞
discr
(
XkN+i(x)
)
exists and is negative
}
.
If
(4.4) lim
k→∞
a(k+1)N+i−1
akN+i−1
= 1,
and
(4.5) (XkN+i : k ∈ N) ∈ Dr,0
(
K,GL(2,R)),
then (SkN+i : k ∈ N) converges uniformly on S1 × K .
Proof. To simplify the notation, for k ∈ N we set
S
(i)
k
= SkN+i, X
(i)
k
= XkN+i,
and
u
(i)
k
= ukN+i, a
(i)
k
= akN+i .
Since
(
discr
(
X
(i)
n
)
: n ∈ N) is a sequence of polynomials with degrees ≤ 2N , and K is a compact subset
of Λ, there is δ > 0 such that for all x ∈ K and n ∈ N, we have 2
det
(
sym
(
E X
(i)
n
) )
= −1
4
discr(X (i)n ) ≥ δ > 0.
By (4.5) the sequence (X (i)n : n ≥ 1) is uniformly bounded on K . Therefore, there are c > 0 and M ≥ 1
such that for all n ≥ M and x ∈ K ,
(4.6)
S(i)n (α, x) ≥ ca(i−1)n+1 ( (u(i−1)n+1 (x))2 + (u(i)n+1(x))2) .
Our aim is to show that for every ǫ > 0 there is M ≥ 1 such that for all n > m ≥ M ,
(4.7) sup
x∈K
sup
α∈S1
S(i)m (α, x)
S
(i)
n (α, x)
− 1
 < ǫ.
By Proposition 3, for all n > m ≥ 1,S(i)n (α, x) − S(i)m (α, x) ≤ a(i−1)n+1 · fn,m(x) · ((u(i−1)n+1 )2 + (u(i)n+1)2)
where
fn,m(x) =
( n−1∏
j=m+1
X
(i)
j
(x)
)−1 ·  n∏
j=m+1
X
(i)
j
(x) − a
(i−1)
m+1
a
(i−1)
m
a
(i−1)
n
a
(i−1)
n+1
n−1∏
j=m
X
(i)
j
(x)
.
Hence, by (4.6), there is a constant c > 0 such that for every x ∈ K and α ∈ S1,S(i)n (α, x) − S(i)m (α, x) ≤ c fn,m(x)S(i)n (α, x).
We have
fn,m(x) ≤
( n−1∏
j=m+1
X
(i)
j
(x)
)−1 · ( n∏
j=m+1
X
(i)
j
(x) −
n−1∏
j=m
X
(i)
j
(x)
 + a(i−1)m+1
a
(i−1)
m
a
(i−1)
n
a
(i−1)
n+1
− 1
 ·  n−1∏
j=m
X
(i)
j
(x)
) .
By Theorem 2, the sequence (X (i)
k
: k ∈ N) is uniformly diagonalizable. Hence, by Proposition 2, there
is c > 0 such that for all x ∈ K ,
fn,m(x) ≤ c
( n−1∏
j=m+1
‖D j ‖−1
)
·
(
ǫ
n−1∏
j=m+1
‖D j ‖ +
a(i−1)m+1
a
(i−1)
m
a
(i−1)
n
a
(i−1)
n+1
− 1
 · n−1∏
j=m
‖D j ‖
)
for all n > m ≥ M , provided that M is large enough. Therefore,
sup
x∈K
fn,m(x) ≤ c
(
ǫ +
a(i−1)m+1
a
(i−1)
m
a
(i−1)
n
a
(i−1)
n+1
− 1
 · sup
x∈K
‖Dm‖
)
2We set sym(X) = 1
2
X + 1
2
X t , where X t is the transpose of X .
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which, together with (4.4), implies (4.7).
Next, by the mean value theorem we have log S(i)n  − log S(i)m  ≤ S(i)n  − S(i)m  sup
0≤t≤1
1S(i)n  + t (S(i)n  − S(i)m )
≤ 1
1 − ǫ
S(i)m
S
(i)
n
− 1
,
thus, by (4.7), the sequence
(
log
S(i)n  : n ≥ M ) is a uniform Cauchy sequence of functions continuous
on K . Hence, it converges to a continuous function on K . Since
(S(i)n  : n ≥ M ) is uniformly bounded on
K , by (4.7),
(
S
(i)
n : n ≥ M
)
is a Cauchy sequence, and the theorem follows. 
The following corollary follows from Theorem 3 and the proof of [24, Theorem 7].
Corollary 3. Let the hypotheses of Theorem 3 be satisfied. Then there is a constant c > 1 such that for
every generalized eigenvector (un : n ∈ N0) associated with x ∈ K , and all n ≥ 1,
c−1
(
u20 + u
2
1
) ≤ anN+i−1 (u2nN+i−1 + u2nN+i ) ≤ c (u20 + u21) .
5. Approximation procedure
In this section we describe a method that allows us to prove a formula for the density of the measure
µ. It is a further development of [25], see also [6].
Let (pn : n ∈ N0) be a sequence of polynomials satisfying the following recurrence relation
p0(x) = 1, p1(x) = x − b0
a0
,
anpn+1(x) + bnpn(x) + an−1pn−1(x) = xpn(x), n ≥ 1.
By µ we denote a probability measure on R such that the polynomials (pn : n ∈ N0) are orthonormal in
L2(R, µ). Let
(5.1) Dn(x) = pn(x)pn+N−1(x) − pn−1(x)pn+N (x)
that is
(5.2) Dn(x) = a−1n+N−1Sn
((
1,
x − b0
a0
)
, x
)
=
〈
E Xn(x)
(
pn−1(x)
pn(x)
)
,
(
pn−1(x)
pn(x)
) 〉
where Xn and E are defined in (4.2). Given L ∈ N, we consider the truncated sequences (aLn : n ∈ N0)
and (bLn : n ∈ N0) defined by
(5.3a) aLn =
{
an if 0 ≤ n < L + N,
aL+i if L + N ≤ n, and n − L ≡ i mod N,
and
(5.3b) bLn =
{
bn if 0 ≤ n < L + N,
bL+i if L + N ≤ n, and n − L ≡ i mod N,
where i ∈ {0, 1, . . . , N − 1}. Let (DLn : n ∈ N0) be the sequence (5.1) associated to the polynomials
(pLn : n ≥ 0) corresponding to the sequences aL and bL . Then by (5.2)
D
L
n (x) =
〈
E XLn (x)
(
pL
n−1(x)
pLn (x)
)
,
(
pL
n−1(x)
pLn (x)
) 〉
,
where
XLn (x) =
n+N−1∏
j=n
©­«
0 1
− a
L
j−1
aL
j
x−bL
j
aL
j
ª®¬ .
Let µL be the measure orthonormalizing the polynomials (pLn : n ∈ N0).
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Proposition 4. Let (L j : j ∈ N) be an increasing sequence of positive integers. Let Λ be a non-empty
open subset of
∞⋃
J=1
∞⋂
j=J
{
x ∈ R : µ′L j (x) > 0
}
.
Suppose that there is a positive function f : Λ→ R such that for every compact subset K ⊂ Λ,
(5.4) lim
j→∞
sup
x∈K
µ′L j (x) − f (x) = 0.
Let ν be any weak accumulation point of the sequence (µL j : j ∈ N). Then ν is a probability measure
such that (pn : n ∈ N0) are orthonormal in L2(R, ν), and
ν(dx) = f (x) dx, x ∈ Λ.
If the moment problem for (pn : n ∈ N0) is determinate then the measure ν is unique.
Proof. Let us observe that, by (5.3a) and (5.3b), for each n ∈ N0 there is J ≥ 1 such that for all j ≥ J,
(5.5) p
L j
n (x) = pn(x).
In particular, each subsequence of measures (µL j : j ∈ N0) has nth moment eventually constant. Let
(µL jm : m ∈ N0) be a subsequence weakly converging to a measure ν. By [5, Theorem, p. 540], ν is a
probability measure having all moments. Moreover, for all k ∈ N0,
lim
m→∞
∫
R
xk µL jm (dx) =
∫
R
xkν(dx)
which together with (5.5), proves that the polynomials (pn : n ∈ N0) are orthonormal in L2(R, ν).
Let g be a continuous function with a support contained in K ⊂ Λ. Then there is M ≥ 1 such that for
all m ≥ M , the measure µL jm is absolutely continuous on K . Hence, ∫
R
g(x)µL jm (dx) −
∫
R
g(x) f (x) dx
 ≤ ∫
R
|g(x)|
µ′L jm (x) − f (x) dx
≤ |K | · sup
x∈K
|g(x)| · sup
x∈K
µ′L jm (x) − f (x)
which, by (5.4), implies that
lim
m→∞
∫
R
g(x)µL jm (dx) =
∫
R
g(x) f (x) dx.
This completes the proof. 
Proposition 5. For every L ∈ N and x ∈ R,DL(x) −DLL+N (x) ≤ ‖XL(x)‖ aL+N−1aL−1 − 1
 · (p2L+N−1(x) + p2L+N (x)) .
Proof. By (5.2), we can write
DL(x) =
〈
E XL(x)
(
pL−1(x)
pL(x)
)
,
(
pL−1(x)
pL(x)
) 〉
=
〈
E
(
pL+N−1(x)
pL+N (x)
)
, X−1L (x)
(
pL+N−1(x)
pL+N (x)
) 〉
=
〈(
X−1L (x)
) t
E
(
pL+N−1(x)
pL+N (x)
)
,
(
pL+N−1(x)
pL+N (x)
) 〉
,
which, by (4.3) equals to
aL+N−1
aL−1
〈
E XL(x)
(
pL+N−1(x)
pL+N (x)
)
,
(
pL+N−1(x)
pL+N (x)
) 〉
.
In view of (5.3a) and (5.3b), we have
(5.6) DL(x) −DLL+N (x) =
〈
E
(
aL+N−1
aL−1
XL(x) − XLL+N (x)
) (
pL+N−1(x)
pL+N (x)
)
,
(
pL+N−1(x)
pL+N (x)
) 〉
.
Moreover, since
Id−B−1L (x)
(
0 1
− aL+N−1
aL
x−bL
aL
)
=
(
1 − aL+N−1
aL−1 0
0 0
)
,
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we obtain
XL(x) − XLL+N (x) = XL(x)
(
Id−B−1L (x)
(
0 1
− aL+N−1
aL
x−bL
aL
) )
= XL(x)
(
1 − aL+N−1
aL−1 0
0 0
)
.
Hence,
aL+N−1
aL−1
XL(x) − XLL+N (x) = XL(x)
(
0 0
0
aL+N−1
aL−1 − 1
)
,
which together with (5.6) concludes the proof. 
Corollary 4. For all x ∈ R and L ∈ N,XL(x) − XLL+N (x) ≤ ‖XL(x)‖ · aL+N−1aL−1 − 1
.
The next theorem is the main result in this section.
Theorem 4. Let N and r be positive integers. Let (L j : j ∈ N) be an increasing sequence of positive
integers. Let K be a compact subset of
Λ =
{
x ∈ R : lim
j→∞
discr
(
XL j (x)
)
exists and is negative
}
.
Assume that
(5.7) lim
j→∞
aL j+N−1
aL j−1
= 1.
Suppose that there is a positive function g : K → R such that
(5.8) lim
j→∞
sup
x∈K
aL j+N−1DL j (x) − g(x) = 0,
and
(5.9) sup
j∈N
sup
x∈K
‖XL j (x)‖ < ∞.
Let ν be any weak accumulation point of the sequence (µL j : j ∈ N). Then ν is a probability measure
such that (pn : n ∈ N0) are orthogonal in L2(R, ν), which is absolutely continuous on K with the density
ν ′(x) =
√
−h(x)
2πg(x) , x ∈ K
where
(5.10) h(x) = lim
j→∞
discr
(
XL j (x)
)
, x ∈ K .
Proof. For a positive integer L such that L ∈ {L j : j ∈ N}, we set
ΛL =
{
x ∈ R : discr (XLL+N (x)) < 0},
and
SLn (x) = aLn+N−1DLn (x), n ≥ 1.
In view of [22, Theorem 3], (see also [6, Theorem 6]), for each x ∈ ΛL ,
lim
k→∞
SLL+kN (x) exists
and defines a positive continuous function gL : ΛL → R. Moreover, the measure µL is absolutely
continuous on ΛL with the density
(5.11) µ′L(x) =
√
− discr (XL
L+N
(x))
2πgL(x) .
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By Proposition 3, we haveSLn+N (x) − SLn (x)
≤ aLn+N−1
( (
pLn+N−1(x)
)2
+
(
pLn+N−1(x)
)2)aLn+2N−1aL
n+N−1
XLn+N (x) −
aL
n+N−1
aL
n−1
XLn (x)
.
Hence, by (5.3a) and (5.3b), we conclude that SL
n+N
(x) = SLn (x) for all n ≥ L + 1. Thus, for all x ∈ ΛL,
(5.12) gL(x) =
SLL+N (x).
Next, let us observe that there is c > 0 such that for all A, B ∈ Mat(2,R),
| discr A − discr B | ≤ c(‖A‖ + ‖B‖)‖A− B‖.
Therefore, by Corollary 4, we obtain
(5.13)
discr (XLL+N (x)) − discr (XL(x))  ≤ c ‖XL(x)‖2 aL+N−1aL−1 − 1
.
Let us fix a compact subset K ⊂ Λ. Since discr (XL(x)) is a polynomial of degree at most 2N , the
convergence in (5.10) is uniform on K . Thus, by (5.7), (5.9), and (5.13) we get
(5.14) lim
j→∞
sup
x∈K
 discr (XL jL j+N (x)) − h(x) = 0.
In particular, K ⊂ ΛL for all L sufficiently large. Now, setting
Sn(x) = an+N−1Dn(x),
by Proposition 5, we getSLL+N (x) − SL(x) = aL+N−1DLL+N (x) −DL(x)
≤ aL+N−1
(
p2L+N−1(x) + p2L+N (x)
) ‖XL(x)‖ aL+N−1aL−1 − 1
 .
Since K is a compact subset of Λ, there is L ′ such that for all L ≥ L ′ and x ∈ K we have
det
(
sym
(
E XL(x)
) )
= −1
4
discr
(
XL(x)
)
> 0,
which together with (5.9) implies that there are c > 0 and L ′ ≥ 1 such that for all L ≥ L ′ and x ∈ K ,
|SL(x)| ≥ c−1aL+N−1
(
p2L+N−1(x) + p2L+N (x)
)
.
Hence, SLL+N (x) − SL(x) ≤ c |SL(x)| · ‖XL(x)‖ aL+N−1aL−1 − 1
 ,
which, by (5.7), (5.8) and (5.12), gives
(5.15) lim
j→∞
sup
x∈K
gL j (x) − g(x) = 0.
Finally, by (5.11), (5.14), and (5.15) we obtain
lim
j→∞
sup
x∈K
µ′L j (x) − √−h(x)2πg(x)  = 0,
and the theorem follows by Proposition 4. 
Corollary 5. Let the hypotheses of Theorem 3 be satisfied. Then there is a positive function g : K → R,
such that
(5.16) lim
n→∞
n≡i mod N
sup
x∈K
an+N−1Dn(x) − g(x) = 0.
Moreover, there is a probability measure ν such that (pn : n ∈ N0) are orthonormal in L2(R, ν), which is
absolutely continuous on K with the density
(5.17) ν ′(x) =
√
−h(x)
2πg(x) , x ∈ K,
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where
h(x) = lim
n→∞
n≡i mod N
discr
(
Xn(x)
)
, x ∈ K .
Furthermore,
lim
k→∞
sup
x∈K
|ν ′(x) − µ′kN+i(x)| = 0,
where µL is the sequence orthonormalizing the sequence (pLn : n ∈ N0). If the moment problem for
(pn : n ∈ N0) is determinate, then the measure ν is unique.
Proof. For j ≥ 1 set L j = jN + i. In view of (5.1) and (5.2), Theorem 3 gives (5.16).
Since (XnN+i : n ∈ N) belongs toDr,0(K,GL(2,R)) it is uniformly bounded. Hence, Theorem 4 gives
(5.17). The assertion of uniqueness of ν follows from Proposition 4. The proof is complete. 
6. The exact asymptotic of orthogonal polynomials
Let N be a positive integer and i ∈ {0, 1, . . . , N − 1}. In this section we prove an asymptotic formula
for orthonormal polynomials (pkN+i : k ∈ N0) under the condition that (XkN+i : k ∈ N0) belongs to the
Stolz class Dr,0
(
K,GL(2,R)) for some compact set K . The following theorem is a generalization of [6,
Theorem 4].
Theorem 5. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Let K be a compact subset of
Λ =
{
x ∈ R : lim
k→∞
discr
(
XkN+i(x)
)
exists and is negative
}
.
If
lim
k→∞
a(k+1)N+i−1
akN+i−1
= 1,
and
(XkN+i : k ∈ N) ∈ Dr,0
(
K,GL(2,R)),
then there are continuous functions tj : K → C and ϕ : K → C such that
inf
j∈N
inf
x∈K
|tj(x)| > 0
and
lim
k→∞
sup
x∈K
(p(k+1)N+i(x) − λkN+i(x)pkN+i(x)) k∏
j=1
1
tj(x) − ϕ(x)
 = 0.
Moreover,
(6.1) lim
j→∞
sup
K
tj − λjN+i  = 0
where λn is defined in (3.2).
Proof. ByTheorem2, the sequence (XkN+i : k ∈ N0) is uniformly diagonalizable onK . Let (Dk : k ≥ M)
be the corresponding sequence of diagonal matrices where
Dk =
(
γk 0
0 γk
)
.
We define
tk =
{
1 if k ≤ M,
γk otherwise.
Then (6.1) easily follows from (3.1). Let us notice that there is δ > 0, such that for all j ≥ 1 and x ∈ K ,
|tj(x)| ≥ δ. For x ∈ K , we set
φk(x) =
p(k+1)N+i(x) − λkN+ipkN+i∏k
j=M+1 tj(x)
.
Given ǫ > 0, we select L > M such that
(6.2)
∞∑
k=L−1
sup
x∈K
∆Ck(x) < ǫ,
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and
(6.3) sup
k≥L−1
sup
x∈K
Q∞(x) − Qk(x) < ǫ.
First, we replace the polynomials (pkN+i : k ≥ L) by the sequence of functions (qk : k ≥ L), where
(6.4) qk(x) =
〈
Q∞
( k−1∏
j=L
D j
)
Q−1L−1
(
pLN+i−1
pLN+i
)
,
(
0
1
) 〉
.
For x ∈ K we set
ψk(x) = qk+1(x) − λkN+i(x)qk(x)∏k
j=M+1 tj(x)
.
We claim the following holds true.
Claim 1. There is c > 0 such that for all k ≥ L,
sup
x∈K
pkN+i(x) − qk(x)∏k−1
j=M+1 |tj(x)|
≤ cǫ.
For the proof, let us observe that the recurrence relation implies that for every j ≥ 1,(
p(j+1)N+i−1
p(j+1)N+i
)
= XjN+i
(
pjN+i−1
pjN+i
)
,
thus, for k > L,
pkN+i =
〈
Qk−1
( k−1∏
j=L
D jC
−1
j Cj−1
)
Q−1L−1
(
pLN+i−1
pLN+i
)
,
(
0
1
) 〉
.
Therefore,
(6.5) pkN+i − qk =
〈
Yk
(
pLN+i−1
pLN+i
)
,
(
0
1
) 〉
where
Yk = Qk−1
( k−1∏
j=L
D jCjC
−1
j−1 −
k−1∏
j=L
D j
)
Q−1L−1 + (Qk−1 − Q∞)
( k−1∏
j=L
D j
)
Q−1L−1.
By (3.8), we have
‖Yk ‖ ≤ c
( k−1∏
j=L
‖D j ‖
) ( ∞∑
j=L−1
sup
K
‖∆Cj ‖ + ‖Qk−1 − Q∞‖
)
.
Since ‖D j ‖ = |tj | for j ≥ M , by (6.2) and (6.3), we conclude that
‖Yk ‖ ≤ c′ǫ
k−1∏
j=L
|tj |.
Hence, by (6.5) we get
|pkN+i − qk |∏k−1
j=M+1 |tj |
≤ cǫ
√
p2
LN+i−1 + p
2
LN+i∏L−1
j=M+1 |tj |
.
The task now is to show
Claim 2.
(6.6) sup
x∈K
√
p2
LN+i−1(x) + p2LN+i(x)∏L−1
j=M+1 |tj(x)|
≤ c.
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By the recurrence relation we have(
pLN+i−1
pLN+i
)
=
( L−1∏
j=M+1
XjN+i
) (
p(M+1)N+i−1
p(M+1)N+i
)
= QL−1
( L−1∏
j=M+1
D jC
−1
j Cj−1
)
Q−1M
(
p(M+1)N+i−1
p(M+1)N+i
)
.
Hence, by (3.7), √
p2
LN+i−1 + p
2
LN+i
≤ c
( L−1∏
j=M+1
|tj |
)√
p2(M+1)N+i−1 + p
2
(M+1)N+i,
and so,
(6.7)
√
p2
LN+i−1 + p
2
LN+i∏L−1
j=M+1 |tj |
≤ c′
√
p2(M+1)N+i−1 + p
2
(M+1)N+i .
Since the right-hand side of (6.7) is a continuous function on K , it is uniformly bounded. This proves
(6.6) and Claim 1 follows.
As a consequence of Claim 1, for k > L > M we easily getφk − ψk  ≤ cǫ (1 + δ−1 |λkN+i |) .
Since (λkN+i : k ∈ N0) converges to a continuous function on K , for any n ≥ m > L > M we obtainφn − φm ≤ cǫ + ψn − ψm.
Therefore, our task is reduced to showing that the sequence (ψk : k ≥ L) converges uniformly on K . To
do so, using (6.4) we write
qk+1 − λkN+iqk =
〈
Q∞
(
Dk − λkN+i Id
) ( k−1∏
j=L
D j
)
Q−1L−1
(
pLN+i−1
pLN+i
)
,
(
0
1
) 〉
.
Observe that
1∏k
j=L tj
(
Dk − λkN+i Id
) ( k−1∏
j=L
D j
)
=
(
γk−λkN+i
γk
0
0
γk−λkN+i
γk
∏k−1
j=L
γk
γk
)
.
Since the sequence (λkN+i : k ∈ N0) converges uniformly on K , and
lim
k→∞
sup
x∈K
γk(x) − λkN+i(x) = 0,
we arrive at the conclusion that the sequence (ψk : k ≥ L) converges uniformly on K . This completes
the proof of the theorem. 
Our aim is to deduce from Theorem 5 the asymptotic behavior of the polynomials (pkN+i : k ∈ N0).
Proposition 6. Fix i ∈ {0, 1, . . . , N − 1} and let K be a compact subset of
Λ =
{
x ∈ R : lim
n→∞ discr
(
XnN+i(x)
)
exists and is negative
}
.
Suppose that there are continuous functions tj : K → C, and ϕ : K → C, such that
inf
j∈N
inf
x∈K
|tj(x)| > 0,
and
lim
n→∞ supx∈K
 p(n+1)N+i(x) − λnN+i(x)pnN+i(x)∏n
j=1 tj(x)
− ϕ(x)
 = 0.
Then
lim
n→∞ supx∈K
12√− discr (XnN+i(x)) pnN+i(x)∏nj=1 |tj(x)| − |ϕ(x)| sin ( n∑j=1 arg tj(x) + arg ϕ(x)
) = 0.
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Proof. We have
lim
n→∞ supx∈K
 p(n+1)N+i(x) − λnN+i(x)pnN+i(x)∏n
j=1 |tj(x)|
− ϕ(x)
n∏
j=1
tj(x)
|tj(x)|
 = 0.
Since polynomials pn are having real coefficients, by taking imaginary part we arrive at
lim
n→∞ supx∈K
ℑ(λnN+i(x)) pnN+i(x)∏n
j=1 |tj(x)|
− |ϕ(x)| sin
( n∑
j=1
arg tj(x) + arg ϕ(x)
) = 0.
Finally,
ℑ(λnN+i) = 1
2
√
− discr (XnN+i ),
and the conclusion follows. 
Our next task is to compute |ϕ(x)|. To do this, once again, we use the truncated sequences defined in
(5.3a) and (5.3b).
Theorem 6. Let N and r be positive integers and i ∈ {0, 1, . . . , N − 1}. Let K be a compact subset of
Λ =
{
x ∈ R : lim
n→∞ discr
(
XnN+i(x)
)
exists and is negative
}
.
Assume that
(6.8) lim
n→∞
a(n+1)N+i−1
anN+i−1
= 1,
and
(XnN+i : n ∈ N) ∈ Dr,0
(
K,GL(2,R)) .
Suppose that X : K → GL(2,R) is the limit of (XnN+i : n ∈ N). Then
lim
n→∞ supx∈K
√a(n+1)N+i−1√− discr XnN+i(x)pnN+i(x)(6.9)
− 4
√
− discrX(x)
√
2|X21(x)|
πν ′(x) sin
( n∑
j=1
arg tj(x) + ϕ(x)
) = 0
where ν is the measure defined in Theorem 4.
Proof. Since K ⊂ Λ, and discr XkN+i is a polynomial of degree at most 2N , there are δ > 0 and M ≥ 1
such that for all x ∈ K and n ≥ M ,
discr XnN+i(x) ≤ −δ.
Given L = kN + i, we set
ΛL =
{
x ∈ R : discr (XLL+N (x)) < 0}.
In view of (5.3a) and (5.3b), we have
XLjN+i =
{
XjN+i if 0 ≤ j ≤ k,
XL
L+N
if k < j.
Moreover, there is L0 ≥ M such that K ⊂ ΛL for all L ≥ L0. Thus, for all L > L0, j ≥ M , and x ∈ K ,
discr
(
XLjN+i(x)
)
< 0.
In particular, by Theorem 2, the sequence
(
XL
mN+i
: m ≥ M ) is uniformly diagonalizable with
DLm =
(
γLm 0
0 γLm
)
.
We set
tLm(x) =
{
1 if 0 ≤ m ≤ M,
γLm(x) if M < m,
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and
φmN+i(x) =
p(m+1)N+i(x) − λmN+i(x)pmN+i(x)∏m
j=M+1 tj(x)
,
φLmN+i(x) =
pL(m+1)N+i(x) − λLmN+i(x)pLmN+i(x)∏m
j=M+1 t
L
j
(x) .
We next show the following claim.
Claim 3. For all m ≥ k + 1, we have φL
mN+i
= φL
L+N
.
For the proof, let us first observe that
XLmN+i = X
L
L+N for all m ≥ k + 1.
Hence, by Remark 1, for m ≥ k + 1,
pLmN+i =
〈(
XLL+N
)m−k−1 (pLL+N−1
pL
L+N
)
,
(
0
1
)〉
=
〈
CL
(
DL
)m−k−1 (
CL
)−1 (pLL+N−1
pL
L+N
)
,
(
0
1
)〉
where
XLL+N = C
LDL
(
CL
)−1
, and DL =
(
λL
0 λL
)
.
Therefore, for m ≥ k + 1,
φLmN+i =
pL(m+1)N+i − λLpLmN+i∏m
j=M+1 t
L
j
=
1∏m
j=M+1 t
L
j
〈
CL
(
DL − λL Id ) (DL )m−k−1 (CL )−1 (pLL+N−1
pL
L+N
)
,
(
0
1
)〉
.
Since
1(
λL
)m−k−1 (DL − λL Id ) (DL )m−k−1 = (λL − λL 00 0)
(
1 0
0
(
λL
λL
)m−k−1) = DL − λL Id,
we obtain
φLmN+i =
1∏k+1
j=M+1 t
L
j
〈
CL
(
DL − λL Id ) (CL )−1 (pLL+N−1
pL
L+N
)
,
(
0
1
)〉
= φLL+N ,
and the claim follows.
Claim 4. Let Lk = kN + i. If
(6.10) lim
k→∞
sup
x∈K
XLkLk+N − XLk+N = 0,
then
lim
k→∞
sup
x∈K
φLk
Lk+N
(x) − φLk+N (x)
 = 0.
Since pLkn = pn for n ≤ Lk + N , we have
φLk+N =
1∏k+1
j=M+1 tj
〈(
XLk+N − λLk+N Id
) (
pLk+N−1
pLk+N
)
,
(
0
1
)〉
and
φ
Lk
Lk+N
=
1∏k+1
j=M+1 t
Lk
j
〈(
X
Lk
Lk+N
− λLk Id
) (
pLk+N−1
pLk+N
)
,
(
0
1
)〉
.
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Observe that for j ∈ N, we have
(6.11) tLk
j
=
{
tj if j ≤ k,
λLk if j > k .
Hence,
φLk+N − φLkLk+N =
1∏k
j=M+1 tj
〈
Yk
(
pLk+N−1
pLk+N
)
,
(
0
1
)〉
where
Yk =
1
γk+1
(
XLk+N − λLk+N Id
)
− 1
λLk
(
X
Lk
Lk+N
− λLk Id
)
.
Since
‖Yk ‖ ≤
 1γk+1 − 1λLk
XLk+N − λLk+N Id  + 1|λLk | XLkLk+N − XLk+N + |λLk − λLk+N ||λLk | ,
by (6.10) and Claim 2, we conclude that
lim
k→∞
sup
x∈K
φLk+N (x) − φLkLk+N (x) ≤ c limk→∞ supx∈K Yk(x) = 0,
proving the claim.
Our next goal is to compute |φL
L+N
(x)|2.
Claim 5. For L = kN + i and x ∈ K , we haveφLL+N (x)2 =
 [XLL+N (x)]2,1
a(M+1)N+i−1 detQ−1k (x)detQM (x)
·
√
− discr (XL
L+N
(x))
2πµ′
L
(x) .
For the proof, let us consider a positive continuous function f : K → R. By applying the formula that
appears at the bottom of the page 363 of [6], we get
(6.12)
lim
j→∞
∫
R
f (x)
αL+jN (x)pLL+(j+1)N (x) − pLL+jN (x)2µL(dx)
=
1
πaL
L
∫
R
f (x)
w[1]
N−1(x)
√1 − |T(x)|2 dx
where
T(x) = 1
2
tr
(
XLL+N (x)
)
,
and for each m ∈ N0,
(
w
[m]
n : n ∈ N0
)
is the sequence of orthonormal polynomials associated with
N-periodic sequences
(
aLn : n ≥ L +m
)
and
(
bLn : n ≥ L +m
)
, and αL+jN (x) is a specific solution of the
equation
(6.13) α2 − 2T(x)α + 1 = 0.
Observe that αL+jN (x)pLL+(j+1)N (x) − pLL+jN (x) = αL+jN (x)pLL+(j+1)N (x) − pLL+jN (x).
Since λL(x) is a solution of (6.13), we obtainαL+jN (x)pLL+(j+1)N (x) − pLL+jN (x) = λL(x)pLL+(j+1)N (x) − pLL+jN (x)
=
pLL+(j+1)N (x) − λL(x)pLL+jN (x).
Hence, by Claim 3, for j ≥ 1,αL+jN (x)pLL+(j+1)N (x) − pLL+jN (x) = pLL+2N (x) − λL(x)pLL+N (x).
Moreover, by [23, Proposition 3], we have
XLL+N (x) =
©­­«
− a
L
L+N−1
aL
L
w
[1]
N−2(x) w
[0]
N−1(x)
− a
L
L+N−1
aL
L
w
[1]
N−1(x) w[0]N (x)
ª®®¬ .
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Since µL is absolutely continuous on ΛL, by (6.12), we obtain
(6.14)
pLL+2N (x) − λL(x)pLL+N (x)2µ′L(x) = 1
2πaL
L+N−1
 [XLL+N (x)]2,1 ·√− discr (XLL+N (x)),
for almost all x ∈ K . Since both sides of (6.14) are continuous functions, the equality in (6.14) is for all
x ∈ K . Lastly, let us observe that |tL
j
| ≡ 1 for j ≥ k + 1. Therefore, by (6.11) and (3.6),
k+1∏
j=M+1
tLj (x)2 = k∏
j=M+1
tj(x)2
=
a(M+1)N+i−1
aL+N−1
detQ−1k (x)detQM (x),
and the claim follows.
Now, we are in the position to prove the theorem. By Corollary 5 and Claim 5,
lim
k→∞
φLk
Lk+N
(x)
2
=
|X21(x)|
a(M+1)N+i−1 detQM (x)
·
√
− discrX(x)
2πν ′(x) ,
uniformly with respect to x ∈ K . SinceXLkLk+N − XLk+N ≤ XLkLk+N − XLk  + XLk − XLk+1,
by Corollary 4, we have
lim
k→∞
sup
x∈K
XLkLk+N (x) − XLk+N (x) = 0.
Therefore, by Claim 4,
lim
k→∞
φLk+N (x)2 = |X21(x)|a(M+1)N+i−1 detQM (x) ·
√
− discrX(x)
2πν ′(x) ,
uniformly with respect to x ∈ K . Since, by (3.6),
lim
k→∞
sup
x∈K
a(k+1)N+i−1 k∏
j=M+1
tj(x)2 − a(M+1)N+i−1 detQM (x) = 0,
by Proposition 6, we conclude the proof. 
Corollary 6. Under the hypotheses of Theorem 6 one has
√
anN+i−1pnN+i(x) =
√
2|X21(x)|
πν ′(x)
√
− discrX(x)
sin
( n∑
j=M+1
θ j (x) + ϕ(x)
)
+ oK (1), x ∈ K
for some continuous functions θ j : K → (0, π) satisfying
(6.15) θ j (x) = arccos
(
1
2
trX(x)
)
+ oK (1).
Proof. By Corollary 3 there is constant C > 0 such that for every n ≥ 1 and x ∈ K ,
√
a(n+1)N+i−1 |pnN+i(x)| ≤ C.
Since discr XnN+i is a polynomial of degree at most 2N ,
lim
n→∞ supx∈K
√− discr XnN+i(x) − √− discrX(x) = 0.
Plugging (6.8) into (6.9), we obtain
√
anN+i−1pnN+i(x) =
√
2|X21(x)|
πν ′(x)
√
− discrX(x)
sin
( n∑
j=M+1
arg tj(x) + ϕ(x)
)
+ oK (1), x ∈ K .
For j ≥ M , we set
θ j(x) = arg tj(x).
Then (6.1) implies (6.15) and the corollary follows. 
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7. Applications
In this section we present applications of the main results of this article. To simplify the exposition
let us first introduce some notation. For any positive integers N and r, we say that a real sequence
(xn : n ≥ 0) belongs to DNr,0 if for every i ∈ {0, 1, . . . , N − 1},
(xnN+i : n ≥ 0) ∈ Dr,0(R).
Moreover, we shall use N-step difference operator defined by
∆N xn = xn+N − xn.
Proposition 7. Let N and r be positive integers. Suppose that for i ∈ {0, 1, . . . , N − 1},(
anN+i−1
anN+i
: n ∈ N
)
,
(
bnN+i
anN+i
: n ∈ N
)
,
(
1
anN+i
: n ∈ N
)
∈ Dr,0.
Then for every compact K ⊂ R,
(BnN+i : n ∈ N) ∈ Dr,0
(
K,GL(2,R)) .
Proof. First of all, for every X ∈ GL(2,R),
(7.1) ‖X ‖ ≤ ‖X ‖2 ≤ ‖X ‖1,
where ‖X ‖t the t-norm of the matrix considered as the element of R4. For every j ∈ N0,
∆
jBnN+i(x) =
(
0 ∆j(1)
−∆j
(
anN+i−1
anN+i
)
x∆j
(
1
anN+i
)
− ∆j
(
bnN+i
anN+i
))
.
Hence, by (7.1) and compactness of K there is a constant c > 0 such that
sup
x∈K
‖∆jBnN+i(x)‖ ≤ ∆j(1) +
∆j (anN+i−1
anN+i
) + c∆j ( 1
anN+i
) + ∆j ( bnN+i
anN+i
).
From which the conclusion easily follows. 
7.1. Asymptotically periodic case. Let N be a positive integer, and let (αn : n ∈ Z) and (βn : n ∈ Z)
be N-periodic sequences of positive and real numbers, respectively. For any i ∈ {0, 1, . . . , N − 1}, let us
define
(7.2) Xi(x) =
N+i−1∏
j=i
Bj (x) where Bj (x) =
(
0 1
−αj−1
αj
x−β j
αj
)
.
Let Aper be the Jacobi matrix on ℓ2(N0) associated with the sequences α and β. Then
(trX0)−1
((−2, 2)) = N⋃
j=1
Ij
where Ij are open non-empty disjoint intervals. Moreover,
σess(Aper) = (trX0)−1
([−2, 2]),
and the corresponding measure µper is purely absolutely continuous on every Ij with positive real analytic
density (see, e.g. [20, Chapter 5]).
Since we have a good understanding of Aper, it is natural to consider Jacobi matrices A which are
compact perturbations of Aper, that is
(7.3) lim
n→∞ |an − αn | = 0, limn→∞ |bn − βn | = 0.
Observe that by Weyl’s theorem σess(A) = σess(Aper). Let us decompose of the corresponding measure
µ(dx) = µ′ac(x) dx + µs(dx),
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where µs is a singular measure. In [6, Theorem 6], it was shown that µ is purely absolutely continuous
on every Ij with positive continuous density provided that (an), (bn) ∈ DN1,0. Moreover, in [10, Theorem
1], it was proven that µ′ac(x) > 0 for almost all x ∈ σess(A) provided that
∞∑
n=0
|∆Nan |2 +
∞∑
n=0
|∆Nbn |2 < ∞.
Furthermore, in [11, Theorem 1.5] it was shown that this conclusion might not hold if (7.3) is not satisfied.
This result is optimal in the sense that for an ≡ 1 and p > 2 the set of all sequences (bn) ∈ ℓp such that
µ is purely singular continuous on [−2, 2], is Baire typical (see [19, Theorem 4.4]). Hence, in order to
obtain absolute continuity of µ for sequences satisfying (∆Nan : n ∈ N0), (∆Nbn : n ∈ N0) ∈ ℓp with
p > 2, one has to assume some additional hypotheses. For example, in [12, Theorem 1.2], a sufficient
condition was given to guarantee continuity and positivity of the density of µ on (−2, 2) \ S for some
finite set S. Under different conditions, namely (an), (bn) ∈ DNr,0 for some r ≥ 1, it was shown in [16,
Corollary 5.12] that µ is purely absolutely continuous on every Ij . The following corollary shows that in
this setup one also has positive continuous density.
Corollary 7. Let N and r be positive integers. Suppose that the sequences (an : n ∈ N0) and (bn : n ∈ N0)
belong to DN
r,0
and satisfy
(7.4) lim
n→∞ |an − αn | = 0, and limn→∞ |bn − βn | = 0.
Let Xi be defined by (7.2), and let K be a compact subset of
Λ =
{
x ∈ R : | trX0(x)| < 2
}
.
Then
g(x) = lim
n→∞ an+N−1
pn(x)pn+N−1(x) − pn−1(x)pn+N (x), x ∈ K,
defines a continuous strictly positive function. Moreover, µ is purely absolutely continuous on K with the
density
µ′(x) =
√
4 − ( trX0(x))2
2πg(x) , x ∈ K .
There are M > 0 and real continuous functions {η0, η1, . . . , ηN−1} on K , such that for all n > M and
i ∈ {0, 1, . . . , N − 1},
(7.5)
√
anN+i−1pnN+i(x) =
√√
2
[Xi(x)]2,1 
πµ′(x)
√
4 − ( trX0(x))2 sin
( n∑
j=M+1
θ jN+i(x) + ηi(x)
)
+ oK (1), x ∈ K
for some continuous functions θm : K → (0, π) satisfying
θm(x) = arccos
(
1
2
trX0(x)
)
+ oK (1), x ∈ K .
Proof. Since (an : n ∈ N) ∈ DNr,0 and infn≥0 an > 0, Corollary 2 implies( 1
an
: n ∈ N
)
∈ DNr,0.
Thus, by Corollary 1, (an−1
an
: n ∈ N
)
,
( bn
an
: n ∈ N
)
∈ DNr,0.
Let K ⊂ Λ be compact and let i ∈ {0, 1, . . . , N − 1}. By Proposition 7, for every j ∈ {0, 1, . . . , N − 1},(
BnN+j : n ∈ N
) ∈ Dr,0 (K,GL(2,R)),
which, by Corollary 1, implies that(
XnN+i : n ∈ N
) ∈ Dr,0 (K,GL(2,R)) .
By (7.4),
(7.6) lim
n→∞ XnN+i = Xi
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locally uniformly on R. Since
Xi =
(Bi−1 . . .B0)X0 (Bi−1 . . .B0)−1
one has discrXi = discrX0, and consequently, (7.6) gives
lim
n→∞ discr XnN+i = discrX0 = (trX0)
2 − 4.
Moreover,
lim
n→∞
a(n+1)N+i−1
anN+i−1
=
αi−1
αi−1
= 1.
The Carleman condition entails that the moment problem for (pn : n ∈ N0) is determinate. Hence, by
Corollary 5,
gi(x) = lim
n→∞
n≡i mod N
an+N−1
pn(x)pn+N−1 − pn−1(x)pn+N (x), x ∈ K,
defines a continuous and strictly positive function. Moreover,
µ′(x) =
√
4 − ( trX0(x))2
2πgi(x) , x ∈ K,
and consequently, gi = g0 for every i. Finally, to complete the proof let us observe that the asymptotic
(7.5) is a consequence of Corollary 6. 
The asymptotic (7.5) for N = 1 and r = 1 has been proven in [14, Theorem 1]. Later, the extension to
N > 1 has been achieved in [6, formula (3.27) and Theorem 5]. Here, the case r > 1 is a new result.
7.2. Periodic modulations. Let N be a positive integer, and let (αn : n ∈ N0) and (βn : n ∈ N0) be
N-periodic sequences of positive and real numbers, respectively. Let Xi be defined in (7.2). If the
sequences (an : n ∈ N0) and (bn : n ∈ N0) satisfy
(7.7) lim
n→∞ an = ∞, limn→∞
an−1an − αn−1αn
 = 0, and limn→∞ bnan − βnαn
 = 0,
then A is called a Jacobi matrix with periodically modulated entries. A special case of this class has been
studied in [9], namely sequences satisfying
∑∞
n=0 1/an = ∞ and
an = αna˜n, bn = βna˜n
for some sequences (a˜n−1/a˜n : n ∈ N0) and (1/a˜n : n ∈ N0) belonging to D1,0. There it was shown that
the measure µ is purely absolutely continuous on R provided that | trX0(0)| < 2 (see [9, Theorem 3.1]),
and purely discrete one when | trX0(0)| > 2 (see [9, Theorem 4.2]). Afterwards, in [25, Theorem A],
these results in the case | trX0(0)| < 2 have been extended to sequences satisfying (7.7) provided that
(an−1/an : n ∈ N0), (bn/an : n ∈ N0) and (1/an : n ∈ N0) belong to DN1,0. In [22, Theorem 1] it was
shown that under the same hypothesis the measure µ has continuous positive density. In [23, Theorem
D] some similar results were obtained in the case | trX0(0)| = 2.
The following corollary is an extension of [22, Theorem 1] to the general r ≥ 1.
Corollary 8. Let N and r be positive integers. Suppose that sequences (an−1/an : n ≥ 1), (bn/an : n ≥ 0)
and (1/an : n ≥ 0) belong to DNr,0 and satisfy (7.7). Let Xi(x) be defined in (7.2) and let K be a compact
subset of R. If | trX0(0)| < 2, then for every i ∈ {0, 1, . . . , N − 1},
(7.8) gi(x) = lim
n→∞
n≡i mod N
an+N−1
pn(x)pn+N−1(x) − pn−1(x)pn+N (x), x ∈ K,
defines a continuous strictly positive function. Moreover, the measure νi with the density defined by
(7.9) ν ′i (x) =
√
4 − ( trX0(0))2
2πgi(x)
, x ∈ R,
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is an orthonormalizing measure for the polynomials (pn : n ∈ N0). Moreover, there are M > 0 and real
continuous functions {η0, η1, . . . , ηN−1} on K , such that for all n > M and i ∈ {0, 1, . . . , N − 1},
(7.10)
√
anN+i−1pnN+i(x) =
√√
2
[Xi(0)]2,1
πν ′
i
(x)
√
4 − ( trX0(x))2 sin
( n∑
j=M+1
θ jN+i(x)+ηi(x)
)
+oK (1), x ∈ K
for some continuous functions θm : K → (0, π) satisfying
θm(x) = arccos
(
1
2
trX0(0)
)
+ oK (1), x ∈ K .
Proof. Let K ⊂ Λ be compact and let i ∈ {0, 1, . . . , N − 1}. Then Proposition 7 implies that for every
j ∈ {0, 1, . . . , N − 1}, (
BnN+j : n ∈ N
) ∈ Dr,0 (K,GL(2,R)),
and, by Corollary 1, we obtain (
XnN+i : n ∈ N
) ∈ Dr,0 (K,GL(2,R)) .
By (7.7),
(7.11) lim
n→∞ XnN+i(x) = Xi(0)
locally uniformly on R. Since
Xi =
(Bi−1 . . .B0)X0 (Bi−1 . . .B0)−1
one has discrXi = discrX0, and consequently, (7.11) implies
lim
n→∞ discr XnN+i(x) = discrX0(0) =
(
trX0(0)
)2 − 4.
Moreover, by (7.7)
lim
n→∞
 N−1∏
j=0
an+j−1
an+j
−
N−1∏
j=0
αn+j−1
αn+j
 = 0.
Since the products are telescoping, we obtain
lim
n→∞
 an−1an+N−1 − 1
 = 0.
Hence, Corollary 5 implies the existence of the limit (7.8) and the formula (7.9). Finally, the asymptotic
(7.10) follows from Corollary 3. The proof is complete. 
Observe that if
∑∞
n=0 1/an = ∞, then gi = g0 for every i ∈ {0, 1, . . . , N − 1}. We expect that it is
always the case without an additional hypothesis.
Let us discuss the case N = 1 and
∑∞
n=0 1/an = ∞. In [8, Theorem 3.1] it was proven that the measure
ν is absolutely continuous provided r ≥ 1. Moreover, in [1, Theorem 3] the asymptotic (7.10) was proven
under the assumption r = 1. For N > 1 the result is new even for r = 1.
7.3. Ablend of bounded and unboundedparameters. Let N be a positive integer, and let (αn : n ∈ N0)
and (βn : n ∈ N0) be N-periodic sequences of positive and real numbers, respectively. Suppose that
positive sequences a˜ and c˜, and a real sequence b˜, satisfy
(7.12) lim
n→∞
a˜n − αn = 0, lim
n→∞
b˜n − βn = 0, and lim
n→∞ c˜n = ∞.
For k ≥ 0 and i ∈ {0, 1, . . . , N + 1}, we define
(7.13)
ak(N+2)+i =
{
a˜kN+i if i ∈ {0, 1, . . . , N − 1},
c˜2k+i−N if i ∈ {N, N + 1},
bk(N+2)+i =
{
b˜kN+i if i ∈ {0, 1, . . . , N − 1},
0 if i ∈ {N, N + 1}.
The sequences of the form (7.13) were considered in [3, Theorem 5] where it was assumed that
(a˜n − αn : n ∈ N0) ∈ ℓ2 ∩ DN1,0, b˜n = 0, c˜2k+i = (k + 1)τ + γi,k,
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for some τ ∈ ( 1
2
, 1
)
, and (
γi,k
(k + 1)τ : k ∈ N0
)
∈ ℓ2 ∩ D1,0, i ∈ {0, 1}.
Under the above hypotheses it was shown that the measure µ is purely absolutely continuous on Λ and
σess(A) = Λ. The following corollary additionally implies that its density is continuous and positive, and
provides an asymptotic information on some subsequences of the orthogonal polynomials.
Corollary 9. Let N and r be positive integers. Suppose that (7.12) is satisfied, together with
lim
k→∞
c˜2k+1
c˜2k
= 1,(
a˜n : n ∈ N0
)
,
(
b˜n : n ∈ N0
) ∈ DNr,0,
and (
1
c˜2n c˜2n+1
: n ∈ N0
)
,
(
c˜2n+1
c˜2n
: n ∈ N0
)
∈ Dr,0.
Let the sequences (an : n ∈ N0) and (bn : n ∈ N0) be defined in (7.13). For i ∈ {1, 2, . . . , N}, we set
Xi(x) =
{
i−1∏
j=1
Bj(x)
}
C(x)
{
N−1∏
j=i
Bj (x)
}
where
Bj (x) =
(
0 1
−αj−1
αj
x−β j
αj
)
, and C(x) =
(
0 −1
αN−1
α0
−2x−β0
α0
)
.
Let K be a compact subset of
Λ =
{
x ∈ R : | trX1(x)| < 2
}
.
Then for every i ∈ {1, 2, . . . , N},
(7.14) gi(x) = lim
n→∞
n≡i mod (N+2)
an+N+1
pn(x)pn+N−1(x) − pn−1(x)pn+N (x), x ∈ K,
defines a continuous strictly positive function. Moreover, the measure µ is purely absolutely continuous
on K with the density
(7.15) µ′(x) =
√
4 − ( trX1(x))2
2πgi(x)
, x ∈ K .
There are M > 0 and real continuous functions {η1, η2, . . . , ηN } on K , such that for all n > M and
i ∈ {1, 2, . . . , N},
(7.16)
√
an(N+2)+i−1pn(N+2)+i(x) =
√√
2
[Xi(x)]2,1 
πµ′(x)
√
4 − ( trX0(x))2 sin
( n∑
j=M+1
θ j(N+2)+i(x) + ηi(x)
)
+ oK (1), x ∈ K,
for some continuous functions θm : K → (0, π) satisfying
θm(x) = arccos
(
1
2
trX1(x)
)
+ oK (1), x ∈ K .
Proof. Let K ⊂ Λ be compact and let i ∈ {1, . . . , N}. Define
B˜n(x) =
(
0 1
− a˜n−1
a˜n
x−b˜n
a˜n
)
.
Then the proof of Corollary 7 implies that for every j ∈ {1, . . . , N − 1},
(7.17) (B˜nN+j : n ∈ N) ∈ Dr,0
(
K,GL(2,R)) .
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Since Bn(N+2)+j = B˜nN+j ,
(7.18) Xn(N+2)+i =
N+2+i−1∏
j=i
Bn(N+2)+j =
{
i−1∏
j=1
B˜(n+1)N+j
}
Cn
{
N−1∏
j=i
B˜nN+j
}
where
Cn = B(n+1)(N+2)Bn(N+2)+N+1Bn(N+2)+N .
A direct computation shows that
Cn(x) =
(
0 − c˜2n
c˜2n+1
a˜nN+N−1
a˜nN+N
c˜2n+1
c˜2n
− x−b˜nN+N
a˜nN+N
c˜2n
c˜2n+1
− x
a˜nN+N
c˜2n+1
c˜2n
)
+
x
c˜2n c˜2n+1
(
−a˜nN+N−1 x
a˜nN+N−1
x−b˜nN+N
a˜nN+N
x
x−b˜nN+N
a˜nN+N
)
.
Therefore, by Corollary 1,
(7.19) (Cn : n ∈ N) ∈ Dr,0
(
K,GL(2,R)) .
Moreover,
(7.20) lim
n→∞ supx∈K
Cn(x) − C(x) = 0.
Now, Corollary 1 together with (7.17), (7.18) and (7.19) imply
(Xn(N+2)+i : n ∈ N) ∈ Dr,0
(
K,GL(2,R)) .
Since for j ∈ {1, . . . , N − 1},
lim
n→∞ supx∈K
B˜nN+j(x) − Bj (x) = 0,
by (7.18) and (7.20) one gets
(7.21) lim
n→∞ supx∈K
Xn(N+2)+i(x) − Xi(x) = 0.
Let us observe that
N−1∏
j=1
Bj(x) =
{ N−1∏
j=i
Bj(x)
}{ i−1∏
j=1
Bj (x)
}
,
thus using tr(AB) = tr(BA), we conclude that for every i ∈ {1, 2, . . . , N},
discr
(Xi(x)) = discr (X1(x)) .
Hence, by (7.21),
lim
n→∞ discr Xn(N+2)+i(x) = discrX1(x) =
(
trX1(x)
)2 − 4.
Since
lim
n→∞
a(n+1)(N+2)+i−1
an(N+2)+i−1
= lim
n→∞
a˜(n+1)N+i−1
a˜nN+i−1
= 1,
Corollary 5 implies the existence of the limit (7.14). The Carleman condition gives that the moment
problem for (pn : n ∈ N0) is determinate. Hence, by Corollary 5 we obtain (7.15) and consequently,
gi = g1. Finally, the asymptotic (7.16) follows from Corollary 6. This completes the proof. 
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