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Abstract
We present a determinant expression for a family of classical transcendental solutions of the
Painleve´ V and the Painleve´ VI equation. Degeneration of these solutions along the process of
coalescence for the Painleve´ equations is discussed.
1 Introduction
It is known that each of the Painleve´ equations (except for PI) admit two classes of classical solutions.
One is classical transcendental solutions expressible in terms of special functions of hypergeometric type.
Another one is algebraic or rational solutions. It is also known that such classical solutions are located
on special places from a viewpoint of symmetry of the affine Weyl group as a Ba¨cklund transformations
group of each Painleve´ equation. The rough picture is that classical transcendental solutions exist on
the reflection hyperplanes of the affine Weyl group and algebraic (or rational) solutions do on the fixed
points with respect to the Ba¨cklund transformations corresponding to automorphisms of the Dynkin
diagram.
In this paper, we concentrate our attention on the classical transcendental solutions. One of the
important features of these solutions is that they can be expressed in terms of 2-directional Wronskians
or Casorati determinants whose entries are given by the corresponding special function of hypergeometric
type. In fact, such determinant expressions for PII, PIII and PIV have been presented [12, 13, 5, 6].
The aim of this paper is to present a determinant expression for a family of classical transcendental
solutions of the Painleve´ V equation
d2q
dt2
=
(
1
2q
+
1
q − 1
)(
dq
dt
)2
− 1
t
dq
dt
+
(q − 1)2
2t2
(
κ2∞q −
κ20
q
)
− (θ + 1)q
t
− q(q + 1)
2(q − 1) , (1.1)
which is equivalent to the Hamiltonian system
SV : q
′ =
∂H
∂p
, p′ = −∂H
∂q
, ′ = t
d
dt
, (1.2)
with the Hamiltonian
H = q(q − 1)2p2 − [κ0(q − 1)2 + θq(q − 1) + tq] p+ κ(q − 1),
κ = 14 (κ0 + θ)
2 − 14κ2∞,
(1.3)
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and the Painleve´ VI equation
d2q
dt2
=
1
2
(
1
q
+
1
q − 1 +
1
q − t
)(
dq
dt
)2
−
(
1
t
+
1
t− 1 +
1
q − t
)
dq
dt
+
q(q − 1)(q − t)
2t2(t− 1)2
[
κ2∞ − κ20
t
q2
+ κ21
t− 1
(q − 1)2 + (1− θ
2)
t(t− 1)
(q − t)2
]
,
(1.4)
which is equivalent to the Hamiltonian system
SVI : q
′ =
∂H
∂p
, p′ = −∂H
∂q
, ′ = t(t− 1) d
dt
, (1.5)
with the Hamiltonian
H = q(q − 1)(q − t)p2 − [κ0(q − 1)(q − t) + κ1q(q − t) + (θ − 1)q(q − 1)]p+ κ(q − t),
κ = 14 (κ0 + κ1 + θ − 1)2 − 14κ2∞,
(1.6)
respectively.
Let us explain how to construct a family of classical transcendental solutions of the Painleve´ equations.
As an example, we take PII :
d2q
dt2
= 2q3 − 2tq + 2
(
α+
1
2
)
, (1.7)
which is equivalent to the Hamiltonian system
SII : q
′ =
∂H
∂p
, p′ = −∂H
∂q
, ′ =
d
dt
, (1.8)
with the Hamiltonian
H = −p2 − (q2 − t)p+ αq. (1.9)
If α = 0, the right-hand side of the second equation of (1.8) is divisible by p. This means that SII admits
the specialization of p = 0 if α = 0. The first equation of (1.8) yields the Riccati equation q′ = −q2 + t.
Setting q = (logϕ)′, we get a linear equation ϕ′′ = tϕ, which is nothing but Airy’s differential equation.
Thus, we find that PII admits, when α = 0, the 1-parameter family of special solutions expressed by a
rational function of the Airy function and its derivative.
Let introduce the τ -function via the Hamiltonian (1.9) as H(α) = (log τ(α))′. Then, it is known that
a sequence of the τ -functions τn = τ(α + n) (n ∈ Z) satisfies the Toda equation
τn+1τn−1 = τ
′′
n τn − (τ ′n)2, (1.10)
which corresponds to the Ba¨cklund transformation
α→ α− 1, q → −q − 2α
q′ + q2 − t . (1.11)
We iterate the Ba¨cklund transformations to the above Riccati solution to obtain a family of classical
transcendental solutions. What we have to do is reduced to solving the Toda equation (1.10) with the
initial conditions
τ−1 = 0, τ0 = 1, τ1 = ϕ. (1.12)
Therefore, we have the following proposition [12].
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Proposition 1.1 (Okamoto) We define the functions τn (n ∈ Z≥0) by
τn =
∣∣∣∣∣∣∣∣∣
ϕ(0) ϕ(1) · · · ϕ(n−1)
ϕ(1) ϕ(2) · · · ϕ(n)
...
...
. . .
...
ϕ(n−1) ϕ(n) · · · ϕ(2n−2)
∣∣∣∣∣∣∣∣∣
, ϕ(k) =
(
d
dt
)k
ϕ, (1.13)
where ϕ is the general solution of Airy’s differential equation ϕ′′ = tϕ. Then,
q =
d
dt
log
τn+1
τn
, p =
τn+1τn−1
τ2n
, (1.14)
α = n, (1.15)
gives a family of classical transcendental solutions of SII.
By the similar procedures, it is possible to obtain a determinant expression for a family of classical
transcendental solutions to PV and PVI, which are presented in Section 2 and 3, respectively. As is well
known, PVI degenerates PV, . . ., PI by successive limiting procedures [14, 2]. In section 4, we discuss the
degeneration of the family of classical transcendental solutions.
2 Classical transcendental solutions of the Painleve´ V equation
2.1 The symmetric form of the Painleve´ V equation
First, we summarize the symmetric form of the Painleve´ V equation [7, 8]. The symmetric form of PV
is given by
f ′0 = f0f2(f1 − f3) +
(
1
2
− α2
)
f0 + α0f2,
f ′1 = f1f3(f2 − f0) +
(
1
2
− α3
)
f1 + α1f3,
f ′2 = f2f0(f3 − f1) +
(
1
2
− α0
)
f2 + α2f0,
f ′3 = f3f1(f0 − f2) +
(
1
2
− α1
)
f3 + α3f1,
′ = t
d
dt
, (2.1)
with the normalization conditions
α0 + α1 + α2 + α3 = 1, f0 + f2 = f1 + f3 =
√
t. (2.2)
The correspondence to the canonical variables and parameters of SV is given by
q = −f3
f1
, p =
1√
t
f1(f0f1 + α0), (2.3)
and
κ∞ = α1, κ0 = α3, θ = α2 − α0 − 1, (2.4)
respectively. The Ba¨cklund transformations of PV are described as follows,
si(αi) = −αi, si(αj) = αj + αi (j = i± 1), si(αj) = αj (j 6= i, i± 1),
si(fi) = fi, si(fj) = fj ± αi
fi
(j = i± 1), si(fj) = fj (j 6= i, i± 1),
pi(αj) = αj+1, pi(fj) = fj+1,
(2.5)
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where the subscripts i = 0, 1, 2, 3 are understood as elements of Z/4Z. The Hamiltonians hi of the
system (2.1) are given by
h0 = f0f1f2f3 +
α1 + 2α2 − α3
4
f0f1 +
α1 + 2α2 + 3α3
4
f1f2
−3α1 + 2α2 + α3
4
f2f3 +
α1 − 2α2 − α3
4
f3f0 +
(α1 + α3)
2
4
,
(2.6)
and hi = pi
i(h0). Then, we have
si(hj) = hj (i 6= j), si(hi) = hi +
√
t
αi
fi
, pi(hi) = hi+1. (2.7)
Introducing the τ -functions τi as
hi = (log τi)
′, (2.8)
we find that the Ba¨cklund transformations for the τ -functions are described as
si(τj) = τj (i 6= j), si(τi) = fi τi−1τi+1
τi
, pi(τi) = τi+1. (2.9)
The canonical variables of SV are recovered from the τ -functions by
q = −τ3s3(τ3)
τ1s1(τ1)
, p =
1√
t
τ1s1(τ1)s0s1(τ1)
τ22 τ3
. (2.10)
Let us define the translation operators Ti by
T1 = pis3s2s1, T2 = s1pis3s2, T3 = s2s1pis3, T0 = s3s2s1pi, (2.11)
which commute with each other and act on parameters αi as
Ti(αi−1) = αi−1 + 1, Ti(αi) = αi − 1, Ti(αj) = αj (j 6= i − 1, i). (2.12)
Noting that T1T2T3T0 = 1, we set
τk,l,m = T
k
1 T
l
2T
m
3 (τ0), k, l,m ∈ Z. (2.13)
Then, from (2.9) and (2.10), we have
T k1 T
l
2T
m
3 (f0) =
τk,l,mτk+2,l+1,m+1
τk+1,l+1,m+1τk+1,l,m
, T k1 T
l
2T
m
3 (f1) =
τk+1,l,mτk,l+1,m
τk,l,mτk+1,l+1,m
,
T k1 T
l
2T
m
3 (f2) =
τk+1,l+1,mτk+1,l,m+1
τk+1,l,mτk+1,l+1,m+1
, T k1 T
l
2T
m
3 (f3) =
τk+1,l+1,m+1τk,l,m−1
τk+1,l+1,mτk,l,m
,
(2.14)
and
T k1 T
l
2T
m
3 (q) = −
τk+1,l+1,m+1τk,l,m−1
τk+1,l,mτk,l+1,m
, T k1 T
l
2T
m
3 (p) =
1√
t
τk+1,l,mτk,l+1,mτk+2,l+2,m+1
τ2k+1,l+1,mτk+1,l+1,m+1
, (2.15)
respectively. It is possible to derive the Toda equation with respect to each translation operator. For
the T1-direction, we have
τk+1,l,mτk−1,l,m =
1√
t
[
(log τk,l,m)
′′ +
3α1 + 2α2 + α3 − 3k + l+m
4
t
]
τk,l,m · τk,l,m. (2.16)
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2.2 A Riccati solution
If α0 = 0, the right-hand side of the first equation of (2.1) is divisible by f0. This means that the system
(2.1) admits the specialization of f0 = 0 if α0 = 0. Then, setting f1 =
√
tf , we see that f satisfies a
Riccati equation
f ′ = tf(1− f)− (α1 + α3)f + α1. (2.17)
By the dependent variable transformation f =
d
dt
logϕ, we have for ϕ the linear equation
[
t
d2
dt2
+ (α1 + α3 − t) d
dt
− α1
]
ϕ = 0, (2.18)
which is nothing but the confluent hypergeometric differential equation. We set α1 = a and α3 = c− a,
and impose “non-integer conditions” on them appropriately. The general solution of (2.18) is expressed
by
ϕ = c1
Γ(a)Γ(c− a)
Γ(c)
F (a, c; t) + c2
1
sinpi(c− a)Γ(2 − c) t
1−cF (a− c+ 1, 2− c; t), (2.19)
where F (a, c; t) denotes Kummer’s confluent hypergeometric function, and ci (i = 1, 2) are arbitrary
complex constants. For simplicity, we denote
fi,j = F (a+ i, c+ j; t), gi,j = t
1−c−jF (a− c+ 1 + i− j, 2− c− j; t) (i, j ∈ Z). (2.20)
By using the contiguity relations of Kummer’s function, we obtain the following proposition.
Proposition 2.1 We define the functions ϕi,j by
ϕi,j = c1
Γ(a+ i)Γ(c− a− i+ j)
Γ(c+ j)
fi,j + c2
1
sinpi(c− a− i+ j)Γ(2 − c− j)gi,j . (2.21)
Then,
(f0, f1, f2, f3) =
(
0,
√
t
ϕ1,1
ϕ0,0
,
√
t,
√
t
ϕ0,1
ϕ0,0
)
, (α0, α1, α2, α3) = (0, a, 1− c, c− a), (2.22)
and
q = −ϕ0,1
ϕ1,1
, p = 0, κ∞ = a, κ0 = c− a, θ = −c, (2.23)
give a Riccati solution of the symmetric form of PV and the Hamiltonian system SV, respectively.
2.3 A Determinant formula for a family of classical transcendental solutions
First, we calculate the Hamiltonians and τ -functions for the Riccati solution in Proposition 2.1. Under
the specialization (2.22), the Hamiltonians and τ -functions are calculated as
h0 =
ϕ′0,0
ϕ0,0
− 2a− c+ 2
4
t+
c2
4
, h1 = −2a− c− 1
4
t+
(c− 1)2
4
,
h2 = −2a− c
4
t+
c2
4
, h3 = −2a− c+ 1
4
t+
(c− 1)2
4
,
(2.24)
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and
τ0 = τ0,0,0 = ϕ0,0 t
c2/4 exp
(
−2a− c+ 2
4
t
)
, τ1 = τ1,0,0 = t
(c−1)2/4 exp
(
−2a− c− 1
4
t
)
,
τ2 = τ1,1,0 = t
c2/4 exp
(
−2a− c
4
t
)
, τ3 = τ1,1,1 = t
(c−1)2/4 exp
(
−2a− c+ 1
4
t
)
,
s0(τ0) = τ2,1,1 = 0, s1(τ1) = τ0,1,0 = ϕ1,1t
(c+1)2/4 exp
(
−2a− c+ 3
4
t
)
,
s2(τ2) = τ1,0,1 = t
(c−2)2/4 exp
(
−2a− c
4
t
)
,
s3(τ3) = τ0,0,−1 = ϕ0,1t
(c+1)2/4 exp
(
−2a− c+ 1
4
t
)
,
(2.25)
up to multiplication by some constants, respectively. For small k, l,m, we observe that τk,l,m are ex-
pressed in the form
τk,l,m = σk,l,mt
(c−k+l−m)2/4−k(k−1)/2 exp
(
−2a− c+ 2− 3k + l +m
4
t
)
, (2.26)
with
σ2,l,m = 0, σ1,l,m = const., σ0,l,m = (const.)× ϕl,l−m. (2.27)
Assume that τk,l,m are expressed as (2.26) for any k, l,m ∈ Z. Then, the Toda equation (2.16) yields
σk+1,l,mσk−1,l,m = σ
′′
k,l,mσk,l,m − (σ′k,l,m)2. (2.28)
Moreover, we set
σk,l,m = ωk,l,mρk,l,m, ωk,l,m = ωk,l,m(a, c), (2.29)
with ρ1,l,m = 1 and ρ0,l,m = ϕl,l−m, and impose that the constants ωk,l,m satisfy
ωk+1,l,mωk−1,l,m = ω
2
k,l,m. (2.30)
Then, the functions ρk,l,m are determined by the recurrence relation
ρk+1,l,mρk−1,l,m = ρ
′′
k,l,mρk,l,m − (ρ′k,l,m)2, (2.31)
with the initial conditions
ρ2,l,m = 0, ρ1,l,m = 1, ρ0,l,m = ϕl,l−m. (2.32)
By Darboux’s formula, the functions ρ1−n,l,m for n ∈ Z≥0 are expressed as
ρ1−n,l,m =
∣∣∣∣∣∣∣∣∣∣
ϕ
(0)
l,l−m ϕ
(1)
l,l−m · · · ϕ(n−1)l,l−m
ϕ
(1)
l,l−m ϕ
(2)
l,l−m · · · ϕ(n)l,l−m
...
...
. . .
...
ϕ
(n−1)
l,l−m ϕ
(n)
l,l−m · · · ϕ(2n−2)l,l−m
∣∣∣∣∣∣∣∣∣∣
, ϕ
(i)
l,l−m =
(
t
d
dt
)i
ϕl,l−m. (2.33)
Note that the constants ωk,l,m are determined by the recurrence relations (2.30) and
ω1,l+1,mω1,l−1,m = −(a+ l − 1)ω21,l,m, ω1,l,m+1ω1,l,m−1 = (c− a−m)ω21,l,m,
ω0,l+1,mω0,l−1,m = −(a+ l − 1)ω20,l,m, ω0,l,m+1ω0,l,m−1 = (c− a− 1−m)ω20,l,m,
(2.34)
6
with the initial conditions
ω1,0,0 = ω1,1,0 = ω1,0,1 = ω1,1,1 = 1,
ω0,0,0 = ω0,1,0 = ω0,0,−1 = ω0,1,−1 = 1.
(2.35)
Since it is possible to set l = m = 0 without loss of generality, we obtain the following theorem.
Theorem 2.2 We define the functions τ i,jn by
τ i,jn =
∣∣∣∣∣∣∣∣∣∣
ϕ
(0)
i,j ϕ
(1)
i,j · · · ϕ(n−1)i,j
ϕ
(1)
i,j ϕ
(2)
i,j · · · ϕ(n)i,j
...
...
. . .
...
ϕ
(n−1)
i,j ϕ
(n)
i,j · · · ϕ(2n−2)i,j
∣∣∣∣∣∣∣∣∣∣
, ϕ
(k)
i,j =
(
t
d
dt
)k
ϕi,j , (2.36)
where ϕi,j are given by (2.21). Then,
f0 =
1√
t
τ0,0n+1τ
1,0
n−1
τ1,0n τ
0,0
n
, f1 =
√
t
τ0,0n τ
1,1
n+1
τ0,0n+1τ
1,1
n
,
f2 =
√
t
τ1,1n τ
0,−1
n
τ0,0n τ
1,0
n
, f3 =
√
t
(
c− a− 1
c− a
)n τ1,0n τ0,1n+1
τ1,1n τ
0,0
n+1
,
(2.37)
(α0, α1, α2, α3) = (−n, a+ n, 1− c, c− a), (2.38)
and
q = −
(
c− a− 1
c− a
)n τ1,0n τ0,1n+1
τ0,0n τ
1,1
n+1
, p = − a
c− a− 1
1
t
τ0,0n τ
1,1
n+1τ
2,1
n−1
τ1,1n τ
1,1
n τ
1,0
n
, (2.39)
κ∞ = a+ n, κ0 = c− a, θ = −c+ n, (2.40)
give a family of classical transcendental solutions of the symmetric form of PV and the Hamiltonian
system SV, respectively.
Remark 2.3 Noting that we have from (2.7)
√
t
αi
fi
= t
d
dt
log
si(τi)
τi
, (2.41)
which lead us to another expression of the solutions in Theorem 2.2. For example, we obtain
(a+ n)
√
t
f1
= t
d
dt
log
τ1,1n+1
τ0,0n
+ c− t. (2.42)
Remark 2.4 The symmetric form of PV admits the following symmetry σ:
σ(t) = −t,
σ(f0) =
√
−1f2, σ(f2) =
√
−1f0, σ(f1) =
√
−1f1, σ(f3) =
√
−1f3,
σ(α0) = α2, σ(α2) = α0, σ(α1) = α1, σ(α3) = α3.
(2.43)
The application of σ to the family of solutions in Theorem 2.2 gives another family of solutions expressed
in terms of F (a, c;−t).
7
3 Classical transcendental solutions of the Painleve´ VI equation
3.1 The symmetric form of the Painleve´ VI equation
Here, we give a brief review of the symmetric form of the Painleve´ VI equation [9, 4]. We set
f0 = q − t, f3 = q − 1, f4 = q, f2 = p, (3.1)
and
α0 = θ, α1 = κ∞, α3 = κ1, α4 = κ0. (3.2)
Then, the Hamiltonian (1.6) is written as
H = f22 f0f3f4 − [(α0 − 1)f3f4 + α3f0f4 + α4f0f3]f2 + α2(α1 + α2)f0, (3.3)
with
α0 + α1 + 2α2 + α3 + α4 = 1, (3.4)
and the Hamilton equation (1.5) is written as
f ′4 = 2f2f0f3f4 − (α0 − 1)f3f4 − α3f0f4 − α4f0f3,
f ′2 = −(f0f3 + f0f4 + f3f4)f22
+[(α0 − 1)(f3 + f4) + α3(f0 + f4) + α4(f0 + f3)]f2 − α2(α1 + α2).
(3.5)
The fundamental Ba¨cklund transformations of PVI are given in Table 1. We define the Hamiltonians
hi (i = 0, 1, 2, 3, 4) as
h0 = H0 +
t
4
, h1 = s5(H0)− t− 1
4
, h3 = s6(H0) +
1
4
, h4 = s7(H0), h2 = h1 + s1(h1), (3.6)
where an auxiliary Hamiltonian H0 is given by
H0 = H +
t
4
[1 + 4α1α2 + 4α
2
2 − (α3 + α4)2] +
1
4
[(α1 + α4)
2 + (α3 + α4)
2 + 4α2α4]. (3.7)
Introducing the τ -functions τi as
hi = (log τi)
′, (3.8)
we find that the Ba¨cklund transformations for the τ -functions are described as follows,
si(τj) = τj (i 6= j, i, j = 0, 1, 2, 3, 4),
si(τi) = fi
τ2
τi
(i = 0, 3, 4), s1(τ1) =
τ2
τ1
, s2(τ2) =
f2√
t
τ0τ1τ3τ4
τ2
,
(3.9)
s5 : τ0 → [t(t− 1)] 14 τ1, τ1 → [t(t− 1)]− 14 τ0,
τ3 → t− 14 (t− 1) 14 τ4, τ4 → t 14 (t− 1)− 14 τ3,
τ2 → [t(t− 1)]− 12 f0τ2,
(3.10)
s6 : τ0 → it 14 τ3, τ3 → −it− 14 τ0, τ1 → t− 14 τ4, τ4 → t 14 τ1, τ2 → t− 12 f4τ2, (3.11)
s7 : τ0 → (−1)− 34 (t− 1) 14 τ4, τ4 → (−1) 34 (t− 1)− 14 τ0,
τ1 → (−1) 34 (t− 1)− 14 τ3, τ3 → (−1)− 34 (t− 1) 14 τ1,
τ2 → −i(t− 1)− 12 f3τ2.
(3.12)
8
Table 1: Ba¨cklund transformations of PVI
α0 α1 α2 α3 α4 f4 f2
s0 −α0 α1 α2 + α0 α3 α4 f4 f2 − α0
f0
s1 α0 −α1 α2 + α1 α3 α4 f4 f2
s2 α0 + α2 α1 + α2 −α2 α3 + α2 α4 + α2 f4 + α2
f2
f2
s3 α0 α1 α2 + α3 −α3 α4 f4 f2 − α3
f3
s4 α0 α1 α2 + α4 α3 −α4 f4 f2 − α4
f4
s5 α1 α0 α2 α4 α3 t
f3
f0
−f0(f2f0 + α2)
t(t− 1)
s6 α3 α4 α2 α0 α1
t
f4
−f4(f4f2 + α2)
t
s7 α4 α3 α2 α1 α0
f0
f3
f3(f3f2 + α2)
t− 1
Let us define the following translation operators
T̂13 = s1s2s0s4s2s1s7, T̂40 = s4s2s1s3s2s4s7,
T̂34 = s3s2s0s1s2s3s5, T14 = s1s4s2s0s3s2s6,
(3.13)
which act on parameters αi as
T̂13(α0, α1, α2, α3, α4) = (α0, α1, α2, α3, α4) + (0, 1, 0,−1, 0),
T̂40(α0, α1, α2, α3, α4) = (α0, α1, α2, α3, α4) + (−1, 0, 0, 0, 1),
T̂34(α0, α1, α2, α3, α4) = (α0, α1, α2, α3, α4) + (0, 0, 0, 1,−1),
T14(α0, α1, α2, α3, α4) = (α0, α1, α2, α3, α4) + (0, 1,−1, 0, 1).
(3.14)
Note that the action of these operators on τ -functions is not commutative. For example, we have
T̂13T̂40(τ0) = −T̂40T̂13(τ0), T̂13T̂34(τ0) = −iT̂34T̂13(τ0),
T̂13T14(τ0) = iT14T̂13(τ0), T̂40T̂34(τ0) = iT̂34T̂40(τ0),
T̂40T14(τ0) = −iT14T̂40(τ0), T̂34T14(τ0) = iT14T̂34(τ0).
(3.15)
Setting
τk,l,m,n = T
n
14T̂
m
34 T̂
l
40T̂
k
13(τ0), k, l,m, n ∈ Z, (3.16)
we have
T n14T̂
m
34 T̂
l
40T̂
k
13(f0) = −it
1
2 (t− 1) 12 τk,l,m,nτk−1,l−2,m−1,n+1
τk−1,l−1,m−1,nτk,l−1,m,n+1
,
T n14T̂
m
34 T̂
l
40T̂
k
13(f3) = i(t− 1)
1
2
τk,l−1,m−1,nτk−1,l−1,m,n+1
τk−1,l−1,m−1,nτk,l−1,m,n+1
,
T n14T̂
m
34 T̂
l
40T̂
k
13(f4) = t
1
2
τk,l−1,m,nτk−1,l−1,m−1,n+1
τk−1,l−1,m−1,nτk,l−1,m,n+1
,
T n14T̂
m
34 T̂
l
40T̂
k
13(f2) = −(t− 1)−
1
2
τk−1,l−1,m−1,nτk,l−1,m,n+1τk+1,l,m,n−1
τk,l,m,nτk,l−1,m−1,nτk,l−1,m,n
.
(3.17)
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It is possible to derive the Toda equation with respect to each translation operator. For the T14-direction,
we get
τk,l,m,n+1τk,l,m,n−1
= −t− 12
[
(t− 1) d
dt
(log τk,l,m,n)
′ − (log τk,l,m,n)′ + (α1 + α4 + k + l−m+ 2n)
2
4
+
1
2
]
τ2k,l,m,n.
(3.18)
3.2 A Riccati solution
If α2 = 0, it is possible to specialize f2 = 0. Then, the Hamilton equation (3.5) yields
f ′4 = −(α0 − 1)f3f4 − α3f0f4 − α4f0f3, (3.19)
which is equivalent to a Riccati equation
q′ = α1q
2 + [(α3 + α4)t+ (α0 + α4 − 1)]q − α4t. (3.20)
We set
α0 = −b, α1 = a, α3 = c− a, α4 = b− c+ 1, (3.21)
and impose “non-integer conditions” on them appropriately. By the dependent variable transformation
aq = −ϕ
′
ϕ
− (b+ 1)t+ c, (3.22)
we have for ϕ the linear equation
t(t− 1)d
2ϕ
dt2
+ [(a+ b+ 3)t− (c+ 1)]dϕ
dt
+ (a+ 1)(b+ 1)ϕ = 0, (3.23)
which is nothing but the hypergeometric differential equation. The general solution of (3.23) is expressed
by
ϕ = c1
Γ(a+ 1)Γ(b+ 1)
Γ(c+ 1)
F (a+ 1, b+ 1, c+ 1; t)
+c2
Γ(a− c+ 1)Γ(b− c+ 1)
Γ(1− c) t
−cF (a− c+ 1, b− c+ 1, 1− c; t),
(3.24)
where F (a, b, c; t) denotes Gauss’s hypergeometric function and ci (i = 1, 2) are arbitrary complex
constants. For simplicity, we denote
fklm = F (a+ k, b+ l, c+m; t),
gklm = t
1−c−mF (a− c+ 1 + k −m, b− c+ 1 + l −m, 2− c−m; t)
(k, l,m ∈ Z). (3.25)
By using the contiguity relations of Gauss’s hypergeometric function, we obtain the following proposition.
Proposition 3.1 We define the function ϕk,l,m by
ϕk,l,m = c1
Γ(a+ k + 1)Γ(b+ l+ 2)
Γ(c+m+ 1)
fk+1,l+2m+1
+c2
Γ(a− c+ 1 + k −m)Γ(b− c+ 2 + l −m)
Γ(1− c−m) g
k+1,l+2
m+1 .
(3.26)
Then,
f0 = b
ϕ−1,−2,−1
ϕ0,−1,0
, f3 = (c− a)ϕ−1,−1,0
ϕ0,−1,0
, f4 =
ϕ−1,−1,−1
ϕ0,−1,0
, f2 = 0,
α0 = −b, α1 = a, α3 = c− a, α4 = b− c+ 1,
(3.27)
gives a Riccati solution of the symmetric form of PVI.
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3.3 A Determinant formula for a family of classical transcendental solutions
First, we calculate the Hamiltonians and τ -functions for the Riccati solution in Proposition 3.1. Under
the specialization (3.27), the Hamiltonians are calculated as
hi = Ai(t− 1) +Bit, (i = 0, 1, 3, 4), (3.28)
with
A0 = − 14 (a+ b− c+ 1)2 − 14 (a− b− 1)2, B0 = 14 (a+ b− c+ 1)2 + 12 ,
A1 = − 14 (a+ b− c)2 − 14 (a− b− 1)2 − 14 , B1 = 14 (a+ b− c)2 + 14 ,
A3 = − 14 (a+ b− c+ 1)2 − 14 (a− b)2 − 14 , B3 = 14 (a+ b− c+ 1)2 + 12 ,
A4 = − 14 (a+ b− c)2 − 14 (a− b)2, B4 = 14 (a+ b− c)2 + 14 .
(3.29)
Then, we have
τi = t
Ai(t− 1)Bi , s2si(τi) = 0 (i = 0, 1, 3, 4), (3.30)
s0(τ0) = bϕ−1,−2,−1t
A0+b(t− 1)B0 , s1(τ1) = ϕ0,−1,0tA1+(c−a)(t− 1)B1+(a+b−c+1),
s3(τ3) = (c− a)ϕ−1,−1,0tA3+a(t− 1)B3 , s4(τ4) = ϕ−1,−1,−1tA4−(b−c+1)(t− 1)B4+(a+b−c+1),
(3.31)
up to multiplication by some constants. For small k, l,m, n, we observe that τk,l,m,n are expressed in
the form
τk,l,m,n = σk,l,m,nt
− 1
4
(aˆ+bˆ−cˆ+2n)2− 1
4
(aˆ−bˆ−n)2+n(bˆ+n)− 1
2
n(n−1)(t− 1) 14 (aˆ+bˆ−cˆ+2n)2+ 12 , (3.32)
with
σk,l,m,−1 = 0, σk,l,m,0 = const., σk,l,m,1 = (const.)× ϕk,l,m, (3.33)
where we denote
aˆ = a+ k, bˆ = b+ l + 1, cˆ = c+m. (3.34)
Assume that τk,l,m,n are expressed as (3.32) for any k, l,m, n ∈ Z. Then, the Toda equation (3.18) yields
σk,l,m,n+1σk,l,m,n−1 = −
[
(δ2σk,l,m,n)σk,l,m,n − (δσk,l,m,n)2
]
, δ = t
d
dt
. (3.35)
Moreover, we set
σk,l,m,n = ωk,l,m,nρk,l,m,n, ωk,l,m,n = ωk,l,m,n(a, b, c), (3.36)
with ρk,l,m,0 = 1 and ρk,l,m,1 = ϕk,l,m, and impose that the constants ωk,l,m,n satisfy
ωk,l,m,n+1ωk,l,m,n−1 = −ω2k,l,m,n. (3.37)
Then, the function ρk,l,m,n are determined by the recurrence relation
ρk,l,m,n+1ρk,l,m,n−1 = (δ
2ρk,l,m,n)ρk,l,m,n − (δρk,l,m,n)2, (3.38)
with the initial conditions
ρk,l,m,−1 = 0, ρk,l,m,0 = 1, ρk,l,m,1 = ϕk,l,m. (3.39)
By Darboux’s formula, the functions ρk,l,m,n for n ∈ Z≥0 are expressed as
ρk,l,m,n =
∣∣∣∣∣∣∣∣∣∣
ϕ
(0)
k,l,m ϕ
(1)
k,l,m · · · ϕ(n−1)k,l,m
ϕ
(1)
k,l,m ϕ
(2)
k,l,m · · · ϕ(n)k,l,m
...
...
. . .
...
ϕ
(n−1)
k,l,m ϕ
(n)
k,l,m · · · ϕ(2n−2)k,l,m
∣∣∣∣∣∣∣∣∣∣
, ϕ
(i)
k,l,m =
(
t
d
dt
)i
ϕk,l,m. (3.40)
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Note that the constants ωk,l,m,n are determined by the recurrence relations (3.37) and
ωk+1,l,m,iωk−1,l,m,i = iaˆ(cˆ− aˆ)ω2k,l,m,i,
ωk,l+1,m,iωk,l−1,m,i = −ibˆ(cˆ− bˆ)ω2k,l,m,i,
ωk,l,m+1,iωk,l,m−1,i = (cˆ− aˆ)(cˆ− bˆ)ω2k,l,m,i,
(i = 0, 1) (3.41)
with the initial conditions
ω−1,−2,−1,1 = (−1)− 14 b, ω0,−2,−1,1 = b, ω−1,−1,−1,1 = 1, ω0,−1,−1,1 = (−1)− 14 ,
ω−1,0,0,1 = −(−1)− 34 (c− a), ω0,0,0,1 = −i, ω−1,−1,0,1 = −i(c− a), ω0,−1,0,1 = (−1)− 34 ,
(3.42)
and
ω−1,−2,−1,0 = (−1)− 34 b, ω0,−2,−1,0 = −b, ω−1,−1,−1,0 = 1, ω0,−1,−1,0 = (−1)− 34 ,
ω−1,0,0,0 = (−1)− 34 (c− a), ω0,0,0,0 = 1, ω−1,−1,0,0 = c− a, ω0,−1,0,0 = (−1)− 34 .
(3.43)
Since it is possible to set k = l = m = 0 without loss of generality, we obtain the following theorem.
Theorem 3.2 We define the functions τk,l,mn by
τk,l,mn =
∣∣∣∣∣∣∣∣∣∣
ϕ
(0)
k,l,m ϕ
(1)
k,l,m · · · ϕ(n−1)k,l,m
ϕ
(1)
k,l,m ϕ
(2)
k,l,m · · · ϕ(n)k,l,m
...
...
. . .
...
ϕ
(n−1)
k,l,m ϕ
(n)
k,l,m · · · ϕ(2n−2)k,l,m
∣∣∣∣∣∣∣∣∣∣
, ϕ
(i)
k,l,m =
(
t
d
dt
)i
ϕk,l,m, (3.44)
where ϕk,l,m are given by (3.26). Then,
f0 = b
τ0,0,0n τ
−1,−2,−1
n+1
τ−1,−1,−1n τ
0,−1,0
n+1
, f3 = (c− a)
τ0,−1,−1n τ
−1,−1,0
n+1
τ−1,−1,−1n τ
0,−1,0
n+1
,
f4 =
τ0,−1,0n τ
−1,−1,−1
n+1
τ−1,−1,−1n τ
0,−1,0
n+1
, f2 = at
−1 τ
−1,−1,−1
n τ
0,−1,0
n+1 τ
1,0,0
n−1
τ0,0,0n τ
0,−1,−1
n τ
0,−1,0
n
,
(3.45)
(α0, α1, α2, α3, α4) = (−b, a+ n,−n, c− a, b− c+ 1 + n), (3.46)
gives a family of classical transcendental solutions of the symmetric form of PVI.
4 Degeneration of classical transcendental solutions
It is well known that, starting from PVI, one can obtain PV, . . ., PI by successive limiting procedures in
the following diagram [14, 2],
PVI −→ PV −→ PIII
↓ ↓
PIV −→ PII −→ PI,
(4.1)
which corresponds to the degeneration diagram of the special functions of hypergeometric type
Gauss −→ Kummer −→ Bessel
↓ ↓
Hermite-Weber −→ Airy.
(4.2)
In this section, we show that, starting from the family of special function solutions of PVI given in
Theorem 3.2, we obtain classical transcendental solutions to other Painleve´ equations by degeneration.
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4.1 From PVI to PV
As is known, the Hamiltonian system SVI is reduced to SV by putting
t→ 1− εt, κ1 → ε−1 + θ + 1, θ → −ε−1, (4.3)
and taking the limit as ε→ 0. Let us consider the degeneration of the family of classical transcendental
solutions given in Theorem 3.2. It is known that PVI admits an outer symmetry as
σ34 : α3 ↔ α4, t→ 1− t, f4 → −f3, f2 → −f2. (4.4)
The application of σ34 to the family of solutions in Theorem 3.2 gives another family of solutions for the
parameters
(α0, α1, α2, α3, α4) = (−b, a+ n,−n, b− c+ 1 + n, c− a), (4.5)
or
κ∞ = a+ n, κ0 = c− a, κ1 = b − c+ 1 + n, θ = −b. (4.6)
Then, it is easy to see that by putting
t→ εt, b = ε−1, (4.7)
SVI with (4.6) is reduced to SV with
κ∞ = a+ n, κ0 = c− a, θ = −c+ n, (4.8)
in the limit as ε → 0. It is obvious that Gauss’s function F (a, b, c; t) is reduced to Kummer’s function
F (a, c; t) by this process. Thus, we get
ϕk,l,m → ε−lΓ−1(c− a− k +m)ϕk+1,m+1, (4.9)
where ϕi,j are given by (2.21). Note that we redefine the constants c1 and c2 appropriately. It is easy
to see that we have
τk,l,mn → ε−lnΓ−n(c− a− k +m)τk+1,m+1n . (4.10)
Therefore, we obtain the family of classical transcendental solutions of SV in Theorem 2.2.
4.2 From PV to PIII
From PV, we can obtain two coalescence limits. First, we consider the Painleve´ III equation
d2q
dt2
=
1
q
(
dq
dt
)2
− 1
t
dq
dt
− 4
t
[
η∞θ∞q
2 + η0(θ0 + 1)
]
+ 4η2∞q
3 − 4η
2
0
q
, (4.11)
which is equivalent to the Hamiltonian system
SIII : q
′ =
∂H
∂p
, p′ = −∂H
∂q
, ′ = t
d
dt
, (4.12)
with the Hamiltonian
H = 2q2p2 − [2η∞tq2 + (2θ0 + 1)q + 2η0t] p+ η∞(θ0 + θ∞)tq. (4.13)
This system can be derived from SV by putting
q → 1 + εtq, p→ ε−1t−1p, t→ η0εt2, H → 1
2
(H + qp)
κ∞ → −η∞ε−1 + θ∞, κ0 → η∞ε−1, θ → θ0,
(4.14)
13
and taking the limit as ε→ 0.
Let us apply the limiting procedure to the family of classical transcendental solutions of SV given in
Theorem 2.2. It is easy to see that by putting
a→ −η∞ε−1 + c, (4.15)
SV with (2.40) is reduced to SIII with
θ∞ = ν + n+ 1, θ0 = −ν + n− 1, (4.16)
in the limit as ε→ 0, where we denote c = ν + 1. Without loss of generality, it is possible to set
η∞ =
σ
2
, η0 =
1
2
, (σ = ±1). (4.17)
Then, we find that
F (a, c; t)→ Γ(ν + 1)
(
t
2
)−ν
Zν(t), (4.18)
where Zν = Zν(t) denotes
Zν =
{
Jν : Bessel σ = +1,
Iν : modified Bessel σ = −1.
(4.19)
This means that Kummer’s function is reduced to the (modified) Bessel function in this limit. Thus, we
get
ϕi,j → (−1)i
(σ
2
ε−1
)j ( t
2
)−ν−j
ϕν+j , (4.20)
with
ϕν+j = c1Zν+j + c2(−σ)jZ−ν−j. (4.21)
This leads us to
τ i,jn →
(
1
2
)(n−1)n
(−1)in
(σ
2
ε−1
)jn ( t
2
)−(ν+j)n
τν+jn , (4.22)
where τν+jn are defined by
τν+jn =
∣∣∣∣∣∣∣∣∣∣
ϕ
(0)
ν+j ϕ
(1)
ν+j · · · ϕ(n−1)ν+j
ϕ
(1)
ν+j ϕ
(2)
ν+j · · · ϕ(n)ν+j
...
...
. . .
...
ϕ
(n−1)
ν+j ϕ
(n)
ν+j · · · ϕ(2n−2)ν+j
∣∣∣∣∣∣∣∣∣∣
, ϕ
(i)
ν+j =
(
t
d
dt
)i
ϕν+j . (4.23)
Therefore, from Theorem 2.2 and Remark 2.3, we obtain the following proposition [13].
Proposition 4.1 (Okamoto) We define the functions τνn by (4.23). Then,
q = σ
τνn+1τ
ν+1
n
τνnτ
ν+1
n+1
= σ
(
d
dt
log
τν+1n+1
τνn
+
ν + 1− n
t
)
, p = − 1
2t
τν+1n+1τ
ν+1
n−1
τν+1n τ
ν+1
n
, (4.24)
θ∞ = ν + n+ 1, θ0 = −ν + n− 1, (4.25)
with (4.17) gives a family of classical transcendental solutions of SIII.
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4.3 From PV to PIV
Next, we consider the Painleve´ IV equation
d2q
dt2
=
1
2q
(
dq
dt
)2
+
3
2
q3 + 2tq2 +
1
2
t2q − (−κ0 + 2θ∞ + 1)q − κ
2
0
2q
, (4.26)
which is equivalent to the Hamiltonian system
SIV : q
′ =
∂H
∂p
, p′ = −∂H
∂q
, ′ =
d
dt
, (4.27)
with the Hamiltonian
H = qp2 − (q2 + tq + κ0)p+ θ∞q. (4.28)
This system can be also derived from SV by coalescence. This process is achieved by putting
q → εq, p→ ε−1p, t→ ε−2(1 + εt), H + κ→ ε−1H,
θ → ε−2 + 2θ∞ − κ0, κ∞ → ε−2,
(4.29)
and taking the limit as ε→ 0.
Let us consider the degeneration of the classical transcendental solutions of SV. Applying the
Ba¨cklund transformation pi2 to the solutions in Theorem 2.2, we obtain the following corollary.
Corollary 4.2 We define the functions τ i,jn by (2.36). Then,
q = −
(
c− a
c− a− 1
)n τ0,0n τ1,1n+1
τ1,0n τ
0,1
n+1
, p = (1− a)
(
c− a− 1
c− a
)n τ1,0n τ0,1n+1τ−1,−1n+1
τ0,0n+1τ
0,0
n+1τ
0,0
n
, (4.30)
κ∞ = c− a, κ0 = a+ n, θ = c− n− 2, (4.31)
gives a family of classical transcendental solutions of SV.
It is easy to see that by putting
c→ ε−2 + a, (4.32)
SV with (4.31) is reduced to SIV with
κ0 = −ν + n, θ∞ = −ν − 1, (4.33)
in the limit as ε→ 0, where we denote a = −ν. We find that
Γ(c− a)
Γ(c)
F (a, c; t)→ (−ε)−νHν(t), (4.34)
where Hν(t) denotes the Hermite-Weber function. By a Kummer transformation
F (a− c+ 1, 2− c; t) = etF (1− a, 2− c;−t), (4.35)
we get
Γ(c− a)Γ(a− c+ 1)
Γ(2− c) t
1−cF (a− c+ 1, 2− c; t)→ (−iε)−ν−1e t
2
2 H−ν−1(it). (4.36)
Thus, we have
ϕk,j → (−ε)−ν+k
[
c1Γ(−ν + k)Hν−k(t) + c2eipi(−ν+k−1)/2e t
2
2 H−ν+k−1(it)
]
. (4.37)
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Let us rewrite this expression in terms of the hyperbolic cylinder function Dν(t). Noting the relations
Hν(t) = e
t
2
4 Dν(t), (4.38)
and
D−ν−1(it) =
Γ(−ν)√
2pi
[
eipi(ν+1)/2Dν(t)− e−ipi(ν−1)/2Dν(−t)
]
, (4.39)
we get
ϕk,j → εke t
2
4 ϕν−k, (4.40)
with
ϕν−k = c1
Dν−k(t)
Γ(ν − k + 1) + c2Γ(−ν + k)Dν−k(−t). (4.41)
This leads us to
τk,jn → ε−n(n−1)εknτν−kn , (4.42)
where τν−kn are defined by
τν−kn =
∣∣∣∣∣∣∣∣∣∣
φ
(0)
ν−k φ
(1)
ν−k · · · φ(n−1)ν−k
φ
(1)
ν−k φ
(2)
ν−k · · · φ(n)ν−k
...
...
. . .
...
φ
(n−1)
ν−k φ
(n)
ν−k · · · φ(2n−2)ν−k
∣∣∣∣∣∣∣∣∣∣
, φ
(m)
ν−k =
(
d
dt
)m (
e
t
2
4 ϕν−k
)
. (4.43)
Therefore, we obtain the following proposition.
Proposition 4.3 We define the functions τν−kn by (4.43). Then,
q = − τ
ν
nτ
ν−1
n+1
τν−1n τνn+1
, p = (ν + 1)
τν−1n τ
ν+1
n+1
τνn+1τ
ν
n
, (4.44)
κ0 = −ν + n, θ∞ = −ν − 1, (4.45)
gives a family of classical transcendental solutions of SIV.
The direct derivation of this proposition is given in Appendix.
Remark 4.4 A special case (c2 = 0) of Proposition 4.3 is stated in [5]. In [6], the case of ν ∈ Z, where
the τ-functions are reduced to some polynomials, is discussed.
4.4 From PIII to PII
Both PIII and PIV go to PII by coalescence. First, we consider the degeneration from SIII to SII, which
is achieved by putting
q → 1 + εq, p→ ε−1p, θ0 → 2ε−3 + α(1), θ∞ → −2ε−3 + α(2),
t→ −2ε−3
(
1− 1
2
ε2t
)
, H → −2ε−2H − 2ε−3α,
(4.46)
and taking the limit as ε→ 0, where we set α = 12
(
α(1) + α(2)
)
.
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Let us consider the degeneration of the family of classical transcendental solutions. From (4.46), it
is the case of σ = 1 (the Bessel function) that we can take the degeneration limit. By the relation
J−ν = cos(νpi)Jν − sin(νpi)Yν , (4.47)
we rewrite ϕν+j (4.21) as
ϕν+j = c1Jν+j + c2Yν+j . (4.48)
Then, from (4.46), we see that by putting
ν = −2ε−3, (4.49)
SIII with (4.25) is reduced to SII with α = n. It is known that we have [1]
Jν(ν + zν
1
3 ) = 2
1
3 ν−
1
3Ai(−2 13 z) +O(ν−1),
Yν(ν + zν
1
3 ) = −2 13 ν− 13Bi(−2 13 z) +O(ν−1),
(4.50)
which lead us to
Jν(t)→ −εAi(t) +O(ε3), Yν(t)→ εBi(t) +O(ε3). (4.51)
Thus, we get
τν+jn → εn(−2ε−2)(n−1)nτn, (4.52)
where the functions τn are defined by (1.13). Therefore, we obtain Proposition 1.1.
4.5 From PIV to PII
It is well known that the Hamiltonian system SII is also derived from SIV by degeneration. This process
is achieved by putting
q → ε−3(1− ε2q), p→ −εp, t→ −2ε−3
(
1 +
1
2
ε4t
)
,
κ0 → ε−6, θ∞ → α, H → −ε−1H + ε−3α,
(4.53)
and taking the limit as ε→ 0.
Let us consider the degeneration of the classical transcendental solutions. Applying the Ba¨cklund
transformation pi to the solutions in Theorem A.2, we obtain the following corollary.
Corollary 4.5 We define the functions τνn by (4.43). Then,
q =
d
dt
log
τνn+1
τνn
− t, p = τ
ν
n+1τ
ν−1
n−1
τν−1n τνn
, (4.54)
κ0 = ν + 1, θ∞ = n, (4.55)
gives a family of classical transcendental solutions of SIV.
It is easy to see that by putting
ν → ε−6 − 1, (4.56)
SIV with (4.55) reduced to SII with α = n in the limit as ε→ 0.
Let us consider the degeneration of classical transcendental solutions. According to [3], we find that
the parabolic cylinder function is reduced to the Airy function as
Dν+j(t)
Γ(ν + j + 1)
→ (−ε)3jAi(t), Γ(−ν − j)Dν+j(−t)→ (−ε)3jAi(ωt), (4.57)
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with ω = e2pii/3. Thus, we have
ϕν+j → (−ε)3jϕ, (4.58)
where ϕ denote the general solution of Airy’s differential equation. Normalizing the τ -functions (4.43)
as
τν+jn = e
n t
2
4 τ˜ν+jn , (4.59)
we get
τ˜ν+jn → (−ε)−n(n−1)+3jnτn, (4.60)
where the functions τn are defined by (1.13). Therefore, we obtain Proposition 1.1.
Acknowledgment The author would like to thank Prof. Y. Haraoka, Prof. K. Kajiwara and Prof.
M. Noumi for their helpful comments.
A Classical transcendental solutions of the Painleve´ IV equa-
tion
A.1 The symmetric form of the Painleve´ IV equation
The symmetric form of PIV is given by [6]
f ′0 = f0(f1 − f2) + α0,
f ′1 = f1(f2 − f0) + α1,
f ′2 = f2(f0 − f1) + α2,
′ =
d
dt
, (A.1)
with the normalization conditions α0 + α1 + α2 = 1 and f0 + f1 + f2 = t. The correspondence to the
canonical variables and parameters of SIV is given by
q = −f1, p = f2, κ0 = α1, θ∞ = −α2. (A.2)
The Ba¨cklund transformations of PIV are described as follows,
si(αi) = −αi, si(αj) = αj + αi (j = i± 1), pi(αj) = αj+1,
si(fi) = fi, si(fj) = fj ± αi
fi
(j = i± 1), pi(fj) = fj+1,
(A.3)
where the subscripts i = 0, 1, 2 are understood as elements of Z/3Z. The Hamiltonians hi of the system
(A.1) are given by
h0 = f0f1f2 +
α1 − α2
3
f0 +
α1 + 2α2
3
f1 − 2α1 + α2
3
f2, (A.4)
and hi = pi
i(h0). Introducing the τ -functions τi as hi = (log τi)
′, we find that the Ba¨cklund transforma-
tions for the τ -functions are described by
si(τj) = τj (i 6= j), si(τi) = fi τi−1τi+1
τi
, pi(τi) = τi+1. (A.5)
The f -variables are recovered from the τ -functions by
fi =
τisi(τi)
τi−1τi+1
=
d
dt
log
τi−1
τi+1
+
t
3
. (A.6)
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Let us define the translation operators Ti by
T1 = pis2s1, T2 = s1pis2, T0 = s2s1pi, (A.7)
which commute with each other and act on the parameters αi as
Ti(αi−1) = αi−1 + 1, Ti(αi) = αi − 1, Ti(αj) = αj (j 6= i − 1, i). (A.8)
Noting that T1T2T0 = 1, we set
τk,l = T
k
1 T
l
2(τ0), k, l ∈ Z. (A.9)
Then, we have from (A.6)
T k1 T
l
2(f0) =
τk,lτk+2,l+1
τk+1,l+1τk+1,l
=
d
dt
log
τk+1,l+1
τk+1,l
+
t
3
,
T k1 T
l
2(f1) =
τk+1,lτk,l+1
τk,lτk+1,l+1
=
d
dt
log
τk,l
τk+1,l+1
+
t
3
,
T k1 T
l
2(f2) =
τk+1,l+1τk,l−1
τk+1,lτk,l
=
d
dt
log
τk+1,l
τk,l
+
t
3
.
(A.10)
It is possible to derive the Toda equation with respect to each translation operator. For the T1-direction,
we have
τk+1,lτk−1,l =
[
(log τk,l)
′′ +
2α1 + α2 − 2k + l
3
]
τk,l · τk,l. (A.11)
A.2 A Riccati solution
We derive a Riccati solution of (A.1). First, we set α0 = 0 and f0 = 0. Then, f1 satisfies a Riccati
equation
f ′1 = f1(t− f1) + α1. (A.12)
By the dependent variable transformation f1 = (logϕ)
′ + t2 , we have for ϕ the linear equation(
d2
dt2
− α1 + 1
2
− t
2
4
)
ϕ = 0, (A.13)
which is nothing but Weber’s differential equation. We set α1 = −ν (6∈ Z). Then, the general solution
of (A.13) is expressed by
ϕ = c1
Dν(t)
Γ(ν + 1)
+ c2Γ(−ν)Dν(−t), (A.14)
where ci (i = 1, 2) are arbitrary complex constants. By using the contiguity relations of the hyperbolic
cylinder function, we obtain the following proposition.
Proposition A.1 We define the function ϕν−k by (4.41). Then,
(f0, f1, f2) =
(
0,
ϕν−1
ϕν
, (ν + 1)
ϕν+1
ϕν
)
, (α0, α1, α2) = (0,−ν, ν + 1) , (A.15)
gives a Riccati solution of the symmetric form of PIV.
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A.3 A Determinant formula for a family of classical transcendental solutions
First, we calculate the Hamiltonians and τ -functions for the Riccati solution in Proposition A.1. Under
the specialization (A.15), the Hamiltonians and τ -functions are calculated as
h0 =
ϕ′ν
ϕν
+
ν + 12
3
t, h1 =
ν + 1
3
t, h2 =
ν
3
t, (A.16)
and
τ0 = τ0,0 = ϕν exp
(
ν + 12
6
t2
)
, τ1 = τ1,0 = exp
(
ν + 1
6
t2
)
, τ2 = τ1,1 = exp
(ν
6
t2
)
,
s0(τ0) = τ2,1 = 0,
s1(τ1) = τ0,1 = ϕν−1 exp
(
ν − 12
6
t2
)
, s2(τ2) = τ0,−1 = (ν + 1)ϕν+1 exp
(
ν + 32
6
t2
)
,
(A.17)
up to multiplication by some constants, respectively. Introducing the functions σk,l by
τk,l = σk,l exp
(
ν + 2k − l − 1
6
t2
)
, (A.18)
we see that
σ2,l = 0, σ1,l = const., σ0,l = (const.)× e t
2
4 ϕν−l. (A.19)
Moreover, we set
σk,l = ωk,lρk,l, ωk,l = ωk,l(ν), (A.20)
with ρ1,l = 1 and ρ0,l = e
t
2
4 ϕν−l, and impose that the constants ωk,l satisfy
ωk+1,lωk−1,l = ω
2
k,l. (A.21)
From the Toda equation (A.11), the function ρk,l are determined by
ρk+1,lρk−1,l = ρ
′′
k,lρk,l − (ρ′k,l)2, (A.22)
with the initial conditions
ρ2,l = 0, ρ1,l = 1, ρ0,l = e
t
2
4 ϕν−l. (A.23)
By Darboux’s formula, the functions ρ1−n,l for n ∈ Z≥0 are expressed as
ρ1−n,l =
∣∣∣∣∣∣∣∣∣∣
ρ
(0)
0,l ρ
(1)
0,l · · · ρ(n−1)0,l
ρ
(1)
0,l ρ
(2)
0,l · · · ρ(n)0,l
...
...
. . .
...
ρ
(n−1)
0,l ρ
(n)
0,l · · · ρ(2n−2)0,l
∣∣∣∣∣∣∣∣∣∣
, ρ
(i)
0,l =
(
d
dt
)i
ρ0,l. (A.24)
Note that the constants ωk,l are determined by the recurrence relations (A.21) and
ωi,l+1ωi,l−1 = (ν + 1− l)ω2i,l, (A.25)
with the initial conditions ωi,0 = ωi,1 = 1 (i = 0, 1). Since it is possible to set l = 0 without loss of
generality, we obtain the following theorem.
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Theorem A.2 We define the functions τν−kn by (4.43). Then,
f0 =
τνn+1τ
ν−1
n−1
τν−1n τνn
=
d
dt
log
τν−1n
τνn
,
f1 =
τνnτ
ν−1
n+1
τνn+1τ
ν−1
n
=
d
dt
log
τνn+1
τν−1n
,
f2 = (ν + 1)
τν−1n τ
ν+1
n+1
τνnτ
ν
n+1
=
d
dt
log
τνn
τνn+1
+ t,
(A.26)
(α0, α1, α2) = (−n,−ν + n, ν + 1) , (A.27)
and
q = − τ
ν
nτ
ν−1
n+1
τνn+1τ
ν−1
n
= − d
dt
log
τνn+1
τν−1n
, p = (ν + 1)
τν−1n τ
ν+1
n+1
τνnτ
ν
n+1
=
d
dt
log
τνn
τνn+1
+ t, (A.28)
κ0 = −ν + n, θ∞ = −ν − 1, (A.29)
gives a family of classical transcendental solutions of the symmetric form of PIV and the Hamiltonian
system SIV, respectively.
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