This paper proposes a parameter and state estimator for canonical state space systems from measured input-output data. The key is to solve the system state from the state equation and to substitute it into the output equation, eliminating the state variables, and the resulting equation contains only the system inputs and outputs, and to derive a least squares parameter identification algorithm. Furthermore, the system states are computed from the estimated parameters and the input-output data. Convergence analysis using the martingale convergence theorem indicates that the parameter estimates converge to their true values. Finally, an illustrative example is provided to show that the proposed algorithm is effective.
Introduction
Parameter estimation and identification have had important applications in system modelling, system control, and system analysis [1] [2] [3] [4] [5] and thus have received much research attention in recent decades [6] [7] [8] [9] [10] [11] . Several identification methods have been developed for state space models, for example, the subspace identification methods [12] . Gibson and Ninness presented a robust maximum-likelihood estimation for fully parameterized linear time-invariant (LTI) state space models; the idea is to use the expectation maximization (EM) algorithm to estimate maximum-likelihood degrees [13] . Raghavan et al. studied the EM-based state space model identification problems with irregular output sampling [14] .
The state space model includes not only the unknown parameter matrices/vectors, but also the unknown noise terms in the formation vector and unmeasurable state vector. Many algorithms can estimate the system states assuming that the system parameter matrices/vectors are available but such state estimation algorithm cannot work if the system parameters are unknown [15] . Recently, Ding presented a combined state and least squares parameter estimation algorithm for dynamic systems [16] .
In the area of state space model identification, Ding and Chen proposed a hierarchical identification estimation algorithm for estimating the system parameters and states [17] . Li et al. assumed that the system states were available and used the measurable states and input-output data to estimate the parameters of lifted state space models for general dual-rate systems [18] . Recently, some identification methods have been developed, for example, the least squares methods [19, 20] , the gradient-based methods [21, 22] , the bias compensation methods [23, 24] , and the maximum likelihood methods [25] [26] [27] [28] [29] [30] . The objective of this paper is to present a new parameter and state estimation-based residual algorithm from the given input-output data and further to analyze the convergence of the proposed algorithm.
The convergence analysis of identification algorithms has always been one of the important projects in the field of control. By using the stochastic martingale theory, Ding et al. studied the properties of stochastic gradient identification algorithms under weak conditions [31] . Ding and Liu discussed the gradient-based identification approach and convergence for multivariable systems with output measurement noise [32] . Other identification methods for linear or nonlinear systems [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] include the auxiliary model identification methods [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] , the hierarchical identification methods [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] , and the two-stage or multistage identification methods [74] [75] [76] [77] [78] .
This paper is organized as follows. Section 2 introduces the system description and its identification model paper. Section 3 derives a basic parameter identification algorithm 2 The Scientific World Journal for canonical state space systems and analyzes the performance of the proposed algorithm. Section 4 gives a state estimation algorithm. Section 5 provides an example for the proposed algorithm. Finally, concluding remarks are given in Section 6.
System Description and Identification Model
Let us introduce some notation [15] . " =: " or " := " stands for " is defined as "; the symbol I(I ) stands for an identity matrix of appropriate size ( × ); the superscript T denotes the matrix transpose; |X| = det[X] represents the determinant of a square matrix X; the norm of a matrix X is defined by ‖X‖ 2 = tr[XX T ]; 1 := 1 ×1 represents an × 1 vector whose elements are all 1; min [X] represents the minimum eigenvalues of X; for ( ) ⩾ 0, we write ( ) = ( ( )) if there exists a positive constant 1 such that | ( )| ⩽
( ).
In order to study the convergence of the algorithm proposed in [15], here we simply give that algorithm in [15] . Consider a linear system described by the following observability canonical state space model [15]:
where x( ) ∈ R is the state vector, ( ) ∈ R is the system input, ( ) ∈ R is the system output, and V( ) ∈ R is a random noise with zero mean. Assume that the order is known, and ( ) = 0, ( ) = 0 and V( ) = 0 for ⩽ 0. The system in (1) is an observability canonical form, and its observability matrix Q is an identity matrix; that is,
. . .
For the system in (1), the objective of this paper is to develop a new algorithm to estimate the parameter matrix/vector A and b (i.e., the parameters and ) and the system state vector x( ) from the available measurement input-output data { ( ), ( )}.
Since the available measurement input-output data { ( ), ( )} are known but the state vector x( ) is unknown, it is required to eliminate the state vector from (1) and obtain a new expression which only involves the input and output, in order to obtain the estimates of the parameters in (1). The following derives the identification model based on the method in [15] .
Define some vectors/matrix,
From (1), we have
Combining (5) with (8) gives
or
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Substituting (11) into (9) gives
Replacing in (13) with − yields
which is called the identification model or identification expression of the state-space model.
The Parameter Estimation Algorithm and Its Convergence
The recursive least squares algorithm for estimating is expressed aŝ
This algorithm is commonly used for convergence analysis.
To avoid computing the matrix inversion, this algorithm is equivalently expressed aŝ
where L( ) ∈ R 2 is the gain vector.
Define the parameter estimation error vector̃( ) := ( )− and the nonnegative function ( ) :=̃T( )P −1 ( )̃( ).
Theorem 1.
For the system in (1) and algorithm in (15)-(18), assume that {V( ), F } is a martingale difference sequence defined on a probability space {Ω, F, }, where {F } is the algebra sequence generated by the observations up to and including time . The noise sequence {V( )} satisfies the following assumptions:
Then the following inequality holds: The Scientific World Journal where
Proof. Define the innovation vector ( ) := ( ) −̂T( )̂( − 1). Using (17), it follows that
Subtracting from both sides of (15) and using (14), we havẽ
According to the definition of ( ) and using (16) and (29), we have
Using (26), (27), and (29), and 0 ⩽̂T( )P( )̂( ) ⩽ 1, we have
SincêT( )̃( − 1), ( ) − V( ),̂T( )P( )̂( ) are uncorrelated with V( ) and are F −1 -measurable, taking the conditional expectation with respect to F −1 and using (A1)-(A2) give
The state space model in (1) can be transformed into an inputoutput representation, 
Referring to the proof of Lemma 3 in [43] , using (33), we have
Using (17), (26), and (35), from (27), we get
Since ( ) is a strictly positive real function, referring to Appendix C in [79] , we can obtain the conclusion ( ) ⩾ 0. Adding both sides of (32) 
Proof. Using the formula min [Q]‖x‖
, and from the definition of ( ), we havẽ
Let
The Scientific World Journal 5
Since ln |P −1 ( )| is nondecreasing, using Theorem 1 yields
Referring to the proof of Theorem 2 in [43] , we havẽ
) , a.s. for any > 1.
Assume that there exist positive constants , 1 , 2 , and 0 such that the following generalized persistent excitation condition (unbounded condition number) holds:
Then for any > 1, we havê 
The State Estimation Algorithm
Referring to the method in [15], the state estimatex( ) of the state vector x( ) can be expressed aŝ
To summarize, we list the steps involved in the algorithm in (19)- (23) and (44)- (51) to compute the parameter estimatê ( ) and the state estimatex( − ).
(1) Let = 1; set the initial valueŝ( ) = 1 / 0 , P(0) = 0 I, ( ) = 0, ( ) = 0,V( ) = 0, orV( ) = 1/ 0 for ⩽ 0, 0 = 10 6 . Give a small positive number .
(2) Collect the input-output data ( ) and ( ); form̂( ) using (23), ( ) using (45), and ( ) using (46) . (3) Compute the gain vector L( ) using (20) and the covariance matrix P( ) using (21).
(4) Update the parameter estimation vector̂( ) using (19).
(5) ComputeV( ) using (22), and form̂V( ) using (47).
(6) Determinê( ) using (51) and computê( ) using (49); then formM( ) using (48).
(7) Compute the state estimatex( − ) using (44). 
Example
Consider the following single-input single-output secondorder system in canonical form:
The simulation conditions are the same as in [15] . That is, the input { ( )} is taken as an independent persistent excitation signal sequence with zero mean and unit variances and {V( )} as a white noise sequence with zero mean and variances 2 = 0.20 2 and 2 = 1.00 2 , respectively. Apply the proposed parameter and state estimation algorithm in (19)- (23) and (44)- (51) to estimate the parameters and states of this example system; the parameter estimates and their estimation errors are shown in Tables 1 and 2 ; the parameter estimation errors versus are shown in Figure 1 ; the states ( ) and their estimateŝ( ) versus are shown in Figures 2  and 3 , where := ‖̂( )− ‖/‖ ‖ (‖x‖ 2 = x T x) is the parameter estimation error.
From the simulation results of Tables 1 and 2 and Figures  1-3 , we can draw the following conclusions.
(1) A lower noise level leads to a faster rate of convergence of the parameter estimates to the true parameters.
(2) The parameter estimation errors become smaller (in general) as the data length increases; see 6
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Conclusions
In this paper, the identification problems for linear systems based on the canonical state space models with unknown parameters and states are studied. A new parameter and state estimation algorithm has been presented directly from inputoutput data. The analysis using the martingale convergence The Scientific World Journal 7 theorem indicates that the proposed algorithms can give consistent parameter estimation. The simulation results show that the proposed algorithms are effective. The method in this paper can combine the multiinnovation identification methods [80] [81] [82] [83] [84] [85] [86] [87] [88] [89] [90] [91] [92] , the iterative identification methods [93] [94] [95] [96] [97] [98] [99] [100] , and other identification methods [101] [102] [103] [104] [105] [106] [107] [108] [109] [110] [111] to present new identification algorithms or to study adaptive control problems for linear or nonlinear, single-rate or dual-rate, scalar or multivariable systems [112] [113] [114] [115] [116] [117] 
