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Abstract
The hyperbolicity condition of the system of partial differential equations
(PDEs) of the incompressible two-fluid model, applied to gas–liquid flows,
is investigated. It is shown that the addition of a dispersion term, which
depends on the drag coefficient and the gradient of the gas volume fraction,
ensures the hyperbolicity of the PDEs, and prevents the nonphysical onset
of instabilities in the predicted multiphase flows upon grid refinement. A
constraint to be satisfied by the coefficient of the dispersion term to ensure
hyperbolicity is obtained. The effect of the dispersion term on the numerical
solution and on its grid convergence is then illustrated with numerical ex-
periments in a one-dimensional shock tube, in a column with a falling fluid,
and in a two-dimensional bubble column.
Keywords: two-fluid model, hyperbolicity, bubbly flows, bubble dispersion,
shock tube, bubble column
1. Introduction
The two-fluid model [1–5] probably represents the most widely adopted ap-
proach to describe the spatial and temporal evolution of gas–liquid flows in
systems of practical relevance, due to its moderate computational cost. For
this reason, the correct formulation of the model has been subject of sev-
eral studies, which aimed, on one hand, to ensure the desired mathematical
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property of hyperbolicity of the model equations, and, on the other hand, to
appropriately incorporate the description of physical phenomena experimen-
tally observed in bubbly flows. In particular, the numerical stability of the
solution obtained from the two-fluid model depends on the characteristics of
the underlying equations, which, as shown in [6–8], may be complex. In such
a case, the discretized equations do not allow a grid-converged solution to be
achieved, and unstable modes in the solution appear, severely affecting the
model prediction and its sensitivity to grid refinement. Several approaches
were suggested in the literature to address this problem. Stuhmiller [6] ob-
served that the addition of a certain amount of dissipation mitigates the
problem for a specific grid resolution. The problem of complex characteris-
tics was addressed in [9] with the introduction of surface tension effects. A
criterion for the grid resolution that ensures the well-posedness of two-fluid
problem, relating the minimum grid size to a multiple of the bubble radius,
was proposed in [8].
It was demonstrated in [10] that real characteristics of the two-fluid equations
are a necessary condition in order not to violate the causality requirement. In
particular, his work shows that, when the two-fluid equations have complex
characteristics, it is necessary to know all the values at the solution at fu-
ture times t > ti, in order to determine an accurate solution at an arbitrary
time ti. Such a result clearly violates the physical constraint of causality,
and highlights the importance of ensuring that the mathematical model is
hyperbolic. Based on these observations, several researchers proposed modi-
fied version of the two-fluid model that guarantee hyperbolicity under certain
conditions. Some authors [11–13] performed numerical regularization of the
ill-posed equation, which, however, comes at the expense of accuracy, since
it relies on the addition of numerical dissipation.
Several investigators [6, 9, 14–19] ensured the hyperbolicity of the two-fluid
model by introducing a pressure term in the phase momentum equation.
The presence of the same mean bulk pressure Pk in both the phases was
assumed in [6], and added an interface pressure term (pki − Pk)∇α, where
pki is the interface pressure for phase k, in order to make the two-fluid model
hyperbolic. He considered the interface pressures pki for both the phases
to be equal, and modeled them based on the analytical solution of pressure
distribution around an isolated sphere [20]. An interface pressure term pi∇α
was used in [14], where, differently from [6], pi is a coefficient determined to
ensure the hyperbolicity of the set of equations, without physical justification.
The addition of this term, however, was deemed controversial [12], as shown
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by [21].
A study of wave propagation in adiabatic mono-disperse bubbly flows was
performed in [22], who concluded that the interfacial pressure difference and
the gradients of the void fraction in the non-drag momentum exchange terms
dominate the behavior of void wave propagation in bubbly flows.
Real characteristics for the two-fluid model equations were ensured by assum-
ing the mean bulk pressures in both the phases to be different in [9]. These
pressures were related through the Laplace constraint, and their difference
is set to be proportional to the surface tension. In other works [15–19], the
two-fluid model is made hyperbolic using a two-pressure formulation for com-
pressible two-phase flows, where pressures in each phases are computed using
an equation of state. However, these authors follow different approaches to
model the interface pressure term (pki − Pk)∇α. The interface pressures pki
were assumed to be equal in [15, 16]. Their model is valid only for stratified
flows, and it requires an additional transport equation for the volume frac-
tion in terms of the interface velocity to close the set of equations. Similarly,
equal interface pressures were considered in [17], and calculated as a func-
tion of the mixture pressure. The interface pressure coefficient (pki − Pk) was
modeled in both the phases in terms of the surface tension and bulk modulus
by [17, 23, 24].
Wave propagation analysis in bubbly flows was performed in [25, 26], where
it was found the virtual mass term has a significant effect on the disper-
sion of waves in these flows. The existence of complex characteristics in the
two-fluid model with virtual mass term was confirmed by [19, 27]. These au-
thors proposed the introduction of an interfacial pressure jump term, directly
proportional to the surface tension between the phases, in order to ensure
the hyperbolic behavior of the two-fluid model. The resulting model with
virtual mass and interfacial pressure jump was hyperbolic, but the wave dis-
persion may become excessive, depending on the value of the coefficient used
in the virtual mass model. A detailed study of the pressure forces in disperse
two-phase flows can be found in [28]. The stability of a two-fluid model con-
taining only first-order differential terms and algebraic closures was studied
in [29], showing that the stability properties of the model do not depend on
the wavelength of the perturbation, which is unphysical. The study was ex-
tended in [28] to incorporate the effect of terms with derivatives of arbitrary
order. However, the authors of this study concluded that the introduction
of these terms is ineffective at improving the long-wavelength stability of the
hyperbolic two-fluid model containing only first-order differential terms.
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The stability of a uniform suspension of bubbles was examined in [30], identi-
fying a critical value of volume fraction below which the suspension is stable.
This result is confirmed experimentally in [31], where experiments of air in-
jection in bubble columns were performed. The standard two-fluid model,
however, predicts flow instabilities also in these conditions, showing an un-
physical behavior.
The interfacial momentum transfer term in the two-fluid model was described
including a dispersion term proportional to the drag coefficient and to the
gradient of the gas volume fraction in [32], where an interfacial pressure jump
based on the work of [6, 33] was used. The dispersion coefficient was defined
in [32] as a function of the turbulent eddy viscosity. The hyperbolicity of
the two-fluid equations was ensured in [12] by modifying the virtual mass
coefficient as a function of the volume fraction and of the density ratio of the
phases, obtained assuming the multiphase mixture is incompressible. Hyper-
bolicity and stability of the two-fluid model were studied in [34] in terms of
the momentum flux parameters they introduced in the model to incorporate
the effect of void fraction and phase velocities. The hyperbolicity condition
was then determined to identify when the model equation are stable, in a
mathematical sense, for specific flow conditions.
The hyperbolicity of a two-fluid model for gas–particle flows was investigated
in [35], where a modification of the form of the buoyant term to incorporate
the effect of the relative motions of the phases, leading to hyperbolic equa-
tions. This development was based on the observation made in [36], where the
origin of the complex characteristics of the two-fluid equations was attributed
to the buoyancy term. However, for gas–particle systems the compressible
particle phase has a separate pressure, function of the granular temperature
and of the frictional pressure, which is often sufficient to ensure the condi-
tional hyperbolicity of the two-fluid model for an interval of volume fractions
[35, 37].
Lhuillier et al. [38] investigated the well-posedness of the six-equation two-
fluid model for dispersed mixtures, with the ultimate goal of obtaining a
hyperbolic form of the model. They showed that the two-fluid model with
equal pressures satisfies the energy conservation constraint for the mixture.
They found that the model for the interfacial pressure proposed by [6] does
not respect this constraint, and, consequently is not physical. However, they
observed the importance of adding a force term proportional to the gradient
of the disperse phase fraction, but opposite in sign, to obtain a hyperbolic
set of two-fluid equations. In the same study [38], it was argued that the
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combined effects of pseudo-turbulence and added mass may be a way to
recover hyperbolic equations.
More recently [39] tried to define a criterion for the grid resolution to avoid
the numerical difficulties. Their study, however, did not account for the
required momentum exchange terms to properly describe bubbly flows, and
did not study the hyperbolicity of the model equations. It is worth observing
at this point that approaches that define a minimum grid resolution to ensure
that a solution of the model can be obtained do not address the actual
challenge of formulating a model that allows a grid-converged solution to be
achieved. The constraint on the grid resolution, on one hand, relates a purely
numerical aspect of solution procedure to a physical parameter, typically the
bubble radius, which has been removed from the equations by means of the
averaging procedure. On the other hand, it introduces an arbitrary limit to
the spatial scales that can be resolved. As a consequence, a formulation of
the two-fluid model that allows a solution to be achieved on an arbitrarily
fine grid should be preferred.
Finally, the two-fluid model was made unconditionally hyperbolic by adding
an interfacial pressure difference term, proportional to the square of the rel-
ative velocity magnitude, and a collision term in [40]. However, the adopted
collisional model was developed in [41] considering hard spheres, which may
not properly represent the actual physical phenomena affecting a gas-liquid
system.
Vazquez-Gonzalez et al. [42] investigated the thermodynamic consistency of
various forms and schemes for the two-fluid model. In particular, they studied
the acceptability of using an elliptical model for the convective term in the
two-fluid model, in order to prevent the dampening of physical instabilities
such as the one of Kelvin-Helmoltz [42]. In order to delay the onset of
instabilities in their simulation of the Ransom’s test with mesh refinement,
they relied on a term accounting for a drag force proportional to the gradient
of the volume fraction of the disperse phase with the form [42]
D =
αgρgαlρl
αgρl + αlρg
δU2r∇αg. (1)
In their studies [42], they observed that hyperbolicity is ensured for δ >
1, but this is achieved at the cost of a loss of energy conservation. They
observed that a value of δ = 0.2 was sufficient to remove undershoots in their
Ransom’s test cases, even if the two-fluid model is elliptical. However, they
observed [42] that the effect only delays the onset of the instability, which is
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problematic in several multiphase flow simulations, which are often transient
in nature.
In the present work, we investigate the hyperbolicity of the two-fluid equa-
tions examining the role of momentum transfer terms in ensuring this con-
dition. We focus our attention on a dispersion term analogous to the one
proposed in [32]. Differently from [32], however, we argue that such a disper-
sion term should be present also when laminar bubbly flows are considered,
since it describes the effect on the drag acting on one bubble due to gradients
in the volume fraction of the disperse phase. We propose a closure based on
the considerations of [30, 43], with a dispersion coefficient determined to en-
sure the hyperbolic nature of the two-fluid equations. We demonstrate that
the introduction of this dispersion term allows the grid convergence of the
two-fluid model to be achieved, without introducing a second pressure term,
whose physical justification is not always clear, in particular in the case of
incompressible phases.
The remainder of this article is organized as follows: in Sec. 2 the equations
of the two-fluid model and the constitutive equations used as closure are
summarized. In Sec. 3 the hyperbolicity of the one-dimensional form of
the model is investigated, and a constraint on the dispersion coefficient to
ensure the hyperbolic nature of the equations is determined. Sec. 6 illustrates
an application to a one-dimensional shock tube problem, where the role of
the dispersion term in preventing unphysical behavior with grid refinement
is demonstrated. The effectiveness of the proposed modification is further
tested with numerical experiments performed in a column with falling liquid,
with progressively finer grid resolutions, as shown in Sec. 7. Finally, an
example application to a two-dimensional bubble column is illustrated in
Sec. 8, showing how the addition of the dispersion term removes nonphysical
oscillations in the flow, without compromising the experimentally observed
fluctuations of the gas plume, which are due to buoyancy.
2. Equations of the two-fluid model for bubbly flows
The equations of the two-fluid model typically used to describe the evolution
of gas–liquid systems [1, 3, 4] are summarized in this section, since they are
the base of the study discussed in this work, and they are used to perform
the numerical experiments here described.
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The continuity equation for the generic phase ϕ is
∂
∂t
(αϕρϕ) +∇ · (αϕρϕUϕ) = 0, (2)
where αϕ is the phase fraction, ρϕ is the thermodynamic density of the phase,
and Uϕ is the phase velocity.
The phase momentum equation for the liquid phase is
∂
∂t
(αlρlUl) +∇ · (αlρlUl ⊗Ul) = ∇ · τ l − αl∇p+ αlρlg +Mgl, (3)
while for the gas phase
∂
∂t
(αgρgUg) +∇ · (αgρgUg ⊗Ug) = ∇ · τ g − αg∇p+ αgρgg +Mlg, (4)
where τϕ is the phase stress tensor, p is the shared pressure, g the gravi-
tational acceleration vector, Mgl = −Mlg is the momentum exchange term,
except for buoyancy which is included in the shared pressure. This last term
is computed as the sum of the drag MD, lift ML, virtual mass MVM, wall-
lubrication MWL, and dispersion forces Mdis. For the purpose of this work,
we focus our attention on the drag, virtual mass and dispersion terms be-
cause they will be subject of the hyperbolicity study in Sec. 3. We should
note that the closure for the phase stress tensor introduces second-order spa-
tial derivatives, which, however, do not lead to the appearance of imaginary
characteristics. Thus, in Sec. 3 the tensors τϕ are set to zero. Stress tensors
are, however, preserved in the numerical implementation, and a Newtonian
behavior is assumed for each of the phases.
The drag term is defined as MD = KUr, where K = αgρlβ, Ur is the slip
velocity, and
β =
3
4
|Ur|
dp
Cs, (5)
with Cs the drag coefficient, and dp the bubble diameter.. The virtual mass
term is defined, following [44], as
MVM = CVMαgρl
(DUl
Dt −
DUg
Dt
)
, (6)
where DUϕ
Dt =
∂Uϕ
∂t
+Uϕ · ∇Uϕ (7)
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is the material derivative of the velocity of phase ϕ. Finally, the bubble
dispersion term Mdis is defined as
Mdis =
ρlβ
αl
δdis∇αg, (8)
with dispersion coefficient [30, 43]
δdis = Cdisdp|Ur|H, (9)
H = √αgαl, (10)
where dp is the diameter of the bubble. The behavior of eigenvalues of the
system of PDEs on the choice of function H will be discussed in Sec. 4
Here, Cdis is a parameter whose value will be investigated in the next sec-
tion, and, in our work, is selected to ensure the hyperbolicity of the two-fluid
equations. The dispersion term in Eq. (8) is unrelated to the pressure differ-
ence between phases but, instead, arises due to the presence of bubble-bubble
interactions through the fluid phase.
It was observed in the introduction that some authors [32] used a term for-
mally similar to the one of Eq. (8), but related it to the dispersion of the
gas phase caused by turbulent fluctuations. However, it is known [45] that,
also in the case of purely laminar flows, the drag force acting on each bubble
is affected by the disturbances induced in the liquid-phase velocity field by
the other bubbles. This effect is only partially accounted for in two-fluid
model simulations, where correlations for the drag force in homogeneous sus-
pensions are typically used, which do not account for the effect of spatial
gradients in the volume fraction on the drag force, but only for the presence
of other bubbles in homogeneous suspensions [46–49]. The introduction of
the dispersion term in Eq. (8) allows the effect of gradients of the volume
fraction on the drag force to be taken into account. It is worth noting at this
point that the term in Eq. (8) is null in homogeneous suspensions, since the
gradient of the gas volume fraction is null, ensuring consistent behavior in
the homogeneous limit.
In the next section we will illustrate the role of this dispersion term in en-
suring the hyperbolicity of the equations of the two-fluid model, and we
determine the dispersion coefficient to ensure the hyperbolic nature of the
equations of the two-fluid model.
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3. Study of the hyperbolicity of the one-dimensional two-fluid model
We study in this section the hyperbolicity of the set of PDEs describing the
evolution of the gas and liquid phase in a gas–liquid system. To this purpose,
we consider the one-dimensional two-fluid model, writing its equations in
non-conservative form.
The phase continuity equation for the gas phase then reads
∂αg
∂t
+ Ug
∂αg
∂x
+ αg
∂Ug
∂x
= 0, (11)
while, for the liquid phase, it is
∂αl
∂t
+ Ul
∂αl
∂x
+ αl
∂Ul
∂x
= 0. (12)
Similarly, we consider the phase momentum equations in non-conservative
form, including the momentum coupling terms due to drag, virtual-mass and
dispersion forces. We then have, for the gas phase,
αg (ρg + CVMρl)
∂Ug
∂t
− αgCVMρl∂Ul
∂t
+
ρlβδdis
αl
∂αg
∂x
+ αg
∂p
∂x
+ αgUg (ρg + CVMρl)
∂Ug
∂x
− ρlαgUlCVM∂Ul
∂x
= −αgρlβ (Ug − Ul) + αgρgg, (13)
and for the liquid phase
ρl (1− αg + CVMαg) ∂Ul
∂t
− αgCVMρl∂Ug
∂t
− ρlβδdis
αl
∂αg
∂x
+ (1− αg) ∂p
∂x
− αgUgCVMρl∂Ug
∂x
+ [ρl (1− αg)Ul + αgUlCVMρl] ∂Ul
∂x
= αgρlβ (Ug − Ul) + (1− αg) ρlg. (14)
For the purpose of the hyperbolicity study, we rewrite the model equations
in matrix form
A
∂X
∂t
+B
∂X
∂x
= C, (15)
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where the vector X is defined as
X = [αg, p, Ug, Ul]
T , (16)
and the matrices A, B and C are
A =

1 0 0 0
−1 0 0 0
0 0 αg (ρg + CVMρl) −αgCVMρl
0 0 −αgCVMρl ρl (1− αg + αgCVM)
 , (17)
B =

Ug 0 αg 0
−Ul 0 0 1− αg
ρlβδdis
αl
αg αgUg (ρg + CVMρl) −ρlαgulCVM
−ρlβδdis
αl
1− αg −αgUgCVMρl ρl (1− αg)Ul + αgρlUlCVM
 ,
(18)
and
C =

0
0
αgρgg − αgρlβ (Ug − Ul)
(1− αg) ρlg + αgρlβ (Ug − Ul)
 . (19)
In order to study the effect of momentum exchange terms on the hyper-
bolic nature of Eq. (15), we find the characteristic polynomial associated to
Eq. (15), defined by
|Aλ−B| = 0. (20)
The roots of Eq. (20) are real if
b2 − 4ac ≥ 0, (21)
with
a = αg
[
2αgρg + α
2
gρl −
(
ρg + ρgα
2
g + ρlαg + ρlCVM
)]
, (22)
b = 2αgρgUg (1− 2αg) + 2α2gρlUl (1 + CVM)
+ 2α3g (ρgUg − ρlUl) + 2CVMρlαgUg (1− αg) , (23)
and
c = βδdisρlαg + ρgU
2
gαg (2αg − 1) + α2gρlU2l (αg − 1)
+ CVMα
2
gρl
(
U2g − U2l
)− α3gρgU2g − CVMαgρlU2g . (24)
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Figure 1: Minimum Cdis for large density ratios as a function of gas fraction and Cs = 0.44,
CVM = 0.5.
The hyperbolicity condition b2 − 4ac ≥ 0 leads to the following inequality:
3
4
CsCdis ≥
√
αg (1− αg) [ρg (1− αg) + ρlCVM] (1− αg + CVM)
ρlαg (1− αg) + ρg (1− αg)2 + ρlCVM
, (25)
where equality identifies the curve of the minimum value of the dispersion
coefficient Cdis that ensures the system of PDEs in Eq. (15) is hyperbolic.
An example of the hyperbolicity curve for a case with large density ratio
(ρl ≫ ρg) is shown in Fig. 1, where the virtual mass coefficient is set to
CVM = 0.5 [44], and the drag coefficient is set to the constant value Cs = 0.44,
obtained for a spherical bubble when the Reynolds number based on the slip
velocity between the phases is Re > 1000.
The behavior of the curve allows to conclude that, depending on the local
value of the gas volume fraction, assuming Re > 1000, the coefficient of the
dispersion term in Eq. (9) must be Cdis ∈ [0.2, 1.2] to ensure that the PDEs
that define the two-fluid model are hyperbolic. In particular, in no case can
the dispersion term be removed from the phase momentum equations for
any value of the gas-phase fractions, if Eq. (15) are desired to be hyperbolic.
This is demonstrated in the numerical experiments discussed in the following
sections. To conclude the mathematical analysis, we examine a few special
11
cases that occur when some of the momentum exchange effects are not taken
into account:
• If CVM = 0 and Cdis = 0, Eq. (20) admits real roots if, and only if,
the slip velocity between the phases Ug − Ul is null. This allows us
to conclude that the equations of the two-fluid model in Eq. (15) are
never hyperbolic if the momentum coupling term only accounts for the
drag force without dispersion.
• If CVM > 0 and Cdis = 0, Eq. (20) does not admit real roots for any
positive value of the virtual mass coefficient CVM. This results implies
that Eq. (15) never defines an hyperbolic set of PDEs if the momentum
exchange term only incorporates the effect of drag, without dispersion
and virtual mass forces.
• The case CVM = 0, Cdis > 0, in which the effect of the virtual mass
force is neglected, but the dispersion term is added to the drag force,
leads to real roots for Eq. (20) under the condition
3
4
CsCdis ≥ ρg (1− αg)
√
αg (1− αg)
ρg (1− αg) + ρlαg , (26)
which is a special case of the proposed regularization in Eq. (25), with
CVM = 0.
4. Comparison of eigenvalues with experimental data and deter-
mination of H
We obtain the normalized eigenvalues (λi/Ug) of the system of PDEs of the
two-fluid model, with the proposed regularization, as a function of αg for flow
conditions: Ug = 0.2m/s, Cdis = 1.3, ρg = 1.2, and ρl = 1000 based on a,
b and c used in Eq. (22), Eq. (23) and Eq. (24). The eigenvalues computed
are compared with the data reported in [50] as shown in Fig. 2(a).
From Fig. 2(a) it can be inferred that the eigenvalues obtained with H =√
αg (1− αg) and Cdis = 1.3 are not equal when αg → 0 and also are not
bounded by 1. In reality the eigenvalues, which are otherwise known as the
velocity with which the disturbances travel, should be equal for αg → 0
and always be smaller than the gas velocity Ug. This unphysical behav-
ior of the eigenvalues led us to evaluate other coefficients of the proposed
12
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(b) Hnew, Cdis = 4.545.
Figure 2: Eigen values as a function of αg for H and Hnew.
regularization (H functions), which lead to physically realizable eigenval-
ues. From our study we propose a new form of the H function Hnew =
αg (1− αg)
(
1− 1.166αg + 0.5α2g
)
, with a value of the dispersion coefficient
Cdis = 4.5455. The proposed H function and Cdis gives realizable eigenvalues
which best fit the data of [50] as shown in Fig. 2(b). We highlight here that
the choice of the H function is arbitrary, and is semi-empirical in nature.
Consequently, other forms are possible which may yield the same results.
A physically meaningful expression of Eq. (8) will need to be determined
performing, for example, particle-resolved direct numerical simulations on
bubble assemblies, in order to determine the effect of gradients in the vol-
ume fraction field on the drag force acting on the bubbles.
5. Numerical approach
The two-fluid model was solved using the reactingTwoPhaseEulerFoam solver
available in the open-source code OpenFOAM [51]. The solver implements a
pressure-based solution algorithm designed for a co-located grid arrangement
[52]. The checkerboard effect is avoided by means of an improved formulation
of the Rhie–Chow interpolation [53, 54]. The buoyancy term is incorporated
in the pressure, and other contributions to the momentum exchange term
are treated as fluxes, at cell faces [54]. The drag contribution to the momen-
tum exchange term is treated with the partial elimination procedure [55–57].
The boundedness of the phase volume fraction is ensured by a flux-corrected
scheme [58]. A second-order scheme with the Sweby [59] limiter is used to re-
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Figure 3: Shock tube geometry and initial conditions.
construct the face value of the flow variables from the corresponding variable
at cell centers. A first-order Euler implicit scheme is used for time inte-
gration. The time step is adapted to ensure the Courant-–Friedrichs-–Lewy
condition is satisfied. Coupling between pressure and velocity is achieved by
means of the PIMPLE algorithm [51], which is a combination of the SIMPLE
[52, 60] and the PISO procedures [52, 61, 62].
6. One-dimensional two-phase shock tube problem
We consider a one-dimensional shock tube with two incompressible phases
to investigate the effect of the dispersion term of Eq. (8) on the numerical
solution. We compare the solution of the two-fluid model with and without
Mdisp to illustrate that the addition of this term, with a coefficient satis-
fying the condition of Eq. (25), ensures that the solution of the two-fluid
equations consistently converges with grid refinement, without showing non-
physical behavior across the discontinuity. The geometry of the shock tube
and its configuration are shown in Fig. 3, which also summarizes the initial
conditions considered in the numerical experiments. A Neumann boundary
condition is specified for all the flow variables Ul, Ug, αg and p at the left
and the right boundaries. The drag coefficient of [63] was used in all the
simulations.
As shown in Fig. 4, we consider three progressively finer grid resolutions
with 4000, 8000 and 16000 grid cells, respectively, and we compare with the
analytical solution.
It is apparent from Fig. 4 that the volume fraction profile along the shock
tube predicted by the model without the dispersion term shows a significant
undershoot at the location of the discontinuity in the flow properties. Simi-
larly, Fig. 5 shows that, in the absence of the dispersion term, the numerical
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Figure 4: Volume fraction profiles of the gas phase in the shock tube problem at t = 0.13 s.
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Figure 5: Liquid velocity profiles of the gas phase in the shock tube problem at t = 0.13 s.
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Figure 6: Volume fraction profiles of the gas phase in the shock tube problem at t = 0.13 s
for Hold and Hnew.
predictions show overshoots in the liquid velocity. This is clearly incorrect,
since the analytical solution is a sharp change in the gas-phase fraction, with-
out overshoot and undershoot. We also note that the problem becomes more
serious when the resolution of the computational grid is increased. The so-
lution obtained after the addition of the dispersion term of Eq. (8), on the
other hand, does not present the nonphysical behavior of overshoot and un-
dershoot observed when this term is absent. Additionally, in the case with
the dispersion term, the numerical solution converges with grid refinement,
which numerically demonstrates the grid independence of the solution.
Fig. 6 shows the comparison of volume fraction for Hold and Hnew discussed
in sec. 4. The choice of H did not affect the numerical simulation.
7. One-dimensional falling fluid problem
We repeat the numerical experiment of grid refinement described in Sec. 6 in
a system constituted by a one-dimensional disperse two-phase system with a
region with higher volume fraction of the liquid phase at the top (αg = 0.1),
and falling under the effect of gravity into a region with lower liquid volume
fraction (αg = 0.25). The geometric configuration and the initial conditions
of the problem are reported in Fig. 7. The same closure models used in Sec. 6
are used for all the simulations discussed in this section.
The profiles of volume fraction at t = 1 s, with 8,000, 16,000 and 32,000 grid
cells, are reported in Fig. 8. The profiles obtained without the dispersion
term show nonphysical behavior across the discontinuity in the profile, which
16
Figure 7: Falling liquid geometry and initial conditions.
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Figure 8: Volume fraction profiles of the gas phase in the falling fluid problem at t = 1 s.
manifest with undershoot and overshoot in the values of the volume fraction.
The introduction of the dispersion term addresses the problem, leading to
the expected results, and to a convergent solution with grid refinement. The
solution for the grid with 32,000 cells without the dispersion term is not
reported because the numerical procedure was unable to provide a solution
and terminated with an error in such a case (i.e., nonphysical values for αg).
This numerical difficulty disappeared with the introduction of the dispersion
term. These observations are reflected also in the velocity profiles of the gas
(Fig. 9) and of the liquid (Fig. 10). Fig. 11 shows the comparison of volume
fraction for Hold and Hnew discussed in Sec. 4. The choice of H did not affect
the numerical simulation.
It is worth highlighting that the proposed enforcement of hyperbolicity sup-
presses the Kelvin-Helmoltz instability, observed in counter-current flows,
which appear in the problem under consideration, and becomes particularly
evident when pure liquid and gas are present (full phase separation) [64]. In
such cases, the behavior introduced by the dispersive term proposed in this
work, whose focus is on disperse flows, may be undesired.
8. Application to an example bubble column
A two-dimensional bubble column, 45 cm tall and 10 cm wide, was con-
sidered to study the effect of the dispersion term proposed in this work on
the prediction of a typical gas–liquid flow encountered in applications. In
particular, the solution of the two-fluid model is reported for different grid
resolutions (44 × 200, 88 × 400, 166 × 800, 322 × 1600) to illustrate how
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Figure 9: Gas-phase velocity profiles in the falling fluid problem at t = 1 s.
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Figure 10: Liquid-phase velocity profiles in the falling fluid problem at t = 1 s.
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Figure 11: Volume fraction profiles of the gas phase in the falling fluid problem at t = 1 s
for Hold and Hnew.
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Figure 12: Color map of volume fraction in bubble column at t = 1 s, with grid resolution
of 44× 200.
the addition of the dispersion term, on one hand, allows a grid-convergent
solution to be reached, and, on the other hand, that the absence of the term
leads to the predictions of nonphysical structures with high concentration of
gas not observed in experiments.
The drag coefficient in these simulations is modeled following [63], the lift
force coefficient was calculated using the expression of [65], and the wall-
lubrication force with the model of [66]. The virtual mass coefficient was set
to CVM = 0.5 [44].
The bubble column is initially filled with water (ρl = 1000 kg m−3, µl =
8.90 × 10−4 Pa s) up to the height of 38 cm. Air is injected through an
orifice located at the bottom-right of the column, with a velocity whose only
non-zero component is vertical, with a magnitude of 5 cm s−1. The orifice is
5 cm wide, and its rightmost side is at a distance of 5 mm from the right wall
of the column. The no-slip condition is applied to walls for both the phases,
while the pressure is set to the atmospheric at the outlet, located at the top
of the column, where a Neumann condition is used for all other variables.
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Figure 13: Color map of volume fraction in bubble column at t = 1 s, with grid resolution
of 88× 400.
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Figure 14: Color map of volume fraction in bubble column at t = 1 s, with grid resolution
of 166× 800.
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Figure 15: Color map of gas velocity in bubble column at t = 1 s, with grid resolution of
166× 800.
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Figure 16: Color map of gas volume fraction and of gas velocity in bubble column at
t = 1 s, with grid resolution of 322× 1600 and dispersion term.
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Figs. 12, 13 and 14 show the color maps of the gas volume fraction in the
bubble column in an instantaneous snapshot taken at t = 1 s of actual flow
time. It is apparent that, in absence of the dispersion term, the numerical
solution shows structures in the flow not observed experimentally, whose size
depends on the grid resolution, and in which the value of the gas-phase vol-
ume fraction increases with grid refinement. From a numerical perspective,
this sensitivity of the model to the grid resolution does not allow a grid-
converged solution to be achieved, while, from the perspective of correctly
describing the physical flow behavior, it leads to the prediction of features
that are not observed in experiments, such as an excess of bubble cluster-
ing and a premature onset of flow instability in homogeneous suspension of
bubbles. Similar structures are observed in the gas-phase velocity field, as
shown in Fig. 15(a), and, consequently, in the liquid velocity field (not re-
ported here). The introduction of the dispersion term described in Sec. 2
addresses the prediction of these nonphysical features by ensuring the hyper-
bolicity of the model equations, without qualitatively altering the large-scale
unsteady behavior of the gas plume, due to buoyancy and the consequent
recirculation flow observed in the column.
Observing the sequence of Figs. 12(b), 13(b), 14(b), 15(b), 16(a), we con-
clude that the addition of the dispersion term also allows a grid-converged
solution to be achieved for the fields of gas volume fraction and velocity. The
velocity field shows some small structures on the bottom-left of Fig. 15(b)
that may be interpreted as oscillations, questioning the stabilizing effect of
the dispersion term. However, further grid refinement (Fig. 16) shows that
these structures do not become finer with the increased grid resolution, and
do not originate oscillations that amplify with grid refinement. This indicates
that the finer grid resolution is resolving structures of the flow that were not
captured by the coarser grids. Furthermore, these results stress the impor-
tance of including the dispersion term in order to achieve the desired level
of spatial accuracy. Indeed, when the dispersion term is removed, structures
not experimentally observed in bubbly flows are predicted by the two-fluid
model.
9. Conclusions
The effect of the momentum transfer term on the hyperbolicity of the equa-
tions of the two-fluid model with shared pressure was investigated. It was
shown that the introduction of a dispersion term, whose role is to account
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for the effects of gradients in the volume fraction on the drag force, leads to
a conditionally hyperbolic set of equations depending on the value assigned
to the dispersion coefficient. An expression for the minimum value of the
dispersion coefficient that ensures the hyperbolic nature of the equations of
the two-fluid model was obtained.
The proposed dispersion term was applied to the simulation of two one-
dimensional problems, involving a shock tube and a falling liquid. In both
cases it was shown that the absence of the dispersion term leads to nonphysi-
cal profiles in the flow variables where sharp discontinuities are present. The
solution of the model without the dispersion term (non-hyperbolic model)
also prevented a grid-converged solution to be achieved. The results obtained
with the dispersion term (hyperbolic model) provided the expected results
across sharp discontinuities, and led to a numerical solution convergent with
grid refinement.
An example of a two-dimensional bubble column was considered to illustrate
the role of the hyperbolicity of the equations of the two-fluid model in ap-
plications of practical interest. It was observed that, in the absence of the
dispersion term, the numerical solution remained sensitive to the grid reso-
lution even at the finest grid refinement used in this work, and showed the
presence of nonphysical regions with high concentration of disperse phase,
which are not observed experimentally. These artifacts were not observed in
the same simulations repeated with the hyperbolic two-fluid model.
Finally, it is worth highlighting that the coefficient obtained here for the dis-
persion term is based on mathematical considerations, with the purpose of
ensuring the hyperbolic behavior of the two-fluid equations. The physically
correct formulation of the coefficient, as well as the impact on the agreement
of the model predictions with experimental measurements needs further in-
vestigation. However, the presence of the dispersion term is needed in both
laminar and turbulent flows, in order to account for the effect of gradients of
the volume fraction on the drag force. Physically consistent models for the
coefficient could be obtained, for example, by performing direct numerical
simulations on ensembles of buoyant particles with gradients in the volume
fraction.
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