Abstract. Authors in [1] have recently introduced an interesting model, COSMOS (Cluster-based heterOgeneouS MOdel for Sensor networks) for sensor networks; COSMOS is a hierarchical network architecture that consists of a large number of low cost sensors with very limited computation capability and a smaller number of more powerful "clusterheads". The clusterheads can communicate between each other in an asynchronous fashion while the low capability sensors under each clusterhead operate in a synchronous way with their respective clusterheads. Our purpose in the present paper is to design several protocols for benchmark programs like broadcast, matrix multiplication and matrix chain multiplication using this model and provide detailed complexity analysis of these protocols. Our results further illustrates the usefulness of the model for use in sensor networks.
Introduction
Wireless sensor networks [2] [3] [4] [5] consist of large number of tiny low-cost sensors that are used to sense natural phenomenon. These sensors have limited computation power as well as limited communication capability. We need specialized computing and communication protocols that can effectively adapt to these limitations of the sensor nodes.
Authors in [1] have recently introduced an interesting model, COSMOS (Cluster-based heterOgeneouS MOdel for Sensor networks) for sensor networks; COSMOS is a hierarchical network architecture that consists of a large number of low cost sensors with very limited computation capability and a smaller number of more powerful "clusterheads". The clusterheads can communicate between each other in an asynchronous fashion while the low capability sensors under each clusterhead operate in a synchronous way with their respective clusterheads. Our purpose in the present paper is to design several protocols for benchmark programs like broadcast, and matrix multiplication using this model and provide detailed complexity analysis of these protocols.
Fig. 1. Clusters in COSMOS
is arranged as a grid of cells where each sensor occupies a cell. The sensors are organized into clusters, each cluster with a clusterhead which has a broader transmission range and more computational power than individual sensors. Within a cluster, the communication is single hop and its size is determined by the transmission range of the sensor. We assume the size of each cluster is r × r, where the transmission range of the sensor is at least r/ √ 2, as shown in Figure 1 . The concept of clustering the sensors can also be applied in arbitrary networks [6] . However, the properties of particular topology such as mesh is utilized to simplify the computation and communication, as was done previously in [7] (the model was a strict arrangement of sensors in a mesh).
We assume the clusterhead knows the size of the sensor network and its own position (column and row index) in the mesh network. Each sensor has unit memory, unit processing power, and unit bandwidth. Each clusterhead has m ≥ r 2 memory, c ≥ r 2 processing power and b ≥ r 2 bandwidth. This enables the clusterhead to transmit or receive b data elements in one time step, either from other clusterheads or from the sensors within its cluster. All sensors in a cluster are time synchronized with their clusterhead. The communication between clusterheads is asynchronous using message passing.
Performance Metrics
To evaluate the proposed algorithms using the COSMOS computational model, we use three metrics of performance: Time complexity, Energy dissipation, and Message complexity. These metrics were introduced in [1] ; we briefly describe them in the following: Definition 1. Time complexity of an algorithm in the COSMOS model is defined to be the total execution time of the longest weighted execution chain on the clusterheads and sensors in the network.
Time complexity includes the time taken to transmit, receive, or locally calculate data on clusterheads and sensors. The unit of data is the smallest data item on which computation or communication is performed. Since a clusterhead is more powerful in terms of computing power and bandwidth than a sensor, computation and communication at clusterheads are assigned higher weights. Each computation and communication of one unit of data at a sensor node is normalized to unity. The computation of one unit of data at a clusterhead is assigned a weight of 1/c (a clusterhead is c times computationally more powerful than a sensor). Similarly, communication of one unit of data at a clusterhead is assigned a weight of 1/b (a clusterhead has b times more bandwidth than that of a sensor).
Definition 2. Total energy dissipation of an algorithm is defined to be the sum of energy consumed at sensors and clusterheads.
We define the energy used to transmit, receive, or locally compute on one unit of data to be one unit of energy. [This assumes that the size of the sensor network small; the transmission energy is dominated by a range independent constant.
Definition 3. Message complexity of an algorithm is defined to be the total number of messages transmitted in the execution of algorithm.
A sensor always transmits and receives one unit of data in one message, since it has only one unit of memory. The message transmitted between clusterheads may contain multiple units of data.
System Primitives
We assume a underlying protocol provides reliable message passing between the sensors and clusterheads. Following system primitives are provided by the underlying protocol.
-send (i, j, x) . The send primitive transmits the data x from the current clusterhead to another clusterhead labeled S i,j within the transmission range. Both clusterheads maintains a local variable x. By calling this system primitive, the current clusterhead sends a message that contains the data in its local variable x. This message is received by clusterhead S i,j , and S i,j stores the data in its own local variable x. It is apparent that the execution time of send(i, j, x) is |x|/b, where 1/b is the weight of transmitting one unit of data between clusterheads, and the |x| is the size (number of units) of the data to be sent; and, the energy consumed in this process is |x|.
-call (i, j, proc(args list)) . This is a system primitive of RPC (remote procedure call). By calling this system primitive, the current clusterhead sends a message to a neighboring clusterhead S i,j , indicating that S i,j will invoke the local procedure proc with parameters args list. We assume the RPC message is short enough to be treated as one unit of data. Thus the execution time of this system primitive is 1/b, and the energy consumed in this process is 1. It is possible to use different frequency to transfer data messages and RPC messages. In this case, there will be no collision between the two types of messages. In this paper, we assume only one frequency is used two transfer both types of messages so that only one clusterhead can be sending at the same time in the neighborhood of a particular clusterhead, no matter what type of the message to be sent. -wait (t) . This system primitive simply let the clusterhead wait t units of time, without doing anything.
Throughout the paper, we use the notations shown in Table 1 . number of rows and columns of clusters in network a, b the row and column index of some particular cluster s, t the row and column index of some particular cluster i, j, k iteration index of row and column of clusters Table 1 . Notations
One to All Data Broadcasting
Consider a two dimensional m 1 × m 2 mesh of clusterheads, where
has some local data x. This data item x can be of any type; typically, it may be an array of integers or it may have a size of r 2 where the clusterhead collects data from all the r 2 sensor nodes that are attached to this clusterhead. Without lost of generality, let the type of x be an array of integers. If only a single unit of data is to be broadcasted, the size of x is 1. Otherwise if more than one unit of data are to be broadcasted, the size of x is the number of data units. For example, when broadcasting the information collected from all the sensors attached to S a,b , the size of x is r 2 .
The COSMOS model does not include multicast as a feature, which can be used to flood the data from one clusterhead to all neighboring clusterheads in one step. Because multicast is not available in the network, we have to deploy strategies to minimize the time and energy needed. The most important issue in data broadcasting is the message collision. To prevent the message collision, there can be only one clusterhead sending the data at the same time, within the neighborhood of any clusterhead.
Consider the data broadcasting in a row of clusterheads. Assume the clusterheads are labeled S 0,0 , S 0,1 , S 0,2 , . . . , S 0,m , and S 0,0 contains the original data. In the first round, S 0,0 sends data and RPC to S 0,1 , and in the second round, S 0,1 send the data and RPC to S 0,2 . In m − 1 rounds, all the clusterheads will get the data. Now consider these clusterheads will further send the data to the other nodes in the same column. Since R = r, S 0,i and S 0,i+1 can send messages to S 1,i and S 1,i+1 relatively in the same time, without incurring collision. So the strategy is, first send the data to all the clusterheads in the same row, then these clusterheads send to all other clusterheads in the same column.
Algorithm
The pseudo code for the data broadcasting algorithm, Broadcast(a, b, x), is shown in Figure 2 The algorithm Broadcast(a, b, x) has three parameters. Parameters a and b are the coordinates of the clusterhead that contains the data to be broadcast. Parameter x is the data.
We use the first parameter a to denote the row coordinate and the second parameter b to denote the column coordinate of the clusterhead. The coordinates are integers that are known to all the clusterheads. Thus when we say "all clusterheads on row a", we refer to all clusterheads of the form S a,j , where 1 ≤ j ≤ m 2 . We use this naming convention in the remainder of this paper.
Broadcast(a, b, x) uses two subroutines: ColBroadcast(a, b, x), which sends the data x to a column, and RowBroadcast(a, b, x), which sends x to a row. Initially, Broadcast(a, b, x) is called on S a,b , which contains the data x.
Time complexity
The algorithm can be divided into two phases. In the first phase, the data is sent to all clusterheads on row a. The clusterheads that get the data wait until data reaches all clusterheads on row a. After that, phase 2 starts and the data is sent along the columns. Following code is executed on cluster Si,j :
Following code is executed on cluster S a,b , which contains the original data to be broadcast: 
Energy Dissipation Theorem 2. In a m 1 × m 2 mesh of clusterheads that contains n sensors, the energy dissipation of Broadcast(a, b, x) is O(n).
Proof. Each clusterhead receives one data message and one RPC message, except for clusterhead S a,b . So total number of data or RPC messages sent is n r 2 −1. Each data message contains |x| units of data, and each RPC message contains 1 unit of data, so the energy dissipation for transmitting messages is (
In RowBroadcast, the number of comparisons performed on each clusterhead is 3. In ColBroadcast, the number of comparisons performed on each clusterhead is 2. So the total number of computations is 3 × m 2 + 2 × m 1 × m 2 . Each computation on clusterhead takes 1 unit of energy. So the energy dissipation for computation is O(m 1 × m 2 ) = O(n).
Message Complexity Theorem 3. In a m 1 × m 2 mesh of clusterheads that contains n sensors, the message complexity of Broadcast(a, b, x) is O(n).
Proof. Except for the initial clusterhead S a,b , each clusterhead receives one data message and one RPC message. So total number of messages transmitted is 2n r 2 − 2. Thus the message complexity is O(n).
All to All Data Broadcasting
The All to All data broadcasting in COSMOS model is defined as all the clusterheads transmits data to every other clusterheads. It is possible to implement the all-to all data broadcasting by repeating the One to All data broadcasting m 1 × m 2 times. However, this approach is not time efficient. Two non-interfering clusterheads can be scheduled to transmit different data at the time to save execution time.
Data Structures and Algorithm
As in One to All data broadcasting, we assume each clusterhead maintains an integer variable x that contains the data to be broadcast to all other clusterheads. sync(α, β) , where the parameters α and β can take values as shown in Table 2 .
Consider all the clusterheads on row i. To prevent the collision, when S i,j is executing sync(0, 1), S i,j+1 and S i,j+2 cannot execute sync(0, 1). However, S i,j+3 can execute sync(0, 1), as well as other clusterheads in the same column. This is shown in figure 3 .
In the first and second round, all clusterheads on column j, j + 3, j + 6, . . . execute sync(0, 1) and sync(0, -1). This sends the data on those columns to adjacent columns. In the third and fourth round, all clusterheads on column j + 1, j + 4, j + 7, . . . execute sync(0, 1) and sync(0, -1). In the fifth and sixth round, all clusterheads on column j + 2, j + 5, j + 8, . . . execute sync(0, 1) and sync(0, -1). After the six rounds, each clusterhead contains the correct data value from its left and right neighbors.
This process is repeated m 2 /3 + 1 times. After these rounds, each clusterhead contains all the data from the clusterheads on the same row. Then all clusterheads execute sync(1, 0) and (-1, 0), in the same way of every three rows, to transfer the data to the entire mesh. The formal algorithm is presented in figure  4 
Time complexity
Theorem 4. In a m 1 × m 2 mesh of clusterheads that contains n sensors, the time complexity of All2AllBroadcast(x) is O(n 3/2 ).
Following code is executed on cluster Si,j : 
Recall that the time complexity of One to All broadcast is O(n 1/2 ). If simply apply m 1 × m 2 times One to All broadcast on each clusterhead, the time complexity will be O(n 1/2 × n 2 ) = O(n 5/2 ). So algorithm All2AllBroadcast is more time efficient. Similarly, in the second loop, the energy dissipation is |x| × ( 
Energy Dissipation
m 1 + 1) × m 2 × (m 1 /3 + 1) = O(m 2 1 × m 2 ). For a √ n/r × √ n/r mesh, m 1 = m 2 = √ n/r, total energy dissipation is O(m 1 × m 2 2 + m 2 1 × m 2 ) = O(n 3/2 ).
Message

Matrix Multiplication
Given two matrices A m×m and B m×m , the matrix multiplication C = A × B can be calculated as C ij = 1≤k≤m A ik B kj , where 1 ≤ i, j ≤ m. In the COSMOS model, the matrix multiplication does the following: if for all the sensors, A ij and B ij is stored on cluster row s column t, and inside the cluster the sensor on row p column q, where i = (s − 1)r + p, j = (t − 1)r + q. Then after the matrix multiplication is done, the result C ij is stored in the same way.
Data Structure
Each .m] of size m×m, which stores computed elements of the result matrix C. Two integer variables s and t that denote the index of the clusterhead in the mesh.
Algorithm
The first step is aggregating data a and b from the sensors to array x and y of its clusterhead. Proof. [1] gives the aggregation schedule: It takes 2r 2 time for one cluster to aggregate data: In the first r 2 time, each sensor is assigned a rank order. In the next r 2 time, sensors send data x to clusterhead in the rank order. To avoid collision, adjacent clusters must not aggregate data in same period. The aggregation sequence is scheduled in this way: In time 0 ≤ t < 2r 2 , all clusters on even row and even column do data aggregation. In time 2r
2 + 2 ≤ t < 4r 2 + 2, all clusters on even row and odd column do data aggregation. In time 4r
2 + 4 ≤ t < 6r 2 + 4, all clusters on odd row and odd column do data aggregation. In time 6r
2 + 6 ≤ t < 8r 2 + 6, all clusters on odd and even column do data aggregation. The 6 time steps are required to notify neighboring clusterheads to start the data aggregation. Thus the total time is 8r 2 + 6.
Theorem 7.
In a m × m mesh that contains n sensors, the time complexity of Matrix Multiplication is O(n 5/2 ).
Proof. By lemma 1, data aggregation takes 8r 2 + 6 time steps. The All to All data broadcasting takes O(n 5/2 ) time steps. The matrix multiplication is then concurrently performed on all the clusterheads. It takes 2m/c time steps to compute one element in z, so in all it takes 2r 2 m/c time steps to compute all r × r elements. The last step is the reverse of data aggregation, so it also takes 8r 2 + 6 time steps. Adding all together, the time complexity is O(n 5/2 ).
Energy dissipation
Theorem 8. In a m × m mesh that contains n sensors, the energy dissipation of Matrix Multiplication is O(n 3/2 ).
Proof. The total number of data transmissions in data aggregation step is 2n. The total number of data transmissions in last step (reverse data aggregation) is n. So the energy dissipation is O(n) for these steps. 2 ) calculations in all. Since r is fixed size of the cluster, it is a constant. So the energy dissipation on calculation is n × O(m) = O(n 3/2 ). Therefore Total energy dissipation is O(n) + 2n 3/2 /b + 2n = O(n).
Message complexity
Theorem 9. In a m 1 ×m 2 mesh that contains n sensors, the message complexity of Matrix Multiplication is O(n).
Proof. The total number of transmissions in data aggregation and reverse data aggregation step is 3n. Each of the textbfAll2AllBroadcast step sends O(n 1/2 ) messages. So the total number of transmissions is O(n) + O(n 1/2 ) = O(n).
