Abstract
Introduction
Irregular data (e.g. trees, graphs) is typically represented in a program with heap-allocated, user-defined structures. It is hard for a compiler and run-time system to automatically distribute data stored in such structures across multiple processors. Moreover, it is hard to ensure data locality and thus, the scalability of the resulting concurrent program.
We introduce a novel data representation for irregular data layouts. The idea is to facilitate the expression of programs that use such data, while enabling automatic program partitioning.
The key to programmability of the proposed concurrency model is the local view of programming. That is, the user has a view over one address space only and one sequential computation. The system applies the user provided computation to data across multiple address spaces concurrently. Thus, in the local view of computation, no concurrent messages can be issued to the same object in one address space. 
Basic Approach
We only consider data parallel applications (Single Program Multiple Data -SPMD) or block synchronous parallel (BSP) [10] .
The Data Representation: We use the Set representation to model recursive data. A set is a collection of items with a given range. Items in the set can be sets themselves. Coarse-grain distributed data objects result from the partitioning of a set into subsets and the distribution of subsets across multiple address spaces. Computations proceed independently on each subset. Consistency is guaranteed between subsets. Figure 1 illustrates an example of hierarchical data representation commonly used for representing undirected, unweighted graph information. It is straightforward to represent such data with only one-dimensional indirection arrays. However, in order to exploit coarse-grain parallelism when partitioning such data across multiple address spaces, a more flexible representation is needed. For instance, a Fortran parallelizing compiler would have problems in parallelizing traversals over indirection arrays. Also, the traditional data parallel models (High Performance Fortran -HPF) lack expressiveness and flexibility for complex, hier- archical data layouts. The Concurrency Model: Parallelism is achieved through applying the same operation (fragment of code) to each partition of a distributed set. Upon partitioning a set, its new range is automatically recomputed. A local address view is available. Each partition of a distributed set keeps track of all the references to a different address space. It also keeps track of all the refereed locations from other address spaces to the local address space. Data accesses to these locations are subject to the consistency protocol. Figure 2 shows how the referring and refereed locations are detected upon partitioning.
The Data Representation
The Set abstraction models both linear (e.g. vector and matrices) and hierarchical/recursive (e.g. graphs, trees) data structures. The DistributedSet abstraction models large Set objects that are distributed onto multiple processors.
The Set Data Structure
The interface of a general data set is: A set is a parameterized type and has a range and elements in that range. The type of the set elements is specified through the template parameter class type. An element in a set can be a set itself. A set has its dimension specified Set<int> conn(3); Set<Set<int>> Graph (10) upon instantiation. The set has operations defined for subscripting (fast access) and assignment. Sets cannot be extended to add new methods. This ensures the safe manipulation of distributed sets by the system. Also, sets are not handled through the use of pointers. Therefore, simple program analysis can provide precise information on data access patterns for sets. Figure 3 shows an example of the representation and traversal of the graph in Figure 1 by using sets.
The Distributed Sets
When instantiating large data sets, the user specifies that the set is to be distributed by using the DistributedSet class. A distributed set can only be parameterized with a set type and not with another distributed set type. Besides this restriction, the interface for the distributed set class is identical with the interface for the set class. For each distributed data set object the system registers, upon partitioning, the automatic consistency information. That is, the unique qualified address (local address and partition number) the list of references to remote address spaces and the list of references from remote address spaces.
Concurrency
Concurrency is achieved through parallel applications of functions to distributed data objects. A process is associated with all the data objects residing in one address space and the computation on these objects. Processes synchronize loosely to exchange the most recent updated values for data duplicated in other address spaces. The mapping of data to processors and the replication of remote data locally are controlled by the partitioning algorithm. The algorithm, based on heuristic criteria such as minimizing the remote references, uniquely assigns a partition number to a data item. Thus, our consistency protocol results in minimum communication, while maximizing data locality.
Mapping of Data to Processors
Data Access Computation: We use the linearization technique [7] to compute the data accesses to distributed sets and possibly reorganize data to account for locality. We restrict the application of the technique to the set structures. The linearization of the distributed sets enables us to compute a data access address based on a subscripting index. Moreover, the data can be reordered such as to match the traversal of recursive sets. When partitioning we can use the data access patterns to minimize potentially remote references.
The partitioning algorithm: Knowing how to compute the references across different partitions of distributed sets enables us to use the number of (potentially) remote references as a heuristic for the mapping algorithm. Thus, starting with the sets at the highest level of recursion, the algorithm maps the data at the next level to increase locality of reference and thus, reduce communication. The main steps of the algorithm proceed as follows RecursivePartition (DS, n) 1. Estimate the remote references at level n+1, r(n+1) 1.1. Initially r(n+1) = ; 1.2. Partition(DS, n, r(n+1)) s.t.
to minimize r(n+1); 2. Recursion step: 2.1. If n is 0, then Stop; 2.2. RecursivePartition (DS, n -1);
The partitioning starts with distributed sets Ëof depth Ò, with a ÒÙÐÐ set of reference information, by applying the minimize references partitioning function. With no reference knowledge, the partitioning will result in a disjoint load-balanced partitioning of data. Then, according to dependences across distributed sets, the set of references becomes the number of potentially remote references for depth Ò sets (estimated at compile time). The partitioning of depth Ò distributed sets is now fixed (each data is mapped to a partition) and the procedure continues for depth Ò ½, mapping each data to a partition such as to minimize the references at level Ò. References for distributed sets of depth Ò ½ are subject to minimization when applying the general partitioning function for depth Ò ¾, etc.
Given the partitioning and mapping of data to processors, we use the algorithm described in [3] to maintain data consistency.
Implementation: For the simple Partition procedure we use general graph partitioning algorithms [8] that assign a unique partition number to each node, such as to minimize the edge cut. Thus, we map the data onto a graph that reflects data dependences. We have implemented the algorithm in a prototype system using the C++ programming language. Example: Let us assume that the graph in Figure 1 represents an irregular mesh information where nodes represent vertices and edges connect the vertices of an element. There are elements, each having vertices. Figure 4 illustrates how our reference-count based partitioning technique works on the irregular mesh structure. In Figure 4 , the elements are level two data, while vertices are level one data.Let us assume that both, elements and vertices, are large data, declared as distributed sets and given their dimensions by the user. Then, based on the data access information, the number of potentially remote references can be computed for the elements. Therefore, the level one data, i.e. the vertices, are mapped such as to preserve data locality.
Evaluation
We present scalability data from running a large, irregular numerical simulation on a cluster of Linux machines [4] . The cluster consists of one master node and ¾ computational nodes. The nodes are on a switched private network with ½¼¼Å Ø × between nodes and the switch and a ½ Ø × link between the master node and the switch.
Each processor is an AMD Athlon at ½
ÀÞ.
The numerical application is a three dimensional FEM Poisson solver for tetrahedral meshes. First mesh has ½¿¿½ vertices, ½¾ ¼¼ faces, ¼¼¼ elements. Second mesh has ¾ ¿¿ vertices, ¿½ ½ faces and ½ ½ elements. The speedup results are shown in Figure 5 . The larger the data size, the better the gain in efficiency when adding more resources (processors). However, the scalability of a distributed computation is also limited by the communication aspects. As a consequence, when communication becomes significant compared with the computation, there is little, if at all, performance gain in adding more computational resources (i.e. processing nodes). Hence, for different application sizes, there is a different threshold number of processors, above which the system does not scale well. Figure 6 shows the absolute floating point performance for the speedup results presented in this section.
Related Work
There are many object-oriented/based approaches to massively parallel computing [9, 5, 2, 1] . Some of these introduce new data representations in terms of linear collections. These approaches also adopt a global view of the address space (distributed shared memory). In contrast, our approach uses a recursive data representation and a distributed view of the address space. Also, some of these approaches allow for parallelism to be explicitly expressed by a programmer.
Our approach is closer to [6] . The latter uses a opaque shared memory implementation to deal with remote accesses. It also allows the nesting of parallel sets inside parallel sets. This complicates the implementation of parallel sets and may result in violation of sub-typing compatibility rules.
Conclusion
In this paper we have presented a scalable concurrent object model for data intensive applications, with complex layout. We have discussed the techniques to implement such a model in a compiler and a run-time system. We did not implement our techniques in a complete system. We manually perform some of the transformations in our prototype implementation.
Our model achieves usability through automatic data distribution and mapping. Our results for irregular applications on a Linux cluster show that the approach is scalable.
