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Abstract
This paper proposes a fractional order gradient method for the backward propagation of convolutional neural networks. To
overcome the problem that fractional order gradient method cannot converge to real extreme point, a simplified fractional order
gradient method is designed based on Caputo’s definition. The parameters within layers are updated by the designed gradient
method, but the propagations between layers still use integer order gradients, and thus the complicated derivatives of composite
functions are avoided and the chain rule will be kept. By connecting every layers in series and adding loss functions, the proposed
convolutional neural networks can be trained smoothly according to various tasks. Some practical experiments are carried out in
order to demonstrate the effectiveness of neural networks at last.
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1. Introduction
Machine-learning technology powers many aspects of mod-
ern society: from web searches to content filtering on social
networks to recommendations on e-commerce websites, and it
is increasingly presented in consumer products such as cameras
and smart phones [1]. Over last several years, a variety of
artificial neural networks have played an increasing important
role in development of machine learning. Among all neural
networks, the back propagation neural networks (BPNN) [2]
and convolutional neural networks (CNN) [3–8] are nearly the
most successful theories and applications. However, no matter
what kind a neural network is, the key of algorithm is gradient
method in backward propagation.
As fractional order calculus is successfully applied in LMS
filtering [9–11], systems identification [12, 13], control theories
[14–17] and so on, there arises a new trend that introduces
fractional order calculus into gradient method. Professor Pu
is the first one who pays attention to fractional order gradient
method. He adopts fractional order derivatives to replace the
integer order derivatives in traditional gradient method directly
[18]. Although it is possible for such method to escape local
optimal point, it cannot ensure convergence to real extreme
point. To remedy this congenital defect, Chen uses truncation
and short memory principle to modify the fractional order
gradient method [19, 20], which turns out that it is convergent
to real extreme point and shows faster convergent speed as well.
During the research of fractional order gradient method,
some scholars have found its application to artificial neural
networks at the same time. Considering that fractional order
derivatives of composite functions are complicated, professor
∗Yong Wang is the corresponding author.
Email address: yongwang@ustc.edu.cn (Yong Wang)
Wang only uses fractional order gradients for updating parame-
ters so that the chain rule will be kept to calculate integer order
gradients along backward propagation [21]. Similar method
is followed but the different structure of networks is applied
in [22]. Both their applications on BPNN are proved to be
smooth and realize outstanding performance. However, their
fractional order gradient method is based on the strict definition
of fractional order derivatives, which leads to the same problem
as [18].
Even if great efforts have been made to neural networks
with fractional order gradient method, it is still a novel research
and far away from perfection at present. There remain some
aspects to be improved.
• The convergence to real extreme point is necessary for
gradient method.
• The available range of fractional order can be extended
to 0 < α < 2.
• Neural networks of more complicated structure are worth
researching in depth.
• How to use the chain rule in fractional order neural
networks is still a problem.
• Loss function may be chosen as not only quadratic
function but cross-entropy function.
Therefore, this paper provides conventional CNN with a
novel fractional order gradient method. To the best of our
knowledge, no scholar has ever investigated the CNN by
fractional order gradient method. The proposed method is
creative for neural networks as well as gradient method. First,
based on the Caputo’s definition of fractional order derivatives,
a fractional order gradient method is designed and proved
to converge to real extreme point. Second, the gradients in
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backward propagation of neural networks are divided into two
categories, namely the gradients transferred between layers and
the gradients for updating parameters within layers. Third, the
updating gradients are replaced by fractional order one, but
transferring gradients are integer order so that the chain rule
could be kept using. Finally, with connecting all layers end-to-
end and adding loss functions, the CNN with fractional order
gradient method is achieved well.
The remainder of this article is organized as follows. Sec-
tion 2 introduces a fractional order gradient method and pro-
vides some basic knowledge for subsequent use. Fractional
order gradient method is recommended for the fully connected
layers and convolution layers in Section 3, respectively. In
Section 4, some experiments are provided to illustrate the
validity of the proposed approach. Conclusions are given in
Section 5.
2. Preliminaries
There are some widely accepted definitions of fractional
order derivative Dα, such as Riemann-Liouville, Caputo and
Grunwald-Letnikov, but the Caputo’s one is chosen for sub-
sequent use, since its derivative of constant equals zero. The
Caputo’s definition is
t0D
α
t f (t) =
1
Γ(m−α)
∫ t
t0
f (m)(τ)
(t−τ)α−m+1 dτ, (1)
where m − 1 < α < m,m ∈ N+, Γ (α) = ∫ ∞0 xα−1e−xdx is the
Gamma function, t0 is the initial value. Alternatively, (1) can
be rewritten as the following form
t0D
α
t f (t) =
∞∑
i=m
f (i)(t0)
Γ(i + 1 − α) (t − t0)
i−α. (2)
Suppose f (x) to be a smooth convex function with a unique
extreme point x∗. It is well known that each iterative step of the
conventional gradient method is formulated as
xK+1 = xK − µ f (1)(xK), (3)
where µ is the iterative step size or learning rate, K is iterative
times. Similarly, the fractional order gradient method is written
as
xK+1 = xK − µ x0DαxK f (x). (4)
If fractional order derivatives are directly applied in (4), the
above fractional order gradient method cannot converge to the
real extreme point x∗, but to an extreme point under definition
of fractional order derivatives, such extreme point is associated
with initial value and order, generally not equal to x∗ [18].
To guarantee the convergence to real extreme point, an
alternative fractional order gradient method [19] is considered
via following iterative step
xK+1 = xK − µ xK−1DαxK f (x), (5)
with 0 < α < 1 and
xK−1D
α
xK f (x) =
∞∑
i=0
f (i+1)(xK−1)
Γ(i + 2 − α) (xK − xK−1)
i+1−α. (6)
When only the first item is reserved and its absolute value is
introduced, the fractional order gradient method with 0 < α < 2
is simplified as
xK+1 = xK − µ f
(1)(xK−1)
Γ(2 − α) |xK − xK−1|
1−α. (7)
Theorem 1. If fractional order gradient method (7) is conver-
gent, it will converge to the real extreme point x∗.
Proof. It is a proof by contradiction. Assume that xK converges
to a different point X , x∗, namely lim
K→∞ |xK−X| = 0. Therefore,
it can be concluded that for any sufficient small positive scalar
ε, there exists a sufficient large number N ∈ N such that |xK−1 −
X| < ε < |x∗−X| for any K−1 > N. Then δ = inf
K−1>N
| f (1)(xK)| >
0 must hold.
According to (7), the following inequality is obtained
|xK+1 − xK | =
∣∣∣∣µ f (1)(xK−1)Γ(2−α) |xK − xK−1|1−α∣∣∣∣
= µ | f
(1)(xK−1)|
Γ(2−α) |xK − xK−1|1−α
≥ d|xK − xK−1|1−α,
(8)
with d = µ δ
Γ(2−α) .
Considering that one can always find a ε such that 2ε < d
1
α ,
then the following inequality will hold
|xK − xK−1| ≤ |xK − X| + |xK−1 − X| < 2ε < d 1α . (9)
The above inequality could be rewritten as d > |xK − xK−1|α.
When this inequality is introduced into (8), the result is
|xK+1 − xK | > |xK − xK−1|, (10)
which implies that xK is not convergent. It contradicts to
the assumption that xK is convergent to X, thus the proof is
completed.
Remark 1. When a small positive value δ > 0 is introduced,
the following fractional order gradient method will avoid sin-
gularity caused by xK = xK−1.
xK+1 = xK − µ f
(1)(xK−1)
Γ(2 − α) (|xK − xK−1| + δ)
1−α. (11)
Compared with gradient method based on strict definition of
fractional order derivatives [18], the modified fractional order
gradient methods (7) and other similar methods [19] are proved
to be convergent to the real extreme point. Moreover, such
methods turn out to converge faster than integer order gradient
methods.
3. Main Results
A general CNN is composed of convolution layers, pooling
layers and fully connected layers. Fractional order gradient
method is applicable for all layers except pooling layers, since
there is no need of updating parameters in pooling layers.
Although the key procedure of mathematical calculation is
quite similar in convolution layers and fully connected layers,
the different structures lead to different ways to research. First
of all, fully connected layers with fractional order gradient are
introduced.
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3.1. Fully Connected Layers
The training procedure of neural networks contains two
steps, one of them is forward propagation. Such propagation
between two layers is illustrated as Fig. 1, where superscript
[l] is the number of layer, subscript i is the number of node in
certain layer, a[l]i ∈ R is the output of i-th node in l-th layer.
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Fig. 1. Forward propagation of fully connected layers.
The output a[l]i is from{
z[l]i = w
[l]
i a
[l−1] + b[l]i ,
a[l]i = f (z
[l]
i ),
(12)
where w[l]i = [w
[l]
i1 ,w
[l]
i2 , · · · ,w[l]in[l−1] ] ∈ Rn
[l−1]
is weight, b[l]i ∈ R
is bias, a[l−1] = [a[l−1]1 , a
[l−1]
2 , · · · , a[l−1]n[l−1] ]T ∈ Rn
[l−1]
is the output
of last layer and function f (·) is activation function.
Another step of training procedure is backward propa-
gation, in which fractional order gradient method takes the
place of traditional method. Due to imperfect use of chain
rule in fractional order derivatives, the gradients of backward
propagation are a blend of fractional order and integer order.
As is shown in Fig 2, there are two types of gradients that
pass through layers. One is the transferring gradient (solid line)
which links nodes between two layers, the other is updating
gradient (dotted line) which is used for parameters within
layers. L is the loss function, α is the fractional order, ∂
αL
∂w[l]i
α
and ∂
αL
∂b[l]i
α
are defined as fractional order gradients of w[l]i and
b[l]i , respectively.
In order to use the chain rule continuously, the transferring
gradient is provided with integer order
∂L
∂z[l]i
= ∂L
∂a[l]i
∂a[l]i
∂z[l]i
= ∂L
∂a[l]i
f (1)(z[l]i ),
∂L
∂a[l−1]j
=
n[l]∑
i=1
∂L
∂z[l]i
∂z[l]i
∂a[l−1]j
=
n[l]∑
i=1
∂L
∂z[l]i
w[l]i j ,
(13)
but the updating gradient is replaced by fractional order
∂αL
∂w[l]i j
α
= ∂L
∂z[l]i
∂αz[l]i
∂w[l]i j
α
= ∂L
∂a[l]i
f (1)(z[l]i )
∂αz[l]i
∂w[l]i j
α
,
∂αL
∂b[l]i
α
= ∂L
∂z[l]i
∂αz[l]i
∂b[l]i
α
= ∂L
∂a[l]i
f (1)(z[l]i )
∂αz[l]i
∂b[l]i
α
,
(14)
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Fig. 2. Backward propagation of fully connected layers.
with i = 1, 2, · · · , n[l] and j = 1, 2, · · · , n[l−1]. When the
fractional order gradient (7) is adopted, the gradient of the K-th
iteration becomes
∂αz[l]i
∂w[l]i j
α
=
a[l−1]j (K−1)
Γ(2−α) |w[l]i j (K) − w[l]i j (K−1)|1−α,
∂αz[l]i
∂b[l]i
α
= 1
Γ(2−α) |b[l]i (K) − b[l]i (K−1)|1−α,
(15)
where w[l]i j (K) and b
[l]
i (K) are parameters w
[l]
i j and b
[l]
i at the K-
th iteration, a[l−1]j (K−1) is output a
[l−1]
j at the (K − 1)-th iteration.
Consequently, the fractional order updating gradient is achieved
by introducing (15) to (14)
∂αL
∂w[l]i j
α
= ∂L
∂a[l]i (K−1)
f (1)(z[l]i (K−1))
a[l−1]j (K−1)
Γ(2−α) |w[l]i j (K)
−w[l]i j (K−1)|1−α,
∂αL
∂b[l]i
α
= ∂L
∂a[l]i (K−1)
f (1)(z[l]i (K−1))
1
Γ(2−α) |b[l]i (K)
−b[l]i (K−1)|1−α,
(16)
where z[l]i (K−1) and
∂L
∂a[l]i (K−1)
are z[l]i and
∂L
∂a[l]i
at the (K − 1)-th
iteration, respectively.
Actually, samples are not input one by one in most case.
When a batch of samples are input each time, (16) turns into
∂αL
∂w[l]i j
α
=
m∑
s=1
∂L
∂z[l]is
∂αz[l]is
∂w[l]i j
α
=
m∑
s=1
∂L
∂a[l]is (K−1)
f (1)(z[l]is (K−1))
a[l−1]js (K−1)
Γ(2−α) |w[l]i j (K)
−w[l]i j (K−1)|1−α,
∂αL
∂b[l]i
α
=
m∑
s=1
∂L
∂z[l]is
∂αz[l]is
∂b[l]i
α
=
m∑
s=1
∂L
∂a[l]is (K−1)
f (1)(z[l]is (K−1))
1
Γ(2−α) |b[l]i (K)
−b[l]i (K−1)|1−α,
(17)
where m is batch size, the subscript s means s-th sample of a
batch. After vectorization, above equations are simplified as
∂αL
∂W [l]α =
1
Γ(2−α)
[
∂L
∂A[l](K−1)
∗ f (1)(Z[l](K−1))
]
A[l−1] T(K−1)
∗|W [l](K) −W [l](K−1)|1−α,
∂αL
∂b[l]α =
1
Γ(2−α) sum
(
∂L
∂A[l](K−1)
∗ f (1)(Z[l](K−1))
)
∗|b[l](K) − b[l](K−1)|1−α,
∂L
∂A[l−1](K−1)
= W [l] T(K−1)
[
∂L
∂A[l](K−1)
∗ f (1)(Z[l](K−1))
]
(18)
3
where
∂αL
∂W [l]α =

∂αL
∂w[l]α11
· · · ∂αL
∂w[l]α
1n[l−1]
...
. . .
...
∂αL
∂w[l]α
n[l]1
· · · ∂αL
∂w[l]α
n[l]n[l−1]
 , ∂
αL
∂b[l]α =

∂αL
∂b[l]α1
...
∂αL
∂b[l]α
n[l]
 ,
W [l](K) =

w[l]11 (K) · · · w[l]1n[l−1] (K)
...
. . .
...
w[l]n[l]1 (K) · · · w[l]n[l]n[l−1] (K)
 , b[l](K) =

b[l]1 (K)
...
b[l]n[l] (K)
 ,
A[l−1]T(K−1) =

a[l−1]11 (K−1) · · · a[l−1]1m (K−1)
...
. . .
...
a[l−1]n[l−1]1 (K−1) · · · a[l−1]n[l−1]m (K−1)

T
,
∂L
∂A[l](K−1)
=

∂L
∂a[l]11 (K−1)
· · · ∂L
∂a[l]1m (K−1)
...
. . .
...
∂L
∂a[l]
n[l]1 (K−1)
· · · ∂L
∂a[l]
n[l]m (K−1)
 ,
f (1)(Z[l](K−1)) =

f (1)(z[l]11 (K−1)) · · · f (1)(z[l]1m (K−1))
...
. . .
...
f (1)(z[l]n[l]1 (K−1)) · · · f (1)(z[l]n[l]m (K−1))
 ,
signs like −, | · | and (·)1−α are the element-wise calculation,
∗ is the Hadamard product, sum(·) is the sum of a matrix
along horizontal axis. Then the updating parameters of fully
connected layers can be summarized as W [l](K+1) = W [l](K) − µ ∂
αL
∂W [l]α ,
b[l](K+1) = b
[l]
(K) − µ ∂
αL
∂b[l]α .
(19)
Theorem 2. The fully connected layers updated by fractional
order gradient method (18, 19) are convergent to real extreme
point.
Compared with integer order backward propagation [23],
the same transferring gradient ∂L
∂A[l−1](K−1)
is kept, but the difference
exists in updating gradient where the order is changed as ∂
αL
∂W [l]α
and ∂
αL
∂b[l]α . Even so, based on the Theorem 1, W and b of
fractional order gradient will converge to the real extreme
point that W and b of integer order gradient also converge to.
Therefore, the proof has reverted to integer order backward
propagation which is omitted here.
Remark 2. Because of integer order transferring gradient, the
chain rule is still available for the proposed gradient method
(18, 19), which avoids complicated calculation caused by
fractional order derivatives, especially derivatives of activation
function. As modified fractional order gradient (7) is applied
smoothly, the speed of convergence is improved and real
extreme point can be reached now.
3.2. Convolution Layers
Although the key calculation of convolution layers is simi-
lar to fully connected layers, the complicated structure makes
its iterative algorithm different. It is hard to understand the
algorithm without help of figures or auxiliary descriptions.
For subsequent research, the forward propagation of convo-
lution layers is drawn briefly in Fig. 3 where a[l] ∈ Rn[l]H ×n[l]W×n[l]C
is the output of the l-th layer, w[l]c ∈ RF[l]×F[l]×n[l−1]C and b[l]c ∈ R
are weight and bias for channel c, F[l] is the size of convolution
kernel, a′[l−1] is a slice of a[l−1] by selecting F[l] rows and F[l]
columns over all channels (red cube), n[l]H , n
[l]
W and n
[l]
C are height,
width and channels of output a[l], respectively.
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Fig. 3. Forward propagation of convolution layers.
Similarly, the gradients of backward propagation are di-
vided into two types. The transferring gradient of convolution
layers is also kept the same as integer order gradient. Consid-
ering that the input is a batch of samples, the updating gradient
is 
∂αL
∂W [l]αi jkc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
∂L
∂A[l]shwc
∂A[l]shwc
∂Z[l]shwc
∂αZ[l]shwc
∂W [l]αi jkc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
∂L
∂A[l]shwc
f (1)(Z[l]shwc)
∂αZ[l]shwc
∂W [l]αi jkc
,
∂αL
∂b[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
∂L
∂A[l]shwc
∂A[l]shwc
∂Z[l]shwc
∂αZ[l]shwc
∂b[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
∂L
∂A[l]shwc
f (1)(Z[l]shwc)
∂αZ[l]shwc
∂b[l]αc
,
(20)
where W [l] = [W [l]i jkc] ∈ RF
[l]×F[l]×n[l−1]C ×n[l]C is the weight that
contains all w[l]c , A[l] ∈ Rm×n[l]H ×n[l]W×n[l]C is the a[l] over all m
samples.
When the fractional order gradient method (7) is introduced,
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the updating gradient at the K-th iteration is changed to
∂αL
∂W [l]αi jkc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
[ ∂L
∂A [l]shwc (K−1)
f (1)(Z [l]shwc (K−1))
A′ [l−1]i jk (K−1)
Γ(2−α) |W [l]i jkc (K) −W [l]i jkc (K−1)|1−α],
∂αL
∂b[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
[ ∂L
∂A [l]shwc (K−1)
f (1)(Z [l]shwc (K−1))
1
Γ(2−α) |b[l]c (K) − b[l]c (K−1)|1−α],
(21)
where A′[l−1] is a′[l−1] of the s-th sample. It could be sim-
ply regarded as A′[l−1] = A[l−1][s,Vstart : Vend,Hstart : Hend] ∈
RF[l]×F[l]×n
[l−1]
C with
Vstart = (h − 1) × stride + 1, Vend = Vstart + F[l],
Hstart = (w − 1) × stride + 1, Hend = Hstart + F[l],
and stride is moving length of convolution kernel each time.
After vectorization, (21) is further simplified as
∂αL
∂w[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
[ 1
Γ(2−α)
∂L
∂A [l]shwc (K−1)
f (1)(Z [l]shwc (K−1))
A′ [l−1](K−1) ∗ |w[l]c (K) − w[l]c (K−1)|1−α],
∂αL
∂b[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
[ 1
Γ(2−α)
∂L
∂A [l]shwc (K−1)
f (1)(Z [l]shwc (K−1))
|b[l]c (K) − b[l]c (K−1)|1−α],
(22)
In order to show the algorithm clearly, the calculation of (22) is
transformed to following process.
Algorithm 1 Backward propagation of convolution layers by
fractional order gradient method.
1: ∂L
∂Z[l](K−1)
= ∂L
∂A[l](K−1)
∗ f (1)(Z[l](K−1))
2: for s = 1, 2, · · · ,m do
3: for h = 1, 2, · · · , n[l]H do
4: for w = 1, 2, · · · , n[l]W do
5: for c = 1, 2, · · · , n[l]C do
6: A′ [l−1](K−1) = A
[l−1]
(K−1)[s,Vstart : Vend,Hstart : Hend]
7: ∂
αL
∂w[l]αc
= ∂L
∂Z[l]shwc (K−1)
A′ [l−1](K−1)
Γ(2−α) ∗ |w[l]c (K) − w[l]c (K−1)|1−α
8: ∂
αL
∂b[l]αc
= 1
Γ(2−α)
∂L
∂Z[l]shwc (K−1)
|b[l]c (K) − b[l]c (K−1)|1−α
9: ∂L
∂A′ [l−1](K)
= ∂L
∂Z[l]shwc (K)
w[l]c (K)
10: ∂L
∂A[l−1](K) [s,Vstart :Vend ,Hstart :Hend]
+ = ∂L
∂A′ [l−1](K)
11: end for
12: end for
13: end for
14: end for
15: return ∂αL
∂W [l]α ,
∂αL
∂b[l]α ,
∂L
∂A[l−1](K)
Then the updating parameters of convolution layers is as fol-
lows  W [l](K+1) = W [l](K) − µ ∂
αL
∂W [l]α ,
b[l](K+1) = b
[l]
(K) − µ ∂
αL
∂b[l]α .
(23)
Theorem 3. The convolution layers updated by fractional
order gradient method (22, 23) are convergent to real extreme
point.
According to Theorem 1, the updating gradient replaced by
fractional order gradient method could ensure the convergence
and its convergence to real extreme point. It implies the
convergence of fractional order updating gradient is the same as
the integer order one. Since integer order transferring gradient
is kept, overall convergence of convolution layers is similar to
integer order case and easily guaranteed.
Remark 3. Based on backward propagation of convolution
layers, when padding is introduced into the l-th layers, the
transferring gradient will be influenced. The gradient ∂L
∂A[l−1]
calculated by Algorithm 1 is the gradient of padded output.
The padded part of ∂L
∂A[l−1] needs deleting. However, there is no
change happened for the updating gradient of fractional order.
Remark 4. During the training procedure, a tiny value could
be added to (18, 22) so that the singularity caused by w[l](K) =
w[l](K−1) or b
[l]
(K) = b
[l]
(K−1) is avoided easily. Hence the gradients
modified by (11) are listed below
∂αL
∂W [l]α =
1
Γ(2−α)
[
∂L
∂A[l](K−1)
∗ f (1)(Z[l](K−1))
]
A[l−1] T(K−1)
∗|W [l](K) −W [l](K−1) + δ|1−α,
∂αL
∂b[l]α =
1
Γ(2−α) sum
(
∂L
∂A[l](K−1)
∗ f (1)(Z[l](K−1))
)
∗|b[l](K) − b[l](K−1) + δ|1−α,
(24)

∂αL
∂w[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
[ 1
Γ(2−α)
∂L
∂A [l]shwc (K−1)
f (1)(Z [l]shwc (K−1))
A′ [l−1](K−1) ∗ |w[l]c (K) − w[l]c (K−1) + δ|1−α],
∂αL
∂b[l]αc
=
m∑
s=1
n[l]H∑
h=1
n[l]W∑
w=1
[ 1
Γ(2−α)
∂L
∂A [l]shwc (K−1)
f (1)(Z [l]shwc (K−1))
|b[l]c (K) − b[l]c (K−1) + δ|1−α].
(25)
When convolution layers, pooling layers and fully con-
nected layers are connected end-to-end, it will fulfill some
tasks like classification. Many types of functions, such as
quadratic function L = (y − yˆ)2 and cross-entropy function
L = −ylog(yˆ)− (1−y)log(1− yˆ), are available to loss function of
proposed method. And the gradient on output of the last layer
∂L
∂yˆ is still integer order. The backward propagation between
layers of different types is simple. Reshaping is needed only
when the gradients correspond to different shapes. Finally, a
type of complete convolutional neural networks will combine
with fractional order gradient to fulfill a task and demonstrate
the effectiveness of proposed method. For example, the LeNet
[4] is a simple CNN which will be adopted for subsequent
experiment.
4. Experiments
The task of experiments is to identify handwriting number
by fractional order convolutional neural networks. The experi-
ments are carried out by the MNIST dataset which consists of
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Fig. 4. Architecture of LeNet-5 with input of MNIST dataset.
60,000 handwritten digit images for the training and another
10,000 samples for testing. Consequently, the whole structure
of LeNet is presented in Fig. 4.
Fig. 5. Some samples of MNIST dataset.
The corresponding parameters are listed below. yˆs ∈ R10 is the
output of networks for the s-th smaple and ys ∈ R10 is label
with one-hot form.
Loss function: L = − 1m
m∑
s=1
yTs log(yˆs)
Learning rate: µ = 0.1
Batch size: m = 10
Initial weight: w ∈ [−0.1, 0.1]
Initial bias: b ∈ [−0.1, 0.1]
Number of iteration: Iteration = 6000
Number of epoch: Epoch = 1
The experiments are carried out by 10 times. All parameters,
such as weights, bias and the inputting order of samples, are
randomly initialized each time. Consequently, the training
accuracy and testing accuracy with different fractional order are
shown in Table 1 and Table 2, respectively.
It could be observed that the accuracy of fractional order
gradient methods with α = 0.9 and α = 1.1 is higher than
the integer order gradient method in most cases. What’s
more, when average accuracy of 10 experiments is taken into
consideration, the integer order one shows a little less accuracy.
In Fig. 6, the average accuracy of training and testing results is
drawn over α = 0.1, · · · , 1.9.
Although fractional order gradient method works well in
CNN, it is not effective enough all the time when α < 0.3 or
α > 1.2. The reason of such low accuracy is caused by the the
Gamma function in fractional order calculus (1). The Gamma
function Γ(2 − α) in fractional order gradient method (18, 22)
is a very large number for α < 0.3 or α > 1.2. As a result, the
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Fig. 6. Average accuracy of training and testing results.
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Fig. 7. Average loss of training results.
gradients are too small to reduce the loss function and sink into
a local extreme point quickly. Since it is often a point close to
the initial point, the loss does not decrease or only decreases a
little bit. This phenomenon is also demonstrated by Fig. 7.
It seems that fractional order gradient method is more
complicated than integer order one. However, the training
speed of fractional order CNN is almost as fast as integer order
CNN. Taking all experiments into consideration, the average
training time spent by integer order CNN is only 0.53% less
than fractional order CNN with α = 1.1. Similar speed also
exists in other cases for α = 0.1, · · · , 1.9. There are two
reasons that result in such fast speed of fractional order gradient
method for CNN. One reason is that only updating gradients
are replaced by fractional order. The other reason is that
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Table 1. The accuracy of training results.
α 1 2 3 4 5 6 7 8 9 10 Average
1.9 0.0978 0.0978 0.0978 0.0978 0.1001 0.0978 0.0978 0.0978 0.0978 0.0978 0.0980
1.8 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978
1.7 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978
1.6 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978 0.0978
1.5 0.0978 0.1001 0.0978 0.0978 0.8914 0.0978 0.0978 0.8838 0.0978 0.0978 0.2556
1.4 0.9390 0.0978 0.8246 0.0978 0.9338 0.0978 0.9338 0.9517 0.1001 0.9480 0.5924
1.3 0.9713 0.9607 0.9729 0.9499 0.0944 0.9722 0.9669 0.9054 0.9721 0.9735 0.8739
1.2 0.9745 0.9584 0.9676 0.9646 0.9778 0.9732 0.9759 0.9777 0.9822 0.9821 0.9734
1.1 0.9821 0.9783 0.9825 0.9787 0.9825 0.9826 0.9806 0.9847 0.9800 0.9812 0.9813
1.0 0.9779 0.9806 0.9742 0.9825 0.9824 0.9814 0.9675 0.9774 0.9829 0.9765 0.9783
0.9 0.9792 0.9818 0.9776 0.9818 0.9810 0.9796 0.9804 0.9830 0.9799 0.9802 0.9805
0.8 0.9802 0.9797 0.9775 0.9740 0.9776 0.9771 0.9796 0.9783 0.9761 0.9801 0.9780
0.7 0.9733 0.9738 0.9722 0.9666 0.9736 0.9722 0.9745 0.9721 0.9715 0.9743 0.9724
0.6 0.9618 0.9667 0.9644 0.9598 0.9688 0.9645 0.9601 0.9679 0.9658 0.9657 0.9646
0.5 0.9479 0.9478 0.9511 0.9473 0.9495 0.9543 0.9481 0.9515 0.9497 0.9508 0.9498
0.4 0.9283 0.9223 0.9312 0.9271 0.9281 0.9368 0.9192 0.9189 0.9286 0.9268 0.9267
0.3 0.8908 0.8892 0.9037 0.8979 0.9021 0.9150 0.8503 0.8829 0.9025 0.8783 0.8913
0.2 0.6242 0.7847 0.8595 0.8008 0.8471 0.8820 0.2071 0.4381 0.8478 0.3793 0.6671
0.1 0.1129 0.1875 0.4903 0.1727 0.4123 0.8139 0.1127 0.2354 0.3812 0.1333 0.3052
the fractional order updating gradients are obtained according
to integer order gradients and the additional calculation in
fractional order updating gradients are quite simple.
5. Conclusions
The backward propagation of neural networks is investi-
gated by fractional order gradient method in this paper. After
modification of fractional order gradient, the proposed gradient
method can ensure the convergence to real extreme point, and
has been successfully applied in CNN for updating parameters.
It is the first time for CNN to cooperate with fractional order
calculus. The chain rule in this CNN is completely preserved
since integer order gradients are still used for transferring
between layers. Both the range of fractional order and the
type of loss function are enlarged. It is believed that this paper
provides a new way to study gradient method and its application
in neural networks.
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