A small enterprise's credit rating is employed to measure its probability of defaulting on a debt, but, for small enterprises, financial data are insufficient or even unreliable. Thus, building a multi criteria credit rating model based on the qualitative and quantitative criteria is of importance to finance small enterprises' activities. Till now, there has not been a multicriteria credit risk model based on the rank sum test and entropy weighting method. In this paper, we try to fill this gap by offering three innovative contributions. First, the rank sum test shows significant differences in the average ranks associated with index data for the default and entire sample, ensuring that an index makes an effective differentiation between the default and non-default sample. Second, the rating equation's capacity is tested to identify the potential defaults by verifying a clear difference between the average ranks of samples with default ratings (i.e., not index values) and the entire sample. Third, in our nonparametric test, the rank sum test is used with rank correlation analysis made to screen for indices, thereby avoiding the assumption of normality associated with more common credit rating methods.
Introduction
Small enterprises play an integral role in the Chinese economy. Not only do they account for 60% of China's Gross Domestic Product (GDP), 50% of its national tax revenue, 65% of new patents in China, and over 80% of the country's new product development, but they also serve as a major driver of new employment [1] . Because the financial information and operational data are often opaque and lack of standards, China has no effective method for identifying small enterprises' credit ratings. Banks are limited by risk control issues and could provide only limited or no credit for small enterprises, which has created a severe financing crisis for these small enterprises in China. It has therefore become critically important to establish an enterprise credit rating model for the following three reasons. First, doing so allows banks to objectively and comprehensively assess the credit risks for small enterprises; second, it provides banks with information that helps them make decisions on loans to small enterprises; and, third, an effective enterprise credit rating model would alleviate financing difficulties met by small enterprises and promote the sustainable economic development.
In the scant scholarship on small enterprise credit ratings, limited financial information and a small sample size of small enterprises looking for financing have contributed to a poor understanding of the distribution of general ratings. Moreover, the assumptions associated with general parametric models are difficult to satisfy in this domain. In contrast, nonparametric methods are not as strict in terms of the need to satisfy certain assumptions, making them suitable to credit rating. Nonparametric and parametric methods can be used to produce results of similar accuracy, suggesting that the results produced by nonparametric methods are resistant to changes in the general distribution. In addition,
The fourth category refers to credit rating models based on combined methods. Yeh et al. combined the KMV model with methods based on nonparametric random forests and rough sets to generate a credit rating model [26] . Akkoç's credit rating model was based on a three-step hybrid adaptive neuro-fuzzy inference system [27] . This model can be used to produce good results when tested with Turkish credit card data. Van Gestel et al. developed a credit rating model by combining logistic regression and support vector machines [28] . Zhang et al. united grey correlation and fuzzy clustering methods to produce a credit rating model [29] . Florez-Lopez proposed a variety of statistical methods (multiple discriminant analysis, multinomial logit regression, and ordered logit) and methods associated with decision trees to explore the determinants of ratings [30] . Finlay presented a multi-classifier system and introduced a new boosting algorithm, dubbed ET Boost [31] . Finally, Paleologo et al. created a method for adding missing data and proposed the use of an ensemble classification technique called subagging [32] . This method is particularly suitable for highly unbalanced credit rating data.
Although these methods have produced a variety of credit rating models for small enterprises, they nonetheless suffer from a number of deficiencies. First, it is impossible to ensure that all indices are capable of identifying defaults in traditional rating index systems. Current credit rating models select indices relying primarily on imperfect human judgment rather than scientific principles. Thus, the current index systems have multicollinearity between indices and cannot effectively screen for default risk. Second, the effectiveness of the entire index system is questionable. Most research cannot test entire credit rating models and are thus unable to ensure the effectiveness of the complete model in determining default risk. Because credit risk and default risk are essentially synonymous, a failure in the focus on default risk is a critical error. Third, rating small enterprises is contingent primarily on the availability of company financial data, much of which are unreliable or unavailable. Finally, credit rating models based on statistical approaches have often relied on parametric statistical tests that assume a normal distribution, which can only be satisfied with a large sample of enterprises that are very difficult for researchers to obtain.
To fill in the above gaps, we advance the study in two aspects. First, this study utilizes the rank sum test and rank correlation analysis by using a nonparametric test based on the relative rank of the results to establish a credit rating system for clearly identifying the likelihood of defaults by small enterprises, thereby avoiding any restriction associated with the need for normal data. To the best of our knowledge, in previous studies, no credit rating model has been established in this way. Second, we not only use the rank sum test to ensure the model's capacity to identify the default status, but also compare the model with the parametric model to validate the model, and in this way we could guarantee the model's default discrimination ability. This paper proceeds as follows. In the next section, we present the establishment of a credit rating model; Section 3 introduces the data and empirical analysis; and Section 4 describes the results.
Methodology of the Study
In this section, we introduce the process of creating a credit rating model based on a nonparametric method, including the rank sum test and rank correlation. A step-by-step instruction is provided, with the conceptual model for constructing the small enterprise credit rating model summarized in Figure 1 .
To identify default enterprises, we construct the credit rating model in three aspects. First, we use the Mann-Whitney rank sum test to screen indices. Using the rank sum test to select indices where the average ranks are associated with default samples with the entire sample showing a clear difference between them, ensuring that the chosen indices are able to clearly differentiate between the default and non-default samples. If the rank averages for default samples are significantly different from that of the entire sample, it means that the index is capable of clearly differentiating between the default and non-default samples, implying it can differentiate between defaults and non-defaults.
Second, we use the Spearman rank correlation coefficient method to remove duplicate indices. Using the rank correlation analysis, we remove the indices without showing a clear difference in average ranks between the default and entire samples, failing to clearly differentiate defaults. This avoids the problem of duplicate indices, and also avoids the removal of those differentiating defaults.
Third, we use the entropy value to give weight to each index; the more information an index has, the larger the weight should be given. Then, we define the critical point of credit score S c , enterprises whose credit scores are lower than S c to be classified as "default", and those whose credit scores are higher than S c to be classified as "non-default". Thus, we classify the enterprises and identify the default.
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Third, we use the entropy value to give weight to each index; the more information an index has, the larger the weight should be given. Then, we define the critical point of credit score Sc, enterprises whose credit scores are lower than Sc to be classified as "default", and those whose credit scores are higher than Sc to be classified as "non-default". Thus, we classify the enterprises and identify the default. 
Small Enterprise Credit Rating Index System
The construction of credit rating index system contains four steps. First we standardize the indices to eliminate the effects of different indicator dimensions. Next, we use the normal distribution test to check the distribution of the indices across the entire dataset. Then, in the first round screening, we select indices that have a clear effect on small enterprise defaults. Finally, we remove duplicate indices at the same criterion level, thereby ensuring a parsimonious index system through the second round screening.
Standardization of Index Data
Standardizing quantitative indices involves translating the indices to the [0,1] region and eliminating the effect of data dimensions on the rating result. There are three types of quantitative indices: positive indices, negative indices, and interval indices. A positive index is an index that is positively correlated with the credit rating of a small enterprise, such as the super quick ratio. A negative index is an index that is inversely correlated with the credit rating of a small enterprise, such as the asset/liability ratio. 
Small Enterprise Credit Rating Index System
The construction of credit rating index system contains four steps. First we standardize the indices to eliminate the effects of different indicator dimensions. Next, we use the normal distribution test to check the distribution of the indices across the entire dataset. Then, in the first round screening, we select indices that have a clear effect on small enterprise defaults. Finally, we remove duplicate indices at the same criterion level, thereby ensuring a parsimonious index system through the second round screening. [q 1 , q 2 ] is optimal. As such, the closer an enterprise's value to that index is to that region, the higher that enterprise's credit rating will be.
Index data standardization process for the four types of indices is as follows. Let x ij be the standardized value of the j-th sample in the i-th index, v ij be the real value of the j-th sample in the i-th index, and N be the number of small enterprises. Given these definitions, the standardization equations of positive indices and negative indices are represented by Equations (1) and (2), respectively [33, 34] .
(1)
Let q 1 and q 2 , respectively, represent the lower and the upper boundaries of the optimal region. Given this, the standardized score equation of the interval indices is expressed in Equation (3).
Because it is not easy to quantify qualitative indices, standardization uses subjective descriptions of the indices to obtain a rating. More specifically, standardization requires establishing a rating standard that can be manipulated while mitigating subjective factors. Table 1 provides the rating systems for all 23 qualitative indices.
Normal Distribution Test for Rating Indices
Most determinations of normality rely on either the Shapiro-Wilk test or the K-S test. For a sample size between 3 and 2000, it is possible to test a distribution for normality using the Shapiro-Wilk method [35] . Our sample falls within this range, so we use the Shapiro-Wilk test to determine the distribution of the indices across the entire dataset. The value W is given by [36] :
where a j is a constant, and can be found in the Shapiro-Wilk weight table. x i(j) is the j-th sample ranked in ascending order according to index i, and x i is the average sample value for index i. Values for W range from 0 to 1, with higher values indicating a closer fit to a normal distribution.
Given confidence level α, if the two tails for W show a significance probability P(|W| > W α/2 ) < α, then the sample does not possess a normal distribution. However, the empirical results below show that no index satisfies the conditions for a normal distribution, so traditional statistical methods are not suited for this sample set. In the first round, we select indices that have a clear effect on small enterprise defaults and that demonstrate clear differences between the average ranks associated with the default and entire samples to ensure that those indices can effectively differentiate default and non-default samples. We begin by ranking without identical ratings. Given index i, take m default samples and n non-default samples, and rank the m + n data samples from smallest to largest. Then, each sample x ij (1 ≤ j ≤ m + n) has an associated rank R ij in the combined dataset. If there are identical values after ordering the combined samples (which imply identical ranks), then we take the average rank from the associated ranks, and obtain the corrected rank R ij .
where R ij is corrected rank for the j-th sample in the i-th index, R ij is the original rank for the j-th sample in the i-th index, and τ ih is the length of the h-th identical rating rank column for the i-th index.
We next calculate the rank sum. Let W iX be the rank sum of all default samples in the i-th index,
iX be the rank of the v-th default sample in index I, σ iX be the standard deviation for the rank of sum the default samples in index i, m be the number of default samples, n be the number of non-default samples, R iE be the average rank for all samples in the index, and W i be the rank sum for all samples in index i. Given these definitions, we obtain [2] :
For a rank sum with identical ratings, let R (v) iX be the corrected rank for the v-th default sample in index i, τ ih be the length of the h-th identical rating rank in index i, g be the total number of identical rating ranks, and the remaining variables defined as they are for Equations (6)- (8) . Provided these definitions, we arrive at [2] :
For statistical inferences, we first establish the null and alternative hypotheses: H 0 : W iX = mR iE , in which both sample groups come from the same set, and the default and entire sample do not differ, indicating that the index does not effectively identify defaults.
H 1 : W iX = mR iE , in which the two sample groups come from different sets, and the default and entire sample differ, indicating that the index effectively identifies defaults.
We next calculate and define the Z-statistic, such that [2] :
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By dividing both the numerator and denominator in Equation (11) by the number of defaults m, we obtain Equation (12):
The first variable in the numerator in Equation (12) is the average rank of all default samples. The second variable is the average rank of the entire sample R iE . A large difference between these two variables indicates a large difference in the correlated values for the default and entire samples, and by extension, a greater value for Z. A high value for Z indicates that an index effectively distinguishes raw data into default and non-default samples, and can more easily identify defaults.
Because the distribution for Z is close to normal (i.e., N[0,1]; Wang, 2005), a high value for Z suggests that H 0 is likely to be rejected in favor of H 1 . Given a significance level α, if the probability of the two tails of the Z distribution being significant is P(|Z| > Z α/2 ) > α, the null hypothesis is rejected. To illustrate, if the significance level α = 0.01 [37] , and the probability of significance is p > 0.01, then the index should be removed. If p > 0.01, then the index should be retained.
Thus, the value of Z reflects the level of difference between the average ranks of the default and entire sample such that greater Z values reflect larger differences between the samples (and by extension, larger differences between values for default and non-default samples). We chose indices that pass the Z value significance test to establish a credit rating index system capable of differentiating default and non-default samples.
Second-Round Screening Based on Rank Correlation Analysis
This round of screening removes duplicate indices at the same criterion level, thereby ensuring a parsimonious index system. If the sample values show identical increase and decrease trends under index k (i.e., return on equity) and index l (i.e., return on total assets), then indices k and l are fully correlated, and they provide redundant information; otherwise, indices k and l are weakly correlated, and thus provide information that is not redundant. By removing indices that provide duplicate information, we remove indices with a small absolute value for Z that does not effectively identify defaults.
To calculate the rank correlation coefficient, we rank the observed values for the entire sample under index k in ascending order, R k 1 , R k 2 , . . . , R k N . We similarly rank the observed values for the entire sample for index l, R l 1 , R l 2 , . . . , R l N . We then use these two series of rank orders to evaluate the differences in rank for observed values in indices k and l, and calculate d u , to measure the correlation between the indices. The method for calculating d u is as follows:
where R k u is the rank of the u-th sample in index k and R l u is the rank of the u-th sample in index l. Given this, the rank correlation coefficient γ s is [2] :
where, τ k g and τ l g are the respective lengths of the g-th section in indices k and l, and G k and G l are the number of ranks with identical ratings. From here, we can determine t using Equation (15):
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Provided a given significance level α, if t is greater than t α , then the two samples are correlated in terms of the two indices, indicating that they provide duplicate information. Because indices can easily pass the rank correlation significance test when sample size is large, we set a rank correlation coefficient condition to ensure the indices provide duplicate information. Generally, two conditions must be satisfied to infer that indices produce similar information. First, p must be greater than the established significance level (typically, α = 0.01). Second, the rank correlation coefficient γ s must be greater than 0.6 [38] . To remove indices that produce redundant information, we select the indices in the same criterion level that satisfy the above conditions, and remove those indices that have relatively small absolute values for Z that do not clearly identify defaults.
Establishing the Small Enterprise Credit Rating Model
This part contains a series of steps, including entropy weighting, credit rating equation construction, the test of the model's effectiveness and the division of small enterprise credit ratings.
Entropy weighting is an objective weighting method that uses the entropy value for an index to represent the amount of information it provides. To calculate entropy values, let e i represent the entropy value for the i-th rating index; Equations (16) and (17) provide the formulae for calculating e i [39] :
where f ij is the eigenweight for the j-th sample in index i, x ij is the observed value for the j-th sample in index i (i = 1, 2, . . . , n; j = 1, 2, . . . , m), and
x ij is the sum of the observed values for all samples in index i. We next calculate the entropy weights for each index. Let w i be the entropy value for the i-th rating index; the entropy rating is then given by:
Given index i, larger values for x ij indicate that an index effectively compares to sample j. Moreover, larger values for x ij indicate that more index i includes more information, thereby validating the greater weight assigned to x ij .
In the credit rating equation for small enterprises, let p j be the credit rating for the j-th small enterprise. According to the linear weighting comprehensive rating equation, the credit rating model for small enterprises is:
The value of the credit rating for small enterprises p j as solved for in Equation (19) is in the region [0,1], which is too small to clearly reflect differences in credit ratings for small enterprises. Thus, p j must be standardized to the region [0,100]. Let S j be the standardized credit rating for the j-th small enterprise. Because higher small enterprise credit ratings imply higher standardized credit ratings, let the standardized credit rating for small enterprises be given by:
To determine the effectiveness of the small enterprise credit rating model in differentiating between default and non-default samples, we test whether there is a clear difference between average ranks associated with the default and entire samples. If the average rank of the credit rating for default samples is clearly different from the average rank of the entire sample, then the model clearly differentiates between default and non-default samples in terms of credit rating.
To perform the rank sum test, we must rank the credit ratings for all samples, calculate the rank sum, and test the average ranks associated with the ratings as described in Section 2.1.3. Given a significance level α of 0.01 [37] , if p < 0.01, then default and non-default samples clearly differ in terms of credit rating, and the model is capable of differentiating between these two types of samples. This not only ensures that individual indices can effectively predict defaults, but also that the entire small enterprise credit rating model can effectively identify defaults by small enterprises.
After the test of the model's effectiveness, we rank the standardized credit ratings for every small enterprise in descending order. Using data on the principal and interest on accounts outstanding and receivable for each small enterprise, we divide credit rating into nine levels [40] , and calculate the Loss Given Default (LGD) for each level.
According to results produced by our research group [41] , by adjusting the upper and lower bounds of the nine credit rating levels to ensure a strong inverse relationship between credit rating and LGD, we determine that the optimal result is the one for which there is the smallest difference between adjacent credit rating levels.
Empirical Study: Data from a Chinese Bank

Sample and Data Source
According to the Standards for Classification of Small and Medium-sized Enterprises [42] , we collected small enterprise sample data across 11 industries, which can be seen in Table 2 . These industries included, but were not limited to, real estate development and management, retail, leasing and business services, wholesale, accommodation and catering, transportation, software and information technology. Leasing and business services 10-100 employees, 1-80 million RMB total assets 9
Real estate development and management 1-10 million RMB operating income, 20-50 million RMB total assets 10 Software and information technology 10-300 employees, 0.5-100 million RMB operating income 11
Other 10-100 employees Our data provided information related to 1231 loans to small enterprises from a Chinese bank between 1994 and 2012. Of the 1231 loans in the dataset, 35 were defaults and 1196 were non-defaults. All data associated with the 1231 loans are summarized in Columns 1 to 1231 in Table 3 . For simplicity, we divide the data such that Columns 1232 to 1266 contain data for the 35 defaults, and Columns 1267 to 2462 contain data associated with the 1196 non-defaults. To simplify the data even further, Row 82 in Table 3 serves as a default indicator where a value of 1 represents a default, and a value of 0 represents a non-default.
Establishing the Credit Rating Index System
Using index data from the main office of a Chinese national bank, small enterprise index systems from domestic and international financial agencies (i.e., Moody, Standard and Poor's, and the China Construction Bank), classic ratings indices from domestic and international academic resources, and survey data collected from real-world banks, we collected a sample of 107 small enterprise credit rating indices for screening. The index names, types, and references are listed in Columns 5, 6, and 7 of Table 4 .
The selection set encompasses three first-level criteria (i.e., repayment ability, willingness to repay, and collateral guarantee factors), seven second-level criteria: external macroeconomic conditions, internal non-financial factors, legal person situation, and internal financial factors, which is further divided into four third-level criteria including solvency, profitability, operating capacity, and growth capacity. Columns 2-4 of Table 4 outline these criteria.
Based on the observability principle, we performed a preliminary screening of the 107 indices, during which we removed 26 indices, including "source of repayment" and "earnings per share". These indices are labeled "Unobservable" in Column 8 of Table 4 . These removals yielded a final set of 81 indices, displayed in Column c of Table 3 , ensuring our rating system is practicable. In addition, the first 81 rows and Columns 1-1231 of Table 3 illustrate the raw data associated with v ij for the j-th sample in index i. From these data, we can calculate the maximum value max(v ij ) and minimum value min(v ij ) for each row.
For positive indices ("positive" in Column d in Table 3 ), we substituted their v ij , max(v ij ), and min(v ij ) into Equation (1) and entered the standardized values x ij into their respective columns (1232-2462). For negative indices (negative in Column d, Table 3 ), we substituted their v ij , max(v ij ), and min(v ij ) into Equation (2) and entered the standardized values x ij into Columns 1232-2462.
Interval indices are indicated in Column d of Table 3 with the term "interval". To illustrate the standardization process, consider "Age" in Row 71 of Table 3 . The age of the legal person associated with loan X2012060800099 in Column 1231 is 38, which is within the optimum interval [31] . According to Equation (3c), this makes the standardized value x ij of "Age" in this case equal to 1. Thus, we entered this value into the cell located at Row 71, Column 2462 of Table 3 . We standardized the Consumer Price Index using the same process.
For qualitative indices ("qualitative" in Column d of Table 3 ), we used the qualitative index rating classification provided in Table 1 to obtain the standardized result x ij , which we then entered into Columns 1232-2462 of Table 3 . Consider, for example, the "Years in industry" variable from Row 55 in Table 3 . The years in industry associated with loan X2012060800099 from Column 1231 is 10 years. According to Table 1 , this value is standardized such that it is equal to 1, which we then entered into Row 55, Column 2462 of Table 3 . We standardized all other qualitative indices in a similar fashion.
We performed a normal distribution test for indices 1-81 in Table 3 and illustrate the results using "X 1 Debt ratio". First, we ranked the 1231 sample values from Row 1, Columns 1-1231 of Table 3 in ascending order to obtain x 1(j) , from which we determined the average sample rank x 1 to be 1.106. Using a j for each sample (n = 1231), we substituted x 1(j) , x 1 , and a j into Equation (4), obtaining W 1 . Given a confidence level α of 0.01, we obtained a significance probability of 0.000 for both tails for W 1 , which we then entered into Row 1, Column e of Table 3 . Column e of Table 3 shows that the tests of normality for all indices produced p-values of less than 0.01, thereby allowing us to reject the null hypothesis that all indices possess a normal distribution and accept that all 81 rating indices for these small enterprises are non-normally distributed.
First Round Screening Based on the Rank Sum Test
We performed the rank sum test on all 81 indices listed in Column c of Table 3 using the "X 1 Debt ratio" as above to illustrate how we calculated Z. First, we combined the respective data from Row 1 of Table 3 for the 35 default loans in Columns 1232-1266 and the non-default loans from Columns 1267-2462. We then ranked loans in ascending order and entered them into Column 3 of Table 5 . We then substituted the data from Rows 1-76, Columns 5-6, in Table 5 into Equation (5), and corrected the ranks for samples with a debt ratio of 0 to:
We then entered the results into Column 7, Row 1-76 of Table 5 and substituted the rank associated with a default indicator value of 1 (see Column 4 of Table 5 ) into Equation (9). This produced the rank sum W 1X for sample X 1 :
We then substitute m = 35, n = 1196, and W 1X = 18,396.5 into Equation (8) to obtain the average rank R 1E for the entire sample:
Because identical ranks emerged, we substituted the above m, n, and length τ g into Equation (10) to obtain the rank sum variance σ 1X for the default samples. We then substituted the rank sum W 1X , average rank R 1E and rank sum variance σ 1X for sample X 1 into Equation (11) . Given this, we calculated Z 1 :
We entered Z 1 into Row 1, Column f of Table 3 . Given a confidence level α of 0.01, and a p-value (with 1231 degrees of freedom) of 0.127 in the standard normal distribution table, we rejected the null hypothesis. This indicated that there was no significant difference between the ranks associated with the default and entire sample in terms of the debt ratio index. Because the debt ratio index could not clearly identify defaults (i.e., distinguish defaults from the overall sample), we removed it from the model. We performed similar rank sum tests on the other 81 indices and removed 48. The indices removed from the model are labeled "Failed rank sum test" in Column 8 of Table 4 .
Second Round Screening Based on Rank Correlation Analysis
For each of the 33 indices that passed the rank sum test, we performed rank correlation analyses on the entire sample set with the indices at the same criterion level. To illustrate this process, we offered the rank correlation analysis process for the "return on equity" and "return on total assets" indices. We ranked the values for the "return on equity" index in ascending order to obtain the index rank R i k . We then did the same for the "return on total assets" index to reveal rank R i l . Columns 3-4 in Table 6 summarize these results. We then substituted the data from Columns 3-4 in Table 6 into Equation (13), thereby obtaining an observed difference in rank using:
where d 1 2 = 62 2 = 3844. We then similarly solved for the rank differences d i and squares d i 2 for the other rows of Table 6 , and entered the values into Columns 5 and 6. We followed this by substituting d i 2 from Column 6 of Table 6 and N = 1231 into Equation (14) 
We then inserted γ s = 0.834 and N = 1231 into Equation (15) to obtain statistic t:
Given a significance level α of 0.01, a t α of 2.326, and the fact that t > t α , the ranks for samples are correlated in terms of return on equity and return on total assets. Because the rank correlation coefficient γ S = 0.834 > 0.6, we determined that the two indices provide duplicate information. According to Column f in Table 3 , we removed the return on equity index because its absolute value of Z is less than that for the return on total assets index. We similarly calculated the rank correlation coefficient for the other criterion levels and removed indices with smaller absolute values for Z (see Column f of Table 3 ). In total, we removed 11 indices, which we labeled with "Failed rank correlation analysis test" in Column 8 of Table 4 .
The Small Enterprise Index System and the Comparison with the Five Cs of Credit
The five Cs of credit is a system used by lenders to gauge the creditworthiness of potential borrowers, which has been widely used in the practice. The five Cs of credit are character, capacity, capital, collateral and conditions. This study proposes a small enterprise credit rating index system that includes 22 indices covering all nine 3rd level criterion levels and satisfying the five Cs of credit. Columns e of Table 7 is the indices we select. Columns 1-5 of Table 7 summarize the comparison between the five Cs of credit and the index system we build.
Solving for Small Enterprise Credit Rating
We inserted the data from Columns 1232-2462 in Table 3 into Equations (16)- (18) to obtain the entropy weighting for 22 post-screening indices. Upon obtaining them, we entered them into Column f in Table 7 . We then substituted the data from Columns 1232-2462 in Table 3 and the weighting from Column f in Table 7 into Equation (19) to obtain the rating p 1 = 0.018 for loan 200410090044. Having obtained that rating value, we entered it into Row 1, Column 3 of Table 8 . We calculated all other small enterprise credit ratings p j , and entered them into Column 3 in Table 8 . These steps provided us with the highest and lowest small enterprise credit ratings (p max = 0.537 and p min = 0.008, respectively).
We then entered the value 0.018 from Row 1, Column 3 into Table 8 , and the highest (0.537) and lowest (0.008) ratings into Equation (20) We entered this value into Row 1, Column 4 in Table 8 , along with the standardized credit ratings S i for all remaining small enterprises. Table 8 , Column 5 shows whether a loan has defaulted, and Columns 6 and 7, respectively, illustrate the interest receivable and outstanding interest as provided by a commercial bank's credit management database.
Model Validation
Testing the Small Enterprise Credit Rating Model with the Rank Sum Test
We ranked the credit ratings from Column 4 of Table 8 in ascending order and inserted them into Column 3 of Table 9 . Columns 2 and 4 of Table 9 show the loan number and default indicator for each loan, respectively. In Column 5 of Table 9 , and we determined the length of each identical rank and the final standardized rank, which we then inserted into Columns 6 and 7 of Table 9 , respectively.
We then inserted the ranks of the defaults associated with a default indicator of 1 in Column 7 in Table 9 into Equation (9), thereby obtaining the default sample credit rating rank sum W SX :
Following this, we substituted m = 35, n = 1196 and W SX = 6367 into Equation (8) to obtain the average rank of the credit ratings for the entire sample R SX :
With identical ranks existing, we substituted m, n, and length τ g into Equation (10) to obtain the default samples rank sum variance σ SX :
We next substituted the rank sum W SX and average rank R SX for default sample X s , as well as the default sample rank sum variance σ SX into Equation (11), thus obtaining Z s : The p-value for the test of distribution normality (with 1231 degrees of freedom) was less than 0.01. Given an α value of 0.01, we rejected the null hypothesis. Therefore, our findings suggest that the ranks be associated with the default and that the entire sample demonstrate clear differences, therefore capable of differentiating defaults from non-defaults.
Comparison with Parametric Method
To validate the model we established, we compared the model we established with a parametric model. We followed the literature [43] and constructed a credit rating model based on t test and multiple discriminant analyses (MDA), with the t test model compared with the model we established.
Here we defined two models:
Model 1: The model we constructed in this study. Model 2: Using t test for feature selection and the MDA for model construction.
For model 2, we used the t test for feature selection first. Given α = 0.05, we deleted the indicators whose p values of t test were greater than 0.05, and obtained 39 indicators reserved: X 2 Current liabilities, operating activities and net cash flow ratio, X 21 Return on equity, X 24 return on total assets and other 36 indicators.
Then we took the 39 indicators into the MDA method using the SPSS software, with the discriminant equation shown as follows.
We substituted the data from Table 3 into Equation (21), and achieved the default status prediction for each enterprise. By a comparison of the predicted default status and the true status, we can obtain the correct classification rate shown in Column 3 of Table 10 .
For Model 1, r to obtain the correct classification rate, we define the critical point of credit score S c as [44] 
where S j 1 is the credit score of the i-th defaulted sample, m is the number of defaulted samples, S j 0 is the credit score of the j-th non-defaulted sample, and n is the number of non-defaulted samples. Substitution of the data from Rows 1-1231, Columns 4, in Table 8 into Equation (22) Enterprises with credit scores of less than 38.04 will be classified as "default", and those with credit score of more than 38.04 will be classified as "non-default".
Comparing the true status of default and the predicted status, we can obtain the correct classification rate either, as shown in Column 2 in Table 10 .
From Row 1 of Table 10 , it is clear that the Model 1 is more accurate in the default classification, with the correct default classification rate of Model 1 being 82.9%, which is higher than that of Model 2 (62.9%).
From Row 2 of Table 10 , it can be seen that the Model 1 is less accurate in the non-default classification, with the correct non-default classification rate of Model 1 being 79.1%, which is lower than that of Model 2 (98.3%).
As is known, for each bank, the losses from a loan to unqualified enterprises are much greater than those from no loan to qualified enterprises. Although Model 1 and Model 2 have a similar overall classification rate (shown in Table 10 ), due to the more accurate prediction of the default, Model 1 outperformed Model 2.
Thus, Model 1 has a better performance than the t test-MDA model in dealing with the data of the small enterprises. As mentioned above, the parametric model relies on the normal distribution, but the small enterprises data used in this research are abnormal, so the result is biased when using the parametric method, especially in the default sample classification. That is also the reason for utilizing the nonparametric method in this study. Furthermore, we inputted the rating score S j and the default state to generate the Receiver Operating Characteristic curve (ROC curve) using SPSS software (see Figure 2) . The Area Under Curve (AUC) value is 0.863, which is a acceptable level for credit rating model. Enterprises with credit scores of less than 38.04 will be classified as "default", and those with credit score of more than 38.04 will be classified as "non-default".
Thus, Model 1 has a better performance than the t test-MDA model in dealing with the data of the small enterprises. As mentioned above, the parametric model relies on the normal distribution, but the small enterprises data used in this research are abnormal, so the result is biased when using the parametric method, especially in the default sample classification. That is also the reason for utilizing the nonparametric method in this study. Furthermore, we inputted the rating score Sj and the default state to generate the Receiver Operating Characteristic curve (ROC curve) using SPSS software (see Figure 2) . The Area Under Curve (AUC) value is 0.863, which is a acceptable level for credit rating model. 
Classification of Small Enterprise Ratings
We ranked the credit ratings from Column 4 of Table 8 in descending order. According to the results of our research group [41] , we introduced the interest receivable and interest outstanding 
We ranked the credit ratings from Column 4 of Table 8 in descending order. According to the results of our research group [41] , we introduced the interest receivable and interest outstanding from Columns 6 and 7 of Table 8 into the credit rating classification model, obtaining the credit rating results shown in Columns 1 and 2 of Table 11 . To better illustrate the default pyramid, we created a loss-given default distribution diagram based on the Loss Given Default rate LGD k (see Figure 3) . Figure 3 shows that the small enterprise credit rating classification model satisfies the pyramid principle such that higher credit ratings indicate lower rates of default and loss. from Columns 6 and 7 of Table 8 into the credit rating classification model, obtaining the credit rating results shown in Columns 1 and 2 of Table 11 . To better illustrate the default pyramid, we created a loss-given default distribution diagram based on the Loss Given Default rate LGDk (see Figure 3) . Figure 3 shows that the small enterprise credit rating classification model satisfies the pyramid principle such that higher credit ratings indicate lower rates of default and loss. 
Conclusions
It is well known that the methods like Probit regression and stepwise regression have been successfully applied to credit rating for many years. However, the limited financial information and a small sample size of small enterprises looking for financing have leaded to a poor understanding of the general distribution of data. Moreover, the assumptions associated with general parametric models are difficult to satisfy in this domain. To make up the gap and help small enterprises get credit funds and help financial institutions select quality customers in the complex environment, we propose a model based on rank sum test and rank correlation analysis. We establish a credit rating system that clearly identifies the likelihood of defaults of small enterprises. The developed model is verified by the data of 1231 small enterprises.
The empirical analysis results are as follows. First, we discovered 22 indices capable of predicting small enterprise defaults, including main business revenue/cash ratio, gross margins, and number of contract breaches. Second, we weighted non-financial indices at 55%, showing that non-financial indices play a key role in identifying defaults among small enterprises. Third, the AUC value of the model is 0.863, showing that the credit rating model capable of discriminating defaults from non-defaults.
The contributions of the article are as follows. First, this is the first study that proposes a credit rating model for small enterprises by combining the approaches of the rank sum test and rank correlation analysis. Second, the proposed model predicts the credit rating of a new loan customer by utilizing the Z value capable of illustrating differences in ranks between the default sample and entire sample, which seems to offer new insight into the credit rating of customers.
Although we have introduced a novel credit rating approach, there is some room for further study. In this study, we have not compared this model with models based on Probit regression and 
Although we have introduced a novel credit rating approach, there is some room for further study. In this study, we have not compared this model with models based on Probit regression and stepwise regression, which will be done in the future as further research. In addition, there are also concerns about more relevant small enterprises data.
