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Abstract
Generalized quasi-cyclic (GQC) codes with arbitrary lengths over the ring Fq +
uFq, where u
2 = 0, q = pn, n a positive integer and p a prime number, are
investigated. By the Chinese Remainder Theorem, structural properties and the
decomposition of GQC codes are given. For 1-generator GQC codes, minimal
generating sets and lower bounds on the minimum distance are given. As a
special class of GQC codes, quasi-cyclic (QC) codes over Fq + uFq are also
discussed briefly in this paper.
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1. Introduction
Codes over finite rings have been studied since the early 1970s. There are a lot of
works on codes over finite rings after the discovery that certain good nonlinear
binary codes can be constructed from cyclic codes over Z4 via the Gary map [11].
Quasi-cyclic (QC) codes over finite rings constitute a remarkable generalization
of cyclic codes [2, 3, 7, 14, 18]. More recently, they have produced many codes
over finite fields which meet the best possible values of minimum distances of
codes with the same lengths and dimensions [2, 3, 18]. The notion of generalized
quasi-cyclic (GQC) codes over finite fields was introduced by Siap and Kulhan
[17]. Some further structural properties of such codes were studied by Esmaeili
and Yari [9]. Based on structural properties of GQC codes, Esmaeili and Yari
gave two construction methods (Construction A and Construction B) and some
optimal and suboptimal GQC codes were obtained by these methods [9]. In [4],
Cao studied the GQC codes of arbitrary length over finite fields. He investigated
the structural properties of GQC codes and gave the explicit enumeration of all
1-generator GQC codes and 1-generator GQC codes with a fixed parity-check
polynomial respectively. As a natural generalization, GQC codes over Galois
rings were introduced by Cao, structural properties and explicit enumeration of
GQC codes were also studied [5].
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Definition 1.1 [5, Definition 1.1] Let R be a commutative ring with iden-
tity and m1, m2, . . ., mℓ be positive integers. Denote Ri = R[x]/(x
mi − 1)
for i = 1, 2, . . . , ℓ. Any R[x]-submodule of the R[x]-module R = R1 × R2 ×
· · · × Rℓ is called a generalized quasi-cyclic (GQC) code over R of block length
(m1,m2, . . . ,mℓ) and length
∑ℓ
i=1mi.
If C is a GQC code over R of block length (m1,m2, . . . ,mℓ) and length∑ℓ
i=1mi with m = m1 = m2 = · · · = mℓ, then C is a quasi-cyclic (QC) code of
length mℓ over R. Furthermore, if ℓ = 1, then C is a cyclic code of length m
over R.
For the QC code of length mℓ with index ℓ over the finite chain ring R
satisfying gcd(m,κ) = 1, where κ denotes the characteristic of R, Ling and
Sole´ [14] decomposed the QC code by the Chinese Remainder Theorem (CRT)
into product of shorter codes over some extensive rings of R. Bhaintwal and
Wasan [3] studied the QC code over the prime integer residue ring Zq. They
viewed a QC code of length mℓ with index ℓ as an Zq[x]/(x
m− 1)-submodule of
GR(q, ℓ)[x]/(xm − 1), where GR(q, ℓ) was the ℓ-th Galois extension ring of Zq.
A sufficient condition for 1-generator QC code to be Zq-free was given and some
distance bounds for 1-generator QC code were also discussed. In [7], Cui and
Pei studied the 1-generator quasi-cyclic code over Z4. Under some conditions,
they gave the enumeration of quaternary 1-generator QC code of length mℓ with
index ℓ and described an algorithm to obtain one and only one generator for
each 1-generator QC code. For the QC code of length mℓ with index ℓ over
finite chain ring R = F2 + uF2, where m is an arbitrary length, Siap et al. [18]
determined the type of 1-generator QC code over R and the size by giving a
minimal generating set. They also determined the rank and introduced a lower
bound for minimum Hamming distance of the free 1-generator QC code over R.
For GQC codes of block length (m1,m2, . . . ,mℓ) and length
∑ℓ
i=1mi over
Galois ring R satisfying gcd(m1, κ) = gcd(m2, κ) = · · · = gcd(mℓ, κ) = 1, where
κ denotes the characteristic of R, Cao [5] used CRT to give an R[x]-module
isomorphism of the GQC code over R, and this led to an explicit enumera-
tion formula of the GQC code. But structural properties of GQC codes of
arbitrary lengths over the ring R = Fq + uFq has not been considered to the
best of our knowledge.
The main aim of this present paper is to study GQC codes of arbitrary
lengths over Fq + uFq, focusing on structural properties. In Section 2, some
useful results which will be used in the following sections are presented. In
Section 3, we investigate the structural properties of GQC codes of arbitrary
lengths, giving the decomposition of GQC codes over Fq + uFq. In Section 4,
we mainly study 1-generator GQC codes by giving the minimum generating
sets and a lower bound on the minimum Lee (Hamming) distance of the free
1-generator GQC codes. Using Gray map, we obtain some good (optimal or
suboptimal) linear codes over finite fields. In Section 5, we discuss a special
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class of GQC codes called QC codes over R. We use another point of view to
research QC codes. The duals of QC codes are also discussed briefly.
2. Preliminaries
A finite commutative ring with identity is called a finite chain ring if its ideals
are linearly ordered by inclusion. It is well known that every ideal of finite chain
ring is principal and its maximal ideal is unique. Let R denote the finite chain
ring and γ a generator of its maximal ideal. The ideals of R form a chain as
follows
(0) = (γs) ⊆ (γs−1) ⊆ · · · ⊆ (γ) ⊆ (1) = R.
The integer s is called the nilpotency index of R. If R/(γ) ∼= Fq, then |R| = qs.
For the class of finite commutative chain rings, we have the following equivalent
conditions.
Proposition 2.1 [8, Proposition 2.1] For a finite commutative ring R, the
following conditions are equivalent:
(i) R is a local ring and the maximal ideal M of R is principal;
(ii) R is a local principal ideal ring;
(iii) R is a chain ring.
The classical examples of finite chain rings which are not finite fields are
the integer residue ring Zps , the Galois ring GR(p
m, s) and the ring Fpn +
uFpn + · · ·+ us−1Fpn , where us = 0, p is a prime number and n, s are positive
integers such that s ≥ 2. Note that the ring R = Fpn + uFpn + · · ·+ us−1Fpn is
isomorphic to Fpn [u]/(u
s), the only finite chain ring with characteristic p and
nilpotency index s, and its maximal ideal is (u). Define the ring epimorphism
− : R → R/(u) by r 7→ r, where r denotes r + (u). Clearly, R/(u) is the
residue field Fpn . Extend the ring epimorphism
− : R[x] → (R/(u))[x] by
r0 + r1x + · · · + rnxn 7→ r0 + r1x + · · · + rnxn. Then we denote the image of
f(x) ∈ R[x] under the map − as f(x) ∈ R[x].
Let f(x) and g(x) be polynomials of R[x]. A monic polynomial d(x) is called
a greatest common divisor of f(x) and g(x) if d(x) is a divisor of f(x) and g(x);
and if e(x) is a divisor of f(x) and g(x), then e(x) is a divisor of d(x). We
denote d(x) = gcd(f(x), g(x)). Two polynomials f(x) and g(x) are said to be
coprime over R if there are two polynomials a(x) and b(x) in R[x] such that
a(x)f(x)+ b(x)g(x) = 1. It is to be noted that in R[x] two coprime polynomials
may have a common divisor with degree ≥ 1. However, it is clearly that the
common divisor must be a unit in R[x]. Therefore, if let f(x) and g(x) be the
monic polynomials, then their common divisor is only 1 if they are coprime
of them. A polynomial f(x) ∈ R[x] is said to be basic irreducible (or basic
primitive) if f(x) is irreducible (or primitive) in R[x].
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In this paper, we mainly consider GQC codes over the ring R = Fq + uFq,
where u2 = 0, q = pn, p is a prime number and n is a positive integer. In the
rest of this section, we list some useful results which will be used in this paper.
Theorem 2.2 [19, Theorem 2.9] Let f1, f2, . . ., fr be pairwise coprime monic
polynomials of degree > 1 over R, f = f1f2 . . . fr and Rf = R[x]/(f). Let
f̂i = f/fi. Then there exist ai, bi ∈ R[x] such that aifi + bif̂i = 1. Let
ei = bif̂i + (f). Then
(i) e1, e2, . . ., er are mutually orthogonal non-zero idempotents of Rf ;
(ii) 1 = e1 + e2 + · · ·+ er in Rf ;
(iii) Let Rf ei = (ei) be the principal ideal of Rf generated by ei. Then ei is
the identity of Rfei and Rf ei = (f̂i + (f));
(iv) Rf = ⊕ri=1Rf ei;
(v) The map R[x]/(fi)→Rfei defined by g+(fi) 7→ (g+(f))ei is a well-defined
isomorphism of rings;
(vi) Rf = R[x]/(f) ∼=
⊕r
i=1R[x]/(fi).
Theorem 2.3 [1, Theorem 1] Let C be a cyclic code in R[x]/(xm − 1) and
R = Fq + uFq, where u
2 = 0, q = pn, p is a prime number and n is a positive
integer. Then
(1) If gcd(p,m) = 1 then R[x]/(xm − 1) is a principal ideal ring and C =
(g(x), ua(x)) = (g(x) + ua(x)), where g(x), a(x) ∈ Fq[x] with a(x) | g(x) |
(xm − 1);
(2) If gcd(p,m) 6= 1 then
(i) C = (g(x)+up(x)) where g(x) | (xm−1) over Fq and (g(x)+up(x)) | (xm−1)
over R, and g(x) | p(x)(x
m−1
g(x) ); or
(ii) C = (g(x) + up(x), ua(x)) where g(x), a(x) and p(x) are polynomials with
a(x) | g(x) | (xm − 1), a(x) | p(x)(x
m−1
g(x) ) and dega(x) > degp(x).
3. Structural properties of GQC codes
Let R = Fq + uFq, where u
2 = 0 and q = pn, p is a prime number and n is a
positive integer. Let mi = p
eim˜i, where gcd(p, m˜i) = 1 for each i = 1, 2, . . . , ℓ.
Then xm˜i − 1 has a unique factorization xm˜i − 1 = fi,1fi,2 . . . fi,si , where
fi,1, fi,2, . . . , fi,si are pairwise coprime monic basic irreducible polynomials over
R, which implies xmi − 1 = fp
ei
i,1 f
pei
i,2 . . . f
pei
i,si
. Let {g1, g2, . . . , gs} = {fi,j | 1 ≤
i ≤ ℓ, 1 ≤ j ≤ si}. Then we have
xmi − 1 = g
di,1
1 g
di,2
2 . . . g
di,s
s
where di,k = p
ei if gk = fi,j for some 1 ≤ j ≤ si, and di,k = 0 if gcd(gk, xmi −
1) = 1, for all 1 ≤ i ≤ ℓ and 1 ≤ k ≤ s.
Suppose the set {rk,1, rk,2, . . . , rk,tk} = {di,k | di,k 6= 0, 1 ≤ i ≤ ℓ}, where
rk,1 > rk,2 > · · · > rk,tk ≥ min{p
ei | i = 1, 2, . . . , ℓ} and nk,tk =| {i | di,k =
4
rk,tk} | for k = 1, 2, . . . , ℓ. It is obviously that nk,1rk,1 + · · · + nk,tkrk,tk =
d1,k + · · ·+ dℓ,k. Let Mk = (R[x]/(g
rk,1
k ))
nk,1 × · · · × (R[x]/(g
rk,tk
k ))
nk,tk . It is
clear that
Mk =
⊕
di,k 6=0,1≤i≤l
R[x]/(g
di,k
k ) =
ℓ⊕
i=1
R[x]/(g
di,k
k )
is up to an R[x]-module isomorphism.
Theorem 3.1 Let R = R1 ×R2 × · · · ×Rℓ, where Ri = R[x]/(xmi − 1) for all
i = 1, 2, . . . , ℓ. Then there exists an R[x]-module isomorphism φ from R onto
M1×M2×· · ·×Ms such that C is a GQC code of block length (m1,m2, . . . ,mℓ)
and length
∑ℓ
i=1mi over R if and only if for each 1 ≤ k ≤ s there is an unique
R[x]-module Mk of Mk such that φ(C ) =M1 ×M2 × · · · ×Ms.
Proof It is easy to check that max{d1,k, d2,k, . . . , dℓ,k} = rk,1 for each k =
1, 2, . . . , s. Denote
g = g
r1,1
1 g
r2,1
2 · · · g
rs,1
s , ĝk =
g
g
rk,1
k
,
g˜i,k =
xmi − 1
g
di,k
k
, i = 1, 2, . . . , ℓ, k = 1, 2, . . . , s.
Then there exist polynomials ui,k, wi,k ∈ R[x] such that
g
rk,1
k = ui,kg
di,k
k and ĝk = wi,k g˜i,k, i = 1, 2, . . . , ℓ, k = 1, 2, . . . , s.
Since g
rk,1
k and ĝk are coprime, there exist polynomials bk, ck ∈ R[x] such that
bkĝk + ckg
rk,1
k = 1, which implies that bkwi,k g˜i,k + ckui,kg
di,k
k = 1 in R[x]. Let
εi,k = bkwi,kg˜i,k + (x
mi − 1) = bkĝk + (xmi − 1) ∈ Ri. Then from Theorem 2.2,
we have
(i) εi,k = 0 if and only if gcd(gk, x
mi − 1) = 1, k = 1, 2, . . . , s.
(ii) εi,1, εi,2, . . . , εi,s are mutually orthogonal idempotents of Ri.
(iii) εi,1 + εi,2 + · · ·+ εi,s = 1 in Ri.
(iv) Let Ri,k = Riεi,k be the principle ideal of Ri generated by εi,k. Then
εi,k is the identity of Ri,k and Ri,k = bkĝkRi. Hence Ri,k = {0} if and only if
gcd(gk, x
mi − 1) = 1.
(v) Ri = ⊕sk=1Ri,j .
(vi) For each k = 1, 2, . . . , s, the mapping φi,k : Ri,k → R[x]/(g
di,k
k ), defined
by
φi,k : fbkĝk + (x
mi − 1) 7→ f + (g
di,k
k ), f ∈ R[x]
is a well defined isomorphism of rings.
(vii) Ri = R[x]/(x
mi − 1) ≃
⊕s
j=1 R[x]/(g
di,j
j ).
From (vi), we have a well defined R[x]-module isomorphism Φk from bkĝkR
onto R[x]/(g
d1,k
k )× · · · ×R[x]/(g
dℓ,k
k ), which defined by
Φk : (α1, . . . , αℓ) 7→ (φ1,k(α1), . . . , φℓ,k(αℓ)), αi ∈ Rik, i = 1, 2, . . . , ℓ.
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Φk can introduce a natural R[x]-module isomorphism µk from bkĝkR ontoMk.
For any c = (c0, c1, . . . , cℓ) ∈ R, from (v) we deduce c = (b1ĝ1c1 + · · · +
bsĝsc1, . . . ,
b1ĝ1cℓ+ · · ·+ bsĝscℓ) = b1ĝ1c+ · · ·+ bsĝsc, where bkĝkc ∈ bkĝkR1× · · ·× bkĝkRℓ
for all k = 1, 2, . . . , s. Hence R = b1ĝ1R + · · · + bsĝsR. Let c1, c2, . . ., cs ∈ R
satisfying b1ĝ1c1 + · · · + bsĝscs = 0. By (xmi − 1) | g for all i = 1, 2, . . . , ℓ, it
follows that gR = {0}. Then for each k = 1, 2, . . . , s, from bkĝk + ckg
rk,1
k = 1,
g = g
rk,1
k ĝk and g | ĝτ ĝσ for all 1 ≤ τ 6= σ ≤ s, we deduce bkĝkck = 0. Hence
R =
⊕s
j=1 bj ĝjR.
Define φ : β1+β2+ · · ·+βs 7→ (µ1(β1), µ2(β2), . . . , µs(βs)), βk ∈ bkĝkR, k =
1, 2, . . . , s. Then φ is an R[x]-module isomorphism from R ontoM1×· · ·×Ms.
For any R[x]-module Mj, it is obvious that M1× · · · ×Ms is an R[x]-module of
M1 × · · · ×Ms. Therefore there is a unique R[x]-submodule C of R such that
φ(C ) = M1 × · · · ×Ms. ✷
SinceMk =
⊕
di,k 6=0,1≤i≤ℓ
R[x]/(g
di,k
k ) =
⊕ℓ
i=1R[x]/(g
di,k
k ) is up to an R[x]-
module isomorphism, Theorem 3.1 can lead to a decomposition of the GQC code
as follows.
Corollary 3.2 Let C be a GQC code of block length (m1,m2, . . . ,mℓ) and
length
∑ℓ
i=1mi over R. Then
C =
s⊕
i=1
Ci,
where Ci, 1 ≤ i ≤ s, is an R[x]-submodule of R[x]/(g
d1,i
i ) × · · · × R[x]/(g
dℓ,i
i )
and each j-th, 1 ≤ j ≤ ℓ, component in Ci is zero if dj,i = 0 or an element of
the ring R[x]/(g
dj,i
i ). ✷
A GQC code C of block length (m1,m2, . . . ,mℓ) and length
∑ℓ
i=1mi is
called ρ-generator over R if ρ is the smallest positive integer for which there
are codewords Ai(x) = (ai,1(x), ai,2(x), . . . , ai,ℓ(x)), 1 ≤ i ≤ ρ, in C such that
C = R[x]A1(x) +R[x]A2(x) + · · ·+R[x]Aρ(x).
Assume that mj = p
anj , where gcd(p, nj) = 1, for all j = 1, 2, . . . , ℓ and
each Ci is free, i = 1, 2, . . . , s, with rank ki. Let K = max{ki | 1 ≤ i ≤ s}.
Theorem 3.3 Let C be a ρ-generator GQC code of block length (m1,m2, . . . ,mℓ)
and length
∑ℓ
i=1mi over R. Let mj = p
anj, where gcd(p, nj) = 1, for all
j = 1, 2, . . . , ℓ and C =
⊕s
i=1 Ci, where each Ci be free, i = 1, 2, . . . , s, with
rank ki. Then ρ = K. In fact, any GQC code C with C =
⊕s
i=1 Ci, where each
Ci is free, i = 1, 2, . . . , s, with rank ki satisfying ρ = maxki, is a ρ-generator
GQC code.
Proof Let C be a ρ-generator GQC code generated by the elements Aj(x) =
(aj,1(x), aj,2(x), . . . , aj,l(x)) ∈ R, j = 1, 2, . . . , ρ. Then for each i = 1, 2, . . . , s,
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Ci is spanned as an R[x]-module by A˜(j)(x) = (a˜j,1(x), a˜j,2(x), . . . , a˜j,ℓ(x)),
where a˜j,ν(x) = aj,ν(x) (mod g
pa
i ) if g
pa
i is a factor of x
mi − 1 or a˜j,ν(x) = 0
otherwise, ν = 1, 2, . . . , ℓ. Hence ki ≤ ρ for each i, and so K ≤ ρ.
On the other hand, since K = maxki, there exist Qi,j(x) ∈ R[x]
ℓ, 1 ≤
j ≤ K, such that Qi,j(x) span Ci, 1 ≤ i ≤ s, as an R[x]-module. Then from
Corollary 3.2, for each 1 ≤ j ≤ K, there exists Qj(x) ∈ C such that Qj(x) =
Qi,j(x) (mod g
pa
i ) and C is generated by Qj(x), 1 ≤ j ≤ K. Hence ρ ≤ K,
which implies that ρ = K. ✷
Now let mj = p
anj , where gcd(p, nj) = 1 and C =
⊕s
i=1 Ci, where each Ci
is free, i = 1, 2, . . . , s, with rank ki. If C is a 1-generator GQC code of block
length (m1,m2, . . . ,mℓ) and length
∑ℓ
i=1mi over R, then from Theorem 3.3,
each Ci, i = 1, 2, . . . , s, is either trivial or an [ℓ, 1] linear code over R[x]/(g
pa
i ).
Conversely, any GQC code C with each Ci is free with rank at most 1 is a
1-generator GQC code.
Example 3.4 Let R = F3 + uF3 and R = R[x]/(x6 − 1) × R[x]/(x12 − 1).
Consider the 2-generator GQC code of block length (6, 12) and length 6+12 = 18
generated by A1(x) = (x
4 − 1, x2 − x) and A2(x) = (x3, x2 + 1) over R. Since
x6 − 1 = (x− 1)3(x+ 1)3 and x12 − 1 = (x− 1)3(x+ 1)3(x2 + 1)3 over R, from
Theorem 3.1,
R ∼= (R[x]/((x− 1)3))2 × (R[x]/((x + 1)3))2 ×R[x]/((x2 + 1)3).
Then up to an R[x]-module isomorphism
R ∼= (R[x]/((x− 1)3), R[x]/((x − 1)3))⊕
(R[x]/((x+ 1)3), R[x]/((x + 1)3))⊕
(0, R[x]/((x2 + 1)3)).
(1)
This implies that the GQC code C can be decomposed into C =
⊕3
i=1 Ci, where
C1 is the [2, 2] linear code over R[x]/((x − 1)3), C2 is the [2, 2] linear code over
R[x]/((x+ 1)3) and C3 is the [2, 1] linear code over R[x]/((x
2 + 1)3). Let ki be
the rank of Ci, i = 1, 2, 3. Then
maxki = 2 = the number of generators of C .
4. 1-generator GQC codes
Let C be a 1-generator GQC code of block length (m1,m2, . . . ,mℓ) and length∑ℓ
i=1mi with generator (f1, f2, . . . , fℓ), where fi ∈ Ri, i = 1, 2, . . . , ℓ, over
R. Define a well defined R[x]-homomorphism ϕi from R onto Ri such that
ϕi(f1, f2, . . . , fℓ) = fi. Then ϕi(C ) is a cyclic code of Ri. From Theorem 2.3,
we have
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(i) If gcd(p,mi) = 1, then fi ∈ ϕi(C ) can be selected to be of the form
fi = bi(x)(gi(x) + uai(x)), where bi(x) ∈ R[x] and gi(x), ai(x) ∈ Fq[x] with
ai(x) | gi(x) | (xmi − 1);
(ii) If gcd(p,mi) 6= 1, then fi ∈ ϕi(C ) can be selected to be of the form
fi = bi(x)(gi(x) + upi(x)) + uci(x)ai(x), where gi(x) | (xmi − 1) over Fq and
ai(x) | pi(x)(
xmi−1
gi(x)
) with degai(x) > degpi(x).
Theorem 4.1 Let C be a 1-generator GQC code of block length (m1,m2, . . . ,mℓ)
and length
∑ℓ
i=1mi over R. Let G = (f1g1 + uq1, f2g2 + uq2, . . . , fℓgℓ + uqℓ) be
the generator of C and there exits i ∈ {1, 2, . . . , ℓ} such that figi + uqi is not a
zero divisor of Ri. Suppose hi =
xmi−1
gcd(figi,xmi−1)
, h = lcm{h1, h2, . . . , hℓ} with
deg(h) = r and vi =
xmi−1
gcd(hqi,xmi−1)
, v = lcm(v1, v2, . . . , vℓ) with degv = t. Let
B = {uhq1, uhq2, . . . , uhqℓ}. Then C has the minimal generating set S1 ∪ S2,
where S1 = {G, xG, . . . , xr−1G}, S2 = {B, xB, . . . , xt−1B}. Moreover, the code-
words’ number of C is | C |= q2rqt.
Proof Let c(x) be a codeword of C . Then c(x) = f(x)G, where f(x) ∈ R[x].
Since h(x) is the regular polynomial, there are polynomials Q1(x), T1(x) ∈ R[x]
such that f(x) = h(x)Q1(x) + T1(x) with T1(x) = 0 or degT1(x) ≤ r − 1.
Hence c(x) = f(x)G = (h(x)Q1(x) + T1(x))(f1g1 + uq1, f2g2 + uq2, . . . , fℓgℓ +
uqℓ) = Q1(x)B + T1(x)G. Note that T1(x)G ∈ Span(S1). Since v(x) is also
the regular polynomial, there are polynomials Q2(x), T2(x) ∈ R[x] such that
Q1(x) = Q2(x)v(x) + T2(x) with T2(x) = 0 or degT2(x) ≤ t − 1. Therefore
Q1(x)B = (Q2(x)v(x) + T2(x))B = T2(x)B. Clearly, T2(x)B ∈ Span(S2).
Hence, c(x) ∈ Span(S1) ∪ Span(S2). Thus C can be generated by the set
S1 ∪ S2.
Next we will prove Span(S1) ∩ Span(S2) = {0}. Suppose e(x) ∈ Span(S1) ∩
Span(S2), where e(x) = (e1(x), e2(x), . . . , eℓ(x)), ei(x) ∈ Ri for each i =
1, 2, . . . , ℓ. Since e(x) ∈ Span(S1), ei(x) = (figi+uqi)M
(1)
i (x), whereM
(1)
i (x) =
α0 + α1x + · · · + αr−1xr−1 ∈ R[x]. On the other hand, ei(x) ∈ Span(S2), this
implies that ei(x) = uhqiM
(2)
i , where M
(2)
i = β0+β1x+ · · ·+βt−1x
t−1 ∈ Fq[x].
Since u2 = 0 in R, uei(x) = u(figi + uqi)M
(1)
i = 0. This implies that αj = 0
or αj = u for all j = 0, 1, . . . , r − 1. Note that (figi + uqi)M
(1)
i = uhqiM
(2)
i .
Therefore (figi + uqi)(M
(1)
i − hM
(2)
i ) = 0. Since figi + uqi is not a zero divisor
of Ri, we have M
(1)
i − hM
(2)
i = 0 which deduces αj = 0 and βi = 0 for all
j = 0, 1, . . . , r − 1 and i = 0, 1, . . . , t− 1. ✷
Corollary 4.2 Let C be the GQC code in Theorem 4.1. If for each i =
1, 2, . . . , ℓ, the polynomial figi + uqi is a factor of x
mi − 1, then C is the free
GQC code with rank(C ) = r and | C |= q2r.
Proof Since figi + uqi | (x
mi − 1) over R, it follows that figi | (x
mi − 1) over
Fq. Let hi =
xmi−1
figi
over Fq. Then there exists a polynomial wi ∈ Fq[x] such
that x
mi−1
figi+uqi
= hi + uwi over R. So there is a polynomial s ∈ Fq[x] such that
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h+us = lcm{h1+uw1, h2+uw2, . . . , hℓ+uwℓ}, where h = lcm{h1, h2, . . . , hℓ}.
Thus (h+ us)(figi + uqi) = 0 in Ri, which implies u(figis+ hqi) = 0 in Ri. It
means hqi = −figis, which deduces S2 ∈ Span(S1). Therefore C is free with
rank(C ) = r and the numbers’ of codewords of C is q2r. ✷
In the following, we give a lower bound on the minimum Lee (Hamming)
distance of the free 1-generator GQC code over R.
Theorem 4.3 Let C be a free 1-generator GQC code as in Corollary 4.2. Sup-
pose hi =
xmi−1
figi+uqi
, i = 1, 2, . . . , ℓ, and h = lcm{h1, h2, . . . , hℓ}. Then
(i) dmin(C ) ≥
∑
i6∈K di, where K ⊆ {1, 2, . . . , ℓ} is a set of maximum size for
which lcm{hi, i ∈ K} 6= h and di = dmin(ϕi(C ));
(ii) If h1 = h2 = · · · = hℓ, then dmin(C ) ≥
∑ℓ
i=1 di.
Proof Let c(x) ∈ C be a nonzero codeword. Then there exists a polynomial
f(x) ∈ R[x] such that c(x) = f(x)G. Since for each i = 1, 2, . . . , ℓ, figi + uqi |
(xmi − 1), the i-th component is zero if and only if xmi − 1 | f(x)(figi + uqi),
that is, if and only if hi | f(x). Therefore c(x) = 0 if and only if h | f(x).
So c(x) 6= 0 if and only if h ∤ f(x). This implies that c(x) 6= 0 has the most
number of zero blocks whenever h 6= lcmi∈Khi, lcmi∈Khi | f(x), and K is a
maximal subset of {1, 2, . . . , ℓ} having this property. Thus, dmin(C ) ≥
∑
i/∈K di,
where di = dmin(ϕi(C )). Clearly, K = ∅ if and only if h1 = h2 = · · · = hℓ.
Therefore, from the discussion above, we have if h1 = h2 = · · · = hℓ, then
dmin(C ) ≥
∑ℓ
i=1 di. ✷
By Corollary 4.2 and Theorem 4.3, we can get the following results immedi-
ately. Here we omit the proof.
Corollary 4.4 Let C be a 1-generator GQC code generated by G = ((f1g1 +
uq1)k1, (f2g2 + uq2)k2, . . . , (fℓgℓ + uqℓ)kℓ), where for each i = 1, 2, . . . , ℓ, figi +
uqi | (xmi−1). Suppose deg(figi+uqi) = deg(figi), hi =
xmi−1
figi+uqi
, gcd(hi, ki) =
1, i = 1, 2, . . . , ℓ, and h = lcm{h1, h2, . . . , hℓ}. Then
(i) C is free with rank degree of h and | C |= q2deg(h);
(ii) dmin(C ) ≥
∑
i6∈K di, where K ⊆ {1, 2, . . . , ℓ} is a set of maximum size for
which lcm{hi, i ∈ K} 6= h and di = dmin(ϕi(C ));
(iii) If h1 = h2 = · · · = hℓ, then dmin(C ) ≥
∑ℓ
i=1 di. ✷
Corollary 4.5 Let C1 be a free 1-generator GQC code as in Theorem 4.1 (ii)
and C2 = (fg + uq) be a free cyclic code with length n over R and h =
xn−1
fg+uq .
Let C be a code obtained by concatenating of C1 and C2. Then
(i) If gcd(h, hi) = 1, then C is a free 1-generator GQC code of length
∑ℓ
i=1mi+
n with rank deg(hih) and dmin(C ) ≥ min{dmin(C1), dmin(C2)}.
(ii) If h | hi, then C is a free 1-generator GQC code of length
∑ℓ
i=1mi+n with
rank deg(hi) and dmin(C ) ≥ dmin(C1). ✷
In the rest of this section, let us present some applications of these theorems.
In Example 4.6, some good (optimal or suboptimal) linear codes over finite fields
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are obtained by the GQC codes over R.
Example 4.6 Considering the Gray map φ : (Fq + uFq)
n → F2nq , defined by
φ(x) = (ω(x1), ω(x2), . . . , ω(xn)), where ω(a + bu) = (b, a + b) for a + bu ∈
Fq + uFq, a, b ∈ Fq. In fact, this Gray map leads to the (u|u + v) well known
construction of linear codes over finite fields
(1) Let C be a 1-generator GQC code of block length (2, 4) and length 6
over F2 + uF2. Let G = (x+ 1+ u, x
3 + x2 + x+ 1+ u) be the generator of C .
Then h = x + 1 and v = x3 + x2 + x + 1. Therefore, by Theorem 4.1, C has
the minimal generating set {(x+1+ u, x3+ x2 +x+1+ u)}∪ {(u(1+x), u(1+
x)), (u(1+x), u(1+x2)), (u(1+x), u(x2+x3))} and |C | = 22+3 = 25. From the
Gray map φ, we get φ(C ) is the [12, 5, 4] linear code over F2, which is optimal.
The Hamming weight enumerator of φ(C ) is
W (φ(C )) = x12 + 7x8y4 + 16x6y6 + 7x4y8 + y12.
(2) Let C be a 1-generator GQC code of block length (2, 2) and length 4
over F2+uF2. Let G = (1+u, ux+u+1). Then φ(C ) is the [8, 4, 4] linear code
over F2, which is optimal. The Hamming weight enumerator of φ(C ) is
W (φ(C )) = x8 + 14x4y4 + y8.
(3) Let C be a 1-generator GQC code of block length (2, 3) and length 5
over F2 + uF2. Let G = (1 + u, x
2 + 1 + u). Then φ(C ) is the [10, 8, 2] linear
code over F2, which is optimal. The Hamming weight enumerator of φ(C ) is
W (φ(C )) = x10 +12x8y2 +36x7y3 +46x6y4+60x4y6+28x3y7+9x2y8+4xy9.
(4) Let C be a 1-generator GQC code of block length (2, 4) and length 6
over F2+uF2. Let G = (1+u, ux
2+(1+u)x+1+u). Then φ(C ) is the [12, 6, 4]
linear code over F2, which is optimal. The Hamming weight enumerator of φ(C )
is
W (φ(C )) = x12 + 6x8y4 + 24x7y5 + 16x6y6 + 9x4y8 + 8x3y9.
(5) Let C be a 1-generator GQC code of block length (2, 2) and length 4
over F3+uF3. Let G = (1+u, ux+1+u). Then φ(C ) is the [8, 4, 4] linear code
over F3, which is optimal. The Hamming weight enumerator of φ(C ) is
W (φ(C )) = x7y + 24x4y4 + 16x3y5 + 32x2y6 + 8y8.
(6) Let C be a 1-generator GQC code of block length (2, 3) and length 5 over
F3+uF3. Let G = (2ux+1+u, 2ux
2+2ux+1+u). Then φ(C ) is the [10, 8, 2]
linear code over F3, which is optimal. The Hamming weight enumerator of φ(C )
is
W (φ(C )) = x10 + 40x8y2 + 40x7y3 + 460x6y4 + 820x5y5
+1600x4y6 + 1600x3y7 + 1300x2y8 + 600xy9 + 100y10.
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(7) Let C be a 1-generator GQC code of block length (3, 3) and length 6
over F3 + uF3. Let G = (x
2 + x + 1 + u, x2 + (1 + u)x + 1 + u). Then φ(C )
is the [12, 4, 6] linear code over F3, which is optimal. The Hamming weight
enumerator of φ(C ) is
W (φ(C )) = x11y + 10x6y6 + 12x5y7 + 36x4y8 + 12x3y9 + 6x2y10 + 4y12.
(8) Let C be a 1-generator GQC code of block length (2, 3) and length 5
over F5 + uF5. Let G = (1 + u, ux + 1 + u). Then φ(C ) is the [10, 8, 2] linear
code over F5, which is optimal. The Hamming weight enumerator of φ(C ) is
W (φ(C )) = x10 + 56x8y2 + 252x7y3 + 2208x6y4 + 10072x5y5
+34820x4y6 + 78764x3y7 + 117168x2y8 + 105512xy9 + 41772y10.
Example 4.7 Define the Lee weight of the elements 0, 1, u, 1+u of R = F2+uF2
as 0, 1, 2, 1, respectively. Moreover, the Lee weight of an n-tuple in Rn is the
sum of the Lee weights of its components. The Gray map φ sends the elements
0, 1, u, 1 + u of R to (0, 0), (0, 1), (1, 1), (1, 0) over F2, respectively. It is easy
to verify that φ is a linear isometry form Rn (Lee distance) to F2n2 (Hamming
distance).
(1) Let C be a free 1-generator GQC code of block length (3,4) and length 7
generated by (1+ x+ x2, 1+ x2) over F2 + uF2. Then we have h1 = 1+ x, h2 =
(1 + x)2, h = (1 + x)2, dmin(ϕ1(C )) = 1, dmin(ϕ2(C )) = 2. From Theorem 4.3,
dmin(C ) ≥ 2. In fact, the minimum Lee distance of C is dmin(C ) = 2 actually.
(2) Let C be a free 1-generator GQC code of block length (4,6) and length
10 generated by (1 + x2, (1 + x + x2)2) over F2 + uF2. Then we have h1 =
(1 + x)2, h2 = (1 + x)
2, h = (1 + x)2, dmin(ϕ1(C )) = 2, dmin(ϕ2(C )) = 3.
From Theorem 4.3, dmin(C ) ≥ 5. In fact, the minimum Lee distance of C is
dmin(C ) = 5 actually.
5. QC codes
Quasi-cyclic (QC) codes form a special class of GQC codes with m1 = m2 =
· · · = mℓ = m, i.e., the QC code C of length mℓ with index ℓ is an R[x]-
submodule of (R[x]/(xm − 1))ℓ. Therefore Theorems 3.1, 3.3, 4.1, 4.3 for GQC
codes in this paper can be applied to QC codes naturally. But in this section
we use another point of view presented in [12] to study QC codes over R. The
duals of QC codes are also discussed briefly.
For convenience, we write an element v ∈ Rmℓ as an ℓ-tuple v = (v0, v1, . . . , vm−1),
where vi = (vi,0, vi,1, . . . , vi,ℓ−1) ∈ Rℓ. Let the map T ℓ on Rmℓ be defined as
follows
T ℓ(v0, v1, . . . , vm−1) = (vm−1, v0, . . . , vm−2).
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Define a one-to-one correspondence
η : Rmℓ → (R[x]/(xm − 1))ℓ,
(v0,0, v0,1, . . . , v0,ℓ−1, v1,0, v1,1, . . . , v1,ℓ−1, . . . , vm−1,0, vm−1,1, . . . , vm−1,ℓ−1)
7→ v(x) = (v0(x), v1(x), . . . , vℓ−1(x)),
where vj(x) =
∑m−1
i=0 vi,jx
i for j = 0, 1, . . . , ℓ − 1. Then the QC code C of
length mℓ with index ℓ defined above is equivalent to a linear code of length mℓ
over R, which is invariant under the map T ℓ. This definition of the QC code is
known as conventional row circulant.
Let v = (v0,0, v0,1, . . . , v0,ℓ−1, v1,0, v1,1, . . . , v1,ℓ−1, . . . , vm−1,0, vm−1,1, . . . ,
vm−1,ℓ−1) ∈ Rmℓ and R˜ be the ℓ-th Galois extension of R. Define an isomor-
phism between Rmℓ and R˜m by associating with each ℓ-tuple (vi,0, vi,1, . . . , vi,ℓ−1),
i = 0, 1, . . . ,m − 1, and the element vi ∈ R˜ represented as vi = vi,0 + vi,1ξ +
· · · + vi,ℓ−1ξl−1 where the set {1, ξ, ξ2, . . . , ξℓ−1} forms an R-basis of R˜. Then
every element in Rmℓ is one-to-one correspondence with an element of R˜m. The
operator T ℓ for some element
(v0,0, v0,1, . . . , v0,ℓ−1, v1,0, v1,1, . . . , v1,ℓ−1, . . . , vm−1,0, vm−1,1, . . . , vm−1,ℓ−1) ∈ R
mℓ
corresponds to the element (vm−1, v0, . . . , vm−2) ∈ R˜
m. Indicating the block
positions with increasing powers of x, the vector v ∈ Rmℓ can be associated with
the polynomial v0+v1x+· · ·+vm−1xm−1 ∈ R˜[x]. Clearly, there ia an R[x]/(xm−
1)-module isomorphism between Rmℓ and R˜[x]/(xm − 1), which is defined as
φ(v) = v0 + v1x + · · · + vm−1xm−1. In this setting, multiplication by x of any
element of R˜[x]/(xm − 1) is equivalent to applying T ℓ to the element of Rmℓ.
It follows that there is a one-to-one correspondence between the R[x]/(xm− 1)-
submodule of R˜[x]/(xm−1) and the QC code of length mℓ with index ℓ over R.
In addition, let C be a QC code of length mℓ with index ℓ over R. It can also
be regarded as an R-submodule of R˜[x]/(xm − 1) because of the equivalence of
Rmℓ and R˜[x]/(xm − 1).
Let C be a QC code of length mℓ with index ℓ over R and generated by
elements v1(x), v2(x), . . . , vρ(x) ∈ R˜[x]/(xm−1) as an R[x]/(xm−1)-submodule
of R˜[x]/(xm−1). Then C = {a1(x)v1(x)+a2(x)v2(x)+· · ·+aρ(x)vρ(x)| ai(x) ∈
R[x]/(xm − 1), i = 1, 2, . . . , ρ}. As discussed above, C is also an R-submodule
of R˜[x]/(xm − 1). As an R-submodule of R˜[x]/(xm − 1), C is generated by the
set
{v1(x), xv1(x), . . . , x
m−1v1(x), . . . , vρ(x), xvρ(x), . . . , x
m−1vρ(x)}.
If C is generated by a single element v(x) as an R[x]/(xm − 1)-submodule
of R˜[x]/(xm − 1), then C is called a 1-generator QC code. Let the preimage of
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v(x) in Rmℓ be v. Then for the 1-generator QC code C , we have C is generated
by the set {v, T ℓv, . . . , T ℓ(m−1)v}. It is the conventional of row circulant defini-
tion of the 1-generator QC code. In fact, let v(x) = v0 + v1x+ · · ·+ vm−1xm−1
be a polynomial of R˜[x]/(xm − 1), where vi = vi,0 + vi,1ξ + · · · + vi,ℓ−1ξℓ−1,
i = 0, 1, . . . ,m−1. Then v(x) becomes an ℓ-tuple of polynomials over R with the
fixed R-basis {1, ξ, ξ2, . . . , ξℓ−1}, where the degree of each component polyno-
mial is at most m− 1. Therefore, v(x) becomes an element of (R[x]/(xm− 1))ℓ.
So C is an R[x]/(xm− 1)-submodule of (R[x]/(xm− 1))ℓ. It is the conventional
way of definition of the QC code.
Since R[x]/(xm−1) is a subring of R˜[x]/(xm−1) and C is an R[x]/(xm−1)-
submodule of R˜[x]/(xm − 1), it follows that C is in particular a submodule of
an R˜[x]/(xm − 1)-submodule of R˜[x]/(xm − 1), i.e., the cyclic code C˜ of length
m over R˜. Therefore, dmin(C ) ≥ dmin(C˜ ), where dmin(C ) and dmin(C˜ ) are the
minimum distance of C and C˜ respectively. Lally [12] has obtained another
lower bound on the minimum Hamming distance of the QC code over finite
fields. In the following, we generalized these results to QC codes over finite
chain ring R.
Theorem 5.1 Let C be a ρ-generator QC code of length mℓ with index ℓ over R
and generated by the set {vi(x) = v˜i,0+v˜i,1x+· · ·+˜vi,m−1xm−1, i = 1, 2, . . . , ρ} ⊆
R˜[x]/(xm − 1). Then C has a lower bound on the minimum Hamming distance
given by
dmin(C ) ≥ dmin(C˜ )dmin(B),
where C˜ is a cyclic code of length m over R˜ generated by v1(x), v2(x), . . . ,
vρ(x), and B is a linear code of length ℓ generated by {Vi,j , i = 1, 2, . . . , ρ, j =
0, 1, . . . ,m − 1} ⊆ Rℓ where each Vi,j is the vector corresponding to the coeffi-
cients v˜i,j ∈ R˜ with respect to an R-basis {1, ξ, . . . , ξℓ−1}. ✷
Since Fq is a subring of R and the set {1, u} forms a Fq-basis of R, the
discussion above can lead to a construction of 1-generator QC codes with index
2 over finite field Fq from cyclic codes over R.
Let R = Fq + uFq, where u
2 = 0. Consider a cyclic code C˜ of length m
generated by a polynomial v(x) over R. Let C be a linear code of length 2m
spanned by the set {v(x), xv(x), . . . , xm−1v(x)} over Fq. Then C is a 1-generator
QC code of length 2m with index 2. If v(x) = v0 + v1x + · · · + vm−1xm−1 ∈
R[x]/(xm−1), then each vi is an 2-tuple with respect to the fixed Fq-basis {1, u}
of R. Now let the set {v0, v1, . . . , vm−1} generate a linear code B of length 2
over Fq. Then from Theorem 5.1, we have
Corollary 5.2 Let C be a 1-generator QC code of length 2m with index 2 over
finite field Fq generated by the set {v(x), xv(x), . . . , xm−1v(x)}, where v(x) =
v0 + v1x+ · · ·+ vm−1xm−1 ∈ R[x]/(xm − 1). Then
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(i) C has a lower bound on the minimum Hamming distance given by
dmin(C ) ≥ dmin(C˜ )dmin(B),
where C˜ is a cyclic code of length m over R with generator polynomial g(x) =
gcd(v(x), xm − 1) ∈ R[x]/(xm − 1) and B is a linear code of length 2 generated
by {v0, v1, . . . , vm−1} where each vi is an 2-tuple with respect to a fixed Fq-basis
{1, u} of R.
(ii) If the cyclic code C˜ in (i) is free and the generator polynomial g(x) has
δ − 1 consecutive roots in some Galois extension ring of R, and if the set
{v0, v1, . . . , vm−1} generates a cyclic code B over finite field Fq of length 2 with
the minimum Hamming distance ε, then
dmin(C ) ≥ δε.
✷
Example 5.3 Let R = F2+uF2 and R = {0, 1, u, u = 1+u} where u2 = 0. It is
well known that x7−1 = (x+1)(x3+ux2+x+u)(x3+ux2+ux+u), where x+1,
x3 + ux2 + x+ u and x3 + ux2 + ux+ u are basic irreducible polynomials over
R. Let R˜ = R[x]/(x3+ux2+x+u). Since x3+ux2+x+u is a basic primitive
polynomial over R, the root ξ of x3+ux2+x+u is a basic primitive element in
R˜. Taking v(x) = (x+1)(x3+ux2+x+u) = x4+ux3+ux2+ux+u, then the
cyclic code C˜ of length 7 generated by v(x) is free and the minimum Hamming
distance of C˜ is at least 4. The non-zero coefficients of v(x) correspond to the
elements (1, 1), (0, 1), (1, 1), (1, 1), (1, 0) with respect to the F2-basis {1, u} of
R and they generate a cyclic code B of length 2 with the minimum Hamming
distance 1 over F2. Therefore C is a 1-generator QC code of length 14, dimension
3 and the minimum Hamming distance at least 4× 1 = 4 over finite field F2. A
generator matrix for C is given as follows

 11 01 11 11 10 00 0000 11 01 11 11 10 00
00 00 11 01 11 11 10

 . (2)
In fact the minimum Hamming distance of C is 6. Therefore C is a 1-generator
QC code with parameters [14, 3, 6] over F2.
In the reset of this section, we discuss the duals of the QC codes over R.
Define the Euclidean inner product of u, v ∈ Rmℓ by
u · v =
m−1∑
i=0
ℓ−1∑
j=0
ui,jvi,j .
Let C be a QC code of length mℓ with index ℓ, u ∈ C and v ∈ C⊥. Since C is
invariant under T ℓ , we have u ·T ℓ(v) =
∑m−1
i=0 ui ·vi+m−1 = T
(m−1)ℓ(u) ·v = 0,
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where i+m− 1 is taken modulo m. Hence T ℓ(v) ∈ C⊥, which implies that the
dual of the QC code C is also a QC code of the same index ℓ.
We define a conjugation map − on R[x] such that axi = axm−i, for axi ∈
R[x]. On (R[x]/(xm−1))ℓ, let the Hermitian inner product of a(x) = (a0(x), a1(x), . . . , aℓ−1(x))
and b(x) = (b0(x), b1(x), . . . , bℓ−1(x)) ∈ (R[x]/(xm − 1))ℓ be
〈a(x), b(x)〉 =
ℓ−1∑
i=0
a(x) · bi(x).
By generalizing Proposition 3.2 in [13], we get
Proposition 5.4 Let u, v ∈ Rmℓ and u(x) and v(x) be their polynomial rep-
resentations of (R[x]/(xm − 1))ℓ, respectively. Then T ℓk(u) · v = 0 for all
0 ≤ k ≤ m− 1 if and only if 〈u(x), v(x)〉 = 0 ✷
Let C be a QC code of lengthmℓ with index ℓ overR. Then from Proposition
5.4,
C
⊥ = {v(x) ∈ (R[x]/(xm − 1))ℓ | 〈c(x), v(x)〉 = 0, ∀c(x) ∈ C }.
Furthermore, if C is a QC code of length mℓ with index ℓ over R, then from
Corollary 3.2,
C
⊥ =
s⊕
i=1
C
⊥
i .
In [15], some results for ρ-generator QC codes and their duals over finite
fields are given. These results can also be generalized to ρ-generator QC codes
over R.
Theorem 5.5 Let C be a ρ-generator QC code of length mℓ with index ℓ over
R. Let C =
⊕s
i=1 Ci, where each Ci, i = 1, 2, . . . , s, is free and with rank ki.
Then
(i) C is a K-generator QC code and C⊥ is a (ℓ−K′)-generator QC code, where
K = max1≤i≤ski and K′ = min1≤i≤ski.
(ii) Let ℓ ≥ 2. If C⊥ is also a ρ-generator QC code, then min1≤i≤ski = ℓ − ρ
and ℓ ≤ 2ρ.
(iii) If C is a self-dual ρ-generator QC code, then ℓ is even and ℓ ≤ 2ρ. ✷
For 1-generator QC code of length mℓ with index ℓ with canonical decom-
position C =
⊕s
i=1 Ci, if each Ci is free, then C
⊥ is also 1-generator QC code
if and only if ℓ = 2 and rank(Ci) = 1 for each i = 1, 2, . . . , s.
6. Conclusion
Structural properties of the GQC code of arbitrary length are considered over
the finite chain ring Fq + uFq. Using the Chinese Remainder Theorem, we give
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some characteristics of the ρ-generator GQC code, which lead to a decomposition
of the GQC code over R. For the 1-generator GQC code, we give the minimal
generating set and the free conditions. A lower bound on the minimum distance
of the free 1-generator GQC code is also given. Using the Gray map, some good
(optimal or suboptimal) linear codes over finite field are obtained by this family,
which implies that the GQC codes over R are an interesting and useful class of
linear codes. Finally, we study a special class of GQC codes called QC codes over
R. We use another point of view to study the QC code, which leads to another
distance bound for the QC code. The duals of QC codes are also discussed
briefly.
In [4], Cao has given the explicit enumeration of all 1-generator GQC codes
and 1-generator GQC codes with a fixed parity-check polynomial, respectively.
These results are based on the fact that the ring Fq[x]/(g
dik
k ) is a finite chain ring.
But, by Proposition 2.1, one can check that the ring R[x]/(gdikk ) in this paper
is not a finite chain ring anymore, since its local ideal (u, gk) is not principal.
Therefore, what is the explicit enumeration of GQC codes of arbitrary lengths
over R is an interesting open problem for further consideration.
It should be noted that most of the results in Section 3 and Section 4 in this
paper can not be generalized to general finite chain rings. Therefore, the research
of the structural properties of GQC codes of arbitrary lengths over general finite
chain rings is also an interesting open problem for further consideration.
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