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Abstract—Load forecasting is an integral part of power system
operations and planning. Due to the increasing penetration of
rooftop PV, electric vehicles and demand response applications,
forecasting the load of individual and a small group of house-
holds is becoming increasingly important. Forecasting the load
accurately, however, is considerable more difficult when only a
few households are included. A way to mitigate this challenge
is to provide a set of scenarios instead of one point forecast,
so an operator or utility can consider a range of behaviors.
This paper proposes a novel scenario forecasting approach for
residential load using flow-based conditional generative models.
Compared to existing scenario forecasting methods, our approach
can generate scenarios that are not only able to infer possible
future realizations of residential load from the observed historical
data but also realistic enough to cover a wide range of behaviors.
Particularly, the flow-based models utilize a flow of reversible
transformations to maximize the value of conditional density
function of future load given the past observations. In order to
better capture the complex temporal dependency of the forecasted
future load on the condition, we extend the structure design for
the reversible transformations in flow-based conditional gener-
ative models by strengthening the coupling between the output
and the conditional input in the transformations. The simulation
results show the flow-based designs outperform existing methods
in scenario forecasting for residential load by both providing
more accurate and more diverse scenarios.
I. INTRODUCTION
Distribution systems are becoming more dynamic and more
decentralized because of the emergence of new technologies
and services. Instead of operating distribution networks as
passive systems, utilities start to account for distributed energy
resources such as rooftop solar, electric vehicles and demand
response programs. Since these resources are stochastic and
intermittent, accurate forecasting of residential load for a
single or a small number of households becomes important for
operators to decide on whether to integrate distributed energy
resources and where to deploy energy storage so as to match
customers’ demand and make better use of energy [1]. In
addition, accurate load forecasting on a small scale also allows
customers to manage costs such as peak demand charges [2],
[3].
Compared to standard load forecasting used in transmission
system operations, residential level forecasting have received
less attention until relatively recently. For introductions and
surveys on this topic the readers can refer to [4]–[6] and
the references within. Despite these advances, residential load
forecasting, especially for a single or a small number of
households, remains a challenging problem for several reasons.
Firstly, individual load naturally exhibits higher volatility
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compared to a larger aggregation of loads because of the
randomness of human behaviors and smaller base loads [7]–
[9]. This makes achieving very accurate point forecasts fun-
damentally difficult and the standard metric of the distance
between forecasted and realized values becomes less useful
as a figure of merit [10]. Secondly, the increasing deployment
of distributed solar, the popularity of plug-in hybrid electric
vehicles (PHEVs) and the emerging trend of behind-the-meter
energy storage bring even more uncertainties to the electricity
demand of users. Therefore, methodologies should capture and
reflect these uncertainties in the forecasting process.
An important method in load forecasting used to describe
the future uncertain associated with a load is scenario forecast-
ing [11]. Different than the conventional deterministic point
forecasting approach [12]–[14], which generates the most
likely forecast for the future load as a single estimate, scenario
forecasting provides a wide range of possible realizations of
the future that can occur. Scenario forecasting can be more
useful compared to probabilistic forecasts by not only inform-
ing operators of the uncertainties about the future in the form
of prediction intervals or quantile forecasts, but also generating
a set of plausible time series for early planning [10]. This also
opens more possibilities of generating realistic residential load
profiles to compensate for the lack of measured residential
load datasets. These datasets are difficult to collect because of
changes in occupancy and spotty deployment of smart meters
[15], [16]. As a result of insufficient measured data, average
load profiles are commonly used in research studies, which
may lead to misleading results due to a lack of diversity [17].
In these settings, scenario forecasting provides a promising
method to generating artificial residential load profiles that
have similar properties to measured data and hence can be
used in downstream tasks in power systems.
Previous works on generating scenario forecasts for residen-
tial load falls into two main categories. The first category is
to make use of the point load forecasts coming from the pre-
trained models and then add noise to them [18]. Specifically,
the residuals of the point forecasts are modeled with a normal
distribution, which is then added back to the original point
load forecasts to generate a set of possible scenarios. The
other category of methods take advantage of the relationship
between the weather and the load, and generate probabilistic
forecasts of load based on simulated weather scenarios [19]–
[22]. For example, a group of weather scenarios are created
based on the historical data, and then each generated weather
scenario is fed into the point load forecasting model to obtain
a different set of point forecasts for the load. The former
category suffers from the fact it creates scenarios centered
at the point forecast, which may not capture the diversity in
load behaviors, especially if there are multiple modes in the
data. The latter category can generate more diverse scenarios,
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2but does not overcome the fundamental issues since it pushes
the question to that of how to select a set of good weather
profiles. More fundamentally, both methods are based on point
forecasts, which are designed to be the deterministic solutions
that minimize a distance metric. However, the goal of scenario
forecasting is different, being that we want to generate i.i.d.
samples of possible future load realizations.
Recently, generative models based on (deep) neural net-
works have been applied to scenario forecasts generation to
overcome the challenges in more traditional methods. The
works in [23], [24] use the Generative Adversarial Network
(GAN) [25] to generate scenarios for renewable resources (i.e.,
wind and solar). This method is then extended by [26] to
generate scenario forecasts for residential load. Particularly,
the work in [26] built the GAN model based on the Auxiliary
Classifier GAN (ACGAN) [27] to generate load profiles with
specific load patterns. It is worth noting that these generative
models are not really forecasting models, since they can only
include discrete valued conditional informations (e.g., winter
vs. summer days). However, in most practical forecasting
applications, the side information to be conditioned on is
typically continuous-valued, like the past observations of the
residential load.
In this paper, we focus on directly providing scenario
forecasts for future residential load without the help of point
forecasts. Furthermore, we are interested in generating sce-
narios by conditioning on the historical realizations of the
residential load. It is interesting to note that the performance
of the conditional GAN (CGAN) [28] is not satisfactory for
this task because the conditional information is continuous and
vector valued, and the training of GAN models is notoriously
unstable because of its two constantly competing components-
the generator and the discriminator [29]. Thus, we adopt flow-
based generative models [30]–[32] for this task.
Different than the GAN model, which bypasses mod-
eling data distribution in its objective function, the flow-
based generative models directly maximize the value of the
probability density function (PDF) of the data and employ
a series of specially-designed reversible transformations to
enable efficient computation. Our experiment results show
that the flow-based generative models achieve significantly
better performance in generating high-quality residential load
scenario forecasts given the past observations. Fig. 1 shows
examples of the generated daily scenarios using our methods
by conditioning on the previous day’s realized load.
The main contributions of this paper are:
1) We incorporate continuous-valued side information into
the training process of flow-based generative models to
make the model consider the correlation between the
data and the condition. We also extend the structure
design in the reversible transformations of flow-based
models by enhancing the dependency of the output
on the conditional input for better conditional scenario
forecasting.
2) By training flow-based conditional generative models,
we propose a novel approach for forecasting residential
load scenarios from given historical observations. Com-
pared to existing methods in scenario forecasting for
Fig. 1. Realized residential load versus a group of generated scenario
forecasts using our methods. Red curves are generated scenarios, the blue
curve is the realized load data and the black curve is the historical load data.
Generated scenario forecasts exhibit both accuracy and diversity.
residential load, our methods can generate scenarios that
not only provide more accurate forecasts for future load
evolution but also cover a wider range of possibilities of
future realizations.
3) We also provide some theoretical insights into how to
reduce the variance of generated scenarios by controlling
the trade-off between the original training objective of
flow-based models and the newly added Wasserstein
distance metric that indicates the distance between the
modeled distribution and the true one. Simulation results
show, by adding a weighted Wasserstein distance metric
to the training objective, generated scenarios can become
more centered around the realized load.
All of the code and data described in this paper are publicly
available at https://github.com/zhhhling/June2019.git. The rest
of the paper is organized as follows: Section II introduces the
flow-based generative models; Section III extends the flow-
based models to conditional generative models, and employ
the flow-based conditional generative models to conditional
scenario forecasting for residential load; simulation results
are illustrated and evaluated in Section IV; and Section V
concludes the paper.
II. FLOW-BASED GENERATIVE MODELS
In this section, we introduce the flow-based generative
models [30]–[32]. Unlike the other types of generative models,
such as Generative Adversarial Networks (GANs) [25] and
Variational Encoders (VAEs) [33], the training objectives of
which either avoid constructing the PDF of data or utilize a
lower bound instead, flow-based generative models are trained
to directly maximize the value of modeled PDF. We first
review the change-of-variable technique and use this technique
to formulate the objective function for training flow-based
models, then we talk about the architectures adopted in flow-
based models that enable the efficient computation of training
objective.
Consider a D−dimensional data variable X , and x is
one realization of it. Denote the true value of the PDF of
X at the point x by pX(x), and we train a flow-based
generative model to estimate this value. Specifically, we first
3draw a D−dimensional latent variable z from a simple prior
distribution pZ and provide it as the input to the flow-based
model. Suppose there exists a bijective mapping f : RD −→ R
such that f(x) = z and f−1(z) = x. Then, according to the
change-of-variable formula, the density function of X at the
given point x can be represented by [31]
pX(x) = pZ(f(x))|det(∂f(x)
∂xT
)| (1)
log pX(x) = log pZ(f(x)) + log |det(∂f(x)
∂xT
)|. (2)
Typically, the density function pZ is chosen to be standard
multivariate Gaussian, i.e., N (0, I), and det(∂f(x)
∂xT
) is the
determinant of the Jacobian matrix of f at x. Since the ground
truth bijective mapping f that can map the distribution pZ to
the true PDF of X is unknown, we implement a parameterized
bijective function fθ that can be learned by training the flow-
based model. From the change-of-variable formula in (1) or
(2), the modeled PDF of X under the mapping of fθ is given
by
pX(x; θ) = pZ(fθ(x))|det(∂fθ(x)
∂xT
)| (3)
log pX(x; θ) = log pZ(fθ(x)) + log |det(∂fθ(x)
∂xT
)| (4)
where the modeled PDF of X pX(x; θ) can be considered as
a function of the parameter θ, which is called the likelihood
function and denoted by L(θ); the log of L(θ) is called the log-
likelihood function, and denoted by l(θ). Using the maximum
likelihood estimation (MLE) method, we can train the flow-
based model to choose the appropriate value of θ such that
the likelihood in (3) or the log-likelihood in (4) is maximized:
max
θ
log pX(x; θ) = log pZ(fθ(x)) + log |det(∂fθ(x)
∂xT
)|. (5)
In flow-based models, the parameterized bijective function
fθ is chosen to be the composition of a sequence of reversible
transformations, that is, fθ = f1 ◦ f2 ◦ · · · ◦ fK , such that the
mapping from x to z and the inverse mapping from z to x
can be represented as follows:
x
f1−→ h1 f2−→ h2 · · ·hK−1 fK−→ z (6)
z
f−1K−→ hK−1
f−1K−1−→ hK−2 · · ·h1 f
−1
1−→ x. (7)
The sequence of reversible transformations in (6) is called a
normalizing flow [32]. Based on the design of the normalizing
flow in (6), the log-determinant of the Jacobian matrix ∂fθ(x)
∂xT
can be written as follows by using the chain rule:
log |det(∂fθ(x)
∂xT
)| =
K∑
i=1
log |det( ∂hi
∂hTi−1
)| (8)
where h0 = x, and hK = z. To facilitate the computation
of the log-determinants of Jacobian in (8), each reversible
transformation fi in (6) and (7) is implemented as an affine
coupling layer. Take the affine coupling layer design in Real-
valued Non-Volume Preserving (RealNVP) model [31] as an
example. Given a D−dimensional input x, we can split it into
two parts, x1:d and xd+1:D, where d < D. Then the output y
of an affine coupling layer is given by
y1:d = x1:d (9)
yd+1:D = xd+1:D  exp(s(x1:d)) + t(x1:d) (10)
where  represents element-wise product, and s(·) and t(·)
are scaling and translating functions, respectively. 1 Following
the transformations in (9) and (10), the Jacobian matrix of y
at x is a lower-triangular matrix
∂y
∂xT
=
[
Id 0
∗ diag(exp(s(x1:d)))
]
(11)
and its log-determinant is simply sum(s(x1:d)). Note that, in
(11), the operation diag(·) constructs a diagonal matrix from a
vector, and the value of ∗ has no impact on the log-determinant
of this Jacobian.
In order to get the series of transformations in (6), multiple
coupling layers like (9) and (10) are combined in an alternating
way to construct a normalizing flow [31]. As a result, the
log-determinant of the Jacobian matrix ∂fθ(x)
∂xT
in (4) is just
a sum of lower-triangular matrices’ log-determinants, which
makes the efficient computation of the training objective in
(5) possible.
III. CONDITIONAL SCENARIO GENERATION
In this section, we first show flow-based generative mod-
els can be extended to conditional generative models by
providing some side information c as the conditional input
in the training process. Particularly, different than previous
conditional generative models which typically condition on
discrete-valued categorical labels [28], flow-based conditional
generative models can condition on continuous-valued data,
such as time series observations. Aside from the basic structure
of flow-based conditional generative models, we also provide a
new structure design for the transformations in the normalizing
flow in order to capture as much information as possible from
the conditional input. At the end of this section, we describe
how to employ flow-based conditional generative models to
scenario forecasting for residential load by considering the
historical observations.
A. Conditional Flows
Considering the data sample x ∈ RD and the associated
side information c ∈ RD′ , we train a flow-based generative
model to estimate the value of the conditional PDF of X at
the point x given c, i.e., pX|C(x|c). Specifically, we first draw
a latent variable z from distribution pZ . Then we construct a
parameterized bijective function fθ that takes c as an extra
input such that fθ(x; c) = z and f−1θ (z; c) = x. Using
the change-of-variable formula in (1) or (2), the modeled
1 Note that the other flow-based generative model, Non-linear Independent
Component Estimation (NICE) model [30], uses a similar affine coupling layer
structure as in (9) and (10) but without scaling, and the latest generative flow
(Glow) model [32] adopts the same affine coupling layer as RealNVP.
4conditional PDF of X under the mapping of fθ can be written
as
pX|C(x|c) = pZ(fθ(x; c))|det(∂fθ(x; c)
∂xT
)| (12)
log pX|C(x|c) = log pZ(fθ(x; c)) + log |det(∂fθ(x; c)
∂xT
)|.
(13)
Using the MLE method, we train the flow-based model to
maximize the conditional likelihood of X in (12) or the
conditional log-likelihood of X in (13):
max
θ
log pX|C(x|c; θ) = log pZ(fθ(x; c)) + log |det(∂fθ(x; c)
∂xT
)|.
(14)
Suppose we collect N independent identically distributed
(i.i.d.) samples (x1, c1), · · · , (xN , cN ) from the ground-truth
conditional distribution pX|C(x|c), following the objective
function in (14), we can train the flow-based model on this
dataset through the following optimization:
max
θ
N∑
i=1
log pX|C(xi|ci) =
N∑
i=1
log pZ(fθ(xi; ci)) (15)
+
N∑
i=1
log |det(∂fθ(xi; ci)
∂xTi
)|. (16)
When constructing the parameterized bijective function fθ
for flow-based conditional generative models, we provide c
as an extra input to both the scaling and translating functions
for each affine coupling layer in the normalizing flow, that is,
given the input x, the output of the affine coupling layer is
given by
y1:d = x1:d (17)
yd+1:D = xd+1:D  exp(s(x1:d, c)) + t(x1:d, c). (18)
We call the flow-based conditional generative models with the
basic structure in (17) and (18) the vanilla-flow.
We can see from (17) and (18), in each affine coupling layer
of vanilla-flow, only one part of the output is affected by the
condition. In order for the output to have more dependencies
on the conditional input, we extend the structure design in
vanilla-flow to get a new structure. Specifically, the part of
the input that remains unchanged in (17) also goes through
scaling and translating transformations to reach the output:
y1:d = x1:d  exp(s(c)) + t(c) (19)
yd+1:D = xd+1:D  exp(s(x1:d, c)) + t(x1:d, c). (20)
We call the flow-based conditional generative models with this
new structure the reinforced-flow. It is worth pointing out that,
in (19), the scaling and translating functions associated with
x1:d only have the condition c as their inputs. With this design,
the Jacobian matrix of the transformation given in (19) and
(20) is still lower-triangular:
∂y
∂xT
=
[
diag(exp(s(c))) 0
∗ diag(exp(s(x1:d, c)))
]
. (21)
As a result, the calculation of the log-determinants of Jacobian
and hence the training objective in (14) for reinforced-flow is
as efficient as that for vanilla-flow.
(a) Training Phase
(b) Forecasting Phase
Fig. 2. The architecture of the flow-based model that we use for training
(a) and residential load scenario forecasting (b). In the training phase, we
provide the realized load time series as the data input and the historical
time series as the conditional input to the flow-based model, which learn the
bijective function that can map the modeled data distribution to the standard
multivariate normal distribution by maximizing the conditional likelihood of
the training set. After training is completed, given a historical time series as
conditional input, the trained flow-based model takes a handful of samples
that come from the Gaussian distribution as data inputs, and uses the learned
bijective function to transform these noise samples to a group of scenario
forecasts that follow the same distribution as the realized time series.
Now we apply flow-based conditional generative models to
scenario forecasting for residential load. Specifically, we focus
on generating a set of scenario forecasts for future load from
the given historical realizations. Assuming at time T , we have
h observations of the previous realized residential load, which
are collected in the vector qpast = {qT−h, · · · , qT−1} ∈ Rh.
Given this historical data qpast, we generate scenario fore-
casts for future k time points, and k is referred to as the
forecasting horizon. Suppose we have access to the realized
load over the k look-ahead time points, which is denoted
by qtrue ∈ Rk, then (qpast,qtrue) can constitute a training
sample for training flow-based models, with qpast as the
conditional input and qtrue as the data input. Note that the
data sample (qpast,qtrue) is actually a time series of length
(h+k). If we have a long time series of the realized residential
load over L time points and L  h + k, then we can break
down this long time series into small pieces where each piece
corresponds to a time-series data sample and overlaps with
the following one. To be specific, the i−th piece consists of
(qipast,q
i
true), and the following (i + 1)−th piece consists
of (qi+1past,q
i+1
true), where q
i+1
past is exactly q
i
true. In this way,
we can construct our training dataset {(qipast,qitrue)}Ni=1 for
training flow-based models through the optimization in (16).
Suppose the learned value of parameter θ through the
optimization in (16) is denoted by θˆ, and the associated
learned bijective function is denoted by fθˆ. Given any available
historical residential load time series qpast of length h, we can
5generate scenario forecasts for the following k time points
using the inverse function of fθˆ as follows
qˆfuture = f
−1
θˆ
(z;ppast) (22)
where z ∈ Rk is any sample taken from the standard multi-
variate Gaussian distribution. If we can take as many as m
samples from the standard multivariate Gaussian distribution,
then we can produce m conditional scenarios for the future
residential load through (22). The architecture of the flow-
based model that we use for training and residential load
scenario forecasting is given in Fig. 2.
B. Flows with Wasserstein Distance
From Section II we know the objective function for train-
ing flow-based generative models is to maximize the log-
likelihood of the training data. It turns out this objective is
equivalent to minimizing the Kullback-Leibler (KL) diver-
gence between the true data distribution and the modeled
one [34]. To show this, recall the objective function in (5),
and rewrite it as follows
θˆ = argmax
θ
N∑
i=1
log pX(xi|θ). (23)
where θˆ is the set of trained parameters. Suppose the ground-
truth value of the parameter θ is denoted by θ?. Since the
optimization problem in (23) is independent of the ground
truth value θ?, we can rewrite it as follows
θˆ = argmax
θ
1
N
N∑
i=1
log pX(xi|θ) (24)
= argmax
θ
1
N
N∑
i=1
log pX(xi|θ)− 1
N
N∑
i=1
log pX(xi|θ?)
(25)
= argmax
θ
1
N
N∑
i=1
log
pX(xi|θ)
pX(xi|θ?) (26)
= argmin
θ
1
N
N∑
i=1
log
pX(xi|θ?)
pX(xi|θ) , (27)
The expression in (27) is exactly the empirical KL divergence
between the true data distribution pX(x|θ?) and the modeled
data distribution pX(x|θ). That is to say, the goal of the flow-
based generative models is to minimize the KL divergence
between the true data distribution and the modeled one.
There are well known advantages and disadvantages in
using the KL divergence as the distance measure between
two probability distributions [35]. An undesirable effect of
using it in scenario generation is that it is asymmetric: in the
cases where, for a given point x, the true data distribution
pX(x|θ?) is significantly non-zero, while the learned distri-
bution pX(x|θ) is close to zero, then the KL divergence can
be infinitely large; however, when the true data distribution
pX(x|θ?) is close to zero at the point x, but the learned distri-
bution pX(x|θ) is significantly non-zero, the KL divergence is
small. As a result, by minimizing the KL divergence between
the learned data distribution and the true one, the learned data
distribution tend to spread out, which leads to good coverage
of the data points that come from the true data distribution, but
also tend to create superfluous data points that are not a part
of the true distribution. Notably, the learned data distribution
can have a relatively larger variance than the true one.
A simple example of this effect can be found in Fig. 3.
Suppose there is a one-dimensional Gaussian mixture model
with two equally weighted components. The first component
has mean µ1 = −1.0 and variance σ20 = 0.1, while the second
has mean µ2 = 1.0 and variance σ20 = 0.1. Now suppose we
hope to fit a zero-mean Gaussian distribution Q = N (0, σ2) to
this Gaussian mixture model by tuning values of the variance
σ2 to minimize the KL divergence. This is a one dimensional
minimization problem and can be solved by simply graphing
the KL divergence while varying σ2. It turns out the optimal
σ2 is around 1.05 and the ground-truth distribution pX(x) and
the optimal distribution QKL = N (0, 1.05) are shown in Fig.
3. This figure shows that the fitted Gaussian distribution covers
both components of the Gaussian mixture model and even has
a much larger variance.
Fig. 3. An example of fitting a mixed Gaussian distribution with a zero
mean Gaussian distribution using the KL divergence and Wasserstein distance.
Under the KL divergence, the fitted distribution tend to be spread out to
cover the true distribution, while under the Wasserstein distance the fitted
distribution tend to concentrate to minimize the distance between the two
components.
Since in many situations the parametrized distribution we
learn by minimizing the KL divergence would not include
the true data distribution, it becomes desirable to balance the
impact of KL divergence using another distance metric. To
this end, we use the Wasserstein distance as a regularizer in
the flow objective. This is inspired by the performance of the
Wasserstein based generative adversarial networks (WGAN)
[29]. The impact of the Wasserstein distance can be seen again
in 3. Here we fit the Gaussian mixture model by minimizing
the Wasserstein distance between the ground-truth distribution
pX(x) and the fitted distribution Q = N (0, σ2) in order to
decide the optimal value of σ. It turns out that there is a closed-
form expression for the Wasserstein-1 distance between two
one-dimensional distributions [36]:
W1(P,Q) =
∫ 1
0
|F−1(z)−G−1(z)|dz (28)
where F and G are the cumulative distribution functions
(CDFs) of P and Q. Using (28), the optimal σ turns out
to be to 0, which is the delta function (point distribution) at
0 as shown in Fig. 3. This fit is much more “concentrated”
6than the fit using KL divergence, but it do not cover the true
distribution.
The intuition gained in this toy example carries over to more
complex and higher dimensional distributions, which leads to
a natural solution of combining the objective of the flow-
based generative models (KL divergence) with the Wasserstein
distance. This both decreases the variance of the generated
scenarios and at the same time generate plausible future real-
izations that have significantly non-zero probabilities to occur.
Specifically, we add a weighted Wasserstein distance metric
to the training objective of flow-based generative models:
max
θ
pX(x|θ) + βW (pX(x|θ?, pX(x|θ)) (29)
We call the flow-based generative models that are trained using
the combined objective function in (29) W-flows, and the
flow-based conditional generative models trained in this way
are called conditionalW-flows, particularly, which include the
vanilla-W-flow and the reinforced-W-flow.
IV. SIMULATION STUDIES
In this section, we study the performance of our proposed
flow-based approach in conditional scenario forecasting for
residential load. We focus on generating daily scenario fore-
casts by conditioning on observed realizations in the previous
day at an hourly resolution. We first show that our approach
can provide more accurate forecasts for daily residential load
in the form of quantile forecasts and prediction intervals
compared to the standard scenario forecasting method of
adding noise to point forecasts. Particularly, we use Gaussian
noise in this paper. We also show generated scenarios are
visually similar to the realized residential load. Also scenario
forecasting do not generate a central forecast, we use the
median of a group of generated scenarios for illustration
purposes. Then we quantitatively evaluate our approach to
show the generated scenarios using our approach outperform
those generated from the standard method by having enhanced
reliability and sharpness.
The experiments in this paper are implemented using Py-
torch [37] and the latest Glow model [32]. The flow-based
model adopted in the simulation is composed of chained 9
blocks of reversible transformations. Except that the scal-
ing and translating functions that only take the condition
as inputs are implemented as fully-connected Neural Ne-
toworks (NNs), all the other scaling and translating functions
in the normalizing flow of the adopted flow-based model
are implemented using three-layer 1D-Convolutional Neural
Networks (1D-CNNs). Batch-normalization is applied in 1D-
CNNs before every layer except the input layer to increase the
stability of learning. The activation functions for all scaling
transformations are tanh function while rectified linear units
(ReLUs) are used as the activation functions in all translating
transformations. All models in this paper are trained using
Adam optimizer [38]. All data and codes can be found
at https://github.com/zhhhling/June2019.git.
A. Dataset Description
All experiments in this paper use the residential load dataset
from Dataport, which is a database hosted by the Pecan Street
Corporation [39]. Hourly household power consumption from
1/1/2013 to 12/31/2017 in Austin, Texas, are used. This
dataset consist of 128 households, but only 105 of them are
consistent in the dataset. Therefore, we restrict our dataset to
these 105 households. Particularly, the data from 1/1/2013
to 10/1/2017 is used fore training and validation, and the
last three month’s data is used for testing. We conduct our
simulation experiments for a varying number of aggregated
households, and, particularly, the residential load from single
household, 10 households and 100 households are used. At
each aggregation level, we repeat the experiment for 10
independent runs.
B. Simulation Results
We first show the scenario forecasting results of our flow-
based approach using the two structures, i.e., reinforced-
flow and vanilla-flow, for a varying number of aggregated
households. Specifically, we select one 48-hour long sample
from the test data of each aggregation level. All the samples
are taken from the same month in a year, i.e., October, 2017.
These samples are given in Fig. 4. In each sample, we plot the
median of the generated scenarios versus the realized load for
illustrative purposes. We also plot the 50% prediction interval
(PI), i.e., the interval between the 25th and the 75th quantile,
as a colored belt to show the confidence in the generated
scenario forecasts.
We can see from Fig. 4 that the median of the generated
scenarios using both structures can give accurate day-ahead
forecasts for the coming time and power value of the load
peak and load valley, although median forecasts are less
accurate for the residential load from single household in
Fig. 4a than for 100 households in Fig. 4c. Particularly,
the median of the generated scenarios is comparable to the
realized load in visual quality, especially when more than one
household are included. In addition, it is worth noting from
Fig. 4c that the realized residential load of 100 households
is completely covered by the 50% prediction interval of the
generated scenarios using both structures, and the width of
the 50% prediction interval in Fig. 4c is also the narrowest
among all three samples. When only single household is
considered, as shown in Fig. 4a, the 50% prediction interval
of the generated scenarios using reinforced-flow can cover
more parts of the realized load in comparison to those using
vanilla-flow. This is because the residential load from single
household has large randomness and is typically hard to be
forecasted accurately. Under this circumstance, reinforced-
flow can have better performance than vanilla-flow due to
the improved structure design of the affine coupling layer
in reinforced-flow, as discussed in Section III-A, such that
there is a stronger coupling between the future load and the
historical realizations that are used for conditioning. For the
residential load of 10 households, although the randomness is
reduced by aggregation, the realized load is still corrupted by a
certain degree of noise and show volatility. In this setting, we
can see from Fig. 4b that reinforced-flow again shows better
performance than vanilla-flow in the coverage of the actual
7(a) Single household
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(c) 100 households
Fig. 4. Generated scenario forecasts for residential load from single house-
hold (a), 10 households (b), and 100 households (c) using two structures of
the flow-based model: reinforced-flow (red) and vanilla-flow (cyan). The blue
curve is the realized residential load, dashed curves represent the medians of
the generated scenarios, and colored banded areas indicate the 50% prediction
interval of generated scenario forecasts. Although the scenarios generated
by both flow structures generally follow the realized load, reinforced-flow
has better performance since its 50% prediction interval covers more of the
realized load.
load realization using the 50% prediction interval. 2
Recall from Section III-A that we extend the structure
design in vanilla-flow by strengthening the coupling of the
condition to the output in the affine layers to get the new
structure in reinforced-flow. In order to validate if the new
structure in reinforced-flow can have better performance in
learning more rich information from the condition, we show
a series of 4 days’ scenario forecasting results using both
structure designs in Fig. 5 and plot the medians and the 50%
prediction intervals of the generated scenarios. We can see
from Fig. 5 that there is a change in the pattern of the realized
2 Since the residential load from single household is notoriously difficult to
be forecasted accurately because of the large randomness, and the forecasting
for an aggregation of 100 households is typically a easier task [4], we only use
the forecasting results for 10 households as examples in the remaining part
of Section IV to illustrate the performance of our approach. For the complete
data and code, please refer to https://github.com/zhhhling/June2019.git.
load from the second day with the second peak around 24 : 00
becoming flat. On the third day, the median of the generated
scenarios using reinforced-flow also goes through a similar
change and become even more accurate in forecasting the
realized load evolution on the fourth day. The 50% prediction
interval of the generated scenarios using reinforced-flow also
experience similar changes as those in the historical realization
and the median, and surround the realized load closely. By
contrast, the median and the 50% prediction interval of the
generated scenarios using vanilla-flow have little difference
from day to day and tend to disregard the changes in the
condition.
In Fig. 6, we compare the generated scenario forecasts
using our approach against those using the standard method of
adding noise to point forecasts by plotting the medians and the
50% prediction intervals of generated scenarios. Particularly,
to get the point forecasts for the future 24 hours’ residential
load, we develop a 24-order linear autoregressive model to
perform recursive multi-step forecasting [40]. In Fig. 6a, we
compare the scenario forecasts from vanilla-flow with those
from the standard method, and compare the forecasting results
of reinforced-flow with those of the standard method in Fig.
6b. We can see from Fig. 6 that our flow-based approach
outperforms the standard method by providing more accurate
forecasts for the future load in the form of median forecasts
under both structure designs. Besides, the 50% prediction
interval of the generated scenarios using our approach can
be more reliable by surrounding the realized load closely.
In contrast, the scenarios generated by the standard method
deviate from the realized load and fail to accurately forecast
the coming time and power value for the future load valley. It is
also worth pointing out that, compared to the unchanged width
of the 50% prediction interval from the standard method, the
scenarios generated by our approach have smaller variance at
load valley and larger variance at load peak to show different
confidence levels about the forecasting results.
C. Quantitive Evaluation
In the forecasting literature, two properties have been used
to examine the quality of generated scenario forecasts: reli-
ability and sharpness [41], [42]. The reliability of generated
scenario forecasts is that they should cover the actual value
as much as possible, and the sharpness requires that the
generated scenario forecasts should be able to provide a
situation-dependent assessment of the forecast uncertainty. For
the example of residential load scenario forecasting, it is
intuitively expected that the forecast uncertainty should not
be the same when the power consumption drops to the lowest
point and when the peak demand occurs, because the smallest
level of load demand is usually the base load and can be more
fixed than the peak demand.
To examine the quality of the generated scenarios using
our approach, we first evaluate the reliability of the generated
scenarios by using the “Deviation-Coverage Area" plot. Partic-
ularly, the Deviation-Coverage Area plot gives the amount of
deviation from the realized load as a function of the size in the
coverage area of quantiles. Specifically, considering a coverage
8Fig. 5. An example to show the better performance of reinforced-flow (red) than vanilla-flow (cyan) in generating scenarios that are more closely related to
the pattern in the historical observations. The blue curve is the realized residential load, the dashed curves represent the medians of the generated scenarios,
and the colored banded areas indicate the 50% prediction interval. The scenarios generated by reinforced-flow are more correlated to the historical realizations
and can provide more accurate forecasts even when the realized load goes through sudden changes.
(a) Autoregressive and vanilla-flow
(b) Autoregressive and reinforced-flow
Fig. 6. Scenarios generated by vanilla-flow (a) and reinforced-flow (b)
versus those by adding noise to point forecasts from the autoregressive model.
The blue curve is the realized residential load, dashed curves represent the
medians of the generated scenarios, and colored banded areas indicate the 50%
prediction interval. In both structures, scenario generated by our approach are
more accurate in forecasting the future load evolution and also more diverse
than those from the standard method.
area of size 1−α, 0 ≤ α ≤ 1, then we calculate the α/2th and
(1 − α/2)th quantiles of the generated scenario forecasts at
each time point t. Denote the value of realized residential load
at time t by yt, the α/2th and (1 − α/2)th quantiles of the
scenario forecasts at time t by yˆα/2t and yˆ
1−α/2
t , respectively.
Then the amount of deviation from yt for a coverage area with
size 1− α can be calculated as follows:
dev1−αt =

0 if yt ∈ [yˆα/2t , yˆ1−α/2t ];
yˆ
α/2
t − yt if yt < yˆα/2t ;
yt − yˆ1−α/2t if yt > yˆ1−α/2t .
(30)
Particularly, when α = 1, the coverage area has size zero, and
both the α/2th and (1−α/2)th quantiles are calculated to be
the median. In this case, the deviation amount for the coverage
area with size zero is simply the distance between the realized
residential load and the median. With the scenario forecasts
over T look-ahead time points generated, for the coverage area
with size 1 − α, we average the deviation amounts from the
realized load values over all T time points:
Dev1−α =
1
T
T∑
t=1
dev1−αt . (31)
Intuitively, the closer the Deviation-Coverage Are plot is to
the origin, the higher reliability.
The Deviation-Coverage Area plots of the generated sce-
narios for the residential load from a varying number of
households are given in Fig. 7. Particularly, we plot the
Deviation-Coverage Area plots for both our approach and the
standard method of adding noise to point forecasts for com-
parison. We can see from Fig. 7 that our approach outperforms
the standard scenario forecasting method of adding noise to
point forecasts in all three aggregation levels, although the
discrepancy between these two approaches decreases when
100 households are included. For the two structure designs
used in our approach, the Deviation-Coverage Area plots for
reinforced-flow is closer to the origin in all three settings
in Fig. 7, and, therefore, the scenario forecasts generated by
reinforced-flow are more reliable than those by vanilla-flow,
which is also validated by the simulation results in Section
IV-B in terms of the coverage of realized load using 50%
prediction interval.
To evaluate the sharpness of the generated scenario fore-
casts, we calculate the width of the 50% prediction interval,
and investigate its variations during one day. The width of
the 50% prediction interval for the scenarios generated by
our approach using two structure designs is given in Fig. 8,
and is compared against that from the standard method of
adding noise to point forecasts. We can see from Fig. 8 that
the 50% prediction interval of the scenarios generated using
our approach has pronounced varying width over 24 hours
in all three aggregation settings. Particularly, if compared to
the realized load in Section IV-B, the width can be narrower
when the load is relatively small to show more confidence
in the forecasting results, and becomes larger when the load
demand reaches the high point in order for the 50% prediction
interval to cover a wider range of possibilities. By contrast,
the variations in the prediction interval width of the scenarios
generated by the standard method is not as noticeable as those
in our approach.
9(a) Single household
(b) 10 households
(c) 100 households
Fig. 7. Deviation-Coverage Area plots of generated scenario forecasts for
residential load of single household (a), 10 households (b), and 100 households
(c). Red curves are the Deviation-Coverage Area plots for the scenarios
generated by reninforced-flow, blue dashed curves are for vanilla-flow, and
green dotted curves are for the scenarios generated by adding noise to point
forecasts. The generated scenarios using our approach have higher reliability
than those coming from adding noise to point forecasts in all three aggregation
settings, and reninforced-flow shows a even better performance than vanilla-
flow.
D. Cases Where Our Methods May Fail
In the simulation experiments, we also find there are certain
cases where the generated scenarios using our approach may
fail to provide accurate forecasts for the future load, and
the derived prediction interval may not be able to cover the
realized data. To show this, we give an example in Fig.
9. We can see from this figure, the realized load becomes
(a) Single household
(b) 10 households
(c) 100 households
Fig. 8. The variations of the 50% prediction interval width during one day for
the generated scenario forecasts when single household (a), 10 households (b),
and 100 households (c) are included. The x-axis is the forecasting horizon
at an hourly resolution, and the y-axis is the width of the 50% prediction
interval of generated scenarios in the unit of kW. Compared to using the
standard method (green dotted lines), the prediction interval width calculated
from the scenarios generated by our approach using the two structure designs,
reinforced-flow (red lines) and vanilla-flow (blue dashed lines), has more
marked variations.
noisy and remains at a small level in most time. Although
one can hardly detect a clear pattern from the realized load
in Fig. 9, the median of the generated scenarios using our
approach shows a clear pattern that is different than the
realized load, and the 50% prediction interval surrounds the
median closely so as to not cover the realized load. The
inaccurate forecasts of the generated scenarios in this case
can be explained from the perspective of the objective function
used for training flow-based models. Recall from Section III-A
that the objective of training flow-based conditional generative
models is to maximize the conditional log-likelihood on the
training set. That it to say, given the historical observations,
a flow-based model always generates the scenarios that are
most likely to occur under this condition. However, if the
historical observations to be conditioned on is too noisy, then
they can not provide useful side information to the flow-
based model. Without the help of additional information, the
10
Fig. 9. A case where the scenarios generated by our approach using the two structure designs, reinforced-flow (red) and vanilla-flow (cyan), may fail to provide
useful forecasts. The blue curve is the realized residential load, the dashed curves represent the medians of the generated scenarios, and the colored banded
areas indicate the 50% prediction interval. Starting from the second day, the realized residential load becomes too noise to be learned useful information from.
As a result, the flow-based model used in our approach ignores the noisy historical observations and generate scenarios that are irrelevant to the condition.
flow-based model simply maximizes the log-likelihood instead
of conditional log-likelihood for this training sample. As a
result, the scenarios that are likely to occur under normal
circumstances are generated by the flow-based model.
E. Conditional Scenario Generation with Wasserstein Dis-
tance
Recall from Section III-B that we add a weighted Wasser-
stein distance metric to the training objective of flow-based
generative models to balance the large variety of scenarios
generated by minimizing the KL divergence and the small
variance of those generated by minimizing the Wasserstein
distance. In order to validate if the scenarios generated by
minimizing both metrics can have smaller variance compared
to those generated by only minimizing the KL divergence
metric, we use the residential load of 10 households, and
show the conditional scenario forecasting results in both
cases. Considering the better performance of reinforced-flow
than vanilla-flow as shown in previous simulation results, we
take the reinforced-flow and its counterpart reinforced-W-
flow as examples to illustrate the effect of adding a weighted
Wasserstein distance metric.
Particularly, the Wasserstein distance between the true data
distribution and the learned one is calculated through the dual
formulation [43]:
W (pX(x|θ?), pX(x|θ)) = sup
g:‖g‖L≤1
Ex∼pX(x|θ?)[g(x)] (32)
− Ex∼pX(x|θ)[g(x)] (33)
where g represents any 1-Lipschitz function that maps from
RD to R, and D is the dimension of x. In our case of
conditional scenario generation, the 1-Lipschitz function g is
implemented as an 1D-CNN with the condition as an extra
input. To enforce the 1-Lipschitz property on g, we utilize the
weight clamping technique in [29].
In Fig. 10, we show the scenarios generated by the rein-
forced-flow and its counterpart reinforced-W-flow, and plot
the medians and the 50% prediction intervals of the scenarios
generated by these two models. Particularly, to validate that we
can reduce the variance of the generated scenarios by adding
a weighted Wasserstein distance in both cases of large uncer-
tainties and small uncertainties, we have shown two samples
in Fig. 10, where the residential load in sample Fig. 10b has
larger volatility than that in sample Fig. 10b. We can see
(a) A good case of realized residential load
(b) A bad case of realized residential load
Fig. 10. Two examples of generated scenarios by minimizing both KL
divergence and Wasserstein distance (reinforced-W-flow) versus only mini-
mizing the KL divergence (reinforced-flow). Example (a) represents the case
where the realized residential load has less volatility, while (b) represents the
case where the realized residential load has large randomness. The dashed
lines represent the medians of the generated scenarios, and the colored
banded areas indicate the 50% prediction intervals. In both examples, the
scenarios generated by minimizing both metrics have noticeably narrower
50% prediction intervals.
from Fig. 10 that, the scenarios generated by reinforced-W-
flow have smaller variance at all time points in both samples
compared to those generated by reinforced-flow. Particularly,
the reduction in variance is relatively larger in sample (b) when
the realized load curve is more volatile compared to that in
sample (a). It is also worth pointing out that, in each sample,
the scenarios generated by reinforced-W-flow can have even
smaller variance than those generated by reinforced-flow when
the residential load to be forecasted is more certain, i.e., at load
valley. When the residential load becomes more unpredictable,
i.e., at load peak, the 50% prediction interval of the scenarios
generated by reinforced-W-flow also becomes wider but is
still narrower than that in reinforced-flow. We also note that,
because of the relatively small variance, the median of the
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scenarios generated by reinforced-W-flow can provide more
accurate forecasts for the future residential load evolution than
those generated by reinforced-flow.
Fig. 11. The 50% prediction interval of scenarios generated by reinforced-
W-flow (cyan colored band) versus those generated by reinforced-flow (red
colored band). The blue curve is the averaged daily realized load. The
scenarios generated by reinforced-W-flow have narrower 50% prediction
interval at all time points compared to those generated by reinforced-flow.
To quantitatively investigate the effect of adding a weighted
Wasserstein distance metric, we calculate the 50% prediction
intervals of all generated daily scenarios and plot the averaged
daily interval in Fig. 11. As can be seen from Fig. 11, the
realized load is surrounded by the 50% prediction intervals
in both models. However, the 50% prediction interval of the
scenarios generated by reinforced-W-flow has narrower width
at all time points in one day compared to those generated
by reinforced-flow. That is to say, the scenarios generated
by minimizing both KL divergence and Wasserstein distance
metrics can have smaller variance than those generated by only
minimizing KL divergence. It is also worth noting that, similar
to the behavior of the generated scenarios using reinforced-
flow, the scenarios generated by reinforced-W-flow also show
narrower 50% prediction interval at the load valley than at the
load peak. That is to say, by adding a weighted Wasserstein
distance, we can reduce the variance of generated scenarios
but still maintain original sharpness.
V. CONCLUSION
In this paper we study the problem of scenario forecasting
for a single or a small group of households. Because of
the advancement of solar PV, electric vehicles and demand
response, accurately forecasting the behavior at the household
level becomes an important step in the operation of distribution
systems. Since the high variability and small base load make
providing accurate point forecasts difficult, we focus on pro-
viding a group of scenarios that capture the potential behavior
of future load. We adopt the so-called flow-based generation
method, where we generate time series representing the future
load conditioned on past historical observations. This approach
can generate scenarios that are both diverse and follows the
true pattern of the load. The simulation results show the flow-
based designs significantly outperform existing methods in
scenario forecasting for residential load by providing both
more accurate and more diverse scenarios.
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