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Introduction
All graphs here will be undirected if not otherwise stated, and can have multiple edges and self-loops. A spanning tree in a graph G is a tree having the same vertex set as G. The study of the number of spanning trees in a graph has a long history and has been very active because finding the number is important: (1) in estimating the reliability of a network; (2) in analyzing energy of masers in investigating the possible particle transitions; (3) in designing electrical circuits etc. [3, 5, 8, 10] . A classic result on this problem is the matrix tree theorem [11] which expresses the number of spanning trees T (G) in terms of the determinant of a matrix that can be easily constructed from G's adjacency matrix. However, counting the numbers by directly calculating this determinant is not acceptable for large graphs. For this reason people have developed techniques to get around the difficulties (see, for example, [4] and references therein) and have paid more attention to deriving explicit and simple formulas for special classes of graphs, see [2, 5, 8, 14, 15] for recent work.
Let , is a digraph on n vertices 0, 1, 2, . . . , n − 1; for each vertex i (0 i n − 1), there are k arcs from i to vertices i + s 1 
n , where F n the Fibonacci numbers, of Bedrosian [3] (which was also conjectured by Boesch and Wang [6] without the knowledge of [11] ), the formulas for
n ) and more general result have recently been obtained in [5, 1, 14, 17, 16] , where the most general formula is obtained in [16] , which proves that T (C
n where a n satisfies a linear recurrence relation of order 2 s k −1 .
Due to the reason that all the previous papers have to solve a system of linear equations to find the coefficients of the recurrence relation of a n , we continue the work and focus on exploring further properties of the numbers a n from their combinatorial structures. With the properties we will give, we do not have to solve such a system of linear equations to find the recurrence relations of a n , but instead we give explicit and simple formulas in finding the coefficients. In this paper, we also show that the asymptotics of T (C
) depend continuously on these s j and k. This 'answers' the problem posed in the Conclusion of [17] where the problem asked is to characterize if the asymptotics of (when n tends to ∞)
depends only on some of these s j and k, similar to the result obtained in [13] ) ∼ k, the degree of the vertices). As examples, we describe our technique and the asymptotic properties for the numbers.
Basic results
In this section, we will consider show that the number of spanning trees satisfies either a reciprocal or an antireciprocal recurrence relation in n. Following lemma is known.
Lemma 1 (Chen et al. [7] ). For any integer 1 s 1 < s 2 
where −j is the conjugate of j , = e 2 i/n .
For convenience, let
where f s 1 ,s 2 ,...,s k (x) is a real reciprocal polynomial of degree 2s k − 2, and
and
Since
Eq. (4) can be seen directly from (5 
where
.,s k (x) and |X| represents the determinant of matrix X.
This lemma will be used for calculating the initial numbers of a n .
Lemma 3. For any integer
Proof. From (1), (2) and the above discussions, 
Since v + 2u = s k − 1, v is even (or odd) if and only if s k is odd (or even) and since i < 0 for all 1 i v, we have
where |a| stands for the absolute value of a real number a and c for the modulus of a complex number c. Let
is a term of w l for 0 l s k − 1. Then from Vieta formula, there is another term
of w s k −1−l such that
where represents the empty set, so
Thus considering the signs of w l and w s k −1−l , we have
Now noting that v is even iff s k is odd, this proves the lemma.
Remark 1. Theorem 3.1 of [7] shows the reciprocal (or anti-reciprocal) properties of linear recurrence relation of a n , where the proof is by making use of the roots of polynomial (2). Here we show the result from the characteristic polynomial of b n . The reason 'we reprove it here' is that our idea will play an essential role in getting the new results.
Lemma 4. For any integer
Proof. As before we assume that i , 1 i v and j for 1 j u are real and complex roots of the reciprocal polynomial f s 1 ,s 2 ,...,s k (x), respectively. Then
The remaining part of the proof is similar to that of Lemma 3.
Lemma 5. a n and b n , in Lemmas 3 and 4, share the same reciprocal (or anti-reciprocal) characteristic polynomial:
s k is odd,
Proof. From Lemmas 3 and 4, we see that the two sequences, a n and b n , have the same characteristic polynomial as below,
This indicates that p(x)
is a reciprocal polynomial [13] . Similarly, if s k is even, then
From Table 2 of [17] , we see that the recurrence formulas for a n have coefficients like √ c, where c is a positive integer. Following Corollary 1 implies that such numbers can also happen in the general formulas. 
Corollary 1. Let

T (C s
1(s k −1)(2n−1) 2n−1 j =1 f s 1 ,s 2 ,...,s k ( j ) = (−1) (s k −1)(2n−1) n−1 i=1 f s 1 ,s 2 ,...,s k ( i )f s 1 ,s 2 ,...,s k ( 2n−i )f s 1 ,s 2 ,...,s k ( n ) = (−1) (s k −1)(2n−1) n−1 i=1 f s 1 ,s 2 ,...,s k ( i )f s 1 ,s 2 ,...,s k ( i )f s 1 ,s 2 ,...,s k (−1) = |f (−1)| n−1 i=1 f s 1 ,s 2 ,...,s k ( i ) 2 .
Simplification of the formulae
In this section, we will simplify the calculations to find the recurrence relation of a n where we avoid solving a system of linear equations. To illustrate the technique introduced we will give two examples.
Theorem 6. Given integers
derived in [17] , a n satisfies a recurrence relation of the form
c i (a n−i + a n−2 s k −1 +i ) + c 2 s k −2 a n−2 s k −2 = 0, s k is odd,
Proof. Applying Newton's identities for b n
Thus
By Lemma 5, the theorem follows.
Remark 2.
For any integer 1 s 1 < s 2 < · · · < s k n/2 , to find the recurrence relations, Both Theorem 8 of [17] and Theorem 3.1 of [7] need to calculate 2 s k (2 s k −1 ) values of a n and then solve a system of 2 s k −1 (2 s k −2 ) linear equations with unsymmetric Toeplitz matrix. Because of the exponential size, it is hard to solve such an unsymmetric Toeplitz system for a large k and the stability of the process cannot be assured unless its leading principle submatrices are sufficiently well conditioned [9] . Theorem 6 claims that it is not necessary to solve such a system of linear equations.
Following Examples 1 and 2 are two of the results obtained in [17] . We examine them here by using Theorem 6.
Example 1 (Case 1). Let s
where a n satisfies the recurrence relation:
(a n + a n−16 ) − √ 3(a n−1 + a n−15 ) − (a n−2 + a n−14 ) − √ 3(a n−3 + a n−13 )
+ (a n−4 + a n−12 ) − 9 √ 3(a n−5 + a n−11 ) + 17(a n−6 + a n−10 ) + √ 3(a n−7 + a n−9 ) + a n−8 = 0 with initial conditions
Proof. Since s 4 = 5 is odd, from Theorem 6, there exist c i , 1 i 8 such that 
Then, we get the recurrence relation of a n . The initial values a i for i 16 can easily be calculated by Lemma 2. Note that the results are same as the ones in [17] .
(a n + a n−8 ) − (a n−1 − a n−7 ) − (a n−2 + a n−6 ) − 2(a n−3 − a n−5 ) − 4a n−4 = 0, with initial conditions
Proof. Since s 3 = 4 is odd, from Theorem 6, there exist c i , 1 i 8 such that 
Asymptotic properties
This section will consider the asymptotic properties of T (C 
We note from 
Therefore,
Theorem 7 'answers' the problem posed in the conclusion of [17] . That is, the asymptotics depends continuously on all these parameters k, s 1 , s 2 , . . . , s k . This phenomena is much different than that of directed graphs. As an example, we consider the asymptotics for the case s 1 = 1, s 2 = 2 (i.e., the conjecture stated in the Introduction). The cases with s k 7 are in Table 1 . Now
and from (2), we have f 1,2 (x) = x 2 + 3x + 1 and its two roots are (−3 ± √ 5)/2. Thus, The values of c and for gcd(s 1 , s 2 , . . . , s k ) = d = 1 case are not reported since, as described in [17] , (unlike the directed case, the asymptotics is not equal to 4, the degree of the vertices of the graph). We should point out that in considering the asymptotics, all we need to do is to find the products of the roots of polynomial (2) with modulus greater than 1. 
Conclusion
In this paper, we simplified the work to find the formulas for the number of spanning trees of a circulant graph. We showed that it is not necessary to solve a system of linear equations as described in [1, 7, 14, 16, 17] 
