This article presents SERIF, a new model of eye movement control in reading that integrates an established stochastic model of saccade latencies (LATER; R. H. S. Carpenter, 1981) with a fundamental anatomical constraint on reading: the vertically split fovea and the initial projection of information in either visual field to the contralateral hemisphere. The novel features of the model are its simulation of saccade latencies as a race between two stochastic rise-to-threshold LATER units and its probabilistic selection of the target for the next saccade. The model generates simulated eye movement behavior that exhibits important characteristics of actual eye movements made during reading; specifically, simulations produce realistic saccade target distributions and replicate a number of critical reading phenomena, including the effects of word frequency on fixation durations, the inverted optimal viewing position effect, the trade-off between first and second fixation durations of refixated words, and the dependence of parafoveal preview benefit on eccentricity.
Recent advances in the computational modeling of eye movement control in reading (e.g., Engbert, Longtin, & Kliegl, 2002; Engbert, Nuthmann, Richter, & Kliegl, 2005; Pollatsek, Reichle, & Rayner, in press; Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle, Rayner, & Pollatsek, 2003; Reilly & Radach, 2003; Salvucci, 2001 ) have contributed greatly to advancing understanding of the perceptual and cognitive mechanisms and constraints involved. Although current models disagree on issues such as (a) the extent to which cognitive processes determine the temporal and spatial properties of eye movements, (b) the degree of parallelism present in the system, and (c) the need for an explicit attentionshifting mechanism, there is also a great deal of consensus, particularly with regard to low-level aspects of saccade planning. This article presents a new model of eye movement control, one that considers the informational constraints on the tasks of visual lexical processing and reading under the anatomical constraints of a vertically split human fovea and visual pathways and the consequent contralateral projection of visual information (Lavidor & Walsh, 2004; Shillcock, Ellison, & Monaghan, 2000) . These insights are combined with an established stochastic model of saccadic reaction times, the LATER 1 model (Carpenter, 1981; Carpenter & Williams, 1995) , to construct SERIF: a stochastic model (S) of eye movements (E) in reading (R) incorporating (I) foveal splitting (F).
We emphasize that SERIF does not attempt to simulate how word recognition and other linguistic processes influence eye movements. Nevertheless, we believe that the model offers new insight into how anatomical, oculomotor, and perceptual-visual factors combine to produce eye movement behavior in reading. Our goal is not to dispute the evidence for linguistic processes influencing saccade timing, but to make the case, through simulations, that the boundaries of the visual processing domain may be placed further than previously believed. That is, more of the behavior may be attributable to prelinguistic processes than previously thought.
The structure of this article is as follows: We begin by outlining the motivation for the major principle that differentiates SERIF from other influential approaches: foveal splitting. We then propose three design principles for modeling eye movements in reading and describe SERIF's architecture, the parameters invoked, and the methods used for setting them. Next, we report the results of simulating a number of important phenomena that all models of reading should be able to address including the inverted optimal viewing position effect, parafoveal preview benefit and the saccade distance effect, and the "spillover" of lexical processing from one word to the next. Our ultimate research goal is to identify and understand the anatomical and informational constraints that produce the spatial and temporal patterns of saccades and fixations characteristic of both normal and impaired reading.
1 Linear (L) approach (A) to threshold (T) with ergodic (E) rate (R).
Foveal Splitting
An important assumption of our work centers on the suggestion that a major architectural feature of the human visual system is the precise vertical splitting of the fovea and the consequent transmission of the contents of each visual hemifield to contralateral primary visual cortex (Lavidor & Walsh, 2004) . Although there is bilateral projection of the fovea in lower primates (Stone, Leicester, & Sherman, 1973) , and macular sparing in some hemianopia patients (Bunt & Minckler, 1977) , it is critical that there is macular splitting in other hemianopics and that there has been no successful demonstration of functional consequences of any nasotemporal overlap in humans (Gazzaniga, 2000) .
Evidence for Foveal Splitting
Historically, the development of processing accounts of reading has been driven predominantly by psycholinguists, with the principal theoretical categories-lexis, syntax, semantics-being drawn from formal linguistics. Growing contributions have come from research paradigms involving computational modeling and brain anatomy, allowing such questions as "How might the linear order of letters in words be represented?" (cf. Seidenberg & McClelland, 1989; Shillcock et al., 2000; Whitney, 2001 ) and "Which visual pathways and cortical areas are important in word recognition?" (cf. Stein & Walsh, 1997) to be asked. The issue of foveal splitting has emerged from both computational and anatomical considerations but has been slow to be entertained by psychologists studying reading (for a recent review of attention given to the issue, see Brysbaert, 2004) .
The use of anatomical evidence to arbitrate between foveal splitting and bilateral representation of the fovea in V1 was initially based on the assumption that bilateral representation explains macular sparing after brain infarct. There is a growing consensus that macular sparing is caused by spared white matter (reflecting the large cortical representation of the fovea; see, e.g., Gray, Galetta, Siegal, & Schatz, 1997) . Although some animal studies have revealed a very small proportion of retinal ganglion cells crossing the midline (Stone et al., 1973) , the amount of such overlap seems to be insufficient to account for observed macular sparing, and there are problems in interpreting the results of staining with horseradish peroxidase given that it stains only ganglion cells and that there are no ganglion cells within the fovea. Other animal studies (Tootell, Switkes, Silverman, & Hamilton, 1988) have found no activation crossing from only 0.15°from the vertical midline into the ipsilateral primary visual cortex. Some of the most compelling anatomically based evidence comes from the study of commissurotomy patients (Fendrich & Gazzaniga, 1989; Fendrich, Wessinger, & Gazzaniga, 1996; Sugishita, Hamilton, Sakuma, & Hemmi, 1994) . Such patients are unable to perform matches between simple shapes that cross the midline by only 15Ј, they misreport words when initial letters fall on the wrong (i.e., left) side of the midline, and they show evidence of bilateral representation only when low spatial frequency information is vertically offset and presented for long (2-s) exposures (see Shillcock et al., 2000, and Brysbaert, 2004 , for further discussion). Leff (2004) pointed out that (a) there is no direct evidence from human studies for the crossed white matter pathways that would be required for bilateral representation, (b) there is no direct evidence for such bilateral representation in the human cortex, and (c) if bilateral represention of the fovea were true, cases of macular splitting would be vanishingly rare (cf. Penfield, Evans, & Macmillan, 1935) .
A computational argument for the functionality of foveal splitting is that a single retinotopic projection, with minimal overlap between the projections of the two hemifields, makes the most efficient use of the large cortical magnification between retina and V1. Overlap-the same visual information represented twice in V1-wastes this resource. Cortical magnification, based both on an increase in the number of receptors from peripheral to central vision (see, e.g., Wassle, Grunert, Rohrenbeck, & Boycott, 1989) and on further amplification (Azzopardi & Cowey, 1993) , is substantial and allows great precision in the representational division of the visual field occurring between retina and cortex.
Isolated-Word Recognition Is Subject to Foveal Splitting
Behavioral evidence from normal readers responding to lexical stimuli constitutes the most direct evidence for foveal splitting. For instance, Lavidor, Hayes, Shillcock, and Ellis (2004) showed neighborhood effects in six-letter words that straddled the fixation point, with the effect being driven by manipulation of the first three letters but not the last three letters; it is crucial that there was no neighborhood effect when the words were presented wholly in one hemifield. As a second example, Lavidor and Ellis (2003) reported no difference in performance between a letter-matching task presented foveally and one presented extrafoveally; both tasks involved comparisons across the fixation point. As a third example, Lavidor and Walsh (2003) showed that the neighborhood effect observed with six-letter words could be selectively disrupted by transcranial magnetic stimulation applied to the right hemisphere (RH); no such selective impairment should have been observable if there were bilateral representation of foveated words. There are a growing number of isolated-word experiments in which laterality effects are investigated within a single word by manipulating the details of the parts of the stimulus initially projected to the left hemisphere (LH) and the RH (e.g., Ellis, Brooks, & Lavidor, 2005) . We have seen that the competition between the rest of the lexicon and the two parts of a word on either side of the fixation point may underlie several behaviors observed in isolated-word reading (Shillcock et al., 2000) , including the optimal viewing position and its migration leftward for longer words, the priority given to the outside letters of a word over the inner ones, and the greater effects of word length in the left visual field (LVF)/RH. It is the clear consequence of all of these observations that the implications of foveal splitting should be explored for the reading of text.
In summary, foveal splitting may be an anatomical fact that is true at the level of the retina and its immediate projections to V1. There is evidence for this claim and increasing questioning of the evidence against it (such as the interpretation of macular sparing). There is continuing debate on this issue (see, e.g., Brysbaert, 2004; Lavidor, 2003; Lindell & Nicholls, 2003) and continuing experimentation; caution should be exercised in generalizing between animal and human studies and between stimulation that is relevant to reading and stimulation that is not (e.g., moving stimuli or stimuli that are static for long exposures). We might provisionally conclude that it is easier, and more relevant to reading, to look beyond the immediate anatomy and consider the functional implications of an apparently divided fovea, in particular the higher level functional implications, using behavioral experiments. Given that during reading the initial fixation on a word tends to fall, on average, slightly left of word-center (e.g., Rayner, 1979) , then for a nonnegligible period of time, neither hemisphere has complete visual information about the fixated word because of interhemispheric transmission delays (e.g., Brysbaert, 1994) . However, the influence of foveal splitting should not necessarily be restricted to this short initial window. Recurrent connectivity is pervasive in the cortex, and any recurrence to a divided V1, which contains the most authoritative cortical representation of the retinal image, may reassert the foveal split in processing; note, also, that an intact representation in V1 is necessary for full conscious visual awareness (Cowey & Stoerig, 1992) . Vertical division and contralateral projection constitute one of the fundamental organizing principles of the vertebrate nervous system.
Elsewhere we have demonstrated that when foveal splitting is acknowledged in analyses of naturalistic reading, aspects of eye guidance behavior can be explained in terms of quantitative estimates of the information present in the two hemifields at fixation (McDonald & Shillcock, 2005) . The current article focuses on the implications of foveal splitting for the temporal properties of eye movements, which we believe are profitably investigated using computational modeling.
Design Principles
Below we list three principles and constraints that we believe should be considered by computational models of eye movement control in reading. These principles are motivated by anatomical and behavioral data and represent a modeling strategy that starts with the external constraints on the information-processing task of reading.
The Move Forward Principle
As suggested by Deubel, O'Regan, and Radach (2000) , the basic driving force behind eye movements during reading could simply be the need to move the eyes forward through the text, with the goal of processing yet-unseen visual information. This principle differs from the primary assumptions of linguistic-control models such as E-Z Reader (Pollatsek et al., in press; Reichle et al., 1998 Reichle et al., , 2003 , which take word identification to be the main force driving eye movements, with saccade timing largely determined by the achievement of some stage of linguistic processing of the currently fixated word.
The Visual Acuity Constraint
The limitations of retinal anatomy and cortical magnification and the asymmetry in the deployment of attention that is due to reading direction provide an upper bound on how many letters of words in foveal and parafoveal vision are discriminable on a given fixation. An informed estimate of the size of the visual span can be derived from the results of psychological and psychophysical experiments (see below).
The Split-Fovea Constraint
Foveal splitting is sufficiently precise to divide a fixated word. The initial projection of letter information from each hemifield is to the contralateral hemisphere, and this fact fundamentally conditions at least the initial processing of the fixated word (Lavidor & Walsh, 2004; Shillcock et al., 2000) .
An auxiliary given concerns the existence of saccadic range error, which is perhaps restricted to scripts with interword spacing. In the reading of English, saccades directed at targets more than approximately seven character spaces away tend to undershoot the target location, and saccades directed at targets less than seven character spaces away tend to overshoot the target location (e.g., McConkie, Kerr, Reddix, & Zola, 1988) . The current state of understanding is that this systematic range error is behavior adapted to the highly structured visual configurations encountered in reading (McConkie et al., 1988) .
Model Description
We have developed a computer program that takes English text as input and produces realistic sequences of fixations over that text as output.
2 The model was designed by drawing inspiration from previous and ongoing modeling activity in the field of eye movement control and owes much to this foundational work, in particular to the extended optimal viewing position (EOVP) model of Brysbaert and Vitu (1998) and Reilly and O'Regan's (1998) wordtargeting model. What distinguishes SERIF from other models is its recognition of foveal splitting as a fundamental constraint on reading and its simulation of saccade latencies as a race between two hemispheric rise-to-threshold saccadic decision units.
SERIF respects the neurophysiological evidence implicating separate neural processes for target selection and saccade execution (e.g., Findlay & Walker, 1999; Schall, 2002) . Like the SWIFT model , our model has implemented a dissociation between spatial and temporal aspects of eye movement control. That is, the "where" system (saccade target selection) is functionally isolated from the "when" system (the decision of when to move the eyes). It is important to emphasize that we have modeled these two systems as fully independent; hence the current fixation duration cannot affect the amplitude of the outgoing saccade or the selection of the target for this saccade, or vice versa (cf. Radach & Heller, 2000) . This may eventually prove to be too strict a constraint, but we have adopted it as a reasonable starting point. The current version of SERIF also assumes a tight coupling between the currently fixated word and both the "when" and the "where" systems: Visual processing of the fixated word influences saccade latency, and visual processing of the wordobjects falling in the visual span influences saccade programming.
Another fundamental property of the model, also shared with SWIFT, is the stochastic nature of both "when" and "where" decisions. As pointed out by , the presence of a moderate level of randomness (noise) can be advantageous in a dynamical system. In line with the functional isolation of the "when" and "where" systems, we have separated the model description accordingly, beginning with the "when" system.
Temporal System
Saccade onset latencies are characterized by a large amount of random variation across trials. This variation is explained by the LATER model as the time required for higher neural systems to initiate a response (the saccade "decision"). LATER also provides an explanation for the shape of observed saccade latency distributions: Because the reciprocal of latency is well-fitted by a Gaussian distribution (Carpenter, 1981 (Carpenter, , 1988 , the latency distribution can be described as recinormal.
The simplest incarnation of the LATER model consists of a single "decision-unit" (see Figure 1 , left panel)-a signal, S, rises linearly with time from an initial level, S 0 , to a threshold, S T , at which the saccade is triggered.
3 The elapsed time is the saccade onset latency. It is important to note that although the rate, r, by which the signal rises from resting level to threshold varies randomly from trial to trial, the rise rate remains constant throughout a given trial. If r is randomly sampled from a Gaussian distribution with mean , the resulting distribution of saccade onset latencies is recinormal in form; when cumulative probability is plotted on a probit scale as a function of latency (on a reciprocal scale), data points will fall along a straight line. Thus, a reciprobit plot can be used to confirm that reciprocal latency is Gaussian distributed.
The attractiveness of the LATER model lies in its simplicitydistributions of saccadic reaction times can be described using only two parameters, their intercept and slope in a reciprobit plot-and in its proven effectiveness in modeling the effects of experimental manipulations such as prior probability and urgency (e.g., Carpenter & Williams, 1995; Reddi, Asrress, & Carpenter, 2003) . Support for the neurophysiological plausibility of LATER is provided by studies recording from single cells in the frontal eye fields of the macaque (e.g., Hanes & Schall, 1996) : The firing behavior of these neurons (associated with the production of saccadic eye movements) is consistent with the linear rise of activation predicted by LATER. 4 We report elsewhere the applicability of basic LATER predictions to reading saccade latency distributions (Carpenter & McDonald, 2005 ); here we extend the model to take into account anatomical and informational constraints on eye movements in reading and show that a wide range of behavior can be captured with a model using relatively few free parameters.
The variant of LATER we used implements the central premise of the split-fovea theory (Shillcock et al., 2000) : that the vertical splitting of the fovea constrains reading. The model consists of two saccadic decision-units associated with the fixated word, one representing each hemisphere (see Figure 1 , right panel, for model architecture). These units race each other to attain threshold, with the winner initiating the saccade (cf. Leach & Carpenter, 2001 ). This architecture was inspired by neuropsychological and behavioral data implicating quasi-independent processing in the two hemispheres. For example, in a visual lexical decision experiment using lateralized presentation of word and nonword stimuli, Iacoboni and Zaidel (1996) found that distractor letter strings displayed in the unattended hemifield increased response times to words in the attended visual field, which suggests that each hemisphere is able to control word recognition independently from the other. Studies of commissurotomy patients supply further evidence for the independent capabilities of the two hemispheres for perception, attentional processing, and saccade control (e.g., Hughes, ReuterLorenz, Fendrich, & Gazzaniga, 1992; Luck, Hillyard, Mangun, & Gazzaniga, 1994; Zaidel, Clarke, & Suyenobu, 1990) . For instance, Luck et al. (1994) demonstrated that commissurotomy patients were able to perform a bilateral visual search task twice as fast as a unilateral task, which suggests that attentional processing in each hemisphere can proceed independently. Hughes et al. (1992) reported that a callosotomy patient could direct saccades into either the contralateral or ipsilateral visual field in response to visual information presented to a single hemisphere.
Finally, using a saccadic reaction task in which participants had to saccade to a target LED and ignore a distractor LED, Walker, Deubel, Schneider, and Findlay (1997) demonstrated for horizontally arranged targets (as is the case for reading) that saccadic latencies were prolonged for distractors contralateral, but not ipsilateral, to the targets. A subsequent study of distractors under the same conditions (Lamabadusuriya, Martin, & Carpenter, 2004) confirmed this observation and showed that the effect on the distributions of saccadic latency was as would be expected if the effect of the distractors was equivalent to lateral inhibition, decreasing the rate of rise of the LATER signal. Our use of two distinct LATER units abstractly simulates the independent contribution of visual processing in each hemisphere to the initiation of a saccadic eye movement, at least in the earliest stages. Because the movements of reading are predominantly unidirectional, it is clear that in the final stages, cortical processing will be unilateral rather than bilateral. However, because wide areas of visual and parietal cortex, and some subcortical structures such as superior colliculus, show similar, near-synchronous, rise-to-threshold activity (Basso & Wurtz, 1997; Lynch, Mountcastle, Talbot, & Yin, 1977; Schall, 1995) , it seems likely that the underlying neural mechanism is essentially distributed and reflected in the activity of many functional coupled units at any one time.
The extension of the LATER model presented here incorporates several key mechanisms; below, we explain the empirical motivation for each and how it was implemented computationally. The most important parameters are those that determine the basic form of the distribution of saccade latencies: the default mean () and standard deviation () of the Gaussian rise rate distribution and the starting level of the signal (S 0 ). Prior probability. In applications of LATER to saccadic reaction times, S 0 conventionally represents the prior probability of the stimulus; the higher the prior probability, the higher the starting level of the signal and thus the shorter the average latency before the saccade is launched. Manipulating prior probability by adjusting stimulus expectations affects saccade latency distributions in a characteristic way that is explained by differences in S 0 (Carpenter & Williams, 1995) . We assumed that in the case of a word stimulus, prior probability would reflect the amount of visual information about the word available before it was directly fixated: Probability increases with perceptibility.
Availability of a visual preview of the target word before it is actually fixated gives rise to reduced target fixation durations. This parafoveal preview benefit is a robust finding (for a review, see Rayner, 1998 ); it appears to be most highly constrained by visual acuity limitations (the preview benefit is greater the shorter the distance between the target and the previous fixation position, or launch distance; cf. Kennison & Clifton, 1995) and is conventionally explained in terms of the degree of visual preprocessing possible. On the basis of an examination of LATER model fits using the SPIC software package (Carpenter, 1994) , we considered parafoveal preview to represent an increase in prior probability. Analyses of the Dundee eye movement corpus (Kennedy, 2003) showed that when other factors were controlled, median singlefixation duration increased linearly with the distance from the previous fixation (to a maximum of about 13 character spaces, reflecting Principle 2, the visual acuity constraint; see Figure 7b , which is presented later). We therefore varied S 0 as a simple linear function of the distance between the current and previous fixation locations. Equation 1 stipulates how eccentricity (ecc; in character spaces) modulates S 0 . The free parameter establishes the contribution of this factor to determining prior probability (we assume that the rightmost term in this equation resolves to 0 for ecc Ն 13):
Visual familiarity. An adaptive feature of the brain is that familiar stimuli are processed more quickly than unfamiliar stimuli: One's experience with an object conditions subsequent encounters with the same object. A word's experiential familiarity probably encompasses many factors, but a good estimate is supplied by its frequency of occurrence in a large text corpus. This view of corpus frequency serving as a useful proxy for the familiarity of a word as a visual stimulus, as opposed to indexing difficulty with lexical access or linguistic processing, is unorthodox in reading research. Although a large number of empirical studies have demonstrated that a word's frequency predicts the length of time it is fixated (e.g., Just & Carpenter, 1980; Rayner, 1998) , these findings do not implicate frequency as an exclusive index of linguistic processing difficulty. Note that Salvucci's (2001) EMMA model postulates that the frequency with which objects have been visually encoded in the past is a factor modulating visual encoding time and, consequently, fixation durations and that Martin's (2004) Encoder model assumes that text familiarity (indexed by frequency) influences visual encoding ability. Familiarity plausibly conditions many perceptual processes; for instance, research by Thorpe, Fize, and Marlot (1996) demonstrates the speed with which the brain can categorize a briefly presented visual scene, which suggests highly efficient visual processing. It is probably best to describe the locus of word frequency effects as distributed throughout the visual and cognitive domains.
Consistent with this role for visual familiarity, in SERIF the frequency of the currently fixated word, as measured from the 100-million-word British National Corpus (BNC; Burnage & Dunlop, 1992) , is related to the mean rate of rise in LATER; thus, the Figure 1 . Left: a single LATER unit. In response to incoming information from a new stimulus, a decision signal S rises at a constant rate r from an initial level S 0 : When it reaches a predetermined threshold, it triggers the initiation of a saccade. On different trials, r varies in a Gaussian fashion so that the distribution of latencies is skewed. Right: a split-fovea model of saccade timing in reading, incorporating two LATER units. Information from each half of the visual field is processed in the contralateral hemisphere, resulting in the activation of LATER units as shown on the left. The outputs of these units, which are subject to mutual lateral inhibition, are OR'ed together so that the first to reach threshold triggers the next saccade along the line of text.
higher the corpus frequency, the larger is . Analyses of the Dundee corpus (Kennedy, 2003) confirmed that with other factors held constant, the reciprocal of median single-fixation duration varied linearly with log word frequency. Equation 2a describes the linear relationship between frequency (freq; in natural log units) and using the slope parameter ␤:
Dynamics of randomness in rise rate. A novel feature of SERIF is a mechanism for simulating higher order fluctuations in randomness, which may underlie serial correlations observed in the latencies of successive saccades. (The empirical evidence for such short-term dependencies as well as preliminary time-series analyses are provided in the Appendix.) Recall that in a LATER unit, the rise rate r for a given trial is randomly sampled from a Gaussian distribution with mean ; thus the previous model state cannot influence the latency of the current saccade. However, if r is sampled from a function in which the envelope of possible values is codetermined by a superimposed "slow wave" function (i.e., the function is characterized by higher order patterns in lower order randomness), a weak correlation between the rise rate of the previous saccade (r t Ϫ 1 ) and the rise rate of the current saccade will be observed. Our implementation of this mechanism is as follows: If r t Ϫ 1 is low, then the current value of is adjusted downward, resulting in a tendency for the current sampled value r t to be low; correspondingly, if r t Ϫ 1 is high, then the current value of is adjusted upward. We introduced the parameter , which scales the difference between the value of the previous rise rate and (separately for each "hemispheric" LATER unit), adjusting by this amount:
The principal effect of this mechanism is a small temporal correlation in latencies across successive saccades, a phenomenon that is detectable in large corpora of reading behavior (cf. McDonald, 2005; Rayner & McConkie, 1976) , 5 which is probably related to the serial correlations obtained using a range of response time tasks (e.g., Gilden, 2001; Laming, 1968 Laming, , 1979 . In models of reading proposed to date, this observation has not been taken into account. There are also behavioral data from nonreading saccadic response tasks that are consistent with a weak correlation between successive latencies: The latency of the second saccade in a two-gap task is shorter when the previous saccade was made in the same direction (Carpenter, 2001) . There is also neurobiological evidence for temporally correlated neural activity (for a review, see Salinas & Sejnowski, 2001) .
Information content. Reddi et al. (2003) proposed that the effects of varying the information content of a visual stimulus (in their experiment, a random-dot kinematogram) could be explained by the LATER model in terms of the rate by which the activity level rises in a saccadic decision unit. Increasing information shortened saccade latencies; model fits to saccade reaction time data were consistent with an increase in the mean rise rate (). In the case of reading, we considered the "information content" to broadly correspond to the statistical properties of the letter sequences in a word. These are often described as sublexical characteristics, of which the two most commonly explored are the summed type and token frequencies of all words in the lexicon that are consistent with available letter information. Information content would also be amenable to estimation using a probabilistic measure that calculates the probability of the fixated word given knowledge of component letters (Stevens & Grainger, 2003) .
In the current model, information content is computed separately for the two hemifields, is defined according to the position of fixation, and is subject to constraints on visual acuity (Principle 2).
6 It can thus be regarded as an estimate of the rate at which information about the stimulus is acquired from each hemifield. The relevance of hemispheric-specific measures of information content is supported by a study by that used centrally presented six-letter words. Manipulating the type frequency of the part-word falling in the LVF/RH influenced visual lexical decision response times, but the LVF/RH effect disappeared when presentation was fully lateralized (see also Lavidor & Walsh, 2003) . Thus, the fact that letter information was projected to a single hemisphere appears to be crucial, not the location of this information in the word.
Following Reddi et al.'s (2003) demonstration that low information content corresponds to a low rise rate and vice versa, we scaled the mean rise rate parameter () for each hemispheric LATER unit as a function of information content. We provisionally defined information content as log 2 of the total number of same-length words in the CELEX English lexicon (Baayen, Piepenbrock, & Gulikers, 1995) that matched available letter information.
7 Note that this is only one possible instantiation of a class of measures that would capture the statistics of letter sequences. An example of how our operational definition of information content is computed follows: The pattern "st***" (asterisks indicate unknown letters; fixation just after the t means that the RH receives only two letters) has a high information content value (6.54 bits), because there are 93 other five-letter words in CELEX matching this pattern. In contrast, the pattern "**que" has a low value (1.0 bits) because there are only 2 five-letter words consistent with this pattern ( pique and toque). As the value of for each of the two hemispheric LATER units varies as a function of information content (ic), a slope coefficient () and intercept were 5 In a global analysis of data collected from the reading of extended text passages, Rayner and McConkie (1976) found essentially no relationship (Pearson r ranged from Ϫ.041 to .108) between progressive saccade length and the duration of the subsequent fixation. 6 We conservatively considered the region of the perceptual span in which letters could be clearly perceived to extend six characters to the right and four to the left of the currently fixated character, based on estimates of the limit for the utilization of letter-level information during reading (seven to eight characters to the right of fixation, Underwood & McConkie, 1985 ; no more than four characters to the left, Rayner, Well, & Pollatsek, 1980) . Thus in the region of the perceptual span from seven characters to the right of fixation on, we assume that word-objects can be discerned but individual letters cannot be recognized. Of course, there is no precise spatial boundary beyond which letters cannot be perceived; this rectangular function is only a first approximation. 7 This definition implies that each hemisphere has knowledge of the length of the whole word. Low spatial frequency information may be conveyed subcortically and thus is less subject to foveal splitting. Interactions between extrastriate cortex and subcortical structures such as the colliculus may make available ipsilateral visual information, and word length would be the most basic form of such information (see Iacoboni, Ptito, Weekes, & Zaidel, 2000 , or Corballis, Hamm, Barnett, & Corballis, 2002 , for further discussion). Nonetheless, a non-length-stratified version of an information content measure would behave similarly. applied to yield the default value of at the average information content value for each hemifield; these average values were determined through analysis of the Dundee corpus (Kennedy, 2003) 8 :
Interhemispheric lateral inhibition. An important, neurophysiologically inspired constraint is the presence of lateral inhibition between the two LATER units. Lateral inhibition is a pervasive neural mechanism, observed in both sensory and motor systems of the brain. The callosal mechanism of reciprocal inhibition is widely held to explain cerebral asymmetries in tasks such as language processing; activity in one hemisphere specific to a stimulus inhibits activity in the other (e.g., Chiarello & Maxfield, 1996; Cook, 1984) . Wey, Cook, Landis, Regard, and Graves (1993) proposed a model of interhemispheric inhibition in which the degree to which one hemisphere inhibits the other is proportional to its activity level; the currently dominant hemisphere is assumed to more strongly inhibit functioning of the nondominant hemisphere than vice versa.
In the current model, the activity level (S) of the LATER unit representing each of the hemispheres is influenced by the processing of letter information in the contralateral visual field and inhibited by the activity level of the other hemispheric unit. Thus the information content in each hemifield affects the S of the respective hemisphere independently, and the S of one hemisphere inhibits the S of the other. This interaction predicts that saccade onset latency distributions will depend both on the location of the fixation in the word and on the letter-sequence statistics extractable from the two parts of the fixated word. To simulate lateral inhibition, we used a feed-forward mechanism (cf. Leach & Carpenter, 2001 ): An inhibition strength parameter () is multiplied by S, and the product is subtracted from the other hemisphere's S (see Equations 4a and 4b). The resulting value is then compared with S T at every time step to determine whether threshold has been reached.
Parameterization. In order to estimate the seven numerical parameters (collated in Table 1 ) that implement the mechanisms introduced above, we used the largest source of reading data currently available: the Dundee English corpus (Kennedy, 2003) . This corpus consists of the eye movements recorded from 10 participants reading approximately 56,000 words each of editorial content taken from the Independent, a United Kingdom broadsheet newspaper.
Ideally, fitting a single parameter assumed to reflect variance that is due to a particular underlying variable or process should be done using data containing minimal variability attributable to other, extraneous factors. Therefore a preliminary step of data selection extracted first-pass reading data according to various criteria used in previous research (e.g., McDonald & Shillcock, 2003b; Vitu, McConkie, Kerr, & O'Regan, 2001 ). We rejected fixation data associated with the first and last word of a line, the word receiving the first fixation of a line, words preceded or followed by punctuation, and very low-frequency words (defined as nonoccurrence in the CELEX lexical database), and we eliminated cases in which blinks or track loss occurred. Data for a word (whether skipped or fixated) were retained only for the eye's first pass through the text, thus excluding from consideration interword regressions and rereading of previously fixated words. In addition, fixation data were restricted to words (a) receiving a single fixation only, (b) that were exited by a progressive saccade, and (c) for which the previous fixation was located no further than 15 characters before the space before the word (this excluded abnormally long saccades). There were 104,269 single-fixation cases available for analysis (15,018, 11,840, 11,268 and 6,876 cases for the five-, six-, seven-, and eight-letter words, respectively, which was the subset used for setting most model parameters).
The default mean () and standard deviation () of the Gaussian rise rate distribution were fixed at 0.0038 and 0.0017, respectively. 9 The slope (or scaling coefficient) that determines the dependence of on the information content value for each hemifield was fixed at 0.00009; thus, across the range of possible information content values (0 -13.43) computed at a given fixation, could vary from approximately 90% to 120% of its default value (cf. Equations 3a and 3b).
The parameter , which simulates the influence of higher order fluctuations in the random sampling of the current rise rate r, was Target selection (ordinal logistic regression model)
Intercept-2 0.261
Note. Except for the first four parameters, for which values were fixed, values represent the average over separate fits to the three training partitions of the Dundee corpus (Kennedy, 2003) . EC ϭ eccentricity; WL ϭ word length; FRQ ϭ frequency; H ϭ uncertainty about word; RH ϭ right hemisphere; LH ϭ left hemisphere.
fixed at 0.15 (see the Appendix for details). This resulted in a bias of 15% of the difference between the previous value of r and the mean rise rate (cf. Equation 2b). The remaining temporal parameters were set using a threefold cross-validation procedure; the motivation for using this procedure was to avoid problems of overfitting when conducting model evaluation. The Dundee corpus (Kennedy, 2003) was first randomly divided into three partitions, or folds. Separate parameter values were then obtained using each twofold combination (i.e., Folds 1 and 2, Folds 2 and 3, Folds 1 and 3). The two folds (e.g., Folds 1 and 2) that were used for parameter fitting were not used for evaluation. With this method, three distinct parameterizations were obtained and applied to evaluating the partitions of the Dundee data set (Kennedy, 2003) that did not contribute to parameter setting.
The relationship between the prior probability of the stimulus (S 0 ) and the eccentricity of the current fixation location from the previous fixation position was set by performing a linear regression on median single-fixation duration. The slope coefficient from the regression equation was assigned to (cf. Equation 1). The influence of visual familiarity on mean rise rate was determined similarly. We carried out linear regression on reciprocal median single-fixation duration across 10 frequency bins (bin size ϭ 1 log unit). The slope coefficient from the regression equation reflects the average increase in per log unit of frequency; this value was assigned to ␤ (cf. Equation 2a).
Finally, the lateral inhibition parameter was set using a simple search procedure. For each value of tested (range ϭ 0 -0.3, increment size ϭ 0.05), simulated fixation duration data resulting from having SERIF "read" the [partitioned] Dundee corpus (Kennedy, 2003) texts five times were compared with the corresponding empirical data. Specifically, the simulated mean singlefixation durations for each possible fixation position in a word of a given length were regressed against the corresponding empirical means (see the Simulation Results section regarding the relevance of these data). This allowed an estimate of model fit (Pearson r) to be determined separately for words of lengths five through eight letters (cf. Stevens & Grainger, 2003) and then averaged across word lengths. The parameter setting with the highest average Pearson r value was chosen ( ϭ 0.20). Note that this value falls within the range of lateral inhibition strengths (0.1-0.5) obtained by optimally fitting individual participants' saccadic reaction time data (see Leach & Carpenter, 2001 , Figure 4) .
Refixations. One aspect of reading that would not be simulated using the model as currently formulated is the relationship between the first and second fixation durations on refixated words: The mean duration of the second fixation tends to be shorter than that of the first, all else being equal (e.g., Rayner, Sereno, & Raney, 1996) . If we assume that a different set of LATER parameters is responsible for generating the latencies of saccades launched from the second (or later) fixation made on a word (i.e., saccades following a refixation), then empirically observed latency differences can be modeled at a descriptive level. In pilot work, we compared the latency distributions of single, first-of-two, and second-of-two fixations using reciprobit plots. The cumulative distribution of saccade latencies from the second fixation (i.e., the saccade exiting the word) differed from the other two types in terms of intercept and was more consistent with a higher mean rise rate than with a difference in S 0 or S T . On the basis of these analyses, we set the default and of the Gaussian rise rate distribution for the latencies of these saccades to 0.0044 and 0.0019, respectively. Although a distinct parameterization for refixation cases is empirically accurate, we recognize that it can only provide a descriptive account of the data.
In summary, the features of SERIF's temporal system were motivated from anatomical properties of the visual system (foveal splitting, visual acuity dropoff) in conjunction with the results from fitting the LATER model of saccadic reaction times to cumulative saccade latency distributions derived from the Dundee reading corpus (Kennedy, 2003) . The principal free parameters of LATER, the prior probability (S 0 ) and the mean of the Gaussian rise rate distribution (), are assumed to be modulated, respectively, by the eccentricity of the current fixation location from the previous fixation location and by the visual familiarity of the word.
Spatial System
SERIF's spatial system at its current stage of development consists of three stages: (a) selection of the saccade target, (b) computation of the amplitude of the saccade to the selected target, and (c) execution of the saccade.
Target selection. We begin by discussing how saccade target selection was implemented. Following Radach and McConkie (1998) , we assume that selection of the saccade target is discrete (word-based)-saccades are directed toward words. We also assume that selection is probabilistic-a particular word target is chosen according to a nondeterministic function combining a number of informational constraints. Our approach assumes that the brain integrates multiple sources of information about the current situation with its past experience in order to select the next saccade target. There is much evidence that the brain does optimally combine experiential information with available evidence, for instance in the sensorimotor domain (see, e.g., Körding & Wolpert, 2004) . Target selection is thus modeled at the algorithmic level of description (Marr, 1982) , which is complementary to modeling efforts situated at the implementational level (e.g., Trappenburg, Dorris, Munoz, & Klein, 2001) .
Note that stochastic target selection is also a feature of the SWIFT model . In SWIFT, the lexical activities of candidate saccade targets are determined dynamically by their eccentricity, frequency, and contextual predictability as well as by the time elapsed since the lexical processing of the candidate began, and a saccade target is selected according to a probabilistic function of the activity levels of each member of the set of candidates.
In SERIF, given that word n is currently fixated, one of words n ϩ 1, n ϩ 2, or n ϩ 3 is selected as the saccade target by randomly sampling from the cumulative probability distribution whose parameters are defined by features of the word-objects in the forward perceptual span. The procedure involves generating a random number between 0 and 1 and determining which candidate the random number corresponds to with respect to the cumulative distribution. This distribution can be seen as encoding the estimated chances of successfully identifying n ϩ 1 and n ϩ 2 from the current fixation location on word n. For instance, if the chances of identifying n ϩ 1 are high (perhaps because it is short and falls entirely within high-acuity vision), then more probability mass is assigned to n ϩ 2 and n ϩ 3 than to n ϩ 1, resulting in a bias against selecting n ϩ 1 as the target. Because selection is probabilistic, a saccade may still be directed to n ϩ 1 in this situation; it is just less likely. The model is not required to make a "decision" about which word to target; rather, properties of the current visual configuration influence target selection in a nondeterministic manner.
This stochastic selection mechanism is based on the EOVP model proposed by Brysbaert and Vitu (1998) as an explanation for why word n ϩ 1 is often skipped. We have extended their approach by incorporating additional parameters. Their model has one free parameter, the standard deviation of the Gaussian curve that best fits the empirical proportion of fixations landing on upcoming words of a given length and located at a given eccentricity. Like Brysbaert and Vitu's model, our stochastic target selection mechanism is influenced by low-level spatial information (the lengths and eccentricities of the words in the forward perceptual span), but on the basis of our empirical findings (McDonald & Shillcock, 2005) , we have additionally included the frequency of word n ϩ 1 and estimates of each hemisphere's uncertainty about the identity of the currently fixated word 10 as relevant factors. It is important to note that our approach generalizes Brysbaert and Vitu's EOVP account beyond the basic skipping (or not) of word n ϩ 1, to the selection of a saccade target when there are up to three candidates in the forward perceptual span.
We implemented a perceptual span of 15 characters to the right of fixation, in line with McConkie and Rayner's (1975;  see also Rayner & Bertera, 1979) demonstration that perturbing the text beyond 14 -15 characters to the right of the currently fixated character had no reliable influence on reading speed. The availability of low spatial frequency information (e.g., allowing word boundaries to be determined) was assumed throughout the perceptual span, which meant that word "blobs" could be perceived but not necessarily identified.
Parameterization. As a first approach, the parameters of the cumulative probability distribution were estimated using an ordinal logistic regression model trained on the Dundee corpus data (Kennedy, 2003) . The threefold approach (see above) was used to avoid overfitting; thus, separate regression equations were derived for each of the three possible twofold combinations, and evaluation was done accordingly with respect to the fold not used for training.
By plugging into the ordinal regression equation the values of the various visual and lexical variables every time the programming of an interword saccade is simulated, one can straightforwardly compute the probabilities of the saccade being directed to either n ϩ 1, n ϩ 2, or n ϩ 3 (P n ϩ 1 , P n ϩ 2 , P n ϩ 3 ). Equations 5a, 5b, and 5c describe the computation of these three probabilities, provided that the intercepts (i 1 and i 2 ) and the coefficients (b 1 -b 6 ) of the regression equation have already been determined (see Table 1 for parameter values). We used seven independent variables: the eccentricities (EC) and word lengths (WL) of n ϩ 1 and n ϩ 3 (EC n ϩ 1 , EC n ϩ 3 , WL n ϩ 1 , WL n ϩ 3 ), the frequency of n ϩ 1 (FRQ n ϩ 1 ), and the right-and left-hemisphere-specific uncertainty about word n (H RH , H LH ). It is important to note that this ordinal regression approach can model the distribution only of observed saccade targets-the planned target distribution is unknown. Whether this limitation significantly compromises the simulation results remains to be seen.
Note that target selection is also constrained by Principle 2, in that the set of candidate targets is limited to those occurring within the forward perceptual span, and by Principle 1: A saccade target is selected in order to move the eyes forward through the text.
Saccade amplitude. Once the target word is selected, the amplitude of the saccade to this target is calculated according to a set of linear equations that take into account the length (L) and eccentricity (E) of the selected target (see also Reichle, Rayner, & Pollatsek, 1999; Reilly & O'Regan, 1998) . Nonselected candidates do not influence the amplitude computation. Equation 6a assumes that the target location (TL; the letter position aimed for in the target word) is word-center, and Equations 7 and 8 describe the influence of the distance (D) to the target location (the sum of the E of the target word and the letter position aimed for) on the intended saccade amplitude (ISA) under the assumption of a systematic range error. The slope and intercept parameters of Equation 8 were determined empirically from the Dundee corpus (Kennedy, 2003) and are very close to the values used by other computational models of reading (Reichle et al., 1999; Reilly & O'Regan, 1998; Reilly & Radach, 2003) .
ISA ϭ D ϩ 0.42(7.5 Ϫ D).
In previous work (McDonald & Shillcock, 2005) , we demonstrated that when RH uncertainty about the currently fixated word is high and the outward saccade landed in word n ϩ 1, there is a preference to aim saccades closer to word-beginning than when RH uncertainty is low. On the basis of this finding, the conventional assumption that word-center always serves as the location aimed for in the target word was supplanted when the saccade target was n ϩ 1. This preference is accounted for by Equation 6b, which describes a linear relationship between RH uncertainty and the target location. The slope and intercept parameters of this function were determined empirically from the Dundee corpus (Kennedy, 2003) data.
11 The intercept is the mean RH uncertainty value; thus when RH uncertainty is at its average value (4.35 bits), the target location is word-center. When RH uncertainty is higher than average, the saccade target is located left of word-center. 10 McDonald and Shillcock (2005) used the information-theoretic uncertainty measure as an estimate of the difficulty in discriminating the fixated word from other words in the lexicon matching in length and partial letter information. It is computed from CELEX as log 2 (number of matches).
11 These parameters were determined by performing a "split-fovea" analysis of the Dundee data; that is, for every fixation, uncertainty was computed on the basis of the visible letters in the two visual fields (letters within the [Ϫ4,ϩ6] character visual span were assumed to be identifiable).
Thus, Equation 6b accounts for the modulation of initial landing position in n ϩ 1 as a function of RH-specific uncertainty about the current word.
Finally, the inherent motor noise in saccade execution was simulated by adding Gaussian noise (SD ϭ 1.2) to the intended saccade amplitude (ISA), which yields the executed saccade amplitude (ESA):
To summarize, Equations 6 -9 provide a reasonable account of where a saccade lands when aimed at a word of a certain length and eccentricity. Because these equations also model the effect of systematic range error, they will produce launch-site-contingent landing position distributions resembling those reported in previous research (e.g., McConkie et al., 1988; . Together with Equation 5, which models target selection by weighting the contributions of various (primarily visual) features, Equations 6 -9 provide the basis for a probabilistic model of the spatial eye movement system.
Refixation metrics. As noted by Reilly and O'Regan (1998) , the ability to simulate refixations is an essential feature of a model of saccade planning, because the presence of a refixation saccade or saccades on a given word will influence both the launch distance to the next saccade target and consequently the amplitude of the outward saccade. For a simple approximation to refixation behavior, SERIF generates refixation saccades according to a random process, sampling from a quadratic function similar to the one derived by McConkie, Kerr, Reddix, Zola, and Jacobs (1989) from their passage-reading data. The probability of refixating a given word (see Equation 10) was thus determined solely by its length (L) and the displacement of the initial fixation location from word-center (X) (see also Reilly & O'Regan, 1998) .
The size of the refixation saccade was also derived empirically; the direction of the refixation saccade (progressive or regressive) was determined by randomly sampling from a discrete distribution defined by the proportion of the word to the right of the fixated letter. This distribution was estimated using the relative frequencies of the two refixation directions in the Dundee corpus (Kennedy, 2003) , calculated separately for words of lengths four through nine letters. The result is a linear equation (Equation 11a) that depends only on the proportion of the word to the right of fixation (PWR). The probability of making a regressive refixation is consequently the complement of this value (Equation 11b).
Next, the amplitude of the refixation saccade was determined by randomly sampling from a Gaussian distribution whose mean (M) was defined as a linear function of initial landing position (LP) and word length (L) and whose standard deviation was identical to that assumed for the amplitude of interword saccades. These linear equations (Equations 12a and 12b) model the empirical observation that the mean location of a progressive refixation is near word-end, and the mean location of a regressive refixation is near word-beginning (cf. O'Regan, 1990) . Equations 10 -12 thus provide an accurate description-but by no means an explanation-of refixation behavior.
Simulation Results
We used a threefold cross-validation procedure for model evaluation. As detailed above, the Dundee data set (Kennedy, 2003) was randomly split into three folds. Fitting of the principal model parameters was done separately for each twofold combination (the "training" folds); SERIF was required to simulate the eye movements produced during the reading of the text comprising the remaining third (the "test" fold). This procedure addresses the potential problems associated with overfitting-evaluating a computational model's performance against the same behavioral data used to set its parameters.
Five simulation runs were conducted for each test fold; this produced about eight times as much simulated data as empirical first-pass data. Note that because of the stochasticity in the model, a variety of spatial and temporal fixation patterns will be produced for the same input text. All analyses of the resulting simulated eye movement data were conducted using exactly the same selection criteria as for the analysis of the human data.
As with any simulation of behavior in which constraints or parameters are introduced on theoretical or other grounds, it is vital to evaluate the resulting performance against the "baseline" performance obtained without invoking the constraint. Foveal splitting is the most important principle being tested; hence we also report the results of baseline simulations that assume saccade generation can be modeled by a single LATER unit.
We evaluated SERIF's performance in terms of its ability to qualitatively and quantitatively capture a number of important temporal and spatial phenomena observed in reading. For qualitative comparison, the same plots were produced from the simulation results and the Dundee eye movement corpus (Kennedy, 2003) .
(Plot points in all simulation and empirical plots, except for Figure 2 , represent averages over the three test folds and the three training partitions, respectively.) To permit quantitative evaluations, we computed normalized root-mean-square error (RMSE) values.
12 These were calculated for each test fold separately before being averaged together, and they permit model performance to be compared with respect to different criterion variables and with alternative or baseline models. Before reporting the results of modeling specific effects that are current points for model evaluation and comparison (Reichle et al., 2003) , we confirmed the ubiquitous effect of word frequency on fixation durations.
Temporal Behavior
Figure 2 displays single-fixation duration frequency histograms as a function of two levels of word frequency. Data for word lengths of five to eight letters are collapsed together; the first and fourth quartiles of the words' BNC frequency were designated the low-and high-frequency words, respectively. The shapes of the 12 RMSEs for all proportion and duration measures were computed as the average of the normalized deviations for each plot point, where s is the simulated value and o is the observed (empirical) value (SD for a proportion measure was estimated as the square root of
simulation histograms (see Figure 2a ) are similar to those plotted from the Dundee corpus (Kennedy, 2003; see Figure 2b ) and by other researchers (e.g., Rayner, 1995) . The size of the frequency effect is also comparable: With the mean used as a summary statistic, effect sizes were 21 and 18 ms for the simulated and real data, respectively. The frequency effect can also be seen clearly in reciprobit plots produced from the same simulated ( Figure 2c ) and empirical (Figure 2d ) data; these figures also illustrate the close linear fit to cumulative fixation duration distributions when plotted in this way. Note that the data from the Dundee corpus show a small but distinct population of "early" saccades, a common feature of saccadic latency distributions under some conditions (see, e.g., Carpenter & Williams, 1995) . They are too few in number to have a significant effect on the aspects of the overall behavior of the model that we address, and for that reason they did not form part of the simulation.
Next, we produced a "benchmark" plot highly similar to those produced for other reading models in the literature (e.g., Kliegl & Engbert, 2003; Reichle et al., 2003) . Such plots allow one to get a Figure 2 . Histograms of single-fixation duration (in milliseconds) as a function of word frequency (extreme quartiles), produced from (a) simulated data and (b) the Dundee corpus (Kennedy, 2003) . Reciprobit plots (which plot cumulative fixation duration distributions) for the same data are shown in (c) and (d). Aggregate data for words of lengths five to eight letters are collapsed together. Note that the Dundee data exhibit a small population of early responses that are due to a mechanism not included in the model. general impression of the plausibility of the model, but they are limited in that more detailed aspects of model fit cannot be assessed. Figure 3a plots first fixation duration (the duration of the initial fixation made on a word during first-pass reading), second fixation duration (the duration of a subsequent first-pass fixation, if any), and gaze duration (the summed duration of all first-pass fixations on a word) as a function of five levels of word frequency. Model fits (as assessed by RMSE, averaged over the three test folds) were 0.433, 0.266, and 0.485 for the three measures, respectively.
The inverted optimal viewing position effect. The first critical evaluation of the temporal properties of the simulated eye movements produced by SERIF was conducted by computing mean single-fixation duration as a function of fixation position, for fiveto eight-letter words (see Figure 4a) . In Figure 4a , the inverted U-shaped relationship between fixation position and fixation duration, dubbed the inverted optimal viewing position, or IOVP, effect (O'Regan, Vitu, Radach, & Kerr, 1994; Radach & Heller, 2000; Vitu et al., 2001) , is clearly present; fixations falling at word-center tend to be longer than those falling near the edges of the word. Also apparent in this figure is an effect of word length; longer words tend to be fixated for a longer time than short words; this is due in part to the natural negative correlation between length and frequency. The simulation did not completely reproduce the Dundee (Kennedy, 2003) pattern; the right tails of the empirical curves for the five-to seven-letter words (see Figure 4b) are not as regular as the simulation curves. However, the simulation curves are similar in shape to the curves plotted from other English eye movement data sets (Vitu et al., 2001) .
The IOVP effect is intriguing because, a priori, word-center would appear to be the best place to fixate a word, as there is a greater chance of all letters being recognized. Moreover, results of isolated-word recognition tasks with response time as the dependent variable generally yield a U-shaped function. In their analyses of corpora, Vitu et al. (2001) eliminated several possibilities from consideration, stating that an explanation had proved elusive. Nuthmann, Engbert, and Kliegl (2005) proposed that this counterintuitive finding could be explained by mislocated fixations occurring more frequently near word boundaries than near wordcenter, which induces a shorter average saccade latency at these fixation locations. Engbert et al. (2005) and Pollatsek et al. (in press) have likewise successfully simulated these data in the context of SWIFT and E-Z Reader.
In SERIF, the IOVP effect emerges as a result of the nonlinear interaction between the information content of the letters falling to either side of the center of the fovea, and the mutually inhibitory connections between the RH and LH LATER units. When fixation is word-central compared with peripheral, information content values for the two hemifields tend to be similar, meaning similar mean rise rates in the two LATER units. The effects of lateral inhibition are consequently stronger at word-center than when there is a larger discrepancy between hemisphere-specific values, as tends to occur at noncentral fixation positions. In other words, the race is prolonged when both competitors are evenly matched.
The simulated IOVP effect is dependent on the split-fovea constraint (Principle 3); a comparable simulation in which a nondivided visual field was assumed failed to exhibit the characteristic inverted U shape. In this "baseline" simulation, saccade latencies were generated by a single LATER unit, and information content was computed with respect to the letters "visible" in the entire visual span. As in the two-unit version of the model, was made Figure 3 . Benchmark plots produced from the simulation and Dundee corpus (Kennedy, 2003) data; both series are averages over the values obtained from three test folds. (a): Mean first fixation duration (FFD), second fixation duration (2ndFD), and gaze duration as a function of five word frequency bins (bin 1 ϭ 1-10/million, bin 2 ϭ 11-100/million, bin 3 ϭ 101-1,000/million, bin 4 ϭ 1,001-10,000/million, bin 5 ϭ 10,001ϩ/million). (b): Mean probabilities of skipping fixation (skip), making exactly one fixation (1 fix), and making two fixations (2 fix) as a function of the same five frequency bins. The mean root mean square errors (averaged over the three test folds) are 0.395 and 0.554 for the temporal and spatial measures, respectively. a function of information content, and the scaling coefficient was set to yield the default value of at the average "whole-visual span" information content value. Because there was little variability in this measure (which yielded zero for most cases in the Dundee corpus [Kennedy, 2003] ), using our [Ϫ4, ϩ6] character asymmetrical visual span, we computed "whole-visual span" information content using a smaller symmetrical visual span size of seven characters. Reducing the size of the single-unit model's visual span increased the variance of information content compared with the 11-character span but did not produce the inverted U-shaped curves. The RMSE was 1.23, higher than the value obtained using the two-unit model (0.217). We can conclude that implementing a divided visual field with separate LATER units representing independent saccade generation by each hemisphere provides a more accurate model of the empirical data. Does our account of the IOVP effect generalize to other tasks? The typical finding from isolated-word presentation paradigms is a U-shaped relationship (the optimal viewing position, or OVP, effect) between initial fixation position and lexical decision response time or gaze duration. However, there is evidence for the IOVP effect in such a task when the dependent measure is saccade latency. O'Regan and Lévy-Schoen (1987) had participants make a semantic comparison between two words, where the fixation position on the first word was imposed. These data were plotted separately for the first and second fixations of a two-fixation sequence made on the first word (see O'Regan & Lévy-Schoen, 1987, Figure 16 .6). The relationship between first fixation duration and fixation position was roughly an inverted-U shape, corroborating the observation of the IOVP effect in normal reading.
Finally, several studies have demonstrated that the effect of frequency is independent of fixation position (e.g., Vitu et al., 2001) . Vitu et al. and Nuthmann et al. reported additive effects of word frequency and fixation position on single-fixation duration: The IOVP curves for low-frequency words were similar in shape to those for highfrequency words but were displaced vertically. We replicated this result for all word lengths tested. To illustrate the additive relationship between frequency and fixation position obtained in the simulation, Figure 5 displays representative IOVP curves for sixand seven-letter words, with separate series plotted for high-and low-frequency words. The shapes of the curves are highly similar for the two frequency classes.
In summary, the difference in mean saccade latencies at wordcenter and at word-beginning and word-ending produced by SERIF are attributable to the independent computation of information content in the two hemifields coupled with a simple lateral inhibition mechanism between two saccadic decision units.
Refixation duration "trade-off." An interesting phenomenon can be observed for words receiving exactly two fixations: Whereas the duration of the first fixation exhibits the IOVP effect (mean duration is longer at word-center than at the extremes), the opposite pattern is apparent for the second fixation duration when plotted as a function of first fixation position (O'Regan et al., 1994; Vitu et al., 2001) . Because second fixation duration is shortest when the initial fixation is at word-center, and longest when the first fixation is near word-beginning or word-ending, the second fixation duration appears to "trade off " against the first. Figure 6a displays trade-off curves computed from the simulated data for twice-fixated six-and seven-letter words. The general characteristics of the effect reported by O'Regan et al. (1994) and Vitu et al. (2001) and confirmed with the Dundee corpus (Kennedy, 2003 ; see the present Figure 6b ) are reproduced. Whereas the curve representing first fixation duration is in the form of an inverted U, the curve for second fixation duration (as a function of first fixation position) is its vertical reflection; however, both first and second fixation IOVP effect sizes are larger in the Dundee data than in the simulation. Vitu et al. (2001) attributed this effect to a simple statistical fact about the metrics of refixation saccades: When the first fixation position is central, a refixation tends to be made near the edge; because the IOVP effect (the inverted U-shaped relationship between fixation duration and position) is observed on the duration of subsequent fixations on the same word as well as on the first fixation, the second fixation will tend to be shorter than the first. The same explanation holds for our simulation results: If the first fixation occurs near word-center, refixation metrics preferentially direct the second saccade toward Figure 6 . The first and second fixation duration trade-off: first and second fixation duration (FixDur) as a function of initial fixation position for six-and seven-letter words (WL ϭ word length), plotted from (a) simulated eye movement data and (b) the Dundee corpus (Kennedy, 2003) . Points represent the mean value for each reader, averaged across readers. The mean root mean square errors are 0.379 and 0.321, for the first and second fixation durations, respectively. word-beginning or word-ending, where the imbalance in information content of the two hemifields tends to be largest, resulting in the generation of shorter saccade latencies.
The saccade distance effect/parafoveal preview benefit. There is a strong relationship between the size of the incoming saccade and fixation duration: The further away the previous fixation, the longer the duration of the current fixation (Radach & Heller, 2000; Vitu et al., 2001 ; but see Footnote 5). Vitu et al. (2001) attributed this saccade distance effect to the variable degrees of parafoveal preprocessing possible when the target word is located at varying eccentricity from word n. In SERIF, S 0 is determined by the eccentricity of the target location from the previous fixation position; S 0 for current fixation locations close to the previous fixation location is higher than S 0 for far previous fixations. Figure 7 plots the dependence of mean single-fixation duaration and gaze duration on the launch distance of the target word (the distance in character spaces from the space before the target; data for five-to eight-letter words are collapsed). The near-linear relationship between fixation duration and launch distance observable in the empirical data (see Figure 7b) is replicated in the simulation data (see Figure 7a) .
In the Glenmore model (Reilly & Radach, 2003) and SWIFT , the rise of lexical activation of the models' representations of unfixated upcoming words is the key mechanism responsible for the parafoveal preview benefit; variation in the processing benefit is essentially attributed to variation in lexical activation levels. Previewed words have higher lexical activation levels once directly fixated (note that for SWIFT, preview benefit is actually realized through its foveal inhibition mechanism as a cost). In contrast, preview benefit in SERIF is due not to the lexical processor getting a "head start" on the identification of nonfoveal words but to the advantage afforded by a near previous fixation position increasing the prior probability of the saccade target. In other words, the nearer the previous fixation position, the better the quality of the visual information obtainable from the saccade target.
Spillover effects. Spillover refers to the increase in fixation time on word n ϩ 1 if word n is difficult to process, for example, if it is a low-frequency word (e.g., Rayner & Duffy, 1986; Schroyens, Vitu, Brysbaert, & d'Ydewalle, 1999) . The occurrence of spillover effects is generally attributed to a decoupling between saccade programming and lexical processing; that is, if the eyes move to n ϩ 1 before word n has been identified, the processing of n has to be completed during the fixation on n ϩ 1 (or further downstream).
Spillover effects are simulated by the E-Z Reader model (Pollatsek et al., in press; Reichle et al., 2003) in exactly the same way that the model simulates the modulation of preview benefit by foveal processing difficulty: They are a consequence of a reduced preview benefit. The logic is that if lexical access of word n is difficult, thus prolonging the time required for lexical processing to finish, there is little time left for preprocessing of n ϩ 1 before the outward saccade is launched from word n. Thus when n ϩ 1 is fixated, word identification processes have to start from scratch. In the Glenmore model (Reilly & Radach, 2003) , processing of a low-frequency word n can continue even once the eyes have moved to n ϩ 1 if lexical activation of n has not yet peaked; thus word n continues to consume processing resources, slowing the rise of activation of n ϩ 1. Although they did not implement it in the current version of SWIFT, proposed that the foveal inhibition mechanism could be extended so that inhibition would additionally accrue from nonfoveal words; this would appear to permit the simulation of spillover effects.
SERIF offers a very different account of spillover effects. They are explained neither as unfinished lexical processing carrying over from one fixation to the next nor as a reduction in the time available for parafoveal processing of n ϩ 1 because of inflated lexical access time on word n. Rather, they occur courtesy of the Figure 7 . Mean single-fixation duration and gaze duration plotted as a function of launch distance, plotted from (a) simulated eye movement data and (b) the Dundee corpus (Kennedy, 2003) . Points represent the aggregated data for words of lengths five through eight letters. The mean root mean square errors are 0.083 and 0.043, for single-fixation duration and gaze duration, respectively. mechanism by which the LATER units' rise rates sampled for the generation of the previous saccade are weakly correlated with the mean rise rates of the LATER units racing to initiate the saccade out of the current word. This behavior of the model gives rise to an interesting empirical prediction. Because lexical difficulty correlates with long latencies, and the mechanism simulating higher order fluctuations in randomness gives rise to a tendency for long latencies to follow long latencies, some proportion of spillover effects observed in the eye movement record may not be due to linguistic processing difficulty per se.
In order to test this prediction, we computed mean first fixation duration and gaze duration on word n ϩ 1 as a function of the frequency of word n; these computations were done separately for five-through eight-letter words n ϩ 1. The length of word n was restricted to four to seven letters, and the high-and low-frequency conditions were determined through quartile splits of the data for each of the four n ϩ 1 lengths tested. The mean first fixation duration and gaze duration values for each frequency/word-length combination, for both the simulation and the Dundee corpus (Kennedy, 2003) data are provided in Table 2 . Spillover effects in the simulation data were, on average, 8 ms for first fixation duration and 11 ms for gaze duration. The comparable effect sizes in the Dundee corpus, averaged over the three test folds, were 20 ms for first fixation duration and 23 ms for gaze duration. Like the empirical data, the simulated spillover effects were roughly constant for the four word lengths; the most salient difference was in effect size. Nevertheless, these results suggest that some proportion of the reported spillover effect size may not be due to the linguistic processing difficulty on word n spilling over to the next word. Note that this account of spillover effects is necessarily partial, because simulating spillover effects that are due to lags in the realization of processing difficulty would require a word recognition component.
The occurrence of spillover effects in SERIF is due to higher order fluctuations in the randomness of rise rates from one saccade to the next. This mechanism induced a weak short-term correlation between successive saccade latencies: If one considers only the durations of successive first-pass fixations, the average Pearson correlation coefficient was .069; this is slightly smaller than the value computed from the Dundee corpus data (mean r ϭ .073, range across individual readers ϭ .015-.134; see the Appendix for further details).
Summary. By coupling a proven model of saccadic reaction times with the anatomical constraints of foveal splitting, the temporal system of our model has simulated several critical effects reported in studies of eye movement behavior in reading. SERIF has relatively few free parameters yet it simulates the IOVP effect, the independent effects of frequency and fixation position on single-fixation duration, the trade-off in refixation durations, and the saccade distance and word frequency effects; it also provides a partial explanation of spillover effects from the previous fixation. The key mechanisms are the fundamental LATER assumption that saccadic latencies are faithfully modeled as the rise of a decision signal from initial to threshold levels, the race between two "hemispheric" LATER units, each of which is sensitive to the information content of the contralateral visual field, the presence of feedforward lateral inhibition between the two units, and the presence of a weak correlation between the previous and current rise rates. SERIF provides accounts of several reading phenomena that are different from those of current models of eye movement control.
Spatial Behavior
The focus of our simulations thus far has been on modeling temporal phenomena. Here we report the ability of SERIF to simulate the choice of saccade target, and we compare our probabilistic target selection mechanism with several alternatives. Because our approach to simulating launch-site-contingent landing position distributions is based on McConkie et al. 's (1988) seminal analysis, which other models have successfully adopted and used to obtain realistic simulated data (Reichle et al., 1999; Reilly & O'Regan, 1998; Reilly & Radach, 2003) , we refrain from reporting our similar results here.
We evaluated SERIF's performance with respect to the cumulative distribution of the resulting destination of a forward interword saccade (n ϩ 1, n ϩ 2, n ϩ 3, etc.), which represents an assessment of the model's ability to simulate saccade target selection processes and, as a corollary, skipping behavior (e.g., if the outward saccade lands in n ϩ 2, then n ϩ 1 is necessarily skipped). To ensure a close comparison between the empirical and simulation data, we extracted only those cases from both the Dundee corpus (Kennedy, 2003) and our simulated eye movement data for which (a) the "launch" word (word n) was not the first word on the line and was not refixated, (b) the destination of the saccade was either n ϩ 1, n ϩ 2, or n ϩ 3 and at least the first letter of n ϩ 3 fell within the forward perceptual span, and (c) there was no intervening punctuation between launch and destination words (these constraints resulted in a total of 42,396 cases in the Dundee data). 5  200  206  192  211  218  226  208  230  6  205  213  194  214  229  236  221  239  7  207  216  193  215  235  245  221  243  8  214  223  206  226  245  262  248  279 Note. High frequency corresponds to the fourth quartile and low frequency to the first quartile of the data for each word n ϩ 1 length. All values are in milliseconds. Dundee ϭ Dundee corpus (Kennedy, 2003) .
We compared the saccade destination distributions produced by SERIF to two baseline target selection mechanisms. These comparisons allowed us to address the question of whether including the various predictor variables constituted any improvement (in terms of generating realistic behavior) over chance or over mechanisms that do not depend on the factors that we have proposed to be relevant. The baseline targeting mechanisms are (a) randomly select one of the words in the forward perceptual span as the target and (b) target the longest word in the forward perceptual span. The second one is a mechanism reported by Reilly and O'Regan (1998) to provide a good account of the residuals resulting from fitting Gaussian curves to empirical landing position distributions; Reilly and ORegan obtained the best result with a forward window of 20 characters. We tested windows of 15 and 20 characters; following Reilly and O'Regan, we considered an upcoming word to be a valid target candidate if its first letter fell in the window. Figure 8 displays the results of a representative evaluation; it compares the empirical cumulative target distribution as a function of the length of word n ϩ 1 with the distributions obtained using the two baseline target selection mechanisms and the fully probabilistic approach. Visually, the saccade destination distribution produced by the probabilistic model was the closest fit to the empirical distribution; all of the baseline target selection mechanisms produced saccade destination distributions that differed to a greater degree from the observed distribution. This was confirmed by computing RMSEs for each method: The lowest RMSE (0.165) was obtained for the probabilistic approach, followed by the random-selection mechanism (0.331), the choose-longest-word mechanism with the 15-character window (0.366; not shown in Figure 8 ), and the choose-longest-word mechanism with the 20-character window (0.519). We can conclude that the probabilistic target selection approach generates the most realistic target selection behavior.
The principal difference between the empirical and probabilistic model distributions is that the model appears to target n ϩ 2 slightly more often than is observed in the Dundee (Kennedy, 2003) data. It is noteworthy that the random targeting mechanism produced better-fitting cumulative destination distributions than did the choose-longest-word method, which was favored in Reilly and O'Regan's (1998) simulations (although they used different evaluation criteria). However, the random-selection method substantially underpredicted the proportion of saccades landing in n ϩ 1 for words of four letters or more. The choose-longest-word mechanism targeted n ϩ 3 disproportionally more often and n ϩ 1 disproportionally less often than was observed empirically.
For completeness, we produced a second benchmark plot (see Figure 3b ), plotting the probability of making zero, one, and exactly two fixations as a function of five levels of word frequency. Model fits (as assessed by RMSE, averaged over the three test folds) were 0.276, 0.153, and 0.126, for the three measures, respectively.
Summary. The key assumption of the spatial system of the SERIF model of eye movement control in reading is that fundamentally probabilistic processes operate on a set of features extracted from word-objects in the perceptual span. The view of saccade target selection that we have adopted-where selection is a stochastic process that reflects the estimated chances of identifying upcoming words (Brysbaert & Vitu, 1998 )-produces simulated behavior that is in reasonable concordance with human reading data, as confirmed by comparisons of cumulative saccade destination distributions. We have shown that the effects that various visual and lexical properties of the words in the current visual configuration have on saccade target selection can be profitably modeled using probabilistic methods to weight the contributions of these properties.
Discussion
In this article we have presented SERIF, a new computational model of eye movement control in reading that integrates an established stochastic model of saccade latencies with an anatomical constraint on reading: the initial projection of information in either visual field to the contralateral visual cortex. In addition to recognizing the three principles that we have suggested should constrain models of human eye movements during reading, SERIF implements a functional separation between the spatial ("where") and temporal ("when") eye guidance systems. This dissociation is motivated by neurophysiological research findings and is shared with other current models of reading (e.g., Engbert et al., , 2005 . Implementation of these principles produced simulated eye movement behavior that exhibited important characteristics of actual eye movements made during reading.
The explanatory power of SERIF has been confirmed through qualitative and quantitative evaluations comparing simulated eye movement data with the corresponding human data available from results using the choose-longest-word strategy, where the first letter of this word had to fall within a 20-character-space forward window. The bottom region of each plot depicts the predicted probability of landing in n ϩ 1, the middle region is the probability of landing in n ϩ 2 (and so the region below the top line is the cumulative probability of landing in either n ϩ 1 or n ϩ 2). A saccade was deemed to land in a particular destination (Dest) word if it landed on any of its letters or the preceding space. the Dundee corpus (Kennedy, 2003) . Besides producing realistic fixation duration and saccade target distributions, our simulations have replicated a number of important effects observed in human reading data, including the effects of word frequency, the IOVP effect, the trade-off between first and second fixation durations of twice-fixated words, and the saccade distance effect. In particular, SERIF's successful simulation of the IOVP effect and related effects demonstrates attainment of a high standard for model coverage; Nuthmann et al. (2005 Nuthmann et al. ( , p. 2216 commented that "the IOVP effect . . . might evolve into an important boundary condition for models of eye-movement control during reading."
The foundation of SERIF's "when" system is the simple LATER mechanism for modeling saccadic latencies as a linear rise of a decision signal from a starting level to a criterion level. The neurophysiological plausibility of LATER's generation of saccadic latencies is supported by recordings from single neurons in frontal cortex of macaque monkeys performing a saccadic response task (e.g., Hanes & Schall, 1996) ; activities of these cells show a roughly linear rise after stimulus onset, as predicted by the LATER model. We believe that neural processes underlying the production of reading saccades by humans are sufficiently similar to warrant application of LATER principles. The use of a single artificial neuron to abstractly represent a complex neural system is of course a gross simplification, but it has proven useful for modeling purposes.
The simulation of saccade latencies by SERIF differs from that of current reading models in several important respects. First, the characteristic recinormal shape of fixation duration distributions is the result of random sampling the rise rate r from a Gaussian distribution; in order to reproduce this shape there is no need to assume that the timing of stages of lexical processing or the lengths of intersaccadic intervals are gamma distributed, as implemented by E-Z Reader (Pollatsek et al., in press; Reichle et al., 2003) , SWIFT , and EMMA (Salvucci, 2001) . Second, latencies are generated by a race between two LATER units to reach threshold. Race models are a class of statistical model that has been put forward as providing an exceptionally good fit to fixation duration distributions (McConkie & Dyre, 2000; McConkie, Kerr, & Dyre, 1994) . 13 Third, latencies produced by SERIF are influenced by visual analysis or processing only, not by ongoing linguistic processing or any notion of lexical access or word identification. We return to this important difference later. Next, we discuss several important features of the model architecture.
On Foveal Splitting
Foveal splitting, and the consequent projection of letter information to the contralateral hemispheres, has not been widely appreciated by researchers interested in eye movements and reading, but we suggest that it is now providing an important new theoretical framework in the study of isolated-word recognition (e.g., Lavidor & Walsh, 2004; Shillcock & Monaghan, 2001 ). The present simulations add to the growing body of work in this area by demonstrating the value of computational modeling for determining the implications of this basic constraint on the spatial and temporal properties of eye movement behavior. Up until now, models have assumed either that hemispheric differences are irrelevant for the visual and lexical processing that reading involves or that interhemispheric integration is so rapid that a divided visual field has no measurable impact.
The observations that foveal splitting is a property of each eye, that reading is normally binocular, and that nontrivial amounts of binocular disparity have been reported in eye movement studies of reading (Heller & Radach, 1999; Liversedge, White, Juhasz, & Rayner, 2004) raise the question of how SERIF can deal with horizontal fixation disparities. Like all current models of eye movement control in reading, it simulates monocular (or cyclopean) reading. recorded binocular eye movements using a sentence-reading task and found that 47% of the fixations were one letter space apart or more; the average disparity of these fixations was 1.1 characters. Even a onecharacter disparity entails that the left (or right) visual fields of the two eyes contain different subsets of the letters pertaining to the currently fixated word. Does this pose problems for a reading model incorporating foveal splitting? We briefly outline a solution based on the simplifying assumption that the union of the two eyes' hemiretinal images is further processed by the visual system. Consider the case in which the word streak is fixated by the left eye between r and e, and the fixation position of the right eye is between e and a. The LVF of the left eye contains str; the right eye's LVF contains stre; thus the union (stre) is projected to the RH. The left eye's RVF contains eak; the RVF of the right eye contains ak, and their union (eak) is projected to the LH. Information content would then be computed for the two LATER units on the basis of stre and eak. It is important to note that even this simple account permits the generation of precise model predictions for differing amounts of disparity.
On Inhibition
Lateral inhibition between hemispheric LATER units is a key mechanism in SERIF and was motivated by research implicating reciprocal inhibition across the corpus callosum (e.g., Chiarello & Maxfield, 1996; Cook, 1984) . It is worth noting that three influential models of eye movement control during reading also use inhibition as an explanatory mechanism. The competition/inhibition theory developed by Yang and McConkie (2001; see also McConkie & Yang, 2003; Yang & McConkie, 2004) proposes that inhibition is the principal neural mechanism controlling saccade timing: Saccades can sometimes be canceled or delayed by difficulties in linguistic or perceptual processing. More specifically, saccadic suppression is the result of increased activation of the neural circuits responsible for maintaining gaze and consequent increased inhibition of the system for shifting gaze to a new location.
The Glenmore model (Reilly & Radach, 2003) also incorporates an inhibition mechanism. In the Glenmore model, activity in word units simulates the time course of identification (achieved when activation peaks) and is affected by the average activity of the word units' component letters as well as by corpus frequency. Word-unit activity is competitive (implemented by inhibitory connections), meaning that a high level of activity in neighboring word(s) will slow down the rise of activation in the fixated word.
An essential component of the SWIFT model is foveal inhibition; lexical processing difficulty (caused by a word's low contextual predictability or low frequency) is realized as a linear increase in the function generating saccade latency. In Engbert et al.'s (2002) simulations, foveal inhibition was operative for less than 15% of the time, yet frequency effects on first fixation durations were accurately simulated.
Of course, it could be argued that the presence of lateral inhibition in SERIF is unnecessary in order to produce the characteristic IOVP curves displayed in Figures 4 -6 . What is the effect of varying the level of lateral inhibition between the hemispheric LATER units? Figure 9 displays the results of Monte Carlo simulations of manipulating only on the shape of the IOVP curve for six-letter words. These simulations used as input the set of sixletter words (with their initial fixation position) from our singlefixation data set selected from the Dundee corpus (Kennedy, 2003) . Mean saccade latencies were then generated by running this set of [word, fixation position] pairs through the LATER model, ignoring the modulation of S 0 by eccentricity. Five iterations were sufficient to produce highly stable values. As can be seen from Figure 9 , the shape of the curve becomes flatter as decreases. The increase in vertical offset with increasing reflects the overall increase in latency as inhibition strength grows. To provide the most realistic simulated eye movement data, at least some lateral inhibition appears to be necessary.
On Parallel Processing
An attractive feature of both the Glenmore model (Reilly & Radach, 2003) and SWIFT is that lexical processing is spatially distributed. Processing resources are distributed over words in the perceptual span, and a graded activation function ensures that the foveal word receives the bulk of the resources. In principle, an assumption of spatially distributed processing permits explanations of preview benefit, parafoveal-onfoveal, and spillover effects to be made in a coherent framework.
An important feature of SERIF is that it does not assume parallel lexical processing. It assumes that visual analysis occurs throughout the perceptual span, with the level of visual information uptake decreasing with a word's eccentricity from the fixation location (Principle 1; see Salvucci, 2001 , for a similar interpretation). We do, however, assume that linguistic processing occurs in parallel with visual processing. Note that SERIF's mechanism for simulating the parafoveal preview benefit cannot account for the evidence implicating preprocessing of parafoveal words at a phonological or morphological level (e.g., Pollatsek, Lesch, Morris, & Rayner, 1992) ; such findings illustrate the limitations of a purely visual or oculomotor model.
On Linguistic Control
A central tenet of the E-Z Reader model (Pollatsek et al., in press; Reichle et al., 2003) is that linguistic processing or word identification is the "engine" that drives the eyes through the material being read: This explicit notion is completely absent in SERIF, and so it cannot drive the timing of saccades and fixations (cf. McConkie & Yang, 2003; Yang & McConkie, 2001 ). However, there have been numerous demonstrations of high-level linguistic processes affecting saccade timing (cf. Rayner, 1998 , and the large literature using temporal eye movement measures as indices of syntactic analysis difficulty), but many effects are detectable only in rereading measures. We concur, in part, with the conclusions of Yang and McConkie (2001) that disruptions to online linguistic processing (e.g., word identification failure, syntactic parsing, or semantic interpretation difficulties) primarily show up in the temporal eye movement record in the form of canceled or delayed saccades. However, problems in linguistic processing can also be realized as solicited refixations and regressions.
Spatial aspects of saccade planning-target selection and saccade amplitude computation-appear more clearly affected by the demands of online linguistic processing, as suggested by the influence of predictability on word skipping (e.g., Brysbaert & Vitu, 1998; Ehrlich & Rayner, 1981; Rayner & Well, 1996) and of word-onset familiarity effects on landing position (e.g., Underwood, Clews & Everatt, 1990; . And as we have proposed elsewhere, these spatial aspects may also be constrained by the splitting of the visual pathways (McDonald & Shillcock, 2005) .
We believe the most coherent explanation of the temporal aspects of reading is that the eye guidance system moves the eyes forward through the text (Principle 1) at a rate appropriate for identifying the individual words and constructing syntactic and semantic representations (Lévy-Schoen, 1981) . The rate is conceivably modified by global parameters such as text difficulty and predictability, as well as by the motivation level and goals of the reader (shallow vs. detailed or accurate comprehension), and is subject to considerable interindividual variability (Yang & McConkie, 2001 ). Simulations involving the key LATER parameters ( and S 0 ) may provide a useful avenue for investigating the locus of such influences on the temporal aspects of eye movements.
It may be objected that the existence of word frequency effects on fixation duration constitutes solid proof that linguistic processing is the "driving force" behind eye movements (Rayner, LivFigure 9 . Results of Monte Carlo simulations of fixation durations for the once-fixated six-letter words in the Dundee corpus (Kennedy, 2003) data. Four levels of lateral inhibition strength (lambda) are simulated. Each point represents the mean of a minimum of 5,415 simulated fixations. ersedge, White, & Vergilino-Perez, 2003; Reichle et al., 2003) ; if, as assumed by the E-Z Reader model, completion of an initial stage of word identification is the primary determinant of saccade latency, and word identification is easier for frequently used words, then frequency necessarily assumes a cognitive role. Rather than assuming that frequency effects are localized within the language processing system, we propose that a more accurate statement might be that frequency's role is distributed throughout the perceptual-cognitive domain. In SERIF, frequency influences the mean of the LATER rise rate distribution () only; we assume that corpus frequency indexes one's experience, or familiarity, with a word as a visual stimulus, and variation in experiential familiarity shifts the distribution of saccade latencies in a characteristic way. Thus, although we assume that frequency exerts its influence within the domain of visual, rather than linguistic, processing, we do not wish to claim that the visual domain is the exclusive locus for frequency effects. Evidence presented by Rayner, Liversedge, et al. (2003; see also Liversedge, Rayner, et al., 2004) in support of a cognitive-linguistic role for word frequency is also compatible with frequency as a variable affecting visual processing (see also Nazir, 2000 , for a discussion of perceptual learning). Using a novel paradigm in which the fixated word always disappeared after 60 ms, Rayner, Liversedge, et al. (2003) showed that the latencies of saccades launched from infrequent words were longer than those from frequent words even though visual input had ceased. But because this exposure time is sufficient for visual analysis (as indicated by unaffected reading rates when Rayner, Liversedge, et al.'s participants read disappearing text), the relevant information (high vs. low familiarity) is also available to influence the latency of the saccade terminating the current fixation.
Of course, the current model does not preclude the possibility that the success or failure of word identification processes affects saccade latencies-as already noted, there is substantial evidence that linguistic processing does influence saccade timing; what is important is that the model successfully simulates important aspects of eye movement behavior without an explicit word identification component. A challenge for future incarnations of SERIF will be to interface modules for word identification and higher level language processes within the current framework and to determine the circumstances for their intervention.
Limitations and Extensions
As with any new approach to computationally simulating human performance, the first iteration of model development can be insightful in revealing theoretical and/or implementational limitations in its behavior. The current model has (at least) three major limitations. First, it does not attempt to simulate regressive interword saccades. Although it is generally recognized that many regressive saccades are programmed as a result of high-level linguistic (i.e., syntactic or semantic) processing difficulties (e.g., Rayner, 1998) , other regressive movements are consistent with word identification difficulty; good candidates are regressions triggered immediately after skipping a word (Vitu & McConkie, 2000) . An elegant account of the latter type of regression is an inherent part of the SWIFT model ; in SWIFT, regressive saccades to previously fixated or skipped words are generated owing to the noncompletion of lexical processing. Regressions are also associated with temporal effects, such as "inhibition of return"-fixation durations preceding a regressive saccade to a word fixated immediately previously are prolonged (Rayner, Juhasz, Ashby, & Clifton, 2003 ). An adequate treatment of regressions would likely require the incorporation of an explicit word identification component in our model.
A second limitation with respect to the scope of the model is that it does not attempt to capture effects that are due to a word's predictability from context.
14 Although eye movement and other behavioral studies have shown that highly predictable words (as measured using, e.g., the Cloze procedure [Taylor, 1953] ) are facilitated compared with unpredictable words (e.g., Rayner & Well, 1996; Stanovich & West, 1983) , this remains a topic for future exploration. Regarding the relevance of this variable to SERIF's temporal system, empirical predictability estimates could presumably be brought in as a codeterminant of the S 0 parameter, analogous to E-Z Reader's and SWIFT's equations modeling lexical difficulty as a joint function of frequency and predictability. However, we are unsure whether this is the best approach to take given that the largest predictability effects seem best attributed to high-level linguistic processing. The effects of low-level predictability (transitional probabilities between successive words correlate with fixation durations: McDonald & Shillcock, 2003a , 2003b but cf. Frisson, Rayner, & Pickering, 2005) could be more readily adopted.
With regard to SERIF's spatial system, it would be straightforward to incorporate predictability in the probabilistic target selection model. But because predictability naturally covaries with other factors such as the length and frequency of n ϩ 1, it is not clear if its inclusion will lead to substantial improvements in targeting performance. (In a meta-analysis, Brysbaert and Vitu [1998] estimated that approximately 9% of the variance in whether word n ϩ 1 was skipped could be uniquely explained by rather strong manipulations of predictability.) Third, we have already noted the lack of explanatory adequacy in the modeling of refixations. SERIF simulates the metrics and temporal characteristics of refixation saccades at a purely descriptive level but could be improved substantially with a fuller understanding of the behavior, in particular of progress made in distinguishing the relative contributions from visuomotor and cognitive factors to the "decision" to refixate (e.g., Vergilino & Beauvillain, 2000; Vergilino-Perez, Collins, & Doré-Mazars, 2004) . The E-Z Reader model's assumption that refixation saccades are programmed immediately upon fixation of the target word (Reichle et al., 2003 ; see also Vergilino & Beauvillain, 2000) but are often canceled (if in the labile stage) is a useful starting point.
The current version of SERIF is mute regarding the relationship between spatial and temporal eye movement "decisions"; for instance, we have not specified the time course during which target selection occurs. Specifying this coupling will result in more plausible, but possibly less transparent, simulations. The model should also benefit from implementing a distinction between labile and nonlabile stages of saccade programming, which is made by 14 There are a number of other linguistic variables such as concreteness, imageability, and age of acquisition that have been argued to index word identification difficulty in both traditional laboratory word recognition tasks and natural reading ; accounting for the influences of these variables is clearly outside the scope of the current model.
both the E-Z Reader and SWIFT models; at present, the initiation of the next saccade can start only after the current one is triggered. Note that without a coupling between the temporal and spatial systems, no relationship between fixation duration on word n and whether word n ϩ 1 is skipped (a current point of dispute in the literature; see can emerge. As Kliegl and Engbert (2005) have demonstrated, it may be possible to reconcile evidence for inflated durations before word skipping with seemingly contradictory evidence for shorter fixations before skipping if the properties of n ϩ 1 are also taken into consideration; Kliegl and Engbert have shown that the skipping cost becomes smaller (turning into a benefit) as the length of n ϩ 1 decreases and the frequency of n ϩ 1 increases. Because of the complete independence between the temporal and spatial systems, SERIF would produce neither inflated durations before skipping (simulated as a saccade-cancellation cost by E-Z Reader) nor any three-way dependence among fixation duration, the characteristics of n ϩ 1, and whether n ϩ 1 is skipped.
Hemispheric processing asymmetry. There is a well-known LH advantage in word recognition tasks; RVF/LH presentation is faster and more accurate than LVF/RH presentation (e.g., Young & Ellis, 1985; Zaidel et al., 1990) . As mentioned, Wey et al. (1993) proposed that asymmetrical performance may arise from asymmetries in lateral inhibition strength. It would be possible to simulate such a hemispheric processing asymmetry using a bias parameter to model asymmetrical inhibition strengths of the two hemispheres; the amount of inhibition from one hemispheric LATER unit would be multiplied by this parameter.
From the single-fixation duration curves presented in Vitu et al. (2001, Figure 3 ) and the corresponding data computed from the Dundee corpus (Kennedy, 2003 ; see the present Figure 4b ), a slight asymmetry in the shape of these curves is apparent; mean durations tend to be somewhat shorter at word-beginning than at word-ending, at least for the shorter words (but cf. , for evidence from the reading of German sentences that indicates shorter durations at word-ending than at wordbeginning). Future versions of SERIF could employ an inhibition bias parameter to capture this asymmetry. Although a moderate inhibition bias may prove adequate to account for empirically observed IOVP curve asymmetries, they may be jointly explained by an asymmetric bias in inhibition strength and the inherent asymmetry in the information structure of words (on average, word beginnings in English are more informative than their endings [e.g., Farid & Grainger, 1996] ). Another factor that may contribute to the empirical asymmetry is oculomotor error. This idea is based on Nuthmann et al.'s (2005) proposal that mislocated fixations underlie the IOVP effect (not just an asymmetry); if proportionally more fixations recorded at word-beginning than at word-ending are actually errors due to overshooting or undershooting, and if latencies for saccades following these placement errors are shorter than normal, then oculomotor error could provide an account of the asymmetrical shape.
Parafoveal-on-foveal effects. There is currently much controversy regarding whether the properties of nonfoveal words are able to influence the time spent fixating word n; although some researchers have failed to observe parafoveal-on-foveal effects (e.g., Rayner, Warren, Juhasz, & Liversedge, 2004) , there is nevertheless some evidence for their existence from studies that used both pseudo-and natural reading tasks (e.g., Inhoff, Radach, Starr, & Greenberg, 2000; Kennedy, 1998 Kennedy, , 2000 Kennedy & Pynte, 2005; Kennedy, Pynte, & Ducrot, 2002; Underwood, Binns, & Walker, 2000) . It is important to note that the reported effects are quite small and not consistent in direction (cf. Hyönä & Bertram, 2004; , and therefore it is unsurprising that they are difficult to detect given the high degree of variability in fixation duration data. For example, using a pseudoreading task, Kennedy (2000) orthogonally manipulated token and type initial trigram frequency and found no influence of n ϩ 1 token frequency but shorter gaze durations on word n with low than with high n ϩ 1 type frequency. However, Underwood et al. (2000) found that first fixation durations were shorter for "redundant" words n ϩ 1 (high initial trigram frequency, defined over types or tokens). In an eye movement corpus analysis, Kennedy (1998) reported a positive relationship between the latency of the saccade exiting word n and the initial trigram type frequency of n ϩ 1; the same relationship was also observable for the length and corpus frequency of n ϩ 1.
A potential key to modeling this phenomenon in the current framework is provided by Kennedy (1998) , who stated that "saccades can be triggered by a mechanism sensitive to the rate at which sublexical parafoveal information can be acquired" (p. 149). A straightforward, though radical, extension to our model as presented above would be to incorporate lateral inhibition of the LATER units representing the currently fixated word as opposed to LATER unit(s) representing other words in the perceptual span. Under an assumption of parallel visual processing coupled with a lateral inhibition mechanism (e.g., the higher the signal level of the n ϩ 1 unit, the stronger the inhibition), we would predict an influence of the information content of word n ϩ 1 on the latency of the saccade from word n. In particular, such a model predicts a negative correlation between saccade latency and the information computed from the perceptible letters of n ϩ 1: The higher the information content, the faster the mean rise rate of the n ϩ 1 LATER unit, which would lead to stronger inhibition.
Future Work
Several eye movement studies have underlined the relevance of sublexical properties of the fixated word to saccade latencies. For instance, the token frequency of the fixated word's initial trigram (the summed frequency of similar-length words sharing the first three letters; also termed onset familiarity by Lima and Inhoff [1985] and orthographic saliency by Vonk, Radach, and van Rijn [2000] ) has been shown to influence fixation duration measuresthe more familiar a word's initial letters, the shorter the fixation time (Lima & Inhoff, 1985; Radach, Inhoff, & Heller, 2004). 15 In SERIF, it is the information content of the letters that are present in the two hemifields at the point of fixation that is relevant, rather than a statistic derived from word-beginning letter sequences. Given typical distributions of the eye's initial landing position in a word, it will often be the case that the word's initial trigram is located in the LVF and so is projected to the RH. Hence these initial trigram effects may be due to foveal splitting rather than to sublexical properties. We can make the prediction that initial trigram token frequency effects are dependent on initial fixation position; specifically, effects should be larger for fixation positions near word-center than for positions near word-beginning or near word-ending, because the tendency for a balance in information content between hemifields near word-center is disrupted by manipulating the letter sequence statistics of the LVF.
Quantitative behavioral predictions can be formulated by comparing simulated fixation durations on high-and low-onset familiarity words. We simulated an orthogonal manipulation of onset familiarity for six-letter words using quartile splits of this variable in the simulated data generated from having SERIF "read" the complete text of Gulliver's Travels five times. Because initial trigram token frequency is intercorrelated with word frequency (r ϭ .428), cases were selected after first truncating the frequency range to M Ϯ 1 SD. From the remaining data (n ϭ 11,798), the upper quartile of the range of trigram frequency values was assigned to the high-familiarity condition and the lower quartile to the low-familiarity condition. Figure 10 displays simulated mean single-fixation durations for the two onset familiarity conditions as a function of fixation position. The familiarity effect size (averaged over all fixation positions) is 9 ms, which is consistent with the work of Lima and Inhoff (1985) , but more interesting is that the predicted effect is visibly dependent on fixation position, appearing largest for fixations at word-center and smaller for fixations at the extremes. An appropriately powerful experiment could explicitly test this prediction. Some support for the expected pattern was provided by White (2003) . Using a controlled sentence reading paradigm, White manipulated the orthographic regularity of the word-onset of 9-to 10-letter target words and reported inverted U-shaped single-fixation duration curves for both regular-and irregular-onset items. It is interesting that the regularity effect size was visibly larger for fixations landing on the third, fourth, and fifth letter positions compared with word-beginning or wordending fixations (White, 2003, Figure 4.8) ; however, the interaction between fixation position and regularity was not statistically reliable in White's by-participants analysis of variance ( p ϭ .074; by-items analysis: p Ͻ .01).
A second, related line of experiments is suggested by SERIF's information content parameter. Varying the amount of information present in either visual field has implications for the saccade latencies produced when the point of fixation falls at different locations. Reddi et al. (2003) manipulated the information content of a random-dot kinematogram serving as the visual stimulus in a saccadic response task and demonstrated that varying the information content had clear effects on the cumulative latency distributions. We plan to conduct analogous experiments using a gazecontingent eyetracking paradigm. One method for manipulating information content as we have defined it above for the two hemifields is to momentarily replace letters at word-beginning or word-ending with nonalphabetic symbols (e.g., car{{{ or {{{pet for carpet). Disruptions to the balance in information content between the hemifields can easily be simulated in SERIF and compared with empirical saccade latency distributions.
Conclusions
The primary contribution of the simulations presented in this article is that the psychological plausibility and coverage of a model of eye movement control during reading can benefit from the incorporation of constraints stemming from the anatomical and neurobiological properties of the visual system. The "when" system of SERIF uses several neurophysiologically inspired mechanisms that have provided novel explanations of a number of critical effects observed in readers' eye movement behavior. SERIF does not include any explicit linguistic processing or word identification component yet succeeds in simulating several important findings in the eye movement literature. The model's behavior thus reflects a view in which eye guidance processes occur in parallel with word identification and cognitive/linguistic processes, and although it is indisputable that the latter are capable of influencing both temporal and spatial aspects of eye movement behavior, the achievement of some stage of linguistic processing is not a necessary condition for the eyes to progress through the material being read. Ultimately, a successful model of reading will need to incorporate components for lexical and higher level processes and provide a coherent story for how they interact with lower level visual and oculomotor processes (Radach & Kennedy, 2004) ; the current model brings fresh insight to the latter. 
Serial Correlations in Fixation Durations
This appendix reports the results of a preliminary time-series analysis of consecutive first-pass fixations in the Dundee corpus (Kennedy, 2003) and describes the approach used to model short-term dependencies in saccade latencies.
Serial correlations have been discovered in response time measures of human performance in diverse areas of cognitive research (e.g., Gilden, 2001; Laming, 1968 Laming, , 1979 Wagenmakers, Farrell, & Ratcliff, 2004) . From analyses of a corpus of passage-reading eye movement data, Rayner and McConkie (1976) concluded that there is little correlation between the durations of successive fixations in reading. However, we observed small but statistically reliable correlations across successive fixation durations in the Dundee corpus (Kennedy, 2003) . Furthermore, there are clearly local effects (such as when reading is difficult) in which successive fixation durations are correlated (McDonald, 2005; Rayner, 1998 ).
An elementary plot produced as part of a time-series analysis is the autocorrelation function: the Pearson correlation coefficient as a function of time, or lag, between observations (for response time data, lag is equated with the number of intervening trials). Figure A1 shows the mean autocorrelation values for lags of 1 through 10 saccades. The data were restricted to first-pass eye movement data only, and saccades had to be made consecutively on the same line of text.
When selecting cases from a large eye movement corpus for computing autocorrelation functions, it is important to reduce the potential impact of spurious correlations in successive latencies that are due to interindividual differences, text difficulty, or fluctuations in the reader's attentional state (cf. . We addressed the first concern by computing autocorrelation values separately for each of the 10 readers before averaging them together, and we addressed the latter two concerns using a random-sampling approach similar to that of Kliegl and Engbert (2005) . For each participant and each lag, we randomly sampled 500 data points (pairs of fixation durations), computed the Pearson correlation coefficient for this sample, repeated the process 99 more times, and then averaged the 100 coefficients together first for each participant and then across participants.
Although this is not a completely satisfactory solution, we do think it has reduced the likelihood of the confounding factors named above. Because previous studies of serial correlations in response time data (e.g., Gilden, 2001 )-in which trials are randomized and there is no text to be readhave reported broadly similar autocorrelation functions, we suggest that the nonzero autocorrelations we obtained here are plausibly due to short-range serial dependencies. Figure A1 demonstrates the dropoff in mean autocorrelation with lag (number of intervening saccades minus one). Notably, the mean autocorrelation value is .07 between consecutive saccade latencies and drops to approximately half this value (.03) when lag ϭ 2.
We consider two simple statistical models that could generate this autocorrelation function. In an autoregressive process, the value of the current observation depends partly on the value of the previous observation. An autoregressive model of saccade latencies would stipulate that the current latency is a partial function of the previous latency. This would provide a purely descriptive account of saccade latency data only, so we do not pursue this approach further.
(Appendix continues) Figure A1 . Autocorrelation functions for successive first-pass fixation durations, comparing the Dundee data (Kennedy, 2003) with quasimoving-average models derived using four different values of the weighting parameter (rho).
The second model involves a moving-average process (Equation A1), in which the current observation depends on a weighted average of the current random innovation z t and the previous random innovation(s) z t Ϫ 1 . . . n (see Wagenmakers et al., 2004 , for an accessible introduction). It is important that the values of previous random innovations not present in the model equation cannot be related to the current observation. A moving-average process of order n is is described in Equation A1 , where denotes the model parameters:
X t ϭ z t ϩ 1 ⅐ z tϪ1 ϩ . . . ϩ n ⅐ z tϪn .
In LATER, the rise rate r sampled from the Gaussian distribution with mean is the random innovation; thus the mechanism we have proposed by which the previous rise rate influences for the current saccade latency (see Equation 2b ) is a type of moving-average process. The free parameter, , specifies the strength, or weighting, of this influence, but it is the difference between the previous rise rate and that we scale by . Figure   A1 plots the autocorrelation functions for simulated reading data, produced using this quasi-moving-average process of order 1 and varying between 0.10 and 0.25. Although the simulation fits are only approximate, the closest visual fit to the first few lags is obtained when ϭ 0.15; hence this value was adopted for the simulations reported in the body of this article. The principal difference between the empirical and simulation autocorrelation functions is that the simulation function reaches asymptote at ϳ0.0, compared with ϳ0.02 for the empirical function. It may be that 0.02 represents the residual autocorrelation in saccade latencies attributable to text difficulty and/or attentional state that could not be eliminated by the random sampling procedure.
