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  Abstract 
This survey gives a brief overview of the literature on the difference-in-difference (DiD) 
estimation strategy and discusses major issues using a treatment effect perspective. In this 
sense, this survey gives a somewhat different view on DiD than the standard textbook 
discussion of the difference-in-difference model, but it will also not be as complete as the 
latter. This survey contains also a couple of extensions to the literature, for example, a 
discussion of and suggestions for non-linear DiD as well as DiD based on propensity-score 
type matching methods. 
Keywords 
Causal inference, counterfactual analysis, before-after-treatment-control design, control 
group design with pretest and posttest. 
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1.  Introduction 
The Difference-in-Difference (DiD) approach is a research design for estimating 
causal effects. It is popular in empirical economics, for example, to estimate the effects of 
certain policy interventions and policy changes that do not affect everybody at the same time 
and in the same way. It is used in other social sciences as well.
1 DiD could be an attractive 
choice when using research designs based on controlling for confounding variables or using 
instrumental variables is deemed unsuitable, and at the same time, pre-treatment information 
is available.
2 The DiD design is usually based on comparing de facto four different groups of 
objects. Three of these groups are not affected by the treatment. In many applications, 'time' is 
an important variable to distinguish the groups.
3 Besides the group which already received the 
treatment (post-treatment treated), these groups are the treated prior to their treatment (pre-
treatment treated), the nontreated in the period before the treatment occurs to the treated (pre-
treatment nontreated), and the nontreated in the current period (post-treatment nontreated).
4 
The idea of this empirical strategy is that if the two treated and the two nontreated groups are 
subject to the same time trends, and if the treatment has had no effect in the pre-treatment 
 
1   In other social sciences the DiD approach is also denoted as "untreated control group design with independent pretest and 
posttest samples" or "control group design with pretest and posttest". See, for example, Cook and Campbell (1979), 
Rosenbaum (2001), and Shadish, Cook, and Campbell (2002) for further references.  
2   Following the literature, the event for which we want to estimate the causal effect is called the treatment. The outcome 
denotes the variable that will be used to measure the effect of the treatment. Outcomes that would be realised if a specific 
treatment has, or would have been applied, are called potential outcomes. A variable is called confounding if it is related 
to the treatment and the potential outcomes. A variable is called an instrument if it influences the treatment but not the 
potential outcomes. 
3   As the concept of time is only used to define a group that is similar to the treated group with respect to relevant 
unobservable variables and whose members have not (yet) participated, any other characteristic may be used instead of 
time as well, as long as the formal conditions given below are fulfilled. 
4   When a data set is available in which everybody is observed in all periods, there will be just two groups with outcomes 
measured before and after the treatment.  2 
                                                     
period, then an estimate of the 'effect' of the treatment in a period in which it is known to have 
none, can be used to remove the effect of confounding factors to which a comparison of post-
treatment outcomes of treated and nontreated may be subject to. This is to say that we use the 
mean changes of the outcome variables for the nontreated over time and add them to the mean 
level of the outcome variable for the treated prior to treatment to obtain the mean outcome the 
treated would have experienced if they had not been subject to the treatment. 
This survey presents a brief overview of the literature on the difference-in-difference 
estimation strategy and discusses major issues mainly using a treatment effect perspective 
(and language) that allows, in our opinion, more general considerations than the classical 
regression formulation that still dominates the applied work. In this sense, this survey might 
give a somewhat different perspective than the standard text book discussion of the 
difference-in-difference design, but it will not be as complete as the latter. Thus, this paper is 
more of a complement than a substitute to the excellent text type discussions of the 
difference-in-difference approach that are already available in the literature (e.g. Angrist and 
Pischke, 2009, Blundell and Costa Dias, 2009, and Imbens and Wooldridge, 2009). 
This paper focuses on the case of only two differences although the basic ideas of 
difference-in-difference (DiD) estimation could be extended to more than two dimensions to 
create difference-in-difference-in-difference-in-… estimators.
5 However, the basic ideas of 
the approach of taking multiple differences are already apparent with two dimensions. Thus, 
we refrain from addressing these higher dimensions to keep the discussion as focused as 
possible. 
 
5   For example, Yelowitz (1995) analyses the effects of losing public health insurance on labour market decisions in the US 
by using Medicaid eligibility that varies over time, state and age (of the child in the household). Another example for a 
triple difference is the paper by Ravallion, Galasso, Lazo, and Philipp (2005) who analyse the effects of a social 
programme based on a comparison of participants with nonparticipants and ex-participants. 3 
                                                     
The outline of this survey is as follows: The next section gives a historical perspective 
and discusses some interesting applications. Section 3, which is the main part of this survey, 
discusses identification issues at length. Section 4 concerns DiD specific issues related to 
estimation, including a discussion of propensity score matching estimation of DiD models. 
Section 5 discusses some specific issues related to inference, and section 6 considers 
important practical extensions to the basic approach. Section 7 concludes. Some short proofs 
are relegated to a technical appendix. 
2.  The History of DiD  
The method of difference-in-difference estimation is a well established econometric 
tool and, although there are a couple of open issues, the main components of this approach are 
well understood.
6  The first scientific study using explicitly a difference-in-difference 
approach known to the author of this survey is the study by Snow (1855).
7 Snow (1855) was 
interested in the question whether cholera was transmitted by (bad) air or (bad) water. He 
used a change in the water supply in one district of London, namely the switch from polluted 
water taken from the Themes in the centre of London to a supply of cleaner water taken 
upriver. The basic idea of his study is described by a quote from the introduction to (the 
reprint of) his book by Ralph R. Frerichs: "… Another investigation cited in his book which 
drew praise for Snow was his recognition and analysis of a natural experiment involving two 
London water companies, one polluted with cholera and the other not. He demonstrated that 
 
6   Expositions of this approach at an advanced textbook level are provided for example by Meyer (1995), Angrist and 
Krueger (1999), Heckman, LaLonde, and Smith (1999), Angrist and Pischke (2009), Blundell and Costa Dias (2009), and 
Imbens and Wooldridge (2009). For one of the rather rare treatments of this topic in the statistics literature see Rosenbaum 
(2001). 
7   It is also mentioned by Angrist and Pischke (2009). Besides this approach, Snow also used ‘before-after’ type of methods 
when analysing a cholera outbreak related to one particular water street-pump in Broad Street, London. See the short 
article by Snow (1854) himself or the interesting account given by Lai (2011). 4 
persons who received contaminated water from the main river in London had much higher 
death rates due to cholera. Most clever was his study of persons living in certain 
neighbourhoods supplied by both water companies, but who did not know the source of their 
water. He used a simple salt test to identify the water company supplying each home. This 
reduced misclassification of exposure, and provided him with convincing evidence of the link 
between impure water and disease." Obviously, using close neighbourhoods is clever, as they 
are probably exposed to similar air quality. It is worth adding that Snow also had data on 
death rates in those neighbourhoods prior to the switch of water supply. He used them to 
correct his estimates for other features of these neighbourhoods that could have also lead to 
differential death rates. In that way, the first difference-in-difference estimate had an 
important impact for public health in a scientific as well as in a very practical, life-saving 
way. Probably the most important reason for this impact was the high credibility of Snow's 
(1855) clever research design. 
Later on, the DiD type of approach became relevant also for other fields, like 
psychology, for example. Rose (1952) investigated the effects of a regime of 'mandatory 
mediation' on work stoppages by a difference-in-difference design. The following quote from 
his article reveals the key issues: "To test the effectiveness of mandatory mediation in 
preventing work stoppages, it is necessary to make two simultaneous comparisons: (1) 
comparisons of states with the law to states without the law; (2) comparisons of the former 
states before and after the law is put into operation. The first comparison can be achieved by 
taking percentages of each of the three states to the total United States, for the measures used. 
The second comparison can be achieved by setting the date of the passage of the law at zero 
for each of the states. Figure 1 indicates both comparisons simultaneously. …" (Rose, 1952, 
p. 191). 5 
In economics, the basic idea of the difference-in-difference approach appeared early. 
Obenauer and von der Nienburg (1915) analysed the impact of a minimum wage by using an 
introduction of the minimum wage (in the retail industry) in the state of Oregon that, for a 
particular group of employees, led to higher wage rates in Portland, the largest city, compared 
to the rest of the state. Therefore, the authors documented the levels of various outcome 
variables for the different groups of employees in Portland before and after the introduction of 
the minimum wage  and compared the respective changes to those computed for Salem, which 
is also located in Oregon and thought to be comparable to Portland. 
Another early application in economics has been conducted by Lester (1946). He was 
concerned with the effects of wages on employment. He based his analysis on a survey of 
firms that had operations in both the northern and the southern US states. His idea was to 
compare employment levels, before and after various minimum wage rises, of groups of firms 
with low average wages to groups of firms with higher wage levels. The wage bills of the 
latter were naturally only mildly affected, if at all, by the rise in the minimum wage. 
An important aspect of DiD estimation highlighted by these early applications is that it 
does not require high powered computational effort to compute the basic DiD estimates, at 
least as long as further covariates are not needed and no complicated inference methods are 
used. This simplicity certainly makes some of the intuitive appeal of DiD (and is also 
responsible for some of its weaknesses that will be discussed below).  
Over time the field of economics developed a literature that, like Rose (1952), uses 
changes in state laws and regulations to define pre-treatment periods (prior to the introduction 
of the policy) and unaffected comparison groups (states having a different policy than the one 
of interest). One early example is the analysis of the price elasticity of liquor sales which has 
been conducted by Simon (1966): "The essence of the method is to examine the "before" and 
"after" sales of a given state, sandwiched around a price change and standardized with the 6 
                                                     
sales figures of states that did not have a price change. The standardizing removes year-to-
year fluctuations and the trend. We then pool the results of as many quasi-experimental "trial" 
events as are available." (Simon, 1966, p. 196).
8 The question of the price reaction of liquor 
sales has also been addressed in another important study by Cook and Tauchen (1982) 
exploiting the state variation of the exercise tax for liquor with a DiD approach.  
Later on, DiD designs have been used to address many other important policy issues, 
like the effects of minimum wages on employment (e.g. Card and Krueger, 1994), the effects 
of training and other active labour market programmes for unemployed on labour market 
outcomes (e.g. Ashenfelter, 1978, Ashenfelter and Card, 1985, Heckman and Robb, 1986, 
Heckman and Hotz, 1989, Heckman, Ichimura, Smith, and Todd, 1998, Blundell, Meghir, 
Costa Dias, and van Reenen, 2004), the effect of immigration on the local labour market (e.g. 
Card, 1990), or the analysis of labour supply (e.g. Blundell, Duncan, and Meghir, 1998). 
There is also a considerable literature analysing various types of labour market 
regulations with DiD designs. Meyer, Viscusi, and Durbin (1995) consider the effect of 
workers injury compensation on injury related absenteeism. Waldfogel (1998) looks at 
maternity leave regulation. Acemoglu and Angrist (2001) investigate the effects of the 
American with Disabilities Act, and Besley and Burgess (2004) consider the impact of more 
 
8   Note that in those times liquor prices were fixed by the states. It is also interesting that Simon (1966) relates this type of 
approach to the experimental literature, a relation that is still frequently used: "This investigation uses a method that has 
features of both the cross section and the time series. Though it has not been used by economists, to my knowledge, it is 
very similar to designs used for experiments in psychology and the natural sciences and to sociological paradigms. 
Because this method is not an experiment, though similar to one, we call it the "quasi-experimental" method." (Simon, 
1966, p. 195). Economists also use the term of a natural experiment (e.g., Meyer, 1995). or less worker friendly labour regulations on growth in a developing country (India), to 
mention only some important examples.
9 
3.  Models, effects, and identification 
3.1  Notation and effects 
7 
{0,1}
We start with a simple set-up to show the main ideas and problems of DiD. The 
treatment variable, denoted by D, is binary, i.e. d ∈ .
10 We have measurements of the 
various variables at most in two time periods, T,  {0,1} t∈ . Period zero indicates a time period 
before the treatment (pre-treatment period) and period one indicates a time period after the 
treatment took place (post-treatment period). Assuming that the treatment happens between 
the two periods means that every member of the population is untreated in the pre-treatment 
period. We are interested in discovering the mean effect of switching D from zero to one on 
some outcome variables. Therefore, we define 'potential' outcome variables indexed by the 
potential states of the treatment, so that Y  denotes the outcome that would be realized for a 
specific value of d in period t. The outcome that is realized (and thus observable) is denoted 
by   (not indexed by d). Finally, denote some further observable variables by X. They are 
assumed not to vary over time. Later on, several of the restrictions implied by this framework, 
like time constant X and observing only two periods, will be relaxed. However, imposing 




                                                      
9   DiD estimates may also be the starting point (first stage) of instrumental variable estimation strategies, like in the analysis 
of an Indonesian school construction programme by Duflo (2001). These types of extensions of the DiD approach are 
however not the focus of this partial survey. 
10  We use the convention that capital letters denote random variables and small letters denote specific values or realisations.  Having defined the notation, the mean treatment effects can be derived. In line with 
the literature on causal inference (see Imbens and Wooldridge, 2009, for a recent and 
comprehensive survey) we would like to consider effects for the treated, the nontreated, and 
the population at large, separately. However, it will be shown below that the latter two are 
only identified under considerably stronger DiD assumptions that are not attractive in typical 
DiD applications. Hence, their identification is not an important topic in this survey. The 
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x ATETt denotes the so-called average treatment effect on the treated and θ  are the 
corresponding effects in the respective subpopulations defined by the value of X being x.
11 
3.2 Identification 
Although the DiD approach is frequently used within the linear regression model, we 
start by studying the properties of this approach in a nonparametric framework, which is 
common in the econometric literature on causal inference. Among many other virtues, it has 
the important advantage that the treatment effects are naturally allowed to be heterogeneous 
across the members of the population.  
                                                      
11   Recently, Bonhomme and Sauder (2011) extended the DiD logic to the distribution of the outcome variables using 
characteristic functions. Hence, their approach can be used to recover quantile treatment effects as well. For the sake of 
simplicity, the rest of this survey sticks to mean effects, however. 3.2.1  Identifying assumptions in the standard nonparametric model 
As mentioned before, the main idea of the difference-in-difference identification 
strategy is to compute the difference of the mean outcomes of treated and controls after the 
treatment and subtract the outcome difference that had been there already before the treatment 
had any effect (conditional on a given value of x). If the assumptions formulated below hold, 






The first assumption implies that one, and only one, of the potential outcomes is 
indeed observable for every member of the population. This assumption, sometimes called the 
observation rule, follows from the so-called Stable Unit Treatment Value assumption 
(SUTVA, Rubin, 1977). Importantly, it implies that the treatments are completely represented 
and, in particular, that there are no relevant interactions between the members of the 
population.  
{ }
10 (1 ) , 0,1 . tt t Yd Y d Y t =+ − ∀ ∈   (SUTVA) 
If SUTVA is violated, we observe neither of the two potential outcomes and 
conventional microeconometric evaluation strategies break down.
12 
                                                      
12  Manski (2011) calls this assumption individualistic treatment response and analyses identification if it does not hold. 
Miguel and Kremer (2004) is an early study analyzing this phenomenon of spill-over effects or treatment externalities. 




example,  while  some  unemployed  are  participating  in  the  training  courses,  it  will  be  easier  for  the 








The next assumption concerns the conditioning variables X because the main 
behavioural assumptions are supposed to hold conditional on some covariates X. To make 
sure that this conditioning does not destroy identification, it is assumed that the components 
of X are not influenced by the treatment. This assumption is called EXOG (exogeneity) and 
formalized applying the potential outcome notation to the control variables, 
d X :
13 
10,. XXX x χ == ∀ ∈   (EXOG) 







                                                      
13  Lechner (2008) shows that this assumption is too strong as one needs only to rule out that any influence of D on X does 
not affect the potential outcomes. Nevertheless, we keep it here for convenience. 
10 a time varying treatment. The problem with conditioning on a variable influenced by the treatment can 
easily be seen with an extreme example. Suppose the observed outcome variable Y1 would be included 
among  the  control  variables,  then  by  construction  11 ()0 y θ = .  In  other  words,  conditioning  on  an 
endogenous variable is like estimating only that part of the causal effect that is not already captured by the 
particular endogenous variable. 
While SUTVA and EXOG are standard assumptions in microeconometric causal 
studies, the assumption that in the pre-treatment period the treatment had no effect on the pre-
treatment population (NEPT) is specific to the DiD. 
0() 0 ; . xx θ χ =∀ ∈  (NEPT) 
NEPT also rules out behavioural changes of the treated that influence their pre-




ment,  NEPT  would  be  violated  if  individuals  decided  not  to  searc h  f o r  a  j o b  b e c a u s e  t h e y  k n o w  ( o r  
plausibly  anticipate  in  a  way  not  captured  by  X)  that  they  will  participate  in  an  attractive  training 
programme. 
Next, we state the defining assumptions for the DiD approach, namely the 'common 
trend' (CT) and 'bias stability' (BS) assumptions. The common trend assumption is given by 
the following expression:  
                                                      
14  Note that the observation rule (SUTVA) does not exclude the possibility that the treatment has an effect before it starts 
(anticipation), because we observe the treatment outcome of the treated before and after the treatment. Hence, in this paper 
we separate SUTVA from the assumption that the treatment has no effect in period zero. Some papers combine these 
assumptions by defining the observation rule in a way such that in period zero we always observe the nonparticipation 
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This assumption states that the differences in the expected potential nontreatment 
outcomes over time (conditional on X) are unrelated to belonging to the treated or control 
group in the post-treatment period. This is the key assumption of the DiD approach. It implies 
that if the treated had not been subjected to the treatment, both subpopulations defined by 
D=1 and D=0 would have experienced the same time trends conditional on X. Thus, this also 
implies that the covariates X should be selected such that they capture all variables that would 
lead to differential time trends (in other words, select control variables for which the time 
trends of the nonparticipation outcome differ for different values of X, and at the same time 
for which the distribution of X differs between treated and controls). The common trend 
assumption already gives the intuition of the identification proof below. As the nontreatment 
potential outcomes share the same trend for treated and nontreated, any deviation of the trend 
of the observed outcomes of the treated from the trend of the observed outcomes of the 
nontreated will be directly attributed to the effect of the treatment and not to differences in 
other characteristics of the treatment and control group. 
12 
Example for a violation of the common trend assumption: Suppose that unemployed individuals 
f r o m  s h r i n k i n g  s e c t o r s  a r e  p a r t i c u l a r l y  l i k e l y  t o  b e  a d m i t t e d  i nto  the  training  programme.  Thus, 












Alternatively one can see the intuition behind the DiD approach by considering the 
possibility of estimating the effects of D  in both periods while (falsely) pretending that a 
selection-on-observables assumption would be correct conditional on X. If NEPT is true, then 
a nonzero effect in the estimation of the effects of D  on Y  (in the pre-treatment period) 
implies that the estimator is biased and inconsistent and the selection-on-observables 
assumption is implausible. If (and only if) this bias is constant over time, it can be used to 
correct the estimate of the effect of D  on Y , i.e. in the post-treatment period, which is the 
effect we are interested in (e.g., Heckman, Ichimura, Todd, and Smith, 1998). Therefore, the 
assumption corresponding to this intuition may be called 'constant bias' assumption (CB) and 
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1 |, 1 EY X xD ==
From these assumptions it is obvious that identification relies on the counterfactual 
difference   -  ( )
0
0 |, 1 EY X xD = =
() 1 |, 0 EY X xD ==
  being identical to the observable 
difference   -  ( ) 0 |, 0 EY X xD = = . Therefore, it is necessary that 
observations with characteristics x exist in all four subsamples. This is guaranteed by the so-
called common support assumption: 
{ } { } 1| ,( , ) ( , X xTD t ),(1,1) 1; ( , ) td (0,1),(0,0),(1,0) ; . PT D d x χ == ∈ < ∀ ⎡⎤ ⎣⎦ ∈ ∀ ∈   (COSU) 
Example of a violation of COSU: If participation in a training programme was compulsory for 
unemployed  below  25,  and  unemployed  below  25  years  were  subject  to  a  different  trend  than 
unemployed above  25  years  (so  that  this  agecut‐off  is  required as conditioning variab l e  t o ma ke  th e  
common trend assumption plausible), then the common support assumption would be violated because 
there would not be any nonparticipants of age 25 or younger. 
This assumption is formulated in terms of observable quantities and is thus testable. 
All the other (identifying) assumptions mentioned above are formulated in terms of 
unobservable random variables and are thus not testable. If common support did not hold for 
all values of X, a common practice would be to redefine the population for which we estimate 
the average treatment effects of interest to those treated types, defined by the values of X (χ ), 
that are observable in all four subpopulations. Alternatively, one may has to be satisfied with 
partial identification of the original parameter.
15 
3.2.2  Proof of identification of the average effect on the treated 
Although the proof of identification is straightforward and available in the literature, 
because of its instructive nature it is repeated below.  
                                                      
15  See Lechner (2008b) for such a bounding strategy in the case of matching. This strategy could be directly transferred to 
the context of DiD estimation. First, note that once the conditional-on-X effects,  1() x θ , are identified for all relevant 
values of x,  A
15 
1 TET 0  is identified as well ( ATET
1()
 is zero because of the NEPT assumption). 
This property holds because of the common support assumption implying that X has support 
in all four subpopulations defined by the different values of D and T. Hence, the identification 
proof shows identification of  x θ  only.  
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Putting all pieces together, we get: 
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Since  1() x θ  is a function of random variables for which realisations are observable, it 
is identified. Aggregating the conditional effects with respect to the appropriate distribution of 
X in the group of the treated in the post-treatment period leads to the desired average 
treatment effect on the treated. 
The interpretation of the identification of the counterfactual nontreatment outcome is 
obvious: We use the pre-treatment outcome of the participants to infer the level of the nontreatment outcome and then infer the change of that potential outcome that would occur 
from period zero to period one from the change we actually observe for the nonparticipants. 
Note that the assumptions imposed above rule out that the composition of the group of 
nontreated is affected by the treatment outcomes (this is mentioned, for example, by Angrist 
and Pischke, 2009, as one of the common pitfalls with DiD estimation in practice). 
3.2.3  Identification of the average effects on the population in general and the nontreated 
16 
()
10 |0 tt t ATENT E Y Y D =− =
t
To be able to identify the average effect for the nontreated as well, 
, and thus also to be able to identify the mean effect for the 
population,  ( )
10
tt EY Y −=   ( ) ( ) 01 tt ATENT P D ATET P D ATE =   × =+ × =, it is required to 
express another counterfactual, namely  ( )
1
1 |, 0 X xD EY = =
.
 , in terms of observables using 
DiD type of assumptions. In this case, the common trend assumption would have to involve 
the potential outcomes when treated and could be formalized in the following form: 
()
()
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This (technical) condition could of course be assumed (together with some further 
generalisations of the assumptions made in section 3.2.1). However, to use the same ideas as 
for the average treatment effect on the treated, we would need a subpopulation that is treated 
in period 0 and somehow become untreated later on. Correctly speaking, 'becoming untreated' 
means that the effect of the treatment vanishes in period one. Such a scenario is unlikely to be 
plausible in most economic applications. Thus, empirical papers using DiD almost always do 
neither attempt to identify the ATE nor to identify ATET and ATENT together. 3.2.4  The scale dependence of the identifying assumptions 
As mentioned before, it has been observed by several authors, e.g. Meyer, Viscusi, and 
Durbin (1995), that the identifying assumptions in the difference-in-difference framework are 
scale dependent, i.e. if they hold for the level of Y, they may not hold for monotone 
transformations of Y. In other words, the way how we measure and transform the outcome 
variable is relevant for the plausibility of the identifying assumptions, even without 
postulating any parametric model for the relation of confounders and treatment to the 
outcomes. This is a feature that is not shared by other (nonparametric) identification strategies 
like instrumental variables or matching. Thus, we should call the DiD design a 
semiparametric identification strategy in contrast to the nonparametric identification 
strategies. 
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This distinction can easily be seen by considering the following example. Suppose that 
the potential nontreatment outcomes are log-normally distributed and that covariates play no 
role. Parameterize the log-normal distribution in one of the following ways: (i) 




                                                     
. In the first case, the log of the potential 
outcome has mean zero and is heteroscedastic. In the second case, it is homoscedastic, but its 
mean depends on group membership and time period. In the third example we shut down the 
trend and consider the stationary case. Consider two choices of scale of Y (for example 
earnings) that are popular for continuous variables: the level of the outcome variable ( ) as 
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For case I, the common trend assumption holds for the logs but not for the levels. 
Next, we consider case II: 
Case 2:   
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Again, the common trend assumption holds for the log-specification, but not for the 
level-specification. Another feature of the functional form dependence is also apparent in the 
second example: if the conditional mean would be t times d instead of t + d, then the common 
trend assumption would be violated for the log as well as for the level specification. 
Case 3:   
0 ln | ~ (2 ,2 2). t YDdNdd =+
This case is indeed trivial. As neither the mean nor the variance changes over time, the 
common trend assumption is automatically fulfilled for all transformations of Y. 19 
This dependence of the validity of the identifying assumption on the scale of 
measurement of the outcome variable is a disadvantage of DiD, because the credibility of the 
'common trend' or 'constant bias' assumptions becomes functional form dependent. 
Identification by functional form is less attractive as the researcher very seldom has access to 
credible information about the appropriate functional forms. There is, however, another way 
of viewing this problem of functional form (or scale of measurement) dependence: The 
appropriate functional form of the outcome variable should follow from the parameter the 
researcher is interested in. However, even when a sensible functional form can be derived 
from the parameters of interest, it remains a credibility issue. Why should the CT or CB 
assumptions be plausible for that particular choice of scaling, while they may be violated for 
other choices, which might be equally plausible a priori? 
3.2.5  The changes-in-changes model by Athey and Imbens (2006) 
The functional form dependence explored in the previous section is the starting point 
for the so-called 'changes-in-changes model' that has been proposed by Athey and Imbens 
(2006). The goal of their paper is to state a set of DiD-like assumptions that are not scale 
dependent. 
The CiC ('Changes-in-Changes') model proposed by Athey and Imbens (2006)   
assigns the idea of the DiD model to the distribution of the potential outcomes. The idea is to 
compare the cumulative distribution functions (cdf) of the outcomes in the four groups. Then 
the difference of the cumulative distribution functions of the treated and the non-treated group 
in the pre-programme period is used to predict the hypothetical non-treatment cumulative 
distribution function of the treated group in the post-treatment period if they were not treated. 
Comparing this predicted cumulative distribution functions to the observed cumulative 
distribution functions of the treated in the post-treatment period gives the desired effect. The key difference to the standard DiD approach is that the assumptions made as well 
as the information exploited for identification and estimation comes from the whole outcome 
distribution and not just from the first moments. Estimation is based on estimating cumulative 
distribution functions as well as their inverses for each group defined by treatment and time 
conditional on X and predicting the counterfactual outcomes based on those functionals.  
Although the estimation problem is straightforward in principle (the authors provide 
N −consistent and asymptotically normal estimators), considerable problems may appear in 
practice either if the outcome variables are not continuous or the types of individuals are too 
heterogeneous (based on the different relevant values of x). In the first case, the problem is 
that the inversion of a cumulative distribution function of a discrete random variable is not 
unique. Therefore, only bounds of the true effects are identified (they are given in the paper). 
In the second case, when control variables are present, estimation either has to be performed 
within cells defined by the discrete values of those variables, or appropriate smoothing 
techniques have to be used in the case of continuous variables (or discrete variables with 
many different possible values). Both issues are only of limited concern asymptotically. 
However, given the usual dimensions of the control variables and sample sizes in 
applications, the curse of dimensionality could be a major concern for applied researchers 
who may need to control for many variables to make the common trend assumption 
sufficiently credible. Perhaps for this reason the number of empirical applications of this 
approach is limited so far. The only published application known to the author (other than the 
one provided by Athey and Imbens in their seminal paper) is the one by Havnes and Mogstad 
(2010) who analyse the effects of child care in Norway. They are not only interested in mean 
impacts but also in the effects on the quantiles of the earnings distribution. 
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3.2.6  The role of covariates 
As mentioned above, we need to control for precisely those exogenous variables that 
lead to differential trends and that are not influenced by the treatment. Including further 
control variables has positive and negative aspects, even when these additional variables do 
not lead to a violation of the DiD assumptions postulated above. On the positive side, it could 
help to detect effect heterogeneity that may be of substantive interest to the researcher (e.g. 
estimating the effects for men and women separately although men and women experience the 
same trends for their potential outcomes). On the negative side, every additional variable 
makes the common support assumption more difficult to fulfil.  
So far we discussed the case of time constant covariates. In many studies, though, 
measurements in different time periods may be available. In particular, in a repeated cross-
section setting, it is likely that the only available measurement of some covariates was taken 
at the same time as the measurement of the outcome variables. The particular concern here is 
the post-treatment period because time varying trend-confounding variables measured after 
the treatment are more likely to be influenced by it. Thus, the exogeneity condition might be 
violated. In this case, controlling for such time varying covariates leads to biased estimates. 
Generally, time varying covariates are no problem if they are exogenous. Indeed, if they are 
exogenous they may even be better suited to remove trend-confounding than covariates that 
do not vary over time (for example using age instead of birth year may be a superior choice to 
remove trend-confounding in some applications). If these variables are endogenous and if 
anticipation effects play no role, then using pre-treatment measurements whenever available 
may be the best empirical strategy. 
Now, we change the perspective somewhat and look at the type of circumstances 
under which an unobservable variable that influences the potential outcomes can be safely 
ignored when estimating a DiD model. To see this, we consider the impact of the excluded (perhaps unobservable) time constant variable U in the simplest case without covariates. 
Obviously, we need to require CT to hold unconditionally, because U is unobserved. To see 







:| 1 , | 1 ,
|0 , |0 ,
UD
UD
CT E E Y D U u E Y D U u
EE Y D U u E Y D U u
=
=
⎡⎤ == − == ⎣⎦




⎦    (4)
 
Clearly, if the common trend assumption holds conditional on U (if not, then there is 
no reason to consider using U as an additional control variable), and if the distribution of U 
does not depend on the treatment status, then U can be safely ignored in the estimation 
without violating CT. 
Next, consider the case in which CT again holds conditional on U, but the distribution 
of U differs for different values of D. In this case, if U cannot be used as covariate, further 
assumptions are required. One such assumption is that the effect of the unobservable variable 
on the potential outcomes is constant over time (but may vary across treatment status). The 
following separable structure has such a property: 
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where  ()
d f U  denotes some arbitrary function of U that may depend on the selection 
into group d but not on time. By taking differences over time, the term  | ()
d
UD d E fU =  
disappears. Thus, we can allow for selection into treatment based on unobservable variables 
that also influence potential outcomes as long as their impact is constant over time. This 
feature is the reason why in a linear parametric setting with panel data difference-in-
difference estimation and fixed-effects estimation is indeed very similar and sometimes 
identical (see for example the discussion in Angrist and Pischke, 2009). 
22 3.2.7  The relation of the DiD assumptions to the matching assumptions  
Returning to the case of time constant covariates, next we consider the relation of DiD 
to another closely related identification and estimation approach, namely matching. An 
assumption that identifies ATET is that the expectation of the respective potential outcome 
does not depend on the treatment status conditional on the covariates: 
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This assumption is implied by the set of assumptions that characterises the matching 
approach to the identification of causal effects (these assumptions are labelled as conditional 
independence, selection on observables, and unconfoundedness assumptions). It is in fact 
related to the DiD assumption that presumes that the difference of the expectations of the 
potential outcomes over time does not depend on the treatment status. Despite their similarity, 
neither of the assumption nests the other: the DiD assumption allows for some selection on 
unobservables, which is ruled out in matching, while matching makes no assumptions about 
the pre-treatment periods, which is required in DiD. In applications based on matching 
estimation the conditional independence assumption is frequently strengthened by assuming 
that not only the mean, but the distribution of the potential outcomes conditional on covariates 
is independent of the treatment status. This stronger assumption has the virtue that it identifies 
not only the counterfactual expectations but the full counterfactual distribution. Furthermore, 
it makes the identification invariant to the chosen scaling of Y. Although the same approach 
can be chosen in a difference-in-difference framework, namely assuming that the difference 
of the potential outcomes over time is independent of the treatment, Appendix A.2 shows that 
there are no comparable gains for DiD estimation as there are for matching. Hence, the 
'independence of the differences of the potential outcomes over time' assumption is not that 24 
                                                     
attractive because compared to the common trend in means assumption it is more restrictive 
without identifying further interesting quantities.
 17  
3.2.8 Panel  data 
So far in this exposition, it was not discussed whether the same individuals are 
observed in the pre- and post-treatment periods, because all identification results that are valid 
for repeated cross-sections also hold for panel data. So even though individual pre-treatment-
post-treatment differences of outcome variables can be computed with panel data, the nature 
of the estimator is the same but its precision may change. 
One consequence of basing the estimator on individual differences over time is that all 
influences of time constant confounding factors that are additively separable from the 
remaining part of the conditional expectations of the potential outcomes are removed by the 
DiD-type of differencing, as shown in the previous section. Therefore, it is not surprising that 
adding fixed individual effects instead of the treatment group dummy d in the regression 
formulation below (and all time constant covariates X), will lead to the same estimand (e.g. 
Angrist and Pischke, 2009). 
Furthermore, from the point of view of identification, a substantial advantage of panel 
data is that matching estimation based on conditioning on pre-treatment outcomes is feasible 
as well. This is an important issue because it appears to be a natural requirement for a 'good' 
comparison group to have similar pre-treatment means of the outcome variables. This is not 
possible with repeated cross-sections since we do not observe pre-treatment outcomes from 
the same individuals but only from some group that is similar to the individuals obtaining the 
treatment in terms of other observable characteristics X. 
 
17  See, however, the alternative assumptions imposed by Athey and Imbens (2006) and Bonhomme and Sauder (2011) that 
identify distributional effects. The corresponding matching-type assumption when lagged outcome variables are 
available can be expressed as follows: 
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Imbens and Wooldridge (2009) observe that the common trend assumption and this 
matching-type assumption impose different identifying restrictions on the data which are not 
nested and must be rationalized based on substantive knowledge about the selection process, 
i.e. only one of them can be true. Angrist and Krueger (1999) elaborate on this issue on the 
basis of regression models and come to the same conclusions. The advantage of the DiD 
method is that it allows for time constant confounding unobservables while requiring common 
trends, whereas matching does not require common trends but assumes that conditional on 
pre-treatment outcomes confounding unobservables are irrelevant. Of course, one may argue 
that conditioning on the past outcome variables already controls for the part of the 
unobservables that manifested itself in the lagged outcome variables. 
One may try to combine the good features of both methods by including pre-treatment 
outcomes among the covariates in a DiD framework. This is however identical to matching: 
Taking the difference while keeping the pre-treatment part of that difference constant at the 
individual level in any comparison (i.e. the treated and matched control observations have the 
same pre-treatment level) is equivalent to just ignoring the difference in DiD and to focus on 
the post-treatment variables alone. Thus, such a procedure implicitly requires the matching 
assumptions.
18 In other words, assuming common trends conditional on the start of the trend 
(which means it has to be the same starting point for treated and controls) is practically 
 
18  Although the confounding individual effect has been removed by taking differences, conditioning on the pre-treatment 
levels is like conditioning on it again and thus may induce a correlation with D. In other words, if the DiD assumptions 
hold unconditionally on the pre-treatment outcome, they are likely to be violated conditional on pre-treatment outcomes. 
25 identical to assuming no confounding (i.e. that the matching assumptions hold) conditional on 
past outcomes. 
Thus, Imbens and Wooldridge's (2009, p. 70) conclusion about the usefulness of DiD 
in panel data compared to matching is negative: "As a practical matter, the DiD approach 
appears less attractive than the unconfoundedness-based approach in the context of panel data. 
It is difficult to see how making treated and control units comparable on lagged outcomes will 
make the causal interpretation of their difference less credible, as suggested by the DID 
assumptions." However, a recent paper by Chabé-Ferret (2010) gives several examples in 
which a difference-in-difference strategy leads to a consistent estimator while matching 
conditional on past outcomes may be biased. He also shows calibrations based on real data 
suggesting that this bias may not be small. 
3.2.9  The regression formulation 
Derivation of the linear specification 
Most of the empirical applications  employing the DiD identification strategy so far 
used the linear model. The linear regression formulation can be motivated by the following 
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The specification is flexible to some degree as it includes several interaction terms 
between the control variables and group membership. However, it does not include 
interactions between time and treatment status as these interactions would violate the common 
trend assumption. This exclusion restriction gives rise to an interpretation of difference-in-
difference estimation as conditional (on X, D, and T) IV estimation with the interaction term 
D T acting as an instrument (with perfect compliance). This interpretation again points to the essentially parametric nature of this approach as there cannot be independent variation of this 
instrument given its components D and T. This is only possible if a (semi-) parametric model 
will be specified in which the effects of D1 and T are separable.  
Note that some of the coefficients do not vary across potential outcomes as a simple 
way to ensure that the treatment has no effect in period zero.
19 
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  Again, these derivations clarify that having differential trends for the different 
potential outcomes is no problem as long as the trends do not depend on the treatment status. 
Starting from the specifications for the potential outcomes, the effects can be 
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estimation is to obtain consistent estimates of δ  and λ . To do so, we derive the regression 
model for the observed outcome variable. 
The observation rule (SUTVA), Yd , leads to the following 
specification for the observed outcome: 
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From these derivations, we see that a regression with group and time dummies (so-
called main effects) plus the various interaction terms identify the causal effects. In such a 
regression, the coefficients of the interaction terms between time and treatment group capture 
the effects. It is rather common practice to assume that the coefficient λ  is zero, implying 
that the interaction of group and time with the control variables disappears. 
Advantages of the regression formulation 
The advantage of the regression formulation of the DiD identification and estimation 
problem is the easiness of obtaining the final estimates and their standard errors (although 
even in this simple case there are some DiD specific inference problems that were discovered 
recently; they are mentioned below). Furthermore, we can easily extend the model to cover 
more periods and more treatments, including continuous treatments, and add additional 
covariates without much further computational effort. 
28 Disadvantages of the regression formulation 
There are also disadvantages of this regression-based approach to DiD. They concern 
(i) the effect heterogeneity that is allowed for, (ii) the way how control variables are included, 
and (iii) the possibility of arriving at estimates that are not plausible. It is important to note 
that those issues only appear if covariates are included. If covariates are not included, then 
estimation of the effects in DiD designs using the linear regression framework described 
above is fully nonparametric (in the sense that it does not impose any further assumptions 
than the ones needed for identification, which were discussed in the previous section). 
Let us consider the potential issues (restrictions implied by the regression framework) 
in turn. First, for the issue of effect heterogeneity consider the simpler case in which λ  equals 
0. If there is indeed any effect heterogeneity, it means that the true coefficient δ  is random 
instead of being a constant. Since the regression estimation essentially assumes a 
nonstochastic coefficient, the stochastic deviation that cannot be captured in the regression 
becomes part of the error term. This may not be harmful, if the heterogeneity is pure random 
noise uncorrelated with all variables included in the regression or if the model is fully 
saturated in the controls variables (see Angrist and Pischke, 2009). The regression coefficient 
still captures the average effect. However, if the heterogeneity is related to those variables and 
the model is not fully saturated in the covariates, then for example δ  estimated by OLS is 
inconsistent (and asymptotically biased) for the ATET. 
Second, including the control variables in a linear fashion implies the assumption of 
common trends conditional on the linear index,  X β , which is more restrictive than assuming 
common trends conditional on X. Any deviation from the linear index is again absorbed in the 
regression error term and may invalidate the estimates. 
Finally, if the outcomes have limited support, such as a binary variable, there is no 
guarantee that the predicted expected potential outcomes will respect this support condition. 
29 The latter is one of the reasons why in practice linear models are rarely used in these cases 
and why nonlinear models, like logit or probit models for binary outcome variables, are 
usually preferred. However, these non-linear models come with their particular problems in a 
DiD setup, as will be explained below. 
Nonlinear models with the standard common trend assumption 
There are many types of outcome variables for which it is common practice to use 
nonlinear models instead of linear ones, because they provide a better approximation of the 
statistical properties of such random variables. Popular examples are probit, logit, tobit, count 
data models, and duration models. The general arguments in favour of such models do not, 
however, carry over to effects identified by the DiD assumptions. When applying nonlinear 
models in a DiD framework, researchers typically use a linear index structure together with a 
nonlinear link function (e.g. Hunt, 1995, Gruber and Poterba, 1994). The linear index 
structure is specified as if it would be a specification for the linear regression model. Then, 
the model is estimated and the estimated coefficients, or (average) marginal effects, are 
interpreted causally. However, while the linear regression can be derived from the DiD 
assumptions together with some restrictions on functional forms, such rationalisation is 
generally not possible for nonlinear models. To see this more clearly, let us consider a 




We start with a 'natural' nonlinear model with a linear index structure which is 
transformed by a link function, G ⋅ , to yield the conditional expectation of the potential 
outcome. In the case of the probit model, this link function would, for example, be the 
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This specification resembles the linear model with the exception of the addition of the 
link function. It fulfils the NEPT assumption. Using the observation rule and performing the 
same transformation as for the linear model (inside the G ⋅ -function), we obtain the 
following specification for the observable outcomes that can be used for the econometric 
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    (10) 
This equation, sometimes specified with fewer interaction terms, is the basis for the 
empirical analysis in papers using (standard) nonlinear difference-in-differences.
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Of course, as for the linear model, we need to check whether such a specification 
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20  For different ways to estimate 'causal' parameters from these models, see the papers by Ai and Norton (2003) and Puhani 
(2008). It may or may not come as a surprise, but the intuitive specification does not fulfil the 
common trend assumption. The common trend assumption relies on differencing out specific 
terms of the unobservable potential outcome, which does not happen in this nonlinear 
specification. Indeed, the common trend assumption would only be respected if γ  and π  
would be zero. However, these are exactly those coefficients that capture the group specific 
differences. Whereas the linear specification requires the group specific differences to be time 
constant, the nonlinear specification requires them to be absent. Of course, this property of 
this nonlinear specification removes the attractive feature that DiD allows for some selection 
on unobservable group and individual specific differences. Thus, we conclude that estimating 
a difference-in-difference model with the standard specification of a nonlinear model would 
usually lead to an inconsistent estimator if the standard common trend assumption is upheld. 
In other words, if the standard DiD assumptions hold, this nonlinear model does not 
exploit them (it will usually violate them). Therefore, estimation based on this model does not 
identify the causal effect of D on Y. Let us generalize the above model by introducing group 
specific coefficients:  
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Note that the terms 
d dγ  and 
d dxπ  are absorbed by the group specific constant and 
slope (
d xβ ). For the common trend assumption, we then obtain: 
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This model fulfils the common trend assumption under a set of restrictions on the 
coefficients (e.g.,  δα δ += +
 10 ,  α =
1, 1 0, 0 dd λβ λ += +
 10 ,  α β α β β =
,1 ,0 ddd
, so that 
λ λλ ==
 ,1 ,0 ddd  and δ δδ ==

() |, t
). However, those restrictions imply, as before, that there 
are no group effects and thus this parameterization for the potential outcomes is not attractive 
either. To summarize, these 'standard' nonlinear parametric specifications of the potential 
outcomes and the derived observed outcomes are not attractive, because they fulfil the DiD 
assumptions only under additional constraints which are usually not attractive in typical 
applications.
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Since the simple way of using standard parametric models does not work in the 
nonlinear case when identification is achieved by the difference-in-difference assumptions, 
what are the alternatives? One alternative is to use a linear specification despite its 
problematic features for outcome variables with bounded support. A second alternative is to 
use nonlinear parametric approximations to predict the four components of the conditional-
on-X effects,  { } E YX x Dd = ,  = ,0 , 1 ∈
}
0
0 ˆ ⎤ ⎦
                                                     
td  in a parsimonious way, and then average those 
conditional-on-X effects according to the desired distribution of confounders to obtain 
estimates for the treated population. For example, with a binary outcome variable we may 
want to estimate a probit model in all three subsamples and obtain the following estimator for 
the average treatment effect on the treated: 
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21  This problem has already been observed by Meyer (1995, p. 155), who explains it in the following way: "… if the mean of 
the outcome variable is very different in the treatment and control group, then [comparing expectations of means in the 
four groups] could not be an appropriate model both in levels and in means … This problem occurs because nonlinear 
transformations of the dependent variable imply different marginal effects on the dependent variable at different levels of 
the dependent variable. Thus, time could not have an effect of the exact same magnitude in both treatment and control 
groups in both a linear and a logarithmic specification." A similar observation has been made by Heckman (1996) in his 
discussion of a paper by Eissa (1996). where  ˆ
d
t ϕ  denotes a vector of coefficients (including a constant) estimated using a 
probit model with dependent variable, Y , in the subsample defined by group d in period t. 
  denotes the cumulative distribution function of the standard normal distribution 
evaluated at a. Note that one could predict the outcome for the treated in the post-treatment 
periods as well, but the average of such a prediction should be close to the mean of the 
outcome (it would be identical if a logit model estimated by maximum likelihood is used). 
t
() a Φ
Estimating three (or four) probit models is of course similar to estimating a model in 
the overall sample (or the three or four subsamples) which is fully interacted with respect to t 
and d. In practice, one may wish to estimate a more parsimonious specification by omitting 
some of those interaction terms.  
Although this approach may work well in practice (however, there seems to be no 
applied literature using such a specification in this way), a drawback of using these 
approximations is that we cannot recover the exact functional specifications of the mean 
potential outcomes, which makes it harder to understand the underlying restrictions that come 
from the required functional form assumptions. 
Nonlinear models with a modified common trend assumption 
In the previous section, it was shown that commonly used nonlinear models violate the 
common trend assumption. Here, we show that, indeed, for certain types of outcome variables 
the nature of these outcome variables makes it hard to believe from the outset that common 
trends may prevail at all. To see this problem using an example, assume that a binary variable 
for a particular group of nontreated in the post-treatment period has a mean of 0.9. Suppose 
further that the gap between the treated and nontreated groups prior to treatment is 0.2 in 
favour of the treated. In this case, adjusting for common trends would lead to an expected 
34 nontreatment outcome for the treated of 1.1, which would be outside the support of the 
outcome variable. Thus, in this example the common trend assumption must be violated.
22 
Following ideas similar to those of Blundell and Costa Dias (2009), we now explore 
the potential of a different way to specify identifying assumptions that resemble the key ideas 
of difference-in-difference estimation, but may appear to be more plausible than the common 
trend assumption for variables with bounded support and other cases in which the original 
DiD assumption appears implausible.
23 The following exposition is based on the concept of a 
latent dependent variable. Such variables figure very prominently in microeconometrics to 
link standard econometric linear models to discrete, censored or truncated dependent 
variables.  
Concretely, assume that the conditional expectation of the observable outcome 
variable, Y, is related to the conditional expectation of a latent outcome variable, Y
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The function   is assumed to be strictly monotonously increasing and invertible. 
The inverted function is denoted by 
() H ⋅
1 () H
− ⋅ . Therefore, we get: 
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The function   plays the role of a typical link function that appears in probit, logit, 
tobit, and many other nonlinear models. For example, in the probit model H  is  the 
() H ⋅
() ⋅
                                                      
22  I thank Patrick Puhani for a very interesting discussion on this subject. 
23  Blundell and Costa Dias (2009) use specifications based on various error terms that lead to the same results as the more 
direct approach followed here. cumulative distribution function of the standard normal distribution. Now, let us assume 












|, 1 |, 1
|, 0 |, 0 (
|| , .
EY X xD EY X xD
E YX x D E YX x D C T
EY X x EY X x x χ
== − == =
== − == =
=− = ∀ ∈
 
Clearly, whether this assumption is plausible or not depends on the particular 
parameterisation of the model which critically involves the H() ⋅   function. Even more 
important is that sometimes a substantive meaning can be given to the latent outcome 
variable, like an utility or an earnings potential, for example, which can then be used as the 
basis for judging the credibility of this assumption. 
Using (NEPT) and the modified common trend assumption, we can show that the 
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1 |, 1 EY X xD Therefore, we can express the missing counterfactual  =  as  =37 
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Thus, ATET1 is identified.
24 
As an example consider a binary outcome variable analysed with a probit model in its 
linear index form with subsample specific coefficients. In this case, H  will  be  the 
cumulative distribution function of the standard normal distribution, Φ ⋅ ()
1 − , and H ⋅  will 
be the respective inverse,  ( )
1 − Φ⋅
) . t
, which exists and is unique in this case. Such a probit model 
is defined as: 
() |, t EY X xD d (
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   (14)
 






|, 1 ( ) ( ) ( )
() .










1 ˆ ϕ , 
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0 ˆ ϕ , and 
1
0 ˆ ϕ  be consistent estimates of the unknown coefficients leads to 
the following expression for the missing mean potential outcome and thus the average 
treatment effect on the treated can be consistently estimated by: 
n 001 1
11 1 0 0 1
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24  Note that when leaving out the covariates, this is exactly the expression derived by Blundell and Costa Dias (2009, p. 
586). 38 
It is obvious that this expression is different from the one given above that was also 
based on the probit model. Although both examples are based on a probit model, the former 
assumes common trends for the expected potential outcomes, whereas the latter assumes 
common trends for a nonlinear transformation of the expected outcomes. As already seen 
before, DiD is functional form dependent. Therefore, such transformations matter and lead to 
different results. 
4.  Some issues concerning estimation  
4.1 Parametric  models 
So far, most empirical studies relying on a difference-in-difference approach are using 
parametric models. In this case, estimation is usually simple, at least as long as the model that 
is estimated is either a linear or a standard nonlinear model. Of course, if the model is based 
on a DiD assumption imposed on some complex transformation as discussed in the previous 
section on nonlinear models, it may be that even estimating a parametric model may be 
demanding and subject to substantial problems (like excessive computation time, convergence 
problems, or a nonunique objective function, etc.). However, there is a large literature in 
microeconometrics regarding these issues and their possible solutions. The fact that there is a 
type of DiD assumption involved does not create additional problems. Even in the parametric 
case, there may be DiD-specific problems with inference from the standard estimators that 
will, however, be briefly addressed in the section about inference below.  
4.2  Semiparametric and nonparametric models 
When no covariates are present, estimation can still be based on the regression 
formulation without being restrictive in any sense. Thus, standard linear estimators, like OLS, 
can be used and will have desirable properties. OLS based on a constant, group and time dummies, as well as their interaction only is identical to the typical DiD comparison of the 
four sample means. When covariates are included and the chosen specification is not rich 
enough to lead to a saturated model (usually because the number of observations is too small 
within each cell to allow for a complete set of interactions), the consistency of OLS is not 
guaranteed. It may depend on the validity of the functional form assumptions. Generally, 
parametric regression is restrictive because it depends on a linear index function to capture the 
influence of covariates on the outcomes and it restricts effect heterogeneity (see the in-depth 
discussion of the properties of linear estimation in such settings by Angrist and Pischke, 
2009). Whether the resulting bias is a serious one or only a small one, is usually impossible to 
judge in an application without comparing the parametric results to results obtained by more 
flexible semi- or nonparametric models. 
The issue of allowing covariates to enter the estimator in a flexible way can, however, 
be tackled similarly to the approaches taken by the semiparametric matching literature. To see 
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The first observation is that in order to estimate  1 ATET   consistently, a consistent 
estimate of the conditional on X effect,  1() x θ , is not necessary. Any estimate that will 
consistently estimate  1 ATET   will have to reweight the outcomes observed in the three 
'counterfactual' subpopulations (defined by T and D) such that these weights applied to the 
covariates will make the covariate distribution in the particular subpopulation identical to the 
one observed in the target population (T = 1, D = 1).  The second observation is that the structure of the estimand is very similar to the one 
for matching estimation for which a large literature exists (see for example the survey by 
Imbens, 2004). The difference is that instead of adjusting a covariate distribution in just the 
one subsample of nontreated, within a two-period DiD framework three covariate 
distributions have to be adjusted because there are three nontreated groups. In other words, 
the combination of three consistent matching estimators in the respective subsamples will lead 
to a consistent estimator of the population effects (if there are additional time periods 
available, the number of matching estimations increases by two for every additional period). It 
is also worth noting that the so-called propensity score properties first shown by Rosenbaum 
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The common support assumption (COSU) ensures that these probabilities, called 
propensity scores in the matching literature, are positive. This general property is in principle 
already contained in the results derived by Rosenbaum and Rubin (1983). The proof for the 
DiD case is sketched in Appendix A.1. 
So far studies using semiparametric or nonparametric covariate adjustments in DiD 
estimation are rare. The first paper to observe that DiD estimators can be based on matching 
seems to be Heckman, Ichimura, and Todd (1997). They base their estimators on local linear 
kernel estimators, as do Bergemann, Fitzenberger, and Speckesser (2009). 
Acemoglu and Angrist (2001), whose empirical analysis is based on a very large 
sample and a fairly small number of discrete covariates, compute the respective means within 
the cells defined by the covariates and then weight the resulting differences with the 
probability of the particular cell in the population.  41 
                                                     
Eichler and Lechner (2002) use simple propensity score matching methods while 
Blundell, Meghir, Costa Dias, and van Reenen (2004) use a time specific and cross-section 
specific propensity score in their matching methods (see also Blundell and Costa Dias, 2009). 
Ravallion, Galasso, Lazo, and Philipp (2005) use propensity score matching as well to purge 
their estimates of differences coming from different distributions of trend confounders in the 
various subsamples.  
Abadie (2005) proposes estimators based on weighting the outcomes by the propensity 
scores combined with linear projections. He also provides distribution theory for the case of 
using a nonparametric estimator for the propensity score. Finally, in an empirical application 
Bühler, Helm, and Lechner (2011) also use weighting on the propensity score. They propose 
to estimate different scores for each of the three comparisons involved. It is worth pointing 
out that all matching estimators considered in the literature can be used in this DiD setting as 
well. The paper by Huber, Lechner, and Wunsch (2010) give a comprehensive account of 
such estimators and their relative performance.  
5.  Some DID-specific issues about inference 
Recently, there has been a renewed discussion about how to conduct inference in a 
(usually parametric) DiD setting. These papers are concerned with potential correlations of 
uncertainty over time as well as within groups (in particular with panel data), for example 
exhibited by group-time specific error terms. Note that if we have period/group-specific 
randomness (e.g. group-time specific individual random effects),
25 then with a finite number 
of periods and groups, no consistent estimator can exist, because within group averaging 
 
25  Of course, (additive separable) treatment group specific uncertainty that is constant over time, as well as time specific 
uncertainty that is constant over groups, is differenced out by taking the differences of the four group means. 42 
cannot eliminate such variability. The only way to reduce this type of uncertainty is to have 
more periods and more (nontreatment) groups. The issue of correlations over time of the units 
in the different groups (like states before and after a policy change) as well as their cross-
sectional correlation within groups has been analysed within a regression framework by 
Bertrand, Duflo, and Mullainathan (2004), Donald and Lang (2007), Hansen (2007a, 2007b) 
allowing for multiple periods and groups. These papers conclude that inference may be 
substantially affected by such cluster effects (see also the informative discussion about these 
issues within a regression-type framework in Imbens and Wooldridge, 2009, p. 69). Conley 
and Taber (2011) approach this problem somewhat differently. They consider the case of a 
small number of treated groups and an expanding number of control groups and develop 
asymptotic distribution theory for test statistics under this scenario. Although in this case DiD 
estimators for the effect of D may be inconsistent (but unbiased), they develop asymptotic 
standard tests that can be used for inference in this setting. 
Despite, or because of, the recent findings on problems with standard inference in DiD 
estimation, how to best conduct inference very much depends on how uncertainty is specified. 
Generally, how to do inference remains an open issue in many DiD settings. 
6.  Further issues 
6.1  Very small number of treated and control units / interventions at the aggregate 
level 
There may be a problem for identification, estimation and inference (see previous 
section) if, for example, one region is subject to a treatment in period t (i.e. all units are 
subject to the new regime), whereas a couple of other regions are not subject to it. First, note 
that this may create some problem for identification if the other regions have different time 43 
                                                     
trends of the potential outcomes compared to the treatment region. Abadie, Diamond, and 
Hainmüller (2007) suggest treating this problem essentially as a matching problem. They 
propose using a weighted average of all the control regions with weights chosen such that the 
weighted mean of the covariates in the control regions is equal, or at least as similar as 
possible, to the observed values in the treatment region after the treatment. Furthermore, the 
authors also argue that even in such aggregate studies, one should account for uncertainty 
(one may argue that one observes the population and, thus, there is no need to take sampling 
uncertainty into account) and provide some inference procedures that (i) do not rely on 
asymptotic theory and are valid in small samples, and (ii) take account of other uncertainty 
than sampling uncertainty.
26 
6.2  Additional periods  
For most of the paper the simplest case of just two periods has been considered. This 
is sufficient to achieve identification of the usual quantities of interest. Now, we consider the 
value added by having more (post- and / or pre-treatment) periods available. It is assumed that 
in all pre-treatment periods the (future) treatment group is identified and that for all pre- and 
post-treatment periods the same covariates (that are not influenced by the future or past 
treatments) are observed. 
Before expanding on the advantages of having more post- and pre-treatment periods, 
note that they are only useful if the common trend assumptions holds for all pre- and post-
treatment comparisons. This assumption may become particularly implausible, or particular 
plausible, if the periods are further away from each other, depending on the particular 
scenario. Although derived in a fairly restrictive framework, the paper by Chabé-Ferret (2010) 
 
26  The already mentioned paper by Donald and Lang (2007) is also particularly interested in the case of a small number of 
treated and controls, while the study by Conley and Taber (2011) mentioned above provides an alternative analysis that is 
geared to the intermediate case of a larger number of nontreated and a small number of treated.  44 
points to cases when, for example, an estimator using pre-post-treatment pairs with equal time 
distance to the treatment is consistent while using just the most recent pre-treatment period 
leads to an inconsistent estimator. Unfortunately, he also shows examples in which the 
opposite is true. Apparently, more research is required on this important topic. 
6.2.1  Dynamics of the effects 
Suppose we have additional post-treatment knowledge. If the common trend 
assumptions are valid for all comparisons with the pre-treatment period, then the additional 
information allows discovering effect dynamics and testing for effects being stable over time. 
This type of dynamics may be important information from a policy perspective.  
If, however, it is known that the true effects are constant over time, performing DiD 
estimations based on using different single post-treatment periods allows to test the 
plausibility of the identifying assumption, because if the true effects are the same over time 
and if the identifying assumptions hold for all post-treatment periods, then the estimates from 
these pair-wise comparisons should be the same as well.  
6.2.2  Checking the credibility of the identifying assumptions 
The last remarks in the previous section also apply to the case of just one post-
treatment period and many pre-treatment periods. Again, if (and only if) the identification 
condition is valid for all those periods, then the choice of the pre-treatment period used should 
not systematically change the estimates. 
So-called 'placebo experiments' are also possible to test overidentifying assumptions 
and make the common trend assumption more plausible. Suppose for example that we have 
several pre-treatment periods. In this case, we could pretend that actually the treatment 
happened earlier and then measure the outcome after the pretended treatment but before the 
treatment actually happened. If we find an effect of this artificial treatment it could have either of the following two reasons: (i) The treatment is anticipated and therefore has an effect 
even before it starts. This (at least) raises some concerns about when to measure covariates 
which are not supposed to be influenced by the treatment. (ii) If we can rule out anticipation, 
this effect of the placebo treatment becomes a specification test for the common trend 
assumption, because any estimated nonzero effect would have to be interpreted as selection 
bias and thus would cast serious doubts on the validity of the identifying assumptions.
27 
6.2.3 Efficiency 
Apparently, since more periods may generate overidentifying assumptions, such 
assumptions can be used to obtain more efficient estimators. If the identifying assumptions 
hold, it must be more efficient to use this additional information. Suppose we have ϒ  
additional pre-treatment periods indexed by τ  with valid common trend assumptions. In this 
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The question now is how to choose the (1 ϒ −  free  weights  w τ . An obvious way 
would be to require that they minimize the variance of the overall estimator. The variance of 
the estimators for Diff () t  can be derived using the usual methods. Intuitively, the smaller the 
variance of Yt and the larger the sample size, the more precise this period estimator will be. 
Furthermore, the more similar the distribution of X in the subsamples in period τ  is compared 
to the target distribution of X in T=1, D=d, the more precise we expect the estimator to be. 
Furthermore, this requires an estimator of the covariances of Di
45 
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27  See also Angrist and Pischke (2009) as well as Autor (2003) of how to exploit the timing information in a regression DiD 
framework. 46 
                                                     
may be difficult to derive for those semiparametric estimators for which the bootstrap is not a 
valid variance estimator.
28 
7.  Conclusions  
The difference-in-difference design for empirical analysis of causal effects has a long 
history in and outside econometrics. Nowadays, it is certainly one of the most heavily used 
empirical research designs to estimate the effects of policy changes or interventions in 
empirical microeconomics. It has the advantage that the basic idea is very intuitive and thus 
easy to understand for an audience with limited econometric education. Compared for 
example to matching methods it has the further advantage that there is no need to control for 
all confounding variables. This means that it can accommodate a certain degree of selectivity 
based on unobservables correlated with treatment and outcome variables. Its key identifying 
assumption is the common trend assumption that must hold either unconditionally or 
conditionally on some observables (that are not influenced by the treatment). If the latter is 
the case, standard DiD estimation can be combined fruitfully with matching estimation 
techniques to accommodate such covariates in a flexible way. For that latter case, this paper 
propose some new propensity score based matching techniques that extend the proposals 
made by Abadie (2005) and Heckman, Ichimura, Smith, and Todd (1998) to a setting more 
similar to 'standard' matching estimation. 
Unfortunately, like any empirical research design it has also severe disadvantages. 
First of all, the common trend assumption is functional form, or scale-of-measurement, 
dependent. For example, if there are common trends in the logs of an outcome variable, then 
 
28  Note that even in the case of repeated cross-sections with independent observations the estimators of Diff(t) may not be 
independent for different periods, because all periods use the empirical distribution of X, or of some function of X like the 
propensity score, to estimate Diff(t). Thus, the two estimates could be correlated. 47 
in all other than some exceptional and uninteresting cases the common trend assumption will 
not be valid for the untransformed levels of the outcome variable. This makes it much harder 
to justify the common trend assumption from substantive knowledge about selection and 
outcomes than for empirical research designs that lead to nonparametric identification, like 
matching or instrumental variables. A related problem is that the common trend assumption 
usually cannot be true for variables with bounded support. A potential remedy in this case 
may be to impose the common trend assumption in some latent model. However, justifying a 
common trend assumption for some latent objects is most likely to be even more difficult to 
justify in a credible way. It remains to be explored whether the more complex changes-in-
changes model by Athey and Imbens (2006) will mediate these problems to some extent. 
Finally, depending on the structure of uncertainty, inference may be tricky to impossible in 
the two-periods-two-groups case. Having many (similar) periods and many (similar) groups 
(of nontreated) seems to be important, as it allows (i) more precise estimation; (ii) testing for 
the common trend assumption; (iii) and more reliable inference. 
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A.1   Propensity score property 
The propensity score properties discussed in the main part of the text states that it does 
not matter whether reweighting the outcome variables in a specific subsample is with respect 
to the distribution of X or with respect to the distribution of the propensity score. Of course, 
this is not novel as it is already implied by the results in Rosenbaum and Rubin (1983). 
Therefore, we will only sketch the proof in a general way. 
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Denote the two subpopulations of interest as those characterized by the value of the 
binary random variable W. We want to reweight the outcomes in subpopulation W=0 
according to the distribution of X in subpopulation characterized by W=1, i.e. the target is to 
get  . The claim is that this can also be done by the propensity score, 
defined as  p xP W X ==. Thus, the following property has to be shown to be valid: 
!
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A sketch of the proof is as follows: 
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The first line of the above expression uses iterated expectations, the second line 
employs the fact that X is finer than p(x), so that EY (| ,() ( ) , 0 ) X xpX px Z = ==  = ?. The 
third line is based on the balancing score property derived in Rosenbaum and Rubin (1983) 
stating that X and Z are independent conditional on P(Z=1|X), and the last line exploits Bayes' ( Law and again the fact that X is finer than p(X),  f | ( ), 1 ( ), 1 () () XpX Z pX Z xf x == =
`
) ,( ) | 1 | 1 (, () ) () XpXZ X Z f xpx f x == =
) ;
. 
A.2  Independence of differences of potential outcomes over time and treatment 
An alternative to the common trend assumptions in means is to assume that the 
differences of the potential outcomes conditional on covariates are independent of D.  
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In the matching literature it would be more common to use the following notation: 
()
00
10 |. YY D Xx −=   
| A BC c =   means that A is independent of B conditional on C being equal to c. 
Next, we prove identification in a similar way as before: 
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It appears that no further simplification of this expression is possible. Thus contrary to 
the matching assumptions, DiD does not identify the counterfactual distribution. It is probably 
easiest to see this result for the variance. The above assumption implies that changes in the 
variances of the differences over time do not depend on the treatment status: 
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From the standard definition of the variance of a difference, we get the following 
expression: 
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Putting those two equations together, we obtain the final expression for the variance of 
the counterfactual outcome: 
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Clearly, the covariance term is not identified and thus effects on the variance are not 
identified. This holds whether panel data are available or not. 
However, due to the linearity of the expectations operator, mean effects are identified 
because this common trend assumption implies common trends in means as well (if the means 
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