We present a generalized version of the univariate change-of-variable technique for transforming continuous random variables. Extending a theorem from Casella and Berger 3] for many{to{1 transformations, we consider more general univariate transformations. Speci cally, the transformation can range from 1{to{1 to many{to{1 on various subsets of the support of the random variable of interest. We also present an implementation of the theorem in a computer algebra system that automates the technique. Some examples demonstrate the theorem's application.
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In its simplest application, the change-of-variable technique is used to determine the distribution of a continuous random variable Y given the distribution of a continuous random variable X and a 1{to{1 transformation from the support of X to the support of Y: As the conditions on the transformation Y = g(X) become more general, the technique requires more detail in its description and is less likely to appear in introductory probability and statistics texts. Casella and Berger 3; page 51] discuss transforming random variables using the change-of-variable technique when the entire transformation is many{to{1, except for a nite number of points, that is, the cardinality of the set g ?1 (y) is the same for almost all y in the support of Y . Hogg and Craig 5; page 190] extend this many{to{1 technique to n-dimensional random variables. We are concerned with a more general univariate case in which the transformations are \piecewise many{to{1," where \many" may vary based on the subinterval of the support of Y under consideration. We state and prove a theorem for this case and present code in a computer algebra system to implement the result. Although the theorem is a straightforward generalization of Casella and Berger's, there are a number of details that have to be addressed in order to produce an algorithm for nding the probability density function (pdf) of Y: The resulting computer algebra system implementation of our theorem relieves analysts, researchers, and students from arduous computations.
Consider the following example. Let f X (x) = 1 3 for ?1 < x < 2, be the pdf for the random variable X. Consider the transformation Y = g(X) = X 2 : This transformation is a 2{to{1 transformation on the interval X 2 (?1; 1) (except at X = 0) and it is 1{to{1 on the interval X 2 1; 2); see Figure 1 . Some introductory probability texts use this as an example (e.g., Larsen and Marx 7; page 137] ), but fail to state a general theorem that treats such piecewise many{to{1 transformations. The di culty lies in identifying an appropriate partition of the support of X and a corresponding partition for the support of Y; and then determining which of these subsets of the support of X correspond to each of the subsets of the support of Y: A further complication is encountered when the transformation itself is either discontinuous or non-di erentiable at certain points. For example, consider the random variable X; where f X (x) = (x + 1)=18 for ?1 < x < 5, and the transformation (see In this example, the transformation is discontinuous as well as \piecewise many{to{1." Our theorem and resulting implementation in a computer algebra system will determine the pdf of Y for such transformations.
In Section 1, we will present our transformation theorem, modeled after Casella and Berger's Theorem 2.1.3 (page 51). Our theorem has been presented more generally in earlier papers. Barr consider the piecewise many{to{one case in the univariate and multivariate settings, respectively. Our theorem is strictly univariate, but permits implementation in a computer algebra system. It determines the distribution of Y = g(X) for any univariate random variable X of the continuous type with few restrictions on the transformation g(X): We note that our theorem will be stated in a somewhat elaborate form for the purpose of facilitating its implementation. Section 2 discusses an algorithmic implementation of the theorem using the computer algebra system capabilities of the software package Maple V. Section 3 illustrates the usefulness of the algorithm.
Theorem
Before we present the theorem, we overview the rationale for the notation. We assume that the support of X, denoted by X, consists of a nite union of open intervals. The points x 1 < x 2 < < x n+1 generate n consecutive subintervals and are determined as follows.
The rst subinterval of X begins with x 1 and the last subinterval of X ends with x n+1 . The remaining x i 's correspond to other endpoints of the intervals of X or to the locations in X where the function g is discontinuous or non-di erentiable, or g 0 is zero. Let g i (x) denote the restriction of g(x) to (x i ; x i+1 ); by design, g i is monotone and therefore invertible. Let X ? = fx 1 ; x 2 ; : : : ; x n+1 g; note that since X is continuous, P(X 2 X ? ) = 0:
We introduce Y ? ; a set of points on the y-axis, to partition the support of Y into subintervals. The range of each g i , denoted by (m i ; M i ), either contains or is disjoint from each Y subinterval. The set Y ? is designed so that the nal pdf of Y may be speci ed by designating its value on each Y subinterval. The set Y ? is de ned using one-sided limits because the transformations g 1 ; g 2 ; : : : ; g n are not necessarily de ned at the points in X ? : The set I j consists of integers i with the property that the range of g i is either equal to or properly contains the jth Y subinterval. The pdf for each Y subinterval depends on the pdf of X and the associated transformations g i .
Theorem. Let X be a random variable of the continuous type with pdf f X (x) and with support X; where X consists of a nite union of open intervals. Let g(x) be a real-valued function whose domain includes X: Let ?1 x 1 <x 2 < <x n <x n+1 +1 be a sequence of extended real numbers which satisfy the following conditions:
1. The sequence includes the endpoints of the intervals whose union is X: Since Y is a continuous random variable,
where we performed the change-of-variable y = g i (x); or equivalently x = g ?1 i (y); and have used the absolute value to treat both increasing and decreasing transformations (see 4 2 Implementation
It could be quite tedious to implement this theorem by hand for large m and n. With the onset of computer algebra systems such as Maple V, however, one may implement algorithms that correspond to theorems such as ours. Our implementation in Maple code is included in the appendix and parallels the theorem. Two main implementation issues emerged. 2 . The second implementation issue involves redundancies in lists. Maple doesn't recognize that the integer 3 and the oating-point value 3.0, for example, are redundant in a list. The ReduceList procedure nds all adjacent points that di er by a small prescribed and discards redundant oating-point type elements.
The data structure used to represent the distribution of a random variable is a \list of three lists." The rst sub-list has as elements the functions that comprise the piecewise continuous portions of the pdf. The second sub-list has as elements the ordered support points of the distribution that delineate the beginning and end of the domain for each of the functions in the rst sub-list. The third sub-list contains the string \p" which denotes that the function in the rst sub-list is a probability density function (rather than a cdf or a hazard function). The data structure for g is a \list of two lists" that is similar in nature to that of f: Here we characterize g by listing its monotone components and the endpoints of the corresponding domains. Example 3.1 gives a detailed illustration of the data structures for f and g:
The following are some additional implementation issues that arose during the coding of the algorithm:
The user must supply x 1 ; x 2 ; : : : ; x n+1 : This ordered list consists of the endpoints of the open intervals which constitute X and all locations in X where g(x) is discontinuous or non-di erentiable, or g 0 (x) is zero. A preprocessor to determine elements of X ? corresponding to g 0 (x) = 0 could be added to the algorithm if desired. Thus if the support of X is (?1; 2); and Y = g(X) = X 2 ; this preprocessor would include x = 0 in X ? yielding X ? = f?1; 0; 2g:
The partition points x 1 ; x 2 ; : : :; x n+1 must be chosen so that f X (x) is not de ned piecewise on any X subinterval (e.g., if X has a triangular distribution, the mode must be a partition point).
Adding extra x-values in X to X ? that are not maxima, minima or saddle points of g(x) or discontinuities of f X (x) or g(x) will not a ect the correctness of the algorithm's implementation of the theorem, although the implementation will be slower.
Many transformations such as g(x) = x + e x do not have an inverse that can be expressed in a closed-form. Numerical methods could be used in conjunction with the algorithm to nd individual values of f Y (y): We have not implemented this in our code. If g(x) = x + e x ; for example, then dg ?1 (y) dy = 1 1 + e x x=g ?1 (y) :
Periodic transformations can present a problem in the implementation of the theorem. Maple uses the usual principal inverses for sin x, cos x, and tan x, but the restricted ranges of these principal inverses are often inappropriate. When the algorithm tries to identify which inverse is appropriate, it is only given one choice, the principal inverse, but the domain of X might not coincide with the range of the principal inverse. Example 3.4 illustrates the problem and a circumvention.
No error-trapping has been done to insure that f X (x) is a legitimate pdf, i.e.
Also, there is limited error-trapping on g(x) in that the procedure gives an error message when the inverse cannot be found.
Parameters are allowed in f X (x) but not in g(x):
3 Examples
This section contains some illustrative examples of using the algorithm described in the previous section to determine the distribution of Y = g(X): Before using the program, we tested its performance on several common transformations. Given X N(0; 1) and
, the program returned the pdf for a The corresponding returned value of fnew is a \list of three lists" that speci es the pdf of Y : The appropriate partition for the transformation is depicted in Figure 3 . The ). To overcome the principal inverse di culty alluded to in the previous section, we devised the following equivalent situation: consider the random variable X U(? 2 ; 2 ) and let Y = g(X) = sin By plotting this hazard function, we see it has the rare property of a closed-form, \bathtub"-shaped hazard function. Furthermore, we can now apply the transformation W = g(Y ) = Y in order to derive a random variable W that is a one-parameter random variable with a closed-form, bathtub-shaped hazard function. To our knowledge, although the arcsin distribution has been discussed in the literature, we have yet to nd mention of the fact that it has a bathtub-shaped hazard function. Most distributions with bathtub-shaped hazard functions must be analyzed numerically because their hazard functions are not closed form. One of the useful features of the Transform procedure is that it can help the practitioner gain insight into what transformations could result in a useful model. In this example, it becomes apparent that the transformation \crowds" the uniformly distributed X random variable into a distribution for Y that is \heavy" on either end of its support. The result is a random variable with a bathtub-shaped hazard function. The program enables the model designer to con rm, or gain insight into the univariate transformations that could result in a useful model.
Conclusion
We envision more for this Maple implementation of a probability theorem than what is illustrated in these examples. The tool provided by the Transform procedure will be useful to the practitioner as well as the academic. The academic might use this tool to nd new distributions. Let X be a beta random variable with speci ed parameters, for example, and let g(X) = X 2 . Applying g several times in succession may yield a distribution that is useful in modeling. Alternatively, students might be asked to combine a set of ten transformations and ten distributions in order to create 100 new distributions, picking out the interesting properties of the more notable ones.
The practitioner, on the other hand, may use the Transform procedure for the speci c purpose of iterative probabilistic model design, illustrated in Example 3.4. For example, the Transform procedure could be part of an optimization algorithm that nds the constants a and b, where Y = g(X) = aX + b, yielding the optimal linear transformation of X in terms of some measure of performance in analysis problems where a linear transformation of data is appropriate.
Our current intent for the procedure Transform is to include it in a package of probabilistic procedures that would handle many types of analysis for the practitioner. We now have, for example, the procedures Convolute 2] , ProductOf, Truncate, OrderStat, PdfOf, CdfOf, MinOf, and MaxOf. The combined e ect of these procedures allows one to model with previously untenable distributions that were disregarded as too complex to analyze. We are currently using these functions in the following areas of probabilistic modeling: optimizing life tests (both censored and uncensored non-exponential populations); determining exact distributions in renewal theory and reliability block diagrams; and, minimizing the use of the CLT by using the actual distributions of convolutions of random variables. 
