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Introduction
We want first an overview of the aim and of the road.
—Hermann Weyl
The dissertation aims at studying Loewy structures and related Morita
invariants. We give an overview of each chapter in the following. For standard
terminology we refer the reader to textbooks [21, 24, 32] in the references.
Loewy Structures of Projective Modules Slicing a module into semisim-
ple ones is useful to study modules. Loewy structures provide a means of
doing so. To establish the Loewy structures of projective modules over a
finite-dimensional symmetric algebra over a field F , the Landrock lemma is
a primary tool. The lemma and its corollary relate radical layers of projec-
tive indecomposable modules to radical layers of the F -duals of those modules
(“dual symmetry”) and to socle layers of those modules (“reciprocity”).
We generalize these results to an arbitrary finite-dimensional algebra A.
Our main theorem of the first chapter, which is the same as the Landrock lemma
for finite-dimensional symmetric algebras, relates radical layers of projective
indecomposable modules P to radical layers of the A-duals of those modules
and to socle layers of injective indecomposable modules νP where ν is the
Nakayama functor. A key tool to prove the main theorem of the first chapter
is a pair of adjoint functors, which we call socle functors and capital functors.
Socle Series and Center From Morita theoretic viewpoint, computing
Morita invariants is important. We prove that the intersection of the center
and the nth (right) socle
ZSn(A) := Z(A) ∩ socn(A)
of a finite-dimensional algebra A is a Morita invariant; This is a generalization
of important Morita invariants — the center Z(A) and the Reynolds ideal
ZS1(A).
As an example, we also studied ZSn(FG) for the group algebra FG of a
finite p-group G over a field F of positive characteristic p. Such an algebra has
a basis along the socle filtration, known as the Jennings basis. We prove certain
elements of the Jennings basis are central and hence form a linearly independent
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set of ZSn(FG). In fact, such elements form a basis of ZSn(FG) for every
integer 1 ≤ n ≤ p if G is powerful. As a corollary we have socp(FG) ⊆ Z(FG)
if G is powerful.
Radical Series and Commutator Subspace In 1941, Brauer-Nesbitt es-
tablished a characterization of a block with trivial defect group as a block B
with k(B) = 1 where k(B) is the number of irreducible ordinary characters
of B. In 1982, Brandt established a characterization of a block with defect
group of order two as a block B with k(B) = 2. These correspond to the cases
when the block is Morita equivalent to the one-dimensional algebra and to the
non-semisimple two-dimensional algebra respectively.
In the last chapter, we redefine k(A) to be the codimension of the com-
mutator subspace K(A) of a finite-dimensional algebra A and prove analogous
statements for arbitrary finite-dimensional algebras. This is achieved by gen-
eralizing the Okuyama refinement of the Brandt inequality to this setting. To
this end, we study the codimension of the sum of the commutator subspace
and nth radical
KRn(A) := K(A) + radn(A).
We prove that this is Morita invariant and give some upper bound as well.
Acknowledgements The author is greatly indebted to Professor Shigeo
Koshitani for his valuable advice and constant encouragement. The author
also would like to thank Dr. Yoshihiro Otokita for helpful discussions.
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Chapter 1
Loewy Structures of
Projectives Modules
Make things as simple as possible, but not simpler.
—Albert Einstein
Semisimple modules are one of the most well-understood classes of modules.
Hence slicing a module into semisimple ones is a natural way to study modules.
Loewy structures provide a means of doing so. To establish Loewy structures
several studies has been done [2, 3, 15, 33]. A primary tool is the Landrock
lemma [20, 21], which is stated below.
LetA be a finite-dimensional algebra over a field F and (−)∗ := HomF (−, F )
the F -dual functor. The opposite algebra is denoted by Aop.The term module
refers to a finitely generated right module. Recall that A is a symmetric algebra
if A ∼= A∗ as (A,A)-bimodules. For other notations see Definition 1.3.
Theorem 1.1 (See Landrock [20, Theorem B] for (i)). For a finite-dimensional
symmetric algebra A over a field F , let Pi and Pj be the projective covers of
simple A-modules Si and Sj respectively.
(i) For an integer n ≥ 1 we have an F -linear isomorphism
HomA(radn Pi, Sj) ∼= HomAop
(
radn(P ∗j ), S∗i
)
.
(ii) For an integer n ≥ 1 we have an F -linear isomorphism
HomA(radn Pi, Sj) ∼= HomA(Si, socn Pj).
This theorem have been incredibly useful in the study of Loewy structures
of symmetric algebras (such as finite group algebras, see [3, 15, 33]). The
purpose of this chapter is to generalize this useful theorem to the study of
arbitrary finite-dimensional algebras. To state our main theorem of this chapter
we let (−)∨ := HomA(−, A) be the A-dual functor and ν(−) :=
(
(−)∨)∗ the
Nakayama functor.
3
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Theorem 1.2 (Sakurai [29]). For a finite-dimensional algebra A over a field F ,
let Pi and Pj be the projective covers of simple A-modules Si and Sj respectively.
(i) For an integer n ≥ 1 we have an F -linear isomorphism
HomA(radn Pi, Sj) ∼= HomAop
(
radn(P∨j ), S∗i
)
(ii) For an integer n ≥ 1 we have an F -linear isomorphism
HomA(radn Pi, Sj) ∼= HomA(Si, socn νPj).
This chapter is organized as follows. In Section 1.1 we introduce key tools
to prove our main theorem of this chapter, socle functors and capital functors.
We then prove some useful lemmas. Section 1.2 is devoted to prove Theo-
rem 1.2. We also derive Theorem 1.1 from our result. Section 1.3 deals with a
simple example to see how our main theorem of this chapter looks in a concrete
situation. This chapter is based on Sakurai [29].
1.1 Socles and Capitals
We introduce basic terminology of this dissertation and state some useful lem-
mas first.
Definition 1.3. For a module V over an algebra, socV denotes the sum of
minimal submodules of V and radV denotes the intersection of maximal sub-
modules of V . For an integer n ≥ 0, the nth socle of V is defined inductively
by soc0 V = 0 and
socn V = { v ∈ V | v + socn−1 V ∈ soc(V / socn−1 V ) }
if n > 0. For an integer n ≥ 0, the nth radical of V is also defined inductively
by rad0 V = V and
radn V = rad(radn−1 V )
if n > 0. We then write
socn V = socn V / socn−1 V
and call it the nth socle layer of V for n ≥ 1. We also write
radn V = radn−1 V / radn V
and call it the nth radical layer of V for n ≥ 1.
Definition 1.4. For an integer n ≥ 0 and a module V over an algebra we write
capn V = V / radn V and call it the nth capital of V . Since any homomorphism
maps the nth socle into the nth socle and the nth radical into the nth radical,
socn and capn define endofunctors. We call these endofunctors the nth socle
functor and the nth capital functor respectively.
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The next simple lemma is vital to prove the main theorem of this chapter.
The category of finitely generated right A-modules is denoted by modA.
Lemma 1.5 (Sakurai [29]). Let A be a finite-dimensional algebra over a field.
Then for any integer n ≥ 0 the nth capital functor and nth socle functor yield
an adjoint pair of functors.
modA modA
capn
socn
capn ⊣ socn .
Proof. Let U and V be A-modules. Define F -linear maps ηU,V and ξU,V by
the following.
HomA(capn U, V ) HomA(U, socn V )
ηU,V
ξU,V
ηU,V (f) : u 7→ f(u+ radn U)
(
f ∈ HomA(capn U, V )
)
ξU,V (g) : u+ radn U 7→ g(u)
(
g ∈ HomA(U, socn V )
)
.
The well-definedness of these maps follow from radn U = U(radnA) and socn V =
{ v ∈ V | v(radnA) = 0 }. It is routine work to check that these yield mutually
inverse natural transformations.
Lemma 1.6. Let A be a finite-dimensional algebra over a field. For any integer
n ≥ 0 we have a natural isomorphism
modA modAopcapn (−)
∗
socn socn((−)∗) ∼= (capn(−))∗.
Proof. Let U be an A-module. Then F -linear maps ηn,U and ξn,U defined by
the following yield well-defined natural transformations.
socn(U∗) (capn U)∗
ηn,U
ξn,U
ηn,U (λ) : u+ radn U 7→ λ(u)
(
λ ∈ socn(U∗))
ξn,U (µ) : u 7→ µ(u+ radn U)
(
µ ∈ (capn U)∗). (1.1)
For a sense of unity we adopt an alias
capn = radn .
Note that capn and socn define endofunctors as capn and socn.
The following lemma can essentially be found in [24, Problem 2.14(ii)].
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Lemma 1.7. Let A be a finite-dimensional algebra over a field. For any integer
n ≥ 1 we have a natural isomorphism
modA modAopsocn (−)
∗
capn (socn(−))∗ ∼= capn((−)∗).
Proof. To obtain a desired natural transformation, it is suffice to prove a similar
statement
socn((−)∗) ∼= (capn(−))∗ (1.2)
since
(socn(−))∗ ∼= (socn((−)∗∗)∗
(1.2)∼= (capn((−)∗))∗∗ ∼= capn((−)∗).
For an A-module U , consider the following diagram with exact rows
0 socn−1(U∗) socn(U∗) socn(U∗) 0
0 (capn−1 U)∗ (capn U)∗ (capn U)∗ 0,
in,U
ηn−1,U
pn,U
ηn,U η¯n,U
jn,U
ξn−1,U
qn,U
ξn,U ξ¯n,U
where
• vertical arrows are the ones defined in (1.1),
• in,U and pn,U are the inclusion and the canonical projection, and
• jn,U and qn,U are homomorphisms induced from the canonical projection
and the inclusion by the F -dual functor.
Since the left rectangle commutes and each rows are exact, we have unique
well-defined homomorphisms η¯n,U and ξ¯n,U that commute the right rectan-
gle. A chase revels that these are mutually inverse since pn,U and qn,U are
epimorphisms.
Let U and V be A-modules and f ∈ HomA(U, V ). A chase of the fol-
lowing diagram, which each face except the front commutes, revels that the
isomorphism η¯n,U is natural since pn,V is a epimorphism.
socn(U∗) (capn U)∗
socn(V ∗) (capn V )∗
socn(U∗) (capn U)∗
socn(V ∗) (capn V )∗
ηn,U
qn,U
socn(f∗)
ηn,V
pn,V
(capn f)∗
qn,V
pn,U
η¯n,U
socn(f∗)
η¯n,V
(capn f)∗
.
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1.2 Dual Symmetry and Reciprocity
A proof of Theorem 1.2 is given in this section. The Landrock lemma is then
proved as a special case of it.
Proof of Theorem 1.2. Let us prove the reciprocity part (ii) first. From the
definitions we have two short exact sequences
0 capn Pi capn Pi capn−1 Pi 0
0 socn−1 νPj socn νPj socn νPj 0.
By applying exact functors HomA(−, νPj) and HomA(Pi,−) we have
0 HomA(capn−1 Pi, νPj) HomA(capn Pi, νPj) HomA(capn Pi, νPj) 0
∼= ∼=
0 HomA(Pi, socn−1 νPj) HomA(Pi, socn νPj) HomA(Pi, socn νPj) 0,
where vertical isomorphisms follow from Lemma 1.5. Hence we get
HomA(capn Pi, νPj) ∼= HomA(Pi, socn νPj). (1.3)
Since the left hand side of (1.3) can be transformed as
HomA(capn Pi, νPj) ∼= HomA(cap(capn Pi), νPj)
∼= HomA(capn Pi, soc νPj) (By Lemma 1.5.)
∼= HomA(capn Pi, Sj) (By [32, Lemma III.5.1(ii)].)
and the right hand side of (1.3) can be transformed as
HomA(Pi, socn νPj) ∼= HomA(Pi, soc(socn νPj))
∼= HomA(capPi, socn νPj) (By Lemma 1.5.)
∼= HomA(Si, socn νPj),
we have the desired isomorphism
HomA(capn Pi, Sj) ∼= HomA(Si, socn νPj).
Now let us prove the dual symmetry part (i). It follows immediately from
the reciprocity part.
HomA(capn Pi, Sj) ∼= HomA(Si, socn νPj) (By (ii).)
∼= HomAop((socn νPj)∗, S∗i ) (By [24, Lemma 2.8.6(ii)].)
∼= HomAop(capn((νPj)∗), S∗i ) (By Lemma 1.7.)
∼= HomAop(capn(P∨j ), S∗i ).
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Remark 1.8. The above proof is element-free.
We derive Theorem 1.1 from our result in the following. The next charac-
terization of symmetric algebras is well-known [28, Theorem 3.1].
Theorem 1.9. A finite-dimensional algebra over a field is symmetric if and
only if (−)∗ ∼= (−)∨.
Corollary 1.10. If a finite-dimensional algebra over a field is symmetric then
the Nakayama functor is naturally isomorphic to the identity functor.
Proof of Theorem 1.1.
(i) Apply Theorem 1.9 to the part (i) of Theorem 1.2.
(ii) Apply Corollary 1.10 to the part (ii) of Theorem 1.2.
Remark 1.11. Okuyama and Tsushima gave a short proof of the Landrock
lemma for finite group algebras in [26, Theorem 2]. It also should be noted
that Bowman and Martin proved a similar statement of the Landrock lemma
for cellular algebras and BGG algebras in [5, Theorem 6].
1.3 Example
In this section, Theorem 1.2 is illustrated by a simple example, a connected
selfinjective Nakayama algebra. Let us describe this algebra and their modules
first. See [32] for terminology.
Algebra and Modules Let k and ℓ be natural numbers and F an alge-
braically closed field. The cyclic quiver
1
2
3
i
k − 1
k
is denoted by ∆k. The ideal of path algebra F∆k over the field F generated
by the arrows of ∆k is denoted by Rk. Set N ℓk = F∆k/Rkℓ+1. This is a
connected selfinjective Nakayama algebra [32, Theorem IV.6.15]. The simple
module corresponding to the vertex i is denoted by Si for i ∈ Z/kZ. Since N ℓk
is a Nakayama algebra, the projective cover Pi of Si and the injective envelope
Ii of Si are uniserial. The composition series, radical series, and socle series
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of those modules coincide. Those structures are described by its composition
factors as below (cf. [1]).
Pi ∼
Si
Si+1
...
Si+ℓ
Ii ∼
Si−ℓ
...
Si−1
Si
The Nakayama functor thus acts as νPj = Ij = Pj−ℓ for j ∈ Z/kZ.
Reciprocity The reciprocity (ii) is then illustrated by the following.
Pi ∼
Si
Si+1
...
Si+(n−1)
...
Si+ℓ
Sj−ℓ
...
Sj−(n−1)
...
Sj−1
Sj
∼ νPj
radn Pi ∼= Si+(n−1), socn νPj ∼= Sj−(n−1);
dimHomA(radn Pi, Sj) = δi+(n−1),j = δi,j−(n−1) = dimHomA(Si, socn νPj).
Dual Symmetry The radical layers of P∨j is obtained as follows. For 1 ≤
n ≤ ℓ+ 1 we have
radn(P∨j ) ∼= capn
(
(P∨j )
∗∗)
∼= (socn νPj)∗ (By Lemma 1.7.)
∼= S∗j−(n−1).
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The dual symmetry (i) is hence illustrated by the following.
Pi ∼
Si
Si+1
...
Si+(n−1)
...
Si+ℓ
S∗j
S∗j−1
...
S∗j−(n−1)
...
S∗j−ℓ
∼ P∨j
radn Pi ∼= Si+(n−1), radn(P∨j ) ∼= S∗j−(n−1);
dimHomA(radn Pi, Sj) = δi+(n−1),j = δi,j−(n−1) = dimHomAop(radn P∨j , S∗i ).
Remark 1.12. The algebra N ℓk is symmetric if and only if k divides ℓ (see [32,
Corollary IV.6.16]). Thus, for ℓ divisible by k, the above example illustrates
the classical lemma of Landrock. For ℓ not divisible by k, the above example
illustrates our generalization of this result to non-symmetric finite-dimensional
algebras.
Part II
Morita Invariants
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Chapter 2
Socles Series and Center
It is a capital mistake to theorize before one has data. Insensibly
one begins to twist facts to suit theories, instead of theories to suit
facts.
—Sherlock Holmes
From Morita theoretic viewpoint, computing Morita invariants is important
to distinguish algebras that are not Morita equivalent. We prove that the
intersection of the center and the nth (right) socle
ZSn(A) := Z(A) ∩ socn(A) (2.1)
is Morita invariant for a finite-dimensional algebra A (Theorem 2.3). This
is a generalization of important Morita invariants — the center Z(A) and
the Reynolds ideal ZS1(A). The other way of generalization is known as the
Külshammer ideals or the generalized Reynolds ideals for a finite-dimensional
symmetric algebra; For more details we refer the reader to the survey by Zim-
mermann [37].
The centers and the Reynolds ideals are particularly interesting for finite
group algebras. Let G be a finite group and F an algebraically closed field F
of positive characteristic p. First, the dimension of the center Z(FG) equals
the number of irreducible ordinary characters k(G) and the dimension of the
Reynolds ideal ZS1(FG) equals the number of irreducible modular charac-
ters ℓ(G). Next, the conjugacy class sums form a basis of the center and
the p-regular section sums form a basis of the Reynolds ideal [17]. Moreover,
Okuyama [25] proved
dimZS2(FG) = ℓ(G) +
∑
dimExt1A(S, S) (2.2)
where the sum is taken over a complete set of simple FG-modules. (In fact, he
proved that for a block of a finite group algebra.) See also [16, Theorem 2.1]
which is written in English. These are summarized in Table 2.1.
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Table 2.1: What is known about ZSn(FG) = Z(FG) ∩ socn(FG).
dimension basis
(representation-theoretic) (group-theoretic)
Z(FG) k(G) conjugacy class sums
ZSn(FG) unknown unknown
ZS2(FG) ℓ(G) +
∑dimExt1(S, S) unknown†
ZS1(FG) ℓ(G) p-regular section sums
As ZSn(FG) is a generalization of these, we want to know what is the
dimension and what a basis can be (Problem 2.8). One of manageable ex-
amples to compute socle series is the case for a finite p-group G. Jennings
constructed group-theoretically a basis of FG along the radical filtration (The-
orem 2.14) and Hill proved that radical series coincides with socle series (The-
orem 2.15). Such a basis is known as the Jennings basis (Definition 2.16). To
study ZSn(FG) let us ask a question:
When is an element of the Jennings basis central?
We prove that certain elements of the Jennings basis are central and hence
form a linearly independent set of ZSn(FG) (Theorem 2.17). In fact, such
elements form a basis of ZSn(FG) for every integer 1 ≤ n ≤ p if G is powerful
(Theorem 2.21). As a corollary we have socp(FG) ⊆ Z(FG) if G is powerful
(Corollary 2.22). Proofs are given in Section 2.4. Section 2.5 is devoted to
illustrate our results by the first non-trivial examples. This chapter is based
on Sakurai [30].
2.1 Morita Invariants: ZSn(A)
Héthelyi et al. [12, Corollary 5.3] proved that the Külshammer ideals are Morita
invariants. (Later Zimmermann [36] proved that those are derived invariants
as well.) Inspired by the proof we prove that ZSn(A), ideals of the center, are
Morita invariants.
Lemma 2.1. The Loewy length ℓℓ (A) of a finite-dimensional algebra A over
a field can be expressed by ZSn(A) as
ℓℓ (A) = min{n ∈ N | ZSn(A) = Z(A) }.
Proof. Clear.
Lemma 2.2. Let A be a finite-dimensional algebra over a field and e ∈ A a
full idempotent. Then radn(eAe) = e radn(A)e for every n ∈ N.
†Except finite p-groups; see Remark 2.25.
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Proof. Since there is a canonical lattice isomorphism from ideals of A to those
of eAe which preserves multiplication of ideals, the claim follows. (See [19,
Theorem 21.11(2)].)
Theorem 2.3 (Sakurai [30]. See also Theorem 3.1 for its “dual”). Let A and
B be Morita equivalent finite-dimensional algebras over a field. Then there
is an algebra isomorphism Z(A) → Z(B) mapping ZSn(A) onto ZSn(B) for
every n ∈ N. In particular, ZSn(A) are Morita invariants.
Proof. It suffices to prove the case for A and its basic algebra B := eAe because
Morita equivalent basic algebras are isomorphic. Since the basic idempotent
e ∈ A is full, there exist uk, vk ∈ A such that∑
k
ukevk = 1. (2.3)
Then define algebra homomorphisms
Z(A) Z(B)
φ
ψ
by φ(a) = eae for a ∈ Z(A) and ψ(b) = ∑k ukbvk for b ∈ Z(B). These are
well-defined and mutually inverse. By (2.3) and Lemma 2.2 we have
φ
(
ZSn(A)
) ⊆ ZSn(B) and ψ(ZSn(B)) ⊆ ZSn(A),
and the proof completes.
Remark 2.4. In general, ZSn(A) are not derived invariants. Let F be an
algebraically closed field of characteristic two, An the alternating group of
degree n, and e0 the principal block idempotent of FA5. Then ℓℓ (FA4) = 3 ̸=
5 = ℓℓ (e0FA5) . In particular, by Lemma 2.1, we have
dimZS3(FA4) ̸= dimZS3(e0FA5)
although FA4 and e0FA5 are derived equivalent. (cf. the Broué abelian defect
conjecture.)
Now let us study how ZSn(A) behaves with field extensions.
Lemma 2.5. Let A be a finite-dimensional algebra over a field F and suppose
A/ rad(A) is separable. Then for every field extension E/F and n ∈ N we have
the following.
(i) radn(A⊗F E) = radn(A)⊗F E.
(ii) socn(A⊗F E) = socn(A)⊗F E.
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Proof. (i): The proof is by induction on n and [24, Lemma 2.5.1(ii)].
(ii): Let a ∈ socn(A ⊗F E) and take an F -basis { ελ | λ ∈ Λ } of E. Since
A ⊗F E =
⊕
A ⊗ ελ we can express a =
∑
aλ ⊗ ελ for some aλ ∈ A, which
equals zero for all but finitely many λ ∈ Λ. For every z ∈ radn(A) we have
z ⊗ 1 ∈ radn(A⊗F E) by (i). Hence∑
(aλz)⊗ ελ = a(z ⊗ 1) = 0.
By uniqueness we have aλz = 0, which implies aλ ∈ socn(A), for all λ ∈ Λ. We
thus get socn(A⊗F E) ⊆ socn(A)⊗F E.
The proof for socn(A)⊗F E ⊆ socn(A⊗F E) is easy by (i).
Proposition 2.6. Let A be a finite-dimensional algebra over a field F and
suppose A/ rad(A) is separable. Then for every field extension E/F and n ∈ N
we have
ZSn(A⊗F E) = ZSn(A)⊗F E.
Proof.
ZSn(A⊗F E) = Z(A⊗F E) ∩ socn(A⊗F E)
=
(
Z(A)⊗F Z(E)
) ∩ socn(A⊗F E) (By [24, Lemma 2.4.1(iii)].)
=
(
Z(A)⊗F E
) ∩ ( socn(A)⊗F E) (By Lemma 2.5(ii).)
=
(
Z(A) ∩ socn(A))⊗F E (By [24, Problem 1.21].)
= ZSn(A)⊗F E.
Corollary 2.7. Let F be a field of positive characteristic p and G a finite
group. Then for every n ∈ N we have
ZSn(FG) = ZSn(FpG)⊗Fp F.
Proof. Since FpG/ rad(FpG) is separable [24, Lemma 3.1.28], the claim follows
from Proposition 2.6.
It would be interesting to study the following problem.
Problem 2.8 (See also Table 2.1). Let G be a finite group and p a prime
divider of |G|. Construct bases and describe the dimensions of ZSn(FpG) for
all n ∈ N.
By Lemma 2.1, a satisfactory answer to this problem yields an answer to
the Brauer Problem 15 [9] — a group-theoretic description of the Loewy length
ℓℓ (FG).
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Remark 2.9. Let A be a block of a finite group algebra over a splitting field
and {ei} a complete set of orthogonal primitive idempotents of A. Recently
Otokita [27] proved an upper bound
dimZSn(A) ≤
∑
i
dim eiAei/ei radn(A)ei
for every n ∈ N.
2.2 Jennings Theory
As we proved ZSn(A) are Morita invariants, we want to determine these for
special cases. Taking Problem 2.8 into account, we hereafter study the group
algebra FG of a finite p-group G over a field F of positive characteristic p.
In this section, we collect some results of the Jennings theory for the reader’s
convenience and to fix our notations.
Definition 2.10. For i ∈ N we define the ith dimension subgroup (or Jennings
subgroup) of G by
Di := { g ∈ G | g − 1 ∈ radi(FG) }.
Remark 2.11. Although the dimension subgroups are defined ring-theoretically,
these can be computed group-theoretically by Theorem 2.15(iv).
Lemma 2.12.
(i) Dimension subgroups are a descending series of characteristic subgroups.
(ii) Every successive quotient of the dimension subgroups is an elementary
abelian p-group.
Proof. See [14, 177–178].
We use the following notations throughout the paper.
Notation 2.13. Let Di be the dimension subgroups of G. Set t := min{ i ∈
N | Di = 1 }. Then we fix elements gi1, . . . , giri ∈ Di such that { gijDi+1 | 1 ≤
j ≤ ri } form a minimal generating set of Di/Di+1 for every integer 1 ≤ i < t
satisfying Di > Di+1. We write
∏′ for the product taken in lexicographic
order with respect to indices.
Theorem 2.14 (Jennings). For every integer n ≥ 0 we have
radn(FG) =
⊕
F
∏′
1≤i<t
1≤j≤ri
(gij − 1)mij
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where the direct sum is taken for all integers 0 ≤ mij < p satisfying∑
1≤i<t
1≤j≤ri
imij ≥ n.
Proof. See [14, Theorem 3.2].
Theorem 2.15 (Jennings, Hill, Brauer).
(i) The Loewy length ℓℓ (FG) of FG equals 1 + (p− 1)
∑
1≤i<t
iri.
(ii) FG is rigid:
socn(FG) = radℓℓ(FG)−n(FG) for every integer 0 ≤ n ≤ ℓℓ (FG).
(iii) socn(FG) =
⊕
F
∏′
1≤i<t
1≤j≤ri
(gij − 1)mij for every integer n ≥ 0 where the
direct sum is taken for all integers 0 ≤ mij < p satisfying
∑
1≤i<t
1≤j≤ri
i(p −
1−mij) < n.
(iv) D1 = G and Di = (D⌈i/p⌉)p[Di−1, G] for every integer i > 1.
Proof.
(i) See [14, Theorem 3.7].
(ii) See [13].
(iii) The proof follows from part (ii) and Theorem 2.14.
(iv) See [14, Theorem 5.5].
Definition 2.16. The basis{ ∏′
1≤i<t
1≤j≤ri
(gij − 1)mij
∣∣∣∣∣ 0 ≤ mij < p
}
of FG is said to be the Jennings basis.
2.3 Central Elements of the Jennings Basis
We state the main theorems of this chapter and make some remarks about it.
Recall Notation 2.13 in the following.
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Theorem 2.17 (Sakurai [30]). Suppose s ∈ N satisfies Ds ≥ [G,G]. Then an
element of the Jennings basis of the form∏′
1≤i<s
1≤j≤ri
(gij − 1)mij
∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1
are central for every integers 0 ≤ mij < p. In particular, for every n ∈ N, we
have
ZSn(FG) ⊇
⊕
F
∏′
1≤i<s
1≤j≤ri
(gij − 1)mij
∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1 (2.4)
where the direct sum is taken for all integers 0 ≤ mij < p satisfying∑
1≤i<s
1≤j≤ri
i(p− 1−mij) < n.
Remark 2.18. Note D2 ≥ [G,G] by Theorem 2.15(iv) and Lemma 2.12(ii).
Remark 2.19. From (2.4), we have a lower bound
dimZSns(FG) ≥ |G/Ds|
where ns := 1 + (p− 1)
∑
1≤i<s
iri.
See Section 2.5 for concrete examples. We can show that equality holds in
(2.4) for the following class of p-groups.
Definition 2.20 (Lubotzky-Mann [22]). A finite p-group G is said to be pow-
erful if Gp ≥ [G,G] and p > 2, or G4 ≥ [G,G] and p = 2.
Theorem 2.21 (Sakurai [30]). If G is powerful then, for every integer 1 ≤
n ≤ p, we have
ZSn(FG) =
⊕
F
∏′
1≤j≤r1
(g1j − 1)m1j
∏′
2≤i<t
1≤j≤ri
(gij − 1)p−1
where the direct sum is taken for all integers 0 ≤ m1j < p satisfying∑
1≤j≤r1
(p− 1−m1j) < n.
Corollary 2.22. If G is powerful then socp(FG) ⊆ Z(FG).
Remark 2.23. Even if G is powerful, the assertion socp+1(FG) ⊆ Z(FG) is
false. See examples in Section 2.5.
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Remark 2.24. Let A be a finite-dimensional symmetric algebra over a field.
In general, it is known that soc2(A) ⊆ Z(A) if A is split-local. This can be
traced back to Müller [23, Proof of Lemma 2]. (For a simple proof see, for
example, [4, Lemma 2.2].)
Remark 2.25. Note that ZSn(FG) can be described explicitly for n = 1, 2.
ZS1(FG) = F
∏′
1≤i<t
1≤j≤ri
(gij − 1)p−1
ZS2(FG) = F
∏′
1≤i<t
1≤j≤ri
(gij − 1)p−1 ⊕
⊕
1≤s≤r1
F
∏′
1≤j≤r1
(g1j − 1)p−1−δjs
∏′
2≤i<t
1≤j≤ri
(gij − 1)p−1
This is due to the Jennings theory and Remark 2.24.
Remark 2.26. It is, of course, not true that ZSn(FG) is always spanned by
a subset of the Jennings basis; Any 2-group of maximal class of order 16 yields
a minimal counterexample [6, 11, 31].
2.4 Proofs
Proofs of Lemmas
A certain ideal associated to a normal subgroup plays an important role in
the proof of the main theorems of this chapter. We prove its properties in the
following.
Lemma 2.27. Let G be a finite group, N ⊴G, and F a field. Let N+ denote
the sum of all elements of N in FG. If N ≥ [G,G] then FG ·N+ ⊆ Z(FG).
Proof. Clear.
Remark 2.28. The N = [G,G] case of Lemma 2.27 can be found in [34,
Lemma 5].
Lemma 2.29. ∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1 = D+s .
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Proof. ∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1 =
∏′
s≤i<t
1≤j≤ri
p−1∑
m=0
(
p− 1
m
)
(−1)p−1−mgmij
=
∏′
s≤i<t
1≤j≤ri
p−1∑
m=0
(−1)m(−1)p−1−mgmij
=
∏′
s≤i<t
1≤j≤ri
p−1∑
m=0
gmij = D
+
s .
Lemma 2.30.
FG ·D+s =
⊕
F
∏′
1≤i<s
1≤j≤ri
(gij − 1)mij
∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1
where the direct sum is taken for all integers 0 ≤ mij < p.
Proof. First, note that the dimensions are equal because
dim
⊕
F
∏′
1≤i<s
1≤j≤ri
(gij − 1)mij
∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1
=
∏
1≤i<s
pri =
∏
1≤i<s
|Di/Di+1| = |G/Ds| = dimFG ·D+s .
By Lemma 2.29, we have
FG ·D+s ⊇
⊕
F
∏′
1≤i<s
1≤j≤ri
(gij − 1)mij
∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1,
and the proof is complete.
Lemma 2.31. If G is powerful then D2 = Dp.
Proof. The proof follows from Theorem 2.15(iv).
Proof of Main Theorems
Proof of Theorem 2.17. The first part follows from
Z(FG) ⊇ FG ·D+s (By Lemma 2.27.)
=
⊕
F
∏′
1≤i<s
1≤j≤ri
(gij − 1)mij
∏′
s≤i<t
1≤j≤ri
(gij − 1)p−1 (By Lemma 2.30.).
(2.5)
The second part follows from (2.5) and Theorem 2.15(iii).
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Proof of Theorem 2.21. By Theorem 2.17, it remains to prove
ZSn(FG) ⊆
⊕
F
∏′
1≤j≤r1
(g1j − 1)m1j
∏′
2≤i<t
1≤j≤ri
(gij − 1)p−1.
We claim that
socn(FG) ⊆
⊕
F
∏′
1≤j≤r1
(g1j − 1)m1j
∏′
2≤i<t
1≤j≤ri
(gij − 1)p−1 (2.6)
where the direct sum is taken for all integers 0 ≤ m1j < p satisfying
∑
1≤j≤r1
(p−
1−m1j) < n. Let
z =
∏′
1≤i<t
1≤j≤ri
(gij − 1)mij
be an element of the Jennings basis lying in socn(FG). Then we have the
following.
p ≥ n
>
∑
1≤i<s
1≤j≤ri
i(p− 1−mij) (By Theorem 2.15(iii).)
=
∑
1≤j≤r1
(p− 1−m1j) +
∑
p≤i≤t
1≤j≤ri
i(p− 1−mij︸ ︷︷ ︸
=0
) (By Lemma 2.31.)
Hence we can express
z =
∏′
1≤j≤r1
(g1j − 1)m1j
∏′
2≤i<t
1≤j≤ri
(gij − 1)p−1
as we claimed.
Proof of Corollary 2.22. The proof follows from the claim (2.6) and Theo-
rem 2.17.
2.5 Examples
In this section, we illustrate our results by the first non-trivial examples: group
algebras of extra-special p-groups of order p3 for odd prime p.
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Extra-special p-group p1+2+ Let G be an extra-special p-group of order p3
and exponent p defined by
G := p1+2+ = 〈 a, b, c | ap = bp = cp = [a, c] = [b, c] = 1, [b, a] = c 〉
and set x := a− 1, y := b− 1, and z := c− 1. Then G is not powerful and the
dimension subgroups of G are
D1 = 〈a, b〉, D2 = 〈c〉, D3 = 1.
We can show the following.
Z(FG) =
⊕
0≤i,j<p
Fxiyjzp−1 ⊕
⊕
0≤k<p−1
Fzk
socn(FG) =
⊕
0≤i,j,k<p
4(p−1)−(i+j+2k)<n
Fxiyjzk
Hence we have
ZSn(FG) =
⊕
0≤i,j<p
2(p−1)−(i+j)<n
Fxiyjzp−1 ⊕
⊕
0≤k<p−1
4(p−1)−2k<n
Fzk.
Extra-special p-group p1+2− Let G be an extra-special p-group of order p3
and exponent p2 defined by
G := p1+2− = 〈 a, b | ap = bp
2
= 1, ba = b1+p 〉
and set x := a− 1, y := b− 1, and z := c− 1 where c = bp. Then G is powerful
and the dimension subgroups of G are
D1 = 〈a, b〉, D2 = · · · = Dp = 〈c〉, Dp+1 = 1.
We can show the following.
Z(FG) =
⊕
0≤i,j<p
Fxiyjzp−1 ⊕
⊕
0≤k<p−1
Fzk
socn(FG) =
⊕
0≤i,j,k<p
(p+2)(p−1)−(i+j+pk)<n
Fxiyjzk
Hence we have
ZSn(FG) =
⊕
0≤i,j<p
2(p−1)−(i+j)<n
Fxiyjzp−1 ⊕
⊕
0≤k<p−1
(p+2)(p−1)−pk<n
Fzk.
In particular, we have
socp(FG) =
⊕
0≤i,j<p
i+j≥p−1
Fxiyjzp−1 ⊆ Z(FG)
as expected. Note xp−1yp−1zp−2 ∈ socp+1(FG) \ Z(FG).
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Remark In the above examples, there are two series of elements of ZSn(FG):
Of the form xiyjzp−1 and zk. Our main theorem of this chapter states that an
element of the Jennings basis like xiyjzp−1 is always central for all p-groups.
Chapter 3
Radicals Series and
Commutator Subspace
What we get by abstraction from something can be returned.
—Raymond Louis Wilder
Modular representation theory of finite groups aims to understand the structure
of a block of a finite group algebra and its invariants. The complexity of the
representations of a block B is measured by invariants including the defect
group D, the number of irreducible ordinary characters k(B), and the Cartan
matrix CB of the block B. A semisimple block, a block of the simplest kind,
was characterized as a block of defect zero by Brauer-Nesbitt in 1941; The
characterization has the following equivalent condition [10, Theorem 1].
D ∼= 1 ⇐⇒ k(B) = 1. (BN)
A few decades later, Brandt [7, Theorem A] proved similar.
D ∼= Z/2Z ⇐⇒ k(B) = 2 (and ℓ(B) = 1). (B)
This condition characterizes a block that is Morita equivalent to the group
algebra of Z/2Z. For textbook accounts for these, see Section I.16 of the
Landrock textbook [21]. We say a block B is small if k(B) is small.
The aim of this chapter is to gain a better understanding of the above results
by extending to arbitrary finite-dimensional algebras. Throughout this chapter,
A denotes a finite-dimensional algebra over a field F and {Si | 1 ≤ i ≤ ℓ(A) } a
complete set of simple A-modules. An obstacle for generalization is that there
is no established notion of k(A). To overcome this difficulty, we introduce the
following definition.
Definition. Let K(A) be the commutator subspace of A (i.e., the F -subspace
of A spanned by xy − yx for all x, y ∈ A). Then we define
k(A) := codimK(A).
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The new definition of k(A) for an algebra A coincides with the old k(B)
for a block B by Lemma A(ii) of Külshammer [17]. Hence it is supposed to
measure the complexity of the representations of an algebra. Indeed, we are
able to prove that this is the case if k(A) is small.
Theorem A (Theorem 3.11). Suppose F is a splitting field for A. Then the
following statements are equivalent.
(i) A is Morita equivalent to F .
(ii) k(A) = 1.
Theorem B (Theorem 3.12). Suppose F is a splitting field for A. Then the
following statements are equivalent.
(i) A is Morita equivalent to F [X]/(X2).
(ii) k(A) = 2 and ℓ(A) = 1.
We remark here that a natural candidate k∗(A) := dimZ(A), the dimension
of the center, does not work. Consider the F -algebra Tn of lower triangular
matrices of degree n ∈ N. Then k∗(Tn) = 1 and the analog is no longer true.
These theorems are obtained as an application of a study of the codimension
of the F -subspace of A defined by
KRn(A) := K(A) + radn(A) (n ∈ N). (†)
Theorem C (Theorem 3.1). Let A and B be Morita equivalent finite-dimensional
algebras over a field F . Then there is an F -linear isomorphism A/K(A) →
B/K(B) inducing the F -linear isomorphism A/KRn(A) → B/KRn(B) for
every n ∈ N.
Theorem D (Thorem 3.6). Suppose F is a splitting field for A. Then the
following holds.
(i) codimKR1(A) = ℓ(A).
(ii) codimKR2(A) = ℓ(A) +∑1≤i≤ℓ(A) dimExt1(Si, Si).
(iii) ℓ(A) +∑1≤i≤ℓ(A) dimExt1(Si, Si) ≤ k(A) ≤ trCA.
This chapter is based on joint work in progress with Shigeo Koshitani.
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3.1 Morita Invariants: A/KRn(A)
Let us first prove Morita invariance of the codimension of KRn(A).
Theorem 3.1 (See also Theorem 2.3 for its “dual”). Let A and B be Morita
equivalent finite-dimensional algebras over a field F . Then there is an F -
linear isomorphism A/K(A) → B/K(B) inducing the F -linear isomorphism
A/KRn(A)→ B/KRn(B) for every n ∈ N.
Proof. It suffices to prove the case for A and its basic algebra B := eAe because
Morita equivalent basic algebras are isomorphic. Since the basic idempotent
e ∈ A is full, there exists uk, vk ∈ A such that
1 =
∑
k
ukevk. (3.1)
Then define F -linear maps
A/K(A) B/K(B)
τ
σ
by
τ
(
a+K(A)
)
=
∑
k
evkauke+K(B) (a ∈ A)
σ
(
b+K(B)
)
= b+K(A) (b ∈ B).
We claim that τ and σ are well-defined and mutually inverse. Indeed, for
x, y ∈ A we have∑
k
evk(xy − yx)uke =
∑
k
evkxyuke−
∑
l
evlyxule
=
∑
k,l
evkxulevlyuke−
∑
l,k
evlyukevkxule
=
∑
k,l
(
(evkxule)(evlyuke)− (evlyuke)(evkxule)
)
∈ K(B).
Hence τ is well-defined. The other parts are routine work.
These linear isomorphisms induce linear maps τn and σn commuting the
following diagram where pin,− denotes the canonical epimorphism.
A/K(A) B/K(B)
A/KRn(A) B/KRn(B)
τ
pin,A
σ
pin,B
τn
σn
These maps are well-defined and diagram chase reveals that these maps are
mutually inverse since pin,− is a epimorphism.
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3.2 Codimensions
This section is devoted to obtain an upper bound for the codimension of
KRn(A), which generalize the Otokita result [27] (Theorem 3.5). As a corol-
lary, we prove Theorem D.
Notation 3.2. For a complete set of orthogonal primitive idempotents { ei |
1 ≤ i ≤ ℓ(A) }, set
aCyc(A) :=
∑
1≤i,j≤ℓ(A)
i ̸=j
eiAej and Cyc≥n(A) :=
∑
1≤i≤ℓ(A)
ei radn(A)ei.
Lemma 3.3. If A is basic then∑
1≤i≤ℓ(A)
dim eiAei/ei radn(A)ei = codim
(
aCyc(A) + Cyc≥n(A)
)
.
Proof. ∑
i
dim eiAei/ei radn(A)ei
= dim
∑
i
eiAei
/∑
i
ei radn(A)ei
= dim
∑
i,j
eiAej
/(∑
i ̸=j
eiAej +
∑
i
ei radn(A)ei
)
= codim
(
aCyc(A) + Cyc≥n(A)
)
.
Proposition 3.4. If A is basic then the following statements are equivalent.
(i) codimKRn(A) =∑1≤i≤ℓ(A) dim eiAei/ei radn(A)ei.
(ii) K(A) ⊆ aCyc(A) + Cyc≥n(A).
Proof. First, note that
KRn(A) ⊇ aCyc(A) + Cyc≥n(A). (3.2)
(i) =⇒ (ii): By (3.2) and Lemma 3.3, we have K(A) ⊆ KRn(A) =
aCyc(A) + Cyc≥n(A).
(ii) =⇒ (i): By the hypothesis, we have the following.
KRn(A) ⊆ aCyc(A) + Cyc≥n(A) + radn(A)
= aCyc(A) +
∑
i ̸=j
ei radn(A)ej + Cyc≥n(A) +
∑
i
ei radn(A)ei
= aCyc(A) + Cyc≥n(A).
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By (3.2), we have KRn(A) = aCyc(A) + Cyc≥n(A). Thus, by Lemma 3.3, we
have
codimKRn(A) = codim
(
aCyc(A) + Cyc≥n(A)
)
=
∑
i
dim eiAei/ei rad(A)ei.
Theorem 3.5 (See also Remark 2.9). Let { ei | 1 ≤ i ≤ ℓ(A) } be a complete
set of orthogonal primitive idempotents of A. Then the following holds for
every n ∈ N.
codimKRn(A) ≤
∑
1≤i≤ℓ(A)
dim eiAei/ei radn(A)ei
Furthermore, if equality holds for n then so does for 1 ≤ m ≤ n; if equality
does not hold for n then so does not for m ≥ n.
Proof. By Theorem 3.1, we can assume A is basic. We claim the map
pi :
⊕
1≤i≤ℓ(A)
eiAei/ei radn(A)ei → A/KRn(A),
∑
i
(
ai + ei radn(A)ei
) 7→∑
i
ai +KR
n(A)
(3.3)
is surjective.
Let a+KRn(A) ∈ A/KRn(A). Then we have the following.
a+KRn(A) =
∑
i
eiaei +KR
n(A) +
∑
i̸=j
eiaej +KR
n(A)
=
∑
i
eiaei +KR
n(A) +
∑
i̸=j
(eiaej − ejeia) +KRn(A)
=
∑
i
eiaei +KR
n(A)
= pi
(∑
i
eiaei + ei radn(A)ei
)
.
Hence the proof of the inequality completes.
The later statements follow from Proposition 3.4.
Theorem 3.6. Suppose F is a splitting field for A. Then the following holds.
(i) codimKR1(A) = ℓ(A).
(ii) codimKR2(A) = ℓ(A) +∑1≤i≤ℓ(A) dimExt1(Si, Si).
(iii) ℓ(A) +∑1≤i≤ℓ(A) dimExt1(Si, Si) ≤ k(A) ≤ trCA.
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Proof. Since the last statement (iii) is clear from (ii) and Theorem 3.5, we
prove (i) and (ii) in the following.
We first claim that equality holds in Theorem 3.5 for n ≤ 2.
By Theorem 3.1, we may assume that A is basic. Then we have
K(A) =
∑
i,j,s,t
[eiAej , esAet]
⊆ aCyc(A) +
∑
i,j
[eiAej , ejAei]
= aCyc(A) +
∑
i ̸=j
[eiAej , ejAei] +
∑
i
K(eiAei)
⊆ aCyc(A) + Cyc≥2(A) +
∑
i
K(eiAei)
⊆ aCyc(A) + Cyc≥2(A) +
∑
i
rad2(eiAei)
⊆ aCyc(A) + Cyc≥2(A).
Now the claim follows from Proposition 3.4.
Then we have the following.
codimKR1(A) =
∑
i
dim eiAei/ei rad(A)ei
= ℓ(A);
codimKR2(A) =
∑
i
dim eiAei/ei rad2(A)ei
=
∑
i
dim eiAei/ei rad(A)ei
+
∑
i
dim ei rad(A)ei/ei rad2(A)ei
= ℓ(A) +
∑
i
dimExt1(Si, Si).
Notes 3.7. (i) If the ground field F is of characteristic p > 0, a well-known
theorem of Brauer [8, (3A)] states
ℓ(A) = codimT (A)
where
T (A) := { a ∈ A | apn ∈ K(A) for some n ∈ N }.
Since T (A) = KR1(A) by Lemma B of Külshammer [17], Theorem 3.6(i) fol-
lows in this case. In fact, the part (i) is certainly not our contribution although
is is sometimes stated only for positive characteristic case; It can be found, for
example, in [21, Proposition 13.3].
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(ii) Okuyama [25] proved essentially the same statement of Theorem 3.6(ii)
for a block of a finite group algebra over an algebraically closed field of positive
characteristic. (See also Theorem 2.1 of Koshitani [16] which is written in
English.)
(iii) The inequality ℓ(A) + ∑1≤i≤ℓ(A) dimExt1(Si, Si) ≤ k(A) is an ex-
tension of the inequality by Brandt [7, Theorem B]. (For a finite-dimensional
symmetric algebra A, it can be proved that the equality holds if and only if its
Loewy length is at most two. See also [29, Lemma 2.1].)
Corollary 3.8. For a radical square zero algebra A over a splitting field, we
have k(A) = trCA.
Proof. It suffices to prove k(A) ≥ trCA by Theorem 3.6(iii).
k(A) ≥ ℓ(A) +
∑
i
dimExt1(Si, Si) (By Theorem 3.6(iii))
= ℓ(A) +
∑
i
dim ei rad(A)ei (By rad2A = 0)
=
∑
i
(1 + dim ei rad(A)ei) =
∑
i
dim eiAei = trCA.
3.3 Characterization of Small Algebras
In this section, we determine a finite-dimensional local algebra A with small
k(A) up to Morita equivalence. To this end, we characterize the truncated
polynomial algebra F [X]/(Xn) by the results in Section 3.2. Our main theo-
rems of this chapter follows immediately from this characterization.
Lemma 3.9. Let n ∈ N. Then the following statements are equivalent.
(i) A is isomorphic to F [X]/(Xn).
(ii) A is n-dimensional basic local Nakayama algebra.
Proof. Omitted.
Theorem 3.10. Let n ∈ N and suppose F is a splitting field for A. Then the
following statements are equivalent.
(i) A is Morita equivalent to F [X]/(Xn).
(ii) k(A) = n, codimKR2(A) ≤ 2, and ℓ(A) = 1.
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Proof. (i) =⇒ (ii): Clear by Theorem 3.1.
(ii) =⇒ (i): We may assume A is basic. Since ℓ(A) = 1, we have the
unique simple A-module S := A/ rad(A). By Theorem 3.6,
dim rad(A)/ rad2(A) = dimExt1(S, S)
= ℓ(A) + dimExt1(S, S)− ℓ(A)
= codimKR2(A)− codimKR1(A)
≤ 2− 1 = 1.
Thus, A is a basic local Nakayama algebra. By Lemma 3.9, we have A ∼=
F [X]/(Xm) for some m ∈ N. Since A is commutative,
n = codimK(A) = dimA = dimF [X]/(Xm) = m.
Therefore A ∼= F [X]/(Xn).
Theorem 3.11. Suppose F is a splitting field for A. Then the following
statements are equivalent.
(i) A is Morita equivalent to F .
(ii) k(A) = 1.
Proof. (i) =⇒ (ii): Clear from Theorem 3.1.
(ii) =⇒ (i): Clear from Theorem 3.10.
Theorem 3.12. Suppose F is a splitting field for A. Then the following
statements are equivalent.
(i) A is Morita equivalent to F [X]/(X2).
(ii) k(A) = 2 and ℓ(A) = 1.
Proof. (i) =⇒ (ii): Clear from Theorem 3.1.
(ii) =⇒ (i): Clear from Theorem 3.10.
Notes 3.13. Consider the four-dimensional basic local Frobenius algebra de-
fined by
Aq := F 〈X,Y 〉/(X2, Y 2, XY − qY X) (q ∈ F \ {0, 1}).
Since Aq is non-commutative, we have k(Aq) = 3 by Theorems 3.11 and
3.12. Hence, we may have infinitely many non-equivalent finite-dimensional
local algebras A with k(A) = 3 unlike the case k(A) = 1, 2. (This is because
Aq ∼= Ar if and only if {q±1} = {r±1} for q, r ∈ F \ {0}. See [35, p. 865].)
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Notes 3.14. Consider the n-Kronecker algebra — the path algebra FQn of
the n-Kronecker quiver Qn defined by
◦ ◦...
α1
αn
.
Then k(FQn) = ℓ(FQn) = 2. Hence, we have infinitely many non-equivalent
finite-dimensional algebras A with k(A) = ℓ(A) = 2.
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