Choosing appropriate time steps to model the transient and discontinuous characteristics of solidification processes is difficult. The current study develops a modified local time truncation error (LTE)-based strategy designed to adaptively adjust the size of the time step during the simulated solidification procedure in such a way that the time steps can be adapted in accordance with the local variations in latent heat released during phase change or the effects of pure conduction in a single solid or liquid phase. The computational accuracy, efficiency and convergence of the proposed method are demonstrated via the simulation of the one-dimensional and two-dimensional solidification problems and compared with those of other uniform time step and adaptive time step methods. Consequently, the effects of latent heat release are more accurately modeled, the precision and efficiency of the computational solutions is correspondingly improved, and the computational errors are minimized. Furthermore, in solving the 2-D problem, it is shown that the line Gauss-Seidel iteration method and the proposed nonlinear iteration method can be combined to construct a highly efficient and accurate solver.
Introduction
Solidification is a transient, discontinuous phase change process in which latent heat is released during the transformation from a liquid to a solid state and a reduction in the enthalpy of the liquid or the solid occurs as a result of cooling.
1) The various mathematical models proposed to solve the solidification problem fall into two basic categories, namely front tracking methods and fixed grid methods. In methods of the former type, the temperature distributions of the solid and liquid phases are solved separately and are then coupled by the Stefan condition and the solidification temperature at the solid-liquid interface. However, in such methods, the location of the solid-liquid interface must be traced out, and thus the solution procedure is highly complex. [2] [3] [4] [5] [6] Fixed grid methods, on the other hand, treat the liquid and solid phases as a single domain. As a result, the phase boundary need not be explicitly determined, and hence the numerical analysis procedure is greatly simplified. Typical fixed grid methods include the apparent heat capacity method, the enthalpy method, the source term method, the temperature recovery method, and so on. As described in Ref. [7] [8] [9] [10] [11] , each of these methods has a particular set of advantages and disadvantages, arising as a result of the different approaches they take in modeling the latent heat release during the solidification process. However, fixed grid methods have two common drawbacks, namely (1) a poor modeling of the latent heat release given an inappropriate time step, and (2) numerical oscillations in the computed temperature field as a result of rapid changes in the material properties during phase change. It has been shown that both problems can be effectively resolved by reducing the size of the time step. [8] [9] [10] [12] [13] [14] [15] However, the enhanced accuracy and stability achieved by doing so comes at the expense of an increased computational cost. Accordingly, a compromise must be reached between the efficiency of the solution procedure and the accuracy of the results when choosing an appropriate value of the time step.
Accordingly, the objective of the current study is to develop an adaptive time-step control strategy to improve both the numerical accuracy and the computational efficiency when applied to the solution of solidification problems. Adaptive time step methods are employed to simulate transient problems in many computational engineering fields since they enable considerable computational savings, whilst retaining a high solution quality. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] However, when analyzing the transient characteristics of solidification processes, choosing appropriately-sized time steps is difficult due to local variations in the solidification process caused by the release of latent heat during phase change. Consequently, most early researchers simply assigned a uniform time step size. However, great care should be taken when adopting this approach since large time steps result in high truncation errors and therefore cause the simulations to miss the local effects of latent heat release, whilst smaller time steps enhance the computational accuracy of the numerical solutions, but inevitably increase the time and expense of the simulations.
Although the literature contains many theoretical discussions of adaptive time step methods, the specific problem of modeling solidification processes has received relatively little attention. A variable time step (VTS) method, in which the spatial meshes were assigned an equal length and the time step was specified in such a way that the phase boundary moved through exactly one spatial mesh during each time step interval, was proposed by Douglas and Gallie 22) in 1955 and was later modified by Goodling and Khader 23) and Gupta and Kumar. 24, 25) These studies focused primarily on one-dimensional phase change problems and treated the energy balance between phases numerically using the Stefan condition. Ouyang and Tamma 26) developed an adaptive time stepping strategy based on a process of a posteriori error estimation for the simulation of solidification processes using a finite element method (FEM). The a posteriori estimator utilized a simple algorithm to determine the time step size when simulating one-or two-dimensional phase change problems. However, the selection of the time step size was based not upon the latent heat effect, but upon various artificial factors embedded within the time-selection process. Unfortunately, however, these factors are experientially dependent and not easily determined in advance, and therefore the estimator is of limited practicality.
Gresho, Lee and Sani (GLS) 27) developed a predictorcorrector strategy based on the second-order-accurate implicit trapezoid rule (TR) and the explicit Adams-Bashforth (AB) formula to vary the size of the time step adaptively in accordance with the estimated value of the local (i.e. singlestep) time truncation error (LTE). The authors showed that the use of the TR scheme improved both the accuracy and the stability of the numerical results compared to those obtained using a Backward Euler (BE) method in which the LTE used to select the time step was derived using first-order-accurate backward and forward Euler equations as the corrector and the predictor, respectively. FIDAP, 28) a commercial FEM package marketed by Fluent Inc., applies the GLS predictorcorrector strategy to simulate the velocity and temperature fields in a variety of applications. However, as noted both in Ref. 28 ) and in the Finite Difference Method (FDM) study presented in Ref. 29) , the time steps predicted by the GLS strategy based upon the apparent heat capacity method tend to be rather coarse and are therefore unsuited to the modeling of solidification processes since the simulations tend to skip over the latent heat release event.
Accordingly, the current study proposes a modified LTE technique in which the GLS predictor-corrector strategy is modified to enable the time steps to be adapted in accordance with the release tempo of the latent heat over the course of the solidification process. In the proposed approach, the time step for the next time level is computed using a modified LTE formulation based upon the values of an assumed extreme time step and an extreme LTE, respectively. The ratio of the two time steps plays a crucial role in enabling local variations in the released latent heat to be accurately reproduced. The modified LTE predictorcorrector scheme is applied to develop an adaptive time-step control strategy to enable the accurate computation of solidification problems in a numerically efficient manner. In the proposed solution procedure, the adaptive time-step control scheme is applied not only to predict an appropriate value for the time step of the next time level, but also to adjust the current time step in order to improve the convergence of the nonlinear iteration process. In solving the solidification problem, the latent heat release which occurs during phase change is modeled using the apparent heat capacity method.
The feasibility of the modified LTE adaptive time-step control method presented in this study is demonstrated via its application to two one-dimensional phase change problems. The results obtained using the proposed scheme are compared with those generated using the GLS uniform time step method (i.e. the TR method), the BE uniform time step method, the BE adaptive time step method and the GLS predictor-corrector time stepping strategy, respectively. The validity and accuracy of the proposed approach is further demonstrated by solving a typical two-dimensional phase change problem.
Mathematical Model
The governing equations for a nonlinear phase change problem can be described by
and
which are coupled by the following two equations at the moving interface of the solid and liquid phases:
where subscripts S and L denote the solid and liquid regions, respectively, C is the heat capacity, k the thermal conductivity, T f the fusion temperature, L f the latent heat of fusion, and v n the normal outward speed of the solid-liquid interface. The initial temperature T i for entire physical domain is equal to the pouring temperature T p at time t ¼ 0. The Dirichlet (fixed temperature) boundary condition is applied at the spatial computational domain boundaries.
Numerical Formulations
In this study, the implicit numerical computation is performed by applying the line Gauss-Seidel iteration method 30) at each time step with a fixed-grid space. As described previously, the apparent heat capacity method is applied to model the latent heat effect. Since the solidification problem considered in this study is nonlinear, the iteration method computes the apparent heat capacity C app from the temperature associated with the current time step. In the simulations, an adaptive time-step control scheme based on the modified LTE technique is used to adjust the current time step size whenever a convergence problem is identified during the nonlinear iterations performed at each time level. The presence of a convergence problem is flagged whenever the number of iterations completed in the current time step equals a predefined number N d and the convergence tolerance computed in the following equation still exceeds the specified criterion R. The convergence of the temperature field is determined in accordance with the tolerance criterion:
where k and k þ 1 denote the previous iteration and the current iteration, respectively; N T is the number of grid points, and jTj max is the maximum absolute value of temperature.
Having obtained a convergent temperature solution at each time level while convergence tolerance meets the criterion R, the adaptive time-step control scheme is then used to select an appropriate time step Át nþ1 for the next time level. Since the adjustment process of the current time step Át n at k þ 1 level is similar to the selection process of the time step Át nþ1 at n þ 1 level, the latter one is discussed in Section 3.2.
Apparent heat capacity method
To determine the latent heat released during phase change, the energy equations for the solid and liquid phases, i.e. eqs. (1) and (2), are combined with the formulation of the apparent heat capacity method and expressed in the form
where C app is the apparent heat capacity. Figure 1 illustrates the relationship between the apparent heat capacity C app and the temperature T. The shaded region in this figure represents the latent heat, and the apparent heat capacity in the three different temperature regions is given by
GLS and proposed adaptive time-step strategies
In the current study, the modified LTE technique modifies the LTE estimate of the conventional GLS predictor and corrector strategy.
Predictor function and corrector function
As the GLS scheme, the time-step control scheme proposed in this study employs the explicit Adams-Bashforth (AB) formula as the predictor function and the implicit trapezoid rule (TR) as the corrector function. The AB formula has the form
As shown, the AB predictor requires two historic cooling rates, namely _ T T n and _ T T nÀ1 , respectively. As discussed later, these cooling rates are obtained simply and recursively from the TR corrector results. Since _ T T nÀ1 is required, the AB formula cannot be applied until the second time step. Error estimation therefore commences only once the second time step has been completed. The TR corrector function is formulated as
Being implicit, TR can be applied directly to eq. (6) to obtain the final temperature value
3.2.2 LTE estimate in GLS scheme and modified LTE estimate In the GLS scheme, the LTE estimation process commences by performing Taylor series analyses of the predictor (AB) and corrector (TR) formulations given in eqs. (8) and (9), respectively. Neglecting the higher-order terms, the estimated errors between the numerical solutions and the analytical solutions T ana ðt nþ1 Þ at time step t nþ1 are given by
where dðT nþ1 Þ is the estimated LTE of the TR solution. Since T p nþ1 and T nþ1 are available, eqs. (11) and (12) can be used to eliminate the two unknowns, i.e. T ana ðt nþ1 Þ and T ... n , and hence the estimated LTE of the TR solution in the GLS scheme can be obtained as
However, in the time-step control strategy employed in the current study, an appropriate time step is determined not on the basis of dðT nþ1 Þ, as in the conventional GLS strategy, but from an extreme value of LTE, designated as dðT nþ1 Þ ext , derived on the assumption of an extreme time step Át ext , whose absolute value is much larger than that of Át nÀ1 . From the corrector function given in eq. (12), dðT nþ1 Þ ext can be written as
Adopting this definition of dðT nþ1 Þ ext , the term Át n in the denominator of eq. (13) can be replaced by Át ext , and thus the ratio of Át nÀ1 to Át ext approaches zero, causing the value of the LTE computed in eq. (13) to converge to an extreme value. Accordingly, dðT nþ1 Þ ext can be expressed as
The LTE can then be estimated by combining eqs. (12) and (14) to give In eq. (16), Át ext is an assumptive time step which needs to be determined. In this study, Át ext is determined as a function of the local temperature.
Novel technique for determining Át ext
The Taylor series of _ T T nþ1 with forward expansion can be written as
To prevent the appearance of another previous time step, i.e. Át nÀ2 , the third-order derivative T ... n in eq. (17) is replaced by applying eqs. (12) and (13) . As a result, eq. (17) can be written in the following semi-implicit form:
The first and second terms on the right hand side of eq. (18) can be replaced by eq. (8) and by assuming Át n ¼ Át ext and Át ext ) Át nÀ1 , Át ext can be expressed in terms of the temperature and cooling rate as follows:
Rearranging eq. (19) , the temperature at the next time step can be expressed as
Equation (20) is similar to the TR corrector function given in eq. (9) and the LTE can be approximated by eq. (14) . In other words, the modified LTE given in eq. (16) can be estimated via the error comparison of two TR formulae, i.e. eqs. (9) and (20), respectively.
Initialization of Át ext
For any given spatial node, the corresponding value of Át ext can be determined from eq. (19) . However, if no change occurs in the local temperature between the initial condition and the condition after the following time step(s), the denominator of this equation, i.e. the sum of the cooling rates, is equal to zero, and hence a numerical error results. Accordingly, in the proposed approach, the denominator term is assigned a small tolerance, which is sufficient to prevent a zero denominator without adversely affecting the quality of the numerical solutions.
Controlling the magnitude of Át ext
Due to its temporal singularity characteristic in space, latent heat release cannot easily be analyzed using a Taylor series approach without applying some form of correction. In the apparent heat capacity method, this singularity problem is resolved by imposing a piecewise continuity of the temperature drop 2ÁT (see eq. (7) and Fig. 1 ) as the artificial mushy zone. The latent heat release is then modeled numerically using a series of small temperature drops in 2ÁT. However, a large time step may cause the temperature drop between T n and T nþ1 to exceed the value of 2ÁT, thereby violating the piecewise continuity condition. As a result, a smaller value of the time step should be applied when modeling the phase change phenomenon in the solidification process. In the modified LTE time-step approach used in this study, this is achieved by applying a correction to Át ext . In the proposed approach, rather than calculating the difference between T n and T nþ1 in eq. (19) , its value is artificially corrected to a small constant value ÁT f close to zero in each of the specified time steps in order to maintain the temporal piecewise continuity state set by the apparent heat capacity method. Equation (19) becomes
As a result, the value of Át ext specified during the latent heat release process is extremely small. This results in a larger value of the modified LTE computed in eq. (16) and therefore generates a smaller time step size (see Section 3.2.6). This in turn, reduces the likelihood of the time step exceeding the value of 2ÁT and ensures that nearly none of the latent heat released in the artificial mushy zone is missed in the computational procedure. Furthermore, In order to improve the nonlinear convergence, the value of ÁT f used in the solution procedure of nonlinear iterations is much smaller than that used in the usual prediction process performed after a convergent temperature solution.
Time step selection
As in the GLS scheme, once Át ext has been determined for each spatial node in the computational domain, the LTEs over the entire domain are used to predict the next time step size by applying the constraint that the (relative) norm of the errors at the next step should be equal to a small pre-defined value ", i.e.
where " corresponds to the value of kdðT nþ2 Þk and kdðT nþ1 Þk is determined via the weighted RMS norm 27) as follows:
Equation (22), in practice, is independent of the time step Át n since the values of Át n in eq. (16) and eq. (22), respectively, can be mutually offset during the combining process described above and thus LTE in eq. (16) becomes independent of Át n .
Results and Discussion
This section commences by comparing the performances of the GLS, BE and proposed adaptive time step methods in solving two one-dimensional phase change problems with two different initial conditions (i.e. T i ¼ T p ¼ T f and T i ¼ T p > T f , respectively). The performance of the three schemes is also compared with that generated using the corresponding uniform time step methods. The feasibility of the proposed adaptive time step method is then further verified by considering the case of a two two-dimensional phase change problem.
One-dimensional phase change problem
The physical domain of this problem is a one-dimensional semi-infinite area. The initial pouring temperature T p is assumed to be equal to or larger than the fusion temperature,
The position of the liquid-solid interface at any moment in time is indicated by s(t). For convenience, the following dimensionless variables and parameters are introduced:
where L is the characteristic length, L f is the latent heat, and Ste is the Stefan number representing the inverse of dimensionless latent heat. S and C S are the solid thermal diffusivity and heat capacity, respectively. Furthermore, T w represents T m while T p ¼ T f and T f while T p > T f .
p ¼ f
The analytical solution for this problem was originally derived by Stefan in Ref. 31 ). In simulating this problem, it is assumed that x=L ¼ 2 and ÁX ¼ 0:01. The mold temperature and fusion temperature thus become m ¼ 0 and f ¼ 1, respectively. The total calculation time is specified as ¼ 2 to ensure that ðX ¼ 2; Þ ¼ 1. In addition, " is set to 0.001 in accordance with the standard GLS recommendation.
27) The GLS time stepping strategy and the proposed time stepping method both require the two initial time steps, i.e. Á 1 and Á 2 , to be explicitly defined. In the current simulations, both time steps are assigned a value of 0.0001. The latent heat release process, in which the temperature difference is Á ¼ 0:001 and Ste ¼ 1, is modeled using the apparent heat capacity method. Note that because p ¼ f , only a half of the artificial mushy zone (2Á) is necessary in modeling the latent heat effect. For convenience, the Á f terms used to calculate Á ext in the Á nþ1 selection process and the Á n adjustment process are distinguished via the annotations Á f/sel and Á f/adj , respectively and they are assigned by Á f/sel ¼ 10
À7
and Á f/adj ¼ 10 À15 , respectively. Solving this problem analytically, it is determined that the phase change position reaches X ¼ 1:76 at ¼ 2. Figure 2 compares the total error histories of the GLS and BE uniform time step methods (Á ¼ 0:0001) with those of the GLS, BE and proposed adaptive time step methods. Note that the error is defined here as the RMS of the total difference between the computational solution and the analytical solution over the entire domain. It is apparent that the results obtained using the proposed method are in very good agreement with those obtained using the GLS uniform time step method. Both schemes achieve a high degree of numerical accuracy. However, the number of time steps required by the proposed method (nt ¼ 6674) is significantly lower than that required by the GLS uniform time step method (nt ¼ 20000). In Fig. 3 , it is observed that the time step size predicted by the GLS or BE adaptive time step methods increases approximately linearly over the course of the simulation. By contrast, those predicted by the proposed method oscillate strongly, albeit with a gradually increasing tendency. This phenomenon is the result of the corresponding trend in the kLTEk term resulting from the accurate latent heat release. Figure 4 illustrates the latent heat release predictions of the GLS adaptive time step method, the BE adaptive time step method and the proposed adaptive time step method, respectively, for all of the spatial nodes over the course of the simulation. The exact solution for the latent heat in this example is 1=Ste ¼ 1. The total amount of latent heat released by the proposed method reaches 97.5% of the exact value at ¼ 2 because its predicted time steps are in closer agreement with the tempo of latent heat release in space. By contrast, 59.41% of the total latent heat is released by the GLS adaptive time step method and 26.37% by the BE adaptive time step method. Consequently, the GLS and BE adaptive time step methods have the faster solidification rate compared to that predicted by the proposed method, and therefore the phase change position simulated by the GLS adaptive time step method reaches X ¼ 1:85 at ¼ 2 rather than X ¼ 1:76, as determined analytically, and the one simulated by the BE adaptive time step method exceeds X ¼ 2.
The phase change position for the proposed method reaches X ¼ 1:77, which is much closer to the analytical one. Note that in this simulation, the BE adaptive time step method takes x=L ¼ 4 corresponding to its faster solidification rate. Furthermore, all the methods used to simulate this problem have no convergence problem encountered before the end of simulation period. The maximum number of nonlinear iterations obtained for the proposed method and GLS uniform time step method is 3, respectively. This indicates that the solution obtained by the proposed time stepping algorithm has an excellent convergence performance. This value of 3 is then taken as the minimum value of N d for the following one and two-dimensional simulations. Furthermore, the CPU time (performed by ASUS L7300 PC with a Pentium II 600 (MHz) CPU and 196 MB RAM) for the proposed method is 19.6 sec, while for the GLS uniform time step is 69.2 sec. The result indicates that the proposed method can reach a greater numerical efficiency.
p > f
The analytical solution for this 1-D phase change problem was given by Carslaw and Jaeger. 32) In simulating this problem, it is assumed that X ¼ 3 and ÁX ¼ 10 À2 . The mold temperature and fusion temperature thus become m ¼ À1 and f ¼ 0, respectively. The pouring temperature is assumed to be p ¼ 0:3 at ¼ 0. The total simulation time is specified as ¼ 0:25, which ensures that ðX ¼ 3; Þ ¼ p ¼ 0:3. Furthermore, when applying the proposed time-stepping method, it is assumed that " ¼ 10 À3 . The two initial time steps, i.e. Á 1 and Á 2 , are both assigned a value of 10 À5 to ensure convergence. The latent heat release is modeled using the apparent heat capacity method with an assumed temperature interval of 2Á ¼ 2 Â 10 À2 and Ste ¼ 4. Furthermore, in determining an appropriate value of Á ext to accurately capture the local variations in the latent heat released during phase change, it is assumed that Á f/sel ¼ 10 À4 when selecting the new time step Á nþ1 and Á f/adj ¼ 10 À12 when adjusting the current time step Á n . Note that since the latent heat modeled by the apparent heat capacity method is associated with 2Á and Ste, as shown in Fig. 1 , the value of Á f/sel must be adaptively scalable depending on the magnitudes of 2Á and Ste. This can be found by comparing the value of Á f/sel of the current example with that used in the previous example. Furthermore, the value of Á f/adj ¼ 10 À12 is the maximum value for reaching a convergent solution. Using different values of Á f/ad 5 10 À12 obtains almost identical results.
Solving the current problem analytically, it is found that the solid-liquid interface and the conduction effect reach locations of X ¼ 0:7 and X ¼ 2:86, respectively, at the end of the simulation period ( ¼ 0:25). Note that the standard GLS adaptive time step method and BE adaptive and uniform time step methods are not considered in the following discussions since they have less accurate performance and are known to suffer numerical instability when applied to the current and the following two-dimensional problems using a iterative method, i.e. fully-implicit scheme (FIS). In FIS computational schemes, the apparent heat capacity is iteratively calculated according to the temperature of current time step, whereas in semi-implicit computational schemes, it is based on the temperature of previous time step and thus nonlinear iterations are not required. The results obtained using these two schemes are further analyzed in the following discussion. Figure 5 compares the total error history of the GLS uniform time step method with that of the proposed method for both the FIS and the SIS computational schemes. In the GLS uniform time step method implemented in the FIS scheme with Á ¼ 10 À8 , a relaxation factor (! ¼ 0:1) is used, and hence the temperature at the k þ 1 level is given by kþ1 ¼ 0:1 Â kþ1 þ ð1:À0:1Þ Â k . Besides tuning the value of the relaxation factor, the value of the tolerance criterion R must be reduced to 10 À5 to guarantee the convergence of the temperature field over the course of the simulation process. The time step specified for the GLS uniform time step method implemented in the SIS scheme is taken as the average value of the time step computed in the proposed time-stepping method implemented in the SIS scheme. In Fig. 5 , it is observed that the results obtained using the proposed method in the FIS scheme are in close agreement with those obtained using the GLS uniform time step method in the FIS scheme. It can be seen that both schemes achieve a high degree of numerical accuracy. However, the number of time steps required in the proposed method (nt ¼ 6504) is significantly lower than that required in the GLS uniform time step method (nt ¼ 2:5 Â 10 7 ). Figure 6 illustrates the time-step size histories of the two simulation methods in both the FIS and SIS schemes. It can be seen that the time step histories of the proposed method implemented in both computational schemes have a gradually increasing tendency and an oscillatory type behavior due to the latent heat release. The exact solution for the latent heat released in this case is 1=Ste ¼ 0:25. The results presented in Fig. 7 indicate that the proposed method with the FIS scheme conserves a similar amount of latent heat during phase change as the GLS uniform time step method implemented in the FIS scheme. Due to the accurate energy balance in the process of nonlinear iterations, the total amount of released latent heat computed by the proposed method implemented in the FIS scheme is found to be 99.0% of the exact value at ¼ 2. This value falls to 87.03% when the proposed method is implemented in the SIS scheme. By contrast, in the GLS uniform time step method, almost 100% of the total latent heat is released in the FIS scheme, while 86.39% is released in the SIS scheme.
Furthermore, the CPU time (performed by ASUS A8FM PC with an Intel Core 2 1.83 (MHz) CPU and 1024 MB RAM) for the proposed method implemented in the FIS scheme is 30.5 sec, while for the GLS uniform time step is 56990.5 sec. Within a time step, the maximum number of iteration for the proposed method is 4. These results indicate that the proposed method can reach a greater numerical efficiency.
Two-dimensional phase change problem
An infinite corner region is assumed initially to be in a liquid state at a pouring temperature T p higher than the melting temperature T f . As time elapses, the boundary temperatures along x ¼ 0 and y ¼ 0, respectively, are maintained at a constant mold temperature T m that is lower than T f . The dimensionless analytical solution and interface position for this 2-D phase change problem are given by Rathjen and Jiji in Ref. 33 ). In the dimensionless physical model, the mold, fusion and pouring temperatures are specified as m ¼ À1, f ¼ 0 and p ¼ 0:3, respectively. Furthermore, the computational domain is assumed to be in the shape of a square with sides of length X ¼ Y ¼ 2. In solving the problem using the proposed method implemented in the FIS scheme, the following parameter values are assigned:
. Furthermore, the tolerance criterion R used to evaluate the convergence condition of the temperature field is specified as 1:32 Â 10 À6 . By assigning this particular value, the average tolerance for each point in space is 3:3 Â 10 À11 , which is consistent with that used in the previous one-dimensional simulations of p > f . In attempting to solve the current problem using the GLS uniform time step method, obtaining a convergent solution is difficult. As a result, the solutions obtained using the proposed method are compared with the exact results. Figure 8 compares the exact solution and two simulated solutions for the phase change position (i.e. the location of the liquid-solid interface) at ¼ 0:25 for the case of ¼ 0:25, where is a non-dimensional parameter defined as L f =½C S ðT f À T m Þ, i.e. the inverse of the Stefan number. Note that DI indicates a double iterative process, while SI is a single iterative process. It can be seen that both simulated phase change interfaces are in good agreement with the exact solution. In the DI process, the line Gauss-Seidel iteration method is executed before the current nonlinear iteration method is used to compute the corresponding value of C app (Note that N d is assigned a value of 3). Conversely, in the SI process, the two iteration methods are combined as one and N d is assigned a value of 9, i.e. the square of that used in the DI simulation. Comparing the convergence performance of the two iteration schemes, a maximum of 4 nonlinear iterations are required per time step in the DI scheme, while that required in the SI scheme is 10, whose square root is less than 4. Overall, these results indicate that the proposed method has an efficient convergence performance when applied to this 2-D phase change problem. Analyzing the latent heat balances of the two simulation schemes, it is found that the DI scheme accounts for 99.49% of the exact value (0.25), while the SI scheme accounts for 99.68%. As shown in Fig. 9 , this accurate latent heat balance performance results in an oscillating time-step history profile, similar to that observed in the previous simulations of p > f .
Conclusions
This study has presented an adaptive time-step control scheme in which an appropriate time step is derived using a modified LTE formulation based on both extreme time step and extreme LTE values. In the approach presented in this study, the LTE-based time-step evaluation procedure is applied not only after a convergent temperature field is obtained at each time step, but also during the nonlinear iterations performed at each time step whenever a convergence problem is encountered. The performance of the proposed approach has been demonstrated by solving various 1-D and 2-D solidification problems using fullyimplicit scheme. In general, the results have shown that the proposed approach has a high numerical accuracy (as evaluated by comparing the computed value of the total latent heat released with the exact solution), a high computational efficiency (as indicated by a low CPU time and a low total number of time steps in the simulation procedure) and a good convergence performance (as indicated by a low number of nonlinear iterations at each time step). Furthermore, it has been shown that the line Gauss-Seidel iteration method and the nonlinear iteration method used to determine an appropriate value of C app can be combined to create a computationally efficient and highly accurate solver for the solution of the 2-D phase change problem. Moreover, since the time steps predicted by the proposed method are based on the local temperature, this method similarly provides a flexible reference tool for the researchers while they investigate other transient phenomena of a casting or solidification process, such as velocity and concentration fields.
