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Chapter 1.4 The Bayesian Approach to Molecular
Phylogeny
Nicolas Lartillot
Université Lyon 1, CNRS, UMR 5558, Laboratoire de Biométrie et Biologie Evolutive,




Bayesian inference is now routinely used in phylogenomics and, more generally, in macro-
evolutionary studies. Beyond the philosophical debates it has raised concerning the choice of the
prior and the meaning of posterior probabilities, Bayesian inference, combined with generic Monte
Carlo algorithms, offers a flexible framework for introducing subjective or context information
through the prior, but also, for designing hierarchical models formalizing complex patterns of
variation (across sites or branches) or the integration of multiple levels of evolutionary processes.
In this chapter, the principles of Bayesian inference, such as applied to phylogenetic reconstruc-
tion, are first introduced, with an emphasis on the key features of the Bayesian paradigm that
explain its flexibility in terms of model design and its robustness in inferring complex patterns and
processes. A more specific focus is then put on the question of modeling pattern-heterogeneity
across sites, using both parametric and non-parametric random-effect models. Finally, the cur-
rent computational challenges are discussed.
How to cite: Nicolas Lartillot (2020). The Bayesian Approach to Molecular Phylogeny. In Scor-
navacca, C., Delsuc, F., and Galtier, N., editors, Phylogenetics in the Genomic Era, chapter No. 1.4,
pp. 1.4:1–1.4:17. No commercial publisher | Authors open access book. The book is freely avail-
able at https://hal.inria.fr/PGE.
1 Introduction
Bayesian inference was introduced in phylogenetics in the mid 90’s (Yang and Rannala,
1997; Mau et al., 1999; Larget and Simon, 1999; Li et al., 2000; Huelsenbeck and Ronquist,
2001). From the very beginnings, it has motivated a lot of discussion about its merits and
drawbacks, compared to more firmly established approaches such as maximum likelihood
(reviewed by Holder and Lewis (2003); Yang (2007) and in Chapter 1.2 [Stamatakis and
Kozlov 2020]). Part of the discussions then revolved around philosophical or foundational
issues: how to choose the priors and how to have a control on the sensitivity of the analysis
to this choice? What is the meaning of posterior probabilities? How do those compare with
alternative measures of statistical support, like non-parametric bootstrap?
Meanwhile, Bayesian inference has reached the stage of practical applications over a
broad array of research questions in phylogenomics and in evolutionary studies. To this
end, much work has been devoted to the design of increasingly sophisticated models and to
the development of efficient algorithms based on Markov Chain Monte Carlo (MCMC). As
a result, Bayesian inference, and its relevance to evolutionary genetics, can now be better
understood based on its practical impact on current research in our field. As it turns out,
the use of Bayesian inference has substantially renewed our perspective on the role of models
in phylogenomics (see Chapter 2.1 [Simion et al. 2020]), offering new opportunities that were
not directly reachable using classical approaches. Conversely, these practical applications
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have shown some weaknesses and limitations of the purely Bayesian philosophical stance,
while emphasizing its connections and its similarity with the maximum likelihood paradigm.
The aim of the present chapter is, first, to briefly introduce the basics of Bayesian
inference, such as applied to phylogenetics, and to point out its main features in this specific
context. In a second step, we will focus on one particular application of Bayesian inference in
phylogenomics, namely, the development of Bayesian non-parametric models accounting for
variation across sites in amino acid preferences. Finally, we will discuss the current challenges
and propose some perspectives concerning how these challenges are being tackled by current
statistical and computational research.
2 Bayesian inference in phylogenetics
2.1 General principles of probabilistic inference
Consider a simple phylogenetic problem, in which the aim is to infer the phylogeny of a group
of taxa, based on a multiple sequence alignment for a single gene (e.g. ribosomal RNA), and
assuming a simple one-parameter process of sequence evolution, the Kimura model (which
depends only on the transition-tranversion rate ratio, see Chapter 1.1 [Pupko and Mayrose
2020]). Let us denote by D the sequence alignment, T the unknown tree topology, with
branch lengths noted l, and κ the transition/transversion rate ratio. The likelihood is defined
as the probability that the sequence evolutionary process with transition-transversion rate
ratio κ, running along tree T with branch lengths l, produces the nucleotide sequences D at
the tips of the tree. This probability can be written:
L(T, l, κ) = p(D | T, l, κ).
In the present case, sites are assumed to evolve independently of each other. As a result,
the likelihood can be written as a product over all sites. If Di stands for the site pattern
observed at position i, for i = 1 . . . n, where n is the number of aligned positions, then:
p(D | T, l, κ) =
n∏
i=1
p(Di | T, l, κ).
The maximum likelihood approach to tree estimation works as follows. First, for a given
tree T , the likelihood is maximized with respect to the branch lengths and the parameters of
the substitution process:
L̂(T ) = max
l,κ
L(T, l, κ).
This defines a likelihood score for a given tree topology T . Then, we search for the tree
topology T which maximizes this score, i.e. the aim is to find the tree T̂ such that:
L̂(T̂ ) = max
T
L̂(T ).
Of note, the likelihood is jointly maximized with respect to all unknowns, those we are
interested in (here, the tree topology T ) and those that are not of direct interest but have an
influence on the probability of producing the data (nuisance parameters, here, l and κ). As a
result, a tree topology is scored based only on the best-case scenario for all unknown aspects
of the evolutionary process under this tree topology, without any consideration for alternative
configurations of these unknown nuisances. This is an important point that distinguishes
maximum likelihood and Bayesian inference, as we will now see.
N. Lartillot 1.4:3
2.2 The Bayesian approach
How does Bayesian inference proceed in the present case? First, one has to define a prior
distribution over the tree topologies, the branch lengths and the parameter of the substitution
model. These priors can be denoted as p(T ), p(l) and p(κ). Of note, p(T ) is a probability
over the discrete space of tree topologies. On the other hand, since l and θ are continuous
parameters, p(l) and p(θ) are not probabilities, but probability densities. Which priors have
more specifically been used in practical applications will be discussed below. In the present
case, one would typically assume simple priors like the following: a uniform prior over T , an
exponential of mean 0.1 for branch lengths, and a uniform prior between 0 and 20 for the
transition-transversion rate ratio κ.
Second, for a given tree topology T , the likelihood is averaged over all possible values
for the continuous parameters l and κ, weighted by the prior distributions over these two
parameter components. This defines the marginal likelihood of tree topology T :





p(D | T, l, κ)p(l)p(κ)dldκ. (1)
Finally, using Bayes theorem, we can define the posterior probability of the tree topology T :
p(T | D) = p(D | T ) p(T )
p(D) ,
where the denominator P (D) is the marginal probability of the data (or marginal likelihood),





p(D | T ) p(T ).
In many situations, the normalization factor p(D) is not essential, and a simpler account of
Bayes theorem is then given by:
p(T | D) ∝ p(D | T ) p(T ), (2)
which essentially states that the posterior probability of a tree T is proportional to its prior
probability p(T ) multiplied by the weight of evidence contributed by the data, p(D | T ).
Thus, if p(T ) represents our state of belief about which trees are likely to be correct before
we have seen the data, then Bayes theorem formalizes how one would update our state of
belief upon seeing data D, leading to our posterior state of belief p(T | D). For very large
datasets, the posterior will typically be concentrated on one single tree topology. In terms
of beliefs, this amounts to a nearly complete certainty about that tree being the correct
phylogeny, given the data and the model. For smaller datasets, on the other hand, multiple
trees may each receive a significant proportion of the total posterior probability mass, which
then represents our remaining uncertainty about the phylogenetic history of our clade of
interest, given the data.
The equations above could be equivalently rewritten, first by defining a joint posterior
over the tree topology and the continuous parameters, using Bayes theorem:
p(T, l, θ | D) ∝ p(D | T, l, κ) p(T ) p(l) p(κ). (3)
This formulation is more general, as it puts all unknowns, tree topology, branch lengths,
parameters of the sequence evolutionary process, on the same footing. Marginalization is
done only in a second step, in a way that depends on the question being asked. Thus far, we
PGE
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have assumed that the topology was of interest, and thus, we have focussed on the marginal
posterior on T , which is obtained by integrating out l and κ:





p(T, l, κ | D)dldκ. (4)
Of note, this definition of the marginal posterior on T is equivalent to that given by Eq. 2
above. If instead we were interested in estimating the transition/transversion rate ratio κ,
then we would consider the marginal posterior distribution over κ, which is summed over all
possible tree topologies and branch lengths:





p(T, l, κ | D)dl. (5)
In the end, Bayesian inference always reduces to computing the posterior probability of
what we want to know, given the available evidence and the structural assumptions of the
generating model, and this, integrated (averaged) over all other unknowns.
2.3 Practical Bayesian inference using Monte Carlo
The equations indicated above involve sums over a large number of alternative tree topologies
and, for a given topology T , integrals over all possible branch lengths and all values for κ. In
general, those integrals are not analytically available and would be difficult to numerically
evaluate with sufficient accuracy. As a practical alternative, Bayesian inference is most often
implemented using Monte Carlo approaches.
The general aim of Monte Carlo is to design random sampling algorithms targeting a
probability distribution of interest – here, the joint posterior distribution (Eq. 3). By far
the most commonly used algorithm is the Markov chain Monte Carlo (MCMC) approach.
The idea of MCMC is to implement a random walk in the parameter space of the model,
such that parameter configurations are visited at a frequency proportional to their posterior
probability. Running the algorithm for a sufficiently long time yields samples from the
posterior distribution:
(Tj , lj , κj) ∼ p(T, l, κ | D)
for j = 1 . . . N , with N a suitably large number of samples. In the case of MCMC, the
samples are not independent (successive samples are typically correlated). Furthermore, they
are from the targeted posterior distribution only asymptotically. In practice, this means that,
starting from an arbitrary parameter configuration, the chain reaches its stationary state
only after a burn-in period, and it is only after this stationary state has been reached that
samples can be considered to be representative draws from the posterior.
Once such a large sample has been obtained, any marginal over the posterior probability
can then be approximated simply by averaging over this sample. For instance, the frequency
of a given tree topology T in the sample will be a Monte Carlo estimate of the posterior
probability p(T | D). More generally, the frequency at which a given group of taxa is found
monophyletic in the sample is a Monte Carlo estimate of the posterior probability that this
clade is monophyletic. Accordingly, a convenient way to summarize the analysis is to draw
the majority-rule consensus of all trees collected by Monte Carlo and label each clade with
the Monte Carlo estimate of its posterior probability support.
If, on the other hand, our interest is in some continuous parameters, say the trans-
ition/transversion rate ratio, then the histogram of the values of κ collected in the Monte
Carlo represents our estimate of the posterior probability density over this parameter. From
N. Lartillot 1.4:5
there, a 95% credible interval can be computed, by sorting the samples by increasing value
and excluding the 2.5% most extreme values at both ends.
2.4 Some important properties of Bayesian inference
Based on the general description of Bayesian inference given above, several points are worth
pointing out and discussing.
Averaging over uncertainty
First, Bayesian inference, when conducted on some parameter of interest, always averages
uncertainty over all other nuisance parameters. This has already been emphasized above
(Eqs. 4 and 5), but some intuition can also be gained from how the output of the MCMC is
processed. For instance, as was just pointed out, the Monte Carlo estimate of the posterior
probability of a given clade is just the frequency at which this clade is present in the trees
sampled by Monte Carlo. Importantly, all trees presenting this specific clade might differ
from each other in many other respects – in terms of branch lengths, parameter values, but
also in terms of the other clades that are present elsewhere in the tree. By this, we see that,
in our evaluation of how likely it is that a given group is monophyletic, we have averaged our
evaluation over many possible outcomes for all other aspects of the problem – in some sense,
we have diversified our inference portfolio. This is in sharp contrast with maximum likelihood,
which bets on one single configuration for the nuisance parameters when deciding for its
point estimate. Averaging over uncertainty is expected to lead to more robust inference, in
particular, when there are many nuisance parameters (Huelsenbeck et al., 2000).
Monte Carlo versus analytical integration
The point just discussed also shows a key relation between Monte Carlo and integration.
Namely, the simple fact of sampling from the joint posterior over tree topology and other
parameters and then discarding all parameters, keeping only the tree topology, is equivalent
to sampling tree topologies from their marginal posterior distribution. In other words,
Monte Carlo automatically implements Eq. 4, and this, without ever explicitly calculating
this integral. This apparently anecdotal mathematical observation has important practical
consequences: whenever a likelihood is a complex integral over many nuisance variables, then,
instead of explicitly calculating this integral, it is always possible to explicitly sample from
the nuisance variables, jointly with the parameter of interest. This approach of parameter
expansion (or data augmentation) makes it possible to implement a broad category of models
that would otherwise not be accessible by explicit numerical integration.
Priors
As mentioned above, averaging the likelihood over the nuisance parameters is expected to lead
to more robust inference. On the other hand, this average is taken over a specific prior. More
generally making decisions based on posterior probabilities, which are directly proportional
to the prior, raises the question of how to choose the priors and how the inference will depend
on this choice. Prior choice is perhaps the most important question in Bayesian inference,
with many consequences, both conceptual and practical. There is a vast literature on the
question, and many questions are still open. The problem is complex, since there are in
fact very different approaches to prior definition, proceeding from different philosophies and
resulting in posterior probabilities that do not have the same operational properties or the
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same meaning. As a tentative typology, it may be useful to distinguish between the following
approaches to prior elicitation:
Informative priors based on expert knowledge. These priors are typically advocated by
the so-called subjective Bayesian school, initiated by De Finetti (1974). These priors are
not so often used in phylogenetics, with the important exception of soft fossil calibrations
in molecular dating (see Yang and Rannala (2006); Chapter 5.1 [Pett and Heath 2020]).
Uninformative, default or reference priors. The various names given to these priors express
their slightly different objectives (priors expressing lack of information, meant to be used
by default when expert knowledge is not available, or providing a neutral reference for
summarizing empirical information), but in the end, all converge toward very similar
practical recommendations. These priors define what is sometimes referred to as the
objective Bayesian philosophy (Berger, 2006). In practice, many priors used in Bayesian
phylogenetics are meant to be uninformative, or at least sufficiently vaguely informative,
so that they can be used by default (without invoking case-dependent expertise or prior
information). For instance, the most widely used prior for reconstructing phylogenies in
an undated context is a uniform prior over all unrooted tree topologies (Huelsenbeck and
Ronquist, 2001) .
Hierarchical priors. These priors correspond to the closely related empirical or hierarchical
Bayesian philosophies. A good example in phylogenetics is to allow for uncorrelated
gamma distributed rates across branches in a relaxed clock analysis (Lepage et al., 2007).
In this context, branch-specific substitution rates share the same gamma prior. In turn,
the shape and scale parameters of this gamma prior, which tune the mean and the
variance of rates across branches, are also unknown. Accordingly, a second-stage prior
is invoked over these two hyper-parameters. This hyper-prior is typically chosen to be
vaguely informative, and as a result, the posterior distribution on the shape and scale
parameters will be mostly dictated by the signal about rate variation contained in the
sequence data. Hierarchical priors thus represent a powerful tool for designing models
allowing for complex modulations of the evolutionary process across branches, sites, or
genes, in a way that will be automatically tuned to the true amount of variation present
in the data.
Mechanistic priors, i.e. priors that are themselves justified on the grounds of some
macro-evolutionary mechanism or process. A good example is the birth-death prior
over phylogenetic trees in a dated context (Yang and Rannala, 1997), which essentially
implements a model of species diversification with constant speciation and extinction
rates. In a sense, mechanistic priors proceed from the realization that our prior knowledge
for some parameter of our problem (here, the unknown phylogeny) is best formalized in
terms of a generating model – thus not unlike the likelihood itself. In the end, the result
is not very different from the mixed models typically considered in a maximum likelihood
context.
Flexibility in model design
The use of mechanistically inspired and hierarchical priors, combined with generic Monte
Carlo approaches, has an important practical consequence. Indeed, it makes it possible to
design hierarchical models, articulating together multiple levels of processes and integrating
multiples sources of empirical data. In this direction, many important developments have
taken place over the last decade, including the following:
Brownian processes for relaxing the molecular clock (see Thorne and Kishino (2002);
Chapter 4.4 [Bromham 2020]);
N. Lartillot 1.4:7
birth-death models for describing speciation-extinction-fossilization processes (see Heath
et al. (2014); Chapter 5.1 [Pett and Heath 2020]);
integration of the comparative method (models of trait evolution) with the relaxed
molecular clock (Lartillot and Poujol, 2011);
integration of morphological and genetic sequence data (total-evidence dating) (Zhang
et al., 2016)
explicit models of gene duplication, loss and horizontal transfer over species trees (see
Akerborg et al. (2009); Chapter 3.2 [Boussau and Scornavacca 2020]);
multi-species coalescent approaches (see Yang and Rannala (2010); Heled and Drummond
(2010); Chapter 3.3 [Rannala et al. 2020]);
priors over viral phylogenies derived from epidemiological models (see (Kühnert et al.,
2014); Chapter 5.3 [Zhukova et al. 2020]);
non-parametric models for modeling random-effects across sites (Lartillot and Philippe,
2004; Huelsenbeck and Suchard, 2007) or branches (Heath et al., 2012).
The list is not exhaustive, and we can expect many new developments along similar lines.
Some of these integrative or hierarchical models are introduced in other chapters of this book
(see references above).
3 Bayesian non-parametric site-heterogeneous models
3.1 Variation across sites
One of the most prominent features of multiple sequence alignments at large evolutionary
scale is the amount of variation across sites in the degree and the patterns of conservation.
This can be seen both at the nucleotide and the amino acid levels. The reasons for this are
well understood: sequences that are conserved over long evolutionary periods are almost
certainly under strong purifying selection. Selection, however, is highly context-specific, and
is thus likely to be fairly disparate across sites of a gene, both in overall intensity and in
the nature of the preferred nucleotides or amino acids. This problem is further amplified by
the fact that phylogenetic reconstruction is normally conducted using those genes and gene
regions that can be reliably aligned over a broad phylogenetic scale. Selecting well-aligned
sequences is essential, in order to guarantee the validity of the assumption that sequence
variation in the data matrix is only caused by point substitutions, an assumption made by
virtually all models currently used in phylogenetics. However, doing so induces a selection
bias for those genes and gene regions whose structure is highly conserved. In turn, this means
that a given column of the alignment corresponds to a site in the protein (or in the ribosomal
RNA) sitting in a very specific biochemical environment inducing strong site-specific purifying
selection for maintaining the conformational stability of the macromolecule (e.g. buried sites
will accept only hydrophobic amino acids, exposed sites polar amino acids, etc), selection
which is stable in the long run (Ashenberg et al., 2013).
In terms of the resulting sequence evolutionary process, this modulation of the selective
constraint across sites will translate into a variation in both the rate and the patterns
of substitutions across aligned positions. How will such a widespread variation impact
phylogenetic estimation? Should we explicitly account for this variation across sites in
the model used for phylogenetic reconstruction, or is it sufficient to capture the average
substitution process across all sites? If explicit modeling turns out to be important for
phylogenetic accuracy, then, how can we design models that will accurately capture the
distribution of substitution rates and patterns across sites? These have been important
questions in recent phylogenomics.
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3.2 Variation of rates across sites: a parametric random-effect model
Accounting for heterogeneity in rates across sites was proposed early on, in a maximum
likelihood context (see Yang (1994); Chapter 1.1 [Pupko and Mayrose 2020]). The parametric
random-effect approach that was then used was subsequently ported to Bayesian inference,
without major modification. It may be useful to look in detail at the conceptual structure
of this approach, before addressing the more challenging question of how to model pattern-
heterogeneity across sites.
The fundamental idea of the rates-across-sites model introduced by Yang (1994) is to
consider site-specific relative rates as random variables, whose distribution across sites is
assumed to be a gamma, of mean 1 (since these rates are relative), and of unknown variance
tuned by a shape parameter noted α. Mathematically, the likelihood at site i is thus integrated
over all possible values for the rate of evolution r, over a gamma distribution:
p(Di | θ, α) =
∫
r
p(Di | θ, r)fα(r)dr,
where fα(r) is the probability density function of the gamma distribution and, for notational
simplicity, we refer to all global parameters of the model (other than α) by θ (tree topology,
branch lengths, and parameters of the model of sequence evolution). In practice, this integral
is intractable, and the standard approach is to numerically estimate it by discretization
over a small number K of rate values (rk)k=1...K centered on the K quantiles of the gamma
distribution (typically K = 4):





p(Di | θ, rk). (6)
Finally, we can take the product over all sites:
p(D | θ, α) =
∏
i
p(Di | θ, α)
which gives the likelihood for the whole sequence alignment. This likelihood can be maximixed
with respect to θ and α. Alternatively, in a Bayesian settings, one would define priors over
the parameters of the model, θ and α, and then sample from the joint posterior distribution:
p(θ, α | D) ∝ p(D | θ, α)p(θ)p(α).
Some comments and precisions are in order. First, site-specific rates are integrated over
a distribution, and the distribution itself (specifically, its variance, which is equal to 1/α) is
estimated across sites. In a maximum likelihood context, an alternative approach would be
possible, at least in principle, namely, maximizing the likelihood with respect to all rates
at all sites. However, unless the number of taxa is very large and the tree very long, this
would result in overfitting. The site-specific rates would be estimated with large stochastic
errors, which would then induce further estimation error on the tree topology. In addition,
the variance in the rates thus estimated across sites would be greater than the variance of the
true rates, since it would include the additional contribution of the error on rate estimation.
In contrast, dealing with rates as random-effects automatically discounts this additional
sampling variance and returns, through α, a fair estimate of the variance of the true rates
across sites. This random-effect model also achieves a higher accuracy in the estimation
of the tree topology and the global parameters. This is an important point about random-
effect models more generally: after fitting the model to the data, we may still have a large
uncertainty about the value of the random-effects, yet, in many situations, we will nevetheless
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achieve asymptotically consistent estimation of their distribution, and of the global parameters
of the model (in particular, the tree topology). This is a recurrent idea in many other settings
(e.g. integrating over gene genealogies in the multi-species coalescent [Yang 2002]).
Second, the gamma rates model considered above is a parametric random-effect model,
since we make the assumption that the distribution of rates across sites belongs to a parametric
family which is specified in advance (here, a gamma distribution). Nothing guarantees that
this assumption will not be violated in practice. The true distribution of rates across sites
could be arbitrary, and a mismatch between this true distribution and the distribution
assumed by the model could in principle have a non-negligible impact on the accuracy of
the estimation of the phylogeny. In general, it is commonly assumed that a gamma (or
a mix of a proportion of invariant sites and a gamma distribution) will provide a good
enough description of the true distribution of rates across sites, at least for the purpose of
phylogenetic reconstruction. Of note, alternative approaches have been proposed to relax
this assumption specifically for rates (Mayrose et al., 2005; Huelsenbeck and Suchard, 2007),
some of which are similar to those considered below in the case of pattern-heterogeneity.
3.3 Amino acid preferences across sites: non-parametric models
As mentioned above, not just rates, but nucleotide substitution or amino acid replacement
patterns, may vary across sites. In the following, and for the sake of the argument, we will
more specifically consider the case of amino acid sequences. Given that the primary factor that
varies across sites is selection, perhaps the most important feature whose variation across sites
should be modeled is amino acid preferences, as a proxy for amino acid fitness. Mathematically,
site-specific amino acid preferences can be captured through the 20-dimensional vector of
amino acid equilibrium frequencies of the process. In the following, this vector will be called
an amino acid frequency profile.
An analogy with site-specific rates suggests that we should model amino acid profiles as
site-specific random effects, and also, that we should have a method allowing for a sufficiently
accurate estimation of the true distribution of amino acid profiles across sites. However,
there are important technical differences between site-specific rates and site-specific amino
acid profiles, which are such that the method used for rates cannot be directly generalized to
the present context. First, the quantile-based discretization approach mentioned above for
integrating the likelihood over site-specific rates (Eq. 6) does not scale up well to higher-
dimensional random-effects and would not work in practice for 20-dimensional frequency
vectors. Another problem is that the true distribution of amino acid profiles is potentially
complex, possibly multimodal, and thus probably not well described by any known simple
parametric distribution.
Mixture models
A possible alternative is to use a finite mixture model (Koshi and Goldstein, 1998; Pagel
and Meade, 2004). The rationale behind mixture models is that the diversity of the patterns
of amino acid preferences realized across the aligned positions of empirical sequences might
hopefully be captured by a reasonably small number of typical amino acid profiles (e.g.
hydrophobic, polar, negatively charged, aromatic, etc). Allowing for K components, each
with its own 20-dimensional frequency profile πk and its own weight wk, the likelihood at
site i is then a weighted average over all mixture components:
p(Di | θ, π, w) '
K∑
k=1
wkp(Di | θ, πk) (7)
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and then taking the product over all sites:
p(D | θ, π, w) =
n∏
i=1
p(Di | θ, π, w)
gives the likelihood, which now depends on the set of profiles (collectively noted π) and the
weight vector w, in addition to the other parameters of the model, collectively referred to as
θ. In a maximum likelihood context, this likelihood will typically be maximized with respect
to θ, π and w. Alternatively, the series of K profiles can be pre-estimated on a database and
then kept fixed during phylogenetic inference (so-called empirical mixture models).
Much effort has been spent on deriving empirical mixtures that could be routinely used in
phylogenetics (Quang et al., 2008; Le et al., 2008, 2012; Wang et al., 2014). Thus far, however,
this approach has produced mixed results. One main problem is that the number of distinct
profiles that seems to be required in order to obtain a good empirical fit and a sufficient
phylogenetic accuracy is high (Quang et al., 2008), suggesting that the true distribution of
amino acid preferences across sites might be too complex, or too diffuse, to be described by a
small number of typical amino acid profiles. Practically, however, allowing for a large number
of components quickly raises computational and statistical challenges, at least in a maximum
likelihood framework. Computationally, averaging the likelihood at each site over all profiles
of the mixture (Eq. 7) becomes prohibitive for large K. Statistically, rich mixtures quickly
become redundant, in the sense that many alternative mixture configurations, differing only
in small details (e.g. with several components having similar profiles), will typically give
essentially equivalent approximations of the unknown empirical distribution, thus leading to
poorly identifiable models.
These problems, however, are not so critical in a Bayesian framework, for two different
reasons, related to the way Bayesian inference deals with model complexity (see above,
Section 2). First, in a Bayesian MCMC context, parameter expansion can be used to avoid
the explicit sum over all components for each site (Eq. 7). Instead, one can explicitly sample
the allocations of sites to the components of the mixture during the MCMC. Combining this
approach with various data-augmentation strategies allows one to design an MCMC strategy
whose complexity becomes relatively insensitive to the number of components of the mixture
(Lartillot, 2006). Second, the redundancy of rich mixtures, i.e. the fact that alternative
mixtures effectively emulate the same distribution of random-effects, is automatically taken
care of by averaging out over the posterior distribution of all possible mixture configurations.
Non-parametric random-effect models
These observations suggest that we can in fact use mixture models in a completely different
regime: rather than trying to keep the number of components as low as possible, at the cost
of not correctly capturing the true empirical diversity of biochemical profiles, one can instead
aim for very rich and redundant mixtures. Doing so gives more flexibility. Sufficiently rich
mixtures can approximate any distribution with arbitrary accuracy, and the fact that they are
redundant does not matter so much, as long as an efficient MCMC is able to smooth out this
redundancy by averaging over a representative sample of alternative mixture configurations,
all of which giving essentially equivalent approximations of the true distribution. This is the
fundamental idea behind Bayesian non-parametric random-effect models.
The original goal of non-parametric inference is to relax the assumption that the true
distribution should a priori belong to a pre-specified parametric family. In principle, a non-
parametric approach should give asymptotically consistent results for arbitrary distributions
of random effects across sites. In a Bayesian context, this is implemented by designing a prior
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over rich mixtures. The Dirichlet process is such a non-parametric prior (Ferguson, 1973;
Müller and Mitra, 2013). Technically, the Dirichlet process pushes the idea of sufficiently rich
mixtures to its extreme, by implementing a prior over infinite mixtures. Infinite mixtures
are dense in the space of all possible distributions, and thus, a Dirichlet process prior will
put some probability mass in the vicinity of any distribution – including of course the true
distribution of random-effects across sites. Then, conditioning the model on a sufficiently
large dataset will result in a posterior distribution which will concentrate in the vicinity of the
true distribution. In the end, implementing this idea using clever MCMC approaches based on
parameter expansion will effectively implement a powerful non-parametric inference method,
in principle achieving asymptotic consistency under arbitrary distributions of (possibly
multi-dimensional) random-effects.
Dirichlet process priors have been applied to several problems in phylogenetics, for
modeling variation across sites in rates (Huelsenbeck and Suchard, 2007), dN/dS (Huelsenbeck
et al., 2006), amino acid preferences across sites (Lartillot and Philippe, 2004) or amino
acid fitness profiles in the context of mechanistic mutation-selection codon models (Rodrigue
et al., 2010); but also, for modeling variation in rates across branches in a relaxed clock
model (Heath et al., 2012).
4 Software programs and platforms
A large number of software programs are currently available for conducting phylogenetic
or phylogeny-related Bayesian inference. These programs often have very different specific
objectives or specializations: phylogenetic reconstruction (Ronquist and Huelsenbeck (2003);
Lartillot et al. (2013); Lewis et al. (2015); Chapter 1.5 [Lartillot 2020]), molecular dating
(Thorne and Kishino (2002); Rannala and Yang (2007); Chapter 5.2 [Barido-Sottani et al.
2020]), phylogeography and phylodynamics (Bouckaert et al., 2014), phylogenetic codon
models (Murrell et al. (2013); Rodrigue and Lartillot (2014); Chapter 4.5 [Lowe and Rodrigue
2020]), comparative studies (Pagel et al., 2004), gene-tree species-tree reconciliation (Akerborg
et al., 2009), or species delimitation (Yang and Rannala (2010); Chapter 5.6 [Flouri et al.
2020]).
In spite of this current move toward integrative modeling approaches (and perhaps in part
because of the computational challenges), much of current applied research in phylogenomics
is still conducted in the context of the more classical supermatrix paradigm, in which a large
set of single-gene alignments are simultaneously considered and assumed to evolve along the
same species tree. Three main software programs have been used in recent phylogenomic
analyses more specifically devoted to reconstructing a species tree using supermatrices:
MrBayes (Huelsenbeck and Ronquist, 2001; Ronquist and Huelsenbeck, 2003) is the most
widely used program for Bayesian phylogenetic reconstruction. It offers a broad range
of models, allowing for standard nucleotide, amino acid and codon models, but also
models of morphological character evolution, while offering the possibility to analyze
heterogeneous datasets (i.e. mixing morphological, DNA or RNA and amino acid data).
On the other hand, this program has limited expressivity for pattern-heterogeneity across
sites within partitions. MrBayes has been extensively used for standard phylogenetic
analysis, and in several recent phylogenomic studies (Cannon et al., 2016).
PhyloBayes (Lartillot et al., 2009, 2013) is a program specialized in site-heterogeneous
models of sequence evolution. Its main distinguishing feature is the use of Dirichlet
process priors, such as introduced above, to model the variation across sites in amino acid
preferences. In part because of the increasing awareness of the importance of accounting
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for site-heterogeneity for reconstructing ancient phylogenies, this program has been
increasingly used over the recent years, in particular for reconstructing the metazoan tree
of life (Simion et al., 2017), but also eukaryotes (Brown et al., 2018), Archaea (Adam et al.,
2017), or Eubacteria (Antunes et al., 2016). A detailed application using PhyloBayes is
presented in Chapter 1.5 of this book (Lartillot, 2020).
ExaBayes (Aberer et al., 2014) is a recent implementation of Bayesian phylogenetic
inference for very large supermatrices. This program allows for heterogeneity across
partitions, as well as rate-heterogeneity (but not pattern-heterogeneity) across sites within
partitions.
P4 (Foster, 2004) is specialized in branch-heterogeneous models of sequence evolution,
more specifically, accounting for compositional heterogeneity across taxa. This program
has been used, in particular, for investigating the position of eukaryotes in the tree of life
(Cox et al., 2008).
Ideally, it would be very useful to have a single implementation combining these various
levels of expressiveness in model design (i.e. allowing for gene-, site- and branch-specific
modulations in both rate and pattern heterogeneity), all of which appear to be essential in
order to achieve accurate phylogenetic reconstruction. Thus far, however, no such integrated
implementation is available. One main reason for this vacancy is the computational complexity
inherent to each of these multiple sources of variation, which would be compounded in a joint
implementation and further aggravated by the size of the current datasets in phylogenomics.
5 Conclusions and perspectives
In several respects, Bayesian inference has revolutionized our practice in phylogenetics,
although perhaps not for the reasons that have often been invoked. In theory, Bayesian
inference offers a flexible framework for introducing subjective or context information through
the prior. In practice, however, this is not the main reason behind the recent success and
popularity of Bayesian inference in evolutionary genetics. Instead, it is the combination of
hierarchical models and generic Monte Carlo approaches for dealing with complex random-
effects and multi-level evolutionary processes that has played the most important role.
Modeling pattern-heterogeneity across sites represents one specific instance where complex
random-effect models turn out to have an important impact on practical phylogenomics.
This problem is challenging in two respects: first, because the random effects to be modeled
(amino acid preferences) are high-dimensional, and second, because the distribution of those
random-effects across sites is itself unknown and apparently complex. This combination makes
Bayesian inference using Monte Carlo particularly well-suited, whereas simpler approaches,
such as parametric random-effect models or finite mixture models, have thus far shown less
affordable or less accurate.
However, at least given the current state-of-the art, Bayesian inference suffer from several
limitations. First, current Monte Carlo algorithms do not scale up well with data size, and as
a result, Bayesian inference can become computationally prohibitive for large phylogenomic
datasets. This is particularly true for non-parametric models based on Dirichlet process
priors. Second, the flexibility afforded by Bayesian inference for handcrafting new and
complex multi-level models is nice in theory, yet in practice, it requires a substantial amount
of programming work for each new model that one might want to contemplate. This also
raises the question of the reliability of the software implementations, as it is typically difficult
to guarantee that a given implementation of a Monte Carlo algorithm is indeed sampling
from the intended target distribution.
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In this direction, the current trend is in the development of generic programming plat-
forms. The fact that model components can be composed like building blocks into complex
hierarchical structures, using modular Monte Carlo methods to explore the resulting posterior
distribution, makes generic programming for Bayesian inference relatively straightforward, at
least conceptually. Such generic programming platforms have been proposed both in general
applied statistics (Lunn et al., 2009) and more recently in phylogenetics (Höhna et al. 2016;
Chapter 5.4 [Ayres et al. 2020]). They represent a promising development, by providing
the applied evolutionary scientific community with user-oriented tools for reliably designing
question-specific integrative models and applying them to arbitrary combinations of empirical
data (genetic sequences, morphological data, time series, etc). The computational challenges,
however, are formidable, and much remains to be done in Monte Carlo algorithmics and
software development, in order for Bayesian generic programming to achieve scalable inference
in the context of current problems in evolutionary genomics.
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