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Resumo
Nesta dissertac¸a˜o discutiremos sobre as Transformac¸o˜es de Ba¨cklund entre superf´ıcies
no espac¸o-tempo de Minkowski. Apresentaremos a versa˜o cla´ssica da Transformac¸a˜o de
Ba¨cklund no Espac¸o Euclidiano e vamos generaliza´-la para o Espac¸o de Minkowski e analisar
suas propriedades. Mostraremos que existem ana´logos, no Espac¸o de Minkowski do Teorema
de Ba¨cklund, Teorema de Integrabilidade, relac¸o˜es entre superf´ıcies e soluc¸o˜es de equac¸o˜es
diferenciais parciais e existeˆncia de famı´lia das soluc¸o˜es, que foram obtidas por [15], [4], [10],
[11], [19] e [12].
Palavras-chave: Espac¸o-Tempo de Minkowski, Transformac¸a˜o de Ba¨cklund, Teorema
de Ba¨cklund, Equac¸a˜o de sine-Gordon, Congrueˆncia Pseudo-Esfe´rica.
Abstract
In this work we shall discuss about Ba¨cklund’s Transformation in Minkowski Space-
Time. Our main goal is to establish, in Minkowski Space, the Euclidian classical results
such as Ba¨cklund’s Theorem, Integrability Conditions and their relation between existence of
surfaces related to Partial Differential Equations solutions, each one can be found in following
works [15], [4], [10], [11], [19] and [12].
Keywords: Minkowski Space-Time, Ba¨cklund’s Transformation, Pseudo-Spherical Con-
gruence, Ba¨cklund Transformation, Sine-Gordon equation.
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Introduc¸a˜o
Nesta dissertac¸a˜o vamos discutir sobre a adaptac¸a˜o do Teorema de Ba¨cklund para Espac¸o-
Tempo de Minkowski e algumas de suas consequeˆncias.
Sabe-se, desde o se´culo XIX, que a cada soluc¸a˜o da Equac¸a˜o de sine-Gordon
αxx − αyy = sinα
faz-se corresponder a uma superf´ıcie em R3 com curvatura Gaussiana constante negativa.
Em 1875 [1] o F´ısico-Matema´tico Albert Victor Ba¨cklund mostrou a existeˆncia de uma
transformac¸a˜o entre superf´ıcies com curvatura Gaussiana negativa.
Usando tal transformac¸a˜o, Ba¨cklund mostrou como obter uma hierarquia de soluc¸o˜es da
equac¸a˜o de sine-Gordon a partir de uma soluc¸a˜o inicial. Esta te´cnica ganhou destaque no
se´culo passado devido a importaˆncia que a Equac¸a˜o de sine-Gordon tem em va´rios ramos
da cieˆncia, como em F´ısica-Matema´tica, Sistemas Dinaˆmicos Integra´veis, Teoria dos So´litons
e etc. De modo que esta transformac¸a˜o, conhecida como Transformac¸a˜o de Ba¨cklund, se
tornou um tema cla´ssico.
A partir de 1905, com o surgimento da Teoria da Relatividade Restrita, o Espac¸o-Tempo
de Minkowski ficou em evideˆncia. O que motivou a investigac¸a˜o da Geometria Diferencial
neste espac¸o, bem como o estudo de Superf´ıcies no Espac¸o-Tempo de Minkowski.
Neste contexto, surge a ide´ia de investigar se existe um ana´logo a Transformac¸a˜o de
Ba¨cklund para superf´ıcies no Espac¸o-Tempo de Minkowski e ainda se tal transformac¸a˜o per-
mite uma relac¸a˜o entre soluc¸o˜es de alguma equac¸a˜o diferencial.
O Espac¸o-Tempo de Minkowski 3-dimensional e´ o conjunto R3 munido da Me´trica de
Lorentz
〈(x1, x2, x3), (y1, y2, y3)〉 = x1y1 + x2y2 − x3y3.
Esta me´trica na˜o e´ necessariamente positiva definida e difere da Me´trica Euclidiana, que e´
positiva definida, por um sinal no u´ltimo termo. As superf´ıcies no Espac¸o-Tempo de Min-
2kowski sa˜o ditas Tipo-Tempo, Tipo-Espac¸o ou Tipo-Luz dependendo da me´trica induzida na
superf´ıcie ser indefinida e na˜o-degenerada, positiva definida ou degenerada respectivamente.
Em 1980 Louise V. McNertney em sua Tese de Doutorado [15] ”One-parameter families
of surfaces with constant curvature in Lorentz 3-space”, mostrou que existia um ana´logo da
Transformac¸a˜o de Ba¨cklund para Superf´ıcies Tipo-Tempo com curvatura constante negativa
ou positiva. Mostrou ainda que tais superf´ıcies correspondiam as equac¸o˜es de sinh-Gordon
(αxx − αyy = sinhα) e Liouville (αuv = −12e−α). Consequentemente McNertney mostrou
como construir uma hierarquia de soluc¸o˜es destas duas equac¸o˜es usando a Transformac¸a˜o de
Ba¨cklund.
Em 1981 S. S. Chern no Artigo [4] ”Geometrical Interpretation of the Sinh-Gordon
Equation”mostrou uma te´cnica para corresponder Superf´ıcies Tipo-Espac¸o ou Tipo-Tempo
com curvatura Gaussiana constante com as equac¸o˜es de Sin-Gordon e Sinh-Gordon. Do
mesmo modo, em 1985, H. Hesheng [10] no Artigo ”The Constrution of Hyperbolic Surfaces
in 3 Dimensional Minkowski Space and Sinh-Laplace Equation”aplicou a te´cnica de Chern
e obteve superf´ıcies no Espac¸o-Tempo de Minkowski que correspondiam com soluc¸o˜es da
equac¸a˜o de sine-Laplace (αxx + αyy = sinα) e Sinh-Laplace (αxx + αyy = sinhα).
Em 1990 Bennett Palmer [19] no Artigo ”Ba¨cklund transformations for surfaces in Min-
kowski space”mostrou como obter uma Transformac¸a˜o de Ba¨cklund que transforma uma
superf´ıcie Tipo-Espac¸o com curvatura Gaussiana negativa em outra superf´ıcie Tipo-Tempo
com curvatura Gaussiana negativa. Consequentemente mostrou como corresponder soluc¸o˜es
da equac¸a˜o de Sin-Laplace com soluc¸o˜es da Sinh-Laplace.
Em 1997 C. Tian [21], no Artigo ”Ba¨cklund transformation on surfaces with K = −1 in
R2,1”, descreveu a Transformac¸a˜o de Ba¨cklund entre superf´ıcies Tipo-Espac¸o com curvatura
constante negativa.
Por u´ltimo, em 2002 C. H. Gu, H. S. Hu e J. Inoguchi [12] no Artigo ”On time-like surfaces
of positive constant gaussian curvature and imaginary principals curvatures”mostraram como
obter a Transformac¸a˜o de Ba¨cklund para superf´ıcies Tipo-Tempo cujas curvaturas principais
sa˜o imagina´rias. E ainda mostraram que, com tal Transformac¸a˜o, e´ poss´ıvel obter uma
hierarquia de soluc¸o˜es da equac¸a˜o de cosh-Gordon (αxx − αyy = coshα).
Nesta dissertac¸a˜o, baseada nas seis u´ltimas refereˆncias citadas acima, vamos mostrar
como as superf´ıcies na˜o-degeneradas com curvatura Gaussiana constante na˜o nulas esta˜o
relacionadas com soluc¸o˜es de certas Equac¸o˜es diferenciais parciais, ditas EDP’s Naturais.
Veremos que estas superf´ıcies podem ser classificadas por, ao todo, seis EDP’s Naturais.
3Mostraremos como a Transformac¸a˜o de Ba¨cklund pode ser generalizada para superf´ıcies
Na˜o Degeneradas no Espac¸o-Tempo. E tambe´m, que estas Transformac¸o˜es ocorrem somente
entre superf´ıcies na˜o-degeneradas com curvatura constante na˜o nula quais correspondem exa-
tamente com as superf´ıcies classificadas via EDP’s Naturais.
Veremos que existem ao todo oito tipos de Transformac¸o˜es de Ba¨cklund e mostraremos
como obter cada uma delas.
Neste texto temos tambe´m como objetivo, comparar os resultados obtidos entre o Espac¸o
Euclidiano e o Espac¸o-Tempo de Minkowski, de modo que todas as definic¸o˜es e resultados
sera˜o dados paralelamente para os dois casos, de modo que fique evidente as diferenc¸as e
semelhanc¸as em ambos os contextos.
Esperamos que este texto seja auto-contido, no sentido que as demonstrac¸o˜es feitas depen-
dam somente de resultados ba´sicos ou de resultados que tenhamos mostrado anteriormente.
Para isso inclu´ımos os dois primeiros Cap´ıtulos nos quais introduziremos a Geometria Dife-
rencial no Espac¸o-Tempo de Minkowski e o conceito de Referencial Mo´vel. Deste modo os
pre´-requisitos a` leitura deste texto sa˜o conceitos de A´lgebra Linear e alguma familiaridade
com o conceito de Superf´ıcies em Geometria Diferencial.
No Cap´ıtulo 1 introduzimos a Geometria Diferencial no Espac¸o-Tempo de Minkowski.
Comec¸amos descrevendo como se comporta a Me´trica de Lorentz e suas principais proprieda-
des. Em seguida trataremos de vetores e suas propriedades geome´tricas. Por u´ltimo traremos
o conceito de Superf´ıcies.
A principal ferramenta utilizada nos Artigos citados acima e´ o Me´todo do Referencial
Mo´vel, que foi desenvolvido no se´culo passado pelo matema´tico franceˆs E´lie Joseph Cartan.
Introduziremos este me´todo no Cap´ıtulo 2 no qual traremos o conceito de Formas Diferenciais
e a noc¸a˜o de Referencial Mo´vel no Espac¸o Euclidiano. Em sequeˆncia adaptamos o conceito
de Referencial Mo´vel para Superf´ıcies no Espac¸o-Tempo de Minkowski.
A primeira aplicac¸a˜o do Me´todo do Referencial Mo´vel aparece no Cap´ıtulo 3. Comec¸aremos
mostrando como pode ser obtida a famosa relac¸a˜o entre as Superf´ıcies de curvatura Gaussina
constante negativa no Espac¸o Euclidiano com soluc¸o˜es da sua EDP natural: a Equac¸a˜o de
sine-Gordon. Em seguida mostraremos como obter a EDP natural de cada superf´ıcie na˜o-
degenerada de curvatura Gaussiana constante no Espac¸o-Tempo de Minkowski. Mais preci-
samente, mostraremos que cada superf´ıcie na˜o-degenerada com curvatura constante na˜o nula
pode ser correspondida a uma soluc¸a˜o de uma certa EDP, e reciprocamente a cada soluc¸a˜o
desta EDP existira´ uma superf´ıcie na˜o-degenerada de curvatura Gaussiana constante.
4Por u´ltimo, no Cap´ıtulo 4, mostraremos como a Transformac¸a˜o de Ba¨cklund pode ser
obtida atrave´s do conceito de Congrueˆncia Pseudo-Esfe´rica, tanto para os casos Euclidia-
nos quanto para os casos no Espac¸o de Minkowski. Em seguida demonstraremos o famoso
Teorema de Ba¨cklund no espac¸o Euclidiano e sua generalizac¸a˜o para o Espac¸o-Tempo de
Minkowski que garante que a Transformac¸a˜o de Ba¨cklund pode ocorrer somente entre as
superf´ıcies classificadas no Cap´ıtulo 3. Por u´ltimo demonstraremos os Teoremas de Integra-
bilidade, isto e´ resultados que nos garantem a existeˆncia de Congrueˆncias Pseudo-Esfe´ricas e
consequentemente de Transformac¸o˜es de Ba¨cklund.
Cap´ıtulo 1
Geometria diferencial no espac¸o de
Minkowski
1.1 O Espac¸o de Minkowski
1.1.1 Definic¸o˜es ba´sicas
Nesta sec¸a˜o comec¸aremos com algumas definic¸o˜es e resultados de A´lgebra Linear a respeito
das formas bilineares. Em seguida introduziremos os conceitos ba´sicos relacionados ao Espac¸o
de Minkowski, bem como sua definic¸a˜o e suas propriedades ba´sicas.
Seja V um espac¸o vetorial sobre o corpo dos nu´meros reais com dimensa˜o finita n. Co-
mecemos com o conceito de forma bilinear sobre um espac¸o vetorial;
Definic¸a˜o 1.1. Dizemos que a aplicac¸a˜o b : V × V → R e´ uma forma bilinear sobre V
desde que, a cada v ∈ V verifica-se que
b(v, •) : V → R; w ∈ V 7→ b(v, w),
b(•, v) : V → R; w ∈ V 7→ b(w, v),
sa˜o aplicac¸o˜es lineares em V . Ale´m disso, dizemos que b e´ uma forma bilinear sime´trica
desde que para cada v, w ∈ V verifica-se que b(v, w) = b(w, v).
Dada uma matriz C = (cij), n×n, com coeficientes no corpo R podemos fazeˆ-la correspon-
der a uma forma bilinear sobre Rn da seguinte maneira: se x = (x1, ..., xn) e y = (y1, ..., yn)
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sa˜o vetores em Rn denotados por matrizes colunas n× 1, enta˜o










 ∈ R, (1.1)
em que o subscrito t denota a transposta da matriz. A bilinearidade de tal forma decorrera´
da linearidade da multiplicac¸a˜o de matrizes.
Proposic¸a˜o 1.1. Uma matriz C = (cij) em R representa uma forma bilinear sime´trica sobre
Rn se, e somente se, ela for uma matriz sime´trica.
Demonstrac¸a˜o: Suponhamos que C seja uma matriz sime´trica, isto e´, Ct = C. Da Equac¸a˜o












= ytCtx = ytCx,
donde xtCy = ytCx e a forma bilinear induzida por C e´ sime´trica.
Reciprocamente, suponhamos que C representa uma forma bilinear sime´trica em Rn, isto





= xtCty = ytCtx,
temos yt(C−Ct)x = 0 para todo x, y. Donde C = Ct e segue que C e´ uma matriz sime´trica. 2
Vimos que matrizes n×n com coeficientes no corpo R correspondem a uma forma bilinear
em Rn. Vamos mostrar agora que cada forma forma bilinear em um espac¸o vetorial V
corresponde a uma forma bilinear em Rn. Seja {α1, ...αn} uma base qualquer de V e sejam
v, w elementos de V que podem ser expressos em termos desta base por
v = v1α1 + ...+ vnαn
w = w1α1 + ...+ wnαn.





Denotando a matriz (bij) = (b(αi, αj)) temos que (bij) representa uma forma bilinear sobre
Rn. Deste modo fixado uma base para o espac¸o vetorial V temos uma u´nica representac¸a˜o
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matricial para as formas bilineares. Ale´m disso, pela Proposic¸a˜o (1.1) a forma bilinear sera´
sime´trica se, e somente se, sua matriz representante for uma matriz sime´trica.
Seja b uma forma bilinear em V e B sua matriz representativa em uma dada base de V .
Suponhamos que mudamos a base do espac¸o vetorial V para uma nova base. Denote por N
a matriz na˜o singular de passagem (ou matriz de mudanc¸a de bases) da base nova para base
antiga, de modo que v = Nv′ e w = Nw′ em que v′ e w′ sa˜o as coordenadas de v e w nesta














Assim a matriz representativa de forma bilinear b nesta nova base e´ dada por;
N tBN. (1.2)
Observe que as matrizes representantes das transformac¸o˜es lineares se alteram em novas
bases em termos da inversa da matriz de passagem, ao passo que as matrizes representantes
de formas bilineares se alteram em termos da transposta.
Definic¸a˜o 1.2. Seja b uma forma bilinear sime´trica sobre V espac¸o vetorial real de dimensa˜o
finita. Chamamos de forma quadra´tica determinada por b a func¸a˜o
f : V → R; v 7→ f(v) = b(v, v).
Em termos da matriz representante de b, uma forma quadra´tica f e´ expressa por f(v) =
n∑
i=1




(b(v + w, v + w)− b(v, v)− b(w,w)) = 1
2
(f(v + w)− f(v)− f(w)) ,
nos permite construir a forma bilinear sime´trica b.
Definic¸a˜o 1.3. Seja V um espac¸o vetorial real de dimensa˜o finita e b uma forma bilinear
sime´trica em V . Dizemos que:
1. b e´ positiva definida (respectivamente negativa definida) desde que, dado v 6= 0 em
V tivermos b(v, v) > 0 (respectivamente < 0);
2. b e´ na˜o-degenerada, desde que, para cada v ∈ V tal que b(v, w) = 0 para todo w ∈ V
tivermos v = 0.
Similarmente, dizemos que b e´ indefinida caso na˜o seja positiva definida nem negativa
definida e tambe´m sera´ degenerada caso na˜o se verifique o segundo item.
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Dado qualquer subespac¸o vetorial W de V fica definida uma aplicac¸a˜o b|W em W ×W
dada pela restric¸a˜o de b a W × W . Ale´m disso, b|W sera´ uma forma bilinear em W que
sera´ tambe´m sime´trica caso b o seja. Ale´m disso se b e´ positiva ou negativa definida tambe´m
verificaremos que b|W o e´. Pore´m note que se b e´ degenerada nada podemos concluir sobre
b|W .
Proposic¸a˜o 1.2. Seja b uma forma bilinear sime´trica em V espac¸o vetorial real de dimensa˜o
finita n. Enta˜o a forma b e´ na˜o-degenerada se, e somente se, sua matriz representante em
alguma (logo em qualquer) base e´ uma matriz invers´ıvel.
Demonstrac¸a˜o: Seja B = (bij) a matriz representante da forma b em uma base {α1, ..., αn}
de V e denote por bi = (b1i, b2i, ..., bni), com i ∈ {1, 2, ..., n}, a i-e´sima coluna de B. Lembra-
mos que a matriz B e´ invers´ıvel se, e somente se, suas colunas sa˜o linearmente independentes.
Por bilinearidade b verificamos que b(v, w) = 0 para todo w ∈ V se, e somente se, b(v, αi) = 0
para cada αi. Deste modo b e´ degenerada se, e somente se, existe v = v1α1, ..., vnαn 6= 0 (isto
e´, pelo menos um dos vi e´ na˜o nulo) tal que, para cada i,
0 = b(v, αi) =
n∑
j=1







2 + ...+ vnb
n,
o que equivale a dizer que as colunas de B sa˜o lineramente dependentes. Deste modo garan-
timos que b e´ na˜o-degenerada se, e somente se, sua matriz representativa em alguma base e´
invert´ıvel. 2
Definic¸a˜o 1.4. Seja b uma forma bilinear sime´trica em V . Dizemos que o nu´mero inteiro
ν e´ o ı´ndice da forma b em V , desde que seja o maior nu´mero inteiro que coincide com a
dimensa˜o de algum sub espac¸o vetorial W de V tal que b|W e´ uma forma negativa definida
em W .
Consequentemente, dado uma forma bilinear sime´trica em V , seu ı´ndice ν em V pertence
ao conjunto {0, 1, ...,dim(V )}. Ale´m disso, b e´ positiva definida em V se, e somente se, seu
ı´ndice ν em V e´ igual a 0, e tambe´m sera´ negativa definida em V se, e somente se, seu ı´ndice
em V e´ igual a dim(V ).
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Vimos que uma forma bilinear b em um espac¸o vetorial V , se suposta sime´trica, da´ origem
a uma forma quadra´tica f em V . Supondo adicionalmente que b seja na˜o-degenerada temos
a;
Definic¸a˜o 1.5. Seja V um espac¸o vetorial real de dimensa˜o finita. Enta˜o, dizemos que
g : V × V → R; (v, w) 7→ g(v, w) ∈ R,
e´ um produto interno em V desde que, se uma forma bilinear sime´trica na˜o-degenerada
em V . Denotamos tambe´m g(v, w) por 〈v, w〉.
Se um espac¸o vetorial V admite um produto interno g podemos dar aos seus vetores
uma noc¸a˜o de ortogonalidade. Dados dois vetores v, w ∈ V dizemos que sa˜o ortogonais, e
escrevemos que v ⊥ w, desde que, g(v, w) = 0. Deste modo por bilinearidade de g, 0 ⊥ v para
qualquer v ∈ V . Ale´m disso, temos tambe´m a noc¸a˜o de subconjuntos ortogonais, dizemos
que A,B ⊂ V sa˜o ortogonais, e escrevemos A ⊥ B, desde que, a ⊥ b para cada a ∈ A e b ∈ B.
Dado um subconjunto A de V denotamos por A⊥ o conjunto dos elementos ortogonais a A.
Note que em geral, se um produto interno na˜o e´ positivo definido podem existir vetores na˜o
nulos em v ∈ V tais que g(v, v) = 0 e isto nos diz que dado um subespac¸o vetorial W de V
nem sempre se verifica que V e´ dado pela soma direta de W com W⊥.
Ale´m disso em espac¸os vetoriais com produto interno podemos falar de bases ortogonais;
Definic¸a˜o 1.6. Seja V um espac¸o vetorial real de dimensa˜o n com um produto interno g.
Dizemos que uma base {α1, ..., αn} e´ uma base ortogonal desde que g(αi, αj) = 0 para todo
i 6= j.
Ale´m disso e´ poss´ıvel mostrar que qualquer espac¸o vetorial real de dimensa˜o finita com
um produto interno admite uma base ortogonal pelo processo de Grand-Shimidt.
Dada uma base ortogonal {α1, ..., αn} de V podemos supoˆ-la ser ortonormal isto e´, ale´m




, se g(αi, αi) > 0;
αi√−g(αi, αi) , se g(αi, αi) < 0.
(1.3)
A partir de agora nos restringiremos ao caso de interesse deste texto; o espac¸o vetorial
real R3.
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Dado R3, considere sua estrutura usual de espac¸o vetorial sobre o corpo de escalares reais
R, de modo que, com a base canoˆnica B = {e1, e2, e3}, sendo e1 = (1, 0, 0), e2 = (0, 1, 0)
e e3 = (0, 0, 1), um vetor u ∈ R3 pode ter suas coordenadas denotadas por (u1, u2, u3) em
relac¸a˜o a base B. Neste contexto definimos o espac¸o de Lorentz-Minkowski;
Definic¸a˜o 1.7. Definimos o Espac¸o de Minkowisk como sendo um par L3 = (R3, 〈, 〉),
como sendo o espac¸o vetorial R3 munido do produto interno 〈, 〉 : R3 ×R3 → R definido pela
regra que associa u = (u1, u2, u3) e v = (v1, v2, v3) pertencentes a R3 ao nu´mero real
〈u, v〉 = u1v1 + u2v2 − u3v3 ∈ R.
A forma g = 〈, 〉 e´ uma me´trica, chamada de me´trica de Lorentz.
Temos que a me´trica g como dada acima e´, de fato, uma forma bilinear, sime´trica, na˜o-
degenerada com ı´ndice ν = 1 em R3.
Sempre podemos considerar me´trica euclidiana de R3, qual denotaremos por 〈, 〉E3 , dada
pela regra 〈u, v〉E3 = u1v1 + u2v2 + u3v3. De modo que os espac¸os me´tricos E3 = (R3, 〈, 〉E3)
e L3 = (R3, 〈, 〉) sa˜o espac¸os me´tricos distintos, ale´m do que, a me´trica de Lorentz apresenta
va´rias diferenc¸as com a me´trica cartesiana. Uma das principais diferenc¸as e´ que a me´trica de
Lorentz na˜o e´ positiva definida, isto e´, na˜o satisfaz a propriedade: ∀u ∈ R3, tem-se 〈u, u〉 ≥ 0,
com ainda, a igualdade ocorrendo se, e somente se, u = 0. De fato, basta considerar u = e3,
pois, 〈e3, e3〉 = −1 < 0.
Deste modo temos a seguinte classificac¸a˜o para os vetores u ∈ L3;
Definic¸a˜o 1.8. Dado u ∈ L3 dizemos que u e´ um vetor
1. tipo-espac¸o, desde que, 〈u, u〉 > 0 ou u = 0;
2. tipo-tempo, desde que, 〈u, u〉 < 0;
3. tipo-luz, desde que, 〈u, u〉 = 0 e u 6= 0.
Nos referiremos a esta classificac¸a˜o como cara´ter causal do vetor u ∈ L3.
Com esta nomenclatura temos que, por exemplo, e1 e´ um vetor tipo-espac¸o, e3 e´ um
vetor tipo-tempo, e2 + e3 e´ um vetor tipo-luz. E tambe´m, com esta definic¸a˜o caracte-
rizamos todos os vetores do espac¸o de Minkowski pela unia˜o disjunta, L3 = E ∪ T ∪ L,
onde E = {u ∈ L3|u e´ vetor tipo-espac¸o}, T = {u ∈ L3|u e´ vetor tipo-tempo} e L = {u ∈
L3|u e´ vetor tipo-luz}.
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1.1.2 Caracterizac¸o˜es de subespac¸os
Dado um subespac¸o vetorial U do espac¸o vetorial L3, podemos sempre introduzir a me´trica
de Lorentz em U simplesmente tomando a restric¸a˜o de 〈, 〉 aos vetores de U . Assim conside-
rando U ⊂ L3 como espac¸o me´trico, com a me´trica induzida, temos a seguinte classificac¸a˜o
causal para todos os poss´ıveis subespac¸os de L3:
Definic¸a˜o 1.9. Dado U ⊂ L3 subespac¸o vetorial, dizemos que U e´:
1. tipo-espac¸o, desde que sua me´trica induzida seja positiva definida ou se U = 0;
2. tipo-tempo, desde que sua me´trica induzida seja na˜o-degenerada de ı´ndice 1;
3. tipo-luz, desde que sua me´trica induzida seja degenerada e U 6= {0}.
Dado um subconjunto finito A = {u1, ..., un} ⊂ R3, denotamos por ger{u1, ..., un} =
〈{u1, ..., un}〉 o subespac¸o vetorial gerado por todas as combinac¸o˜es lineares dos elementos de
A por escalares reais, isto e´, 〈{u1, ..., un}〉 = {Σni=1aiui|ai ∈ R e ui ∈ A, ∀i ∈ {1, ..., n}}.
Seja V um espac¸o vetorial de dimensa˜o finita munido de b uma forma bilinear na˜o-
degenerada. Dizemos que dois vetores u, v ∈ V sa˜o ortogonais em relac¸a˜o a b desde
que, b(u, v) = 0 e denotamos u ⊥ v. Ale´m disso, dado A ⊂ V fica definida o conjunto
A⊥ = {v ∈ V |b(v, a) = 0 ∀a ∈ A} dito conjunto ortogonal a A. Verifica-se que se W e´ um
subespac¸o de V enta˜o W⊥ tambe´m e´ subespac¸o de V .
Dito isto, vemos algumas caracterizac¸o˜es sobre o cara´ter causal de um subespac¸o em
relac¸a˜o ao seu ortogonal.
Teorema 1.1. Seja (V, b) um espac¸o me´trico tal que a me´trica b e´ na˜o-degenerada e U ⊂ V
e´ um subespac¸o vetorial de V .
1. Enta˜o, dim(U⊥) = dim(V )− dim(U);
2. Enta˜o, (U⊥)⊥ = U ;
3. Se U e´ na˜o-degenerada. Enta˜o, U⊥ e´, tambe´m, na˜o-degenerado.
Demonstrac¸a˜o:
1. Seja m a dimensa˜o de U e considere {α1, ..., αm} uma base para U . Tome uma extensa˜o
{α1, ..., αm, αm+1, ..., αn} como base de V . Por linearidade de b, temos que um vetor
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x ∈ V pertence a U⊥ se, e somente se, b(ei, x) = 0 para cada i = 1, ...,m. Denotando
bij = b(αi, αj) temos que x =
∑n
j=1 xjαj ∈ V pertence a U⊥ se, e somente se, e´ soluc¸a˜o
do seguinte sistema,
b11x1 + b12x2 + ...+ b1mxm = 0
b21x1 + b22x2 + ...+ b2mxm = 0
....
bn1x1 + bn2x2 + ...+ bnmxm = 0.
Este e´ um sistema linear homogeˆneo de n equac¸o˜es nas m vara´veis xj . De modo que
a dimensa˜o de U⊥ coincide com a dimensa˜o do espac¸o de soluc¸o˜es do sistema acima.
Matricialmente este sistema e´ escrito como
[0]n×1 = [B]n×m[xj ]m×1,
com B = (bij). A dimensa˜o do espac¸o das soluc¸o˜es do sistema coincide com a dimensa˜o
do nu´cleo da transformac¸a˜o B : Rn → Rm. Agora, pelo teorema do nu´cleo e da imagem
temos
dim N(B) = dim(Rn)− dim Im(B) = n−m.
Assim, dimU⊥ = n−m = dimV − dimU . E o resultado esta´ demonstrado.
2. Primeiramente se x ∈ U , enta˜o b(x, v) = 0 para todo v ∈ U⊥, o que ocorre se, e somente
se, x ∈ (U⊥)⊥. Deste modo U ⊂ (U⊥)⊥. Conforme o item anterior temos
dim(U⊥)⊥ = dimV − dimU⊥
= dimV − (dimV − dimU)
= dimU.
E assim garantimos que (U⊥)⊥ = U .
3. Seja U um subespac¸o na˜o-degenerado de V . Suponhamos por contradic¸a˜o que U⊥ e´
degenerado e tome u¯ ∈ U⊥ tal que u¯ 6= 0 e b(u¯, v) = 0 para todo v ∈ U⊥, isto e´,
u¯ ∈ (U⊥)⊥ = U de modo que U e´ degenerada, um absurdo.
2
Proposic¸a˜o 1.3. Seja v ∈ L3. Enta˜o, v e´ tipo-tempo se, e somente se, 〈{v}〉⊥ for tipo-
espac¸o. Analogamente v e´ tipo-espac¸o se, e somente se, 〈v〉⊥ for tipo-tempo. Ale´m disso, nos
dois casos L3 = 〈{v}〉 ⊕ 〈{v}〉⊥.
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Demonstrac¸a˜o: Seja v ∈ L3 um vetor tipo-tempo. Tome e3 = v−〈v,v〉 e seja {e1, e2, e3} uma
base ortogonal de L3 completada a partir do vetor e3, e note que e1, e2 devera˜o ser tipo-
espac¸o. Assim, 〈{v}〉⊥ = 〈{e1, e2}〉 sera´ tipo-espac¸o. Reciprocamente seja {e1, e2} vetores
ortononais tipo-tempo que geram 〈{v}〉⊥. Estendemos {e1, e2, e3} para uma base ortonormal
de L3 de modo que a matriz gij de 〈, 〉 nesta base tera´ g11, g22 > 0 e g33 < 0 Assim g(v, v) < 0
donde v e´ tipo-tempo.
Analogamente verificamos o caso de u tipo-espac¸o. Ale´m disso, decorre da escolha da base
que
L3 = 〈{v}〉 ⊕ 〈{v}〉⊥.
2
Decorre da Proposic¸a˜o 1.3 os dois seguintes corola´rios;
Corola´rio 1.1. Seja U ⊂ V . Enta˜o, U e´ tipo-espac¸o se, e somente se, U⊥ e´ tipo-tempo.
Analogamente U e´ tipo-tempo se, e somente se, U⊥ e´ tipo-espac¸o.
Corola´rio 1.2. Seja U ⊂ V . Enta˜o, U e´ tipo-luz se, e somente se, U⊥ e´ tipo-luz.
Proposic¸a˜o 1.4. Sejam u, v ∈ L dois vetores tipo-luz. Enta˜o, u e v sa˜o linearmente depen-
dentes se, e somente se, 〈u, v〉 = 0.
Demonstrac¸a˜o: Primeiramente se u = λv enta˜o, u ⊥ v. Reciprocamente, suponhamos que
u ⊥ v. Gostar´ıamos de mostrar que u e´ igual a v a menos de um mu´ltiplo escalar.
Considere L3 = 〈{E3}〉⊥ ⊕ 〈{E3}〉 uma decomposic¸a˜o com E3 vetor tipo-tempo da base
canoˆnica. A menos de um mu´ltiplo escalar podemos escrever u = x + w e v = y + w em
que a decomposic¸a˜o w na componente E3 e´ a mesma. Vamos mostrar que x = y e concluir a
demonstrac¸a˜o. Por um lado como u e v sa˜o tipo-luz temos
0 = 〈u, u〉+ 〈v, v〉
= 〈x, x〉+ 〈y, y〉+ 2〈w,w〉+ 2〈x,w〉+ 2〈y, w〉. (1.4)
Por outro lado, como 0 = 〈u, v〉 segue que
〈w,w〉+ 〈x,w〉+ 〈y, w〉 = −〈x, y〉.
Substituindo em 1.4, temos;
0 = 〈x, x〉+ 〈y, y〉 − 2〈x, y〉 = 〈x− y, x− y〉.
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Como x− y ∈ 〈E3〉⊥, temos que x− y e´ tipo-espac¸o que pela equac¸a˜o devemos ter x− y = 0.
Logo x = y e assim u e´ igual a v a menos de um mu´ltiplo escalar e o resultado segue.
2
Proposic¸a˜o 1.5. Seja U ∩ L3 um subespac¸o vetorial de dimensa˜o 2. Enta˜o as afirmac¸o˜es
abaixo sa˜o equivalentes;
1. U conte´m um vetor tipo-tempo.
2. U e´ tipo-tempo.
3. U conte´m dois vetores tipo-luz linearmente independentes.
Demonstrac¸a˜o: (1⇒2) Seja u ∈ U um vetor tipo-tempo. Considere 〈{u}〉⊥ que pela
Proposic¸a˜o 1.3 e´ um subespac¸o tipo-espac¸o. Como U⊥ ⊂ 〈{u}〉⊥ decorre que U⊥ e´ tipo-
espac¸o de modo que o Corola´rio 1.1 nos garante que U e´ tipo-tempo.
(2⇒3) Suponha que U seja tipo-tempo de onde a me´trica 〈, 〉 induzida em U e´ na˜o-degenerada
de ı´ndice 1. Como U tem dimensa˜o 2 podemos tomar uma base {e1, e2} ortonormal de U tal
que e1 e´ tipo-espac¸o e e2 e´ tipo-tempo. Deste modo os vetores e1 + e2 e e1− e2 sera˜o vetores
tipo-luz em U , de fato
〈e1 ± e2, e1 ± e2〉 = 〈e1, e1〉 ± 2〈e1, e2〉+ 〈e2, e2〉 = 1− 1 = 0.
Ale´m disso,
{e1 + e2, e1 − e2} = {e1, e1} − {e2, e2} = 1 + 1 = 2 6= 0.
Logo, decorre da Proposic¸a˜o 1.4 que estes vetores tipo-luz sa˜o linearmente independentes.
(3⇒1) Sejam u, v dois vetores linearmente independentes tipo-luz em U . Nestas condic¸o˜es
exatamente um dos vetores u+ v ou u− v sera´ um vetor tipo-tempo. De fato,
〈u± v, u± v〉 = 〈u, u〉 ± 2〈u, v〉+ 〈v, v〉 = ±2〈u, v〉.
Por outro lado, decorre da Proposic¸a˜o 1.4 que 〈u, v〉 6= 0. Assim, se 〈u, v〉 > 0 teremos que
u− v e´ tipo-tempo e se 〈u, v〉 < 0, temos que u+ v sera´ tipo-tempo.
2
Proposic¸a˜o 1.6. Seja U ⊂ L3 um subespac¸o vetorial. Enta˜o, U e´ tipo-luz se, e somente se,
U conte´m um vetor tipo-luz e na˜o conteˆm vetores tipo-tempo.
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Demonstrac¸a˜o: Seja U um subespac¸o vetorial de L3. Se dimU = 3 enta˜o U = L3 e conse-
quentemente na˜o pode ser tipo-luz. Se dimU = 1 enta˜o a afirmac¸a˜o vale notando que U sera´
gerado por um vetor tipo-luz. Por u´ltimo suponhamos que dimU = 2. Assim, se U e´ tipo-luz,
temos que a me´trica 〈, 〉 restrita a U e´ degenerada e existe um vetor v 6= 0 tal que 〈v, u〉 = 0
para todo u ∈ U . Em particular 〈v, v〉 = 0 e segue que v ∈ U e´ tipo-luz. Ale´m disso decorre
da Proposic¸a˜o 1.5 que U na˜o conteˆm vetores tipo-tempo. Reciprocamente, se U na˜o conteˆm
vetores tipo-tempo a Proposic¸a˜o 1.5 nos garante que U na˜o e´ tipo-tempo. Supondo que U
conte´m um vetor tipo-luz temos que U na˜o pode ser tipo-espac¸o. Assim temos que U deve
ser tipo-luz e o resultado segue. 2
1.1.3 Propriedades geome´tricas dos vetores em L3
Nesta sec¸a˜o trataremos da ”Geometria Anal´ıtica”no espac¸o de Minkowski, isto e´, traremos
as definic¸o˜es e propriedades ba´sicas dos vetores neste espac¸o, como por exemplo os conceitos
de norma de vetores, aˆngulo entre vetores e produto vetorial.
Na subsc¸a˜o anterior fornecemos caracterizac¸o˜es de subespac¸os vetoriais em L3 quanto ao
seus caracteres causais. Com isto fica definido o cara´ter causal de Retas (R) e de planos (P )
no espac¸o de Minkowski, conforme segue.
Definic¸a˜o 1.10. Sejam R ⊂ R3 uma reta e P ⊂ R3 um plano no espac¸o de Minkowski.
Enta˜o dizemos que;
1. R ⊂ R3 e´ uma reta tipo-espac¸o, tipo-tempo ou tipo-luz desde que, o subespac¸o
vetorial unidimensional, e´ respectivamente tipo-espac¸o, tipo-tempo ou tipo-luz.
2. P ⊂ R3 e´ um plano tipo-espac¸o (ou Riemanniano), tipo-tempo (ou Lorentzi-
ano) ou tipo-luz (ou Degenerado) desde que, o subespac¸o vetorial bidimensional, e´
respectivamente tipo-espac¸o, tipo-tempo ou tipo-luz.
Com esta definic¸a˜o, podemos usar as caracterizac¸o˜es de subespac¸os vetoriais uni-dimensionais
e bi-dimensionais para caracterizar retas e planos.
Proposic¸a˜o 1.7. Sejam P ⊂ R3 um plano e ~nE3 ∈ R3 um vetor normal, em relac¸a˜o a
me´trica euclidiana, ao plano P . Enta˜o, P e´ tipo-espac¸o, tipo-tempo ou tipo-luz se, e somente
se, ~nE3 e´ tipo-espac¸o, tipo-tempo ou tipo-luz respectivamente.
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Demonstrac¸a˜o: De fato, se P ⊂ R3 e´ um plano com ~nE3 = (a, b, c) um vetor normal a este
plano em relac¸a˜o a me´trica euclidiana, podemos escrever P¯ = {(x, y, z) ∈ R3|ax+by+cz = 0}
em que P¯ e´ a translac¸a˜o de P a origem de R3. Como
P¯ = {(x, y, z) ∈ R3|ax+ by − (−c)z = 0} = 〈{(a, b,−c)}〉⊥,
segue da Proposic¸a˜o (1.3) que o cara´ter causal de P coincide com o cara´ter causal de (a, b,−c)
que por sua vez e´ possui o mesmo cara´ter de ~nE3 , de fato note que
〈(a, b,−c), (a, b,−c)〉 = a2 + b2 − (−c)2 = a2 + b2 − c2 = 〈~nE3 , ~nE3〉.
E assim a Proposic¸a˜o esta´ demonstrada.
2
Conve´m darmos a seguinte definic¸a˜o.
Definic¸a˜o 1.11. Seja u ∈ L3 um vetor tipo-tempo no espac¸o de Minkowski. Definimos o
cone tipo-tempo do vetor u, pelo conjunto C(u) = {v ∈ L3|v ∈ T , 〈u, v〉 6 0}.
Assim, note que dado um vetor u ∈ T tipo-tempo em L3, todos os vetores tipo-tempo
ficam distribu´ıdos em duas classes (de equivaleˆncia) C(u) e C(−u). Ainda costuma-se dizer
que os vetores tipo-tempo que pertencem ao cone tipo-tempo do vetor (0, 0, 1) apontam
para o futuro enquanto os vetores tipo tempo pertencentes a C(−(0, 0, 1)) apontam para
o passado.
Definimos tambe´m o mo´dulo de um vetor de L3.
Definic¸a˜o 1.12. Seja u ∈ L3 um vetor no espac¸o de Minkowski, definimos a norma de u
pelo nu´mero real, na˜o negativo, dado por; |u| = √|〈u, u〉|. Ale´m disso dizemos que u ∈ L3 e´
um vetor unita´rio, desde que sua norma seja igual a 1.
Notac¸a˜o 1.1. Seja u ∈ R3 um vetor, denotaremos |u|E3 =
√〈u, u〉E3 pela norma de u em
relac¸a˜o a me´trica euclidiana.
Exemplo 1.1. Se u = (x, y, z) ∈ L3 e´ um vetor tipo-espac¸o, enta˜o x2 + y2 − z2 ≥ 0, de
modo que |u| = √|x2 + y2 − z2| = √x2 + y2 − z2. Assim u e´ um vetor tipo-espac¸o unita´rio
desde que 1 = x2 + y2 − z2.
Denotaremos por o conjunto de todos os vetores unita´rios tipo-espac¸o por S2;
S2 = {(x, y, z) ∈ L3 | x2 + y2 − z2 = 1} (1.5)
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Geometricamente este conjunto de pontos forma uma superf´ıcie chamada espac¸o de De Sitter .
•
Exemplo 1.2. Se u = (x, y, z) ∈ L3 e´ um vetor tipo-tempo, enta˜o x2 +y2−z2 < 0, de modo
que |u| = √|x2 + y2 − z2| = √−x2 − y2 + z2. Assim u e´ um vetor tipo-tempo unita´rio desde
que x2 + y2 − z2 = −1.
Denotaremos por o conjunto de todos os vetores unita´rios tipo-tempo por H2;
H2 = {(x, y, z) ∈ L3 | x2 + y2 − z2 = −1} (1.6)
Geometricamente este conjunto de pontos formam duas superf´ıcies chamadas de plano hi-
perbo´lico. •
Lembremos que para dois vetores u, v ∈ E3, no espac¸o Euclidiano, vale a desigualdade
de Cauchy-Schwarz, que nos assegura que;
|〈u, v〉E3 | 6 |u|E3 |v|E3 .
Em que a igualdade ocorre se, e somente se, os vetores u e v sa˜o proporcionais. Acontece
que para norma no espac¸o de Minkowski esta desigualdade na˜o se verifica. Na verdade temos
uma desigualdade semelhante para vetores do tipo-tempo, conforme o Teorema a seguir.
Teorema 1.2. Sejam u, v ∈ L3 dois vetores tipo-tempo no espac¸o de Minkowski, enta˜o;
|〈u, v〉| > |u||v|,
e a igualdade se verifica se, e somente se, u e v sa˜o proporcionais. Chamamos esta relac¸a˜o
de desigualdade reversa de Cauchy-Schwarz .
Demonstrac¸a˜o: De fato, sejam u, v vetores em L3. Suponhamos primeiramente que estes
vetores sejam linearmente independentes. Consideremos enta˜o P = 〈{u, v}〉 o plano tipo-
tempo gerado por u e v. Assim a Proposic¸a˜o (1.5) nos assegura a existeˆncia de pelo menos
dois vetores tipo-luz no plano P de modo que para pelo menos um par de coeficientes, digamos
a e b, deve-se verificar que
〈au+ bv, au+ bv〉 = a2〈u, u〉+ 2ab〈u, v〉+ b2〈v, v〉 = 0.
Como a 6= 0 (caso contra´rio isto implicaria que v e´ tipo-luz) esta u´ltima equac¸a˜o e´ equivalente
a
〈u, u〉+ 2λ〈u, v〉+ λ2〈v, v〉 = 0,
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com λ = b/a. Como esta equac¸a˜o, na varia´vel λ, admite pelo menos duas ra´ızes reais
e ao mesmo tempo e´ um polinoˆmio de segundo grau na varia´vel λ, devemos ter que seu
discriminante e´ estritamente positivo, isto e´,
4 = (2〈u, v〉)2 − 4〈v, v〉〈u, u〉 > 0,
Assim,
|〈u, v〉| > 〈u, u〉〈v, v〉
e verificamos a desigualdade.
Por u´ltimo suponhamos que os vetores u e v sa˜o linearmente dependentes, assim existe um
nu´mero real ξ ∈ R tal que v = ξu e enta˜o
|〈u, v〉| = |ξ||〈u, u〉| = |ξ||u|2 = |u||v|,
e assim verificamos a igualdade. Reciprocamente se a igualdade se verifica temos pelo caso
anterior que u e v na˜o podem ser linearmente independentes. E assim o teorema esta´ de-
monstrado.
2
Definimos tambe´m o produto vetorial em L3 da mesma maneira que e´ definido no espac¸o
Euclidiano E3.
Definic¸a˜o 1.13. Dados dois vetores u, v ∈ L3 dizemos que o produto vetorial (Lorentiziano)
entre u e v, denotado por u× v, e´ o u´nico vetor em L3 satisfazendo
〈u× v, w〉 = det(u, v, w), ∀w ∈ L3.
Em que,






e ui, vi e wi sa˜o as coordenadas dos vetores u, v e w em relac¸a˜o a base canoˆnica.
Observac¸a˜o 1.1. Como definido o produto, u×v, entre dois vetores u e v e´ u´nico. De fato,
suponha que exista u¯ tal que 〈u¯, w〉 = det(u, v, w) para todo w. Isto significa que para cada
vetor w devera´ se verificar que 〈u¯, w〉− 〈u× v, w〉 = 0, de modo que 〈u¯−u× v, w〉 = 0, o que
implica em u¯ = u× v.
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Tomando w na definic¸a˜o acima como elementos da base canoˆnica {e1, e2, e3} o produto







∣∣∣∣∣∣ u2 u3v2 v3
∣∣∣∣∣∣ e1 −
∣∣∣∣∣∣ u1 u3v1 v3
∣∣∣∣∣∣ e2 −
∣∣∣∣∣∣ u1 u2v1 v2
∣∣∣∣∣∣ e3.
E segue da definic¸a˜o e das propriedades do determinante as seguintes propriedades para
o produto vetorial.
Propriedades 1.1. Sejam u, v, w ∈ L3 e λ, µ ∈ R, o produto vetorial satisfaz:
1. Bilinearidade: u× (λv + µw) = λ(u× v) + µ(u× w) e
(λu+ µv)× w = λ(u× w) + µ(v × w).
2. Anti-comutatividade; u× v = −v × u.
3. Produto misto: 〈u× v, w〉 = 〈u, v × w〉.
4. Ortogonalidade: 〈u× v, u〉 = 〈u× v, v〉 = 0.
5. u× v = 0 se, e somente se, u e v sa˜o proporcionais.
6. se u, v, x, y ∈ L3 enta˜o,
〈u× v, x× y〉 = det
 〈u, x〉 〈v, x〉
〈u, y〉 〈v, y〉

7. Regra de Leibniz: se u e v sa˜o func¸o˜es vetoriais de uma varia´vel real, enta˜o, (u× v)′ =
u′ × v + u× v′.
Por u´ltimo enceraremos esta sec¸a˜o tratando de aˆngulos entre vetores no espac¸o de Min-
kowski. E´ um fato nota´vel, que ao contra´rio do espac¸o Euclidiano, nem sempre e´ poss´ıvel
definir um aˆngulo entre vetores que mantenha propriedades geome´tricas de interesse.






Tal relac¸a˜o implica propriedades entres vetores, como por exemplo o sinal do produto 〈u, v〉E3
esta´ relacionado como aˆngulo φE3 ser agudo ou obtuso.
Em alguns casos fica bem definido um aˆngulo entre vetores que preserva grande parte das
propriedades geome´tricas de interesse. Como por exemplo, se dois vetores tipo-tempo esta˜o
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no mesmo cone tipo-tempo, a desigualdade reversa de Cauchy-Schwarz nos permite definir
um tipo de aˆngulo;
Proposic¸a˜o 1.8. Sejam u, v ∈ L3 dois vetores tipo-tempo no espac¸o de Minkowki tais que
v ∈ C(u). Enta˜o existe um u´nico nu´mero real na˜o negativo φ, tal que
〈u, v〉 = −|u||v| coshφ. (1.7)
Demonstrac¸a˜o: De fato, pela desigualdade reversa de Cauchy-Schwarz, temos que |〈u, v〉| >
|u||v|. Supondo que u e v esta˜o na mesmo cone tipo-tempo temos que 〈u, v〉 < 0 e assim
temos a seguinte expressa˜o;
−〈u, v〉
|u||v| > 1,
de modo que, sendo a func¸a˜o co-seno hiperbo´lico biun´ıvoca, existe um u´nico nu´mero real
φ ∈ [0 +∞) tal que, 〈u, v〉 = −|u||v| coshφ.
2
Definic¸a˜o 1.14. Sejam dois vetores u, v ∈ L3 tipo-tempo tais que v ∈ C(u). Enta˜o, o nu´mero
φ ∈ [0 +∞) tal que satisfaz a Equac¸a˜o (1.7) e´ dito Aˆngulo hiperbo´lico entre u e v.
Podemos, ainda, definir uma aplicac¸a˜o aˆngulo para outros casos da seguinte maneira,
dados dois vetores u e v linearmente independentes no espac¸o de Minkowski, enta˜o fica
definido um plano P = 〈{u, v}〉 em L3 que pode ser tipo-espac¸o, tipo-tempo ou tipo-luz.
Caso 1: P e´ Rimemmaniano.
Isto e´, P e´ um plano tipo-espac¸o. Deste modo garantimos que a me´trica em P e´ positiva-
definida de modo que o plano P com a me´trica induzida e´ uma ”co´pia”de R2 munido do
produto interno Euclidiano E2 = (R2, 〈, 〉R2). Assim definimos o aˆngulo entre u e v pelo




Observac¸a˜o 1.2. O leitor ja´ familiarizado com o conceito de Superf´ıcies Abstratas notara´
que esta ”co´pia”e´ na verdade uma aplicac¸a˜o isome´trica entre (P, 〈, 〉|P ) e E2. Ale´m disso ira´
notar que, como uma isometria preserva propriedades geome´tricas, este aˆngulo estara´ bem
definido.
•
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Caso 2: P e´ Lorentziano.
Isto e´, P e´ um plano tipo-tempo. Deste modo me´trica induzida em P e´ na˜o-degenerada de
ı´ndice 1, e assim P sera´ uma ”co´pia”do espac¸o bidimensional de Minkowski L2 = (R2, 〈, 〉L2),
em que a me´trica e´;
(x1, x2), (y1, y2) ∈ R2 7→ 〈(x1, x2), (y1, y2)〉L2 = x1y1 − x2y2.
Denote por U2 = {v ∈ L2||v|L2 = 1} o conjunto dos vetores unita´rios de L2. E´ poss´ıvel
verificar que este conjunto se decompo˜e em quatro componentes conexas:
H1+ = {(x, y) ∈ L2|x2 − y2 = −1, y > 0}, H1− = {(x, y) ∈ L2|x2 − y2 = −1, y < 0},
S1+ = {(x, y) ∈ L2|x2 − y2 = +1, y > 0} e S1− = {(x, y) ∈ L2|x2 − y2 = +1, y < 0}.
Deste modo se u e v por esta estiverem na mesma componente conexa fica definindo um
aˆngulo hiperbo´lico entre eles de modo ana´logo ao que definimos na Definic¸a˜o (1.14).
Observac¸a˜o 1.3. O sentido de ”co´pia”aqui e´ o mesmo que na Observac¸a˜o (1.2). Sendo
que neste caso a aplicac¸a˜o de isometria sera´ entre (P, 〈, 〉|P ) e L2. Ale´m disso o leitor po-
dera´ verificar que a isometria (x, y) 7→ (y, x) em L2 mapeia H1 em S1, isto e´ transforma
vetores tipo-espac¸o (respectivamente tipo-tempo) em vetores tipo-tempo (respectivamente
tipo-espac¸o) de modo que fica bem definido o aˆngulo hiperbo´lico entre vetores tipo-espac¸o
em S1.
•
Caso 3: P e´ Degenerado.
Isto e´, P e´ um plano tipo-luz. Neste caso na˜o definimos nenhuma aplicac¸a˜o tipo aˆngulo
entre os vetores u e v. •
1.1.4 Teoria local das superf´ıcies no Espac¸o de Minkowski
Nesta sec¸a˜o trataremos das superf´ıcies parametrizadas no espac¸o de Minkowski. Esco-
lhemos fazer uma abordagem local via o conceito de Superf´ıcies Parametrizadas, de modo
que estaremos interessados em definir tais objetos e estabelecer algumas de suas propriedades
geome´tricas como a curvatura Gaussiana e curvatura me´dia.
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Definic¸a˜o 1.15. Seja X : U ⊂ R2 → L3 uma aplicac¸a˜o definida em um subconjunto U aberto
e conexo de R2. Dizemos que X e´ uma Superf´ıcie parametrizada em L3 desde que, X
seja diferencia´vel em U .
Definic¸a˜o 1.16. Seja X : U ⊂ R2 → R3 e´ uma superf´ıcie parametrizada. Dizemos que X e´
regular em q ∈ U desde que a diferencial de X no ponto q, dXq, seja uma transformac¸a˜o
linear injetiva, e dizemos que X e´ regular desde que, seja regular em cada ponto de U .
Dizemos que X e´ simples desde que, o trac¸o da aplicac¸a˜o X(U) ⊂ R3 na˜o admita auto-
intersec¸a˜o.
Dada uma superf´ıcie parametrizada regular X : U ⊂ R2 → L3 no espac¸o de Minkowski
a condic¸a˜o de regularidade nos garante que em cada ponto q0 ∈ U e´ poss´ıvel associar um
espac¸o vetorial de dimensa˜o 2, chamado plano tangente1.
Definic¸a˜o 1.17. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular. Dado
q0 = (u0, v0) ∈ U dizemos que w ∈ L3 e´ um vetor tangente a superf´ıcie X em q0, desde que
w seja dado por w = α′(t0), em que α(t) = X(u(t), v(t)) e´ a imagem por X de alguma curva
(u(t), v(t)) em U com (u(t0), v(t0)) = q0. Denotaremos por TqX o conjunto de todos vetores
tangentes a superf´ıcie X em q e diremos que TqX e´ o plano tangente a X em q ∈ U .
Deste modo temos que Xu(q0) e Xv(q0) sera˜o vetores tangentes as curvas coordenadas
X(u, v0) e X(u, v0) respectivamente. Analogamente as superf´ıcies no espac¸o Euclidiano, por
injetividade da diferencial dXq os vetores Xu(q0) e Xv(q0), ditos vetores tangentes coordena-
dos, formam uma base para o plano tangente a superf´ıcie em q0. Diremos que {Xu(q),Xv(q)}
e´ a base coordenada do plano tangente a superf´ıcie em q ∈ U .
Como o plano tangente e´ um subespac¸o vetorial de L3 podemos introduzir um produto in-
terno neste espac¸o, e isto de certa forma permitira´ introduzir conceitos me´tricos na superf´ıcie.
Dada uma superf´ıcie parametrizada regular no espac¸o de Minkowski, muniremos cada plano
tangente com a me´trica de Lorentz g induzida de L3 da seguinte forma;
g : TqX× TqX→ R; (v, w) 7→ g(v, w) = 〈v, w〉
De modo que cada plano tangente sera´ tambe´m um espac¸o vetorial de dimensa˜o dois
munido da me´trica g. Esta me´trica, como induzida 〈, 〉, e´ uma forma bilinear sime´trica, e a
ela podemos corresponder a um forma quadra´tica conforme a
1Observemos que tais noc¸o˜es de superf´ıcies, vetores tangentes e planos tangentes na˜o sa˜o conceitos me´tricos,
de modo que repetiremos as mesmas definic¸o˜es dada nos livros de Geometria Diferencial no espac¸o Euclidiano,
como por exemplo, na sec¸a˜o 3 do cap´ıtulo 3 de [20].
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Definic¸a˜o 1.18. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular e TqX o plano
tangente a X em q. A forma quadra´tica
Iq : TqX→ R; w ∈ TqX 7→ Iq(w) = g(w,w) = 〈w,w〉 ∈ R
e´ dita primeira forma fundamental de X em q ∈ U .
E assim poderemos definir cara´ter causal para uma superf´ıcie parametrizada regular de
acordo com o cara´ter causal do plano tangente.
Definic¸a˜o 1.19. Seja X : U ∈ Re → L3 uma superf´ıcie parametrizada regular no espac¸o de
Minkowski, e q ∈ U . Dizemos que:
1. A superf´ıcie X e´ tipo-espac¸o (respectivamente tipo-tempo) em q desde que, o plano
tangente TqX a X em q seja um plano tipo-espac¸o (respectivamente tipo-tempo).
2. A superf´ıcie X e´ tipo-luz ou degenerada em q desde que, o plano tangente TqX a
X em q seja um plano tipo-luz.
Dizemos tambe´m que X e´ superf´ıcie tipo-espac¸o (respectivamente tipo-tempo, tipo-luz
ou degenerada) (resp. tipo-tempo, tipo-luz) desde que seja tipo-espac¸o (respec. tipo-tempo,
tipo-luz) em cada q ∈ U .
Dada X uma superf´ıcie parametrizada regular no espac¸o de Minkowski, podemos expressar
a primeira forma quadra´tica em termos da base coordenada {Xu,Xv} da seguinte forma: se
w ∈ TqX enta˜o w = aXu + bXv para algum par a e b de nu´meros reais, de modo que
Iq(w) = 〈aXu + bXv, aXu + bXv〉 = a2〈Xu,Xu〉+ 2ab〈Xu,Xv〉+ b2〈Xv,Xv〉
:= a2E + 2abF 2 + b2G,
em que, as func¸o˜es E,F ,G : U ⊂ R2 → L3 sa˜o dadas respectivamente por:
E(q) = 〈Xu(q),Xu(q)〉, F (q) = 〈Xu(q),Xv(q)〉, G(q) = 〈Xv(q),Xv(q)〉. (1.8)
E sa˜o ditas coeficientes da primeira forma fundamental.




 E(q) F (q)
F (q) G(q)
 . (1.9)
Assim, temos uma caracterizac¸a˜o do cara´ter causal de uma superf´ıcie na˜o-degenerada em
termos dos coeficientes da primeira forma fundamental.
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Proposic¸a˜o 1.9. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular na˜o-degenerada
no espac¸o de Minkowski com E,F e G coeficientes da primeira forma fundamental. Enta˜o X
e´ tipo-espac¸o (respectivamente tipo-tempo) se, e somente se, EG− F 2 > 0 (respectivamente
< 0).
Demonstrac¸a˜o: Suponhamos que X seja na˜o-degenerada. Tome uma base {α1, α2} orto-









 , se a superf´ıcie e´ tipo-tempo.
Pela Proposic¸a˜o (1.2) garantimos que a matriz representativa de g|TqX, na base coordenada,
dada pela Equac¸a˜o (1.9), tambe´m e´ invers´ıvel, donde o determinante desta matriz e´ det(gij) =
EG−F 2 e´ diferente de zero. Seja M a matriz de passagem das base coordenada para a base
{α1, α2}, e segue da Equac¸a˜o (1.2) que
(gij) = M
t(αij)M.
Tomando o determinante desta expressa˜o, temos det(gij) = (detM)
2 det(αij) e consequente-
mente;
EG− F 2 = (detM)2 det(αij),
como (detM)2 > 0 e tambe´m det(αij) = 1 > 0 se X e´ tipo-espac¸o ou det(αij) = −1 < 0 se X
e´ tipo-tempo, temos que o resultado segue. 2
Lembramos que grande parte dos aspectos geome´tricos das superf´ıcies no espac¸o Eucli-
diano, prove´m da aplicac¸a˜o normal de gauss, que mapeia cada cada ponto da superf´ıcie na
esfera euclidiana de raio unita´rio dada pelo vetor normal a`quele ponto. Adaptando-se o con-
ceito de vetor unita´rio para o espac¸o de Minkowski, podemos tambe´m, definir o conceito de
aplicac¸a˜o normal de gauss em L3.
Podemos sempre definir localmente a aplicac¸a˜o normal de gauss N para superf´ıcies na˜o-
degeneradas no espac¸o de Minkowski, por:
N : U ⊂ R2 → L3; N(u, v) = Xu × Xv|Xu × Xv|(u, v).
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Se X e´ uma superf´ıcie na˜o-degenerada o vetor normal, N(q) a` superf´ıcie em q ∈ U , sera´
tipo-espac¸o ou tipo-tempo dependendo se a superf´ıcie e´ respectivamente tipo-tempo ou tipo-
espac¸o em q ∈ U . Como o cara´ter causal de uma superf´ıcie e´ uma propriedade local, isto e´,
dado q ∈ U tipo-espac¸o (ou tipo-tempo) existira´ uma vizinhanc¸a de q tal que todos os pontos
desta vizinhanc¸a sera´ tipo-espac¸o (ou tipo-tempo), podemos definir, pelo menos localmente,
a aplicac¸a˜o normal de gauss, notando que o Plano Hiperbo´lico H2 (1.6) e Espac¸o de De Sitter
S2 (1.5), formam o ana´logo, no espac¸o de Minkowski, a` esfera unita´ria no espac¸o Euclidiano;
Definic¸a˜o 1.20. Seja X : U ∈ R2 → L3 uma superf´ıcie na˜o-degenerada. Definimos local-
mente a Aplicac¸a˜o Normal de Gauss por:
1. N : U ⊂ R2 → H2; q 7→ N(q) ∈ H2 na vizinhanc¸a de pontos em que a superf´ıcie e´
tipo-espac¸o.
2. N : U ⊂ R2 → S2; q 7→ N(q) ∈ S2 na vizinhanc¸a de pontos em que a superf´ıcie e´
tipo-tempo.
Observac¸a˜o 1.4. Notamos que se X e´ uma superf´ıcie na˜o-degenerada podemos reduzir, se
necessa´rio, o aberto U de modo a supor que X e´ tipo-espac¸o ou tipo-tempo, e deste modo
definir globalmente a aplicac¸a˜o normal de gauss.
Conforme a Propriedade 6 de (1.1) do produto vetorial, podemos mostrar que
〈Xu × Xv,Xu × Xv〉 = 〈Xu × Xu〉〈Xv,Xv〉 − 〈Xu,Xv〉2.
Logo, |Xu × Xv| =
√−(EG− F 2) e assim podemos expressar
N =
Xu × Xv√−(EG− F 2) .
A aplicac¸a˜o normal de gauss e´ diferencia´vel e sua diferencial em um ponto q ∈ U e´ uma
aplicac¸a˜o linear que corresponde a cada vetor V ∈ R2 a derivada direcional na direc¸a˜o de V ,
isto e´,
dNq(V ) = lim
t→0
N(q + tV )−N(q)
t
= (N ◦ α)′ (0),
com α(t) = q + tV ∈ U . E sendo N ◦ α(t) um vetor normal em L3 perpendicular ao plano
tangente, garantimos que (N ◦ α)′ pertence ao plano tangente, isto e´, dNq(V ) ∈ TqX para
todo V ∈ R2.
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Definic¸a˜o 1.21. Seja X : U ⊂ R2 → L3 uma superf´ıcie na˜o-degenerada no espac¸o de
Minkowski. Dado q ∈ U definimos o operador;
Sq : TqX→ TqX; w ∈ TqX 7→ Sq(w) = −dNq(dX−1q w) ∈ TqX
como sendo o Operador de Weingarten ou Operador Forma da superf´ıcie X em q.
Proposic¸a˜o 1.10. Seja X : U ⊂ R2 → L3 uma superf´ıcie paramentrizada regular no espac¸o
de Minkowski. Enta˜o em cada q ∈ U o operador de Weingarten Sq de X e´ um operador
auto-adjunto em relac¸a˜o ao produto interno de Lorentz.
Demonstrac¸a˜o: Recordamos que Sq sera´ um operador auto-adjunto em TqX desde que, seja
uma aplicac¸a˜o linear neste espac¸o satisfazendo
〈Sq(v), w〉 = 〈v, Sq(w)〉, ∀v, w ∈ TqX.
Como dNq e´ uma aplicac¸a˜o linear, o operador de Weingarten tambe´m o e´. Assim nos resta
mostrar que sq satisfaz a propriedade acima.
Expressamos, na base coordenada, os vetores tangentes x = x1Xu +x2Xv e y = y1Xu + y2Xv,
de modo que por linearidade;
dNq(dX−1q x) = dNq(x1(1, 0) + x2(0, 1)) = x1Nu + x2Nv.
Logo,
〈Sq(x), y〉 = −x1y1〈Nu,Xu〉 − x2y2〈Nv,Xv〉 − x1y2〈Nu,Xv〉 − y2x1〈Nv,Xu〉.
Por outro lado, como 〈N,Xu〉 = 0 segue por diferenciac¸a˜o que 〈Nv,Xu〉 = −〈N,Xuv〉. Ana-
logamente 〈Nu,Xv〉 = −〈N,Xvu〉. Como X diferencia´vel, vale que Xuv = Xvu, de modo que
expandindo 〈Sq(y), x〉 e usando as identidades obtidas podemos concluir que Sq e´ um opera-
dor auto-adjunto em relac¸a˜o ao produto interno 〈, 〉. 2
Dada a forma auto-adjunta Sq podemos associar uma forma uma forma bilinear sime´trica
em TqX, digamos b, pela regra;
b : TqX× TqX→ R; (v, w) 7→ b(v, w) = 〈Sq(v), w〉.
Do mesmo modo que a forma bilinear sime´trica g deu origem a forma quadra´tica I, b tambe´m
dara´ origem a uma forma quadra´tica.
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Definic¸a˜o 1.22. Seja X uma superf´ıcie parametrizada regular em L3 com Sq o operador
Weingarten. Enta˜o, a forma quadra´tica, induzida pelo operador de Weingarten;
IIq : TqX→ R; w 7→ IIq(w) = 〈Sq(w), w〉
e´ dita segunda forma fundamental de X em q ∈ U .
Definimos a curvatura Gaussiana e a curva me´dia da superf´ıcie.
Definic¸a˜o 1.23. Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular no espac¸o de
Minkowski e Sq o operador de Weingarten da superf´ıcie no ponto q. Definimos a Curvatura







em que  = −1 se a superf´ıcie e´ tipo-espac¸o em q e  = 1 se a superf´ıcie e´ tipo-tempo.
Assim como fizemos para primeira forma fundamental, podemos expressar a segunda
forma fundamental em termos da base coordenada. Os coeficientes sa˜o ditos coeficientes
da segunda formal fundamental e denotados por;
e = 〈Sq(Xu),Xu〉 = 〈−Nu,Xu〉 = 〈N,Xuu〉,
f = 〈Sq(Xu),Xv〉 = 〈−Nu,Xv〉 = 〈−Nv,Xu〉 = 〈N,Xuv〉,
g = 〈Sq(Xv),Xv〉 = 〈−Nv,Xv〉 = 〈N,Xvv〉.
(1.10)
Seja B : TqX × TqX → R a forma bilinear associada ao operador de Weingarten isto
e´, B(u, v) = 〈Sq(u), v〉. Com a expressa˜o dos coeficientes da segunda forma fundamental
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Por outro lado, se A
.
= Sq denota a matriz representativa da transformac¸a˜o linear Sq em
relac¸a˜o a base coordenada, temos que,













De modo que podemos expressar as curvaturas Gaussiana e me´dia de superf´ıcies no espac¸o
de Minkowski em termos dos coeficientes da primeira e segunda formas fundamentais. Se-
guindo a Definic¸a˜o (1.23) temos
K = 
eg − f2




eG− 2fF + gE
EG− F 2 . (1.14)
Estas duas u´ltimas equac¸o˜es nos da˜o uma forma pra´tica para calcular as curvaturas Gaus-
siana e me´dia de uma superf´ıcie conhecendo-se os coeficientes da primeira e segunda formas
fundamentais.
A seguir discutiremos o conceito de curvaturas principais.
Lembramos que no espac¸o Euclidiano E3 existe o seguinte resultado, dado pelo Teorema
da pa´gina 258 de [5], que nos permite definir os conceitos de curvaturas principais em
superf´ıcies no espac¸o Euclidiano;
Resultado 1.1. Sejam V um espac¸o vetorial real de dimensa˜o 2, A : V → V uma aplicac¸a˜o
linear auto-adujunta em relac¸a˜o ao produto interno Euclidiano 〈, 〉E3 (isto e´ 〈Av, u〉E3 =
〈v,Au〉E3 para todo u, v ∈ V ) e Q a forma quadra´tica positiva definida induzida por A (isto
e´, Q(v) = 〈Av, v〉E3). Enta˜o, existem uma base, de V , ortonormal {e1, e2} de auto-vetores de
A, tais que, a matriz de A expressa nesta e´ a matriz diagonal dada pelos auto-valores λ1 e λ2
de e1 e e2 respectivamente. Ale´m disso, λ1 e λ2 sa˜o respectivamente o ma´ximo e o mı´nimo
da forma quadra´tica Q restrita ao c´ırculo unita´rio de V .
E sua demonstrac¸a˜o utiliza essencialmente as hipo´teses de Q ser ser positiva definida,
e que o c´ırculo unita´rio em V , dados pelos vetores u ∈ V tais que 〈u, u〉E3 e´ um conjunto
compacto. De modo que este teorema na˜o se aplica para os espac¸os tangentes de superf´ıcies
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no espac¸o de Minkowski, pois se V for um subespac¸o vetorial de dimensa˜o 2 tipo-tempo a
me´trica neste espac¸o tem ı´ndice 1 e o conjunto dos vetores unita´rios na˜o e´ compacto.
Entretanto, nos casos em que o Operador de Weingarten e´ diagonaliza´vel, podemos reto-
mar com parte dos conceitos de curvaturas principais. Comecemos com a seguinte definic¸a˜o2;
Definic¸a˜o 1.24. Seja X : U ⊂ R2 → E3 uma superf´ıcie parametrizada regular na˜o-degenerada
no espac¸o de Minkowski. Diremos que X e´ Weingarten-diagonaliza´vel em q ∈ U desde
que o operador de Weingarten Sq : TqX → TqX seja diagonaliza´vel. Diremos que X e´ uma
superf´ıcie Weingarten-diagonaliza´vel desde que seja Weingarten-diagonaliza´vel em cada
q ∈ U .
Com isso, vemos que em geral para superf´ıcies no espac¸o de Minkowski nem sempre
existira´ curvaturas principais (que em superf´ıcies no espac¸o Euclidiano sa˜o dadas pelos auto-
valores do operador de Weingarten). Entretanto nos casos em que a superf´ıcie e´ Weingarten-
diagonaliza´vel temos a seguinte definic¸a˜o.
Definic¸a˜o 1.25. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular na˜o-degenerada
em L3. Suponha que em q ∈ U , X seja Weingarten-diagonaliza´vel. Enta˜o dizemos que os
auto-valores de Sq, k1(q) e k2(q), sa˜o as curvaturas principais da superf´ıcie X em q ∈ U .
A Proposic¸a˜o a seguir, mostra que nos pontos onde a superf´ıcie e´ Weingarten-diagonaliza´vel
podemos escrever as curvaturas me´dia e Gaussiana em termos das curvaturas principais.
Proposic¸a˜o 1.11. Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular na˜o-
degenerada no espac¸o de Minkowski e q ∈ U tal que Sq e´ diagonaliza´vel. Enta˜o a curvatura
me´dia H e a curvatura Gaussiana K de X no ponto q ∈ U sa˜o expressas por;





em que, k1(q), k2(q) sa˜o as curvaturas principais de X em q ∈ U e  = 〈N(q), N(q)〉.
Demonstrac¸a˜o: A demonstrac¸a˜o segue diretamente das definic¸o˜es de curvatura me´dia e
de curvatura Gaussiana. De fato, supondo que Sq e´ diagona´lizel, temos que na base dos







2Formalmente esta seria uma convenc¸a˜o ou mesmo uma notac¸a˜o, visto que esta nomenclatura na˜o e´ usual
na literatura.
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 = k1(q) + k2(q)
2
.





E assim temos as expresso˜es desejadas. 2
Vamos trazer, agora, noc¸a˜o de pontos umb´ılicos para as superf´ıcies no espac¸o de Min-
kowski.
Lembremos que, em superf´ıcies no espac¸o Euclidiano, pontos umb´ılicos sa˜o aqueles em que
as curvaturas principais coincidem. Como em geral na˜o definimos curvatura principais, na˜o
podemos falar da noc¸a˜o de pontos umb´ılicos via curvaturas principais. Deste modo, temos
uma noc¸a˜o um pouco mais geral de pontos umb´ılicos, para superf´ıcies na˜o-degeneradas.
Definic¸a˜o 1.26. Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular na˜o-
degenerada no espac¸o de Minkowski e q ∈ U . Enta˜o q e´ dito um Ponto umb´ılico de X
desde que, existe um nu´mero real λ(q) tal que
〈Sq(v), w〉 = λ(q)〈u, v〉; ∀v, w ∈ TqX, (1.17)
isto e´, as formas bilineares sime´tricas b e g sa˜o proporcionais no ponto q. Ale´m disso, dizemos
que a superf´ıcie X e´ uma Superf´ıcie umb´ılica (ou totalmente umb´ılica) desde que seja
umb´ılica em cada q ∈ U .
Notamos que se X e´ superf´ıcie na˜o-degenerada e umb´ılica a associac¸a˜o q 7→ λ(q) depende
diferencialmente de q, isto e´, a func¸a˜o λ e´ diferencia´vel em U .
Teorema 1.3. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular na˜o-degenerada.
Suponha que a superf´ıcie e´ umb´ılica no ponto q ∈ U , enta˜o a superf´ıcie e´ Weingarten-
diagonaliza´vel em q.
Demonstrac¸a˜o: Como X e´ uma superf´ıcie na˜o-degenerada existe uma base ortogonal {α1, α2}
de TqX. Supondo agora que X e´ umb´ılica em q, assim existe um nu´mero real λ tal que
〈Sq(v), w〉 = λ〈v, w〉, ∀v, w ∈ TqX. (1.18)
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Em particular 〈Sq(α1), α2〉 = λ〈α1, α2〉 = 0. De modo que temos duas opc¸o˜es: Sq(α1) e´ nulo
ou Sq(α1) e´ paralelo a α1.
Caso 1 Suponha que Sq(α1) = 0. Pela relac¸a˜o (1.18) temos que
0 = 〈Sq(α1), α1〉 = λ〈α1, α1〉, (1.19)
o que acarreta em λ = 0. Logo Sq(α1) = 0 = λα1 e λ e´ enta˜o um auto-valor do operador de
Weingarten.
Caso 2 Suponha que Sq(α1) = rα1, para algum r 6= 0 nu´mero real. Decorre da Equac¸a˜o
(1.18) que
〈rα1, α1〉〈Sq(α1), α1〉 = λ〈α1, α1〉. (1.20)
Donde conclu´ımos que r = λ de modo que λ e´ um auto-valor do operador Weingarten.
Nos dois casos conclu´ımos que o nu´mero λ, dado na hipo´tese de q ser ponto umb´ılico, e´ um
auto-valor do operador de Weingarten com auto-vetor α1. Simetricamente, repetindo este
argumento para Sq(α2) conclu´ımos que Sq admite uma base de auto-vetores na qual a diago-
nal e´ dada pelo valor λ. Consequentemente o operador de Weingarten e´ diagonaliza´vel e por
definic¸a˜o isto implica que X e´ Weingarten-diagonaliza´vel em q. 2
Como uma consequeˆncia deste Teorema temos que a Definic¸a˜o (1.1.4) de ponto umb´ılico
e´ de fato mais geral que a definic¸a˜o via curvaturas principais.
Corola´rio 1.3. Seja X uma superf´ıcie parametrizada regular na˜o-degenerada no espac¸o de
Minkowski. Suponha que X e´ Weingarten-diagonaliza´vel em q, enta˜o X e´ umb´ılica q se, e
somente se, k1(q) = k2(q).
Demonstrac¸a˜o: De fato, supondo X Weingarten-diagonaliza´vel em q temos que existem as
curvaturas principais k1 e k2 no ponto q e pelo Teorema (1.3) garantimos que estas curvaturas
coincidem com o valor comum λ. A rec´ıproca e´ dada verificando que a Equac¸a˜o (1.17) e´
verdadeira para os vetores da base ortonogal de auto-vetores e enta˜o, por bilinearidade, sera´
verdadeira para qualquer par de vetores no plano tangente. 2
Com as noc¸o˜es de curvaturas principais e pontos umb´ılicos para superf´ıcies Weingarten-
diagonaliza´veis, podemos demonstrar o seguinte resultado;
Teorema 1.4. Seja X uma superf´ıcie parametrizada regular na˜o-degenerada no espac¸o de
Minkowski. Suponha que X e´ Wengarten-diagonaliza´vel em q ∈ U , enta˜o;
H2(q)− K(q) ≥ 0.
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Ale´m disso, a igualdade ocorre se, e somente se, q e´ um ponto umb´ılico de X.











− k1k2 = H2 − K,
em que H e K sa˜o dadas pelas Equac¸o˜es (1.15) e (1.16) respectivamente. Agora a igualdade
ocorre se, e somente se, k1 = k2 e sendo por hipo´tese X Weingarten-diagonaliza´vel, decorre
do Corola´rio (1.3) que isto equivale a X ser u´mblica no ponto q.
2
A diagonalizac¸a˜o do operador de Weingarten depende da existeˆncia de ra´ızes do polinoˆmio
caracter´ıstico. Denotando por A = (aij) a matriz representativa de Sq em alguma base o
polinoˆmio caracter´ıstico P (λ) e´ dado por;
P (λ) = det (A− λI) = λ2 − λ(a11 + a22) + a11a22 − a12a21.
Da´ı segue que a equac¸a˜o do polinoˆmio caracter´ıstico e´ expressa por
P (λ) = λ2 − 2Hλ+ K, (1.21)
cujo discriminante e´;
4 = 4 (H2 − K) . (1.22)
Deste modo, podemos caracterizar as superf´ıcies Weingarten-diagonaliza´veis em termos
do sinal do discriminante.
4 > 0 Neste caso a superf´ıcie e´ Weingarten-diagonaliza´vel, seja ela tipo-espac¸o ou tipo-tempo.
4 < 0 Neste caso a superf´ıcie na˜o e´ Weingarten-dagonaliza´vel. Recorde que pelo Resultado
(1.1) a superf´ıcie devera´ ser tipo-tempo, e juntamente com o Teorema (1.4) podemos
garantir que a superf´ıcie na˜o tem pontos umb´ılicos.
4 = 0 Inconclusivo. Entretanto se a superf´ıcie e´ tipo-espac¸o pelo Resultado (1.1) garantimos
que e´ Weingarten-diagonaliza´vel e pelo Teorema (1.4) garantimos que e´ umb´ılica com
a curvatura principal dada por k = −H.
O seguinte resultado nos da´ uma espe´cie de classificac¸a˜o de todas as superf´ıcies umb´ılicas no
espac¸o de Minkowski.
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Teorema 1.5. Seja X uma superf´ıcie parametrizada regular na˜o-degenerada no espac¸o de
Minkowski. Suponha que X e´ uma superf´ıcie umb´ılica, enta˜o a superf´ıcie esta´ contida em um
plano, plano hiperbo´lico ou em uma pseudo-esfera, sendo que os dois u´ltimos casos ocorrem
somente se a superf´ıcie e´ respectivamente tipo-espac¸o ou tipo-tempo.
Demonstrac¸a˜o: Suponha que X e´ totalmente umb´ılica. Pelo Teorema (1.3) garantimos que
em cada q ∈ U , X e´ Weingaten-diagonaliza´vel e pelo seu Corola´rio (1.3), para cada w ∈ TqX
verificamos que existem uma func¸a˜o diferencia´vel λ(q) tal que
dNq(w) = λ(q)w.
Na base coordenada, com w = aXu + bXv, temos
aNu(q) + bNv(q) = λ(q)aXu + λbXv.
Como esta relac¸a˜o vale para qualquer w no plano tangente, conclu´ımos que
Nu(q) = λ(q)Xu(q), Nuv = λvXu + λXuv, (1.23)
Nv(q) = λ(q)Xv(q), Nvu = λuXv + λXvu. (1.24)
Em que diferenciamos em relac¸a˜o a v e a u respectivamente. Subtraindo estas relac¸o˜es e
usando que Xuv = Xvu e Nuv = Nvu, temos
λvXu − λuXv = 0.
Por independeˆncia linear dos vetores coordenados, devemos ter que λu(q) = λv(q) = 0, e
sendo U conexo isto implica que λ(q) e´ uma func¸a˜o constante. Assim temos dois poss´ıveis
casos;
Se λ = 0: temos pelas relac¸o˜es (1.23) e (1.24) que Nu = Nv = 0 e novamente por conexi-
dade de U o vetor N e´ constante e conclu´ımos que X esta´ contida em um plano (note que X,
neste caso pode ser tanto tipo-espac¸o quanto tipo-tempo).
Se λ 6= 0: definimos uma func¸a˜o p;
p : U ⊂ R2 → L3; (u, v) 7→ p(u, v) = X(u, v)− 1
λ
N(u, v) ∈ L3,
que varia diferenciavelmente em U . Diferenciando p em relac¸a˜o a u e v e usando as expresso˜es
(1.23) e (1.24), garantimos que pu = pv = 0. Por conexidade de U temos que p(u, v) = p0 e´
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constante. Deste modo, X− p0 = 1
λ
N em todos os pontos de U , e assim





em que  = −1 se superf´ıcie e´ tipo-espac¸o e  = +1 se a superf´ıcie e´ tipo-tempo. No primeiro
caso a superf´ıcie estara´ contida do plano hiperbo´lico H2(p0;λ) que passa por p0 e tem raio λ
e no segundo caso a superf´ıcie esta´ contida na pseudo-esfera S2(p0;λ) que tem origem em p0
e raio λ. 2
Cap´ıtulo 2
Formas Diferenciais e o Me´todo do
Referencial Mo´vel
Neste cap´ıtulo introduziremos o Me´todo do referencial mo´vel. Este e´ um me´todo
desenvolvido no se´culo passado, principalmente, pelo matema´tico franceˆs E´lie Joseph Cartan
(1869-1951), e atualmente compo˜e uma das abordagens cla´ssicas da Geometria Diferencial.
Esta abordagem depende essencialmente do conceito de Formas Diferenciais, a qual dedi-
caremos uma introduc¸a˜o na pro´xima. Em seguida introduziremos o conceito de Me´todo do
Referencial Mo´vel e aplicaremos em duas situac¸o˜es; em superf´ıcies no espac¸o Euclidiano e
superf´ıcies no espac¸o de Minkowski.
Este cap´ıtulo e´ essencial para a leitura do restante do texto, pois, conforme veremos
as Transformac¸o˜es de Ba¨cklund e suas aplicac¸o˜es sera˜o dadas de acordo com o Me´todo do
Referencial Mo´vel.
2.1 Formas Diferenciais
Nesta sec¸a˜o, baseada no livro texto [20], introduziremos conceitos de formas diferenciais,
produto tensorial, produto externo e derivada exterior de formas diferenciais e suas principais
propriedades. Todos estes conceitos na˜o sa˜o me´tricos, de modo que na˜o ha´ necessidade de
adaptar nenhuma definic¸a˜o para o contexto do espac¸o de Minkowski.
Seja Rn espac¸o vetorial sobre o corpo dos reais. Definimos o espac¸o dual de Rn pelo espac¸o
das transformac¸o˜es lineares de Rn em R, o denotaremos por (Rn)∗ = {L : Rn → R|L e´ linear}.
Podemos verificar que o espac¸o dual (Rn)∗ e´ um espac¸o vetorial real com as operac¸o˜es;
(T + L)(a) = T (a) + L(a) e (µT )(a) = µT (a) para L, T ∈ (Rn)∗ e µ ∈ R.
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Lema 2.1. Seja B = {x1, ..., xn} uma base para Rn. Enta˜o o conjunto das aplicac¸o˜es
dxj : Rn → R ; v =
n∑
i=1
vixi 7→ dxj(v) = vj ∈ R,
formam uma base de (Rn)∗, dita base dual associada a base B.
Demonstrac¸a˜o: De fato, primeiramente, para cada j ∈ {1, ..., n} dxj ∈ (Rn)∗; sejam u, v ∈
Rn e λ ∈ R. Assim



















= dxj(u) + λdxj(v).
Observe que as transformac¸o˜es lineares dxj geram (Rn)∗ quer dizer que para toda T ∈ (Rn)∗
devem existir µ1, ...µn escalares em R tais que T =
∑n
j=1 µjdxj . O que sempre podemos
garantir, pois dado T tome µi = T (xi). Assim teremos
















que vale para todo v. Logo T =
∑n
i=1 µidxi.
Por u´ltimo devemos mostrar que {dx1, ..., dxn} ∈ (Rn)∗ e´ um conjunto linearmente inde-
pendente. Suponhamos que
∑n
i=1 µidxi(v) = 0 para todo v ∈ Rn. Assim tomemos v = 1xj




µidxi(1xj) = µ10 + ...+ µj1 + ...+ µn0 = µj .
Assim conclu´ımos que este conjunto e´ de fato linearmente independente. E demonstramos
este Lema.
2
Deste modo se f : U ⊂ Rn → R e´ uma func¸a˜o diferencia´vel em a ∈ U sua diferencial em
a e´ uma transformac¸a˜o linear dfa : Rn → R dada pela derivada direcional em a, isto e´,




Conforme a notac¸a˜o do Lema (2.1), com B = {e1, ..., en} base canoˆnica de Rn, temos que a
transformac¸a˜o linear dfa expressa na base dual, e´ dada por dfa =
∑n
i=1 µidxi em que
µj = dfa(ej) = Dejf(a) = limt→0
f(a+ tej) + f(a)
t
= limt→0






2.1 Formas Diferenciais 37







Esta expressa˜o entre elementos do espac¸o dual motiva a seguinte definic¸a˜o.
Definic¸a˜o 2.1. (1-Formas diferenciais)Dizemos que ω e´ uma forma diferencial de grau 1,
ou uma 1-forma diferencial, em um aberto U ⊂ Rn desde que seja uma associac¸a˜o que a
cada ponto p ∈ U corresponde a um ωp elemento do espac¸o dual de Rn, tal que, quando
expresso em alguma base {dx1, ..., dxn}, ωp =
∑n
i=1 ai(p)dxi as func¸o˜es ai : U ⊂ Rn → R sa˜o
diferencia´veis.
Naturalmente a diferencial de uma func¸a˜o, f : U ⊂ Rn → R diferencia´vel, em qualquer
ponto a ∈ U e´ uma 1-forma diferencial.
Observac¸a˜o 2.1. Sendo as projec¸o˜es pij : Rn → R func¸o˜es diferencia´veis, temos que em
cada p ∈ Rn, sua diferencial e´ uma 1-forma diferencia´l e ainda mais, note que em cada p ∈ Rn
o conjunto {d(pi1)p, ..., d(pij)p} forma uma base do espac¸o dual associada a base canoˆnica de
Rn.
De agora em diante nos restringiremos as 1-formas diferenciais em abertos U ⊂ R2. Ainda
denotaremos as projec¸o˜es pi1 e pi2 por respectivamente u e v, de modo que para cada q ∈ U ,
{duq, dvq} sera´ uma base de (R2)∗ associada a base canoˆnica {e1 = (1, 0), e2 = (0, 1)}. Ale´m
disso, se ω e´ uma 1-forma diferencial em U ∈ R2 escreveremos
ωq = P (q)duq +Q(q)dvq, ∈ (R2)∗.
Introduziremos de maneira natural, a operac¸a˜o de soma de 1-formas diferenciais e multi-
plicac¸a˜o por func¸o˜es reais diferencia´veis.
Definic¸a˜o 2.2. Sejam ω e ω 1-formas diferenciais e f uma func¸a˜o real diferencia´vel em
U ⊂ R2. Definimos a soma de ω e ω como sendo a 1-forma diferencial dada por
(ω + ω¯)q = ωq + ω¯q.
E a multiplicac¸a˜o de ω por f como sendo a 1-forma diferencial dada por
(fω)q = f(q)ωq.
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Assim fica definida a expressara˜o ω = Pdu + Qdv. Ale´m disso se ω = Pdu + Qdv,
ω¯ = P¯ du+ Q¯dv e f uma func¸a˜o real diferencia´vel. Segue que
ω + fω¯ = (P + fP¯ )du+ (Q+ fQ¯)dv.
Definic¸a˜o 2.3. Dadas duas 1-formas diferenciais em U ⊂ R2, ω e ω¯ dizemos que elas sa˜o
linearmente independentes desde que, para cada q ∈ U , ωq e ω¯q sa˜o linearmente independentes
como vetores de (R2)∗.
Observac¸a˜o 2.2. Sabendo que du e dv formam uma base temos que ω = Pdu + Qdv e
ω¯ = P¯ du+ Q¯dv sa˜o linearmente independentes se, e somente, se para cada q ∈ U ⊂ R2∣∣∣∣∣∣ P (q) Q(q)P¯ (q) Q¯(q)
∣∣∣∣∣∣ 6= 0.
Definic¸a˜o 2.4. (Produto Tensorial) Seja duas 1-formas diferenciais em U ⊂ R2, ω e ω¯,
definimos o produto tensorial destes elementos pela associac¸a˜o que corresponde a cada q ∈ U
a aplicac¸a˜o bilinear dada por;
(ω ⊗ ω¯)q : R2 × R2 → R ; V,W 7→ (ω ⊗ ω¯)q(V,W ) = ω(V )qω¯q(ω).
Observemos que o produto ω ⊗ ω¯ na˜o e´ comutativo e a aplicac¸a˜o bilinear (ω ⊗ ω¯)q
na˜o e´ sime´trica. De fato basta considerarmos os exemplos; (du ⊗ dv)q(e1, e2) = 1 e (dv ⊗
du)q(e1, e2) = 0, bem como (du⊗ dv)q(e2, e1) = 0.
Como o produto tensorial ω⊗ ω¯ e´ uma aplicac¸a˜o bilinear, fica definida a soma entre ω⊗ ω¯
e ω˜ ⊗ ωˆ como a soma natural entre aplicac¸o˜es bilineares.
Proposic¸a˜o 2.1. (Propriedades do Produto Tensorial) Sejam ω, ω¯ e ωˆ 1-formas diferenciais
em U ⊂ R2 e f : U ⊂ R2 → R uma func¸a˜o real diferencia´vel em U . Enta˜o
1. (ω + ω¯)⊗ ωˆ = ω ⊗ ωˆ + ω¯ ⊗ ωˆ,
2. ωˆ ⊗ (ω + ω¯) = ωˆ ⊗ ω + ωˆ ⊗ ω¯,
3. (fω)⊗ ω¯ = ω ⊗ (fω¯) = f(ω ⊗ ω¯),
4. Se ω = Pdu+Qdv e ω¯ = P¯ du+ Q¯dv, enta˜o
ω ⊗ ω¯ = PP¯du⊗ du+ PQ¯du⊗ dv + P¯Qdv ⊗ du+QQ¯dv ⊗ dv.
Demonstrac¸a˜o:
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1. Para cada q ∈ U e para cada V,W ∈ R2
((ω + ω¯)⊗ ωˆ)q(V,W ) = (ω + ω¯)q(V,W )ωˆq(V,W )
= ωq(V,W )ωˆq(V,W ) + ω¯q(V,W )ωˆq(V,W )
= (ω ⊗ ωˆ)q(V,W ) + (ω¯ ⊗ ωˆ)q(V,W ).
2. Ana´logo ao item anterior.
3. Basta notar que para cada q ∈ U e para cada V,W ∈ R2 temos
[f(ω ⊗ ω¯)]q(V,W ) = f(q)(ωq(V )w¯q(W )) = f(q)ωq(V )w¯q(W ).
Assim o resultado segue pela comutatividade dos nu´meros reais e pela definic¸a˜o de
produto tensorial.
4. Bastar realizar o produto (Pdu+Qdv)⊗ (P¯ du+ Q¯dv) utilizando 1,2 e 3.
2
Definiremos tambe´m o produto exterior entre duas 1-formas diferenciais.
Definic¸a˜o 2.5. (Produto Exterior) Sejam ω e ω¯ 1-formas diferenciais em U ⊂ R2. Definimos
o produto exterior entre ω e ω¯ pela associac¸a˜o que a cada q ∈ U corresponde a uma aplicac¸a˜o
dada por
(ω ∧ ω¯)q : R2 × R2 → R; (V,W ) 7→ (ω ⊗ ω¯)q(V,W )− (ω¯ ⊗ ω)q(V,W ).
Note que o produto exterior como definido e´ uma forma bilinear e anti-sime´trica. De fato,
note que para todo V,W ∈ R2,
(ω ∧ ω¯)q(V,W ) = ωq(V )ω¯q(W )− ω¯q(V )wq(W )
=
∣∣∣∣∣∣ ωq(V ) ω¯q(V )ωq(W ) ω¯q(W )
∣∣∣∣∣∣ ,
de modo que nossa afirmac¸a˜o decorre das propriedades do determinante (linear em cada linha
e anti-sime´trico pela troca de duas linhas).
Observac¸a˜o 2.3. A associac¸a˜o, pela qual definimos o produto exterior e´ anti-sime´trica em
relac¸a˜o a ω e ω¯, isto e´, ω ∧ ω¯ = −ω¯ ∧ ω. Em particular temos que,
du ∧ dv = −dv ∧ du e du ∧ du = dv ∧ dv = 0.
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Em geral, temos as seguintes propriedades para o produto exterior;
Proposic¸a˜o 2.2. (Propriedades do produto exterior) Sejam ω, ω¯ e ωˆ 1-formas diferenciais
em U ⊂ R2 e f : U ⊂ R2 uma func¸a˜o real diferencia´vel em U , enta˜o
1. ω ∧ (ω¯ + ωˆ) = ω ∧ ω¯ + ω ∧ ωˆ,
2. (ω¯ + ωˆ) ∧ ω = ω¯ ∧ ω + ωˆ ∧ ω,
3. (fω) ∧ ω¯ = ω ∧ (fω¯) = f(ω ∧ ω¯),
4. Se ω = Pdu+Qdv e ω¯ = P¯ du+ Q¯dv, enta˜o
ω ∧ ω¯ = (PQ¯−QP¯ )(PQ¯−QP¯ )du ∧ dv.
5. ω ∧ ω¯ = −ω¯ ∧ ω.
Demonstrac¸a˜o: De fato, para os itens (1)-(3) basta usar a definic¸a˜o e as propriedades
(1),(2) e (3) da Proposic¸a˜o (2.1). O item (5) se da´ conforme comentado acima. Por u´ltimo,
(4) resultara´ das proriedades (1)-(3) e da Observac¸a˜o(2.3). De fato,
(Pdu+Qdv) ∧ (P¯ du+ Q¯dv) = PP¯du ∧ du+ PQ¯du ∧ dv +
+QP¯dv ∧ du+QQ¯dv ∧ dv
= (PQ¯−QP¯ )du ∧ dv.
2
Esta Proposic¸a˜o nos da´ uma caracterizac¸a˜o para independeˆncia linear entre formas dife-
renciais definida em (2.3). Conforme mostra o Corola´rio a seguir.
Corola´rio 2.1. Sejam ω e ω¯ 1-formas diferenciais em U ⊂ R2, enta˜o ω e ω¯ sa˜o linearmente
independentes se, e somente se, para cada q ∈ U , (ω ∧ ω¯)q 6≡ 0.
Demonstrac¸a˜o:De fato, sejam ω = Pdu + Qdv e ω¯ = P¯ du + Q¯dv, temos pelo item (4) da
Proposic¸a˜o (2.2) que
ω ∧ ω¯ = (PQ¯−QP¯ )(PQ¯−QP¯ )du ∧ dv = 0
equivale a
PQ¯−QP¯ = 0.
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Assim, ω ∧ ω¯ = 0 se, e somente se ∣∣∣∣∣∣ P (q) Q(q)P¯ (q) Q¯(q)
∣∣∣∣∣∣ = 0.
E assim o resultado segue pela definic¸a˜o (2.3).
2
Dadas duas 1-formas diferenciais, podemos notar que o produto exterior destas na˜o e´ uma
1-forma, pois 1-formas diferenciais da˜o origem a transformac¸o˜es lineares enquanto produto
exterior gera uma aplicac¸a˜o bilinear anti-sime´trica. Entretanto o produto exterior pertence
a uma outra classe, a saber, a classe das 2-formas diferenciais que definiremos a seguir.
Definic¸a˜o 2.6. (2-forma diferencial) Uma 2-forma diferencial em um aberto U ⊂ R2 e´ uma
associac¸a˜o, φ, de cada q ∈ R2 com uma transformac¸a˜o bilinear anti-sime´trica;
φq : R2 × R2 → R; (V,W ) 7→ φq(V,W ) = f(q)(du ∧ dv)q(V,W ),
em que f : U ⊂ R2 → R e´ uma func¸a˜o real diferencia´vel em U .
Observac¸a˜o 2.4. Alternativamente alguns autores definem 2-formas diferenciais com a
condic¸a˜o de Alternada ao inve´s de Anti-Sime´trica. Em geral, uma transformac¸a˜o bilinear
B : E × E → R, em E espac¸o vetorial real, e´ dita Alternada, desde que, para cada V ∈ E
verifica-se que B(V, V ) = 0. Deste modo, note que pela relac¸a˜o;
B(V +W,V +W ) = B(V, V ) +B(V,W ) +B(W,V ) +B(W,W ),
estes dois conceitos sa˜o equivalentes.
Definimos, naturalmente, a soma de duas 2-formas diferenciais, φ, φ¯, e o produto por uma
func¸a˜o real h diferencia´vel em U por
φ+ hφ¯ = (f + hf¯)du ∧ dv.
Temos tambe´m a definic¸a˜o de diferencial exterior de 1-forma diferencial;
Definic¸a˜o 2.7. (Diferencial Exterior) Seja ω = Pdu + Qdv uma 1-forma diferencial em
U ⊂ R2. Definimos a diferencial exterior de ω como sendo a 2-forma diferencial dada por
dω = dP ∧ du+ dQ ∧ dv,
na qual dP e dQ sa˜o as respectivas 1-formas diferenciais em U das func¸o˜es P e Q.
2.1 Formas Diferenciais 42
Neste contexto, conve´m definir uma 0-forma diferencial em um aberto U ⊂ R2 pelas
func¸o˜es reais f : U ⊂ R2 → R diferencia´veis em U . De modo que a diferencial exterior de f e´
definida pela 1-forma diferencial em U , dada pela pro´pria diferencial de f .
Proposic¸a˜o 2.3. (Propriedades da Diferencial Exterior) Sejam ω = Pdu + Qdv e ω¯ =
P¯ du+ Q¯dv 1-formas diferenciais em U ⊂ R2 e f uma 0-forma diferencial em U , enta˜o;
1. dω = (Qu − Pv)du ∧ dv.
2. d(df) ≡ 0
3. d(ω + ω¯) = dω + dω¯
4. d(fω) = df ∧ ω + fdω
Demonstrac¸a˜o:
1. De fato usando as propriedades da Proposic¸a˜o (2.2) e conforme a Observac¸a˜o (2.3),
temos que
dω = dP ∧ du+ dQ ∧ dv
= (Pudu+ Pvdv) ∧ du+ (Qudu+Qvdv) ∧ dv
= Pudu ∧ du+ Pvdv ∧ du+Qudu ∧ dv +Qvdv ∧ dv
= −Pvdu ∧ dv +Qudu ∧ dv = (Qv − Pu)du ∧ dv.
2. Segue do Teorema de Cauchy para func¸o˜es diferencia´veis (que nos garante que fuv =
fvu) e das propriedades dadas na Proposic¸a˜o (2.2). De fato
d(df) = d(fudu+ fvdv) = dfu ∧ du+ dfv ∧ dv
= (fuudu+ fuvdv) ∧ du+ (fvudu+ fvvdv) ∧ dv
= fuvdv ∧ du+ fvudu ∧ dv = (−fuv + fvu)du ∧ dv
= 0. (2.1)
3. E´ uma consequeˆncia das propriedades de produto externo dadas na Proposic¸a˜o (2.2).
d(ω + ω¯) = d((P + P¯ )du+ (Q+ Q¯)dv)
= d(P + P¯ ) ∧ du+ d(Q+ Q¯) ∧ dv
= dP ∧ du+ dP¯ ∧ du+ dQ ∧ dv + dQ¯ ∧ dv
= dω + dω¯.
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4. Novamente, o resultado segue das propriedades da Proposic¸a˜o (2.2), e tambe´m do item
(3).
d(fω) = d(fPdu+ fQdv) = d(fP ) ∧ du+ d(fQ) ∧ dv
= Pdf ∧ du+ fdP ∧ du+Qdf ∧ dv + fdQ ∧ dv
= df ∧ (Pdu) + df ∧ (Qdv) + f(dP ∧ du+ dQ ∧ dv)
= df ∧ ω + fdω.
2
Traremos, brevemente, o conceito de terna de formas diferenciais. Todas definic¸o˜es e
resultados que seguem sa˜o inteiramente ana´logos ao caso das 0-formas,1-formas e 2-formas
diferenciais.
Se F : U ⊂ R2 → R3 dada por (u, v) 7→ F (u, v) = (F 1(u, v), F 2(u, v), F 3(u, v)) e´ uma
func¸a˜o diferencia´vel, temos que em cada q ∈ U , sua diferencial e´ um transformac¸a˜o linear
entre R2 e R3 dada por
dFq : R2 → R3; V ∈ R2 7→ dFq(V ) = (dF 1q (V ), dF 2q (V ), dF 3q (V )).
Deste modo e´ natural definirmos dF como uma terna de 1-formas diferenciais (dF 1, dF 2, dF 3).
Isto motiva a seguinte definic¸a˜o.
Definic¸a˜o 2.8. (Terna de 1-formas diferencia´ves) Dizemos que Ω e´ uma terna (ordenada)
de 1-formas diferenciais em U ⊂ R2, desde que, Ω seja uma associac¸a˜o que a cada q ∈ U








em que cada ωj seja uma 1-forma diferencial em U .
Definimos, naturalmente, a soma entre duas ternas, Ω, Ω¯ e produto por 0-formas, h por;













Note que, neste contexto, F = (F 1, F 2, F 3) e´ uma terna de 0-formas diferenciais. Ale´m
disso, denotando Fω = (F 1w,F 2w,F 3w) com ω uma 1-forma diferencial temos que a seguinte
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expressa˜o;
dF = (dF 1, dF 2, dF 3)


































Analogamente as definic¸o˜es anteriores, vamos definir uma terna de 2-formas diferenciais
para enta˜o definir diferencias exteriores de ternas de 1-formas diferenciais.
Definic¸a˜o 2.9. (Terna de 2-formas diferencia´veis) Dizemos que Φ e´ uma terna de 2-formas
diferenciais em U ⊂ R2, desde que, Φ seja uma associac¸a˜o que a cada q ∈ U , a uma aplicac¸a˜o
Φq : R2 × R2 → R; Φq = (φ1q , φ2q , φ3q),
em que cada φj e´ uma 2-forma diferencial em U .
Definiremos a soma de duas ternas de 2-formas diferenciais, Φ, φ¯, e a multiplicac¸a˜o por
uma 0-forma diferencial, h como













Com o conceito de terna de 1-formas diferenciais, podemos definir a diferencial exterior
de uma terna de 1-formas diferenciais, como a seguir.
Definic¸a˜o 2.10. (Diferencial Exterior de ternas de 1-formas diferenciais) Seja Ω = (ω1, ω2, ω3)
uma terna de 1-formas diferenciais em um aberto U ⊂ R2. Definimos a diferencial exterior
de Ω pela terna de 2-formas diferenciais, dΩ, dada por
dΩ = (dω1, dω2, dω3).
Novamente, esta definic¸a˜o e´ extendida para a terna de 0-formas, de modo que se F =
(F 1, F 2, F 3) e´ uma func¸a˜o de U ⊂ R2 em R3, sua diferencial exterior e´ a terna de 1-formas
diferenciais dada por
dF = (dF 1, dF 2, dF 3).
Ale´m disso, ainda vale que d(dF ) = (d(dF 1), d(dF 2), d(dF 3)) ≡ 0.
Por u´ltimo discutiremos o produto exterior entre terna de 1-formas diferenciais e 1-formas
diferenciais,
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Definic¸a˜o 2.11. Sejam Ω = (ω1, ω2, ω3) uma terna de 1-formas diferenciais definidas em
U e ω¯ uma 1-forma diferencial em U , definimos o produto exterior entre elas pela terna de
2-formas diferenciais, Ω ∧ ω¯, por
Ω ∧ w¯ = (ω1 ∧ w¯, ω2 ∧ w¯, ω3 ∧ w¯).
Analogamente definimos w¯ ∧ Ω.
Esta definic¸a˜o nos permite expressar a diferencial de uma terna de 1-formas diferenciais
Ω = (ω1, ω2, ω3), com ωj = P jdu+Qjdv, por,
dΩ = (dω1, dω2, dω3)
= (dP 1 ∧ du+ dQ1 ∧ dv, ..., dP 3 ∧ du+ dQ3 ∧ dv)
= (dP 1, dP 2, dP 3) ∧ du+ (dQ1, dQ2, dQ3) ∧ dv
= dP ∧ du+ dQ ∧ dv.
Ale´m disso, pela definic¸a˜o de terna, teremos que as diferenciais e produto exterior de
ternas de 1-formas diferenciais, herdara˜o as propriedades de diferencial e produto exterior de
1-formas diferenciais.
2.2 Me´todo do Referencial Mo´vel em L3
Nesta sec¸a˜o introduziremos o Me´todo do Referencial Mo´vel. Este me´todo fornece uma
descric¸a˜o alternativa para tratar a Geometria Diferencial e, de fato, alguns autores a utilizam
para introduzir a Geometria Diferencial ( [3], [6] e [18]). A vantagem deste me´todo e´ sua
notac¸a˜o, clara e enxuta, que simplifica bastante algumas contas e demonstrac¸o˜es. Mas em
contrapartida ela requerer a introduc¸a˜o do conceito de formas diferenciais.
Comec¸aremos introduzindo o Me´todo do Referencial Mo´vel para superf´ıcies parametriza-
das em E3 seguindo a refereˆncia [20]. Em seguida, adaptaremos este me´todo para superf´ıcies
parametrizadas em L3. Com esta sequeˆncia, ficam claras as diferenc¸as e semelhanc¸as deste
me´todo nos dois casos E3 e L3.
O Me´todo do Referencial Mo´vel foi introduzido pelo matema´tico franceˆs E´lie Joseph
Cartan e consiste em fixar um referencial ortonormal especial (dito Referencial Mo´vel) ao
longo de cada ponto da uma superf´ıcie. A partir deste referencial construir um conjunto de
1-formas diferenciais (dito co-Referencial Mo´vel) quais traduzira˜o a geometria da superf´ıcie,
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isto e´, poderemos expressar a primeira e segunda formas fundamentais em termos destas
1-formas diferenciais, e todos seus derivados, como curvatura principal, curvatura Gaussiana,
equac¸o˜es de Gauss e Codazzi e etc. A vantagem imediata deste me´todo consiste na liberdade
de escolha do referencial mo´vel, na qual uma escolha adequada, podera´ colocar em evideˆncia
o aspecto geome´trico que se deseja tratar.
2.2.1 Referenciais Mo´veis em E3
Ao longo desta sec¸a˜o, consideremos X : U ⊂ R2 → E3 uma superf´ıcie parametrizada e
U ⊂ R2 um subconjunto aberto, conexo de R2 e TqX o espac¸o tangente a X em q ∈ U .
Definic¸a˜o 2.12. Um Referencial Mo´vel (ou Triedro Mo´vel) adaptado a superf´ıcie
X e´ uma terna de func¸o˜es diferencia´veis ei : U ⊂ R2 → R3, i = 1, 2, 3, tais que, para cada
q ∈ U o conjunto {e1(q), e2(q), e3(q)} e´ uma base ortonormal de R3 e e1(q), e2(q) pertencem
a TqX o espac¸o tangente a superf´ıcie X no ponto q.
Observac¸a˜o 2.5. Naturalmente, se {e1(q), e2(q), e3(q)} e´ um referencial mo´vel adaptado
a X, enta˜o a condic¸a˜o de ser uma base ortonormal implica em 〈{e1(q), e2(q)}〉 = TqX e
〈{e3(q)}〉 = (TqX)⊥, em que ⊥ e´ tomado em relac¸a˜o ao espac¸o E3.
Note que dada uma superf´ıcie parametrizada X sempre existe um referencial mo´vel adap-







e e2 = e3×E3e1.
Seja {e1(q), e2(q), e3(q)} um referencial mo´vel adaptado a X. Para cada q ∈ U e para
cada V ∈ R2 temos que dXq(V ) ∈ TqX. Como {e1(q), e2(q)} gera TqX podemos expressar
dXq(V ) = (ω
1)q(V )e1(q) + (ω
2)q(V )e2(q),
em que (ωi)q(V ) sa˜o nu´meros reais dados pelas componentes do vetor tangente dXq(V ) na
base do referencial mo´vel, isto e´,
(ω1)q(V ) = 〈dXq(V ), e1(q)〉E3 , (ω2)q(V ) = 〈dXq(V ), e2(q)〉E3 .
Analogamente, como cada func¸a˜o ei e´ diferencia´vel em U , temos que para cada q ∈ U a
diferencial d(ei)q e´ uma transformac¸a˜o que associa a cada V ∈ R2 a um vetor d(ei)q(V ) ∈ R3,
e uma vez que {e1(q), e2(q), e3(q)} gera R3, temos
d(ei)q(V ) = (ω
i
1)q(V )e1(q) + (ω
2
i )q(V )e2(q) + (ω
3
i )q(V )e3(q), i = 1, 2, 3
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em que os escalares sa˜o dados por
(ωji )q(V ) = 〈d(ei)q(V ), ej〉E3 , i, j ∈ {1, 2, 3}.
Considerando estas decomposic¸o˜es para cada q ∈ U e para cada V ∈ R2, ficam definidas
as 1-formas diferenciais em U tais que a cada q ∈ U e´ associado um elemento do espac¸o dual
(R2)∗ dado respectivamente por (ωi)q e (ωji )q : R2 → R, i, j ∈ {1, 2, 3}.
Por outro lado, X, e1, e2, e3 sa˜o func¸o˜es diferencia´veis de U ⊂ R2 em R3 de modo que suas
diferenciais induzem ternas de 1-formas diferenciais. Isto e´,
























Assim a expressa˜o expl´ıcita de ωi e´
ωi = 〈Xudu+Xvdv, ei〉E3 = 〈Xu, ei〉E3du+ 〈Xv, ei〉E3dv.
Analogamente,
ωji = 〈(ei)u, ej〉E3du+ 〈(ei)v, ej〉E3dv.
Estas 1-formas diferenciais, assim constru´ıdas, desempenham um papel fundamental no
Me´todo do referencial mo´vel. Para estas formas temos a seguinte definic¸a˜o.
Definic¸a˜o 2.13. Seja X uma superf´ıcie parametrizada em U ⊂ R2 e {e1(q), e2(q), e3(q)}
um referencial mo´vel adaptado a X. Dizemos que {ω1, ω2}, com ωi = 〈dX, ei〉E3, e´ um co-
referencial mo´vel adaptado a X em U e as 1-formas wji = 〈dei, ej〉E3 com i, j ∈ {1, 2, 3}
sa˜o ditas as formas de conexa˜o.
Proposic¸a˜o 2.4. Seja {e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie parametrizada
X em U . Enta˜o o co-referencial mo´vel {ω1, ω2} formam uma base para o espac¸o das 1-formas
diferenciais em U .
Demonstrac¸a˜o: Uma vez que o co-referencial e´ composto por duas 1-formas diferenciais em
U , basta mostrar que elas sa˜o linearmente independentes segundo a Definic¸a˜o (2.3). Primei-
ramente os vetores Xu e Xv sa˜o linearmente independentes em R3. Assim se escrevermos
Xu = a11e1 + a21e2 e Xv = a12e1 + a22e2 teremos que∣∣∣∣∣∣ a11 a12a21 a22
∣∣∣∣∣∣ 6= 0.
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Deste modo podemos escrever, para i ∈ {1, 2},
wi = 〈Xu, ei〉E3du+ 〈Xv, ei〉E3dv = ai1du+ ai2dv.
Avaliemos enta˜o o produto exterior ω1 ∧ ω2;
ω1 ∧ ω2 = (a11du+ a12)du ∧ (a21du+ a22)dv
= a11a22du ∧ dv + a12a21dv ∧ du
= (a11a22 − a12a21)du ∧ dv 6= 0.
Assim, pela Proposic¸a˜o (2.1) temos que as formas ω1 e ω2 sa˜o, de fato, linearmente indepen-
dentes e o resultado segue.
2
Proposic¸a˜o 2.5. Sejam X : U ⊂ R2 → E3 uma superf´ıcie parametrizada em E3 e {e1, e2, e3}
um referencial mo´vel adaptado a superf´ıcie X. Enta˜o o co-referencial, ωi, e as formas de
conexa˜o ωij satisfazem
ωij = −ωji (2.2)
dω1 = ω2 ∧ ω12 (2.3)
dω2 = ω1 ∧ ω21 (2.4)
ω1 ∧ ω31 + ω2 ∧ ω32 = 0 (2.5)
dω21 = ω
3
1 ∧ ω23 (2.6)
dω31 = ω
2
1 ∧ ω32 (2.7)
dω32 = ω
1
2 ∧ ω31 (2.8)
Demonstrac¸a˜o: Dado um referencial mo´vel {e1, e2, e3}, temos por ortonormalidade que
〈ei, ej〉E3 = δij , assim tomando a derivada dos dois lados, temos
〈dei, ej〉E3 + 〈ei, dej〉E3 = 0
ωji + ω
i
j = 0, (2.9)
o que mostra a Equac¸a˜o (2.2). Note que esta equac¸a˜o acarreta que ωii = 0 para todo i = 1, 2, 3.
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Uma vez que X e´ uma terna de func¸o˜es diferencia´veis temos que d(dX) = 0, assim temos
que
0 = d(ω1e1 + ω
2e2)
= de1 ∧ ω1 + e1dω1 + de2 ∧ ω2 + e2dω2
= (ω21e2 + ω
3
1e3) ∧ ω1 + e1dω1 + (ω12e1 + ω32e3) ∧ ω2 + e2dω2
= (ω12 ∧ ω2 + dω1)e1 + (ω21 ∧ ω1 + dω2)e2 + (ω31 ∧ ω1 + ω32 ∧ ω2)e3
= (−ω2 ∧ ω12 + dω1)e1 + (−ω1 ∧ ω21 + dω2)e2 − (ω1 ∧ ω31 + ω2 ∧ ω32)e3.
Logo, usando a independeˆncia linear do referencial mo´vel em cada q ∈ U , temos que cada
componente desta expressa˜o vetorial deve ser nula em cada q, e assim temos as equac¸o˜es
(2.3)-(2.5).
Obtemos as u´ltimas equac¸o˜es de modo ana´logo. Usando que ei e´ uma func¸a˜o diferencia´vel













































Novamente, usando a independeˆncia linear da referencial mo´vel devemos ter que para cada







i, k ∈ {1, 2, 3}.
Deste modo, quando i = 1 e k = 2, temos
dω21 = −ω21 ∧ ω11 − ω21 ∧ ω21 − ω21 ∧ ω31
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De onde temos a equac¸a˜o (2.6).
De maneira ana´loga, quando i = 1 e k = 3 temos a equac¸a˜o (2.7) e por u´ltimo, quando
i = 2 e k = 3 temos a equac¸a˜o (2.8). Os demais casos se reduzem a identidade 0 = 0. Com
isto demonstramos a Proposic¸a˜o.
2
O conjunto de Equac¸o˜es (2.2)-(2.8) formam um conjunto de equac¸o˜es necessa´rias para
existeˆncia de qualquer co-referencial mo´vel. Elas representam um papel ana´logo ao das
equac¸o˜es de compatibilidade na teoria local das superf´ıcies.
Definic¸a˜o 2.14. Sejam X : U ⊂ R2 → E3 uma superf´ıcie parametrizada em E3 e {e1, e2, e3}
um referencial mo´vel adaptado a superf´ıcie X. Dizemos que as equac¸o˜es (2.2)-(2.8) sa˜o as
Equac¸o˜es de Estrutura do referencial mo´vel, as equac¸o˜es (2.3)-(2.5) sa˜o ditas Equac¸a˜o
de Cartan a equac¸a˜o (2.6) e´ dita Equac¸a˜o de Gauss e por u´ltimo (2.7)-(2.8) sa˜o ditas
Equac¸o˜es Codazzi.
Note que, como o co-referencial ω1 e ω2 forma uma base para o espac¸o das 1-formas em
U ⊂ R2, podemos escrever as formas de conexa˜o ωji nesta base. A equac¸a˜o de estrutura
(2.2), ωji = −ωij , nos assegura que se conhecermos as seis componentes de ω21, ω31 e ω32 na
base do co-referencial podemos construir todas as demais formas de conexa˜o. Ale´m disso, a
equac¸a˜o de estrutura (2.5), ω1 ∧ ω31 + ω2 ∧ ω32 = 0, eliminam implicitamente uma destas seis
componentes. Do mesmo modo as equac¸o˜es (2.3) e (2.4) elimina, implicitamente, duas das
cinco componentes restantes, a saber, exatamente as duas componentes da 1-forma ω21. Fi-
nalmente as treˆs u´ltimas equac¸o˜es de estrutura (2.6)-(2.8) nos da˜o relac¸o˜es impl´ıcitas entre as
treˆs componentes restantes. Implicitamente, isto quer dizer que quaisquer outras expresso˜es,
que envolvam demais derivadas exteriores das formas de conexa˜o ou do co-referencial, na˜o
fornecera˜o informac¸o˜es novas e sera˜o identidades ja´ conhecidas ou identidades triviais do tipo
0 = 0.
Precisando algumas das afirmac¸o˜es acima, temos as duas seguintes proposic¸o˜es.
Proposic¸a˜o 2.6. Seja X uma superf´ıcie parametrizada com um referencial mo´vel {e1, e2, e3},
enta˜o as formas de conexo˜es ω31 = h11ω
1 + h12ω
2 e ω32 = h21ω
1 + h22ω
2 expressas na base do
co-referencial mo´vel pelos coeficientes hij sa˜o tais que h12 = h21.
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Demonstrac¸a˜o: De fato, decorre da equac¸a˜o de estrutura (2.5) que
0 = ω1 ∧ ω31 + ω2 ∧ ω32
= ω1 ∧ (h11ω1 + h12ω2) + ω2 ∧ (h21ω1 + h22ω2)
= h12ω
1 ∧ ω2 + h21ω2 ∧ ω1
= (h12 − h21)ω1 ∧ ω2.
E assim a tese decorre da independeˆncia linear entre ω1 e ω2 usando o Corola´rio (2.1).
2
Proposic¸a˜o 2.7. (Lema de Cartan)Seja X uma superf´ıcie parametrizada com um refe-
rencial mo´vel {e1, e2, e3}. Enta˜o a forma de conexa˜o ω21 e´ determinada implicitamente, na
base do co-referencial mo´vel, pelas equac¸o˜es de estrutura dω1 = ω2 ∧ ω12 e dω2 = ω1 ∧ ω21.
Demonstrac¸a˜o: De fato, suponhamos que existam duas 1-formas, digamos ω21 e ω¯
2
1, satisfa-
zendo as equac¸o˜es de estrutura (2.3) e (2.4). Como o co-referencial mo´vel e´ uma base, temos
que a 1-forma dada pela diferenc¸a ω21 − ω¯21 = Aω1 + Bω2 e´ expressa nesta base para algum
par de coeficientes A e B.
Primeiramente a equac¸a˜o de estrutura (2.3) nos assegura que
ω2 ∧ ω21 = ω2 ∧ ω¯21.
O que equivale a
0 = ω2 ∧ (ω21 − w¯21)
= ω2 ∧ (Aω1 +Bω2)
= −Aω1 ∧ ω2,
isto e´, A = 0.
Analogamente a equac¸a˜o de estrutura (2.4) implicara´ que o coeficiente B = 0.




A seguir vamos relacionar o co-referencial mo´vel e as formas de conexa˜o de uma superf´ıcie
X com suas primeira e segunda formas fundamentais. Primeiramente apresentemos uma
caracterizac¸a˜o de superf´ıcies parametrizadas em termos de 1-formas diferenciais.
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Teorema 2.1. Suponha que X : U ⊂ R2 → R3 seja uma aplicac¸a˜o diferencia´vel em U aberto
de R2. Enta˜o para que X seja uma superf´ıcie parametrizada regular em E3 e´ necessa´rio
e suficiente que existam f, f¯ : U ⊂ R2 → R3 diferencia´veis em U e um par de 1-formas
diferenciais ω, ω¯ em U satisfazendo as seguintes condic¸o˜es:
a)f(q), f¯(q) sa˜o dois vetores linearmente independentes em R3 para cada q ∈ U .
b)As 1-formas ω e ω¯ sa˜o linearmente independentes.
c)Em cada q ∈ U , dXq = ωqf(q) + w¯qf¯(q).
Demonstrac¸a˜o: Para a condic¸a˜o necessa´ria, suponha que X e´ uma superf´ıcie parametrizada
regular. Tome as func¸o˜es f = Xu e f¯ = Xv e as 1-formas ω = du e w¯ = dv. Note que X
ser regular implica que a condic¸a˜o a) e´ satisfeita. As 1-formas du e dv sa˜o linearmente inde-
pendentes, assim temos a condic¸a˜o b). Por u´ltimo a expressa˜o dXq = Xudu+Xvdv garante
condic¸a˜o c).
Para a condic¸a˜o suficiente, basta mostrar que, nestas condic¸o˜es, dXq e´ uma aplicac¸a˜o
injetiva para cada q ∈ U . Pelo teorema do nu´cleo e da imagem isto equivale a garantir que
sempre que um vetor V ∈ R2 for tal que dXq(V ) = 0 devemos ter que V = 0. Suponha que
existam func¸o˜es diferencia´veis f e f¯ e um par de 1-formas ω e ω¯ tais que as condic¸o˜es a)-c)
sa˜o satisfeitas. Seja V ∈ R2 um vetor tal que dX(V ) = 0. Pela condic¸a˜o c), teremos
ωq(V )f(q) + ω¯(V )f¯(q) = 0.
A independeˆncia linear entre f(q) e f¯(q) dada pela condic¸a˜o a) nos garante que
ωq(V ) = ω¯(V ) = 0.
Assim para todo vetor V¯ temos
(ω ∧ w¯)q(V, V¯ ) = ωq(V )ω¯q(V¯ )− ω¯q(V )ωq(V¯ ) = 0.
(2.10)
Suponhamos, por contradic¸a˜o, que V 6= 0 de modo que existe V¯ tal que {V, V¯ } e´ uma base
de R2. Dados quaisquer par de vetor de R2 podemos escreveˆ-los nesta base como µV + ηV¯ e
αV + βV¯ . Pela bilinearidade da aplicac¸a˜o (ω ∧ w¯)q devemos ter
(ω ∧ w¯)q(µV + ηV¯ , αV + βV¯ ) = (ω ∧ w¯)q(V, V¯ )(µβ − ηα) +
+(ω ∧ ω¯)q(V, V )(µα) +
+(ω ∧ ω¯)q(V¯ , V¯ )(ηβ) = 0,
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pois, conforme a Observac¸a˜o (2.4), esta e´ uma forma alternada e assim os dois u´ltimos termos
se anulam. Isto significa que (ω ∧ w¯)q ≡ 0 o que e´ um absurdo perante a hipo´tese dada pela
condic¸a˜o b). Assim, garantimos que V = 0 e consequente X e´ uma superf´ıcie parametrizada
regular em E3.
2
Observac¸a˜o 2.6. Ainda nas hipo´teses do teorema acima, para cada q ∈ U temos que as
func¸o˜es f e f¯ em q geram o espac¸o tangente a superf´ıcie em q.
Sabemos que em uma superf´ıcie parametrizadaX, as primeira e segunda formas quadra´ticas
fundamentais sa˜o aplicac¸o˜es, em um ponto q ∈ U , Iq, IIq : TqX → R dadas respectivamente
por se V ∈ R2
Iq(dXq(V )) = 〈dXq(V ), dXq(V )〉E3 ,
IIq(dXq(V )) = −〈dNq(V ), dXq(V )〉E3 ,
em que dNq e´ a diferencial da aplicac¸a˜o normal N : U ⊂ R2 → R3 em q.
Deste modo, se {e1, e2, e3} e´ um referencial mo´vel adaptado a superf´ıcie X temos que
e3 = N e´ normal a superf´ıcie. Assim seja ω
i o co-referencial mo´vel e ωji as formas de
conexa˜o. Devera´ valer que dX = ω1e1 + ω
2e2 e dN = de3, de modo que
Iq(dX(V )) = 〈dXq(V ), dXq(V )〉E3
= (ω1q (V ))
2 + (ω2q (V ))
2.
Esta igualdade para todo V ∈ R2 e para cada q ∈ U induz a identidade
I = ω1 ⊗ ω1 + ω2 ⊗ ω2. (2.11)
Analogamente;
II = −〈dX, dN〉E3
= −〈ω1e1 + ω2e2, ω13e1 + ω23e2〉E3
= −ω1 ⊗ ω13 − ω2 ⊗ ω23
= ω1 ⊗ ω31 + ω2 ⊗ ω32. (2.12)
Deste modo, uma vez que a primeira e segunda forma fundamental e´ expressa em termos
do co-referencial mo´vel e das formas de conexa˜o podemos expressar os entes geome´tricos de
X em termos destas formas diferenciais, como por exemplo a curvatura Gaussiana de X.
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Teorema 2.2. Sejam X uma superf´ıcie parametrizada regular em E3 com curvatura Gaus-
siana K, {e1, e2, e3} um referencial mo´vel adaptado a X com {ω1, ω2} co-referencial e {ωji }
formas de conexa˜o. Enta˜o a seguinte relac¸a˜o vale,
dω21 = −Kω1 ∧ ω2, (2.13)
A demonstrac¸a˜o segue analogamente do caso de superf´ıcies no espac¸o de Minkowski, qual
sera´ feita em detalhes na pro´xima sec¸a˜o, no Teorema 2.3.
2.2.2 Referenciais Mo´veis em L3
Nesta sec¸a˜o trataremos dos referenciais mo´veis em superf´ıcies parametrizadas em L3.
A motivac¸a˜o para construc¸a˜o do me´todo do referencial mo´vel em L3 e´ a mesma do caso
de superf´ıcies em E3 de modo que a exposic¸a˜o desta sec¸a˜o sera´ ana´loga a exposic¸a˜o da
sec¸a˜o anterior. Existem diferenc¸as na construc¸a˜o do me´todo do referencial mo´vel em cada
aspecto em que se faz refereˆncia a conceitos me´tricos, como por exemplo na definic¸a˜o de um
referencial mo´vel onde o conceito de ”ortonormalidade”e´ diferente entre os espac¸os E3 e L3.
Em contrapartida, todos os conceitos que na˜o sa˜o me´tricos sera˜o mantidos, como por exemplo
as definic¸a˜o de 1-formas diferenciais em um aberto U ⊂ R2 e suas propriedades.
Ao longo desta sec¸a˜o consideremos X : U ⊂ R2 → L3, U um conjunto aberto e conexo de
R2, uma superf´ıcie parametrizada em L3.
Definic¸a˜o 2.15. Dizemos que uma terna de func¸o˜es diferencia´veis e1, e2, e3 : U ⊂ R2 → L3
formam um Referencial Mo´vel (ou um Triedro Mo´vel), desde que, em cada q ∈ U o
conjunto {e1(q), e2(q), e3(q)} formam uma base ortonormal de L3 e e1(q), e2(q) ∈ TqX.
Notac¸a˜o 2.1. A cada referencial mo´vel adaptado a uma superf´ıcie X, digamos {e1, e2, e3},
denotaremos i = 〈ei, ei〉. Ale´m disso, nos referiremos a func¸a˜o i, que assume valores em
{−1, 0,+1}, como sendo o sinal do vetor ei.
Observac¸a˜o 2.7. Note que a cada superf´ıcie X temos que {e1(q), e2(q)} forma uma base
para o espac¸o tangente em q ∈ U . Ale´m disso, se X e´ na˜o-degenerada (vide Definic¸a˜o (1.19)),
e3(q) e´ normal a superf´ıcie, em q ∈ U , e seu sinal 3(q) e´ 1 se a superf´ıcie for tipo-tempo em
q ou igual a −1 se a superf´ıcie for tipo-espac¸o em q.
Seja {e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X. De maneira ana´loga ao
caso Euclidiano, ficam definidas 1-formas diferenciais em U da seguinte forma: a cada q ∈ U
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e´ associado os seguintes elementos do espac¸o dual de R2
(ωi)q : R2 → R; V ∈ R2 7→ (ωi)q(V ) = 〈dXq(V ), ei〉, (2.14)
(ωlj)q : R2 → R; V ∈ R2 7→ (ωlj)q(V ) = 〈d(ej)q(V ), el, 〉 (2.15)
em que i ∈ {1, 2} e j, l ∈ {1, 2, 3}. Deste modo, podemos denotar as ternas de 1-formas
diferenciais dX e dej respectivamente por;
dX = 1ω1e1 + 2ω2e2,
dej = 1ω
1
j e1 + 2ω
2
j e2 + 3ω
3
j e3.
Estas 1-formas diferenciais cumprira˜o o mesmo papel que no caso Euclidiano, de modo
que temos a seguinte definic¸a˜o;
Definic¸a˜o 2.16. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada em L3 e considere
{e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X. Dizemos que o conjunto de 1-formas
diferenciais ω1, ω2, definidas em (2.14):
ωi = 〈dX, ei〉 i ∈ {1, 2},
compo˜em um co-referencial mo´vel adaptado a superf´ıcie X em L3 e as formas diferen-
ciais ωij, dadas em (2.15);
ωji = 〈dei, ej〉, i ∈ {1, 2} j ∈ {1, 2, 3},
sa˜o ditas formas de conexa˜o associadas ao co-referencial mo´vel.
Observac¸a˜o 2.8. Alguns autores definem o co-rerencial mo´vel e as formas de conexa˜o,
digamos ω¯i e ω¯ji , pela expressa˜o
dX = ω¯1e1 + ω¯2e2,
dej = ω¯
1
j e1 + ω¯
2
j e2 + ω¯
3
j e3.
De modo que ω¯i = i〈dX, ei〉 = iωi e ω¯ji = j〈dei, ej〉 = jωji . Na˜o existe nenhuma diferenc¸a
significativa entre estas duas definic¸o˜es.
Lema 2.2. Sejam X : U ⊂ R2 → L3, uma superf´ıcie parametrizada regular em L3, e
{e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X. Enta˜o o co-referencial mo´vel ω1 e
ω2 formam uma base para o espac¸o das 1-formas diferenciais em U ⊂ R2.
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Demonstrac¸a˜o: De fato, conforme a expressa˜o (2.14) temos que (ωi)q(•) = 〈dXq(•), ei〉
e´ um elemento do espac¸o dual de R2 para cada q ∈ U . Como X e´ diferencia´vel podemos
escrever a terna de 1-formas diferenciais dX = Xudu+ Xvdv. Consequentemente
ωi = 〈Xu, ei〉du+ 〈Xv, ei〉dv.
Como X e ei sa˜o func¸o˜es diferencia´veis em U , segue que ωi e´ de fato uma 1-forma diferencial
em U conforme a Definic¸a˜o (2.1). Nos resta mostrar que ω1, ω2 sa˜o linearmente independentes.
Primeiramente, podemos escrever
Xu = 1〈Xu, e1〉e1 + 2〈Xu, e2〉e2,
Xv = 1〈Xv, e1〉e1 + 2〈Xv, e2〉e2.
Como X e´ regular, temos que a diferencial dX e´ injetiva o que implica em Xu e Xv serem
linearmente independentes. Assim
0 6= det
 1〈Xu, e1〉 1〈Xv, e1〉
2〈Xu, e2〉 2〈Xv, e2〉
 = 12det
 〈Xu, e1〉 〈Xv, e1〉
〈Xu, e2〉 〈Xv, e2〉
 .
Por outro lado, pela expressa˜o ωi = 〈Xu, ei〉du+ 〈Xv, ei〉dv, temos
ω1 ∧ ω2 = det
 〈Xu, e1〉 〈Xv, e1〉
〈Xu, e2〉 〈Xv, e2〉
 du ∧ dv,
assim, ω1 ∧ ω2 6= 0. E portanto pela caracterizac¸a˜o dada no Corola´rio (2.1) segue que ω1, ω2
sa˜o linearmente independentes.
2
Com este Lema, dado um referencial mo´vel de uma superf´ıcie, podemos escrever as for-
mas de conexa˜o na base do co-referencial mo´vel. Analogamente ao caso Euclidiano temos a
seguinte Proposic¸a˜o.
Proposic¸a˜o 2.8. Sejam X : U ⊂ R2 → L3, uma superf´ıcie parametrizada regular em L3 e
{e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X. Enta˜o o co-referencial mo´vel ωi e
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as formas de conexa˜o ωji satisfazem as seguintes relac¸o˜es;
ωji = −ωij (2.16)
dω1 = 2ω
2 ∧ ω12 (2.17)
dω2 = 1ω
1 ∧ ω21 (2.18)
1ω
1 ∧ ω31 + 2ω2 ∧ ω32 = 0 (2.19)
dω21 = 3ω
3
1 ∧ ω23 (2.20)
dω31 = 2ω
2
1 ∧ ω32 (2.21)
dω32 = 1ω
1
2 ∧ ω31. (2.22)
Demonstrac¸a˜o: A demonstrac¸a˜o e´ inteiramente ana´loga ao caso Euclidiano dada na Pro-
posic¸a˜o (2.5). A ortogonalidade do referencial mo´vel implicara´ na equac¸a˜o (2.16). A diferenci-
abilidade da aplicac¸a˜o X implicara´ nas equac¸o˜es (2.17)-(2.19) e por u´ltimo a diferenciabilidade
do referencial mo´vel implicara´ nas equac¸o˜es (2.20)-(2.22).
De fato, dado um referencial mo´vel {e1, e2, e3}, temos por ortonormalidade que 〈ei, ej〉 = iδij .
Assim tomando a derivada dos dois lados, temos




e consequentemente temos (2.16).
Usando que X e´ uma terna de func¸o˜es diferencia´veis temos que d(dX) = 0, e pela relac¸a˜o















2e3) ∧ ω2 + 2e2dω2
= (21ω
1
2 ∧ ω2 + 1dω1)e1 + (12ω21 ∧ ω1 + 2dω2)e2 +
+(12ω
3
1 ∧ ω1 + 23ω32 ∧ ω2)e3.
Logo, usando a independeˆncia linear do referencial mo´vel em cada q ∈ U temos que cada
componente desta expressa˜o vetorial deve ser nula em cada q e assim temos as equac¸o˜es
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(2.17)-(2.19).





































































i, k ∈ {1, 2, 3}.
Deste modo, quando i = 1 e k = 2:
dω21 = −1ω21 ∧ ω11 − 2ω21 ∧ ω21 − 3ω23 ∧ ω31




donde temos a equac¸a˜o (2.20).
De maneira ana´loga, quando i = 1 e k = 3 temos a equac¸a˜o (2.21) e por u´ltimo, quando
i = 2 e k = 3 temos a equac¸a˜o (2.22). Os demais casos se reduzem a identidade 0 = 0. Com
isto demonstramos a Proposic¸a˜o.
2
Esta Proposic¸a˜o e´ o principal resultado deste cap´ıtulo, pois as equac¸o˜es (2.16)-(2.22),
sempre sera˜o va´lidas em qualquer referencial mo´vel. Elas nos dara˜o informac¸o˜es geome´tricas
importantes sobre a superf´ıcie pois, conforme veremos, elas satisfazem um papel ana´logo
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ao das equac¸o˜es de compatibilidade na teoria local de superf´ıcies. Analogamente ao caso
Euclidiano, temos a seguinte definic¸a˜o.
Definic¸a˜o 2.17. Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada em L3 e {e1, e2, 23}
um referencial mo´vel adaptado a superf´ıcie X. Dizemos que as equac¸o˜es (2.16)-(2.22) sa˜o
as Equac¸o˜es de Estrutura do referencial mo´vel, as equac¸o˜es (2.17)-(2.19) sa˜o ditas as
Equac¸o˜es de Cartan a equac¸a˜o (2.20) e´ dita Equac¸a˜o de Gauss e por u´ltimo (2.21)-
(2.22) sa˜o ditas Equac¸o˜es Codazzi.
De maneira ana´loga ao que foi no caso Euclidiano e´ poss´ıvel enunciar e demonstrar os
ana´logos do Lema de Cartan dados na Proposic¸a˜o (2.6) e Proposic¸a˜o (2.7) para o caso de X
superf´ıcie em L3.
Proposic¸a˜o 2.9. (Lema de Cartan)Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada
em L3 e {e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X. Enta˜o a forma de conexa˜o
w21 e´ unicamente determinada pelo co-referencial mo´vel ω
1, ω2.
Proposic¸a˜o 2.10. Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada em L3 e
{e1, e2, 23} um referencial mo´vel adaptado a superf´ıcie X. Enta˜o as primeira e segunda
formas fundamentais da superf´ıcie sa˜o dadas em termos do co-referencial ωi e das formas de
conexa˜o ωji .
Demonstrac¸a˜o: Sabemos que para uma superf´ıcie parametrizada X, as primeira e segunda
formas quadra´ticas fundamentais sa˜o aplicac¸o˜es, em um ponto q ∈ U , Iq, IIq : TqX → R
dadas respectivamente por
Iq(dXq(V )) = 〈dXq(V ), dXq(V )〉,
IIq(dXq(V )) = −〈dNq(V ), dXq(V )〉,
com V ∈ R2 e dNq a diferencial da aplicac¸a˜o normal em q.
Deste modo, se {e1, e2, e3} e´ um referencial mo´vel adaptado a superf´ıcie X temos que e3 = N
e´ normal a superf´ıcie. Assim, seja ωi o co-referencial mo´vel, e ωji as formas de conexa˜o.
Devera´ valer que dX = 1ω
1e1 + 2ω
2e2 e dN = de3, de modo que
Iq(dX(V )) = 〈dXq(V ), dXq(V )〉
= (ω1q (V ))
2 + (ω2q (V ))
2.
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Esta igualdade para todo V ∈ R2 e para cada q ∈ U induz a identidade
I = ω1 ⊗ ω1 + ω2 ⊗ ω2. (2.23)
Analogamente
II = −〈dX, dN〉
= −〈1ω1e1 + 2ω2e2, 1ω13e1 + 2ω23e2〉
= −(1)2ω1 ⊗ ω13 − (2)2ω2 ⊗ ω23
= ω1 ⊗ ω31 + ω2 ⊗ ω32.
De modo que expressamos as primeira e segunda formas fundamentais em termos do co-
referencial mo´vel e das formas de conexa˜o. 2
O seguinte teorema nos da´ uma forma de relacionar o co-referencial mo´vel com a curvatura
Gaussiana da superf´ıcie, e tambe´m justifica a nomenclatura de Equac¸a˜o de Gauss para a
Equac¸a˜o (2.20).
Teorema 2.3. Sejam X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular na˜o-degenderada,
{e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X e K a curvatura Gaussiana da su-
perf´ıcie X. Enta˜o o co-referencial mo´vel e´ tal que vale a expressa˜o
dω21 = −Kω1 ∧ ω2. (2.24)
Demonstrac¸a˜o: Para mostrar que vale a relac¸a˜o ω21 = −Kω1 ∧ ω2 entre duas 2-formas
diferenciais podemos usar a bilinearidade de uma 2-forma e mostrar que as imagens, por
alguma base de R2, coincidem.
Como X e´ uma superf´ıcie parametrizada regular e {e1, e2} formam uma base de TqX, em
cada q ∈ U , garantimos que f1 = dX−1q (e1) ∈ R2 e f2 = dX−1q (e2) ∈ R2 forma uma base para
R2.
Por definic¸a˜o, uma 2-forma diferencial e´ uma forma alternada, de modo que se verifica
automaticamente a identidade;
(dω21)q(f
i, f i) = (−1)K(q)(ω1 ∧ ω2)q(f i, f i), i = 1, 2.
Nos resta mostrar o caso na˜o trivial. Por definic¸a˜o K(q) = 3det(Sq) em que Sq : TqX→
TqX e´ o Operador de Weingarten da superf´ıcie X em q ∈ U . Ainda vale que Sq(x) =
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−dNq(dX−1(x)) = −d(e3)q(dX−1(x)), com x ∈ TqX. Expressando na base {e1(q), e2(q)} de




 1〈Sq(e1), e1〉 1〈Sq(e2), e1〉
2〈Sq(e1), e2〉 2〈Sq(e2), e2〉

=
 1〈−d(e3)q(f1), e1〉 1〈−d(e3)q(f2), e1〉
























3 ∧ ω23)q(f1, f2).
Usando que 123 = −1 (pois, sendo a superf´ıcie X na˜o-degenerada, somente um dos sinais
i e´ ideˆntico a −1 e os outros dois restantes sa˜o ideˆnticos a +1) e usando que ω13 = −ω31,
K(q) = (ω31 ∧ ω23)q(f1, f2).
Usando agora a Equac¸a˜o de estrutura (2.20) (dω21 = 3ω
3
1 ∧ ω23), teremos
dω21(f
1, f2) = 3K(q). (2.25)
Por outro lado, note que,
ωi(f j) = 〈dX(f j), ei〉 = 〈ej , ei〉 = iδij ,
deste modo,




= 12 = −3.
Em que na u´ltima igualdade usamos novamente a relac¸a˜o 123 = −1. E assim, substituindo
3 desta equac¸a˜o na relac¸a˜o (2.25), obtemos
dω21(f
1, f2) = −K(q)(ω1 ∧ ω2)q(f1, f2).
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Assim garantimos que
dω21 = −K(ω1 ∧ ω2).
E o teorema esta´ demonstrado.
2
Este teorema permite escrever a Equac¸a˜o de Gauss de uma superf´ıcie em termos das 1-
formas do co-referencial mo´vel. Ale´m disso, este teorema juntamente com o Lema de Cartan
(Proposic¸a˜o 2.9) permite demonstrar o ana´logo, para superf´ıcies no espac¸o de Minkowski, de
um dos teoremas mais ce´lebres da Geometria Diferencial.
Corola´rio 2.2. (Theorema Egregium de Gauss) Seja X uma superf´ıcie parametrizada
regular na˜o-degenerada em L3. Enta˜o a curvatura Gaussiana de K de X e´ definida intrinse-
camente, isto e´, depende somente da primeira forma fundamental.
Demonstrac¸a˜o: Vimos que a na˜o-degeneresceˆncia e regularidade de X implicam na existeˆncia
de referenciais mo´veis. E dado qualquer referencial mo´vel sempre fica bem definido o co-
referencial mo´vel. Pela Proposic¸a˜o (2.10) vimos que sempre e´ poss´ıvel expressar a primeira
forma fundamental de X em termos deste co-referencial via equac¸a˜o (2.23) por
I = ω1 ⊗ ω1 + ω2 ⊗ ω2.
Sendo X uma superf´ıcie na˜o-degenerada, temos a Equac¸a˜o de Gauss dada pelo Teorema
(2.3)
dω21 = −Kω1 ∧ ω2.
Pelo Lema de Cartan a 1-forma ω21 e´ univocamente determinada pelo co-referencial mo´vel,
assim a curvatura depende somente do co-referencial mo´vel que por sua vez esta´ relacionado
com a primeira forma fundamental. Deste modo garantimos que K e´ um objeto intr´ınseco
da superf´ıcie.
2
2.2.3 Referenciais Nulos em L3
Recordamos que na definic¸a˜o de um referencial mo´vel pedimos que {e1, e2, e3} formasse
uma base ortonormal de L3, isto e´, {ei, ej} = δij . Assim constru´ımos o co-referencial mo´vel
usando esta propriedade.
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Nosso objetivo nesta sec¸a˜o e´ generalizar a noc¸a˜o de referencial mo´vel e co-referencial
mo´vel para os casos em que o triedro mo´vel admita vetores tipo-luz. Veremos que tal ge-
neralizac¸a˜o sera´ u´til para tratarmos superf´ıcies tipo-tempo na˜o Weingarten-diagonaliza´veis.
Denominaremos tais referenciais por Referenciais nulos.
Primeiramente seja P um plano qualquer tipo-tempo. Pela Proposic¸a˜o (1.5), existem
a, b ∈ P vetores tipo-luz linearmente independentes e pela Proposic¸a˜o (1.4) podemos supor
que 〈a, b〉 = µ > 0. Existe tambe´m u um vetor tipo-espac¸o normal ao plano P . Assim vamos
tratar de referenciais do tipo {a, b, u}.
Definic¸a˜o 2.18. Seja X uma superf´ıcie parametrizada regular tipo-tempo no espac¸o de Min-
kowski. Diremos que as aplicac¸o˜es e1, e2, e3 : U ⊂ R2 → L3 formam um Referencial
Mo´vel Nulo, ou simplesmente Referencial Nulo, adaptado a superf´ıcie X desde que, se-
jam aplicac¸o˜es diferencia´veis e em cada ponto q formem uma base de L3 tal que e1, e2 sa˜o
vetores tipo-luz, linearmente independentes com 〈e1, e2〉 = µ > 0 e e3 e´ um vetor tipo-espac¸o
normal.
Definiremos o co-referencial mo´vel nulo e as formas de conexa˜o, de modo que,
dX = ω1e1 + ω2e2 (2.26)
dej = ω
1
j e1 + ω
2
j e2 + ω
3
j e3. (2.27)
















〈dej , e1〉 (2.31)
ω3j := 〈dej , e3〉 (2.32)
(2.33)
em que µ = µ(q) e´ o paraˆmetro definido por 〈e1, e2〉 = µ > 0. De fato para mostrar que estas
1-formas assim definidas satisfazem (2.26) e (2.27). Basta mostrar que em cada q, os vetores
dX−ω1e1−ω2e2 e dej −ω1j e1−ω2j e2−ω3j e3 sa˜o ortogonais a e1, e2 e e3 e usar que a me´trica
e´ na˜o degenerada.
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3 = 0 (2.34)
dω1 = ω1 ∧ ω11 (2.35)
dω2 = ω2 ∧ ω22 (2.36)
ω1 ∧ ω31 + ω2 ∧ ω32 = 0 (2.37)
dω11 = ω
3
1 ∧ ω13 (2.38)
dω22 = ω
3
2 ∧ ω23 (= −µKω1 ∧ ω2) (2.39)
dω13 = ω
1
3 ∧ ω11 (2.40)
dω23 = ω
2
3 ∧ ω22 (2.41)
em que K e´ a curvatura Gaussiana da superf´ıcie X e µ > 0 e´ o paraˆmetro tal que 〈e1, e2〉 = µ.
De fato, primeiramente como 〈ei, ei〉 ∈ {0, 1}, temos
〈dei, ei〉 = 0.
Tomando i = 2, 1, 3 temos a primeira, segunda e terceira equac¸a˜o de (2.34) respectivamente.
Partido da relac¸a˜o 〈ei, e3〉 = 0 para i = 1, 2 temos as duas u´ltimas equac¸o˜es de (2.34). Ob-
servamos que como definimos µ = µ(p) a equac¸a˜o 〈e1, e2〉 = µ em geral na˜o necessariamente
implica em uma relac¸a˜o do tipo (2.34).
Usando a diferenciabilidade de X e as equac¸o˜es que acabamos de demonstrar, temos
0 = d(dX) = d(ω1e1 + ω2e2)
= dω1e1 + d(e1) ∧ ω1 + dω2e2 + d(e2) ∧ ω2




1e3) ∧ ω1 + dω2e2 + (ω22e2 + ω32e3) ∧ ω2
=
(








ω31 ∧ ω1 + ω32 ∧ ω2
)
e3,
de onde decorre (2.35)-(2.37).
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Da diferenciabilidade de ej , decorre que
















































ωij ∧ ωki .
Assim com j = 1 e k = 1, segue que
dω11 = ω
1
1 ∧ ω11 + ω21 ∧ ω12 ∧+ω31 ∧ ω13
= ω31 ∧ ω13, (2.42)
de onde decorre (2.38). Tomando agora, j = 2 e k = 2,
dω22 = ω
1
2 ∧ ω21 + ω22 ∧ ω22 ∧+ω32 ∧ ω23
= ω32 ∧ ω23, (2.43)
e assim temos (2.39). Com j = 3 e k = 1,
dω13 = ω
1
3 ∧ ω11 + ω23 ∧ ω12 ∧+ω33 ∧ ω13
= ω13 ∧ ω11,
donde vale (2.40). Por u´ltimo (2.41) e´ obtida considerando j = 3 e k = 2. De fato,
dω23 = ω
1
3 ∧ ω21 + ω23 ∧ ω22 + ω33 ∧ ω23
= ω23 ∧ ω22.
Por u´ltimo, a relac¸a˜o adicional dω22 = −µKω1 ∧ ω2 na Equac¸a˜o de Estrutura (2.39) e´
obtida pela seguinte proposic¸a˜o. Esta equac¸a˜o e´ dita Equac¸a˜o de Gauss.
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Proposic¸a˜o 2.11. Seja X : U ⊂ R2 → L3 uma superf´ıcie parametrizada regular em L3
com curvatura Gaussiana K. Suponha que X seja tipo-tempo e tenha um Referencial Nulo
adaptado {ei} com paraˆmetro µ = 〈e1, e2〉 > 0, {ωi} co-referencial e {ωji } formas de conexa˜o.
Enta˜o em cada q ∈ U , temos
dω22 = −µKω1 ∧ ω2.
Demonstrac¸a˜o: Por definic¸a˜o a curvatura Gaussiana de uma superf´ıcie tipo-tempo e´ K(q) =
detSq, com Sq o operador de Weingarten.
Seja {f1, f2} ⊂ R2 a base de R2 dada por f i = dX−1q (ei), onde {e1, e2} e´ a base de TqX.
Como Sq = −dNq = −d(e3)q = −ω13e1−ω23e2 decorre que a matriz representativa de Sq nesta







Da´ı K = ω13(f
1)ω23(f
2)− ω13(f2)ω23(f1). Usando as equac¸o˜es de estrutura, segue que
K = ω13 ∧ ω23(f1, f2)
= (−µ−1ω32) ∧ ω23(f1, f2)
= −µ−1dω22(f1, f2).
Agora usando a relac¸a˜o ω1 ∧ ω2(f1, f2) = 1, obtemos
dω22(f
1, f2) = −µK = −µKω1 ∧ ω2(f1, f2).
Paralelamente para j = 1, 2, obtemos
dω22(f
j , f j) = ω32 ∧ ω23(f j , f j)
= ω32(f
j)ω23(f
j)− ω23(f j)ω32(f j) = 0.
Ale´m disso
ω1 ∧ ω2(f j , f j) = ω1(f j)ω2(f j)− ω2(f j)ω1(f j) = 0.
Portanto, temos que a igualdade, entre 2-formas, se verifica;
dω22 = −µKω1 ∧ ω2,
Logo a Proposic¸a˜o esta´ demonstrada. 2
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Encerraremos essaa sec¸a˜o exibindo a primeira e segunda formas fundamentais da superf´ıcie
tipo-tempo X em termos do co-referencial mo´vel associado ao referencial nulo. Primeiramente,
Iq = 〈dX, dX〉
= 〈ω1e1 + ω2e2, ω1e1 + ω2e2〉
= ω1 ⊗ ω2〈e1, e2〉+ ω2 ⊗ ω1〈e2, e1〉
= µ
(
ω1 ⊗ ω2 + ω2 ⊗ ω1) . (2.44)
E tambe´m,
IIq = 〈dX, Sq〉 = 〈dX,−dNq〉
= 〈ω1e1 + ω2e2,−ω13e1 − ω23e2〉
= ω1 ⊗ ω23〈e1,−e2〉+ ω2 ⊗ ω13〈e2,−e1〉
= −µ (ω1 ⊗ ω23 + ω2 ⊗ ω13) . (2.45)
Cap´ıtulo 3
Superf´ıcies na˜o-degeneradas de
curvatura constante na˜o nula em L3
e suas EDP’s.
Neste cap´ıtulo daremos algumas aplicac¸o˜es do Me´todo do Referencial Mo´vel. Apresen-
taremos uma classificac¸a˜o das superf´ıces na˜o-degeneradas no espac¸o de Minkowski cuja cur-
vatura Gaussiana e´ constante. Veremos que a tais superf´ıcies e´ poss´ıvel associar uma EDP
espec´ıfica, dita EDP Natural, de tal forma que existira´ uma relac¸a˜o biun´ıvoca entre uma
soluc¸a˜o desta equac¸a˜o e existeˆncia de superf´ıcie. Mais precisamente, a cada superf´ıcie na˜o-
degenerada com curvatura Gaussiana constante sera´ poss´ıvel associar uma soluc¸a˜o de uma
EDP e a cada soluc¸a˜o desta EDP existira´ uma u´nica (a menos de movimento r´ıgido) superf´ıcie
na˜o-degenerada de curvatura Gaussiana constante.
Os resultados a seguir, assim como outros resultados obtidos pelo me´todo do Referencial
Mo´vel, admitem uma demonstrac¸a˜o alternativa sem o uso do me´todo do referencial mo´vel.
Entretanto tais demonstrac¸o˜es sa˜o notavelmente mais extensas e mais trabalhosas. Isto de
certa forma justifica o emprego do me´todo do referencial mo´vel.
Notamos que existe um resultado cla´ssico, ja´ conhecido por Ba¨cklund em 1875 [1], que
relaciona as superf´ıcies de curvatura Gaussiana negativa no espac¸o Euclidiano com sua EDP
natural, a saber a equac¸a˜o de sine-Gordon, na qual motivou por muitos anos o estudo das
superf´ıcies de curvatura constante negativa. Entretanto, na˜o era conhecido se superf´ıcies de
curvatura constante no espac¸o de Minkowski possu´ıam tal propriedade.
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Na literatura um dos trabalhos pioneiros que abordaram o tema de superf´ıcies no espac¸o
de Minkowski e suas EDP’s naturais, veio com a tese de doutorado da Louise Vincentia
McNertney, defendida em 1980 e intitulada ”One-parameter families of surfaces with constant
curvature in Lorentz 3-space” [15]. Nesta tese, dentre outros resultados, e´ demonstrado como
relacionar as superf´ıcies tipo-tempo de curvatura constante negativa nos casos em que o
polinoˆmio caracter´ıstico admite duas ra´ızes ou uma raiz real com soluc¸o˜es das EDP’s de sinh-
Gordon negativa αuu − αvv = − sinhα e a equac¸a˜o de Liouville αuv = 12eα, repectivamente.
Posteriormente, em 1981, S.S. Chern [4], no artigo ”Geometrical interpretation of the
sinh-Gordon equation”, estabelece o me´todo de relacionar as superf´ıcies tipo-espac¸o com
curvatura constante negativa e as superf´ıcies tipo-tempo com curvatura constante positiva
imersas em um espac¸o-forma pseudo-Riemanniano de curvatura constante positiva com suas
EDP’s naturais. Treˆs anos depois, em 1984, Hu Hesheng [10] no artigo ”The Construction
of Hyperbolic Surfaces in 3-Dimensional Minkowski Space and Sinh-Gordon Equation” tra´s
uma adaptac¸a˜o do me´todo de Chern para superf´ıcies no espac¸o de Minkowski ao inve´s do
espac¸o-forma.
Com os me´todos estabelecidos pela L. V. McNertney e por S.S. Chern, nos quais eram
essenciais usar parametrizac¸o˜es por linhas de curvatura, foi poss´ıvel relacionar superf´ıcies
na˜o-degeneradas de curvatura constante na˜o nulas que admitiam reparametrizac¸o˜es por li-
nhas de curvatura, com suas EDP’s naturais. Entretanto, na˜o se sabia se as superf´ıcies que
na˜o adimitem curvaturas principais podiam ou na˜o ser relacionadas com alguma EDP natural.
Cerca duas de´cadas depois, em 2002, C.H. Gu, H.S. Hu e J. Inoguchi [12] no artigo ”On
time-like surfaces of positive constant Gaussian curvature and imaginary principal curvatu-
res”trataram este u´ltimo caso, cuja abordagem e´ feita com uma adaptac¸a˜o do me´todo da L.
V. McNertney para o caso de superf´ıcies tipo-tempo com uma ra´ız real. Foi estabelecido um
Referencial de vetores tipo-luz, para relacionar tais superf´ıcies com soluc¸o˜es da equac¸a˜o de
cosh-Gordon αuu − αvv = coshα.
Neste cap´ıtulo colecionaremos os resultados apresentados na literatura, de modo que
teremos uma ”classificac¸a˜o”de todas as superf´ıcies na˜o-degeneradas no espac¸o de Minkowski,
com curvatura Gaussiana constante na˜o nula em termos de suas EDP’s naturais.
Comec¸aremos tratando, na pro´xima sec¸a˜o, o caso de superf´ıcies com curvatura constante
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no espac¸o Euclidiano. Esta abordagem de certo modo servira´ de ”modelo”para obtermos os
resultados ana´logos paras superf´ıcies no espac¸o de Minkowski. Encerraremos este cap´ıtulo
resumindo os principais resultados estabelecidos.
3.1 Superf´ıcies de curvatura Gaussiana constante na˜o nula em
E3
Ja´ e´ um resultado cla´ssico na literatura que a equac¸a˜o de sine-Gordon esta´ relacionada
com as superf´ıcies de curvatura Gaussiana constante negativa. Daremos uma apresentac¸a˜o
moderna, usando o me´todo do referencial mo´vel, do significado geome´trico da equac¸a˜o de
sine-Gordon.
Nesta sec¸a˜o daremos atenc¸a˜o especial para as superf´ıcies no espac¸o Euclidiano com cur-
vatura Gaussiana constante negativa, pois, estaremos interessados em construir a Trans-
formac¸a˜o de Ba¨cklund que acontece somente entrem tais superf´ıcies. No final desta sec¸a˜o
apresentaremos brevemente como obter a EDP naturalmente associada as superf´ıcies de cur-
vatura constante positiva.
3.1.1 Curvatura constante negativa em E3
Seja X : U ⊂ R2 → E3 uma superf´ıcie parametrizada regular com curvatura Gaussiana
negativa K = −1 < 0.
Lembramos que um ponto de uma superf´ıcie onde a curvatura Gaussiana e´ negativa, e´ um
ponto na˜o umb´ılico, isto e´, as curvaturas principais k1 e k2 neste ponto sa˜o distintas. Ale´m
disso e´ conhecido, conforme [5] Corola´rio 4 pa´gina 220, que podemos obter uma vizinhanc¸a
em torno deste ponto tal que as curvas coordenadas sejam linhas de curvatura. Embora todos
os pontos da superf´ıcie X sejam na˜o umb´ılicos, na˜o podemos garantir que a reparametrizac¸a˜o
por linhas de curvatura da vizinhanc¸a de um ponto p0 seja tambe´m uma reparametrizac¸a˜o por
linhas de curvatura de todos os demais pontos da superf´ıcie. Deste modo podemos supor,
restringindo o domı´nio se necessa´rio, que a superf´ıcie e´ tal que as curvas coordenadas sa˜o
linhas de curvatura.
Deste modo suponha que X esteja parametrizada por (u¯, v¯), em que (u¯0, v¯) e (u¯, v¯0) sa˜o
linhas de curvatura. Consideremos um Referencial Mo´vel {e1, e2, e3} no qual e1 e e2 sa˜o
vetores unita´rios nas direc¸o˜es principais.
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Calculando o co-referencial mo´vel e usando que e1 e´ perpendicular a Xv temos
ω1 = 〈dX, e1〉E3 = 〈Xu¯du¯+Xv¯dv¯, e1〉E3 = 〈Xu¯, e1〉E3du¯. (3.1)
Analogamente,
ω2 = 〈Xv¯, e2〉E3dv¯. (3.2)
Consequentemente dX = Xu¯du¯ + Xv¯dv¯ e´ expressa, em termos do co-referencial ω
1, ω2,
por
dX = ω1e1du¯+ ω
2e2dv¯.
Em geral dX assume a seguinte expressa˜o
dX = A¯e1du¯+ B¯e2dv¯,
em que A¯ e B¯ sa˜o func¸o˜es reais definidas em U .
Com isto temos que a primeira forma fundamental, conforme a Equac¸a˜o (2.11), e´ escrita
como
I = ω1 ⊗ ω1 + ω2 ⊗ ω2
= A¯2du¯⊗ du¯+ B¯2dv¯ ⊗ dv¯. (3.3)





= 〈Xu¯du¯+Xv¯dv¯, A¯k1e1du¯+ B¯k2e2dv¯〉E3
= k1A¯〈Xu¯, e1〉E3du¯⊗ du¯+ k2B¯〈Xv¯, e2〉E3dv¯ ⊗ dv¯
= k1A¯
2du¯⊗ du¯+ k2B¯2dv¯ ⊗ dv¯. (3.4)
Por outro lado, comparando com a Equac¸a˜o (2.12) temos que
II = ω1 ⊗ ω31 + ω2 ⊗ ω32
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Tambe´m, pela Proposic¸a˜o (2.7) podemos determinar a forma de conexa˜o ω21 usando as








satisfaz as equac¸o˜es dω1 = ω2 ∧ ω12 e dω2 = ω1 ∧ ω21. Ou alternativamente escrevendo
ω21 = Pdu¯+Qdv¯, verifica-se a seguinte cadeia de equivaleˆncias
dω1 = ω2 ∧ ω12
d(A¯du¯) = (B¯dv¯) ∧ (−Pdu¯−Qdv¯)
A¯v¯dv¯ ∧ du¯ = −B¯Pdv¯ ∧ du¯
−A¯v¯du¯ ∧ dv¯ = B¯Pdu¯ ∧ dv¯, (3.5)
donde, P = − A¯v¯
B¯
. E analogamente usando dω2 = ω1 ∧ ω21, obtemos Q = B¯u¯A¯ .
Agora vamos usar as equac¸o˜es de estrutura para obter condic¸o˜es sob as func¸o˜es A¯ e B¯.














(k1A¯)v¯dv¯ ∧ du¯ = −k2B¯ A¯v¯
B¯
du¯ ∧ dv¯,
(k1A¯)v¯du¯ ∧ dv¯ = k2B¯A¯v¯du¯ ∧ dv¯. (3.6)
Que e´ equivalente a
(k1)v¯A¯+ (k1 − k2)A¯v¯ = 0. (3.7)
Analogamente a Equac¸a˜o de Codazzi (2.8) dω32 = ω
1
2 ∧ ω31 e´ satisfeita se, e somente se,
(k2)u¯B¯ + (k1 + k2)B¯u¯ = 0. (3.8)
Como estamos supondo que a curvatura Gaussiana e´ uma constante negativa, pelas relac¸o˜es
K = k1k2 e k1 > k2, temos que k1 > 0. Logo existe um u´nico α ∈ (0, pi) tal que,
k1 = tan(α/2), α ∈ (0, pi) ,
e consequentemente
k2 = − cot(α/2), α ∈ (0, pi) .
Notando que,
(k1 − k2) = 1
sen(α/2) cos(α/2)
e (k1)v¯ = sec
2(α/2)αv¯/2,
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temos
(k1)v¯
k1 − k2 =
sin(α/2)
cos(α/2)
αv¯/2 = − ∂
∂v¯
ln cos(α/2).











= a(u¯) e´ uma func¸a˜o somente da coordenada u¯. Deste modo,
garantimos que
A¯ = ea(u¯) cos(α/2).
Analogamente, da Equac¸a˜o (3.8) existe uma uma func¸a˜o b(v¯) tal que
B¯ = eb(u¯) sin(α/2).
Deste modo, fica definido uma reparametrizac¸a˜o de X via a mudanc¸a de coordenadas h,
dada por








f(ξ)dξ denota a primitiva da func¸a˜o f no ponto x. Observe que h e´ de fato uma
mudanc¸a de coordenadas, pois, as func¸o˜es a(u¯) e b(v¯) dependem diferencialmente de u¯ e v¯ e












∣∣∣∣∣∣ = ea(u¯)eb(v¯) > 0.
Deste modo a base {du, dv} das novas coordenadas (u, v), sa˜o dadas por








Retomando as equac¸o˜es (3.1) e (3.2) temos respectivamente,
ω1 = A¯du¯ = cos(α/2)du, (3.9)
ω2 = B¯dv¯ = sin(α/2)dv. (3.10)
Repetindo as mesmas passagens anteriores considerando agora cos(α/2) no lugar de A¯ e
sin(α/2) no lugar de B¯, temos que de (3.3) e (3.4)
I = cos2(α/2)du⊗ du+ sin2(α/2)dv ⊗ dv, (3.11)
II = sin(α/2) cos(α/2)du⊗ dv − sin(α/2) cos(α/2)dv ⊗ dv. (3.12)









ω31 = sin(α/2)du, (3.14)
ω32 = − cos(α/2)dv. (3.15)
Acabamos de mostrar que na vizinhanc¸a de um ponto na˜o-umb´ılico de uma superf´ıcie X
em E3 existem coordenadas (u, v) tais que a primeira e segunda formas fundamentais sa˜o
dadas como em (3.11) e (3.12). Geometricamente o paraˆmetro α/2 ∈ (0, pi/2) e´ aˆngulo o
que a linha de curvatura faz com a linha assinto´tica (na qual a curvatura normal e´ nula), de
fato, o valor da curvatura normal, kn, na direc¸a˜o de um vetor que faz um aˆngulo θ com uma
direc¸a˜o principal e´ dada por kn = k1 cos
2(θ) + k2 sin
2(θ). De modo que na direc¸a˜o α/2 temos
kn(α/2) = k1 cos
2(α/2) + k2 sin
2(α/2)
= tan(α/2) cos2(α/2)− cot(α/2) sin2(α/2)
= 0. (3.16)
Assim, por definic¸a˜o, conclu´ımos que esta direc¸a˜o e´ assinto´tica.
Definic¸a˜o 3.1. Seja X : U → E3 uma superf´ıcie parametrizada regular. As coordenadas
(u, v) como constru´ıdas acima, na qual
I = cos2(α/2)du⊗ du+ sin2(α/2)dv ⊗ dv
II = sin(α/2) cos(α/2)du⊗ dv − sin(α/2) cos(α/2)dv ⊗ dv,
sa˜o ditas Coordenadas de Tchebyschef. O referencial mo´vel {e1, e2, e3}, no qual e1 e e2
sa˜o direc¸o˜es principais, e´ dito Referencial Mo´vel de Tchebyschef.
A construc¸a˜o acima nos permite demonstrar como se da´ a cla´ssica relac¸a˜o entre as su-
perf´ıcies de curvatura constante e a equac¸a˜o de sine-Gordon citada no comec¸o desta sec¸a˜o.
Teorema 3.1. A cada superf´ıcie parametrizada regular de curvatura constante negativa em
E3 esta´ associada uma soluc¸a˜o da equac¸a˜o de sine-Gordon;
αuu − αvv = sinα.
Reciprocamente, para cada soluc¸a˜o α ∈ (0, pi) da equac¸a˜o de sine-Gordon, existe uma su-
perf´ıcie de curvatura constante negativa. Ale´m disto esta superf´ıcie e´ u´nica a menos de um
movimento r´ıgido em E3.
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Demonstrac¸a˜o: Suponha que X : U ⊂ R2 → E3 seja uma superf´ıcie com curvatura cons-
tante K = −1. Conforme vimos sempre podemos supor que, a menos de restric¸a˜o do aberto
U , X esta´ parametrizada por linhas de curvaturas. De modo que existira´ uma reparame-
trizac¸a˜o de X por Coordenadas de Tchebyschef e um Referencial Mo´vel de Tchebyschef.
Deste modo, suponha que X esteja parametrizada pelas coordenadas de Techebyschef para o
o co-referencial mo´vel associado ao referencial mo´vel de Tchebyschef, na qual o co-referencial
mo´vel e´ dado pelas Equac¸o˜es (3.9) e (3.10) e as formas de conexa˜o dadas por (3.13), (3.14)
e(3.15) em que α ∈ (0, pi).
Calculemos e Equac¸a˜o de Gauss (2.13),







αudv) = (cos(α/2)du) ∧ (sin(α/2)dv)
1
2
(αuu − αvv) du ∧ dv = cos(α/2) sin(α/2)du ∧ dv
(αuu − αvv) du ∧ dv = sin(α)du ∧ dv.
(3.17)
Por independeˆncia linear de du e dv a Equac¸a˜o de Gauss e´ equivalente a equac¸a˜o de sine-
Gordon
αuu − αvv = sinα. (3.18)
Como a Equac¸a˜o de Gauss e´ uma condic¸a˜o necessa´ria, temos que α e´ uma soluc¸a˜o para
equac¸a˜o de sine-Gordon. E esta´ demonstrada a primeira parte do teorema.
Reciprocamente, seja 0 < α < pi uma soluc¸a˜o da equac¸a˜o de sine-Gordon. Temos que
α define uma expressa˜o para as primeira e segunda formas fundamentais I e II como nas
equac¸o˜es (3.11) e (3.12). Como vimos a equac¸a˜o de Gauss e´ equivalente a equac¸a˜o de sine-
Gordon, de modo que α satisfaz as equac¸o˜es de compatibilidade. Assim fica definida uma
superf´ıcie com curvatura Gaussiana constante igual a −1 e esta e´ u´nica a menos de movimento
r´ıgido no espac¸o Euclidiano.
2
Este teorema tem uma grande importaˆncia, pois permite desenvolver uma das relac¸o˜es
entre o campo da Geometria Diferencial e a campo das EDP’s, na qual tem consequeˆncias na
a´rea de Sistemas Dinaˆmicos Integra´veis e Teoria de So´litons que trabalham com a equac¸a˜o
de sin-Gordon.
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3.1.2 Curvatura constante positiva em E3
Ao longo deste texto estaremos interessados na Transformac¸a˜o de Ba¨cklund, ainda a ser
definida. Conforme veremos esta e´ uma transformac¸a˜o geome´trica que ocorre entre superf´ıcies
com curvatura Gaussiana negativa. De modo para tais fins o estudo de superf´ıcies com
curvatura Gaussiana positiva na˜o e´ de fato essencial. Entretanto e´ interessante notar que
existe uma relac¸a˜o entre as superf´ıcies de curvatura constante positiva e as EDP’s. Na
verdade e´ poss´ıvel relacionar a existeˆncia de superf´ıcies de curvatura Gaussiana constante
positiva com a equac¸a˜o de sinh-Laplace negativa;
αuu + αvv = − sinhα.
E esta relac¸a˜o se da´ usando o mesmo racioc´ınio empregado para as superf´ıcies de curvatura
Gaussiana negativa.
Seja X : U ⊂ R2 → E3 uma superf´ıcie parametrizada regular com curvatura Gaussiana, K,
constante positiva. Como vimos, podemos supor sem perda de generalidade que K = +1.
Suponha que os pontos de X na˜o sejam umb´ılicos (para tanto, basta supor que X na˜o esta´
contida em uma esfera). Podemos reconstruir as passagens feitas para o caso da curvatura
constante negativa e provar que existe, localmente, Coordenadas de Tchebyschef. Basta
tomar, nas Equac¸o˜es (3.7) e (3.8) as curvaturas principais como
k1 = ± coth(α/2), α > 0,
k2 = ± tanh(α/2). (3.19)
Consequentemente as expresso˜es do co-referencial mo´vel de Tchebyschef e as formas de
conexa˜o, sera˜o,




(−αvdu+ αudv) , (3.21)
ω31 = sinh(α/2)du, ω
3
2 = cosh(α/2)dv. (3.22)
Com este co-referencial mo´vel a Equac¸a˜o de Gauss sera´ equivalente a equac¸a˜o de sinh-
Laplace negativa. Assim teremos um ana´logo do Teorema (3.1).
Teorema 3.2. A cada superf´ıcie parametrizada regular de curvatura constante positiva em
E3 esta´ associada uma soluc¸a˜o da equac¸a˜o de sinh-Laplace negativa
αuu + αvv = − sinhα.
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Reciprocamente, para cada soluc¸a˜o α > 0 da equac¸a˜o de sinh-Laplace negativa, existe uma
superf´ıcie de curvatura constante positiva. Ale´m disto esta superf´ıcie e´ u´nica a menos de um
movimento r´ıgido em E3.
Demonstrac¸a˜o: A demonstrac¸a˜o segue as mesmas linhas da demonstrac¸a˜o do Teorema
(3.1), com o co-referencial mo´vel dado pelas Equac¸o˜es (3.20)-(3.22).
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3.2 Superf´ıcies de curvatura constante na˜o nula em L3
Nesta sec¸a˜o trataremos da relac¸a˜o de todas as superf´ıcies na˜o-degeneradas no espac¸o
de Minkowski, com curvatura Gaussiana constante na˜o nula e suas EDP’s naturais. Estas
relac¸o˜es seguira˜o a mesma ide´ia geral usada na sec¸a˜o anterior, isto e´, estabelecer um sistema
de coordenadas especial e com ele escrever um referencial mo´vel cuja Equac¸a˜o de Gauss seja
equivalente a uma EDP particular. Pore´m notamos imediatamente que a teoria apresentada
na sec¸a˜o anterior na˜o se aplica diretamente a todas as superf´ıcies no espac¸o de Minkowski.
Por exemplo, para superf´ıcies nas quais a primeira forma fundamental na˜o e´ positiva definida,
pois em geral na˜o esta´ definido curvaturas principais.
Ao longo desta sec¸a˜o consideraremos X : U ⊂ R2 → L3 uma superf´ıcie parametri-
zada regular na˜o-degenerada de curvatura Gaussiana constante K. Sendo a superf´ıcie na˜o-
degenerada podemos supor que, a menos de restric¸a˜o de U que X e´ tipo-espac¸o ou tipo-tempo.
Dividiremos nossa abordagem em dois poss´ıveis caso: superf´ıcies Weingarten-diagonaliza´veis
e superf´ıcies na˜o Weingarten-diagonaliza´veis.
3.2.1 Superf´ıcies Weingarten-diagonaliza´veis
Suponhamos primeiramente que a superf´ıcie e´ Weingarten-diagonaliza´vel (vide Definic¸a˜o
(1.24)) e que X na˜o possui pontos umb´ılicos (recorde que pelo Teorema (1.5) basta supor que
X na˜o esta´ contidas em planos, planos hiperbo´licos ou pseudo-esferas).
Considere X(u¯, v¯) uma superf´ıcie no espac¸o de Minkowski com (u¯, v¯) paraˆmetros de U nos
quais as curvas coordenadas sa˜o linhas de curvatura. Seja {e1, e2, e3} um referencial mo´vel tal
que e1 e e2 estejam nas direc¸o˜es principais, isto e´, dNp(ei) = −kiei, e {ω1, ω2} o co-referencial
mo´vel associado.
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Analogamente ao que foi para superf´ıcies no espac¸o Euclidiano, vamos expressar o co-
referencial mo´vel e suas formas de conexa˜o em termos da base {du¯, dv¯} de modo que a
decomposic¸a˜o nesta base envolvera´ as curvaturas principais k1 e k2. A partir disto usaremos
as equac¸o˜es de estrutura para obter a EDP natural.
Expressando o co-referencial na base {du¯, dv¯}; como dX = Xu¯du¯+ Xv¯dv¯, temos
ω1 = 〈dX, e1〉 = 〈Xu¯, e1〉du¯ := A¯du¯,
ω2 = 〈dX, e2〉 = 〈Xv¯, e2〉dv¯ := B¯dv¯.
Isto e´ ω1 e ω2 sa˜o proporcionais aos elementos da base du¯ e dv¯, respectivamente, pelas func¸o˜es
A¯(u¯, v¯) e B¯(u¯, v¯) definidas em U . Logo a tripla de 1-formas diferenciais dX e´ expressa por
dX = 1ω1e1 + 2ω2e2 = 1A¯e1du¯+ 2B¯e2dv¯.
Consequentemente a primeira forma fundamental I e´ dada por
I = 〈dX, dX〉 = 1A¯2du¯⊗ du¯+ 2B¯2dv¯ ⊗ dv¯.
Como Xu¯ = 1〈Xu¯, e1〉e1 + 2〈Xu¯, e2〉e2 = 1A¯e1 e analogamente Xv¯ = 2B¯e2 temos que,
Nu¯ = dN(Xu) = dN(1A¯e1) = −1A¯k1e1,
Nv¯ = dN(Xv) = dN(2B¯e2) = −2B¯k2e2.
Logo a diferencial de N e´ escrita por
dN = Nu¯du¯+Nv¯dv¯ = −1A¯k1du¯e1 − 2B¯k2dv¯e2.
Consequentemente a segunda forma fundamental II e´ dada por
II = 〈−dN, dX〉
= 〈1A¯k1du¯e1 + 2B¯k2dv¯e2, 1A¯e1du¯+ 2B¯e2dv¯〉
= 1A¯
2k1du¯⊗ du¯+ 2B¯2k2dv¯ ⊗ dv¯.
Por outro lado, em termos das formas de conexa˜o
II = 〈−dN, dX〉 = 〈−de3, dX〉
= 〈−1ω13e1 − 2ω23e2, 1ω1e1 + 2ω2e2〉
= −1ω13 ⊗ ω1 − 2ω23 ⊗ ω2. (3.23)
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Comparando as duas expresso˜es para a segunda forma fundamental, conclu´ımos que
ω13 = −k1A¯du¯ (= −k1ω1),
ω23 = −k2B¯dv¯ (= −k2ω2).
Assim temos a expressa˜o das formas de conexa˜o ωi3 na base {du¯, dv¯}.
Por u´ltimo vamos usar as equac¸o˜es de estrutura (2.17) e (2.18) juntamente com a Pro-









satisfaz a Equac¸a˜o (2.17): dω1 = 2ω
2 ∧ ω12 e a Equac¸a˜o (2.18): dω2 = 1ω1 ∧ ω21. De
modo que temos o co-referencial mo´vel e as formas de conexa˜o expressas na base {du¯, dv¯}.
Analogamente ao que feito na sec¸a˜o anterior para o caso Euclidiano, as Equac¸o˜es de Estrutura
(2.21) e (2.22) implicam em
(k1)v¯A¯+ (k1 − k2)A¯v¯ = 0, (3.24)
(k2)u¯B¯ + (k2 − k1)B¯u¯ = 0. (3.25)
A partir de agora analisemos cada poss´ıvel caso que ocorre para uma superf´ıcie na˜o-
degenerada no espac¸o de Minkowski. Teremos ao todo quatro casos.
Caso I: Superf´ıcies Tipo-Espac¸o com Curvatura constante positiva
Neste caso, 1 = 2 = 1 e 3 = −1 e podemos supor que K = 1. Desse modo o discri-
minante do polinoˆmio caracter´ıstico de X, dado na Equac¸a˜o (1.22) e´ estritamente positivo,
4 = 4(H2 + 1) > 0,
e sempre existira´ duas curvaturas principais distintas k1 e k2. Pela relac¸a˜o K = k1k2,
podemos supor que k2 < 0 < k1. Deste modo existe α ∈ (0, pi) tal que,
k1 = tan(α/2),
k2 = − cot(α/2).
Deste modo que as Equac¸o˜es (3.24) e (3.25) sera˜o equivalentes a, respectivamente
A¯ = ea(u¯) cos(α/2)
B¯ = eb(u¯) sin(α/2)
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para algum par de func¸o˜es diferencia´veis a(u¯) e b(v¯). Deste modo, reparametrizamos X via a
mudanc¸a de coordenadas h, dada por







Dizemos que estas novas coordenadas (u, v) sa˜o Coordenadas de Tchebyschef I e
o referencial mo´vel {e1, e2, e3}, no qual e1 e e2 sa˜o direc¸o˜es principais, e´ dito Referencial
Mo´vel de Tchebyschef I. Neste referencial, o co-referencial mo´vel e´ dado por;
ω1 = cos(α/2)du, (3.26)
ω2 = sin(α/2)dv, (3.27)








ω31 = sin(α/2)du, (3.29)
ω32 = − cos(α/2)dv. (3.30)
Ale´m disso, a primeira e a segunda forma fundamental sa˜o dadas por
I = cos2(α/2)du⊗ du+ sin2(α/2)dv ⊗ dv
II = cos(α/2) sin(α/2)(du⊗ du− dv ⊗ dv).
Da mesma forma que fizemos no caso Euclidiano, a Equac¸a˜o de Gauss (2.24) dω21 =
−Kω1 ∧ ω2 sera´ equivalente a equac¸a˜o de sine-Gordon
αuu − αvv = sinα.
Deste modo demonstramos o seguinte resultado.
Teorema 3.3. Existe uma relac¸a˜o biun´ıvoca entre as soluc¸o˜es da equac¸a˜o de sine-Gordon e a
existeˆncia, a menos de movimento r´ıgido no espac¸o de Minkowski, de superf´ıcies tipo-espac¸o
com curvatura Gaussiana constante positiva.
Caso II: Superf´ıcies Tipo-Espac¸o com Curvatura constante negativa
Suponha que X seja uma superf´ıcie tipo-espac¸o com curvatura Gaussiana constante ne-
gativa. Assim, 1 = 2 = 1,3 = −1 e K = −1. Note que o discriminante do polinoˆmio
caracter´ıstico de X, 4 = 4(H2 − 1) > 0 de modo que nem sempre X sera´ uma superf´ıcie na˜o
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umb´ılica. Deste modo suponha que X na˜o admita pontos umb´ılicos (ou use o Teorema (1.5)
e suponha que X na˜o esta´ contida em um plano ou em m plano hiperbo´lico).
Assim existira˜o duas curvaturas principais distintas k1 e k2. Pela relac¸a˜o K = k1k2,
podemos supor que k2 < k1 sa˜o ambos nu´meros positivos ou negativos. Deste modo existe
α ∈ (0,+∞) tal que,
k1 = τ coth(α/2),
k2 = τ tanh(α/2),
com τ = sinal(k1) = sinal(k2). E as Equac¸o˜es (3.24) e (3.25) sera˜o equivalentes a, respecti-
vamente,
A¯ = ea(u¯) sinh(α/2)
B¯ = eb(u¯) cosh(α/2)
para alguma par de func¸o˜es diferencia´veis a(u¯) e b(v¯).
Reparametrizando X por h, mudanc¸a de coordenadas dada por







temos novas coordenadas (u, v) que denotaremos por Coordenadas de Tchebyschef II, e
o referencial mo´vel {e1, e2, e3}, no qual e1 e e2 sa˜o direc¸o˜es principais, sera´ dito Referencial
Mo´vel de Tchebyschef II, e neste referencial, o co-referencial mo´vel e´ dado por
ω1 = sinh(α/2)du, (3.31)
ω2 = cosh(α/2)dv, (3.32)








ω31 = cosh(α/2)du, (3.34)
ω32 = sinh(α/2)dv. (3.35)
e a primeira e a segunda forma fundamental
I = cosh2(α/2)du⊗ du− sinh2(α/2)dv ⊗ dv
II = cos(α/2) sin(α/2)(du⊗ du− dv ⊗ dv).
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A Equac¸a˜o de Gauss sera´ equivalente a equac¸a˜o de sinh-Gordon;
αuu − αvv = sinhα.
Logo demonstramos o seguinte resultado.
Teorema 3.4. Existe uma relac¸a˜o biun´ıvoca entre as soluc¸o˜es da equac¸a˜o de sinh-Gordon
com a existeˆncia, a menos de um movimento r´ıgido no espac¸o Minkowski, de superf´ıcies tipo-
tempo que assumem duas curvaturas principais distintas de curvatura Gaussiana constante
positiva.
Caso III: Superf´ıcies Tipo-Tempo com Curvatura constante negativa
Neste caso, 1 = 1, 2 = −1,3 = 1 e K = −1. De modo que o discriminante do polinoˆmio
caracter´ıstico de X, 4 = 4(H2 + 1) > 0, e´ estritamente positivo. Assim sempre existira˜o
duas curvaturas principais distintas k1 e k2. Pela relac¸a˜o K = k1k2, podemos supor que
k2 < 0 < k1. Deste modo existe α ∈ (0, pi) tal que,
k1 = tan(α/2)
k2 = − cot(α/2).
Deste modo definimos uma mudanc¸a de paraˆmetros inteiramente ana´loga ao Caso I, e
tambe´m dizemos que estas novas coordenadas (u, v) sa˜o Coordenadas de Tchebyschef III,
e o referencial mo´vel {e1, e2, e3}, no qual e1 e e2 sa˜o direc¸o˜es principais, e´ dito Referencial
Mo´vel de Tchebyschef III, e neste referencial, o co-referencial mo´vel e´ dado por;
ω1 = cos(α/2)du, (3.36)
ω2 = sin(α/2)dv, (3.37)








ω31 = sin(α/2)du, (3.39)
ω32 = cos(α/2)dv, (3.40)
e a primeira e e segunda forma fundamental
I = cos2(α/2)du⊗ du− sin2(α/2)dv ⊗ dv
II = cos(α/2) sin(α/2)(du⊗ du+ dv ⊗ dv)
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E neste referencial a Equac¸a˜o de Gauss e´ equivalente a equac¸a˜o de Sin-Laplace;
αuu − αvv = sinα.
O que acarreta na demonstrac¸a˜o do seguinte teorema.
Teorema 3.5. Existe uma relac¸a˜o biun´ıvoca entre as soluc¸o˜es da equac¸a˜o de sine-Laplace
com a existeˆncia, a menos de um movimento r´ıgido no espac¸o Minkowski, de superf´ıcies
tipo-tempo com curvatura Gaussiana constante negativa.
Caso IV: Superf´ıcies Tipo-Tempo com Curvatura constante positiva e duas cur-
vaturas principais reais distintas
Suponha que X seja uma superf´ıcie tipo-tempo com curvatura Gaussiana constante po-
sitiva. Note que em geral o discriminante do polinoˆmio caracter´ıstico de X, 4 = 4(H2 − 1)
na˜o tem sinal definido. Para este caso, suponha que 4 > 0 em todos os pontos, isto e´ que
em cada ponto X possua duas curvaturas principais distintas.
Seja enta˜o k1 6= k2 as duas curvaturas principais. Pela relac¸a˜o K = k1k2, podemos supor
que k2 < k1 e sa˜o ambos nu´meros positivos ou negativos. Deste modo existe α ∈ (0,+∞) tal
que,
k1 = τ coth(α/2),
k2 = τ tanh(α/2),
em que τ = ±1.
Perceba que estas func¸o˜es definem a mesma reparametrizac¸a˜o feita no Caso II, e estas
novas coordenadas (u, v) tambe´m sera˜o denotadas por Coordenadas de Tchebyschef IV,
e o referencial mo´vel {e1, e2, e3}, no qual e1 e e2 sa˜o direc¸o˜es principais, sera´ dito Referencial
Mo´vel de Tchebyschef IV, e neste referencial, o co-referencial mo´vel e´ dado por,
ω1 = sinh(α/2)du, (3.41)
ω2 = cosh(α/2)dv, (3.42)








ω31 = cosh(α/2)du, (3.44)
ω32 = sinh(α/2)dv, (3.45)
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e a primeira e a segunda forma fundamental
I = cosh2(α/2)du⊗ du+ sinh2(α/2)dv ⊗ dv
II = cos(α/2) sin(α/2)(du⊗ du+ dv ⊗ dv)
Deste modo a Equac¸a˜o de Gauss sera´ equivalente a equac¸a˜o de sinh-Gordon;
αuu − αvv = − sinhα.
De modo que demonstramos o seguinte resultado.
Teorema 3.6. Existe uma relac¸a˜o biun´ıvoca entre as soluc¸o˜es da equac¸a˜o de sinh-Gordon
Negativa com a existeˆncia, a menos de um movimento r´ıgido no espac¸o Minkowski, de su-
perf´ıcies tipo-tempo com curvatura Gaussiana constante positiva com duas direc¸o˜es principais
reais.
3.2.2 Superf´ıcies na˜o Weingarten-diagonaliza´veis
Suponhamos agora que a superf´ıcie na˜o e´ Weingarten-diagonaliza´vel. Devemos ter que
X e´ uma superf´ıcie tipo-tempo cujo discriminante do polinoˆmio caracter´ıstico ou e´ nulo ou
estritamente negativo, e assim teremos dois casos.
Caso V: Superf´ıcies Tipo-Tempo com Curvatura constante positiva e uma curva-
tura principal real
Suponha que X seja uma superf´ıcie na˜o Weingarten-diagonaliza´vel com o discriminante
do polinoˆmio caracter´ıstico 4 = 0. Neste caso foi mostrado pela Louise V. MacNertney em
1980 [15] que a existeˆncia de superf´ıcies com estas caracter´ısticas e´ condicionada a existeˆncia




Seguindo enta˜o [15] vamos mostrar como se da´ tal relac¸a˜o.
Se 4 = 0 enta˜o o operador forma Sq de X admite um auto-valor. Se o auto-espac¸o
correspondente tem dimensa˜o dois enta˜o X e´ umb´ılica (e ainda estara´ contida em alguma
superf´ıcie dada no Teorema 1.5). Deste modo, supondo que X na˜o e´ umb´ılica temos que o
auto-espac¸o correspondente tem dimensa˜o 1. Vamos mostrar que este sera´ um subespac¸o
tipo-luz.
Lema 3.1. Seja X uma superf´ıcie no espac¸o de Minkowski tal que o operador Sq admita um
u´nico auto-valor com auto-espac¸o correspondente de dimensa˜o 1. Enta˜o o auto-espac¸o e´ um
subespac¸o tipo-luz.
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Demonstrac¸a˜o: Por definic¸a˜o se λ e´ um auto-valor de Sq enta˜o o auto-espac¸o Wλ correspon-
dente a λ e´ o subespac¸o vetorial de TqX que conte´m todos auto-vetores de Sq correspondentes
a λ. Seja w ∈ TqX tal que w ⊥ v com v ∈ Wλ, isto e´ 〈w, v〉 = 0. Como Sq e´ auto-adjunta,
temos que
〈Sq(w), v〉 = 〈w, Sq(v)〉 = 〈w, λv〉 = λ〈v, w〉 = 0.
Consequentemente, Sq(w) ∈W⊥λ .
Suponhamos por absurdo que v, auto-vetor de Sq na˜o e´ um vetor tipo-luz. Dividindo v
por sua norma podemos supor que v esta´ normalizado, assim tomando w ∈W⊥λ normalizado
podemos construir uma base {w, v} de TqX, donde Sq(w) = µw+ξv e´ escrito nesta base para
algum par de nu´meros reais µ e ξ. Conforme mostramos Sq(w) ∈W⊥λ e segue que ξ = 0, logo
Sq(w) = µw e assim w e´ auto-vetor de Sq o que e´ um absurdo. De modo que v e´ um vetor
tipo-luz, e consequentemente Wλ e´ um subespac¸o tipo-luz. 2
Teorema 3.7. Seja X : U ⊂ R2 → L3 uma superf´ıcie tipo-tempo com curvatura Gaussiana
K = 1 tal que o operador de Weingarten Sq tem um auto-valor λ de multiplicidade dois cujo
auto-espac¸o correspondente tem dimensa˜o 1. Enta˜o,
1. λ = 1 (ou λ = −1) e trac¸oSq = 2 (ou = −2),
2. dado q ∈ U existe uma vizinhanc¸a de Vq de q em U , tal que para cada q¯ ∈ Vq existem
u, v ∈ Tq¯X vetores linearmente independentes, tipo-luz com v um auto-vetor de Sq.
Antes de demonstra´-lo lembremos do famoso resultado da A´lgebra Linear, o Teorema de
Cayley-Hamilton1. Seja V um espac¸o vetorial real de dimensa˜o finita e R[z] o conjunto de




um polinoˆmio e T : V → V um operador linear em V , fica bem definido o operador em V
dado por
q(T ) = αnT
n + αn−1Tn−1 + . . .+ α1T + α0I,
em que T j = T ◦ . . . ◦ T︸ ︷︷ ︸
j-vezes
e T 0 = I e´ a identidade de V em V . O Teorema de Cayley-Hamilton
nos garante que, dados T : V → V , com polinoˆmio caracter´ıstico p(λ), o polinoˆmio p(T ) e´
um operador nulo sobre V , isto e´, ∀v ∈ V tem-se que p(T )(v) = 0 ∈ V . Vamos agora a
1Encontrado nos livros textos de A´lgebra Linear, como por exemplo [13] pa´gina 89.
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demonstrac¸a˜o do Teorema (3.7);
Demonstrac¸a˜o (do Teorema (3.7)):
1. Pelo Lema (3.1) seja vq ∈ TqX um vetor tipo-luz em que Sq(vq) = λ(q)vq. Tome
uq ∈ TqX outro vetor tipo-luz linearmente independente de vq, que sempre existe via
Proposic¸a˜o (1.5) item 3 juntamente com o fato de X ser tipo-tempo. De modo que o
conjunto {uq, vq} forma uma base de vetores tipo-luz de TqX, e como sa˜o linearmente
independentes pela Proposic¸a˜o (1.4) podemos supor, re-escalando os vetores uq e vq se
necessa´rio, que 〈vq, uq〉 = 1.
Escrevendo Sq(uq) = ξuq + µvq nesta base, temos,
〈Sq(uq), vq〉 = 〈ξuq + µvq, vq〉 = ξ.
Por outro lado, como Sq e´ auto-adjunta, segue que
〈Sq(uq), vq〉 = 〈uq, Sq(vq)〉 = 〈uq, λvq〉 = λ.








Usando a hipo´tese de K = 1, decorre da definic¸a˜o de curvatura K(q) = detSq com
 = 1, que λ2 = 1 e trac¸oSq = 2λ. Como U e´ conexo e K e´ cont´ınua temos que λ(q) = 1
ou = −1, e assim o resultado do primeiro item segue.
2. Suponha sem perda de generalidade que λ = 1 e´ o auto-valor de Sq. Como o auto-
espac¸o tem dimensa˜o 1, existe uq ∈ TqX um vetor tal que Sq(uq) 6= uq, seja enta˜o o
vetor vq := Sq(uq)−uq 6= 0 na˜o nulo de TqX. Aplicando Sq no vetor na˜o nulo vq, temos
por linearidade de Sq que Sq(vq) = S
2
q (uq) − Sq(uq), consequentemente, pela definic¸a˜o
de vq, segue que
Sq(vq)− vq = S2q (uq)− Sq(uq)− (Sq(uq)− uq)
= S2q (uq)− 2Sq(uq)− uq
= (S2q − 2Sq + I)(uq). (3.46)
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Por outro lado, recordamos que o polinoˆmio caracters´ıtico de X dado na expressa˜o
(1.21), e´
P (λ) = λ2 − 2Hλ+ K = λ2 − trac¸oSqλ+ detSq = λ2 − 2Sq + 1.
Assim pelo Teorema de Cayley-Halmilton, o operador p(Sq) e´ o operador nulo de TqX.
Como o lado direito de (3.46) e´ precisamente p(Sq)(uq), temos que Sq(vq)− vq = 0.
Consequentemente Sq(vq) = λvq e assim vq e´ um auto-vetor de Sq. Novamente pelo
Lema (3.1) devemos ter que vq e´ um vetor tipo-luz, e analogamente ao item anterior o
vetor uq tambe´m sera´ tipo-luz, de modo que em TqX eles formam uma base de vetores
tipo-luz com um deles correspondendo a um auto-vetor de Sq.
Por u´ltimo, como Sq depende diferenciavelmente do ponto q podemos tomar uma vizi-
nhanc¸a Vq de q em U tal que para cada q¯ ∈ Vq temos que Sq¯(uq¯) − uq¯ 6= 0 e repetir o
argumento acima. Deste modo, nesta vizinhanc¸a os vetores uq¯ e vq¯ satisfara˜o a tese e
o teorema esta´ demonstrado.
2
A importaˆncia deste teorema reside no seguinte corola´rio.
Corola´rio 3.1. Seja X : U ⊂ R2 → L3 uma superf´ıcie nas hipo´teses do Teorema (3.7).
Enta˜o em cada q ∈ U existe uma reparametrizac¸a˜o de X tal que em uma vizinhanc¸a de q os
vetores uq¯ e vq¯, satisfazendo o item 2 do Teorema (3.7), sa˜o os vetores coordenados.
Demonstrac¸a˜o: Pelo Teorema (3.7), dado q ∈ U temos uma vizinhanc¸a deste ponto na
qual fica definido um campo de vetores uq¯ e vq¯ diferencia´veis linearmente independentes, de
modo que tal reparametrizac¸a˜o sera´ encontrada obtendo as curvas integrais deste campo, que
localmente sempre existem. Este e´ um fato conhecido e se encontra nos livros de geometria
diferencial, como por exemplo o Teorema 3.3.4, pa´gina 95 de [2]: Sejam dois campos de
direc¸o˜es linearmente independentes definidas em um aberto da superf´ıcie. Enta˜o cada ponto
desta vizinhanc¸a esta´ contido em uma vizinhanc¸a parametrizada cujas curvas coordenadas
sa˜o linhas integrais destes campos. 2
Definic¸a˜o 3.2. Seja X(u, v) uma superf´ıcie parametrizada regular em L3. Dizemos que as
coordenadas (u, v) sa˜o Coordenadas Nulas de McNertney desde que os vetores coorde-
nados Xu e Xv satisfac¸am as condic¸o˜es 2) do Teorema (3.7). Isto e´, sa˜o vetores dois vetores
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linearmente independentes tipo-luz, 〈Xu,Xv〉 = µ > 0 e Xv e´ um auto-vetor do operador
Weingarten.
Com esta definic¸a˜o o Corola´rio (3.1) pode ser reescrito por: Se X e´ uma superf´ıcie tipo-
tempo com curvatura Gaussiana K = 1 e na˜o Weingarten-diagonaliza´vel com uma u´nica
direc¸a˜o principal, enta˜o localmente X admite coordenadas de McNertney.
Suponhamos que X(u, v) nestas condic¸o˜es esteja parametrizada por coordenadas de Mc-
Nertney. E´ imediato verificar que nas coordenadas de McNertney os coeficientes da primeira
forma sa˜o, respectivamente,
E = 〈Xu,Xu〉 = 0, (3.47)
F = 〈Xu,Xv〉 = µ > 0, (3.48)
G = 〈Xv,Xv〉 = 0. (3.49)
Definindo em cada ponto q, e1 = Xu, e2 = Xv e e3 = N com N normal a X, temos que
{e1, e2, e3} formam um Referencial Nulo adaptado a X (conforme a sec¸a˜o (2.2.3)). Assim, e1
e e2 sa˜o vetores tipo-luz linearmente independentes com 〈e1, e2〉 = µ > 0. Denotemos
µ(u, v) = e2α(u,v) > 0,
e nomeemos tal Referencial Nulo por Referencial Mo´vel Nulo de McNertney.
Neste referencial, temos que o co-referencial mo´vel, e´ via Equac¸o˜es (2.28), expresso por
(2.29)
ω1 = µ−1〈dX, e2〉 = e−2α〈Xudu+ Xvdv, e2〉 = e−2α〈Xv, e1〉du = du, (3.50)
ω2 = µ−1〈dX, e1〉 = e−2α〈Xudu+ Xvdv, e2〉 = e−2α〈Xu, e2〉dv = dv. (3.51)
A forma de conexa˜o ω22 e´, via Equac¸a˜o (2.31), dada por
ω22 = µ
−1〈de2, e1〉
= e−2α〈(e2)udu+ (e2)vdv, e1〉
= e−2α〈Xvudu+ Xvvdv, e1〉
= e−2α〈Xvu,Xu〉du+ e−2α〈Xvv,Xu〉dv.




〈Xvv,Xu〉 = Fv − 1
2
Gu.
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Usando as Equac¸o˜es (3.47)-(3.49), temos que
〈Xvu,Xu〉 = 0
〈Xvv,Xu〉 = 2αve2α.
Imediatamente, a forma ω22 e´ dada por
ω22 = e
−2α2e2ααvdv = 2αvdv. (3.52)
Consequentemente sua derivada exterior e´,
dω22 = (2αv)u du ∧ dv + (2αv)v dv ∧ dv (3.53)
= 2αvudu ∧ dv
= 2αvuω
1 ∧ ω2.
Por u´ltimo, comparando esta expressa˜o com Equac¸a˜o de Gauss (2.44) para um referencial




Assim temos o seguinte Teorema.
Teorema 3.8. Existe uma relac¸a˜o biun´ıvoca entre as soluc¸o˜es da equac¸a˜o de Liouville com a
existeˆncia, a menos de um movimento r´ıgido no espac¸o Minkowski, de superf´ıcies tipo-tempo
com curvatura Gaussiana constante positiva com uma u´nica direc¸a˜o principal real.
Caso VI: Superf´ıcies Tipo-Tempo com Curvatura constante positiva e curvaturas
principais imagina´rias
Suponha que X e´ uma superf´ıcie na˜o Weingarten-diagonaliza´vel com discriminante do
polinoˆmio caracter´ıstico 4 < 0. Neste caso o operador Weingarten e´ diagonaliza´vel sobre
o corpo dos nu´meros complexos e assim temos o termo curvaturas principais imagina´rias.
Este caso foi tratado em 2002 no artigo On time-like surfaces of positive constant gaussian
curvature and imaginary principals curvatures [12], no qual C.H. Gu, H.S. Hu e J. Inoguchi
mostraram que apesar das curvaturas principais serem imagina´rias, a superf´ıcie ainda admite
linhas assinto´ticas reais, e que e´ poss´ıvel condicionar a existeˆncia de superf´ıcies com estas
propriedades a existeˆncia de soluc¸o˜es da equac¸a˜o de cosh-gordon αuv = coshα.
Seguindo enta˜o [12] vamos mostrar como se da´ tal relac¸a˜o.
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Seja {e1, e2, e3} um Referencial Mo´vel Nulo adaptado a X como na Definic¸a˜o 2.18, com
paraˆmetro µ = 12e
α.
Suponhamos que X(u, v) esteja parametrizada por algum sistema de coordenadas especial
(u, v), na qual o co-referencial mo´vel e as equac¸o˜es de estrutura, definidas pelas Equac¸o˜es
(2.26) e (2.27), admitam a seguinte decomposic¸a˜o na base {du, dv},
ω1 = du− e−αdv, (3.54)
ω2 = −e−αdu− dv, (3.55)
ω13 = −du− e−αdv, (3.56)
ω23 = −e−αdu+ dv. (3.57)
Chamaremos tais coordenadas (u, v) de Coordenadas Nulas de Gu-Hu-Inoguchi e
o respectivo Referencial Mo´vel sera´ chamado de Referencial Mo´vel Nulo de Gu-Hu-
Inoguchi.














As Equac¸o˜es de Estrutura (2.35) e (2.36), nos permite calcular ω11 e ω
2




Escrevendo a primeira e segunda forma I e II de X conforme as Equac¸o˜es (2.44) e (2.45),
temos
I = −du⊗ du− 2 sinhαdu⊗ dv + dv ⊗ dv
II = −2 coshαdu⊗ dv.
Assim identificamos os coeficientes da primeira e segunda formas fundamentais por,
E = 1, F = − sinhα, G = 1,
e = 0, f = − coshα, e g = 0.
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Verificamos que se X(u, v), admite tal parametrizac¸a˜o, enta˜o de acordo com as Equac¸o˜es
(1.13), (1.14) e (1.22), temos que,
K = 3
eg − f2




eG− 2fF + gE
EG− F 2 = tanhα,
4 = 4 (H2 − 3K) = tanhα < 0.
De modo que a Superf´ıcie X(u, v) tem curvatura Gaussiana constante e curvaturas princi-








sa˜o automaticamente satisfeitas, e a Equac¸a˜o de Gauss (2.38), e´ equivalente a equac¸a˜o de
cosh-Gordon,
αuv = coshα.
Com isto, mostramos que a existeˆncia do Referencial Mo´vel e do Co-Referencial Mo´vel
nulo de Gu-Hu-Inoguchi e´ equivalente a dizer que a superf´ıcie X(u, v) tem curvatura Gaussiana
constante K = 1 e curvaturas principais imagina´rias. Ale´m disso a existeˆncia de tal Superf´ıcie
e´ equivalente a func¸a˜o α satisfazer a Equac¸a˜o de Gauss. Deste modo obtemos o seguinte
resultado.
Teorema 3.9. Existe uma relac¸a˜o biun´ıvoca entre as soluc¸o˜es da equac¸a˜o de cosh-Gordon
com a existeˆncia, a menos de um movimento r´ıgido no espac¸o Minkowski, de superf´ıcies
tipo-tempo com curvatura Gaussiana constante positiva com uma duas direc¸o˜es principais
imagina´rias.
3.3 Classificac¸a˜o das superf´ıcies de curvatura constante na˜o
nula
A tabela a seguir resume os resultados obtidos nesta sec¸a˜o. A primeira coluna refere-se
a` superf´ıcie parametrizada em questa˜o. A segunda coluna indica se a curvatura Gaussiana e´
uma constante positiva ou negativa. A terceira coluna indica qual o valor do discrimininate
do polinoˆmio caracter´ıstico da superf´ıcie, conforme a equac¸a˜o (1.21). A quarta coluna indica
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qual as coordenadas sa˜o utilizadas para obter a EDP natural respectiva, que se encontra na
quinta coluna. As oito linhas representam todos os poss´ıveis casos de superf´ıcies regulares
na˜o-degeneradas com curvaturas constantes na˜o nulas.
Nesta tabela tambe´m abreviamos o produto tensorial, pela justaposic¸a˜o, isto e´, w⊗ ω¯ :=
ωω¯, tambe´m (ω)2 denota ωω. Como tais produtos tensoriais sa˜o usados para denotar formas
quadra´ticas, fica bem definido escrever ωω¯ = ω¯ω.











































































































































































































































































































































































































































































































































































































































































































































































































































































































Transformac¸o˜es de Ba¨cklund em L3
Neste cap´ıtulo trataremos da transformac¸a˜o de Ba¨cklund e suas consequeˆncias.
Historicamente, a transformac¸a˜o de Ba¨cklund introduzida pelo f´ısico-matema´tico sueco
Albert Victor Ba¨cklund (1845-1922). Esta e´ uma transformac¸a˜o geome´trica entre superf´ıcies,
no Espac¸o Euclidiano E3, com curvatura constante negativa na qual permite construir novas
superf´ıcies de curvatura constante negativa a` partir de uma dada superf´ıcie de curvatura
constante negativa. Esta transformac¸a˜o de Ba¨cklund ganhou destaque na literatura pela sua
aplicac¸a˜o na teoria de so´litons e na teoria de sistemas integra´veis. Uma vez que as superf´ıcies
de curvatura constante negativa esta˜o relacionadas com soluc¸o˜es da equac¸a˜o diferencial par-
cial de sine-Gordon (uxx − uyy = sinu) esta transformac¸a˜o, a princ´ıpio geome´trica, ganha
um cara´ter anal´ıtico pois, permite transformar uma soluc¸a˜o desta equac¸a˜o em outra soluc¸a˜o.
Deste modo esta transformac¸a˜o apresentou um me´todo u´til tanto para o campo da geometria
diferencial quanto para o campo das EDP’s, no sentido que a cada nova soluc¸a˜o para equac¸a˜o
de sine-Gordon e´ poss´ıvel obter um exemplo, na˜o trivial, de superf´ıcie com curvatura cons-
tante negativa, e reciprocamente, a cada superf´ıcie de curvatura constante negativa e´ poss´ıvel
construir uma soluc¸a˜o a equac¸a˜o de sine-Gordon. Deste modo temos duas facetas para as
transformac¸o˜es de Ba¨cklund; uma geome´trica e outra anal´ıtica.
As transformac¸o˜es de Ba¨cklund para superf´ıcies em E3, atualmente, compo˜em um tema
cla´ssico e bem difundido na literatura. Paralelamente, quando consideramos a Geometria
na˜o-euclidiana no espac¸o-tempo de Minkowski, temos as seguintes questo˜es naturais:
1. Sendo a transformac¸a˜o de Ba¨cklund uma transformac¸a˜o geome´trica, temos um ana´logo
para superf´ıcies no espac¸o de Minkowski?
2. Tais transformac¸o˜es, se bem definidas, permitem construc¸a˜o de novas superf´ıcies com
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curvatura constante no espac¸o de Minkowski?
3. Tais transformac¸o˜es geome´tricas, se bem definidas, possuem tambe´m o mesmo cara´ter
anal´ıtico que as transformac¸o˜es de superf´ıcies no espac¸o Euclidiano?
Este cap´ıtulo sera´ dedicado a responder tais questo˜es naturais. Veremos que a resposta
para primeira pergunta e´ afirmativa. E´ poss´ıvel introduzir transformac¸o˜es de Ba¨cklund para
superf´ıcies no espac¸o de Minkowski. A segunda pergunta tambe´m tera´ uma resposta afir-
mativa. A transformac¸a˜o de Ba¨cklund ocorrera´ entre superf´ıcies de curvatura constante, na
qual dependendo do cara´ter causal da superf´ıcie a transformac¸a˜o de Ba¨cklund ocorrera´ para
superf´ıcies com curvatura constante negativa ou positiva. A resposta para terceira pergunta
se afigurara´ afirmativa. Ainda mais, a transformac¸a˜o anal´ıtica correspondente trara´ soluc¸o˜es,
na˜o somente para a equac¸a˜o de sine-Gordon, mas tambe´m, dependendo do cara´ter causar
da superf´ıcie, para as equac¸o˜es de sine-Gordon negativa (uxx − uyy = −sinu), sinh-Laplace
(∆u = sinhu), sin-Laplace (∆u = sinu), sinh-Gordon negativa (uxx − uyy = −sinhu), cosh-








Introduziremos a transformac¸a˜o de Ba¨cklund para superf´ıcies em L3, assim como e´ feita
no caso Euclidiano, isto e´, a partir da congrueˆncia pseudo-esfe´rica. Todas as definic¸o˜es e
resultados sera˜o enunciados para o caso Euclidiano e adaptados, de forma analoga, para
para o espac¸o de Minkowski. Assim sera´ imediata a comparac¸a˜o entre os casos Euclidiano e
na˜o-Euclidiano.
Comec¸aremos formalizando o conceito de Congrueˆncia Pseudo-Esfe´rica e enta˜o construi-
remos a transformac¸a˜o de Ba¨cklund. Finalizaremos este cap´ıtulo com algumas consequeˆncias
das transformac¸o˜es de Ba¨cklund, como sua relac¸a˜o com as EDP’s e seu cara´ter anal´ıtico.
4.1 Congrueˆncia Pseudo-Esfe´rica no espac¸o Euclidiano
Esta sec¸a˜o tera´ como refereˆncia [20] e [1].
No que segue denotemos por X : U ⊂ R2 → E3 uma superf´ıcie parametrizada regular
simples cujo trac¸o e´ S = X(U) ⊂ R3.
Definic¸a˜o 4.1. Congrueˆncia pseudo-esfe´rica em E3 Seja B : S → S˜ um difeomorfismo
entre duas superf´ıcies parametrizadas regulares simples. Dizemos que B e´ uma congrueˆncia
pseudo-esfe´rica desde que
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1. O vetor ~r(p) = pB(p) pertenc¸a simultaneamente ao plano tangente de X e X˜ em p e
B(p), respectivamente.
2. O mo´dulo do vetor e´ uma constante positiva, isto e´, |~r(p)| = λ > 0 para todo p ∈ S.
3. O aˆngulo, φ, entre as normais N e N˜ da superf´ıcies S e S˜ em cada ponto p e B(p),
respectivamente, e´ uma constante na˜o nula.
Notac¸a˜o 4.1. Em uma congrueˆncia pseudo-esfe´rica denotamos as constantes, λ = |~r| > 0 e
φ ∈ (0, pi) por distaˆncia de congrueˆncia e aˆngulo de congrueˆncia, respectivamente.
Apesar dos treˆs itens da definic¸a˜o aparentarem ser condic¸o˜es bastante restritivas, con-
grueˆncias pseudo-esfe´ricas entre superf´ıcies existem. Veja o Exemplo 4.1 abaixo. Ainda e´
poss´ıvel mostrar, conforme veremos, que a congrueˆncia pseudo-esfe´rica ocorre somente entre
superf´ıcies que teˆm curvatura constante negativa (conforme o Teorema de Ba¨cklund (4.1)) ,
da´ı a motivac¸a˜o para o termo pseudo-esfe´rica.
Exemplo 4.1. Sejam X a pseudo-esfera, dada pela superf´ıcie parametrizada
X(u, v) = (sinhu cos v, sinhu sen v, u− tanhu); u > 0, 0 < v < 2pi,
e X˜ uma superf´ıcie, com paraˆmetros (u, v), dada por
X˜ = X + cos θ cothuXu + sen θ coshuXv,
em que θ(u, v) e´ uma func¸a˜o definida implicitamente pela relac¸a˜o coth θ2 = −vsechu . Enta˜o
a transformac¸a˜o B que associa a cada X(u, v) o ponto X˜(u, v) e´ uma congrueˆncia pseudo-
esfe´rica com paraˆmetros λ = 1 e φ = pi/2.
•
O teorema a seguir nos garante que uma condic¸a˜o necessa´ria para existeˆncia de con-
grueˆncia pseudo-esfe´rica entre duas superf´ıcies, e´ que as duas superf´ıcies devem ter a mesma
curvatura constante negativa.
Teorema 4.1. (Teorema de Ba¨cklund em E3) Sejam S, S˜ ⊂ R3 duas superf´ıcies para-
metrizadas regulares simples no espac¸o Euclidiano E3. Enta˜o, se existe uma congrueˆncia
pseudo-esfe´rica B : S → S˜ entre S e S˜ com distaˆncia λ e aˆngulo φ, as duas superf´ıcies
devera˜o ter a mesma curvatura constante negativa igual a − sen2 φ
λ2
.
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Demonstrac¸a˜o: A ide´ia da demonstrac¸a˜o e´ construir um referencial mo´vel para as superf´ıcies
S e S˜, em func¸a˜o de λ e φ e enta˜o usar a Equac¸a˜o de Gauss para relacionar a curvatura
Gaussiana com os paraˆmetros λ e φ.
Suponhamos que exista B : S → S˜ uma congrueˆncia pseudo-esfe´rica entre as superf´ıcies
S = X(U) e S˜ = X˜(U) com normal N e N˜ e curvatura Gaussiana K e K˜ respectivamente.
Partindo de um referencial mo´vel adaptado a superf´ıcie S, {e1, e2, e3}, tal que e1 esteja na
direc¸a˜o de ~r, vamos tomar um refereˆncial mo´vel adaptado a S˜. Primeiramente a condic¸a˜o 1)
da Definic¸a˜o (4.1) nos permite tomar e˜1 = e1 ja´ que este vetor pertence ao espac¸o tangente
das duas superf´ıcies. Em seguida, vamos expressar e˜3 = N˜ em termos da base {ei}, isto e´,
vamos determinar os coeficientes µi tais que,
e˜3 = µ1e1 + µ2e2 + µ3e3.
A condic¸a˜o 3) da Definic¸a˜o (4.1) nos garante que,
〈e3, e˜3〉 = cosφ, ou seja, µ3 = cosφ,
da condic¸a˜o 1) da Definic¸a˜o (4.1) temos,
〈e1, e˜3〉 = 0, temos que µ1 = 0,
e por u´ltimo pedindo que
〈e˜3, e˜3〉 = 1, logo µ22 + cos2 φ = 1.
Assim e˜3 = µ2e2 + cosφe3, com µ2 = ± senφ. Tomando e˜2 = e˜3 ×E3 e˜1 temos





∣∣∣∣∣∣∣∣∣ = cosφe2 − µ2e3.
Esta relac¸a˜o entre os referenciais mo´veis adaptados a S e S˜ nos permitira´ relacionar os
respectivos co-referenciais mo´veis. Denote por ωi e ωji , i, j ∈ {1, 2, 3}, o co-referencial mo´vel
e as formas de conexa˜o, respectivamente, associados ao referencial mo´vel {ei} e ω˜i e ω˜ji o
co-referencial mo´vel e as formas de conexa˜o, respectivamente, associados ao referencial mo´vel
{e˜i}.
Da condic¸a˜o 2) da Definic¸a˜o (4.1) podemos escrever
X˜ = X + λe1,
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De onde segue que
dX˜ = dX + λde1. (4.1)
Uma vez que dX = ω1e1 + ω









temos que a Equac¸a˜o (4.1) e´ equivalente a
ω˜1e1 + ω˜







Usando a independeˆncia linear do referencial mo´vel {ei} verificamos as seguintes relac¸o˜es;
ω˜1 = ω1
ω˜2 cosφ = ω2 + λω21
ω˜2(−µ2) = λω31,
em que µ2 = ± senφ. E pela condic¸a˜o 3) da Definic¸a˜o (4.1) temos que φ ∈ (0, pi) e assim



















































ω1 ∧ ω2 − cosφ
λµ2







ω1 ∧ ω2 + cos
2 φ
µ22
ω31 ∧ ω32, (4.3)
em que na u´ltima passagem usamos a Equac¸a˜o de Estrutura (2.5).
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Partindo da Equac¸a˜o de Estrutura (2.6) juntamente com a Equac¸a˜o de Gauss (2.13),
dω21 = −Kω1 ∧ ω2 = ω31 ∧ ω23, temos que a Equac¸a˜o (4.3) e´ equivalente a
−Kω1 ∧ ω2 = 1
λ2















Como as 1-formas ω1 e ω2 sa˜o linearmente independentes, garantimos que o termo entre
pareˆnteses e´ nulo em todos os pontos da superf´ıcie. Logo temos que


















Assim o teorema esta´ demonstrado.
2
4.2 Congrueˆncia Pseudo-Esfe´rica Generalizada
Considere X : U ⊂ R2 → L3 e X˜ : U˜ ⊂ R2 → L3 duas superf´ıcies parametrizadas regulares
simples em L3. Denotaremos por M = X(U) ⊂ L3 e M˜ = X˜(U˜) ⊂ L3 o trac¸o das respectivas
superf´ıcies, p ∈M e p˜ ∈ M˜ pontos pertencentes aos respectivos trac¸os das superf´ıcies.
Definic¸a˜o 4.2. (Congrueˆncia pseudo-esfe´rica em L3). Seja B : M → M˜ um difeo-
morfismo entre duas superf´ıcies parametrizadas simples em L3. Denote B(p) = p˜ ∈ M˜ com
p ∈M . Dizemos que B e´ uma Congrueˆncia Pseudo-Esfe´rica desde que, sejam satisfeitas
as treˆs condic¸o˜es abaixo:
1. o vetor ~r(p) = pp˜, pertence ao espac¸o tangente de M e M˜ para cada p ∈M ;
2. o comprimento do seguimento pp˜ e´ uma constante positiva para cada p ∈ M , isto e´, a
norma |~r(p)| > 0 e´ constante;
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3. o produto 〈N(p), N˜(p˜)〉 = k e´ constante, em que N e N˜ , na˜o colineares, sa˜o as normais
as superf´ıcies M e M˜ respectivamente, para cada p ∈M .
Ale´m disso, se B e´ uma congrueˆncia pseudo-esfe´rica entre M e M˜ , dizemos que a congrueˆncia
pseudo-esfe´rica e´ tipo-espac¸o (tipo-tempo) desde que, o vetor ~r(p) = pp˜ seja tipo-espac¸o (tipo-
tempo) para todo p ∈M .
No que segue, estaremos interessados nos seguintes casos.
Caso A
B e´ uma congrueˆncia pseudo-esfe´rica tipo-espac¸o entre superf´ıcies M e M˜ tipo-espac¸o.
Neste caso N e N˜ sa˜o vetores tipo-tempo, de modo que fica definido um aˆngulo hiperbo´lico
entre os vetores normais se estes pertencem ao mesmo cone tipo-tempo. Em geral existira´
um u´nico nu´mero real φ ∈ (0,+∞) satisfazendo,
〈N(p), N˜(p˜)〉 = τ cosh(φ), (4.4)
em que, p˜ = B(p) e τ = −1, se N˜ ∈ C(N) ou τ = +1, se N˜ ∈ C(−N).
Caso B
B e´ uma congrueˆncia pseudo-esfe´rica tipo-espac¸o entre superf´ıcies M e M˜ tipo-tempo.
Neste caso N e N˜ sa˜o vetores tipo-espac¸o e ~r e´ um vetor tipo-espac¸o. Denotando ~r⊥ =
~r×N , temos que ~r⊥ e´ um vetor tipo-tempo. De fato, {~r,N,~r⊥} formam uma base ortonormal
para L3 de modo que ~r,N serem vetores tipo-espac¸o implica em ~r⊥ ∈ T . Ainda temos
que N˜ ∈ 〈{N,~r⊥}〉 pertence a um plano Lorentziano de modo que existe um u´nico aˆngulo
hiperbo´lico, φ ∈ (0,+∞), entre os vetores tipo-espac¸o tal que
〈N, N˜〉 = τ coshφ, (4.5)
no qual τ = −1 se, N e N˜ pertencem a mesma componente conexa de U2, ou τ = +1 caso
contra´rio.
Caso C
B e´ uma congrueˆncia pseudo-esfe´rica tipo-tempo entre superf´ıcies M e M˜ tipo-tempo.
Neste caso, teremos que N, N˜ ∈ 〈{~r}〉 sa˜o vetores tipo-espac¸o em um plano Riemanniano.
Assim existe um aˆngulo φ ∈ (0, pi) tal que
〈N, N˜〉 = cos(φ).
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Caso D
B e´ uma congrueˆncia pseudo-esfe´rica tipo-espac¸o entre superf´ıcies M tipo-espac¸o e M˜
tipo-tempo.
Neste caso, N ∈ T e N˜ ∈ E de modo que na˜o fica definido um aˆngulo entre estes dois
vetores. Entretanto, existe um u´nico nu´mero real φ ∈ [0,+∞) tal que
〈N, N˜〉 = τ sinhφ, (4.6)
na qual τ = sinal(〈N, N˜〉).
Notac¸a˜o 4.2. Em todos os casos A, B, C e D denotamos o nu´mero φ por aˆngulo da
congrueˆncia pseudo-esfe´rica, que sera´ de fato um aˆngulo para os casos A-C. Denotaremos
λ = |~r| o mo´dulo do vetor ~r e diremos que λ e´ a distaˆncia da congrueˆncia pseudo-esfe´rica.
Com esta notac¸a˜o, temos que se B e´ uma congrueˆncia-pseudo esfe´rica, as condic¸o˜es 2) e
3) da Definic¸a˜o (4.2) nos asseguram que os paraˆmetros da congrueˆncia λ e φ sa˜o constantes.
Notemos que se B e´ uma congrueˆncia pseudo-esfe´rica entre duas superf´ıcies na˜o-degeneradas
sempre podemos supor que, localmente, a congrueˆncia se encontra em um dos casos A-D.
De fato, se as superf´ıcies sa˜o na˜o-degeneradas enta˜o elas na˜o sa˜o do tipo-luz, de modo que
localmente as superf´ıcies preservam o cara´ter causal e tambe´m por continuidade da aplicac¸a˜o
B garantimos que o cara´ter causal da congrueˆncia e´, localmente, mantido. Note tambe´m
que na˜o e´ poss´ıvel existir uma congrueˆncia pseudo-esfe´rica tipo-tempo entre superf´ıcies tipo-
espac¸o ou mesmo existir uma congrueˆncia tipo-tempo entre duas superf´ıcies tipo-espac¸o e
tipo-tempo respectivamente, pois nos dois casos ter´ıamos que o vetor de congrueˆncia ~r seria
um vetor tipo-tempo contido em um plano tangente Riemanniano, o que seria um absurdo.
Observac¸a˜o 4.1. Se a aplicac¸a˜o B : M → M˜ e´ uma congrueˆncia pseudo-esfe´rica, temos que
o conjunto de retas tangentes, nas direc¸o˜es de ~r(p), formam um tipo de congrueˆncia de retas
dita Congrueˆncia pseudo-esfe´rica de retas em L3.
•
O seguinte resultado e´ uma condic¸a˜o necessa´ria para a ocorreˆncia de congrueˆncia pseudo-
esfe´ricas. Elas nos garante que a congrueˆncia pseudo-esfe´rica so´ e´ poss´ıvel para superf´ıcies
que possuem a mesma curvatura Gaussiana constante. Este resultado e´ uma adaptac¸a˜o dos
resultados de [19] Palmer (1990): Teorema I pa´gina 2872, [11] C. H. Gu at al (2005):
Teorema 4.8 pa´gina 150 e tambe´m [15] L. V. McNertney (1980): Teorema 4.2 pa´gina 86.
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Teorema 4.2. Sejam X e X˜ duas superf´ıcies parametrizadas regulares simples na˜o-degeneradas
em L3. Se existe uma congrueˆncia pseudo-esfe´rica B : M → M˜ , enta˜o devemos ter que cur-
vatura Gaussiana K e K˜ de X e X˜ sa˜o iguais e constantes.
Demonstrac¸a˜o: Suponhamos que exista B : M → M˜ uma congrueˆncia pseudo-esfe´rica com
distaˆncia λ > 0 e aˆngulo φ > 0 entre as superf´ıcies X e X˜. A ide´ia da demonstrac¸a˜o e´ partir de
um referencial mo´vel para superf´ıcie X construir um referencial mo´vel para a superf´ıcie X˜ de
modo que os co-referenciais mo´veis sejam escritos em termos dos paraˆmetros λ e φ para enta˜o
usar a Equac¸a˜o de Gauss e obter a curvatura Gaussiana em func¸a˜o destes paraˆmetros, de
modo que esta relac¸a˜o expressara´ K e K˜ em termos das constantes λ e φ, e da´ı concluiremos
a tese do teorema.
Comecemos com {e1, e2, e3} um referencial mo´vel adaptado a superf´ıcie X. Pela condic¸a˜o
1) da Definic¸a˜o (4.2) podemos tomar e1 =
~r
λ na direc¸a˜o de congrueˆncia. Vamos construir
{e˜1, e˜2, e˜3} um referencial mo´vel adaptado a superf´ıcie X˜. Novamente pela condic¸a˜o 1) da
Definic¸a˜o (4.2) podemos tomar e˜1 = e1 na direc¸a˜o de congrueˆncia. Vamos escrever e˜3 = N˜
na base {ei}. Para isso vamos determinar os coeficientes µi tais que
e˜3 = µ1e1 + µ2e2 + µ3e3.
Primeiramente, 0 = 〈e˜3, e˜1〉 = 〈e˜3, e1〉, assim 1µ1 = 0, em que i = 〈ei, ei〉, e consequen-
temente
µ1 = 0.
A condic¸a˜o 3) da Definic¸a˜o (4.2) nos assegura que, 〈e3, e˜3〉 = k, assim garantimos que
µ3 = 3k.
Por u´ltimo, denotando ˜i = 〈e˜i, e˜i〉, temos que




2˜3 − 23k2 σ ∈ {+1,−1}.
Podemos determinar e˜2 pelo produto Lorentziano de e˜1 com e˜3,





∣∣∣∣∣∣∣∣∣ = −µ32e2 + µ23e3.
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em que µ2 e´ dado na expressa˜o (4.7).
Fixemos os referenciais mo´veis {ei} e {e˜i} adaptados as superf´ıcies X e X˜ respectivamente
e vamos relacionar seus co-referenciais mo´veis.
Primeiramente as condic¸o˜es 1) e 2) da Definic¸a˜o (4.2) nos permitem escrever
X˜ = X+ λe1.











em que ω˜i e´ o co-referencial mo´vel associado ao referencial {e˜i} e e´ definido de acordo com







(−˜223kω˜2 − 2ω2 − λ2ω21) e2 + (˜23µ2ω˜2 − λ3ω31) e3 = 0.





ω2 + λω21 = −˜23kω˜2, (4.9)
λω31 = ˜2µ2ω˜
2. (4.10)
Ainda podemos eliminar ω˜2 das Equac¸o˜es (4.9) e (4.10) gerando
µ2ω
2 = −λ (3kω31 − µ2ω21) . (4.11)
Por outro lado, escrevendo as formas de conexa˜o do co-referencial mo´vel associado a {ω˜i}
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na base do co-referencial mo´vel {ωi} temos
ω˜31 = 〈de˜1, e˜3〉 = 〈de1, µ2e2 + 3ke3〉







em que na u´ltima passagem usamos a Equac¸a˜o (4.11). Ale´m disso
ω˜32 = 〈de˜2, e˜3〉 = 〈−23kde2 + 3µ2de3, µ2e2 + 3ke3〉
= −2k2〈de2, e3〉+ 3µ22〈de3, e2〉




em que na u´ltima passagem substitu´ımos µ2 via Equac¸a˜o (4.7).
Agora, partindo da Equac¸a˜o de Estrutura (2.20) para o co-referencial {ω˜i}, e usando as






= −23µ2λ−1ω2 ∧ ω32. (4.14)





Agora usando as Equac¸o˜es (4.8) e (4.10) para re-escrever o lado direito em termos do co-
referencial {ω˜i}, temos,
dω˜21 = 13µ2λ





= −3˜3µ22λ−2ω˜1 ∧ ω˜2
onde na u´ltima igualdade usamos que ˜1˜2˜3 = −1.
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Esta u´ltima expressa˜o, juntamente com a Equac¸a˜o de Gauss (2.24), dada no Teorema





Em que µ2 e´ dado na Equac¸a˜o (4.7), isto e´ µ
2
2 = 2˜3 − 23k2. Deste modo vemos que K e´
constante proporcional a constante k .
Analogamente ao que foi feito com a Equac¸a˜o (4.14) para o co-referencial {ωi}, podemos





























= −3˜3µ22λ−2ω1 ∧ ω2





em que µ2 e´ dado na Equac¸a˜o (4.7). Deste modo comparando com a curvatura K˜, conclu´ımos
que as superf´ıcies X e X˜ possuem a mesma curvatura e ambas ideˆnticas a um valor constante.
E assim o teorema esta´ demonstrado.
2
Teorema 4.3. (Teorema de Ba¨cklund em L3) Seja B : X→ X˜ uma congrueˆncia pseudo-
esfe´rica entre duas superf´ıcies parametrizadas regulares simples e na˜o-degeneradas. Enta˜o
A: se a congrueˆncia B esta´ no Caso A, a curvatura Gaussiana das duas superf´ıcies e´
constante positiva igual + sinh2 φ/λ2.
B: se a congrueˆncia B esta´ no Caso B, a curvatura Gaussiana das duas superf´ıcies e´
constante positiva igual + sinh2 φ/λ2.
C: se a congrueˆncia B esta´ no Caso C, a curvatura Gaussiana das duas superf´ıcies e´
constante positiva igual + sen2 φ/λ2.
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D: se a congrueˆncia B esta´ no Caso D, a curvatura Gaussiana das duas superf´ıcies e´
constante negativa igual − cosh2 φ/λ2.
Demonstrac¸a˜o: Com a notac¸a˜o da demonstrac¸a˜o do Teorema (4.2) temos que {ei} e´ um
referencial mo´vel adaptado a superf´ıcie X com os sinais i = 〈ei, ei〉 e {e˜i} e´ um referencial
mo´vel adaptado a superf´ıcie X˜ com os sinais ˜i = 〈e˜i, e˜i〉. De modo que a curvatura Gaussiana
das superf´ıcies K e K˜ sa˜o expressas de acordo com a equac¸a˜o




em que µ22 = 2˜3 − 23k2, k = 〈N, N˜〉 e´ a constante na˜o nula dada na condic¸a˜o 3) da
Definic¸a˜o (4.2) e λ = |~r| > 0 e´ a distaˆncia de congrueˆncia.
A: Neste caso X e X˜ sa˜o superf´ıcies do tipo-espac¸o e a congrueˆncia pseudo-esfe´rica e´ tipo-
espac¸o, enta˜o ~r e´ um vetor tipo-espac¸o e 1 = 2 = ˜1 = ˜2 = 1 e 3 = ˜3 = −1. Ale´m
disto fica definido, via Equac¸a˜o (4.4), um aˆngulo hiperbo´lico entre e3 e e˜3. Assim
k = 〈N, N˜〉 = τ cosh(φ),
em que τ = ±1 e φ ∈ (0,+∞). Deste modo,







E assim conclu´ımos que as duas superf´ıcies teˆm a mesma curvatura constante positiva.
B: Neste caso X e X˜ sa˜o superf´ıcies do tipo-tempo e a congrueˆncia pseudo-esfe´rica e´ tipo-
espac¸o enta˜o 1 = ˜1 = 1, 3 = ˜3 = +1 e 2 = ˜2 = −1. Tambe´m, podemos tomar, via
Equac¸a˜o (4.5),
k = τ cosh(φ),
em que τ = ±1 e φ ∈ (0,+∞). Deste modo,







Assim garantimos que ambas superf´ıcies teˆm mesma curvatura constante positiva.
C: Neste caso X e X˜ sa˜o superf´ıcies do tipo-tempo e a congrueˆncia pseudo-esfe´rica e´ tipo-
tempo enta˜o 1 = ˜1 = −1, 3 = ˜3 = +1 e 2 = ˜2 = +1. E tambe´m, podemos tomar,
via Equac¸a˜o (4.6),
k = τ cos(φ),
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em que τ = ±1 e φ ∈ (0, pi). Deste modo,







Assim garantimos que ambas superf´ıcies teˆm mesma curvatura constante positiva.
D: Neste caso X e´ uma superf´ıcie tipo-espac¸o e X˜ e´ uma superf´ıcies tipo-tempo e a con-
grueˆncia pseudo-esfe´rica e´ tipo-espac¸o, enta˜o 1 = 2 = +1, 3 = −1, ˜1 = ˜3 = +1,
˜2 = −1. E tambe´m, podemos tomar, via Equac¸a˜o (4.6),
k = τ sinh(φ),
em que τ = ±1 e φ ∈ [0,+∞). Deste modo,







Assim garantimos que ambas superf´ıcies teˆm mesma curvatura constante negativa.
2
4.3 Condic¸o˜es de Integrabilidade
Vimos na sec¸a˜o anterior que e´ poss´ıvel definir o conceito de congrueˆncia pseudo-esfe´rica
no Espac¸o de Minkowski e tais congrueˆncias, se existirem, devera˜o ocorrer entre superf´ıcies
na˜o-degeneradas com curvaturas constantes, conforme os casos de congrueˆncias A,B,C e
D. Nesta sec¸a˜o trataremos dos resultados de integrabilidade, isto e´, dos resultados que
garantem a existeˆncia de uma congrueˆncia pseudo-esfe´rica. Mostraremos que cada uma das
congrueˆncias A,B,C e D de fato existem e exibiremos as condic¸o˜es para que isto ocorra.
O termo ”integrabilidade”e´ usado, em geral, para expressar a situac¸a˜o em que e´ poss´ıvel
garantir a existeˆncia de uma congrueˆncia pseudo-esfe´rica. O emprego deste termo e´ justifi-
cado pelo processo que e´ usado para garantir a existeˆncia de uma congrueˆncia, na qual passa
por integrar, isto e´ obter soluc¸o˜es, de um sistema certo sistema de EDP’s. Conforme veremos
os sistemas de EDP’s que aparecem podem ser integrados por uma versa˜o do Teorema de
Frobenius, qual vamos tratar agora.
Primeiramente assumiremos o Teorema de Picard qual garante condic¸o˜es necessa´rias e
suficientes para existeˆncia e unicidade, pelo menos locais, de um problema de valor inicial.
Tal teorema e´ encontrado em va´rios textos sobre Equac¸o˜es Diferenciais Ordina´rias, como por
exemplo no Teorema 3.1 pa´gina 88 de [8].
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Lema 4.1. (Teorema de Picard) Seja f : U ⊂ R2 → R uma func¸a˜o de (x, y) ∈ U
conjunto aberto de R2 tal que f e fy sa˜o func¸o˜es cont´ınuas em U . Enta˜o, dado (x0, y0) ∈ U
existe um intervalo aberto I ⊂ R contendo x0 e uma func¸a˜o u : I ⊂ R → R satisfazendo
du
dx(x) = f(x, u(x)) e uma condic¸a˜o inicial u(x0) = u0 ∈ R. Ale´m disso qualquer outra soluc¸a˜o
u˜(x) da equac¸a˜o du˜(x)dx = f(x, x˜) satisfazendo u˜(x0) = x0 e´ tal que u˜(x) = u(x) em I.
Este Lema sera´ usado repetidas vezes para demonstrar o Teorema de Frobenius. Ale´m
disso o Lema vale, em particular, para func¸o˜es diferencia´veis (isto e´, func¸o˜es de classe C∞).
Teorema 4.4. (Teorema de Frobenius) Sejam A,B func¸o˜es reais diferencia´veis, u : U ⊂
R2 → R com U um subconjunto aberto de R2 e (x0, y0) ∈ U . Enta˜o o sistema em u = u(x, y)

ux = A(x, y, u)
uy = B(x, y, u)
(4.16)














dita condic¸a˜o de integrabilidade.
O papel deste teorema e´ condicionar a existeˆncia local de soluc¸o˜es do sistema (4.16) com
uma certa condic¸a˜o (4.17). Existem verso˜es bem mais gerais para o Teorema de Frobenius
que podem ser entradas nos textos de Formas Diferenciais, como por exemplo [14] Teorema
1.3.4 pa´gina 11. Entretanto, vamos demonstrar esta versa˜o, que sera´ suficiente.
Demonstrac¸a˜o: Esta demostrac¸a˜o e´ baseada nos comenta´rios que seguem o Exemplo 1.2.3
da pa´gina 6 de [14].
Primeiramente, suponhamos que u seja uma soluc¸a˜o diferencia´vel do sistema (4.16). Deste

































e assim vale a Equac¸a˜o (4.17).
Reciprocamente, assumamos que valha a Equac¸a˜o (4.17) e consideremos o sistema (4.16)
com a condic¸a˜o inicial u(x0, y0) = u0. A primeira equac¸a˜o deste sistema induz uma equac¸a˜o




(x) = A(x, y0, µ(x)); µ(x0) = u0.
Aplicando o Lema (4.1), existem um intervalo I ⊂ R aberto de R e uma u´nica func¸a˜o
µ(x), soluc¸a˜o deste sistema satisfazendo µ(x0) = u0.
Para cada x′ ∈ I considere as seguintes equac¸o˜es diferenciais ordina´rias na varia´vel y,
dξ{x′}
dy
(y) = B(x′, y, ξ{x
′}); ξ{x
′}(y0) = µ(x′),
em que, nesta notac¸a˜o, o subescrito {x′} indica que o sistema, na func¸a˜o ξ{x′}(y) de y, e´
tomada para x′ ∈ I fixado. Aplicando-se o Lema (4.1) para cada uma destas equac¸o˜es
diferenciais ordina´rias, garantimos, para cada x′ uma u´nica soluc¸a˜o ξ{x′} definida em um
aberto J{x′} ⊂ R, que depende de cada valor x′ fixado, satisfazendo a condic¸a˜o inicial ξ{x′} =
µ(x′).
Definimos enta˜o a func¸a˜o u(x, y) = ξ{x} em uma vizinhanc¸a de (x0, y0), com x ∈ I e
y ∈ J{x0} candidata a soluc¸a˜o do sistema. Por construc¸a˜o, u automaticamente satisfaz a






= B(x, y, ξ{x}) = B(x, y, u(x)),










= A(x, y0, µ) = A(x, y0, u(x, y0)).
Assim nos resta mostrar que a candidata a soluc¸a˜o u satisfaz a primeira equac¸a˜o do
sistema para todos os pontos (x, y) em alguma vizinhanc¸a de (x0, y0). Para tanto basta
mostrar que a func¸a˜o R(x, y) = ∂u∂x − A e´ identicamente nula em tal vizinhanc¸a de (x0, y0).
Perceba que nos pontos (x, y0) ja´ temos que R(x, y0) = 0.
Utilizando a hipo´tese de que vale a condic¸a˜o (4.17), temos que R e´ soluc¸a˜o do seguinte


































































Ja´ sabemos que nos pontos (x, y0) com x ∈ I temos R(x, y0) = 0. Assim seja a func¸a˜o
real h{x}(y) = R(x, y) na varia´vel y para algum x ∈ I fixado. Como R e´ soluc¸a˜o de (4.18),







Isto e´, omitindo x e denotando g(y) = ∂B∂u (x, y), temos que
h′(y) = g(y)h(y),
que no ponto y = y0 se anula.
Consequentemente h′′(y) = g′(y)h(y) + g(y)h′(y) se anula em y = y0. Prosseguindo por
induc¸a˜o, temos que a derivada de todas as ordens de h se anula em y0. Deste modo, utilizando
a expansa˜o de Taylor em se´ries de poteˆncias, temos que h(y) e´ nula em uma vizinhanc¸a de
y0. Consequentemente R(x, y) se anula em uma vizinhanc¸a de (x0, y0) e assim temos que a
candidata u(x, y) e´ de fato soluc¸a˜o do sistema (4.16).
E o teorema esta´ demonstrado. 2
Visto isso, estamos em condic¸o˜es de buscar as condic¸o˜es suficientes para existeˆncia de
congrueˆncias pseudo-esfe´ricas. Abordaremos primeiro o caso cla´ssico para superf´ıcies no
espac¸o Euclidiano qual servira´ de inspirac¸a˜o para o caso generalizado no espac¸o de Minkowski.
4.3.1 Caso Cla´ssico
Nesta sec¸a˜o demonstraremos o resultado cla´ssico de integrabilidade, isto e´, o resultado
que nos garante as condic¸o˜es em que e´ poss´ıvel, partindo de uma certa superf´ıcie, obter uma
congrueˆncia pseudo-esfe´rica.
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Teorema 4.5. (de Integrabilidade) Seja X : U ⊂→ E3 uma superf´ıcie parametrizada
regular simples com curvatura Gaussiana K = − sin2 φ
λ2
, φ ∈ (0, pi) e λ > 0 constantes. Enta˜o
para cada direc¸a˜o na˜o principal e0(q) ∈ TqX existe uma superf´ıcie X˜ relacionada com X por
uma congrueˆncia pseudo-esfe´rica tendo e0 como direc¸a˜o de congrueˆncia e paraˆmetros λ e φ.
A ide´ia para demonstrar este teorema e´ construir um referencial mo´vel adequado sobre
a superf´ıcie X e partindo deste referencial obter uma condic¸a˜o para que X˜ = X + λe0 seja
uma superf´ıcie parametrizada regular. Veremos que tal condic¸a˜o e´ equivalente ao processo
anal´ıtico de integrar um sistema de duas EDP’s que coincide precisamente com o tipo de
sistema (4.16) considerado no Teorema de Frobenius (4.4).
Demonstrac¸a˜o(do Teorema de Integrabilidade): Suponhamos, por simplicidade, que
λ2 = sin2 φ, isto e´, estamos supondo que a curvatura Gaussiana de X e´ K = −1. De modo
podemos supor que X(u, v) esta´ parametrizada pelas coordendas assinto´ticas de Tchebyschev
(u, v), introduzidas na Definic¸a˜o (3.1). Seja {e1, e2, e3} o referencial mo´vel de Chebyschev























em que α ∈ (0, pi) e´ uma soluc¸a˜o da Equac¸a˜o de sine-Gordon αuu − αvv = sinα.
Mostrar que existe uma congrueˆncia pseudo-esfe´rica entre X e uma superf´ıcie X˜ e´ equi-
valente a mostrar que existe uma func¸a˜o, digamos θ = θ(u, v) ∈ (0, pi2 ), tal que
X˜ = X + λ (cos θe1 + sin θe2) , (4.20)
seja uma superf´ıcie parametrizada regular. Note que, neste caso, e0 = cos θe1 + sin θe2 sera´
a direc¸a˜o de congrueˆncia e que tambe´m na˜o sera´ uma direc¸a˜o principal e1 ou e2 de X.
Usando as relac¸o˜es,
d(sin θ) = cos θθudu+ cos θθvdv = cos θdθ
e
d(cos θ) = − sin θdθ.
diferenciando exteriormente a expressa˜o (4.20), obtemos
dX˜ = dX + λ (− sin θdθe1 + cos θde1 + cos θdθe2 + sin θde2) .
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Usando que dX = ω1e1 +ω






j e3, em que o co-referencial mo´vel
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Por outro lado, definindo
N˜ := cosφN + sinφr⊥θ , (4.22)
em que φ e´ a constante de congrueˆncia, r⊥θ = sin θe1 − cos θe2 e N e´ a normal da superf´ıcie
X. Podemos impor que a func¸a˜o inco´gnita θ satisfac¸a a relac¸a˜o 〈dX˜, N˜〉E3 , isto e´, pedimos
que θ seja uma func¸a˜o tal que,








































































Usando a independeˆncia linear entre as formas du e dv, temos que a func¸a˜o inco´gnita α˜
satisfaz esta equac¸a˜o, se, e somente se, ela satisfaz o sistema
1










2 sinφ (α˜v + αu) = − cosφ cos α2 sin α˜2 − sin α2 cos α˜2
(4.24)
que e´ precisamente um sistema do tipo de Frobenius (4.16) sobre a inco´nita α˜. Utilizando o
Teorema de Frobenius (4.4), podemos ver que a condic¸a˜o de integrabilidade (4.17) e´ justa-
mente a equac¸a˜o de sine-Gordon,
αuu − αvv = sinα.
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Uma vez que as coordenadas (u, v) sa˜o coordenadas de Tchebyschef em X, temos que
α e´ automaticamente soluc¸a˜o da equac¸a˜o de sine-Gordon, de modo que a condic¸a˜o de com-
patibilidade do Teorema de Frobenius e´ satisfeita e assim o sistema (4.24) e´ completamente
integra´vel sobre α˜ e o Teorema esta´ demonstrado. 2
Corola´rio 4.1. (da demonstrac¸a˜o do Teorema (4.5)) Suponha que X(u, v) e X˜(u, v)
estejam relacionadas por uma congrueˆncia pseudo-esfe´rica, com paraˆmetros λ, φ e direc¸a˜o
de congrueˆncia que na˜o e´ uma direc¸a˜o principal de X. Enta˜o as coordenadas de Tchebyschef
(u, v) em X tambe´m sera˜o coordenadas de Tchebyschef em X˜. Ale´m disso α˜ e´ uma soluc¸a˜o
da equac¸a˜o de sine-Gordon.
Demonstrac¸a˜o: Primeiramente considerando o sistema (4.24), podemos derivar parcial-
mente a primeira equac¸a˜o em relac¸a˜o u e a segunda equac¸a˜o em relac¸a˜o a v, tomar a diferenc¸a
e obter,
(α˜uu − α˜uu) + αvu − αuv = sin α˜.
Desse modo a diferenciabilidade de α e´ equivalente a func¸a˜o α˜ satisfazer a equac¸a˜o de sine-
Gordon.
Considere agora a relac¸a˜o (4.21). Reescrevendo em termos de du e dv e usando que












































































Utilizando as expresso˜es (4.24) juntamente com λ = sinφ temos que
dX˜ = A˜due˜1 + B˜dve˜2,










































































e2 − sinφ cos α
2
e3.
Assim por definic¸a˜o do co-referencial mo´vel, dX˜ = ω˜1e˜1 + ω˜
2e˜2, nos permite identificar,








Por outro lado, repetindo o mesmo argumento com dN˜ na equac¸a˜o (4.22) e utilizando a
definic¸a˜o das formas de conexa˜o dN˜ = ω˜13 e˜1 + ω˜
2
3 e˜2, podemos identificar








De acordo com a Definic¸a˜o (3.1), temos que (u, v) tambe´m sa˜o paraˆmetros de Tchebyschev
em X˜. Como consequeˆncia, assim como na Definic¸a˜o (3.1), a func¸a˜o α˜ representa o aˆngulo
que as linhas assinto´ticas fazem com as linhas de curvatura.
2
Definic¸a˜o 4.3. No contexto do Teorema de Integrabilidade (4.5), a superf´ıcie X˜ e´ dita Trans-
formac¸a˜o de Ba¨cklund da superf´ıcie X e no contexto do Corola´rio (4.1) a equac¸a˜o α˜, soluc¸a˜o
do sistema (4.16), e´ dita Transformac¸a˜o de Ba¨cklund da func¸a˜o α.
Por u´ltimo, juntando os resultados de Integrabilidade desta sec¸a˜o com os resultados ob-
tidos na sec¸a˜o (3.1.1), obtemos o seguinte Teorema.
Teorema 4.6. Partindo de uma soluc¸a˜o 0 < α < pi da equac¸a˜o de sine-Gordon, existe uma
famı´lia a dois paraˆmetros de soluc¸o˜es da equac¸a˜o de sine-Gordon.
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Demonstrac¸a˜o: De fato, dada uma soluc¸a˜o α da equac¸a˜o de sine-Gordon podemos aplicar
o Teorema (3.1) e obter uma superf´ıcie X com curvatura Gaussiana constante negativa,
digamos K = − sin2 α
λ2
, para algum par de constantes λ > 0 e 0 < φ < pi. A partir desta
superf´ıcie, podemos aplicar o Teorema de Integrabilidade (4.5) e obter uma famı´lia a dois
paraˆmetros de superf´ıcies (em que um dos paraˆmetros e´ uma direc¸a˜o na˜o principal do espac¸o
tangente de X e outro paraˆmetro e´ λ ou φ que depende da relac¸a˜o com K).
Para cada superf´ıcie desta famı´lia podemos aplicar o Teorema de Ba¨cklund (4.1) e ga-
rantir que esta superf´ıcie esta´ nas condic¸o˜es do Teorema (3.1) de modo que podemos fazer
corresponder a cada uma destas superf´ıcies uma nova soluc¸a˜o da equac¸a˜o de sine-Gordon e
obter assim uma famı´lia a dois paraˆmetros de soluc¸o˜es.
Alternativamente (e equivalentemente) ao inve´s de aplicarmos o Teorema de Ba¨cklund
(4.1), podemos usar o Corola´rio (4.1) e garantir que a cada uma destas superf´ıcies a soluc¸a˜o
α˜ integral do sistema (4.16) e´ justamente uma soluc¸a˜o da equac¸a˜o de equac¸a˜o de sine-Gordon.
Deste modo obtemos uma famı´lia a dois paraˆmetros de soluc¸o˜es da equac¸a˜o de sine-Gordon.
Estas duas u´ltimas passagens sa˜o equivalentes pelo fato de que a soluc¸a˜o α˜ integral do
sistema (4.16) coincide precisamente com a soluc¸a˜o da Equac¸a˜o de Gauss (3.18) durante a
demonstrac¸a˜o do Teorema (3.1), pois nas duas situac¸o˜es a superf´ıcie e´ descrita pela pelas




Vamos tratar nesta sec¸a˜o dos resultados de Integrabilidade para Transformac¸o˜es de Ba¨cklund
no Espac¸o de Minkowski. Mais precisamente, vamos demonstrar o seguinte Teorema.
Teorema 4.7. (de Integrabilidade Generalizado) Seja X uma superf´ıcie parametrizada
regular na˜o-degenerada com curvatura Gaussiana constante na˜o nula. Enta˜o existe uma
superf´ıcie X˜ em cada um dos oito casos abaixo,
A: X tipo-espac¸o, na˜o umb´ılica, com K = sinh2 φ/λ2 > 0 e 4 ≥ 0,
B1: X tipo-tempo com K = sinh2 φ/λ2 > 0 e 4 > 0,
B2: X tipo-tempo, na˜o umb´ılica, com K = sinh2 φ/λ2 > 0 e 4 = 0,
B3: X tipo-tempo com K = sinh2 φ/λ2 > 0 e 4 < 0,
C1: X tipo-tempo com K = sen2 φ/λ2 > 0 e 4 > 0,
C2: X tipo-tempo, na˜o umb´ılica, com K = sen2 φ/λ2 > 0 e 4 = 0,
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C3: X tipo-tempo com K = sen2 φ/λ2 > 0 e 4 < 0,
D: X tipo-espac¸o, na˜o umb´ılica, com K = − cosh2 φ/λ2 < 0 e 4 ≥ 0.
Existe uma congrueˆncia pseudo-esfe´rica do tipo A, B, C e D, de paraˆmetros λ e φ para cada
direc¸a˜o na˜o principal do plano tangente.
A demonstrac¸a˜o deste Teorema e´ feita considerando cada caso separadamente, e foi de-
monstrado ao longo de 1980 ate´ 2003 nos Artigos [15], [19], [21] e [12]. Traremos estas
demonstrac¸o˜es no final da sec¸a˜o. Antes vamos buscar alguns Corola´rios deste Teorema que
sa˜o ana´logos ao Corola´rio (4.1) do Teorema de Integrabilidade Cla´ssico (4.5).
Corola´rio 4.2. (do Teorema (4.7)) Partindo de uma soluc¸a˜o, na˜o trivial, e´ poss´ıvel obter
uma famı´lia a dois paraˆmetros de soluc¸o˜es de cada uma das seguintes EDP’s,
A: Sine-Gordon αuu − αvv = sinα,
B1, C1: Sinh-Gordon αuu − αvv = − sinhα,
B2, C2: Liouville αuv = −12e2α,
B3, C3: Cosh-Gordon αuv = coshα.
Corola´rio 4.3. (do Teorema (4.7)) Existe, pelo caso D, uma relac¸a˜o biun´ıvoca entre as
soluc¸o˜es da equac¸a˜o de sine-Laplace (αuu+αvv = sinα) e Sinh-Laplace (αuu+αvv = sinhα).
Ale´m disso, de uma soluc¸a˜o na˜o nula de uma destas equac¸o˜es e´ poss´ıvel obter uma famı´lia a
dois paraˆmetros de soluc¸o˜es da outra.
Veremos agora a demonstrac¸a˜o do Teorema (4.7). A demonstrac¸a˜o e´ feita considerando
separadamente os casos e em cada um deles a demonstrac¸a˜o segue os mesmos passos que
a demonstrac¸a˜o do Teorema Cla´ssico (4.5). Para tal consideramos sobre a superf´ıcie Coor-
denadas de Tchebyschev juntamente com um referencial mo´vel apropriado e partindo deste
referencial mo´vel expressamos uma condic¸a˜o de existeˆncia de uma superf´ıcie congruente e
enta˜o usar o Teorema de Frobenius (4.4) para obter tal superf´ıcie.
Demonstrac¸a˜o do Teorema de Integrabilidade:
Consideremos inicialmente o caso A.
Seja X superf´ıcie tipo-espac¸o, com curvatura Gaussiana constante igual a K = 1, tal
que o discriminante do Polinoˆmio Caracter´ıstico (1.21) e´ 4 ≥ 0. Supondo que X na˜o tenha
pontos umb´ılicos podemos considerar que X(u, v) esta´ parametrizada por coordenadas (u, v)
de Tchebyschev como no Caso I da Sec¸a˜o (3.2). Assim consideramos o Referencial Mo´vel
de Tchebyschev {e1, e2, e3} com o Co-Referencial Mo´vel e as formas de conexa˜o dados pelas
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Expresso˜es (3.26)-(3.30), isto e´
ω1 = cos(α/2)du, (4.29)








ω31 = sin(α/2)du, (4.32)
ω32 = − cos(α/2)dv, (4.33)
com 0 < α(u, v) < pi uma soluc¸a˜o da equac¸a˜o de sine-Gordon.
Seguindo a ide´ia da demonstrac¸a˜o do Teorema de Integrabilidade Cla´ssico (4.5), buscamos
uma func¸a˜o 0 < θ < pi/2 tal que,
X˜ = X+ λ (cos θe1 + sin θe2) (4.34)
N˜ = sinhφ (− sin θe1 + cos θe2) + coshφe3 (4.35)
em que, λ e´ a distaˆncia de congrueˆncia, φ e´ o aˆngulo hiperbo´lico de congrueˆncia definido
pela Equac¸a˜o (4.4) tais que λ = sinhφ, N˜ e´ a expressa˜o para o vetor normal a superf´ıcie
X. Perceba que, neste caso, a direc¸a˜o de congrueˆncia sera´ dada pelo vetor cos θe1 + sin θe2
tipo-espac¸o (uma vez que procuramos uma congrueˆncia tipo-espac¸o), e N˜ define um vetor
tipo-tempo, isto e´, X˜ sera´ uma superf´ıcie tipo-espac¸o, o que e´ precisamente uma Congrueˆncia
Pseudo-Esfe´rica Tipo A.
Utilizando que dX = ω1e1 + ω2e2 e dej = ω1j e1 + ω2j e2 + ω3j e3, a condic¸a˜o 〈dX˜, N˜〉 = 0
juntamente com a independeˆncia linear de du e dv, temos
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2 (α˜v + αu) = − cos α˜2 sin α2 − coshφ sin α˜2 cos α2 .
Em que denotamos α˜2 = θ. Este e´ um Sistema de Equac¸o˜es Diferenciais Parciais do tipo de
Frobenius em relac¸a˜o a func¸a˜o inco´gnita α˜(u, v). Utilizando o Teorema de Frobenius (4.4),
temos que este sistema e´ integra´vel uma vez que a condic¸a˜o de compatibilidade e´ exatamente
αuu−αvv = sinα. Assim existe a func¸a˜o α˜(u, v) e consequentemente a equac¸a˜o (4.34) define
uma superf´ıcie X˜ que sera´ congruente a superf´ıcie X.
O que demonstra o Teorema para o Caso A.
Para os demais casos a demonstrac¸a˜o e´ ana´loga, basta considerar que a superf´ıcie X(u, v)
esteja parametrizada respectivamente por:
Casos B1 e C1 Coordenadas de Tchebyschef IV,
4.3 Condic¸o˜es de Integrabilidade 118








Caso D Coordenadas de Tchebyschef II.
Ale´m disso considere {e1, e2, e3} o respectivo referencial mo´vel juntamente com suas for-
mas de conexa˜o.
Em todos os casos procuramos uma func¸a˜o α˜(u, v) tal que phi e´ o aˆngulo entre N˜ e N e
X˜ = X+ λrα˜, (4.36)
(4.37)
com N˜ e rα˜ dados conforme o conforme o esquema abaixo.
Caso Direc¸a˜o Tangente rα˜ Normal N˜
B1 cosh
α˜










































2 e1 − exp−α˜−α2 e2 sinφ
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2 e1 − exp−α˜−α2 e2 sinφ
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− sin α˜2 e1 + cos α˜2 e2
)
+ sinhφN
Perceba que em cada caso, rα˜ define uma direc¸a˜o no plano tangente a superf´ıcie e que
nos casos B1, B2, B3 e D e´ uma direc¸a˜o tipo-espac¸o e nos casos C1, C2 e C3 uma direc¸a˜o
tipo-tempo e que o aˆngulo φ e´ o aˆngulo congrueˆncia. O que esta´ de acordo com a Definic¸a˜o
(4.2) de Congrueˆncia Pseudo-Esfe´rica.
Diferencie exteriormente X˜ e imponha a condic¸a˜o 〈dX˜, N˜〉 = 0. Utilizando a inde-
pendeˆncia linear entre du e dv esta condic¸a˜o implicara´ em um sistema do tipo de Frobenius
ana´logo ao Sistema (4.36). E a condic¸a˜o de integrabilidade de tal sistema sera´ precisamente
a EDP Natural da superf´ıcie X em questa˜o, de modo que o Teorema de Frobenius (4.4) nos
assegurara´ a existeˆncia da func¸a˜o α˜ soluc¸a˜o deste sistema. Consequentemente as expresso˜es
X˜ = X+ λrα˜ definira˜o uma superf´ıcie congruente a X.
2
Observac¸a˜o 4.2. O caso D do Teorema (4.7) poderia ser enunciado analogamente em
termos de uma superf´ıcie X tipo-tempo com curvatura Gaussiana constante igual a − cosh2 φ
λ2
.
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Nesta situac¸a˜o, na demonstrac¸a˜o deve-se tomar X(u, v) parametrizada por paraˆmetros (u, v)
de Tchebyschef III e usar como direc¸a˜o de congrueˆncia















Nesta dissertac¸a˜o, baseada nos trabalhos [15], [4], [10], [11], [19] and [12], generalizamos
o conceito de congrueˆncia pseudo-esfe´rica para superf´ıcies no Espac¸o-Tempo de Minkowski.
Mostramos que existe um ana´logo do Teorema de Ba¨cklund para superf´ıcies no Espac¸o-Tempo
de Minkowski e fizemos uma demonstrac¸a˜o deste teorema usando o Me´todo do Referencial
Mo´vel.
Esta dissertac¸a˜o na˜o exige do leitor o conhecimento pre´vio sobre Geometria no Espac¸o
de Minkowski, nem o conceito do Me´todo do Referencial Mo´vel, pois os cap´ıtulos 1 e 2
fornecem o material necessa´rio sobre os temas. No Cap´ıtulo 1 discutimos sobre a geometria
do Espac¸o-Tempo de Minkowski, demonstramos algumas de suas propriedades e introduzimos
o conceito de Superf´ıcies e sua geometria. No Cap´ıtulo 2, introduzimos o conceito de Formas
Diferenciais e demonstramos algumas de suas propriedades. A partir disso descrevemos o
Me´todo do Referencial Mo´vel para Superf´ıcies no Espac¸o de Minkowski.
No Cap´ıtulo 3 trouxemos uma das aplicac¸o˜es do Me´todo do Referencial Mo´vel para Su-
perf´ıcies no Espac¸o-Tempo de Minkowski. Vimos que e´ poss´ıvel classificar todas Superf´ıcies
Tipo-Espac¸o e Tipo-Tempo com curvatura constante na˜o nula via soluc¸o˜es de determina-
das Equac¸o˜es Diferenciais Parciais. Isto e´, mostramos que existe uma relac¸a˜o un´ıvoca entre
existeˆncia de soluc¸o˜es das Equac¸o˜es de sin-Gordon, sinh-Gordon, cosh-Gordon, sin-Laplace,
sinh-Laplace e Liouville e a existeˆncia (e unicidade a menos de um Movimento R´ıgido no
espac¸o de Minkowski) de superf´ıcies Tipo-Tempo e Tipo-Espac¸o com curvatura Gaussiana
constante na˜o nula.
No Cap´ıtulo 4 introduzimos o conceito cla´ssico de congrueˆncia pseudo-esfe´rica para o
espac¸o Euclidiano e mostramos como adapta´-lo para o Espac¸o-Tempo de Minkowski. De-
monstramos o cla´ssico Teorema de Ba¨cklund, que nos da´ uma condic¸a˜o necessa´ria para a
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ocorreˆncia de uma Congrueˆncia pseudo-esfe´rica entre superf´ıcies no espac¸o Euclidiano. A
condic¸a˜o necessa´ria e´ que as duas superf´ıcies devem ter a mesma curvatura Gaussiana e este
valor comum deve ser uma constante negativa.
Mostramos que existe uma versa˜o do Teorema de Ba¨cklund para superf´ıcies no Espac¸o de
Minkowski, qual nos garante que uma condic¸a˜o necessa´ria para que exista uma congrueˆncia
pseudo-esfe´rica entre duas superf´ıcies. A condic¸a˜o necessa´ria e´ que as duas superf´ıcies devem
ter a mesma curvatura Gaussiana constante positiva ou negativa.
Buscamos condic¸o˜es suficientes para a ocorreˆncia de congrueˆncia pseudo-esfe´ricas entre
superf´ıcies no Espac¸o-Tempo de Minkowski. Mostramos que existem resultados ana´logos no
Espac¸o-Tempo de Minkowski do Teorema cla´ssico de Integrabilidade. Isto e´, mostramos que
existem condic¸o˜es suficientes para existeˆncia de congrueˆncia pseudo-esfe´rica entre superf´ıcies
no Espac¸o-Tempo de Minkowski.
Partindo da classificac¸a˜o das superf´ıcies dadas no Cap´ıtulo 3, juntamente com os resul-
tados do Cap´ıtulo 4, mostramos que e´ poss´ıvel construir uma famı´lia a dois paraˆmetros de
soluc¸o˜es das Equac¸o˜es de sin-Gordon, sinh-Gordon, cosh-Gordon, sin-Laplace, sinh-Laplace
e Liouville a partir de uma soluc¸a˜o inicial.
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