Abstract In this note, we study convergence rates in the law of large numbers for independent and identically distributed random variables under sublinear expectations. We obtain a strong L p -convergence version and a strongly quasi sure convergence version of the law of large numbers.
Introduction
Let {X, X n , n ≥ 1} be a sequence of independent and identically distributed (i.i.d.) random variables in a probability space (Ω, F , P ). Define S n = X 1 + · · · + X n , n ∈ N. If E|X| < ∞, then by the law of large numbers, we know that Hsu and Robbins (1947) introduced a new kind of convergence named "complete convergence". Let {Y, Y n , n ≥ 1} be a sequence of random variables. {Y n , n ≥ 1} is said to completely converge to Y , if for any ε > 0, −→ µ. Erdös (1949) proved the converse result. Baum and Katz (1965) extended the Hsu-Robbins-Erdös theorem. Below is a special case of the Baum-Katz theorem. Theorem 1.1 (Baum and Katz (1965) ). Let α ≥ 1. Suppose that {X, X n , n ≥ 1} is a sequence of i.i.d. random variables with partial sum S n = n i=1 X i , n ∈ N. Then the condition E|X| α < ∞ and EX = 0 is equivalent to
Lanzinger (1998), Gut and Stadtmüller (2011) , Chen and Sung (2014) extended the results of Baum and Katz (1965) . Chow (1988) first investigated the complete moment convergence and obtained the following result. Let α ≥ 1, p ≤ α and p < 2. Suppose that {X, X n , n ≥ 1} is a sequence of i.i.d. random variables with
where x + = max{0, x}. Chow's result has been generalized in various directions. Refer to Qiu and Chen (2014), Li and Hu (2017) and the references therein.
Li and Hu (2017) introduced a new convergence called "strong L p -convergence". Let {Y, Y n , n ≥ 1} be a sequence of random variables, and
−→ Y . Then for p ≥ 1, we have the following diagram:
Recently, Hu and Sun (2018) studied convergence rates in the law of large numbers for i.i.d. random variables. They obtained a strong L p -convergence version and a strong almost sure convergence version of the law of large numbers in a probability space.
The motivation of this note is to study convergence rates in the law of large numbers for i.i.d. random variables under sublinear expectations, and extend some results in a probability space to a sublinear expectation space.
Motivated by the risk measures, superhedge pricing and modeling uncertainty in finance, Peng (2006 Peng ( , 2007 Peng ( , 2008a Peng ( , 2008b Peng ( , 2009 Peng ( , 2010 The rest of this note is organized as follows. In Section 2, we recall some basic notions and results on sublinear expectations. In Section 3, we present our main results and give the proofs. In the final section, we mention some questions.
Sublinear expectations
In this section, we introduce some basic definitions and notations about sublinear expectation. Refer to Peng (2010) for more details.
Let Ω be a given set and let H be a linear space of real functions defined on Ω such that for any constant number c, c ∈ H; if X ∈ H, then |X| ∈ H; if X 1 , · · · , X n ∈ H, then for any ϕ ∈ C l,lip (R n ), ϕ(X 1 , · · · , X n ) ∈ H, where C l,lip (R n ) denotes the linear space of functions ϕ satisfying In It is easy to check that
where A c is the complementary set of A, A ∈ B(Ω). For p ∈ [1, +∞), the map
forms a seminorm on H. 
Definition 2.4 (Proposition I.3.15 of Peng (2010)) A sequence of random variables {X n , n ≥ 1} on (Ω, H,Ê) is said to be independent and identically distributed, if
X i d = X 1 and X i+1 is independent to (X 1 , · · · , X i ) for each i ≥ 1.) A d-dimensional random vector X = (X 1 , · · · , X d ) T
on a sublinear expectation space (Ω, H,Ê) is called (centralized ) G-normal distributed if
whereX is an independent copy of X (X d = X andX is independent to X).
Convergence rates in the law of large numbers
In this section, we will study convergence rates in the law of large numbers under sublinear expectations. Let (Ω, H,Ê) be a sublinear expectation space as introduced in Section 2, and {X, X n , n ≥ 1} be a sequence of random variables in H. We have the following convergences:
(1) {X n , n ≥ 1} is said to quasi surely converge to X, if there exists a set N ⊂ Ω such that E[I N ] = 0 and ∀ω ∈ Ω\N, lim n→∞ X n (ω) = X(ω), which is denoted by X n q.s −→ X.
(2) {X n , n ≥ 1} is said to converge to X in capacity, if for all ε > 0, lim n→∞ V ({|X n − X| ≥ ε}) = 0, which is denoted by X n V −→ X.
(4) {X n , n ≥ 1} is said to completely converge to X, if for any ε > 0,
(6) {X n , n ≥ 1} is said to strongly quasi surely converge to X with order α (α > 0), if
, which is denoted by X n Sα-q.s.
−→ X.
Generally, we have
IfÊ has the monotone continuity property ([10, Definition 2.2(vii)]), i.e. for any X n ↓ 0 on Ω, E[X n ] ↓ 0, then we have (see Hu and Zhou (2019) )
Strong L
p convergence version of the law of large numbers
We have
To prove Theorem 3.1, we need one lemma. 
Proof of Theorem 3.1.
Thenσ 2 > 0 by the assumption. By the positive homogeneity ofÊ, we haveÊ
where
Therefore, for any 0 < p ≤ 2, we have
(ii) By the assumption, we know that for any k ≥ 1, X k+1 is independent to (X 1 , . . . , X k ), which implies that X k+1 is negatively dependent to (X 1 , . . . , X k ) (see Zhang (2016 
where x + = max{0, x}, x − = max{0, −x}, and C α is a positive constant depending only on α. It follows that
For any 2 < p < α, by Hölder's inequality under sublinear expectations (see Peng (2010, Proposition I.4.2)) and (3.2), we obtain that
In Chow (1988) , the author also obtained the following result. Let {X, X n , n ≥ 1} be a sequence of i.i.d. random variables with E[X] = 0 in a probability space (Ω, F , P ). Suppose that
As a consequence of Theorem 3.1 and its proof, we obtain the following two corollaries.
3.2 Strongly quasi sure convergence version of the law of large numbers
Then for any β > 2, we havẽ
Proof. By Theorem 3.1(ii), we know that for 2 < β ≤ α, it holds that By the strong law of large numbers (see Theorem 1 of Chen (2016)), there exists a set N ⊂ Ω such that V (N) = 0 and for any ω ∈ Ω\N, there exists M(ω) ∈ N such that for any n ≥ M(ω), S n n − µ < 1.
It follows that for β > α and ω ∈ Ω\N, 
Some questions
In this section, we present some questions for further research.
Question 1. Can we extend the Hsu-Robbins theorem from a probability space to a sublinear expectation space?
Question 2. If the answer to Question 1 is affirmative, can we prove the converse result?
In fact, we can ask more questions. As to the results on the convergence rates in the law of large numbers in a probability space, we can consider the corresponding questions in a sublinear expectation space.
