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Introduction Générale
Depuis son avènement, l’Internet a accéléré le développement d’applications
dans tous les domaines. Les réseaux informatiques, qui constituent une infrastruc-
ture d’échange de plus en plus performante, ont permis une forte dissémination
de données, de services et d’applications sur des serveurs distants, à des volumes
impressionnants. Pour gérer cette évolution exponentielle, deux approches sont au-
jourd’hui utilisées : (i) une approche centralisée, qui trouve son incarnation la plus
aboutie dans le cloud computing [Hennion 2011] ; et (ii) une approche décentralisée
incarnée dans les systèmes Pair-à-Pair (P2P) [Leuf 2002]. La première approche
a montré son eﬃcacité avec des services à l’échelle planétaire, comme le moteur
de recherche Google [Dean 2009], le commerce en ligne, avec Amazon ou les outils
collaboratifs de type Googledocs. Les inconvénients de cette approche sont essen-
tiellement dûs à la situation quasi-monopolistique qu’elle implique et les risques de
non respect de la vie privée. De plus, elle est par déﬁnition, très coûteuse à mettre
en place, et donc restreinte à de grands groupes [Tanenbaum 2006].
L’approche Pair-à-Pair prend le contre pieds de cette vision centralisatrice et pro-
pose un modèle basé sur l’utilisation d’un grand nombre de pairs, pour construire un
service à grande échelle. L’application phare est le partage de ﬁchiers (notamment
musique et vidéo) [Leuf 2002, Yee 2005] sur Internet dont les principaux avantages
sont, son faible coût et sa capacité à passer à l’échelle. Par contre, elle n’est pas
forcément économe en ressources utilisées et le fait qu’il n’y ait pas de contrôle
centralisé peut impliquer des problèmes juridiques, notamment l’absence de vériﬁ-
cation des droits sur les ressources partagées [Nap 2006].
Contexte de travail
Dans le cadre de cette thèse, nous nous sommes intéressés essentiellement à
la Recherche d’Information dans les Systèmes Distribués à Large Échelle (ou RI-
SDLE) et plus précisément au problème d’agrégation des résultats dans de tels
systèmes. Les déﬁs d’une Recherche Distribuée à Large Échelle (RIDLE), dans une
approche P2P (ou RIP2P) s’avèrent à première vue, analogues à ceux rencontrés
dans la Recherche d’Information Distribuée classique (RID), (souvent appelée méta-
recherche), dans laquelle il s’agit de :
– Sélectionner les "bons" pairs permettant de satisfaire une requête utilisateur
(problème de routage requête).
– Fusionner les résultats provenant de ces pairs aﬁn de restituer seulement les
résultats intéressants du point de vue utilisateur (problème d’agrégation de
résultats).
Dans le cadre de la RID, l’agrégation de résultats, est faite par un serveur cour-
tier (le méta-moteur), détenant une vision globale du système (même si cette vision
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n’est pas forcément parfaite). Ce serveur collecte et maintient des informations
concernant les Systèmes de Recherche d’Information (SRI) distants, et les utilise
pour rechercher les SRIs pertinents à une requête et d’en agréger les résultats. Ces
informations peuvent être soit :
– Un index global : il s’agit de construire un index global sur une entité
centralisée (généralement le serveur courtier). Cet index permet de déﬁnir une
fonction qui mesure la distance (ou similarité) entre l’ensemble des documents
et requêtes selon un référentiel commun. C’est le cas idéal, mais il est très
coûteux à construire et maintenir, en terme d’espace et de calcul. De plus, il
suppose que les SRIs acceptent de céder toutes leurs données.
– Des statistiques globales : pour réduire le coût de l’index global et pour
augmenter l’autonomie des SRIs, des statistiques globales (ou résumés) peuvent
être construites sur le courtier. Ces statistiques sont généralement construites
à partir d’informations sur les index locaux (la taille des collections, les fré-
quences de certains termes dans les documents, les fréquences documentaires
pour un ensemble de termes, etc). Ces informations, bien qu’incomplètes, per-
mettent d’approximer un index global à un coût moindre, et en respectant
mieux l’autonomie des SRIs.
– Des scores locaux : dans cette approche, on n’utilise pas de statistiques
globales mais seulement les scores (mesures de pertinence) fournis par les dif-
férents SRIs. Ces scores sont alors utilisés pour classer les résultats en une liste
unique. Lorsqu’un même document est retourné par plusieurs SRIs, un consen-
sus doit être fait entre les diﬀérents scores retournés (par exemple prendre la
moyenne, la somme, etc.), comme proposé dans [Fox 1994]). Cependant, cette
approche n’est intéressante, que lorsque les collections des diﬀérents SRIs im-
pliqués sont suﬃsamment homogènes (même taille des collections, ou presque,
même modèles et fonctions de recherche, même type de contenu).
– Des rangs locaux : Cette approche peut être considérée la plus défavorable
puisque l’information remontée des SRIs est restreinte aux rangs des résultats.
La diﬃculté du classement, en se basant sur cette approche, émane de la
diﬃculté de comparer des simples rangs, un venant de chaque SRI. Cependant,
cette approche présente l’avantage de maximiser l’autonomie des SRIs. En
plus, si le système est très homogène (en termes de collections, de modèles de
RI, de contenus), une agrégation basée sur les rangs locaux peut donner de
bons résultats qui peuvent concurrencer l’utilisation de statistiques globales
[Aslam 2001].
Dans ces diﬀérentes approches (hormis l’utilisation d’un index global), un re-
cours à l’apprentissage peut être utilisé conjointement à ces approches aﬁn d’aider
soit à normaliser des informations locales, soit à récupérer un échantillon des index
locaux des collections des SRIs.
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Problématique et principales contributions
Le problème d’agrégation en RIP2P ne peut être abordé de la même manière que
dans le cadre distribué classique. En eﬀet, en RIP2P, le facteur d’échelle augmente
fortement puisqu’on passe de quelques dizaines de SRIs, dans la RID, à plusieurs
centaines, voire des milliers, en RIP2P. Cela rend, notamment, le recours à un
serveur courtier inadéquat.
De même, le recours à l’index global est une solution coûteuse qui risque de
surcharger le réseau (pour maintenir l’index à jour) et d’avoir des conséquences sur
le passage à l’échelle. L’utilisation de statistiques globales est envisageable, à condi-
tion qu’un système contribuant à la réponse accepte de diﬀuser des informations sur
lui-même. De plus, à ce facteur d’échelle, il est sûr que les SRIs vont oﬀrir un niveau
d’hétérogénéité fort, avec lequel, il sera très diﬃcile d’interpréter correctement les
informations locales (que ce soit des statistiques, des scores, voire même, des rangs).
C’est ainsi que notre approche doit être en mesure de respecter toutes les carac-
téristiques des systèmes distribués à large échelle, en général, et des systèmes de
RIP2P, en particulier, à savoir essentiellement, l’hétérogénéité des collections, la
décentralisation totale et le passage à l’échelle. De même, étant une solution de RI,
notre approche doit être eﬃcace en terme de mesures d’évaluation mais surtout du
point de vue utilisateur.
Nous proposons donc de suivre l’approche à base de rangs, en l’étendant par l’uti-
lisation d’informations visant, notamment, à prendre en compte l’hétérogénéité des
SRIs. À cet eﬀet, nous proposons d’utiliser les préférences des utilisateurs recensées
localement à partir de l’historique de leurs interactions avec les réponses fournies à
leurs requêtes passées (proﬁls). L’intuition derrière ce choix a été motivée par le fait
que, d’une part, le feedback de l’utilisateur est un véritable juge de la qualité des
résultats qui lui sont fournis en réponse à sa requête et que, souvent, cet utilisateur
ré-exprime des besoins similaires à ses requêtes passées (au moins sur une période
donnée), d’autre part.
En se basant sur l’hybridation des poids issus des interactions passées de l’utilisa-
teur avec le système (les proﬁls), avec les rangs, nous calculons des scores globaux
pour l’ensemble des documents retournés. Par ailleurs, nos contributions portent
sur deux principaux aspects :
(i) la déﬁnition et la formalisation d’un proﬁl centré utilisateur, utilisable dans un
contexte de large échelle ; et (ii) la déﬁnition d’une méthode hybride de calcul de
score global qui intègre la connaissance issue de l’utilisateur.
La réalisation des contributions citées a passé à travers l’étude de plusieurs
problématiques secondaires, à savoir :
– Quelle connaissance faut-il utiliser ?
– Comment la faire évoluer, en fonction des évolutions du système et des besoins
utilisateurs ?
– Comment calculer les scores ?
– Comment évaluer la validité de nos propositions ?
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Quelle connaissance faut-il utiliser ?
Nous proposons ici d’utiliser l’association entre les requêtes passées, les pairs qui
y ont contribuées et les retours (feedbacks) des utilisateurs. Pour cela, nous avons
étudié la possibilité d’extraire automatiquement la relation pairs-termes pour re-
chercher l’ensemble des pairs souvent sollicités dans la réponse à un ensemble de
termes de requêtes données et l’ensemble de documents sollicités pour un même en-
semble de termes et réunir cet ensemble "sémantique" dans un proﬁl enregistré dans
une base des Connaissances (appelée dans la suite KB). Aﬁn d’extraire un ensemble
de corrélations, l’utilisation des règles associatives a été possible. Cependant, aﬁn de
réduire l’ensemble de règles produites par cette technique, nous avons opté plutôt
pour l’Analyse Formelle de Concepts qui a été utilisée de manière adaptée (nous ne
parlons plus d’un domaine et d’un co-domaine mais plutôt d’un triplet,(T,P,D).
Comment faire évoluer la base des connaissances en fonction des
évolutions du système et des besoins utilisateurs ?
L’évolution de la base des connaissances est nécessaire pour maintenir l’eﬃcacité
de l’agrégation. Une évolution simplement basée sur le temps est inadéquate, car
elle peut nous amener dans une des situations suivantes : (i) la base est mise à jour
alors que le système n’a pas encore évolué, ou (ii) la base n’est pas mise à jour
alors que le système a lui évolué. Nous étudions dans cette thèse, une approche
d’évolution basée sur l’estimation de l’écart entre l’état du système et celui des
bases de connaissances.
Comment calculer les scores ?
L’utilisation des proﬁls doit nous permettre de calculer deux types de scores, (i)
un score de pair contributeur basé sur la conﬁance donnée à ce pair parce qu’il a
su bien répondre à des requêtes passées "similaires" à la nouvelle requête et (ii) le
score du document qui se base sur le même principe. A cet eﬀet, une formule de
score hybridant les rangs et les scores basés sur les proﬁls et calculée de manière
purement distribuée sera proposée. En fait, il s’agit de "contextualiser" le rang qui
sera attribué à chaque réponse retournée pour un besoin spéciﬁque. L’intégration
de ce contexte dans la phase d’agrégation permet de rendre l’information retournée
à l’utilisateur plus intelligible.
Comment évaluer ?
La quatrième problématique de cette thèse est de concevoir un cadre pour l’éva-
luation des Systèmes de Recherche d’Information distribuée à large échelle. Le pro-
blème dans ce contexte, consiste à déﬁnir :
– Les métriques à utiliser pour évaluer.
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– Les collections de test à utiliser pour tester l’eﬃcacité de l’approche d’agré-
gation proposée.
– La plate-forme d’évaluation à choisir pour évaluer les résultats.
Les métriques classiques telles que la précision et le rappel semblent une solu-
tion naturelle au premier problème. Cependant, elles ne prennent en compte que
l’eﬃcacité du système relativement à la Recherche d’Information. Dans un système
distribué à large échelle, l’aspect performance du système doit être prise en compte.
Cela comprend, notamment, les coûts de communication et de stockage de données.
Le problème est que eﬃcacité et performance sont, en général, antagonistes. Ainsi,
c’est le compromis eﬃcacité/performance que nous allons évaluer.
Pour répondre au deuxième problème, il manque aujourd’hui des collections de
test décentralisées gratuites et bien établies dans la communauté comme TREC
[Voorhees 2005]. Par collection de test, nous entendons un ensemble de requêtes,
un ensemble de documents et des jugements de pertinence d’un ensemble de do-
cuments par rapport aux requêtes. Ainsi, l’un des problèmes importants de notre
thèse est de construire des collections décentralisées. De plus, les caractéristiques
des systèmes P2P doivent être respectées dans la construction de ces collections, à
savoir, l’hétérogénéité en tailles et contenus des collections et des modèles de Re-
cherche d’Information. Pour les jugements de pertinence, nous ne cherchons pas ici
à avoir une évaluation dans l’absolu, mais à nous comparer aux systèmes centralisés.
C’est la raison pour laquelle, nous utiliserons, comme jugements de pertinence, les
résultats retournés par une version centralisée de notre système.
Quant au choix de la méthode d’évaluation, nous sommes amenés à choisir entre
une des solutions suivantes :
– Mettre en place un environnement distribué à large échelle, mais c’est bien
évidemment coûteux en nombre de ressources demandées et diﬃcile à réaliser.
– Utiliser une plate-forme existante d’évaluation distribuée à large échelle comme
Grid5000 et reproduire les conditions réelles du système.
– Simuler le système distribué avec ses diﬀérents nœuds en considérant une seule
machine.
Organisation du mémoire
L’ensemble de nos propositions sont résumées dans ce mémoire en six chapitres,
en plus d’une introduction générale et d’une conclusion générale. Les deux premiers
chapitres présentent le contexte dans lequel se situent nos travaux.
Le chapitre 1 décrit les éléments de base de la Recherche d’Information, ses modèles
et son évolution depuis les années 50, jusqu’à l’arrivée de la Recherche d’Information
Distribuée à Large Échelle (RIDLE). Nous décrivons particulièrement, la Recherche
d’Information en environnement Pair-à-Pair (RIP2P), en partant des systèmes P2P
et en introduisant la notion de P2P sémantique.
Le Chapitre 2 est consacré à une revue critique de la littérature concernant les
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approches d’agrégation classiques adoptées en RID et en RIP2P. Nous présentons
également quelques approches basées sur les comportements des utilisateurs ou pro-
ﬁls.
À la lumière des limites de ces approches, quant à leur adéquation aux propriétés
intrinsèques des systèmes P2P, le chapitre 3 vient proposer une nouvelle méthode
d’agrégation de résultats basée sur l’hybridation des rangs et des scores utilisant
les proﬁls des utilisateurs. Un modèle de proﬁls basé sur l’Analyse Formelle des
Concepts est proposé. Il déﬁnit un ensemble d’opérateurs indispensables à la mani-
pulation des proﬁls.
Aﬁn de valider notre méthode d’agrégation, nous déﬁnissons dans le chapitre 4 une
démarche d’évaluation basée sur la réutilisation des métriques d’eﬃcacité quanti-
tatives et la proposition de deux métriques qualitatives permettant de comparer
l’eﬃcacité d’un classement par rapport à un classement de référence (celui de la
collection centralisée). Une étude de performance de notre algorithme d’agrégation
est également discutée. La validation de l’eﬃcacité et la performance constituent
l’objet du chapitre 5 qui propose un cadre d’expérimentation basé sur la simulation.
Diﬀérents scénarii, visant à appréhender des situations réalistes, sont décrits. Les
résultats des expérimentations menées sur trois collections de test construites sont
présentés à la ﬁn de ce chapitre.
La force de notre méthode d’agrégation à base de proﬁls vient de sa capacité à
proﬁter, le mieux possible, de ce que le système a appris au cours de la résolution
des requêtes passées. Cela suppose donc que notre base des connaissances ou de
proﬁls (KB) soit toujours cohérente par rapport à l’état courant du système, ce qui
nécessite un mécanisme d’évolution. Ainsi, Nous proposons dans le chapitre 6 un
mécanisme d’évolution contrôlée de notre base des connaissances (KB).
Enﬁn, la conclusion générale synthétise les principaux apports de la thèse et propose
quelques perspectives de prolongement de ce travail.
Chapitre 1
De la Recherche d’Information
centralisée à la Recherche
d’Information à Large Échelle
1.1 Introduction
La Recherche d’Information (RI) est un problème qui, malgré son ancienneté,
continue à s’imposer comme un besoin essentiel à la plupart des utilisateurs. En
eﬀet, le besoin d’avoir de l’information pertinente est crucial d’autant plus que les
systèmes de partage de contenus évoluent et prennent plusieurs formes qui, dans
la plupart des cas cohabitent ensemble. L’information est disponible sous forme de
grands volumes sur des serveurs centralisés, décentralisés, dans les blogs, chez des
utilisateurs, chez des communautés, etc [add online 2009, Informatica 2010].
Les concepts de base de la recherche d’information sont toujours adoptés mais
selon le système de partage d’information et le volume de données, de nouvelles
contraintes aﬀectant toutes les phases d’un processus de recherche d’information
apparaissent et les techniques de recherche sont appelées à évoluer.
Dans ce chapitre, nous présentons les concepts de base d’un système de Recherche
d’Information. Nous décrivons les principes de base de la Recherche d’Information,
puis nous détaillons les phases de la Recherche d’Information Distribuée pour ar-
river à la ﬁn aux problèmes spéciﬁques aux systèmes de Recherche d’Information
largement distribués tels que les systèmes Pair-à-pair [Defude 2007]. Nous évoquons
de même, le déﬁ de l’intégration de la sémantique, en vue d’améliorer les processus
de recherche, dans les systèmes Pair-à-Pair.
1.2 Les Systèmes de Recherche d’Information Centra-
lisés
La Recherche d’Information (RI) documentaire est un concept qui remonte aux
années 50 lorsque Mooers [Mooers 1950] a inventé ce terme pour la première fois.
Mooers déﬁnit un Système de Recherche d’Information (SRI) comme un système
d’information permettant, à une personne exprimant un besoin, d’extraire, à partir
d’une collection documentaire, les documents qui correspondent à son besoin.
Cette déﬁnition met en évidence deux éléments essentiels dans un processus de
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Recherche d’Information : une requête et un ensemble d’informations appelé col-
lection, à partir duquel le système délivre des ressources pertinentes à la requête
utilisateur. La pertinence d’une réponse par rapport à une requête est généralement
déterminée via des métriques d’évaluation que l’on détaillera plus tard dans le cha-
pitre 4.
De manière formelle, et en référence au modèle de [Baeza-Yates 1999], un SRI
peut être déﬁni comme un quadruplet M = (D,Q,F, S(qi, dj)), tel que :
– D : représente un ensemble de vues logiques pour des documents dans une
collection.
– Q : est un ensemble de vues logiques pour des requêtes utilisateurs.
– F : ensemble de modèles de représentation de documents ou de requêtes.
– S(dj , qi) : fonction de classement ou plus précisément de similarité du docu-
ment dj par rapport à la requête qi.
Tous ces éléments sont intégrés dans le processus de recherche d’information dont
nous décrirons l’architecture dans la section suivante.
Processus de recherche d’information centralisé
Les SRIs sont largement utilisés dans diﬀérents domaines d’activités [Andrieu 2011].
Les systèmes "historiques" les plus connus, sont Smart dans les années 80 [Salton 1989]
et Medline, qui se présente parmi les systèmes commerciaux, actuellement accessible
depuis [PubMedline 2012]. Le concept de SRI a été popularisé avec l’avènement du
web sous la forme des moteurs de recherche dont les plus connus sont notamment,
le leader Google [Page 1998] ou "son equivalent" Bing de Microsoft [center 2012] .
La Figure 1.1 représente les briques de base d’un SRI centralisé. Un SRI doit être en
mesure d’indexer, d’une part les documents présents dans son corpus documentaire
et d’autre part, les besoins en information exprimés par les utilisateurs, puis de
rechercher les documents les plus pertinents par rapport à une requête utilisateur
et de les ordonner.
Compte tenu des éléments du quadruplet M, un processus de recherche d’informa-
tion centralisé comporte au moins trois modules de base : le module d’indexation,
le module d’interrogation et le module d’appariement.
Module d’indexation
Le module d’indexation consiste à représenter l’ensemble de documents pré-
sents dans un corpus documentaire, sous forme d’un ensemble de vues logiques
[Baeza-Yates 1999], visant à repérer les contenus de ces documents, aﬁn d’en faci-
liter la recherche et l’accès.
L’indexation concerne également les requêtes aﬁn de les écrire dans un langage Q
qui est l’ensemble de vues logiques représentant une requête (ce qui correspond
au deuxième élément du quadruplet M) comparable à celui des documents (D).
Souvent, la même méthode d’indexation est utilisée pour indexer aussi bien les do-
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Figure 1.1 – Processus de recherche d’information centralisé
cuments que les requêtes. Ainsi, pour rechercher une information à partir d’une
collection de données, un SRI doit accéder à ces informations d’une façon unique
en comparant une requête à un ensemble de clés formant l’index de la collection.
La façon par laquelle on représente les documents ou les requêtes dépend d’un mo-
dèle de représentation F . Plusieurs modèles de représentation de contenus existent
[Salton 1975, Ponte 1998, Baeza-Yates 1999, Savoy 2001].
Dans la section 1.2.1, nous décrivons succinctement les modèles piliers de la RI :
le modèle booléen, le modèle vectoriel et le modèle probabiliste.
Le modèle vectoriel de Recherche d’Information, par exemple représente les docu-
ments par une liste de termes couplés avec la fréquence de ces termes dans le do-
cument (tf), ainsi que l’inverse des fréquences des documents contenant ces termes
dans la collection (idf).
La requête doit être représentée de la même manière aﬁn d’être appariée aux bons
contenus dans cette collection. Des méthodes plus récentes de représentation de
données ont continué à émerger, telles que les représentations sémantiques à base
d’ontologies [Köhler 2006].
Module d’interrogation
Après avoir indexé une requête, le module d’interrogation lance la recherche sur
les documents aﬁn d’en sélectionner ceux qui correspondent à la requête. Cepen-
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dant, cette recherche peut ramener un nombre très important de documents, ou, au
contraire, un nombre très réduit parce que la requête est soit, trop généraliste (ou
ambiguë), soit trop spécialisée.
Plusieurs propositions ont été faites pour pallier ces problèmes. La première caté-
gorie utilise l’expansion des requêtes, c’est-à-dire la réécriture d’une requête initia-
lement formulée par l’utilisateur en lui ajoutant des termes, ou en modiﬁant les
termes utilisés [Xu 1996]. La deuxième catégorie utilise un feedback de l’utilisa-
teur [Rocchio 1971] (relevance feedback ou bouclage de pertinence) sur le résultat
retourné par la requête pour la reformuler selon le sens souhaité par l’utilisateur.
Ce feedback peut être explicite ou implicite et peut d’ailleurs être soit positif (do-
cuments jugés comme particulièrement pertinents), soit négatif (documents jugés
comme particulièrement non pertinents).
Le module d’appariement ou de ﬁltrage
Ce module constitue le cœur de tout le processus de Recherche d’Information.
En eﬀet, c’est au cours de la phase d’appariement qu’un Système de Recherche
d’Information produit les réponses jugées adéquates satisfaisant le mieux possible
le besoin de l’utilisateur. Ceci passe par l’utilisation d’une fonction d’estimation de
la similarité (ou fonction de scoring) S(di, qj) entre le document di et la requête
qj . Faisant référence au score calculé par la fonction de similarité, un SRI procède
généralement au tri des réponses qu’il retourne à l’utilisateur (voir Figure 1.1).
La pertinence des réponses retournées par un SRI et leur ordre dépendent d’une
procédure d’évaluation qui vise à réduire la distance entre les réponses du système
(ou pertinence système) et les intensions de l’utilisateur (ou pertinence utilisateur).
La fonction de similarité utilisée est très diﬀérente d’un SRI à un autre et dépend
du modèle de RI adopté par le système. Les Systèmes de Recherche d’Information
intègrent diﬀérents algorithmes pour mesurer la similarité d’une représentation d’un
document relativement à celle d’une requête et pour évaluer par conséquent la per-
tinence du document relativement à la requête. Par exemple, Les fonctions cosinus,
dice, jaccard et overlap [Egghe 2010] constituent une famille de fonctions de si-
milarités largement utilisées dans le modèle vectoriel [Salton 1989] (voir plus loin
dans ce chapitre). Le modèle probabiliste utilise un autre ensemble de fonctions de
correspondance, telle que la fonction okapi BM25 [Robertson 1995]. Des fonctions
de similarité sémantiques existent également, comme par exemple, la similarité de
Salton [Salton 1989].
Les méthodes d’appariement utilisent des logiques diﬀérentes pour classer les
documents par rapport à une requête. De ce fait, elles peuvent diverger nettement
dans l’ordre qu’elles aﬀectent à leurs réponses même s’il s’agit de classer les mêmes
réponses retournées. Cette divergence de classement peut être remarquée pour une
même famille de méthodes d’appariement. Ainsi, une fonction cosinus peut donner
un ordre diﬀérent de celui donné par dice pour la réponse à une requête q. Ceci
pose le problème de l’estimation de l’eﬃcacité des modèles de RI et rend essentiel
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le recours à leurs évaluations.
Des métriques d’évaluation doivent être utilisées. La précision et le rappel sont les
plus communément utilisées et nous les détaillerons dans le chapitre 4.
Nous présentons dans ce qui suit quelques modèles de base pour la Recherche
d’Information. Ces modèles proposent des approches de représentation (F ) et des
fonctions d’appariement S(di, qj) diﬀérentes.
1.2.1 Revue de quelques modèles de Recherche d’Information
Plusieurs variantes de modèles de Recherche d’Information existent dans la lit-
térature [Greengrass 2000]. Nous avons choisi de présenter les premiers modèles qui
sont considérés comme piliers dans le domaine de la Recherche d’Information. La
table 1.1 résume les notations utilisées pour illustrer les diﬀérents modèles.
Symbole Signiﬁcation
q requête
d document
i un terme particulier d’une requête q
j un terme d’un document d
tf(i, j) la fréquence du terme i dans le document d sachant les termes j
df(i) fréquence des documents contenant le terme i
idf(i) inverse de fréquence documentaire df(i)
Table 1.1 – Table des notations - Similarité requête-réponse
1.2.1.1 Modèle booléen
Le modèle booléen constitue la première famille des modèles de Recherche d’In-
formation. Issu de la théorie des ensembles [Johnson 1972] et de l’algèbre de Boole
[Boole 1848], il oﬀre une logique simple pour la recherche. Une requête est représen-
tée sous forme d’un ensemble de termes reliés par des opérateurs logiques (AND,
OR, NOT). Un document est également représenté sous forme d’un ensemble de
termes.
La fonction d’appariement retourne tous les documents dont la représentation véri-
ﬁe la requête, c’est-à-dire qui satisfont la condition logique portant sur les termes de
la requête. Le modèle booléen est considéré comme exact puisqu’il ignore la notion
de correspondance partielle (i.e, un document satisfait la requête ou ne la satisfait
pas, mais il ne peut la satisfaire partiellement). Pour cette raison, aucun classement
de documents relativement à une pertinence n’est fourni au sein de ce modèle.
1.2.1.2 Modèle vectoriel classique
Le modèle vectoriel est l’un des modèles phares pour la Recherche d’Information
Web ou la recherche textuelle classique. Il fournit un espace pour représenter les do-
cuments et les requêtes sous forme de vecteurs de poids de termes. Chaque poids est
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calculé sur la base des informations explicitées dans une matrice termes-documents.
Ces informations concernent essentiellement les valeurs de :
– tf(i, j)
– df(i)
Souvent, c’est l’inverse de la fréquence documentaire qui est considéré aﬁn de pré-
senter le pouvoir discriminatif d’un terme donné : l’idf [Salton 1975]. Les schémas
de pondération pour la représentation des documents et des requêtes sont multiples
[Robertson 1976, Lan 2005]. L’un des modèles les plus utilisés consiste à utiliser la
formule suivante :
Wij = tf(i, j)× idf(i) (1.1)
Sur la base de cette représentation de termes, plusieurs fonctions de similarité de
documents par rapport à une requête S(di, qj) existent [Greengrass 2000]. Elles sont
dérivées de la relation géométrique entre les vecteurs document et requête dans un
espace à t dimensions (t étant le nombre de termes d’indexation). Les fonctions les
plus connues sont [Egghe 2010] :
Cosine(d, q) =
∑n
k=1wki × wkj
|di| × |qj | (1.2)
Dice(d, q) =
∑n
k=1wki × wkj∑n
k=1wki +
∑n
k=1wkj
(1.3)
Jaccard(d, q) =
∑n
k=1wki × wkj∑n
k=1wki +
∑n
k=1wkj −
∑n
k=1wki × wkj
(1.4)
Overlap(d, q) =
∑n
k=1wki × wkj
min(∑nk=1wki,∑nk=1wkj) (1.5)
La liste ﬁnale de documents retournés à l’utilisateur sera produite par le clas-
sement des documents selon les scores calculés. Le principe du modèle vectoriel est
de fournir une approximation eﬀective des propriétés statistiques du système de
recherche étudié. Cependant, le modèle représente une diﬃculté d’interprétation et
délaisse toute dépendance sémantique entre les termes indexés, notamment les rela-
tions de synonymie (plusieurs termes pour désigner le même concept) et polysémie
(même terme désignant des concepts diﬀérents). Ceci augmente fortement l’espace
des termes dans la matrice documents-requêtes ﬁnale et constitue une vraie limite
de l’approche.
1.2.1.3 Modèle probabiliste
Le modèle probabiliste modélise le problème de RI en utilisant un cadre probabi-
liste [Fuhr 1992]. Dans une logique probabiliste, toute requête possède un ensemble
de réponses idéales sur la base de la description de cet ensemble. Le modèle proba-
biliste repose sur une estimation de la probabilité qu’un document sera pertinent
vis-à-vis d’une requête utilisateur. Il suppose que cette probabilité dépend seule-
ment de la requête et des représentations de documents. L’ensemble de réponses
idéales selon la logique de ce modèle doit maximiser cette probabilité de pertinence.
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La représentation des documents et des requêtes dans le modèle probabiliste est
basée, dans la plupart des cas, sur le schéma tf × idf [Robertson 1976].
Quant aux fonctions d’appariement, plusieurs ont été adoptées, parmi lesquelles,
nous pouvons citer la fonction BM25 utilisée par le moteur de recherche OKAPI
[Robertson 1995]. Elle constitue l’une des méthodes probabilistes de référence dans
le domaine de la Recherche d’Information. Le calcul des scores de documents est
régi par le principe suivant : étant donné une requête q, constituée des termes i, le
score BM25 d’un document d se calcule selon la formule suivante :
score(d, q) =
n∑
i=1
idf(i)× tf(i)× (k1 + 1)
tf(i) + k1 × (1− b+ b× ( |d|avgdl ))
(1.6)
Où :
– tf(i) est la fréquence du terme i de la requête q dans le document d,
– |d| est le nombre de termes contenus dans le document,
– avgdl constitue la longueur moyenne d’un document.
– k1 et b sont des paramètres d’ajustement.
Il est à noter que la division par la longueur moyenne du document est la mé-
thode de normalisation proposée par OKAPI et que les valeurs des paramètres qui
sont considérées comme eﬃcaces pour l’approche sont respectivement 2.0 pour k1
et 0.75 pour b [Robertson 1995].
idf se calcule selon l’approche d’Okapi comme suit :
idf(i) = log N − n(i) + 0.5(n(i) + 0.5) (1.7)
où N est le nombre total de documents retournés par le système de recherche
et n(i) est le nombre de documents contenant le terme i.
Comparée à la fonction de similarité vectorielle, BM25 donne toujours de meilleurs
résultats comme présenté dans [Savoy 2001, Savoy 2002, Lu 2005]. Cependant, la
méthode souﬀre des mêmes limites recensées dans les méthodes de pondération du
modèle vectoriel car elle est basée sur un espace de termes et suppose leur indépen-
dance.
Après avoir présenté les concepts de base de la RI, nous allons présenter une
expérience pratique qui fait référence dans le monde de la recherche d’information
en général et la recherche web en particulier, à savoir Google.
1.2.2 Google : une solution centralisée pour de très gros volumes
Pour la grande communauté des utilisateurs d’Internet, la Recherche d’Informa-
tion est une opération facile et quotidienne qui se compose de 3 phases : (i) taper
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un ensemble de mots clé dans le moteur de recherche Google [Page 1998] ; (ii) récu-
pérer les réponses sur quelques dizaines de pages ; et, (iii) consulter les meilleures
réponses généralement sur les 10 premières réponses retournées. Google étant le
moteur de recherche le plus présent sur le web, ceci explique pourquoi le concept de
Recherche d’Information s’est fortement ancré chez le grand public avec le moteur
de recherche Google [Dean 2009].
Pour l’indexation, Google utilise des robots logiciels (les spiders) qui, à partir de
quelques points d’entrée, vont explorer en profondeur et ce récursivement, toutes
les pages qui leur sont liées. Chaque page explorée est envoyée sur le site central
de Google où elle va être indexée et contribuer à la construction d’un gigantesque
index (termes - documents).
La recherche consiste, quant à elle, à rechercher dans cet index toutes les pages
incluant les termes de la requête utilisateur, ce qui permet de retrouver en général
un très grand nombre de résultats.
L’avancée principale de Google est sa capacité à indexer des milliards de pages et
à traiter en simultané des milliers de requêtes utilisateurs. Ceci est possible par le
recours à des dizaines de gros clusters de serveurs gérant cette charge en parallèle
(cela représente aujourd’hui plusieurs dizaines de milliers de serveurs).
En ce qui concerne le classement des pages, Google intègre plusieurs critères de déci-
sion dont le plus important est le "PageRank" [Brin 1998] ou popularité d’une page.
L’algorithme pageRank consiste à mesurer l’importance d’une page en fonction du
nombre de liens externes qui mènent vers cette page. D’autres critères considèrent
les relations de synonymies, l’importance des termes de la requête dans les pages
sélectionnées et leurs fréquences [Andrieu 2011].
Google a réussi à avoir un bon compromis entre le nombre de documents indexés,
la fraîcheur des index et le traitement des requêtes par seconde [Dean 2009]. En
eﬀet, la réponse à une requête ne dépasse pas aujourd’hui 0.5s avec des taux de
mise à jour très importants (les pages les plus dynamiques selon le log du moteur
d’index sont mises à jour quotidiennement et même plusieurs fois par jour alors
qu’auparavant les mises à jour se faisaient mensuellement) [Dean 2009].
Google propose également des produits de recherche spécialisés tels que Google
scholar pour la recherche scientiﬁque, Google Maps pour la recherche géographique,
Google Books pour l’exploration des livres, etc.
Malgré l’investissement énorme rendu nécessaire pour mettre en place et mainte-
nir l’infrastructure de dizaines de milliers de serveurs, Google oﬀre cependant, des
performances limitées. En eﬀet, le principe d’exploration des robots ne garantit
pas l’exhaustivité de l’indexation et des pans entiers de l’Internet ne sont pas in-
dexés par Google. On peut citer notamment tout ce qui est qualiﬁé de web caché
(the hidden web) et de web profond [Bergman 2001] (the deep web), c’est-à-dire
les informations présentes derrière des formulaires web ou bien qui nécessitent une
identiﬁcation préalable. L’autre limite porte sur la qualité de la RI proposée par
Google. Google utilise une approche purement statistique applicable sur un corpus
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énorme et très hétérogène (taille, structure, langues, etc).
Enﬁn, pour des raisons économiques (les grands coûts dépensés par Google), il
n’a pas de place pour un autre Google, ce qui rend la mise en place de nouveaux sys-
tèmes centralisés à l’échelle du web impossibles (même si on vise des sous-ensembles
restreints à une langue ou une spécialité, par exemple). Ceci laisse la place à d’autres
approches basées sur une vision décentralisée moins coûteuse à mettre en place.
Avant de s’attaquer à la vision distribuée de recherche, nous proposons une revue
de l’histoire de l’evolution de la RI.
Dans ce qui suit, nous tenons à retracer les principaux événements qui ont
impacté le monde de la RI et ses principales évolutions. Les événements concernent
le côté matériel, le volume de données et les principales innovations.
1.3 Evolution de la Recherche d’Information
Nous présentons, à travers la Figure 1.2, les diﬀérentes dimensions qui expliquent
l’évolution de la Recherche d’Information. Ces dimensions sont notamment, les
larges volumes de données, l’échelle de la distribution ainsi que l’avènement de
nouveaux environnements et plateformes logiciels et matériels.
Dans la ﬁgure 1.2, les dimensions horizontales représentent la progression des
principaux événements depuis l’année 1962, peu après l’avènement du concept de
RI, jusqu’à aujourd’hui où coexistent le web 2.0, le P2P, les grilles, le cloud, les
équipements ubiquitaires, etc.
Nous présentons sur l’axe vertical à gauche, l’impact des événements Internet
sur l’augmentation du volume des données échangées. Ces données ont évolué de
l’échelle de quelques Ko en 1984 [add online 2009] jusqu’à 1.2 Zo en 2010 (1.2
million de péta octets) [Informatica 2010]. L’échelle traduite par le nombre d’équi-
pements connectés sur Internet est représentée sur l’axe vertical à droite comme
une autre conséquence de l’évolution technologique accentuée par l’évolution des
événements Internet. L’échelle est passée de 1000 composants connectés en 1984 à
1000,000,000,000 prévus en 2013 [Informatica 2010].
Nous présentons dans ce qui suit, par référence à la Figure 1.2, les étapes impor-
tantes par lesquelles est passé le concept de RI. Nous parlerons du passage d’une
recherche centralisée classique vers une Recherche d’Information Distribuée à Large
Échelle (RIDLE).
A l’ère pré-Internet, avant les années 90, les travaux de RI se sont focalisés sur
les thèmes d’indexation, d’interrogation et de ﬁltrage. Des modèles de recherche
ont été mis en œuvre, notamment, le modèle vectoriel classique [Salton 1975], le
modèle booléen [Lancaster 1973], etc.
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Figure 1.2 – Principales étapes d’évolution de la RI
À l’époque, il s’agissait d’une recherche centralisée classique dont l’objectif essentiel
était l’amélioration de la qualité des résultats.
La notion du réseau s’est bien imposée peu après les années 50 pour relier ef-
fectivement un nombre très reduit d’ordinateurs. La recherche est restée toujours
centralisée en utilisant un serveur qui gère l’indexation des données, la réception
des requêtes clients et la restitution des résultats.
Durant les années 90 après l’avènement d’Internet et du Web (voir Figure 1.2),
le volume de données a augmenté de façon remarquable pour atteindre 0.9 To en
1995 comparé à 2Ko en 1984 [add online 2009, Informatica 2010]. L’année 1995
fut comme l’indique la Figure 1.2, l’année de la montée en puissance du Web qui
s’est vu rapidement renforcé par l’apparition du moteur de recherche Google en
1998. Le nombre d’ordinateurs connectés a atteint à ce moment, plus de 10000000
ordinateurs [add online 2009, Informatica 2010]. Ainsi, on a associé la recherche
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d’information en web et on a commencé à paler de recherche Web. L’émergence
du Word Wide Web a créé une révolution informationnelle par l’oﬀre de grandes
possibilités aux internautes pour créer et rechercher de l’information à travers un
support logique appelé page web. Ces pages peuvent avoir sans aucun contrôle un
contenu modiﬁé ou répliqué. Le changement rapide de contenu des pages web pose
un problème de mise à jour presque instantané des index des moteurs de recherche
aﬁn de suivre les changements de contenu.
Aux débuts du Web, la compétition porte sur le nombre de pages indexées et
sur la qualité du processus de classement des pages. L’incomplétude des moteurs de
recherche (le fait de n’indexer qu’une fraction du web) a conduit à l’émergence de
méta-moteurs, couche logicielle permettant à un utilisateur d’interroger un ensemble
de moteurs via une interface unique. Cette couche logicielle gère d’une part la
diversité des langages de requêtes des diﬀérents moteurs et leur choix éventuel
relativement à une requête donnée. Un nouveau problème qui apparaît est celui de
la construction de la liste ﬁnale des résultats, à partir des listes retournées par les
diﬀérents moteurs : comment interclasser des résultats retournés par des moteurs
hétérogènes ? Comment classer un document retourné par plusieurs moteurs ?, etc.
Les méta-moteurs sont le premier exemple d’une nouvelle génération de RI,
appelée, RI Distribuée (RID). Les principes de cette nouvelle génération seront pré-
sentés plus en détails dans la section 1.4.
Cette génération a ensuite évolué par la prise en compte de volumétries toujours
plus importante. Ceci a donné lieu à ce que nous appelons la Recherche d’Informa-
tion Distribuée à Large Échelle (RIDLE) dont l’une des plus importantes variantes
est la Recherche d’Information en Pair-à-Pair (RIP2P).
En eﬀet, selon la Figure 1.2, nous remarquons que l’année 1999 a été marquée
par la mise en œuvre du système Napster [Nap 2006] pour le partage de ﬁchiers en
Pair-à-Pair (P2P). Le développement des systèmes P2P a été renforcé par l’appa-
rition massive des Réseaux Haut Débits en 2002. Le partage d’information en P2P
suit la tendance du centrage des applications autour de l’utilisateur. Ce dernier
est en eﬀet, à la fois, utilisateurs de ressources (notamment celles des autres pairs)
mais aussi contributeur en partageant ses propres ressources (et/ou) en oﬀrant des
ressources de calcul ou de stockage.
L’échange d’information entre pairs, a contribué à l’augmentation exponentielle
du volume de données échangé pour atteindre les 3.72 To avec un nombre d’ordi-
nateurs connectés dépassant les 25000000 (voir Figure 1.2). L’échange en P2P a
soulevé un engouement spécial pour la communauté des utilisateurs vu sa facilité
et son accès à des ressources quasi-illimitées.
Dans ce qui suit, nous allons présenter les principes de la Recherche d’Informa-
tion Distribuée.
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1.4 Principe de Recherche d’Informations Distribuée
La Recherche d’Information Distribuée (RID) est un type de recherche visant
à accéder de façon transparente à un ensemble de sources d’informations distri-
buées partir d’un point unique qu’on appelle serveur courtier. Ce dernier reçoit les
requêtes des utilisateurs, choisit les sources adéquates pour satisfaire la requête po-
sée et la transmet aux sources sélectionnées. Chaque source se charge de retourner
une liste ordonnée de résultats (documents) selon sa propre stratégie de recherche.
À ce stade, le serveur courtier doit restituer une liste combinée et ordonnée de
résultats à l’utilisateur. La recherche distribuée soulève trois principales probléma-
tiques : la description des sources distribuées, leur sélection et la fusion de résultats
[Callan 2000].
Processus de RID
Faisant référence aux problématiques de recherche distribuée citées, le processus
de RID se compose de trois phases que nous décrivons ci-dessous :
– Phase 1- Description des sources : Comme en Recherche d’Information
classique, retrouver une source pouvant satisfaire une requête repose sur la
correspondance entre la représentation de la source et celle de la requête.
La méthode de représentation la plus utilisée en RID consiste à considérer
une source comme un ensemble de termes, qui ﬁgurent dans ses documents,
accompagnés par des statistiques sur la fréquence de ces termes dans chaque
document ainsi que la fréquence des documents contenant un terme pour la
collection [Callan 1995, Si 2002b]. Généralement, les schémas d’indexation
des diﬀérentes sources dans un système de RID sont hétérogènes.
– Phase 2- Sélection de sources : la sélection constitue l’un des problèmes
clés pour la RID. Réussir un processus de RID revient à réussir tout d’abord
le choix des bonnes sources susceptibles de satisfaire les besoins des utilisa-
teurs. Cette sélection se base généralement sur un ensemble d’algorithmes
dont les plus répandus sont ceux qui utilisent la similarité entre la source et le
document étant donnés leurs descriptions [Callan 2000, Larkey 2000]. Le déﬁ
dans cette phase consiste à minimiser les sources à visiter sans pour autant
perdre en qualité de réponse. Nous parlons également du concept de routage
des requêtes vers les sources sélectionnées. Le système GloSS [Gravano 2000]
par exemple, est lié à un modèle de RI (deux versions ont été proposées,
l’une pour le modèle booléen, l’autre pour le modèle vectoriel). Le choix des
meilleures sources se fait par construction d’un résumé de celles-ci. Ce résumé
se base, d’une part, sur le nombre de documents par terme (pour une source
donnée), et d’autre part, sur la somme des poids d’un terme dans tous les
documents (pour une source donnée). La requête émise sur le méta-moteur
est alors comparée à ces résumés pour choisir les meilleures sources. Les expé-
rimentations ont montré l’eﬃcacité de GloSS pour sélectionner les meilleures
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sources tout en ayant un résumé compact (la taille des résumés est de l’ordre
de 2% de celles des index totaux).
– Phase 3- Fusion des résultats : Le courtier qui achemine les requêtes vers
les sources sélectionnées doit être en mesure de rendre une réponse agrégée à
l’utilisateur. Le déﬁ qu’impose cette phase, est de trouver un référentiel com-
mun pour fusionner les résultats issus des ressources hétérogènes. Ces résultats
sont incomparables, parce que premièrement, leurs schémas d’indexation sont
hétérogènes. En eﬀet, chaque source choisit son propre langage de représen-
tation de ressources. En second lieu, les modèles de Recherche d’Information
utilisés dans chaque source sélectionnée pour restituer les documents perti-
nents à la requête utilisateur sont diﬀérents. En eﬀet, un document classé
premier par une source peut se voir classé dans une autre position dans la
logique d’une autre source.
Les deux dernières phases représentent les problèmes clés de la RID. Cependant,
ces derniers peuvent être atténués lorsque le système distribué se compose d’un
nombre réduit de sources. De plus, le serveur courtier peut réduire l’écart entre les
sources hétérogènes, puisqu’en général, il acquiert certaines informations concernant
les contenus des sources. Ainsi, ceci lui permettra une meilleure connaissance de
leurs contenus et donc de proposer une meilleure recherche.
Le problème devient beaucoup plus complexe lorsqu’il s’agit d’un système disposant
d’un nombre très important de sources. Dans ce cas, il est très diﬃcile de mettre en
place un courtier disposant d’informations sur les contenus de toutes les sources (les
coûts de construction et de maintenance de ces informations deviennent prohibitifs).
C’est le cas des systèmes Pair-à-Pair que nous présentons dans la prochaine section.
1.5 Les systèmes de Recherche d’Information en Pair-
à-Pair RIP2P
Initialement destinés au partage de ﬁchiers multimédia (audio, vidéo, ...) tels
que Napster [Nap 2006], les systèmes P2P sont aujourd’hui utilisés dans beau-
coup d’autres contextes. En eﬀet, il y a des systèmes de partage de contenu de
bureau tels que Beagle++ [Beagle2 2008], de partage de ﬁchiers textuels tel que
[Wang 2009], etc. Le système P2P est le premier contributeur au changement de
rôle des utilisateurs en acteurs principaux de leurs applications.
Nous présentons dans ce qui suit, les caractéristiques des systèmes P2P ainsi que
leurs architectures et nous abordons le sujet de la Recherche d’Information dans de
tels systèmes.
1.5.1 Revue sur les systèmes P2P
Les systèmes P2P sont une famille de systèmes distribués qui ont modiﬁé la
perception des utilisateurs vis-à-vis d’Internet par leur facilité de mise en œuvre.
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Plus besoin de disposer d’un serveur puissant, mais une connexion Internet et un
ensemble de nœuds dits pairs (ordinateurs personnels) sont suﬃsants pour former
un système Pair-à-Pair. C’est d’ailleurs la manière dont Internet a été conçu.
De manière plus précise, il s’agit de systèmes distribués constitués d’un grand
nombre de pairs (plusieurs milliers, voire, plusieurs millions) et fonctionnant sans
état global. Aucun pair n’a une connaissance complète de tous les autres, chaque
pair ne connaît qu’une partie du système et n’a qu’une approximation (au mieux)
du système complet. Chaque pair doit être, à la fois, contributeur et initiateur, sous
peine de voir les autres, l’éjecter du système (ou tout simplement quitter un système
qui ne leur apporte rien). De plus, le nombre de pairs implique une grande dyna-
micité (les pairs entrent et sortent avec une fréquence élevée). Ces caractéristiques
changent complètement la philosophie des systèmes distribués classiques qui doivent
être repensés complètement. Bien que ces systèmes préconisent la décentralisation,
ils peuvent être bâtis autour d’architectures centralisées, totalement décentralisées
ou hiérarchiques.
– Architecture centralisée : Les pairs sont organisés autour d’un serveur
central qui détient un résumé de ce qui existe sur tous les autres pairs du
système (une description de leurs ﬁchiers partagés).
Contrairement aux systèmes client-serveur où tout se passe à travers le ser-
veur, dans une architecture P2P centralisée, les pairs communiquent directe-
ment entre eux et les ressources (données et/ou services) sont toujours locali-
sées sur les pairs. Le système P2P représentatif de ce type d’architecture est
Napster [Nap 2006].
L’approche n’a, cependant de P2P, que le nom et, la plus grande partie des
fonctionnalités est assurée de manière centralisée. Si le serveur central tombe
en panne par exemple, plus aucune recherche ne peut être menée à bien.
– Architecture décentralisée : C’est le pur P2P. Les pairs sont des compo-
sants autonomes qui ne détiennent qu’une vision partielle du système. Aucun
tiers coordinateur n’est nécessaire dans le réseau. Les relations sont pure-
ment symétriques et chaque pair demande et fournit des services aux autres.
Les systèmes P2P purement décentralisés peuvent être non structurés tel que
Gnutella [Gnu 2007] ou bien structurés, ce qui est le cas des systèmes à tables
de hachage distribués (Distributed Hash Table (DHT)).
Les systèmes non structurés s’adaptent naturellement à la dynamicité des
pairs et respectent au mieux leur autonomie. Dans un système, basé sur le pro-
tocole Gnutella, chaque pair ne connaît que quelques autres pairs. Le routage
des requêtes de recherche se fait de manière aléatoire. Chaque pair résout une
requête entrante localement avant de la propager sur un sous-ensemble aléa-
toire de ses voisins. La terminaison est assurée par un mécanisme de contrôle
de la profondeur de la recherche et une détection des cycles. Le principal dé-
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faut de ces systèmes est leur faible niveau de performance, notamment, le
nombre élevé de messages échangés pour créer et maintenir les tables de rou-
tages ainsi que le fait qu’ils ne peuvent garantir de retrouver une ressource
présente sur un pair (à cause de la recherche aléatoire).
Dans les systèmes structurés, tels que, Chord [Stoica 2001], Can [Ratnasamy 2001]
et Pastry [Rowstron 2001], on cherche à améliorer les performances de re-
cherche en organisant les pairs selon une structure logique (ou overlay) qui
permet à chaque pair de connaître un certain nombre de ses prédécesseurs
et/ou successeurs. Par exemple dans Chord, une table de routage existe sur
chaque pair donnant une liste de taille réduite (logarithmique relativement à
la taille du réseau) des successeurs du pair. Cette table permet de router à un
coût logarithmique une requête de recherche d’une clé. La structure du sys-
tème est également maintenue malgré la dynamicité des pairs. Cela se paye,
par contre, par une perte d’autonomie, tant, au niveau du stockage (un pair
ne choisit pas ce qu’il stocke), que du routage (un pair ne choisit pas les pairs
de sa table de routage).
– Architecture hiérarchique : Cette architecture a été proposée pour trouver
un compromis entre l’eﬃcacité des systèmes clients-serveurs et la dynamicité
des systèmes P2P non structurés. Dans cette approche, les pairs sont sépa-
rés en deux catégories : les super-pairs et les pairs. Un super-pair gère un
groupe (ou cluster) de pairs dont il est le représentant. Chaque super-pair in-
dexe l’ensemble de son groupe selon une approche client-serveur classique et
chaque pair connaît son super-pair. Seuls les super-pairs forment un système
P2P (généralement non structuré)La résolution de requête se fait seulement
entre les super-pairs, ce qui diminue fortement la complexité. Les super-pairs
sont choisis généralement en fonction de la largeur de leurs bandes passantes
et leurs puissances de calcul plus importante par rapport à celle des pairs
normaux. Kazaa [Liang 2004] adopte ce type d’architecture. Les expérimen-
tations montrent que ces systèmes oﬀrent eﬀectivement le meilleur compromis.
Par contre, il faut gérer la tolérance aux fautes des super-pairs.
Dans la suite, nous allons nous intéresser essentiellement à la Recherche d’In-
formation dans les systèmes P2P décentralisés non structurés, qui se placent natu-
rellement dans la lignée des systèmes de RI distribuée.
1.5.2 La Recherche d’Information dans les systèmes P2P
Les systèmes P2P se présentent aujourd’hui comme des paradigmes forts de re-
cherche de documents dans les bibliothèques numériques distribuées sur le réseau
[Balke 2005]. Ils permettent une fédération massive de ressources d’informations
indépendantes et possèdent des modèles riches pour l’extraction des contenus, des
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annotations, des résumés, des images, du discours et l’indexation de textes.
Les déﬁs d’une Recherche d’Information P2P (RIP2P) sont essentiellement de
retrouver les bons pairs répondant à une requête d’un utilisateur (problème de
sélection), puis d’agréger les résultats provenant de ces pairs aﬁn de restituer seule-
ment les résultats intéressants du point de vue utilisateur. Ces déﬁs sont ceux de
la RID. Cependant, le contexte change énormément, vu le facteur d’échelle dans
ces réseaux, qui s’étendent naturellement à des milliers voire des millions de pairs.
Ceci va impliquer notamment la suppression d’un serveur courtier inadéquat dans
ce contexte.
Ainsi, vu ce changement de contexte, il convient de reposer des questions clés se
rapportant aux contraintes de recherche dans les systèmes de RIP2P, notamment :
Comment choisir les bons pairs pour satisfaire un besoin donné ? Comment recher-
cher de manière distribuée ? et comment agréger des résultats provenant de diﬀérents
pairs hétérogènes dans une liste tout en reﬂétant les attentes de l’utilisateur ?
La Recherche d’Information dans les Systèmes Distribués à Large Échelle (RIDLE)
s’avère beaucoup plus diﬃcile qu’une simple RID. En RID, des descriptions des
sources sont généralement utilisées pour calculer des statistiques globales servant
comme référentiel pour le classement des résultats. Cependant, en RIDLE plusieurs
facteurs font que les pairs n’ont qu’une vision très limitée du système et que l’hé-
térogénéité soit plus importante en schémas d’indexation, en taille de collections et
en modèles de recherche.
En plus, un échange de statistiques ou d’une partie des index entre les pairs aﬁn
de faire des calculs globaux, est une solution qui pose d’énormes problèmes de coût,
vu le risque de surcharger le réseau. Ces contraintes imposent le recours à une autre
dimension pour améliorer la recherche dans ces systèmes. Nous parlons, alors, du
P2P sémantique.
1.5.3 P2P sémantique
Aﬁn d’améliorer la qualité de la recherche dans les systèmes de Recherche d’In-
formation P2P non structurés, l’introduction de la sémantique est une piste inté-
ressante.
Intégrer la sémantique dans un processus de RIP2P revient, comme présenté
dans [Defude 2007], à agir envers plusieurs questions :
– Quelle sémantique ? : il s’agit de déﬁnir le type d’information à utiliser
dans le processus de routage. Cela peut être l’information sur le contenu
des pairs (les données/documents stockés), sur l’intérêt du pair (les requêtes
déjà émises), sur les utilisateurs (proﬁl d’un utilisateur ou de communautés
d’utilisateurs).
1.5. Les systèmes de Recherche d’Information en Pair-à-Pair RIP2P 17
– Quelle représentation de la sémantique ? : cela va d’une simple infor-
mation temporelle (les pairs ayant répondus récemment) à des modèles non
structurés (simple liste plate de concepts) ou à des modèles structurés (onto-
logies par exemple).
– Comment construire la sémantique ? : le processus de construction peut
être manuel (par intervention de l’utilisateur) ou bien automatique (algo-
rithmes d’apprentissage). On peut également trouver des approches mixtes
où l’utilisateur intervient via des formes de feedbacks.
– Qu’est ce qui est partagé entre les pairs ? : a minima les pairs doivent
partager des structures de données communes (représentation de la séman-
tique par exemple), mais cela peut aller au partage de fonctions (algorithmes
d’apprentissage par exemple), voire au partage de connaissances (ontologie
commune partagée).
– Comment utiliser la sémantique ? : le plus souvent la sémantique est
utilisée pour sélectionner le sous ensemble des pairs les plus "pertinents" pour
une requête donnée [Crespo 2002, Cuenca-Acuna 2003]. Cela peut aussi servir
à organiser le réseau des pairs (classiﬁcation des pairs selon leur contenu par
exemple), [Voulgaris 2004], à modiﬁer les requêtes [Nakauchi 2004] ou bien à
interclasser les résultats retournés par les diﬀérents pairs.
– Comment diﬀuser la sémantique : la connaissance construite localement
sur un pair peut être diﬀusée aux autres pairs pour qu’ils puissent amélio-
rer leur connaissance du réseau. Cette diﬀusion peut être globale (à tous les
pairs, [Cuenca-Acuna 2003]) ou partielle (à quelques uns, [Crespo 2002]) et
la fraîcheur est également importante (diﬀusion lors de chaque modiﬁcation
ou bien périodique). Le coût de la diﬀusion en nombre de messages est par
ailleurs crucial. Dans certaines propositions [Loser 2007], la sémantique n’est
pas partagée (elle reste purement locale).
La notion de sémantique a été largement exploitée pour améliorer les algo-
rithmes de routage dans les systèmes P2P. C’est dans ce contexte que PlanetP
[Cuenca-Acuna 2003] a utilisé la notion de signature sémantique pour indexer le
contenu des pairs et former un résumé à échanger entre les pairs aﬁn d’en pouvoir
sélectionner les meilleurs et en classer les meilleures ressources. La limitation ma-
jeure de PlanetP est que la sémantique doit être échangée entre tous les pairs (y
compris lors de mises à jour). Pour limiter le coût de ces échanges, un algorithme
épidémique a été proposé.
[Crespo 2002] étend les idées développées dans [Gravano 2000] à un contexte
P2P. Chaque pair indexe ses propres documents à l’aide d’un vecteur thématique
qui doit être utilisé par tous les pairs. Chaque pair diﬀuse ce vecteur à ses voisins
directs de manière à ce que chacun puisse créer des vecteurs de chemins (ensemble
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des documents qui peuvent être atteints à partir de chaque pair direct). Ces vec-
teurs sont ensuite utilisés pour sélectionner les meilleurs voisins vers lesquels on
propage la requête. Là encore, le principal défaut de cette proposition est le coût
de propagation des mises à jour des vecteurs de chemins, puisque celui-ci n’est pas
borné (si les pairs sont fortement connectés, une mise à jour peut se diﬀuser vers
tous les pairs).
INGA [Loser 2007] analyse les requêtes émises par chaque pair et les résultats re-
tournés pour construire deux listes : une, associant pour chaque terme des requêtes
émises, les pairs ayant retournés les meilleurs résultats (acquis grâce au feedback de
l’utilisateur), et une autre associant aux termes les pairs émetteurs. L’intuition, est
que, soit on connaît les pairs répondant à la requête, parce qu’on a déjà lancé une
requête voisine dans le passé, soit on connaît les pairs qui ont déjà lancé une requête
voisine dans le passé (et qui eux, vont connaître les pairs qui y répondent). L’inté-
rêt majeur de INGA [Loser 2007] est que la construction de cette connaissance est
purement locale (chaque pair analyse ses requêtes ainsi que celles qu’il voit passer
via le routage) et ne nécessite aucun échange entre pairs.
Voulgaris et al., [Voulgaris 2004] de leurs côtés ont utilisé les intérêts communs entre
les pairs appris de leurs résultats retournés comme approche pour créer un réseau
sémantique entre les pairs proches. Nakauchi et al., [Nakauchi 2004] exploitent les
corrélations sémantiques entre les mots clés pour eﬀectuer une expansion des re-
quêtes. Des bases de connaissances sont construites sur chaque pair à partir des
ressources qu’il détient, puis enrichies, par des relations entre les mots clés ou par
recours au feedback utilisateur.
La fonction d’interclassement n’a été que peu étudiée dans un contexte P2P. En
eﬀet, les travaux de [Chernov 2005, Witschel 2005, Witschel 2008] ont été recensés
parmi le peu de travaux qui ont intégré la sémantique dans la phase d’interclasse-
ment. Dans ces travaux, nous parlons de proﬁls utilisateurs (ceci sera analysé en
détails dans le chapitre suivant).
1.6 Conclusion
Dans ce premier chapitre, nous avons étudié les concepts clés de la Recherche
d’Information et discuté les principaux facteurs qui ont conduit à passer d’une Re-
cherche d’Information dans un cadre centralisé à une Recherche Distribuée à Large
Échelle. Après avoir comparé les architectures des systèmes P2P, nous avons retenu
les systèmes P2P purs non structurés comme plate-forme pour notre recherche. Le
choix de l’étude de ces systèmes a été motivé d’une part par la grande ﬂexibilité
qu’ils oﬀrent spécialement dans l’implantation des solutions de RI à des coûts re-
lativement faibles et d’autres part, pour leur capacité à supporter des systèmes
hétérogènes (capacités de traitement, fonctionnalités, etc).
Également, l’utilisation de la sémantique peut être vue comme une piste intéres-
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sante aﬁn d’améliorer les processus de recherche dans les systèmes P2P quelque
soit leurs architectures. En eﬀet, même dans les architectures centralisées ou semi-
centralisées, la sémantique contribue à contextualiser la recherche aﬁn de restituer
à l’utilisateur les résultats qui s’ajustent le plus possible à ses besoins. Dans cette
thèse, nous nous focalisons sur la problématique de l’agrégation (i.e. la fusion et le
classement) des résultats dans les systèmes distribués à large échelle (particulière-
ment les systèmes P2P non structurés). Une présentation de cette problématique
ainsi qu’un état de l’art associé fera l’objet du chapitre suivant.

Chapitre 2
Agrégation de résultats dans un
système de recherche distribué
à large échelle
2.1 Introduction
Après avoir présenté les concepts de base de la recherche d’information et évoqué
ses diﬀérentes problématiques, nous nous intéressons, dans le présent chapitre, à un
problème clé de la Recherche d’Information Distribuée (RID), à savoir l’agrégation
des résultats.
Cette phase de RID consiste à combiner des listes de résultats provenant de diﬀé-
rentes sources, dans une liste ﬁnale classée par ordre de pertinence. Ce problème est
d’autant plus diﬃcile qu’il s’agit de fusionner des résultats provenant d’un nombre
élevé de sources, à fortiori hétérogènes.
Dans les systèmes à large échelle tels que les systèmes Pair-à-Pair purs, la décentra-
lisation fait qu’aucun pair ne possède une vue globale du système. C’est ainsi que le
recours aux statistiques globales est une solution coûteuse qui risque de surcharger
le réseau (pour maintenir ces statistiques à jour).
L’utilisation des statistiques locales est une solution possible mais à condition qu’un
système contribuant à la réponse accepte de diﬀuser des informations sur lui-même.
Souvent, un SRI résout une requête en retournant les liens vers les résultats sans
donner aucune information ni sur sa méthode d’indexation, ni de recherche et clas-
sement. C’est le cas de Google et ses équivalents. En outre, même si on connaît la
méthode, il est très diﬃcile de savoir comment interpréter une statistique locale au
niveau d’un système global. Plus l’anonymat et l’autonomie dans un système sont
grands, plus nous perdons la signiﬁcation des statistiques locales et plus l’agrégation
(i.e, l’interclassement) des résultats devient diﬃcile.
Nous reprenons dans ce chapitre, tous les éléments se rapportant au problème
d’agrégation dans un système distribué. Nous présentons les origines terminolo-
giques du problème et évoquons les problèmes voisins. Une déﬁnition de ce problème
au sein de son contexte de base (la RID simple) sera donnée, puis nous mettons
en exergue les problèmes qui s’ajoutent dans le cas du Pair-à-Pair (RIP2P). Pour
ce faire, nous décrivons les propriétés requises d’un modèle d’agrégation en P2P.
Nous proposons une catégorisation des modèles d’agrégation existants et analysons
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particulièrement ces modèles à la base des propriétés requises aﬁn de soulever leurs
principales limites.
2.2 Agrégation : Origines et concepts
Une revue de la littérature, montre que la combinaison de résultats et leur clas-
sement sont une partie des problèmes clés dans les domaines de la méta-recherche et
de la recherche d’informations distribuée [Aslam 2001]. En général, deux concepts
ont été utilisés pour décrire ce problème : la fusion et l’agrégation de résultats.
Nous présentons dans ce qui suit l’origine de ces deux termes.
2.2.1 Agrégation vs Fusion
L’agrégation est un concept hérité du domaine des statistiques, où il a été uti-
lisé pour combiner les préférences (ou les similarités) [Marcotorchino 1982], et en
sciences sociales, où il a été exploité dans les élections politiques [Borda 1781]. Par
la suite, le concept a été utilisé dans les domaines de la recherche multi-critères, la
recherche des similarités et la classiﬁcation [Fox 1994], puis, essentiellement, dans
le domaine de la méta-recherche, pour déﬁnir la combinaison de résultats prove-
nant de plusieurs moteurs de recherche dans une liste, en éliminant les doublons
[Dwork 2001, Aslam 2002].
Le terme fusion a été utilisé dans plusieurs domaines d’application. Les algo-
rithmes de fusion constituent une famille de techniques qui opèrent sur des listes
en vue de produire un meilleur classement [Knuth 1997].
En Recherche d’Information Distribuée (ou méta-recherche), les termes fusion
et agrégation ont été utilisés indistinctement pour désigner un concept unique qui
est la combinaison et le classement de résultats [Mghirbi 2009].
2.2.2 Fusion de données vs fusion de collections
Dans le domaine de la méta-recherche, les chercheurs distinguent entre la fusion
des données et celle des collections [Dwork 2001, Aslam 2001].
Nous parlons de fusion de données lorsqu’il s’agit de combiner des informations
issues de plusieurs sources indexant eﬀectivement le même ensemble de données
[Aslam 2002]. Autrement dit, il s’agit de classer (dans une liste ﬁnale) les mêmes
documents classés de diﬀérentes manières dans des listes locales (voir la partie
gauche de la Figure 2.1). Dans cette ﬁgure, diﬀérents SRIs produisent le même en-
semble de documents mais c’est seulement le classement qui change.
Le point fort de la fusion de données est de gérer diﬀérents classements d’un même
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ensemble de documents pour donner un consensus ﬁnal de classement. Ce dernier
peut être basé sur un score global attribué à chaque document, combinant les scores
locaux. Les méthodes de combinaison Comb(Somme, moyenne, min, max) de Fox
et Shaw [Fox 1994] ont été largement utilisées à cette ﬁn.
En fusion de collections, nous ne parlons plus de données identiques mais plutôt
de résultats provenant de collections totalement ou partiellement disjointes, d’où
l’hétérogénéité de ces collections (voir partie droite de la Figure 2.1). Dans notre
contexte de Recherche d’Information Distribuée à Large Échelle (RIDLE), nous
sommes clairement positionnés sur la fusion de collections mais cela n’empêche pas
d’exploiter les principes de la fusion de données.
Figure 2.1 – Fusion de données vs Fusion de collections
Dans un souci d’uniformité, nous utilisons tout au long de cette thèse le terme
agrégation pour désigner le problème de combinaison de résultats issus de plusieurs
listes de résultats, quelque soit le degré de chevauchement entre ces listes.
2.3 Problème d’agrégation dans les systèmes à large
échelle : cas des systèmes de RIP2P
2.3.1 Déﬁnition du problème d’agrégation
La phase d’agrégation représente l’un des maillons les plus importants dans une
chaîne de recherche d’information distribuée (RID), et ce quelque soit l’échelle de
la distribution. Elle représente une des clés du succès de tout le processus de la
recherche. Le principe général de la RID peut se déﬁnir comme suit (voir Figure
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Figure 2.2 – Problème d’agrégation dans un processus de Recherche d’Information
Distribuée
2.2) :
Lorsqu’un utilisateur soumet une requête à travers une interface d’interrogation, un
serveur courtier ou médiateur lance une procédure de sélection des ressources (ou
systèmes de recherche) potentiellement pertinentes à la requête : c’est la procédure
de sélection représentée par la première phase de la Figure 2.2. Ce problème ne sera
pas étudié dans le cadre de cette thèse.
Par la suite, chaque système se charge de résoudre localement la requête selon sa
propre stratégie de recherche permettant ainsi de faire correspondre à la requête,
une liste de réponses locales classées. Ceci correspond à la phase 2 de la Figure 2.2.
Chaque liste retournée sera retournée au serveur courtier qui se charge cette fois-ci
d’interclasser les résultats des diﬀérentes listes en veillant à placer les réponses les
plus pertinentes dans les premières positions : c’est le problème d’agrégation de
résultats (phase 3 de la Figure 2.2).
Généralement une pertinence utilisateur (validée par la satisfaction de l’utilisateur
lui même) est préférée par rapport à une pertinence système (validée par des mesures
d’évaluation, telles que la précision et le rappel).
La complexité du problème d’agrégation émane du fait que les collections à partir
desquelles les résultats locaux sont fournis, sont souvent hétérogènes en termes de
tailles, schémas d’indexation et modèles de recherche [Callan 1995, Shokouhi 2007].
Nous modélisons dans la suite, le problème d’agrégation.
Soit  un SRI retournant une liste classée de résultats, nous symbolisons cette
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liste par un ensemble d’identiﬁants de documents entre les symboles ≺ et ≻. Le ré-
sultat d’un SRI est écrit comme suit : ℜi ≺ di1, ..., din ≻. Le problème d’agrégation
peut être modélisé comme suit :
Soit {ℜ1 ≺ d11, . . . , d1n ≻, . . . ,ℜm ≺ dm1, . . . , dmk ≻} un ensemble de listes de ré-
sultats locales en provenance dem diﬀérents systèmes de recherche en réponse à une
requête soumise q. La tâche d’agrégation vise à trouver une fonction d’agrégation
Ψ qui prend en entrée l’ensemble des listes de résultats locales et les classe dans
une liste ﬁnale :
Ψ({ℜ11,≺ d1, . . . , d1n ≻, . . . ,ℜm ≺, dm1, . . . , dmk ≻}) −→ ℜf ≺ D ≻ (2.1)
où :
D =
i=m,j=n∪
i=1
dij (2.2)
avec :
– m : nombre des SRI sélectionnés pour répondre à la requête q ;
– n, k : nombre de documents retourné par un ensemble d’SRIs ;
– ∪ : est la fonction de fusion des diﬀérentes listes de résultats en supprimant
les documents redondants (doublons).
Par rapport au contexte de RID, le problème d’agrégation dans les systèmes
massivement distribués, et particulièrement les systèmes de RIP2P est un problème
analogue auquel des contraintes relatives à la nature de ces systèmes viennent s’ajou-
ter de manière signiﬁcative et exigent d’explorer de nouvelles pistes qui tiennent
compte de la nature de ces systèmes. En eﬀet, les statistiques globales qui per-
mettent une comparaison directe des réponses sont trop coûteuses à échanger et à
maintenir, à cause de la taille de ces systèmes. De plus, l’hétérogénéité entre les pairs
est beaucoup plus grande que dans les systèmes de RID classiques. En outre, aucun
tiers médiateur n’est présent dans le système et chaque pair ne détient qu’une vision
très partielle du reste du système. Cependant, nous pouvons déﬁnir deux rôles pour
les pairs d’un système de RIP2P. En eﬀet, un pair peut assurer à un instant donné :
(i) un rôle d’initiateur qui consiste à sélectionner les pairs pertinents pour une
requête, puis à fusionner les résultats de ces derniers pour les restituer de manière
qui "correspond" le mieux possible aux attentes des utilisateurs. Le rôle initiateur
est généralement détenu par le pair de l’utilisateur (celui qui a initié la requête) ;
(ii) un rôle de contributeur , qui concerne tous les pairs sélectionnés pour contri-
buer à la résolution de la requête. Un pair initiateur peut toutefois contribuer à la
résolution de la requête et jouer ainsi les deux rôles.
Ainsi, vu les contraintes liées à la nature des systèmes de RIDLE en général,
et de RIP2P en particulier, un processus d’agrégation doit prendre en compte les
caractéristiques intrinsèques de ces systèmes. Pour cette raison, nous discutons dans
la section suivante les propriétés requises d’un modèle d’agrégation en RIP2P.
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2.3.2 Propriétés requises d’un modèle d’agrégation en RIP2P
Dans un modèle d’agrégation en RIP2P, les propriétés requises sont très liées
à celles du système P2P [Chernov 2005] et sont notamment la dynamicité, le pas-
sage à l’échelle, l’autonomie et la disponibilité. Nous présentons dans ce qui suit
les propriétés que nous jugeons les plus importantes à respecter dans un modèle
d’agrégation en RIP2P [Mghirbi 2011].
2.3.2.1 Autonomie
Dans un système distribué, chaque SRI repère l’ensemble de ses ressources (do-
cuments, enregistrements, etc), grâce à une structure locale (un index) permettant
d’accéder rapidement à leurs contenus et d’accélérer les opérations de recherche.
Dans les systèmes P2P centralisés, les index locaux peuvent être agrégés aﬁn de
localiser les ressources des SRIs distribués et d’en repérer, de manière centralisée,
le contenu (ce qui est connu par l’utilisation d’un index global).
Cependant, les SRIs peuvent préserver leur autonomie en refusant d’exporter un
résumé de leurs ressources dans un index global. Plus largement, ces SRIs peuvent
préserver leurs méthodes de calcul ou de traitement, ou leurs modèles de RI. Gé-
néralement, un système qui décide d’être autonome doit présenter un ensemble de
caractéristiques lui permettant de s’intégrer facilement à un système sans introduire
de contraintes supplémentaires (pas de modiﬁcation au niveau des composants d’un
système) [Tanenbaum 2006].
On peut classiﬁer la notion d’autonomie pour la méta-recherche en trois caté-
gories. Nous parlons respectivement de systèmes :
– coopératifs : Quand ils envoient au serveur courtier, en plus des identiﬁants
des documents répondant à une requête, des informations sur leurs index (des
scores, des statistiques, du contenu, ...).
– non coopératifs : Nous parlons d’environnement semi coopératif quand les
SRIs ne fournissent aucune information sur leurs contenus : seulement les
rangs sont fournis
– semi-coopératifs : Quand les systèmes fournissent une information incom-
plète sur leurs index et qu’il s’agit le plus souvent de remédier ce manque
d’information par recours à des procédures d’apprentissage. Dans tel envi-
ronnement, le courtier détient une connaissance incomplète (partielle) sur les
collections. Toutefois, il doit recevoir des informations supplémentaires no-
tamment, les scores de documents [Shokouhi 2007].
Aﬁn de respecter l’autonomie des pairs, un modèle d’agrégation doit être en
mesure de fusionner les listes de résultats sans que le pair initiateur exige des in-
formations sur les index des pairs contributeurs ni sur les modèles de RI utilisés.
Ainsi, selon le degré de coopération des systèmes de recherche locaux, le module
d’agrégation reçoit en entrée, entre autres les scores (et /ou) les rangs. Tout manque
d’information d’entrée peut être satisfait par apprentissage.
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2.3.2.2 Décentralisation
Un système P2P pur non structuré suppose une décentralisation totale. Pour
cette raison, le modèle d’agrégation ne doit pas supporter un point de centralisation
notamment l’utilisation d’un index global. Aﬁn d’éviter le recours à un index global
unique, souvent une replication de cet index est possible. Cependant, ceci est très
coûteux lorsque le système est large, vu le coût de maintien et de mise à jour de
l’index. De même, la mise à jour ne doit pas être basée sur un point central aﬁn de
respecter la règle de décentralisation.
2.3.2.3 Passage à l’échelle
C’est la capacité d’un système à livrer une même qualité de service avec un
nombre croissant de ressources. En eﬀet, un des objectifs essentiels d’un système
distribué, et particulièrement d’un système P2P, est sa capacité de passer à l’échelle.
C’est la propriété par laquelle un système peut essentiellement étendre de façon per-
manente le nombre de ses ressources sans causer des dégradations de sa performance
(essentiellement les attentes supplémentaires pour répondre à un besoin d’utilisa-
teur). Nous soulignons ici, que l’une des causes primordiales d’augmentation du
temps de réponse dans un système distribué est dûe généralement au phénomène
d’occupation de la bande passante suite aux accès simultanés à une ressource (uti-
lisation excessive) ou à un phénomène d’échange d’information entre ressources.
Ainsi, un système à large échelle, tel que le système P2P, doit être en mesure
d’éviter les structures centralisées, d’éviter les calculs globaux et de supporter l’hé-
térogénéité des données et des supports techniques. L’une des principales raisons
du non passage à l’échelle est l’occupation de la bande passante. Pour cette raison,
un modèle d’agrégation doit minimiser les échanges excessifs d’information entre
les pairs aﬁn d’éviter toute surcharge du système.
2.3.2.4 Hétérogénéité
Un modèle d’agrégation dans un système de RIP2P doit prévoir l’hétérogénéité
des pairs en terme de taille de collections sur chaque pair, de contenu (dans le cas
où les pairs sont spécialisés dans une thématique précise par exemple) et de modèle
de RI utilisé sur ce pair (vectoriel ou booléen par exemple). En d’autres termes, il
ne doit pas faire d’hypothèse sur un certain type d’homogénéité des pairs.
2.3.2.5 Disponibilité
Le modèle d’agrégation doit prévoir la dynamicité des pairs et assurer la qualité
d’agrégation même en cas de volatilité de pairs. Un modèle se basant sur des infor-
mations locales, peut échapper à l’eﬀet de perte introduite par la déconnexion d’un
ou de plusieurs pairs contributeurs. Une étude de la sensibilité du modèle d’agré-
gation à cette caractéristique devient nécessaire pour vériﬁer sa faisabilité dans un
tel environnement.
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2.3.2.6 Eﬃcacité du modèle
L’objectif de tout système de recherche d’information est de prouver la per-
tinence des résultats fournis. Ceci dépend, en RIP2P, des résultats fournis par le
modèle d’agrégation et qui se mesure en fonction des mesures d’évaluation de per-
tinence notamment la précision, le rappel et les métriques dérivées (MAP, etc). A
noter que l’eﬃcacité sera, ici, en général comparée à celle obtenue, en centralisé et
non pas à l’optimal absolu.
Nous présentons dans ce qui suit les principaux modèles d’agrégation issus,
essentiellement, des systèmes de méta-recherche ou de la recherche distribuée et,
très peu, des systèmes P2P. Nous analysons notamment l’adéquation de ces modèles
d’agrégation aux exigences des systèmes distribués à large échelle.
2.4 Catégorisation des principaux modèles d’agrégation
Une revue de la littérature nous a permis d’établir une catégorisation des prin-
cipaux modèles d’agrégation. Bien que plusieurs catégorisations existent dans la
littérature spécialisée [Le Calvé 2000, Aslam 2001, Montague 2002, Renda 2003,
Liu 2007], nous avons opté pour un raﬃnement des classiﬁcations existantes en y
ajoutant de nouvelles dimensions liées à notre problématique (voir Table 2.1). En
eﬀet, en respectant les classiﬁcations données dans diﬀérents travaux [Aslam 2001,
Renda 2003], nous distinguons les modèles à base de scores et les modèles à base
de rangs scindés eux mêmes en modèles à base d’apprentissage ou sans appren-
tissage [Aslam 2002]. Par contre, nous avons procédé à une déﬁnition plus large
pour les modèles à base de scores. En eﬀet, nous ne considérons plus cette catégorie
de méthodes comme celle qui reçoit seulement des scores locaux de documents et
procèdent à leurs normalisations mais nous regroupons dans cette catégorie toute
méthode permettant de calculer un score global à partir d’un contenu fourni par
des SRIs locaux contribuant à la réponse. Sur la base de cette déﬁnition, nous
donnons des sous-catégories du modèle selon les entrées utilisées. De même, nous
avons distingué pour les modèles à base d’apprentissage les méthodes supervisées
et non supervisées qui peuvent intégrer une classe basée sur le comportement des
utilisateurs (avec proﬁls).
2.4.1 Modèles à base de scores
Nous considérons qu’un modèle d’agrégation à base de scores est un modèle
qui est en mesure de calculer un score global de documents retournés en réponse
à une requête. Ces documents sont issus de plusieurs systèmes contributeurs qui
les classent selon leurs visions individuelles et les fournissent avec suﬃsamment ou
peu d’information renseignant sur leurs contenus, leurs index et la nature de leurs
modèles de recherche. Selon l’entrée fournie par le système contributeur, un modèle
d’agrégation à base de score va proposer une formule de calcul de score global per-
mettant de classer les documents les uns par rapport aux autres. Sur la base de cette
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Sans Avec Apprentissage
apprentissage Supervisé Non Supervisé
Sans proﬁls Avec Proﬁls
Modèle exp : RR, BC, exp : -
à base exp : RR, BC, RR pondéré, exp : -
de rangs méthodes ﬂoues BC pondéré -
Modèle N-Scores- Approches de exp Régression Clustering
Locaux normalisation logique,
à base Scores-B- Exp VSM, exp
Statistiques BM25 SSL LMPR
de scores Scores exp CORInet, Approche
Combinés LM, PlanetP de witchel
Table 2.1 – Catégorisation des modèles d’agrégation
donnée, nous avons scindé les modèles à base de scores en trois sous-classes de mé-
thodes (voir Modèle à base de score de la Table 2.1). La première sous-classe opère
sur des scores locaux et permet de calculer des scores globaux basés sur la normali-
sation (N_Scores_Locaux), la deuxième opère sur des statistiques (qui peuvent être
locales ou globales) et recalcule un score global à partir de ces statistiques. Nous
appelons cette classe (Scores_B_statistiques) et la troisième sous-classe permet de
calculer des scores de documents par une combinaison des poids des documents (ou
de statistiques) avec celui des collections (ScoresCombinés). Ces trois sous-classes
de méthodes sont décrites, respectivement, dans ce qui suit :
2.4.1.1 Scores à base de normalisation des scores locaux (N-Scores-
Locaux)
Un SRI contributeur ne retourne que les scores locaux des documents. Loin
d’être une information suﬃsante, les scores seuls sont considérés comme une boite
noire et ne sont pas directement comparables. Aucune information sur leurs na-
tures (statistiques, probabilistes), algorithmes de recherche, tailles d’index, etc ;
n’est fournie. C’est par exemple le cas où il s’agit d’interclasser deux documents
dont le premier est classé avec un score de 0.7 par un premier système de recherche
et le deuxième est classé avec un score de 0.5 par un autre système de recherche.
Rien ne permet d’aﬃrmer que le document de score 0.7 est meilleur que celui de
score 0.5. Une simple normalisation peut rendre ces scores comparables. Diﬀérents
schémas de normalisation ont été proposés dans des travaux antérieurs notamment
ceux décrits dans [Aslam 2001, Renda 2003, Grappy 2012].
Cependant, l’hétérogénéité des systèmes de recherche augmente les risques de non
comparabilité entre les scores locaux d’un ou plusieurs documents. En eﬀet, norma-
liser sur la base des positions, du score maximum ou minimum dans chaque liste
de résultats n’est pas toujours en mesure de donner de bonnes performances en
agrégation.
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Aﬁn de pallier ce manque d’information, des algorithmes d’apprentissage ont été
proposés [Aslam 2001, Si 2002a]. Ils visent à aider à normaliser les scores locaux en
leurs faisant correspondre des scores globaux.
Une solution proposée par [Le Calvé 2000] consiste à utiliser la régression logistique
pour la déﬁnition d’une formule de conversion de scores locaux en scores globaux.
Elle suppose l’utilisation d’un échantillon centralisé des documents provenant des
diﬀérentes collections et l’exécution d’une requête aussi bien sur l’échantillon cen-
tralisé que sur les collections locales. Une normalisation des scores des diﬀérents
documents est eﬀectuée sur la base d’une analyse de regression logistique utilisant
les scores de documents requis de l’échantillon centralisé qui est pris comme réfé-
rentiel commun pour tous les systèmes.
Le même principe a été appliqué dans les travaux de [Si 2003] pour la fusion des
résultats des moteurs de recherche en utilisant la méthode Semi Supervised Lear-
ning (SSL).
Dans les deux travaux cités ci-dessus, la normalisation consiste à : (i) construire une
collection centralisée par un échantillon de documents, (ii) calculer le score global
de chaque document sur la base d’une formule de score donnée, puis (iii) chercher,
par apprentissage, une correspondance entre les scores locaux et globaux pour un
ensemble de documents. Ainsi, une formule basée sur les scores locaux est produite
pour le calcul d’un score global.
En guise de synthèse, nous pouvons dire, que dans un modèle de score global,
la fonction d’agrégation prend comme entrée des scores partiels et essaie de les
transformer en utilisant des schémas de normalisation ou procède par apprentissage
à partir d’un échantillon de requêtes pour apprendre à convertir des scores locaux
en globaux. Dans les systèmes distribués à large échelle, cette solution peut être
critiquée pour deux raisons : (i) le facteur hétérogénéité des pairs est beaucoup
plus important. Ainsi, normaliser des scores bruts ne peut pas être adopté pour
la RIP2P ; (ii) la solution de recourir à l’apprentissage, qui a prouvé son eﬃcacité
en RID, exige une représentation résumée quasi-exhausive de toutes les collections
d’un système distribué. Dans les systèmes distribués à large échelle en général, et
pour les systèmes P2P en particulier, l’échantillonnage centralisé ne peut pas être
appliqué vu les problèmes de disponibilité. En eﬀet, face à des entités volatiles (i.e.
ressources), nous ne pouvons pas récupérer une information centralisée. De plus,
à chaque instant de nouveaux pairs peuvent s’ajouter au système alors qu’ils ne
sont pas représentés dans l’échantillon. Ces raisons font que cette solution n’est pas
applicable dans un contexte de RIP2P.
2.4.1.2 Scores à base de statistiques (Scores-B-statistiques)
En RID, les systèmes de recherche contribuant à la résolution d’une requête,
peuvent collaborer aussi pour fournir, au SRI chargé d’agréger les résultats, un
ensemble de statistiques sur le contenu de leurs collections [Shokouhi 2007]. Idéa-
lement, les statistiques fournies par ces systèmes sont globales. Cela suppose que
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soit on utilise un serveur centralisé aﬁn d’avoir un index global, soit que chaque
système de recherche dans le réseau, doit accepter de coopérer avec les autres pour
construire et sauvegarder un index global répliqué. L’utilisation d’un index global
facilite énormément le processus de classement. Une fonction de correspondance est
utilisée comme dans une approche centralisée. Cette fonction peut être basée sur
le modèle vectoriel [Salton 1975] ou probabiliste (tel que l’utilisation okapi BM25
[Robertson 1995]) ou autre aﬁn de recalculer de manière homogène la similarité
document-requête. Le deuxième cas peut avoir lieu quand les pairs fournissent une
partie de leur index locaux (statistiques brutes). La normalisation des statistiques
est jugée nécessaire aﬁn de surmonter l’incomparabilité des statistiques brutes pro-
venant des diﬀérents pairs.
L’adoption de cette classe de modèles pour l’agrégation des résultats en RIP2P se
heurte à un double problème. En utilisant un index global pour un système de pairs,
nous imposons d’avance une restriction sur l’autonomie des pairs. Ceci est d’ailleurs
vrai même dans le cas de l’utilisation d’un échange partiel des index locaux. Le se-
cond problème concerne le passage à l’échelle, puisqu’il faut payer le coût d’échange
rédhibitoire des informations locales vers tous les pairs.
2.4.1.3 Scores Combinés (ScoresCombinés)
D’autres solutions ont été proposées dans les travaux de [Callan 1995] et
[Ponte 1998, Si 2002b] aﬁn de pondérer les scores de documents par le poids de
leurs collections. L’algorithme CORI de fusion de résultats, proposé par Callan
[Callan 1995], est l’un des algorithmes les plus utilisés pour l’agrégation de scores.
L’approche considère les collections des diﬀérents systèmes de recherche comme
des super-documents. L’algorithme est basé sur des réseaux d’inférence, dans les-
quels les feuilles représentent des collections de documents et les statistiques de
nœuds représentent les termes de la collection. Le score ﬁnal d’un document, selon
l’algorithme, est basé sur une normalisation combinée entre les scores des collec-
tions et ceux des documents. La même logique est utilisée dans l’approche PlanetP
[Cuenca-Acuna 2003] pour le classement global des documents. Ce classement est
basé sur l’utilisation du poids du pair de façon analogue à la mesure idf , approximée
ici par l’ipf (qui désigne la fréquence de pairs stockant le document). L’algorithme
de classement fournit des capacités de recherche comparables à celles en centrali-
sées et fonctionne indépendamment de la façon dont les documents sont distribués.
Chaque pair sélectionné pour répondre à une requête retourne un ensemble d’URLs
de documents ainsi que leur valeur de pertinence combinant le poids du pair avec
celui du document. Cette combinaison est possible grâce à l’utilisation de deux types
d’index : (i) un index local au niveau de chaque pair aﬁn de représenter le contenu
de ses ressources en se basant sur une représentation vectorielle et (ii) un index
global pour décrire tous les pairs ainsi que l’information qu’ils partagent dans la
communauté. L’index global est répliqué sur tous les pairs. Aﬁn de réduire la bande
passante utilisée, chaque pair résume l’ensemble des termes de son index local dans
un ﬁltre de Bloom [Broder 2002]. L’approche PlanetP s’avère consommatrice de
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bande passante malgré la structure compacte de son ﬁltre de Bloom puisqu’il faut
échanger les résumés à chaque mise à jour. De plus, l’autonomie des pairs n’est
pas respectée puisque chaque pair publie l’ensemble de son index partout dans le
réseau.
Le Modèle de Langue [Ponte 1998] est un autre exemple de méthode de score
des documents. Son application aux environnements distribués est directe dans la
mesure où on considère les collections de pairs distants comme une concatena-
tion des documents qui les constituent nommés "super-documents". Le Modèle de
Langue attribue une probabilité à une séquence de m termes P (w1, ..., wm) par le
biais d’une distribution de probabilité. Lorsqu’il est utilisé en recherche d’informa-
tion, un Modèle de Langue est associé à un document dans une collection. À la
soumission d’une requête q, les documents recherchés sont classés sur la base de
la probabilité que le Modèle de Langue du document puisse générer les termes de
la requête. Cette classe de modèle exige que les systèmes de recherche échangent
suﬃsamment d’information pour pouvoir donner de l’information aussi bien sur la
collection que sur les documents. Cet échange se fait au détriment du respect de
l’autonomie des pairs, si nous désirons l’appliquer dans le contexte d’agrégation en
RIP2P. En outre la procédure d’agrégation s’avère très liée à celle de la sélection
de ressources.
Dans ce qui suit, nous allons explorer une deuxième famille de modèles d’agré-
gation largement utilisés en méta-recherche où les SRIs, contribuant à la résolution
d’une requête, ne fournissent rien sur leurs contenus. Nous parlons alors de modèles
à base de rangs.
2.4.2 Modèle à base de rangs
Le modèle d’agrégation à base de rangs est aujourd’hui privilégié car il constitue
une famille de méthodes à faible coût. En eﬀet, il nécessite un simple rang pour in-
terclasser, sans avoir aucune information sur les statistiques globales des documents
retournés. Seuls les rangs sont considérés pour le calcul de poids ﬁnaux de docu-
ments. Plusieurs méthodes à base de rangs sont connues dans la littérature. Nous
passons en revue trois exemples de méthodes de cette classe, à savoir la méthode
Round Robin, Borda count et les méthodes ﬂoues.
2.4.2.1 Round Robin (RR)
La méthode " Round Robin " [Voorhees 1995a, Voorhees 1995b, Steidinger 2000]
permet d’agréger des documents selon leurs rangs dans les listes de résultats retour-
nées par les systèmes de recherche sélectionnés (les premiers puis les deuxièmes et
ainsi de suite). Le premier document dans la liste ﬁnale sera le premier document
de la première liste retournée et ainsi de suite. Le choix des listes se fait de ma-
nière aléatoire. Si et al aﬃrment dans [Si 2003] que la méthode Round Robin (RR)
est un choix à faire si les scores individuels des documents sont complètement in-
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comparables (lorsque les systèmes de recherche utilisent diﬀérents algorithmes ou
lorsque les collections utilisent diﬀérentes statistiques). Cependant, les travaux de
[Savoy 2002] ont montré que les meilleurs résultats de la méthode RR sont observés
lorsqu’il s’agit des mêmes stratégies de recherche. Le problème de la non compa-
tibilité des listes de résultats peut être atténué par la normalisation des rangs des
diﬀérents documents. La simplicité de l’approche Round Robin ne fait pas d’elle cer-
tainement la meilleure puisqu’elle ne tient pas compte de l’importance relative des
systèmes de recherche. En utilisant cette méthode, chaque système de recherche a
les mêmes chances d’être classé premier, même s’il est moins pertinent que d’autres
relativement à une requête. Dans les travaux de [Steidinger 2000], l’eﬃcacité de la
méthode RR comparée à une collection centralisée excède la performance obtenue
par une méthode à base d’Idf. Cette constatation nous a incité à utiliser la méthode
RR comme l’une des méthodes d’agrégation de référence auxquelles nous souhaitons
nous comparer.
2.4.2.2 Borda Count(BC)
Faisant partie de méthodes de votes positionnelles, la méthode BC sert à combi-
ner les préférences de plusieurs experts. L’entrée d’un système de vote est dite proﬁl.
Aﬁn d’adapter les algorithmes de vote au problème de la recherche d’information
distribuée, l’ensemble des documents à classer sont considérés comme candidats.
Les votants sont les systèmes de recherche se présentant en entrée de l’algorithme
d’interclassement. Borda count se base sur le principe suivant [Borda 1781] : chaque
votant classe un ensemble de "c" candidats selon un ordre de préférence [Farah 2007].
Pour chaque votant, le premier candidat acquièrt ”c” points, le deuxième acquière
”c − 1” et ainsi de suite. S’il reste des candidats non classés par les votants, les
points restants seront divisés équitablement entre les candidats non classés. L’agré-
gation se fait en triant la liste des documents par ordre décroissant du nombre de
points cumulés. L’un des inconvénients de la méthode Borda Count est qu’elle se
contente de diviser le nombre de points restant de façon équitable entre les do-
cuments manquants dans la liste. Ceci réduit considérablement l’importance des
documents manquants, qui se voient toujours classés aux dernières positions. Le
deuxième inconvénient de la méthode Borda Count est qu’elle attribue une impor-
tance égale à tous les systèmes de recherche, ce qui n’est pas réaliste. Une mesure
de préférence peut améliorer l’eﬃcacité de cette méthode.
2.4.2.3 Méthodes Floues
Les méthodes d’agrégation ﬂoues reposent sur le principe des ensembles ﬂous
introduit par Zadeh en 1965 [Zadeh 1965]. Elles fournissent un fondement mathéma-
tique pour estimer l’incertitude associée au processus cognitif humain. En recherche
d’information, les approches ﬂoues ont été utilisées dans les diﬀérentes phases du
processus de recherche puisqu’il s’agit d’un problème sujet à l’incertitude et à l’im-
précision lexicale.
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Basées sur les opérateurs d’agrégation ﬂous, ces approches ont été appliquées pour la
résolution des problèmes de l’agrégation des résultats. La pertinence d’un document
peut être modélisée comme un concept relatif. Une approche d’agrégation ﬂoue se
présente sous forme d’un problème de prise de décision multicritères [Fuller 1996].
Les critères sont les diﬀérents systèmes de recherche et leurs diﬀérentes alternatives
sont les documents retournés. Les opérateurs ﬂous permettent aux décideurs de
s’impliquer dans le processus d’agrégation en imposant une logique de satisfaction
plus ou moins rigoureuse des diﬀérents critères participant dans le classement des
alternatives [Fuller 1996]. Ce jugement est généralement représenté via un quan-
tiﬁeur linguistique lié à ce modèle. Les quantiﬁeurs linguistiques servent à calculer
les jugements de pertinence globaux pour chaque document. Dans la littérature,
plusieurs types de quantiﬁeurs linguistiques sont cités et ils sont tous compris entre
la satisfaction de tous les critères et la satisfaction d’au moins un critère. Un quanti-
ﬁeur "TOUS", par exemple, propose la fusion des seuls documents qui apparaissent
dans toutes les listes de résultats. Il favorise l’intersection des listes. Ce quantiﬁeur
favorise le maximum " Andness " (ET). À l’autre extrême, nous retrouvons ceux qui
considèrent tous les documents retournés, même ceux apparaissant dans une seule
liste de résultats ou satisfaisant un seul critère : cette agrégation maximise le critère
OU ou l’ "Orness" des critères. Entre ces deux types de quantiﬁeurs, plusieurs autres
existent favorisant soit le "andness" ou le "orness" des critères. Le quantiﬁeur consi-
déré dans les travaux de [De 2007] est noté Regular Increasing Monotone (RIM)
et il est considéré comme degré standard d’Orness [Chiclana 2007].
Ce que nous pouvons constater pour cette classe de méthodes, c’est qu’elle base
son classement sur une notion de popularité des documents. Un document peut
être considéré comme important s’il est retourné par toutes les listes, ou dans une
autre logique s’il est retourné par au moins une liste. L’hypothèse de ces méthodes
est basée sur une logique de fusion de données qui considère un chevauchement
important entre les listes retournées par tous les systèmes de recherche. Dans une
logique de RIP2P, les pairs présentent un taux de chevauchement [Chernov 2005]
assez réduit, ce qui fait que cette classe de méthodes ne semble pas adaptée à notre
choix d’agrégation.
2.4.3 Les Modèles à base d’apprentissage
L’apprentissage représente un concept de base pour un grand nombre de do-
maines d’application. En Recherche d’Information, il a été utilisé de diﬀérentes ma-
nières aﬁn d’apporter des gains en qualité aux systèmes de recherche, notamment
pour augmenter leur précision, rappel, etc. Généralement, le recours à l’apprentis-
sage est expliqué par un manque de statistiques, ce qui est le cas lorsque les nœuds
d’un système distribué sont autonomes et ne fournissent aucune information sur
leurs contenus. Dans la classe des méthodes à base de score, nous avons déjà cité
des exemples d’utilisation de l’apprentissage, pour convertir des scores locaux en
globaux. Dans cette section, nous citons des exemples pour des approches basées
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sur des méthodes d’apprentissage supervisés et non supervisés. Nous considérons
dans le dernier type d’apprentissage les méthodes basées sur le comportement de
l’utilisateur qui représente un résultat des interactions implicites ou explicites entre
l’utilisateur et les systèmes de recherche.
2.4.3.1 Apprentissage supervisé pour la pondération des systèmes de
recherche
En agrégation de résultats, l’apprentissage est typiquement utilisé pour le clas-
sement des systèmes de recherche. Le but derrière ce classement est d’attribuer
des niveaux de conﬁance à ces systèmes et par conséquent aux documents qu’ils
retournent. Il s’agit d’un apprentissage supervisé [Frécon 2009] qui se base sur
les mesures d’évaluation les plus communément utilisées dans le contexte de la re-
cherche d’information : le rappel ou/et la précision ou sur des méthodes qui en sont
dérivées. Les données d’apprentissage prennent souvent la forme d’un ensemble de
requêtes, leurs réponses, accompagnées de jugements de pertinence qui représentent
une évaluation humaine de la pertinence d’un document par rapport à une requête.
Cette famille de méthodes d’apprentissage qui permet d’aﬀecter des poids aux sys-
tèmes de recherche, aide à améliorer les processus de sélection des collections et
d’agrégation. Ceci a été appliqué à diﬀérentes méthodes notamment BC, RR ce qui
contribue à des améliorations de leurs performances [Steidinger 2000].
2.4.3.2 Méthodes basées sur la classiﬁcation non supervisée
La classiﬁcation non supervisée, ou clustering est un processus qui essaie de dé-
tecter une certaine relation entre un ensemble d’objets aﬁn de pouvoir les organiser
dans des groupes homogènes non préalablement ﬁxés [Lefebure 2001]. En Recherche
d’Information, le clustering des documents a été utilisé aussi bien avant qu’après la
récupération des résultats. La motivation essentielle derrière l’application du pro-
cessus de clustering repose sur le fait que des documents similaires sont jugés plus
pertinents pour répondre à une même requête que des documents non similaires.
Dans [Zhang 2001], Zhang et al présentent un exemple d’application du clustering
pour améliorer le processus d’agrégation de résultats. Cette méthode est basée sur
deux hypothèses : les documents pertinents pour une même requête peuvent être
regroupés ensemble. Ainsi, un algorithme de clustering eﬃcace doit être capable de
séparer facilement les documents pertinents des non pertinents.
Dans les listes de résultats retournés, un document est jugé pertinent s’il apparaît
dans plusieurs listes. De telles listes (qui présentent des document en commun) sont
dites chevauchées. En se basant sur cette hypothèse, on peut déduire qu’un cluster
n’est jugé ﬁable que s’il présente un haut potentiel de chevauchement.
Le processus de clustering présenté dans [Zhang 2001] est déclenché dès que les sys-
tèmes de recherche locaux retournent leurs listes. Chaque liste de résultats est ainsi
divisée en un nombre de clusters créés par l’algorithme k-means [MacQueen 1967].
Des mesures de similarité sont utilisées entre deux clusters et entre une requête et
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un cluster. Ainsi, la pertinence d’un document dépend de sa pertinence par rapport
à la requête tout en tenant compte de la ﬁabilité du cluster dans lequel il apparaît.
La pertinence globale du document est déduite de la somme de ses scores dans
chaque liste : nous parlons de la combinaison "CombSum" [Fox 1994].
Zhang et al [Zhang 2001] considèrent qu’une fusion eﬃcace est obtenue en tenant
compte du facteur chevauchement entre listes de résultats. En eﬀet, ces hypothèses
ont été conﬁrmées par les expérimentations puisque les meilleures résultats de com-
binaison ont été obtenus au sein des clusters présentant 80% de chevauchement. Ces
hypothèses ne peuvent être adoptées dans notre contexte d’agrégation en RIP2P.
En eﬀet, la première raison est que la formation des clusters exige une grande co-
opération entre les pairs, ce qui contredit notre hypothèse d’autonomie, la seconde
raison est que les pairs sont des entités très dynamiques et que l’ensemble de ces
ressources peuvent changer, ce qui impose de grandes contraintes sur le modèle.
Enﬁn, l’hypothèse de ﬁabilité basée sur le chevauchement, ne peut pas être adoptée
dans le cadre des pairs qui ne présentent qu’un pourcentage de chevauchement assez
réduit [Chernov 2005].
2.4.3.3 Méthodes basées sur le comportement des utilisateurs
En se basant sur le principe qu’un utilisateur, qui soumet une requête à un sys-
tème, est le seul qui soit apte à juger les réponses, les chercheurs se sont orientés
vers des essais d’intégration du comportement utilisateur dans le processus de RI.
Le bouclage de pertinence (Relevance Feedback) a été l’une des premières formes
d’expression des préférences de l’utilisateur vis à vis de ce qu’il attend comme ré-
ponse d’un SRI, aﬁn d’en améliorer la qualité des résultats [Rocchio 1971].
Un bouclage de pertinence consiste à prendre les résultats qui sont retournés ini-
tialement à partir d’une requête donnée et d’en indiquer la pertinence (du point de
vue de l’utilisateur). Un bouclage de pertinence peut être soit donné explicitement
par l’utilisateur, soit déduit implicitement à partir de ses interactions avec la ré-
ponse. Entre les deux modèles de pertinence, nous parlons de bouclage de pseudo
pertinence.
Les modèles d’agrégation qui ont intégré un apprentissage basé sur un com-
portement humain ou une simulation de ce dernier, ne sont pas nombreux dans
le cadre de la Recherche d’Information Distribuée à Large Echelle (RIDLE). Nous
présentons dans cette section les deux principaux travaux qui ont essayé d’intégrer
le comportement d’utilisateur dans la sélection des sources et en agrégation des ré-
sultats dans les réseaux P2P. Un comportement utilisateur est souvent intégré dans
un concept appelé proﬁl utilisateur [Chernov 2005, Witschel 2005, Witschel 2008].
Dans [Chernov 2005], l’auteur propose l’utilisation d’un modèle de préférence
aﬁn d’améliorer l’eﬃcacité de la fusion des résultats dans un système P2P structuré.
Ce travail rentre dans le cadre du projet Minerva, qui est un moteur de recherche
Web P2P basé sur Chord [Stoica 2001]. Dans ce projet, les pages sont visitées
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en exploitant les traces des utilisateurs, ce qui permet de reﬂéter leurs intérêts
spéciﬁques. En partant de ce principe, Chernov et al. [Chernov 2005], ont essayé
d’exploiter ces intérêts en utilisant le feedback de pseudo-pertinence pour retrouver
le modèle qu’ils appellent Modèle de Langue de préférence. Pour ce faire, ils ont
simulé la préférence de l’utilisateur par les top-k réponses retournées par le meilleur
nœud. Ce dernier est le résultat d’une procédure de sélection basée sur l’utilisation
de statistiques globales (apprises à partir de statistiques locales collectées au niveau
de chaque pair). Le Modèle de Langue [Ponte 1998] est appliqué, globalement, pour
classer les pairs par ordre de pertinence, par rapport à la requête. Dès lors, le proﬁl
utilisateur ajouté à la requête sera propagé aux diﬀérents pairs sélectionnés (à partir
du deuxième pair) et localement exécuté au niveau de chaque pair sélectionné, en
se basant sur le Modèle de Langue qui cherche la probabilité qu’un pair sélectionné
puisse générer le modèle de préférence de l’utilisateur ainsi que la requête d’origine.
Ce que nous pouvons remarquer dans le cadre de ce travail, est que le compor-
tement utilisateur n’a pas été inféré d’une vraie interaction de l’utilisateur avec le
système, mais a été déduit des résultats de la sélection du meilleur pair. Ceci fait
que l’agrégation dans cette méthode dépend de la réussite de la sélection des pairs
pertinents. En deuxième lieu la sélection même des pairs est basée sur un échange
de statistiques locales, ce qui viole l’autonomie des pairs et impose une certaine
surcharge au système. De plus, il suppose d’avance que les pairs sont suﬃsamment
stables pour fournir des informations sur leurs contenus.
Une autre expérience d’utilisation des proﬁls en RIP2P est citée dans [Witschel 2005,
Witschel 2008]. Witschel et al., ont proposé une approche de sélection des meilleurs
pairs d’un système de RIP2P en se basant sur une procédure d’apprentissage semi-
supervisée. Il s’agit d’une approche visant à remplacer l’utilisation des statistiques
globales par le développement d’un mécanisme qui permet de distinguer les pairs
utiles des autres. Ce mécanisme est basé sur une conception d’un proﬁl sur chaque
pair. Le proﬁl d’un pair est déﬁni dans [Witschel 2005, Witschel 2008] comme étant
l’ensemble de termes t contenus dans les documents de ce pair accompagnés par des
statistiques locales relatives au pair. Le comportement de l’utilisateur a été exploité
aussi bien dans la procédure de routage des requêtes que dans le renforcement des
poids des termes contenus dans le proﬁl d’un pair. Ces derniers sont préalablement
calculés en se basant sur la méthode CORI [Callan 1995, Callan 2000] qui calcule
la croyance qu’un terme t trouve sa réponse dans le pair p.
L’approche intervient, lors du processus d’agrégation, pour privilégier les docu-
ments ayant les termes à poids renforcés. La procédure de renforcement consiste
à ajouter un bonus au poids des termes qui ont été sollicités pour répondre à une
requête utilisateur dans ce pair. Les données concernant les termes sont directement
déduites à partir de l’historique des requêtes.
L’auteur propose également l’utilisation d’un échantillon large de données conte-
nues dans les collections des pairs aﬁn d’estimer des mesures globales d’idf pour
chaque terme du proﬁl et rendre ces termes plus comparables. La question clé dans
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les travaux de [Witschel 2005, Witschel 2008] est la capacité à compresser la taille
des proﬁls pour qu’ils contiennent un nombre réduit de termes représentatifs. Une
fois le processus de sélection terminé, les proﬁls renforcés peuvent guider le proces-
sus d’agrégation en favorisant les documents contenant des termes renforcés pour la
requête. Le classement interne des documents est basé sur la fonction de similarité
Okapi BM25 [Robertson 1995].
La proposition de Witschel est intéressante puisqu’elle utilise des informations
locales comprises dans le proﬁl d’un pair ce qui permet le passage à l’échelle de la
solution proposée. De plus, les résultats empiriques ont prouvé que cette méthode
donne des résultats meilleurs que les méthodes à base de scores (notamment LM et
CORI). Cependant, l’utilisation de mesures globales basées sur un échantillon large
suppose comme dans la proposition de [Chernov 2005] que les pairs ne sont pas
autonomes. De plus, ils ne considèrent pas les statistiques des pairs qui se connectent
ultérieurement au système (après échantillonnage).
2.4.4 Discussion
Les principales méthodes citées précédemment ont été développées dans le contexte
de RID et ont donné des résultats acceptables. Cependant, leur utilisation dans un
système distribué à large échelle, notamment les systèmes P2P, doit être étudiée en
prenant en considération les caractéristiques de ces systèmes. Les diﬀérentes caracté-
ristiques que nous avons utilisées comme critères de choix des modèles d’agrégation
sont les propriétés requises des systèmes d’agrégation en RIP2P présentées dans la
section 2.3.2. Ainsi, un modèle d’agrégation doit, selon l’étude réalisée dans 2.3.2,
privilégier l’autonomie des pairs, la décentralisation totale, le passage à l’échelle,
l’hétérogénéité des collections sur l’ensemble des pairs et l’eﬃcacité en matière
de RI. Nous essayons d’analyser, à travers la table 2.2, l’adaptabilité des modèles
d’agrégation étudiés à de telles propriétés.
La Table 2.2 montre beaucoup de limitations des méthodes citées pour des
systèmes P2P. En fait, nous pouvons voir ici que le score à base de statistiques
(Scores-B-statistiques) qui est basé sur un index global peut donner une bonne
précision en terme de classement et c’est pourquoi elles sont toujours considérées
comme eﬃcaces. Cependant, cette précision se paye en terme de centralisation où
nous tombons dans le problème du goulot d’étranglement traditionnel. De plus,
une grande coopération est requise aﬁn d’échanger de l’information globale ce qui
viole l’aspect autonomie des pairs et est très coûteux en terme de consommation de
bande passante. En ce qui concerne l’échange des statistiques locales, le problème
se transforme en un problème de violation de l’autonomie des pairs.
La méthode de score à base de normalisation (N-Scores-Locaux), qui se base
sur des scores partiels, s’avère selon le bilan de la Table 2.2 moins consommatrice
en terme de coopération explicite comparée à la méthode précédemment citée. La
centralisation peut être évitée puisqu’on peut être basée seulement sur la norma-
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lisation. Cependant l’hétérogénéité des collections sur les diﬀérents pairs rend les
scores partiels, de plus en plus, incomparables et réduit clairement l’eﬃcacité du
modèle.
Ce problème peut être surmonté lorsque de l’apprentissage est utilisé comme
dans le montre les travaux de [Le Calvé 2000, Si 2002a] mais nous rappelons qu’un
échantillon centralisé ne peut pas être représentatif pour l’ensemble des pairs à cause
de la dynamicité (des pairs peuvent apparaître ou disparaître après construction de
l’échantillon).
Les méthodes de Scores combinés (ScoresCombinés) sont basées sur des statis-
tiques partielles où l’échange se fait dans des conditions acceptables. Toutefois, ces
méthodes, comme présenté dans la Table 2.2, perdent en termes de qualité par rap-
port à l’utilisation d’un index global dans les méthodes dites (Scores-B-statistiques).
Dans le contexte de méthodes de ScoresCombinés, la stratégie de fusion basée sur
CORI par exemple n’est qu’une combinaison linéaire des scores des pairs sélection-
nés avec ceux des documents. Cette approche combine heuristiquement les scores
locaux avec les rangs des serveurs. Les rangs des serveurs sont déduits lors de l’étape
de sélection. Cette approche exige de même que les pairs utilisent le même modèle
d’indexation et de recherche.
Nous pouvons aﬃrmer, comme présenté dans la Table 2.2, que les modèles à base
de rangs semblent être plus adaptés aux propriétés des systèmes P2P. En eﬀet, avoir
des listes de résultats locales triées est suﬃsant pour avoir l’information "rang". Dans
cette catégorie de méthodes, seul une faible coopération entre les SRIs contributeur
est nécessaire. Le gain de la faible coopération est double : le passage à l’échelle
et le respect de l’autonomie des pairs. Cependant, ces modèles s’avèrent moins
eﬃcaces (côté RI) lorsque les collections sur chaque pair présentent un haut niveau
d’hétérogénéité. En eﬀet, l’hétérogénéité des pairs augmente considérablement la
non comparabilité des rangs. En outre, les rangs sont moins interprétables pour le
processus d’agrégation que les scores. La méthode RR, par exemple, est basée sur
l’hypothèse que toutes les collections choisies ont le même nombre de documents
pertinents et fonctionne tout simplement en entrelaçant les documents provenant
des collections individuelles, un par un.
Une autre hypothèse de la plupart des algorithmes est que les collections dis-
tantes retournent, non seulement de simples listes de classement des documents,
mais aussi les scores assignés à ces documents. Par conséquent, ces approches uti-
lisent généralement des scores ou rangs locaux aﬁn de fusionner les résultats re-
tournés. Nous pouvons voir aussi, que les modèles utilisant des scores, des rangs ou
statistiques partielles sont subjectifs et que leur qualité est proche des performances
des algorithmes locaux de RI. L’intérêt local de l’utilisateur qui est un axe central
du processus de recherche n’est pas considéré par ces modèles.
En se basant sur les travaux de Witshel et al [Witschel 2005, Witschel 2008],
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nous déduisons tel que dévoile la Table 2.2, que l’utilisation d’un proﬁl implicite des
pairs basé sur l’interaction avec les réponses des requêtes soumises sur ce pair peut
améliorer la performance de l’algorithme d’agrégation. Ce proﬁl généré localement
sur chaque pair permet de fournir une information locale pertinente pour favoriser
un document par rapport à un autre. L’utilisation des proﬁls a été bien décentra-
lisée, et assure le passage à l’échelle. Dans l’approche de Witschel, seul le recours
aux statistiques globales n’est pas à notre avis bénéﬁque pour fournir une solution
totalement décentralisée et qui respecte l’autonomie des pairs.
Cette analyse nous a permis de présumer que l’utilisation des rangs d’une part
pour donner une idée sur les décisions locales d’un pair, et de l’intérêt estimatif
de l’utilisateur (proﬁl) d’autre part peuvent être un avantage pour améliorer la
qualité de l’agrégation des résultats sans avoir besoin d’une coopération des nœuds
du système. En eﬀet, une partie importante des intérêts spéciﬁques des utilisateurs
peut être construite à partir des requêtes passées de l’utilisateur. Nous pouvons
exploiter ce fait, en utilisant une heuristique non supervisée pour trouver le proﬁl
le plus approprié à partir des requêtes passées les plus pertinentes.
2.5 Conclusion
Dans ce chapitre, nous avons présenté la problématique de notre thèse avec l’ex-
position de ses problèmes clés et des solutions proposées dans la littérature pour les
résoudre. Nous avons commencé par la déﬁnition du problème d’agrégation en gé-
néral. Puis, nous avons présenté l’état de l’art en montrant les problèmes posés par
un environnement massivement distribué, tel que les systèmes P2P non structurés.
Nous avons proposé une catégorisation des modèles d’agrégation existants en explo-
rant leurs adaptabilités aux propriétés requises d’un modèle d’agrégation en RIP2P.
Cependant, le manque de statistiques globales et le coût de leur acquisition dans un
environnement massivement distribué, nous ont incités à chercher une dimension
indépendante des statistiques des collections, pertinente et facile à construire sur
chaque pair. Nous parlons de proﬁl utilisateur. Partant de cette notion de proﬁl,
qui a prouvé son eﬃcacité dans des travaux antérieurs, nous proposons, dans le
chapitre suivant, un modèle d’agrégation adapté au contexte P2P et s’appuyant sur
les proﬁls.

Chapitre 3
Modèle d’agrégation hybride à
base de proﬁls
3.1 Introduction
Nous avons essayé d’introduire, dans les chapitres précédents, la problématique
d’agréger les résultats dans un système distribué à large échelle, tels que les sys-
tèmes P2P. Plusieurs limites ont été recensées quant à l’adoption des approches de
RID pour l’agrégation des résultats dans un système de RIP2P, vu l’hétérogénéité
des informations à agréger (de point de vue taille, contenu et modèles de RI) d’une
part, et l’absence d’une vision globale du système, d’autre part.
À la lumière de ces limites, nous avons essayé d’exploiter, dans le présent chapitre,
une nouvelle piste pour agréger les résultats. Cette dernière vise à améliorer la per-
tinence des résultats, de point de vue de l’utilisateur, sans imposer des contraintes
supplémentaires sur le système. Par ailleurs, nous faisons appel aux modèles de P2P
sémantiques que nous avons introduit dans le chapitre 1. La sémantique introduite,
consiste en un ensemble de proﬁls d’utilisateurs qui vont nous guider à prédire ses
intentions (lors de l’expression de ses nouveaux besoins), à partir de l’exploitation
de l’historique de ses interactions, avec les réponses à des besoins passés.
Pour ce faire, nous déﬁnissons un modèle d’agrégation hybride qui se base sur les
étapes suivantes :
1. La déﬁnition d’un modèle de proﬁls permettant d’intégrer la connaissance
dans l’approche d’agrégation.
2. La déﬁnition d’une méthode hybride de calcul de score global (de manière
distribuée) qui intègre, à côté des rangs des documents, la connaissance issue
de l’utilisateur.
3. Un algorithme d’agrégation à base de proﬁls (PBA) qui sera suivi d’une étude
de complexité.
Pour commencer, une architecture présentant les briques de base de notre modèle
d’agrégation sera explicitée.
3.2 Architecture du modèle d’agrégation
Nous visons à proposer un modèle d’agrégation qui permet d’éviter, d’une part,
le coût de l’utilisation des statistiques et d’améliorer, d’autre part, l’eﬃcacité du
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processus de recherche d’information dans un système distribué à large échelle, en
se basant sur les proﬁls des utilisateurs.
L’architecture du modèle d’agrégation a pour but de présenter l’approche d’agré-
gation proposée qui se base, aussi bien sur les rangs, que sur la connaissance, sous
forme d’un ensemble de proﬁls. Nous rappelons, à travers cette architecture, les
diﬀérentes parties ou modules impliqués, dans la résolution d’une requête jusqu’à
en agréger les résultats de manière globale. Il convient de rappeler, également, les
rôles des pairs impliqués dans cette architecture : les pairs initiateurs qui lancent
les requêtes sur le système et les pairs contributeurs qui contribuent à la résolution
de ces requêtes (voir Section 2.3 du Chapitre 2).
Nous présentons, dans cette section, l’architecture fonctionnelle du modèle d’agré-
gation à base de proﬁls, reproduite au niveau de chaque pair initiateur. La Figure 3.1
nous permet d’identiﬁer trois principales couches indispensables pour l’agrégation.
Nous citons respectivement :
– La couche de résolution globale de requêtes : utilisée par les pairs
initiateurs et comprenant deux composants principaux : un composant pour
la sélection des pairs et un deuxième, pour l’agrégation des résultats provenant
des pairs sélectionnés.
– La couche de résolution locale de requêtes : exécutée sur les pairs contri-
buteurs (à la résolution de requêtes). Chaque pair utilise sa propre méthode de
RI pour rechercher et classer les résultats pertinents par rapport à la requête
soumise.
– La couche de gestion de proﬁls : permettant de fournir les intérêts des
utilisateurs, lors de la résolution des requêtes similaires passées. Ces intérêts
vont aider à orienter le système sur les attentes des utilisateurs, lors de la
résolution de nouvelles requêtes. Les proﬁls des utilisateurs sont générés loca-
lement sur tous les pairs et de manière hors ligne, mais seuls les proﬁls d’un
pair initiateur seront utilisés aﬁn d’agréger les résultats des requêtes qui y
sont lancées. La localité des proﬁls favorise l’aspect de décentralisation qui fa-
vorise à son tour le passage à l’échelle, indispensable aux systèmes de RIDLE.
L’aspect hors ligne évite quant à lui, à l’utilisateur le temps d’attente dû à la
construction des proﬁls lors de sa recherche.
La couche de résolution globale de requêtes vise à attribuer des scores globaux
à toutes les réponses aux requêtes aﬁn de les trier de façon uniforme. Le module de
sélection des pairs dans cette couche, est responsable de la propagation des requêtes
à tous les pairs pertinents dans le système. Cette propagation se fait selon diﬀérents
algorithmes, qui sont hors de la portée de cette thèse.
Chaque pair, sélectionné au cours de cette étape, se charge de la résolution locale
de la requête (dans la couche résolution locale des requêtes) visant à rechercher les
meilleures réponses pertinentes correspondant à la requête. La couche de résolution
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Figure 3.1 – Architecture du Modèle d’agrégation
locale de requêtes utilise l’index local et le modèle de RI du pair contributeur pour
retourner une liste locale classée au pair initiateur.
Une fois les listes locales, classées issues de la résolution locale de la requête sont
restituées, le pair initiateur exécute le module d’agrégation. Le module d’agrégation
prend en entrée les rangs locaux des documents (fournis par les pairs contributeurs)
d’une part et les connaissances du pair fournies par la couche de gestion de proﬁls,
d’autre part. Les connaissances produites sont basées sur une approche de log-
mining appliquée de manière hors ligne par pair initiateur. Cette approche permet
une analyse du comportement d’un pair, et reﬂète ainsi les intentions de l’utilisateur
quand il interagit avec les pairs contributeurs.
Selon cette architecture, les pairs contributeurs sont chargés seulement, de la
résolution locale des requêtes. Les pairs initiateurs peuvent eﬀectuer, outre le pro-
cessus de résolution globale, le processus local et ce, lorsque le module de sélection
choisit ces pairs entre autres, pour résoudre la requête. Le pair initiateur utilise
également la couche locale de gestion de proﬁls. La connaissance est utilisée aﬁn
d’améliorer la performance du processus d’agrégation.
Les propriétés citées dans l’architecture actuelle conﬁrment que notre modèle
d’agrégation vise à satisfaire les contraintes suivantes :
– Une vision entièrement décentralisée : chaque pair produit localement
les proﬁls de ses utilisateurs, sans interagir avec d’autres pairs. Ces proﬁls sont
utilisés également d’une manière purement locale aﬁn d’améliorer le processus
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d’agrégation de résultats dans le pair initiateur.
– Une autonomie totale : il n’est pas nécessaire de partager des ressources ni
de demander une coopération explicite entre pairs aﬁn d’agréger le contenu
des proﬁls locaux dans une structure centralisée. Chaque pair est responsable
des traces de ses utilisateurs.
– Évolutivité : L’absence d’un contrôle global fait que le système peut être
étendu naturellement sans imposer des contraintes additionnelles, ni sur son
contenu, ni sur son proﬁl. A travers une approche de mise à jour que nous
détaillerons par la suite dans le chapitre 6, les proﬁls dans chaque pair évoluent
pour intégrer des nouvelles informations concernant les nouveaux besoins sur
un pair.
– Disponibilité : la connexion et la déconnexion des pairs contributeurs n’af-
fecte pas le processus d’agrégation, car les résultats ne dépendent que de
l’information locale.
Dans ce qui suit, nous présentons plus en détails la couche de gestion proﬁls à
travers la présentation du modèle du proﬁls proposé. Une formalisation des diﬀé-
rentes étapes nécessaires à l’intégration des proﬁls dans notre modèle d’agrégation
est envisagée. En eﬀet, aﬁn de manipuler les proﬁls utilisateurs, nous avons opté
pour la déﬁnition d’un ensemble d’opérateurs permettant la sélection des proﬁls, la
recherche de meilleurs services (documents) et de pairs.
3.3 Modèle de proﬁls utilisateurs
L’intégration des préférences des utilisateurs nécessite, comme présenté dans
[Bouzeghoub 2005, Defude 2007], un processus qui consiste, tout d’abord, à déﬁnir
ce que représente un proﬁl dans une application, puis à présenter la manière de
l’acquérir et de le représenter et enﬁn à l’intégrer dans l’application en question.
Nous présentons, dans ce qui suit, les étapes nécessaires pour l’intégration du proﬁl
utilisateur dans notre modèle d’agrégation.
3.3.1 Déﬁnition du proﬁl utilisateur
Les auteurs dans [Wahlster 1986] déﬁnissent le proﬁl utilisateur comme suit :
Définition 3.1
"Un proﬁl utilisateur" (ou encore modèle utilisateur) est un ensemble de données qui
concernent l’utilisateur d’un service informatique. C’est une source de connaissances
qui contient des acquisitions, sur tous les aspects de l’utilisateur qui peuvent être
utiles pour le comportement du système.
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Dans notre contexte de RIDLE, nous déﬁnissons un proﬁl utilisateur comme
étant l’ensemble des intérêts des utilisateurs déduits de leurs interactions avec un
système de recherche (un pair), lorsque ce dernier répond à une requête passée. En
d’autres termes, un proﬁl utilisateur est l’expression d’un besoin en information et
de ce qui découle de sa résolution, comme corrélations sémantiques reliant ce besoin
à ses résultats. Il inclut l’historique des ressources (documents) téléchargées, consul-
tées, et des pairs retournant ces ressources aux utilisateurs lorsqu’ils expriment un
besoin en information. L’ensemble de ces proﬁls constituent une base de connais-
sances locale détenue par un pair initiateur.
Nous présentons formellement, les diﬀérents concepts utilisés dans la déﬁnition de
proﬁls.
Définition 3.2
Un n-uplet est une collection d’éléments qui se rapportent les uns aux autres :
u = (p1 : type1, p2 : type2, ..., pn : typen) où pi est une propriété (i.e objet ou
attribut) de u et typei est son type.
Exemple 1: Aﬁn d’instancier cette déﬁnition à notre contexte, nous considérons
les ensembles suivants Q, T , P et D qui dénotent respectivement : un ensemble
des identiﬁants des requêtes posées par les utilisateurs, l’ensemble leurs termes
relatifs, un ensemble des pairs interrogés et un ensemble de ressources recherchées
(documents). Un n-uplet peut être décrit comme suit :
u = (q : String, Tq : Set, Pq : Set, Dq : Set), avec :
– q ∈ Q : une requête utilisateur (ou l’identiﬁant d’une demande).
– Tq ⊂ T : une liste de thèmes (ou termes) de la requête utilisateur q.
– Pq ⊂ P : une liste de pairs positifs (Pairs contributeurs) qui ont "bien" répondu
à la demande de l’utilisateur.
– Dq ⊂ D : une liste de ressources (documents) ou services accédés par un
utilisateur (après téléchargement, consultation, etc.) suite à sa demande.
Définition 3.3
Une base de connaissances KB est un ensemble de proﬁls utilisateurs, plus formel-
lement : KB={pr1, ...., prp}, où pri est un proﬁl utilisateur, i ∈ [1, |KB|].
Définition 3.4
Un proﬁl utilisateur pr ∈ KB peut être modélisé sous forme d’un triplet pr(T ,P,D),
où :
– T = ∩q∈Q Tq : est un ensemble d’intérêts communs (termes) exprimés par des
requêtes des utilisateurs de l’ensemble Q.
– P = ∩t∈T Pq : est un sous-ensemble de pairs contributeurs qui ont été sollicités
pour répondre à des requêtes de termes de T .
– D = ∩t∈T Dq est un ensemble de ressources (dans notre cas documents ou en
général de services) correspondant aux besoins des utilisateurs.
En guise d’exemple nous pouvons considérer le proﬁl pr = ({t1, t2, t3}, {p1, p2}, {d1, d2})
qui peut être interprété via les corrélations suivantes : les requêtes utilisant les
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thèmes t1, t2 et t3 ont, comme bonnes réponses, les documents d1 et d2 provenant
des pairs p1 et p2.
3.3.2 Acquisition des proﬁls
L’acquisition du proﬁl utilisateur est la deuxième étape indispensable à son uti-
lisation. Cette acquisition peut être faite aussi bien d’une manière implicite qu’ex-
plicite. Dans une acquisition explicite, un utilisateur doit exprimer ses données
personnelles ou ses préférences à travers la spéciﬁcation de ses centres d’intérêt, le
marquage de services ou, la réponse à des questions sur ses intérêts. Ceci présente
l’inconvénient d’obliger l’utilisateur de s’impliquer dans le processus de recommen-
dation, ce qui lui impose une charge additionnelle à son utilisation du système
[Bouzeghoub 2005]. En plus, souvent l’utilisateur, qui se trouve obligé à remplir un
formulaire, ou à répondre à une question, peut introduire des informations erronées.
Pour ces raisons, les systèmes préfèrent utiliser une approche implicite pour extraire
les proﬁls des utilisateurs.
Les données utilisateurs peuvent être, dans ce cas, soit renseignées par sélection de
proﬁls pré-existants créés par des experts du domaine (proﬁl expert), soit apprises
par le système au cours de l’utilisation (proﬁl dynamique) [Wahlster 1986]. Les
techniques de Data Mining sont généralement utilisés pour extraire le comporte-
ment des utilisateurs tout en tenant compte de ses actions passées ainsi que ses
choix [Bouzeghoub 2005].
Dans notre cas, nous avons recouru vers une acquisition implicite des inten-
tions de l’utilisateur. Aﬁn d’adopter une approche implicite, de nombreuses sources
peuvent être exploitées pour capturer les préférences de l’utilisateur. L’auteur dans
[Kostadinov 2006] énumère une taxonomie des sources de données typiques à par-
tir desquelles on peut présumer le comportement des utilisateurs et leurs centres
d’intérêt. Nous citons respectivement : les données de l’utilisateur, les données de
contenu et les données de structure. Les données d’utilisation visent à capter les
traces de l’utilisateur lors de l’interaction avec les serveurs. La source de données
principale permettant de faire ceci a été représentée pendant de nombreuses années
par les ﬁchiers journaux (log ﬁles).
Dans notre approche, l’acquisition du comportement de l’utilisateur repose sur
une génération du ﬁchier journal (log ﬁle). Nous considérons, ici un journal par pair
de telle sorte que l’acquisition de proﬁls se fait de manière décentralisée. Cette géné-
ration du ﬁchier log tient compte seulement de l’information qui présente un intérêt
pour l’utilisateur. Cependant, cette information peut être étendue par d’autres de
manière à être exploitée pour divers besoins (sélection des ressources, agrégation de
résultats, l’expansion de requêtes, etc.)
De manière formelle, l’extraction du comportement de l’utilisateur, qui repose
l’utilisation du ﬁchier journal, se traduit par les informations que nous modélisons
comme suit :
Définition 3.5
LogF = {u1, ...., up}, où ui est un n-uplet.
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Le recours à l’information passée est une expression formelle des données collectées
lors des réponses à des requêtes passées, notamment, les termes des requêtes passées,
les pairs qui ont été sollicités pour répondre à ces besoins, ainsi que les documents
qui leur correspondaient. Ces données peuvent être stockées dans un ﬁchier ou une
base de données, etc. Cependant, le problème d’une telle représentation plate est
qu’elle ne tient compte, ni de l’aspect de répétition de termes demandés par l’uti-
lisateur, ni du nombre de fois qu’un pair a été sollicité pour répondre à un besoin.
Ainsi, il n’ y a aucune considération des corrélations implicites existantes entre ses
diﬀérents besoins. Cette construction s’est reposée sur l’utilisation d’une technique
de data mining permettant de construire un ensemble d’intérêts des utilisateurs,
dits proﬁls.
Un modèle de proﬁls utilisateur décrit formellement la base de connaissances. A
cet eﬀet, nous avons recouru à construire une base de connaissances (KB) qui tient
compte des corrélations sémantiques entre les besoins des utilisateurs, les ressources
demandées (les documents) et les pairs positifs.
Nous tenons à décrire ultérieurement dans la Section 3.3.3, la technique utilisée
pour la construction de la base des connaissances et plus précisément la technique
qui nous a permis d’extraire des corrélations à partir du ﬁchier journal.
3.3.3 Représentation du proﬁl
L’utilisation des proﬁls pour personnaliser les applications dépend de la façon
dont ils sont représentés. Généralement les proﬁls sont représentés sous forme d’un
ensemble de mots-clés pondérés, de réseaux sémantiques ou de concepts pondérés
[Wan 2010]. Diﬀérents modèles de représentation de proﬁls existent. Nous citons, le
modèle vectoriel, graphique, sémantique, etc [Bouzeghoub 2005].
Dans notre contexte, nous nous sommes plutôt intéressés, comme présenté dans
la section précédente, à une représentation qui relève des correlations entre les in-
formations du log. C’est ainsi que notre attention s’est tournée, à un modèle de
proﬁls qui représente des associations à partir des données.
L’extraction des associations à partir des données est une opération diﬃcile qui
demande une attention spéciale aux phénomènes qui peuvent surgir dans une base
informative. Une revue de la littérature révèle que les techniques de fouille de don-
nées sont souvent utilisées pour extraire et analyser un ensemble de comportements
à partir des données
[Lefebure 2001].
Choix d’une technique de représentation
La recherche d’un ensemble de corrélations dans un ensemble de données a été
l’un des objectifs cibles de plusieurs techniques de la fouille de données [Lefebure 2001].
En eﬀet, la fouille de données possède l’initiative de découvrir par elle-même les as-
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sociations entre les données sans que l’utilisateur ait à lui dire de rechercher dans
telle ou telle direction. Il s’agit d’un concept pluridisciplinaire qui repose sur un en-
semble de techniques héritées de l’analyse de données et de l’intelligence artiﬁcielle
[Lefebure 2001].
Les techniques basées sur l’analyse de données permettent de renforcer les mé-
thodes statistiques fondées sur un ensemble d’hypothèses non toujours vériﬁées
[Lefebure 2001]. La technique la plus connue pour des ﬁns de découvertes d’asso-
ciations est sans doute l’extraction des règles associatives introduite par Agrawal et
al [Agrawal 1993] et qui trouve son application immédiate dans l’analyse du panier
de la ménagère. Cette analyse tend à identiﬁer les corrélations qui peuvent exister
entre les diﬀérents produits et/ou services.
Mathématiquement, une règle associative est une implication de la forme "si X alors
Y" ou encore "X ⇒ Y ". X et Y sont des ensembles d’attributs qui dénotent res-
pectivement la prémisse et la conclusion de la règle associative. Aﬁn d’évoquer la
force de la relation extraite et sa signiﬁcation, deux indicateurs issus des statistiques
sont utilisés : la conﬁance qui mesure la force de la règle associative et le support
qui mesure sa fréquence [Agrawal 1993]. Ainsi, le vrai problème d’extraction des
règles associatives devient un problème de recherche des règles intéressantes. Ces
dernières sont spéciﬁées par des niveaux de conﬁance et de support supérieurs ou
égaux à des valeurs seuils pour ses indicateurs prédéﬁnis par l’utilisateur. De vue,
la logique d’extraction des règles associatives semble simple à comprendre et à in-
terpréter par un utilisateur métier. Le revers de la médaille, est que l’application de
cette technique, dans un contexte large, comme dans notre cas, est assez complexe à
prendre en main. En eﬀet, un nombre surabondant de règles, souvent redondantes,
sera généré au niveau de chaque pair initiateur. Ceci rend diﬃcile, voire impossible,
l’exploitation et l’interprétation dans cet espace de règles.
Des techniques d’élagages de règles ont été proposées à cette issue, entre autres,
les techniques de la classiﬁcation basées sur un ensemble de critères imposés par
l’utilisateur. La frénésie que montraient les travaux d’élagage cachent derrière, une
possibilité de perte d’information qui pourraient être intéressantes. À la lumière des
problèmes recensés, quand on utilise les règles associatives, plusieurs travaux se sont
intéressés à l’utilisation de l’Analyse Formelle de Concepts (AFC) [Ben Yahia 2009].
Cette technique s’impose, par rapport à la première, puisqu’elle contribue à une ré-
duction du nombre de corrélations générées grâce à une agrégation des variables
qui présentent les mêmes intérêts ensemble, sans conduire à une perte d’informa-
tions [Ben Yahia 2009]. L’AFC a été utilisée dans diﬀérents domaines, spécialement
dans l’analyse des données, le génie logiciel, l’apprentissage machine et plus récem-
ment dans la recherche d’information [Poelmans 2010]. Pour ces raisons, nous avons
choisi d’extraire des corrélations, à partir du ﬁchier journal, sur la base de l’Ana-
lyse Formelle de Concepts [Ganter 1997]. Un bref aperçu sur l’AFC est donné par
la suite :
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Analyse Formelle de Concepts (AFC)
L’Analyse Formelle de Concepts est basée sur une mathématisation de la na-
ture du concept et d’hiérarchie de concepts. Elle exploite des méthodes mathéma-
tiques pour une analyse conceptuelle des données et un traitement des connaissances
[Ganter 1997].
Définition 3.6
Un contexte formel K = (O,A,R) est constitué de deux ensembles O et A, et
d’une relation R entre O et A. Les éléments de O sont considérés comme objets
alors que ceux de A sont dits attributs. Aﬁn d’exprimer qu’un objet o est lié à un
attribut a, on écrit oRa. Ceci est lu : "l’objet o possède l’attribut a" [Ganter 1997].
Définition 3.7
Étant donné un ensemble d’objets O ⊆ O et un ensemble d’attributs A ⊆ A, on
déﬁnit l’ensemble d’attributs partagés par les objets dans O [Ganter 1997] :
OI = {a ∈ A | oRa ∀ o ∈ O} (3.1)
L’ensemble des objets ayant tous les attributs dans A :
AJ = {o ∈ O | oRa ∀ a ∈ A} (3.2)
Le couple des opérateurs, (I,J), est une connexion de Galois.
Définition 3.8
Un Concept formel du contexte (O,A,R) [Ganter 1997]
O ⊆ O, A ⊆ A, OI = A et AJ = O (3.3)
O est dit L’extension et A est dit L’intension du concept (O,A).
Il s’avère évident à cette étape que la construction d’un proﬁl utilisateur va être
basée sur l’Analyse Formelle de Concepts (AFC) qui vise à identiﬁer des groupes
d’objets ayant des attributs communs. Cependant dans notre cas, un proﬁl comporte
comme présente sa déﬁnition dans la section 3.3.1 trois types d’information au lieu
de deux et présente deux types de corrélations (de relations) qui relient les trois
types d’information. Par ailleurs, la représentation du modèle de proﬁls doit passer
par une étape d’adaptation de AFC, en vue de générer les corrélations nécessaires.
3.3.3.1 Modélisation des proﬁls à base de AFC
Dans cette section, nous présentons comment modéliser un proﬁl en se basant
sur l’Analyse Formelle des Concepts. Nous présentons ainsi notre contexte formel
qui est le résultat d’une ou de plusieurs projections sur le ﬁchier journal. Pour cette
raison, nous commençons par proposer un opérateur de projection, noté πxy, qui
sera suivi d’un ensemble de déﬁnitions nécessaires à notre modélisation de proﬁls.
Avant de procéder à notre modélisation, nous proposons un ensemble de notations
regroupées dans la Table 3.1 :
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Symbole Signiﬁcation
X , Y Deux ensembles d’objets
X, Y Deux sous-ensembles de respectivement : X , Y
K Un contexte formel
(x,y) Un couple de K
(xi, yj) n’importe quels objets de X et de Y
R une relation binaire
ci(Xi, Yi) Un concept
C Une couverture de concepts
Table 3.1 – Table des notations - Modèle de Proﬁls
Définition 3.9
πXY(LogF ) : opérateur de projection qui extrait les propriétés X et Y à partir du
ﬁchier log LogF .
Définition 3.10
Un context K = (πXY(LogF ), R), est un couple où πXY(LogF ) est l’opérateur
de projection et R est une relation entre X et Y.
Un contexte peut être décrit comme une matrice binaire |X | × |Y|, où les objets
de X forment les titres de lignes et les objets de Y forment les titres de colonnes.
Soit mat(K), la représentation matricielle du contexte K, nous devons spéciﬁer
complètement les entrées de cette matrice telles que :
mat(K)ij =

1 si xiRyj
0 sinon
(3.4)
Définition 3.11
Nous déﬁnissons un concept comme étant un couple formé de deux ensembles
({x}, {y}), ∀ x ∈ X , ∀ y ∈ Y, xRy selon l’équation 3.3
Définition 3.12
Une couverture du contexte K = (X ,Y,R) est déﬁnie comme étant un ensemble de
concepts formels : C = {ci, i ∈ [1, n]| ∀(x, y) deX × Y : (x, y) ∈ ci}.
Aﬁn d’avoir un tri-concept (concept augmenté) qui représente une corrélation entre
diﬀérents objets, nous déﬁnissons l’opérateur de jointure, ◃▹.
Définition 3.13
Opérateur de jointure ◃▹ : Soient deux concepts, c1 et c2, l’application de l’opérateur
de jointure ◃▹ se fait comme suit :
◃▹ (c1, c2) = (extension(c1), intension(c1), intension(c2)) crée un concept "aug-
menté" par l’addition (l’extension) de l’intension d’un concept à un autre. Les
concepts doivent être compatibles i.e, partagent les mêmes objets.
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Définition 3.14
On déﬁnit un nouvel opérateur II tel que
Y 1II⊆ Y 12 avec :
Y 1II = {(y1, y2) ∈ Y 1 × Y 2 | x1 R(y1, y2), ∀ x1 ∈ X1 et x1R1y1 et x2R2y2}
(3.5)
Lemme 3.1
Un concept augmenté est un n-uplet concept ou concept multidimensionnel (triplet,
quadruplet concepts,...).
Preuve 3.1
Soient deux contextes K1 = (X1,Y1,R1) et K2 = (X2,Y2,R2) tels que X1 = X2.
A partir de K1 et K2, nous générons respectivement, les couvertures de concepts
associées C1 et C2 tel que, pour un ensemble X1 ⊆ X1 et Y 1 ⊆ Y1
X1I = {y1 ∈ Y 1 | x1R1y1, ∀ x1 ∈ X1} (3.6)
L’ensemble des objets qui ont tous les attributs dans Y 1 :
Y 1J = {x1 ∈ X1 | x1R1y1, ∀ y1 ∈ Y 1} (3.7)
et aussi, pour tout ensemble X2 ⊆ X1 (X1 = X2)
X2I = {y2 ∈ Y 2 | y2R2y2, ∀ x2 ∈ X2} (3.8)
Pour un ensemble Y 2 ⊆ Y2, on aura :
Y 2J = {x2 ∈ X2 | x2R2y2, ∀ y2 ∈ Y 2} (3.9)
Mais les deux contextes partagent le même ensemble d’objets X1, donc Y 2J
devient
Y 2J = {x1 ∈ X1 | x1R2y2, ∀ y2 ∈ Y 2} (3.10)
Nous pouvons générer une relation ternaire R ⊆ X1× Y1× Y2, Y 1II ⊆ Y 1× Y 2
où
XII1 = {(y1, y2) ∈ Y 1× Y 2 |x1 R (y1, y2), ∀ x1 ∈ Y 1} (3.11)
Y 1J = {x1 ∈ X1 |x1 R (y1, y2), ∀ (y1, y2) ∈ Y 1× Y 2} (3.12)
D’où (X1, Y 1, Y 2) est le concept augmenté correspondant aux concepts (X1,Y1) et
(X1,Y2).
Définition 3.15
Couverture augmentée : A partir de deux contextesK1(X1,Y1,R1) etK2(X2,Y2,R2),
nous générons respectivement les couvertures associées C1 et C2.
A partir de ces couvertures, nous déﬁnissons la couverture augmentée comme suit :
Csim(C1, C2) = {◃▹ (cx, cy)}
tel que ∀c1 ∈ C1, ∀c2 ∈ C2, Sim(c1, c2) =Max(Sim(ci, ck))
ck ∈ C2
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La fonction Sim est déﬁnie comme suit :
Définition 3.16
Sim : La fonction de similarité Sim : X ×Y 7−→ [0, 1] fournit la similarité entre un
objet x ∈ X et un concept y ∈ Y en se basant sur les thèmes communs. Une valeur
de similarité est comprise entre 0 et 1 telle que si la valeur est égale à 0, x et y ne
sont pas similaires, et si cette valeur est égale à 1, ils sont similaires.
Exemple 2: L’exemple de la Figure 3.2 représente la génération d’une couver-
ture augmentée à partir de deux contextes K1 et K2 qui représentent respectivement
les relations entre les termes de requêtes posées par l’utilisateur et leurs pairs contri-
buteurs d’une part, et les termes des requêtes et les documents positifs, d’autre part.
La Figure 3.2 illustre les diﬀérentes étapes nécessaires pour la construction d’une
couverture augmentée à partir d’un Log File. Ainsi, nous considérons dans la pre-
mière phase (1) un log File, constitué des traces de résolution des requêtes R1, R2
et R3. Ces traces considèrent, pour chaque requête, ses diﬀérents termes (Ti), les
pairs qui ont contribué à la résoudre (Pi) et les documents qui les ont répondu à ces
requêtes (Di). Les phases 2.2 et 2.3 permettent de construire les contextes formels
en faisant les projections sur le ﬁchier journal, et ce en considérant respectivement,
la relation entre les termes des requêtes et les pairs contributeurs dans 2.2 et celle
entre les termes et les documents dans 2.3.
À partir des contextes K1 et K2, nous génèrons, comme présenté dans les phases
3.2 et 3.2, respectivement, les couvertures associées C1 et C2 en se basant sur l’AFC.
Aﬁn de générer les proﬁls qui sont des concepts augmentés, nous appliquons dans
la phase (4), la déﬁnition 3.15, ainsi que la similarité de Salton, en se basant sur les
extensions des concepts générés [Salton 1989].
Par exemple, le concept le plus proche dans la couverture C2 au premier concept
de la couverture C1 est le premier. Le concept augmenté correspondant est alors :
({T1, T2}, {P1, P2, P3, P4, P5, P10}, {D1, D2, D3, D7}).
Ainsi, nous déﬁnissons un proﬁl utilisateur comme un concept augmenté. Une
fois la base des connaissances (qui est un ensemble de proﬁls) est construite, elle
sera intégrée dans le processus de RI. Un ensemble d’opérateurs est nécessaire pour
la manipuler.
Définition 3.17
σ(c)(KB) : est l’opérateur de sélection utilisé en vue d’obtenir un sous ensemble de
concepts augmentés (de proﬁls) à partir de la couverture augmentée (la base de
connaissance KB) selon la condition de sélection c.
Cet opérateur permet de sélectionner des proﬁls similaires (i.e, concepts augmentés)
à une requête donnée q.
Définition 3.18
π(X)(C(T ,P,D)) : est un opérateur de projection permettant d’extraire l’ensemble
X à partir de n’importe quel concept augmenté C. X peut être un sous-ensemble
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Figure 3.2 – Exemple de génération d’une couverture augmentée
de T , P ou D.
Nous avons déﬁni les principaux opérateurs et une fonction de similarité, qui seront
utilisés pour sélectionner un ensemble de concepts augmentés pertinents (i.e, proﬁls)
par rapport à une requête q ∈ Q. Nous déﬁnissons la base de connaissances KB
comme suit :
Proposition 1:
KB = Csim(Csim(C1,C2),C3)
Preuve 3.2
La similarité entre un concept ci ∈ C1 et un concept cj ∈ C2 est calculée comme
suit :
sim(ci, cj) =
|π(X)(ci) ∩ π(X)(cj)|
|π(X)(ci) ∪ π(X)(cj)|
(3.13)
où : π(X)(c) représente la partie X du concept augmenté c.
Csim(C1, C2) = { (cx, cy) | ∀ cx ∈ C1, ∀cy ∈ C2, Sim(cx, cy) = Max(Sim(ci, ck))}
ck ∈ C2
≡ C1,2 = {c(T, P,D) T ⊆ T , P ⊆ P, D ⊆ D}
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Csim(C1,2, C3) = {◃▹ (cx, cy) | ∀cx ∈ C1,2, ∀cy ∈ C3, Sim(cx, cy) =Max(Sim(ci, ck)}
ck ∈ C3
D’où C(T, P,D) est un concept augmenté et il peut être dénoté comme un proﬁl
Pr(T, P,D)
Dans ce qui suit, nous présentons les diﬀérentes étapes de construction d’une base
des connaissances dans un système de RIDLE. La base des connaissances sera une
instance des proﬁls des utilisateurs tel que présenté ci-dessus. Nous visons à générer
un ensemble de proﬁls qui représentent la relation sémantique entre les requêtes,
leurs pairs contributeurs et les documents positifs.
Tel que présenté dans notre modèle, un proﬁl utilisateur est un triplet Pr(T, P,D),
avec une corrélation exprimée entre un sous-ensemble de termes de requêtes (i.e T )
et les pairs associés (i.e P ). Le même processus est fait aﬁn d’avoir l’ensemble D
des documents correspondants. La question qui se pose maintenant, est comment
instancier ce modèle dans notre cas pour l’intégrer dans le processus d’agrégation ?
3.3.4 Intégration de proﬁls utilisateurs dans un processus d’agré-
gation de résultats à large échelle
L’objectif de l’étape d’intégration est de présenter les démarches nécessaires
pour instancier le modèle aﬁn de construire une base des connaissances dans un
Système Distribué à Large Échelle (SDLE).
Ainsi, notre objectif est de générer un ensemble de proﬁls qui représentent la relation
sémantique entre les termes, leurs réponses (les documents) et les pairs contribu-
teurs. Un proﬁl utilisateur est : Pr (T, P,D) ∈ KB.
Pour appliquer l’approche AFC, nous avons utilisé deux contextes :
K1 = (πTP (LogF ),R1) et K2 = (πTD(LogF ),R2) où :
– T sont les termes correspondant aux requêtes soumises.
– P regroupe les pairs contributeurs à la résolution de ces requêtes.
– D constitue l’ensemble des services sélectionnés (documents dans notre cas).
– R1 et R2 sont deux relations binaires.
Pour chaque contexte, nous appliquons un algorithme de génération de concepts
formels en vue d’avoir un ensemble de concepts correspondant aux deux couvertures,
dénommées respectivement : C1 et C2 . À partir des contextes K1 et K2. Nous avons
généré une couverture augmentée C1,2 qui représente les relations entre les Requêtes,
des documents et des pairs positifs. Cette couverture augmentée représente notre
base de connaissances. En outre, nous précisons qu’il n’y aura pas de connaissance
globale partagée entre tous les pairs.
Dans cette section nous appliquons le modèle de proﬁls au problème d’agréga-
tion de résultats dans un contexte de RIP2P où :
– P : est l’ensemble de pairs constituant le système P2P.
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– Q : est l’ensemble de requêtes envoyées par un pair initiateur p ∈ P.
L’étape d’intégration de proﬁls servira à l’action eﬀective d’agrégation des résul-
tats. Elle consiste à développer une solution d’agrégation à base de proﬁls passant
à l’échelle. Elle vise à utiliser une méthode de score hybride régie par un algorithme
d’agrégation à base de proﬁls (PBA) aﬁn de classer les résultats de manière globale
les uns par rapport aux autres. Ainsi, nous fusionnons et classons les résultats de
plusieurs pairs contributeurs à la réponse en utilisant simplement les rangs des do-
cuments et les proﬁls utilisateurs collectés localement sur chaque pair initiateur de
manière à éviter toute surcharge.
Le processus d’intégration est détaillé dans la section suivante.
3.4 Agrégation hybride à base de proﬁls
À cette étape, il est essentiel de rappeler notre besoin de trouver une méthode
de score qui permet d’interclasser les résultats d’une requête soumise dans une liste
ﬁnale. Cette fonction ne souhaite utiliser ni les scores classiques basés sur des sta-
tistiques locales, en raison des coûts de communication élevés qu’elles encourent
lorsqu’elles sont échangées, ni les rangs seuls vu la faible eﬃcacité que fournissent
les modèles d’agrégation à base de rangs, en particulier lorsque les collections sont
hétérogènes. L’idée principale de la proposition est d’améliorer l’eﬃcacité des mo-
dèles d’agrégation à base de rangs avec des informations d’intérêt de l’utilisateur
capturées sur les pairs initiateurs, sans imposer des coûts supplémentaires. Pour
commencer, nous précisons, dans ce qui suit, le principe de notre méthode de score.
3.4.1 Score d’agrégation hybride
Nous proposons, dans le Tableau 3.2 les notations que nous adoptons respecti-
vement, dans la méthode de score et l’algorithme proposé dans la prochaine section.
Nous présentons, dans cette section, notre méthode de calcul de score distribué.
Ce score propose d’hybrider deux types d’informations : une information recueillie
à partir du rang du document dans la liste de résultats retournée par un pair
contributeur et deux informations calculées à partir de la base des connaissances
sur chaque pair initiateur. Ainsi, trois paramètres sont mis en exergue pour calculer
ce score.
1. Valeur positionnelle du document (PV ) : Ce paramètre reﬂète l’importance
récente du document dans son pair local. Elle permet de déduire l’importance
d’un document de point de vue de sa classiﬁcation (son rang) dans la liste de
résultats retournée de la part de son pair contributeur. La valeur PV d’un
document dk retourné par un pair pj est basée sur la formule suivante :
PV (dkj) =
|Dqj | − rang(dkj) + 1
|Dqj | (3.14)
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Symbole Signiﬁcation
KB Base de connaissances (Knowledge Base)
q requête utilisateur
Pq Liste de tous les pairs contributeurs à une requête q
pj Un pair de Pq
Dqj Liste de tous les résultats (documents) de q et provenant du pair pj
dk Un document de Dqj
rang(dkj) le rang du document dk dans Dqj
PRq Liste de tous les proﬁls de KB contenant au moins un terme de la requête q
pri Un proﬁl de PRq
S Seuil de décision de similarité requête-proﬁl
PRpj Tous les Proﬁls de PRq contenant le pair pj
PRdk Tous les Proﬁls de PRq contenant le document dk
PV Valeur Positionnelle d’un document
IPP Importance Passée d’un pair
IPD Importance Passée d’un document
GS Score Global d’un document
LF Liste ﬁnale agrégée
Table 3.2 – Table des notations - PBA
où |Dqj|, rang(dkj) sont respectivement la taille de la liste de résultats locale
relative à un pair contributeur pj , et le rang du document dans la liste locale. Il
convient de mentionner que le paramètre rang est déduit implicitement (liste
ordonnée) à partir de la liste de résultats retournée par un pair contributeur
pj .
2. Scores à base de proﬁls :
– 2.1 Importance Passée du Pair IPP : ce paramètre représente l’im-
portance du pair par rapport à une requête, en puisant dans la base des
connaissances. Il représente le degré de conﬁance que nous pouvons attri-
buer à ce pair puisqu’il a été déjà sollicité en réponse à une requête passée
similaire à celle que l’utilisateur a soumis. Le calcul de la valeur de IPP ,
d’un pair contributeur pj suit le ﬁl directeur suivant :
– La recherche des proﬁls similaires à la requête.
– La réduction du nombre de proﬁls retournés sur la base de la méthode
d’élagage choisie (en fonction d’un seuil de similarité).
– La sélection à partir de l’ensemble élagué des proﬁls similaires à la requête
q, PRq, de ceux qui ont sollicité le pair contributeur pj dans la réponse
à des requêtes similaires passées.
La sélection des proﬁls similaires à une requête q est eﬀectuée via l’opérateur
de sélection de proﬁls σ, à partir de la base des connaissances KB en fonction
de leurs similarités à la requête q.
La condition de sélection proposée vise à réduire l’ensemble des proﬁls si-
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milaires à la requête en gardant ceux dont la similarité est supérieure à
un seuil prédéﬁni S. L’avantage de cet élagage est double : tout d’abord, il
permet de réduire l’espace de recherche pour des proﬁls potentiels similaires
à la requête, et améliore la qualité des proﬁls participant dans le processus
d’agrégation et donc il permet d’améliorer la qualité du processus d’agré-
gation lui-même.
La recherche de proﬁls sélectionnés pour un pair pj , contribuant à la réponse
de la requête q, (PRpj ) repose sur l’opérateur de sélection σ ayant comme
objectif de sélectionner à partir des proﬁls similaires élagués, la sous-liste
contenant un pair contributeur.
– 2.2 Importance passée du document IPD : Ce poids déﬁnit le taux de
présence d’un document résultat dans l’historique des requêtes similaires
passées. Plus un document est présent, plus il a été téléchargé (ou consulté)
et donc plus il est jugé intéressant pour l’utilisateur.
L’ensemble de ces paramètres nous a conduit à déﬁnir un nouveau score global
GS(d) pour un document d retourné à partir d’un ensemble de listes de résultats
de plusieurs pairs contributeurs Pq. Le nouveau score tient compte de l’importance
du document dans la réponse locale au niveau de chaque pair , i.e., son rang est
spéciﬁé par le paramètre PV , ainsi que le taux de satisfaction des utilisateurs,
calculé à partir de l’historique des requêtes.
Ainsi, la méthode de score utilise trois arguments qui sont respectivement PV , IPP
et IPD et retourne un score global pour chaque document. Ce score est formulé
comme suit :
GS(d) = Σ
|Pqd)|
i=1 IPPi(α ∗ PVi(d) + β ∗ IPD(d))
|Pqd| (3.15)
où :
– |Pqd| : la cardinalité des pairs contributeurs à la requête q par le document d
– α et β : sont deux paramètres de lissage, α ≤ 1, β ≤ 1 et α+ β = 1 ;
Le score global, GS(d) est normalisé de sorte que 0 ≤ GS(d) ≤ 1 ; où 1 est la
meilleure valeur qu’un document peut avoir comme score global. Les étapes néces-
saires au calcul de GS(d) seront explicitées à travers l’Algorithme 3.4.2.
3.4.2 Algorithme d’agrégation à base de proﬁls
L’algorithme d’agrégation à base de proﬁls (PBA) est utilisé dans le module
de résolution globale des requêtes à partir de chaque pair initiateur. Il est chargé
de fournir une liste de classement ﬁnale triée sur la base du score global, déduit à
partir des scores des proﬁls, puis, ﬁltré aﬁn d’éliminer les doublons.
L’algorithme d’agrégation correspondant est présenté ci-dessous. Il intègre une
méthode qui calcule les scores des documents et de ses diﬀérents paramètres.
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[H] Algorithm : PBA 5pt
KB [Base des connaissances du pair initiateur ]
q [une requête utilisateur ]
PRq [les proﬁls de KB similaires à q]
Pq [l’ensemble des pairs contributeurs à q]
pj [un pair contributeur de Pq]
Dqj [l’ensemble des documents pertinents à q et provenant de pj ]
S [un seuil de similarité]
LF PRq = σSim(q,pri)>S(KB)\ pri ∈ KB
pj ∈ Pq PRpj = σ(pj)(PRq)
IPP = setPeerPastImportance (PRpj , pj , q)
dk ∈ Dqj PV = setDocPosV alue (dk)
PRdk = σ(dk)(PRq)
IPD = setDocPastImportance (PRdk, dk, q)
GS = ComputeGlobalScore (PV, IPP, IPD, dk)
LF.add (dk, Gs) sort_Filter(LF )
retourner(LF) Algorithme "Profile-Based Aggregation (PBA)"
Soit Pq, l’ensemble de tous les pairs contributeurs à la résolution d’une requête q,
lancée à partir d’un pair initiateur ;Dqj , une liste ordonnée de documents répondant
à q et retournée par un pair contributeur pj ; d(k), un document retourné par pj et
KB, la base des connaissances locale du pair initiateur.
Formellement l’algorithme PBA, utilisé sur chaque pair initiateur, se base sur
un ensemble de méthodes pour : (i) accéder à la base des connaissances locale en
vue de sélectionner les proﬁls similaires à la requête q. À la Ligne 3 de l’Algorithme
3.4.2, la fonction sim est utilisée pour sélectionner les proﬁls dont la similarité à
q dépasse un seuil S. Pour tout pair contributeur pj , PBA permet de sélection-
ner, parmi les proﬁls similaires à la requête q, respectivement, ceux qui contiennent
les pairs contributeurs (voir Ligne 5 de l’algorithme), et les documents réponses
(Ligne 9 du même algorithme) ; (ii) calculer l’importance IPP d’un pair contribu-
teur pj (la méthode setPeerPastImportance (PRpj , Pj , qi) de l’Algorithme 3.4.2,
ligne 6), et l’importance IPD d’un document dk qui résout la requête q (la méthode
setDocPastImportance (PRdk, dk, qi) de l’Algorithme 3.4.2, Ligne 10).
(iii) évaluer ce que nous appelons, l’importance récente PV , d’un document dk par
rapport à la requête q, en fonction de son rang dans son pair local pj (voir la mé-
thode setDocPosV alue(dk), la Ligne 8 de l’Algorithme 3.4.2).
Un score global est ainsi calculé en fonction des facteurs mentionnés ci-dessus (voir
Ligne 11 de l’Algorithme 3.4.2).
La méthode sort_Filter, telle que présentée à la Ligne 13 de l’algorithme PBA,
permet de trier et de ﬁlter la liste ﬁnale agrégée selon la valeur des scores. Enﬁn,
la liste ﬁnale est restituée (Ligne 14 du mêma algorithme) à l’utilisateur, par le
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pair initiateur. Les étapes indiquées dans l’Algorithme 3.4.2 sont eﬀectuées dès la
récupération d’un document à partir d’un pair contributeur.
Dans ce qui suit, nous présentons un calcul de la complexité algorithmique, et
plus précisément, temporelle de l’algorithme d’agrégation.
3.4.3 Complexité algorithmique
Nous étudions ici la complexité temporelle de PBA dans le pire des cas. Pour
ce faire, nous commençons par identiﬁer les paramètres suivants :
– |Pq| : nombre de pairs contributeurs à une requête q, autrement dit c’est le
nombre de listes de résultats retournées. Ce nombre est, évidemment, limité
par la technique de routage utilisée, ce qui le limite à quelques dizaines de
nœuds.
– |PRq| : La cardinalité du sous-ensemble de proﬁls similaires à une requête
donnée ;
– |BK| : La cardinalité de la base de connaissances.
– |Dqmax| : La cardinalité maximale d’une liste de documents retournée.
– |Dqp| : le nombre des documents positifs à la requête q retournés par p.
La complexité dans le pire des cas, correspond aux coûts de :
1. La sélection des proﬁls similaires à la requête q : O(|BK|). Il correspond au
coût d’une sélection (voir Ligne 3 de l’Algorithme 3.4.2).
2. Le calcul de l’Importance Passée d’un Pair contributeur IPP : O(|Pq| ×
|PRq|) : ce coût comprend la sélection des proﬁls similaires à la requête et
contenant un pair (voir Lignes 5 et 6).
3. Le calcul de la valeur positionnelle (Ligne 8 de l’Algorithme 3.4.2) se fait en
O(1).
4. Le calcul de l’Importance Passée d’un document : est eﬀectué avec une com-
plexité de O(|Dqmax| × |PRq|) (Ligne 9 de l’Algorithme 3.4.2). Ce calcul
comprend la condition de sélection des proﬁls à la Ligne 8.
5. L’algorithme ComputeGlobalScore est eﬀectué avec une complexité O(1) qui
est négligeable par rapport aux autres coûts.
6. L’algorithme Sort-Filter, correspond à O(|Dqp| log(|Dqp|))
Ainsi, le coût global (CG) est :
CG = O(BK) + O(|Pq| × |PRq| × |Dqmax|) + O(|Dqp| log(|Dqp|))
Nous avons, ainsi, une complexité polynômiale pour l’algorithme PBA relative-
ment à la taille de la réponse globale.
3.4.4 Exemple illustratif
L’exemple de la Figure 3.3 illustre le principe de calcul des scores selon l’ap-
proche PBA (Algorithme 3.4.2). Soit q une requête de termes {T1, T2}, envoyée
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Figure 3.3 – Exemple de calcul de score
à partir d’un pair initiateur. Soient P1, P2 et P3, trois pairs contributeurs à la
résolution de la requête q, et produisant trois listes ordonnées relatives : P1 =
{d1, d3, d4, d7} ; P2 = {d1, d11, d4} et P3 = {d2, d3, d6}.
Soit KB la base des connaissances du pair initiateur. Nous calculons, respective-
ment, les valeurs de PV , IPP et IPD des documents retournés comme indiqué à
la Figure 3.3.
En eﬀet, en appliquant la méthode setDocPosV alue(dk) et particulièrement l’équa-
tion 3.14 nous obtenons les valeurs de PV telles que indiquées dans la Figure 3.3.
Si le document résultat de la requête n’a pas été retourné par le pair contributeur,
sa valeur de PV prend 0.
Aﬁn de calculer, respectivement, l’Importance d’un document par rapport à une
requête IPD et celle d’un pair contributeur IPP , nous utilisons l’information sau-
vegardée dans la base des connaissances du pair initiateur de la requête.
L’opérateur σSim(q,pri)>S(KB) permet de retourner tous les proﬁls de la base de
connaissances dont l’extension contient des termes de la requête. Dans un souci de
simpliﬁcation, nous n’avons pas utilisé la méthode d’élagage citée dans l’Algorithme
(le seuil de similarité, ce qui correspond à la condition Sim(q, pri) > S). Ensuite,
nous avons sélectionné les proﬁls positifs à nos documents retournés comme réponses
à la requête, (d1, d2, d3, d4, d6, d7, d11) et nos pairs contributeurs, soient (P1,P2,P3).
Nous calculons l’importance IPP et IPD en se basant respectivement sur les mé-
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thodes setPeerPastImportance et setDocPastImportance de l’algorithme PBA.
Ces méthodes visent à évaluer l’importance d’un objet (document ou pair) par rap-
port à la requête. Le score global GS est obtenu dans un premier essai ( qui a été
validé par la suite empiriquement) en aﬀectant les valeurs de 0.333 au paramètre
de lissage α et 0.666 à β. Ce choix de valeurs a été motivé par la volonté de mettre
plus de poids à IPP et IPD qu’au rang local du document.
Compte tenu de ces mesures, nous calculons, en guise d’exemple, le score global du
document d7 comme suit :
GS(d7) = 1∗(α∗0.25+β∗0.5)1
Le score GS est normalisé par le nombre de pairs contributeurs (i.e. 3 dans notre
cas). Il reste à trier les documents dans l’ordre décroissant des scores obtenus.
Il est intéressant de mentionner ici que, dans notre modèle d’agrégation de
résultats, l’utilisation de proﬁls répond le plus possible au critère de localité : le
processus de gestion des proﬁls est eﬀectué hors-ligne que ce soit durant l’étape de
sauvegarde ou de calcul des scores des proﬁls. Cette dernière étape se fait d’une
manière locale relativement à un pair initiateur.
3.5 Conclusion
Dans ce chapitre, nous avons proposé une approche d’agrégation de résultats à
base de proﬁls dans le contexte de Recherche d’Information dans les systèmes P2P.
La motivation sous-jacente était de tenir compte des préférences des utilisateurs
d’un pair aﬁn d’améliorer l’eﬃcacité du processus d’agrégation.
L’utilisation des proﬁls, construits hors ligne, n’a été possible qu’à travers la déﬁ-
nition d’un modèle générique de proﬁls visant à résoudre des besoins de personna-
lisation à large échelle, tout en respectant, l’autonomie des pairs. Notre approche
est complètement décentralisée, c’est-à-dire, que d’une part, l’autonomie des pairs
est respectée (il n’y a pas de statistiques globales) et, d’autre part, la construction
des proﬁls utilisateurs est également locale.
Un algorithme d’agrégation à base des proﬁls utilisateurs a été proposé. Il intègre
une méthode de calcul de score qui hybride les rangs avec les scores provenant des
proﬁls. Le plus qu’apporte PBA, par rapport à une méthode à base de simples
rangs, réside dans sa capacité à attribuer un cœﬃcient de préférence aux diﬀérents
pairs, plutôt que de les considérer comme identiques.
Les approches de pondération de collections ont été déjà adoptées dans plusieurs
travaux dans la littérature [Callan 1995, Ponte 1998, Si 2002a, Renda 2003]. Cepen-
dant, elles sont généralement basées sur des approches d’apprentissage utilisant des
échantillons centralisés de statistiques, comme mentionné dans [Si 2003]. D’autres
approches utilisent les jugements de pertinence ce qui est trop coûteux à mettre en
place dans les systèmes P2P. L’algorithme PBA peut être vu comme une alternative
aux approches de pondération citées, puisqu’il propose une approche d’apprentis-
sage locale, et peut, donc étendre n’importe quel modèle à base de rangs, avec les
poids calculés à partir de proﬁls. L’algorithme PBA va bien au-delà de la pondé-
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ration des SRIs. Il fournit un modèle d’agrégation de résultats qui intègre, outre
les rangs des documents, qui sont des indicateurs subjectifs de pertinence, un autre
indicateur basé sur l’historique des interactions de l’utilisateur avec les résultats.
PBA est ainsi indépendant, aussi bien, du modèle à base de rangs, que de la tech-
nique de construction de proﬁls (AFC).
Aﬁn de valider l’eﬃcacité de notre approche, il est important de procéder à son
évaluation. Ceci doit passer par une étape indispensable, consistant à déﬁnir une
démarche d’évaluation s’adaptant à la particularité de l’environnement P2P.
Chapitre 4
Démarche d’Evaluation
4.1 Introduction
L’évaluation des SRIs est l’une des pratiques les plus anciennes dans le domaine
de la Recherche d’Information. Dans un cadre centralisé, l’évaluation se base sur
l’utilisation des compagnes de test constituées autour d’un ensemble de documents,
de requêtes et des jugements de pertinence. Évaluer une approche de RI, consiste
donc à utiliser un ensemble de métriques permettant de la situer par rapport à ces
jugements de pertinence, aﬁn de dévoiler, selon les résultats trouvés, les limites de
l’approche et les conditions favorisant sa réussite, ou son amélioration. Depuis des
premiers test dirigés par les grandes campagnes d’évaluation, telles que Crandﬁeld
[Cleverdon 1991] et TREC [TREC 2008], la majorité des métriques consenties pour
fournir une méthode d’évaluation sont quantitatives. Elles sont souvent centrées
autour des indices précision/rappel.
Dans un contexte distribué à large échelle, les problèmes d’évaluation prennent plu-
sieurs dimensions, que le cadre centralisé ne peut résoudre. En eﬀet, tester de point
de vue quantitatif, n’est plus suﬃsant pour analyser ﬁnement la qualité d’un clas-
sement, par exemple. Également, des aspects d’évaluation de performance liés à la
distribution doivent être étudiés. Une autre dimension concerne la disponibilité des
collections de test distribuées. En eﬀet, ces dernières sont soit payantes soit incom-
plètes (pas de requêtes, des jugements de pertinence, pas d’indication sur le modèle
de distribution, etc.).
La dernière dimension est liée particulièrement aux choix de plate-formes d’évalua-
tion et à leurs adaptations aux contextes étudiés.
Aﬁn de pallier ces problèmes, nous cernons la problématique d’évaluation dans un
contexte de RIDLE dans la réponse à ces trois questions.
– Qu’est ce qu’on mesure pour classer les approches de RI de point de vue
eﬃcacité et performance ?
– Quelles collections utiliser aﬁn de bien mener les évaluations ?
– Comment évaluer en reproduisant les conditions réelles ?
En se basant sur les réponses aux questions posées, nous proposons dans ce cha-
pitre, un cadre d’évaluation qui décrit, dans un premier temps, les métriques quan-
titatives, qualitatives et de performance à utiliser pour l’évaluation d’un ensemble
d’approches d’agrégation. Dans un second temps, nous proposons un protocole pour
la déﬁnition des jeux de données appropriés à partir des collections centralisées et
ce, en se basant sur des modèles de distribution et de réplication de données. Enﬁn,
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nous présentons une plate-forme d’évaluation que nous concevons sur la base d’un
simulateur.
4.2 Métriques d’évaluation pour les systèmes largement
distribués
Le principal déﬁ pour un système de RIDLE est de sélectionner pour une re-
quête donnée les "meilleurs" pairs pouvant la satisfaire pour essayer d’obtenir des
résultats similaires à ce qu’aurait donné une recherche centralisée (sur un seul pair).
C’est l’essence même du problème de la recherche d’information distribuée. C’est
ainsi qu’un processus de RIDLE doit être aussi bien eﬃcace que performant. Le
premier critère ou eﬃcacité est généralement estimé en fonction des résultats perti-
nents retournés par rapport aux besoins de l’utilisateur, tandis que la performance
en RIDLE se rapporte à un accès rapide incluant le temps de calcul et surtout le
temps de communication.
Par conséquent, un processus d’agrégation, dans un contexte de RIDLE, devrait
i) fournir une liste classée unique des résultats similaire à celle produite dans un
contexte centralisé et ii) optimiser le temps de communication, l’utilisation de la
bande passante, minimiser le nombre de messages échangés entre les pairs et ce en
minimisant le nombre de pairs explorés. Malheureusement, les contraintes i) et ii)
sont orthogonales.
L’eﬃcacité et la performance de tout système de RIDLE par rapport à un en-
semble de pairs donné dépend de l’eﬃcacité et la performance de ses processus de
sélection de pairs et d’agrégation de résultats. Nous concluons que l’eﬃcacité doit
se déterminer par le retour des résultats les plus pertinents et leurs classement aux
premières positions et que cela doit se faire en minimisant les temps des communi-
cations (qui peut être atteint en minimisant l’échange de données entre les pairs).
4.2.1 Mesures d’eﬃcacité
En général, en Recherche d’Information, les métriques d’évaluation sont des me-
sures d’eﬃcacité des systèmes. L’objectif est de valider empiriquement les approches
de recherche. Ainsi, tout SRI est évalué par un ensemble de mesures qui valident
empiriquement ses approches d’indexation, de recherche ou de classement. Les me-
sures les plus importantes en Recherche d’Information sont la précision et le rappel.
Cependant, valider l’eﬃcacité quantitative des systèmes de RIDLE, ne semble pas
suﬃsant pour examiner les degrés de pertinence des réponses retournées par chaque
système, par rapport à un classement de référence, considéré comme "idéal".
Par ailleurs, nous avons procédé à scinder les métriques d’eﬃcacité en quantitatives,
ce qui représente les métriques classiques de RI utilisées dans l’état de l’art, et en
métriques qualitatives, que nous avons déﬁnies dans le cadre de cette thèse.
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4.2.1.1 Les métriques quantitatives
Dans cette famille de métriques, nous reprenons les principales métriques de
l’état de l’art que nous utilisons dans notre validation empirique.
a- Les métriques de base
La précision et le rappel sont les métriques les plus communément utilisées dans
l’évaluation de l’eﬃcacité des SRIs.
Le rappel mesure à quel point un système est bon dans la recherche des documents
pertinents à partir du corpus complet. En eﬀet, étant donné qu’un système de
recherche d’information renvoie les documents d dont r sont pertinents à la requête
et sachant que dans le corpus il y a un nombre total de documents R >= r qui
sont pertinents à la requête. Le rappel est calculé ainsi :
Rappel = r
R
(4.1)
Alors que la précision est déﬁnie par la fraction :
Precision = r
d
(4.2)
Généralement, les utilisateurs ne sont pas intéressés par le classement de toutes les
ressources, mais plutôt par le classement des meilleures d’où une utilisation large
des métriques relatives (à une position donnée) que nous détaillons dans la pro-
chaine section.
b- Les métriques relatives
Plusieurs auteurs ont testé l’eﬃcacité de leurs SRIs sur la base de ces n premières
réponses basées sur la précision et le rappel, les mesures relatives évaluent une
«eﬃcacité relative» du système. Plusieurs variantes de ces mesures existent, nous
citons à titre d’exemple la précision à une position k, la précision moyenne (non-
interpolée), etc. Nous donnons un intérêt spécial aux mesures suivantes qui servent
à l’évaluation quantitatives de notre approche d’agrégation.
– P@k : Soit P l’ensemble des documents pertinents relatifs à la requête q de
l’ensemble de toutes les requêtes Q. Soit R l’ensemble des documents retour-
nés, k, un rang donné de la liste retournée. La précision pour les k premières
positions et sa moyenne sont formulées comme suit :
P@k = |R
∩
P |@k
k
(4.3)
MP@k = 1|Q|
∑
q∈Q
P@k (4.4)
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Toutefois, les auteurs dans [Voorhees 2005] ont indiqué que la précision moyenne
à une position reste insuﬃsante pour la comparaison des systèmes. En fait, elle
sera dominée par des requêtes avec les documents pertinents [Witschel 2008].
Pour cette raison, une mesure orientée système a été déﬁnie. Il s’agit de la
précision moyenne.
– Precision moyenne (Mean Average Precision MAP) : La MAP fournit une vi-
sion plus générale pour évaluer l’eﬃcacité d’un système. La précision moyenne
est considérée comme un exemple de mesures orientées système [Witschel 2008].
Elle est calculée comme suit :
AvP = 1|R|
∑
Precision@k(d) (4.5)
MAP = 1|Q|
∑
q∈Q
AvP@k (4.6)
– La précision relative (RP ) : est la mesure proposée dans les travaux de
[Witschel 2008] aﬁn de pallier le problème de manque de jugements de perti-
nence. La mesure vise à comparer un classement donné D fourni par un SRI
avec un classement de référence C. Cette mesure traduit la probabilité de
pertinence d’un document estimée comme l’inverse de son rang dans le clas-
sement de référence. RP@k mesure la probabilité moyenne de la pertinence
parmi les k premiers documents d’un classement D.
RP@k(d) = 1
k
k∑
i=1
1
rC(d)
(4.7)
où rC(d) est le rang du document d de D, dans le classement de référence C .
4.2.1.2 Synthèse
Les mesures de précision et de rappel ont été largement utilisées comme mesures
fondamentales pour tester l’eﬃcacité des SRIs [Renda 2003]. Toutefois, le recours
aux courbes populaires de rappel-précision peut conduire à des interpolations qui
sont parfois sources d’erreurs, en particulier pour des niveaux plus élevés de rappel
[Voorhees 2005]. En outre, ils sont jugés insuﬃsants pour évaluer les classements
distribués [Witschel 2008].
Les métriques d’évaluation devraient révéler sensiblement les diﬀérences qui existent
entre le classement attendu des documents et celui fourni par le SRI.
Les courbes traditionnelles de précision-rappel ne s’avèrent pas assez complètes
pour les considérer comme indicateurs d’évaluation des systèmes de RIDLE. En
eﬀet, elles gardent une même distance envers tous les documents jugés pertinents
sans tenir compte de ce degré de pertinence ou de leurs classements.
Généralement, les métriques d’évaluation citées ont été largement utilisées dans
l’évaluation des systèmes. Toutefois, lorsque l’on compare un classement donné avec
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un classement de référence, nous avons la nécessité d’évaluer si les positions des ré-
sultats dans le classement fourni par un SRI ont été conservées par rapport au
classement de référence ou si elles ont été fortement perturbées.
Il serait également intéressant d’évaluer le taux avec lequel le classement a été per-
turbé. Un classement donné serait préféré par rapport à un autre quand il présente
un moindre décalage par rapport au classement de référence.
Exemple 1: Soit le scénario suivant :
Le système centralisé retourne une liste de documents classés comme suit (D1, D2,
..., D10) et deux systèmes distribués S1 et S2 donnent les classements suivants :
S1 (D4, D3, D1, D2, D5) et S2 renvoie (D6, D2, D3, D4, D5). Il en résulte pour
la métrique quantitative P@5 une valeur de 0,9 pour le système S2 et de 1 pour le
système de S1, c.à.d que l’évaluation prétend que le système S1 fournit un meilleur
classement par rapport à celui de S2.
Or qualitativement, le système S2 a réussi à obtenir le même classement pour les
documents (D2, D3, D4, D5) que celui du classement centralisé. En d’autres termes
les documents (D2, D3, D4, D5) ont les mêmes positions que le système centralisé.
Par conséquent, le problème d’évaluation fourni par une métrique quantitative
revient au fait qu’elle néglige l’ordre des résultats fourni par un classement de
référence, et elle néglige également le degré de perturbation de ce classement.
Pour cette raison nous avons proposé dans le cadre de cette thèse deux mesures
d’évaluation qui se rapportent à une évaluation plutôt qualitative de la nature du
classement fourni par rapport à un classement de référence.
Pour ce faire, nous avons déﬁni deux nouvelles métriques qualitatives orientées
utilisateur qui sont présentées dans la section suivante.
4.2.1.3 Mesures qualitatives
L’idéal dans un contexte distribué est de pouvoir classer les documents comme
s’ils appartenaient à une seule collection en évitant le bruit dû à l’hétérogénéité des
modèles de RI utilisés par les diﬀérents pairs.
Ainsi, un modèle de RID est jugé eﬃcace, s’il se rapproche le plus possible du clas-
sement de référence. De cette manière, les documents fournis par un classement
distribué, ne sont considérés pertinents que lorsqu’ils ﬁgurent dans le classement
centralisé. Le degré de pertinence dépend plus particulièrement de leur présence
parmi les premières positions du classement de référence. Nous parlons ici d’une
évaluation qualitative des systèmes.
Nous déﬁnissons deux métriques dont la première permet l’estimation du taux de
positions similaires (SimPos@k) et la deuxième s’intéresse au taux de perturbation,
(DeltaNoise@k), par rapport au classement de référence.
a- Taux de Positions Similaires SimPos@k
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Pour obtenir une évaluation qualitative plutôt que quantitative de notre classe-
ment, nous avons commencé par déﬁnir le pourcentage de documents gardant les
mêmes positions par rapport à la liste de classement de référence, sachant le nombre
de positions similaires, dénoté par, SameNp. Cette mesure est déﬁnie comme suit
(par rapport aux k premiers documents retournés) :
SimPos@k =
∑
q∈Q SameNp
k
(4.8)
Cette première mesure, SimPos@k, bien que souhaitable, elle semble être un
peu idéaliste. En eﬀet, dans un environnement distribué à large échelle, il est sou-
vent diﬃcile de garder les mêmes positions par rapport au classement centralisé.
C’est la raison pour laquelle, nous optons pour déﬁnir une deuxième métrique, qui
vise à qualiﬁer les systèmes par le taux de perturbation par rapport au classe-
ment idéal. Nous déﬁnissons la métrique DeltaNoise@k. b- Bruit de classement
DeltaNoise@k
Un second critère que nous proposons, évalue le taux de bruit de classement,
DeltaNoise@k, par rapport à la liste de classement de référence. Il est basé sur
le décalage des positions entre deux classements donnés, Np∆k. Cette mesure est
déﬁnie comme suit :
DeltaNoise@k = 1
k
∑
q∈Q
Np∆k (4.9)
où Np ∆ k est le décalage d’un document donné. A ce niveau, nous avons déﬁni et
présenté les mesures d’eﬃcacité qui serviront à évaluer notre approche d’agrégation,
à savoir, les mesures quantitatives et qualitatives. Cependant, une évaluation d’un
système distribué ne doit pas passer à côté d’une évaluation de sa performance.
4.2.2 Étude de la performance d’un système de RID
Les mesures de performance sont généralement liées à des caractéristiques phy-
siques du système, telles que, la largeur de la bande passante, la vitesse des proces-
seurs utilisés, etc. La performance concerne les cinq éléments suivants :
– Le nombre de messages : c’est le nombre de messages requis pour agréger. Il
dépend du nombre de pairs participant dans le processus d’agrégation (soit
directement, soit indirectement, par exemple pour propager des mises à jour
ou construire des statistiques globales) ;
– La taille d’un message : c’est la taille des chaînes transmises au pair initiateur
par les pairs contributeurs (l’identiﬁant du document en octet).
– Le volume des messages : c’est le nombre de messages multiplié par la taille
du message.
– La communication : elle est estimée par le volume des messages par la largeur
de la bande passante.
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– La synchronisation : c’est le maximum de temps d’attente nécessaire pour
commencer l’agrégation.
Généralement, nous considérons qu’une approche d’agrégation proposée peut amé-
liorer la performance si elle arrive à réduire les coûts de communication et de syn-
chronisation.
4.3 Baseline
L’objectif ultime de notre approche d’agrégations à base de proﬁls était parti-
culièrement de pallier les problèmes dus à l’échange des statistiques et de ce qui en
découle de problème de surcharge réseaux et de passage à l’échelle.
L’utilisation des rangs aurait dû être la solution si son eﬃcacité était un peu
meilleure d’autant plus qu’il s’agit d’un environnement hétérogène de point contenu,
taille et modèles de RI. Côté performance, les modèles à base de rangs sont les seuls
qui n’entrainent aucune charge aux réseaux et n’imposent aucune contrainte sur
l’autonomie des systèmes. Partant de ce point de vue, nous avons pensé à hybrider
les rangs avec les proﬁls aﬁn d’étendre cette approche avec une information qui peut
améliorer nettement son eﬃcacité. C’est la raison pour laquelle, il est important de
comparer l’eﬃcacité de quelques méthodes à base de rangs avec notre approche dans
diﬀérents environnements. Ainsi, nous insistons dans un premier temps à comparer
PBA à RR [Voorhees 1995a, Voorhees 1995b] et BC [Borda 1781, Renda 2003] qui
sont des méthodes à base de rangs. La première, RR, étant issue des statistiques
et malgré l’utilisation d’un pur hasard a prouvé son eﬃcacité dans plusieurs cas
de test en RI. La seconde, BC, est par contre spéciﬁque à la famille de fusion de
données et a été largement utilisée en tant que méthode de vote [Farah 2007].
Nous rappelons que notre approche demande un eﬀort particulier pour la construc-
tion des proﬁls en se basant sur l’approche de l’AFC. Ainsi nous avons vu le besoin
de justiﬁer cet eﬀort de construction de proﬁls en comparant notre approche à une
qui utilise les informations plates du log ﬁle sans chercher à construire des groupe-
ments. Cette motivation nous a incités à déﬁnir la méthode Light Proﬁle (LP), qui
sera décrite plus tard dans le chapitre.
Enﬁn, la méthode PBA est une méthode qui se base sur l’apprentissage pour la
construction des proﬁls, il était possible de la comparer avec une méthode simi-
laire telle que celle de Witchel [Witschel 2008]. Cependant, cette dernière utilise
d’une part les statistiques globales (IDF global) pour calculer le score global des
documents (en se basant sur la formule BM25 [Robertson 1995], et d’autre part,
renforce les termes des documents selon leurs demandes dans les requêtes. Ainsi se
comparer à l’approche de Witchel revient à se comparer par rapport à une méthode
à base de score, dont on prévoit le résultat (plus, on utilise des statistiques globales,
plus l’eﬃcacité est meilleure). D’où nous avons procédé à un test avec la méthode
cosinus (cos) [Salton 1975].
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4.4 Collections de test
La collection de test constitue une composante essentielle dans l’évaluation d’un
SRI. Elle est souvent constituée d’un ensemble de documents, d’un ensemble de re-
quêtes, et d’une série de jugements de pertinence, permettant d’identiﬁer les docu-
ments qui sont pertinents relativement à la requête. Plusieurs collections standards
existent pour un cadre centralisé, notamment TREC [TREC 2008]. Les algorithmes
de RI sont évalués selon leur capacité à retrouver les documents pertinents.
L’évaluation des systèmes de RIDLE nécessite le recours à des collections dis-
tribuées pour tester les algorithmes proposés. Cependant, il n’y a pas de collections
distribuées standards comme dans le cadre centralisé. En eﬀet, elles sont plutôt
payantes et/ou non disponibles, ou souvent incomplètes (sans jugements de per-
tinence ou sans requêtes) [Bawa 2003, Lu 2003, Neumann 2006]. De plus, il n’y a
pas, en général d’indication sur la méthode de distribution des données et des re-
quêtes [Lu 2003]. C’est la raison pour laquelle, plusieurs travaux se sont orientés
vers l’étude de la distribution d’une collection centralisée pour construire plusieurs
collections de test distribuées [Zammali 2010]. Ceci consiste, dans les systèmes de
RIP2P, à placer dans les diﬀérents pairs, des sous-collections, disjointes ou non, à
partir de la collection centralisée. Le problème majeur de telles collections distri-
buées est que les scénarii de distribution ne sont pas souvent réalistes et surtout sont
diﬀérents d’une étude à l’autre. Il en résulte que la comparaison d’approches dis-
tribuées est pratiquement impossible à faire. Disposer de plusieurs distributions de
documents réalistes, selon diﬀérents scénarios devient une exigence pour la construc-
tion et l’expérimentation avec des environnements de RIDLE réalistes.
Dans nos stratégies d’évaluation, diﬀérentes méthodes de recherche de docu-
ments pertinents dans les pairs ont été testées. En eﬀet, en se basant sur diﬀérentes
méthodes de ﬁltrage issues du modèle vectoriel, le système peut choisir, aléatoire-
ment, ou imposer une des mesures pour décider de la pertinence des documents par
rapport aux requêtes. De plus, nous faisons bien la diﬀérence entre une similarité
globale et une autre locale retournée par un pair contributeur. En eﬀet, la perti-
nence d’un document par rapport à une requête dans une collection qui renferme
500 documents, par exemple, doit être diﬀérente de sa pertinence dans une collec-
tion à 20 documents.
Ce qui change aussi, c’est l’ensemble des documents disponibles sur chaque pair
(c’est à dire selon la méthode de distribution) et ainsi la méthode de replication des
documents.
Aﬁn d’adresser tous ces déﬁs, nous proposons un certain nombre de critères,
pour évaluer les systèmes de RIP2P. Nous commençons par présenter les principaux
modèles de distribution et de réplication que nous avons utilisés.
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4.4.1 Modèles de distribution
Dans la littérature, les auteurs n’accordent pas une grande importance au mo-
dèle de distribution adopté pour distribuer leurs données. La majorité appliquent
des approches statistiques aﬁn de distribuer la collection centralisée sur un ensemble
de pairs. Les approches statistiques peuvent décider d’une distribution équitable des
données entre les pairs, ou d’une distribution aléatoire ou autres. Ce qui importe
sur ce plan est que chacune des approches de distribution peut inﬂuencer les ap-
plications qui exploitent ces données. C’est dans ce contexte, que notre problème
d’agrégation en RIP2P doit utiliser un modèle de distribution qui convient aux
hypothèses sous-jacentes (notamment l’hétérogénéité des pairs tant en taille de col-
lection, qu’en contenu). Un modèle de distribution uniforme n’est pas suﬃsant,
puisqu’il va garantir l’homogénéité des pairs (au moins en termes de taille de col-
lections), ce qui ne satisfait pas nos hypothèses.
C’est dans ce cadre, que la recherche d’un modèle de distribution, tenant compte de
la sémantique des documents est une voie intéressante à explorer. Nous présentons,
respectivement dans ce qui suit, les principaux modèles de distribution statistiques
et sémantiques que nous avons appliqués sur nos données aﬁn de simuler les scénarii
réels et possibles.
4.4.1.1 Modèles statistiques
La distribution des collections peut suivre plusieurs lois. Nous parlons de distri-
bution uniforme, aléatoire et zipF.
1. Distribution uniforme : La distribution uniforme, comme son nom l’in-
dique, distribue de façon équitable les documents de la collection centralisée
sur le nombre de pairs constituant le système distribué. Ainsi, on crée plu-
sieurs collections de même taille. Dans certains cas, on peut également utiliser
le contenu comme critère de distribution (chaque sous-collection présente alors
la même distribution en contenu que la collection centralisée). La distribution
uniforme, bien que peu réaliste, a été largement utilisée dans plusieurs scé-
narios de distribution, telles que la distribution des capacités des pairs, de la
charge des pairs ou de la popularité des clés dans les tables de hachage.
2. Distribution aléatoire : Une distribution aléatoire quant à elle, exploite
le pur hasard pour la distribution de documents. Aucune corrélation n’existe
entre les documents d’un pair, et la taille des pairs est également hétérogène.
En eﬀet, le nombre de documents et de requêtes aﬀecté à chaque pair se fait
de façon purement aléatoire. De même, la nature des documents dans une
collection n’est pas homogène, ce qui contribue à créer des collections non
spécialisées relativement à un thème donné. La distribution aléatoire permet
d’avoir des sous-collections qui regroupent des thèmes hétérogènes avec un
nombre diﬀérents de documents. En guise d’exemple, le système PAST ap-
plique une distribution aléatoire pour créer son système P2P [Druschel 2001].
3. Distribution de ZipF : Faisant référence à son auteur, le linguiste américain
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George Zipf Kingsley, la loi de zipF apparaît dans les années (1935, 1949)
[Adamic 2002] comme une loi empirique formulée en utilisant la statistique
mathématique. Selon la loi de Zipf, étant donné un corpus documentaire écrit
en langage naturel, la fréquence de retrouver un mot est inversement propor-
tionnelle à son rang dans un tableau des fréquences des diﬀérents mots utilisés.
Ainsi, le mot le plus fréquent se produira environ deux fois plus souvent que
le deuxième mot le plus fréquent, trois fois plus que le troisième mot le plus
fréquent, dix fois que le dixième mot et cent fois que le centième mot le plus
fréquent, etc.
Par exemple, dans le corpus Brown [Adamic 2002], le mot «the» est le mot le
plus fréquent , et représente à lui seul près de 7% de toutes les occurrences de
mots (69 971 sur un peu plus de 1 million). Le deuxième mot "of" représente
quant à lui un peu plus de 3,5% des mots (36,411 occurrences), suivi de «and»
(28 852).
La loi Zipf estime que, dans un texte donné, la fréquence d’occurrences f(n)
d’un terme est liée à son rang n dans l’ordre des fréquences par une loi de la
forme :
f(n) = K
n
(4.10)
où K est une constante. Ces observations ont été généralisées à d’autres do-
maines tels que les sciences sociales, où cette même relation a été observée
entre la population d’une ville et son rang en terme de population, les classe-
ments sur le revenu, et ainsi de suite.
Dans notre cas, une distribution zipF des occurrences des documents (respec-
tivement des requêtes) sur les pairs a été appliquée.
4.4.1.2 Modèles Sémantiques
La spécialisation des sous-collections des documents à des thèmes bien spéci-
ﬁques correspond bien à la réalité. En eﬀet, un pair peut être assimilé à un utilisa-
teur et donc, va avoir en général, un ensemble de documents liés à un thème donné.
En eﬀet, il parait peu probable qu’un utilisateur s’intéresse à tout.
La prise en compte de cette hypothèse peut amener plus d’eﬃcacité pour la re-
cherche distribuée (on peut rechercher les pairs pertinents). C’est pour cela que
nous avons créé des collections spécialisées à partir de la collection globale et des
requêtes. Nous rappelons que la collection de référence est constituée d’une part
des documents et d’autre part des requêtes et de leurs réponses selon une mesure
de similarité globale. Étant donné que la requête représente un thème recherché,
nous avons cherché à regrouper les requêtes similaires, en se basant sur leurs termes
communs. Nous avons alors regroupé les documents sur la base de leur contribution
à la réponse à des requêtes similaires. Cependant, vu que la collection que nous
essayons de constituer n’est autre que le contenu d’un pair, nous avons été amené à
introduire un peu de bruit sur le thème général de la collection. En eﬀet, rien n’in-
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terdit un pair qui a beaucoup de documents sur un thème donné d’avoir d’autres
documents sur un autre thème.
Ainsi, pour chaque cluster de requêtes similaires, la part la plus grande (X %) des
documents contribuant à la réponse à ces requêtes sera aﬀecté à un pair choisi aléa-
toirement et le reste, (100-X) %, sera aﬀecté aléatoirement à un ensemble de pairs
dont le nombre ne dépasse pas le nombre de réponses. Une distribution sémantique
des données sur les pairs a pour but de déﬁnir des pairs sémantiquement homogènes
et bien étiquetés.
La construction des collections décentralisées qui reposent sur un principe de spé-
cialisation sémantique, constitue donc un cadre réaliste pour évaluer notre approche
d’agrégation.
4.4.2 Modèles de réplication
La réplication est une variante largement utilisée lors de la construction des
collections de test. Comme la distribution, la réplication concerne aussi bien les re-
quêtes que les documents. Elle est également appliquée aﬁn d’augmenter le nombre
de requêtes et de documents dans une collection. En simulation, même si la ré-
plication des documents n’est pas appliquée, celle des requêtes s’avère, en général,
nécessaire aﬁn d’exprimer des besoins similaires à partir de plus qu’un pair. De plus
cette réplication semble naturelle puisque souvent les utilisateurs peuvent exprimer
des besoins similaires. Google utilise ce principe par exemple pour proposer des
termes à rechercher à partir de la saisie partielle d’un utilisateur.
La réplication des documents dans un système de recherche consiste à dupliquer
un document qui se trouve sur une collection dans d’autres collections (une ou plu-
sieurs fois), ce qui contribue à la formation de collections non disjointes.
Les réplications des documents et des requêtes peuvent être faites de manières dif-
férentes. La replication peut décider de dupliquer aléatoirement les ressources (re-
quêtes et/ou documents) parmi les diﬀérentes collections. La réplication peut être
aussi eﬀectuée uniformément sur un ensemble de collections. En guise d’exemple,
nous pouvons décider de répliquer les requêtes 5 fois sur les collections de test. Ainsi,
pour 5000 requêtes initiales, nous allons nous retrouver avec un total de 25000 après
la réplication. Une réplication peut être réalisée, sur les requêtes les plus populaires,
ou les ressources les plus demandées, d’où le recours à la loi de zipF [Adamic 2002]
pour les déterminer.
4.5 Environnement
4.5.1 Choix de la plate-forme d’évaluation
Etant donné que la mise en place d’un vrai environnement distribué à large
échelle est une solution quasiment impossible, vu les coûts qu’elle engendre et la
diﬃculté de maintenance et de synchronisation, l’évaluation de notre approche nous
a amené à choisir entre deux solutions :
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– Utiliser une plate-forme d’évaluation distribuée et reproduire les conditions
réelles du système.
– Simuler le système distribué avec ses diﬀérents nœuds en considérant une seule
machine.
Le recours aux plate-formes de test distribuées permet d’émuler les applications
distribuées dans des conditions réelles puisqu’elles se basent sur des machines géo-
graphiquement distantes dont chacune émule un ensemble de machines virtuelles.
Par cette stratégie, ces plate-formes de test assurent une bonne montée en charge
et reproduisent la condition de distribution entre les machines physiques utilisées.
C’est la raison pour laquelle plusieurs plate-formes de test réparties ont vu le jour
telles que PlanetLab [Pla 2002a] et Grid5000 [Cappello 2005] pour la communauté
française. Cependant, ces dernières souﬀrent encore de plusieurs problèmes se rap-
portant au ralentissement de la vitesse de communication entre les machines d’un
même site physique au détriment de la simulation du réseau. De plus, une diﬃculté
de prise en main et un manque de performance des systèmes de déploiement sont
généralement remarqués [Lübke 2012]. En outre, généralement l’utilisation eﬀective
de ces systèmes est réservée aux établissements qui partagent des sites du système
distribué, c’est ainsi qu’un accès sécurisé est généralement nécessaire [Pla 2002b].
L’évaluation via de telles plate-formes doit passer également par une étape de ré-
servation préalable des machines pour un temps limité ce qui n’est pas très pratique
pour réaliser plusieurs expériences.
La deuxième solution, quant à elle, consiste à simuler un ensemble de nœuds sur
une seule machine physique. De cette manière nous perdons un élément important
qui est la reproduction de la distribution. Cependant, cela amène une simpliﬁcation
importante dans la mise en oeuvre de la simulation et évite de devoir construire
et/ou utiliser des ressources physiques importantes. Une simulation permet égale-
ment de tester des conﬁgurations diﬃciles à mettre en oeuvre autrement (plusieurs
milliers de noeuds par exemple). D’autre part, la simulation peut commencer et
s’arrêter à tout moment pour sauvegarder l’état du système ou vériﬁer un bug ce
qui très important pour la maintenance du système et la compréhension de ses pro-
blèmes.
Toutefois, les diﬀérentes facilités qu’oﬀre un simulateur de système distribué se
paient au détriment d’un ensemble d’abstractions du système réel telles que l’omis-
sion de détails protocolaires ﬁns du réseau informatique par exemple. De plus,
plusieurs types de mesures de performance notamment la question du temps de
réponse peuvent être diﬃciles à simuler.
Dans notre cas d’application, nous avons choisi d’évaluer la performance de
notre algorithme d’agrégation de manière analytique et empirique. En reposant sur
l’ensemble de ces hypothèses, nous avons opté pour le choix du simulateur générique
Peersim étendu dans le cadre du projet de Routage optimisé par Apprentissage de
Requêtes (RARE) [RARE 2007]. Ce dernier permet des recherches sur le thème du
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routage sémantique de requêtes dans les systèmes P2P. Le simulateur utilisé est
basé sur Peersim [Jelasity 2007] et auquel nous ajoutons des modules spéciﬁques à
notre problématique.
4.5.2 Simulateur Peersim-Rare
PeerSim [Jelasity 2007], est un outil Opensource écrit en Java qui présente
l’avantage d’être déjà spécialisé dans l’étude des systèmes P2P. Il dispose d’une
architecture ouverte et modulaire, ce qui lui permet d’être adapté à des besoins
spéciﬁques.
Pour la recherche d’information dans les systèmes pair-à-pair, nous avons opté pour
le simulateur générique de Recherche d’Information réalisé dans le cadre du projet
RARE [RARE 2007]. Ce simulateur est construit au dessus de PeerSim et peut être
vu comme une spécialisation de ce dernier pour la recherche d’information. Pour
cette raison nous avons choisi de l’appeler PeerSim-RARE.
La description de PeerSim-RARE ne peut être faite en ignorant ses composants
de base hérités de son ascendant Peersim [Jelasity 2007]. Ces composants seront
utilisés comme paramètres pour la conﬁguration du simulateur (voir plus tard dans
le chapitre -Exemple 5.4.2-).
4.5.2.1 Composants de base de Peersim
Héritant de toutes les fonctionnalités de base de PeerSim, PeerSim RARE repose
sur quatre types de composants :
– Les Protocoles : Le simulateur Peersim est basé sur l’utilisation des pro-
tocoles qui sont des fonctionnalités associées à chaque nœud du système dis-
tribué. Ainsi, pour conduire l’ensemble des simulations nécessaires dans le
système, une suite de protocoles doit être activée sur chaque nœud et dans
chaque cycle de simulation.
– Les Initialisateurs (initializer) : Comme leurs noms l’indiquent, les initiali-
sateurs sont les modules qu’utilise Peersim aﬁn d’initialiser les protocoles en
début de simulation, notamment la déﬁnition initiale du voisinage de chaque
nœud et l’injection des ﬁchiers de données à utiliser.
– Les Dynamiques (Dynamics) : Ce sont des modules qui permettent d’intro-
duire une dynamique dans le réseau, notamment activer ou désactiver certains
nœuds aﬁn de simuler les scénarii de connexion et de déconnexion de pairs,
l’ajout et la suppression des documents, etc.
– Les Observateurs (observers) : Ils servent à recueillir les données nécessaires
aﬁn de présenter le résultat du processus de simulation. Ils sont généralement
lancés à la ﬁn de chaque cycle de simulation.
Après avoir présenté les composants de base de PeerSim, il est important de pré-
senter comment Peersim-RARE organise ses briques de base pour la recherche d’in-
formation dans les systèmes P2P. Nous parlons d’une architecture applicative de
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ce simulateur. Cette architecture est très importante à décrire puisque elle sert de
noyau à notre simulateur d’agrégation présenté ultérieurement dans ce chapitre
4.5.2.2 Architecture applicative de Peersim-RARE
Figure 4.1 – Architecture applicative de Peersim-RARE
Aﬁn de tester nos expérimentations au sein de Peersim-RARE, nous avons été
amenés à examiner son architecture applicative. Cette dernière explique la logique
utilisée lors de la recherche d’information en P2P. Elle met en œuvre les couches
suivantes (voir Figure 4.1).
– La couche de Réseau Physique : c’est une couche de bas niveau qui simule
le concept de machines et l’attribution des adresses IP. C’est la couche qui
prend en charge les paramètres de conﬁguration du simulateur.
– La couche de Réseau Logique : c’est la couche consacrée aux relations de
voisinage des pairs et des mécanismes de leur gestion (adressage, la distribu-
tion des algorithmes, des requêtes P2P, et propagation de requêtes P2P) tout
en reposant sur la première couche. Elle déﬁnit également les opérations sur
les pairs notamment l’ajout, la suppression de pairs, etc.
– La couche de Gestion de Documents : cette couche représente les concepts
de gestion des documents par les pairs. Elle permet essentiellement le stockage
des documents sur l’ensemble des pairs du système en considérant les ﬁchiers
de déﬁnition et de distribution de documents.
– La couche requête/réponse : c’est la couche de gestion de requêtes, elle
permet de représenter une requête sous forme d’un ensemble de termes, de
réaliser l’appariement avec les documents, de la stocker et de la distribuer sur
les diﬀérents pairs du système.
– La couche de recherche d’information : Dans cette couche, le simula-
teur exploite un ensemble de modèles de routage de requêtes. Les modèles
déjà implémentés au niveau de cette couche sont essentiellement "Gnutella"
[Gnu 2007] et "PlanetP" [Cuenca-Acuna 2003]. Il s’agit essentiellement de mo-
dèles pour la sélection des pairs pertinents à la requête selon les algorithmes
utilisés, puis d’agrégation de résultats de ces pairs.
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4.5.2.3 Discussion
L’architecture applicative, telle que présentée dans PeerSim-Rare, souﬀre de cer-
taines limites, quant à l’évaluation de notre approche d’agrégation à base de proﬁls.
En eﬀet, aucune prise en compte de la base des connaissances n’est envisagée dans
ce simulateur. De plus, si la couche de recherche d’information permet d’implé-
menter des algorithmes de routage (Planet P et Gnutella), rien n’est proposé pour
l’agrégation. Or, dans notre cas nous avons besoin d’une couche d’agrégation in-
dépendante de la couche de routage aﬁn d’implémenter les approches d’agrégation
indépendamment de cette dernière. En outre, l’utilisation d’un algorithme de rou-
tage aléatoire tel que Gnutella [Gnu 2007] peut impacter les résultats d’agrégation.
C’est la raison pour laquelle nous avons cherché à neutraliser l’eﬀet du routage en
proposant une méthode de "routage idéal" dont le principe sera explicité plus tard
dans le chapitre.
Tous ces points nous ont amené à ajouter de nouvelles couches dans Peersim-RARE
et à proposer quelques autres modiﬁcations. Nous appelons notre simulateur d’agré-
gation "PeerSim-RARE+" qui fera l’objet de la section suivante.
4.5.3 Simulateur d’agrégation : PeerSim-RARE +
PeerSim-RARE + est une spécialisation de PeerSim-RARE. Il intègre trois nou-
velles couches : la première est relative à la création et la gestion des proﬁls des
utilisateurs (partant de la construction des ﬁchiers log jusqu’à la création et l’évo-
lution des bases de connaissance), et une deuxième couche permettant d’agréger les
résultats de la phase de routage selon diﬀérents algorithmes, entre autres notre l’al-
gorithme PBA qui utilise les proﬁls. Une troisième couche d’évaluation est consacrée
à l’implantation d’une panoplie de mesures d’eﬃcacité quantitatives et qualitatives.
La couche de recherche d’information a également été modiﬁée pour intégrer une
démarche de "routage idéal" aﬁn de ne pas subir l’eﬀet des diﬀérentes méthodes de
routage sur les approches d’agrégation.
Nous présentons dans ce qui suit les couches modiﬁées et/ou ajoutées par Peersim-
RaRE+
4.5.3.1 Couche de recherche d’information
Au niveau de cette couche, nous proposons une méthode de recherche qui nous
permet de nous focaliser exclusivement sur l’eﬃcacité des algorithmes d’agrégation
sans subir l’eﬀet du routage. Pour cela, nous partons d’une hypothèse de connais-
sance préalable des pairs pertinents à la requête.
Pour connaître ces pairs, nous nous basons particulièrement sur le ﬁchier de dé-
ﬁnition de requêtes qui présente pour chaque requête, l’ensemble de ses réponses
(les identiﬁants de requêtes). À partir du ﬁchier de distribution de documents, nous
pouvons énumérer les diﬀérents pairs qui contiennent les documents. Le détail de
ces ﬁchiers sera donné plus tard dans ce chapitre. Ainsi, notre méthode de recherche
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consiste à envoyer les requêtes des utilisateurs directement aux pairs pertinents dans
le système, c’est ce que nous appelons "routage idéal". Par la suite, n’importe quelle
méthode d’agrégation peut être utilisée et évaluée conjointement à cette méthode
de routage.
4.5.3.2 Couche de gestion de Proﬁls
La couche de gestion de proﬁls est un préalable à notre algorithme d’agrégation
PBA et à toute application utilisant les proﬁls comme décrit dans le chapitre 3, un
exemple étant le routage sémantique présenté dans [Yeferny 2009].
La couche de gestion de proﬁls permet les fonctionnalités suivantes :
– La mise en place d’un protocole d’initialisation des proﬁls dans le composant
initializer. Le protocole se déclenche au début des cycles de simulation et fait
partie des protocoles qui conﬁgurent le simulateur.
– La création des logs ﬁles en se basant sur un processus d’apprentissage se
basant lui même sur la validation croisée (2/3 des données sont réservées à la
phase d’apprentissage et le 1/3 restant est réservé pour le test).
– La création d’une base de connaissance par nœud : La génération des proﬁls a
été faite en utilisant l’algorithme de Godin [Godin 1995], implémenté dans la
plate-forme Galicia V 3 [Valtchev 2003]. La contribution principale à ce niveau
est la décentralisation totale des connaissances entre les diﬀérents noeuds
du réseau ce qui améliore le potentiel de passage à l’échelle dans l’approche
proposée.
– L’évolution contrôlée de la base de connaissances en utilisant les détecteurs de
défaut d’apprentissage que nous allons décrire ultérieurement, dans le chapitre
6.
4.5.3.3 Couche d’agrégation
La couche d’agrégation permet d’implémenter des algorithmes d’interclassement
de résultats. Un ensemble de méthodes a été implanté notamment :
– Des algorithmes à base de rangs : Les méthodes Round Robin RR [Voorhees 1995a]
et Borda Count BC [Borda 1781] présentées dans le chapitre 2 ;
– Des algorithmes à base de score : la méthode cosinus [Salton 1975, Egghe 2010]
calculée de manière distribuée. Également, nous avons implémenté les mé-
thodes Dice overlap, jaccard.
– Un algorithme d’agrégation à base de proﬁls (PBA) : utilise une base
de connaissances par nœud, et nécessite l’intégration de la couche de gestion
de proﬁls détaillée dans la section 4.5.3.2.
– Un algorithme Light Proﬁle LP : il s’agit d’un algorithme que nous avons
déﬁni pour créer une variante d’algorithme à base de proﬁls qui ne nécessite
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pas de mécanismes d’apprentissage sophistiqués.
L’intuition derrière l’implantation de cet algorithme était de justiﬁer l’eﬀort
de construction de connaissance à partir d’un ﬁchier log plat puisque LP
exploite directement ce log.
Le principe de LP est de privilégier les documents provenant des nœuds qui ont
bien répondu aux requêtes passées. Cette information est déduite directement
du log ﬁle qui détient une trace de la requête émise, des nœuds contributeurs
et des documents qui ont bien servi à satisfaire la requête. Le poids d’un nœud
est ainsi déduit du taux des requêtes auxquelles il a bien répondu par rapport
à toutes les requêtes soumises. Ce poids est calculé comme suit :
poids_n = NRservies(n)
NR
(4.11)
avec :
– NRservies(n) : est le nombre de requêtes servies par le nœud "n" (i.e, dont
"n" est un pair contributeur).
– NR : le nombre de requêtes lancées sur le réseau.
En se basant sur le poids de ce nœud, poids_n, le poids du document,
poids_d, est donné par la formule suivante :
poids_d = poids_n× PV (d) (4.12)
tel que PV (d) est la valeur positionnelle du document dans la liste de réponse
calculée comme indiqué dans le chapitre 3.
4.5.3.4 Couche d’évaluation
Contrairement à PeerSim-RARE qui intègre, dans la couche de RI, un calcul im-
plicite de la performance et eﬃcacité des modèles de RI, nous avons choisi d’intégrer
une couche spéciﬁque pour le calcul des métriques de RI. Les métriques développées
à ce niveau sont celles présentées dans ce chapitre 4 :
– La précision à une position donnée : P@k
– La précision moyenne non interpolée : MAP
– La précision relative : RP@k
– Les positions similaires au classement idéal à un rang donné : SimPos@k
– Le bruit de classement à un rang donné : DeltaNoise@k
4.5.4 Scénarii de simulation
La simulation doit prendre en considération tous les paramètres dans un environ-
nement d’application. C’est ainsi que dans un système de RIP2P, nous devons être
en mesure de simuler la distribution des données et des requêtes et leurs schémas
de réplication. Pour cela plusieurs modèles doivent être sélectionnés et appliqués
sur notre collection de test. D’autres paramètres doivent être pris en considération,
82 Chapitre 4. Démarche d’Evaluation
notamment, l’hétérogénéité des pairs de point de vue taille et modèles de RI. De
même, vu que la dynamique est un principe constant dans un environnement P2P,
nous sommes appelés à simuler les situations pour lesquelles soit de nouveaux pairs
joignent ou se déconnectent du réseau, soit de nouveaux documents sont rajoutés
sur certains pairs ou sont supprimés. De plus, la simulation doit prévoir l’arrivée de
nouvelles requêtes sur les pairs et le changement du besoin de l’utilisateur. Enﬁn,
la modélisation des intensions des utilisateurs et leur choix de télécharger ou de
consulter des documents suite à sa requête doivent être également simulés. Ainsi
plusieurs scénarii de test peuvent être réalisés aﬁn de détecter l’impact de ces dif-
férents paramètres. Nous citons respectivement :
– l’impact de l’utilisation d’une distribution statistique des jeux de données ;
– l’impact de l’utilisation d’une distribution sémantique des jeux de données ;
– l’impact de la réplication des documents sur les diﬀérents pairs, notamment
dans le cas de chevauchement de collections distribuées ;
– l’impact de l’utilisation de collections hétérogènes en taille, en contenu et en
modèle de RI ;
– l’impact de la dynamicité du système, tant via l’émergence de nouveaux be-
soins utilisateurs (nouvelles requêtes) que de l’évolution du système (appari-
tion/disparition de pairs, ajout/suppression de documents).
4.6 Conclusion
Nous avons proposé dans ce chapitre une démarche d’évaluation du système, en
soulignant les principales hypothèses à se poser aﬁn de procéder à l’évaluation eﬀec-
tive du modèle. Nous avons présenté les principales mesures à exploiter à cette ﬁn.
Nous avons déﬁni trois niveaux d’évaluation : une évaluation quantitative de l’eﬃ-
cacité du système, une évaluation qualitative et une évaluation de la performance
du système. Nous avons également choisi la plate-forme d’évaluation de notre sys-
tème en se basant sur la simulation. Aﬁn de mener à bien notre simulation, nous
avons déﬁni notre propre simulateur qui peut être vu comme une spécialisation du
simulateur PeerSim-RARE.
Dans le chapitre suivant, une étude expérimentale des diﬀérents scénarii de test sera
menée.
Chapitre 5
Validation et expérimentation
5.1 Introduction
Aﬁn de valider notre approche, une partie importante de notre travail doit être
réservée à l’évaluation. Une démarche d’évaluation tenant compte de la diﬃculté
d’évaluer des systèmes de Recherche d’Information à large échelle a été déjà intro-
duite dans le chapitre précédent. Nous avons présenté les modèles de distribution et
de réplication de données, les métriques d’évaluation de performance et d’eﬃcacité
quantitative et qualitative pour les systèmes de Recherche d’Information Distribuée
à Large Échelle, en général, et les systèmes de RIP2P en particulier.
Dans le présent chapitre, nous menons une étude analytique et expérimentale visant
à valider la performance et l’eﬃcacité de notre approche d’agrégation proposée au
chapitre 3, dédiée aux systèmes de RIP2P purs non structurés.
Pour estimer la performance de notre approche une étude analytique de PBA est
proposée dans une première section. L’étude expérimentale utilise un simulateur
d’agrégation basé sur le simulateur générique Peersim [Jelasity 2007] étendu dans
le cadre du projet de Routage optimisé par Apprentissage de Requêtes (RARE)
[RARE 2007] que nous avons introduit dans le chapitre 4. Notre simulateur permet
d’observer les résultats des diﬀérentes métriques quantitatives et qualitatives par
rapport à un classement de référence (le classement de la collection centralisée).
Les principales métriques que nous avons utilisées sont la précision relative par rap-
port à une position donnée (p@k), la précision moyenne non interpolée (MAP ), la
précision relative RP , le taux de positions similaires par rapport au classement de
référence (SimPos@k) et le bruit de classement à un rang donné (deltaNoise@k).
Nous présentons brièvement les corpus centralisés que nous avons utilisés et la dé-
marche nécessaire à la construction des collections distribuées à grande échelle.
Diﬀérents scénarii de simulation ont été appliqués en vue d’étudier l’impact de
diﬀérents paramètres sur l’eﬃcacité des algorithmes d’agrégation. Ces paramètres
concernent la manière de distribuer les données, l’impact de la réplication, l’impact
de l’hétérogénéité des collections (particulièrement des modèles de RI utilisés) et
la prise en compte ou non de la fraîcheur des bases de connaissances. Un bilan des
résultats observés est donné à la ﬁn de ce chapitre.
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5.2 Etude de la performance de l’algorithme PBA
La validation de l’algorithme PBA nécessite une validation de sa performance
et de son eﬃcacité. Dans cette partie, nous nous intéressons particulièrement à
l’aspect analytique de PBA. Ainsi, nous optons à quantiﬁer le temps nécessaire à
l’agrégation, par rapport au temps de synchronisation et de communication.
Pour cela, nous utilisons le tableau de notations suivant :
Symbole Signiﬁcation
V G Volume global de messages échangés
|Pq| nombre de pairs contributeurs à la réponse d’une requête q
|Dqp| nombre de documents répondant
à une requête q et provenant d’un pair p
TMsg Taille d’un message donné
tIPP temps de calcul de l’importance d’un pair selon l’historique
tIPD temps de calcul de l’importance d’un document (analogue à tIPP)
|PRq| nombre de proﬁls similaires à une requête q
α coût de l’opération d’intersection et d’union
Tcalcul temps de calcul pour la génération de la liste ﬁnale agrégée
Table 5.1 – Table des notations - Mesure de performance
Contrairement aux méthodes d’agrégation de l’état de l’art, une synchronisation
n’est pas nécessaire pour démarrer le calcul du score ﬁnal de chaque réponse re-
tournée. En eﬀet, PBA commence son calcul de score dès la réception de la première
réponse du premier pair contributeur. Ainsi, il évite un temps nécessaire chez cer-
tains algorithmes, tels que BC et RR, qui nécessitent toutes les contributions des
pairs avant d’entamer la tâche d’agrégation.
De même, dans notre cas, les données échangées sont de faibles tailles : seulement
l’identiﬁant du document est nécessaire, ce qui réduit la taille d’un message, à la
taille (en octet) de cet identiﬁant. De plus, aucune donnée statistique n’est deman-
dée.
Ainsi, le volume global de messages échangés est calculé comme suit :
V G = |Pq| × |Dqp| × TMsg (5.1)
où la « taille d’un message », TMsg : correspond à la taille de l’identiﬁant d’un
document retourné et la taille de son rang ( en octet), si la liste retournée n’est
pas ordonnée (le rang est fourni). Souvent, cette information (i.e le rang) est im-
plicitement fournie par le retour d’une liste ordonnée de documents par un pair
contributeur.
Sachant que la sélection des proﬁls similaires se réalise au moment de la re-
cherche, le temps associé sera entrelacé au temps de la recherche. Le temps de
calcul est estimé à :
Tcalcul = |Pq|.|Dqp|.(tIPP + tIPD) (5.2)
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Or, tIPP et tIPD sont les temps correspondant respectivement, aux calculs de
l’importance d’un pair et de celle d’un document selon l’historique des requêtes.
Ce calcul nécessite de chercher dans les proﬁls sélectionnés le degré d’apparence du
pair contributeur ou de document. Alors tIPP, et tIPD sont respectivement :
tIPP = α|PRq| (5.3)
et
tIPD = α|PRq| (5.4)
Ainsi, le temps de calcul global est donné par l’équation suivante :
Tcalcul = 2α|Pq| × |Dqp| × |PRq| (5.5)
L’exemple ci-dessous donne un aperçu sur le calcul du nombre de messages néces-
saires à l’agrégation des résultats.
Exemple 1:
Soit S, un système P2P constitué de 800 pairs, où chaque pair héberge 500 docu-
ments. Soit q, une requête telle que le nombre de pairs qui contribuent à sa réponse
est estimé à 10 pairs
Si nous supposons que chaque pair contributeur, pq, retourne une liste de 11 do-
cuments, en réponse à q, le calcul du nombre de messages pour l’agrégation des
résultats de la requête sera eﬀectué comme suit :
– |Pq| = 10.
– |Dqp| = 11.
– Taille d’un message (taille de l’identiﬁant d’un document) = 2 octets.
– Le nombre de messages nécessaires à l’agrégation des résultats de q : V G = 10×
11× 2 ce qui correspond à 220 octets.
Si on suppose le lancement de 1000 requêtes par heure, on atteindra un volume
de 200 Ko/h, ce qui est tout à fait raisonnable. Si au lieu de notre méthode, nous
utilisons une méthode à base de score, où nous avons besoin d’échanger une partie
des index locaux, nous aurons besoin d’échanger des statistiques, telles que, pour
chaque document, TF, IDF et taille de document, on doit pouvoir multiplier le
volume de message au moins par 3 (3 entiers sur 4 octets = 12 octets en plus par
messages).
5.3 Jeux de données utilisés
Dans cette section, nous présentons les collections de données que nous avons
utilisées dans notre simulation. Il s’agit de trois types de collections : deux collections
construites au sein du projet RARE : une première générale (BigDataSet) et la
deuxième spécialisée (MusicDataSet) et une troisième collectée à partir de l’annuaire
DMOZ. En eﬀet, par ce choix, nous avons essayé de voir, de près, l’impact de la
nature de la collection sur les paramètres évalués.
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5.3.1 Le jeu de données BigDataSet
Produit dans le cadre du projet RARE [RARE 2007], le jeu de données "Big-
DataSet" a été obtenu à partir d’une analyse statistique sur des données collectées
à partir du système Gnutella [Gnu 2007] et des données de la collection TREC
[TREC 2008], ce qui nous permet de réaliser des simulations dans des conditions
réelles. BigDataSet est composé de 25000 documents et de 5000 requêtes répartis
sur 500 pairs [Mghirbi 2010b].
Les données(documents) et les requêtes sont fournies sous forme de deux ﬁchiers,
de déﬁnition de données et de requêtes, au format XML, dont les structures seront
détaillées dans la section 5.4.1.
5.3.2 Le jeu de données Music DataSet
En vue d’avoir une collection spécialisée, dans un domaine de recherche d’in-
formation spéciﬁque pour une communauté particulière, nous avons opté d’utiliser
un corpus spécialisé (Musique MP3). Les données de ce corpus ont été collectées à
partir du site web allmusic [allmusic 2012] qui se compose de diﬀérents genres musi-
caux notamment, le rap, le JAZZ, le POP et autres. Chaque genre musical contient
des chanteurs, leurs albums et les paroles de leurs chansons. Nous avons dans notre
corpus plus de 17000 documents et 2300 requêtes, distribués sur le réseau.
5.3.3 Le jeu de données Dmoz
DMOZ est l’un des plus grands et plus complets annuaires internationaux du
web construit au sein du projet Open Directory [DMOZ 2011]. Il est construit et
maintenu par une vaste communauté mondiale d’éditeurs bénévoles. Fondé en Ca-
lifornie en juin 1998 par Rich Skrenta et Bob Truel sous le nom de Newhoo, il a été
racheté par Netscape en 1998 qui continue de faire fonctionner le site gratuitement.
Nous avons sélectionné un sous-ensemble de l’annuaire web DMOZ [DMOZ 2011].
Il contient de nombreux sujets (4246) regroupés par catégories qui classent les sites
web des liens avec leurs descriptions.
L’ensemble des données utilisées est constitué de 28128 documents, 3375 requêtes
distribuées sur 810 pairs.
5.4 Processus d’évaluation expérimentale
Notre démarche d’évaluation expérimentale doit prendre en compte les points
suivants :
1. Utiliser une collection centralisée et observer l’impact des diﬀérentes méthodes
de distribution et de réplication sur les résultats d’évaluation.
2. Utiliser deux ou plusieurs collections de test (spécialisée ou générale) et ob-
server l’impact des données sur les résultats.
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3. S’assurer que les conditions réelles sont prises en considération. L’étude ex-
périmentale peut adapter les ressources à une grande variété de scénarios de
recherche.
4. Procéder à des essais multiples aﬁn de valider expérimentalement les résultats
obtenus sans être sujet au hasard.
Tenant compte de ces diﬀérents points, nous avons conçu un prototype de simu-
lateur qui reprend les diﬀérentes étapes nécessaires à l’évaluation de nos approches
à travers la simulation. Ce prototype est décrit par la Figure 5.1.
Figure 5.1 – Processus d’évaluation
Nous identiﬁons sur la Figure 5.1 trois phases principales de notre processus
d’évaluation :
– La préparation des jeux de données : qui consiste à mettre les collections dans
un format accepté par le simulateur, à les distribuer et enﬁn à calculer les
similarités entre les documents et les requêtes pour remplacer les jugements
de pertinence.
– La conﬁguration du simulateur et la simulation proprement dite avec la gé-
nération des listes agrégées selon les diﬀérents algorithmes et les mesures
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d’eﬃcacité par requête.
– L’exploitation des résultats de simulation par la génération des mesures agré-
gées par plusieurs requêtes dans des ﬁchiers textes et de courbes comparatives.
L’ensemble de ces phases est détaillé dans les sections suivantes.
5.4.1 Préparation des jeux de données
Le simulateur utilise un jeu de données centralisé basé sur deux ﬁchiers de
déﬁnition de documents et de requêtes, de format XML. La préparation des jeux de
données exige l’utilisation d’un générateur de ﬁchier XML si les données utilisées
sont dans un format texte.
Chaque ﬁchier XML, utilisé à l’entrée du simulateur, contient l’identiﬁant des
documents (respectivement des requêtes) et l’ensemble de leurs termes (voir Figure
5.2). Pour les requêtes, le ﬁchier comporte également comme le montre la Figure 5.3
un ensemble de réponses identiﬁées à partir du ﬁchier de documents de la collection
centralisée avec leurs similarités. Le calcul des similarités entre les réponses et les
requêtes repose sur un module de calcul de similarité (voir Figure 5.1). La fonction
que nous avons utilisée pour classer les réponses à une requête d’une façon globale
est la fonction cosinus.
Aﬁn de construire des collections décentralisées à partir de la collection centrali-
sée, nous avons intégré un module pour la distribution et la réplication des données
(documents et requêtes). Ce module est conﬁgurable, il oﬀre à l’utilisateur la pos-
sibilité de déﬁnir certains paramètres tels que la taille du système, les méthodes de
distribution des documents et des requêtes et les taux de réplication, etc.
Il suﬃt d’introduire le nombre de pairs sur lequel nous désirons répartir ou
répliquer les données, et les modèles de distribution ou de réplication, pour obtenir
des collections décentralisées. Les méthodes de distribution, que nous avons utilisées
à ce niveau, sont respectivement : les méthodes uniforme, aléatoire et zipF de nature
statistique et la méthode par spécialisation des nœuds de nature sémantique. En
ce qui concerne les méthodes de réplication, les méthodes uniformes, aléatoires et
ZipF ont été développées selon diﬀérentes constantes de replication.
En ce qui concerne le calcul de similarité au niveau de chaque pair, Peersim-
RARE utilise seulement des similarités globales pour faire la recherche d’information
et le routage et par conséquent l’agrégation des résultats. Or, en réalité, ces similari-
tés ne reﬂètent pas la vraie distance entre les requêtes et les réponses au niveau des
collections locales. Partant de cette limite, nous avons intégré un module de calcul
de similarités locales, qui tient compte du contenu des collections sur chaque pair.
Nous avons également pensé à utiliser diﬀérentes méthodes de recherche d’informa-
tion pour rechercher dans les collections locales. Actuellement, quatre méthodes de
similarité ont été implémentées, notamment, les méthodes cosinus, Jaccard, overlap
et dice [Egghe 2010]. Nous avons étudié le cas où la même méthode de RI est utili-
sée sur toutes les collections locales, et le cas où diﬀérentes méthodes sont utilisées,
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Figure 5.2 – Aperçu sur la structure de documents
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Figure 5.3 – Aperçu sur la structure de requêtes
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selon les collections, aﬁn d’introduire de l’hétérogénéité dans le système.
5.4.2 Conﬁguration et Simulation
Le ﬁchier de conﬁguration est une composante indispensable au démarrage des
simulations. Cette section sert d’exemple pour détailler le contenu d’un ﬁchier de
conﬁguration et expliquer le fonctionnement de PeerSim-RARE +. Aﬁn de démar-
rer une simulation, un nombre de paramètres relatifs au réseau et à la simulation
doivent être ﬁxés notamment, le nombre de pairs et la durée de la simulation ma-
térialisée par le nombre de cycles par simulation. Ensuite, il y a lieu de décrire l’en-
semble des protocoles à utiliser (voir Exemple de la section5.4.2, les Lignes 10–29),
à savoir les protocoles de gestion du réseau logique, des documents, de la résolution
des requêtes (ou protocole de gestion requête réponse), de gestion de la base des
connaissances (proﬁls), le protocole de Recherche d’Information (RI) et le protocole
d’agrégation de résultats. Chaque protocole peut appeler d’autres protocoles pour
exercer une partie de sa fonction.
L’initialisation de l’ensemble de ces protocoles s’eﬀectue dans la partie initiali-
zers (Exemple de la section 5.4.2, les Lignes 31–48). Les initialisateurs permettent
également d’injecter dans le simulateur, les jeux de données nécessaires à la simu-
lation, notamment le ﬁchier de déﬁnition (Exemple, sec 5.4.2, les lignes 37,42), et
de distribution de documents (respectivement des requêtes) (Exemple, sec, 5.4.2
les Lignes 38 et 43) et les ﬁchiers contenant la base de connaissances nécessaire à
l’agrégation des résultats (Exemple, sec 5.4.2, ligne 47). Le simulateur utilise de
même les composantes "Dynamics" aﬁn d’introduire des événements qui rendent la
simulation dynamique et ce, à n’importe quel cycle.
À la ﬁn de chaque cycle de simulation, des "observateurs" sont déclenchés aﬁn de vi-
sualiser les résultats. Dans notre cas, il s’agit de présenter les résultats d’agrégation
en appliquant les diﬀérentes méthodes indiquées dans le ﬁchier de conﬁguration, no-
tamment le résultat de l’agrégation selon PBA, BC, RR, Dcos (cosinus distribué) et
LP, comme présenté dans les protocoles d’agrégation (Exemple de la section 5.4.2,
Lignes 23–27).
L’observateur qui permet de visualiser ce résultat s’intitule AggregationObserver
(Exemple, sec 5.4.2, la Ligne 51).
Une instance du ﬁchier de conﬁguration que nous avons utilisé, est explicité dans
l’exemple suivant :
Exemple 2: Exemple d’un ﬁchier de conﬁguration
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#_________________ Paramètres du réseau _______________
1.simulation.cycles 1000
2.overlay.size 810
3.random.seed 18
4.requete.classe com.get.peersim.architectureGenerique.
coucheRequeteReponse.GeneraleRequete
6.reponse.classe com.get.peersim.architectureGenerique.
coucheRequeteReponse.GeneraleReponse
#_____________________Protocoles ____________________
# Gestion du Reseau Logique : gestionResauLogique
10.protocol.0 com.get.peersim.architectureGenerique.coucheReseauLogique.
ProtocolReseauLogique
# Gestion des documents : gestionDocuments
12.protocol.1 com.get.peersim.architectureGenerique.coucheGestionDocuments.
ProtocolPairDocument
# Gestion des requêtes et des réponses : gestionRequeteReponse
14.protocol.2 com.get.peersim.architectureGenerique.coucheRequeteReponse.
ProtocolGestionRequeteReponse
# Gestion des proﬁls : gestionProﬁls
16.protocol.3 com.get.peersim.architectureGenerique.coucheGestionProcols.
ProtocolPairProﬁle
# Recherche d’Information : RI
18.protocol.4 com.get.peersim.SystemesRechercheP2P.IdealRouting
19.protocol.4.gestionRequeteReponse 2
20.protocol.4.gestionDocuments 1
21.protocol.4.gestionReseauLogique 0
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#_____________________ Protocoles _________________
# Agrégation de résultats
23.protocol.5 com.get.peersim.aggregationLayer.PBA
24.protocol.5 com.get.peersim.aggregationLayer.BC
25.protocol.5 com.get.peersim.aggregationLayer.RR
26.protocol.5 com.get.peersim.aggregationLayer.Dcos
27.protocol.5 com.get.peersim.aggregationLayer.LP
28.protocol.5.gestionProﬁl 3
29.protocol.5.RI 4
#_____________________ Initialisateurs ________________
31.init.0 peersim.dynamics.WireRegularRandom
32.init.0.degree 10
33.init.0.protocol 0
34.init.0.pack
#Initialiser les documents
36.init.1 com.get.peersim.architectureGenerique.coucheGestionDocuments.
InitPairDocument
37.init.1.documentsDeﬁnitionFile src/com/get/peersim/config/document
_definition.xml
38.init.1.documentsDistributionFile src/com/get/peersim/config/document
_distribution.xml
39.init.1.protocol 1
#Initialiser les requêtes
41.init.2 com.get.peersim.architectureGenerique.coucheRequeteReponse.
InitRequeteReponse
42.init.2.requetesDeﬁnitionFile src/com/get/peersim/config/
querydefinition.xml
43.init.2.requetesDistributionFile src/com/get/peersim/config/
querydistribution.xml
44.init.2.protocol 2
#Initialiser les proﬁls
46.init.3 com.get.peersim.architectureGenerique.coucheGestionProﬁls.
InitPairProcol
47.init.3.queriesTermsConceptsDirectory src/com/get/BK
48.init.3.protocol 3
#___________________Observateurs _______________
#aﬃcher des informations sur le routage des requêtes
51.observer.0 com.get.peersim.architectureGenerique.AggregationLayer.
AggregationObserver
52.observer.0.protocol 5
53.observer.0.from 1001
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Suite à cette conﬁguration, la simulation doit concerner les niveaux suivants :
– La Recherche d’Information : Dans PeerSim-RARE, la simulation au
niveau de la couche de RI concerne l’aspect "routage des requêtes". Cepen-
dant, l’un des objectifs du simulateur PeerSim-RARE + est d’évaluer les algo-
rithmes d’agrégation en neutralisant la phase de sélection de pairs pertinents.
C’est d’ailleurs l’objectif de la méthode idleRouting que nous avons intégrée
aux systèmes de recherche P2P. Ainsi, PeerSim-RARE+ simule un routage
"idéal" qui permet de router les requêtes aux pairs pertinents qui sont préa-
lablement connus à partir de ﬁchier de déﬁnition de la requête (là où on a les
bonnes réponses aux requêtes) et du ﬁchier de distribution de documents (où
on a les pairs qui hébergeant les documents pertinents).
– la Gestion de proﬁls : Au niveau de cette couche, PeerSim-RARE+ permet
la recherche des proﬁls similaires à la requête, et qui contiennent les documents
et les pairs contributeurs à la réponse. Le calcul des scores des documents et
des pairs en se basant sur les proﬁls sélectionnés est également eﬀectuée au
sein de cette couche.
– L’agrégation des résultats : par simulation, nous sommes en mesure d’ap-
pliquer diﬀérents algorithmes d’agrégation. Ainsi, nous pouvons obtenir les
listes ﬁnales ordonnées à partir des résultats des pairs sélectionnés dans la
phase de routage.
– L’évaluation de l’eﬃcacité des algorithmes d’agrégation : Le simula-
teur permet également de calculer les diﬀérentes métriques pour évaluer l’ef-
ﬁcacité des algorithmes d’agrégation. Les mesures que calcule le simulateur
PeerSim-RARE sont le rappel et le nombre de messages. Cependant, étant
donné que nous agrégeons suite à une stratégie de routage qui ramène tous
les documents pertinents, le recours à la mesure rappel n’aura plus de sens.
En eﬀet, nous sommes plutôt orientés précision que rappel. Pour ces raisons,
nous avons intégré dans le simulateur les métriques d’eﬃcacité suivantes : la
précision à un rang donné, la précision moyenne, la précision relative et les
mesures qualitatives que nous avons déﬁnies (voir Chapitre 4). Par la suite,
le simulateur permet d’exporter, dans un ﬁchier spéciﬁque, les résultats des
métriques calculées dans un ﬁchier .csv.
5.4.3 Visualisation et exploitation des résultats
Le problème avec les mesures calculées par simulation, est qu’elles ne sont pas
forcément interprétables puisqu’il s’agit de mesures individuelles (par requête). Pour
pallier ce problème, nous avons intégré un module pour calculer de manière globale
ces mesures (pour 100, 200, 300 requêtes, etc), de manière à comparer simultané-
ment un ensemble de mesures. Ces mesures globales sont générées dans un ﬁchier
spéciﬁque et visualisées par des courbes (tracées avec Gnuplot) comparatives.
Ainsi, nous avons proposé un module implémenté en Java pour pouvoir exploiter
les résultats, métrique par métrique, et pour diﬀérentes valeurs de rang de précision
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(k de 1 à 6). Il suﬃt de choisir le chemin des ﬁchiers .csv générés par le simulateur,
de choisir la métrique d’évaluation à utiliser et à quel rang, puis de valider pour gé-
nérer le ﬁchier d’évaluation synthétique et les courbes de performance. Ces courbes
seront présentées dans les résultats des scénarii réalisés dans la section suivante.
5.5 Etude expérimentale
Dans les tests que nous eﬀectuons, nous cherchons à valider les déﬁs annoncés
dans cette thèse :
1. Prendre en compte l’hétérogénéité des pairs du système :
(a) Selon la taille des collections ;
(b) Selon leur contenu (thématique spécialisée ou aléatoire) ;
(c) Selon les modèles de Recherche d’Information (diﬀérents modèles selon
les pairs).
2. Construire une base des connaissances par pair en adoptant des techniques
d’apprentissage
3. Maintenir la qualité de l’agrégation même en cas d’évolution du système.
Aussi, nous avons déﬁni un ensemble de scénarii expérimentaux construits à partir
des cinq paramètres suivants :
– 1- Jeux de données utilisé : spécialisé ou non spécialisé.
– 2- Modèle de distribution utilisé : taille des collections sur les pairs uniforme
ou non, contenu des collections spécialisé ou non.
– 3- Réplication : oui, non.
– 4- Modèle de recherche d’informations sur les pairs : même pour tous ou
diﬀérents.
– 5- Evolution des bases de connaissances : oui, non.
Dans ce chapitre, nous ne tenons pas compte du dernier point cité, à savoir la
question de la fraîcheur des bases. En eﬀet, ceci fera l’objet du chapitre suivant.
Il convient de mentionner que dans cette série d’expériences, nous avons es-
sayé de tester l’eﬃcacité de l’algorithme d’agrégation à base de proﬁls (PBA)
[Mghirbi 2010a] par rapport à un ensemble d’algorithmes (essentiellement à base de
rangs et à base de proﬁls) et ce en comparant par rapport à un référentiel unique
qui est le classement de la collection centralisée. Ainsi, les résultats considérés per-
tinents sont ceux obtenus par un système centralisé.
Ceci implique que les valeurs que nous obtenons pour les métriques de RI (P@k,
MAP, RP, etc.) sont relatives par rapport à ce système. Ainsi, si un système d’agré-
gation atteint une valeur de P@k égale à 1, ceci indique que le système donne le
même résultat qu’un système centralisé.
Chaque scénario essaiera de répondre simultanément aux cinq questions posées
(hormis la question de fraîcheur de la base des connaissances). Ainsi, pour analyser
96 Chapitre 5. Validation et expérimentation
l’impact de l’hétérogénéité des collections (qui est une condition naturelle dans les
systèmes P2P) sur les algorithmes d’agrégation. Pour ce faire, nous appliquons dif-
férentes méthodes de distribution pour introduire une hétérogénéité de contenu et
de taille sur les collections. De même, nous procédons à introduire un cas d’hétéro-
généité de méthodes de RI par utilisation de plusieurs méthodes de ﬁltrage sur les
collections.
Avant de procéder aux tests, nous tenons à présenter une idée sur la mise en
place du processus d’apprentissage qui est indispensable à l’exécution de PBA.
5.5.1 Apprentissage
Pour évaluer l’algorithme PBA, nous avons appris les proﬁls utilisateurs selon
la stratégie d’apprentissage basée sur la validation croisée selon les proportions
suivantes : 2/3 des requêtes sur chaque pair sont utilisées pour l’apprentissage et
la 1/3 restant pour l’évaluation. Cette stratégie consiste à faire varier l’ensemble
des requêtes d’apprentissage servant de base pour la construction de l’ensemble des
proﬁls utilisateurs en alternant avec l’ensemble des requêtes de test.
La phase d’apprentissage est basée sur les étapes décrites dans la couche de
gestion de proﬁls (voir Chapitre 3). Les proﬁls sont extraits à partir de ﬁchiers
journaux en utilisant l’Analyse de Formelle de Concepts, et plus précisément, en
utilisant l’algorithme de Godin [Godin 1995], implémenté dans la plate-forme Ga-
licia V-3. [Valtchev 2003]. Nous rappelons que la base des connaissances d’un pair
est créée à partir de son ﬁchier journal local sans coopération explicite avec d’autres
pairs dans le système. Elle dépend des requêtes passées et de leurs réponses rela-
tives. Ces connaissances locales contiennent des informations implicites des pairs
qui ont été sollicités pour répondre aux requêtes passées du pair initiateur.
Nous présentons dans ce qui suit l’ensemble des scénarii réalisés et les conclusions
associées.
5.5.2 Premier scénario de test : distribution aléatoire
Dans ce premier scénario, nous avons utilisé le jeu de données Dmoz avec les
paramètres associés (Voir Tableau 5.2) :
Dans tous les tests réalisés, le scénario d’apprentissage est appliqué de la façon
indiquée dans la partie 5.5.1. Le nombre de requêtes apprises correspond au para-
mètre "taille_KB" du tableau 5.2 alors que le nombre de requêtes de test correspond
à "taille-test".
Ce scénario correspond aux conditions suivantes :
– Jeux de données : Dmoz qui est une collection spécialisée constituée de 16
grandes catégories comportant plus de 42000 sous catégories.
– Distribution du nombre de documents sur les pairs : nous avons choisi la
distribution ZipF, ainsi, nous allons aboutir à des tailles hétérogènes sur des
groupes de pairs.
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Collection Dmoz : collection générale
à plusieurs catégories spécialisées [DMOZ 2011]
Nbre_documents 28128
Nbre_requêtes 3375/avec replication 5400
Nbre_pairs 810
taille_KB en requêtes 3600
Taille_test en requêtes 1800
Modèle de RI du référentiel
(calcul de similarité
dans la collection centralisée) Cos
Modèles de RI dans les collections locales Cos
Table 5.2 – Paramètres relatifs au jeu de données Dmoz
– Distribution de contenu : Nous avons appliqué la méthode aléatoire pour
répartir le contenu sur les pairs. Ainsi, aucune sémantique ne réunit les docu-
ments d’un même pair.
– Méthodes de RI : Dans cette première série d’expériences, nous avons utilisé
la même méthode de RI sur toutes les collections. C’est d’ailleurs, la même
méthode (i.e, la méthode cosinus), appliquée au niveau de la collection globale,
considérée comme référentiel pour le classement.
– Réplication de documents : Il convient de mentionner qu’aucune réplication
n’a été appliquée sur les documents. En revanche, les requêtes sont répliquées
selon la loi zipF.
Ce scénario (S1) correspond à un cas peu favorable pour PBA, car il ne considère
aucune hétérogénéité entre les collections des diﬀérents pairs (même modèle de
RI, même pertinence des pairs relativement à une requête). Les résultats attendus
correspondent donc à une borne inférieure des performances de PBA.
Les Figures 5.4, 5.5 et 5.6 montrent que PBA a une eﬃcacité quantitative qui est,
au pire des cas, au même niveau que les approches à base de rangs. Cependant,
l’approche LP dont le principe est expliqué dans la Section 4.5.3.3 du chapitre 4,
donne de bons résultats face à PBA. En eﬃcacité qualitative, nous constatons,
à la lecture de la Figure 5.7, que PBA a un comportement très proche de celui
des méthodes à base de rangs. Ceci est prévisible, puisque, si les collections, ne
sont pas suﬃsamment spécialisées, PBA va recevoir des réponses qui proviennent
potentiellement de tous les pairs et il va recommender sans préférence tous les
pairs qui ont bien répondu. Ainsi, il aura un comportement comparable à celui des
méthodes à base de rangs.
5.5.3 Deuxième scénario : Impact de la réplication sur PBA
Les mêmes conditions du premier scénario sont reproduites dans le présent scé-
nario (S2), mais avec une réplication de données selon la loi ZipF. Nous avons
appliqué un très faible taux de réplication sur les documents selon leur pertinence
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relativement aux requêtes. Cette pertinence est calculée en se basant sur la simila-
rité cosinus entre documents et requêtes.
Un aperçu sur les résultats de ce scénario est donné à travers la Figure 5.8. Il se
base sur la métrique MAP.
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Les résultats présentés dans la Figure 5.8 montrent que la réplication ne change
pas véritablement le comportement des algorithmes. Cependant, si on compare la
qualité globale des algorithmes par rapport aux résultats du modèle distribué aléa-
toire sans réplication (voir la Figure 5.5), nous remarquons qu’en absolu, une amé-
lioration des valeurs des diﬀérentes courbes est détectée.
Théoriquement, la réplication est une condition favorable aux méthodes d’agréga-
tion à base de rangs tels que BC, ce qui explique pratiquement l’amélioration au
niveau de leur eﬃcacité en termes de MAP. Notre algorithme a vu également une
amélioration légère de son eﬃcacité et excède LP bien que nous sommes toujours
situés dans un cadre défavorable.
5.5.4 Troisième scénario : distribution sémantique
Dans les scénarii précédents, nous avons utilisé des collections hétérogènes en
taille, la même méthode de RI et une distribution statistique des documents. Dans
le présent scénario (S3), nous comptons créer des collections en se basant sur une
distribution sémantique des documents. En eﬀet, étant basé sur la collection DMOZ
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[DMOZ 2011], nous avons remarqué que cette dernière fournit des documents réunis
en 16 catégories comportant plus de 42 000 sous catégories. Nous avons considéré
un sous ensemble de ces catégories pour construire des pairs spécialisés mais en
thèmes un peu généraux ( une catégorie art peut grouper plusieurs sous catégories
qui peuvent être diﬀérentes).
Plus de 10 documents sont aﬀectés à chaque pair en se basant sur cette distribution
sémantique. Par conséquent, notre benchmark respecte le critère d’hétérogénéité du
contenu entre pairs.
Aucune réplication n’est utilisée pour les documents. Les requêtes sont, au
contraire, aléatoirement distribuées et répliquées. Par réplication, nous arrivons à
un nombre total de 5400 requêtes.
Les algorithmes d’agrégation ont été comparés en se basant sur les métriques
de RI. Les Figures 5.9 et 5.10 présentent les résultats de la métrique P@k pour les
valeurs de k=1 et k=6.
Tester la précision pour une valeur de k = 1 (p@1) n’est pas la ﬁnalité en elle-même,
puisqu’elle ne ne fournit pas une évaluation absolue (par rapport à un jugement de
pertinence), mais une évaluation relative par rapport à notre classement de référence
qui est le classement de la collection centralisée. A ce niveau, il est essentiel de
montrer que notre approche donne la meilleure eﬃcacité, même pour le premier
rang et maintient ce niveau de compétitivité jusqu’à la sixième position ou rang
(k = 6), ce qui représente en moyenne la moitié des réponses à une requête dans
notre benchmark.
L’oscillation que nous voyons dans la courbe de précision pour k=1 (P@1) était
prévisible puisque cette métrique donne un résultat de pertinence binaire (soit per-
tinent en première position ou non pertinent).
Comme le présente la Figure, les courbes des autres méthodes sont presque
entièrement au dessous des courbes de l’algorithme PBA pour toutes les métriques
testées.
Dans la courbe de précision P@6 de la Figure 5.10, nous avons ajouté à la
comparaison, les deux algorithmes LP et cos brut (sur chaque pair donc calculé de
manière distribuée) ou Dcos. Les courbes d’eﬃcacité montrent la réussite de PBA
par rapport à LP qui, comme présenté dans la section 4.5.3.3, est une méthode
statistique basée sur le contenu des logs ﬁles.
La courbe de Cos a montré plus d’eﬃcacité par rapport à PBA. Ce résultat était
prévisible puisque toutes les collections utilisent le même modèle de RI basé sur
cosinus et c’est le modèle utilisé par le référentiel de comparaison.
Les résultats des métriques SimPos@k et DeltaNoise@k sont représentées sur
les ﬁgures 5.13 et 5.14. La métrique SimPos@k montre que le taux de résultats
qui ont gardé leur position par rapport au classement de référence (le classement
centralisé) donne de meilleures performances dans notre algorithme par rapport aux
autres.
Le gain introduit par notre méthode en lui-même n’est pas très important (max
rang 11 % centralisée) mais c’est un indicateur d’eﬃcacité qualitative par rapport
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aux autres méthodes.
La divergence de notre algorithme par rapport au classement de référence était
prévisible parce que, dans de nombreux cas, lorsque les scores calculés avec notre
méthode de score sont égaux, notre algorithme classe les résultats selon la stratégie
"premier arrivé, premier servi" par rapport à l’arrivée des pairs.
La métriqueDeltaNoise@k (voir Figure 5.14) qui vise à trouver le bruit de rangs
des résultats par rapport au classement de référence, montre pour les cinq premiers
résultats que l’algorithme PBA donne le minimum de bruit comparé à l’état de l’art.
Les résultats de nos expérimentations assurent que l’approche, que nous avons
proposée, donne une bonne performance pour l’ensemble du système. Toutefois,
aucune idée n’est donnée sur les comportements individuels des pairs. Pour cette
raison, nous avons ajouté une nouvelle expérimentation pour la métrique p@k aﬁn
de déceler les comportements des pairs locaux. La Figure 5.15 compare sur la base
de la métrique citée, notre approche à l’approche RR (qui donne les meilleurs ré-
sultats pour l’état de l’art).
Ainsi, nous avons pu montrer que les résultats que donne notre approche sont mieux
que ceux de RR, malgré la contrainte de n’avoir qu’une vision très partielle du sys-
tème. En fait, le pourcentage de pairs où RR donne les meilleurs résultats ne dépasse
pas le 1%. Ce pourcentage peut être facilement expliqué par l’état des bases des
connaissances des diﬀérents pairs, dans lesquelles, les pairs n’ont pas le même po-
tentiel d’apprentissage.
Les résultats de nos expérimentations par rapport aux approches classiques à
base de rangs peuvent être expliqués par la capacité de l’algorithme PBA à attribuer
un coeﬃcient de pondération privilégiant des pairs par rapport à d’autres. Ce facteur
est important vu qu’il donne une préférence aux pairs pertinents plutôt que de les
traiter d’une manière uniforme. Dans la littérature, les auteurs dans [Renda 2003]
assurent que l’introduction des poids des collections peut améliorer nettement les
résultats de ces méthodes d’agrégation ce que conﬁrme nos résultats. Ils proposent
de calculer ce poids en se basant soit sur un échantillon centralisé des statistiques
soit sur un système d’évaluation de collections basé sur les jugements de pertinence.
Ces stratégies ne correspondent pas à nos critères de conception initialement ﬁxés
(voir Chapitre 2), à savoir la décentralisation, l’autonomie, l’hétérogénéité et le pas-
sage à l’échelle, d’autant plus qu’il est diﬃcile d’avoir des jugement de pertinence.
En fait, PBA peut être vu comme un algorithme de classement autonome qui va
au-delà d’une stratégie de pondération de pairs. Il fournit un moyen eﬃcace d’éva-
luer l’importance d’un document par rapport à une requête sachant l’historique des
requêtes similaires passées. Cette information est très importante car elle reﬂète les
intentions de l’utilisateur quand il interagit avec des réponses retournées.
Ce que nous remarquons aussi à la lecture des résultats des diﬀérentes courbes,
est que la sémantique introduite dans le contenu des collections n’a pas seulement
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contribué à l’amélioration des valeurs d’eﬃcacité de PBA par rapport aux scénarii
précédents, mais a introduit une dégradation au niveau des approches classiques
qui, comme prévu, ne s’adaptent pas bien à des contextes d’hétérogénéité.
5.5.5 Quatrième scénario de test : utilisation d’une collection de
contenu général
Le but de cette expérimentation est de conﬁrmer que notre algorithme peut
donner des résultats acceptables par rapport aux méthodes d’agrégation classiques,
même en étant dans un cadre défavorable. C’est la raison pour laquelle, nous présen-
tons ces expérimentations pour le jeu de données BigDataSet, qui est très général en
contenu et oﬀre des conditions d’homogénéité des collections, côté taille, et modèle
de recherche, et avec une distribution statistique des documents sur les diﬀérents
pairs. Cela permet aussi de tester un autre jeu de données et montrer la repro-
ductibilité de nos résultats sur des jeux de données diﬀérents. Les résultats de ces
expérimentations sont illustrés sur les Figures 5.16 pour la mesure de précision et
5.17 pour la mesure qualitative relative au pourcentage de positions similaires par
rapport au référentiel. Les résultats de ces expérimentations conﬁrment le compor-
tement de PBA dans des conditions défavorables et ne montrent pas un gain des
autres méthodes par rapport à la nôtre.
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5.5.6 Cinquième scénario de test : impact des modèles de RI sur
les résultats
Après avoir testé les approches d’agrégation dans le cadre d’une collection cen-
tralisée générale, il est important de tester l’impact de l’utilisation d’une collection
spécialisée (l’ensemble de thèmes musicaux). Les paramètres du jeu de données sont
présentés dans la Table 5.3. Cette expérimentation (S5), est caractérisée par l’hété-
Collection MusicDataSet
Nbre_documents 17916
Nbre_requêtes 2329/avec réplication 4020
Nbre_pairs 810
taille_KB en requêtes 2678
Taille_test en requêtes 1340
Modèle RI référentiel Cos
Modèles RI locaux hétérogènes : cos/dice/jaccard/overlap
choisis aléatoirement par pair
Table 5.3 – Paramètres relatifs au jeu de données MusicDataSet
rogénéité des collections sur les pairs, d’un point de vue taille, contenus et modèles
de RI. Ceci nous semble indispensable à la validation de notre approche vu que cela
reﬂète la situation typique et la plus générale dans le cadre de la RIP2P. En eﬀet, le
déﬁ dans les systèmes de RIP2P, est de pouvoir supporter l’hétérogénéité des pairs
avec la plus grande eﬃcacité tout en gardant une bonne performance.
5.5.6.1 Cas d’une distribution aléatoire
Dans ce scénario (S5.1), nous testons l’apport de la spécialisation de la collection,
même dans un modèle de distribution défavorable à la logique de notre algorithme.
Les résultats obtenus sont illustrés sur les Figures 5.18 et 5.19
Une première conclusion tirée des résultats présentés dans les diﬀérentes ﬁgures,
est que PBA l’emporte sur les approches à base de rangs et l’approche statistique
à base de proﬁls. Le gain introduit par l’utilisation de cette collection peut être
expliqué par l’utilisation d’une collection de thème spécialisé et conﬁrme que PBA
peut donner de bons résultats dans un cas d’hétérogénéité entre les collections lo-
cales. Le comportement de BC et RR assure, par contre, qu’ils donnent les meilleurs
résultats, lorsqu’il s’agit de collections homogènes, ce qui n’est pas le cas de cette
collection. Même avec une distribution statistique, l’eﬃcacité de PBA excède celle
des autres méthodes.
5.5.6.2 Distribution sémantique par spécialisation des pairs (S2.5)
A travers ce scénario, on se met réellement dans des conditions favorables à
notre approche : une collection spécialisée avec une distribution par spécialisation
des pairs aux réponses aux requêtes et un cadre défavorable aux autres approches
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avec une grande hétérogénéité côté taille et modèles de RI. Toutes ces conditions
expliquent les résultats observés au niveau des courbes des Figures 5.20 et 5.19. En
eﬀet, l’écart entre PBA, d’aune part, et BC et RR, d’autre part, tend à augmenter.
LP se comporte également de manière favorable mais avec une eﬃcacité toujours
inférieure à celle de PBA.
5.6 Synthèse
Il est important de mentionner que PBA surpasse les approches classiques étu-
diées (à base de rangs) sur le plan de la synchronisation qui correspond, comme
présenté dans le chapitre 4, au maximum de temps d’attente nécessaire pour com-
mencer l’agrégation. Ceci comprend le temps de la récupération des réponses des
diﬀérents pairs. En eﬀet, dans l’approche PBA, l’agrégation commence immédiate-
ment quand un pair contributeur fournit une réponse.
Dans d’autres méthodes, notamment BC et RR, la synchronisation correspond au
temps de la réception, au moins, de la première réponse de tous les pairs, ce qui cor-
respond à un temps important. De plus, l’étude analytique montre que PBA s’avère
moins cher que les approches à base de score, en volumes de messages échangés. En
eﬀet, pas besoin d’échanger des statistiques sur le réseau. Un message correspond
uniquement à l’identiﬁant du document fourni, comme réponse à une requête.
Analytiquement, le seul inconvénient de PBA est le temps passé au calcul de ses
scores basés sur les proﬁls, qui nécessite une recherche dans la base de proﬁls (voir
5.2). Cependant, l’eﬀort de la construction des bases des connaissances est un eﬀort
hors ligne.
Du point de vue empirique, les diﬀérents scénarii réalisés ont prouvé que notre
approche améliore l’état de l’art. En eﬀet, PBA peut être déployé dans toutes les
circonstances sans engendrer des pertes signiﬁcatives d’eﬃcacité par rapport aux
approches testées. Reste à signaler, que dans un cadre défavorable, l’adoption d’ap-
proches classiques peut être moins chère, vu le coût de recherche des proﬁls dans
notre modèle.
Cependant, il important de rappeler que ce coût est local (au pair) et qu’il reste
inférieur au coût engendré par l’échange de statistiques globales ou même locales.
La série d’expérimentations réalisées nous a permis de déduire que dans les situa-
tions d’hétérogénéité, PBA n’éprouve aucune sensibilité contrairement aux modèles
à base de rangs et même les méthodes à base de score.
Nous avons vu également un bon comportement de LP dans le cadre d’une distri-
bution sémantique, ce qui prouve que les modèles à base de sémantique peuvent
appréhender l’eﬃcacité des méthodes à base de score. Cependant, la méthode LP
n’a pas un rendement ﬁxe vis à vis des situations testées. En eﬀet, ce comportement
est des fois antagoniste comme le montre par exemple les ﬁgures 5.19 et 5.18 d’une
part et 5.21 et 5.20 d’autre part. Ce genre de comportements montrés par cette
méthode simple justiﬁe le recours à un vrai eﬀort de construction de proﬁls dans
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l’approche PBA. En plus, il convient de rappeler les gains en performance intro-
duits par PBA en évitant tout échange explicite de données avec les autres pairs et
l’exploitation de connaissance purement locale pour gagner de l’expertise.
5.7 Conclusion
Dans ce chapitre, nous avons commencé par proposer une analyse de perfor-
mance analytique de notre algorithme d’agrégation PBA. Un cadre favorable à
l’expérimentation des modèles de RIP2P en se basant sur la simulation a été pro-
posé. Un processus complet de simulation a été déﬁni. Il concerne les étapes de
préparation de données, la conﬁguration du simulateur, la simulation proprement
dite et l’exploitation des résultats de la simulation. Le simulateur PeerSim-RARE+
a été utilisé pour réaliser un ensemble de scénarii indispensables à la validation
de l’approche d’agrégation proposée. Ces scénarii concernent respectivement les
modèles de distribution, de réplication, le type de collection, l’hétérogénéité des
modèles de RI. Les diﬀérentes expérimentations ont montré l’amélioration apportée
par PBA à l’état de l’art ; notamment lorsqu’il est utilisé dans un contexte hétéro-
gène. Cependant, les scénarii réalisés supposent que l’état du système est stable et
que les recommendations restent toujours valables, ce qui n’est vrai. Aﬁn d’assurer
d’intégrité des connaissances utilisées dans PBA, une stratégie de maintenance doit
être mise en place pour faire évoluer les bases de connaissances vers l’état courant
du système. Ceci fera l’objet du chapitre suivant.
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Chapitre 6
Evolution de la base des
connaissances
6.1 Introduction
Le but derrière l’utilisation d’une base des connaissances construite par ap-
prentissage, sur le passé, est certainement l’amélioration du service dédié par une
application donnée, vis à vis de l’utilisateur. Cependant, si le système évolue, cette
connaissance devient obsolète et cela va réduire la qualité du système. C’est la rai-
son pour laquelle une stratégie d’évolution de la base des connaissances (KB) doit
accompagner toute intégration de connaissance, construite par apprentissage, dans
les systèmes. Pour prendre en compte l’évolution, plusieurs questions doivent être
traitées :
– Comment estimer l’écart entre l’état courant du système et celui de la base
des connaissances ?
– Comment mettre en place des mécanismes d’évolution réactifs mais assurant
la convergence de l’état de la base des connaissances ?
– Qui décide de l’évolution de la base des connaissances : une autorité centrale
ou un mécanisme distribué ?
La réussite de notre modèle d’agrégation à base de proﬁls dépend de sa capacité
à proﬁter le mieux possible de ce que le système a acquis au cours de la résolution
des requêtes passées. Théoriquement, cela suppose que notre base des connaissances
soit toujours cohérente par rapport à l’état courant du système. Pourtant, le sys-
tème évolue et les besoins des utilisateurs également. Cela remet en cause notre
algorithme basé sur les proﬁls qui risque de prendre de mauvaises décisions relati-
vement à l’état courant du système et des besoins utilisateurs. Ainsi, un problème
important dans ce contexte est de garder à jour les bases de proﬁls aﬁn d’améliorer
l’eﬃcacité de la recherche et ce, sans avoir besoin de payer des coûts de maintenance
élevés.
6.2 Motivations
La plupart des approches proposées pour mettre à jour une base des connais-
sances sont périodiques. Le problème avec une mise à jour périodique est double :
(i) la base peut être mise à jour alors que le système n’a pas encore évolué, ou (ii)
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la base peut ne pas être mise à jour alors que le système a, lui, évolué. De plus,
la majorité des approches utilisent un serveur centralisé pour gérer les actions de
mise à jour. Intuitivement, il est évident que cela ne peut pas être eﬃcace, dans les
systèmes à grande échelle, en raison de la diﬃculté à synchroniser un grand nombre
de pairs.
Il s’avère ainsi insistant de contrôler la fraîcheur de la base des connaisances en
procédant à son évolution seulement lorsque nécessaire. Dans un système de RIP2P,
les évolutions peuvent concerner :
– la suppression de ressources du système vu la déconnexion d’un ou de plusieurs
pairs du système (ou la suppression de documents sur un pair existant),
– l’ajout de nouveaux contenus par l’hébergement de nouveaux documents sur
les pairs existants ou la connexion de nouveaux pairs au système P2P.
– ou ﬁnalement le changement de comportement de l’utilisateur ou l’évolution
de ses centres d’intérêts.
Une façon naturelle de rafraîchir la KB est de mettre en place des indicateurs
qui vont nous informer chaque fois que des nouveaux besoins par rapport à la KB
émergent. Il s’agit alors de mettre en œuvre des procédures de synchronisation de
la base par rapport à ces nouveaux besoins détectés.
Pour ces raisons, nous cherchons à déﬁnir un mécanisme d’évolution contrôlé basé
sur la détection de l’évolution du système ou des utilisateurs. Les indicateurs d’évo-
lution seront évalués sur chaque pair, en observant les requêtes des utilisateurs,
d’une part, et les réponses du système, d’autre part. Ces indicateurs sont capables
de décider quand une base locale doit être mise à jour.
6.3 Stratégie d’évolution contrôlée
Dans cette partie, nous mettons en exergue, à partir de scénarii réalistes, les
principales causes d’incohérence d’une base des connaissances, (KB), stockée au ni-
veau d’un pair donné par rapport à l’état d’un système de RIP2P. Nous dégageons,
par ailleurs, les principaux indicateurs d’évolution (construits par la détection de
défaut d’apprentissage) qui sont évalués comme un ensemble d’applications tour-
nant en arrière plan pour contrôler la fraîcheur de la base et déclencher des actions
de mise à jour au besoin.
Nous présentons, dans ce qui suit, un exemple de situations (cas) où il y aura une
divergence entre l’état du système (ou les besoins de l’utilisateur) et les connais-
sances apprises (présentes dans la KB). Nous présentons, de même, l’impact de ces
situations sur le processus d’agrégation.
Cas1 : Un utilisateur qui exprime des besoins relatifs aux thèmes ’RID’, ’P2P’,
peut s’intéresser également à un thème plus général tel que le ’processus de RI’,
ou plus spéciﬁque tel que les problèmes de ’distribution’, les ’systèmes P2P’, les
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’architectures’, etc.
La base construite à partir des interactions de l’utilisateur avec les réponses fournies
par le système, renferme donc des thèmes proches et complémentaires. Les docu-
ments ﬁgurant dans la base sont les plus intéressants de point de vue utilisateur
par rapport à ses requêtes.
Le système démarre alors, à froid, avec les connaissances qu’il a acquises au bout
d’une certaine période. Si un jour, l’utilisateur repose des questions sur un thème
déjà vu, le processus d’agrégation va ordonner les résultats retournés sur cette base
en favorisant, d’une part, les pairs qui ont contribué à la réponse au besoin exprimé,
et d’autre part, les documents qui l’ont intéressés, et ce en tenant compte de l’im-
portance du document par rapport aux SRIs locaux.
Cas2 : Une fois que l’utilisateur soumet une requête "achat voiture" par exemple,
on remarque que les thèmes recherchés ont brutalement changé par rapport à ce
qui a été déjà appris dans la base. Là, sur le plan du processus d’agrégation, aucune
connaissance préalable n’existe pour orienter les décisions du classement. Ce dernier
est eﬀectué alors aléatoirement.
Cas3 : Si cette requête (ou une variante) n’est pas re-soumise par l’utilisateur, il n’y
a pas besoin de mettre à jour la base. Par contre, s’il y a plusieurs re-soumissions,
il va falloir faire évoluer la KB.
Le scénario de changement de besoin exprimé par l’utilisateur (la requête), et cité
dans ces diﬀérentes situations, n’est pas le seul indicateur d’incohérence de la base.
Cas4 : Soit une requête q de termes {t1,t2,t3} ﬁgurant dans la base des connais-
sances, telle que, sa réponse est construite à partir des ressources suivantes {N1{D1,D2},
N2{D2,D4}}. Si l’utilisateur re-soumet ultérieurement la même requête et que le
système, lui, restitue les ressources suivantes : {{N1{D1,D5},N10{D2,D4,D6}}, nous
remarquons que, d’une part le système a restitué une partie des résultats du pair
N1 sauf D2, et d’autre part, il fournit, en plus, le document D5. De même, le pair
N2 ne ﬁgure plus parmi les réponses, comme il ﬁgure dans l’historique de la requête.
Finalement, le pair N10 vient s’ajouter à la liste des contributeurs aux réponses à
la requête q.
L’absence du document D2 de N1 peut être interprétée par la suppression de ce
document du pair N1 alors que la présence de D5 conﬁrme l’ajout de ce document
au pair par rapport à l’ancienne recherche. Quant à la présence et l’absence des
pairs N10 et N2, nous interprétons ça par une simple connexion ou déconnexion
des pairs au systèmes (nous ne discutons pas les cas où un noeud est atteint par
routage (Time To Live ou TTL) ou un changement de chemin).
Ces deux exemples illustrent les cas que nous voulons détecter grâce à nos indica-
teurs.
6.4 Architecture proposée
La Figure 6.1 présente l’architecture du modèle d’évolution contrôlée de la base
des connaissances d’un pair donné. Cette architecture est décrite à travers un dia-
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gramme d’activité présentant les principales étapes réalisées aﬁn de rafraîchir une
base des connaissances.
Deux types de détecteurs (un pour les requêtes, un pour les ressources), fonctionnant
en arrière plan, essayent de comparer trois types de besoins (thèmes, documents et
pairs) par rapport aux informations stockées dans la base des connaissances.
Il s’avère évident, d’après la Figure 6.1, que le processus est exécuté dès que l’uti-
lisateur reçoit les résultats de sa requête à partir de plusieurs pairs contributeurs.
Les diﬀérents détecteurs utilisent un indicateur de présence ou d’absence de change-
ment(i.e, Flag). Si la ressource est déjà apprise par le système, l’indicateur est mis
à 0, tel que présenté, plus tard dans les algorithmes 6.5.1 et 6.5.2, respectivement,
pour les requêtes et les ressources. Ceci correspond dans l’architecture proposée à
déterminer la "valeur de détecteur".
Figure 6.1 – Architecture du module de mise à jour des bases des connaissances
Rappelons qu’une mise à jour de KB peut s’appuyer sur une autorité centralisée
[Theodoratos 1999] qui est en mesure de décider quelles sont les données à rafraî-
chir et quand. Cependant, le recours à une autorité centralisée dans le contexte de
systèmes décentralisés à grande échelle est inadéquate. C’est la raison pour laquelle,
nous avons opté pour une approche de mise à jour décentralisée. Par conséquent,
chaque pair décide localement de mettre à jour sa base des connaissances, à partir
des indicateurs.
Cela conduit le système à être plus cohérent à chaque instant. En eﬀet, des chan-
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gements peuvent avoir été observés par certains pairs et pas par d’autres et donc
les bases peuvent ne plus être cohérentes les unes envers les autres. Cela n’est pas
vraiment un problème parce que toutes les décisions liées à l’agrégation des résultats
retournés sont prises simplement par un pair initiateur donné, (et donc à l’aide de
sa base, seule). De plus, à terme, les changements vont être observés par tous les
pairs concernés. Ainsi, la contribution principale de cette approche de mise à jour
est son aspect incrémental de la mise à jour du système, chaque base se mettant à
jour indépendamment des autres.
L’autre question à régler, est de savoir, quand faire la mise à jour de la base en
fonction des changements observés ? S’agit-il d’un processus instantané (mise à jour
dès qu’un changement est observé) ou diﬀéré en attente d’un nombre "suﬃsant" de
changements ?
Il est ici naturel de diﬀérer la mise à jour, car il faut pouvoir s’assurer de la pérennité
du changement observé. Dans le cas de la détection d’un nouveau besoin utilisa-
teur, il faut s’assurer qu’il s’agit d’un réel changement des intérêts de l’utilisateur.
Pour cela, il faut réaliser un cumul de changements de même type pour décider du
déclenchement de la mise à jour. De même, l’arrivée ou la disparition d’un pair ne
doit pas mené au déclenchement automatique de la mise à jour.
6.5 Processus de mise à jour
Nous avons présenté dans la sous section précédente les principales causes d’in-
cohérence de la base dans le système de RIP2P. Ces dernières sont soit basées sur
l’émergence de nouveaux besoins exprimés par l’utilisateur ou sur des modiﬁca-
tions liées aux ressources du système. En se basant sur ces causes, notre processus
de mise à jour contrôle l’état de la base en reposant sur deux types d’indicateurs
[Mghirbi 2012] : un indicateur d’émergence de nouveaux besoins et un indicateur de
changements de ressources. Les diﬀérentes notations utilisées dans les algorithmes
proposés sont préalablement présentées dans le tableau 6.1.
6.5.1 Indicateur d’émergence de nouveaux besoins
Cet indicateur se base sur la détection de nouvelles requêtes par rapport à celles
présentes dans la KB. Pour ce faire, il analyse chaque soumission d’une nouvelle
requête pour comparer ses termes aux termes appris dans les proﬁls de la KB
locale. Un score de satisfaction est calculé pour juger de la cohérence de la base par
rapport au besoin exprimé. Si ce score est inférieur à un seuil ℑ, la requête est jugée
comme étant un nouveau besoin (on peut également considérer que c’est un défaut
d’apprentissage) à prendre en compte pour une éventuelle mise jour. Cette action
est répétée pour chaque nouvelle requête. Si en cours de traitement, le nombre de
requêtes considérées comme nouvelles par rapport au nombre des requêtes soumises
excède un deuxième seuil U, la mise à jour doit être déclenchée.
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Symboles Notations
q Une requête utilisateur
N Pair Initiateur
Q L’ensemble de requêtes soumises à partir d’un pair initiateur
KB base des connaissances
Tq l’ensemble des termes d’une requête q
ℑ a similarity threshold between queries and proﬁles termes
qui vériﬁe la cohérence entre l’état du système et celui de la KB
PRq The set of proﬁles in KB similaires à une requête q
R ressource ( pair ou document)
Flag un détecteur de nouveau besoin ou ressource
QU Utilité des nouvelles requêtes
PU Utilité des nouveaux pairs
DU Utilité des nouveaux documents
U Seuil d’Utilité nécessaire
pour déclencher une M.A.J
MaxUtility max(QU,PU,DU)
max le score de similarité maximal entre une
requête q et les proﬁls de la requête PRq
score score de cohérence
Nbq, Nbd respectivement, le nombre de
requêtes dans Q et, le nombre de documents
Table 6.1 – Table des notations - Evolution de la base des connaissances
[H] NN KBKB InputDonnéesOutputRésultat KB : base des connaissances
ℑ : Seuil de cohérence du système avec la KB
q : requête utilisateur
N : Pair initiateur Flag : Valeur d’indicateur précisant le nouveau besoin Flag = 0
Score(q) = GetNeedProfileSimilarity(q,KB)
Score(q) < ℑFlag = 1 return Flag
GetQueryFlag
L’Algorithme 6.5.1 résume les principales étapes nécessaires pour détecter si une
requête q est un nouveau besoin par rapport à l’état de la KB. Par conséquent, un
score de cohérence entre le système et l’état de la KB est calculé sur la base de
l’algorithme 6.5.1. Si le score est inférieur à un seuil de similarité ℑ, le détecteur de
défaut d’apprentissage (Flag) relatif à la requête q prend la valeur 1, la requête est
alors considérée comme un nouveau besoin.
[H] KBKB qq PRPR GetQuerySimilarProﬁlesGetQuerySimilarProﬁles Input-
DonnéesOutputRésultat KB : base des connaissances
q : requête utilisateur
Tq : Les termes d’une requête q ScoreScore Score : score de cohérence max=0
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PRq = σSim(q,pri)(KB) /pri ∈ KB
prj ∈ PRq = |Tq∩π(T )(prj)||Tq∪π(T )(prj)|
>= maxmax = return Score GetNeedProﬁleSimilarity
6.5.2 Indicateurs de changement de ressources
Deux indicateurs sont utilisés ici aﬁn de détecter un changement au niveau des
ressources (les pairs et les documents). Si le système retourne en réponse à une
requête présente dans la KB de nouveaux documents par rapport à ce qui a été
appris, ou des nouveaux pairs ou encore restitue des documents en moins, alors la
requête est sauvegardée dans la liste d’utilité. Un facteur d’utilité des nouveaux
documents et pairs est calculé aﬁn de voir le degré de sollicitation de la ressource
vis à vis de la requête. L’utilité d’un document est calculée sur la base du degré de
sa sollicitation dans la réponse aux requêtes, alors que celle d’un pair est calculée
en fonction du nombre de nouveaux documents qu’il fournit en moyenne pour ré-
pondre à la requête.
L’objectif principal de cette détection est de vériﬁer si de nouvelles ressources
(R) (pairs ou des documents) ont rejoint le système. Cette détection est basée sur
une comparaison progressive entre les réponses fournies actuellement aux requêtes
et les réponses apprises à partir de la base pour les requêtes similaires. La notion
de similarité entre les termes des nouvelles requêtes et des termes dans les proﬁls
PR à partir KB est basée sur la similarité sémantique de Salton, explicitée dans
l’algorithme 6.5.1.
L’Algorithme 6.5.2 aﬀecte la valeur 1 à chaque détecteur de ressource (Flag) qui
n’existe pas dans les proﬁls de la requête q, PRq et décide que R est un nouveau
besoin par rapport à l’état de la KB.
[H] KBKBQQ ExistExist InputDonnéesOutputRésultat PRq :Proﬁls similaires
à une requête q
q : requête utilisateur
R : une ressource (Pair contributeur ou document)
Flag : Indicateur d’arrivée de nouveaux pairs ; Flag = 0
!(R , PRq) Flag = 1
return Flag
GetResourceFlag
6.5.3 Estimation de l’utilité de mise à jour
Une requête est considérée comme défaut d’apprentissage, si elle correspond à un
nouveau besoin, ou, si sa réponse a permis de détecter un changement (apparition ou
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disparition) de ressources. La détection est donc eﬀectuée au moyens de deux types
de détecteurs : un détecteur de besoins exprimés par l’utilisateur (ou requêtes),
exprimé au niveau de l’algorithme 6.5.1 et des détecteurs de ressources (documents
et pairs) décrits par l’algorithme 6.5.2. Cependant, pour déclencher une mise à jour,
il ne suﬃt pas de détecter un besoin, mais il faut essayer d’estimer l’importance ou
’utilité’ de ce besoin. En fait, la décision du déclenchement est liée au contenu de
l’utilité de chaque type de besoin.
Selon le type de détecteur utilisé, nous déﬁnissons trois compteurs d’utilité :
– QU : ou utilité des requêtes. Cette valeur s’incrémente à chaque fois qu’une
requête est détectée comme nouvelle (si son Flag =1) par rapport à l’état de
la KB. Le calcul de QU est donné par la ligne 9 de l’Algorithme 6.5.3.
– PU : désigne l’utilité des pairs. Cette variable change de valeur à chaque dé-
tection d’un pair qui propose de nouvelles ressources (documents au système).
L’utilité de ce pair est estimée par le nombre des nouvelles ressources qu’il
introduit (voir la Ligne 14 de l’Algorithme 6.5.3).
– DU : désigne l’utilité de nouveaux documents (voir Ligne 15 de l’Algorithme
6.5.3).
[h] GetQueryFlagGetQueryFlagGetPeerFlagGetPeerFlagGetDocFlagGetDocFlag En-
treesDonnéesOutputRésultat KB : Base de connaissance ;
q : requête utilisateur ;
Q : ensemble de requêtes d’un pair initiateur NeedUtility : liste contenant les re-
quêtes considérées comme nouveaux besoins Nbq=0
Nbd=0
QU=0
PU=0
DU=0
q in Q Nbq++
QU = QU + ()
p in q.P d in P.D Nbd++
=1PU = PU + () DU = DU + ()
() !=0 || () !=0 || () !=0 NeedUtility.add(q,QU,PU,DU,Nbq,Nbd) Return NeedU-
tility GetNeedUtility
Il faut noter que ces trois indicateurs ne sont pas forcément aussi importants
les uns que les autres. DU a une utilité notamment moins forte que PU (un pair
apporte généralement plusieurs documents et pas un seul). Il serait donc bon de
pondérer l’importance relative de ces indicateurs. La détection des évolutions n’est
également pas toujours ﬁable, notamment l’apparition/disparition de pairs qui peut
être due à un problème de connectivité réseaux. Il faudrait notamment éviter des
situations où un pair est trop dynamique (qui apparaît puis disparaît) et génère
beaucoup de défauts forçant au rafraîchissement de la base des connaissances alors
que dans ce cas, il faut l’ignorer.
Une trace complète des requêtes présentant, pour l’une des utilités citées, une valeur
diﬀérente de 0 est gardée avec ces diﬀérents indicateurs, dans une liste appelée
NeedUtility (voir l’Algorithme 6.5.3).
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6.5.4 Mise à jour de la base des connaissances
Le calcul de la valeur d’utilité pour chaque type de besoin, tel que présenté dans
l’algorithme 6.5.3, est la condition nécessaire pour eﬀectuer la mise à jour. En eﬀet,
lorsque la valeur d’utilité atteint un seuil U (voir l’algorithme 6.5.4), la mise à jour
peut être réalisée. Nous considérons ici une valeur d’utilité (de la requête ou des
ressources) en fonction du type d’indicateur utilisé. Lorsque tous les détecteurs sont
utilisés, l’utilité maximale des trois est comparée au seuil d’utilité.
Pour actualiser la KB, deux approaches peuvent être utilisées : la mise à jour
complète qui consiste à régénérer la totalité de la base ou la mise à jour incrémen-
tale qui consiste à apprendre seulement les requêtes qui ont déclenché le défaut
d’apprentissage et de considérer après une connaissance sur un ensemble de bases.
Dans notre cas, nous avons choisi de réaliser une mise à jour complète de notre base
par recours à la régénération de l’information recueillie à partir de la liste de besoins
dégagée dans l’Algorithme 6.5.1 et de la base des connaissances, tel que présenté
dans l’Algorithme 6.5.4. Il est important de noter ici, que même un rafraîchissement
complet se fait d’une manière, purement locale, par rapport à un pair donné.
[H] ListOQListOQListNQListNQ KBKBTailleTaille NeedsListNeedsList Get-
MaxUtilityGetMaxUtilityNeedNeed MaxUtilityMaxUtility NbqNbq GetNeedUti-
lityGetNeedUtility GetQueriesGetQueries GenerateBaseGenerateBase getLearned-
QueriesgetLearnedQueries InputDonnéesOutputRésultatKB :base des connaissances
U :seuil d’utilité nécessaire pour déclencher la M.A.J KB : KB mise à jour = (())
> U(KB)
Complete Refresh
Ainsi, l’Algorithme 6.5.4 présente les diﬀérentes étapes pour le rafraîchissement
complet de la base des connaissances et détermine les conditions du déclenche-
ment. La condition du déclenchement de la mise à jour dépend de la méthode
GetMaxUtility() qui récupère les dernières valeurs d’utilités (QU, DU et PU) (qui
sont les plus grandes) et les divisent respectivement par (le nombre de requêtes
traitées, nbq, et le nombre de documents passés comme réponses à une requête,
nbd), puis récupère la valeur maximale des trois ratios dans MaxUtility. Si le ratio
dépasse la valeur du seuil d’utilité considéré comme nécessaire pour déclencher la
mise à jour, la base sera régénérée en tenant compte des requêtes contenues dans
la liste NeedUtility.
6.6 Etude expérimentale
Nous proposons, dans cette partie, une évaluation présentant l’impact de la mise
à jour des connaissances sur notre algorithme d’agrégation selon la stratégie de mise
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Apprentissage et test #requêtes
B0 base intitiale 2700
T0 test initial sur l’ensemble de pairs du système (450) 1100
B1 # Nouvelles requêtes détectées à partir de T0 275
T0z Zoom test sur T0 (10 pairs) ——–
T1 nouvelles requêtes pour test 4300
B2 base mise à jour 2700+275
tests ultérieurs T0/B2 , T0z/B2, T1/B2 ——–
Table 6.2 – Scénarii de test
à jour proposée dans ce chapitre.
Pour commencer, nous pouvons noter que, même sans évolution, les bases ne sont
pas toutes d’égale qualité dans le système. Une vision globale de la capacité d’ap-
prentissage sur chaque pair est donnée dans la Figure 6.2. Un point (x, y) sur le
graphique signiﬁe qu’un pair x a appris y termes à partir des réponses des requêtes
passées. Ce type d’information permet de donner une idée sur la qualité de la KB
sur chaque pair et par conséquent une idée sur l’eﬃcacité de l’algorithme de PBA
sur ces pairs. En eﬀet, plus on apprend, plus l’algorithme est en mesure de recom-
mander dans les premières positions des documents pertinents pour les requêtes
similaires aux requêtes apprises.
Nous notons que le nombre de termes appris par pair varie entre 2 et 458 termes.
Cette diﬀérence de capacité d’apprentissage entre les diﬀérents pairs a un impact
sur la qualité du notre approche d’agrégation quand il s’agit d’agréger les résultats
des requêtes pour les pairs ayant une KB relativement pauvre.
Pour nos simulations associées aux diﬀérentes évolutions de la base, nous avons
utilisé un sous-ensemble de données centralisé de l’annuaire DMOZ [DMOZ 2011].
Pendant les simulations, chaque URL est considéré comme un pair.
Les requêtes suivent une distribution aléatoire [Adamic 2002] et répliquées trois
fois. Les documents sont distribués en se basant sur une méthode de classiﬁcation
qui jaillit naturellement de la collection et ce en se basant sur les URLs des sites
[Lu 2003]. Aucune réplication n’est considérée pour les documents. L’évaluation de
l’approche proposée pour l’évolution de la base des connaissances est basée sur l’uti-
lisation de la l’algorithme d’agrégation PBA avec et sans la mise à jour de la base
des connaissance. Aﬁn d’évaluer notre approche de mise à jour de l’algorithme PBA,
nous avons d’abord mis l’accent sur l’étape de l’apprentissage. Nous avons réservé
1/3 des requêtes sur chaque pair pour l’apprentissage. Par ailleurs, nous considé-
rons l’apprentissage seulement au niveau de 450 pairs et non pour l’ensemble des
810 pairs. Cela permet au simulateur de ramener des réponses qu’il n’a pas déjà
apprises pour se situer dans le pire des cas.
Deux conditions sont considérées pour la mise à jour :
– Le seuil ℑ=50% est la condition pour décider qu’une requête est un nouveau
besoin.
– L’utilité de la mise à jour est avérée si l’ensemble de nouveaux besoins détectés
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Figure 6.2 – Vision Globale sur les bases des pairs d’un système
au niveau d’un nœud excède 30 % de l’ensemble des requêtes lancées sur ce
pair ou si la requête même est réclamée de nouveau par l’utilisateur pour plus
que > 30% du nombre total des requêtes lancées à partir d’un pair initiateur
L’utilité des besoins est ainsi la condition pour recommander la mise à jour.
Résultats expérimentaux
Nous commençons par le test T0 décrit dans le tableau 6.2 où nous lançons un
nombre de 1100 requêtes à partir de 450 pairs. Le but de cette expérimentation
est d’évaluer la capacité de notre approche à détecter correctement les défauts
d’apprentissage des requêtes.
L’algorithme 6.5.1, pour la détection de défaut d’apprentissage, est lancé à base
des paramètres de T0 et T0z et fournit les résultats représentés dans les ﬁgures 6.3,
6.4 et 6.5. La ﬁgure 6.3 donne un aperçu sur le taux de la non-satisfaction moyenne
des requêtes agrégées au niveau du système entier, et montre que le nombre de re-
quêtes présentant un défaut d’apprentissage (qui présentent un taux de satisfaction
inférieur au seuil) est croissant au cours du temps.
Aﬁn de comprendre la raison de ce défaut d’apprentissage, on a fait des tests
réduits sur certains pairs. Plus précisément, nous nous sommes concentrés sur dix
pairs du système (voir Figure 6.4). Nous remarquons d’après les résultats présentés
dans la Figure 6.4 que 6 pairs parmi les dix présentent un défaut d’apprentissage
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Figure 6.5 – Focalisation sur des requêtes spéciﬁques
puisque leurs taux de non satisfaction dépassent le seuil ﬁxé. Nous avons suivi la
même stratégie pour voir plus précisément la raison de l’échec de ces pairs et nous
examinons cette fois-ci les requêtes lancées à partir de ces pairs. À la lecture de
la Figure 6.5, nous remarquons que dans chaque pair, le nombre de requêtes qui
présentent un défaut d’apprentissage dépasse 30% du nombre total des requêtes
lancées sur le pair.
Aﬁn de voir l’impact de la mise à jour sur le résultat de PBA, nous avons conduit
le test T0z avant et après la mise à jour, soit sur B0 et B2 qui représente la KB
actualisée en tenant compte de B1 (l’ensemble des requêtes qui ont présenté un
défaut d’apprentissage).
Le test a pour objectif de voir l’amélioration du système lorsque nous soumettons
entre autres, des requêtes apprises. Les résultats de ce test sont illustrés sur les
ﬁgures 6.6, 6.8 et 6.9. Toutes les métriques montrent une nette amélioration quand
PBA est lancé avec une KB mise à jour. Cependant, ces résultats sont individuels
(par rapport à leurs pairs), ainsi nous avons essayé d’avoir une vue d’ensemble sur
l’eﬃcacité du système lors du calcul de la MAP sur tous les pairs tels que présenté
dans la ﬁgure 6.10. Le résultat présenté dans cette ﬁgure conﬁrme que les décisions
individuelles de mise à jour des connaissances prises sur chaque pair ne sont pas
antagonistes et contribuent en revanche à améliorer l’eﬃcacité globale du système.
La dernière question à laquelle nous avons voulu répondre à travers cette expé-
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rimentation est de voir l’impact de la mise à jour des connaissances sur les perfor-
mances des nouvelles requêtes dans le système. C’est le but du test T1. Le résultat
de ce test, pour la métrique MAP, est illustré sur la ﬁgure 6.11 qui présente l’eﬃ-
cacité du système initial (sur la KB initiale B0) et l’amélioration de cette eﬃcacité
après la mise à jour de KB.
En résumé, les résultats de ces expériences sont très satisfaisants et montrent
d’une part que nos détecteurs fonctionnent bien et d’autre part que la régénération
de la base des connaissances (même eﬀectuée seulement sur quelques pairs) améliore
sensiblement les performances de PBA sans engendrer de coûts additionnels élevés.
6.7 Conclusion
Dans ce chapitre nous avons essayé de mettre l’accent sur l’aspect de main-
tenance de la base des connaissances. Les principales contributions de l’approche
de mise à jour présentée, sont (i) une architecture décentralisée de l’évolution des
connaissances, (ii) la déﬁnition des indicateurs de défaut de la KB et des algorithmes
de décision associés.
Les résultats des expériences menées sont avérés satisfaisants. Il fournissent une
idée sur le fonctionnement des détecteurs et conﬁrment le besoin d’apporter des
mises à jour, quand nécessaire. Ceci a conﬁrmé l’impact de la qualité d’une KB
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évoluée sur l’amélioration de l’eﬃcacité de PBA et ce, sans engendrer de coûts
additionnels élevés.
Conclusion Générale
Synthèse
Les travaux présentés dans cette thèse s’inscrivent dans le contexte général de
la Recherche d’Information Distribuée à Large Échelle (RIDLE). Plus particulière-
ment, nous avons abordé la problématique d’agrégation de résultats dans les sys-
tèmes de Recherche d’Information organisés sous forme d’un système Pair-à-Pair
non structuré.
Dans de tels systèmes, aucune vision globale n’est détenue par les pairs du système,
qui sont souvent des entités hétérogènes, autonomes et dynamiques, du point de
vue de leurs connexions et déconnexions du système.
L’objectif principal recherché à travers cette thèse était d’apporter des contributions
sur deux axes complémentaires : d’abord, proposer une nouvelle vision d’agrégation
de résultats dans un contexte large échelle. Ensuite, il s’agit d’améliorer le cadre
d’évaluation dans ce même contexte, à savoir les systèmes distribués à large échelle.
C’est ainsi, que nous avons proposé une approche de score de classement distribuée
qui repose sur l’hybridation des poids des documents (basés sur leurs rangs dans les
listes de réponse des pairs contributeurs), avec deux types de scores (de documents
et de pairs) déduits des proﬁls des utilisateurs. L’intuition derrière cette hybridation
était de concilier diﬀérents types de conﬁance :
– La conﬁance que nous donnons à un document suite à son classement à un
rang donné par un pair contributeur.
– La conﬁance que nous accordons à un document suite à sa consultation ou
téléchargement lors de la réponse à une requête passée.
– La conﬁance que nous attribuons à un pair suite à sa capacité à bien répondre
à des requêtes similaires dans le passé (d’un point de vue utilisateur).
L’utilisation des scores basés sur les proﬁls nous a amené à concevoir un mo-
dèle de proﬁls qui repose sur l’Analyse Formelle des Concepts (AFC). Des concepts
augmentés ont été construits à partir de la jointure d’un ensemble de concepts for-
mels. Ainsi, un proﬁl a été représenté sous forme d’un triplet (T, P,D), regroupant
l’ensemble T des termes d’un ensemble de requêtes soumises, les identiﬁants de l’en-
semble P des pairs sollicités pour la résolution des termes de T, et les identiﬁants
de documents D utilisés pour répondre aux requêtes soumises.
Un ensemble d’opérateurs permettant de sélectionner des parties d’un proﬁl, de
joindre des concepts, de l’augmenter et de calculer sa similarité avec un objet ou
attribut ont été également proposés.
Nous rappelons à ce niveau que la génération des proﬁls se réalise de manière
purement locale au niveau d’un pair du système alors que l’utilisation des proﬁls est
faite également purement localement par chaque pair initiateur qui a soumis des
requêtes.
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Il convient de noter dans ce contexte, que réussir une recommandation basée sur des
connaissances acquises dépend de la cohérence entre l’état courant du système (les
besoins des utilisateurs, l’ensemble des pairs et des documents associés) et l’état de
la base de connaissances.
Or, l’état du système évolue dans le temps (nouveaux besoins, pairs entrants ou sor-
tants du système, ajouts/retraits de documents). Nous avons proposé une approche
d’évolution des connaissances qui utilise un ensemble de détecteurs déclenchant des
alertes lorsqu’il n’y a plus adéquation entre l’état de la base de connaissances et
l’état observé du système. Un système de contrôle, tournant en arrière plan des opé-
rations d’agrégation, va agréger les alertes produites par les détecteurs pour estimer
la divergence par rapport à l’état de la base de connaissances. Au delà d’un certain
niveau de divergence, une régénération de la base de connaissances sera alors mise
en oeuvre.
Pour valider ces propositions, un prototype d’évaluation, basé sur le simulateur
PeerSim-RARE, a été implementé en intégrant de nouvelles couches nécessaires à
notre application et une démarche de validation par simulation a été déﬁnie. Cette
démarche comprend les étapes suivantes :
– La préparation des jeux de données, qui nécessite la distribution des données.
– La conﬁguration d’un ﬁchier pour la simulation.
– La simulation.
– L’exploitation des résultats.
L’utilisation des modèles de distribution vise à créer des collections de tests
distribuées qui reproduisent les caractéristiques liées aux systèmes P2P cibles, à
savoir, l’hétérogénéité sur les collections du point de vue contenu (thème spéciﬁque
au pair ou général), la taille (uniforme ou hétérogène), la méthode de recherche
(même méthode de calcul de similarité ou méthodes diﬀérentes).
Une série d’expérimentations sur trois collections distribuées de test, selon dif-
férents modèles, a été réalisée. La démarche d’évaluation que nous avons suivie
respecte un ensemble de scénarii réalistes, notamment :
– L’utilisation des collections hétérogènes vs des collections homogènes.
– L’utilisation de distributions spécialisant les pairs vs des distributions statis-
tiques.
– L’introduction de nouveaux besoins utilisateurs pour détecter les évolutions
de la base de connaissances.
Les diﬀérents scénarii réalisés ont prouvé la validité de notre approche. En ef-
fet, elle peut être déployée dans toutes les circonstances, sans engendrer des pertes
signiﬁcatives d’eﬃcacité par rapport aux approches classiques testées.
La série d’expérimentations réalisées nous a permis de déduire que, dans les situa-
tions d’hétérogénéité, notre approche se comporte mieux que les modèles à base de
rangs et même ceux à base de score.
De plus, il convient de rappeler le coût minimum de notre approche, puisqu’elle
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évite tout échange explicite de données avec les autres pairs durant la recherche et
que la construction de la base de connaissances est également purement locale.
Perspectives
Sur la base des résultats obtenus, nous proposons de poursuivre nos tableaux
dans les directions suivantes :
1. En ce qui concerne l’utilisation des proﬁls utilisateurs dans les systèmes de
RIDLE, nous estimons que plus les proﬁls sont riches, plus l’eﬃcacité du sys-
tème sera bonne. Ainsi, l’approche de construction de proﬁls peut être étudiée
d’avantage, aﬁn d’y introduire plus d’informations. Des informations supplé-
mentaires, comme les préférences négatives de l’utilisateur, (par exemple les
documents qui n’ont pas été sollicités par lui) pourraient être intégrées pour
déﬁnir plus ﬁnement ses intérêts.
2. La formule de choix de score a été déﬁnie de manière linéaire essayant ainsi de
renforcer les poids des documents par la conﬁance que nous pouvons accorder
au pair contributeur. Cependant, en réalité plusieurs autres formules de scores
sont possibles [Egghe 2010, Robertson 1995]. Dans [Koza 1992], Koza propose
d’utiliser une approche d’apprentissage basée sur la programmation génétique
pour déﬁnir une fonction de scoring (fonction de similarité document-requête)
à base de paramètres tels que TF et IDF. Par analogie, nous pensons qu’il
serait intéressant d’utiliser les paramètres de notre formule (le score du pair,
du document et le rang) pour chercher la meilleure formule envisageable pos-
sible avec diﬀérents types d’opérateurs (+,-, Log, etc.) pour classer le plus
eﬃcacement possible les résultats agrégés.
3. Dans la partie gestion de la connaissance sur les comportements des utili-
sateurs, nous avons proposé de travailler sur un ou plusieurs détecteurs de
défauts. Cependant, dans notre étude expérimentale, nous avons testé un seul
détecteur à la fois. Ainsi, nous visons, dans de futurs travaux ,de combiner
les diﬀérents détecteurs pour étudier leurs impacts sur la qualité de la base
de connaissances.
4. Nous envisageons aussi de proposer, à court terme une autre approche de
maintenance de la base de connaissances. En eﬀet, l’objectif principal est de
prédire les intentions futures de recherches des utilisateurs aﬁn de décider de
l’utilité de la maintenance à un instant donné. Nous avons déjà commencé à
utiliser les modèles de markov cachés (MMC) [Baum 1966] pour la prédiction
de ces intentions.
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Résumé : Une grande partie de l’impulsion de diverses technologies d’Inter-
net par les systèmes Pair-à-Pair (Peer-to-Peer ou P2P) peut être vue comme
une réaction au détriment du centrage de contenu sur les serveurs devant des
clients passifs. Une des caractéristiques distinctives de tout système P2P est
ce que nous appelons souvent connectivité directe de bout en bout entre pairs
égaux. Le Pair-à-Pair a augmenté les débits des échanges entre des commu-
nautés dynamiques des utilisateurs qui tendent à augmenter rapidement. Nous
parlons donc de systèmes distribués à large échelle dans lesquels l’information
échangée, partagée et recherchée atteint des volumes de plus en plus impres-
sionnants. Dans le cadre de cette thèse, nous nous intéressons essentiellement
à la Recherche d’Information dans les systèmes de Recherche d’Information
P2P (RIP2P) et plus précisément au problème d’agrégation des résultats dans
de tels systèmes. Résoudre le problème d’agrégation en RIP2P de la même ma-
nière que sa résolution dans un cadre de Recherche d’Information Distribuée
(RID) va manquer beaucoup d’intelligibilité. En eﬀet, ça fait perdre de vue
tout un contexte qui a changé en RIP2P, vu le facteur d’échelle et l’absence
d’une vision globale sur le système, dans ces réseaux qui s’étendent naturelle-
ment à des milliers voire des millions de pairs. Ceci va impliquer notamment la
suppression d’un serveur courtier inadéquat dans ce contexte et va soulever le
problème de retrouver de nouvelles politiques pour agréger des résultats pro-
venant de pairs hétérogènes dans une liste unique tout en reﬂétant les attentes
de l’utilisateur. Toutes ces raisons nous ont incités à explorer un mécanisme
d’agrégation basé sur les proﬁls des utilisateurs déduits de leurs comporte-
ments passés suite à leurs interactions avec les résultats d’une requête. Dans
cette thèse nos contributions portent sur deux axes complémentaires. D’abord,
nous proposons une nouvelle vision d’agrégation de résultats dans un contexte
large échelle. Dans ce cadre un modèle de proﬁls et une approche de score hy-
bride à base de proﬁls sont proposés. Ensuite nous avons mis l’accent sur la
mise en place d’un cadre d’évaluation de notre approche dans les systèmes à
large échelle.

Abstract : A huge part of the impetus of various internet technologies
through the Peer-to-Peer (Peer-to-Peer or P2P) system can be seen as a reac-
tion to the content centering detriment on the servers in front of passive clients.
One of the distinctive features of any P2P system is what we often call direct
connectivity between equal peers. The Peer-to-Peer increased the exchange
ﬂows between dynamic communities of users which tend to grow rapidly. We
talk, therefore, about large-scale distributed systems in which the exchanged,
shared and sought information reaches a more and more impressive volumes.
Solving the aggregation problem in P2PIR systems the same way as its resolu-
tion in Distributed Information Retrieval (DIR) will miss a lot of intelligibility.
In fact, the context has changed in RIP2P, given the scale factor and the lack
of a global vision of the system in these networks that extend naturally to
thousands or even millions peers. This will involve the removal of a broker
server that is inadequate in this context and will raise the problem of ﬁnding
new policies to aggregate results coming from heterogeneous peers in a single
list while reﬂecting the user’s expectations. All these reasons prompted us to
explore an aggregation mechanism based on user proﬁles deduced from their
past behavior due to their interaction with query results. Our contributions,
in this thesis, focus on two complementary axes. First, we propose a new vi-
sion of results aggregation in a large scale system. In this context, a proﬁles
model and a hybrid score proﬁles-based approach are proposed. Second, we
focused on the development of an evaluation framework of our approach in
large-scale systems. In this thesis, we are mainly interested in the Information
Retrieval problem in P2P systems (P2PIR) and focusing more speciﬁcally on
the problem of results’ aggregation in such systems.
