ABSTRACT This paper investigates the system performance evaluation framework of systematic rateless-coded (SRCed) transmissions for user experience in future 5G systems. To this end, we define the application-layer information loss ratio (AILR), i.e., the ratio of the number of unsuccessfully decoded messages to that of the total transmitted messages, as a system performance index from the perspective over network application layer, which can be used as an evaluation framework on the users' experience in the viewpoint of 5G transmission systems. By using the integer partition theory, we analytically derive some theoretical results and then obtain an exact expression of the AILR for SRCed transmissions. Simulation and numerical results are provided to demonstrate the validness of our analytical results, which also show that the SRCed transmission achieves much better system performance than existing coded transmission methods in terms of AILR. Moreover, by using our presented AILR expression, the proper system configuration can be easily determined without a heavy burden of Monte Carlo simulations. It also illustrates some inherent relationships between system parameters by using SRCed transmission on application layer, which can be easily carried out to achieve a better performance in the viewpoint of users' experiences. First, for a given channel condition, the larger the message length is, the smaller the ratio of the message length to the source symbol length should be selected. Second, for a given message length, the better the channel condition is, the larger the ratio of the message length to the source symbol length should be selected.
I. INTRODUCTION
The purpose of 5G communication systems is to support various communication services for future information applications, such as high-quality video, huge file downloading, environment data collection via sensors and intelligent control in smart home and cities [1] . To this end, 5G systems enable new modes of communications in some complex environment and networks, including wireless mesh, wireless back-haul, satellite and Internet of Things (IoTs) [1] , [2] , as illustrated in Figure 1 . The 5G system also brings a more holistic view on the data transmission and user experience including extremely low latency, huge traffic loads, massive number of connected devices and ultra reliable communications [3] . Driven by the evaluation of 5G systems, the requirements and potential of coding technologies are also growing. The goal of coding in 5G systems is not only to provide reliable communications on the physical layer but also improve the user experience on application layer [3] - [6] .
Among various coding technologies, one of the most famous one for erasure channels is the rateless code [7] - [9] , which has attracted a great deal of research efforts and applications [4] , [10] - [16] . Rateless code, also known as fountain code, belongs to the family of forward error coding. It is a class of sparse graph codes with on-the-fly rate adaptivity [17] - [19] , which is based on digital fountain principles [11] .
With rateless codes, a source can generate potentially limitless encoded symbols until the destination is capable of successfully decoding the received symbols. Rateless codes also provide an efficient solution for reliable information delivery without requiring a prior knowledge of channel state information at the transmitter, and have widely potential applications in various wireless networks [20] - [24] .
Similar to other coding methods, rateless coding also can be realized with either non-systematic codes [20] - [24] or systematic codes [25] - [30] . In the systematic case, the original source symbols are included within the set of encoding symbols, where redundant data is simply appended to the source symbols and the source symbols are transmitted firstly accompanied by some parity bits. With systematic rateless codes (SRC), receivers can directly extract the source symbols from the correctly received coded symbols, providing the benefit to exploit immediate decoding and avoiding the relatively long delay to wait for the whole source message being recovered. Therefore, in many practical situations, SRC is preferred, especially for the scenarios when highspeed and efficient data processing at the receivers is needed. Owing to its advantages, SRC thus far has been adopted by the 3rd Generation Partnership Project (3GPP) for mobile cellular wireless broadcast and multicast, and also by DVB-H standards for IP datacast to handhold devices [24] .
So far, many works have been done on SRC (see e.g. [25] - [30] ). In [25] , the authors proposed a lowcost design method for systematic LT codes. In [26] , the authors investigated a systematic construction of binary deterministic rateless codes. In [27] , a systematic binary deterministic rateless codes for information transmission over block-erasure broadcast channels was presented. In [28] , SRC was applied to a rate-adaptive free-space optical communication system. In [29] and [30] , the authors discussed the system performance of network routing, where the SRC was involved to reduce the costs of retransmissions over erasure channels. In [31] , a construction of physical-layer Raptor codes based on photographs was proposed. However, existing works only discussed the system performance of SRCed transmissions from the physical layer in terms of bit error rate (BER). Although the physical layer performance is a very important index on evaluating a communication system, it sometimes cannot directly reflect the user's experience, e.g. application layer. The reason is that on application layer, information is often measured with sematic information, i.e., message (e.g. a temperate or humidity data collected by a sensor), rather than bits, as illustrated in Figure 2 . Therefore, how to effectively evaluate the system performance of coded transmissions from the perspective of user experience is very critical, especially in future 5G systems.
To the best of our knowledge, there is no analytical result on how to efficiently evaluate the system performance of SRCed transmissions on the application layer. To fill the gap, in this paper, we investigate the system performance evaluation framework for user experience. Our goal is to answer the following two questions: a) How to analytically evaluate the performance of SRCed transmissions in terms of the physical-layer index for user experience from the application layer? b) How to efficiently adjust the physical-layer configuration parameters according to the performance index of the application layer or the experience of users?
To do so, we define the application-layer information loss ratio (AILR) as the performance index to quantify the system application-layer performance of SRCed transmissions, which is the ratio of the number of unsuccessfully decoded messages to that of the total transmitted messages. By using the integer partition theory, we analytically derive P AILR (an exact expression of the AILR) for SRCed transmissions. Simulation and numerical results are provided to demonstrate the validness of our obtained AILR exact expression P AILR and also show that the SRCed transmission achieves much better system performance than existing coded transmission methods. Besides, by using our presented AILR expression P AILR , the proper system configuration can be easily determined without a heavy burden of Monte Carlo simulations. Based on the numerical results, we also found some inherent relationships between system parameters by using SRCed transmission on application layer. (1) For given VOLUME 4, 2016 channel condition, the larger the message length is, the smaller the ratio of the message length to the source symbol length should be selected. (2) For a given message length, the better the channel condition is, the larger the ratio of the message length to the source symbol length should be selected.
The rest of the paper is organized as follows. Section II describes the system model and related definitions. Section III analytically derives an exact expression of AILR. Section IV provides some numerical results and finally Section V summarizes this paper.
For clarity, we first summarize some commonly used symbols throughout the paper in Table 1 .
II. SYSTEM MODEL
Consider a wireless system, where a source S desires to deliver an information object to its destination D. The information object can be a document file, an image, a segment of video or a set of collected data by sensors, etc. The information object is often not small, so in order to be effectively delivered, it is broken into a group of source blocks, as illustrated in Figure 3 . Each source block is encoded and delivered independently of the others. It is assumed that each source block is composed of M messages denoted as M 1 , M 2 , . . . , M M , and all messages are with the equal length of L m bits. The message is defined as the smallest unit of data which can be interpreted with semantic information. For example, in sensor networks, a source block may be a group of measured environment data and a message may be a temperature data or a humidity data.
To perform rateless coded transmission, each source block is further broken into a set of source symbols that are considered together for rateless encoding purposes. Note that the source symbol is defined as the smallest unit of bits used for encoding. Assume that each message is with L m bits which is composed of N s source symbols and each source symbol is with L s bits. Thus, each source block contains In the rateless coded transmission, all source symbols are input into the rateless encoder at S, and then potentially infinite coded symbols are generated, denoted as C [1] , C [2] , · · ·. For systematic rateless encoder, the first MN s encoded symbols are obtained directly by remapping the MN s source symbols and the rest encoded symbols are generated by combining some of the source symbols. That is, for κ
is constructed by adding L p parity bits at the end of S i [j] , where the parity bits are generated according to the bits of S i [j] , also known as the check-sum. 1 For
does not directly contains a source symbols and is generated by the combination of some of the source symbols (The detailed encoding process can be found in [33] ), which is also with some parity bits in its tail.
After this, C [1] , C [2] , · · ·, C[N t ] are sent one by one over the noisy wireless channel, where N t represents the number of the transmitted coded symbols from S, N t ≥ MN s . The detailed encoding process is omitted here, which can be seen in [33] - [37] . At the same time, the receiver collects the transmitted coded symbols on the air. Once a transmitted coded symbol is collected, the receiver checks its check-sum. If the check-sum is correct, the symbol is considered as a successfully received symbol and put into a buffer at D waiting for decoding. Otherwise, the transmitted coded symbol is dropped and erased. The successful received symbols are denoted as R [1] , R [2] , . . . , R[N r ]. Clearly, due to the erasure feature of the channel, it is always holds that N r ≤ N t .
It was proved that, if the number of the successfully received symbols N r is larger than the number of transmitted source symbols, i.e., N r ≥ MN s , D can correctly decode all information carried by the corresponding source block with a successful decoding probability P cd close to 1, which is given by [36] , [37] where α and β are system parameters (usually satisfying 0 ≤ α, β ≤ 1), which depend on the types of transmission channels and SRCs, etc. Particularly, in erasure channel, α = 0.85 and β = 0.567 for R10 codes [36] , and α = 0.01 and β = 0.01 for RaptorQ codes [37] . It also can be seen that when N r → ∞, P cd (N r ) approaches to 1. In wireless systems with feedback channel, once the receiver successfully decodes the information of current source block, it will send a feedback to notify the source to step into a new transmission cycle for the next source block. Although the feedback overhead of rateless coded system is quite small, in some practical scenarios, it is even unavailable. For example, in wireless radio applications, voice programs are broadcast on the air from radio stations to the radio receivers. The radio receivers can just pick the signals up on the short waves, where no feedback channel is available in such a system. Another example, in deep-space communication systems, due to the long distance between the source on a planet and its receiver on another planet, it often takes several minutes or even several hours or days for the signals to propagate from the source to the receiver. Because of the long delay, it is impractical for the receiver to send a feedback to its source, where the feedback channel is also unavailable.
In non-feedback systems, with SRCed transmission, only a predetermined number of coded symbols can be transmitted for each source block. On account of the limitation of bandwidth, it is impossible for the source to transmit a very huge number of coded symbols for each source block. That is, N t cannot be very large, so does N r . This means that the receiver is not able to always successfully decode the whole information associated with each source block with a probability of 100%. However, fortunately, with SRCed transmission, a part of the source symbols may be recovered at the receiver owing to the features of systematic codes. This performance was stressed and measured by the intermediate performance of rateless codes, i.e., the ratio of the number of the successfully decoded source symbols to that of the transmitted source symbols.
The problem is that, the intermediate performance just can be regarded as a performance index on the network layer or MAC layer and it is unable to evaluate the system performance of application layer effectively. For instance, suppose a SRCed system with M = 4, N s = 4 and N t = 20. If N r = 16 coded symbols are successfully received (i.e., N t − N r = 4 coded symbols are erased over the channel) and all the 4 erased coded symbols belong to the remapped symbols rather than the redundant VOLUME 4, 2016 symbols, the system achieves the intermediate performance of 12/16 = 75% successful information recovery on network layer or MAC layer. However, it has very different system performance on the application layer, which can be describe by the following 4 cases. In Case 1, all 4 erased coded symbols belong to the remapped symbols associated with only 1 message; In Case 2, the 4 erased coded symbols belong to the remapped symbols associated with 2 different messages; In Case 3, the 4 erased coded symbols belong to the remapped symbols associated with 3 different messages; In Case 4, the 4 erased coded symbols belong to the remapped symbols associated with the 4 different messages. For such 4 cases, the system has the same performance at the network layer or MAC layer but shows very different performances at the application layer. Particularly, in Case 1, 3 messages can be recovered, i.e., 75% sematic information of the application layer can be recovered. In Case 2, 2 messages can be recovered, i.e., 50% sematic information is recovered. In Case 3, only 1 message can be recovered, i.e., 25% sematic information is recovered. In Case 4, no message can be recovered, resulting in 0% sematic information being recovered.
To effectively evaluate the system performance of systematic rateless codes for the application layer, we define the AILR of SRCed transmission as
where M loss is the number of unsuccessfully decoded messages and E[M loss ] represents the mathematical expectation of M loss over all possible cases. E[·] is the mathematical expectation operator.
III. PERFORMANCE ANALYSIS
In this section, we shall derive the closed-form expression of P AILR . From Eq. (2), if the expression of E[M loss ] is deduced, the expression of the P AILR will be obtained. Assuming that the bit errors are independent of each other over the channel. Let P sr (N t , N r ) be the probability that the receiver successfully receives N r coded symbols when the source transmitted N t coded symbols. It can be given by
where e s is the symbol error rate (SER) with e s = 1 Let M loss (N t , N r ) be the average number of lost messages when the transmitter transmits N t source symbols and the receiver successfully receive N r coded symbols but fails to decode all M messages. Then, we can express that
From (4), the key to derive the expression of E[M loss ] lies in the expression of M loss (N t , N r ), which cannot be obtained directly. Thus, we derive it as follows.
Firstly, as the coded symbol that containing the source symbol has the same loss ratio with the redundant symbol, letting E[N loss (N t , N r )] be the mathematical expectation of number of lost source symbols when the source transmitted N t coded symbols and the receiver successfully receive N r coded symbols, we have that
which may be a fraction number. However, the number of lost source symbols must be an integer in practical transmissions, so we define
as the practical expectation of the lost source symbols in one transmission, which is an integer. The function x is called to round up the the smallest integer greater than x. Secondly, we deduce the following Lemma 1 on the relationship of N loss (N t , N r ) and M loss (N t , N r ).
Lemma 1: When the receiver successfully receives N r coded symbols but fails to decode all M messages, the number of lost messages M loss (N t , N r ) satisfies that
It is a fact that when each lost message just contains one lost source symbol, M loss (N t , N r ) achieves its maximum, i.e., min (N loss (N t , N r ) , M ) and when all N s lost source symbols belong to a common message, M loss (N t , N r ) achieves the minimum, i.e.,
N s . Now we derive the distribution of N loss (N t , N r ) source symbols in M messages. To do so, we first provide an example as illustrated in Figure 4 , to discuss the possible cases that N loss (N t , N r ) source symbols distributes in M messages. In Figure 4 , M = 5 messages are transmitted and 5 source symbols are lost over the erasure channel. It can be seen that there are seven cases of the possible distributions for the five lost source symbols associated with the 5 messages.
In Case (a), each message losses only one symbol; In Case (b), one message losses two source symbols and one losses zero source symbol and for the rest three messages, each of them loses one source symbol; In Case (c), among the five messages, there are two messages each of which loses two source symbols, there is one message losing only one source symbol and the rest one message has no loss source symbol; In Case (d), there are two messages each of which loses one source symbol and there is one message losing three source symbols; In Case (e), there is one message losing two source symbols and one message losing three source symbols; In Case (f), there is one message losing four source symbols and the rest one message loses only one source symbol; In Case (g), there is one message losing five source symbols and the rest four messages has no lost source symbol. Although the 7 cases have the same 9112 VOLUME 4, 2016 number of lost source symbols, i.e. 5 lost source symbols, they show very different result in terms of ALIR (see Table  II) , which indicates that different relations of the lost symbols associated with the transmitted messages may result in very different AILR. Therefore, to analyze all possible distributions of the lost symbols over the M messages, we adopt the integer partition theory as follows.
In number theory and combinatorics, integer partition is defined as a partition of a positive integer, which is a way of writing an integer x as a sum of positive integers. Two sums that differ only in the order of their summands are considered the same partition. For example, 4 can be partitioned in five distinct ways, i.e., 4 = 4, 4 = 3 + 1, 4 = 2 + 2, 4 = 2 + 1 + 1 and 4 = 1 + 1 + 1 + 1, and 4 = 3 + 1 and 4 = 1 + 3 are regarded as the same integer partition.
Denote p a≤b i (x) as the number of partitions of x divided into i portions such that every portion is greater than or equal to positive integer a and less than or equal to positive integer b.
We then obtain the following Lemma 2. (N loss (N t , N r 
Proof: The proof can be found in Appendix A. Based on Lemma 2, we present the following Lemma 3.
Lemma 3: The distribution of N loss (N t , N r ) lost source symbols in M messages can be modeled as a positive integer partition problem under the condition of every portion is greater than or equal to one and less than or equal to N s , i.e.,
Proof: The distribution of N loss (N t , N r ) lost source symbols in M loss (N t , N r ) messages is equivalent to calculate all species number of N loss (N t , N r ) partition under the condition of every portion is greater than or equal to one and less than or equal to N s . As (N loss (N t , N r ) , M ), following lemma 2, one can arrive at Lemma 3.
Besides, from Lemma 2, it also can be observed that there are K = p (N loss (N t , N r ) Proof: Since N loss (N t , N r ) = n k1 + n k2 + . . . + n ki and 1 ≤ n k1 , n k2 , . . . , n ki ≤ N s , the number of permutation under the k-th distribution is J k (N loss (N t , N r ) 
. Therefore, Lemma 4 is proved. (N t , N r ) is given by
Lemma 5: The expression of M loss
. (10) Proof: The proof can be found in Appendix B. Theorem 1: The AILR of SRCed transmission can be calculated by (11) , as shown at the bottom of this page.
Proof: Combining (2), (4) and (11), one can arrive at Theorem 1.
Note that P AILR describes the AILR of the system with N t coded symbols being transmitted when N t > N r . It cannot response the system performance when N t < N r . To fully evaluate the system for all cases, based on P AILR (N t ), we further derive the average number of successfully received messages as follows. 
IV. NUMERICAL RESULTS AND DISCUSSION
This section provides some numerical results to discuss the system performance of the SRCed transmission system based on our obtained analytical result in Theorem 1. To efficiently evaluate the system performance, we define the transmission redundancy factor as
It can be seen that the larger N t , the higher η. As N t ≥ N r always holds, a larger N t may lead to a larger N r , consequently resulting in a lower P AILR . Therefore, for the SRCed transmission system, if a system configuration can achieve a lower P AILR with a smaller η, it is a more efficient system configuration. [39] and the analytical results calculated via (11) are presented.
9114 VOLUME 4, 2016 FIGURE 6. P AILR versus η for M = 1000 and e b = 10 −2 . It can be observed that the analytical curves match the simulation ones very well, which validates our theoretical analysis. Moreover, in Figure 5 , Figure 6 and Figure 7 , the P AILR performance of the Golay coded transmission with (23, 12) Golay codes and the Convolution coded transmission with (2, 1, 7) Convolution codes are also provided as benchmark methods for comparison. As the (23, 12)-Golay codes and (2, 1, 7)-Convolution codes are with fixed η, so the performance of them in Figure 5 , Figure 6 and Figure 7 are shown as single points rather than curves. It can be seen that the SRCed transmission with L s > 1 always outperforms the Golay coded and Convolution coded transmissions. In Figure 5 , P AILR performance degrades with the decrement of L s from 16 to 1. The reason is that the smaller the L s is, the messages will be divided into more source symbols, which will increase the overhead of parity bits proportion. In Figure 6 and Figure 7 , the SRCed transmission with L s = 8 and L s = 4 outperform that with L s = 16. The reason is that a larger L s leads to a higher e s , which enlarges P AILR . This by no means that smaller L s will bring lower P AILR , because a smaller L s will lead to larger N s , which increases the overhead of the parity bits of MN s source symbols. That is why, L s = 2 and L s = 1 get a higher P AILR .
The run time of theoretical calculation in terms of (11), as well as that of the Monte Carlo simulation, is compared in Figure 8 . In the comparisons, the message is composed of 8 symbols (i.e., L m /L s = 8). The number of lost source symbols is 30 (i.e., N loss (N t , N r ) = 30), and the number of messages is changed from 50, 100, 200, . . . , to 1000. The computer programs of the simulations and the numerical experiments were executed by MATLAB2014a and run on a computer with Pentium(R) Dual-Core CPU E5700 @3.00GHz, and 2048MB DDR3 SDRAM. Figure 8 shows that using Monte Carlo simulation to evaluate the performance of SRCed transmission, with the increment of M , the run time is increased linearly, whereas using our proposed analytical expression, the run time almost does not increase with the increment of M . It implies that our presented analytical resultsis a very good choice on evaluating the system performance of SRCed transmission, especially for a relatively large M case. Figure 9 , Figure 10 and Figure 11 plot the average number of successfully received messages N SRM versus the transmitted bits N Tb for the SRCed scheme corresponding to the system configuration of Figure 5 , Figure 6 and Figure 7 , respectively. In each figure, the curve who firstly reaches the point that N SRM equals to M with the increment of N Tb , achieves the best system performance. For example, in Figure  10 , it shows that L s = 8 achieves the first best performance and then L s = 16 shows the second best performance and then L s = 4 shows the third best performance. According to the curves, for a given M and e b , the best L s can be selected for the SRCed transmission systems.
Moreover, from 9, Figure 10 and Figure 11 , it also can be observed that, for different system configurations, L s should be set to different values to achieve the best system performance. For example, when e b = 10 −3 and M = 1000, the best L s is 16 bits, and when e b = 10 −2 and M = 2000, the best L s should be 8 bits. This indicates that there exists a best choice of L s . Nevertheless, it is not easy to derive the analytical expression of the optimal L s in terms of (12) . Alteratively, by using (12), we present a reference table as shown in Table 3 when the size of source block is 16 KB, from which one may also get some useful insights. For a given channel condition, i.e., fixed e b , the larger L m , the smaller the ratio of . Moreover, for a given L m , the worse the channel condition, the smaller the ratio of
As L m = L s × N s , it implies that for a given channel condition, i.e., fixed e b , the larger size the messages is, the larger number of symbols it should be divided into, and for a given L m , the worse the channel is, the larger number of symbols it also should be divided into. These numerical results clearly show the importance on the adjustment of physicallayer parameters to the users' experience in application layer.
V. CONCLUSION
This paper deisgned the system performance evaluation framework of systematic SRCed transmissions for user experience in future 5G systems. We defined the application-layer information loss ratio and by using the integer partition theory, we obtained an exact expression of the AILR, which can be used as an evaluation framework on the users' experience in the viewpoint of 5G transmission systems. Simulation and numerical results demonstrated the correctness of our analytical results and also showed that the SRCed transmission achieves much better system performance than existing coded transmission methods. With our presented AILR expression, the proper system configuration can be easily determined without a heavy burden of Monte Carlo simulations and some key inherent systematic parameter setting up can be easily carried out to achieve a better performance in the viewpoint of users' experiences.
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Denote (N loss (N t , N r ))
as a division that N loss (N t , N r ) is divided into i portions n 1 , n 2 , . . ., n i , i.e., N loss (N t , N r ) = n 1 + n 2 + · · · + n i and every portion n t (t = 1, 2, . . . , i) is greater than or equal to one and less than or equal to positive integer N s , i.e., 1 ≤ n t ≤ N s . Let n t = N s − n t + 1. It can be inferred that n t ≥ 1 always holds. Then n 1 + n 2 + . . . (N t , N r ) ) i . Therefore, the number of N loss (N t , N r ) partition under the condition of every portion is greater than or equal to one and less than or equal to N s is equal to the number of (iN s + i − N loss (N t , N r )) divided into i portions. Then, by calculating p i (iN s − N loss (N t , N r ) + i) according to [38] , as shown in (7), one can obtain the expression of p 1≤N s i (N loss (N t , N r ) ) in (6) .
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The probability of N loss (N t , N r ) lost source symbols in i messages is 
