We describe an improved artificial neural network (ANN)-based method for predicting peptide retention times in reversed-phase liquid chromatography. In addition to the peptide amino acid composition, this study investigated several other peptide descriptors to improve the predictive capability, such as peptide length, sequence, hydrophobicity and hydrophobic moment, and nearest-neighbor amino acid, as well as peptide predicted structural configurations (i.e., helix, sheet, coil). An ANN architecture that consisted of 1052 input nodes, 24 hidden nodes, and 1 output node was used to fully consider the amino acid residue sequence in each peptide. The network was trained using ∼345 000 nonredundant peptides identified from a total of 12 059 LC-MS/MS analyses of more than 20 different organisms, and the predictive capability of the model was tested using 1303 confidently identified peptides that were not included in the training set. The model demonstrated an average elution time precision of ∼1.5% and was able to distinguish among isomeric peptides based upon the inclusion of peptide sequence information. The prediction power represents a significant improvement over our earlier report (Petritis, The analysis of peptides (e.g., tryptically digested proteins) by on-line coupling of liquid chromatography (LC) with electrospray ionization-mass spectrometry (ESI-MS) is presently the most common approach for characterizing complex proteomes. While several methods and software tools are available for identifying peptides/proteins from mass spectra, the high complexity of a digested proteome (containing thousands or even millions of detectable peptides) and the vastly larger number of possible peptide sequences make accurate peptide/protein identification challenging; final results can include large numbers of false positive identifications. 1 We have been working to apply additional information such as LC retention time to improve the confidence in peptide identifications, an approach also recently suggested by a group working to establish publication guidelines for peptide and protein identification. 2 The use of peptide retention time information has proved useful in the past for LC method development of simple peptide mixtures, 3,4 purification of peptides of interest, 4,5 and identification of simple peptide mixtures in conjunction with UV and/or fluorescence and/or colorimetric methods of detection. 6 Efforts to predict the chromatographic behavior of peptides on the basis of amino acid composition are not new. In 1951, Knight 7 and Pardee 8 showed that synthetic peptide retardation factors (R f ) in paper chromatography could be predicted with some accuracy. In 1952, Sanger 9 demonstrated that peptides of the same amino acid composition, but different sequence, could frequently be separated. More recently, there have been several reports on the prediction of peptide elution times in reversed-phase (RP) [10][11][12][13][14][15] 
The analysis of peptides (e.g., tryptically digested proteins) by on-line coupling of liquid chromatography (LC) with electrospray ionization-mass spectrometry (ESI-MS) is presently the most common approach for characterizing complex proteomes. While several methods and software tools are available for identifying peptides/proteins from mass spectra, the high complexity of a digested proteome (containing thousands or even millions of detectable peptides) and the vastly larger number of possible peptide sequences make accurate peptide/protein identification challenging; final results can include large numbers of false positive identifications. 1 We have been working to apply additional information such as LC retention time to improve the confidence in peptide identifications, an approach also recently suggested by a group working to establish publication guidelines for peptide and protein identification. 2 The use of peptide retention time information has proved useful in the past for LC method development of simple peptide mixtures, 3,4 purification of peptides of interest, 4,5 and identification of simple peptide mixtures in conjunction with UV and/or fluorescence and/or colorimetric methods of detection. 6 Efforts to predict the chromatographic behavior of peptides on the basis of amino acid composition are not new. In 1951, Knight 7 and Pardee 8 showed that synthetic peptide retardation factors (R f ) in paper chromatography could be predicted with some accuracy. In 1952, Sanger 9 demonstrated that peptides of the same amino acid composition, but different sequence, could frequently be separated. More recently, there have been several reports on the prediction of peptide elution times in reversed-phase (RP) [10] [11] [12] [13] [14] [15] * To whom correspondence should be addressed. E-mail: rds@pnl.gov. Anal. Chem. 2006, 78, [5026] [5027] [5028] [5029] [5030] [5031] [5032] [5033] [5034] [5035] [5036] [5037] [5038] [5039] and normal-phase 16,17 LC. Most of this reported work used the so-called "retention coefficient" approach, which is based on the summation of empirically determined amino acid residue retention coefficients. The assumption that the chromatographic behavior of peptides is mainly or solely dependent on amino acid composition holds up fairly well for small peptides (up to 15-20 residues), but is inadequate for proteomic applications, e.g., involving tryptic peptides, where the practical upper limit can exceed 50 amino acid residues. Furthermore, with the retention coefficient approach, isomeric peptides are predicted to elute at the same time, which is not the case. [18] [19] [20] [21] Improving peptide retention time prediction in RPLC requires an understanding of the various factors affecting peptide retention. These factors have been thoroughly investigated, and it is now widely accepted that retention behavior of peptides in RPLC is governed by (1) amino acid composition, 10-15 (2) peptide length (or mass), 13, [22] [23] [24] and (3) sequence-dependent effects. [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] The third category can be further divided into nearest-neighbor and conformation effects, where the former is defined to be amino acid sequence-dependent, but independent of peptide conformation. 25 Mant et al. 13 tried to improve peptide retention time prediction by extending the retention coefficient approach by including the peptide length. Krokhin et al. 38 used separate retention coefficients for amino acids at the N-terminus of the peptide in addition to the peptide length, further improving the retention coefficient model. Liu et al. 39 applied a support vector machine and the heuristic method to develop nonlinear and linear models between the capacity factor (log k) and seven peptide molecular constitutional and topological descriptors (i.e., number of single bonds, number of rings, etc.), but did not take into account peptide structure. Recently, Kaliszan and co-workers 40,41 used quantitative structure-retention relationships (QSRR) to predict peptide retention times. Descriptors used to derive the necessary QSRR included the logarithm of the sum of retention times of the amino acids that composed the peptide, the logarithm of the van der Waals volume of the peptide, and the logarithm of the peptide calculated 1-octanol-water partition coefficient. Makrodimitris et al. 42 used a mesoscopic simulation that employed Langevin dipoles on a lattice for the solvent and calculated partial charges for the solute to estimate free energies of adsorption from data on reversed-phase chromatography. The authors were able to predict the elution order of nine derivatized peptides that covered a wide range of structures. In 2003, we introduced an artificial neural networks (ANNs) method for predicting peptide elution times 43 that was originally based on amino acid composition and later extended to include partial peptide sequence information. 44 We have previously reported an accurate mass and time (AMT) tag proteomics approach that uses accurate mass measurements in conjunction with observed peptide retention time information to more confidently identify peptides. [45] [46] [47] [48] Palmblad et al. 49, 50 have more recently shown that retention time prediction can be combined with accurate mass measurements to improve proteomics measurements; however, their peptide elution time prediction error was high, possibly due to the limitations of the retention coefficient approach used. In various applications, we have shown that when peptide retention time prediction was combined with peptide/protein identification programs such as SEQUEST, the number of false positive identifications could be decreased and/ or the number of confident peptide identifications from LC-MS/ MS experiments 51-53 increased. Le Bihan et al. 54 In the model development reported herein, we have explored various approaches for increasing peptide elution time prediction accuracy in RPLC. In addition to more complex ANN architectures, we examined several peptide physicochemical (peptide length, hydrophobicity, etc.) and sequence-dependent parameters (peptide sequence, amphipathicity, nearest neighbor, etc.) that have been shown to affect the peptide retention time in LC. The predictive capability of the model was evaluated by comparing it with several other previously described peptide retention time prediction models. The result shown here has been a significant improvement in predictive capability.
EXPERIMENTAL SECTION
Sample Preparation of Bacterial Tryptic Peptides. Peptide identifications from a number of different bacterial organisms and from an array of studies were used to train and test the ANN. Table 2 lists the bacteria and cites published studies providing the detailed sample preparation for each organism. [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] In general, bacterial cells were cultured in tryptone, glucose, and yeast extract medium to an approximate optical density of 600 nm and harvested by centrifugation at 10000g at 4°C. Prior to lysis, cells were resuspended and washed 3 times with 100 mM ammonium bicarbonate and 5 mM EDTA (pH 8.4). Cells were lysed by beating with 0.1-mm acid zirconium beads for three, 1-min cycles at 5000 rpm, and incubated on ice for 5 min between each cycle. The supernatant containing soluble cytosolic proteins was recovered following centrifugation at 15000g for 15 min to remove cell debris. Proteins were denatured and reduced in 50 mM Tris buffer (pH 8.2), 8 M urea, 10 mM tributyl phosphine for 1 h at 37°C. The protein sample was diluted 10 times using 20 mM Tris buffer (pH 8.2) and then digested overnight at 37°C using sequencing grade, modified porcine trypsin (Promega, Madison, WI) at a trypsin/ protein ratio of 1:50. The digests were purified using SPE C18 columns (Supelco, Bellefonte, PA) according to the manufacturer's instructions and dried under vacuum.
Preparation of Yeast (Saccharomycess cerevisiae) Protein Digests. S. cerevisiae (ATCC 26108, Lot 137504) was grown in a batch shaker flask at 37°C on yeast nitrogen base without amino acids. Medium was prepared with the addition of 5 g/L glucose and 5 g/L fructose. Cells were harvested at midlogarithmic and stationary phases by centrifugation at 4000 rpm for 10 min. Cells were combined in a ratio of 1:3 stationary-phase cells to mid-logarithm cells. Half of the cells were resuspended in 4 pellet volumes of a denaturation solution (7 M urea, 2 M a The criteria are different depending on the ion trap instrument, the charge state of the peptides, and the peptide molecular weight (in the case of singly charged peptides no partially tryptic peptides with MW <1000 were used).
thiourea, in 50 mM ammonium bicarbonate buffer, pH 7.8). Lysis was achieved by bead beating the cell mixture with 0.1-mm zirconia/silica beads in a minibead beater (Biospec, Bartlesville, OK) for 90 s at 4500 rpm. Lysate was collected and placed immediately on ice to inhibit proteolysis. The other half of the cells were subjected to bead beating with a denaturation solution, in which thiourea was absent.
The lysates were reduced by adding neutralized Tris-2-carboxyethylphosphine (Pierce, Rockford IL) to a final concentration of 5 mM and incubated for 30 min at 60°C. The lysates were then diluted 10-fold with 50 mM ammonium bicarbonate (pH 7.8), and 1 M calcium chloride was added to a final concentration of 1 mM. Proteolysis was achieved by adding sequencing grade modified trypsin (Promega) in an approximate protease to lysate protein ratio of 1:50. The samples were digested for 5 h at 37°C. The lysate that contained no thiourea was alkylated by adding 195 mM iodoacetamide to a final concentration of 10 mM and incubated at room temperature for 30 min. Finally, the lysates were combined, and the peptides were desalted using Supelco (St. Louis, MO) Supelclean C-18 tubes with a Supelco vacuum manifold.
Preparation of Mouse Brain Tissue and Voxel Samples. Brain tissue samples from C57BL/6J male mice were prepared as previously described. 72 The samples were lysed in 80 µL of 5 mM PBS with 80 µL of TFE with intermittent sonication in an ice-water bath. The lysate was reduced with 5 mM TBP and digested by trypsin overnight, and the digests were lyophilized immediately after digestion without further cleanup. Peptide samples were redissolved in 100 µL of 50 mM NH 4 HCO 3 , and the peptide concentrations were measured by using the BCA protein assay.
Preparation of Human Mammalian Epithelial Cell Protein Digests. Samples were prepared as described previously. 65 Nearest-Neighbor Effect. The simplest and most direct way of incorporating the nearest-neighbor effect of the 21 amino acids is to construct either a 21 × 21 or 21 × 21 × 21-dimensional array that includes all 441 or 9261 possible combinations (i.e., AA, AC, AD, ... or AAA, AAC, AAD, ...), respectively. The bipeptides/ tripeptides in a given peptide are either counted or structured in the ANN in the same way as they appear in the peptide sequence. Alternatively, it is possible to construct the nearest-neighbor list based on an amino acid property. The 21 amino acids can be divided on the basis of their side-chain properties into five groups: (1) nonpolar aliphatic (AGILPV), (2) polar uncharged (CMNQST and C alkylated), (3) aromatic (FWY), (4) positively charged (HKR), and (5) negatively charged (DE). We used this alternative approach to obtain a reduced 5 × 5 dimensional nearest-neighbor array, which is optimal when the number of training peptides is not large enough.
Quasi-Sequence-Order Approach. Due to the extremely large number of possible amino acid residue sequences, it is a The references are meant to be representative of the samples and sample preparation methods for each organism; it should be noted that the peptide identifications for each organism may contain some quantity of samples and sample preparations that are currently unpublished. b The protein standard mixture contains the same peptides and proteins as described by Purvine et al. 2004. 66 difficult to directly incorporate the amino acid sequence order effectively into a statistical prediction algorithm. As a result, we used the "quasi-sequence-order" approach, first introduced by Chou 73,74 to predict protein subcellular locations and attributes. The idea is to assume that the sequence order effect of L-amino acids with the form a 1 a 2 a 3 a 4 a 5 ‚‚‚a L , can be approximately reflected through the following set of sequence-order-coupling factors:
where τ 1 denotes the first-rank sequence-order coupling factor that reflects the sequence-order correlation among all the most contiguous residues along a peptide sequence, τ 2 is the secondrank sequence-order-coupling factor that reflects the sequenceorder correlation between all the second most contiguous residues, and so forth; when λ g L, we assignτ λ ) 0. The correlation function is described by where D(a i ,a j ) is the physicochemical evolution distance from amino acid a i to amino acid a j that was derived on the basis of the residue properties hydrophobicity, hydrophilicity, polarity, and side-chain volume (see Table 1 of Schneider and Wrede 75 ).
Secondary Structure Contributions. To incorporate conformational information that can influence chromatographic behavior, we introduced the predicted secondary structural contents (SSC) for each peptide. The SSC attempts to represent the percentage of a peptide's residues that reside in a secondary structural state, e.g., R-helix, -sheet, or coil. In this study, two different approaches were used to calculate the SSC. In the first approach, the SSC was predicted from the amino acid composition using the shared program SSCP. 76 In the second approach, the SSC was converted from the secondary structure predicted by SSP, which makes use of profiles generated by the PSI-BLAST program. and the PSIPRED secondary structure prediction method of Jones. 77 Generally, peptides with only sufficient lengths have secondary structures, so the SSP was employed for peptides with at least 15 amino acid residues. For those peptides with residues of <15, we arbitrarily treated them as coil.
Hydrophobic Moment. A known phenomenon that causes retention time shifts for isomer peptides is the amphipathicity of the peptides. The amphiphilic helices are those in which one surface of each helix projects mainly hydrophilic side chains, while the opposite surface projects mainly hydrophobic side chains. To quantify the amphiphilicity of a helix, we applied the hydrophobic moment proposed by Eisenberg et al. [78] [79] [80] The mean hydrophobic moment can be calculated for an amino acid sequence of N residues and their associated hydrophobicities H n with the following equation: A large value for 〈µ H 〉 equates to a large peptide amphipathicity.
Capillary LC Coupled with ESI-MS. HPLC-grade water and acetonitrile were purchased from Aldrich (Milwaukee, WI). Fusedsilica capillary columns (30-85 cm, 50-50 µm i.d. × 180-360 µm o.d., Polymicro Technologies, Phoenix, AZ) packed with 3.5-µm C18 Jupiter300 particles (Phenomenex, Torrance, CA) were manufactured in-house as described previously. 81 Capillary RPLC was performed using an ISCO LC system (model 100DM, ISCO, Lincoln, NE), and the mobile phases for the gradient elution consisted of (A) acetic acid/TFA/water (0.2:0.05:100 v/v) and (B) TFA/acetonitrile/water (0.1:90:10, v/v). The mobile phases were delivered at 5000-10000 psi, using two ISCO pumps to a stainless steel mixer (∼2.5 mL), where they were mixed using a magnetic stirrer. The flow was split prior to entering the separation capillary to generate a nonlinear (exponential) gradient 82 and an analysis separation time of ∼100 min. Fused-silica capillary flow splitters (various lengths) were used to control the gradient speed. Capillary RPLC was coupled on-line with MS through an ESI interface (a stainless steel union was used to connect the ESI emitter and the capillary separation column). 82 The peptide database was generated from analyses performed previously using several mass spectrometers, including 3.5, 7, 9, and 11.4 T capillary LC-FTICR instruments (described elsewhere in detail 83 and in references therein), an LTQ-FT (ThermoFinnigan, San Jose, CA), and LCQ Duo, LCQ Deca, LCQ XP, and LTQ (ThermoFinnigan) ion trap mass spectrometers. The ANN software NeuroWindows Version 4.5 (Ward Systems Group) utilized a standard back-propagation algorithm on a Pentium 3.0-GHz personal computer.
RESULTS AND DISCUSSION
In this study, parameters that have been shown to affect the peptide retention time in LC were examined, to investigate their 
incorporation in approaches for improvement in the predictive capability of the model. Some of these values (i.e., hydrophobic moment, secondary structure, etc.) are calculated/predicted values, while others (i.e., length, sequence, etc.) are known valuessas long as the peptide identification is correctsthat have been encoded in the model by using more complex artificial neural networks. In the case of full encoding of the peptide sequence, a large number of peptide identifications were necessary for the training set. As a result, for reasons described later, new filtering criteria for selection of the most confidently identified peptides as well as improved peptide LC elution time normalization procedures were needed. Normalization of Peptide LC Elution Times. The ANN and training algorithms employed for the present model development effort were described in our previous relevant work. 43 Briefly, peptides identified from the radiation-resistant organism Deinococcus radiodurans (∼7000 peptides) were used to train the ANN, and peptides identified from the metal-reducing organism Shewanella oneidensis (∼5200) were used to test it. A genetic algorithm developed to normalize the peptide elution times into a range (from 0 to 1) and correlate data sets enabled accurate comparison of numerous LC-MS data sets and improved the peptide elution time reproducibility to ∼1%. This algorithm was based on a linear regression of a set of six peptides identified frequently in both organisms of the study 43 and normalized peptide elution times coming from both the same and different organisms.
While generating excellent results, this normalization approach became time prohibitive as the number of peptides used increased significantly. To train/test the present model, we employed confidently identified peptides from 22 different organisms, as well as a mixture of standard proteins/peptides, 66 that provided a set of ∼12 million peptide identifications. The time needed to normalize this set of peptide identifications using the genetic algorithm (described above) would be on the order of several weeks due to the many generations (iterations) required to align all analyses through multiple regressions. 84,85 Consequently, we revised the process to normalize each LC-MS/MS analysis independently by regressing all the observed peptide elution times in a given analysis against the predicted NET for the same peptides. Although we initially constructed the scale of predicted NET values by using the previously trained genetic algorithm, once the algorithm had been trained, we were able to use the NET values predicted by this algorithm for LC-MS/MS alignment. The alignment of each LC-MS/MS data set against the list of predicted NET values provided the means to convert the observed elution time for each peptide to an observed NET value on the basis of the relationship NET observed ) (slope × elution time observed ) + intercept.
A step in the accurate mass and time (AMT) tag proteomics approach developed in our laboratory involves using peptide observations from multiple (and often extensive sets of) LC-MS/ MS analyses of appropriately related samples 45, 46 to create a reference database of accurate mass and observed LC NET values for each identified peptide. These AMT tags are used to identify peptides in subsequent high-throughput LC-MS analyses of the same organism. For peptides observed in several LC-MS/MS analyses, the observed NET values are averaged, which provides statistics on the distribution of NET values for each peptide. In analyses by LC-MS, e.g., LC-Fourier transform ion cyclotron resonance (FTICR), data consist of a list of observed peptide "features," wherein each feature consists of a monoisotopic mass (after collapse of the isotopic distribution for the peptide and subtraction of the proton(s) mass) and an observed elution time.
To derive NET values for the detected features, we used an iterative process to regress the observed accurate mass and elution time against the computed masses and averaged observed NETs in the reference database. The regression residual converges when the observed accurate mass and elution time match their theoretical/predicted ones. The slope and intercept of the trend line are used for linear (regression)-based mapping of observed elution time to observed NET. Figure 1 shows some representative "real-world" data of the present normalization method applied to LC-FTICR experiments of mouse brain voxels. Figure 1A depicts the base peak chromatograms of given mouse brain voxels from different spatial brain sections of the same mouse. The voxels 4B1 and 7E4 were analyzed by LC-FTICR-MS on the same day while the voxel B09 was analyzed 3 months later in a different chromatographic column of the same dimensions. Figure 1B shows the correlations obtained when observed accurate mass and time are regressed against computed masses and average observed NET values from LC-MS/MS using an iterative process. Finally, Figure 1C of this figure shows that the NETs of peptides in common among LC-FTICR analyses are highly correlated (R 2 > 0.99), even for experiments that were performed three months apart. By normalizing the elution time of all peptides, we optimize the overall alignment of both LC-MS and LC-MS/MS data sets, an important step for more effective peptide identification 45, 46 and quantitation using the AMT tag approach. 86 Peptide Identification Data for the Training and Testing of the Artificial Neural Network Model. Our earlier work 43 was limited by both the uncertain levels of confidence associated with peptide identifications and the relatively small number of different peptides. However, by using different organisms to train and test the ANN model, we demonstrated that the earlier model was unbiased toward the peptides of a specific organism, and therefore, peptides from any organism could be used to populate the training/testing database.
One of the main objectives of this study was to incorporate peptide sequence information into an ANN architecture, and it was evident from the start that a large training set would be required. Based on our experience, the best way to obtain a large number of new peptide structures was by analyzing different organisms. We eliminated the filtering requirement of g3 identifications per peptide so that peptides from "new" organisms (that had not been analyzed multiple times) were included in the data set, and we also changed our filtering criteria. A peptide database of ∼12 million redundant peptides identified by SEQUEST from LC-MS/MS analyses of tryptically digested proteomes for an array of organisms was assembled and used to calculate a new set of criteria that provided the best correlation between observed and predicted peptide NETs. A minimum of five amino acid residues was required for each peptide identification, and the data were filtered to include only those peptides with X corr g 1.5 for a peptide mass of <1000 Da and X corr g 2.0 for a peptide mass of g1000 Da. The filtered peptides were separated into categories according to their charge (1+, 2+, 3+), tryptic state (fully and partial tryptic), and ion trap MS analyzer (LCQ or LTQ). In the case of singly charged peptides, peptides were further categorized on the basis of mass, i.e., MW <1000 Da and MW g1000.
For each category, we calculated the elution time prediction error versus the different peptide X corr values by using one of our previously developed peptide elution time predictors. 44 Figure 2 illustrates these calculations for triply charged peptides, analyzed by LC-ion trap (LCQ) MS for fully and partial tryptic peptides. The X corr thresholds were set to values that provided good correlations between observed and predicted NETs. Table 1 summarizes the X corr threshold for each peptide category. Note that higher X corr threshold values were needed for the LTQ-based analyses than for the LCQ. This finding might be attributed to Table 1 were generated based upon plots.
the better signal-to-noise ratios provided by LTQ mass spectrometers. 87 For singly charged ions, lower X corr threshold values worked better with MW <1000 than with MW g1000. This finding may be potentially attributed to the known bias of the SEQUEST algorithm toward peptide mass. 88 Table 2 provides the organism from which peptides were identified, the number of LC-MS/MS analyses for each organism, the number of unfiltered redundant peptides identified from each organism, and the number of unique peptides identified from each organism after filtering with the criteria used to train/test our model ( Table 1 ). Note that the 12 059 LC-MS analyses generated 345 965 unique filtered peptides for training/testing the present model. 43 was based solely on amino acid composition, but had the added advantage over other similar models in that the ANN architecture could better handle nonlinearities. To further improve the peptide elution time prediction, we explored incorporation of several sequence/structural peptide descriptors, including peptide length, sequence, predicted secondary conformation (i.e., helix, sheet, or coil), and hydrophobic moment. In addition to the 20 proteinogenic amino acids, we added alkylated cysteine, since cysteines are reduced and alkylated in most of our mammalian proteomic research.
Improvement of the Peptide Elution Time Prediction by Incorporating Peptide Sequence and Conformation Information. Our previous ANN peptide elution time prediction model
The first peptide descriptors tested were length and hydrophobic moment. Added to our previous ANN architecture as two additional inputs, these descriptors provided a slight improvement in predictive capability. This improvement is evidenced by looking at the first four rows in Table 3 , which show that the correlation between predicted and observed peptide elution time increased from 0.870 to 0.884. Next, we investigated the effect of incorporating peptide sequence into the model by using the quasi-sequenceorder approach (see Experimental Section) to describe peptide sequence, and the results were compared with our previous ANN model. 43 This approach did not provide any noticeable improvement over our previous model, so we searched for alternative approaches.
Our prediction models were based on increasingly large quantities of peptide sequence information as the number of data sets grew significantly larger. While increasing the complexity of the ANN model, both in sequence information and in number of hidden nodes, we carefully monitored the process to avoid "overfitting" by using cross-validation during the training process. All results presented here are from ANN models that were trained until both the training and cross-validation errors converged at their lowest values. Thus, early stopping was not necessary, and overfitting was avoided in the final ANN models presented. a The encoding column refers to the number of amino acid residues defined in the beginning and end of each peptide. The hidden column refers to the number of hidden nodes in the ANN model. rmse, rootmean-square error. 
referred to as model 1052-24-1). Each amino acid residue is coded as a 21-dimensional binary vector that consists of 20 zero values and 1 one value that corresponds to the amino acid residue occupying that position. The length and hydrophobic moment were used as normalized scalar values. In other words, the calculated values of length and hydrophobic moment were normalized to [0-1] ranges and incorporated in the ANN as numerical values.
The amino acid residues were positioned in the ANN, starting from the N and C termini and working toward the center of the vector. Using the 7-residue peptide SLTYAYR as an example, the amino acid residues SLTY are positioned at the first 4 × 21 ANN inputs, and the amino acid residues AYR are positioned at the three last 3 × 21 ANN inputs, leaving the center filled with zero values. Only peptides with 50 amino acid residues fill all of the ANN inputs. Table 4 summarizes the number of times each amino acid residue appeared in different ANN positions. The last column of this table shows the total number of amino acid residues in each position. From this column, readers can extrapolate statistics with regard to the lengths of the peptides in our training/testing database. Table 4 shows that, with the exception of some zero values in the center, there are a significant number of residues per position, even for low-abundant amino acid residues such as Cys and Trp. The same holds true for the 50th position, despite the obvious bias toward Lys and Arg as a result of trypsin, which was used for protein digestion. Furthermore, it should be noted that there are several peptides with Pro appearing as the first amino acid residue, despite the difficulty of trypsin to cleave KP or RP bonds.
The model was tested using 1303 (the highest confident identifications) of the 345 914 peptides identified from more than 90 different LC-MS/MS experiments. The other 344 611 peptides were used for training. Table 3 shows the improvements in peptide retention time prediction due to implementation of increased sequence information, hydrophobic moment, and length of the peptide in the ANN model. Using the same training and testing data sets with our previous ANN model 43 (based solely on amino acid composition), we achieved a correlation coefficient of 0.87. The correlation increased to 0.967 when the full peptide sequence was encoded, and the length and hydrophobic moment were added. Most of the improvement was achieved when at least five amino acid residues were encoded from each side of the peptide (i.e., correlation coefficient increases to 0.944), after which the rate of the improvement slowed. A number of hidden nodes were tested for each residue encoded until an optimal number was determined.
It should be noted that data acquired over ∼3 years was used to provide sufficient peptide identifications to fully encode peptides of up to 50 amino acid residues. We first introduced the idea of using peptide sequence information in 2004 showing results for a database of ∼98 000 peptides that allowed us to encode 12 amino acids residues at each peptide terminus. 44 We found that encoding amino acid residues that were close to N and C termini provided improved predictions compared to encoding amino acid residues located in the middle of the peptide as shown in Table 5 . We performed a sensitivity analysis with the "perturb" method 89 to determine how much each residue position affected the elution time. The method tests how much each input, if perturbed, changes the output of the model, while the other inputs are fixed. We used the testing set of peptides as the fixed inputs to the model. Each input was tested for each peptide, and the sums of these tests were averaged so that the sets of 21 consecutive inputs, representing each residue position, gave us a relative strength of that position. Sensitivity analysis shows that N and C terminus amino acid encoding is more important than the encoding of amino acid residues in the middle of the peptide. This may be because the amino acid residues at the termini of the peptides are more likely to interact with the stationary phase than amino acid residues in the middle of the peptide. Finally, the sensitivity analysis showed that the incorporation of the length and hydrophobic moment in the model is not as important as the incorporation of the peptide sequence.
To further improve the model, peptide conformational effects were incorporated by adding predicted secondary peptide structural states (R-helix, -sheet, and coil). However, the addition of these predicted states 76, 77 to both the present and earlier versions of the model did not improve the elution time prediction. A possible explanation is that the approaches used to calculate the peptide secondary structural states in this study failed to predict values that adequately simulate the medium that the peptides are dissolved in and their environment during the LC separation (i.e., water/acetonitrile/TFA/acetic acid, acidic pH, hydrophobic stationary phase). As a result, while these values might work for other applications, they failed to improve upon the present model.
We also evaluated the incorporation of information on nearest neighbors into the model. Several different approaches as described in the Experimental Section were investigated. The 5 × 5 dimensional nearest-neighbor list, which divided the amino acids according to their side-chain properties, failed to provide any improvement in our present model, as well as the earlier model. When we incorporated the 21 × 21-dimensional nearest-neighbor list into our earlier model, we observed a significant improvement; i.e., the correlation between observed and predicted elution times increased from 0.87 to 0.91. However, this model was still inferior to the 1052-24-1 model that encodes only the peptide sequence. Fusion of the two models into a single ANN architecture overfits our training set (i.e., insufficient data for training) and would result in poor predictions. The 21 × 21 × 21-dimensional array also overfit our data. Contrary to our expectations, incorporation of the nearest-neighbor effect into our model did not further improve the elution time predictability. We strongly suspect this is because the 1052-24-1 ANN architecture has already implicitly captured the nearest-neighbor information. In addition to better elution time predictions, the new 1052-24-1 ANN model is also able to more accurately predict isomeric peptide elution times, a capability that no previously published model has accomplished. Previously described predictors 43,90 were able to model separate LC elution times for isobaric peptides but were unable to differentiate the elution times of isomeric peptides. Table 6 shows several examples of accurate predictions among isobaric/isomeric peptides. For example, the isobaric/isomeric peptides NLISKR, VILASGR, and AVGILSR have identical MWs of 714.4435 and are indistinguishable by accurate mass measurements alone. However, because of their different elution times and the ability of the model to accurately predict these elution times, it is now possible to distinguish isobaric/isomeric peptides.
Finally, Table 7 shows the present work has provided a significant improvement in the peptide elution time prediction errors compared with those of our previous ANN model, regardless the length of the peptide. Longer peptides (i.e., 11-40 amino acid residues) show a larger degree of improvement than do very small peptides. This observation is reasonable as the longer the peptide, the more it deviates from the simplistic assumption that elution time depends on the peptide amino acid composition. However, despite the improvements afforded by this study in predicting the elution times of longer peptides, smaller peptides are still predicted with higher precision. Continued population of our database with longer peptides (31-50 residues) will further improve their predicted NETs.
Comparison of Peptide Elution Time Prediction Models. Several peptide elution time prediction models have been described in the past. However, all of them have used different sets of peptides to train their models and most of them did not use a separate set of peptides to test their model (i.e., the model was tested using the training set), making comparison difficult. Furthermore, many of the models used synthetic peptides for training and testing, while others used "real-world" data from mainly proteomic applications, where the potential of false positive identifications filtered through the training and testing set might have negatively affected the reported prediction capability.
For comparison, we decided to train and test several previously reported prediction models 10,13,38,40,43 with the peptide data set used in this study. Among the previously published peptide elution time Figure 4 shows the correlation coefficients between observed and predicted NETs from five previously reported models and the 1052-24-1 ANN model developed in this study. All previously described peptide elution time predictors yielded inferior correlations compared with the ANN-based elution time predictors. The best model developed by other workers 38,90 provides a correlation coefficient of 0.8435. In general, all of these models performed similarly, with correlation coefficients varying from 0.8156 to 0.8435. This similarity in performance can be expected as all the models were based on the retention coefficient approach. 10 The Kaliszan et al. 40 model provided only small improvements over the Meek model; 10 as in our case, the genetic algorithm underweighted the c log P and VDW Vol parameters. As expected, all models gave better correlations than the original Meek model. 10 Figure 5 shows the prediction error distribution of all the prediction models. Note that the current model has 50% of the peptides within (1.52% error and performs ∼2-fold better than both our previously described model and any other described model. For all other models, 99% of the peptides were within ∼(20% of their predicted values, while for our current model, 99% of the peptides were under (10% of their predicted values, confirming the present model demonstrates a 2-fold improvement over all previously published models. Figures 4 and 5 indicate that this is the first major improvement in making more accurate peptide elution time predictions since the original work by Meek.
It must be noted here that the disadvantage of the present model over previously developed predictors is the large number of peptide identifications needed to train it. The generation of such a large training set is time-consuming and could limit its use from other groups that would like to reproduce the present predictor for different chromatographic conditions. However, to some extent it is possible to adapt the present model to separations with modest changes (e.g., gradient shape). We note that the development of improved alignment algorithms for LC-MS data provides a likely basis for effective alignment of data sets from different chromatographic systems (e.g., using different gradient shapes). Preliminary results 93 show that, by using a transformation function, it should also be possible to transform peptide elution time predictions from our current chromatographic system to other chromatographic systems without losing much predictive capability. This development, if validated, will facilitate broader application of the present model without the necessity of adopting all of the present chromatographic conditions or acquiring the large data sets of peptide identifications needed to develop the present predictive capability.
CONCLUSIONS
In this study, an improved ANN-based peptide retention time predictor was developed that provides an average error of 1.5%. Most of the improvement arises from incorporation of peptide sequence information into the model as opposed to simply amino acid composition. Moreover, the peptide length and hydrophobic moment provided additional small improvements in the model's prediction capability. Predictor encoding was limited to 50 amino acid residues since most present MS/MS data are limited to this regime. In addition to the 20 proteinogenic amino acids, the present model was trained to predict the retention time of peptides that contain alkylated cysteines. Unlike any of the previously developed predictors, this model is now able to accurately predict the retention times of both isobar and isomer peptides. Such capability allows more confident identification of isomeric/isobaric peptides otherwise indistinguishable by accurate mass measurements.
The development of the present predictive capability was enabled by the availability of large quantities of data accumulated over the years, using identical chromatographic conditions, and providing an extremely large set of confident peptide identifications. Approximately 346 000 peptides were used to train the ANN predictor. In addition, the development of a new generation of ion trap instruments from several manufacturers that offer faster cycle times and better sensitivities helped in accumulating sufficient training data. To the best of our knowledge, this is the first time that such massive quantities of proteomic data have been used for the development of a peptide retention time predictor. Due to the large amount of data that needed to be normalized, we revised the normalization procedure to an independent linear regression for each analysis. In a comparison to previously reported models, our model provided ∼2-fold improvement. Finally, preliminary results indicate that it should also be possible to transform peptide elution time predictions from the current chromatographic system to other similar chromatographic conditions without losing much predictive capability. This development will facilitate broader application of the present model without the necessity of adopting all of the present chromatographic conditions or acquiring the large data sets of peptide identifications needed to develop the present predictive capability. We also plan to explore the use of ANNs for predicting the elution times of peptides with posttranslational modifications. This capability would allow the implementation of targeted experiments; that is, the expected mass of the modified peptide (if detected in the predicted elution window) would be added to the inclusion list of the masses to be selected for fragmentation. We further plan to apply the ANN approach to predict the elution time of peptides separated by ion-exchange chromatography for further quality assurance. This will add another dimension of confidence and will be especially useful for research groups that use on-line (e.g., MudPIT) or off-line strong cation-exchange columns for peptide separation/fractionation.
