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Cilj ovog diplomskog rada je opisati tri osnovna algoritma za faktorizaciju cjelobrojnih
polinoma s jednom varijablom. Jedan od njih je klasicˇan, a ostala dva su moderna. Di-
plomski rad se sastoji od cˇetiri poglavlja. Prvo poglavlje cˇine osnovni teoremi i svojstva
za polinome pisani prema [3]. U drugom poglavlju prema [1] i [4] opisan je Kroneckerov
algoritam, ujedno i prvi algoritam za faktorizaciju polinoma. Osmislio ga je F. T. Schu-
bert 1793. godine, a doradio L. Kronecker 1882. godine. Trec´e poglavlje posvec´eno je
Berlekampovom algoritmu te je pisano prema [4]. Berlekampov algoritam je nastao 1969.
godine, a zasluge pripadaju matematicˇarima E. R. Berlekampu i H. Zassenhausu. Algo-
ritam, kojeg su 1982. godine otkrili A. K. Lenstra, H. W. Lenstra i L. Lova´sz naziva se
LLL-algoritam i opisan je u cˇetvrtom poglavlju prema [2] i [5]. Diplomski rad naprav-
ljen je u sklopu aktivnosti Projekta KK.01.1.1.01.0004 - Znanstveni centar izvrsnosti za




1.1 Osnovno o polinomima
Definicija 1.1.1. Funkcija f : R→ R, kojoj je domena i kodomena R, zadana formulom
f (x) = anxn + an−1xn−1 + ... + a1x + a0, (1.1)
gdje su a0, a1, .., an realni brojevi, an , 0, n prirodni broj, zove se polinom n-tog stupnja.
Brojevi a0, a1, .., an zovu se koeficijenti polinoma f . Prirodni broj n zove se stupanj poli-
noma f . Koeficijent an zove se vodec´i ili najstariji koeficijent polinoma f , a koeficijent a0
zove se slobodni cˇlan polinoma f . Ako je an = 1, kazˇemo da je f normiran polinom. Zapis
(1.1) zove se kanonski zapis polinoma f . Ako je a0 = a1 = ... = an = 0, onda se f zove
nulpolinom. Nulpolinom je jedini polinom za koji se stupanj ne definira i pisˇemo f = 0.
Polinom f , zadan formulom f (x) = a, a ∈ R \ {0}, zove se konstantni polinom ili krac´e
konstanta.
Teorem 1.1.2. Polinomi
f (x) = anxn + an−1xn−1 + ... + a1x + a0
g(x) = bmxm + bm−1xm−1 + ... + b1x + b0,
pri cˇemu su an , 0, bm , 0, su jednaki ako i samo ako vrijedi: m = n i ai = bi,
i = 0, 1, . . . , n.
(dokaz [3, str. 9])
Definicija 1.1.3. Neka su f i g dva polinoma iz R[x], f , 0, g , 0. Polinom h zove
se zajednicˇki djelitelj polinoma f i g ako su f i g djeljivi sa h. Za zajednicˇki djelitelj d
polinoma f i g kazˇemo da je najvec´i zajednicˇki djelitelj od f i g ako je d djeljiv sa svakim
zajednicˇkim djeliteljem od f i g.
2
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Definicija 1.1.4. Jednadzˇba oblika
anxn + an−1xn−1 + ... + a1x + a0 = 0, (1.2)
pri cˇemu su an , 0, ai ∈ C, zove se algebarska jednadzˇba n-tog stupnja. Brojevi a0, a1, . . . , an
zovu se koeficijenti jednadzˇbe, an se zove najstariji koeficijent, a a0 slobodni cˇlan te jed-
nadzˇbe. Ako je an = 1, onda za jednadzˇbu (1.2) kazˇemo da je normirana. Jednadzˇbi (1.2)
mozˇemo pridruzˇiti polinom
f (x) = anxn + an−1xn−1 + +a1x + a0.
Svaki korijen jednadzˇbe (1.2) je nultocˇka polinoma f i obrnuto, k-struku nultocˇku polinoma
f nazivamo k-strukim korijenom pripadne algebarske jednadzˇbe.
Teorem 1.1.5. Ako je α = pq , p, q ∈ Z, q , 0, gcd(p, q) = 1 racionalan korijen jednadzˇbe s
cjelobrojnim koeficijentima
anxn + an−1xn−1 + +a1 + a0 = 0,
pri cˇemu je an , 0 , onda je p djelitelj slobodnog cˇlana a0 i q je djelitelj vodec´eg koefici-
jenta an. (dokaz [3, str. 47])
1.2 Egzistencija algoritma za faktorizaciju polinoma
Kao sˇto je naglasˇeno u uvodu, ovaj diplomski rad odnosit c´e se na polinome s cjelobroj-
nim koeficijentima s jednom varijablom. Prije nego sˇto objasnimo koja svojstva polinomi
moraju imati da bi na njih primijenili algoritme, potrebno je definirati visinu polinoma,
Mahlerovu mjeru i iskazati Mahlerovu lemu.
Definicija 1.2.1. Neka je polinom f oblika
f (x) = anxn + an−1xn−1 + ... + a1x + a0.
Tada je
H( f ) = max(|an|, |an−1|, ..., |a0|)
visina polinoma f .
Definicija 1.2.2. Ako je visina H(P) polinoma P s kompleksnim koeficijentima
P(x) = anXn + an−1Xn−1 + ... + a1X + a0 = an(X − α1)...(X − αn)
POGLAVLJE 1. KRATKI NASLOV POGLAVLJA 4










⌋)−1H(P) ≤ M(P) ≤ √n + 1 · H(P), (1.3)
pri cˇemu je H(P) visina polinoma P, a M(P) Mahlerova mjera polinoma P.
Neka je F polinom s cjelobrojnim koeficijentima stupnja d ≥ 2 i neka je H visina
polinoma F. Polinom F je oblika
F(x) = anxn + an−1xn−1 + ... + a1x + a0,
pri cˇemu su an, an−1, ..., a0 relativno prosti. Ako je polinom F reducibilan nad Z, tada
postoji polinom G ∈ Z[x], pri cˇemu je G stupnja d′ tako da vrijedi 0 < d′ ≤ d/2 i polinom





, nejednakosti (1.3) te
multiplikativnosti Mahlerove mjere slijedi:
2−d





⌋)−1 · H(G) ≤ M(G) ≤ M(G) · M(J) ≤ M(F) ≤ √d + 1 · H(F).
Dakle, imamo
H(G) ≤ √d + 1 · 2d′ · H(F) ≤ √d + 1 · 2 d2 · H(F). (1.4)
Kako bi pronasˇli faktor G moramo provjeriti sve polinome koji imaju stupanj najvisˇe d2
i cˇija je visina omedena sa
√
d + 1 · 2 d2 · H(F). Koeficijenata polinoma ima priblizˇno d2 .
Buduc´i da je visina polinoma G nije vec´a od
√
d + 1·2 d2 ·H(F) to znacˇi da najvec´a apsolutna
vrijednost koeficijenata polinoma od G jednaka
√
d + 1 · 2 d2 · H(F). Kada uzmemo u obzir
sve negativne i pozitivne brojeve cˇija apsolutna vrijednost ne prelazi
√
d + 1 · 2 d2 · H(F),
dobivamo da svaki od d2 koeficijenata mozˇe poprimiti 2 ·
√
d + 1 · 2 d2 ·H(F). Iz ovog slijedi
da je ukupan broj moguc´nosti jednak





2 · (d + 1) d4 · 2 d4 .
Mozˇemo primijetiti da takvih polinoma ima mnogo te da algoritam prestaje biti prakticˇan
za npr. d ≥ 6.
Poglavlje 2
Kroneckerov algoritam
Kao sˇto je naglasˇeno u uvodu, u ovom diplomskom radu bavit c´emo se polinomima s cjelo-
brojnim koeficijentima s jednom varijablom. Kroneckerov algoritam se bazira na cˇinjenici
da za bilo koji cijeli broj a , vrijednost G(a) dijeli broj F(a), pri cˇemu je G bilo koji faktor
polinoma F. Buduc´i da d2 + 1 =
d+2
2 vrijednosti odreduju polinom G stupnja najvisˇe
d
2 ,
slijedi da trebamo izabrati n cijelih brojeva a , pri cˇemu je vrijednost broja n ∈ N najblizˇa
vrijednosti d+22 .
Primjer 2.0.1. U ovom primjeru c´emo faktorizirati polinom
F(x) = x5 + 6x4 + 10x3 + 4x2 + x − 1.
Prema teoremu 1.1.5 kandidati za nultocˇke su: ±1. Kako je
F(1) = 21, F(−1) = −3,
slijedi da polinom nema racionalnih nultocˇaka odnosno da nema ni cjelobrojnih nultocˇaka.
Ako je F stupnja d = 5 reducibilan, tada postoji polinom G stupnja d′ ≤ d2 . Iz ovog slijedi
da je polinom G stupnja 2. Bez smanjenja opc´enitosti, mozˇemo pretpostaviti da djelitelj G
ima pozitivan vodec´i koeficijent tj. G je oblika
G(x) = X2 + aX + b,
gdje su a i b cijeli brojevi. Kako je F(0) = −1 po Kroneckeru slijedi da je G(0) = b = ±1.
F(−1) = −3⇒ G(−1) = −a + b + 1 ∈ {±1,±3}
F(1) = 21⇒ G(1) = a + b + 1 ∈ {±1,±3,±7,±21}
Iz prethodnih jednakosti imamo sustav jednadzˇbi:
a = −G(−1) + b + 1
5
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a = G(1) − b − 1.
Kada prvu jednadzˇbu pomnozˇimo s (-1) i dodamo drugoj imamo:
2b = G(−1) +G(1) − 2.
Kako je b = ±1, ocˇito je da G(1) < ±21. Imamo 2 slucˇaja.
1. slucˇaj:
Neka je
b = 1⇒ 2 = G(−1) +G(1) − 2⇒ G(−1) +G(1) = 4,
pri cˇemu je
G(−1) ∈ {±1,±3}
G(1) = a + b + 1 ∈ {±1,±3,±7}.
Primijetimo da u obzir dolaze samo 3 podslucˇaja:
1.1. G(1) = 1,G(−1) = 3⇒ 2 = 1 + 3 − 2 = 2⇒ a = −1
1.2. G(1) = 3,G(−1) = 1⇒ 2 = −3 + 1 − 2 = 2⇒ a = 1
1.3. G(1) = 7,G(−1) = −3⇒ 2 = 7 − 3 − 2 = 2⇒ a = 5
2. slucˇaj:
Neka je
b = −1⇒ −2 = G(−1) +G(1) − 2⇒ G(−1) +G(1) = 0,
pri cˇemu je
G(−1) ∈ {±1,±3}
G(1) = a + b + 1 ∈ {±1,±3,±7}.
Uocˇimo da u obzir dolaze samo 4 podslucˇaja:
2.1. G(1) = 1,G(−1) = −1⇒ −2 = 1 − 1 − 2 = −2⇒ a = −1
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2.2. G(1) = −1,G(−1) = 1 − 2 = −1 + 1 − 2 = −2⇒ a = −1
2.3. G(1) = 3,G(−1) = −3 − 2 = 3 − 3 − 2 = −2 = 3
2.4. G(1) = −3,G(−1) = 3⇒ −2 = −3 + 3 − 2 = −2⇒ a = −3
Dakle, imamo 7 moguc´nosti:
1) b = 1 za G(1) = 1, G(−1) = 3, pri cˇemu je a = −1
2) b = 1 za G(1) = 3, G(−1) = 1, pri cˇemu je a = 1
3) b = 1 za G(1) = 7, G(−1) = −3, pri cˇemu je a = 5
4) b = −1 za G(1) = 1, G(−1) = −1, pri cˇemu je a = 1
5) b = −1 za G(1) = −1, G(−1) = 1, pri cˇemu je a = −1
6) b = −1 za G(1) = 3, G(−1) = −3, pri cˇemu je a = 3
7) b = −1 za G(1) = −3, G(−1) = 3, pri cˇemu je a = −3
Iz F(−2) = −3 slijedi G(−2) = 4 − 2a + b ∈ {±1,±3}. Za sve moguc´nosti izracˇunajmo
G(−2):
1) G(−2) = 7
2) G(−2) = 3
3) G(−2) = −5
4) G(−2) = 1
5) G(−2) = 5
6) G(−2) = −3
7) G(−2) = 9
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Primijetimo da vrijednost G(−2) dobivena pod 2), 4) i 6) pripada skupu {±1,±3} iz cˇega
slijedi da imamo tri kandidata za polinom G:
2) G(x) = x2 + x + 1
4) G(x) = x2 + x − 1
6) G(x) = x2 + 3x − 1
Kada podijelimo polinom F polinomima pod 2), 4), 6) dobijemo da jedino polinom
G(x) = x2 + 3x − 1 dijeli polinom F. Dakle,
F(x) = (x2 + 3x − 1) · (x3 − 2x2 + 3x + 1).
Poglavlje 3
Berlekampov algoritam
3.1 Uvod u Berlekampov algoritam
Kako bi objasnili Berlekampov algoritam potrebno je prvo definirati kvadratno slobodan
polinom, iskazati Henselovu lemu, definirati rezultantu dvaju polinoma te iskazati Hada-
mardovu nejednakost.
Definicija 3.1.1. Za polinom f ∈ F[x] kazˇemo da je kvadratno slobodan ako i samo ako
vrijedi da je gcd( f , f ′) = 1, pri cˇemu je f ′ derivacija polinoma f.
Neka su f i g dva polinoma s jednom varijablom i koeficijentima iz polja F. Kada f i g
imaju netrivijalni zajednicˇki faktor h tako da f = f1h, g = g1h, onda jednadzˇba
u f + vg = 0, (3.1)
pri cˇemu je
deg(u) < deg(g)
deg(v) < deg( f )
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Tada je jednadzˇba (3.1) ekvivalentna homogenom linearnom sustavu od n+m jednadzˇbi









Tada imamo u f + vg = 0 odnosno
amun−1Xm+n−1 + amun−2Xm+n−2 + ... + amu0Xm + ... + a0un−1Xn−1 + a0un−2Xn−2 + ... + a0u0+
+bnvm−1Xn+m−1+bnvm−2Xn+m−2+...+bnv0Xn+...+b0vm−1Xm−1+b0vm−2Xm−2+...+b0v1X+b0v0 = 0
Izlucˇimo koeficijente uz iste potencije.
(amun−1+bnvm−1)Xm+n−1+(am−1un−1+amun−2+bn−1vm−1+bnvm−2)Xm+n−2+...+a0u0+b0v0 = 0
Prema teoremu 1.1.2. imamo sustav jednadzˇbi:
amun−1 + bnvm−1 = 0
am−1un−1 + amun−2 + bn−1vm−1 + bnvm−2 = 0
...
a0u0 + b0v0 = 0
Znamo da sustav ima netrivijalno rjesˇenje ako i samo ako mu je determinanta jednaka nuli.
Determinanta sustava je jednaka
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
am am−1 . . . a1 a0 0 . . . 0
0 am am−1 . . . a1 a0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
bn bn−1 . . . b1 b0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . 0 bn bn−1 . . . b1 b0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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Preciznije, koeficijenti matrice su dani formulama:
ci, j = am− j+i, 1 ≤ i ≤ n
cn+i, j = bn− j+i, 1 ≤ i ≤ m,
gdje je ai = 0 , i < {0, 1, . . . ,m} i b j = 0, j < {0, 1, . . . , n}.
Ovako definiranu determinantu nazivamo rezultanta polinoma f i g i pisˇemo Res( f , g).
Diskriminantu polinoma f stupnja m i korijena α1, α2, . . . racˇunamo formulom





(αi − α j),
pri cˇemu je am vodec´i koeficijent polinoma f , a αi su korijeni polinoma f .
Teorem 3.1.2. (Hadamardova nejednakost) Neka su b1, b2, . . . , bn , n ∈ N nenul vektori
euklidskog prostora Rn, tada vrijedi nejednakost:
|det(b1, b2, ..., bn)| ≤ |b1| · |b2| · ... · |bn|.
(dokaz [2, str. 82])
Neka je f (x) = anxn + an−1xn−1 + ... + a1x + a0 polinom iz Z[X] stupnja n. Tada vrijedi
Res( f , f ′) = (−1) n(n−1)2 an · Discr( f ). (3.2)
Lema 3.1.3. (Henselova lema) Neka je p prost broj te neka su f , h0, g0 polinomi u Z[X] za
koje vrijedi:
a) g0 je normiran i deg(g0) + deg(h0) = deg( f )
b) f (X) − g0(X)h0(X) ≡ 0(mod p1+2k), gdje pk||Res(g0, h0), pri cˇemu || oznacˇava da pk di-
jeli Res(g0, h0), a pk+1 ne dijeli Res(g0, h0).
Tada za bilo koji n ≥ 0, postoje polinomi hn i gn s cjelobrojnim koeficijentima tako da
imamo:
1) gn je normiran i deg(gn) + deg(hn) = deg( f )
2) gn ≡ g0(mod pk+1), hn ≡ h0(mod pk+1)
3) f ≡ gnhn(mod pn+2k+1)
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Dokaz. Lemu c´emo dokazati matematicˇkom indukcijom po n.
Baza:
Za n = 0, moramo dokazati:
1) g0 je normiran i deg(g0) + deg(h0) = deg( f )
2) g0 ≡ g0(mod pk+1), h0 ≡ h0(mod pk+1)
3) f ≡ g0h0(mod p2k+1)
Iz pretpostavke leme, slijedi da ove tvrdnje vrijede, odnosno da baza indukcije vrijedi.
Pretpostavka:
Pretpostavimo da za neki n − 1 ∈ N vrijedi:
1) gn−1 je normiran i deg(gn−1) + deg(hn−1) = deg( f )
2) gn−1 ≡ g0 mod (pk+1), hn−1 ≡ h0(mod pk+1)
3) f ≡ gn−1hn−1(mod pn+2k+1)
Korak:
Provjerimo vrijedi li lema i za n ∈ N. Tvrdnje pod 1) i 2) su ocˇite. Moramo josˇ provjeriti
tvrdnju pod 3). Trazˇimo polinome gn i hn koji su zadani kao:
gn = gn−1 + pn+kg∗n
hn = hn−1 + pn+kh∗n (3.3)
te vrijedi da je
deg(g∗n) ≤ deg(g0) − 1
deg(h∗n) ≤ deg(h0).
Za ovako definirane gn i hn tvrdnje 1) i 2) su zadovoljene. Potrebno je dokazati tvrdnju pod
3) odnosno da vrijedi
f ≡ gnhn(mod pn+2k+1).
Iz ovog slijedi da je
f − gnhn ≡ 0(mod pn+2k+1).
f−gnhn = f−(gn−1+pn+kg∗n)(hn−1+pn+kh∗n) = f−gn−1hn−1−pn+k(g∗nhn−1+gn−1h∗n)−g∗nh∗n p2(n+k)
Slijedi
f − gn−1hn−1 − pn+k(g∗i hn−1 + gn−1h∗n) ≡ 0(mod pn+2k+1).
Iz
f (X) − gn−1(X)hn−1(X) = pn+2krn−1(X) (3.4)




n(X) ≡ pkrn−1(x)(mod pk+1). (3.5)
Kongruencija (3.2) je ekvivalentna linearnom sustavu gdje su nepoznanice koeficijenti po-
linoma g∗n i h
∗
n. Neka je d stupanj polinoma f . Broj nepoznanica linearnog sustava jednak
je broju koeficijenata polinoma g∗n i h
∗
n. Sada imamo
deg(h∗n) + 1 + deg(g
∗
n) + 1 = deg(h0) + 1 + deg(g0) = d + 1
Primijetimo da je broj koeficijenata nekog polinoma za jedan vec´i od stupnja tog poli-
noma. Iz ovog slijedi da je broj nepoznanica linearnog sustava jednak broju koeficijenata
polinoma f odnosno da je broj nepoznanica jednak broju jednadzˇbi linearnog sustava. De-
terminanta ovog sustava je zapravo rezultanta polinoma gn−1 i hn−1 iz cˇega, po pretpostavci,
slijedi da je determinanta ovog sustava djeljiva s pk, ali nije djeljiva s pk+1 prema pretpos-
tavci leme. Prema Cramerovom pravilu slijedi da sustav (3.2) ima rjesˇenje (g∗n, h
∗
n) u polju
racionalnih brojeva te da zajednicˇki nazivnik a polinoma g∗n i h
∗
n nije djeljiv s p. Ako je u
cijeli broj tako da vrijedi:
ua ≡ 1(mod pk+1),
tada, kada rjesˇenje (g∗n, h
∗
n) pomnozˇimo s ua dobivamo dva polinoma s cjelobrojnim ko-
eficijentima cˇija redukcija pk zadovoljava kongruenciju (3.2). Buduc´i da baza indukcije
vrijedi, te iz prepostavke da tvrdnje 1), 2), 3) vrijede za neki n − 1 ∈ N slijedi da vrijede
i za n ∈ N, prema aksiomu matematicˇke indukcije mozˇemo zakljucˇiti da tvrdnje 1), 2), 3)
vrijede za svaki n ∈ N. Ovime je dokaz gotov. 
3.2 Berlekampov algoritam
Neka je F ∈ Z[x] kvadratno slobodan polinom stupnja d i visine H. Pretpostavimo da je
F normiran. Berlekampova metoda se sastoji od ovih koraka:
1) Trebamo odabrati prosti broj p koji ne dijeli diskriminantu polinoma F.
2) Faktorizirati polinom f ∈ Zp[x], gdje je f slika polinoma F modulo p. Neka su
P1, P2, . . . , Pk ireducibilni faktori od f ∈ Zp[x].
3) Ako je k = 1, tada F nije reducibilan i na ovom mjestu procedura staje.
4) Ako je k > 1, izaberemo bilo koju particiju skupa {1, 2, 3, . . . , k} u dva neprazna skupa










tako da vrijedi F ≡ g0h0(mod p), pri cˇemu je Res(g0, h0) . 0(mod p), uz pretpostavku da
su g0 i h0 polinomi s cjelobrojnim koeficijentima.
5) Primijenimo Henselovu lemu: F ≡ gh(mod pn), pn ≥ B, pri cˇemu je B izabrana gra-
nica, a polinomi g i h imaju koeficijente koji su izmedu −p n2 i p n2 .
6) Provjerimo dijeli li polinom g polinom F u prstenu Z[x]. Imamo tri moguc´nosti:
6.1) Polinom g dijeli F. Dakle, pronasˇli smo netrivijalni faktor polinoma F. Tada, mozˇemo
primijeniti cijeli postupak na faktore g i F/g polinoma F.
6.2) Polinom g ne dijeli F, ali postoji barem jedna particija skupa {1, 2, 3, . . . , k} koja nije
provjerena. Tada, pokusˇamo s tom particijom i vratimo se na korak 4.
6.3) Sve particije su provjerene. Postupak zaustavljamo i zakljucˇujemo da je polinom
F ireducibilan nad cijelim brojevima.
3.3 Analiza Berlekampovog algoritma
Ako pogledamo korake Berlekampovog algoritma, primijetit c´emo da nam se prirodno
postavljaju pitanja: kako odabrati prosti broj u prvom koraku te kako odabrati granicu B
u petom koraku. Prije nego sˇto odgovorimo na ta pitanja, analizirajmo prvi korak. Da bi
mogli primijeniti Berlekampov algoritam na polinom F, polinom F mora biti kvadratno
slobodan. Je li polinom F kvadratno slobodan provjeravamo na nacˇin da nademo najvec´i
zajednicˇki djelitelj polinoma F i njegove derivacije F′. Vrijedi da je F kvadratno slobodan
u Zp[X] ako i samo ako je gcd(F, F′) = 1 odnosno ako i samo ako
Res(F, F′) = (−1) n(n−1)2 an · Discr( f ) , 0.
Iz ovoga slijedi, F je kvadratno slobodan ako i samo ako p ne dijeli diskriminantu od F.
Odabir prostog broja p
Odgovorimo sada na nasˇe prvo postavljeno pitanje: kako odabrati prost broj p u prvom
koraku. Ideja lezˇi u tom da odredimo maksimalnu vrijednost diskriminante polinoma F
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te odredimo koliko ima prostih djelitelja. Kada pronademo broj prostih djelitelja diskri-
minante, dokazali smo da postoji prost broj koji ne dijeli diskriminantu jer prostih brojeva
ima beskonacˇno mnogo. Nakon raznih transformacija, dobivamo da je
p = O(d · lnd + d · lnH),
pri cˇemu je O sljedec´a oznaka:
f (x) = O(g(x)) ako postoji konstanta C takva da je | f (x)| ≤ Cg(x) za sve x. (dokaz, [3, str.
319])
Odabir granice B
Neka je G djelitelj polinoma F ∈ Z[X] tako da
G(X) = bmXm + bm−1Xm−1 + ... + b1x + b0,



















⌋) ≤ 2m · M(F).
Iz leme 1.2.2 slijedi
H(G) ≤ M(F) · 2m ≤ 2m · √d + 1 · H(F).
Kada faktoriziramo polinom F modulo pn, koeficijente faktora biramo iz intervala [− pn−12 , p
n−1
2 ]
i biramo eksponent n koji je dovoljno velik da vrijedi pn ≥ 2H(G), pri cˇemu je polinom G
bilo koji djelitelj polinoma F stupnja najvisˇe d2 . Ako uzmemo
pn ≥ 21+ d2 · (d + 1)1/2 · H(F),
zbog nejednakosti (1.4) slijedi da je
pn ≥ 21+ d2 · (d + 1)1/2 · H(F) ≥ 2 · H(G).
Dakle, dovoljno je uzeti
B = 21+
d
2 · (d + 1) 12 · H(F). (3.6)
Sada kada znamo odabrati p i B, rijesˇimo primjer.
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Primjer 3.3.1. Faktorizirajmo polinom
F(x) = x3 − 3x2 − x + 3.
Primijetimo da je vodec´i cˇlan polinoma jednak 1, a stupanj polinoma jednak d = 3. Prije
prvog koraka, provjerimo je li F kvadratno slobodan. Derivacija polinoma F je
F′(x) = 3x2 − 6x − 1.
Primijenimo Euklidov algoritam:
x3 − 3x2 − x + 3 =
(

























Ocˇito je da je gcd(F, F′) = 1 iz cˇega slijedi da je F kvadratno slobodan.
1) Odaberimo prosti broj p koji ne dijeli diskriminantu polinoma P. Rezultanta polinoma
F i F′ je: ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 −3 −1 3 0
0 1 −3 −1 3
3 −6 −1 0 0
0 3 −6 −1 0
0 0 3 −6 −1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −256.
Iz (3.2) slijedi da je Discr(F) = 256. Dakle, mozˇemo uzeti p = 3 jer 3 ne dijeli 256.
2) Odredimo polinom f ∈ Z3[x].
x3 − 3x2 − x + 3 ≡ x3 − x (mod 3)
Iz ovoga slijedi da je
f (x) = x3 − x.
Faktorizrajmo polinom f:
f (x) = x3 − x = x(x − 1)(x + 1),
pri cˇemu je P1 = x, P2 = x − 1, P3 = x + 1. Dakle, k = 3. Kako je k > 1, idemo na cˇetvrti
korak.
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4) Trebamo izabrati g0 i h0 tako da F ≡ g0h0(mod 3) i broj 3 ne dijeli Res(g0, h0). Ako
uzmemo g0(x) = x i h0(x) = x2 − 1, tada vrijedi da je F ≡ g0h0(mod 3) jer
x3 − 3x2 − x + 3 ≡ x3 − x(mod 3)
⇔ x3 − 3x2 − x + 3 − x3 + x ≡ 0(mod 3)
⇔ −3x2 + 3 ≡ 0(mod 3).







Buduc´i da 3 ne dijeli Res(g0, h0) te vrijedi F ≡ g0h0(mod 3), g0 i h0 su dobro odabrani.
5) U ovom koraku trebamo primijeniti Henselovu lemu: F ≡ gh(mod pn), pn ≥ B, pri





(3.6) slijedi da je B ≈ 33.94 odnosno da je n = 4. Koeficijenti polinoma g i h moraju biti
unutar intervala [−40, 40].
Trebamo pronac´i polinome g i h tako da F ≡ gh(mod 81). Buduc´i da F . g0h0(mod
81), pokusˇajmo s g1 i h1. Prema (3.3) slijedi
g1 = g0 + 3g∗1
h1 = h0 + 3h∗1, (3.7)
pri cˇemu je n = 1 i p = 3. Kako 3 ne dijeli rezultantu, k = 0.
Kako bi iz kongruencije (3.5) odredili g1(x)∗ i h1(x)∗, potrebno je pronac´i r0(x) iz jed-
nakosti (3.4).
F(x) − g0(x)h0(x) = 3r0(x)
x3 − 3x2 − x + 3 − x3 + x = 3r0(x)
−3x2 + 3 = 3 · r0(x)
r0(x) = −x2 + 1
Iz kongruencije (3.5) slijedi
x · h1(x)∗ + (x2 − 1) · g1(x)∗ ≡ (−x2 + 1)(mod 3).
Primijetimo da ako uzmemo da je h1(x)∗ = 0 i g1(x)∗ = −1, kongruencija vrijedi. Tada iz
(3.7) slijedi
g1 = x − 3
POGLAVLJE 3. BERLEKAMPOV ALGORITAM 18
h1 = x2 − 1.
Provjerimo vrijedi li F ≡ g1h1(mod 81).
F − g1h1 ≡ 0(mod 81)
⇔ x3 − 3x2 − x + 3 = (x − 3) · (x2 − 1)
⇔ 0 ≡ 0(mod 81)
Dakle, vrijedi da je F ≡ g1h1(mod 81). Sada mozˇemo zakljucˇiti da je g(x) = x − 3, a
h(x) = x2 − 1. Mozˇemo primijetiti da je F − gh = 0 iz cˇega slijedi da je F = gh. Kako je g
ireducibilan te je ocˇito da je h(x) = (x − 1) · (x + 1), faktorizacija zavrsˇava. Dakle,
F(x) = x3 − 3x2 − x + 3 = (x − 3) · (x − 1) · (x + 1).
Primjer 3.3.2. Faktorizirajmo polinom
F(x) = x4 + 3x3 + 11x2 + 15x + 18.
Provjerimo je li F kvadratno slobodan Euklidovim algoritmom.
F′(x) = 4x3 + 9x2 + 22x + 15




































































Mozˇemo uocˇiti da je gcd(F, F′) = 1 odnosno da je F kvadratno slobodan. Sada mozˇemo
primijeniti Berlekampov algoritam na polinom F.
1) Trebamo odrediti prost broj p koji ne dijeli diskriminantu polinoma f .
Res(F, F′) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 3 11 15 18 0 0
0 1 3 11 15 18 0
0 0 1 3 11 15 18
4 9 22 15 0 0 0
0 4 9 22 15 0 0
0 0 4 9 22 15 0
0 0 0 4 9 22 15
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 59616.
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Uocˇimo da je vodec´i koeficijent polinoma F jednak 1 te da je stupanj polinoma F jednak
4. Tada iz (3.2) slijedi Res(F, F′) = Discr(F). Buduc´i da je 5 najmanji prost broj koji ne
dijeli diskriminantu polinoma F, uzmimo da je p = 5.
2) Trebamo faktorizirati polinom f ∈ Z5[x], gdje je f slika polinoma F modulo 5. Neka su
P1, P2, ..., Pk ireducibilni faktori od f ∈ Z5[x].
f (x) = x4 + 3x3 + x2 + 3 ≡ x4 + 3x3 + 6x2 + 5x + 3(mod 5)
x4 + 3x3 + 6x2 + 5x + 3 = x4 + 2x3 + x3 + 3x2 + 2x2 + x2 + 2x + 3x + 3
= x2(x2 + x + 1) + 2x(x2 + x + 1) + 3(x2 + x + 1)
= (x2 + x + 1) · (x2 + 2x + 3)
Dakle, imamo
f (x) = (x2 + x + 1) · (x2 + 2x + 3), f ∈ Z5[x].
P1(x) = x2 + x + 1
P2(x) = x2 + 2x + 3.
Iz ovog slijedi da je k = 2 te idemo na cˇetvrti korak.
4) Moramo izabrati g0 i h0 tako da je F ≡ g0h0(mod 5) i Res(g0, h0) . 0(mod 5). Provje-
rimo mozˇemo li uzeti da je
g0 = x2 + x + 1
h0 = x2 + 2x + 3.
F ≡ g0h0(mod 5)
⇔ F − g0h0(mod 5)
⇔ x4 + 3x3 + 11x2 + 15x + 18 − x4 − 3x3 − 6x2 − 5x − 3 ≡ 0(mod 5)
⇔ 5x2 + 10x + 15 ≡ 0(mod 5). (3.8)
Kako zadnja kongruencija vrijedi, slijedi da vrijedi i F ≡ g0h0(mod 5). Josˇ treba provje-
riti dijeli li Res(g0, h0).
Res(g0, h0) =
∣∣∣∣∣∣∣∣∣∣∣
1 1 1 0
0 1 1 1
1 2 3 0
0 1 2 3
∣∣∣∣∣∣∣∣∣∣∣ = 3
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Buduc´i da 5 ne dijeli Res(g0, h0), dobro smo odabrali g0 i h0.
5) U ovom koraku trebamo primijeniti Henselovu lemu F ≡ gh(mod pn), pn ≥ B, a




2 . Iz (3.6) slijedi da je B ≈ 321.99.
Sada mozˇemo zakljucˇiti da je n = 4 odnosno moramo pronac´i polinome g i h tako da
je F ≡ gh( mod 625), pri cˇemu polinomi g i h imaju koeficijente koji su izmedu −312 i 312.
Iz (3.8) vidimo da za polinome g0 i h0 ne vrijedi F ≡ g0h0(mod 625). Provjerimo vrijedi li
ova kongruencija za polinome g1 i h1. Iz (3.3) slijedi
g1 = g0 + 5g∗1
h1 = h0 + 5h∗1. (3.9)
Kako bi mogli izracˇunati g∗1 i h
∗
1 iz kongruencije (3.5) moramo najprije izracˇunati r0(x) iz
jednakosti (3.4).
F(x) − g0h0 = 5r0(x)
5x2 + 10x + 5 = 5r0(x)
r0(x) = x2 + 2x + 3
Prema (3.5) imamo
(x2 + x + 1) · h∗1(x) + (x2 + 2x + 3) · g∗1(x) ≡ x2 + 2x + 3(mod 5).
Primijetimo da ako je h∗1(x) = 0 i g
∗
1(x) = 1, tada konvergencija vrijedi. Iz (3.9) slijedi
g1(x) = x2 + x + 6
h1(x) = x2 + 2x + 3.
Provjerimo vrijedi li F ≡ g1h1(mod 625).
F − g1h1 ≡ 0(mod 625)
⇔ x4 + 3x3 + 11x2 + 15x + 18 − (x2 + x + 6) · (x2 + 2x + 3) ≡ 0(mod 625)
⇔ 0 ≡ 0(mod 625)
Iz posljednje kongruencije slijedi da smo pronasˇli g i h tako da vrijedi F ≡ gh(mod
625), pri cˇemu je
g(x) = x2 + x + 6
h(x) = x2 + 2x + 3.
Uocˇimo da, kada pomnozˇimo g i h, dobijemo upravo F. Kako su g i h ireducibilni, ovdje
faktorizacija zavrsˇava. Dakle,
F(x) = x4 + 3x3 + 11x2 + 15x + 18 = (x2 + x + 6) · (x2 + 2x + 3).
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3.4 Slozˇenost
Buduc´i da je slozˇenost prva tri koraka prema [4] iznosi
O(d3 · p(lnp)2).
Mozˇemo pretpostaviti da je
p = O(d · ln(dH)).
Stoga, vrijeme izvrsˇavanja prva tri koraka je najvisˇe
O(d4 · (lnd · H)2).
Za bilo koji izbor particije S , vrijeme izvrsˇavanja je
C = (d2(d + lnH)2).
Primijetimo da moramo provjeriti najvisˇe 2k−1 moguc´ih particija S i tada je vrijeme izvrsˇavanja




Iz svega slijedi da je slozˇenost Berlekampovog algoritma
O((lnd)2 · d4 · (lnd · H)2).
Poglavlje 4
LLL algoritam
4.1 Uvod u LLL algoritam
Ovaj algoritam dobio je ime po trima matematicˇarima koji su zasluzˇni za njegovo otkric´e.
To su: Arjen Lenstra, Hendrik Lenstra i La´szlo´ Lova´sz. Naziva se josˇ i L3 algoritam. Ba-
zira se na Berlekampovu algoritmu za konacˇna polja te Henselovoj lemi. Ideja algoritma
je da za polinom F s cjelobrojnim koeficijentima treba pronac´i odgovarajuc´i prosti broj p i
izracˇunati ireducibilan polinom G koji dijeli F(mod p). Takoder, treba pronac´i ireducibi-
lan polinom H koji dijeli polinom F, pri cˇemu G(mod p) dijeli polinom H. Prije nego sˇto
krenemo na sam LLL-algoritam, definirati c´emo resˇetku i reduciranu bazu te se podsjetiti
Gram-Schmidtovog postupka ortogonalizacije.
Definicija 4.1.1. Neka je n prirodan broj i neka je L podskup euklidskog prostora Rn . Ako







ribi; ri ∈ Z},
tada je L resˇetka.
Neka je Rn vektorski prostor. Prisjetimo se definicije skalarnog umnosˇka. Neka su
~a = (a1, a2, ..., an) i ~b = (b1, b2, ..., bn) vektori iz Rn. Skalarni umnozˇak vektora ~a i ~b je
< a, b >= a1b1 + a2b2 + ... + anbn.
Teorem 4.1.2. (Gram-Schmidtov postupak ortogonalizacije) Neka je {b1, ..., bn} baza pros-
tora Rn. Ortogonalnu bazu {b∗1, b∗2, ..., b∗n} prostora Rn racˇunamo na nacˇin:
b1 = b∗1
22
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b∗2 = b2 −






b∗n = bn −










Definicija 4.1.3. Ako su vektori b1, b2, ..., bn linearno nezavisni, pisˇemo:
µi, j =





pri cˇemu vrijedi i = 1, ..., n, j = 1, ..., i − 1. Baza {b1, b2, . . . , bn} resˇetke L ∈ Rn je reduci-
rana, ako vrijedi:
|µi, j| ≤ 12 , 1 ≤ j < i ≤ n
||b∗i + µi,i−1b∗i−1||2 ≥
3
4
||b∗i−1||2, 1 < i ≤ n.
Sada c´emo definirati polinome F, G i H koje sam spomenula na pocˇetku poglavlja.
Definicija 4.1.4. Neka je p ≥ 2 prost broj, k ∈ N \ {0} te neka su Fp = ZpZ i ZpkZ kvocijentni
prsteni. Reprezentanti elemenata iz Z/pkZ su cijeli brojevi iz intervala [−pk/2, pk/2]. Neka
je F ∈ Z[X] stupnja n ≥ 1, polinom H stupnja d ≤ n tako da vrijedi:
1) Polinom H je normiran.
2) H(mod pk) dijeli F(mod pk) u (Z/pkZ)[X]
3) H(mod p) je ireducibilan u Fp[X]
4) H(mod p)2 ne dijeli F(mod p) u Fp[X]
Primijetimo da polinom H koji zadovoljava svojstva 1) - 4), mozˇemo pronac´i pomoc´u Ber-
lekampovog algoritma.
Propozicija 4.1.5. Ako postoji polinom H ∈ Z[X] koji zadovoljava svojstva od 1) - 4), tada
postoji ireducibilan djelitelj H0 od F u polju polinoma s cjelobrojnim koeficijentima tako
da je H0(mod p) djeljivo s H(mod p), pri cˇemu je H0 jedinstveno odreden do na predz-
nak. Ako je polinom G djelitelj polinoma F, sljedec´e tvrdnje su ekvivalentne:
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1) H(mod p) dijeli G(mod p) u Fp[X]
2) H(mod pk) dijeli G(mod pk) u (Z/pkZ[X])
3) H0 dijeli G u Z[X]
Ako ove tvrdnje vrijede, tada H(mod pk) dijeli H0(mod pk) u Z/pkZ.
(dokaz [5, str. 272])
Neka je prirodan broj m ≥ d = deg(H) te
L = {Q ∈ Z[X]; deg(Q) ≤ m,H(mod pk) dijeli Q(mod pk) u (Z/pkZ)[X]}.
L je podskup R-vektorskog prostora
∑m
j=0 R · X j sˇto poistovjec´ujemo sa Rm+1 relacijom
m∑
i=0
aiXi → (a0, a1, ..., am).
Tada je L resˇetka u Rm+1, a baza od L je jednaka:
B = {pkXi, 0 ≤ i < d} ∪ {HX j, 0 ≤ j ≤ m − d}.
Teorem 4.1.6. U teoremu se uzimaju u obzir oznake prethodno definirane.
Ako je {b1, b2, ..., bm+1} reducirana baza od L, tada :
1) Ako vrijedi ||b1|| < (pkd · ||F||−m)1/n, onda deg(H0) ≤ m.
2) Ako vrijede nejednakosti:





· ||F||m · M(F)n, (4.1)
deg(H0) ≤ m,
tada
||b1|| < (pkd · ||F||−m)1/n.
Prisjetimo se M(F) oznacˇava Mahlerovu mjeru definiranu pod 1.2.2.
(dokaz [5, str. 275])
Korolar 4.1.7. Neka je j ∈ {1, 2, ...,m + 1} tako da
||b j|| < (pkd · ||F||−m)1/n. (4.2)
Neka je t najvec´i takav j. Tada imamo:
deg(H0) = m + 1 − t,
H0 = gcd(b1, b2, ..., bt)
i nejednakost (4.1.) vrijedi za svaki j ∈ {1, 2, ..., t}.
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4.2 LLL algoritam
Kako bi mogli provesti LLL algoritam potrebno je definirati algoritam redukcije baze te
josˇ dva pomoc´na algoritma A i B.
Algoritam redukcije baze
Neka je {b1, b2, ..., bn} baza resˇetke L. Pomoc´u Gram-Schmidtovog postupka ortogonali-
zacije (teorem 4.1.2) izracˇunajmo b∗i , za 1 ≤ i ≤ n, µi, j za 1 ≤ j < i ≤ n te neka je
k ∈ {1, 2, ..., n + 1}. Na pocˇetku algoritma je k = 2.
Provjerimo jesu li zadovoljeni uvjeti:
1)
|µi, j| ≤ 12 , za 1 < j < i < k,
||b∗i + µi,i−1b∗i−1||2 ≥
3
4
||b∗i−1||, za 1 < i < k.
Uvjeti su zadovoljeni za k = 2. Ako je k = n + 1, algoritam staje jer je baza reducirana.
Inacˇe, ako je k < n + 1, provjerimo je li zadovoljen uvjet 2.
2)
µk,k−1 ≤ 12 , za k > 1.
Ako uvjet 2) nije ispunjen, onda racˇunamo cijeli broj r koji je najblizˇi broju µk,k−1 i zami-
jenimo bk sa bk − rbk−1, µk, j, j < k sa µk, j − rµk−1, j, µk,k−1 sa µk,k−1 − r. Nakon ove promjene,
uvjet je zadovoljen. Sada imamo dva slucˇaja.
1.slucˇaj:




U ovom slucˇaju provjeravamo uvjet:
3)
|µk, j| ≤ 12 , 1 ≤ j ≤ k − 1.
Za j = k − 1, uvjet je zadovoljen. Zapravo, tada je uvjet 3) ekvivalentan uvjetu 2). Ako
uvjet 3) nije zadovoljen, neka je prirodan broj t najvec´i indeks za kojeg vrijedi |µk,t| ≥ 12 i
neka je cijeli broj r najblizˇi broju µk,t. Zamijenimo bk sa bk − rb1, µk,t sa µk,t − r. Sve dok
je j < t, treba zamijeniti µk, j sa µk, j − rµi, j. zamjene se ponavljaju sve dok uvjet 3) nije
zadovoljen.
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2.slucˇaj:
k ≥ 2,




Buduc´i da u ovom slucˇaju imamo puno zamjena, za njih c´emo napisati formule. Neka su ci
i c∗i vektori koje c´emo zamijeniti vektorima bi odnosno b
∗
i redom. Neka su vi, j koji c´e biti
zamijenjeni sa µi, j. Baza {c1, c2, ..., cn} je dana sa:
ck−1 = bk
ck = bk−1
ci = bi, ako je i , k − 1, k.




vk−1, j = µk, j
vi, j = µi, j,
pri cˇemu je 1 ≤ j < k − 1 te
vi, j = µi, j,
pri cˇemu je i, j < {k − 1, k}. (Vidi [5], str. 267)
Josˇ nam samo preostaje napraviti zamjenu k sa k + 1 te se vratiti na provjeru uvjeta pod 1).
Algoritam A
Neka je polinom F polinom s cjelobrojnim koeficijentima stupnja n ≥ 1, p je prost broj,
k ∈ N0 te polinom H stupnja d koji zadovoljava svojstva 1-4 iz definicije 4.1.4. Polinom F
je primitivan, a koeficijenti polinoma H su reducirani modulo pk i vrijedi
||H||2 < 1 + dp2k.
Takoder, neka je m ≥ d broj tako da vrijedi nejednakost (4.1). Tada prema propoziciji
4.1.5 postoji jedinstveni polinom H0 ∈ Z tako da H(mod p) dijeli H0(mod p) u Fp[X].
Algoritam provjerava je li deg(H0) ≤ m te ako je, vrac´a kako izgleda H0. Broj m je odreden
tako da vrijedi





· ||F||m · M(F)n.
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Koraci algoritma A:
1) Neka je L resˇetka baze
{pkXi; 0 ≤ i < d} ∪ {HX j; 0 ≤ j < m − d}.
2) Treba izracˇunati bazu {b1, b2, ..., bm+1} resˇetke L koristec´i prethodno opisan algoritam
redukcije baze.
3) Ako je
||b1|| ≥ (pkd · ||F||−m)1/n,
tada je deg(H0) ≥ m i algoritam staje.
4) Ako
||b1|| < (pkd · ||F||−m)1/n,
tada je deg(H0) = m+ 1− t ≤ m i H0 = gcd(b1, b2, ..., bt), pri cˇemu je t definiran u korolaru
4.1.7.
Algoritam B
Neka je dan polinom F s cjelobrojnim koeficijentima stupnja n, prost broj p i polinom H s
cjelobrojnim koeficijentima koji ima svojstva 1) - 4) iz definicije 4.1.4 pri cˇemu je k = 1.
Pretpostavimo da su koeficijenti od H reducirani modulo p. Algoritam racˇuna ireducibilni
djelitelj H0 polinoma F, pri cˇemu H(mod p) dijeli H0(mod p).
Koraci algoritma B:
1) Neka je d = deg(H). Ako je d = n, tada H0 = F. Algoritam staje.
Inacˇe, d < n i algoritam racˇuna najmanji k za kojeg vrijedi





· ||F||m · M(F)n−1.
2) Koristec´i Henselovu lemu, modificiramo H tako da sada u svojstvu 2) u definiciji 4.1.4
broj k predstavlja broj izracˇunat u prvom koraku. I dalje svojstva pod 1), 3) i 4) moraju biti
zadovoljena. Mozˇemo pretpostaviti da koeficijenti polinoma H reducirani modulo pk.
3) Neka je u, najvec´i cijeli broj tako da d ≤ (n − 1)/2u. U ovom koraku algoritam B
primjenjuje algoritam A na
m = b(n − 1)/2uc, b(n − 1)/2u−1c, ..., b(n − 1)/2c, n − 1.
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Algoritam staje kada za neku od ovih vrijednosti m pronade odgovarajuc´i H0.
4) Ako za nijednu vrijednost m, odgovarajuc´i H0 nije pronaden, tada deg(H0) > n − 1 i
H0 = F.
Koraci LLL algoritma
Neka je F ∈ Z[X] primitivni polinom stupnja n ≥ 1. Koraci LLL -algoritma su:
1) Treba izracˇunati F′ te rezultantu polinoma F i F′.
2) Ako je Res(F, F′) = 0, tada oznacˇimo G = gcd(F, F′) i F0 = F/G. Buduc´i da je
polinom F0 kvadratno slobodan u Z[X], slijedi da Res(F0, F′0) , 0 te koristimo algori-
tam kako bi faktorizirali polinom F0. Kako svaki ireducibilan djelitelj polinoma G dijeli
F0, mozˇemo zavrsˇiti faktorizaciju polinoma F = F0 ·G koristec´i konacˇno mnogo dijeljenja.
3) Ako je Res(F, F′) , 0, algoritam racˇuna prost broj p koji ne dijeli rezultantu. Tada
F(mod p) ima stupanj n = deg(F) i nema visˇe istih djelitelja u Fp[X]. Tada je svojstvo 4)
definicije 4.1.4. zadovoljeno s bilo kojim ireducibilnim djeliteljem H(mod p) polinoma
F(mod p) na Fp.
4) Koristec´i Berlekampov algoritam, LLL-algoritam racˇuna faktorizaciju od F(mod p) u
Fp[X].
5) Pretpostavimo da je moguc´a trivijalna faktorizacija polinoma F tako da je F = F1F2,
pri cˇemu su faktori od F1 u Z[x] i faktori od F2(mod p) u Fp[X] poznati.
6) Ako je F2 = ±1, tada je F = ±F1 i algoritam staje. Inacˇe, algoritam racˇuna ireducibilan
djelitelj H(mod p) polinoma F2(mod p) u Fp[X]. Mozˇemo pretpostaviti da su koeficijenti
polinoma H reducirani modulo p te da je H normirani polinom. Tada mozˇemo primijeniti
algoritam B na polinom F2.
7) Koristec´i algoritam B, LLL-algoritam racˇuna ireducibilni djelitelj H0 polinoma F2 tako
da H(mod p) dijeli H0(mod p).
8) LLL -algoritam u ovom koraku mijenja F1 sa F1H0 i F2 sa F2/H0. Od svih ireducibil-
nih faktora polinoma F2(mod p), algoritam ”brisˇe” faktore koji dijele H0(mod p). Nakon
toga, algoritam se vrac´a na 6. korak.
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4.3 Slozˇenost
Za razliku od Berlekampovog algoritma koji ima eksponencijalnu slozˇenost, LLL-algoritam
ima polinomijalnu slozˇenost. Primijetimo da slozˇenost LLL-algoritma ovisi o slozˇenosti al-
goritma za redukciju baze te o slozˇenosti algoritama A i B. Broj operacija koje se izvrsˇavaju
u algoritmu A jednak je O(m4k log p), a cijeli brojevi na kojima se te operacije izvrsˇavaju
imaju binarnu duljinu O(mk log p). Sˇto se ticˇe algoritma B, najvec´i broj operacija koje se
trebaju izvrsˇiti je
O(m0(n5 + n4 log ||F|| + n3 log p)),
a cijeli brojevi nad kojima se te operacije izvrsˇavaju imaju binarnu duljinu
O(n3 + n2 log ||F|| + n log p).
(vidi [5, str. 280.])
Teorem 4.3.1. LLL -algoritam za faktorizaciju normiranog polinoma F s cjelobrojnim
koeficijentima stupnja n na ireducibilne faktore, treba najvisˇe izvrsˇiti O(n6 + n5log||F||)
operacija. Za cijele brojeve nad kojima se te operacije izvode binarna duljina iznosi O(n3+
n2 log ||F||).
(dokaz [5, str. 281.])
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Diplomski rad podijeljen je na cˇetiri poglavlja. Prvo poglavlje cˇine osnovni teoremi i svoj-
stva polinoma koja se koriste u radu. U preostala tri poglavlja su opisana tri osnovna algo-
ritma za faktorizaciju polinoma: Kroneckerov algoritam, Berlekampov algoritam i LLL-
algoritam. Svako poglavlje, koje opisuje jedan algoritam, podijeljeno je na tri dijela. Prvi
dio se sastoji od teorema koji su nam potrebni za razumijevanje algoritma. U drugom
dijelu, algoritam je raspisan po koracima, dok je u trec´em dijelu komentirana slozˇenost
algoritma.
Summary
This master’s thesis consists of four chapters, first of which contains theorems and pro-
perties of polynomials being used in it. Remaining three chapters focus on three main
algorithms for factorization of polynomials: algorithm of Kronecker, algorithm of Ber-
klamp, and, ultimately, the LLL- algorithm. Every chapter takes one of the mentioned
algorithms and breaks it down in three parts. First part introduces all theorems needed for
proper understanding of the algorithm itself, while the second part describes the algorithm
in question going through it step by step. Finally, third part of every chapter comments on
the complexity of the given algorithm.
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