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ABSTRACT
Context. The commonly accepted mass–luminosity relation of central stars of planetary nebulae (CSPNs) might not be universally
valid. While the atmospheric parameters Teff , log g, and the He abundances have in the past been determined using fits to photospheric
H and He absorption lines from plane-parallel model atmospheres, the masses and luminosities could not be derived independently
this way, and were instead taken from theoretical evolutionary models. Improvements in hydrodynamically selfconsistent modelling
of the stellar atmospheric outflows now allow using fits to the wind-sensitive features in the UV spectra to consistently determine the
stellar radii, masses, and luminosities without assuming a mass–luminosity relation. Recent application to a sample of CSPNs in an
earlier paper of this series raised questions regarding the validity of the mass–luminosity relation of central stars of planetary nebulae.
Aims. The results of the earlier UV analysis are reassessed by means of a simultaneous comparison of both the observed optical and
UV spectra with corresponding synthetic spectra. The synthetic optical and UV spectra are computed simultaneously from the same
atmospheric models, using the same model atmosphere code. Synthetic spectra for the two central stars NGC 6826 and NGC 2392
are computed using parameter sets from two dierent published analyses to check their compatibility to the observations.
Methods. Using the dierent published stellar parameter sets, derived on the one hand by a consistent UV analysis, and on the other
hand from fits to optical H and He lines, we calculate corresponding optical and UV spectra with our model atmosphere code. We
have improved this model atmosphere code by implementing Stark broadening for hydrogen and helium lines, thus allowing us to
obtain consistent optical H and He line profiles simultaneously with our state-of-the-art modelling of the UV-spectrum.
Results. Optical line profiles computed with the consistent parameter sets from the UV analysis yield line profiles with good agree-
ment to the observations (with small discrepancies in the emission lines corresponding to about a factor of one half in the mass
loss rate). Spectra computed with the stellar parameter sets from the optical analysis in the literature and corresponding consistent
wind parameters, however, show large discrepancies to the observed spectra, in the optical as well as in the UV. We conclude that
the published optical analyses give good fits to the observed spectrum only because the wind parameters assumed in these analyses
are inconsistent to their stellar parameters. By enforcing consistency between stellar and wind parameters, stellar parameters are ob-
tained which disagree with the core-mass–luminosity relation for the two objects analyzed. This disagreement is also evident from a
completely dierent approach: an investigation of the dynamical wind parameters.
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1. Introduction
In recent years there has been substantial progress in the mod-
elling of expanding atmospheres of hot stars. Current state-
of-the-art wind models dealing with homogeneous, stationary,
spherically symmetric, radiatively driven, extended, outflowing
atmospheres can now produce synthetic UV spectra of O stars
that resemble the observed ones nearly perfectly. A complete
model atmosphere calculation of this kind involves solving both
the hydrodynamics and the so-called non-LTE problem,1 com-
prising a simultaneous solution of the total interdependent sys-
tem of the radiative transfer, the rate equations for all important
elements, and the energy equation. The primary diagnostic out-
put of such a computation is a predicted, or synthetic, spectrum,
which can be compared to an observed UV spectrum. The funda-
1 Due to the high radiation intensities and the low densities in hot
star atmospheres, the ionic occupation numbers can deviate strongly
from local thermodynamic equilibrium (LTE), and thus a much more
general treatment is required. Our approach is described in Pauldrach
et al. 2001.
mental stellar parameters are determined by varying the model
parameters until a match to the observed spectrum is achieved.
Using this new generation of realistic stellar model atmospheres,
Pauldrach et al. (2001) and Pauldrach (2003) have already pre-
sented an analysis of the massive O supergiants HD 30614
( Cam) and HD 66811 ( Pup) that provided good matches to
the observable UV spectra, thereby determining the basic stellar
parameter sets of these objects.
By solving the stationary hydrodynamic equations (in which
the acceleration driving the outflow depends in turn on the oc-
cupation numbers and the radiation field) simultaneously with
the non-LTE problem, a solution is obtained that is hydrody-
namically consistent and provides the velocity law as well as the
mass-loss rate, two key quantities determining the appearance
of the UV spectrum. (For details of the physical and technical
background see Pauldrach 1987, Pauldrach et al. 1994, and de-
tails in Pauldrach et al. 2004.) Such a consistent treatment has
very important consequences for the analysis of the UV spectral
features, since it provides information about the complete set of
the basic stellar parameters: the eective temperature Teff , the
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radius R (or equivalently, the luminosity L), the mass M, the ter-
minal wind velocity v1, and the mass loss rate M˙. Thus, a purely
spectroscopic method allowing the determination of L and M
exists.
Pauldrach et al. (2004) have applied this method to O-type
central stars of planetary nebulae, thus providing, for the first
time, an independent test of the predictions from post-AGB evo-
lutionary calculations (see, for instance, Blo¨cker 1995). This was
not possible in the earlier work on CSPNs, which was based on
plane-parallel, non-LTE model atmospheres (e.g., Mendez et al.
1988a, Mendez et al. 1988b). Lacking a consistent solution of
the hydrodynamics of the atmospheric outflow, the correspond-
ing model fits to optical hydrogen and helium photospheric ab-
sorption lines could only provide information about surface tem-
perature, helium abundance, and surface gravity (log g), whereas
stellar masses or luminosities could not be derived from the
spectra, and additional observational data was needed to furnish
information about the physical size of the stars, such as their
distances. But for most CSPNs, unfortunately, reliable distance
measurements are not available.
In the earlier work, therefore, the masses and luminosities of
these objects were obtained from the positions of the CSPNs in
the log g–log Teff diagram (both the eective temperatures and
the surface gravities being available from spectroscopic anal-
ysis) by comparing these with theoretical post-AGB tracks for
given masses. This procedure to determine the CSPN masses is
thus based entirely on the assumption that the evolutionary mod-
els give the correct relation between stellar mass and luminosity.
Kudritzki et al. (1997) performed such an analysis for a sam-
ple of 9 selected O-type CSPNs, additionally modeling the H
line profiles to determine the mass loss rates, and found the O-
type CSPNs to lie along the wind-momentum–luminosity re-
lation defined by the massive O stars, albeit with a somewhat
larger scatter. (The tight correlation between the so-called modi-
fied wind-momentum rate D = M˙v1
p
R and the stellar luminos-
ity L of massive O stars was found empirically by Kudritzki et al.
(1995) and was subsequently explained by Puls et al. (1996)
using the theory of radiatively driven winds.) This was a fur-
ther indication that the winds of O-type CSPNs are radiatively
driven and that the atmospheres of massive O stars and O-type
CSPNs are governed by the same physics, confirming the work
of Pauldrach et al. (1988). Nevertheless, one of the surprising
results of Kudritzki et al. (1997) was the large fraction of high-
mass CSPNs in their sample.
In another study, Napiwotzki et al. (1999) determined masses
for a sample of 46 hot DA white dwarfs selected from the
Extreme UV Explorer (EUVE) and the ROSAT Wide Field
Camera bright source lists. They found a peak mass of 0.59 M,
in agreement with many other studies, but also found a non-
negligible fraction of white dwarfs with masses in excess of
1 M.
These surprising results prompted Tinkler & Lamers (2002)
to check the consistency of stellar and wind parameters for a
larger sample of CSPNs. As a result of scaling the distances and
stellar parameters according to their method, however, they ob-
tained no clear dependence of wind momentum on luminosity.
This brought up a conflict between the predictions of post-AGB
evolutionary theory and the theory of radiatively driven stellar
winds.
The work of Pauldrach et al. (2004) compounded the situa-
tion further. The masses obtained from hydrodynamically con-
sistent modelling of the UV spectra of the CSPNs of the partic-
ular sample that had already been analyzed by Kudritzki et al.
(1997) were for the most part even larger than those determined
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Fig. 1. Luminosities vs. masses derived for a sample of CSPNs us-
ing a hydrodynamically consistent UV spectral analysis (filled squares;
Pauldrach et al. 2004) vs. those obtained from an analysis of optical hy-
drogen and helium lines and assuming a mass–luminosity relation from
theoretical post-AGB evolutionary tracks (open circles; Kudritzki et al.
1997). Although the luminosities derived with the UV analysis lie in
the expected range, the obtained masses (0:4M up to 1:4M) deviate
severely from the masses for the evolutionary tracks.
by Kudritzki et al. Figure 1 shows that the luminosities derived
from the UV analysis lie within the range expected from their
prominent P-Cygni spectral features, but a much larger spread in
the masses was obtained, up to the critical Chandrasekhar mass
limit for white dwarfs.
This result was even more disturbing for the community. To
clarify the situation, Napiwotzki (2006) investigated the kine-
matical properties of the sample stars of Kudritzki et al. (1997)
and Pauldrach et al. (2004). He found NGC 6826, one of the
sample stars, to be indeed close to the old thin disk, but not the
young thin disk as Napiwotzki suspected. Apart from one star he
found better – but still unsatisfactory – agreement with respect
to the kinematical properties of his sample by arbitrarily assum-
ing a mass of 0:565 M for all CSPNs, ignoring the fact that
Kudritzki et al. (1997), based on the core-mass–luminosity rela-
tion and well-established spectral analysis techniques, had found
masses almost a factor of two larger for most objects of the sam-
ple. As these latter masses are not based on an arbitrary assump-
tion, but on a sophisticated spectroscopic analysis, these masses
are certainly to be preferred to those assumed by Napiwotzki.
Although Napiwotzki did not show results for the Kudritzki et
al. masses, interpolating between the positions for the Pauldrach
et al. (2004) masses and for 0:565 M in Napiwotzki’s diagrams,
we see that the masses of Kudritzki et al. also contradict the kine-
matical positions. Thus, the kinematic evolution of the selected
group of CSPNs (which had been chosen for their pronounced
wind spectra and their uncharacteristically very high luminosi-
ties) is obviously not as straightforward as one might think on
basis of simple arguments. This clearly means that the kinemat-
ics of CSPN, at least for a statistically not representative sample
such as this one, are much less reliable than the well-understood
behavior of stellar atmospheres.2
2 Moreover, Napiwotzki employed a circular argument by basing the
primary assumption – the theoretical age of the sample – on the theory
which has been shown not to work for the sub-sample of objects, in
order to show that that theory cannot be wrong.
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Although the result of a much larger spread in the masses, up
to the critical mass limit for white dwarfs, of the selected group
of CSPNs might be of relevance for the controversially discussed
precursor scenarios of type Ia supernovae (cf. Pauldrach 2005),
the discrepancy to the optical analysis of Kudritzki et al. (1997)
is still surprising, since the samemodel atmospheres worked per-
fectly well for massive O stars, using exactly the same physics
(cf. Pauldrach et al. 2011).
All this is a strong hint that there is something fundamen-
tal we do not yet understand about the formation of CSPNs. In
this paper we try to provide further constraints to clarify the sit-
uation. We do this by testing whether, if both optical and UV
analysis are based on an adequate consistent treatment of the ex-
panding CSPN atmospheres, analyses from optical spectra nec-
essarily yield dierent stellar parameters than analyses fromUV-
spectra, or whether the discrepancies between the analyses result
as a consequence of the missing consistency between the stellar
and the assumed wind parameters in the published optical anal-
yses of Kudritzki et al. 1997 and Kudritzki et al. 2006.
In the following we will first outline the two dierent model-
ing techniques for deriving the stellar parameters (Section 2) and
describe the implementation of the Stark broadening tables in
our stellar atmosphere code and the test calculations performed
using H and He lines (Section 3). After briefly identifying the op-
tical and UV observations we have used in this study (Section 4)
we describe the model runs performed using the published pa-
rameter sets for the two CSPNs selected from the sample pre-
viously studied by Pauldrach et al. (2004) and Kudritzki et al.
(1997), NGC 6826 and NGC 2392, and discuss the resulting
synthetic optical and UV spectra in comparison to the observed
spectra (Section 5).
With regard to the stellar parameters – R, L and M – of a
sample of CSPN stars with pronounced wind features we in-
clude in this section a discussion of the dynamical parameters
as an additional point. This discussion should be considered as
an extension to the investigation of Pauldrach et al. (1988) who
showed that the calculated terminal wind velocities are in agree-
ment with the observations and therefore allow an independent
determination of stellar masses and radii. With respect to this
result, dierent sets of stellar masses and radii applied to our
sample of stars should therefore lead at least partly to an in-
consistent behavior with regard to predictions of the radiation-
driven wind theory.3 Here, such an inconsistent behavior is re-
alized by the ratios of the terminal wind velocities v1 and the
escape velocities vesc of the stars (cf. Pauldrach et al. 1988 and
Pauldrach et al. 1990). We compare our results of the v1=vesc ob-
tained with our improved models for the CSPN sample not just
to the corresponding “observed ratios”, which are based on the
the mass–luminosity relation of CSPN, but also to the ratios of
an O star sample and its corresponding observations. We inter-
pret and summarize our results in Section 6.
2. Methods
2.1. Parameter determination using hydrodynamic models
and the UV spectrum
The winds of O-type stars are driven by radiative absorption in
spectral lines, a circumstance reflected in the existence of the
wind-momentum–luminosity relation. This means that the ve-
3 Note that based on striking observational properties of CSPN winds
Pauldrach et al. (1988) where able to show that the winds of CSPN are
driven by radiation pressure.
locity and strength of the wind are not free parameters, but in-
stead explicit functions of the stellar parameters and the atmo-
spheric chemical composition. This in turn implies that if the
dependence is known or can be computed, then a measurement
of the density and velocity structure of the atmospheric outflow
will also yield the fundamental stellar parameters.
The UV spectrum between 1000 and 2000 A˚ is well suited
for this measurement. It contains P-Cygni-type profiles of res-
onance lines of several ions of C, N, O, Si, S, P, which remain
strong until far out in the wind, as well as hundreds of strongly
wind-contaminated lines of Fe iv, Fe v, Fe vi, Cr v, Ni iv, Ar v,
and Ar vi, formed in a large range of depths from deep within
the photosphere to the transition region into the “wind”. But in
order to extract the information about the abundances and wind
parameters, and from these the stellar parameters, a sophisticated
analysis is required.
Our method for modeling the atmosphere and computing the
emergent UV spectrum in order to deduce the fundamental stel-
lar parameters via a comparison with the observed spectrum is
based on the premise that the winds are radiation-driven, homo-
geneous, stationary, and spherically symmetric. It incorporates a
consistent treatment of the blocking and blanketing influence of
all metal lines in the entire sub- and supersonically regions and
a full non-LTE treatment of all level populations. Although a
detailed description of the procedure is given by Pauldrach et al.
(2001), Pauldrach (2003), Pauldrach et al. (2004), and Pauldrach
et al. (2011), we will give here an overview of the physics to be
treated.
The general concept. Although the basis of our approach
in constructing detailed atmospheric models for hot stars is the
concept of homogeneous, stationary, and spherically symmetric
radiation-driven atmospheres, the method is not simple, since
modeling the atmospheres of hot stars involves the replication
of a tightly interwoven mesh of physical processes: the equa-
tions of radiation hydrodynamics including the energy equation,
the statistical equilibrium for all important ions with detailed
atomic physics (a detailed description of our atomic models is
to be found in Sect. 3 and Table 1 of Pauldrach et al. (2001)
and in Sect. 2 of Pauldrach et al. (1994) where several Tables
and Figures illustrating and explaining the overall procedure are
shown), and the radiative transfer equation at all transition fre-
quencies have to be solved simultaneously.
The principal features of the method are:
 The hydrodynamic equations are solved. Here the crucial
term is the radiative acceleration with minor contributions
from continuous absorption and major contributions from
scattering and line absorption (including the eects of line-
overlap and multiple scattering, cf. Fig. 2). We note that the
consistent treatment of the hydrodynamics is a crucial point,
because the hydrodynamics aects the non-LTE model via
the density structure and the velocity field, and the radiative
transfer with respect to Doppler-shifted spectral lines, but in
turn is controlled by the line force determined by the oc-
cupation numbers and the radiative transfer of the non-LTE
model. Back reaction mechanisms are therefore inherently
involved in the procedure.
 The occupation numbers are determined by the rate equa-
tions containing collisional and radiative transition rates.
Low-temperature dielectronic recombination is included and
Auger ionization due to K-shell absorption (essential for C,
N, O, Ne, Mg, Si, and S) of soft X-ray radiation arising
3
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Fig. 2. Diagram illustrating the basic relationship of the rest-frame frequencies of spectral lines (CMF) to observer’s frame frequency (obs) for one
particular (non-core) p-ray in the spherically symmetric geometry (p; z geometry). Shown are two spectral lines of dierent opacity  which get
shifted across the observer’s frame frequency by the velocity field in the wind. The dots represent the stepping points of the adaptive microgrid
used in solving the transfer equation in the radiative line transfer. The method employed is an integral formulation of the transfer equation using an
adaptive stepping technique on every p-ray in which the radiation transfer in each micro-interval is solved as a weighted sum on the microgrid (cf.
Pauldrach et al. 2001): I(0(p; z)) = I(n)e (n 0)+
Pn 1
i=0

e (i 0)
R i+1
i
S ()e ( i) d(p; z)

where I is the specific intensity, S is the source function
and  is the optical depth (increasing from 0 on the right to n on the left in the figure). To accurately account for the variation of the line opacities
and emissivities due to the Doppler shift, all line profile functions are evaluated correctly for the current microgrid-(z; p)-coordinate on the ray,
thus eectively resolving individual line profiles. Based on that, application of the Sobolev technique gives for the radiative line acceleration
(cf. Pauldrach et al. 2011): glines(r) = 2c
1
(r)
P
lines line(r)
R +1
 1 I0 (r; )
1 e s(r;)
s(r;)
 d where s(r; ) = line(r) c0
h
(1 2) v(r)r + 2 dv(r)dr
i 1
is the Sobolev
optical depth, and 0 is the frequency at the center of each line – thus, the eects of line-overlap and multiple scattering are naturally included
(line(r) is the local line absorption coecient,  is the cosine of the angle between the ray direction and the outward normal on the spherical
surface element, and c is the speed of light).4
from shock-heated matter is taken into account using de-
tailed atomic models for all important ions. Note that the
hydrodynamical equations are coupled directly with the rate
equations. The velocity field enters into the radiative rates
via the Doppler shift, while the density is important for the
collisional rates and the total number density.
 The spherical transfer equation which yields the radiation
field at every depth point, including the thermalized layers
where the diusion approximation is used as inner bound-
ary, is solved for the total opacities and source functions of
all important ions. Hence, the influence of the spectral lines
– the strong EUV line blocking including the eects of line-
overlap (cf. Fig. 2) – which aects the ionizing flux that
determines the ionization and excitation of levels, is natu-
rally taken into account. This is also the case for the eect of
Stark-broadening, which is essential for the diagnostic use
of certain spectral lines. Stark-broadening has therefore, as
a new feature, been included in our procedure (cf. Sect. 3).
Moreover, the shock source functions produced by radiative
cooling zones which originate from a simulation of shock
heated matter, together with K-shell absorption, are also in-
cluded in the radiative transfer (the shock source function is
incorporated on the basis of an approximate calculation of
the volume emission coecient of the X-ray plasma in de-
pendence of the velocity-dependent post-shock temperatures
and a filling factor).
 The temperature structure is determined by the microscopic
energy equation which, in principle, states that the luminos-
ity must be conserved in the atmosphere. Line blanketing ef-
fects which reflect the influence of line blocking on the tem-
perature structure are taken into account.
The iterative solution of the total system of equations yields the
hydrodynamic structure of the wind (i.e., the mass-loss rate and
the velocity structure) together with synthetic spectra and ioniz-
ing fluxes.
The analysis technique. In general, the analysis technique
involves the following steps: first, a preliminary inspection of the
UV and/or visual spectrum of the star gives a guess for Teff , and,
together with a reasonable estimate of the mass M and radius R
of the star, we use this to compute an initial atmospheric model
and its emergent UV spectrum. Since the ionization balance in
the wind depends strongly on the strength of the radiation field
and thus on the eective temperature, we can then refine our
value for Teff by comparing the strengths of the lines of succes-
sive ionization stages of several elements.5 Given the current
4 Note that a comparison of the line acceleration of strong and weak
lines evaluated with the comoving frame method and the Sobolev tech-
nique without consideration of the continuum acceleration is presented
in Fig. 5 of Pauldrach et al. (1986), and with the comoving frame
method and the Sobolev-with-continuum technique with consideration
of the complete continuum acceleration in Fig. 3 of Puls & Hummer
(1988), showing the excellent agreement of the two methods. It is thus
important to realize that the accuracy of the calculation of the radiative
acceleration is of the same quality as that of the synthetic spectrum,
since the radiative acceleration is calculated analogously and in parallel
to the synthetic spectrum. This means that the velocity field v(r) and the
mass loss rate M˙, which are just functions of the basic stellar parame-
ters and the radiative acceleration, are as realistic as the synthetic spec-
trum is. Finally, the hydrodynamics is solved by iterating the complete
continuum acceleration gcont(r) (which includes in our case the force of
Thomson scattering and of the continuum opacities cont (r) – free-free
and bound-free – of all important ions (cf. Pauldrach et al. 2001)) to-
gether with the line acceleration glines(r) – obtained from the spherical
NLTE model – and the density (r), the velocity v(r), and the tempera-
ture structure T (r) (cf. Pauldrach et al. 2011 and references therein).
5 Especially for eective temperatures in the range of 30 000 to
40 000 K we have found the Fe iv/Fe v ionization balance well suited
for this purpose. The wavelength range from 1400 to 1550 A˚ is dom-
inated by lines from Fe v, whereas Fe iv lines dominate in the range
from 1550 to 1650 A˚, and a comparison of the relative strengths of the
4
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set of stellar parameters, a consistent calculation of the hydrody-
namics of the outflow yields the terminal velocity v1 of the wind,
measurable from the blue edge of the P-Cygni profiles of strong
resonance lines in the observed UV spectrum, and the mass loss
rate M˙, reflected mainly in the overall strength of the lines in the
transition region. In case the calculated v1 of the model diers
from the observed value, we need to modify the stellar mass until
agreement is reached (since v1 depends sensitively on (M=R)1=2
according to the theory of radiation-driven winds). If the overall
fit of the spectrum is not satisfactory we must modify the mass
loss rate M˙ via a change of R (since log M˙  log L, according
to radiation-driven wind theory). The change in R forces us to
change the mass, too, in order to keep v1 consistent with the
observed value. (Additionally, we may correct the temperature
slightly, if this improves the fit.) The new model is calculated
and the process is repeated until we obtain a good simultaneous
fit to all features in the observed spectrum. For a detailed de-
scription of the procedure used to derive all relevant parameters
see Pauldrach et al. (2004) and Pauldrach et al. (2011).
2.2. Parameter determination using optical H and He lines
An alternative method which has been applied to the analysis
of hot stars by other workers in the field is based on modelling
the optical spectrum, in particular using the stellar H profile to
determine the mass loss rate (see, for instance, Puls et al. 1996
and references therein): the strength of H, if in emission, reacts
very sensitively to changes in the density (being a recombination
line), and thus the mass loss rate. The outflow velocity is usually
assumed to be a function of the radius as a so-called “beta ve-
locity law,” v(r) = v1 (1   R=r), where the shape of the velocity
field is dependent on the arbitrary parameter  (the best-fit value
of  to be determined as part of the analysis).
The fitting procedure is usually as follows (see also Kudritzki
et al. 1997): by using fits to the optical hydrogen and helium
stellar absorption lines with theoretical profiles computed from
plane-parallel non-LTE models, preliminary estimates of Teff ,
the surface gravity log g, and the He abundance YHe are made.
To calculate the H profile an estimate for the stellar mass M
as well as for the terminal velocity v1 is needed in addition to
the already estimated preliminary atmospheric parameters Teff ,
log g, and YHe: the mass is derived from evolutionary tracks
plotted in the log g–log Teff diagram, assuming these to be cor-
rect, whereas v1 is measured directly from the bluest edge of
the strongest resonance line in the observed UV spectrum. To
fit the stellar H profile, dierent values for the parameter 
and the mass loss rate are used. Having a first estimate for the
mass loss rate, new “unified” models (comprising photosphere
and wind, parametrizing the outflow velocity law with the fit pa-
rameter ) are calculated to obtain improved theoretical profiles
for the other diagnostic lines. The procedure is iterated until ad-
equate fits to most of the stellar absorption and emission lines
are achieved. It must be stressed that in this procedure it is only
possible to obtain values for the stellar mass and the luminos-
ity by assuming that the evolutionary models give us the correct
relation between the two.
lines in these wavelength ranges in the observed and the synthetic UV
spectrum usually allows the eective temperature to be constrained to
within 1000 K (see, for instance, Pauldrach et al. 2001).
Table 1. Parameters of the two test models used for comparing the re-
sulting profile shapes of optical H and He lines computed with the two
dierent stellar atmosphere codes WM-basic and Fastwind.
Model Teff (K) log g R (R) M˙ (M/yr) v1 (km/s)
D30 30000 3.85 12 8  10 9 1800
D45 45000 3.9 12 1:3  10 6 3000
2.3. Combined analysis
Given the dierences between the parameter sets derived from
UV vs. optical analyses published in the literature, the obvious
question was whether there is an intrinsic discrepancy between
modelling the UV and the optical spectra. Up to now we were
unable to answer this question since our model atmosphere code
did not compute the shapes of the optical lines correctly, due to
the fact that Stark broadening was not included in the calcula-
tions. (This is quite unimportant for the atmospheric structure
and the UV spectra, but crucial if one wants to determine at-
mospheric parameters from the optical lines.) With the inclusion
of Stark broadening (see below) we can now compute UV and
optical spectra consistently from the same atmospheric model.
Having this tool at hand, we will in this paper apply it to the pa-
rameter sets for two CSPNs published by Pauldrach et al. (2004)
(UV analysis) and Kudritzki et al. (1997) (optical analysis), and
compare the results to the observations.
3. Implementation of Stark broadening in the
model atmosphere code WM-basic
Depending on the physical environment, the shapes of line pro-
files are aected by dierent physical processes. Natural broad-
ening, for instance, dominates the shapes of the profiles at large
frequency distances from the line centers. Doppler broadening,
on the other hand, is always relevant and dominates the shapes
close to the line center. In dense atmospheres the line shapes
are also strongly influenced by interactions of radiating atoms
or ions with the surrounding particles. This behavior reflects
the so called pressure broadening and, as electric fields are in-
volved, this type of broadening is also called Stark broadening.
In order to include this eect in our model atmosphere code,6
reliable profile functions for H, He i, and He ii were required.
For the H lines we used the data sets published by Vidal et al.
(1973). Those for the He i lines have been implemented accord-
ing to Griem (1964), Barnard et al. (1969) and Shamey (1964),
whereas the data sets for the He ii lines have been applied ac-
cording to Schoening & Butler (1989).
To validate our implementation of Stark broadening, we
have performed test calculations and compared our results to
those obtained with the model atmosphere code Fastwind (Puls
et al. 1996, Santolaya-Rey et al. 1997, Puls et al. 2005), a well-
established code for modelling the optical spectra of hot stars.
6 Since Stark broadening aects primarily the line wings, while the
line cores are still dominated by Doppler broadening, as was shown by
Herrero (1987) the inclusion of Stark broadening in the rate equations
is of minor importance. (Herrero showed that the consideration of Stark
broadening in both the rate equations and in the formal integral leads
to results which are almost identical with results obtained for the case
where Stark broadening is included just in the solution of the formal
integral.) Hence, it is a common procedure to include Stark broadening
only in the formal integral (cf. Santolaya-Rey et al. 1997).
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Fig. 5. H and He lines of the D30 model calculated with our stellar atmosphere code WM-basic (solid lines) compared to the H and He lines
calculated with the model atmosphere code Fastwind (dashed lines). (The WM-basic model also contains additional metal lines not included in
the Fastwind model.) Note the big dierence between the H and He line profiles of the former WM-basic code (dotted lines) missing the Stark
broadening to the present profiles (solid lines). Our improved models match the reference model lines almost perfectly. Small deviations due to
dierences in density and occupation numbers of the two codes are to expected.
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Fig. 6. H and He lines of the D45 model calculated with our stellar atmosphere code WM-basic (solid lines) compared to the H and He lines
calculated with the model atmosphere code Fastwind (dashed lines). Note the big dierence between the H and He line profiles of the former
WM-basic code (dotted lines) missing the Stark broadening to the present profiles (solid lines). Again our improved models match the reference
model lines almost perfectly. Small deviations due to dierences in density and occupation numbers of the two codes are to expected.
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Table 2. Stellar and wind parameters of the models used to compute the synthetic spectra presented in this work for the two CSPNs NGC 6826 and
NGC 2392. P04 refers to the parameters derived by Pauldrach et al. (2004) from an analysis of the UV spectra, K97 refers to the optical analysis
of Kudritzki et al. 1997, and K06 refers to the optical analysis of Kudritzki et al. 2006 (a dash in the “matches observation?” column indicates that
a comparison to observations was not shown in the paper). “Consistent” means that the wind parameters are consistent with the stellar parameters
as determined by our hydrodynamic calculations of the radiative driving force. We note that Kudritzki et al. 2006 obtained a much lower mass loss
rate for NGC 6826 than Kudritzki et al. 1997.
Teff R log L M log g M˙ v1 parameter source matches
(K) (R) (L) (M) (cm=s2) (10 6M=yr) (km/s) stellar wind consistent? observation?
NGC 6826
50000 2.0 4.4 0.92 3.8 0.26 1200 K97 K97 no yes
00 00 00 00 00 0.50 850 00 this work yes no
46000 1.8 4.11 0.74 3.8 0.08 1200 K06 K06 no –
44000 2.2 4.2 1.40 3.9 0.18 1200 P04 P04 yes yes
00 00 00 0.88 3.7 0.25 360 this work this work yes no
NGC 2392
45000 2.5 4.4 0.91 3.6  0.03 400 K97 K97 no yes
00 00 00 00 00 0.32 400 00 this work yes no
44000 2.4 4.30 0.86 3.6  0.05 400 K06 K06 no –
40000 1.5 3.7 0.41 3.7 0.018 420 P04 P04 yes yes
Table 1 lists the stellar parameters for the two test models cho-
sen.7 Figures 5 and 6 show the profiles of the most important
hydrogen and helium lines used in the optical analyses, com-
puted for these two models using WM-basic (solid lines) and
Fastwind (dashed lines).
With regard to the implementation of Stark broadening in
our code WM-basic, these calculated lines are expected to match
their counterparts calculated with Fastwind within errors. The
lines cover a wide range of the optical spectra, starting with H
at 3970 A˚ and ending with H at 6563 A˚, including not only
H lines but also He i and He ii lines. As can be seen from the
figure, the absorption lines match very well, with only small dif-
ferences that arise from dierences in the density structures. (For
the purposes of this comparison the line force has not been calcu-
lated consistently but instead adapted in such a way that the com-
puted density structure approximates the density structure used
by the Fastwindmodels.) Figure 3 shows the density profiles for
the D30 model. Small deviations occur at Ross  0:00001 and
between Ross = 0:0001 and Ross = 0:001. These dierences
contribute to small changes in the occupation numbers that lead
to corresponding small dierences in the computed line profiles
(the fact that slightly dierent occupation numbers are responsi-
ble for the small dierences shown is recognized by the slightly
deeper cores of these lines; as the occupation numbers are cal-
culated dierently by WM-Basic and Fastwind such small dif-
ferences are to be expected and can of course not be prevented
even if density and temperature were exactly the same). The be-
havior is similar for the D45 model for which the density struc-
tures are shown in Figure 4. Again some minor dierences in
7 Stark broadening is a form of pressure broadening, and is thus only
important for lines which are formed in regions of high atmospheric
density, such as in the photospheres of dwarfs. In the regions where the
lines go into wind emission, the density is too low for Stark broaden-
ing to show a significant eect. Thus, in a supergiant atmosphere where
the absorption lines become contaminated with emission from the outer
regions, a statement about the correct implementation of Stark broaden-
ing is not possible, since one would be comparing the implementation
of all of the physics operating in those regions. We have therefore com-
pared our Stark profiles for dwarf atmospheres, where in the regions
in which Stark broadening becomes important the density structures of
WM-basic and Fastwind are in agreement.
the density structures are apparent between optical depths of
Ross = 0:0001 and Ross = 0:001, leading to small deviations
in the line profiles which are somewhat pronounced at an optical
depth of Ross > 0:1.
4. CSPN observational material
The observed UV spectra of the two CSPNs discussed here,
NGC 6826 and NGC 2392, are the same as those used by
Pauldrach et al. (2004) in their UV analysis. These spectra were
obtained from the INES Archive Data Server on the Web now
at http://sdc.laeff.inta.es/ines/, providing access to
IUE Final Archive data.
The optical material was collected from observations using a
variety of telescopes and spectrographs: ESO 3.6 m + CASPEC,
ESO NTT + EMMI, Isaac Newton 2.5 m (La Palma) + IDS,
Palomar echelle, McDonald 2.1 m + Sandiford echelle. These
spectrograms were kindly provided by R.-P. Kudritzki (priv.
comm.).
5. Consistent optical and UV analysis of the
CSPNs NGC 6826 and NGC 2392
In this paper we present a comparison of computed and observed
optical and UV spectra for two CSPNs. We calculate optical and
UV spectra using our improved WM-basic code, and we want to
see if (for each CSPN) a set of stellar parameters exists for which
both the predicted optical and the predicted UV spectrum simul-
taneously match the corresponding observations. Basis for the
comparison is the analysis of the UV spectra by Pauldrach et al.
(2004) and the optical analysis by Kudritzki et al. (1997), who
found significantly dierent stellar parameters (see Table 2). We
have chosen the two CSPNs NGC 6826 and NGC 2392 because
they represent extreme examples compared to the other objects
in the sample investigated by Pauldrach et al. (2004), according
to which NGC 6826 has an extremely high mass of 1:4 M (near
the Chandrasekhar limit), whereas NGC 2392 has a mass of only
0:41 M, the smallest mass in the whole sample.
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Fig. 7. Profiles for the H, H, and He ii 4541 lines of the CSPN NGC 6826 calculated with the model atmosphere code Fastwind (J. Puls,
priv. comm.) using the stellar parameters derived by Kudritzki et al. (1997), compared to the observed profiles. Note in particular the sensitive
dependence of the emission line H on the mass loss rate. The dierent predicted line profiles correspond to mass loss rates of M˙ = 1:910 7M=yr
(dotted), M˙ = 2:5  10 7M=yr (dashed), and M˙ = 3:6  10 7M=yr (dash-dotted).
 1e-020
 1e-018
 1e-016
 1e-014
 1e-012
 1e-010
 1e-008
 1e-006
 1e-008  1e-006  0.0001  0.01  1  100
r h
o
tauross
D30 models
WM-Basic model test
FASTWIND reference model
Fig. 3. Density profiles for the D30 test model. The solid line shows the
density structure used by the Fastwind model, the dashed line shows
the hydrodynamically calculated density structure of the WM-basic
model, using a (not necessarily consistent) parametrization of the radia-
tive force designed to approximate the density structure of the Fastwind
comparison model.
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Fig. 4. Density structure for the D45 test model. As for the D30 model,
the D45 models show small dierences in their density profiles com-
pared to one another, leading to some expected dierences in the line
profiles.
5.1. NGC 6826
Kudritzki et al. (1997) have shown their computed H, H, and
He ii 4541 line profiles for NGC 6826. Their model was calcu-
lated with a previous version of the Fastwind model atmosphere
code, but calculations (J. Puls, priv. comm.) using the current
Fastwind code yield almost identical line profiles (Figure 7). The
Kudritzki et al. (1997) determination of the mass loss rate was
based on modelling of the H line. As shown in Figure 7, a mass
loss rate of around M˙ = 2:5  10 7 M=yr yields the best fit to
the observed H line profile for the stellar parameters assumed
by Kudritzki et al. (1997) (which were taken to conform to the
predicted mass–luminosity relation of theoretical post-AGB evo-
lutionary models).
Figure 8 shows the optical lines from the corresponding
WM-basic model run. For this we used the same stellar param-
eters, but we had to artificially adjust the line force to obtain
the desired mass-loss rate of M˙ = 2:6  10 7 M=yr. With this
mass loss rate, our calculated absorption lines are almost iden-
tical to those presented by Kudritzki et al. (1997). The small
deviations in the emission lines H and He ii 4686 are, as
already discussed above, due to the dierences in the density
structure. These arise from the fit parameter  (see Section 2.2)
used in Fastwind, which eectively allows varying the radius–
density relationship in the wind, and thus allows the user to tune
the amount of emission in these lines. (Remember that H and
He ii 4686 are recombination lines and as such are strongly
density-dependent.) Our WM-basic code, on the other hand,
does not provide such a free parameter, since the radial run of
density and velocity is not chosen by the user but computed from
the hydrodynamic equations and the radiative force.8
8 From our point of view it is inherently dangerous to fit line profiles
by simply tuning a parameter that describes an assumed velocity law,
because it involves the risk of covering up intrinsic weaknesses of other
parts of the model description. Thus, being able to reproduce observed
line profiles by adapting such a parameter tells us nothing whatsoever
about the real physics of the expanding atmosphere, and only serves
to fool oneself into believing one has actually made physical progress.
It should be realized that a velocity law doesn’t have to be assumed
for O star atmospheres, because it can be calculated from well-known
physical laws. Already in 1975, Castor, Abbott, & Klein have shown the
way to proceed, obtaining already reliable results as demonstrated by
Pauldrach et al. (1986). An arbitrarily chosen fudge factor to describe
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Fig. 8. Optical line profiles from our WM-basic model of NGC 6826 with artificially adapted line force reproducing the NGC 6826 model by
Kudritzki et al. (1997). Comparing our line profiles to those shown by Kudritzki et al. (their Figure 1, cf. also our Figure 7) we find H and
He ii 4541 to be almost identical, whereas our H line is somewhat weaker. All other absorption lines match the observations in good agreement.
Compared to the parameters obtained by Kudritzki et al.
(1997), the UV analysis by Pauldrach et al. (2004) had yielded
almost the same value for the mass loss rate (M˙ = 1:8 
10 7 M=yr), but along with a consistently determined radius
and mass. The latter point being the key factor in the analysis
of Pauldrach et al. (2004), one of our main interests in the cur-
rent work was a comparison of two consistent models using the
parameters sets of Pauldrach et al. (2004) and Kudritzki et al.
(1997). The former model is of course identical to that presented
by Pauldrach et al. (2004), but here we can now also compare the
predicted optical line profiles (see below). For the latter model
we have iterated hydrodynamics together with NLTE and line-
force calculations to consistency, obtaining a (much larger) mass
loss rate of M˙ = 5:010 7 M=yr and a (much smaller) terminal
velocity of v1 = 850 km=s.
Figure 9 shows the predicted line profiles for the selfconsis-
tent model using the Kudritzki et al. (1997) stellar parameters.
With the exception of He i 4026, the comparison to the ob-
served line profiles of NGC 6826 is unsatisfactory: wind emis-
sion begins to fill up the absorption lines, and the emission in H
the velocity structure has therefore not been necessary for more than
35 years.
and He ii 4686 is much too strong. The bottom part of Figure 9
additionally shows the predicted UV spectrum, compared to the
observed UV spectrum. What was already evident from the opti-
cal line profiles, namely that the stellar parameters of this model
yield a much too large mass loss rate to reproduce the observa-
tions, is confirmed by the synthetic UV spectrum: the (unsatu-
rated) P-Cygni lines He ii 1640 and N iv 1719 are much too
strong, as is the entire “forest” of Fe and Ni lines spanning the
range from 1250 A˚ to 1500 A˚.
We now turn to the model using the Pauldrach et al. (2004)
parameters. As described in Section 2.1, these parameters were
determined by varying mass and radius (and eective tem-
perature) until the predicted UV spectrum from a consistent
model with those parameters matched the observed UV spec-
trum (Figure 10, bottom panel). But with regard to the central
question concerning the true stellar parameters of this object, the
significant result of our current investigation is that the predicted
optical line profiles also match the observed optical spectrum as
well as those of the model using the artificial wind parameters
and the Kudritzki et al. (1997) stellar parameters, whereas the
consistent model using the Kudritzki et al. (1997) stellar param-
eters utterly fails to reproduce both UV and optical observations.
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Fig. 9. Optical and UV spectra for NGC 6826 from a model based on the stellar parameters from Kudritzki et al. (1997), but with wind parameters
consistent to the stellar parameters. Compared to the observations (solid line), the model (dashed) yields far too strong emission lines in both the
optical and the UV spectral ranges.
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Fig. 10. Optical and UV spectra for NGC 6826 from a model using the parameters from Pauldrach et al. (2004) (i.e., stellar parameters from
Pauldrach et al. and wind parameters consistent with those stellar parameters). The predicted spectra match the observations as well as those of the
model using the artificially adapted wind parameters and the stellar parameters of Kudritzki et al. (1997), but the model shown here has the merit
of being hydrodynamically consistent.
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Fig. 11. As Figure 10, but using a log g of 3.7, representing a consistent model with a mass very close to the one given by Kudritzki et al. (1997)
(see Table 2). The now far too strong emission in He ii 4686 and H obviously does not match the observations.
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Fig. 12. WM-basic model of NGC 2392 with artificially adapted line force reproducing the NGC 2392 model by Kudritzki et al. (1997). Given
that our model for NGC 6826 adequately reproduced the line profiles shown by Kudritzki et al. (1997) for that object, we will equivalently assume
the same for this CSPN. (Kudritzki et al. (1997) did not show any line profiles for NGC 2392.)
The conclusion to be drawn from this fact is that a match of
predicted and observed spectra from any particular model does
not immediately guarantee the correctness of the stellar parame-
ters used in that model, since it is very likely that for any set of
intermediate stellar parameters an (inconsistent) mass loss rate
may be found that yields a similarly adequate fit to the observed
spectrum. Of this series of models the singularly distinguished
model is the one in which the wind parameters are consistent
with the stellar parameters, and the parameters of this model
must be regarded as being closest to the true parameters.
The calculated H profile shown in Figure 10 has wings
slightly broader than the observed profile, and it might thus ap-
pear that the gravity used in the model is higher than needed. In
fact, the careful reader may have noticed that a drop in log g of
only 0.2 (with all other parameters fixed) will bring the mass of
this model very close to the mass of the Kudritzki et al. (1997)
model for NGC 6826 (see Table 2). While the wings of H
from a consistent model with these stellar parameters now in-
deed match the observation better (see Figure 11), all other fea-
tures in both the optical and the UV spectrum are completely
ruined. The computed mass loss rate of M˙ = 0:25  10 6 M=yr
incidentally comes close to that used by Kudritzki et al. (1997),
but the corresponding terminal velocity of v1 = 360 km=s is far
too small (which can be seen in the narrow line profiles in the
UV as well as the narrow optical emission lines), and the result-
ing higher wind density leads to far too strong emission in H,
H, and He ii 4686, as well as filling up the optical absorption
lines.
Thus, although the reduction of log g achieved the goal of a
better fit of the H wings, the model became completely unac-
ceptable with respect to all other spectral features. We must con-
clude from this that the wings of H cannot by themselves be
considered a reliable indicator of the surface gravity. This con-
clusion is underscored by a comparison of the H line profiles
shown in Figures 8 and 9, which result from models that have
identical stellar parameters, in particular also identical log g. The
only dierence between the two models is the density structure.
Thus, while it is true that the wings of H are an indicator of the
density, the density structure is not determined by the surface
gravity alone, but also by the radiative forces, and therefore it
is inherently dangerous to base the determination of the surface
gravity on a single line which is known to be also influenced by
the back-reaction of thousands of other lines.
Nevertheless, the optical emission lines of the consistent
model using the Pauldrach et al. (2004) parameters do not match
the observations (though those of our model using the Kudritzki
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Fig. 13. Optical and UV spectra for NGC 2392 from a model based on the stellar parameters from Kudritzki et al. (1997), but with wind parameters
consistent to the stellar parameters. Compared to the observations, the model yields far too strong emission lines in both the optical and the UV
spectral ranges.
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Fig. 14. Optical and UV spectra for NGC 2392 from a model using the parameters from Pauldrach et al. (2004) (i.e., stellar parameters from
Pauldrach et al. and wind parameters consistent with those stellar parameters). The predicted UV spectrum matches the observations, and the
predicted optical line profiles are almost identical to those from the Kudritzki et al. (1997) model.
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et al. (1997) stellar and wind parameters do not, either), and this
detail merits discussion. Test calculations have shown that the
mass loss rate needed to bring H into agreement is roughly
only a factor of two larger than that of the model shown, but we
cannot choose a model with a larger mass loss rate (with appro-
priate changes to the stellar parameters to maintain consistency)
since this destroys the match of the UV spectrum. (As discussed
above, Kudritzki et al. (1997) had the possibility of adjusting the
 parameter of the velocity field used in their analysis, but we do
not consider this a realistic option since the computed line force
does not result in a velocity field with the assumed shape used in
those calculations.) Does this mismatch of the optical emission
lines invalidate the parameters obtained from the consistent UV
analysis? We are convinced that it does not, for the following
reason:
Earlier analyses of the mass loss rates of massive O stars
based on modelling the optical emission lines had seemed to in-
dicate that the mass loss rates of supergiants were larger than
those of dwarfs with similar luminosities (Puls et al. 1996),
but this assessment has since been revised by the realization
that the winds may be “clumped”, the increased density in the
clumps leading to a stronger emission of the hydrogen and he-
lium recombination lines than in a “smooth” wind with the same
mass loss rate. This revision has resulted in bringing the de-
rived parameters into closer agreement with those predicted by
radiation-driven wind theory (Puls et al. 2006), and it is likely
that the winds of O-type CSPNs are similarly aected by clump-
ing (Urbaneja et al. 2008). As we still have no consistent the-
ory that will quantitatively predict the run and magnitude of this
clumping, however, we are at the moment inclined to not rely too
heavily on emission lines which are expected to be thus aected.
5.2. NGC 2392
The other CSPN we discuss here is NGC 2392. What makes this
object so interesting is that the situation for this star is reversed
compared to NGC 6826: Pauldrach et al. (2004) had to signif-
icantly decrease the luminosity to obtain a match of predicted
and observed UV spectrum. They thereby derived a very small
mass of only 0:41 M, making this the least massive CSPN of
their sample.
In Figure 12 we show our computed line profiles for a model
with the stellar parameters of Kudritzki et al. (1997) and an arti-
ficially adapted line force resulting in the same mass loss rate as
fitted by Kudritzki et al. (1997). Unfortunately, the observational
material available for this object is rather poor and for some
of the lines no observations are available at all. Nevertheless
we show our computed line profiles as reference and, since
Kudritzki et al. (1997) did not show any line profiles at all for this
object but our NGC 6826 model adequately reproduced theirs,
we will assume that the profiles computed by Kudritzki et al.
(1997) for NGC 2392 were similar to these.
In Figure 13 we show predicted optical line profiles and UV
spectrum for a consistent model using the Kudritzki et al. (1997)
stellar parameters for NGC 2392. It is evident that the consis-
tently computed mass loss rate of 3:2  10 7 M=yr is much
too large to reproduce either UV or optical spectrum. This is in
contrast to the consistent model from Pauldrach et al. (2004),
shown in Figure 14, which not only agrees much better with
the observed UV spectrum, but also predicts optical line pro-
files which are nearly identical to those from the (inconsistent)
Kudritzki et al. (1997) model shown in Figure 12.
In summary, the situation for NGC 2392 is similar to that
for NGC 6826: the Kudritzki et al. (1997) model with the arti-
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Fig. 15. Radiative acceleration versus optical depth in the wind of the
CSPN NGC 6826 (shown in red) using the parameters based on the UV
analysis (model P04 in Table 2), compared to the radiative acceleration
in a massive O star wind ( Puppis; shown in black).
ficial mass loss rate oers no observational advantage over the
Pauldrach et al. (2004) model, and the latter again has the merit
of being hydrodynamically consistent. The consistent model us-
ing the Kudritzki et al. (1997) stellar parameters, on the other
hand, again fails to reproduce both UV and optical observations.
5.3. Comparison of the dynamical parameters of CSPN and
O star winds
The terminal velocity v1 and the mass loss rate M˙ are the pri-
mary dynamical parameters of a stellar wind and the essential
parameters for a consistent theoretical description. Both param-
eters are connected via the equation of continuity
M˙ = 4r2(r)v(r) (1)
(where the outwards monotonically increasing velocity field v(r)
reaches its maximum value at roughly a hundred stellar radii and
thus defines the terminal velocity v1 of the wind). Both the ve-
locity v(r) and the density (r) are functions of the radial coordi-
nate r. Via the competing forces of line-driving and gravity they
become unique functions of the basic stellar parameters R, L,
and M.
Because our sample of CSPN stars shows pronounced wind
features it is a natural step to examine these dynamical param-
eters and their relation to the basic stellar parameters as an ad-
ditional and independent point of our investigation. This discus-
sion is thus an extension of the investigation of Pauldrach et al.
(1988) who already showed that the calculated terminal wind
velocities are in agreement with the observations and therefore
allow an independent determination of stellar masses and radii.9
With respect to this result, dierent sets of stellar masses and
radii applied to our sample of stars should therefore lead at least
partly to an inconsistent behavior with regard to the predictions
of radiation-driven wind theory. Such an inconsistent behavior
can, for example, be evident in the ratio v1=vesc of the terminal
9 We note that Pauldrach et al. (1988) were also able to show that the
winds of CSPNs are driven by radiation pressure and thus the insights
of radiation-driven wind theory are applicable here.
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wind velocity and the escape velocity of individual stars.10 In
this investigation it is significant to not only compare the v1=vesc
ratios obtained with our improved models for the CSPN sam-
ple to the corresponding “observed ratios” (which are based on
the mass–luminosity relation of CSPNs), but also to the ratios
of a “normal” O star sample and its corresponding observations.
Because the UV-spectra of the CSPNs of our sample are very
similar to those of massive O stars, the application of the the-
ory of radiation-driven winds is expected to also yield similar
results for the terminal velocity v1 of these CSPNs and the mas-
sive O stars. One would therefore expect the line force in the
winds of our CSPNs to be of a strength comparable to that of the
winds of massive O stars. In view of this expected result we have
compared the computed line force from our consistent model of
NGC 6826 to the corresponding one of the well known massive
O star  Puppis, which has a similar UV spectrum. We show
the radial run of the radiative forces, which include all relevant
continuum and line contributions, in Fig. 15.
Surprisingly, the two curves of the radiative acceleration dif-
fer considerably in strength and shape, although the same sophis-
ticated radiation-driven wind modelling has been applied in each
case, and the spectra resulting from the models each match the
corresponding observed spectra. The key to solving this apparent
puzzle lies in understanding the basic relationships between the
radiative acceleration and the density and velocity of the outflow.
Figure 16 shows the line acceleration along with the cor-
responding wind densities  as function of the scaled radius
r0 = r=R (the x-scale chosen in Fig. 16 serves to emphasize
the relevant radial range). In the inner (photospheric) regions the
densities are similar, and this similarity in the models is sup-
ported by the fact that the optical (photospheric) spectra are also
very similar (see Sect. 5.1 and Pauldrach et al. 2012). The simi-
larity of the UV spectra, on the other hand, implies that the rele-
vant wind features are formed at about the same optical depth in
the wind. The optical depths in the wind are proportional to
R / M˙
v1R2
R (2)
(cf. Puls & Pauldrach 1991), where
M˙
v1R2
=  (3)
may be unterstood as a characteristic wind density (Pauldrach
et al. 1990). Similar optical depths in the winds of both stars
therefore implies
 ( Pup)R ( Pup)   (NGC 6826)R (NGC 6826) (4)
and thus
 (NGC 6826)
 ( Pup)
 R
( Pup)

R (NGC 6826)
: (5)
Since
R (NGC 6826) < R
( Pup)
 (6)
this means that
 (NGC 6826) >  ( Pup): (7)
This behavior is indeed also reproduced by the models (see
Fig. 16).
10 Investigations and interpretations of these ratios have already been
performed by Pauldrach et al. 1988 (regarding CSPNs) and Pauldrach
et al. 1990 (regarding massive O-stars).
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Fig. 16. A more detailed illustration of the radiative acceleration for
the CSPN NGC 6826 in comparison to the massive O star  Puppis.
Additionally the density of both models has been plotted as well. The
dierence in radiative acceleration of both models shown in Fig. 15 can
be well understood by the means of this plot (see text).
As Pauldrach et al. (1990) have shown, a higher wind den-
sity leads to a higher radiative acceleration, which explains the
behavior shown in Fig. 16. A higher radiative acceleration in
turn leads to a higher mass loss rate per unit surface element,
i.e., M˙=R2 (see Pauldrach et al. 1990), which in turn leads to
a smaller terminal velocity (for comparable eective tempera-
tures, cf. Pauldrach et al. (1988), their Figs. 10 and 6a).
The lower observed terminal velocities of CSPNs with pro-
nounced winds thus provide evidence for the higher wind densi-
ties of these CSPNs compared to those of massive O stars (see
Pauldrach et al. (1988), Pauldrach et al. (2004) and Table 2 of
this work). The higher values of the line force for NGC 6826
compared to  Puppis thus follow directly from its smaller ra-
dius and the resulting consequences.
The v1=vesc ratios of CSPNs compared to massive O stars.
The observations show a dependence of v1 on Teff , which was
confirmed by the theory of radiation-driven winds. Additionally,
the theory predicts a correlation of v1 to the other two stellar
parameters, mass M and radius R, via the escape velocity vesc
(see Pauldrach et al. 1988),
vesc =

2GM(1    )=R
1=2
(8)
(where   = L=(4cGM=(Th=)) is the ratio of stellar luminos-
ity to Eddington luminosity, G is the gravitational constant, and
Th is the Thomson absorption coecient).
Figure 17 shows the ratio of v1=vesc for our CSPN sample as
a function of dierent stellar parameters, compared to the corre-
sponding values from a sample of massive O stars (cf. Pauldrach
et al. 2011).
As is shown, the correlation of v1 to the escape velocity vesc
does not represent a strict and simple behavior. This fact was
already recognized by Howarth & Prinja (1989) from a purely
observational point of view. Moreover, in their comprehensive
study of the wind properties of a sample of 205 O stars observed
with the IUE satellite, Howarth & Prinja (1989) drew attention
to a discrepancy between predictions obtained from scaling laws
which were based on theoretical models (Pauldrach et al. 1986)
and their interpretation of observations. This discrepancy con-
cerned the observed dependence of the ratio of v1=vesc on the
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a value of log g = 3:7 (the parameters of the models are listed in Table 2). For a discussion see the text.
stellar parameters Teff , R, and M. This dependence was not rep-
resented by the models of Pauldrach et al. (1986), which yielded
v1=vesc ratios in a range of only 2:0 : : : 3:0, whereas the observa-
tions revealed ratios in a range of 2:0 : : : 4:5 in the same range of
stellar parameters (cf. Howarth & Prinja 1989, their Fig. 10).
However, in a revised version of their procedure, Pauldrach
et al. (1990) were able to show that for certain parameter ranges
of massive O stars the ratio of v1 to vesc depends sensitively on
the stellar parameters,
v1=vesc = f (Teff ;Z;R;M) (9)
(where Z denotes the metallicity). This ratio does therefore not
present a simple linear function but can vary tremendously from
star to star, producing a significant overall scatter (in a range
of 2:4 : : : 5:1).11 Pauldrach et al. (1990) explained this behavior
as a result of dierences in the ionization structure in the wind,
which in particular causes back-reactions on the line force from
changes in the level populations via the non-linear behavior of
the strong UV line blocking (in particular the back-reaction on
and of iron (Fe) has a strong influence in this regard).
11 We note that based on a less consistent procedure of modelling
CSPN winds a similar range of the ratios of v1 to vesc was also found by
Pauldrach et al. (1988), albeit without the scatter.
A change of the stellar parameters therefore leads to an in-
crease of the mass-loss rate which in turn increases the UV line
blocking, which decreases the radiative temperatures in relation
to the eective temperature and which thus increases the popu-
lation of the lower ionization stages. As these lower ionization
stages have more strong lines at the corresponding radiative flux
maximum (Pauldrach 1987), the net radiative force is increased,
and this behavior reinforces the increase of the UV line blocking
and leads to a change of the terminal velocity even if the escape
velocity vesc has not changed.
Regarding the massive O stars, the results of our current in-
vestigation (see Fig. 17) are principally in accordance with those
earlier analyses, and, as expected, the improved consistency of
our current models does not fundamentally change this behav-
ior, leading now to a scatter of 1:3 : : : 4:4 in v1=vesc, in the same
range as the observed values.
As another expected result Fig. 17 shows a similar spread
in v1=vesc for our CSPN models (the CSPNs are clearly sepa-
rated from the massive O stars in the upper two panels of Fig. 17
due to the very dierent radii of these two groups of stars). But
not only is the spread roughly the same, also the mean value of
the calculated v1=vesc ratios turns out to be not very dierent
for both groups of stars (being somewhat smaller for the CSPN
models). Even this is expected from our discussion above of the
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radiative acceleration which gives rise to considerably lower ter-
minal velocities of CSPNs with pronounced winds because of
their higher wind densities as a result of their much smaller radii.
Thus, although the CSPNs of our sample have somewhat re-
duced escape velocities vesc compared to the massive O stars (see
below), with their range of 1:2 : : : 3:3 of the v1=vesc ratios the
model calculations behave as expected. And this is also the case
for the somewhat decreased (compared to the range of O stars)
lower limit of 1:2 of v1=vesc.
As is shown in the bottom right panel of Fig. 17 the mean
value of the escape velocities vesc themselves (not the ratios) of
the CSPN models and observations is slightly smaller than the
ones of the massive O star observations and models. Obviously,
this must be a consequence of the dependence of vesc on the
stellar mass M and the radius R of the objects (cf. Eq. 8).
However, vesc also depends on  , the ratio of stellar luminos-
ity to Eddington luminosity. The behavior of this parameter is
illustrated in Fig. 18, which shows the calculated mass loss rates
M˙ versus   for both the CSPN and the O star sample. The av-
erage   values are clearly smaller for the CSPNs than for the
massive O stars. The interpretation of this behavior is straight-
forward, due to the proportionality of   to L=M: this ratio be-
comes smaller for CSPNs than for massive O stars because the
dierence in L is much larger than the dierence in M, and
therefore CSPNs are in general farther away from the Eddington
limit than massive O stars are. But a decreasing value of   im-
plies an increasing value of vesc, since vesc is proportional to
(1    ), and this behavior may at first appear to be in contra-
diction with the finding that the escape velocities are on average
smaller for the CSPNs than for the massive O stars (bottom right
panel of Fig. 17). The apparent contradiction is, however, re-
solved by recognizing that going from massive O stars to CSPNs
the M=R ratio decreases more strongly than 1=(1    ).
As an important result of Fig. 17 we thus find that, despite the
reduction of the escape velocities vesc, somewhat smaller v1=vesc
ratios are obtained for our CSPNs compared to massive O stars,
because the lower terminal velocities v1 observed (and calcu-
lated) for our CSPNs dominate this eect.12
We are now well-prepared to draw the major conclusion of
this section from Fig. 17. This conclusion concerns the range
of the “observed” CSPN v1=vesc ratios derived from a combina-
tion of observations and theoretical relations (e.g., the post-AGB
core-mass–luminosity relation, CMLR). As shown in Fig. 17, for
the massive O star observations the range of the v1=vesc ratios is
in good agreement with the range obtained for the correspond-
ing model calculations. The CSPN model calculations also yield
ratios which lie in the range of the v1=vesc spread obtained for
the massive O stars (see the discussion above). Clearly at odds,
however, are the CSPN “observations”, yielding much too high
v1=vesc ratios in general, and in particular giving values near 5
or even higher for almost half of the sample! This discrepant
behavior is noticeable in all panels of Fig. 17, and appears con-
spicuously eye-catching in the upper right panel.
This result is especially interesting because such a discrep-
ancy does not emerge when comparing observations and model
12 In the bottom left panel of Fig. 17 we plot the ratio of v1=vesc ver-
sus the eective temperature Teff . As shown by Pauldrach et al. (1988)
and Pauldrach et al. (1990), the theory of radiation-driven winds pre-
dicts a mutual dependence between v1 and Teff . Since the range of their
eective temperatures is almost the same, no significant dierence be-
tween the corresponding results of both stellar groups should therefore
be observed. And this is indeed the case: the characteristic values of
the v1=vesc ratios and the eective temperatures Teff dier only slightly
between our CSPNs and the massive O stars.
−8.5
−8
−7.5
−7
−6.5
−6
−5.5
−5
 0.1  0.2  0.3  0.4  0.5  0.6
l o
g (
 
. M
)
Γ
mass loss rate vs. Gamma
O stars
CSPNs
Fig. 18. Predicted mass loss rates for our samples of CSPNs and O stars
versus  , the ratio of stellar luminosity to Eddington luminosity.
calculations in regard to the wind-momentum–luminosity rela-
tion13 (WLR), one of the most fundamental relations predicted
by the theory of radiation-driven winds. No significant dier-
ences between the behavior of the observed wind momenta of
massive O stars and CSPNs with pronounced winds are seen,
and the computed wind momenta of both the O star models
(Pauldrach et al. 2011) and the CSPNs (Pauldrach et al. 2004)
agree well with the corresponding observations. Furthermore,
the wind momenta of the CSPN models and observations lie
along the line extrapolated from the massive O stars (see
Pauldrach et al. 2004, their Fig. 6). This result confirms the find-
ing of Pauldrach et al. (1988) and Kudritzki et al. (1997) that the
winds of both groups of hot stars are radiation-driven.
So there is obviously an intrinsic dierence between the in-
formation provided by the WLR and the information contained
in the v1=vesc ratios. This dierence regards the mass of the
objects. The wind momenta are essentially independent of the
stellar masses (a larger v1 coincides with a smaller M˙ and vice
versa; see Kudritzki et al. 1995 and Puls et al. 1996), so any pos-
sibly erroneous assumption about the masses made in the mod-
elling of the objects or the interpretation of the observations does
not enter into the diagnostic quantity. This is not the case, how-
ever, when considering the v1=vesc ratios, which are explicitly
mass-dependent. Furthermore, we must realize that the much too
high v1=vesc ratios obtained for our CSPN “observations” are not
due to the numerators (v1), which are directly observable quan-
tities (measurable from the blue edge of the saturated P-Cygni
profiles in the UV spectra), and must therefore be due to the
denominators (vesc). The high ratios are even more significant
because from the discussion above we would have expected the
highest v1=vesc values to occur for some massive O stars rather
than for some CSPNs.
The understanding of this behavior is clearly coupled to the
fact that, in contrast to the terminal velocities v1, the escape ve-
locities vesc appearing in the “observed” CSPN v1=vesc ratios are
not directly observable quantities. The escape velocities are con-
nected to the masses and the radii of the objects, and these quan-
13 The wind-momentum–luminosity relation is a simple relation be-
tween the quantity M˙v1, which has the dimensions of a momentum loss
rate, and the stellar luminosity (Lamers & Leitherer 1993, Kudritzki
et al. 1995): the mechanical momentum of the wind flow (M˙v1) results
from the transfer of momentum from the radiation field to the gas via
photon absorption in metal lines (which defines the driving mechanism
of the wind) and is thus mostly a function of photon momentum (L=c)
and therefore related to the luminosity.
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tities had (as is usual) been assumed by Kudritzki et al. (1997) to
conform to the theoretical CMLR. This is of course not a prob-
lem for the WLR, which shows agreement between the predic-
tions of radiation-driven wind theory and the observations since
the wind momenta are independent of the mass of the objects.
With respect to these considerations it is legitimate to con-
clude that there is a problem with the core-mass–luminosity re-
lation at its high-mass end. We emphasize that we draw this con-
clusion purely from a comparison of the terminal velocities, in-
dependent of the behavior of M˙ and the interpretation of either
the UV or the optical spectra. We further note that consistent
wind model calculations based on stellar parameters conforming
to the CMLR also yield v1=vesc ratios which lie in the expected
range (however, the terminal velocities obtained by these models
are highly incompatible with the observations).14 We thus con-
clude that the extraordinarily high values of v1=vesc appear just
in cases where the numerator is disconnected from the denom-
inator, i.e., in cases where the observed terminal velocity is not
consistent with the assumed mass and radius of the star.
Taking our results of the investigation of the dynamical pa-
rameters together with our results obtained from the spectral
analysis, and as a third point the assumption of the CMLR for
post-AGB stars, we find that only two of these considerations
are intrinsically reconcilable, whereas the third consideration is
irreconcilable with this pair. For our sample of CSPN objects
this means in particular:
 Analyses aiming at reproducing the observed optical and UV
spectra based on masses derived from the CMLR yield dy-
namical wind parameters which are not consistent with the
corresponding observations.
 Analyses employing a consistent treatment of the dynamical
wind parameters based on masses derived from the CMLR
yield optical and UV spectra which do not match the ob-
served spectra.
 Analyses employing a consistent treatment of the dynamical
wind parameters aiming at reproducing the observed optical
and UV spectra yield masses which are not in accordance
with the CMLR.
Moreover, for four of the CSPNs shown in Fig. 17 the v1=vesc
ratios that follow from the parameters derived by Kudritzki et al.
(1997) based on the CMLR are so extraordinary large that they
are not reconcilable with the theory of radiation-driven winds,
which on the other hand is strongly supported by a comparison
to the WLR.
6. Summary and conclusions
In order to obtain further constraints on the true stellar parame-
ters of CSPNs we have applied our stellar atmosphere codeWM-
basic to two objects from the sample of CSPNs investigated ear-
lier by Kudritzki et al. (1997) and Pauldrach et al. (2004). We
have chosen stars for which the two analyses yielded strongly
diering parameters, namely NGC 6826 and NGC 2392, for
which Pauldrach et al. (2004), comparing observed UV spec-
tra with those predicted by hydrodynamically consistent mod-
els, had derived masses of 1:4 M and 0:41 M, respectively,
whereas Kudritzki et al. (1997), working with optical spectra and
assuming that the mass–luminosity relation of theoretical post-
14 This result has been verified by two consistently computed mod-
els for NGC 6826 and NGC 2392 using the stellar parameter sets of
Kudritzki et al. (1997), shown as filled squares in Fig. 17; the abstruse
value of the obtained terminal velocity of NGC 6826 is listed in Table 2.
AGB evolutionary models was valid, had obtained roughly equal
masses of 0:92 M and 0:91 M.
As a prerequisite to this analysis we had extended the ap-
plicability of WM-basic to the simultaneous analysis of UV and
optical lines by implementing Stark broadening and testing the
improved code by comparing the computed optical line profiles
with those from two reference O star models calculated with the
well-known model atmosphere code Fastwind, showing the re-
sults to be in excellent agreement, with only small dierences in
the predicted line profiles attributed to dierences in the density
structures of the two codes.
Our results regarding the stellar parameters of CSPNs con-
firm the conclusion tentatively drawn by Pauldrach et al. (2004),
namely that the contradiction between the stellar parameters de-
rived by Kudritzki et al. (1997) and Pauldrach et al. (2004) is not
the result of using optical spectra in the former analysis and UV
spectra in the latter, but is instead due to the missing consistency
between stellar and wind parameters in the analysis of Kudritzki
et al. (1997).
We arrive at this conclusion because we have now shown
that the hydrodynamically consistent models of Pauldrach et al.
(2004) reproduce not only the observed UV spectra but also
yield optical line profiles which are nearly identical to those from
models using the stellar parameters of Kudritzki et al. (1997) and
the artificial (i.e., inconsistent) radiative line force necessary to
reproduce the wind parameters fitted by Kudritzki et al. (1997).
Consistent models using the Kudritzki et al. (1997) stellar pa-
rameters, on the other hand, reproduce neither the UV spectrum
nor the optical line profiles.
Nevertheless, an issue of somewhat uncertain implications
remains, namely the fact that we cannot at the moment match
several observed optical emission lines with a hydrodynamically
consistent model that can without diculties reproduce essen-
tially the entire observable UV range. But with regard to possi-
ble discrepancies there is no reason to assume that for model-
ing O-type atmospheres the optical and the UV spectral ranges
carry the same diagnostic weight. The spectral lines in the op-
tical are in general relatively weak and far in-between, com-
pared to the lines in the UV range, and this makes the signif-
icance of the UV fit evident when drawing conclusions con-
cerning the quality of the fit in the UV and optical parts of the
spectra. Obviously, the parameters from Pauldrach et al. (2004)
fit the optical spectrum and the UV spectrum, with the excep-
tion of H and He ii 4686. The currently favored explanation
for such discrepancies in the strength of optical emission lines
is inhomogeneities in the wind15 (leading to stronger emission
from H and He recombination lines due to the higher densities
in the “clumps” compared to a smooth outflow), and an ad-hoc
“clumping factor” is often employed to bring the line profiles
of the model into agreement with the observed line profiles. But
supposing that clumping (or some other eect with similar influ-
ence on these two lines) plays a role, then – as long as we have
no consistent physical description for this eect – we have com-
plete freedom to fit the optical emission lines without gaining
15 But we note that the amplitudes of the deviations from a smooth,
stationary flow are not very large in general (cf. Kudritzki 1999), and
we therefore don’t expect the clumping to markedly influence the hy-
drodynamics of the outflow (see, for instance, Pauldrach et al. 1994 and
references therein, as well as Runacres & Owocki 2002). This argument
is strongly supported by the fact that the hydrodynamic models based
on a smooth, time-averaged density structure can indeed reproduce the
multitude of UV spectral lines that are formed in the entire atmospheric
depth range.
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any additional information about the stellar parameters.16 Thus,
a line whose model profile is determined primarily by a cosmetic
clumping factor and not the underlying physics of the model
completely loses its diagnostic value, and the quality of the fit
of this line says nothing about the reliability of the fundamental
model parameters.
A completely separate avenue of investigation is opened up
by an analysis of the behavior of the dynamical wind parame-
ters, independent of the appearance of the spectra. As the wind
parameters are not free parameters but (due to the driving mech-
anism) functions of the stellar parameters, using sets of stellar
parameters which are not realized in nature should lead at least
partly to an inconsistent (i.e., not observed) behavior of the wind
parameters in the analysis. Such an inconsistent behavior can,
for example, be evident in the ratio v1=vesc of the terminal wind
velocity and the escape velocity of individual stars.
We have therefore examined the v1=vesc ratios for our CSPN
sample as a function of dierent stellar parameters and com-
pared these to the corresponding ratios from a sample of mas-
sive O stars. As already found for massive O stars, the corre-
lation of v1 to vesc does not represent a strict and simple be-
havior for CSPNs, giving (as expected) a certain scatter about
a mean value. The spread in the v1=vesc ratios for our CSPN
models turned out to be comparable to that obtained from both
massive O star observations and massive O star models, but (as
expected from basic physics) at a slightly smaller mean value.
Incompatible with all other results, however, are the CSPN “ob-
servations”, which yield much too high v1=vesc ratios in general.
These high v1=vesc ratios are even more significant because we
would have expected the highest v1=vesc values to occur for some
massive O stars rather than for some CSPNs.
This anomaly is obviously coupled to the fact that the escape
velocity vesc appearing in the “observed” CSPN v1=vesc ratios is
not a directly observable quantity (whereas v1 can be measured
directly). The escape velocity is connected to the stellar mass
and radius, and these quantities had been taken from the theoret-
ical post-AGB core-mass–luminosity relation. We thus conclude
that there might be a problem with the core-mass–luminosity re-
lation at its high-mass end. This conclusion is further supported
by the finding that consistent model calculations using stellar
parameters compatible with the core-mass–luminosity relation
do yield v1=vesc values that lie in the expected range (however,
the obtained terminal velocities v1 of these models are highly
incompatible with the observations).
Taking these results together, we find that of the three con-
siderations (a) consistency of the dynamical wind parameters
with the stellar parameters, (b) compatibility of the model spec-
tra with the observed spectra, and (c) conformity of the stel-
lar parameters with the core-mass–luminosity relation, only two
can be reconciled with each other, while the third is irreconcil-
able with the other two. Since (a) and (b) are strongly supported
by both observations and models (spectral appearance, wind-
momentum–luminosity relation), it is likely that the considera-
tion that is not realized in nature is (c), the core-mass–luminosity
relation, at least for the O-type CSPNs with prominent wind fea-
tures as studied in this paper.
16 Note also that without a description of clumping based on first prin-
ciples, clumping is not a single fit factor but a whole number of them,
one for each depth point of the model, and thus the degree of freedom
is extremely large. Using these parameters it might be possible to fit
the observed optical emission lines even with a wrong hydrodynamical
structure.
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