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Pro´logo
Este libro esta´ basado en los contenidos de la asignatura Fundamentos
Matema´ticos II de la titulacio´n de Ingenier´ıa Industrial y va dirigido, prin-
cipalmente, a alumnos de primer curso de Ingenier´ıa, tanto de las antiguas
titulaciones como de los nuevos grados.
Puesto que esta´ pensado como un curso ba´sico del estudio anal´ıtico de
las ecuaciones diferenciales, abarca los me´todos habituales de resolucio´n de
ecuaciones de primer orden y el estudio de las ecuaciones diferenciales lineales,
as´ı como sus respectivas aplicaciones.
Los contenidos esta´n divididos en cuatro temas: teor´ıa ba´sica de las ecua-
ciones diferenciales, ecuaciones diferenciales de primer orden, ecuaciones linea-
les de segundo orden y de orden superior y ﬁnalmente, sistemas de ecuaciones
diferenciales lineales.
Cada uno de los temas se introduce planteando algu´n problema o feno´meno
f´ısico que, una vez modelizado, permite introducir los conceptos matema´ticos
a estudiar. Hemos incluido tambie´n una serie de ejemplos resueltos, prestando
mucha atencio´n a las aplicaciones de las ecuaciones diferenciales estudiadas,
principalmente aplicaciones a la Ingenier´ıa. Al ﬁnal de cada seccio´n, se plantea
una coleccio´n de ejercicios, acompan˜ados de la solucio´n, para ser resueltos por
el alumno.
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TEMA 1
Teor´ıa ba´sica de las ecuaciones
diferenciales
En el estudio de feno´menos reales en los que se analiza un cambio o una
variacio´n, aparecen ecuaciones que relacionan determinadas funciones y sus
derivadas. A este tipo de ecuaciones se les denomina ecuaciones diferenciales.
La informacio´n que se obtiene a partir de estas ecuaciones nos permite pre-
decir co´mo va a evolucionar el modelo que se esta´ estudiando. En particular, la
solucio´n de la ecuacio´n diferencial es una funcio´n que representa una cantidad
cuya variacio´n estamos analizando.
Esta informacio´n se puede obtener de una manera expl´ıcita, cuando se ob-
tiene la solucio´n de la ecuacio´n diferencial anal´ıticamente. Pero esto no siem-
pre es posible, por ello recurrimos a otras te´cnicas como el ca´lculo nume´rico,
que nos permite obtener aproximaciones, o el estudio cualitativo, que permite
analizar el comportamiento de las soluciones aunque la expresio´n de e´stas no
sea conocida.
Comenzamos este tema introducie´ndonos en el a´mbito de las ecuaciones
diferenciales. En particular, los objetivos de este tema son los siguientes:
Ver co´mo surgen las ecuaciones diferenciales al describir o modelizar
determinados problemas.
Clasiﬁcar las ecuaciones diferenciales.
Estudiar los diferentes tipos de soluciones que se pueden obtener.
Analizar la existencia y unicidad de las soluciones de las ecuaciones di-
ferenciales.
1.1. Introduccio´n
Comencemos viendo dos modelos sencillos que nos permitan introducirnos
en la teor´ıa de las ecuaciones diferenciales.
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1. Desintegracio´n radiactiva.
Un feno´meno cuya descripcio´n da lugar a una ecuacio´n diferencial muy
sencilla es el de la desintegracio´n de un elemento radiactivo. La rapidez con
la que una sustancia radiactiva se desintegra es proporcional a la cantidad
presente de dicha sustancia. Esto conduce a la ecuacio´n:
dA
dt
= −kA, k > 0
donde A(t) es la cantidad de sustancia presente en un instante t y k es una
constante de proporcionalidad que depende de la sustancia.
Si conseguimos resolver esta ecuacio´n, obtendremos una expresio´n para la
funcio´n A(t); por tanto, conoceremos la cantidad de sustancia presente en cada
instante t.
Para resolver la ecuacio´n la escribimos de la forma:
1
A
dA = −kdt
e integramos ambos lados, obteniendo:
lnA = −kt+ C1,
siendo C1 cualquier constante arbitraria. Despejando A se tiene:
A(t) = e−kteC1 = Ce−kt,
siendo C cualquier constante positiva. La constante C puede obtenerse si se
conoce la cantidad de sustancia en un instante dado; por ejemplo, si para el
instante t = 0 hab´ıa una cantidad inicial A0 de sustancia, entonces:
A0 = Ce
−k 0 = C,
por tanto:
A(t) = A0e
−kt.
Efectivamente, tener la solucio´n de la ecuacio´n nos permite conocer la can-
tidad de sustancia presente que habra´ en cada instante t.
2. Cuerpo en ca´ıda libre.
Consideremos un cuerpo que, desde una cierta altura, cae bajo la accio´n
de la fuerza de la gravedad, ignorando otras fuerzas de rozamiento como la
debida a la resistencia del aire. En este caso, tenemos dos cantidades que van
cambiando con el tiempo: su posicio´n y su velocidad.
Para modelizar este feno´meno, aplicamos la segunda ley de Newton, lle-
gando a la ecuacio´n:
m
d2h
dt2
= −mg,
B. Campos/C. Chiralt
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donde m es la masa del objeto, h es su altura sobre el suelo, d2h/dt2 es su
aceleracio´n, g es la constante gravitacional y −mg es la fuerza debida a la
gravedad.
Lo que nos interesa es determinar cua´l es su posicio´n en cada instante y su
tipo de movimiento.
Integrando esta ecuacio´n respecto de t obtenemos:
dh
dt
= −gt+ C1
e integrando de nuevo:
h(t) = −g
t2
2
+ C1t+ C2.
Las constantes de integracio´n C1 y C2 pueden determinarse si se conocen
la altura y velocidad iniciales del objeto. Supongamos que e´stas son h0 y v0,
respectivamente. Sustituyendo estos valores en las ecuaciones anteriores para
t = 0, se obtiene:
h(0) = h0 = −g
02
2
+ C10 + C2, luego C2 = h0,
dh(0)
dt
= v0 = −g 0 + C1, luego C1 = v0.
Por tanto,
h(t) = −g
t2
2
+ v0t+ h0.
Observemos que no so´lo hemos obtenido una expresio´n que nos da la posi-
cio´n del objeto en cada instante t, sino que tambie´n conocemos su derivada,
es decir, la velocidad del objeto, en cada instante t.
1.2. Deﬁnicio´n de ecuacio´n diferencial
Una ecuacio´n diferencial es aque´lla que involucra una funcio´n junto con sus
derivadas y la variable o variables de la que depende:
 Deﬁnicio´n 1.1. Una ecuacio´n diferencial es una ecuacio´n que relaciona
una funcio´n desconocida (la variable dependiente), las variables de las que
depende (variables independientes) y sus derivadas respecto de estas variables
independientes:
F (x1, x2, ...xn, y,
∂y
∂x1
,
∂y
∂x2
, ...
∂y
∂xn
,
∂2y
∂x21
,
∂2y
∂x1∂x2
, ...) = 0. (1.1)
En las ecuaciones diferenciales pueden aparecer ciertos te´rminos constan-
tes, relacionados con el problema, que reciben el nombre de para´metros. Por
ejemplo, las constantes k, m y g que hemos visto en los problemas introduc-
torios.
Las ecuaciones diferenciales se dividen en dos grupos:
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Las ecuaciones diferenciales ordinarias: son aque´llas en las que la
funcio´n inco´gnita depende de una sola variable independiente, y = y(x)
y tienen la forma:
F (x, y, y, y, · · · ) = 0.
Las ecuaciones en derivadas parciales: son aque´llas en las que la
funcio´n inco´gnita depende de varias variables; por tanto, relacionan la
funcio´n, sus variables y las derivadas parciales de dicha funcio´n. Son de
la forma (1.1).
’ Ejemplo 1.1. Veamos cua´les de las siguientes ecuaciones son ecuaciones
diferenciales ordinarias y cua´les son ecuaciones en derivadas parciales.
(a)
dy
dx
− 5y = 1.
(b) y + y − 2x = 0.
(c) (x+ y)dx− 4ydy = 0.
(d)
∂u
∂y
= −
∂u
∂x
.
(e)
∂2u
∂x2
=
∂2u
∂t2
− 2
∂u
∂t
.
Solucio´n. Las ecuaciones diferenciales (a), (b) y (c) son ordinarias mientras
que las ecuaciones dadas en (d) y (e) son ecuaciones en derivadas parciales.

Nos centraremos en el estudio de las ecuaciones diferenciales ordinarias.
Ejercicios de la seccio´n 1.2
1. Determina, en las siguientes ecuaciones diferenciales, la funcio´n inco´gni-
ta, la variable independiente y los para´metros:
(a) Modelo log´ıstico de poblaciones:
dp
dt
= λp(α− p).
(b) Ecuacio´n de transferencia del calor:
dT
dt
=
1
k
(A− T ).
(c) Ecuacio´n diferencial que modeliza vibraciones meca´nicas y circuitos
ele´ctricos: x + bx + kx = γ sin(ωt).
1.3. Clasiﬁcacio´n de las ecuaciones diferenciales
A continuacio´n, clasiﬁcamos las ecuaciones diferenciales segu´n el orden y
segu´n la linealidad.
 Deﬁnicio´n 1.2. Se llama orden de una ecuacio´n diferencial al orden de
la mayor derivada que aparece en la ecuacio´n.
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’ Ejemplo 1.2. Veamos que´ orden tienen las ecuaciones diferenciales siguien-
tes:
(a) y − 5y + 3y3 = 0.
(b)
d3y
dx3
+ 2
d2y
dx2
+ y = x.
(c) M(x, y)dx+N(x, y)dy = 0.
Solucio´n.
(a) La ecuacio´n diferencial y − 5y + 3y3 = 0 es de orden 2.
(b) La ecuacio´n diferencial
d3y
dx3
+ 2
d2y
dx2
+ y = x es de orden 3.
(c) Toda ecuacio´n de la forma M(x, y)dx+N(x, y)dy = 0 es de orden 1. 
 Deﬁnicio´n 1.3. Una ecuacio´n diferencial es lineal si se puede expresar de
la forma:
an(x)y
n) + an−1y
n−1) + · · ·+ a1(x)y
 + a0(x)y = g(x),
donde a0(x), a1(x), · · · , an(x), g(x) dependen so´lo de la variable x.
En caso contrario se dice que la ecuacio´n diferencial es no lineal.
 Nota 1.1. La linealidad de la ecuacio´n diferencial so´lo se exige para y y
sus derivadas.
Dentro de las ecuaciones diferenciales lineales distinguimos:
Ecuaciones diferenciales lineales con coeﬁcientes constantes, cuando
todos los coeﬁcientes son constantes: ai(x) = cte, ∀i = 1, · · · , n.
Ecuaciones diferenciales lineales con coeﬁcientes variables si algu´n
coeﬁciente es una funcio´n ai(x) que depende de x y no es constante.
’ Ejemplo 1.3. Clasiﬁquemos las siguientes ecuaciones diferenciales:
(a) y − 2y + y = 0.
(b)
d2y
dx2
+ 3
dy
dx
= ex.
(c) x3y − x2y + 3xy + 5y = x.
(d)
d2y
dx2
+ (x+ 1)
dy
dx
+ 2 = 0.
(e) ex y + 2x y = 0.
(f) yy − 2y = x.
(g)
d2y
dx2
+ sin y = 0.
B. Campos/C. Chiralt
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(h) y + y2 = cosx.
Solucio´n. Las ecuaciones diferenciales (a) y (b) son lineales con coeﬁcientes
constantes. Las ecuaciones diferenciales (c), (d) y (e) son lineales con coeﬁ-
cientes variables. Las ecuaciones diferenciales (f), (g) y (h) son no lineales.

Si una ecuacio´n diferencial de orden n dada en la forma:
F (x, y, y, · · · , yn)) = 0
puede expresarse de manera que la derivada de orden n aparezca despejada,
es decir:
yn) = G(x, y, y, · · · , yn−1)),
entonces esta expresio´n recibe el nombre forma normal de la ecuacio´n difer-
encial.
 Nota 1.2. Si al expresar la ecuacio´n diferencial en forma normal aparecen
cocientes, hay que tener en cuenta que las expresiones obtenidas son va´lidas
donde tengan sentido.
’ Ejemplo 1.4. Escribamos en forma normal las ecuaciones diferenciales:
(a) yy − 2y = x.
(b)
d2y
dx2
+ sin y = 0.
(c) y + y2 = cosx.
Solucio´n. Despejamos la derivada ma´s alta en cada una de las ecuaciones
diferenciales del ejemplo y obtenemos su forma normal:
(a) yy − 2y = x, por tanto y = 2
y
y
+
x
y
.
(b)
d2y
dx2
+ sin y = 0, por tanto
d2y
dx2
= − sin y.
(c) y + y2 = cosx, por tanto y = −y2 + cosx. 
Ejercicios de la seccio´n 1.3
1. Clasiﬁca las siguientes ecuaciones diferenciales segu´n el orden y la linea-
lidad:
(a) (x2 + exy + xy)dx+ (y2 + x)dy = 0
(b) 3x2y + 5xy − 8y = ex cosx
(c) (x2 + y2)dx+ (3ex − 2y)dy = 0
(d)

d4y
dx4

+ tan x

d2y
dx2

− ex
dy
dx
− xy = e3x
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(e) 4yV I − 5y + 8y + 3yy =
x ln x
x+ 1
(Solucio´n: (a) Orden 1, no lineal. (b) Orden 2, lineal. (c) Orden 1, no
lineal. (d) Orden 4, lineal. (e) Orden 6, no lineal).
2. Escribe en forma normal las ecuaciones diferenciales del ejercicio anterior.
(Solucio´n: (a) dydx = −
x2+exy+xy
y2+x .
(b) y = − 53xy
 + 83x2y +
ex cosx
3x2 .
(c) dydx = −
x2+y2
3ex−2y .
(d) d
4y
dx4 = − tan x
d2y
dx2 + e
x dy
dx + x y + e
3x.
(e) yV I = 54y
 − 2y − 34y y
 + x lnx4(x+1) ).
3. Indica el orden de las siguientes ecuaciones diferenciales e indica si son
lineales o no:
(a) y − y3 = y, (b)

dy
dx
30
= y5,
(c) (x3 + 7 cos y) dx− 8 ln x dy = 0, (d)

d2x
dt2
3
= 3
dx
dt
− 4et.
(Solucio´n: (a) Orden 3, no lineal. (b) Orden 1, no lineal. (c) Orden 1, no
lineal. (d) Orden 2, no lineal).
1.4. Soluciones de las ecuaciones diferenciales
Resolver una ecuacio´n diferencial ordinaria, F (x, y, y, y, ...) = 0, es hallar
una expresio´n para la funcio´n y(x) que satisfaga la relacio´n de igualdad que
determina dicha ecuacio´n. Por tanto, la solucio´n de una ecuacio´n diferencial
es una funcio´n.
 Deﬁnicio´n 1.4. Se llama solucio´n de una ecuacio´n diferencial ordinaria
en un intervalo I a una funcio´n φ(x) deﬁnida en I que, sustituida en la ecuacio´n
junto con sus derivadas, la veriﬁca en dicho intervalo, es decir:
F (x, φ(x), φ(x), · · · , φn)(x)) = 0 ∀x ∈ I.
’ Ejemplo 1.5. Comprobemos que la funcio´n φ(x) = e5x es solucio´n de la
ecuacio´n diferencial ordinaria de primer orden y = 5y.
Solucio´n. Derivando φ(x) = e5x respecto de x, se obtiene φ(x) = 5e5x. Susti-
tuyendo en la ecuacio´n diferencial, vemos que veriﬁca la ecuacio´n diferencial:
φ(x) = 5e5x = 5φ(x). 
’ Ejemplo 1.6. Comprobemos que la funcio´n φ(x) = x2 − 1
x
es solucio´n de
la ecuacio´n diferencial ordinaria de segundo orden y −
2
x2
y = 0.
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Solucio´n. Derivando dos veces la funcio´n φ(x) = x2 −
1
x
respecto de x, se
tiene:
φ(x) = 2x+
1
x2
, φ(x) = 2−
2
x3
.
Sustituyendo en la ecuacio´n comprobamos que s´ı se veriﬁca:
2−
2
x3
−
2
x2
(x2 −
1
x
) = 2−
2
x3
− 2 +
2
x3
= 0, ∀x = 0.
Por tanto, φ(x) = x2 −
1
x
es solucio´n en el intervalo ]−∞, 0[∪]0,+∞[. 
’ Ejemplo 1.7. Veamos que toda funcio´n de la forma φ(x) = C1e−x +C2e2x
es solucio´n de la ecuacio´n diferencial y − y − 2y = 0, para cualquier valor de
las constantes C1 y C2.
Solucio´n. Derivando dos veces φ(x) = C1e−x + C2e2x, tenemos:
φ(x) = −C1e−x + 2C2e2x,
φ(x) = C1e−x + 4C2e2x
y sustituyendo, vemos que se veriﬁca la ecuacio´n diferencial:
C1e
−x + 4C2e
2x + C1e
−x − 2C2e
2x − 2C1e
−x − 2C2e
2x = 0,
∀x ∈ R. 
’ Ejemplo 1.8. La ecuacio´n diferencial (y)2 + 1 = 0 no tiene solucio´n real.
’ Ejemplo 1.9. Comprobemos que si derivamos impl´ıcitamente la relacio´n
x2 + y2 = 4 y sustituimos en la ecuacio´n diferencial y = −xy , e´sta se veriﬁca.
Solucio´n. Diferenciando la relacio´n x2 + y2 = 4, tenemos:
2xdx+ 2ydy = 0,
de donde se tiene que
2x+ 2y
dy
dx
= 0.
Por tanto,
dy
dx
= −
x
y
y vemos que se veriﬁca la ecuacio´n diferencial. 
Como se observa en los ejemplos, las soluciones de una ecuacio´n diferencial
pueden venir dadas como una funcio´n o una expresio´n que veriﬁca la ecuacio´n.
Por ello, las llamamos soluciones expl´ıcitas si la solucio´n es una expresio´n
de la forma y = y(x). Las llamamos soluciones impl´ıcitas si la solucio´n es
una expresio´n de la forma g(x, y) = 0.
En el caso de obtener soluciones impl´ıcitas hay que comprobar mediante el
teorema de la funcio´n impl´ıcita que g(x, y) = 0 deﬁne a y como funcio´n de x.
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’ Ejemplo 1.10. Veamos que y2 − x3 + 8 = 0 es solucio´n impl´ıcita de la
ecuacio´n diferencial y =
3x2
2y
en ]2,+∞[.
Solucio´n. Derivando la expresio´n y2 − x3 + 8 = 0 respecto de la variable x se
tiene 2yy − 3x2 = 0, de donde despejamos y:
y =
3x2
2y
y sustituyendo en la ecuacio´n diferencial, tenemos:
3x2
2y
=
3x2
2y
,
y esto se veriﬁca ∀x ∈ [2,+∞[, pues si despejamos y en la expresio´n de la
solucio´n impl´ıcita, y = ±
√
x3 − 8, vemos que esta´ deﬁnida para x ≥ 2. 
 Deﬁnicio´n 1.5. La gra´ﬁca de una solucio´n de una ecuacio´n diferencial se
denomina curva integral de la ecuacio´n diferencial.
1.4.1. Clasiﬁcacio´n de las soluciones
Cuando estudiamos ca´lculo integral resolvemos ecuaciones diferenciales muy
simples del tipo y = f(x) cuya solucio´n es y =

f(x)dx.
Por ejemplo, para la ecuacio´n diferencial de primer orden y = ex, integran-
do se obtiene la solucio´n y = ex + C1.
Para la ecuacio´n diferencial de segundo orden y = ex, integrando se obtiene
y = ex + C1 y volviendo a integrar se obtiene la solucio´n y = ex + C1x+ C2.
Para la ecuacio´n diferencial de tercer orden y = ex, integrando se obtiene
y = ex + C1, volviendo a integrar se obtiene y = ex + C1x+ C2 e integrando
de nuevo, obtenemos la solucio´n y = ex+C1 x
2
2 +C2x+C3, donde C1, C2 y C3
son constantes arbitrarias.
Podr´ıamos deducir que si una ecuacio´n diferencial tiene solucio´n, no tiene
una sino inﬁnitas soluciones. Adema´s, podemos pensar que si es de primer
orden, la solucio´n contiene una constante arbitraria; si es de segundo orden
contiene dos constantes arbitrarias y en general, si es de orden n la solucio´n
contiene n constantes arbitrarias.
Esto no siempre se cumple; por ejemplo la ecuacio´n (y)2 + y2 = 0 tiene
una u´nica solucio´n y ≡ 0. Pero en general encontraremos que la solucio´n de
una ecuacio´n diferencial de orden n contiene n constantes arbitrarias, es decir,
es una familia n-parame´trica de funciones.
Clasiﬁcamos las soluciones de una ecuacio´n diferencial de la forma siguien-
te:
Familia n-parame´trica de soluciones: es la solucio´n de la ecuacio´n
diferencial que contiene n constantes arbitrarias.
F (x, y, y, · · · , y(n)) = 0 −→ g(x, y, C1, · · · , Cn) = 0.
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Solucio´n particular: es una solucio´n de la ecuacio´n diferencial que no
contiene constantes arbitrarias y que se obtiene dando valores nume´ricos
a las constantes de la familia n-parame´trica de soluciones.
Solucio´n singular: es una solucio´n de la ecuacio´n diferencial que no con-
tiene constantes arbitrarias y no esta´ contenida en la familia n-parame´tri-
ca. No siempre existen; si existe, se trata de la curva llamada envolvente
de la familia de curvas integrales deﬁnida por la familia n-parame´trica
de soluciones.
Solucio´n general de una ecuacio´n diferencial ordinaria de orden n: es
la que contiene todas las soluciones de la ecuacio´n. Esta´ formada por la
familia n-parame´trica de soluciones ma´s las posibles soluciones singulares
que tenga la ecuacio´n.
Resolver una ecuacio´n diferencial consiste en hallar la solucio´n general. En
el caso de las ecuaciones diferenciales lineales no existen soluciones singulares;
por tanto, la solucio´n general coincide con la familia n-parame´trica.
’ Ejemplo 1.11. Estudiemos los distintos tipos de soluciones que admite la
ecuacio´n diferencial y =
√
y.
Solucio´n. Esta ecuacio´n es sencilla de resolver. Consideremos la ecuacio´n es-
crita de la forma:
dy
dx
=
√
y
y separamos las variables:
dy
√
y
= dx.
Integrando a ambos lados:

dy
√
y
=

dx
se tiene:
2
√
y = x+ C,
es decir,
√
y =
1
2
(x+ C).
La solucio´n obtenida representa una familia 1-parame´trica de funciones deﬁnidas
en [−C,+∞[. Dando valores a C obtenemos soluciones particulares. Por ejem-
plo, para C = 0 obtenemos la solucio´n particular
√
y =
x
2
deﬁnida en [0,+∞[.
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solución particular
para  
envolvente  
    





Figura 1.1: Gra´ﬁcas de la familia 1-parame´trica de soluciones.
Observemos que la funcio´n y = 0 tambie´n es solucio´n de esta ecuacio´n
diferencial ya que la veriﬁca; sin embargo, no esta´ incluida en la familia 1-
parame´trica que hemos obtenido. Se trata de una solucio´n singular.
La solucio´n general de esta ecuacio´n diferencial es:
{
√
y =
x+ C
2
, C ∈ R} ∪ {y = 0}. 
Como ya se ha mencionado anteriormente, para hallar soluciones singulares
se recurre al ca´lculo de la envolvente, veamos a continuacio´n un me´todo para
obtenerla.
1.4.2. Ca´lculo de la envolvente de una familia
 Deﬁnicio´n 1.6. Se llama envolvente de una familia de curvas a una curva
que es tangente a toda la familia y que en cada punto de la envolvente existe
un u´nico miembro de la familia tangente a ella.
’ Ejemplo 1.12. La solucio´n singular y = 0 del Ejemplo 1.11, es una envol-
vente de la familia 1-parame´trica de soluciones, ya que es tangente a todas las
curvas y en cada punto de la envolvente existe un u´nico miembro de la familia
tangente a ella (ver Figura 1.1).
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 Teorema 1.1 (Condicio´n suﬁciente de existencia de la envolvente). Si
f(x, y, C) es una funcio´n dos veces diferenciable deﬁnida en un conjunto de
valores x, y, C y si, para este conjunto de valores,
f(x, y, C) = 0,
∂f(x, y, C)
∂C
= 0 (1.2)
y 
∂f
∂x
∂f
∂y
∂2f
∂x∂C
∂2f
∂y∂C

= 0,
∂2f
∂C2
= 0
entonces, la familia de curvas f(x, y, C) = 0 tiene una envolvente cuyas ecua-
ciones parame´tricas vienen dadas por (1.2).
’ Ejemplo 1.13. Calculemos la envolvente de la familia (x− C)2 + y2 = 4.
Solucio´n. Sea f(x, y, C) = (x− C)2 + y2 − 4. Derivando respecto de C :
−2(x− C) = 0→ x− C = 0
y sustituyendo en la ecuacio´n de familia de curvas:
0 + y2 = 4→ y = ±2,
obtenemos dos envolventes de esta familia de circunferencias, cuyas gra´ﬁcas se
muestran en la Figura 1.2 .
  
  
     




Figura 1.2: Familia 1-parame´trica de circunferencias y sus envolventes.

’ Ejemplo 1.14. Calculemos la envolvente de la familia y = Cx2 + 1.
Solucio´n. Derivando y = Cx2+1 respecto de C tenemos x2 = 0, y sustituyen-
do en la ecuacio´n de la familia, se tiene que y = 0 + 1; por tanto, y = 1. Pero
podemos observar que no se trata de una envolvente de la familia de curvas,
sino de una de ellas, correspondiente al valor C = 0.
Por otra parte, si dibujamos las gra´ﬁcas de esta familia de para´bolas y de
y = 1, vemos que, efectivamente, no se trata de una envolvente, pues en cada
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punto de ella no hay un miembro de la familia tangente a ella y adema´s, en el
punto (0, 1) hay ma´s de un miembro de la familia tangente a ella (ver Figura
1.3).
   






Figura 1.3: Familia 1-parame´trica de para´bolas.

Ejercicios de la seccio´n 1.4
1. Comprueba si las siguientes funciones o relaciones son solucio´n de la
ecuacio´n diferencial dada:
(a) La funcio´n φ(x) = ex es solucio´n de y − y = 0 en ]−∞,+∞ [ .
(b) La funcio´n y =
x4
16
solucio´n de y − xy
1
2 = 0 en ]−∞,+∞ [ .
(c) Las funciones φ1(x) = sin 2x y φ2(x) = cos 2x son soluciones de la
ecuacio´n diferencial y + 4y = 0.
(d) La relacio´n x + y + exy = 0 es solucio´n impl´ıcita de (1 + xexy)y +
1 + yexy = 0.
(Solucio´n: (a) S´ı. (b) S´ı. (c) φ1: s´ı, φ2: s´ı. (d) S´ı).
2. Veriﬁca si las siguientes funciones o expresiones son solucio´n de la ecuacio´n
diferencial dada, indicando si son solucio´n impl´ıcita o expl´ıcita:
(a) La funciones φ1(x) = cos 2x y φ2(x) = −4 cosx, para la ecuacio´n
y + 4y = 0.
(b) La funcio´n φ(x) =
x
8
+
1
x
−
ln x
x
+
ln2 x
x
, para la ecuacio´n diferencial
x3y + 6x2y + 7xy + y = x.
(c) La funcio´n φ(x) =

3
8
x2 +
1
x2
, para la ecuacio´n diferencial
(3x2 − 4y2)dx− 4xydy = 0.
(d) La relacio´n x2 − 2y2 = 3, para la ecuacio´n x− 2yy = 0.
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(e) Las relaciones x+2y− exy = 1 y 2x− 2y− exy = 0 para la ecuacio´n
(1− yexy) + (2− xexy)y = 0.
(Solucio´n: (a) φ1 : s´ı. φ2 : no. (b) S´ı. (c) S´ı. (d) S´ı. (e) La primera
s´ı, la segunda no).
3. Estudia si existe solucio´n singular de las siguientes ecuaciones diferen-
ciales:
(a) y =
2y
x
,
(b) y = −2y
3
2 .
(Solucio´n: (a) y = 0 es solucio´n particular. (b) y = 0 es solucio´n singular).
4. Sustituye y = erx en la ecuacio´n diferencial 5y = 3y y determina todos
los valores de r para los que φ(x) = erx es solucio´n de dicha ecuacio´n.
(Solucio´n: r = ±

3/5).
5. (a) Determina si la relacio´n y−3 ln(y+4) = x2+C, es solucio´n impl´ıcita
de la ecuacio´n diferencial,
dy
dx
=
2x(y + 4)
y + 1
.
(b) Comprueba que y = −4 es solucio´n de dicha ecuacio´n diferencial e
indica de que´ tipo es.
(c) Determina el valor de C para que y(1) = −3.
(Solucio´n: (a) S´ı. (b) Solucio´n singular. (c) C = −4).
6. La expresio´n y(x) =
1
C − 3x
deﬁne una familia 1-parame´trica de solu-
ciones de la ecuacio´n diferencial y = 3y2. ¿Hay algu´n valor de C para el
que y(0) = 0?
(Solucio´n: No).
7. Dada la ecuacio´n diferencial 3(y)4 + y2 = 0, ¿existe alguna familia 2-
parame´trica de soluciones de dicha ecuacio´n? ¿Tiene alguna solucio´n?
(Solucio´n: No; S´ı: y(x) = 0).
1.5. El problema de valor inicial
Supongamos que tenemos un problema consistente en resolver una ecuacio´n
diferencial, pero adema´s tenemos una condicio´n que nos indica el valor y0 que
ha de tomar la variable dependiente para un determinado valor x0 de la variable
independiente.
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 Deﬁnicio´n 1.7. Un problema problema de valor inicial o problema
de Cauchy para una ecuacio´n de primer orden es un problema de la forma:
dy
dx
= f(x, y), y(x0) = y0.
La condicio´n adicional y(x0) = y0 recibe el nombre de condicio´n inicial.
Para resolver un problema de valor inicial tenemos que hallar una solucio´n
particular de la ecuacio´n diferencial; precisamente la que pasa por el punto
(x0, y0); es decir, aque´lla solucio´n que al sustituir el valor x0 se obtiene y0.
La condicio´n inicial nos permite calcular la constante que aparece en la
familia 1-parame´trica, obteniendo la solucio´n particular que nos interesa.
’ Ejemplo 1.15. Resolvamos el problema de valor inicial:
y = y, y(0) = 3.
Solucio´n. Hemos visto que y = Cex es una familia uniparame´trica de solu-
ciones de la ecuacio´n diferencial y = y en ] −∞,+∞[. Buscamos la solucio´n
particular cuya curva integral pasa por el punto (0, 3) (ver Figura 1.4).
Una vez hallada la familia y = Cex, sustituimos la condicio´n inicial:
3 = Ce0
obteniendo el correspondiente valor de C:
C = 3,
luego la solucio´n particular buscada es:
y = 3 ex.
solución para
la condición y0  3
   





Figura 1.4: Solucio´n del problema de valor inicial.

En general, si tenemos una ecuacio´n diferencial de orden n, necesitaremos n
condiciones, y(x0), y(x0), · · · , yn)(x0), para poder determinar las n constantes
arbitrarias que aparecen en la solucio´n.
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 Deﬁnicio´n 1.8. Un problema de valor inicial de una ecuacio´n diferen-
cial de orden n
F
�
x, φ(x), φ(x), ..., φn)(x)

= 0
consiste en encontrar una solucio´n en el intervalo I de R tal que para cada
x0 ∈ I satisfaga la condicio´n inicial
y(x0) = y0, y
(x0) = y1, ..., y
n)(x0) = yn,
donde y0, y1, ..., yn son constantes dadas.
’ Ejemplo 1.16. Demostremos que la funcio´n φ(x) = sin x−cosx es solucio´n
del problema de valor inicial:
y + y = 0, y(0) = −1
y(0) = 1.
Solucio´n. Tenemos que:
φ(x) = sinx− cosx
φ(x) = cosx+ sin x
φ(x) = − sin x+ cosx,
sustituyendo en la ecuacio´n diferencial comprobamos que e´sta se veriﬁca:
− sin x+ cosx+ sin x− cosx = 0;
por tanto, φ(x) es solucio´n de la ecuacio´n diferencial. Pero adema´s:
φ(0) = sin 0− cos 0 = −1
y
φ(0) = cos 0 + sin 0 = 1;
por tanto, se veriﬁcan las condiciones iniciales dadas. 
Ejercicios de la seccio´n 1.5
1. Veriﬁca que y = 3e2x+e−2x−3x es solucio´n del problema de valor inicial:
y − 4y = 12x, y(0) = 4
y(0) = 1.
2. Comprueba que la funcio´n φ(x) = 14 sin 4x es solucio´n del problema de
valor inicial:
y + 16y = 0, y(0) = 0
y(0) = 1.
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1.6. Existencia y unicidad de soluciones
Ante un problema de valor inicial surgen dos cuestiones fundamentales,
¿existe solucio´n al problema?, ¿es u´nica? Antes de resolver un problema es in-
teresante saber si tiene solucio´n y si es u´nica, especialmente si vamos a recurrir
a me´todos nume´ricos. Geome´tricamente, equivale a preguntarse si de toda la
familia de curvas integrales existe alguna que pase por el punto deﬁnido por
la condicio´n inicial y si por dicho punto pasa una u´nica curva.
’ Ejemplo 1.17. Veamos que el problema de valor inicial
y −
√
y = 0, y(0) = 0,
tiene dos soluciones.
Solucio´n. Este problema admite la solucio´n particular y = x
2
4 y la solucio´n
singular y = 0, es decir, hay dos curvas integrales pasando por (0, 0) (ver
Ejemplo 1.11). 
Las respuestas a estas preguntas nos las dan los teoremas de existencia y
unicidad.
 Teorema 1.2 (De existencia y unicidad). Dado el problema de valor inicial
dy
dx
= f(x, y), y(x0) = y0,
si f y
∂f
∂y
son funciones continuas en un recta´ngulo R = {(x, y) : a ≤ x ≤ b,
c ≤ x ≤ d} que contiene al punto (x0, y0) en su interior, entonces existe un
intervalo I con centro en x0, I =]x0 − h, x0 + h[, h > 0, y una u´nica funcio´n
φ(x) deﬁnida en I que satisface el problema.
Observamos que la existencia y unicidad de la solucio´n se asegura so´lo en
un entorno de x0 (ver Figura 1.5).
y0
x0a b
c
d
solución
x0 - h x0 +h
Figura 1.5: Intervalo de existencia de la solucio´n del problema de valor inicial.
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Poder asegurar la existencia de una solucio´n no implica que seamos ca-
paces de hallarla, aunque s´ı es importante conocer su existencia y unicidad;
en particular, si vamos a utilizar me´todos de aproximacio´n o realizar estudios
cualitativos.
’ Ejemplo 1.18. Comprobemos que el problema del Ejemplo 1.17 no satisface
las condiciones del teorema.
Solucio´n. Hemos visto que la solucio´n general de esta ecuacio´n estaba formada
por una familia 1-parame´trica de soluciones y una solucio´n singular y = 0. Si
dibujamos las curvas integrales, vemos que por el punto (0, 0) pasan dos curvas
solucio´n, por tanto no hay unicidad. Veamos que, efectivamente, no se veriﬁca
el teorema de existencia y unicidad para (x0, y0) = (0, 0):
y =
√
y, es decir, f(x, y) =
√
y = y1/2, y derivando:
∂f
∂y
=
1
2
√
y
.
Las funciones f y ∂f∂y son continuas en el semiplano y > 0, pero no son
continuas en un recta´ngulo que contenga a (0, 0).
En cambio, s´ı podr´ıamos asegurar que ∀(x0, y0) con y0 > 0, existe un in-
tervalo centrado en x0 en el que el problema dado tiene solucio´n u´nica. 
’ Ejemplo 1.19. Dado el problema de valor inicial
y = y, y(0) = 3,
¿existe solucio´n u´nica?
Solucio´n. Tenemos que f(x, y) = y y ∂f∂y = 1 son funciones continuas en R
2,
por tanto son continuas en un entorno de (0, 3), podemos por ello asegurar que
existe un entorno de x0 = 0 donde existe solucio´n y es u´nica (de hecho, vimos
que era y = 3ex). 
Ejercicios de la seccio´n 1.6
1. Dado el problema de valor inicial
y = x2 − xy3, y(1) = 6,
estudia la existencia y unicidad de su solucio´n.
2. Determina si se veriﬁca el teorema de existencia y unicidad en los si-
guientes casos:
(a) y = x
√
y, y(0) = 0.
(b) y = x
√
y, y(1) = 1.
(c) y = (x− y)1/2, y(2) = 2.
(d) y =
2x
y − 1
, y(1) = 0.
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(e) y = x2 + y2 − xy, y(0) = 2.
(Solucio´n: (a) No. (b) S´ı. (c) No. (d) S´ı. (e) S´ı).
3. Demuestra que en el intervalo 0 ≤ x ≤ π, las funciones y1(x) = 2 e
y2(x) = 2 cosx satisfacen el problema de valor inicial
y + (4− y2)1/2 = 0, y(0) = 2.
(Sugerencia: Comprobar que no se veriﬁcan las hipo´tesis del teorema de
existencia y unicidad).
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TEMA 2
Ecuaciones diferenciales de
primer orden
En este tema nos vamos a centrar en el estudio de las ecuaciones diferen-
ciales de primer orden. Resolver anal´ıticamente las ecuaciones diferenciales no
siempre es posible, pero en el caso de las ecuaciones de primer orden, existen
me´todos para resolver ciertos tipos de ecuaciones que presentan determinadas
caracter´ısticas o propiedades. Estudiaremos algunos de los ma´s habituales.
Tambie´n veremos la modelizacio´n y resolucio´n de problemas reales donde sur-
gen ecuaciones diferenciales de primer orden.
Los objetivos de este tema son:
Distinguir de que´ tipo es una ecuacio´n diferencial de primer orden.
Aplicar me´todos de resolucio´n para las ecuaciones diferenciales de primer
orden de variables separables, exactas, lineales, ecuaciones de Bernoulli,
homoge´neas y ecuaciones con coeﬁcientes lineales.
Modelizar y resolver problemas provenientes de feno´menos reales donde
aparecen ecuaciones diferenciales de primer orden.
2.1. Introduccio´n
La resolucio´n de ecuaciones diferenciales en te´rminos de funciones anal´ıticas
no es inmediata, especialmente si no son lineales. Sin embargo, en el caso de
las ecuaciones de primer orden existen ciertos tipos especiales de ecuaciones
que admiten me´todos sencillos para resolverlas.
Dada una ecuacio´n diferencial, tendremos que distinguir de que´ tipo de
ecuacio´n se trata y saber cua´l es el me´todo que nos va a permitir resolverla.
Para ello, veamos cua´les son las distintas formas en que se nos puede presentar
una ecuacio´n diferencial de primer orden:
Forma general:
F (x, y, y) = 0.
Forma normal:
dy
dx
= f(x, y).
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Forma diferencial:
M(x, y)dx+N(x, y)dy = 0.
Como me´todos ba´sicos de resolucio´n estudiaremos los que nos permiten
resolver las ecuaciones de variables separables y las diferenciales exactas.
Mediante sustituciones o transformaciones de variables, ciertos tipos de
ecuaciones diferenciales pueden reducirse a los anteriores. Estas ecuaciones son
las ecuaciones homoge´neas, las ecuaciones con coeﬁcientes lineales (reducibles
a homoge´neas) y las ecuaciones de Bernouilli.
2.2. Ecuaciones separables
 Deﬁnicio´n 2.1. Una ecuacio´n diferencial de la forma
dy
dx
= f(x, y),
es una ecuacio´n separable o de variables separables si f(x, y) se puede
expresar como el producto de una funcio´n de x por una funcio´n de y, esto es:
dy
dx
= p(x)q(y). (2.1)
 Deﬁnicio´n 2.2. Una ecuacio´n diferencial de la forma:
M(x, y)dx+N(x, y)dy = 0,
es una ecuacio´n separable o de variables separables si se puede escribir
de la forma:
f(x)g(y) dx+ h(x)k(y) dy = 0. (2.2)
Me´todo de resolucio´n
Si la ecuacio´n diferencial presenta la forma (2.1), separamos las variables
x e y, aisla´ndolas en miembros opuestos de la ecuacio´n. Para ello, hemos de
suponer que q(y) = 0, en ese caso:
1
q(y)
dy = p(x)dx.
Integrando ahora ambas partes de la igualdad,

1
q(y)
dy =

p(x)dx
obtenemos la solucio´n impl´ıcita formada por una familia 1-parame´trica de
soluciones:
F (y) = G(x) + C.
Si q(y) = 0 es solucio´n de la ecuacio´n diferencial, la an˜adiremos a la familia
1-parame´trica para obtener la solucio´n general de la ecuacio´n diferencial, a
menos que ya este´ incluida en ella.
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Si la ecuacio´n diferencial presenta la forma (2.2), dividimos la ecuacio´n por
g(y)h(x), obteniendo:
f(x)
h(x)
dx+
k(y)
g(y)
dy = 0
y por tanto, la ecuacio´n queda de la forma:
n(x) dx+m(y) dy = 0.
A continuacio´n separamos las variables:
m(y)dy = −n(x)dx
e integramos ambos lados de la igualdad:

m(y)dy =

−n(x)dx
obteniendo la solucio´n impl´ıcita:
F (y) = G(x) + C.
Observemos que la solucio´n obtenida no esta´ deﬁnida para los valores de x
tales que h(x) = 0.
Si g(y) = 0 es solucio´n de la ecuacio´n diferencial, la an˜adiremos a e´sta para
obtener la solucio´n general de la ecuacio´n diferencial.
 Nota 2.1. Como hemos visto, en el proceso de resolucio´n se pueden perder
soluciones con las manipulaciones algebraicas. Por ello, hay que comprobar si
alguna de ellas es o no solucio´n, y en caso de serlo, an˜adirla para obtener la
solucio´n general.
’ Ejemplo 2.1. Comprobemos si las siguientes ecuaciones diferenciales son
separables:
(a)
dy
dx
= x2 + x2y3.
(b)
dy
dx
=
2x+ xy
y2 + 1
.
(c) y = 2− xy.
(d) cos x ey dx+ (x+ 1) dy = 0.
Solucio´n.
(a) Esta ecuacio´n la podemos reescribir como
dy
dx
= x2 (1 + y3),
luego s´ı es una ecuacio´n separable.
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(b) Esta ecuacio´n la podemos reescribir como
dy
dx
=
x(3− y)
y2 + 1
;
por tanto, el te´rmino de la derecha se puede escribir como el producto
de una funcio´n de x por una funcio´n de y:
dy
dx
= x
3− y
y2 + 1
,
luego s´ı es una ecuacio´n separable.
(c) En la ecuacio´n
y = 2− xy
no podemos separar la expresio´n 2 − xy como producto de una funcio´n
de x por una de y; por tanto, no es una ecuacio´n separable.
(d) Esta ecuacio´n es de la forma:
cosx
f(x)
ey
g(y)
dx+ (x+ 1)  
h(x)
dy = 0,
luego s´ı es una ecuacio´n separable. 
’ Ejemplo 2.2. Resolvamos las siguientes ecuaciones diferenciales separables:
(a)
dy
dx
=
x+ 2
y4
.
(b) y = 14y
x− 1.
(c)
dy
dx
=
y − 2
2x+ 3
, con la condicio´n inicial y(−1) = 0.
Solucio´n.
(a) Separando las variables, tenemos:
y4dy = (x+ 2)dx
e integrando ambos lados,

y4dy =

(x+ 2)dx
obtenemos la solucio´n general impl´ıcita:
y5
5
=
x2
2
+ 2x+ C1.
Despejando y, y haciendo 5C1 = C, obtenemos la solucio´n expl´ıcita:
y =
5

5x2
2
+ 10x+ C.
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(b) Reescribimos la ecuacio´n separando las variables:
y =
1
4
dy
dx
x− 1,
4(y + 1) =
dy
dx
x,
1
y + 1
dy =
4
x
dx. (2.3)
Al dividir por y+1, estamos asumiendo que y+1 = 0, por ello, es posible
que se haya perdido la solucio´n y = −1. Comprobemos si y = −1 es
solucio´n de la ecuacio´n diferencial; para ello, la sustituimos en la ecuacio´n
(2.3) y se tiene la identidad:
−1 = 0− 1
Puesto que se veriﬁca la ecuacio´n, s´ı es solucio´n. An˜adiremos esta solucio´n
a la familia 1-parame´trica que obtengamos.
Integrando ahora ambos lados de (2.3), se tiene:
ln |y + 1| = 4 ln |x|+ C1,
|y + 1| = e4 ln|x|eC1 ,
o equivalentemente:
|y + 1| = x4C2, donde C2 = e
C1 > 0;
por tanto,
y + 1 = ±C2x
4,
o equivalentemente:
y + 1 = Cx4, donde C = ±C2 = 0,
de donde se obtiene:
y = Cx4 − 1, con C = 0.
Como la solucio´n y = −1 que falta an˜adir corresponde al caso C = 0,
podemos expresar la solucio´n general de la forma:
y = Cx4 − 1, ∀C ∈ R.
(c) Reescribimos la ecuacio´n separando las variables:
dy
y − 2
=
dx
2x+ 3
(2.4)
Observamos que y = 2 es solucio´n de la ecuacio´n diferencial, por ello,
deber´ıamos tenerla en cuenta, aunque en este caso, no es la solucio´n
particular que buscamos ya que no veriﬁca la condicio´n inicial dada.
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Integrando ambos lados de (2.4), se tiene:
ln |y − 2| =
1
2
ln |2x+ 3|+ C1. (2.5)
Podemos considerar ahora la condicio´n inicial, obtener C1 y despejar y.
Tambie´n se puede despejar expl´ıcitamente y manteniendo C1 y aplicar
luego la condicio´n inicial para hallar C1 y obtener as´ı la solucio´n del
problema de valor inicial.
En el primer caso, como y(−1) = 0, tenemos:
ln 2 =
1
2
ln 1 + C1, luego C1 = ln 2
y sustituyendo el valor de C1 en (2.5) se tiene:
ln |y − 2| =
1
2
ln |2x+ 3|+ ln 2.
Puesto que buscamos una solucio´n veriﬁcando y(−1) = 0, los valores de
x e y que nos interesan son cercanos a estos valores, por tanto:
ln(2− y) =
1
2
ln(2x+ 3) + ln 2,
ln(2− y) = ln(2(2x+ 3)1/2),
(2− y) = 2
√
2x+ 3.
Luego la solucio´n del problema de valor inicial es:
y = 2− 2
√
2x+ 3. 
Ejercicios de la seccio´n 2.2
1. Obte´n la solucio´n general de las siguientes ecuaciones diferenciales sepa-
rables:
(a)
tan y
cot x
dx+ sec x dy = 0.
(b) (x+ xy2) dx+ ex
2
y dy = 0.
(c) y =
6x2 + 2x− 5
cos y + ey
.
(d) e−yx2 + (x2 + 2) y y = 0.
(Solucio´n: (a) y = arcsin(Cecosx).
(b) y2 = Cee
−x2
− 1.
(c) Solucio´n impl´ıcita dada por: sin y + ey = 2x3 + x2 − 5x+ C.
(d) ey(1− y) = x−
√
2 arctan x√
2
+ C).
2. Resuelve el siguiente problema de valor inicial:
dy
dx
=
y (2x2 + 1)
x
, y(1) = 1.
(Solucio´n: y = xe(x
2−1)).
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2.3. Ecuaciones diferenciales exactas
Dada una familia de curvas F (x, y) = C, se puede generar una ecuacio´n
diferencial de primer orden hallando la diferencial total de F :
dF (x, y) = 0,
es decir:
∂F
∂x
dx+
∂F
∂y
dy = 0.
El me´todo en que se basa la resolucio´n de las ecuaciones exactas es el proceso
inverso. Es decir, dada una ecuacio´n diferencial en la forma:
M(x, y)dx+N(x, y)dy = 0,
intentamos ver si corresponde a la diferencial total de alguna funcio´n de dos
variables.
 Deﬁnicio´n 2.3. Una ecuacio´n diferencial de primer orden
M(x, y)dx+N(x, y)dy = 0 (2.6)
es exacta en un recta´ngulo R si M(x, y)dx + N(x, y)dy es una diferencial
exacta, es decir, si existe una funcio´n F (x, y) tal que:
∂F
∂x
(x, y) = M(x, y) y
∂F
∂y
(x, y) = N(x, y), ∀(x, y) ∈ R.
El siguiente teorema nos da una condicio´n necesaria y suﬁciente para cono-
cer cua´ndo una ecuacio´n es exacta y su demostracio´n nos proporciona un me´to-
do para obtener la solucio´n general F (x, y) = C.
 Teorema 2.1. Sean M(x, y) y N(x, y) funciones continuas con derivadas
parciales de primer orden continuas en un recta´ngulo R. Entonces, la ecuacio´n
M(x, y)dx+N(x, y)dy = 0
es exacta si y so´lo si se veriﬁca:
∂M
∂y
(x, y) =
∂N
∂x
(x, y) ∀(x, y) ∈ R. (2.7)
Demostracio´n.
(=⇒) Supongamos que la ecuacio´n M(x, y)dx + N(x, y)dy = 0 es exacta.
Entonces, existe una funcio´n F (x, y) tal que:
∂F
∂x
(x, y) = M(x, y) y
∂F
∂y
(x, y) = N(x, y);
por tanto:
∂2F
∂y∂x
(x, y) =
∂M(x, y)
∂y
y
∂2F
∂x∂y
(x, y) =
∂N(x, y)
∂x
.
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Puesto que las primeras derivadas parciales de M y N son continuas en
R, tambie´n lo son las derivadas parciales segundas cruzadas de F ; por tanto,
e´stas son iguales y se tiene que:
∂M(x, y)
∂y
=
∂N(x, y)
∂x
, ∀(x, y) ∈ R.
(⇐=) Dada la ecuacio´nM(x, y)dx+N(x, y)dy = 0, vamos a demostrar que si se
veriﬁca (2.1), existe una funcio´n F veriﬁcando las condiciones de la deﬁnicio´n
de ecuacio´n exacta.
Si
∂F
∂x
(x, y) = M(x, y), entonces:
F (x, y) =

M(x, y)dx = G(x, y) + ϕ(y) (2.8)
donde G(x, y) es una primitiva de M(x, y) respecto de x. Ahora, derivamos
parcialmente respecto de y la expresio´n obtenida para F y la igualamos a
N(x, y) :
∂F
∂y
(x, y) =
∂G
∂y
(x, y) + ϕ(y) = N(x, y),
de donde despejamos ϕ(y) :
ϕ(y) = N(x, y)−
∂G
∂y
(x, y). (2.9)
Si esta expresio´n so´lo depende de y, podremos integrar y obtener ϕ(y) que,
sustituida en (2.8) nos dara´ la expresio´n de F (x, y).
Queda por demostrar que (2.9) so´lo depende de y. Para ello, comprobamos
que su derivada parcial respecto de x es cero:
∂
∂x
(N(x, y)−
∂G
∂y
(x, y)) =
∂N
∂x
−
∂
∂x
∂G
∂y
=
∂N
∂x
−
∂
∂y
∂G
∂x
=
∂N
∂x
−
∂M
∂y
= 0. 
Me´todo de resolucio´n
Si la ecuacio´n (2.6) es exacta, existe una funcio´n F de modo que:
M(x, y)dx+N(x, y)dy = dF (x, y);
por tanto, la ecuacio´n queda:
dF (x, y) = 0
y la solucio´n es:
F (x, y) = C,
donde F (x, y) se obtiene siguiendo los pasos vistos en la demostracio´n del
Teorema 2.1 y C es una constante arbitraria.
Dicha solucio´n corresponde a la solucio´n general de la ecuacio´n diferencial,
ya que esta familia no tiene envolvente (ver Ejercicio 1 de la seccio´n 2.3).
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’ Ejemplo 2.3. Resolvamos las siguientes ecuaciones diferenciales exactas:
(a) (x2 + y2 + 2x)dx+ (2xy + 3y2)dy = 0.
(b) (cos x sin x− xy2)dx+ y(1− x2)dy = 0, y(0) = 2.
Solucio´n.
(a) Comprobamos en primer que es exacta:
∂
∂y
(x2 + y2 + 2x) = 2y =
∂
∂x
(2xy + 3y2).
Por tanto, la solucio´n general viene dada por F (x, y) = C, siendo F una
funcio´n tal que:
∂F
∂x
= x2 + y2 + 2x (2.10)
y
∂F
∂y
= 2xy + 3y2. (2.11)
Calculemos F (x, y). Integrando la ecuacio´n (2.10) respecto de x tenemos:
F (x, y) =

(x2 + y2 + 2x)dx =
x3
3
+ y2x+ x2 + ϕ(y).
Derivando esta expresio´n respecto de y, se tiene que:
∂F
∂y
= 2xy + ϕ(y).
Igualamos esta ecuacio´n a la ecuacio´n (2.11):
2x y + ϕ(y) = 2xy + 3y2
y despejamos ϕ(y) :
ϕ(y) = 3y2,
por tanto:
ϕ(y) =

3y2dy = y3 + k.
Podemos tomar k = 0, ya que en la solucio´n ﬁnal de la ecuacio´n diferen-
cial esta constante quedara´ englobada en la constante C. Por tanto, la
funcio´n F buscada es:
F (x, y) =
x3
3
+ y2x+ x2 + y3
y la solucio´n general de la ecuacio´n diferencial es:
x3
3
+ y2x+ x2 + y3 = C.
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(b) Comprobemos que es exacta:
∂
∂y
(cosx sin x− xy2) = −2xy =
∂
∂x
(y(1− x2)).
Por tanto, la solucio´n general viene dada por F (x, y) = C, siendo F una
funcio´n tal que:
∂F
∂x
= cosx sin x− xy2 (2.12)
y
∂F
∂y
= y(1− x2). (2.13)
En este caso, es ma´s sencillo comenzar integrando la ecuacio´n (2.13)
respecto de y:
F (x, y) =

y(1− x2)dy =
(1− x2)y2
2
+ ψ(x).
Derivamos ahora esta expresio´n respecto de x y tenemos que:
∂F
∂x
= −xy2 + ψ(x).
Igualando esta ecuacio´n a la ecuacio´n (2.12) se tiene:
−xy2 + ψ(x) = cosx sin x− xy2,
de donde ψ(x) = cosx sin x y ψ(x) = sin
2 x
2 .
Por tanto,
F (x, y) =
(1− x2)y2
2
+
sin2 x
2
y la solucio´n general de la ecuacio´n diferencial es:
(1− x2)y2
2
+
sin2 x
2
= C
o bien,
(1− x2)y2 + sin2 x = C1.
Imponiendo la condicio´n inicial, y(0) = 2, se tiene que 4 = C1 y susti-
tuyendo este valor de C1, obtenemos la solucio´n del problema de valor
inicial dado:
(1− x2)y2 + sin2 x = 4
o bien,
y2 =
4− sin2 x
(1− x2)
. 
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2.3.1. Factores integrantes
Dada una ecuacio´n diferencial de la forma
M(x, y)dx+N(x, y)dy = 0 (2.14)
que no es exacta, a veces es posible encontrar una funcio´n µ(x, y) tal que al
multiplicarla por la ecuacio´n diferencial, e´sta se convierta en exacta. Es decir,
µ(x, y)M(x, y)dx+ µ(x, y)N(x, y)dy = 0
es una ecuacio´n diferencial exacta.
’ Ejemplo 2.4. Demostremos que la ecuacio´n diferencial
(2ey + 3x sin y)dx+ (xey + x2 cos y)dy = 0
no es exacta, pero si multiplicamos toda la ecuacio´n por x se obtiene una
ecuacio´n diferencial exacta.
Solucio´n. Esta ecuacio´n no es exacta ya que:
∂
∂y
(2ey + 3x sin y) = 2ey + 3x cos y =
∂
∂x
(xey + x2 cos y) = ey + 2x cos y.
Si multiplicamos la ecuacio´n por x, nos queda la ecuacio´n diferencial:
(2xey + 3x2 sin y)dx+ (x2ey + x3 cos y)dy = 0
que s´ı es diferencial exacta ya que:
∂
∂y
(2xey + 3x2 sin y) = 2xey + 3x2 cos y =
∂
∂x
(x2 ey + x3 cos y). 
Al factor µ(x, y) tal que, al multiplicar una ecuacio´n diferencial por dicho
factor, e´sta se convierte en exacta, se le llama factor integrante.
 Nota 2.2. Ambas ecuaciones tienen esencialmente las mismas soluciones,
pero al multiplicar por el factor integrante µ(x, y) es posible ganar o perder
soluciones.
En el siguiente ejemplo vemos co´mo determinar si hemos ganado o perdido
alguna solucio´n en el proceso.
’ Ejemplo 2.5. Vamos a comprobar que µ(x, y) = xy2 es factor integrante
de la ecuacio´n:
(2y − 6x)dx+ (3x− 4x2y−1)dy = 0 (2.15)
y a continuacio´n la resolveremos.
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Solucio´n. Al multiplicar (2.15) por xy2 obtenemos:
(2xy3 − 6x2y2)dx+ (3x2y2 − 4x3y)dy = 0, (2.16)
que s´ı es exacta.
Resolvamos la ecuacio´n (2.16). Su solucio´n sera´ F (x, y) = C, siendo F una
funcio´n tal que
∂F
∂x
= 2xy3 − 6x2y2 (2.17)
y
∂F
∂y
= 3x2y2 − 4x3y. (2.18)
Integrando (2.17) respecto de x se tiene que
F (x, y) =

(2xy3 − 6x2y2)dx = x2y3 − 2x3y2 + ϕ(y).
Derivando esta expresio´n respecto de y, tenemos que:
∂F
∂y
= 3x2y2 − 4x3y + ϕ(y).
Igualamos esta ecuacio´n y la ecuacio´n (2.18):
3x2y2 − 4x3y + ϕ(y) = 3x2y2 − 4x3y,
despejamos ϕ(y):
ϕ(y) = 0
y obtenemos ϕ(y):
ϕ(y) = 0.
Por tanto,
F (x, y) = x2y3 − 2x3y2
y la solucio´n general de la ecuacio´n diferencial (2.16) es:
x2y3 − 2x3y2 = C.
Como se ha comentado, al multiplicar (2.15) por el factor integrante µ(x, y)
es posible ganar o perder soluciones. En este caso, al multiplicar la ecuacio´n
(2.15) por xy2, se ha obtenido y ≡ 0 como solucio´n de (2.16) pero no lo es de
(2.15). 
Ca´lculo de factores integrantes
Hemos visto que µ(x, y) es un factor integrante de (2.14) si la ecuacio´n
µ(x, y)M(x, y)dx+ µ(x, y)N(x, y)dy = 0
es exacta. Por tanto, se veriﬁcara´:
∂(µ(x, y)M(x, y))
∂y
=
∂(µ(x, y)N(x, y))
∂x
.
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Derivando se tiene:
M
∂µ
∂y
+ µ
∂M
∂y
= N
∂µ
∂x
+ µ
∂N
∂x
,
es decir:
(M
∂µ
∂y
−N
∂µ
∂x
) = (
∂N
∂x
−
∂M
∂y
)µ. (2.19)
Obtener µ de esta ecuacio´n no es sencillo puesto que a veces llegamos a
una ecuacio´n en derivadas parciales cuya resolucio´n es ma´s complicada que la
ecuacio´n inicial. Sin embargo, esta ecuacio´n se simpliﬁca si buscamos un factor
de la forma µ(x), es decir µ so´lo depende de la variable x, o de la forma µ(y),
es decir que so´lo depende de y.
Factor integrante de la forma µ(x) :
Supongamos que queremos hallar un factor integrante que so´lo dependa
de x. Entonces la ecuacio´n (2.19) queda:
−Nµ(x) = (
∂N
∂x
−
∂M
∂y
)µ(x).
Por tanto,
µ(x)
µ(x)
=
∂M
∂y −
∂N
∂x
N
.
Si la expresio´n de la derecha so´lo depende de x y es continua, entonces
existe el factor integrante µ(x) y se obtiene integrando esta ecuacio´n, es
decir:
µ(x) = e

∂M
∂y −
∂N
∂x
N
dx
.
Factor integrante de la forma µ(y) :
Si buscamos un factor integrante que so´lo dependa de y, entonces la
ecuacio´n (2.19) queda:
Mµ(y) = (
∂N
∂x
−
∂M
∂y
)µ(y).
Por tanto:
µ(y)
µ(y)
=
∂N
∂x −
∂M
∂y
M
.
Si la expresio´n de la derecha so´lo depende de y y es continua, entonces
existe el factor integrante µ(y) y se obtiene integrando:
µ(y) = e

∂N
∂x −
∂M
∂y
M
dy
.
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Me´todo de resolucio´n
Dada la ecuacio´n
M(x, y)dx+N(x, y)dy = 0,
se calcula
∂M
∂y
y
∂N
∂x
, entonces:
Si
∂M
∂y
=
∂N
∂x
, la ecuacio´n no es exacta y buscamos un factor integrante.
Si
∂M
∂y −
∂N
∂x
N
depende so´lo de x, entonces un factor integrante es:
µ(x) = e
 ∂M∂y −
∂N
∂x
N dx.
Si
∂N
∂x −
∂M
∂y
M
depende so´lo de y, entonces un factor integrante es:
µ(y) = e
 ∂N∂x −
∂M
∂y
M dy.
Si encontramos un factor integrante, se multiplica toda la ecuacio´n dife-
rencial por dicho factor y, puesto que la ecuacio´n obtenida es exacta, se
resuelve hallando la solucio´n F (x, y) = C.
Se comprueba si al multiplicar por el factor integrante aparecen o se
pierden soluciones.
’ Ejemplo 2.6. Resolvamos las siguientes ecuaciones diferenciales:
(a) (2x2 + y)dx+ (x2y − x)dy = 0.
(b) y(x+ y + 1)dx+ x(x+ 3y + 2)dy = 0.
Solucio´n.
(a) Esta ecuacio´n no es exacta ya que:
∂
∂y
(2x2 + y) = 1 =
∂
∂x
(x2y − x) = 2xy − 1.
En este caso:
∂M
∂y −
∂N
∂x
N
=
1− (2xy − 1)
x2y − x
=
−2xy + 2
−x(1− xy)
=
2(1− xy)
−x(1− xy)
= −
2
x
;
por tanto, s´ı existe un factor de la forma µ(x), dado por:
µ(x) = e

− 2xdx,
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de donde:
µ(x) = x−2.
Multiplicamos la ecuacio´n diferencial por este factor integrante, obte-
niendo la ecuacio´n:
(2 +
y
x2
)dx+ (y −
1
x
)dy = 0
que s´ı es exacta. La solucio´n general viene dada por F (x, y) = C, siendo
F una funcio´n tal que:
∂F
∂x
= 2 +
y
x2
(2.20)
y
∂F
∂y
= y −
1
x
. (2.21)
Comenzamos integrando la ecuacio´n (2.21), entonces:
F (x, y) =

(y −
1
x
)dy =
y2
2
−
y
x
+ ψ(x).
Derivando esta expresio´n respecto de x :
∂F
∂x
=
y
x2
+ ψ(x).
Igualamos esta ecuacio´n y la ecuacio´n (2.20):
y
x2
+ ψ(x) = 2 +
y
x2
,
despejamos ψ(x):
ψ(x) = 2
e integramos respecto de x:
ψ(x) = 2x.
Por tanto, la solucio´n general es:
y2
2
−
y
x
+ 2x = C.
(b) La ecuacio´n y(x+ y + 1)dx+ x(x+ 3y + 2)dy = 0 no es exacta ya que:
∂
∂y
(y(x+ y + 1)) = x+ 2y + 1 =
∂
∂x
(x(x+ 3y + 2)) = 2x+ 3y + 2.
En este caso:
∂M
∂y −
∂N
∂x
N
=
x+ 2y + 1− (2x+ 3y + 2)
x(x+ 3y + 2)
=
−x− y − 1
x(x+ 3y + 2)
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no depende so´lo de x, por tanto, no existe un factor de la forma µ(x).
Busquemos un factor µ(y) :
∂N
∂x −
∂M
∂y
M
=
2x+ 3y + 2− (x+ 2y + 1)
y(x+ y + 1)
=
x+ y + 1
y(x+ y + 1)
=
1
y
,
de donde:
µ(y) = e
 1
y dy = eln y = y.
Multiplicamos la ecuacio´n diferencial por este factor integrante, obte-
niendo la ecuacio´n:
y2(x+ y + 1)dx+ xy(x+ 3y + 2)dy = 0
que s´ı es exacta. La solucio´n general viene dada por F (x, y) = C, siendo
F una funcio´n tal que
∂F
∂x
= y2(x+ y + 1) (2.22)
y
∂F
∂y
= xy(x+ 3y + 2). (2.23)
Para hallar F, integramos la ecuacio´n (2.22):
F (x, y) =

(y2x+ y3 + y2)dx =
x2y2
2
+ y3x+ y2x+ ϕ(y). (2.24)
Para hallar ϕ(y), derivamos esta expresio´n respecto de y:
∂F
∂y
= x2y + 3y2x+ 2yx+ ϕ(y)
y la igualamos a la expresio´n dada en (2.23):
x2y + 3y2x+ 2yx+ ϕ(y) = xy(x+ 3y + 2).
Despejando ϕ(y) se tiene:
ϕ(y) = 0;
por tanto,
ϕ(y) = k siendo k cualquier constante.
Puesto que podemos elegir cualquier constante, elegimos ϕ(y) = 0 y la
sustituimos en (2.24) para obtener la expresio´n de F. La solucio´n general
es:
x2y2
2
+ y3x+ y2x = C.
Podemos observar que la solucio´n y = 0 tambie´n es solucio´n de la
ecuacio´n diferencial original. 
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Ejercicios de la seccio´n 2.3
1. Demuestra que la solucio´n de una ecuacio´n diferencial exacta no posee
soluciones singulares.
(Sugerencia: el resultado se obtiene aplicando la condicio´n suﬁciente de
envolvente).
2. Demuestra que la funcio´n µ(x) = x−1 es un factor integrante de la
ecuacio´n diferencial
(x+ 3x3 sin y) dx+ x4 cos y dy = 0
3. Resuelve las siguientes ecuaciones diferenciales exactas:
(a) (e2y − y cosxy)dx+ (2xe2y − x cosxy + 2y)dy = 0.
(b) (1 + exy + xexy)dx+ (xex + 2)dy = 0.
(c) (2xy − sec2 x)dx+ (x2 + 2y)dy = 0.
(d)
y
x
cosx+
2y
x2
sin x+
1
x
sin x y = 0.
(e) 2x ln y dx+ (
x2
y
+ y

y2 + 1)dy = 0, y(0) =
√
2.
(f) (2xy2 − 3y3)dx+ (7− 3xy2)dy = 0.
(Solucio´n: (a) e2yx− sin xy + y2 = C.
(b) xyex + 2y + x = C.
(c) x2y + y2− tan x = C.
(d)x2y sin x = C.
(e) x2 ln y + 13(y
2 + 1)3/2 =
√
3.
(f) x− y = C(x+ y)3).
4. Resuelve la ecuacio´n diferencial (x+ y2)dx− 2xy dy = 0.
(Solucio´n:
−y2
x
+ ln |x| = C).
5. Halla el valor de α para que la ecuacio´n diferencial (6xy3 + cos y)dx +
(αx2y2 − x sin y)dy = 0 sea exacta y resue´lvela en dicho caso.
(Solucio´n: α = 9, 3x2y3 + x cos y = C).
2.4. Ecuaciones lineales
Una clase de ecuaciones diferenciales que aparecen con frecuencia en las
aplicaciones es la constituida por las ecuaciones lineales. Aunque en el tema
siguiente hablaremos de las ecuaciones diferenciales lineales en general, veamos
ahora co´mo resolver las de primer orden mediante factores integrantes.
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 Deﬁnicio´n 2.4. Una ecuacio´n lineal de primer orden es aque´lla que
tiene la forma:
a1(x)y
 + a0(x)y = b(x),
donde a1(x), a0(x) y b(x) dependen so´lo de x.
Supongamos que a1(x), a0(x) y b(x) son funciones continuas en un intervalo
y que a1(x) = 0 en este intervalo. Dividiendo por a1(x) se puede reescribir esta
ecuacio´n en forma cano´nica:
y + P (x)y = Q(x), (2.25)
donde P (x) y Q(x) son funciones continuas en dicho intervalo.
Si expresamos la ecuacio´n (2.25) en forma diferencial, se tiene:
[P (x)y −Q(x)]dx+ dy = 0. (2.26)
Me´todo de resolucio´n
Si P (x) ≡ 0 la ecuacio´n es exacta y tambie´n es separable.
En caso contrario, la ecuacio´n (2.26) admite un factor integrante de la
forma µ(x). Como se ha visto en la seccio´n 2.3.1 se deduce que dicho
factor es:
µ(x) = e

P (x)dx. (2.27)
Una vez obtenido el factor integrante tenemos las siguientes opciones:
1. Multiplicar la ecuacio´n (2.26) por µ(x) y resolver la ecuacio´n exacta
obtenida.
2. Hallar la solucio´n de un modo ma´s ra´pido multiplicando (2.25) por µ(x):
µ(x)y + µ(x)P (x)y = µ(x)Q(x).
Como al multiplicar la ecuacio´n (2.26) por µ(x) se obtiene una ecuacio´n
exacta, se tiene que µ(x)P (x) = µ(x), por tanto la ecuacio´n anterior
queda:
µ(x)y + µ(x) y = µ(x)Q(x)
es decir,
d
dx
(µ(x)y) = µ(x)Q(x).
Integrando respecto de x:
µ(x)y =

µ(x)Q(x)dx+ C.
Por tanto la solucio´n general es:
y = µ−1(x)(

µ(x)Q(x)dx+ C), (2.28)
donde µ(x) viene dado por (2.27).
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Se tiene el siguiente resultado:
 Teorema 2.2. Si P (x) y Q(x) son funciones continuas en un intervalo
]a, b[ que contiene al punto x0, para cualquier valor inicial y0 existe una u´nica
solucio´n y(x) en ]a, b[ del problema de valor inicial:
y + P (x)y = Q(x), y(x0) = y0
que es la solucio´n dada por (2.28) para un C apropiado.
’ Ejemplo 2.7. Hallemos la solucio´n general de las siguientes ecuaciones
diferenciales lineales:
(a) y + 2xy = 2xe−x
2
.
(b) y + 2y = 3ex.
Solucio´n.
(a) En esta ecuacio´n lineal P (x) = 2x y Q(x) = 2xe−x
2
. Luego el factor
integrante es:
µ(x) = e

2xdx = ex
2
.
Entonces,
d
dx
(µ(x)y) = µ(x)Q(x) = ex
2
2xe−x
2
= 2x,
µ(x)y =

2xdx = x2 + C
y la solucio´n general es:
y = e−x
2
(x2 + C).
(b) En este caso P (x) = 2 y Q(x) = 3ex. Luego el factor integrante es:
µ(x) = e

2dx = e2x.
Multiplicando por µ(x) llegamos a:
d
dx
(e2xy) = e2x3ex = 3e3x,
por tanto,
e2xy =

3e3xdx = e3x + C
y la solucio´n general es:
y = ex + Ce−2x.
Puesto que P (x) = 2 y Q(x) = 3ex son funciones continuas en toda la
recta real, la solucio´n es va´lida en todo R. 
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’ Ejemplo 2.8. Resolvamos el problema de valor inicial 1
x
y−
2
x2
y = x cosx
con la condicio´n inicial y(π2 ) = 3.
Solucio´n. En primer lugar, expresamos la ecuacio´n en forma cano´nica:
y −
2
x
y = x2 cosx,
entonces,
P (x) = −
2
x
y Q(x) = x2 cosx
y el factor integrante es:
µ(x) = e

− 2xdx = x−2.
Multiplicando por µ(x) se tiene que
d
dx
(x−2y) = x−2x2 cosx = cosx,
de donde se obtiene:
x−2y =

cosxdx = sin x+ C
y la solucio´n general es:
y = x2(sin x+ C)
o bien,
y = x2 sin x+ Cx2.
Sustituimos ahora la condicio´n inicial y(π2 ) = 3, entonces:
3 =
π2
4
+ C
π2
4
,
por tanto:
C =
12
π2
− 1
y la solucio´n del problema de valor inicial es:
y = x2 sin x+ x2(
12
π2
− 1).
Como P (x) y Q(x) son funciones continuas en el intervalo ]0,+∞[, que
contiene al punto dado en la condicio´n inicial, la solucio´n es va´lida en dicho
intervalo. 
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Ejercicios de la seccio´n 2.4
1. Halla la solucio´n general de las siguientes ecuaciones diferenciales:
(a) 2y + 4y = 0.
(b) xy − 4y = x6ex.
(c) y − y tan x = e− sinx.
(d) xy + 3y =
1
x
ex, y(1) = 1.
(e)
1
2
y − y = cosx e2x.
(f)
y
x
cosx−
1
x2
sin xy +
1
x
sin x y = 0.
(Solucio´n: (a) y = Ce−2x.
(b) y = x5ex − x4ex + Cx4.
(c) y = 1cosx(−e
− sinx + C).
(d) y = x−1x3 e
x + 1x2 .
(e)y = e2x(2 sin x+ C).
(f) y = Cx csc x).
2.5. Cambios de variables
Cuando una ecuacio´n diferencial de primer orden no es separable, exacta
o lineal, podemos intentar transformarla en una de este tipo mediante alguna
sustitucio´n o cambio de variables.
2.5.1. La ecuacio´n de Bernoulli
 Deﬁnicio´n 2.5. Se llama ecuacio´n de Bernoulli a una ecuacio´n dife-
rencial de primer orden que se puede expresar de la forma:
y + P (x)y = Q(x)yn (2.29)
donde P (x) y Q(x) son funciones continuas en un intervalo ]a, b[ y n ∈ R.
Me´todo de resolucio´n
Si n = 0 o n = 1, la ecuacio´n (2.29) es una ecuacio´n lineal.
Si n = 0 y n = 1, entonces hacemos el cambio:
v = y1−n
transforma´ndose la ecuacio´n en una lineal para las variables (x, v). Para
ello, dividimos primero la ecuacio´n (2.29) por yn:
y−ny + P (x)y1−n = Q(x).
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De este modo, como v = y1−n y dvdx = (1 − n) y
−n dy
dx , sustituyendo se
tiene:
1
1− n
dv
dx
+ P (x)v = Q(x)
que es una ecuacio´n lineal. Tenemos que tener en cuenta que al dividir
por yn se pierde la solucio´n y ≡ 0, luego habra´ que ver si esta solucio´n
esta´ contenida en la solucio´n general y si no lo esta´ especiﬁcar que tam-
bie´n lo es. Una vez resuelta la ecuacio´n para v(x) se deshace el cambio.
’ Ejemplo 2.9. Hallemos la solucio´n de las siguientes ecuaciones diferen-
ciales:
(a) xy + y = y2 ln x,
(b) y + y = exy−2.
Solucio´n.
(a) Expresando la ecuacio´n en forma normal, tenemos:
y +
1
x
y =
ln x
x
y2
que es una ecuacio´n de Bernoulli, ya que es de la forma (2.29), con n = 2.
Multiplicamos la ecuacio´n por y−2 :
y−2y +
1
x
y−2y =
ln x
x
y hacemos el cambio:
v = y−1,
por tanto:
dv
dx
= −y−2
dy
dx
.
Sustituyendo, queda:
−
dv
dx
+
1
x
v =
ln x
x
,
es decir:
dv
dx
−
1
x
v = −
ln x
x
que es una ecuacio´n lineal para v con P (x) = −
1
x
y Q(x) = −
ln x
x
;
entonces, la solucio´n es:
v = µ−1(x)(

µ(x)Q(x)dx+ C)
con
µ(x) = e

−
1
x
dx
= e− ln|x| = x−1.
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Por tanto,
v(x) = x

−
ln x
x2
dx = x(
ln x
x
+
1
x
+ C) = ln x+ 1 + Cx.
Como v = y−1, deshaciendo el cambio obtenemos solucio´n:
y =
1
ln x+ 1 + Cx
,
adema´s de la solucio´n y = 0.
Puesto que P (x) y Q(x) son continuas en el intervalo ]0,+∞[, la solucio´n
obtenida es va´lida en dicho intervalo.
(b) La ecuacio´n diferencial y + y = exy−2 es una ecuacio´n de Bernoulli con
n = −2. Por tanto, multiplicamos la ecuacio´n por y2 :
y2y + y3 = ex
y hacemos el cambio v = y3. Entonces:
dv
dx
= 3y2
dy
dx
.
Al sustituir, tenemos:
1
3
dv
dx
+ v = ex,
es decir:
dv
dx
+ 3v = 3ex,
ecuacio´n lineal cuya solucio´n es:
v(x) = µ−1(x)(

µ(x)Q(x)dx+ C)
con
µ(x) = e

3dx = e3x y Q(x) = 3ex.
Por tanto,
v(x) = e−3x

3e4xdx = 3e−3x(
e4x
4
+ C) =
3
4
ex + Ce−3x.
Deshaciendo el cambio inicial v = y3, obtenemos la solucio´n
y3 =
3
4
ex + Ce−3x.
En este caso, y = 0 no era solucio´n de la ecuacio´n dada. Como P (x)
y Q(x) son continuas en todo el intervalo real, la solucio´n obtenida es
va´lida ∀x ∈ R. 
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2.5.2. Ecuaciones homoge´neas
 Deﬁnicio´n 2.6. Una ecuacio´n diferencial ordinaria de la forma:
M(x, y)dx+N(x, y)dy = 0 (2.30)
es homoge´nea si M(x, y) y N(x, y) son funciones homoge´neas del mismo
grado.
 Deﬁnicio´n 2.7. Una ecuacio´n diferencial ordinaria de la forma:
y = f(x, y) (2.31)
es homoge´nea si la funcio´n f(x, y) es homoge´nea de grado 0.
Recordemos que una funcio´n de dos variables f(x, y) es homoge´nea de
grado m si, dado un real positivo α, se veriﬁca que:
f(αx, αy) = αmf(x, y).
’ Ejemplo 2.10. Veamos que la funcio´n f(x, y) = xy+x2+y2 es homoge´nea
de grado 2.
Solucio´n. Puesto que
f(αx, αy) = (αx)(αy) + (αx)2 + (αy)2 = α2xy + α2x2 + α2y2 = α2f(x, y)
es funcio´n homoge´nea de grado 2. 
’ Ejemplo 2.11. Veamos que la funcio´n f(x, y) = tan x
y
es homoge´nea de
grado 0.
Solucio´n. Puesto que
f(αx, αy) = tan
αx
αy
= tan
x
y
= f(x, y) = α0f(x, y)
es funcio´n homoge´nea de grado 0. 
’ Ejemplo 2.12. Comprobemos si las siguientes ecuaciones son homoge´neas:
(a) (x− y)dx+ xdy = 0.
(b)
dy
dx
=
y − x
x− 2y + 1
.
Solucio´n.
(a) La ecuacio´n diferencial (x − y)dx + xdy = 0 es homoge´nea ya que las
funcionesM(x, y) = x−y yN(x, y) = x son ambas funciones homoge´neas
de grado 1, ya que
M(αx, αy) = αx− αy = α(x− y) = αM(x, y)
y
N(αx, αy) = αx = αN(x, y).
(b) La ecuacio´n diferencial y =
y − x
x− 2y + 1
no es homoge´nea ya que la
funcio´n f(x, y) =
y − x
x− 2y + 1
no es homoge´nea de grado 0, pues
f(αx, αy) =
αy − αx
αx− 2αy + 1
= f(x, y). 
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Me´todo de resolucio´n
Una ecuacio´n diferencial homoge´nea se convierte en una ecuacio´n diferen-
cial de variables separables mediante la siguiente transformacio´n:
Hacemos el cambio (x, y)→ (x, u) dado por:
y = u x
de donde,
dy = udx+ xdu.
Si tenemos la ecuacio´n en la forma (2.30), la dividimos por xm, donde
m es el grado de homogeneidad de M y N. Si tenemos la ecuacio´n en la
forma (2.31), la dividimos por la mı´nima potencia de x. La ecuacio´n se
convierte en una ecuacio´n de variables separables.
Resolvemos obteniendo la solucio´n para u(x).
Deshacemos el cambio y obtenemos la solucio´n para y(x).
 Nota 2.3. En algunos casos, para simpliﬁcar integrales que aparecen con el
cambio anterior, podemos optar por el cambio (x, y)→ (v, y) dado por x = v y.
’ Ejemplo 2.13. Resolvamos las siguientes ecuaciones diferenciales:
(a) (xy + y2 + x2)dx− x2dy = 0,
(b)
dy
dx
=
x sec yx + y
x
.
Solucio´n.
(a) Se trata de una ecuacio´n homoge´nea, pues M(x, y) = xy + y2 + x2 y
N(x, y) = −x2 son ambas funciones homoge´neas del mismo grado, de
grado 2. Por tanto, hacemos el cambio y = ux, con dy = udx + xdu,
obteniendo:
(xux+ u2x2 + x2)dx− x2(udx+ xdu) = 0.
Dividiendo toda la ecuacio´n por x2 :
(u+ u2 + 1)dx− (udx+ xdu) = 0,
(u+ u2 + 1)dx− udx− xdu = 0
y agrupando te´rminos tenemos:
(u2 + 1)dx− xdu = 0.
Tenemos ahora una ecuacio´n separable, por tanto:
du
(u2 + 1)
=
dx
x
,
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integramos ambos lados:
arctanu = ln |x|+ C
y despejamos la variable u:
u = tan(ln |x|+ C).
Ahora, deshacemos el cambio sustituyendo u por y/x, y obtenemos la
solucio´n general:
y = x tan(ln |x|+ C).
(b) Se trata de una ecuacio´n homoge´nea ya que f(x, y) =
x sec yx + y
x
es una
funcio´n homoge´nea de grado 0. Por tanto, considerando la ecuacio´n en
forma diferencial:
xdy − (x sec
y
x
+ y)dx = 0,
hacemos el cambio y = ux, con dy = udx+ xdu, obteniendo:
x(udx+ xdu)− (x sec
ux
x
+ ux)dx = 0.
Dividiendo toda la ecuacio´n por x:
udx+ xdu− (secu+ u)dx = 0
y simpliﬁcando tenemos:
− sec u dx+ x du = 0.
Tenemos ya una ecuacio´n separable:
x du = secu dx.
Separamos las variables:
cosu du =
dx
x
,
integramos a ambos lados:
sin u = ln |x|+ C1
y despejamos la variable u:
sin u = ln |x|+ C1 → u = arcsin(ln |x|+ C1).
Ahora, deshacemos el cambio mediante u = y/x, obteniendo la solucio´n
general:
y = x arcsin(ln |x|+ C1).
Considerando C1 = lnC, podemos expresar la solucio´n de la forma:
y = x arcsin(ln |Cx|), con C > 0. 
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2.5.3. Ecuaciones con coeﬁcientes lineales
Dada una ecuacio´n diferencial de la forma:
F (a1x+ b1y + c1)dx+G(a2x+ b2y + c2)dy = 0,
o bien:
dy
dx
= G(a1x+ b1y),
podremos transformarla en homoge´nea o separable mediante un cambio de
variables.
Me´todo de resolucio´n
Se presentan dos casos:
1. Si las rectas a1x+ b1y+ c1 = 0 y a2x+ b2y+ c2 = 0 se cortan en un punto
(α, β), hacemos el cambio (x, y)→ (v, w) deﬁnido por:
v = x− α
w = y − β
y la ecuacio´n diferencial se convierte en homoge´nea.
2. Si las rectas a1x+b1y+c1 = 0 y a2x+b2y+c2 = 0 son paralelas, hacemos
el cambio (x, y)→ (x, z) deﬁnido por:
z = a1x+ b1y
y la ecuacio´n diferencial se convierte en separable.
’ Ejemplo 2.14. Resolvamos la ecuacio´n diferencial:
(−3x+ y + 6) dx+ (x+ y + 2) dy = 0.
Solucio´n. Resolviendo el sistema, vemos que las rectas −3x + y + 6 = 0 y
x + y + 2 = 0 se cortan en el punto (1,−3). Por tanto, hacemos el cambio
(x, y)→ (v, w) dado por:
v = x− 1,
w = y + 3.
Con este cambio, debemos hacer las sustituciones:
x = v + 1, dx = dv,
y = w − 3, dy = dw.
Por tanto,
(−3v − 3 + w − 3 + 6) dv + (v + 1 + w − 3 + 2) dw = 0
(−3v + w) dv + (v + w) dw = 0
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y obtenemos una ecuacio´n diferencial homoge´nea. Para resolverla, hacemos el
cambio (v, w)→ (v, u) dado por w = uv, con dw = udv + vdu. Entonces:
(−3v + uv) dv + (v + uv) (udv + vdu) = 0.
Simpliﬁcando, se tiene:
(−3 + u) dv + (1 + u) udv + (1 + u)vdu = 0,
(−3 + 2u+ u2) dv + (1 + u)vdu = 0.
Tenemos ahora una ecuacio´n diferencial separable. Por tanto, separamos
las variables:
1 + u
u2 + 2u− 3
du =
−1
v
dv
e integramos ambos lados, obteniendo:
1
2
ln
u2 + 2u− 3
 = − ln |v|+ C1.
Si tomamos C1 = lnC2, con C2 > 0, podemos escribir:
1
2
ln
u2 + 2u− 3
 = ln
C2
|v|
u2 + 2u− 3
 =
C22
v2
,
de donde: u2 + 2u− 3
 =
C3
v2
con C3 > 0.
Quitando el valor absoluto, se tiene:
u2 + 2u− 3 = C3v
−2, con C3 = 0.
Deshaciendo el segundo cambio, u =
w
v
, obtenemos:
w2
v2
+ 2
w
v
− 3 = C3v
−2,
por tanto:
w2
v2
+ 2
w
v
− 3 = C3v
−2 → w2 + 2vw − 3v2 = C3.
Deshaciendo ahora el primer cambio v = x− 1, w = y + 3, tenemos:
(y + 3)2 + 2(x− 1)(y + 3)− 3(x− 1)2 = C3, con C3 = 0.
Comprobamos si al dividir por u2+2u−3, esto es, al suponer u2+2u−3 = 0,
nos hemos dejado alguna solucio´n:
u2 + 2u− 3 = 0 →

u = 1
u = −3
→

w
v = 1
w
v = −3
→

y + 3 = x− 1
y + 3 = −3(x− 1)
→

y = x− 4
y = −3x
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Vemos que ambas funciones son soluciones y que corresponder´ıan al caso
C3 = 0; por tanto, podemos expresar la solucio´n general de la forma:
(y + 3)2 + 2(x− 1)(y + 3)− 3(x− 1)2 = C3, ∀C3 ∈ R. 
’ Ejemplo 2.15. Resolvamos la ecuacio´n diferencial:
(x+ 2y − 2) dx+ (2x+ 4y + 5) dy = 0.
Solucio´n. Las rectas x + 2y − 2 = 0 y 2x + 4y + 5 = 0 son paralelas, por
tanto haremos el cambio (x, y)→ (x, z) dado por z = x+2y. Con este cambio,
debemos hacer las sustituciones:
y =
z − x
2
, dy =
dz − dx
2
;
entonces,
(x+ z − x− 2) dx+ (2x+ 2z − 2x+ 5) (
dz − dx
2
) = 0,
(z − 2) dx+ (
2z + 5
2
) dz − (
2z + 5
2
) dx = 0,
−9
2
dx+ (z +
5
2
) dz = 0.
Obtenemos, en este caso, una ecuacio´n diferencial separable. Separando las
variables:
(2z + 5)dz = 9dx
e integrando ambos lados:
z2 + 5z = 9x+ C.
Deshaciendo el cambio z = x+2y, obtenemos la solucio´n general impl´ıcita:
(x+ 2y)2 + 5(x+ 2y) = 9x+ C. 
Ejercicios de la seccio´n 2.5
1. Resuelve las siguientes ecuaciones diferenciales:
(a) y − 5y = −52xy
3.
(b) y =
y2 + 2xy
x2
.
(c) y +
y
x− 2
= 5(x− 2)
√
y.
(d) y −
1
x
y +
1
4
(1 + x2)y3 = 0
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(Solucio´n: (a){y = (
x
2
−
1
20
+ Ce−10x)−1/2, y = 0}.
(b){y =
x2
C − x
, y = 0}.
(c){y = ((x− 2)2 + C(x− 2)−1/2)2, y = 0}.
(d) y2 =
30
5x+ 3x3 + Cx−2
).
2. Comprueba si la funcio´n f(x, y) =
x2y + xy2
x− y
es homoge´nea y en caso
aﬁrmativo indica el grado. (Solucio´n: homoge´nea de grado 2).
3. Resuelve las siguientes ecuaciones diferenciales.
(a) −2x2 − 2xy + y2 + x2y = 0, y(1) = 3.
(b) xy dx− x2 dy = y

x2 + y2dy, y(0) = 1.
(c) (2xy2 − 3y3)dx+ (7y3 − xy2)dy = 0.
(d) x2y = xy + x2ey/x, x > 0.
(e)
dy
dx
=
y2 + x

x2 + y2
xy
.
(Solucio´n: (a) y =
8x4 + x
4x3 − 1
.
(b)

x2
y2
+ 1 = ln y + 1.
(c) 2x2 − 6xy + 7y2 = C.
(d)y = −x ln(ln
1
x
+ C).
(e)

x2 + y2 = x lnC |x| , C > 0).
4. Resuelve las siguientes ecuaciones diferenciales:
(a) (x− 2y − 1)dx+ (3x− 6y + 2)dy = 0.
(b) (x+ 2y + 3)dx+ (2x+ 4y − 1)dy = 0.
(c) 2x+ 2y − 1 + y(x+ y − 2)dy = 0, y(0) = 1.
(d) (x+ y − 4)dx+ (x− y + 2)dy = 0.
(e) dydx = −
x+ y + 7
−2(x+ y) + 1
.
(f)
dy
dx
= y − x− 1 + (x− y + 2)−1.
(Solucio´n: (a) (x− 2y)2 = Ce2x+6.
(b) (x+ 2y)2 + 6x− 2y = C.
(c) (x− 1)2 + 2(x− 1)(y − 3)− (y − 3)2 = C.
(d) x+ y + 1 = 2e
2x+y−1
3 ).
(e) x+ y − 8 = C e
−x−2y
15 , C = 0.
(f) (x− y)2 + 4(x− y) + 3 = Ce2x).
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2.6. Aplicaciones de las ecuaciones diferenciales
de primer orden
En esta seccio´n vamos a considerar determinados feno´menos reales rela-
cionados con diversos a´mbitos como la f´ısica, ingenier´ıa, meteorolog´ıa, sociolo-
g´ıa, etc, cuya modelizacio´n da lugar a una ecuacio´n diferencial de primer orden.
Para resolver las ecuaciones obtenidas aplicaremos los me´todos estudiados.
2.6.1. Trayectorias ortogonales
Dada una familia de curvas, consideramos el problema de encontrar otra
familia de curvas que las intersecten ortogonalmente en cada punto. Este pro-
blema aparece en el estudio de electricidad y magnetismo y en la elaboracio´n
de cartas meteorolo´gicas.
Consideremos una familia de curvas
F (x, y) = C, (2.32)
siendo C un para´metro. Derivando impl´ıcitamente esta ecuacio´n obtenemos la
ecuacio´n diferencial asociada a esta familia:
∂F
∂x
dx+
∂F
∂y
dy = 0.
A partir de esta ecuacio´n diferencial podemos obtener la pendiente de cada
curva:
m =
dy
dx
= −
∂F
∂x
∂F
∂y
.
La pendiente para una curva que sea ortogonal es − 1m , es decir:
dy
dx
=
∂F
∂y
∂F
∂x
.
Esto signiﬁca que las curvas ortogonales a la familia dada satisfacen la ecuacio´n
diferencial:
∂F
∂y
dx−
∂F
∂x
dy = 0. (2.33)
Atendiendo al razonamiento anterior, dada una familia de curvas solucio´n
de la ecuacio´n diferencial:
M(x, y)dx+N(x, y)dy = 0, (2.34)
planteamos la ecuacio´n diferencial:
N(x, y)dx−M(x, y)dy = 0
cuyas curvas solucio´n son ortogonales a cada curva de la familia solucio´n de
(2.34).
Se dice que cada familia es una familia de curvas ortogonales a la otra.
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Me´todo de resolucio´n
La familia de trayectorias ortogonales a una familia dada por la ecuacio´n
(2.32) es la familia solucio´n de la ecuacio´n diferencial (2.33).
’ Ejemplo 2.16. Dada la familia de curvas x2 + y2 = C, veamos que la
familia de trayectorias ortogonales a e´sta, es la familia de rectas que pasan por
el origen.
Solucio´n. Calculamos la ecuacio´n diferencial asociada a la familia x2+y2 = C :
2xdx+ 2ydy = 0.
Entonces, la familia de trayectorias ortogonales satisface la ecuacio´n:
2ydx− 2xdy = 0.
Resolvemos esta ecuacio´n de variables separables:
x dy = y dx,
1
y
dy =
1
x
dx,
integrando:
ln |y| = ln |x|+ C1;
por tanto:
|y| = |x|+ eC1 ,
es decir:
y = Cx, C = 0.
Como y = 0 tambie´n es solucio´n, la an˜adimos a la familia quitando la condicio´n
C = 0. Por tanto, la familia de trayectorias ortogonales es:
y = Cx, ∀C ∈ R,
que representa la familia de rectas que pasan por el origen (ver Figura 2.1).
Figura 2.1: Familias de curvas ortogonales.

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’ Ejemplo 2.17. Hallemos la familia de trayectorias ortogonales a la familia
de curvas deﬁnida impl´ıcitamente por
4y + x2 + 1− Ce2y = 0.
Solucio´n. Para hallar la ecuacio´n diferencial asociada a esta familia, la rees-
cribimos de la forma:
(4y + x2 + 1)e−2y = C
y diferenciamos:
2xe−2ydx+
�
(4e−2y + (4y + x2 + 1)e−2y(−2)

dy = 0
Simpliﬁcando, se tiene que la ecuacio´n diferencial asociada a la familia dada
es:
xdx+ (1− 4y − x2)dy = 0.
La ecuacio´n diferencial asociada a la familia de trayectorias ortogonales es:
(−1 + 4y + x2)dx+ xdy = 0. (2.35)
Resolvamos esta ecuacio´n. Sea M(x, y) = −1 + 4y + x2 y sea N(x, y) = x.
Podemos ver que no es una ecuacio´n exacta ya que:
∂M
∂y
= 4 =
∂N
∂x
= 1,
pero admite un factor integrante de la forma µ(x) puesto que la expresio´n
∂M
∂y −
∂N
∂x
N
=
3
x
so´lo depende de x. Por tanto:
µ(x) = e
 3
xdx = e3 lnx = elnx
3
= x3.
Multiplicando (2.35) por este factor integrante, obtenemos una ecuacio´n exac-
ta:
(−x3 + 4x3y + x5)dx+ x4dy = 0.
La solucio´n es F (x, y) = C, siendo F una funcio´n tal que:



∂F
∂x
= −x3 + 4x3y + x5
∂F
∂y
= x4.
Comenzamos integrando la segunda ecuacio´n de este sistema respecto de y :
F (x, y) =

x4dy = x4y + ψ(x).
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Derivando respecto de x e igualando a la primera ecuacio´n del sistema se tiene:
4x3y + ψ(x) = −x3 + 4x3y + x5,
de donde despejamos:
ψ(x) = x5 − x3.
Integrando respecto de x :
ψ(x) =

(x5 − x3)dx =
x6
6
−
x4
4
.
La solucio´n de la ecuacio´n diferencial exacta es:
x4y +
x6
6
−
x4
4
= C
y la familia de curvas ortogonales viene dada por:
y =
C
x4
+
1
4
−
x2
6
. 
2.6.2. Problemas de enfriamiento
De acuerdo con la ley de enfriamiento de Newton, la tasa de cambio de
la temperatura T de un cuerpo respecto del tiempo, en un instante t, en un
medio de temperatura constante A, es proporcional a la diferencia entre la
temperatura del medio y la del cuerpo, es decir, proporcional a A − T . La
ecuacio´n diferencial que nos da la variacio´n de temperatura de un cuerpo viene
dada por:
dT
dt
= k (A− T ),
donde k > 0 es la constante de transferencia de calor.
’ Ejemplo 2.18. La sala de diseccio´n de un forense se mantiene fr´ıa a una
temperatura constante de 5 oC. Mientras se encontraba realizando la autopsia
de una v´ıctima de asesinato, el propio forense es asesinado. A las 10 am el
ayudante del forense descubre su cada´ver a una temperatura de 23 oC. A las
12 am su temperatura es de 17 oC. Suponiendo que el forense ten´ıa en vida la
temperatura normal de 37 oC, veamos a que´ hora fue asesinado.
Solucio´n. Aplicando la ley de enfriamiento de Newton llegamos a la ecuacio´n
diferencial separable:
dT
dt
= k (5− T ).
Separando las variables e integrando ambos lados, se tiene:
ln |5− T | = −k t+ C1.
Despejando la variable dependiente:
T (t) = 5 + Ce−kt, con C = 0.
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Tomamos como instante inicial t = 0 las 10 am, luego si T (0) = 23 oC, se
tiene:
23 = 5 + C,
de donde C = 18 y la solucio´n particular buscada queda de la forma:
T (t) = 5 + 18e−kt.
Para hallar el valor de la constante k tenemos en cuenta el dato de que al
cabo de 2 horas la temperatura es de 17 oC, luego T (2) = 17 oC. Sustituyendo
estos datos en la solucio´n tenemos:
17 = 5 + 18e−2k, luego k = −
1
2
ln
2
3
 0,202733...
Por consiguiente,
T (t) = 5 + 18e−0,202733t.
Para averiguar a que´ hora fue el crimen igualamos la temperatura a 37 oC
y despejamos t:
37 = 5 + 18e−0,202733t; por tanto t  −2h 50min.
Luego el crimen se produjo aproximadamente 2 horas y 50 minutos antes
de las 10 am, es decir a las 7 horas y 10 minutos de la man˜ana. 
2.6.3. Meca´nica Newtoniana
La Meca´nica estudia el movimiento de los objetos bajo el efecto de las
fuerzas que actu´an sobre ellas. La Meca´nica Newtoniana o cla´sica estudia el
movimiento de objetos ordinarios, es decir, objetos que son grandes compara-
dos con un a´tomo y cuyo movimiento es lento comparado con la velocidad de
la luz. Planteamos las ecuaciones del movimiento de un cuerpo utilizando la
segunda ley de Newton:
ma = F (t, x,
dx
dt
), (2.36)
donde el te´rmino de la derecha representa la fuerza resultante que actu´a sobre
el cuerpo en el instante t, en la posicio´n x y con velocidad v =
dx
dt
.
Para aplicar las leyes de Newton a un problema de meca´nica, seguiremos
el siguiente procedimiento:
1. Determinar todas las fuerzas que actu´an sobre el objeto en estudio.
2. Elegir un sistema de ejes coordenados apropiados y representar el movimien-
to del objeto y las fuerzas que actu´an sobre e´l.
3. Aplicar la segunda ley de Newton mediante la ecuacio´n (2.36) para de-
terminar las ecuaciones del movimiento del objeto.
 Nota 2.4. Supondremos que la aceleracio´n de la gravedad es constante con
valor g = 9,8 m/sg2.
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’ Ejemplo 2.19. Lanzamos un objeto de masa m con una velocidad inicial
v0 dirigida hacia abajo. Suponiendo que la fuerza debida a la resistencia del
aire es proporcional a la velocidad del objeto, determinemos:
La ecuacio´n que modeliza el movimiento de dicho objeto.
La distancia recorrida por el objeto en funcio´n del tiempo.
La velocidad del objeto en funcio´n del tiempo.
Solucio´n.
Sobre el objeto actu´an dos fuerzas: una fuerza constante debida a la accio´n
de la gravedad, dirigida verticalmente hacia abajo y de mo´dulo F1 = mg, y
una fuerza correspondiente a la resistencia del aire, contraria al movimiento y
proporcional a la velocidad del objeto, F2 = −kv(t) = −k
dx
dt
, siendo x(t) la
distancia recorrida por el objeto en su ca´ıda en un instante t. Consideramos
como eje de coordenadas un eje vertical con el valor x = 0 en la posicio´n desde
donde lanzamos el objeto hacia abajo, correspondiente al instante inicial t = 0
(ver Figura 2.2).
Figura 2.2: Fuerzas que actu´an en la ca´ıda de un objeto.
La fuerza total que actu´a sobre el cuerpo es:
F = F1 + F2 = mg − kv.
Aplicando la segunda ley de Newton, obtenemos la ecuacio´n diferencial que
modeliza este problema:
m
dv
dt
= mg − kv,
con la condicio´n inicial v(0) = v0.
Resolviendo esta ecuacio´n diferencial de variables separables obtenemos
v(t), la velocidad en cada instante t:
mdv
mg − kv
= dt,
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integrando se tiene:
−m
k
ln |mg − kv| = t+ C1,
|mg − kv| = C2e
−kt
m , C2 = e
C1 > 0,
mg − kv = C3e
−kt
m , C3 = ±C2,
kv = mg − C3e
−kt
m , C3 = 0,
ﬁnalmente:
v(t) =
mg
k
− Ce
−kt
m , C = 0.
Como mg − kv = 0 es solucio´n de la ecuacio´n diferencial, an˜adimos esta solu-
cio´n, v(t) = mgk , eliminando la condicio´n C = 0 y as´ı tenemos la solucio´n
general. Como nos interesa la solucio´n particular que veriﬁca la condicio´n ini-
cial v(0) = v0, sustituimos la condicio´n y despejamos C:
v0 =
mg
k
− C, por tanto: C =
mg
k
− v0.
Sustituyendo C en la ecuacio´n, tenemos la solucio´n de la ecuacio´n diferencial,
que nos da la velocidad del objeto en funcio´n del tiempo:
v(t) =
mg
k
− (
mg
k
− v0)e
−kt
m . (2.37)
Para obtener la distancia recorrida por el objeto en cada instante t, inte-
gramos v(t) respecto de t ya que v(t) =
dx
dt
:
x(t) =

v(t)dt =
mg
k
t+
m
k
(
mg
k
− v0)e
−kt
m +K. (2.38)
Sustituyendo ahora la condicio´n inicial x(0) = 0, calculamos la constante
de integracio´n K :
0 =
m
k
(
mg
k
− v0) +K, por tanto: K =
m
k
(v0 −
mg
k
).
Finalmente, sustituyendo K en (2.38) tenemos que la distancia recorrida por
el objeto en cada instante t es:
x(t) =
mg
k
t+
m
k
(v0 −
mg
k
)(1− e
−kt
m ).  (2.39)
’ Ejemplo 2.20. Un objeto de masa 3 kg se deja caer desde 500 metros de
altura. Suponiendo que la fuerza de la gravedad es constante y que la fuerza
debida a la resistencia del aire es proporcional a la velocidad del objeto, con
constante de proporcionalidad k = 3 kg/sg, veamos en que´ momento el objeto
golpeara´ contra el suelo.
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Solucio´n. Consideramos el modelo visto en el ejemplo anterior con los datos
m = 3, k = 3, g = 9,81 y, puesto que el objeto se deja caer, v0 = 0. La ecuacio´n
(2.39) queda:
x(t) = 9,81t− 9,81(1− e−t).
En el instante en que el objeto golpee contra el suelo, e´ste habra´ recorrido
500 m, por tanto x(t) = 500:
500 = 9,81t− 9,81(1− e−t) = 9,81t− 9,81− 9,81e−t → t+ e−t = 51,97.
Como no sabemos despejar t, podemos utilizar un me´todo nume´rico de
resolucio´n o bien, podemos considerar que e−t es muy pequen˜o para valores
cercanos a 51,97 y despreciar dicho te´rmino, tomando como resultado aproxi-
mado:
t  51,97 sg 
’ Ejemplo 2.21. Un paracaidista cuya masa es 75 kg se deja caer desde un
helico´ptero que se encuentra suspendido a 4000 m de altura sobre la superﬁcie
y cae hacia la tierra bajo la inﬂuencia de la gravedad. Se supone que la fuerza
gravitacional es constante y que la fuerza debida a la resistencia del aire es
proporcional a la velocidad del paracaidista, con constante de proporcionalidad
k1 = 15 kg/sg cuando el paraca´ıdas esta´ cerrado y k2 = 105 kg/sg cuando
esta´ abierto. Si el paraca´ıdas se abre 1 minuto despue´s de abandonar el he-
lico´ptero, veamos al cabo de cua´ntos segundos llegara´ el paracaidista a la
superﬁcie.
Solucio´n. So´lo estamos interesados en el momento en que el paracaidista
llega al suelo, no do´nde, por tanto, consideramos so´lo la componente vertical
del descenso. En este problema necesitamos dos ecuaciones, una que describa
el movimiento antes de abrir el paraca´ıdas y otra para despue´s de abrirlo.
Antes de abrir el paraca´ıdas: tenemos el mismo modelo que en el Ejem-
plo 2.19, con los datos v0 = 0, m = 75, k = k1 = 15 y g = 9,81. Denotamos
x1(t) a la distancia descendida por el paracaidista en t segundos y v1(t) = dx1dt ,
entonces, sustituyendo en (2.37) y (2.39), tenemos:
v1(t) = 49,05(1− e
−0,2t),
x1(t) = 49,05t− 245,25(1− e
−0,2t).
Por consiguiente, al cabo de t = 60 segundos, el paracaidista esta´ descen-
diendo a una velocidad de v1(60) = 49,05 m/sg y ha descendido x1(60) =
2697,75 m. En este instante se abre el paraca´ıdas.
Despue´s de abrir el paraca´ıdas: el paracaidista esta´ a 1302,25 m del
suelo con una velocidad de 49,05 m/sg. De nuevo tenemos el mismo modelo
que en el Ejemplo 2.19, pero con los datos v0 = 49,05, m = 75, k = k2 = 105
y g = 9,81. Denotamos x2(t) a la distancia descendida por el paracaidista en
t segundos y v2(t) a su velocidad en un instante t; entonces, sustituyendo en
(2.39), tenemos:
x2(t) = 7,01t+ 30,03(1− e
−1,4t).
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Para determinar en que´ momento llega a la superﬁcie, hacemos x2(t) =
1302,25 y, despejando t, sabremos cua´ntos segundos transcurren hasta llegar
al suelo desde que se abrio´ el paraca´ıdas:
1302,25 = 7,01t+ 30,03(1− e−1,4t)→ t− 4,28e−1,4t − 181,49 = 0.
Despreciando el te´rmino exponencial, se tiene t = 181,49 segundos. Luego
llegara´ al suelo 181,49 + 60 = 241,49 segundos despue´s de haberse lanzado
desde el helico´ptero. 
2.6.4. Problemas de mezclas
Sea x(t) la cantidad de sustancia presente en el tanque en el instante t y
sea dxdt la rapidez con que x cambia respecto al tiempo.
Para un tiempo t, la velocidad de cambio de la sustancia en el tanque,
dx
dt
,
debe ser igual a la velocidad a la que dicha sustancia entra en el tanque menos
la velocidad a la que lo abandona, es decir, la ecuacio´n diferencial que modeliza
este problema viene dada por:
dx
dt
= ve − vs
donde
ve(cantidad/t) =
velocidad de entrada
del ﬂuido (vol/t)
×
concentracio´n al
entrar (cantidad/vol)
vs(cantidad/t) =
velocidad de salida
del ﬂuido (vol/t)
×
concentracio´n al
salir (cantidad/vol)
La concentracio´n de salida es la cantidad de sustancia x(t) dividida por el
volumen total en el tanque en dicho instante t.
’ Ejemplo 2.22. Consideremos un tanque que, para un tiempo inicial t = 0,
contiene Q0 kg de sal disuelta en 100 litros de agua. Supongamos que en el
tanque entra agua conteniendo 14 kg de sal por litro, a razo´n de 3 litros/minuto
y que la solucio´n bien mezclada sale del tanque a la misma velocidad. Hallemos
una expresio´n que nos proporcione la cantidad de sal que hay en el tanque en
un tiempo t. Hallemos tambie´n una expresio´n que nos proporcione la concen-
tracio´n de sal en el tanque en cada instante t.
Solucio´n. Sea x(t) la cantidad de sal (en kg) en el tanque en un instante t.
La velocidad de cambio de sal en el tanque para un tiempo t, x(t), debe ser
igual a la velocidad de entrada de la sal en el tanque menos la velocidad de
salida:
dx
dt
= ve − vs,
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siendo
ve =
1
4
kg/l× 3 l/min,
vs =
x(t)
100
kg/l× 3 l/min.
Figura 2.3: Mezcla en un tanque.
Observamos que el volumen de agua en el tanque es constante, 100 litros,
ya que entra y sale la misma cantidad de ﬂuido por minuto.
Por consiguiente, tenemos la siguiente ecuacio´n diferencial:
dx
dt
=
3
4
−
3
100
x(t).
E´sta es una ecuacio´n lineal y su solucio´n general es:
x(t) = 25 + Ce−0,03t.
Para veriﬁcar la condicio´n inicial x(0) = Q0, se tendra´ que C = Q0 − 25,
por tanto:
x(t) = 25(1− e−0,03t) +Q0e
−0,03t (2.40)
es la expresio´n que nos da la cantidad de sal que hay en el tanque en un tiempo
t.
El primer te´rmino de la expresio´n (2.40) representa la cantidad debida a
la accio´n del proceso. Cuando t crece, este te´rmino se aproxima a 25. F´ısica-
mente, e´ste sera´ el valor l´ımite de x a medida que la solucio´n original va siendo
reemplazada por la solucio´n que entra con una concentracio´n de sal de 14 kg/l.
La concentracio´n, C(t), de sal en un instante t es:
C(t) =
x(t)
100
,
puesto que el volumen es 100 litros. 
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’ Ejemplo 2.23. Consideremos un depo´sito grande que contiene 1000 l de
agua. Una solucio´n salada de salmuera empieza a ﬂuir hacia el interior del
depo´sito, a una velocidad de 6 l/min. La solucio´n dentro del depo´sito se
mantiene bien agitada y ﬂuye hacia el exterior a una velocidad de 5 l/min.
Si la concentracio´n de sal en la salmuera que entra en el depo´sito es de 1 kg/l,
determinemos la concentracio´n de sal en el tanque en funcio´n del tiempo.
Solucio´n. Sea x(t) la cantidad de sal (en kg) en el tanque en un instante t. La
concentracio´n de sal en un instante t en el tanque sera´ la cantidad de sal que
hay en el tanque en dicho instante dividido por el volumen total de agua. En
este caso, el volumen de agua en el tanque no es constante, ya que la velocidad
de entrada y salida del ﬂuido no es la misma, pues entra ma´s agua que sale.
Sea y(t) el volumen (en litros) an˜adido al depo´sito en un instante t. Entonces,
la velocidad de entrada y salida de sal vendra´ dada por
ve = 1 kg/l× 6 l/min,
vs =
x(t)
1000 + y(t)
kg/l× 5 l/min.
Puesto que entran 6 l/min y salen 5 l/min, tenemos que cada minuto se
an˜ade 1 litro de agua al tanque, por tanto y(t) = t. Con estos datos, la variacio´n
de sal en el tanque vendra´ dada por la ecuacio´n diferencial
dx
dt
= ve − vs = 6−
5x
1000 + t
con la condicio´n inicial x(0) = 0, pues en el instante inicial el depo´sito no ten´ıa
sal.
Resolvemos esta ecuacio´n lineal:
x +
5
1000 + t
x = 6.
Hallamos el factor integrante:
µ(t) = e
 5
1000+tdt = (1000 + t)5
y obtenemos la solucio´n:
x(t) = (1000 + t) +
C
(1000 + t)5
.
Como x(0) = 0, sustituimos y obtenemos que C = −10006, por tanto:
x(t) = (1000 + t)−
10006
(1000 + t)5
es la cantidad de sal en el tanque en un instante t y la concentracio´n sera´:
C(t) =
x(t)
1000 + t
= 1−
10006
(1000 + t)6
kg/litro. 
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2.6.5. Desintegracio´n de sustancias radiactivas
La rapidez de desintegracio´n de una sustancia radiactiva es proporcional a
la cantidad presente de dicha sustancia, lo que nos lleva a la ecuacio´n diferen-
cial:
dA
dt
= −λA, λ > 0,
donde A(t) es la cantidad de sustancia presente en un instante t y λ es una
constante de proporcionalidad que depende de la sustancia. El signo negativo
en la ecuacio´n se debe a que la cantidad de materia va disminuyendo a medida
que el tiempo crece.
Se llama vida media o periodo de semidesintegracio´n a una medida de
la estabilidad de una sustancia radiactiva. La vida media es el tiempo necesario
para que se desintegren la mitad de los nu´cleos de una cantidad inicial A0 de
dicha sustancia. Cuanto ma´s larga es la vida media de un elemento, ma´s estable
es.
’ Ejemplo 2.24. Un reactor nuclear transforma el Uranio 238, que es relati-
vamente estable, en el iso´topo Plutonio 239. Despue´s de 15 an˜os se determina
que el 0.043% de la cantidad inicial A0 de Plutonio se ha desintegrado. De-
terminemos el periodo de semidesintegracio´n de este iso´topo si la velocidad de
desintegracio´n es proporcional a la cantidad restante.
Solucio´n. Sea A(t) la cantidad de Plutonio existente en un instante t (an˜os).
Como hemos visto, la ecuacio´n diferencial que describe este proceso es:
dA
dt
= −λA, λ > 0,
con las condiciones adicionales A(0) = A0 y A(15) = A0 −
0,043A0
100 , que nos
permitira´n hallar λ y la constante de integracio´n. Resolviendo esta ecuacio´n
separable tenemos la solucio´n:
A(t) = Ce−λt.
Sustituyendo la condicio´n A(0) = A0, se tiene:
A0 = Ce
0, por tanto: C = A0.
Sustituyendo el dato A(15) = 99,957100 A0, se tiene:
0,99957A0 = A0e
−15λ, por tanto: λ = 2867 · 10−8.
Por tanto, la solucio´n de la ecuacio´n diferencial es:
A(t) = A0e
−2867·10−8t.
Esta solucio´n nos proporciona la cantidad de materia existente al cabo de
t an˜os. Por deﬁnicio´n, el periodo de semidesintegracio´n sera´ un valor τ tal que
A(τ) = A02 ; por ello, sustituimos en la ecuacio´n:
A0
2
= A0e
−2867·10−8τ
B. Campos/C. Chiralt
65
c UJI
66Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
y despejamos el tiempo τ :
τ  24180 an˜os. 
En general, para cualquier sustancia radiactiva, se tiene que el periodo de
semidesintegracio´n sera´ un valor τ que veriﬁque:
A0
2
= A0e
−λτ , por tanto: ln 2 = λτ, es decir: λ =
ln 2
τ
.
A λ se le conoce como constante radiactiva. Cuanto mayor es su valor
ma´s radiactivo es el elemento.
2.6.6. Determinacio´n de edades por el me´todo del car-
bono 14
Alrededor de 1950, el qu´ımico Willard Libby ideo´ un me´todo en el cual
se usa carbono radiactivo para determinar la edad de los fo´siles. La teor´ıa se
basa en que el iso´topo carbono 14 (14C) se produce en la atmo´sfera por la
accio´n de la radiacio´n co´smica sobre el nitro´geno. El cociente de la cantidad
de 14C y la cantidad de carbono ordinario 12C presentes en la atmo´sfera es
constante y, en consecuencia, la proporcio´n de iso´topo presente en los orga-
nismos vivos es la misma que en la atmo´sfera. Cuando un organismo muere,
la absorcio´n del 14C cesa. Comparando la proporcio´n de 14C que hay en un
fo´sil con la proporcio´n constante encontrada en la atmo´sfera es posible obtener
una estimacio´n razonable de su edad. El me´todo se basa en que el per´ıodo de
semidesintegracio´n del 14C es de aproximadamente 5600 an˜os. Por su trabajo,
Libby gano´ el premio Nobel de Qu´ımica en 1960. El me´todo de Libby ha sido
utilizado para determinar la antigu¨edad del mobiliario de madera hallado en
las tumbas egipcias, as´ı como la de las envolturas de lienzo de los manuscritos
del Mar Muerto.
’ Ejemplo 2.25. Se ha encontrado que un hueso fosilizado contiene 1/1000
de la cantidad original de carbono 14. Determinemos la edad del fo´sil.
Solucio´n. Sea A(t) la cantidad de 14C presente en un instante t (an˜os) y
sea A(0) = A0 la cantidad inicial de 14C que ten´ıa el fo´sil. Consideramos la
ecuacio´n diferencial:
dA
dt
= −λA, λ > 0
cuya solucio´n es:
A(t) = A0e
−λt,
con λ =
ln 2
τ
.
Como actualmente se tiene una cantidad de 11000A0 de 14C, sustituyendo
en la solucio´n podemos despejar el tiempo transcurrido:
1
1000
A0 = A0e
− ln 25600 t,
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por tanto:
− ln 1000 = −
ln 2
5600
t,
de donde despejamos el tiempo:
t =
3 ln 10
ln 2
5600.
La edad del fo´sil es de aproximadamente 55808 an˜os. 
’ Ejemplo 2.26. Una muestra de carbo´n encontrada en Stonehenge re-
sulto´ contener un 63% del 14C de una muestra actual de la misma masa.
Veamos cua´l es la edad de la muestra de Stonehenge.
Solucio´n. Sea A(t) la cantidad de 14C presente en un instante t (an˜os) y sea
A(0) = A0 la cantidad inicial de 14C que ten´ıa la muestra encontrada. De
nuevo consideramos la ecuacio´n diferencial:
dA
dt
= −λA, λ > 0,
cuya solucio´n hemos visto en el ejemplo anterior viene dada por
A(t) = A0e
−λt,
con λ =
ln 2
τ
.
Como actualmente se tiene una cantidad de 63100A0 de 14C, sustituyendo
en la solucio´n podemos despejar el tiempo transcurrido y conocer la edad del
carbo´n:
63
100
A0 = A0e
−
ln 2
5600
t
,
ln 63− ln 100 = −
ln 2
5600
t
y despejamos t:
t =
2 ln 10− ln 63
ln 2
5600  3800 an˜os. 
2.6.7. Crecimiento de poblaciones
Para estudiar el crecimiento de poblaciones se pueden seguir diferentes
modelos. Por ejemplo, el modelo malthusiano o exponencial se basa en que la
tasa de crecimiento es proporcional a la poblacio´n; por tanto, esta´ descrito por
una ecuacio´n diferencial de la forma:
dx
dt
= k x, k > 0,
Un modelo de poblaciones ma´s realista es el modelo log´ıstico donde se
supone que existe una tasa de mortalidad debida a factores externos, llega´ndose
a la ecuacio´n diferencial de la forma:
dx
dt
= x(a− bx), x(0) = x0.
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’ Ejemplo 2.27. En 1790 Estados Unidos ten´ıa una poblacio´n de 3.93 mi-
llones de personas y en 1800 de 5.31 millones. Usando el modelo exponencial,
estimemos la poblacio´n de EEUU en funcio´n del tiempo.
Solucio´n. Sea x(t) la poblacio´n de EEUU en un instante t (an˜os). La solucio´n
de la ecuacio´n diferencial separable
dx
dt
= kx
es:
x(t) = Cekt.
Para el instante inicial t = 0, correspondiente al an˜o 1970, se tiene que
x(0) = 3,93 millones. Para el instante t = 10, correspondiente al an˜o 1800,
x(10) = 5,31 millones. Estos datos nos permiten calcular las constantes C y
k :
x(0) = C = 3,93
x(10) = 5,31 = 3,93e10k, de donde: k = 110 ln
5,31
3,93  0,03.
Por tanto, la expresio´n que nos da la poblacio´n de EEUU en funcio´n del tiempo
es:
x(t) = 3,93e0,03t. 
’ Ejemplo 2.28. Un estudiante portador de un virus de gripe regresa a un
campus universitario aislado que tiene 1000 estudiantes. Al cabo de 4 d´ıas hay
50 estudiantes contagiados. Si se supone que la rapidez con la que el virus se
propaga es proporcional al nu´mero de estudiantes contagiados y al nu´mero de
alumnos no contagiados, determinemos el nu´mero de estudiantes contagiados
que habra´ despue´s de 6 d´ıas.
Solucio´n. Sea x(t) el nu´mero de alumnos contagiados al cabo de t d´ıas.
Puesto que la rapidez con la que el virus se propaga es proporcional al nu´mero
x de estudiantes contagiados y tambie´n al nu´mero de alumnos no contagiados,
1000− x, la ecuacio´n diferencial para este problema sera´ de la forma:
dx
dt
= k x(1000− x).
Esta ecuacio´n es de variables separables:
dx
x(1000− x)
= k dt.
Integrando ambos lados:
1
1000
ln

x
1000− x
 = k t+ C1,
ln

x
1000− x
 = 1000k t+ C2, C2 = 1000C1,
x
1000− x
= Ce1000k t, C = eC2 .
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Consideremos ahora las condiciones adicionales. En el instante inicial so´lo
hab´ıa un estudiante contagiado, por tanto x(0) = 1 y sustituyendo se tiene:
1
999
= C.
Al cabo de cuatro d´ıas, hay 50 estudiantes contagiados, es decir, x(4) = 50,
sustituyendo:
50
1000− 50
=
1
999
e4000k
de donde despejando k se tiene:
k = 0,99 · 10−3.
Por tanto, la solucio´n (impl´ıcita) de la ecuacio´n diferencial es:
x
1000− x
=
1
999
e0,99t.
Para hallar el nu´mero de alumnos contagiados al cabo de 6 d´ıas, sustituimos
t = 6 y despejamos x :
x(6)
1000− x(6)
=
1
999
e0,99·6 = 0,38,
x(6) = 380− 0,38 x(6),
1,38 x(6) = 380,
por tanto:
x(6) =
380
1,38
 275 estudiantes. 
Ejercicios de la seccio´n 4.5
1. Halla la familia de trayectorias ortogonales a la familia de curvas dada
por:
(a) y2 − x2 + 4xy − 2Cx = 0.
(b) x2 + 2y2 =
C
x2
.
(c) x2 − 2yx− y2 = C.
(d) 2x2 + y2 = 4Cx.
(Solucio´n: (a) y3 + 3yx2 + 4x3 = C.
(b) ln |y| − x
2
2y2 = C.
(c) y2 − 2xy − x2 = C.
(d) y = Ce−x
2/y2).
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2. Halla el miembro de la familia de trayectorias ortogonales a la familia
x+ y = Cey,
que pasa por el punto (0, 5).
(Solucio´n: y = 3e−x − x+ 2).
3. Supongamos que un paracaidista de masa 80 kg se lanza desde un avio´n
y que su paraca´ıdas se abre en el instante t = 0 cuando su velocidad
es v(0) = 10 m/sg. Calcula la velocidad del paracaidista en un instante
t > 0 sabiendo que la resistencia al aire es proporcional al cuadrado
de la velocidad. (La constante de proporcionalidad es k = 4 kg/sg, y
tomemos g = 10 m/sg2). (Solucio´n: v(t) = 10
√
2(5,82846e
√
2t − 1)/(1 +
5,82846e
√
2t)).
4. Lanzamos un objeto de masa 75 kg desde una altura de 1000 m con una
velocidad inicial de 10 m/sg. Suponemos que la fuerza gravitacional es
constante y que la fuerza debida a la resistencia del aire es proporcional
a la velocidad, con constante de proporcionalidad k = 30 kg/sg. (a) ¿En
que´ instante t su velocidad sera´ el doble de la velocidad inicial?. (b)
¿Cua´nto tardara´ en llegar al suelo? (Solucio´n: (a) t = 2,74653 sg. (b)
t = 41,5 sg).
5. Un paracaidista cae hacia la superﬁcie terrestre partiendo del reposo. La
masa total del hombre y del equipo es de 100 Kg. Antes de que se abra
el paraca´ıdas la resistencia del aire (en Newtons) es de 5v, siendo v la
velocidad en m/sg. Despue´s de abierto el paraca´ıdas la resistencia del aire
es de 36v2. Si el paraca´ıdas se abre a los 5 segundos de iniciada la ca´ıda,
calcula la velocidad del paracaidista en funcio´n del tiempo. (Solucio´n:
v(t) = (−15,6325− 19,8787e3,76t)/(3− 3,81e3,76t)).
6. Una salmuera que contiene inicialmente 2 kg de sal por litro, ﬂuye hacia
el interior de un tanque inicialmente lleno con 500 litros de agua que
contienen 50 kg de sal. La salmuera entra en el tanque a una velocidad
de 6 l/min. La mezcla, que se mantiene uniforme por medio de agitacio´n,
esta´ saliendo del tanque a razo´n de 5 l/min.
a) Calcula la concentracio´n de sal en el tanque al cabo de 10 minutos.
b) Transcurridos 10 minutos, se presenta una fuga en el tanque que
ocasiona que salga de e´l un litro adicional por minuto. ¿Cu´al sera´ la
concentracio´n de sal contenida en el tanque al cabo de 20 minutos?
(Solucio´n: (a) 0,3128 kg/l. (b) 0,5001 kg/l).
7. Una habitacio´n que contiene 24 m3 de aire se encuentra inicialmente libre
de mono´xido de carbono. En el instante t = 0 entra en la habitacio´n humo
de cigarrillos con un contenido del 0,4% al ritmo de 0,024 m3/min. La
mezcla homogeneizada sale del local al mismo ritmo. Calcula el tiempo
que se tarda en obtener una concentracio´n del 0,012% de mono´xido de
carbono en el local. (Solucio´n: 35,6675 min).
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8. En un tanque con 2000 l de agua entran 10 l/min de agua conteniendo
2 kg/l de sal disuelta y salen 10 l/min hacia el exterior. Determina la
cantidad de sal que hay en el tanque en cada instante t. ¿Cua´ndo alcan-
zara´ la concentracio´n de sal en el tanque 1/2 kg/l? (Solucio´n: 57,536
min).
9. Un tanque cuya capacidad es de 1000 l contiene inicialmente 250 l de
agua en la que se encuentran disueltos 10 kg de sal. Una solucio´n con sal
conteniendo 0.3 kg/l de sal entra en el tanque a una velocidad de 15 l/min
y la mezcla, bien agitada, abandona el tanque a una velocidad de 5 l/min.
(a) Halla la cantidad de sal que hay en el tanque en un instante t. (b)
¿Que´ cantidad de sal hay en el tanque justo en el momento antes de
que e´ste comience a desbordarse? (Solucio´n: (a) x(t) = 0,3(250 + 10t)−
325
√
10(250 + 10t)−1/2). (b) 267,5 kg).
10. Un lago tiene un volumen de 458 km3. Los ﬂujos de entrada y salida
se realizan ambos a razo´n de 175 km3 por an˜o. En un determinado mo-
mento una fa´brica vierte sus residuos en e´l, siendo la concentracio´n de
contaminantes en dicho momento de 0.05%. A partir de ese momento
la concentracio´n de contaminantes que ingresa es de 0.01%. Suponiendo
que el agua se mezcla homoge´neamente dentro del lago, ¿cua´nto tiempo
pasara´ para que la concentracio´n de contaminantes en el lago se reduzca
al 0.02? (Solucio´n: t ≈ 63 an˜os).
11. En una cueva de Suda´frica se encontro´ un cra´neo humanoide junto con
los restos de una fogata. Los arqueo´logos creen que la edad del cra´neo
es igual a la de la fogata. Se ha establecido que solamente un 2% de
la cantidad original de 14C queda en la madera quemada en la fogata.
Calcula la edad aproximada del cra´neo. (Solucio´n: t  31605,5 an˜os).
12. La vida media del cobalto radioactivo es de 5270 an˜os. Supo´ngase que un
accidente nuclear ha dejado que el nivel de cobalto radioactivo ascien-
da en cierta regio´n a 100 veces el nivel aceptable para la vida humana.
¿Cua´nto tiempo pasara´ para que la regio´n vuelva a ser habitable? (Igno-
ramos la posible presencia de otros elementos radioactivos). (Solucio´n:
t  35,02 an˜os).
13. Supongamos que partimos de una cantidad inicial de fermento de levadu-
ra de 2 gr y al cabo de 2 horas es de 2,3 gr. ¿Cua´nto fermento habra´ al
cabo de 6 horas de comenzar la fermentacio´n si la velocidad con la que
crece el fermento es proporcional a la cantidad inicial? (Solucio´n: 3,04340
gr).
14. Consideremos que la rapidez con que crece un cierto rumor entre una
poblacio´n es proporcional al nu´mero de individuos que conocen la noticia
por el nu´mero de individuos que no la conocen. Supongamos que en el
instante t = 0, la mitad de una poblacio´n de 100000 personas han o´ıdo
cierto rumor y que el nu´mero de las que lo han o´ıdo crece en ese momento
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a razo´n de 1000 personas por d´ıa. ¿Cua´nto tiempo pasara´ para que el
rumor se extienda al 80% de la poblacio´n? (Solucio´n: t  34,66 d´ıas).
15. Sea P (t) la poblacio´n de una determinada ciudad en un instante t, cuya
variacio´n viene modelizada por la siguiente ecuacio´n diferencial:
dP
dt
= (β − δ)P,
siendo β y δ los ı´ndices de natalidad y mortalidad respectivamente.
Consideramos que dicha ciudad ten´ıa una poblacio´n de 1,5 millones en
1980. Supongamos que e´sta crece continuamente a razo´n del 4% anual
(β − δ = 0,04) y tambie´n que absorbe 50000 recie´n llegados por an˜o.
¿Cua´l sera´ la poblacio´n en el an˜o 2000? (Solucio´n: t  4,87 millones).
16. Una poblacio´n P (t) de pequen˜os roedores tiene un ı´ndice de natalidad
β = 0,001P (nacimientos por mes y por roedor) y un ı´ndice de mortalidad
δ constante. Si P (0) = 100 y P (0) = 8, ¿cua´nto tiempo (en meses)
tardara´ esta poblacio´n en duplicarse a 200 roedores? (Calculad primero
el valor de δ).(Solucio´n: t  5,89 meses).
17. Un pastel es retirado del horno a 210 oF deja´ndose enfriar a la tem-
peratura ambiente de 70 oF. Despue´s de 30minutos la temperatura del
pastel es de 140 oF, ¿cua´ndo estara´ a 100 oF? (Solucio´n: 66 min 40 seg).
18. Justo antes del mediod´ıa el cuerpo de una v´ıctima, aparentemente de
homicidio, se encuentra en un cuarto que se conserva a temperatura
constante a 69,8 oF. Al mediod´ıa la temperatura del cuerpo es 79,8 oF y
a la 1 pm es de 74,8 oF. Si se supone que la temperatura del cuerpo en
el momento de la muerte era de 98,6 oF y que se ha enfriado de acuerdo
con la ley de Newton. ¿Cua´l es la hora del crimen? (Solucio´n: 10 horas
28 min).
19. Un escalador sale de su campamento base a las 6 de la man˜ana. A medida
que asciende, la fatiga y la falta de ox´ıgeno hacen que la rapidez con la
que aumenta su elevacio´n sea inversamente proporcional a la distancia
que sube. A las 12 del mediod´ıa esta´ a una altura de 5700 m y a las 2
de la tarde ha llegado a la cima de la montan˜a, que esta´ a 6000 m. ¿A
que´ altura se encuentra el campamento base? (Solucio´n: 4686,1498 m).
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TEMA 3
Ecuaciones lineales de segundo
orden y de orden superior
En general, las ecuaciones diferenciales de orden mayor que uno son muy
dif´ıciles de resolver, aunque para casos especiales se conocen sustituciones que
transforman la ecuacio´n original en otra ecuacio´n que puede resolverse por
medio de funciones elementales, el´ıpticas o algu´n otro tipo de funcio´n especial.
Sin embargo, la teor´ıa de las ecuaciones lineales resulta sencilla ya que admite
una formalizacio´n algebraica y su resolucio´n resulta inmediata en el caso de
que los coeﬁcientes de la ecuacio´n sean constantes.
La ecuaciones diferenciales lineales de orden mayor que uno surgen al mo-
delizar muchos problemas de ingenier´ıa: muelles ela´sticos, ca´ıda de cuerpos,
ﬂujo de corrientes ele´ctricas, etc. Tambie´n resultan u´tiles para obtener aproxi-
maciones de las soluciones de los sistemas no lineales.
En este tema vamos a estudiar las ecuaciones diferenciales lineales y sus
aplicaciones, as´ı como me´todos para su resolucio´n.
Los objetivos concretos de este tema son:
Conocer la teor´ıa de las ecuaciones diferenciales lineales de orden dos y
generalizar este estudio a orden n.
Resolver ecuaciones diferenciales lineales con coeﬁcientes constantes.
Estudiar aplicaciones donde surgen este tipo de ecuaciones.
3.1. Introduccio´n
Comenzamos este tema modelizando el movimiento de un pe´ndulo simple.
Aunque este problema nos lleva a una ecuacio´n de segundo orden que no es
lineal y no sabemos hallar una solucio´n expl´ıcita, s´ı podemos aproximar dicha
ecuacio´n a una ecuacio´n lineal que sera´ sencilla de resolver.
Un pe´ndulo simple consta de una masa m suspendida por un cable, de
longitud l y masa despreciable, de modo que el cable se mantiene siempre recto
y la masa queda libre oscilando en un plano vertical. Con estas condiciones,
queremos describir la posicio´n de la masa en cada instante, α(t), siendo α el
a´ngulo que forma el cable con la vertical (ver Figura 3.1).
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Figura 3.1: Fuerzas que intervienen en el pe´ndulo simple.
La ecuacio´n que rige el movimiento del pe´ndulo se determina a partir de
la ley de Newton F = ma. Puesto que la masa se desplaza sobre una circun-
ferencia de radio l, la fuerza resultante F es un vector que actu´a a lo largo de
dicha circunferencia, es decir, tangente a ella. Por tanto, a =
d2s
dt2
, donde s es
la longitud de arco que indica la posicio´n de la masa (respecto de la vertical).
Las fuerzas que actu´an sobre el pe´ndulo son:
La tensio´n, T , dirigida hacia arriba en la direccio´n del cable.
El peso de la masa, en la direccio´n de la vertical y dirigido hacia aba-
jo, de mo´dulo mg. La fuerza ejercida por el peso de la masa tiene dos
componentes:
• F1: de mo´dulo igual al de T , pero con sentido opuesto; por tanto,
se cancela con
−→
T .
• F2: tangente a la trayectoria y con direccio´n opuesta al movimiento.
Su mo´dulo es F2 = −mg sinα.
La fuerza resultante que actu´a sobre el pe´ndulo es F2. Consideremos α > 0
a la derecha de la vertical, entonces:
F2 = −mg sinα = m
d2s
dt2
= ml
d2α
dt2
y la ecuacio´n diferencial que modeliza el problema queda en la forma siguiente:
d2α
dt2
+
g
l
sinα = 0.
Esta ecuacio´n es dif´ıcil de resolver: es un ejemplo de ecuacio´n no lineal.
En la pra´ctica, cuando se presenta una ecuacio´n diferencial no lineal es u´til
estudiar la linealizacio´n de la ecuacio´n que consiste en aproximarla mediante
una ecuacio´n lineal. En este caso, se observa que para valores pequen˜os de α
se tiene que sinα ≈ α y as´ı obtenemos la ecuacio´n lineal:
d2α
dt2
+
g
l
α = 0. (3.1)
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Para oscilaciones pequen˜as del pe´ndulo, las soluciones determinadas a par-
tir de (3.1) sera´n una buena aproximacio´n de las soluciones reales.
Para resolver esta ecuacio´n lineal estamos buscando una funcio´n α(t) con la
propiedad de que su segunda derivada sea igual a una constante negativa por
la propia funcio´n. Una solucio´n podr´ıa ser α(t) = cosωt o bien α(t) = sinωt,
para una constante ω adecuada. Sustituyendo α(t) = cosωt en (3.1) tenemos:
−ω2 cosωt+
g
l
cosωt = 0, es decir, (
g
l
− ω2) cosωt = 0.
Eligiendo ω2 = gl se tiene que α1(t) = cos(
g
l t) es una solucio´n de (3.1).
Ana´logamente, α2(t) = sin(
g
l t) es tambie´n solucio´n de (3.1). Dado que (3.1)
es una ecuacio´n lineal, cualquier combinacio´n de la forma:
α(t) = C1 cos(

g
l
t) + C2 sin(

g
l
t) (3.2)
es solucio´n, con C1 y C2 constantes arbitrarias. Como veremos en el Teorema
3.3 toda solucio´n de (3.1) sera´ de la forma (3.2).
Conociendo el desplazamiento inicial α(0) y la velocidad angular inicial
α(0) es posible determinar C1 y C2. Obtenemos as´ı las soluciones particulares
que describen el movimiento para cada condicio´n inicial.
Como el periodo de cosωt y sinωt es 2πω , entonces el periodo de oscilacio´n
del pe´ndulo es:
P =
2πg
l
= 2π

l
g
.
El movimiento descrito en la ecuacio´n (3.2) se llamamovimiento armo´nico
simple.
3.2. Ecuaciones lineales de segundo orden
Una ecuacio´n diferencial lineal de orden 2 es de la forma:
a2(x)
d2y
dx2
+ a1(x)
dy
dx
+ a0(x)y = b(x). (3.3)
Si los coeﬁcientes ai(x) son constantes, se dice que la ecuacio´n es de co-
eﬁcientes constantes; en caso contrario se llama ecuacio´n de coeﬁcientes
variables.
Si b(x) ≡ 0, se dice que la ecuacio´n es homoge´nea. Si b(x) = 0, se lla-
ma ecuacio´n no homoge´nea y el te´rmino b(x) se denomina te´rmino no
homoge´neo.
Restringimos el estudio de la ecuacio´n a los intervalos donde los coeﬁcientes
son funciones continuas. Es decir, asumimos que a2(x), a1(x), a0(x) y b(x) son
continuas en algu´n intervalo ]a, b[. Suponiendo adema´s que a2(x) = 0 en dicho
intervalo, podemos expresar la ecuacio´n (3.3) en forma cano´nica:
d2y
dx2
+ p(x)
dy
dx
+ q(x)y = g(x) (3.4)
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con p(x), q(x) y g(x) continuas en ]a, b[.
Bajo estas condiciones, el problema de valor inicial tiene solucio´n u´nica:
 Teorema 3.1. Sean p(x), q(x), g(x) funciones continuas en algu´n intervalo
]a, b[ que contiene al punto x0; entonces, para cualquier eleccio´n de los valores
y0, y1 existe una u´nica solucio´n del problema de valor inicial
y + p(x)y + q(x)y = g(x), sujeto a y(x0) = y0, y
(x0) = y1.
’ Ejemplo 3.1. Determinemos el ma´ximo intervalo para el cual el teorema
anterior nos asegura la existencia y unicidad de una solucio´n del problema de
valor inicial:
d2y
dx2
+
1
x− 3
dy
dx
+
√
x y = ln x, y(1) = 3
y(1) = −5.
Solucio´n. p(x) =
1
x− 3
es continua en R − {3}, q(x) =
√
x es continua en
[0,+∞[ y g(x) = ln x es continua en ]0,+∞[; por tanto, el mayor intervalo
abierto que contiene a x0 = 1 y donde las tres funciones son continuas a la vez
es ]0, 3[. 
3.2.1. Ecuaciones lineales homoge´neas
 Deﬁnicio´n 3.1. Asociada a la ecuacio´n (3.4) se tiene la siguiente ecuacio´n:
d2y
dx2
+ p(x)
dy
dx
+ q(x)y = 0 (3.5)
llamada ecuacio´n homoge´nea asociada a la ecuacio´n no homoge´nea (3.4).
A partir del te´rmino de la izquierda de la ecuacio´n (3.5), deﬁnimos el ope-
rador:
L[y] = y + py + qy,
llamado operador diferencial.
Entonces, la ecuacio´n (3.5) puede expresarse de la forma:
L[y](x) = 0. (3.6)
El operador diferencial es un operador lineal, ya que:
L[y1(x) + y2(x)] = L[y1(x)] + L[y2(x)],
L[Cy(x)] = CL[y(x)].
Debido a la linealidad de L, si y1(x) e y2(x) son soluciones de (3.6), entonces
cualquier combinacio´n lineal C1y1(x) + C2y2(x) tambie´n es solucio´n:
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 Teorema 3.2. Sean y1(x) e y2(x) soluciones de la ecuacio´n lineal homoge´nea
y + p(x)y + q(x)y = 0. (3.7)
Entonces, cualquier combinacio´n lineal C1y1(x)+C2y2(x), con C1, C2 constan-
tes arbitrarias, tambie´n es solucio´n de (3.7).
Demostracio´n. Sea L[y] = y + p(x)y + q(x)y. Como y1 e y2 son soluciones
de (3.7) se veriﬁca:
L[y1] = L[y2] = 0.
Veamos si C1y1 + C2y2 tambie´n es solucio´n. Dado que L es un operador
lineal se cumple:
L[C1y1 + C2y2] = C1L[y1] + C2L[y2] = C10 + C20 = 0,
luego C1y1(x) + C2y2(x) es solucio´n. 
’ Ejemplo 3.2. Dadas las funciones y1(x) = e2x cos (3x) e y2(x) = e2x sin (3x),
soluciones de la ecuacio´n diferencial y − 4y + 13y = 0, hallemos la solucio´n
de dicha ecuacio´n diferencial de segundo orden que veriﬁca las condiciones
iniciales y(0) = 2, y(0) = −5.
Solucio´n. Como consecuencia de la linealidad toda combinacio´n de estas solu-
ciones, y(x) = C1e2x cos (3x) + C2e2x sin (3x), tambie´n es solucio´n de dicha
ecuacio´n. Buscaremos C1 y C2 adecuadas para que se veriﬁquen las condi-
ciones iniciales dadas. Para ello, calculamos y(x):
y(x) = C1(2e
2x cos (3x)− 3e2x sin (3x)) + C2(2e
2x sin (3x) + 3e2x cos (3x))
y sustituimos las condiciones dadas:
y(0) = C1 = 2
y(0) = 2C1 + 3C2 = −5→ C2 = −3.
Por tanto, la solucio´n del problema de valor inicial es:
y(x) = 2e2x cos (3x)− 3e2x sin (3x). 
Como se ha visto, dadas dos soluciones de una ecuacio´n lineal de orden
dos, cualquier combinacio´n lineal de ellas tambie´n lo es. Nos preguntamos si
existen otras soluciones no incluidas en dicha combinacio´n lineal.
Consideremos una ecuacio´n homoge´nea sencilla:
y − y = 0. (3.8)
Las funciones y1 = ex e y2 = e−x son dos soluciones de esta ecuacio´n
diferencial. Por el teorema anterior, sabemos que toda combinacio´n lineal de
la forma C1ex+C2e−x tambie´n es solucio´n. Supongamos ahora que φ(x) es otra
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solucio´n de (3.8) y tomamos un valor ﬁjo x0 ∈ R. Si existen C1 y C2 constantes
tales que ambas funciones y sus derivadas coincidan en x0, entonces:

C1ex0 + C2e−x0 = φ(x0),
C1ex0 − C2e−x0 = φ(x0),
(3.9)
y tendremos dos soluciones φ(x) y C1ex + C2e−x que satisfacen las mismas
condiciones iniciales en x0, luego, por el teorema de existencia y unicidad,
ambas soluciones deben ser iguales:
φ(x) = C1e
x + C2e
−x ∀x,
es decir, cualquier otra solucio´n de la ecuacio´n esta´ incluida en esta combi-
nacio´n lineal.
Para que existan C1 y C2 veriﬁcando el sistema (3.9), e´ste ha de ser un
sistema compatible determinado y la condicio´n para que esto ocurra (por el
Teorema de Rouche Frobenius) es que:

ex0 e−x0
ex0 −e−x0
 = 0.
Para este caso concreto, hemos visto que dadas dos soluciones particulares
toda solucio´n se puede expresar como combinacio´n lineal de ellas.
En general, esta propiedad se cumple para ecuaciones lineales de orden dos,
si las soluciones dadas, y1 e y2 satisfacen determinada condicio´n que vemos en
el siguiente teorema.
 Teorema 3.3. Sean y1 e y2 soluciones en un intervalo ]a, b[ de la ecuacio´n
diferencial
y + p(x)y + q(x)y = 0, (3.10)
con p y q funciones continuas en ]a, b[. Si en algu´n punto x0 de ]a, b[ se satisface:

y1(x0) y2(x0)
y1(x0) y

2(x0)
 = 0 (3.11)
entonces, toda solucio´n de (3.10) se expresa de la forma
y(x) = C1y1(x) + C2y2(x), (3.12)
con C1 y C2 constantes.
Dadas dos soluciones y1 e y2 veriﬁcando el teorema anterior, se dice que
{y1(x), y2(x)} es un conjunto fundamental de soluciones de (3.10).
La combinacio´n lineal dada por (3.12) es la solucio´n general de (3.10).
Dadas dos funciones diferenciables y1 e y2, se denomina wronskiano de y1
e y2 a la funcio´n dada por:
W [y1, y2](x) =

y1(x) y2(x)
y1(x) y

2(x)
 .
B. Campos/C. Chiralt
78
c UJI
79Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
Luego una pareja de soluciones y1 e y2 de una ecuacio´n diferencial lineal
(3.10) en un intervalo ]a, b[ es un conjunto fundamental de soluciones si se
cumple que W [y1, y2](x0) = 0, para algu´n x0 ∈]a, b[.
Por tanto, resolver la ecuacio´n (3.10) consiste en hallar un conjunto funda-
mental de soluciones {y1(x), y2(x)} que nos proporcionara´ la solucio´n general
(3.12).
’ Ejemplo 3.3. Las funciones y1(x) = cos (3x) e y2(x) = sin (3x) son solu-
ciones de la ecuacio´n diferencial y+9y = 0 en el intervalo ]−∞,+∞[. Hallemos
la solucio´n general de dicha ecuacio´n diferencial.
Solucio´n. Veamos que estas dos funciones son linealmente independientes.
Para ello, comprobamos si el wronskiano es distinto de cero en algu´n punto:
W [y1, y2](x) =

cos (3x) sin (3x)
−3 sin (3x) 3 cos (3x)
 = 3 = 0, ∀x ∈ R,
en particular existe un x0 ∈ R donde el wronskiano es distinto de cero, luego
son linealmente independientes. Se trata, por tanto de un conjunto fundamen-
tal de soluciones y la solucio´n general es:
y(x) = C1 cos (3x) + C2 sin (3x). 
 Deﬁnicio´n 3.2. Dos funciones y1 e y2 se dice que son linealmente de-
pendientes en un intervalo ]a, b[ si existen constantes C1 y C2, que no se
anulan simulta´neamente, tales que:
C1y1(x) + C2y2(x) = 0, ∀x ∈ (a, b).
Por tanto,
 Deﬁnicio´n 3.3. Dos funciones y1 e y2 son linealmente independientes
en ]a, b[ si existe algu´n x0 ∈]a, b[ donde se veriﬁca:
C1y1(x0) + C2y2(x0) = 0.
Luego la condicio´n (3.11) es equivalente a exigir que y1 e y2 sean funciones
linealmente independientes en ]a, b[.
Esta deﬁnicio´n se extiende de modo natural para ma´s funciones.
’ Ejemplo 3.4. Determinemos si las funciones y1(x) = ex e y2(x) = e−2x son
linealmente dependientes o independientes en R.
Solucio´n. Veamos si veriﬁca la condicio´n (3.11):

ex0 e−2x0
ex0 −2e−2x0
 = −2e
−x0 − e−x0 = −3e−x0 = 0, ∀x0 ∈ R,
en particular existe un x0 ∈ R donde el wronskiano es distinto de cero, luego
son linealmente independientes. 
Cuando tratamos con funciones que son solucio´n de una ecuacio´n diferencial
de la forma (3.10), se tiene el siguiente resultado:
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 Teorema 3.4. Si y1 e y2 son soluciones de la ecuacio´n diferencial lineal
y + p(x)y + q(x)y = 0,
entonces su wronskiano, W [y1, y2](x), o bien es ide´nticamente nulo o bien no
se anula en ningu´n punto de ]a, b[.
Adema´s,
 Teorema 3.5. W [y1, y2](x) = 0 si y so´lo si y1 e y2 son linealmente indepen-
dientes.
Por tanto, para comprobar si dos soluciones forman un conjunto funda-
mental de soluciones, es decir, si son linealmente independientes, no hara´ falta
buscar un x0 donde se cumpla la condicio´n (3.11), directamente veremos si el
wronskiano es nulo o no.
Me´todo de reduccio´n del orden
Dada una ecuacio´n diferencial lineal homoge´nea de orden 2, el me´todo de
reduccio´n del orden nos permite obtener una segunda solucio´n a partir de una
solucio´n conocida.
Sea f(x) una solucio´n conocida de la ecuacio´n
y + p(x)y + q(x)y = 0. (3.13)
Este me´todo consiste en suponer que la otra solucio´n es de la forma:
y(x) = v(x) f(x).
Sustituyendo esta expresio´n en la ecuacio´n, e´sta se reduce a una ecuacio´n de
primer orden separable en la variable w = v. Una vez obtenida v(x), se integra
y se obtiene v(x). Es decir:
v(x) =

e−

p(x)dx
[f(x)]2
dx.
Si buscamos un conjunto fundamental de soluciones, elegiremos las constan-
tes de integracio´n de modo que f(x) y v(x) sean linealmente independientes.
’ Ejemplo 3.5. Dada la funcio´n f(x) = ex solucio´n de la ecuacio´n diferencial
y − 2y + y = 0, hallemos una segunda solucio´n linealmente independiente.
Solucio´n. Sea y(x) = v(x) f(x) = v(x) ex la nueva solucio´n, con v(x) a deter-
minar. Entonces:
y = v ex + v ex
y = v ex + 2v ex + v ex.
Sustituyendo en la ecuacio´n diferencial:
v ex + 2v ex + v ex − 2(v ex + v ex) + v ex = 0
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y simpliﬁcando:
v = 0.
Sea w = v, entonces:
w = 0, por tanto w(x) = C1, v
(x) = C1 y v(x) = C1x+ C2,
de donde tenemos que la solucio´n buscada es de la forma:
y(x) = (C1x+ C2) e
x.
Puesto que la solucio´n ha de ser linealmente independiente de f(x) = ex,
hemos de tomar C1 = 0. As´ı, tomando por ejemplo C1 = 1 y C2 = 0, una
segunda solucio´n linealmente independiente puede ser:
y(x) = x ex. 
’ Ejemplo 3.6. Dada la funcio´n f(x) = x solucio´n de la ecuacio´n diferencial
y− 2xy + 2y = 0, hallemos una segunda solucio´n linealmente independiente.
Solucio´n. Sea y(x) = v(x) f(x) = v(x) x la nueva solucio´n, con v(x) a deter-
minar. Entonces:
y = v + vx
y = 2v + v x.
Sustituyendo en la ecuacio´n diferencial:
2v + v x− 2x(v + vx) + 2v x = 0
y simpliﬁcando:
xv + (2− 2x2)v = 0.
Sea w = v, entonces:
xw + (2− 2x2)w = 0.
Resolvemos ahora esta ecuacio´n de primer orden. Separando las variables,
tenemos:
dw
w
=
2x2 − 2
x
dx,
integramos ambos lados,
ln |w| = x2 − 2 ln |x|+ C1
y al despejar w obtenemos:
w = C
ex
2
x2
.
Por tanto:
v = C
ex
2
x2
,
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de donde tendremos:
v(x) = C

ex
2
x2
dx.
Puesto que esta integral no se puede hallar en te´rminos de funciones ele-
mentales, podemos expresar y(x) en te´rminos de una integral deﬁnida:
y(x) = x
 x
1
et
2
t2
dt
y aproximar los valores de y(x) mediante un me´todo nume´rico. Otra opcio´n
ser´ıa obtener un desarrollo en series de potencias del integrando. 
Ca´lculo de un conjunto fundamental de soluciones para ecuaciones
homoge´neas con coeﬁcientes constantes
Consideremos la ecuacio´n diferencial homoge´nea con coeﬁcientes constantes
ay + by + cy = 0. (3.14)
Puesto que los coeﬁcientes a, b y c son funciones constantes, y por tanto son
funciones continuas en R, el Teorema de Existencia y Unicidad nos garantiza
que (3.14) tiene soluciones en R.
Buscamos un conjunto fundamental de soluciones para construir la solucio´n
general. La forma que tiene la ecuacio´n nos sugiere que busquemos soluciones
de la forma y(x) = erx, siendo r una constante a determinar. Para ello, deriva-
mos esta posible solucio´n:
y = rerx, y = r2erx
y la sustituimos, junto con sus derivadas en (3.14):
ar2erx + brerx + cerx = 0.
Sacando factor comu´n: �
ar2 + br + c

erx = 0,
como la funcio´n exponencial siempre es distinta de cero, se ha de cumplir la
siguiente condicio´n:
ar2 + br + c = 0. (3.15)
Luego erx sera´ solucio´n de (3.15) si r satisface la ecuacio´n (3.15); a es-
ta ecuacio´n la llamamos ecuacio´n auxiliar o ecuacio´n caracter´ıstica. Al
polinomio p(r) = ar2 + br + c se le llama polinomio caracter´ıstico.
Las ra´ıces de la ecuacio´n auxiliar son:
r1 =
−b+
√
b2 − 4ac
2a
, r2 =
−b−
√
b2 − 4ac
2a
.
Dependiendo de los valores de estas ra´ıces, construimos el conjunto funda-
mental de soluciones:
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(I) Ra´ıces reales y distintas
Si r1 = r2 son ra´ıces reales distintas, un conjunto fundamental de solu-
ciones de (3.14) es
{er1x, er2x} .
Entonces, la solucio´n general es
y(x) = C1e
r1x + C2e
r2x.
El procedimiento anterior nos proporciona las soluciones y a continuacio´n
comprobamos que son linealmente independientes,
W [er1x, er2x] =

er1x er2x
r1er1x r2er2x
 = e
r1xer2x(r2 − r1) = 0, ∀x ∈ R.
(II) Ra´ıces reales repetidas
Si r1 = r2 = r son ra´ıces reales repetidas, un conjunto fundamental de
soluciones de (3.14) es:
{erx, xerx}.
Entonces, la solucio´n general es:
y(x) = C1e
rx + C2xe
rx.
En este caso, la segunda solucio´n se ha obtenido mediante el me´todo de
reduccio´n del orden. Comprobemos que las soluciones son linealmente
independientes,
W [erx, xerx] =

erx xerx
rerx erx(1 + rx)
 = e
2rx = 0, ∀x ∈ R.
Esta construccio´n se generaliza para ecuaciones de cualquier orden.
’ Ejemplo 3.7. Hallemos la solucio´n general de la ecuacio´n y+2y− y = 0.
Solucio´n. La ecuacio´n auxiliar asociada a esta ecuacio´n es r2+2r−1 = 0, cuyas
ra´ıces son r1 = −1 +
√
2 y r2 = −1−
√
2; por tanto, el conjunto fundamental
de soluciones es:
{e(−1+
√
2)x, e(−1−
√
2)x}
y la solucio´n general es:
y(x) = C1e
(−1+
√
2)x + C2e
(−1−
√
2)x. 
’ Ejemplo 3.8. Resolvamos la ecuacio´n diferencial y + 4y + 4y = 0.
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Solucio´n. La ecuacio´n auxiliar asociada a esta ecuacio´n es r2 + 4r + 4 = 0,
cuya solucio´n es r = −2 con orden de multiplicidad 2; por tanto, el conjunto
fundamental de soluciones es:
{e−2x, x e−2x}
y la solucio´n general es:
y(x) = C1e
−2x + C2 x e
−2x. 
’ Ejemplo 3.9. Hallemos la solucio´n general de la ecuacio´n y+3y−y−3y =
0.
Solucio´n. La construccio´n vista anteriormente se puede generalizar, en este ca-
so, para una ecuacio´n de orden 3. La ecuacio´n auxiliar asociada a esta ecuacio´n
es r3 +3r2− r− 3 = 0, cuyas ra´ıces son r1 = 1, r2 = −1 y r3 = −3; por tanto,
el conjunto fundamental de soluciones es:
{ex, e−x, e−3x}
y la solucio´n general es:
y(x) = C1e
x + C2e
−x + C3e
−3x. 
(III) Ra´ıces complejas conjugadas
Si las ra´ıces r1 = α + iβ y r2 = α − iβ son complejas conjugadas, un
conjunto fundamental de soluciones es:
{eαx cos (βx), eαx sin (βx)} .
Entonces la solucio´n general es:
y(x) = C1e
αx cos (βx) + C2e
αx sin (βx).
Veamos que si las ra´ıces de la ecuacio´n auxiliar son r1 = α + iβ y
r2 = α − iβ, con α, β ∈ R, entonces {eαx cos (βx), eαx sin (βx)} es un
conjunto fundamental de soluciones.
Siguiendo el razonamiento visto para las ra´ıces reales tenemos como solu-
ciones er1x y er2x. Tomemos er1x (tomando er2x llegar´ıamos a las mismas
conclusiones). Utilizando la fo´rmula de Euler se tiene:
er1x = e(α+iβ)x = eαxeiβx = eαx(cos (βx) + i sin (βx))
y obtenemos una solucio´n compleja:
z(x) = eαx cos (βx) + ieαx sin (βx).
A partir de ella obtenemos dos soluciones reales de la ecuacio´n diferencial
teniendo en cuenta el siguiente resultado:
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 Lema 3.1. Si z(x) = u(x) + iv(x) es solucio´n de la ecuacio´n homoge´nea
ay + by + cy = 0 (3.16)
donde a, b, c ∈ R, entonces, u(x) y v(x) son soluciones reales de dicha ecuacio´n.
Demostracio´n. Si z(x) es solucio´n, entonces:
az + bz + cz = 0.
Sustituimos z(x) junto con sus derivadas en la ecuacio´n (3.16):
a(u + iv) + b(u + iv) + c(u+ iv) = 0,
agrupamos te´rminos:
(au + bu + cu) + i(av + bv + cv) = 0
e igualando la parte real y la parte imaginaria a 0, se tiene:
au + bu + cu = 0, av + bv + cv = 0;
por tanto, u(x) y v(x) son soluciones reales de la ecuacio´n diferencial. 
’ Ejemplo 3.10. Hallemos la solucio´n general de la ecuacio´n y+2y+5y = 0.
Solucio´n. La ecuacio´n auxiliar asociada a esta ecuacio´n es r2 + 2r + 5 = 0,
cuyas ra´ıces son r1 = −1+2i y r2 = −1−2i; por tanto, el conjunto fundamental
de soluciones es:
{e−x cos (2x), e−x sin (2x)}
y la solucio´n general es:
y(x) = C1e
−x cos (2x) + C2e
−x sin (2x). 
3.2.2. Ecuaciones lineales no homoge´neas
Consideremos el operador lineal:
L [y] = y + py + qy.
Si la funcio´n y1(x) veriﬁca que L [y1] (x) = g1(x), quiere decir que y1(x) es
solucio´n de la ecuacio´n diferencial no homoge´nea
y + p(x)y + q(x)y = g1(x).
Si la funcio´n y2(x) veriﬁca que L [y2] (x) = g2(x), quiere decir que y2(x) es
solucio´n de la ecuacio´n diferencial no homoge´nea
y + p(x)y + q(x)y = g2(x).
Puesto que L es un operador lineal se tiene que:
L [C1y1 + C2y2] (x) = C1L [y1] (x) + C2L [y2] (x) = C1g1(x) + C2g2(x),
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siendo C1 y C2 constantes cualesquiera. Esto nos dice que la funcio´n C1y1(x)+
C2y2(x) es solucio´n de la ecuacio´n diferencial no homoge´nea
y + p(x)y + q(x)y = C1g1(x) + C2g2(x).
Este resultado que acabamos de ver se conoce como el principio de su-
perposicio´n.
’ Ejemplo 3.11. La funcio´n y1(x) = −x3 −
2
9 es solucio´n de la ecuacio´n
diferencial
y + 2y − 3y = x
y la funcio´n y2(x) = e
2x
5 es solucio´n de la ecuacio´n diferencial
y + 2y − 3y = e2x.
Hallemos una solucio´n de la ecuacio´n diferencial
y + 2y − 3y = 4x− 5e2x.
Solucio´n. Sea L[y] = y+2y−3y. Entonces L[y1](x) = x = g1(x) y L[y2](x) =
e2x = g2(x). Puesto que:
4x− 5e2x = 4g1(x)− 5g2(x),
por el principio de superposicio´n se tiene que:
L[4y1 − 5y2](x) = 4g1(x)− 5g2(x);
por tanto, la solucio´n buscada es:
y(x) = 4g1(x)− 5g2(x),
es decir,
y(x) = −
4x
3
−
8
9
− e2x. 
Combinando el principio de superposicio´n y la representacio´n de las solu-
ciones de la ecuacio´n homoge´nea, se obtiene la solucio´n general de una ecuacio´n
diferencial lineal con coeﬁcientes constantes no homoge´nea:
 Teorema 3.6. Sea yp(x) una solucio´n particular de la ecuacio´n no ho-
moge´nea
y + p(x)y + q(x)y = g(x) (3.17)
en ]a, b[ y sean y1(x) e y2(x) dos soluciones linealmente independientes de la
ecuacio´n homoge´nea asociada
y + p(x)y + q(x)y = 0.
Entonces, la solucio´n general de (3.17) viene dada por:
y(x) = C1y1(x) + C2y2(x) + yp(x), con C1 y C2 constantes.
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Demostracio´n. Sea φ(x) una solucio´n cualquiera de (3.17), entonces φ(x)
e yp(x) son dos soluciones de (3.17).
Por el principio de superposicio´n se tiene que φ(x) − yp(x) es solucio´n de
la ecuacio´n homoge´nea
y + p(x)y + q(x)y = g(x)− g(x) = 0.
Como {y1(x), y2(x)} es un conjunto fundamental de esta ecuacio´n ho-
moge´nea asociada, se cumple que la solucio´n φ(x) − yp(x) es combinacio´n
lineal de y1 e y2. Luego existira´n constantes C1 y C2 tales que:
φ(x)− yp(x) = C1y1(x) + C2y2(x).
Por tanto, la solucio´n es:
φ(x) = yp(x) + C1y1(x) + C2y2(x). 
El procedimiento que indica el Teorema 3.6 se puede resumir de la siguiente
forma:
Hallamos la solucio´n general de la ecuacio´n homoge´nea asociada:
yh(x) = C1y1(x) + C2y2(x).
Buscamos una solucio´n particular yp(x) de la no homoge´nea.
La solucio´n general de la ecuacio´n completa, es decir, de la no homoge´nea,
es la suma de las dos soluciones anteriores:
y(x) = yh(x) + yp(x).
’ Ejemplo 3.12. Sabiendo que yp(x) = x2 es una solucio´n particular de
la ecuacio´n diferencial y − y = 2 − x2, hallemos la solucio´n general de esta
ecuacio´n no homoge´nea.
Solucio´n. Busquemos la solucio´n general de la ecuacio´n homoge´nea asociada
y− y = 0. Su ecuacio´n auxiliar es r2− 1 = 0 y sus ra´ıces son r = 1 y r = −1.
Por tanto, la solucio´n general de la homoge´nea es:
yh(x) = C1e
x + C2e
−x
y la solucio´n general de la completa es:
y(x) = C1e
x + C2e
−x + x2. 
Ya hemos estudiado co´mo hallarla solucio´n general yh(x) de la ecuacio´n ho-
moge´nea asociada. Veamos co´mo hallar una solucio´n particular de la ecuacio´n
completa.
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Ca´lculo de una solucio´n particular
A continuacio´n damos dos me´todos que nos permiten encontrar una solu-
cio´n particular de una ecuacio´n lineal no homoge´nea de segundo orden: el
me´todo de los coeﬁcientes indeterminados y el me´todo de variacio´n de los
para´metros.
(I) Me´todo de los coeﬁcientes indeterminados
Supongamos que tenemos una ecuacio´n lineal con coeﬁcientes constantes
ay + by + cy = g(x)
con el te´rmino no homoge´neo g(x) correspondiente a una funcio´n polino´mica,
exponencial, seno, coseno o suma ﬁnita de e´stas.
Este me´todo consiste en hacer una suposicio´n inicial para la solucio´n par-
ticular con coeﬁcientes sin especiﬁcar. La expresio´n supuesta se sustituye en
la ecuacio´n diferencial y se intenta determinar los coeﬁcientes. Si no es posible
determinarlos signiﬁca que no es va´lida la solucio´n propuesta y debemos, por
tanto, modiﬁcar la suposicio´n inicial.
La limitacio´n del me´todo es que so´lo suele funcionar bien con las ecuaciones
con coeﬁcientes constantes y cuando el te´rmino no homoge´neo tiene la forma
indicada.
’ Ejemplo 3.13. Hallemos una solucio´n particular de la ecuacio´n diferencial
y + 3y + 2y = 3x+ 1.
Solucio´n. La parte homoge´nea expresada en te´rminos de operadores lineales
es:
L [y] (x) = y + 3y + 2y.
Buscamos una funcio´n yp(x) tal que L [yp] (x) = 3x+ 1.
Notemos que si aplicamos L a cualquier funcio´n lineal yp(x) = Ax+ B, se
obtiene una funcio´n lineal:
L [yp] (x) = 0 + 3A+ 2(Ax+B) = 2Ax+ (3A+ 2B).
Igualando al te´rmino no homoge´neo:
2Ax+ (3A+ 2B) = 3x+ 1
intentamos hallar los coeﬁcientes A y B, para ello resolvemos el sistema:



2A = 3
3A+ 2B = 1
de donde:



A =
3
2
B = −
7
4
.
As´ı, la funcio´n
yp(x) =
3
2
x−
7
4
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es una solucio´n particular de la ecuacio´n. 
Este ejemplo nos lleva a plantear que si el te´rmino no homoge´neo es un poli-
nomio de grado n, es decir, si L [y] (x) = Pn(x), podemos ensayar como solu-
cio´n particular un polinomio del mismo grado, yp(x) = Anxn+ · · ·+A1x+A0,
con los coeﬁcientes An,..., A1, A0 a determinar. Los coeﬁcientes se determinan
sustituyendo en la ecuacio´n diferencial y resolviendo el sistema obtenido para
An, · · · , A1, A0.
’ Ejemplo 3.14. Hallemos una solucio´n particular de la ecuacio´n diferencial
y + 3y + 2y = e3x.
Solucio´n. En este caso, buscamos una funcio´n yp(x) tal que L [yp] (x) = e3x,
con L [y] (x) = y + 3y + 2y. Probemos con una solucio´n de la forma yp(x) =
Ae3x, donde A es el coeﬁciente a determinar. Entonces,
L [yp] (x) = 9Ae
3x + 3(3Ae3x) + 2Ae3x = e3x
de donde:
20Ae3x = e3x
y despejamos A:
A =
1
20
.
Por tanto, la funcio´n
yp(x) =
1
20
e3x
es una solucio´n particular de la ecuacio´n. 
Este ejemplo nos lleva a pensar que si L [y] (x) = aeαx con a y α constantes,
podemos ensayar yp(x) = Aeαx con A coeﬁciente a determinar.
’ Ejemplo 3.15. Hallemos una solucio´n particular de la ecuacio´n diferencial
y − y − y = sin x.
Solucio´n. Buscamos ahora una funcio´n yp(x) tal que L [yp] (x) = sin x. Po-
dr´ıamos probar con una funcio´n de la forma A sin x, pero al aplicar el operador
diferencial L, nos aparecer´ıan te´rminos en sinx y cosx,mientras que en la parte
derecha de la ecuacio´n so´lo hay te´rmino en sinx :
L [yp] (x) = −2A sin x− A cosx = sin x
y esto implicar´ıa que A = 0 y por tanto yp(x) = 0, que no es solucio´n. Luego
deberemos probar con una solucio´n particular cuya forma contenga tambie´n
te´rminos en cosx :
yp(x) = A cosx+B sin x.
En este caso, derivando e igualando al te´rmino no homoge´neo, se tiene:
L [yp] (x) = (−2A− B) cosx+ (A− 2B) sin x = sin x.
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Igualando los coeﬁcientes de sin x y cosx, obtenemos el sistema:



−2A− B = 0
A− 2B = 1
cuya solucio´n es A = 15 y B = −
2
5 .
Por tanto, la funcio´n
yp(x) =
1
5
cosx−
2
5
sin x
es una solucio´n particular de la ecuacio´n. 
De manera ma´s general, si tenemos L [y] (x) = a cos (βx) + b sin (βx), el
me´todo sugiere que se pruebe con soluciones de la forma yp(x) = A cos (βx) +
B sin (βx), con A y B coeﬁcientes a determinar.
’ Ejemplo 3.16. Hallemos una solucio´n particular de la ecuacio´n diferencial
y + y = 5.
Solucio´n. Puesto que el te´rmino no homoge´neo es un polinomio constante,
el Ejemplo 3.13 sugiere tomar yp(x) = A y hacer L [yp] (x) = 5. Pero entonces
se obtiene:
L [yp] (x) = 0 = 5.
Esta situacio´n ocurre porque cualquier solucio´n constante es solucio´n de la
homoge´nea.
Observamos que podemos integrar ambos miembros de esta ecuacio´n, y
entonces se tiene:
y + y = 5x+ C1,
que es una ecuacio´n lineal de primer orden que s´ı sabemos resolver. Hallamos
el factor integrante:
µ(x) = e

dx = ex
y la solucio´n es:
y(x) = e−x

ex(5x+ C1)dx = 5x− 5 + C1 + C2e
−x.
Notemos que si tomamos C1 = 5 y C2 = 0, tenemos la solucio´n particular
y(x) = 5x. Esto sugiere, que en el intento de utilizar coeﬁcientes indetermi-
nados deb´ıamos haber probado con una solucio´n de la forma yp(x) = Ax en
lugar de yp(x) = A. Con la suposicio´n yp(x) = Ax, tenemos que:
L [yp] (x) = 0 + A = 5→ A = 5
y obtenemos que, efectivamente, yp(x) = 5x es una solucio´n particular de la
ecuacio´n. 
Como se ha visto en este ejemplo, la eleccio´n de yp no hab´ıa resultado
adecuada porque dicha funcio´n era una solucio´n de la ecuacio´n homoge´nea
asociada. Sin embargo, al considerar xyp(x) se ha podido encontrar la solucio´n.
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Por consiguiente, el me´todo de los coeﬁcientes indeterminados debera´ tener
en cuenta esta situacio´n, de modo que si la expresio´n supuesta inicialmente
para yp es solucio´n de la ecuacio´n homoge´nea asociada, se reemplazara´ por
xhyp, siendo h el menor entero no negativo tal que ningu´n te´rmino de la ex-
presio´n xhyp sea solucio´n de la ecuacio´n homoge´nea.
Como se ha visto en los ejemplos, se elige la forma de la solucio´n particular
dependiendo de la forma del te´rmino no homoge´neo g(x) y de las ra´ıces de la
ecuacio´n caracter´ıstica. Tenemos as´ı los siguientes casos:
Caso I: El te´rmino no homoge´neo es un polinomio de grado n,
g(x) = anxn + ...+ a1x+ a0.
En este caso se propone como solucio´n particular un polinomio del mismo
grado al que le multiplicamos el te´rmino xh:
yp(x) = (Anxn + ...+ A1 + A0) xh.
siendo An, An−1, ..., A1, A0 coeﬁcientes a determinar. El te´rmino xh se an˜ade
si 0 es una de las soluciones de la ecuacio´n caracter´ıstica, siendo h su orden de
multiplicidad.
’ Ejemplo 3.17. Para la ecuacio´n diferencial y− 5y+6y = x2+5, veamos
que´ solucio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo g(x) es un polinomio de grado 2.
Las ra´ıces del polinomio caracter´ıstico son r1 = 2 y r2 = 3. Como 0 no
es ra´ız se tiene que h = 0, es decir, xh = 1.
Teniendo esto en cuenta se propone como solucio´n particular un polinomio
de grado 1 con coeﬁcientes A, B y C a determinar:
yp(x) = Ax
2 +Bx+ C. 
’ Ejemplo 3.18. Consideramos la ecuacio´n diferencial y + 4y = 3x − 2.
Veamos que´ solucio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo g(x) es un polinomio de grado 1.
Las soluciones de la ecuacio´n caracter´ıstica son: r1 = 3 con orden de
multiplicidad 1 y r2 = 0 con orden de multiplicidad 2. Por tanto, h = 2
y en la solucio´n particular an˜adimos xh = x2.
Teniendo esto en cuenta se propone como solucio´n particular un polinomio
de grado 1 con A y B coeﬁcientes a determinar, multiplicado por el te´rmino
x2:
yp(x) = (Ax+B)x
2. 
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Caso II: El te´rmino no homoge´neo es un producto de una exponencial y un
polinomio de grado n :
g(x) = eαx (anxn + ...+ a1x+ a0).
En este caso se propone como solucio´n particular el producto de un polinomio
del mismo grado multiplicado por la misma exponencial que aparece en g(x) y
an˜adimos el te´rmino xh si α es una de las ra´ıces de la ecuacio´n caracter´ıstica,
siendo h su orden de multiplicidad:
yp(x) = eαx (Anxn + ...+ A1 + A0) xh.
con An, An−1, ..., A1, A0 a determinar.
 Nota 3.1. Cuando α = 0 estamos en la situacio´n del caso I.
’ Ejemplo 3.19. Dada la ecuacio´n y−2y−y+2y = e3x(3x3+x), veamos
que´ solucio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo g(x) es el producto de una exponencial con
α = 3 y un polinomio de grado 3.
Las soluciones de la ecuacio´n caracter´ıstica son: r1 = 1, r2 = −1 y r3 = 2,
luego 3 no es ra´ız; por tanto, h = 0.
As´ı pues, la propuesta de solucio´n particular es la funcio´n exponencial que
aparece en g(x) multiplicada por un polinomio de grado 3 completo con coe-
ﬁcientes A, B, C y D a determinar. En este caso xh = x0 = 1.
yp(x) = e
3x(Ax3 +Bx2 + Cx+D). 
’ Ejemplo 3.20. Dada la ecuacio´n diferencial y− y = ex, veamos que´ solu-
cio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo g(x) es ex, es decir el producto de una expo-
nencial con α = 1 y un polinomio de grado 0.
Las soluciones de la ecuacio´n caracter´ıstica son: r1 = 1 con orden de
multiplicidad 3; por tanto, h = 3.
Teniendo en cuenta la forma del te´rmino no homoge´neo g(x) la solucio´n par-
ticular que se propone es el producto de la exponencial que aparece en g(x)
multiplicada por un polinomio de grado 0, an˜adiendo el te´rmino xh = x3:
yp(x) = e
x A x3. 
Caso III: El te´rmino no homoge´neo es un producto de una exponencial y una
combinacio´n de coseno y seno del mismo a´ngulo multiplicados por polinomios:
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g(x) = eαx[Pn(x) cos(βx) +Qm(x) sin(βx)].
En este caso la propuesta de solucio´n particular es el producto de la fun-
cio´n exponencial eαx que aparece en g(x) multiplicado por, cos(βx) por un
polinomio y sin(βx) por otro polinomio. Estos polinomios tienen el mismo
grado, el mayor grado de los que aparecen en g(x) y con coeﬁcientes diferentes
a determinar. An˜adimos el te´rmino xh si α ± iβ es una de las ra´ıces de la
ecuacio´n caracter´ıstica, siendo h su orden de multiplicidad.
yp(x) = eαx[PN(x) cos(βx) +QN(x) sin(βx)] xh.
con PN(x) y QN(x) polinomios de grado N = ma´x{n,m} y con coeﬁcientes a
determinar para cada uno de ellos.
 Nota 3.2. Cuando β = 0 este caso corresponde al caso II. Y si α = β = 0
se tiene el caso I.
’ Ejemplo 3.21. Dada la ecuacio´n diferencial de orden dos y − 2y − 3y =
e2x(x2 cos (3x) + 5x sin (3x)), veamos que´ solucio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo g(x) es el producto de una exponencial con
α = 2 y una suma de coseno y seno, con β = 3, multiplicados por
polinomios de grado 2 y 1, respectivamente. Luego N = 2.
Las soluciones de la ecuacio´n caracter´ıstica son: r1 = −1 y r2 = 3. Como
2± 3i no son ra´ıces, entonces h = 0.
Con todo ello la propuesta de solucio´n particular es el producto de la ex-
ponencial con α = 2 y una suma de coseno y seno, con β = 3, multiplicados
por polinomios de grado 2. El te´rmino xh = x0 = 1; por tanto,
yp(x) = e
2x[(Ax2 +Bx+ C) cos (3x) + (Dx2 + Ex+ F ) sin (3x)]. 
’ Ejemplo 3.22. Dada la ecuacio´n diferencial y − 2y + 2 = 3ex sin (x),
veamos que´ solucio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo g(x) es el producto de una exponencial con
α = 1 y una suma de coseno y seno, con β = 1, multiplicados por
polinomios de grado 0. Luego N = 0.
Las soluciones de la ecuacio´n caracter´ıstica son: r1,2 = 1 ± i; por tanto,
h = 1.
As´ı pues, la propuesta de solucio´n particular es el producto de la exponen-
cial con α = 1 y una suma de coseno y seno, con β = 1, multiplicados por
polinomios de grado 0. El te´rmino xh = x1 = x; luego:
yp(x) = e
x[(A cos (x) +B sin (x)] x. 
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Caso IV: Si el te´rmino no homoge´neo es una suma de los casos anteriores,
por el principio de superposicio´n, la propuesta de solucio´n particular es una
suma de las correspondientes propuestas.
’ Ejemplo 3.23. Para la ecuacio´n diferencial y+3y−y−3y = e−3x+3xe2x,
veamos que´ solucio´n particular proponemos.
Solucio´n.
El te´rmino no homoge´neo es:
g(x) = g1(x) + g2(x) = e
−3x + 3xe2x.
Las soluciones de la ecuacio´n caracter´ıstica son r1 = −3 con orden de
multiplicidad 1 y r2 = 1 con orden de multiplicidad 2. Luego, en la
propuesta del primer sumando h = 1.
Teniendo en cuenta todo esto,la solucio´n particular es la suma de dos soluciones
particulares correspondientes ambas al caso II,
yp(x) = yp1(x) + yp2(x) = Ae
−3x x+ (Bx+ C)e2x. 
(II) Me´todo de variacio´n de los para´metros
El me´todo de variacio´n de los para´metros o de las constantes es ma´s gene-
ral que el me´todo de los coeﬁcientes indeterminados porque se puede aplicar
tambie´n a ecuaciones lineales con coeﬁcientes variables y para cualquiera que
sea la forma del te´rmino no homoge´neo g(x).
Consideremos la ecuacio´n lineal no homoge´nea de orden dos expresada en
forma cano´nica:
y + p(x)y + q(x)y = g(x). (3.18)
Supongamos que conocemos un conjunto fundamental de soluciones de la
ecuacio´n homoge´nea asociada, {y1(x), y2(x)}. Entonces la solucio´n de la ho-
moge´nea es:
yh(x) = C1y1(x) + C2y2(x), con C1 y C2 constantes.
Para hallar una solucio´n particular de la ecuacio´n no homoge´nea reem-
plazamos las constantes C1 y C2 por dos funciones v1(x) y v2(x) a determinar:
yp(x) = v1(x)y1(x) + v2(x)y2(x). (3.19)
Como se han introducido dos inco´gnitas, v1 y v2, necesitamos dos ecuaciones
que las contengan para determinarlas. Una de estas ecuaciones la obtenemos al
sustituir la solucio´n particular yp(x) y sus derivadas en la ecuacio´n diferencial
(3.18).
Calculamos la primera derivada y reordenamos sus te´rminos:
yp = (v

1y1 + v

2y2) + (v1y

1 + v2y

2). (3.20)
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Para simpliﬁcar ca´lculos y evitar derivadas de segundo orden de v1 y v2
que complican su resolucio´n, imponemos la condicio´n:
v1y1 + v

2y2 = 0, (3.21)
que nos proporciona una primera ecuacio´n para obtener v1 y v2. Con esta
condicio´n, la ecuacio´n (3.20) queda,
yp = v1y

1 + v2y

2.
Derivando de nuevo:
yp = v

1y

1 + v1y

1 + v

2y

2 + v2y

2
y sustituyendo en (3.18),
v1y

1 + v1y

1 + v

2y

2 + v2y

2 + pv1y

1 + pv2y

2 + qv1y1 + qv2y2
= v1 (y1 + py

1 + qy1) + v2 (y

2 + py

2 + qy2) + v

1y

1 + v

2y

2
= v10 + v20 + v1y

1 + v

2y

2 = g, (ya que y1, y2 son soluciones de (3.18))
y obtenemos la segunda ecuacio´n que buscamos,
v1y

1 + v

2y

2 = g. (3.22)
Si existen v1 y v2 veriﬁcando (3.21) y (3.22), entonces yp sera´ solucio´n particular
de la ecuacio´n no homoge´nea. Por tanto, tenemos que resolver el siguiente
sistema para las inco´gnitas v1 y v

2:
v1y1 + v

2y2 = 0
v1y

1 + v

2y

2 = g.

que en forma matricial se puede escribir:

y1 y2
y1 y

2

v1
v2

=

0
g

.
Por el me´todo de Cramer tenemos que:
v1 =
−g(x)y2(x)
W [y1, y2](x)
y v2 =
g(x)y1(x)
W [y1, y2](x)
.
Notemos que el sistema s´ı tiene solucio´n, pues el te´rmino que aparece en el
denominador es el wronskiano de y1 e y2, que es no nulo ya que y1 e y2 consti-
tuyen un conjunto fundamental de soluciones de la homoge´nea. Integrando las
expresiones anteriores obtenemos:
v1 =

−g(x)y2(x)
W [y1, y2](x)
dx y v2 =

g(x)y1(x)
W [y1, y2](x)
dx.
Sustituyendo en la expresio´n (3.19) llegamos a la solucio´n particular yp(x).
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 Nota 3.3. Cuando integramos para hallar v1 y v2 podemos tomar las cons-
tantes de integracio´n como cero, ya que al multiplicar por y1 e y2 obtendr´ıamos
te´rminos que ya esta´n representados en la solucio´n general de la homoge´nea.
’ Ejemplo 3.24. Hallemos una solucio´n particular de la ecuacio´n diferencial
y + y = cscx.
Solucio´n. Para la ecuacio´n homoge´nea asociada y+y = 0, se tiene la ecuacio´n
auxiliar r2+1 = 0, cuyas soluciones son r = ±i. Por tanto, {cosx, sin x} es un
conjunto fundamental de soluciones de la ecuacio´n homoge´nea asociada cuya
solucio´n general sera´:
yh = C1 cosx+ C2 sin x.
Tomamos, entonces, como solucio´n particular de la ecuacio´n completa una
funcio´n de la forma:
yp = v1(x) cosx+ v2(x) sin x
con v1 y v2 funciones a determinar que veriﬁquen:

cosx v1 + sin x v

2 = 0
− sin x v1 + cosx v

2 =
1
sin x
.
Resolviendo el sistema obtenemos:
v1(x) =

0 sin x
1
sin x
cosx


cosx sin x
− sin x cosx

=
−1
1
= −1,
v2(x) =

cosx 0
− sin x
1
sin x


cosx sin x
− sin x cosx

=
cosx
sin x
.
Integrando se tiene:
v1(x) = −x y v2(x) = ln |sin x| .
Por tanto,
yp = −x cosx+ ln |sin x| sin x
y la solucio´n general de la ecuacio´n es:
y(x) = C1 cosx+ C2 sin x− x cosx+ ln |sin x| sin x. 
’ Ejemplo 3.25. Hallemos una solucio´n particular de la ecuacio´n y + y =
tan x en el intervalo ]− π2 ,
π
2 [.
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Solucio´n. Como hemos visto en el ejemplo anterior un conjunto fundamental
de soluciones de la ecuacio´n homoge´nea asociada es:
yh = C1 cosx+ C2 sin x.
Como solucio´n particular de la ecuacio´n completa tomaremos una funcio´n
de la forma:
yp = v1(x) cosx+ v2(x) sin x
con v1 y v2 funciones a determinar que veriﬁquen

cosx v1 + sin x v

2 = 0
− sin x v1 + cosx v

2 = tanx.
Resolviendo el sistema por el me´todo de Cramer, como sin2 x+ cos2 x = 1,
se tiene:
v1(x) =

0 sin x
tan x cosx
 = − sin x tan x
v2(x) =

cosx 0
− sin x tan x
 = sin x
e integrando:
v1(x) =

−
sin2 x
cosx
dx =

−
1− cos2 x
cosx
dx
= −

1
cosx
dx+

cosxdx = − ln

1 + sin x
1− sin x
+ sin x,
v2(x) =

sin xdx = − cosx.
Por tanto,
yp =

sin x− ln

1 + sin x
1− sin x

cosx− cosx sin x. 
3.2.3. Ecuaciones de Cauchy-Euler
Una clase especial de ecuaciones lineales de segundo orden con coeﬁcientes
variables que sabemos resolver son las ecuaciones de Cauchy-Euler, que son
aque´llas que pueden escribirse de la forma:
a x2
d2y
dx
+ b x
dy
dx
+ c y = h(x) (3.23)
donde a, b y c son constantes.
Este tipo de ecuaciones se resuelven haciendo el cambio x = et que trans-
forma la ecuacio´n (3.23) en una ecuacio´n con coeﬁcientes constantes. Tambie´n
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pueden resolverse suponiendo que la solucio´n es de la forma y(x) = xr, lo que
conduce a una ecuacio´n auxiliar en r. Veamos ambos me´todos.
Me´todo 1: Hacemos el cambio de variables
(x, y) −→ (t, y)
deﬁnido por x = et. Entonces
dx
dt
= et. Notemos que con este cambio asumimos
que x > 0.
Para obtener la derivada de y respecto de la nueva variable t aplicamos la
regla de la cadena:
dy
dt
=
dy
dx
dx
dt
=
dy
dx
et.
Despejamos:
dy
dx
= e−t
dy
dt
y volvemos a derivar, aplicando de nuevo la regla de la cadena:
d2y
dt2
=
d
dt

dy
dt

=
d
dt

et
dy
dx

= et
dy
dx
+ et
d2y
dx2
dx
dt
=
= et
dy
dx
+ e2t
d2y
dx2
=
dy
dt
+ e2t
d2y
dx2
y despejamos:
d2y
dx2
= e−2t
d2y
dt2
− e−2t
dy
dt
.
Sustituyendo
dy
dx
y
d2y
dx2
en la ecuacio´n (3.23), llegamos a la ecuacio´n lineal
de coeﬁcientes constantes:
a
d2y
dt2
+ (b− a)
dy
dt
+ cy = f(t). (3.24)
Esta ecuacio´n ya se puede resolver por los me´todos conocidos obteniendo y(t).
Posteriormente, deshacemos el cambio para tener y(x).
Si nos interesan soluciones para x < 0, hacemos el cambio de variable
x = −ξ y resolvemos la ecuacio´n para ξ > 0.
Me´todo 2: En primer lugar resolvemos la ecuacio´n homoge´nea asociada:
ax2y + bxy + cy = 0, x > 0.
Como el exponente de x coincide con el orden de la derivada en cada suman-
do, suponemos que las soluciones son de la forma y = xr, con r a determinar.
De este modo, al hacer la sustitucio´n de la solucio´n y sus derivadas en la
ecuacio´n obtenemos te´rminos del mismo grado:
a x2 r (r − 1) xr−2 + b x r xr−1 + c xr = 0
y podemos sacar factor comu´n xr:
xr (a r (r − 1) + b r + c) = 0.
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Puesto que xr > 0, para que se veriﬁque la ecuacio´n, se tendra´ que anular el
polinomio de segundo grado:
ar(r − 1) + br + c = 0. (3.25)
La ecuacio´n (3.25) es una ecuacio´n auxiliar de la ecuacio´n de Cauchy-Euler,
llamada ecuacio´n indicial.
Veamos que´ soluciones obtenemos en funcio´n de las ra´ıces de la ecuacio´n
indicial.
1. Si las ra´ıces son r1 y r2, reales y distintas, entonces dos soluciones lineal-
mente independientes son y1(x) = xr1 e y2(x) = xr2 . Por tanto la solucio´n
de esta ecuacio´n homoge´nea es:
yh(x) = C1x
r1 + C2x
r2 .
2. Si la ecuacio´n auxiliar tiene una ra´ız doble r, entonces una solucio´n es
y1(x) = xr. Mediante el me´todo de reduccio´n del orden obtenemos una
segunda solucio´n linealmente independiente, y2(x) = xr ln x. En este ca-
so,
yh(x) = C1x+ C2x
r ln x.
3. Si las ra´ıces son complejas, r1 = λ+µi y r2 = λ−µi, con µ = 0, entonces
una solucio´n compleja viene dada por:
xr1 = elnx
r1 = er1 lnx = e(λ+µi) lnx = eλ lnxeµi lnx
= xλeµi lnx = xλ(cos(µ ln x) + i sin(µ ln x)), x > 0.
Si xr1 es una solucio´n compleja, es fa´cil comprobar que su parte real
y su parte imaginaria son soluciones reales y adema´s son linealmente
independientes (ver Ejercicio 7 de esta seccio´n). Por tanto, la solucio´n de
la homoge´nea es:
yh(x) = C1x
λ cos(µ ln x) + C2x
λ sin(µ ln x), x > 0.
Para x < 0, hacemos el cambio de variable x = −ξ y resolvemos la ecuacio´n
para ξ > 0.
La solucio´n particular se calcula por el me´todo de variacio´n de los para´me-
tros a partir de la ecuacio´n diferencial en forma cano´nica.
’ Ejemplo 3.26. Resolvamos la ecuacio´n diferencial de Cauchy-Euler
x2y + 2xy − 2y = x
mediante los dos me´todos estudiados, en ]0,+∞[.
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Solucio´n. 1) Para esta ecuacio´n, se tiene que a = 1, b = 2, c = −2. Por tanto,
el cambio x = et, nos lleva a la ecuacio´n de coeﬁcientes constantes dada por
(3.24):
y + y − 2y = et.
Su ecuacio´n auxiliar es r2 + r − 2 = 0, con ra´ıces r1 = 1 y r2 = −2. Luego
la solucio´n general de la parte homoge´nea es:
yh(t) = C1e
t + C2e
−2t.
Para hallar la solucio´n particular, aplicamos el me´todo de los coeﬁcientes
indeterminados, suponiendo que e´sta es de la forma:
yp(t) = t
hAet
siendo h el orden de multiplicidad de 1 en la ecuacio´n auxiliar; en este caso
h = 1, por tanto:
yp(t) = tAe
t, yp(t) = Ae
t + Atet, yp(t) = 2Ae
t + Atet
y sustituyendo en la ecuacio´n diferencial, obtenemos que 3A = 1, es decir,
A = 1/3. Por tanto:
yp(t) =
1
3
tet
y la solucio´n general es:
y(t) = C1e
t + C2e
−2t +
1
3
tet.
Deshaciendo el cambio inicial x = et, obtenemos:
y(x) = C1x+ C2x
−2 +
1
3
x ln x, x > 0.
2) Para aplicar el segundo me´todo, suponemos que las soluciones son de la
forma xr. Derivando y sustituyendo llegamos tambie´n a la ecuacio´n auxiliar
r(r − 1) + 2r − 2 = 0 con ra´ıces r1 = 1 y r2 = −2, obteniendo la solucio´n
general de la parte homoge´nea:
yh(x) = C1x+ C2x
−2.
Para hallar la solucio´n particular tenemos que aplicar el me´todo de variacio´n
de para´metros. Para ello, escribimos la ecuacio´n en forma cano´nica:
y +
2
x
y −
2
x2
y =
1
x
.
Con este me´todo, tomamos la solucio´n particular de la forma:
yp(x) = v1(x)x+ v2(x)x
−2
con v1 y v2 funciones a determinar. Estas funciones vienen dadas por:
v1(x) =

−x−2 1x
W [x, x−2]
dx =

−x−3
−3x−2
dx =

1
3x
dx =
1
3
ln |x| ,
B. Campos/C. Chiralt
100
c UJI
101Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
v2(x) =

x 1x
W [x, x−2]
dx =

1
−3x−2
dx =

−1
3
x2dx =
−x3
9
.
Por tanto:
yp(x) =
1
3
x ln |x| −
x3
9
x−2 =
1
3
x ln |x| −
x
9
y la solucio´n general es:
y(x) = C1x+ C2x
−2 +
1
3
x ln |x| −
x
9
= Cx+ C2x
−2 +
1
3
x ln |x| , x > 0. 
’ Ejemplo 3.27. Resolvamos el siguiente problema de valor inicial:
x2y − 3xy + 4y = 0, y(1) = 1, y(1) = 0.
Solucio´n. Teniendo en cuenta las condiciones iniciales, suponemos que las
soluciones son de la forma y(x) = xr, x > 0. Derivando y sustituyendo llegamos
a la ecuacio´n indicial r(r − 1)− 3r + 4 = 0 que tiene una ra´ız doble r = 2. El
conjunto fundamental de soluciones es:
{x2, x2 ln x}
y la solucio´n de la ecuacio´n homoge´nea es:
y(x) = C1x
2 + C2x
2 ln x.
Obtenemos ahora los valores de C1 y C2 mediante las condiciones iniciales
dadas:
y(1) = C1 = 1.
Puesto que
y(x) = 2C1x+ 2C2x ln x+ C2x,
se tiene que:
y(1) = 2C1 + C2 = 0, es decir, C2 = −2.
La solucio´n del problema de valor inicial es:
y(x) = x2 − 2x2 ln x. 
’ Ejemplo 3.28. Resolvamos la ecuacio´n diferencial de Cauchy-Euler
x2
d2y
dx2
− x
dy
dx
+ y = x.
Solucio´n. Vamos a aplicar el segundo me´todo. Para ello, suponemos que las
soluciones son de la forma xr. Derivando y sustituyendo llegamos a la ecuacio´n
indicial r(r − 1)− r + 1 = 0 que tiene una ra´ız doble r = 1. Luego la solucio´n
general de la parte homoge´nea es:
yh(x) = C1x+ C2x ln x, x > 0.
Para aplicar el me´todo de variacio´n de para´metros escribimos la ecuacio´n
en forma cano´nica:
d2y
dx2
−
1
x
dy
dx
+
1
x2
y =
1
x
.
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Con este me´todo, tomamos la solucio´n particular de la forma:
yp(x) = v1(x)x+ v2(x)x ln x
con v1 y v2 funciones dadas por:
v1(x) =

− ln x
W [x, x ln x]
dx =

− ln x
x
dx = −
ln2 x
2
,
v2(x) =

1
W [x, x−2]
dx =

1
x
dx = ln x;
por tanto:
yp(x) = −
ln2 x
2
x+ ln x x ln x =
1
2
x ln2 x
y la solucio´n general es:
y(x) = C1x+ C2x ln x+
1
2
x ln2 x, x > 0. 
Ejercicios de la seccio´n 3.2
1. Resuelve las siguientes ecuaciones diferenciales:
(a) 2y + 4y − 6y = 0.
(b) y − 6y + 9y = 0.
(c) y + 2y + 2y = 0.
(d) y + 5y = 0.
(Solucio´n: (a) y(x) = C1ex + C2 e−3x.
(b) y(x) = C1e3x + C2 x e3x.
(c) y(x) = C1e−x cosx+ C2e−x sin x.
(d) y(x) = C1 cos (
√
5x) + C2 sin (
√
5x)).
2. Dada f(x) = x solucio´n de la ecuacio´n (x2 − 1)y − 2xy + 2y = 0, halla
una segunda solucio´n linealmente independiente.
(Solucio´n: y = x2 + 1).
3. Halla, mediante el me´todo de los coeﬁcientes indeterminados, una solu-
cio´n particular de la ecuacio´n y + 2y − 3y = g(x), siendo g(x):
(a) g(x) = 7 cos (3x).
(b) g(x) = 5e−3x.
(c) g(x) = x2 cosx.
(d) g(x) = x2ex + 3xex.
(e) g(x) = x2ex + 3xe−x.
(f) g(x) = tan x.
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(g) g(x) = 2xex sin x− ex cosx.
( Solucio´n: (a) yp(x) =
7
30
sin (3x)−
7
15
cos (3x).
(b) yp(x) = −
5
4
xe−3x.
(c) yp(x) =
1
250
(cosx(−50x2 + 10x+ 29) + sinx(25x2 + 70x+ 25)).
(d) yp(x) =
ex
96
(8x3 + 30x2 − 15x).
(e) yp(x) =
ex
96
(8x3 − 6x2 + 3x)− 34xe
−x.
(f) No funciona el me´todo de coeﬁcientes indeterminados.
(g) yp(x) =
ex
289
(−34x+ 84) sinx+ (−136x+ 13) cosx).
4. Resuelve las siguientes ecuaciones diferenciales:
(a) y − 3y − 4y = e−x.
(b) y − 3y = 8e3x + 4 sin x.
(c) y − 3y − 4y = −8ex cos (2x).
(Solucio´n: (a) y(x) = C1e−x + C2e4x − 15xe
−x.
(b) y(x) = C1 + C2e3x +
8
3
xe3x −
3
2
cosx+
1
2
sin x.
(c) y(x) = C1e−x + C2e4x + ex(
2
13
sin (2x) +
10
13
cos (2x))).
5. Halla la solucio´n general de las ecuaciones siguientes:
(a) y + y = tanx+ 3x− 1 en (−
π
2
,
π
2
).
(b) y − 2y + y =
ex
2x
, x > 0.
(c) y − 2y + y = ex ln x, x > 0.
(d) y + 4y + 4y = x−2e−2x, x > 0.
(Solucio´n: (a) y(x) = C1 cosx+C2 sin x+

sin x− ln

sin x+ 1
sin x− 1

cosx−
sin x cosx+ 3x− 1.
(b) y(x) = C1ex + C2xex +
x
2
ex(ln x− 1).
(c) y(x) = C1ex + C2xex +
x2
4
ex(2 lnx− 3)).
(d) y(x) = C1e−2x + C2xe−2x − e−2x(1 + ln x)).
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6. Resuelve el problema de valor inicial:
2x2y − 3xy + 3y =
2
x
; y(1) =
1
5
, y(1) =
4
5
.
(Solucio´n: y(x) =
1
5x
− 2x+ 2x3/2).
7. Comprueba que las funciones φ1(x) = xλ cos(µ ln x) y φ2(x) = xλ sin(µ ln x)
constituyen una conjunto fundamental de soluciones de la ecuacio´n:
ax2
d2y
dx
+ bx
dy
dx
+ cy = 0 x > 0.
8. Resuelve las siguientes ecuaciones diferenciales:
(a) x2y + 2xy − 12y = x.
(b) 3x2y + 11xy − 3y = 8− 3 ln x, x > 0.
(c) x2y − xy + y = x2, x > 0.
(d) x2y + xy + 9y = 1, x > 0.
(Solucio´n: (a) y(x) = C1x3 +
C2
x4
−
x
10
.
(b) y(x) = C1x1/3 + C2x−3 + ln x.
(c) y(x) = C1x+ C2x ln x+ x2.
(d) y(x) = C1 cos(3 lnx) + C2 sin(3 lnx) +
1
9
).
3.3. Aplicaciones de las ecuaciones lineales de
segundo orden
Muchos tipos de problemas como movimientos de muelles ela´sticos o ﬂujo
de corrientes ele´ctricas, esta´n relacionados con la solucio´n de una ecuacio´n
diferencial ordinaria de orden dos. Veamos a continuacio´n algunos de ellos.
3.3.1. Vibraciones meca´nicas
Podemos encontrar ejemplos de vibraciones meca´nicas en los rebotes de un
coche debido a los baches, en las vibraciones de un puente debido al tra´ﬁco y
al viento, o en las alas de un avio´n debido a la vibracio´n de los motores y al
viento.
Como modelo para estudiar las vibraciones meca´nicas vamos a considerar
un sistema masa-resorte. Estudiaremos el tipo de soluciones que se obtienen
desde el caso ma´s sencillo, el de un sistema libre sin amortiguacio´n, hasta un
sistema con amortiguacio´n y forzado, viendo que´ tipo de movimiento descri-
ben las distintas soluciones en funcio´n de los para´metros que intervienen en
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Figura 3.2: Sistema masa-resorte.
la ecuacio´n de este sistema. Resulta de especial intere´s la obtencio´n de las
condiciones bajo las cua´les se produce resonancia. Este modelo es igualmente
va´lido para el caso de circuitos ele´ctricos ya que se obtiene el mismo tipo de
ecuacio´n.
El sistema masa-resorte que vamos a estudiar consiste en un resorte en
espiral suspendido de un soporte r´ıgido con una masa sujeta al extremo. Para
analizar este sistema aplicamos la ley de Hooke y la segunda ley de Newton.
La ley de Hooke establece que el resorte ejerce una fuerza de restitucio´n
opuesta a la direccio´n del alargamiento del resorte con una magnitud directa-
mente proporcional al valor del alargamiento. Es decir, F = ks, donde s es el
alargamiento y k es una constante propia del muelle.
Si suspendemos una masa m del muelle y e´ste experimenta un alargamien-
to l hasta alcanzar la posicio´n de equilibrio, podemos obtener el valor de k
aplicando la ley de Hooke, ya que el peso y la fuerza de restitucio´n son de
igual magnitud pero con sentido contrario, es decir, igualamos mg = kl y
despejamos k. El valor k es un para´metro conocido caracter´ıstico del muelle.
El primer paso en nuestro estudio consiste en elegir un sistema coordenado
para representar el movimiento de la masa. Consideramos un eje vertical donde
representar el desplazamiento de la masa. Tomamos el origen, x = 0, en la
posicio´n de equilibrio y consideramos x > 0 cuando la masa se encuentre por
debajo de dicha posicio´n y x < 0 cuando se encuentre por encima (ver Figura
3.2).
Veamos ahora las diversas fuerzas que actu´an sobre la masa m :
Gravedad: la fuerza de la gravedad, F1, es una fuerza dirigida hacia abajo
y de magnitud mg, donde g es la aceleracio´n debida a la gravedad,
F1 = mg.
Fuerza de restitucio´n: el resorte ejerce una fuerza de restitucio´n, F2, cuya
magnitud es proporcional al alargamiento del resorte y de sentido opuesto
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al movimiento:
F2 = −k (x+ l).
Observemos que cuando x = 0, es decir en la posicio´n de equilibrio, la
fuerza de la gravedad y la fuerza ejercida por el resorte se equilibran
entre s´ı, por tanto, mg = kl y podemos expresar la fuerza de restitucio´n
como:
F2 = −kx−mg.
Fuerza de amortiguacio´n: puede existir una fuerza de amortiguacio´n o
friccio´n, F3, sobre la masa, por ejemplo la resistencia del aire o bien la
friccio´n debida a un amortiguador. En cualquier caso, suponemos que la
fuerza de amortiguacio´n es proporcional a la magnitud de la velocidad
de la masa, pero en sentido opuesto al desplazamiento:
F3 = −b
dx
dt
donde b > 0 es la constante de amortiguacio´n dada en unidades de
masa/tiempo.
Fuerzas externas: la resultante de todas las fuerzas externas, F4, que
actu´en sobre la masa (por ejemplo, una fuerza magne´tica o las fuerzas
ejercidas sobre un automo´vil ocasionadas por los baches del pavimento)
vendra´n representadas por:
F4 = f(t).
Suponemos que dichas fuerzas so´lo dependen del tiempo y no de la posi-
cio´n ni velocidad.
Aplicando ahora la segunda ley de Newton, tenemos que:
m
d2x
dt2
= mg − kx−mg − b
dx
dt
+ f(t),
obtenie´ndose la ecuacio´n diferencial lineal de segundo orden:
m
d2x
dt2
+ b
dx
dt
+ kx = f(t). (3.26)
Cuando b = 0, se dice que el sistema es no amortiguado; en caso contrario,
se dice que el sistema es amortiguado.
Cuando f(t) ≡ 0, se dice que el movimiento es libre; en caso contrario, se
dice que el movimiento es forzado.
Estudiemos cada uno de los casos posibles.
(I) Movimiento libre no amortiguado
Algunos ejemplos f´ısicos de este tipo de problemas son los muelles heli-
coidales. En este caso la ecuacio´n (3.26) se reduce a:
m
d2x
dt2
+ kx = 0.
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Dividiendo por m, se tiene:
d2x
dt2
+ ω2x = 0,
donde ω =

k
m . La ecuacio´n obtenida es homoge´nea con ecuacio´n auxiliar
asociada:
r2 + ω2 = 0.
Puesto que sus ra´ıces son complejas conjugadas, r = ±ωi, obtenemos la
solucio´n general:
x(t) = C1 cos (ωt) + C2 sin (ωt).
Si cambiamos a unas nuevas constantes A y φ dadas por:
C1 = A sinφ,
C2 = A cosφ,
es decir,
A =

C21 + C
2
2 y φ = arctan
C1
C2
,
se tiene que:
x(t) = C1 cos (ωt)+C2 sin (ωt) = A sinφ cos (ωt)+A cosφ sin (ωt) = A sin (ωt+ φ);
es decir, podemos expresar la solucio´n general de la forma:
x(t) = A sin(ωt+ φ). (3.27)
De esta solucio´n se deduce que el movimiento es una onda senoidal o lo que
se llama un movimiento armo´nico simple.
La constante A representa la amplitud del movimiento y φ es el a´ngulo de
fase. El movimiento es perio´dico con periodo P = 2πω y frecuencia natural
ω
2π .
 Nota 3.4. Observemos que la amplitud y el a´ngulo de fase dependen de C1
y C2 y, por tanto, de las condiciones iniciales posicio´n y velocidad inicial. Sin
embargo, el periodo y la frecuencia so´lo dependen de ω, es decir, de k y de m.
(II) Movimiento libre amortiguado
En la mayor´ıa de las aplicaciones existe algu´n tipo de fuerza de friccio´n o
amortiguacio´n que desempen˜a un papel importante. En este caso, la ecuacio´n
(3.26) queda:
m
d2x
dt2
+ b
dx
dt
+ kx = 0.
Al resolverla obtenemos distintos tipos de soluciones dependiendo de las
ra´ıces del polinomio caracter´ıstico:
r = −
b
2m
±
√
b2 − 4mk
2m
. (3.28)
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(II.1) Movimiento oscilatorio o subamortiguado: se presenta cuando
b2 < 4mk,
es decir, cuando la amortiguacio´n es pequen˜a. En este caso, a partir de
(3.28) se obtienen dos ra´ıces complejas conjugadas, α± iβ donde:
α = −
b
2m
y β =
√
4mk − b2
2m
,
y la solucio´n general es:
x(t) = eαt(C1 cos (βt) + C2 sin (βt)).
Ana´logamente al caso anterior, podemos cambiar de constantes y expre-
sar esta solucio´n de la forma:
x(t) = Aeαt sin(βt+ φ)
donde A =

C21 + C
2
2 y φ = arctan
C1
C2
.
Ahora la solucio´n x(t) es un producto de un factor exponencial (llamado
factor de amortiguacio´n) y un factor senoidal, que explica el movimiento
oscilatorio. Puesto que este factor senoidal var´ıa entre −1 y 1 y tiene
periodo
2π
β
, se tiene que la solucio´n varia entre −Aeαt y Aeαt con cua-
siperiodo P =
2π
β
=
4mπ
√
4mk − b2
. Adema´s, como b y m son constantes
positivas, se tiene que α < 0, por tanto, el factor de amortiguacio´n eα t
tiende a 0 cuando t tiende a +∞.
El sistema se llama subamortiguado porque no hay suﬁciente amor-
tiguacio´n para prevenir que el sistema oscile (ver Figura 3.3).
Figura 3.3: Movimiento libre subamortiguado.
(II.2) Movimiento cr´ıticamente amortiguado: aparece cuando b2 = 4mk.
En este caso, la ecuacio´n auxiliar tiene una ra´ız doble
r = −
b
2m
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y la solucio´n general es:
x(t) = (C1 + C2t) e
− b2m t. (3.29)
En esta fo´rmula no aparece oscilacio´n dada por el te´rmino senoidal. Para
comprender el movimiento descrito por (3.29) analicemos el compor-
tamiento de x(t) cuando t tiende a inﬁnito:
l´ım
t→+∞
x(t) = l´ım
t→+∞
C1 + C2t
e
b
2m t
= l´ım
t→+∞
C2
b
2me
b
2m t
= 0,
adema´s:
x(t) = (C2 −
b
2m
C1 −
b
2m
C2t)e
− b2m t
es ide´nticamente 0 cuando C1 = C2 = 0 o a lo sumo se anula en un punto.
Si no tenemos en cuenta la solucio´n trivial, se deduce que x(t) tiene a
lo sumo un ma´ximo o un mı´nimo local para t > 0, por tanto, no oscila.
Cualitativamente tenemos tres posibilidades de movimiento dependiendo
de las condiciones iniciales (ver Figura 3.4).
Figura 3.4: Movimiento cr´ıticamente amortiguado.
En el caso (a) la masa m no pasa por la posicio´n de equilibrio ni alcanza
un desplazamiento extremo relativo para t > 0. Simplemente se aproxima
al equilibrio mono´tonamente cuando t tiende a +∞.
En el caso (b) la masa no pasa por la posicio´n de equilibrio para t > 0,
pero su desplazamiento alcanza un extremo u´nico para t = t1 > 0. Des-
pue´s, la masa tiende mono´tonamente a la posicio´n de equilibro cuando t
tiende a +∞.
En el caso (c) la masa pasa por su posicio´n de equilibrio una vez, en
t = t2 > 0; luego alcanza su desplazamiento extremo en t = t3, tendiendo
al equilibrio de forma mono´tona cuando t tiende a +∞.
Este movimiento se llama cr´ıticamente amortiguado porque si b dismi-
nuyese de valor aparecer´ıa la oscilacio´n.
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(II.3) Movimiento sobremortiguado: se obtiene cuando b2 > 4mk. En este
caso, existen dos ra´ıces reales distintas en la ecuacio´n auxiliar:
r1 = −
b
2m
+
√
b2 − 4mk
2m
,
r2 = −
b
2m
−
√
b2 − 4mk
2m
y la solucio´n general es:
x(t) = C1e
r1t + C2e
r2t.
Es obvio que r2 < 0 y, puesto que b2 > b2 − 4mk, se tiene que b >√
b2 − 4mk y r1 < 0. Luego ambas ra´ıces son negativas, por tanto:
l´ım
t→+∞
x(t) = 0.
Adema´s:
x(t) = er1t(C1r1 + C2r2e
(r2−r1)t);
por tanto, x(t) = 0 si y so´lo si C1r1+C2r2e(r2−r1)t = 0. Por consiguiente,
una solucio´n no trivial puede tener a lo sumo un ma´ximo o un mı´nimo
local para t > 0. El movimiento es cualitativamente igual al descrito en
el caso anterior.
(III) Vibraciones forzadas
Consideremos ahora las vibraciones de un sistema masa-resorte cuando se
aplica una fuerza externa, deﬁnida por f(t) en la ecuacio´n (3.26). Es de par-
ticular intere´s la respuesta del sistema a un te´rmino de forzamiento perio´dico.
Tomemos como ejemplo una funcio´n de forzamiento cosenoidal:
m
d2x
dt2
+ b
dx
dt
+ kx = F0 cos (γt)
dondeF0 y γ son constantes no negativas.
(III.1) En el caso de un movimiento subamortiguado, puesto que b2 < 4mk, las
ra´ıces de la ecuacio´n auxiliar son α ± iβ con α = − b2m y β =
√
4mk−b2
2m y
la solucio´n de la ecuacio´n homoge´nea asociada es:
xh(t) = Ae
− b2m t sin
√
4mk − b2
2m
t+ φ

. (3.30)
Hallemos ahora una solucio´n particular por el me´todo de los coeﬁcientes
indeterminados. Como ±γi no es ra´ız de la ecuacio´n auxiliar, esta solu-
cio´n sera´ de la forma:
xp(t) = A1 cos (γt) + A2 sin (γt),
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con A1 y A2 constantes a determinar. Para ello, derivamos dos veces,
x(t) = −γA1 sin (γt) + γA2 cos (γt),
x(t) = −γ2A1 cos (γt)− γ
2A2 sin (γt)
y sustituimos en la ecuacio´n diferencial,
(k−γ2m) (A1 cos (γt) + A2 sin (γt))+γb (−A1 sin (γt) + A2 cos (γt)) = F0 cos (γt).
Igualando te´rminos, llegamos a un sistema con inco´gnitas A1 y A2:
(k − γ2m)A1 + γbA2 = F0
−γbA1 + k − γ2m)A2 = 0.

Resolviendo el sistema, tenemos:
A1 =
F0(k − γ2m)
(k − γ2m)2 + b2γ2
y A2 =
F0γb
(k − γ2m)2 + b2γ2
.
Por tanto, una solucio´n particular viene dada por:
xp(t) =
F0
(k − γ2m)2 + b2γ2
�
(k − γ2m)t cos (γt) + bγ sin (γt)

.
Podemos escribir la solucio´n de la forma:
xp(t) =
F0
(k − γ2m)2 + b2γ2
sin(γt+ θ), (3.31)
introduciendo un a´ngulo θ deﬁnido por tan θ = k−γ
2m
bγ . Combinando la
solucio´n homoge´nea (3.30) y la solucio´n particular (3.31) llegamos a la
solucio´n general:
x(t) = Ae−
b
2m t sin
√
4mk − b2
2m
t+ φ

+
F0
(k − γ2m)2 + b2γ2
sin(γt+ θ).
El primer sumando de esta expresio´n es el te´rmino transitorio, repre-
senta una oscilacio´n amortiguada y so´lo depende de los para´metros del
sistema y de las condiciones iniciales, que tienden a cero cuando t tiende
a +∞, debido al factor de amortiguacio´n e−
b
2m t; por eso recibe el nombre
de solucio´n transitoria.
El segundo sumando es el te´rmino estacionario, funcio´n senoidal con
frecuencia angular γ.
El te´rmino estacionario se encuentra desfasado con respecto a la fuerza
externa f(t) = cos γt por el a´ngulo θ − π2 :
sin (γt+ θ) = cos
π
2
− (γt+ θ)

= cos

γt−
π
2
+ θ

= cos

γt− (
π
2
− θ)

.
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A medida que el te´rmino transitorio va desapareciendo el movimiento
del sistema masa-resorte llega a ser esencialmente representado por el
segundo te´rmino xp(t). Por eso se le llama solucio´n estacionaria.
El factor 1√
(k−γ2m)2+b2γ2
llamado factor de ganancia, es lo que se gana
en amplitud.
Podemos observar que si b es muy pequen˜o y el valor de γ es pro´ximo a
k
m
, el movimiento es ligeramente amortiguado y la frecuencia impresa,
γ
2π
, es cercana a la frecuencia natural. En este caso, la amplitud es muy
grande y se produce un feno´meno conocido como resonancia.
(III.2) Estudiemos ahora el caso de las vibraciones forzadas cuando no hay amor-
tiguacio´n. La ecuacio´n que describe el movimiento es:
m
d2x
dt2
+ kx = F0 cos (γt).
La solucio´n de la parte homoge´nea viene dada por (3.27), obtenida en el
primer caso estudiado.
Una solucio´n particular es:
xp(t) =
F0
(k − γ2m)
sin(γt+ θ),
si γ = ω =

k
m , obtenida a partir de (3.31) haciendo b = 0.
O bien es de la forma:
xp(t) = A1t cos (γt) + A2t sin (γt)
si γ = ω, con A1 y A2 a determinar. Aplicando el me´todo de los coeﬁ-
cientes indeterminados, llegamos a:
xp(t) =
F0
2mω
t sin (γt).
As´ı, si γ = ω, la solucio´n general es:
x(t) = A sin (ωt+ φ) +
F0
2mω
t sin (γt).
Por el segundo sumando, vemos que las oscilaciones se volver´ıan inﬁnitas,
el sistema se romper´ıa y la ecuacio´n dejar´ıa de ser aplicable. La aplicacio´n
de una fuerza perio´dica de frecuencia cercana o igual a la frecuencia de
las oscilaciones libres no amortiguadas puede causar un serio problema
en cualquier sistema meca´nico oscilatorio.
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’ Ejemplo 3.29. En el estudio de un resorte vibratorio con amortiguacio´n
se llega a un problema de valor inicial de la forma:
mx(t) + bx(t) + kx(t) = 0, x(0) = x0, x
(0) = v0
siendo x(t) el desplazamiento medido a partir de la posicio´n de equilibrio en
un instante t y donde:
m = masa sujeta al sistema,
b = constante de amortiguacio´n,
k = constante del resorte,
x0 = desplazamiento inicial,
v0 = velocidad inicial.
Determinemos la ecuacio´n del movimiento de este sistema cuando m = 36
kg, b = 12 kg/sg, k = 37 kg/sg2, x0 = 70 cm y v0 = 10 cm/sg. Halla el
desplazamiento al cabo de 10 segundos.
Solucio´n. Buscamos la solucio´n de la ecuacio´n diferencial:
36x + 12x + 37x = 0
con condiciones iniciales x(0) = 70 y x(0) = 10. La ecuacio´n auxiliar asociada
es:
36r2 + 12r + 37 = 0
cuyas ra´ıces son r = −16 ± i. Por tanto, la solucio´n general es:
x(t) = C1e
− 16 t cos t+ C2e
− 16 t sin t.
Sustituyendo x(0) = 70, tenemos que 70 = C1. Para sustituir la otra condi-
cio´n inicial debemos derivar x(t) :
x(t) = −
1
6
C1e
− 16 t cos t− C1e
− 16 t sin t−
1
6
C2e
− 16 t sin t+ C2e
− 16 t cos t;
sustituyendo ahora x(0) = 10, se tiene:
10 = −
1
6
C1+C2, de donde C2 =
65
3
y la solucio´n del problema de valor inicial es:
x(t) = 70e−
1
6 t cos t+
65
3
e−
1
6 t sin t.
Al cabo de 10 segundos, el desplazamiento sera´:
x(10) = 70e−
5
3 cos 10 +
65
3
e−
5
3 sin 10  −13,32 cm. 
’ Ejemplo 3.30. Resolvamos el problema de valor inicial:
d2x
dt2
+ ω2x = F0 sin γt, x(0) = 0, x
(0) = 0,
con F0 constante.
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Solucio´n. Como hemos visto, la solucio´n de la ecuacio´n homoge´nea es:
xh(t) = C1 cos (ωt) + C2 sin (ωt).
Una solucio´n particular para ω = γ, calculada por el me´todo de los coeﬁ-
cientes indeterminados, resulta:
xp(t) =
F0
ω2 − γ2
sin (γt)
y la solucio´n general que se obtiene es:
x(t) = C1 cos (ωt) + C2 sin (ωt) +
F0
ω2 − γ2
sin (γt).
Sustituyendo las condiciones iniciales obtenemos:
C1 = 0 y C2 = −γ
F0
ω(ω2 − γ2)
.
La solucio´n del problema de valor inicial es:
x(t) =
F0
ω(ω2 − γ2)
(−γ sinωt) + ω sin (γt)) , ω = γ.
Aunque esta ecuacio´n no esta´ deﬁnida para ω = γ, es interesante observar el
caso l´ımite cuando γ tiende a ω. Este proceso l´ımite es ana´logo a sintonizar la
frecuencia de la fuerza impulsora,
γ
2π
, a la frecuencia de las oscilaciones libres,
ω
2π
. Para ω = γ deﬁnimos la solucio´n como un l´ımite que resolvemos por la
regla de L’Hoˆpital,
x(t) = l´ım
γ→ω
F0
γ sin (ωt) + ω sin (γt)
ω(ω2 − γ2)
=
F0
2ω2
sin (ωt)−
F0
2ω
t cos (ωt).
Observamos que cuando t tiende a inﬁnito los desplazamientos se hacen
grandes y se obtiene el feno´meno de resonancia. 
3.3.2. Circuitos ele´ctricos
Utilizando las leyes de Newton hemos establecido las fuerzas que actu´an
en un sistema meca´nico. Leyes ana´logas, conocidas como leyes de Kirchhoﬀ,
nos permiten establecer la relacio´n entre las fuerzas que aportan y consumen
energ´ıa en un circuito ele´ctrico.
Consideremos un circuito ele´ctrico simple: la fuente de energ´ıa es una
bater´ıa o un generador, E; e´sta proporciona la energ´ıa en forma de ﬂuido
ele´ctrico de part´ıculas cargadas, cuya velocidad se llama corriente. La fuente
de energ´ıa producira´ este ﬂujo cuando la llave se mueva de A a B, es decir,
cuando el circuito esta´ cerrado (ver Figura 3.5). La fuerza electromotriz de la
bater´ıa (f.e.m.) es igual (nume´ricamente) a la energ´ıa aplicada por la bater´ıa
cuando una unidad de carga ha dado una vuelta completa al circuito. Tomemos
como unidad de f.e.m el voltio.
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Figura 3.5: Circuito ele´ctrico RLC.
Los otros tres elementos del circuito, la resistencia R, el condensador C y
el inductor L son consumidores de energ´ıa. En te´rminos no te´cnicos, signiﬁca
que se necesita una cierta cantidad de energ´ıa para mover el ﬂuido ele´ctrico
de part´ıculas cargadas a trave´s de estas barreras. Expresamos la energ´ıa que
cada uno consume mediante la ca´ıda de voltaje a trave´s de e´l (o diferencia de
potencial entre el punto ﬁnal e inicial), que se mide con un volt´ımetro. Las
ca´ıdas de voltaje a trave´s de cada elemento veriﬁcan las siguientes leyes:
Ley de Ohm: la ca´ıda de voltaje a trave´s de una resistencia es propor-
cional a la corriente que ﬂuye por ella:
VR = RI
donde R es una constante de proporcionalidad denominada resistencia e
I es la intensidad de corriente, es decir, la razo´n de cambio de la carga
q o velocidad de q, I = dqdt , que se mide en amperios. La resistencia R se
mide en ohmnios (Ω).
Ley de Faraday: la ca´ıda de voltaje a trave´s del inductor es proporcional
a la tasa de cambio de la corriente:
VL = L
dI
dt
.
La constante L se denomina inductancia y se mide en henrios (H).
Ley de Coulomb: la ca´ıda de voltaje a trave´s de un condensador es pro-
porcional a la carga en el condensador:
VC =
1
C
q.
La constante C recibe el nombre de capacidad o capacitancia y se mide
en faradios (F ) y la carga q del circuito se mide en coulombios.
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La ley fundamental de conservacio´n de un circuito ele´ctrico, llamada ley
de Kirchhoﬀ para el voltaje, establece que la suma de las ca´ıdas de voltaje en
los elementos R, L y C es igual a la fuerza electromotriz total en un circuito
cerrado:
L
dI(t)
dt
+RI(t) +
1
C
q(t) = E(t). (3.32)
Puesto que I =
dq
dt
, obtenemos la siguiente ecuacio´n diferencial lineal de
segundo orden para la carga q(t):
L
d2q(t)
dt2
+R
dq(t)
dt
+
1
C
q(t) = E(t).
Podemos observar la analog´ıa existente entre esta ecuacio´n y la ecuacio´n
diferencial obtenida para las vibraciones meca´nicas (3.26):
Sistema meca´nico: Sistema ele´ctrico:
masa m inductancia L
constante amortiguacio´n b resistencia R
constante del resorte k inversa de la capacitancia 1C
fuerzas externas F (t) f.e.m. E(t)
desplazamiento x(t) carga q(t)
velocidad v(t) = dxdt corriente I(t) =
dq
dt
Por tanto, los resultados obtenidos para los sistemas meca´nicos se aplican
tambie´n a los sistemas ele´ctricos. Esta analog´ıa es de gran importancia ya que
permite predecir el funcionamiento de sistemas meca´nicos mediante el estudio
de circuitos ele´ctricos, donde las medidas son ma´s exactas y simples.
Si derivamos en la ecuacio´n (3.32), obtenemos una ecuacio´n diferencial
lineal de segundo orden para la corriente I(t) :
L
d2I
dt2
+R
dI
dt
+
1
C
I =
dE
dt
(3.33)
Adema´s, de la ecuacio´n (3.32) podremos obtener I (t0) cuando tengamos
las condiciones iniciales I(t0) y q(t0).
Veamos un ejemplo en el que la fuente de voltaje externa es perio´dica.
’ Ejemplo 3.31. Consideremos un circuito ele´ctrico simple RLC donde R =
80 Ω, L = 20 H y C = 10−2 F y con voltaje externo E(t) = 50 sin (2t).
Determinemos la intensidad de corriente en el circuito en cada instante t.
Solucio´n. Sustituyendo los datos del problema en la ecuacio´n (3.33) tenemos:
20
d2I
dt2
+ 80
dI
dt
+
1
10−2
I = 100 cos (2t).
Dividiendo por 20 se tiene:
I  + 4I  + 5 I = 5 cos (2t).
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El polinomio caracter´ıstico es p(r) = r2+4r+5, cuyas ra´ıces son los valores
propios r1,2 = −2±i. Por tanto, la solucio´n de la ecuacio´n homoge´nea asociada
es:
Ih(t) = C1e
−2t cos t+ C2e
−2t sin t.
Para hallar la solucio´n particular, supondremos que e´sta es de la forma:
Ip(t) = t
h(A cos (2t) +B sin (2t))
con h =orden de multiplicidad de ±2i en la ecuacio´n auxiliar, por tanto h = 0.
Derivando y sustituyendo en la ecuacio´n se tiene:
(−4A cos (2t)− 4B sin (2t)) + 4(−2A sin (2t) + 2B cos (2t))
+5(A cos (2t) +B sin (2t)) = 5 cos (2t),
identiﬁcando coeﬁcientes:



A+ 8B = 5
B − 8A = 0
de donde:



A = 113
B = 813 .
La solucio´n general, que nos da la intensidad en cada instante t, viene dada
por:
I(t) = C1e
−2t cos t+ C2e
−2t sin t+
1
13
(cos (2t) + 8 sin (2t)).
Los te´rminos C1e−2t cos t+C2e−2t sin t son transitorios, tienden a 0 cuando
t tiende a inﬁnito. Los otros dos te´rminos de la fo´rmula tienen la misma fre-
cuencia que la entrada 5 cos (2t); representan la corriente perio´dica de estado
estacionario en el circuito. 
Ejercicios de la seccio´n 3.3
1. La siguiente ecuacio´n diferencial modeliza una oscilacio´n lineal de un
sistema masa-resorte:
5x + 2x + 2x = 0.
Aplicamos a dicho sistema una fuerza externa dada por F (t) = 10 cos 2t,
obtenie´ndose un movimiento forzado. ¿Cua´l es la ecuacio´n que modeliza
dicho movimiento? Si en el instante inicial desplazamos la masa 2 m
por debajo de la posicio´n de equilibrio y la soltamos con velocidad cero,
¿cua´l sera´ la posicio´n de la masa al cabo de 10 segundos? Analiza el tipo
de movimiento que se tiene antes y despue´s de aplicar la fuerza externa.
(Solucio´n: x(t) = e−t/5
�
43
17 cos (
3t
5 ) +
23
51 sin (
3t
5 )

+ 117 (2 sin (2t)− 9 cos (2t));
0.202992 m).
2. Una masa de 0,5 kg se sujeta a un resorte suspendido del techo; esto
ocasiona que el resorte se estire 0,98 m al llegar al reposo en equilibrio.
En el instante t = 0, la masa se desplaza 1 m hacia abajo, y se suelta;
en el mismo instante se aplica una fuerza externa f(t) = 2 cos (2t) N al
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sistema. Si la constante de amortiguacio´n es de 1 N.sg/m, determina el
desplazamiento x(t) de la masa en un instante t > 0 cualquiera. Con-
sidera g = 9,8 m/sg2. (Solucio´n: x(t) = e−t
�
7
13 cos (3t)−
1
39 sin (3t)

+
6
13 cos (2t) +
4
13 sin (2t) ).
3. La suspensio´n de un automo´vil se puede modelizar como un muelle que
vibra con amortiguamiento debido a los amortiguadores. Esto lleva a la
ecuacio´n:
mx(t) + bx(t) + kx(t) = 0,
donde m es la masa del automo´vil, b es la constante de amortiguamiento
de los amortiguadores, k es la constante del muelle y x(t) es el desplaza-
miento vertical del automo´vil en el tiempo t. Si la masa del automo´vil es
de 1000 kg y la constante del muelle es 3000 kg/sg2, determinad el valor
mı´nimo de la constante de amortiguamiento b (en kg/sg) que propor-
cionara´ un viaje libre de oscilaciones. Si reemplazamos los muelles por
otros que tienen una constante k doble que la anterior, ¿co´mo var´ıa este
valor mı´nimo de b? (Solucio´n: b = 2000
√
3;
√
2b).
4. Una fuerza de 400 N estira un resorte de 2 m, Una masa de 50 kg se sujeta
de un extremo del resorte, el cual pende verticalmente de un soporte, y
se suelta desde la posicio´n de equilibrio con una velocidad dirigida hacia
arriba de 10 m/sg. Encuentra la ecuacio´n del movimiento. Determina la
amplitud, periodo y frecuencia del movimiento generado. ¿ En que´ instan-
te pasa el cuerpo por la posicio´n de equilibrio, en direccio´n hacia abajo,
por tercera vez? (Solucio´n: x(t) = 5 sin (2t); A = 5; P = π; ω = 1π ; al
cabo de π sg.).
5. Consideremos un circuito ele´ctrico simple RLC con R = 10 Ω, L = 0,1
H y C = 2 × 10−3 F y con voltaje externo E(t) = 122 sin(10t). Si
para t = 0, la intensidad y la carga son nulas, determina la inten-
sidad de corriente en el circuito en cada instante t. (Solucio´n: I(t) =
e−50t
�
−9841 cos (50t)−
102
41 sin (50t)

+ 9841 cos (10t) +
20
41 sin (10t)).
6. Determina la carga y la corriente en el tiempo t de un circuito ele´ctrico
RLC con un resistor R = 40Ω, un inductor L = 1H, una capacitancia
C = 16×10−4 F y una fuerza electromotriz (suministrada por una bater´ıa
o un generador) E(t) = 100 cos 10t, siendo la carga inicial y la corriente
0. (Solucio´n: q(t) = e−20t
�
− 84697 cos (15t)−
464
2091 sin (15t)

+ 84697 cos (10t)+
64
697 sin (10t); I(t) = e
−20t
�
−640697 cos (15t) +
13060
2091 sin (15t)

+ 640697 cos (10t)−
840
697 sin (10t)).
7. Halla la carga q(t) en el capacitor de un circuito simple RLC en ca-
da instante t sabiendo que R = 20 Ω, L = 10 H, C = 0,01 F y
E(t) = 30 cos 2t voltios. Inicialmente la carga y la intensidad son nu-
las. (Solucio´n: q (t) = − 926e
−t cos 3t− 726e
−t sin 3t+ 926 cos 2t+
3
13 sin 2t).
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3.4. Ecuaciones diferenciales linealesdeordenn
3.4.1. Teor´ıa ba´sica
La teor´ıa para las ecuaciones lineales de orden n es una generalizacio´n de
la vista para el caso de ecuaciones de segundo orden.
 Deﬁnicio´n 3.4. Una ecuacio´n diferencial lineal de orden n es aque´lla
que se puede expresar de la forma:
an(x)y
(n) + · · ·+ a1(x)y
 + ao(x)y = b(x).
Si los coeﬁcientes de y y de sus derivadas son constantes, se dice que es una
ecuacio´n con coeﬁcientes constantes.
Si b(x) ≡ 0 la ecuacio´n se llama homoge´nea, en caso contrario se denomina
no homoge´nea.
Suponiendo a0(x), a1(x), · · · , an(x), b(x) funciones continuas en el intervalo
]a, b[ y an(x) ≡ 0 en (a, b), podemos dividir por an(x) y expresar la ecuacio´n
en forma cano´nica:
yn)(x) + pn−1(x)y
n−1)(x) + ...+ p1(x)y
(x) + p0(x)y(x) = g(x) (3.34)
donde pn−1, ..., p0 y g son continuas en un intervalo ]a, b[.
Bajo estas condiciones, el problema de valor inicial siempre tiene solucio´n
u´nica, pues se tiene el siguiente teorema.
 Teorema 3.7. Sean pn−1, ..., p0, g funciones continuas en algu´n intervalo
]a, b[ que contiene al punto xo; entonces, para cualquier eleccio´n de los valores
y0, y1, ..., yn−1 existe una u´nica solucio´n del problema de valor inicial
yn + pn−1(x)y
n−1 + ...+ p1(x)y
 + p0(x)y = g(x), con la condicio´n inicial
y(x0) = y0, y
(x0) = y1, ..., y
n−1(x0) = yn−1.
Dadas n funciones diferenciables y1, · · · , yn, se denomina wronskiano de
y1, · · · , yn a la funcio´n dada por:
W [y1, · · · , yn] (x) =

y1(x0) ... yn(x0)
y1(x0) ... y

n(x0)
...
...
yn−1)1 (x0) ... y
n−1)
n (x0)

.
El siguiente teorema nos proporciona la expresio´n para la solucio´n general
de una ecuacio´n homoge´nea:
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 Teorema 3.8. Sean y1, · · · , yn soluciones en ]a, b[ de la ecuacio´n homoge´nea
yn) + pn−1(x)y
n−1) + · · ·+ p1(x)y
 + p0(x)y = 0, (3.35)
donde pi(x) son funciones continuas en ]a, b[. Si para algu´n x0 de ]a, b[ estas
soluciones veriﬁcan que W [y1, ..., yn](x0) = 0, entonces toda solucio´n de (3.35)
en ]a, b[ se puede expresar de la forma:
y(x) = C1y1(x) + ...+ Cnyn(x), (3.36)
siendo C1, ..., Cn constantes.
A {y1, ..., yn} se le llama conjunto fundamental de soluciones de la
ecuacio´n (3.35) y la expresio´n (3.36) recibe el nombre de solucio´n general.
 Nota 3.5. La condicio´n W [y1, ..., yn](x0) = 0, para algu´n x0 de ]a, b[, nos
asegura que las funciones y1, ..., yn son linealmente independientes en ]a, b[.
De hecho, esta condicio´n es fa´cil de comprobar en el caso de soluciones de
ecuaciones diferenciales lineales debido al siguiente resultado:
 Propiedad 3.1. Si las funciones y1, ..., yn son soluciones de una ecuacio´n
diferencial lineal de orden n en ]a, b[, entonces su wronskiano no se anula en
]a, b[ o es ide´nticamente nulo en ]a, b[.
De la misma forma que para las ecuaciones diferenciales de orden 2, la
solucio´n general de una ecuacio´n lineal de orden n se obtiene sumando una
solucio´n particular de dicha ecuacio´n y la solucio´n general de la homoge´nea
asociada:
 Teorema 3.9. Sea yp(x) una solucio´n particular de la ecuacio´n no ho-
moge´nea
yn) + pn−1(x)y
n−1)(x) + ...+ p1(x)y
(x) + p0(x)y = g(x) (3.37)
en ]a, b[ y sea {y1, ..., yn} un conjunto fundamental de soluciones de la ecuacio´n
homoge´nea asociada.
Entonces, toda solucio´n de (3.37) en ]a, b[ se expresa de la forma:
y(x) = C1y1(x) + ...+ Cnyn(x) + yp(x).
Una vez vista la forma de la solucio´n general de una ecuacio´n diferencial
de orden n, veamos co´mo hallar un conjunto fundamental de soluciones de
la ecuacio´n homoge´nea asociada, para el caso de ecuaciones con coeﬁcientes
constantes, y una solucio´n particular de la ecuacio´n completa.
3.4.2. Solucio´n general de las ecuaciones homoge´neas
con coeﬁcientes constantes
Consideremos la ecuacio´n homoge´nea lineal con coeﬁcientes constantes
any
n) + an−1y
n−1)(x) + ...+ a1y
(x) + a0(x)y = 0 (3.38)
B. Campos/C. Chiralt
120
c UJI
11Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
con an = 0. Dado que las constantes son funciones continuas en R, esta
ecuacio´n tiene solucio´n deﬁnida en todo R.
Como ya hemos visto, resolver una ecuacio´n diferencial lineal de orden n
se reduce a encontrar un conjunto fundamental de soluciones. Generalizamos,
para las ecuaciones de orden n, el estudio realizado en el caso de las ecuaciones
de segundo orden: suponemos que las soluciones son de la forma y = erx.
Sustituyendo en la ecuacio´n diferencial, llegamos a la conclusio´n de que este
tipo de funciones sera´ solucio´n si r es ra´ız de la ecuacio´n auxiliar:
anr
n + an−1r
n−1 + · · ·+ a1r + a0 = 0.
Veamos co´mo construir un conjunto fundamental de soluciones dependien-
do de las ra´ıces de esta ecuacio´n auxiliar.
(I) Si se obtienen n ra´ıces reales y distintas r1, ..., rn, entonces {er1x, ..., ernx}
es un conjunto fundamental de soluciones de (3.38) y la solucio´n general
es:
y(x) = C1e
r1x + ...+ Cne
rnx.
(II) Por cada pareja α± iβ solucio´n de la ecuacio´n auxiliar, entonces e(α+iβ)x
y e(α−iβ)x son soluciones complejas, a partir de las cuales se obtienen
las soluciones reales y linealmente independientes: eαx cos βx y eαx sin βx
que forman parte del conjunto fundamental de soluciones.
(III) Para cada ra´ız r de multiplicidad m, las funciones
erx, xerx, x2erx, ..., xm−1erx
son soluciones y adema´s linealmente independientes, luego forman parte
del conjunto fundamental de soluciones.
Utilizando los resultados de estos tres casos se puede obtener un conjunto
de n soluciones linealmente independientes que nos conducen a la solucio´n
general.
’ Ejemplo 3.32. Hallemos la solucio´n general de las siguientes ecuaciones:
(a) y − 2y − 5y + 6y = 0.
(b) y + y + 3y − 5y = 0.
(c) yIV − y − 3y + 5y − 2y = 0.
(d) yIV − 8y + 26y − 40y + 25y = 0.
Solucio´n.
(a) La ecuacio´n auxiliar correspondiente es: r3 − 2r2 − 5r + 6 = 0, cuyas
ra´ıces son r1 = 1, r2 = −2 y r3 = 3. Por tanto, {ex, e−2x, e3x} es un
conjunto fundamental de soluciones y la solucio´n general es:
y(x) = C1e
x + C2e
−2x + C3e
3x.
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(b) La ecuacio´n auxiliar correspondiente es: r3 + r2 + 3r − 5 = 0, cuyas
ra´ıces son r1 = 1, y el par de complejas r2,3 = −1 ± 2i. Por tanto,
{ex, e−x cos 2x, e−x sin 2x} es un conjunto fundamental de soluciones y
la solucio´n general es:
y(x) = C1e
x + C2e
−x cos 2x+ C3e
−x sin 2x.
(c) La ecuacio´n auxiliar correspondiente es: r4 − r3 − 3r2 + 5r − 2 = 0,
cuyas ra´ıces son r1 = −2 con orden de multiplicidad 1 y r2 = 1 con
orden de multiplicidad 3. Por tanto, {e−2x, ex, xex, x2ex} es un conjunto
fundamental de soluciones y la solucio´n general es:
y(x) = C1e
−2x + C2e
x + C3xe
x + C4x
2ex.
(d) La ecuacio´n auxiliar correspondiente es: r4−8r3+26r2−40r+25 = 0, es
decir, (r2− 4r+5)2 = 0, cuyas ra´ıces son el par de complejas r1,2 = 2± i
con orden de multiplicidad 2. Por tanto, {e2x cosx, e2x sin x, xe2x cosx,
xe2x sin x} es un conjunto fundamental de soluciones y la solucio´n general
es:
y(x) = C1e
2x cosx+ C2e
2x sin x+ C3xe
2x cosx+ C4xe
2x sin x. 
3.4.3. Ecuaciones no homoge´neas
Para hallar una solucio´n particular de una ecuacio´n lineal de orden n no
homoge´nea podemos aplicar alguno de los siguientes me´todos:
(I) Me´todo de los coeﬁcientes indeterminados
La forma en que se obtiene la solucio´n particular yp(x) depende de la parte
no homoge´nea de la ecuacio´n diferencial y no del orden de dicha ecuacio´n. Por
tanto, los casos vistos para las ecuaciones de segundo orden siguen siendo va´li-
dos para ecuaciones de orden superior. Lo podemos aplicar si la ecuacio´n tiene
coeﬁcientes constantes y el te´rmino no homoge´neo es una funcio´n polino´mica,
exponencial, seno, coseno o suma ﬁnita de e´stas.
’ Ejemplo 3.33. Resolvamos la ecuacio´n diferencial:
3y + 5y + y − y = 3x2 − 10.
Solucio´n. Hallamos primero la solucio´n general de la parte homoge´nea. La
ecuacio´n auxiliar es 3r3+5r2+ r−1 = 0, cuyas ra´ıces son r1 = 1/3 y r2 = −1,
con orden de multiplicidad 1 y 2, respectivamente. Por tanto, tenemos:
yh(x) = C1e
1
3x + C2e
−x + C3xe
−x.
Puesto que el te´rmino no homoge´neo es g(x) = 3x2− 10, supondremos una
solucio´n particular de la forma:
yp(x) = (Ax
2 +Bx+ C)xh,
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con h = 0, que es el orden de multiplicidad de 0 en la ecuacio´n auxiliar y A,
B y C a determinar. Para ello, derivamos yp :
yp(x) = 2Ax+B, y

p(x) = 2A, y

p (x) = 0
y sustituimos en la ecuacio´n diferencial:
10A+ 2Ax+B − Ax2 − Bx− C = 3x2 − 10.
Igualando coeﬁcientes, obtenemos que A = −3, B = −6 y C = −26. Luego
la solucio´n particular es:
yp(x) = −3x
2 − 6x− 26
y la solucio´n general de la ecuacio´n completa es:
y(x) = C1e
1
3x + C2e
−x + C3xe
−x − 3x2 − 6x− 26. 
(II) Me´todo de variacio´n de para´metros
Veamos co´mo generalizar el me´todo de variacio´n de para´metros para ecua-
ciones lineales de orden superior. Para hallar una solucio´n particular de una
ecuacio´n de la forma (3.34), L[y](x)= g(x), necesitamos conocer previamente
un conjunto fundamental de soluciones {y1, · · · , yn}, de modo que, si la solu-
cio´n general de la homoge´nea asociada es:
y(x) = C1y1(x) + C2y2(x) + ...+ Cnyn(x)
con C1, ..., Cn constantes arbitrarias, se supone que existe una solucio´n parti-
cular de la ecuacio´n completa de la forma:
yp(x) = v1(x)y1(x) + v2(x)y2(x) + ...+ vn(x)yn(x) (3.39)
con v1, ...vn funciones a determinar.
Para ello se requieren n ecuaciones. En primer lugar, derivamos yp:
yp(x) = (v1y

1 + · · ·+ vny

n) + (v

1y1 + · · ·+ v

nyn) .
Para evitar la aparicio´n de derivadas segundas, y de orden superior en poste-
riores ca´lculos imponemos que el primer pare´ntesis sea cero, es decir,
v1y1 + · · ·+ v

nyn = 0.
Ana´logamente, al calcular yp , · · · , y
n−1)
p imponemos n− 2 condiciones ma´s:
v1y

1 + · · ·+ v

ny

n = 0,
...
v1y
n−2)
1 + · · ·+ v

ny
n−2)
n = 0,
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y la condicio´n n-e´sima es que yp satisfaga la ecuacio´n (3.34). Al utilizar las
condiciones anteriores y puesto que y1, · · · , yn son soluciones de la ecuacio´n
homoge´nea, la expresio´n L [yp] = g se reduce a:
v1y
n−1)
1 + · · ·+ v

ny
n−1)
n = g(x).
En resumen, buscamos las soluciones del sistema dado por todas estas condi-
ciones:
y1v1 + ...+ ynv

n = 0
y1v

1 + ...+ y

nv

n = 0
...
yn−2)1 v

1 + ...+ y
n−2)
n vn = 0
yn−1)1 v

1 + ...+ y
n−1)
n vn = g(x)



Aplicando Cramer o resolviendo por cualquier otro me´todo, obtenemos las
derivadas de las funciones buscadas:
vk(x) =
g(x)Wk(x)
W [y1, ..., yn](x)
,
para k = 1, ..., n, siendo Wk(x) el determinante que se obtiene reemplazando,
en el wronskianoW [y1, ..., yn](x), la columna k−e´sima por col[0, ..., 0, 1], siendo
col[0, ..., 0, 1] el vector columna (0, ..., 0, 1).
Integrando, se tiene que:
vk(x) =

g(x)Wk(x)
W [y1, ..., yn](x)
, k = 1, ..., n. (3.40)
Sustituyendo estas expresiones en (3.39) llegamos a la solucio´n particular.
’ Ejemplo 3.34. Resolvamos la ecuacio´n de Cauchy-Euler de tercer orden:
x3y + x2y − 2xy + 2y = x3 sin x, x > 0.
Solucio´n. Hallamos primero la solucio´n general de la parte homoge´nea. Puesto
que se trata de una ecuacio´n de Cauchy-Euler de tercer orden, supondremos
que las soluciones son de la forma y = xr. As´ı, derivando y sustituyendo en la
ecuacio´n obtenemos los posibles valores de r, que corresponden a las soluciones
de la ecuacio´n indicial r3 − 2r2 − r + 2 = 0, que son r1 = 1, r2 = −1 y r3 = 2.
Por tanto, tenemos:
yh(x) = C1x+ C2x
−1 + C3x
2.
Para hallar la solucio´n particular mediante el me´todo de variacio´n de pa-
ra´metros, tenemos que escribir la ecuacio´n en forma cano´nica:
y +
1
x
y −
2
x2
y +
2
x3
y = sin x.
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Luego g(x) = sin x y la solucio´n particular sera´:
yp(x) = v1(x) x+ v2(x) x
−1 + v3(x) x
2 (3.41)
con v1, v2 y v3 funciones a determinar dadas por (3.40) con
W [x, x−1, x2](x) =

x x−1 x2
1 −x−2 2x
0 2x−3 2

= −6x−1,
W1(x) =

0 x−1 x2
0 −x−2 2x
1 2x−3 2

= 3, W2(x) =

x 0 x2
1 0 2x
0 1 2

= −x2,
W3(x) =

x x−1 0
1 −x−2 0
0 2x−3 1

= −2x−1.
Por tanto:
v1(x) =

3 sin x
−6x−1
dx =

−x sin x
2
dx =
x cosx− sin x
2
,
v2(x) =

−x2 sin x
−6x−1
dx =

x3 sin x
6
dx =
−x3 cosx
6
+
x2 sin x
2
+ x cosx− sin x,
v3(x) =

−2x−1 sin x
−6x−1
dx =

sin x
3
dx =
− cosx
3
.
Sustituyendo en (3.41) y simpliﬁcando, tenemos:
yp(x) = cosx−
sin x
x
y la solucio´n general es:
y(x) = C1x+ C2x
−1 + C3x
2 + cosx−
sin x
x
. 
Ejercicios de la seccio´n 3.4
1. Resuelve las ecuaciones diferenciales:
(a) y − 3y + 2y = 0.
(b) yV + 3yIV + 4y + 12y + 4y + 12y = 0.
(c) y − 4y − 2y − 15y = 0.
(d) yIV − 2y + 2y − y = 0.
(e) yIV + 4y + 4y = 0.
(f) yIV − y − 5y + y − 6y = 0.
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(Solucio´n: (a) y(x) = C1e−2x + C2ex + C3 x ex.
(b) y(x) = C1e−3x + C2 cos(
√
2x) + C3x cos(
√
2x)+
C4 sin(
√
2x) + C5x sin(
√
2x).
(c) y(x) = C1e5x + C2e−x/2 cos(
√
11
2 x) + C3e
−x/2 sin(
√
11
2 x).
(d) y(x) = C1ex + C2xex + C3x2ex + C4e−x.
(e) y(x) = C1 cos(
√
2x) + C2 sin(
√
2x) + C3x cos(
√
2x) + C4x sin(
√
2x).
(f) y(x) = C1e2x + C2e−3x + C3 cosx+ C4 sin x).
2. Resuelve el problema de valor inicial 3y+5y+y−y = 0 con condicio´n
inicial y(0) = 0, y(0) = 1, y(0) = −1.
(Solucio´n: y(x) = − 916e
−x + 14xe
−x + 916e
x/3).
3. Resuelve el problema de valor inicial:
y − 2y + y = ex, con y(0) = 0
y(0) = 2
y(0) = −1.
(Solucio´n: y(x) = −6 + (6− 4x+ x
2
2 )e
x).
4. Resuelve las siguientes ecuaciones diferenciales:
(a) y − 2y − 5y + 6y = xe−x.
(b) y − 3y − 2y = ex(1 + xex).
(c) y − 3y + 2y = ex(2x− 1).
(d) y − 2y − y + 2y =
2x3 + x2 − 4x− 6
x4
.
(Solucio´n: (a) y(x) = C1ex + C2e3x + C3e−2x + e
−x
32 (4x− 1)).
(b) y(x) = C1e−x + C2xe−x + C3e2x −
ex
4
+
e2x
27
(1− 2x) + e
2x
18 x
2).
(c) y(x) = C1e−2x + C2ex + C3xex + e
x
162(−10 + 30x− 45x
2 + 18x3).
(d) y(x) = C1e−x + C2ex + C3e2x + 1x).
5. Escribe una ecuacio´n diferencial que tenga como conjunto fundamental
de soluciones
{1, e2x, xe2x}.
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TEMA 4
Sistemas de ecuaciones
diferenciales lineales
En los temas anteriores hemos visto co´mo la modelizacio´n de determinados
feno´menos reales dan lugar a una ecuacio´n diferencial de orden uno o de orden
superior. De modo similar, determinados problemas conducen a un sistema de
ecuaciones diferenciales; por ejemplo, sistemas de muelles acoplados, proble-
mas de mezclas con depo´sitos conectados o circuitos ele´ctricos compuestos por
varias mallas.
Como ya ocurr´ıa con las ecuaciones de orden superior, resolver un sistema
de ecuaciones diferenciales so´lo resulta sencillo en el caso en que las ecuaciones
sean lineales y con coeﬁcientes constantes. De hecho, toda ecuacio´n lineal de
orden mayor que uno puede transformarse en un sistema de ecuaciones lineales
de orden uno. La teor´ıa para resolver sistemas de ecuaciones lineales es ana´loga
a la vista en el tema anterior para las ecuaciones diferenciales lineales.
En el caso de sistemas de ecuaciones no lineales habra´ que recurrir a otro
enfoque como el estudio cualitativo del comportamiento de las soluciones o la
resolucio´n nume´rica.
Concretamente los objetivos concretos de este tema son:
Conocer la teor´ıa de los sistemas de ecuaciones diferenciales lineales.
Resolver anal´ıticamente sistemas de ecuaciones diferenciales lineales con
coeﬁcientes constantes.
Estudiar aplicaciones donde surgen este tipo de sistemas.
4.1. Introduccio´n
Veamos como introduccio´n un problema f´ısico sencillo donde surge un
sistema de ecuaciones diferenciales. Consideremos un sistema masa-resorte
acoplado, formado por dos masas m1 y m2 unidas por dos muelles con cons-
tantes k1 y k2 (ver Figura 4.1).
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Figura 4.1: Sistema masa-resorte acoplado.
Desplazamos la masa m1 una distancia x y la masa m2 una distancia y,
considerando x > 0, y > 0 si el desplazamiento se produce hacia la derecha de
la posicio´n de equilibrio y x < 0, y < 0 si se produce hacia la izquierda. Al
soltar las masas, el sistema se pone en movimiento.
Veamos las fuerzas que actu´an sobre cada masa. Para ello, aplicaremos la
ley de Hooke.
Sobre la masa m1 actu´an dos fuerzas, una fuerza F1 debida al resorte de
constante k1 y contraria al desplazamiento de la masa m1 :
F1 = −k1x(t)
y una fuerza F2 debida al resorte de constante k2 cuyo signo y direccio´n
viene determinado por el signo de y(t) − x(t); es decir, depende de que
dicho muelle haya sido estirado, si el desplazamiento de la masa m2 es
mayor que el de la masa m1, o contra´ıdo si ocurre lo contrario:
F2 = k2(y(t)− x(t)).
Sobre la masa m2 actu´a una fuerza F3 debida al resorte de constante k2:
F3 = −k2(y(t)− x(t)).
Aplicando ahora la segunda ley de Newton, llegamos al sistema de ecua-
ciones: 


m1
d 2x
dt2
= −k1x+ k2(y − x)
m2
d 2y
dt2
= −k2(y − x).
Es decir, tenemos un sistema de dos ecuaciones lineales de orden dos:



m1 x + (k1 + k2) x− k2 y = 0
m2 y + k2 y − k2 x = 0.
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Observemos que el sistema anterior se puede reducir a una sola ecuacio´n
diferencial lineal en x mediante un me´todo de eliminacio´n, esto es, despejando
y en la primera ecuacio´n y sustituyendo en la segunda, obteniendo en este caso
una ecuacio´n lineal de orden 4:
m2m1
k2
xIV ) +

m2(k1 + k2)
k2
+m1

x + k1x = 0.
Adema´s, una ecuacio´n diferencial de orden n de la forma:
xn) = f(t, x, x, ..., xn−1))
puede escribirse como un sistema de n ecuaciones diferenciales de primer orden.
En efecto, haciendo x1(t) = x(t), x2(t) = x(t) = x1(t), ..., xn(t) = x
n−1)(t) =
xn−1(t) se obtiene el sistema:


x1 = x2(t)
x2(t) = x3(t)
...
xn−1(t) = xn(t)
xn(t) = x
n)(t) = f(t, x, x, ..., xn−1)) = f(t, x1, ..., xn).
’ Ejemplo 4.1. Transformemos la siguiente ecuacio´n diferencial lineal en un
sistema:
x − 6x + 4x + x = sin t.
Solucio´n. Haciendo x1(t) = x(t), x2(t) = x(t) = x1(t), x3(t) = x
(t) = x2(t),
tenemos: 


x1 = x2(t)
x2(t) = x3(t)
x3(t) = 6x3(t)− 4x2(t)− x1(t) + sin t. 
Como vemos, existe un paralelismo entre las ecuaciones diferenciales de
orden n en la variable x y los sistemas de n ecuaciones de primer orden para
las variables x1(t) = x, x2(t) = x(t), ..., xn(t) = xn−1)(t). Esto presenta
una gran ventaja pra´ctica, pues la teor´ıa de sistemas lineales de primer orden
esta´ muy desarrollada y puede tratarse con me´todos algebraicos.
4.2. Teor´ıa general de los sistemas lineales
 Deﬁnicio´n 4.1. Un sistema de ecuaciones diferenciales de primer
orden es un conjunto de ecuaciones de la forma:



dx1
dt
= f1(t, x1, ..., xn)
dx2
dt
= f2(t, x1, ..., xn)
...
dxn
dt
= fn(t, x1, ..., xn).
(4.1)
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Este tipo de ecuaciones se presenta con frecuencia en aplicaciones biolo´gicas
y f´ısicas describiendo, en muchos casos, sistemas muy complicados ya que la
rapidez de cambio de la variable xi depende, no so´lo de t y de xi, sino tambie´n
de los valores de las otras variables.
Si cada una de las funciones f1,..., fn en (4.1) es una funcio´n lineal en las
variables dependientes x1, ..., xn, entonces se dice que el sistema de ecuaciones
es lineal.
Estudiaremos en este tema la teor´ıa de los sistemas lineales y los me´todos
para resolverlos, que son extensiones naturales de la teor´ıa correspondiente a
las ecuaciones lineales de orden n.
 Deﬁnicio´n 4.2. Un sistema de ecuaciones diferenciales lineales de primer
orden se dice que esta´ expresado en forma normal si se escribe del siguiente
modo:
dx1
dt
= a11(t)x1 + ...+ a1n(t)xn + g1(t)
dx2
dt
= a21(t)x1 + ...+ a2n(t)xn + g2(t)
...
dxn
dt
= an1(t)x1 + ...+ ann(t)xn + gn(t).
(4.2)
Si todas las funciones g1, ..., gn son cero, se dice que el sistema es ho-
moge´neo; en otro caso, diremos que es un sistema no homoge´neo.
En este tema analizaremos los sistemas lineales con coeﬁcientes constantes,
es decir, sistemas donde aij(t) son constantes. Incluso en este caso, los sistemas
son dif´ıciles de tratar, en especial si n es muy grande. Por ello, resultara´ u´til
repasar los conceptos relacionados con vectores y matrices, de modo que po-
damos disponer de una manera ma´s concisa de escribir las ecuaciones.
El sistema (4.2) expresado en forma matricial queda:
x(t) = A(t) x(t) + g(t), (4.3)
donde
x(t) = col(
dx1
dt
, ...,
dxn
dt
), x(t) = col(x1(t), ..., xn(t)),
g(t) = col(g1(t), ..., gn(t))
y A(t) es la matriz:
A(t) =


a11(t) . . . a1n(t)
...
...
an1(t) . . . ann(t)


Un problema de valor inicial correspondiente al sistema (4.2) consiste en
encontrar una funcio´n vectorial diferenciable x(t) que satisfaga el sistema en
un intervalo I y tambie´n satisfaga la condicio´n inicial x(t0) = x 0, donde t0 ∈ I
y x 0 = col(x01, ..., x
0
n) es un vector dado. La existencia y unicidad de solucio´n
para un problema de valor inicial viene dada por el teorema siguiente:
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 Teorema 4.1. Sean A(t) y g(t) continuas en un intervalo abierto I que
contiene al punto t0, entonces para cualquier eleccio´n del vector inicial
x 0 = col(x01, ..., x
0
n ),
existe una u´nica solucio´n del problema de valor inicial
x(t) = A(t) x(t) + g(t), x(t0) = x
0.
A continuacio´n introducimos la notacio´n de operadores. Si deﬁnimos el
operador L[x] = x − Ax, podemos expresar el sistema (4.3) como L[x] = g.
Aqu´ı, el operador L transforma funciones vectoriales en funciones vectoriales.
Adema´s, L es un operador lineal pues:
L[ax+ by] = a L[x] + b L[y].
Por ello, si x1, ..., xn son soluciones del sistema homoge´neo x = Ax, es decir,
si L[xi] = 0, entonces cualquier combinacio´n lineal de estos vectores
C1x1 + ...+ Cnxn
tambie´n es solucio´n.
Veremos, adema´s, que toda solucio´n de L[x] = 0 se puede expresar como
C1x1 + ... + Cnxn para valores C1, ..., Cn adecuados si las soluciones x1, ..., xn
son linealmente independientes. Para ello, generalizamos los conceptos de de-
pendencia e independencia funcional para el caso de funciones vectoriales.
 Deﬁnicio´n 4.3. Se dice que m funciones vectoriales x1(t), ..., xm(t) son
linealmente dependientes en un intervalo I si existen constantes, no todas
nulas, tales que:
C1 x1(t) + ...+ Cm xm(t) = 0, ∀t ∈ I.
Si no son linealmente dependientes, se dice que son linealmente indepen-
dientes, es decir, si existe un valor t0 ∈ I tal que:
C1x1(t0) + ...+ Cmxm(t0) = 0,
entonces Ci = 0, i = 1, ...,m.
’ Ejemplo 4.2. Demostremos que las funciones vectoriales
x1(t) =


et
0
et

 , x2(t) =


3et
0
3et

 , x3(t) =


t
1
0


son linealmente dependientes en R.
Solucio´n. Tomemos una combinacio´n lineal igualada a 0 :
C1


et
0
et

+ C2


3et
0
3et

+ C3


t
1
0

 =


0
0
0


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de donde se tiene: 


C1et + C23et + C3t = 0
C3 = 0
C1et + C23et = 0
La solucio´n de este sistema es C3 = 0, C1+3C2 = 0. Por ejemplo, podemos
tomar C2 = 1, C1 = −3, C3 = 0, y tenemos que s´ı existen constantes, no todas
nulas, tales que C1x1(t)+C2x2(t)+C3x3(t) = 0, ∀t ∈ R. Luego son linealmente
dependientes en R. 
Podemos observar que n funciones vectoriales, x1(t), ..., xn(t), son lineal-
mente independientes en un intervalo I si det[x1(t), · · · xn(t)] (determinante
de los vectores x1(t), · · · , xn(t)) no se anula para algu´n valor t ∈ I. A este
determinante se le denomina wronskiano.
 Deﬁnicio´n 4.4. Se llama wronskiano de n funciones vectoriales x1(t), ...,
xn(t) a la funcio´n de valor real:
W [ x1, ..., xn](t) =

x11(t) . . . x1n(t)
...
...
xn1(t) . . . xnn(t)

.
La condicio´n de que el wronskiano no se anule para algu´n valor t ∈ I es
fa´cil de comprobar ya que, en el caso de que las n funciones sean solucio´n de
una ecuacio´n diferencial lineal, o es ide´nticamente nulo o nunca se anula en el
intervalo I.
A continuacio´n estableceremos que, dadas n soluciones linealmente inde-
pendientes del sistema homoge´neo x = Ax en el intervalo I, toda solucio´n de
dicho sistema sera´ combinacio´n lineal de e´stas.
 Teorema 4.2. Sean x1(t), ..., xn(t) n soluciones linealmente independientes
del sistema homoge´neo
x(t) = A(t) x(t) (4.4)
en el intervalo I, donde A(t) es una funcio´n matricial continua en I.
Entonces, toda solucio´n de (4.4) en I se expresa de la forma:
x(t) = C1 x1(t) + ...+ Cn xn(t) (4.5)
donde C1, ..., Cn son constantes.
La combinacio´n (4.5) constituye la solucio´n general del sistema (4.4) y
las funciones vectoriales x1(t), ..., xn(t) forman un conjunto fundamental
de soluciones de (4.4). La matriz X(t), cuyas columnas esta´n constituidas
por los vectores de un conjunto fundamental de soluciones, se llama matriz
fundamental.
Podemos expresar la solucio´n general en forma matricial:
x(t) = X(t) C,
donde C = col(C1,..., Cn). Puesto que detX = W [ x1, ..., xn] nunca se anula en
I, se tiene que X es invertible ∀t ∈ I.
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’ Ejemplo 4.3. Veriﬁquemos que el conjunto de funciones vectoriales
S = {


e2t
e2t
e2t

 ,


−e−t
0
e−t

 ,


0
e−t
−e−t

}
es un conjunto fundamental de soluciones del sistema:
x(t) =


0 1 1
1 0 1
1 1 0

 x(t)
en R. Hallemos una matriz fundamental y la solucio´n general.
Solucio´n. Veamos en primer lugar que las tres funciones vectoriales dadas son
solucio´n del sistema:
Ax(t) =


0 1 1
1 0 1
1 1 0




e2t
e2t
e2t

 =


2e2t
2e2t
2e2t

 = x(t).
Ax(t) =


0 1 1
1 0 1
1 1 0




−e−t
0
e−t

 =


e−t
0
−e−t

 = x(t).
Ax(t) =


0 1 1
1 0 1
1 1 0




0
e−t
−e−t

 =


0
−e−t
e−t

 = x(t).
Veamos ahora que son linealmente independientes:
W (t) =

e2t −e−t 0
e2t 0 e−t
e2t e−t −e−t

= −3 = 0;
por tanto, s´ı forman un conjunto fundamental de soluciones. Una matriz fun-
damental sera´:
X(t) =


e2t −e−t 0
e2t 0 e−t
e2t e−t −e−t


y la solucio´n general es:
x(t) = X(t) C = C1


e2t
e2t
e2t

+ C2


−e−t
0
e−t

+ C3


0
e−t
−e−t

 . 
Otro concepto que generalizamos al caso de sistemas lineales es el prin-
cipio de superposicio´n, consecuencia directa de la linealidad del operador
L:
Si x1(t) y x2(t) son soluciones de los sistemas lineales no homoge´neos
L[x] = g1 y L[x] = g2, respectivamente, entonces C1x1(t) + C2x2(t) es
solucio´n del sistema lineal L[x] = C1g1 + C2g2.
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Utilizando este resultado, podemos obtener la solucio´n general de un sistema
de ecuaciones no homoge´neo si conocemos un conjunto fundamental de solu-
ciones del sistema homoge´neo asociado y una solucio´n particular del sistema
completo.
 Teorema 4.3. Sea xp(t) una solucio´n particular del sistema no homoge´neo:
x(t) = A(t) x(t) + g(t) (4.6)
en el intervalo I y sea {x1, ..., xn} un conjunto fundamental de soluciones en I
del sistema homoge´neo correspondiente x(t) = A(t) x(t).
Entonces, toda solucio´n de (4.6) en I se puede expresar de la forma:
x(t) = C1 x1(t) + ...+ Cn xn(t) + xp(t) (4.7)
donde C1, ..., Cn son constantes.
La combinacio´n dada en (4.7) se llama solucio´n general de (4.6) y tambie´n
puede expresarse como
x(t) = X(t) C + xp(t)
donde X(t) es una matriz fundamental del sistema homoge´neo.
Ejercicios de la seccio´n 4.2
1. Demuestra que las funciones vectoriales
x1(t) =


e2t
0
e2t

 , x2(t) =


e2t
e2t
−e2t

 , x3(t) =


et
2et
et


son linealmente independientes en R.
2. Sea el sistema x(t) = Ax, donde
A =

1 2
0 −1

.
Comprueba que las funciones vectoriales
x1 =

−e−t
e−t

y x2 =

et
0

forman un conjunto fundamental de soluciones del sistema dado. Halla
una matriz fundamental y escribe la solucio´n general del sistema.
4.3. Sistemas homoge´neos con coeﬁcientes
constantes
Veamos a continuacio´n co´mo obtener la solucio´n general del sistema ho-
moge´neo
x(t) = Ax(t) (4.8)
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donde A es una matriz real constante. Puesto que los elementos de A son
funciones constantes y, por tanto, son continuas en R, la solucio´n general que
obtengamos estara´ deﬁnida ∀t ∈ R.
Nuestro propo´sito es hallar n soluciones vectoriales que sean linealmente
independientes. Puesto que la funcio´n exponencial veriﬁca que x = Cx, bus-
caremos soluciones de la forma
x(t) = ert u (4.9)
con r constante y u vector constante, ambos a determinar.
Para obtener los valores de r y u, derivamos (4.9) y sustituimos en el sistema
homoge´neo:
rert u− Aert u = 0.
Sacando factor comu´n y teniendo en cuenta que la exponencial es no nula,
llegamos a la ecuacio´n:
(A− rI) u = 0. (4.10)
Este ca´lculo demuestra que x(t) = ert u es solucio´n del sistema homoge´neo si y
so´lo si r y u satisfacen la ecuacio´n (4.10), es decir, si u es un vector propio de
A asociado al valor propio r. La cuestio´n es si podemos obtener de este modo
n soluciones linealmente independientes. Puesto que el caso trivial u = 0 no es
u´til para encontrar soluciones independientes, se exige que u = 0. Los valores
y vectores propios de A se obtienen a partir de la ecuacio´n caracter´ıstica:
|A− rI| = 0.
Recordemos que los valores propios son las ra´ıces del polinomio p(r) = |A− rI| .
Estudiemos los distintos casos que se pueden dar en funcio´n de los valores y
vectores propios de A y veamos co´mo se deﬁnen en estos casos las soluciones
linealmente independientes.
(I) Valores propios reales
 Teorema 4.4. Si la matriz A de dimensio´n n× n tiene n vectores propios
linealmente independientes u1, ..., un asociados a los valores propios reales, no
necesariamente distintos, r1,..., rn, respectivamente, entonces:
{er1t u1, ..., e
rnt un}
es un conjunto fundamental de soluciones del sistema (4.8) en R y la solucio´n
general es:
x(t) = C1 e
r1t u1 + ...+ Cn e
rnt un
donde C1, ..., Cn son constantes.
 Nota 4.1. Las matrices sime´tricas de dimensio´n n × n tienen n vectores
propios linealmente independientes.
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 Teorema 4.5. Si r1, ..., rm son valores propios distintos de una matriz A
y ui es un vector propio asociado a ri, entonces los vectores u1, ..., um son
linealmente independientes.
Demostracio´n. Sean r1 = r2 y sean u1, u2 dos vectores propios no nulos
asociados a r1 y r2, respectivamente. Supongamos que u1 y u2 son linealmente
dependientes, entonces
u1 = k u2.
Multiplicamos por la matriz A a la izquierda de ambas partes de la igualdad
Au1 = k Au2,
dado que u1 y u2 son vectores propios asociados a los valores propios r1 y r2 de
A respectivamente, y que hemos considerado que los vectores son linealmente
dependientes tenemos que:
r1 u1 = k r2 u2 = r2 u1.
Pasando todos los te´rminos a un lado de la igualdad tenemos,
(r1 − r2) u1,
y teniendo en cuenta que u1 es un vector propio y no puede ser el vector nulo,
r1 = r2,
llegando a una contradiccio´n. Luego u1 y u2 son linealmente independientes.

 Corolario 4.1. Si una matriz A de dimensio´n n×n tiene n valores propios
distintos r1, ..., rn y ui es un vector propio asociado a ri, entonces
{er1t u1, ..., e
rnt un}
es un conjunto fundamental de soluciones del sistema homoge´neo x(t) = Ax(t).
’ Ejemplo 4.4. Hallemos la solucio´n general de x(t) = Ax(t), donde
A =

2 −3
1 −2

.
Solucio´n. El enunciado del problema es equivalente a buscar la solucio´n ge-
neral del sistema: 


x1(t) = 2x1(t)− 3x2(t)
x2(t) = x1(t)− 2x2(t).
Calculemos en primer lugar los valores propios de la matriz A. Para ello,
planteamos la ecuacio´n:

2− r −3
1 −2− r
 = 0
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y calculamos el determinante,
−(4− r2) + 3 = 0, es decir, r2 − 1 = 0.
Resolviendo esta ecuacio´n obtenemos los valores propios:
r1 = 1, r2 = −1.
A continuacio´n, calculemos los vectores propios asociados a cada valor:
H1 = {(x, y) :

1 −3
1 −3

x
y

=

0
0

} = {(x, y) : x− 3y = 0}
H−1 = {(x, y) :

3 −3
1 −1

x
y

=

0
0

} = {(x, y) : x− y = 0}.
Un vector propio asociado a r1 = 1 es u1 =

3
1

y un vector propio
asociado a r2 = −1 es u2 =

1
1

. Puesto que u1 y u2 son vectores propios
asociados a dos valores propios distintos, son linealmente independientes y la
solucio´n general es:
x(t) = C1e
t

3
1

+ C2e
−t

1
1

,
es decir,
x1(t) = 3C1e
t + C2e
−t
x2(t) = C1e
t + C2e
−t. 
’ Ejemplo 4.5. Resolvamos el problema de valor inicial
x(t) =


1 2 −1
1 0 1
4 −4 5

 x(t), x(0) =


−1
0
0

 .
Solucio´n. Calculamos los valores propios de la matriz de coeﬁcientes. Planteamos
la ecuacio´n: 
1− r 2 −1
1 −r 1
4 −4 5− r

= 0,
desarrollamos el determinante y calculamos las ra´ıces de la ecuacio´n que se
obtiene. As´ı pues, los valores propios asociados a la matriz A son:
r1 = 1, r2 = 2, r3 = 3.
Calculamos ahora los vectores propios asociados a cada valor propio obtenido:
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H1 = {(x, y, z) :


0 2 −1
1 −1 1
4 −4 4




x
y
z

 =


0
0
0

}
= {(x, y, z) : 2y − z = 0, x− y + z = 0}.
H2 = {(x, y, z) :


−1 2 −1
1 −2 1
4 −4 3




x
y
z

 =


0
0
0

}
= {(x, y, z) : −x+ 2y − z = 0, 4x− 4y + 3z = 0}.
H3 = {(x, y, z) :


−2 2 −1
1 −3 1
4 −4 2




x
y
z

 =


0
0
0

}
= {(x, y, z) : −2x+ 2y − z = 0, x− 3y + z = 0}.
Tomando un vector propio asociado a cada valor propio,
u1 =


−1
1
2

 , u2 =


−2
1
4

 y u3 =


−1
1
4

 ,
la solucio´n general es:
x(t) = C1e
t


−1
1
2

+ C2e2t


−2
1
4

+ C3e3t


−1
1
4


=


−et −2e2t −e3t
et e2t e3t
2et 4e2t 4e3t




C1
C2
C3

 .
Consideramos ahora la condicio´n inicial:
x(0) =


−1 −2 −1
1 1 1
2 4 4




C1
C2
C3

 =


−1
0
0

 .
Resolviendo este sistema, obtenemos C1 = 0, C2 = 1 y C3 = −1. Luego la
solucio´n particular buscada es:
x(t) = e2t


−2
1
4

− e3t


−1
1
4

 . 
’ Ejemplo 4.6. Hallemos la solucio´n general del sistema de ecuaciones linea-
les x(t) = Ax(t), donde
A =


1 −2 2
−2 1 2
2 2 1

 .
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Solucio´n. Resolviendo |A− rI| = 0, obtenemos los valores propios r1 = −3
y r2 = 3 con o´rdenes de multiplicidad 1 y 2, respectivamente. Como veremos,
aunque tengamos un valor propio repetido, s´ı podemos encontrar 3 vectores
propios linealmente independientes, ya que el espacio de vectores propios aso-
ciados a r = 3 tiene dimensio´n 2, por tanto podemos tomar dos vectores propios
de este espacio linealmente independientes.
Vectores propios asociados a cada valor:
H−3 = {(x, y, z) :


4 −2 2
−2 4 2
2 2 4




x
y
z

 =


0
0
0

}
= {(x, y, z) : 2x− y + z = 0, − x+ 2y + z = 0}.
H3 = {(x, y, z) :


−2 −2 2
−2 −2 2
2 2 −2




x
y
z

 =


0
0
0

}
= {(x, y, z) : x+ y − z = 0}.
Tomamos un vector propio asociado a r1 = −3,
u1 =


1
1
−1


y dos vectores linealmente independientes asociados a r2 = 3,
u2 =


1
0
1

 y u3 =


−1
1
0

 .
Entonces, la solucio´n general es:
x(t) = C1e
−3t


1
1
−1

+ C2e3t


1
0
1

+ C3e3t


−1
1
0

 . 
(II) Valores propios complejos
Veamos co´mo obtener dos soluciones reales linealmente independientes del
sistema
x(t) = Ax(t) (4.11)
cuando la matriz A real tiene un par de valores propios complejos conjugados
α± iβ.
Supongamos que r1 = α+ iβ (α, β ∈ R), es un valor propio de A con vector
propio correspondiente z = a+ ib, donde a y b son vectores constantes reales.
Se observa que su conjugado z = a − ib es un vector propio asociado al valor
propio r2 = α− iβ. En efecto, si tomamos el conjugado de:
(A− r1I) z = 0,
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aplicando la propiedad de que el conjugado del producto es el producto de
los conjugados y adema´s A = A y I = I por tener so´lo componentes reales,
obtenemos:
(A− r¯1I) z = 0.
Teniendo en cuenta que r¯1 = r2, entonces:
(A− r2I) z = 0,
por lo tanto, z es el vector propio asociado a r2.
Dos soluciones vectoriales complejas de (4.11) linealmente independientes
son:
w1(t) = e
r1t z = e(α+iβ)t(a+ ib),
w2(t) = e
r2t z = e(α−iβ)t(a− ib).
Utilizamos una de estas dos soluciones y la fo´rmula de Euler para obtener
dos soluciones vectoriales reales. En primer lugar reescribimos w1(t):
w1(t) = e
αt (cos (βt) + i sin (βt)) (a+ ib)
= eαt

cos (βt)a− sin (βt)b

+ ieαt

sin (βt)a+ cos (βt)b

.
Por tanto,
w1(t) = x1(t) + i x2(t)
donde x1(t) y x2(t) son las dos funciones vectoriales reales:
x1(t) = e
αt

cos (βt)a− sin (βt)b

,
x2(t) = e
αt

sin (βt)a+ cos (βt)b

.
Comprobemos que x1(t) y x2(t) son soluciones reales del sistema homoge´neo
(4.11). Puesto que w1(t) es una solucio´n de (4.11) se tiene:
w1(t) = Aw1(t),
por tanto:
(x1(t) + i x2(t))
 = A(x1(t) + i x2(t)).
Derivando:
x1(t) + ix

2(t) = A(x1(t) + i x2(t)),
es decir:
x1(t) + ix

2(t) = Ax1(t) + i Ax2(t).
Igualando las partes real e imaginaria, tenemos:
x1(t) = Ax1(t)
x2(t) = Ax2(t);
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por tanto, x1(t) y x2(t) son soluciones reales del sistema homoge´neo (4.11) aso-
ciadas a los valores propios α± iβ. Veamos que {x1(t), x2(t)} son linealmente
independientes en R. Sea a = col(a1 a2) y b = col(b1 b2). Entonces:
W [ x1, x2] (t) =

eαt cos (βt)a1 − eαt sin (βt)b1 eαt sin (βt)a1 + eαt cos (βt)b1
eαt cos (βt)a2 − eαt sin (βt)b2 eαt sin (βt)a2 + eαt cos (βt)b2

= eαt(a1b2 − a2b1) = 0,
ya que a1b2 − a2b1 = det(a,b) y a y b son linealmente independientes.
Resumiendo, si una matriz A tiene valores propios conjugados α ± iβ con
vectores asociados a± ib, entonces dos soluciones vectoriales reales linealmente
independientes (4.11) son:
{eαt cos (βt)a− eαt sin (βt)b, eαt sin (βt)a+ eαt cos (βt)b}. (4.12)
’ Ejemplo 4.7. Hallemos la solucio´n general del sistema:
x(t) =


−
1
2
1
−1 −
1
2

 x(t).
Solucio´n. Calculamos en primer lugar los valores propios de la matriz de
coeﬁcientes:

−
1
2
− r 1
−1 −
1
2
− r

= 0, de donde: r2 + r +
5
4
= 0, es decir: r = −
1
2
± i.
Para r1 = −12 + i, calculemos los vectores propios asociados:
H1 = {(x, y) :

−i 1
−1 −i

x
y

=

0
0

} = {(x, y) : −ix+ y = 0}
= {(x, y) : y = ix}.
Por tanto, un vector propio asociado a r1 es
u1 =

1
i

=

1
0

+ i

0
1

,
luego a =

1
0

y b =

0
1

. Entonces, dos soluciones reales vienen dadas
por (4.12), es decir:
x1(t) =

e−
1
2 t cos t
e−
1
2 t sin t

y x2(t) =

e−
1
2 t sin t
e−
1
2 t cos t

y la solucio´n general es:
x(t) = C1

e−
1
2 t cos t
e−
1
2 t sin t

+ C2

e−
1
2 t sin t
e−
1
2 t cos t

. 
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(III) Valores propios repetidos
Estudiamos ﬁnalmente el caso en que A tiene algu´n valor propio repetido ri
con multiplicidad mi pero no tiene asociados mi vectores propios linealmente
independientes a dicho valor.
Comenzaremos viendo un ejemplo de un sistema de dos ecuaciones donde
la matriz A tiene un valor propio doble r y so´lo un vector propio linealmente
independiente asociado u1.
’ Ejemplo 4.8. Hallemos la solucio´n general del sistema:
x(t) =

1 −1
1 3

x(t).
Solucio´n. Calculemos los valores propios de la matriz de coeﬁcientes:

1− r −1
1 3− r
 = 0, es decir: r
2 − 4r + 4 = 0;
por tanto, r = 2 es un valor propio con multiplicidad 2.
Calculemos los vectores propios asociados:
H2 = {(x, y) :

−1 −1
1 1

x
y

=

0
0

} = {(x, y) : x+ y = 0}.
Por ejemplo, un vector propio asociado sera´ u1 =

1
−1

. Puesto que este
espacio tiene dimensio´n 1, no existe otro vector propio linealmente indepen-
diente y tenemos so´lo una solucio´n independiente dada por:
x1(t) = e
2t u1 = e
2t

1
−1

.
Podemos intentar buscar una segunda solucio´n linealmente independiente
de la forma:
x2(t) = t e
2t u2
con u2 vector constante a determinar. Para ello, sustituimos en el sistema:
2t e2t u2 + e
2t u2 − At e
2t u2 = 0.
Igualamos ahora los coeﬁcientes de e2t y t e2t a 0. A partir del coeﬁciente
de e2t, se obtiene que u2 = 0. Por tanto, no encontramos ninguna solucio´n del
sistema (distinta de cero) de la forma t e2t u2. Puesto que al igualar coeﬁcientes
nos aparecen te´rminos en e2t y t e2t buscaremos una solucio´n de la forma:
x2(t) = t e
2t u3 + e
2t u2
con u2 y u3 vectores constantes a determinar. Sustituyendo en el sistema:
2t e2t u3 + e
2t u3 + 2e
2t u2 − At e
2t u3 − Ae
2t u2 = 0.
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Igualando los coeﬁcientes de e2t y t e2t, se tiene:
(A− 2I)u3 = 0
(A− 2I)u2 = u3.
As´ı, u3 es un vector propio de A asociado al valor propio r = 2 (podemos
tomar u3 = u1), y u2 sera´ un vector que veriﬁque la segunda ecuacio´n. Por
consiguiente, una segunda solucio´n linealmente independiente es:
x2(t) = t e
2t u1 + e
2t u2
donde u2 sera´ un vector tal que
(A− 2I)u2 = u1. (4.13)
Como det(A − 2I) = 0, cabe esperar que la ecuacio´n (4.13) no pueda
resolverse. Sin embargo, no es necesariamente cierto, para determinado u1
s´ı puede resolverse,

−1 −1
1 1

x
y

=

1
−1

.
Vemos que el rango de la matriz de coeﬁcientes de este sistema es igual al
rango de la matriz ampliada, pues la columna de la derecha es proporcional a
las columnas de la matriz, luego el sistema es compatible. Por tanto, buscamos
un vector u3 =

x
y

tal que −x− y = 1, luego sera´ de la forma:
u3 =

k
−1− k

=

0
−1

+ k

1
−1

y la solucio´n quedar´ıa:
x2(t) = t e
2t

1
−1

+ e2t

0
−1

+ ke2t

1
−1

.
El u´ltimo sumando es proporcional a x1(t), luego ya estara´ incluido en la
solucio´n general, podemos por tanto, tomar k = 0 al considerar el vector u3.
De este modo, la solucio´n general sera´:
x(t) = C1x1(t)+C2x2(t) = C1e
2t

1
−1

+C2

t e2t

1
−1

+ e2t

0
−1

.

Estudiemos la obtencio´n de las soluciones para el caso de valores propios con
multiplicidad 2 o´ 3. Si existe un valor propio r con orden de multiplicidad mayor
que tres, la situacio´n se va complicando y requiere un tratamiento basado en
la exponencial de una matriz y el conocimiento de la teor´ıa de matrices.
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Si r es valor propio de A con orden de multiplicidad dos y so´lo tiene un
vector propio u1 linealmente independiente, entonces tenemos dos soluciones
linealmente independientes de la forma:
x1(t) = ert u1
x2(t) = t ert u1 + ert u2
donde u2 un vector que satisface la condicio´n:
(A− rI) u2 = u1. (4.14)
A un vector que veriﬁca esta condicio´n se le llama vector propio generali-
zado asociado al valor propio r. Esta condicio´n implica que:
(A− rI)2u2 = 0.
 Deﬁnicio´n 4.5. Un vector u es un vector propio generalizado de una
matriz A, asociado a un valor propio r, si existe un k entero positivo tal que:
(A− rI)k u = 0.
Si r es un valor propio de A con orden de multiplicidad tres, tenemos varias
posibilidades:
1) Si r tiene asociados tres vectores propios {u1, u2, u3} linealmente in-
dependientes, estamos en el caso estudiado en (I).
2) Si r tiene un so´lo vector propio linealmente independiente u1, las tres
soluciones linealmente independientes asociadas vienen dadas por:
x1(t) = ert u1
x2(t) = t ert u1 + ert u2, con u2 tal que (A− rI)u2 = u1
x3(t) = t
2
2! e
rt u1 + t ert u2 + ert u3, con u3 tal que (A− rI)u3 = u2.
Esta tercera solucio´n x3(t) es linealmente independiente de x1(t) y x2(t) y
se obtiene con un razonamiento ana´logo al dado en el ejemplo para obtener
x2(t).
3) Si un valor propio r con multiplicidad 3 so´lo tiene asociados dos vectores
propios linealmente independientes u1 y u2, tendremos dos soluciones dadas
por:
x1(t) = ert u1
x2(t) = ert u2.
Busquemos una tercera solucio´n que sea linealmente independiente de estas
dos. Supongamos que es de la forma:
x3(t) = e
rt u3 + t e
rt u4
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y derivamos:
x3(t) = re
rt u3 + e
rt u4 + rt e
rt u4.
A continuacio´n, sustituimos en el sistema:
rert u3 + e
rt u4 + rt e
rt u4 − Ae
rt u3 − At e
rt u4 = 0
e igualando te´rminos deducimos que:
(A− rI) u4 = 0,
(A− rI) u3 = u4, (4.15)
es decir, u4 es un vector propio de A asociado a r y u3 es un vector propio
generalizado. Para que se puedan dar estas dos condiciones, tomaremos una
tercera solucio´n linealmente independiente que sera´ de la forma:
x3(t) = t e
rt uk + e
rt u3
con u3 vector propio generalizado veriﬁcando (A − rI)u3 = uk, donde uk es
un vector propio combinacio´n lineal de u1 y u2, que se elegira´ de modo que la
ecuacio´n (4.15) pueda resolverse para u3.
’ Ejemplo 4.9. Hallemos tres soluciones linealmente independientes del sis-
tema:
x(t) =


2 1 6
0 2 5
0 0 2

 x(t).
Solucio´n. Resolviendo |A− rI| = 0, obtenemos el valor propio r = 2 con
orden de multiplicidad 3. Calculemos los vectores propios asociados a este
valor:
H2 = {(x, y, z) :


0 1 6
0 0 5
0 0 0




x
y
z

 =


0
0
0

} = {(x, y, z) : y = 0, z = 0}.
Este espacio vectorial tiene dimensio´n 1, luego so´lo podemos obtener un
vector propio linealmente independiente, por ejemplo el vector u1 =


1
0
0

 y
una primera solucio´n vendra´ dada por:
x1(t) = e
2t u1 = e
2t


1
0
0

 .
La segunda solucio´n sera´ de la forma x2(t) = t e2t u1+ e2t u2, con u2 tal que
(A− 2I)u2 = u1, es decir, u2 sera´ un vector cuyas componentes veriﬁquen:


0 1 6
0 0 5
0 0 0




x
y
z

 =


1
0
0

 ,
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el sistema asociado es: 
y + 6z = 1
z = 0
y resolviendo el sistema:
y = 1 z = 0.
As´ı, u2 sera´ de la forma:
u2 =


x
1
0

 =


0
1
0

+ x


1
0
0

 .
En u2 eliminamos el segundo sumando ya que es proporcional a u1, as´ı tomamos
u2 =


0
1
0

 .
La tercera solucio´n sera´ de la forma x3(t) = t
2
2! e
rt u1 + t ert u2 + ert u3, con
u3 tal que (A− 2I)u3 = u2, es decir, sus componentes veriﬁcara´n:


0 1 6
0 0 5
0 0 0




x
y
z

 =


0
1
0

 ,
planteamos el sistemas asociado:

y + 6z = 0
5z = 1
y resolviendo obtenemos:
y = −6/5, z = 1/5.
Por tanto, u3 sera´ de la forma:
u2 =


x
−6/5
1/5

 =


0
−6/5
1/5

+ x


1
0
0

 .
De nuevo, eliminamos el te´rmino proporcional a u1 tomando u3 =


0
−6/5
1/5

 .
As´ı pues, tres soluciones linealmente independientes son:
x1(t) = e
2t


1
0
0

 ,
x2(t) = t e
2t


1
0
0

+ e2t


0
1
0

 ,
x3(t) =
t2
2!
ert


1
0
0

+ t ert


0
1
0

+ ert


0
−6/5
1/5

 . 
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’ Ejemplo 4.10. Hallemos una matriz fundamental del sistema:
x(t) =


2 1 1
1 2 1
−2 −2 −1

 x(t).
Solucio´n. Resolviendo |A− rI| = 0, obtenemos el valor propio r = 1 con
orden de multiplicidad 3. El espacio de vectores propios asociados a este valor
sera´:
H1 = {(x, y, z) :


1 1 1
1 1 1
−2 −2 −2




x
y
z

 =


0
0
0

}
= {(x, y, z) : x+ y + z = 0}.
Este espacio vectorial tiene dimensio´n 2, luego podemos obtener dos vec-
tores propios linealmente independientes. Puesto que los vectores de este es-
pacio son de la forma:


−y − z
y
z

 = y


−1
1
0

+ z


−1
0
1


podemos tomar, por ejemplo, los vectores u1 =


−1
1
0

 y u2 =


−1
0
1

 , que
son linealmente independientes. As´ı, dos soluciones linealmente independientes
vendra´n dadas por:
x1(t) = e
t u1 = e
t


−1
1
0

 ,
x2(t) = e
t u2 = e
t


−1
0
1

 .
La tercera solucio´n sera´ de la forma x3(t) = t et uk + et u3, con uk = k1u1+
k2u2 y (A − I)u3 = uk. Por tanto, buscamos dos vectores que nos permitan
resolver el sistema:


1 1 1
1 1 1
−2 −2 −2




x
y
z

 = k1


−1
1
0

+ k2


−1
0
1

 =


−k1 − k2
k1
k2

 .
Para que el sistema sea compatible, haremos que la columna de los te´rmi-
nos independientes sea combinacio´n lineal de las columnas de la matriz de
coeﬁcientes. En este caso, podemos tomar k1 = 1 y k2 = −2, entonces:
uk =


1
1
−2


B. Campos/C. Chiralt
147
c UJI
148Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
y u3 sera´ un vector cuyas componentes veriﬁquen x + y + z = 1, es decir,
sera´ un vector de la forma:


1− y − z
y
z

 =


1
0
0

+ y


−1
1
0

+ z


−1
0
1

 .
Eliminando los sumandos proporcionales a u1 y a u2 tomamos
u3 =


1
0
0

 .
La tercera solucio´n es:
x3(t) = t e
t


1
1
−2

+ et


1
0
0


y la matriz fundamental viene dada por:
X(t) =


−et −et t et + et
et 0 t et
0 et −2t et

 . 
4.3.1. La funcio´n exponencial matricial
El estudio de la funcio´n exponencial matricial nos lleva a un me´todo alter-
nativo para la obtencio´n de una matriz fundamental de un sistema. Dada una
matriz constante A de dimensio´n n × n, deﬁnimos la matriz eAt imitando el
desarrollo de Taylor de eat, es decir,
eAt = I + At+ A2
t2
2!
+ ...+ An
tn
n!
+ ... (4.16)
Veamos algunas de sus propiedades que utilizaremos ma´s adelante:
1. eA0 = eO = I, siendo O la matriz nula de dimensio´n n× n.
2. eA(t+s) = eAteAs.
3. (eAt)−1 = e−At, por tanto se tiene que eAt es una matriz regular.
4. e(A+B)t = eAteBt si AB = BA.
5. erIt = ertI.
Si diferenciamos en (4.16), se tiene que:
d
dt
(eAt) =
d
dt
(I + At+ A2
t2
2!
+ ...+ An
tn
n!
+ ...)
= A+ A2t+ A3
t2
2!
+ ...+ An
tn−1
(n− 1)!
+ ...
= A(I + At+ A2
t2
2!
+ ...+ An
tn
n!
+ ...)
= AeAt,
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es decir, eAt es solucio´n de la ecuacio´n diferencial matricial X  = AX y dado
que eAt es una matriz regular, resulta que las columnas de eAt son soluciones
linealmente independientes del sistema x(t) = Ax(t).
 Teorema 4.6. Si A es una matriz constante de dimensio´n n× n, entonces
las columnas de la matriz exponencial eAt forman un conjunto fundamental de
soluciones del sistema:
x(t) = A x(t). (4.17)
En consecuencia, eAt es una matriz fundamental del sistema (4.17) y la
solucio´n general es x(t) = eAt C. As´ı, el problema de valor inicial:
x(t) = Ax(t), x(0) = x 0
tiene una u´nica solucio´n dada por:
x(t) = eAtx 0.
Nos centraremos a continuacio´n en el ca´lculo de la matriz eAt.
Si la matriz A es una matriz diagonal, el ca´lculo de eAt resulta sencillo.
’ Ejemplo 4.11. Calculemos eAt, siendo A la matriz:
A =

−1 0
0 2

.
Solucio´n. Puesto que A es diagonal se tiene que An =

(−1)n 0
0 2n

, por
tanto:
eAt =
+∞
n=0
An
tn
n!
=
 +∞
n=0(−1)
n tn
n! 0
0
+∞
n=0 2
n tn
n!

=

e−t 0
0 e2t

. 
As´ı, si A es la matriz diagonal A = diag(d1, d2, ..., dn), entonces eAt es la
matriz diagonal eAt = diag(ed1t, ed2t, ..., ednt).
Si A no es diagonal, el ca´lculo de eAt es ma´s laborioso.
Veamos co´mo determinar eAt para una clase especial de matrices. Si una
matriz no nula B es una matriz nilpotente, es decir, Bk = 0 para algu´n entero
k positivo, entonces la serie de eBt so´lo tiene un nu´mero ﬁnito de te´rminos y
en este caso:
eBt = I +Bt+B2
t2
2!
+ ...+Bk−1
tk−1
(k − 1)!
.
Aplicando las propiedades vistas anteriormente, podemos descomponer eAt
del siguiente modo:
eAt = erIte(A−rI)t = ertIe(A−rI)t = erte(A−rI)t.
Si elegimos r de modo que la matriz A−rI sea nilpotente, obtendremos una
representacio´n ﬁnita de eAt. Esto ocurre si el polinomio caracter´ıstico de A es
de la forma p(r) = (r−r1)n, es decir, si A tiene un valor propio de multiplicidad
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n. En este caso, puesto que por el Teorema de Cayley-Hamilton toda matriz
A satisface su polinomio caracter´ıstico, es decir, p(A) = 0, tendremos que
(A− r1I)n = 0. Entonces:
eAt = er1t

I + (A− r1I)t+ ...+ (A− r1I)
n−1 t
n−1
(n− 1)!

.
’ Ejemplo 4.12. Hallemos eAt, siendo A la matriz:
A =


2 1 1
1 2 1
−2 −2 −1

 .
Solucio´n. Calculemos los valores propios de A:
|A− rI| = −(r − 1)3 = 0→ r = 1 es valor propio con multiplicidad 3.
Entonces, (A− rI)3 = 0→ (A− I)3 = 0→ A− I es nilpotente y se tiene:
eAt = ete(A−I)t = et

I + (A− I)t+ (A− I)2
t2
2!

= et




1 0 0
0 1 0
0 0 1

+


1 1 1
1 1 1
−2 −2 −2

 t+


0 0 0
0 0 0
0 0 0

 t
2
2!


=


et + tet tet tet
tet et + tet tet
−2tet −2tet et − 2tet

 .
Y esta matriz obtenida es una matriz fundamental del sistema x(t) =
Ax(t). 
En general, no se satisface la nilpotencia pero podremos calcular eAt me-
diante la siguiente propiedad que relaciona dos matrices fundamentales de un
sistema.
 Lema 4.1. Sean X(t) e Y (t) dos matrices fundamentales de un sistema
x(t) = Ax(t). Entonces, existe una matriz constante C tal que:
X(t) = Y (t)C.
Por tanto, conocida una matriz fundamental X(t) de x(t) = Ax(t), puesto
que eAt es tambie´n matriz fundamental, se tendra´ que:
eAt = X(t)C.
Haciendo t = 0, se tiene:
I = X(0)C → C = X−1(0),
y llegamos a:
eAt = X(t)X−1(0).
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Veamos co´mo hallar una matriz fundamental basa´ndonos en las propiedades
estudiadas. Por el lema anterior, las columnas de una matriz fundamental sera´n
de la forma eAtu, con u vector constante, es decir, las columnas sera´n de la
forma:
eAtu = erte(A−r)tu = ert(I + (A− rI)t+ ...+ (A− rI)k
tk
k!
+ ...)u
= ert(u+ t(A− rI)u+ ...+
tk
k!
(A− rI)ku+ ...).
Intentaremos encontrar n vectores u de modo que el ca´lculo de cada una
de estas columnas resulte manejable, es decir, que los desarrollos sean ﬁnitos.
Si u es un vector propio de A asociado al valor propio r, entonces
(A− rI)u = 0 y (A− rI)ku = 0
para k > 1, luego el desarrollo anterior se reduce a ertu, resultado que ya
conoc´ıamos, y la columna obtenida es la solucio´n correspondiente a dicho vector
propio.
En general, se tendra´ un nu´mero ﬁnito de sumandos si (A−rI)ku = 0 para
algu´n k entero positivo. Como vimos, los vectores que satisfacen esta propiedad
son los vectores propios generalizados.
As´ı, si el polinomio caracter´ıstico de la matriz A es:
p(r) = (r − r1)
m1 . . . (r − rk)
mk ,
se veriﬁca que para cada valor propio ri de A con multiplicidad mi, existen mi
vectores propios generalizados linealmente independientes, con m1+ ...+mk =
n. Por tanto, a partir de estos n vectores propios generalizados calcularemos
las n soluciones linealmente independientes de la forma eAtu para cada u.
En resumen, para hallar un conjunto fundamental de soluciones del sistema
x(t) = Ax(t) seguiremos los siguientes pasos:
1. Calcularemos el polinomio caracter´ıstico p(r) = |A− rI| y hallaremos
los valores propios:
r1 con multiplicidad m1
...
rk con multiplicidad mk.
2. Para cada ri buscaremos mi vectores propios generalizados linealmente
independientes.
3. Construiremos n soluciones linealmente independientes, es decir, n colum-
nas de la matriz fundamental, de la forma:
eAtu = erit(u+ t(A− riI)u+
t2
2!
(A− riI)
2u+ ...).
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’ Ejemplo 4.13. Hallemos la matriz fundamental eAt del sistema x(t) =
Ax(t), donde:
A =


1 0 0
1 3 0
0 1 1

 .
Solucio´n. El polinomio caracter´ıstico de A es p(r) = (r − 1)2(r − 3), luego se
tiene un valor propio r1 = 1 con multiplicidad 2 y un valor propio r2 = 3 con
multiplicidad 1.
Para r1 = 1,
H1 = {(x, y, z) :


0 0 0
1 2 0
0 1 0




x
y
z

 =


0
0
0

} = {(x, y, z) : x = 0, y = 0}.
Un vector propio asociado a r1 = 1 es u1 =


0
0
1

 .
As´ı, la primera columna de la matriz fundamental es x1(t) = et


0
0
1

 .
Puesto que para r1 = 1 valor propio doble so´lo se tiene un vector propio
linealmente independiente, buscaremos ahora un vector propio generalizado,
es decir, buscaremos un vector que veriﬁque:


0 0 0
1 2 0
0 1 0


2

x
y
z

 =


0
0
0


o equivalentemente:


0 0 0
1 2 0
0 1 0




x
y
z

 =


0
0
1


es, por tanto, un vector cuyas componentes veriﬁquen x + 2y = 0 e y = 1. Es
decir, sera´ un vector de la forma:


−2
1
z

 =


−2
1
0

+ z


0
0
1

 .
Eliminando los sumandos proporcionales a u1, tomamos u2 =


−2
1
0

 . La
segunda solucio´n o segunda columna de la matriz fundamental es:
x2(t) = e
Atu2 = e
te(A−I)tu2 = e
t(u2 + t(A− I)u2)
= etu2 + te
tu1 = e
t


−2
1
0

+ tet


0
0
1

 =


−2et
et
tet

 .
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Para r2 = 3,
H3 = {(x, y, z) :


−2 0 0
1 0 0
0 1 −2




x
y
z

 =


0
0
0

} = {(x, y, z) : x = 0, y−2z = 0}.
Un vector propio asociado a r2 = 3 es u3 =


0
2
1

 y la tercera columna de la
matriz fundamental sera´ x3(t) = e3t


0
2
1

 =


0
2e3t
e3t

 .
Luego una matriz fundamental es:
X(t) =


0 −2et 0
0 et 2e3t
et tet e3t


y la matriz fundamental eAt es:
eAt = X(t)X−1(0) =


et 0 0
−12e
t + 12e
3t e3t 0
−14e
t − 12te
t + 14e
3t −12e
t + 12e
3t et

 . 
Ejercicios de la seccio´n 4.3
1. Halla la solucio´n general de los siguientes sistemas de ecuaciones:
(a) x(t) =

1 1
4 1

x(t),
(b) x(t) =

−3
√
2√
2 −2

x(t),
(c) x(t) =


1 2 2
0 −1 1
0 3 1

 x(t).
(Solucio´n: (a) x(t) = C1e3t

1
2

+ C2e−t

1
−2

.
(b) x(t) = C1e−t

1√
2

+ C2e−4t
 √
2
1

.
(c) x(t) = C1et


1
0
0

+ C2e2t


2
6
−5

+ C3e−2t


0
1
−1

).
2. Halla la solucio´n general de los siguientes sistemas:
(a) x(t) =

−1 2
−1 −3

x(t).
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(b) x(t) =


−2 0 2
−2 2 −2
−8 0 −2

 x(t).
(Solucio´n: (a) x(t) = C1e−2t

2 cos t
− cos t− sin t

+C2e−2t

2 sin t
− sin t+ cos t

.
(b) x(t) = C1e2t


0
1
0

+ C2e−2t


4 cos (4t)
− cos (4t) + 3 sin (4t)
−8 sin (4t)


+ C3e−2t


4 sin (4t)
− sin (4t) + 3 cos (4t)
8 cos (4t)

).
3. Resuelve los siguientes sistemas:
(a) x(t) =

5 −3
3 −1

x(t).
(b) x(t) =

1 −1
4 −3

x(t).
(Solucio´n: (a) x(t) = C1e2t

1
1

+ C2e2t

t

1
1

+

0
−13

.
(b) x(t) = C1et

1
2

+ C2et

t

1
2

+

0
−1

).
4. Halla una matriz fundamental de los siguientes sistemas:
(a) x(t) =


3 1 6
0 2 −1
0 0 3

 x(t).
(b) x(t) =


3 −2 1
2 −1 1
−4 4 1

 x(t).
(c) x(t) =


5 −3 −2
8 −5 −4
−4 3 3

 x(t).
(d) x(t) =


0 2 −2 1
2 3 2 1
0 −3 2 −2
−1 −3 −1 −1

 x(t).
(Solucio´n: (a) X(t) =


e3t t e3t
0 −15e
3t
0 15e
3t

 .
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(b) X(t) =


et t et t et
et t et (t+ 14)e
t
0 et ( t
2
2 +
1
2) e
t

 .
(c) X(t) =


et 0 t et
0 2et 2t et
2et −3et (−t− 12) e
t

 .
(d) X(t) =


−e2t −t e2t − sin t cos t
0 −e2t −12(cos t+ sin t) −
1
2(sin t+ cos t)
e2t t e2t 12(cos t+ sin t)
1
2(sin t− cos t)
0 e2t cos t sin t

).
4.4. Sistemas no homoge´neos
Ya sabemos que la solucio´n general de un sistema no homoge´neo
x(t) = A(t)x(t) + g(t)
es de la forma:
x(t) = c1x1 + ...+ cnxn + xp(t).
Hemos estudiado co´mo hallar un conjunto fundamental de soluciones para
el sistema homoge´neo asociado para el caso en que A sea una matriz constante.
Veamos ahora co´mo obtener una solucio´n particular del sistema completo.
Tanto el me´todo de los coeﬁcientes indeterminados como el me´todo de
variacio´n de los para´metros, son una extensio´n de los me´todos estudiados para
el caso de ecuaciones lineales de orden n.
4.4.1. El me´todo de los coeﬁcientes indeterminados
Este me´todo se puede aplicar si la matriz A es constante, es decir, no de-
pende de t, y las componente de g(t) son funciones polino´micas, exponenciales,
senos, cosenos o bien sumas o productos de e´stas.
(I) Si el te´rmino no homoge´neo es un polinomio de grado m con coeﬁcientes
vectoriales:
g(t) = Pm(t) = amt
m + · · ·+ a1t+ a0,
tomaremos la solucio´n particular de la forma:
xp(t) = t
h Qm(t) = t
h( Amt
m + · · ·+ A1t+ A0),
teniendo en cuenta que:
• Se an˜ade el te´rmino th si r = 0 es ra´ız de la ecuacio´n caracter´ıstica,
con orden de multiplicidad h.
• Ai son coeﬁcientes a determinar.
B. Campos/C. Chiralt
155
c UJI
156Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
(II) Si el te´rmino no homoge´neo es un producto de exponencial y polinomio:
g(t) = eαt Pm(t)
tomaremos la solucio´n particular de la forma:
xp(t) = e
αt Qm(t),
teniendo en cuenta que:
• Qm es un polinomio de grado m con coeﬁcientes a determinar.
• La ecuacio´n caracter´ıstica no tiene como ra´ız r = α.
Sin embargo, tomaremos como propuesta de solucio´n particular
xp(t) = e
αt(th Qm(t) + Rh−1(t)),
teniendo en cuenta que:
• Se an˜ade el te´rmino th en el caso en que r = α sea ra´ız de la ecuacio´n
caracter´ıstica, con orden de multiplicidad h.
• Qm y Rh−1 son polinomios de grado m y h − 1, respectivamente,
con coeﬁcientes a determinar.
(III) Si el te´rmino no homoge´neo es un producto de exponencial y una com-
binacio´n de coseno y seno por polinomios:
g(t) = eαt(Pm(t) cos βt+ Rn(t) sin βt),
tomaremos la solucio´n particular de la forma:
xp(t) = e
αt th( QN(t) cos βt+ SN(t) sin βt)),
• Se an˜ade el te´rmino th si r = α + iβ es ra´ız de la ecuacio´n carac-
ter´ıstica, con orden de multiplicidad h.
• N = ma´x(m,n) y siendo QN(t) y SN(t) son polinomios de grado
N, con coeﬁcientes a determinar.
(IV) Si g(t) consiste en sumas ﬁnitas de los casos (I),(II) y (III), por el
principio de superposicio´n, xp(t) sera´ combinacio´n de las soluciones par-
ticulares correspondientes.
 Nota 4.2. Para determinar los coeﬁcientes vectoriales Ai y del resto de poli-
nomios que aparecen en los casos descritos se deriva y se sustituye la propuesta
de solucio´n particular xp en el sistema de ecuaciones diferenciales.
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’ Ejemplo 4.14. Hallemos la solucio´n general del sistema x(t) = Ax(t)+g(t),
donde:
A =


1 −2 2
−2 1 2
2 2 1

 y g(t) =


−9t
0
−18t

 .
Solucio´n. Los valores propios de A son r1 = 3 con orden de multiplicidad 2 y
r2 = −3. Calculando los vectores propios asociados, obtenemos la solucio´n del
sistema homoge´neo:
xh(t) = C1e
3t


1
0
1

+ C2e3t


−1
1
0

+ C3e−3t


−1
−1
1

 .
Busquemos ahora una solucio´n particular. Como g(t) =


−9
0
−18

 t es un
polinomio de grado 1, correspondiente al caso (I) de la tabla, buscamos una
solucio´n de la forma:
xp(t) = t
h(at+b).
Como 0 no es valor propio, h = 0, la solucio´n particular sera´:
xp(t) = at+b,
con a y b a determinar. Para ello, sustituimos xp(t) en el sistema:
xp(t) = Axp(t) + g(t),
de donde:
a = A(at+b) + g(t) −→ t(Aa+


−9
0
−18

) + (Ab− a) = 0.
Igualando a 0 los coeﬁcientes de este polinomio vectorial:
Aa+


−9
0
−18

 = 0 −→ Ab− a = 0,
obtenemos las ecuaciones matriciales:


1 −2 2
−2 1 2
2 2 1




a1
a2
a3

 =


9
0
18




1 −2 2
−2 1 2
2 2 1




b1
b2
b3

 =


a1
a2
a3

 .
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Resolviendo el primer sistema, se tiene a1 = 5, a2 = 2 y a3 = 4. Sustituyen-
do estos valores en el segundo sistema y resolviendo se tiene que b1 = 1, b2 = 0
y b3 = 2.
Por tanto, la solucio´n particular buscada es:
xp(t) =


5
2
4

 t+


1
0
2

 =


5t+ 1
2t
4t+ 2


y la solucio´n general es:
x(t) = C1e
3t


1
0
1

+ C2e3t


−1
1
0

+ C3e−3t


−1
−1
1

+


5t+ 1
2t
4t+ 2

 . 
4.4.2. El me´todo de variacio´n de los para´metros
E´ste es un me´todo ma´s general ya que los coeﬁcientes del sistema pueden
ser funciones continuas arbitrarias de t, as´ı como las componentes de g(t).
Para aplicar este me´todo debemos partir de una solucio´n general conocida del
sistema homoge´neo asociado.
Conocida X(t) una matriz fundamental del sistema homoge´neo x(t) =
A(t) x(t), la solucio´n general de este sistema homoge´neo viene dada por X(t) C,
siendo C un vector constante. Entonces, para el sistema completo
x(t) = A(t) x(t) + g(t) (4.18)
buscaremos una solucio´n particular de la forma:
xp(t) = X(t) υ(t),
es decir, cambiamos el vector constante C por una funcio´n vectorial υ(t) =
col(υ1(t), ..., υn(t)) a determinar.
Para calcular υ(t), derivamos xp(t):
xp(t) = X(t) υ
(t) +X (t) υ(t)
y sustituimos en la ecuacio´n (4.18):
X(t) υ(t) +X (t) υ(t) = A(t)X(t) υ(t) + g(t).
Puesto que X(t) satisface la ecuacio´n matricial X (t) = A(t)X(t), se tiene que:
X(t) υ(t) = g(t),
entonces:
υ(t) = X−1(t)g(t) (4.19)
e integrando se obtiene:
υ(t) =

X−1(t)g(t) dt.
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La solucio´n general del sistema completo es:
x(t) = X(t) C +X(t)

X−1(s)g(s) ds. (4.20)
Para un problema de valor inicial de la forma:
x(t) = A(t) x(t) + g(t), x(t0) = x0,
tendremos que despejar C de la solucio´n en t0:
x0 = X(t0) C +X(t0)

X−1(s)g(s) ds

t0
= X(t0) C +X(t0) I(t0),
de donde: C = X−1(t0) (x0 −X(t0) I(t0)) = X
−1(t0) x0 − I(t0)
y al sustituir en (4.20) obtenemos la solucio´n:
x(t) = X(t)X−1(t0) x0 +X(t)
 t
t0
X−1(s)g(s) ds
= X(t)

X−1(t0) x0 +
 t
t0
X−1(s)g(s) ds

. (4.21)
’ Ejemplo 4.15. Hallemos una solucio´n particular del sistema de ecuaciones:
x(t) =

0 1
−2 3

x(t) +

et
0

.
Solucio´n. Los valores propios de la matriz

0 1
−2 3

son r1 = 2 y r2 = 1
con vectores propios asociados

1
2

y

1
1

, respectivamente. Por tanto,
la solucio´n general del sistema homoge´neo asociado es:
xh(t) = C1e
2t

1
2

+ C2e
t

1
1

=

e2t et
2e2t et

C = X(t) C.
Buscamos una solucio´n particular de la forma:
xp(t) = X(t) υ(t)
con υ(t) funcio´n vectorial a determinar. Para ello, podemos derivar xp(t) y
sustituir en el sistema, o bien podemos determinar directamente υ(t) a partir
de la condicio´n obtenida en (4.19):
υ(t) = X−1(t)g(t) =

−e−2t e−2t
2e−t −e−t

et
0

=

−e−t
2

.
Integrando:
υ(t) =
 
−e−t
2

dt =

e−t
2t

y la solucio´n particular obtenida es:
xp(t) =

e2t et
2e2t et

e−t
2t

=

et + 2tet
2et + 2tet

. 
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’ Ejemplo 4.16. Resolvamos el problema de valor inicial:
x(t) =

2 −3
1 −2

x(t) +

e2t
1

, x(0) =

−1
0

.
Solucio´n. Como ya vimos en el Ejemplo 4.4, una matriz fundamental del
sistema homoge´neo asociado es:
X(t) =

3et e−t
et e−t

y la solucio´n general de la parte homoge´nea es xh(t) = X(t) C.
Podemos resolver el problema planteando una solucio´n particular de la for-
ma xp(t) = X(t) υ(t), derivando y sustituyendo en el sistema para determinar
υ(t) y posteriormente sustituir las condiciones iniciales para determinar las
constantes de C, o bien podemos sustituir directamente en la fo´rmula (4.21)
obtenida anteriormente. Para sustituir directamente en la fo´rmula, calculemos
X−1(t) :
X−1(t) =
1
detX(t)

e−t −et
−e−t 3et
t
=
1
2

e−t −e−t
−et 3et

.
Sustituyendo en (4.21) tenemos:
x(t) =
1
2

3et e−t
et e−t

−1
1

+
 t
t0

es − e−s
−3e3s + 3es

ds

=
1
2

3et e−t
et e−t

−1
1

+

et + e−t
−e3t
3 + 3e
t

−

2
8
3

=
1
2

3et e−t
et e−t

−3 + et + e−t
−53 −
e3t
3 + 3e
t

=


−92e
t + 43e
2t − 56e
−t + 3
−32e
t + 13e
2t − 56e
−t + 2

 . 
Ejercicios de la seccio´n 4.4
1. Plantea la solucio´n particular del sistema x(t) = Ax(t) + g(t) para los
siguientes casos:
(a) g(t) =


1
−t
sin t

 .
(b) g(t) =


t
e3t
t2


siendo A la matriz del Ejemplo 4.16.
(Solucio´n: (a) xp(t) = at+b+ c sin t+ d cos t.
(b) xp(t) = at2 +bt+ c+ e3t(dt+ e+ ft2)).
B. Campos/C. Chiralt
160
c UJI
161Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
2. Resuelve los siguientes sistemas de ecuaciones diferenciales:
(a) x(t) =

−4 2
2 −1

x(t) +

1/t
4 + 2/t

.
(b) x(t) =


0 1 1
1 0 1
1 1 0

 x(t) +


3
−1
−1

 et, x(0) +


1
0
1

 .
(Solucio´n: (a) x(t) = C1

1
2

+C2e−5t

−2
1

+

8
5t+ ln |t| −
8
25
16
5 t+ 2 ln |t|+
4
25

.
(b) x(t) = −e−t


1
0
−1

+ e2t


1
1
1

+ et


1
−1
−1

).
4.5. Aplicaciones de los sistemas de ecuaciones
lineales
Como hemos visto en la introduccio´n del tema, un sistema de oscilaciones
acopladas da lugar a un sistema de ecuaciones diferenciales. Adema´s de sis-
temas masa-resorte acoplados, veamos otros ejemplos t´ıpicos de problemas que
nos llevan a sistemas de ecuaciones lineales de primer orden como circuitos
ele´ctricos compuestos por varios recorridos, problemas de mezclas en tanques
conectados y problemas de calentamiento o enfriamiento de ediﬁcios.
4.5.1. Sistemas masa-resorte acoplados
Supongamos que tenemos un sistema masa-resorte acoplado formado por
dos masas m1 y m2 y tres resortes con constantes k1, k2 y k3, respectivamente
(ver Figura 4.2). Inicialmente, desplazamos las masas poniendo el sistema en
movimiento. Veamos cua´les son las ecuaciones que describen el movimiento de
este sistema.
Figura 4.2: Sistema masa-resorte acoplado.
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Como en el ejemplo de la introduccio´n, determinamos las ecuaciones del
movimiento de este sistema, aplicando la segunda ley de Newton y la ley de
Hooke.
Sea x(t) el desplazamiento de las masa m1 en un instante t y sea y(t) el
desplazamiento de las masa m2 en un instante t. Veamos que´ fuerzas actu´an
sobre cada masa debidas a los resortes.
Sobrem1 actu´an dos fuerzas, una fuerza F1 debida al resorte de constante
k1 :
F1 = −k1x(t)
y una fuerza F2 debida al resorte de constante k2 :
F2 = k2(y(t)− x(t)).
El signo y direccio´n de F2 viene determinado por el signo de y(t)− x(t),
es decir, depende de que dicho muelle haya sido estirado o contra´ıdo.
Sobre la masa m2 actu´an dos fuerzas, una fuerza F3 debida al resorte de
constante k2 :
F3 = −k2(y(t)− x(t))
y una fuerza F4 = −k3y(t), debida al resorte de constante k3 :
F4 = −k3y(t),
que so´lo depende del desplazamiento de la masa m2.
Aplicando la segunda ley de Newton, tenemos:



m1 x(t) = −k1 x(t) + k2(y(t)− x(t))
m2 y(t) = −k2(y(t)− x(t))− k3y(t)
o bien, 


x(t) = −
k1 + k2
m1
x(t) +
k2
m1
y(t)
y(t) =
k2
m2
x(t)−
k2 + k3
m2
y(t)
con las condiciones iniciales:
x(0) = x0 x(0) = v0
y(0) = y0 y(0) = w0
siendo x0 e y0 los desplazamientos iniciales de las masas m1 y m2, respectiva-
mente y v0 y w0 las velocidades iniciales que se les imprime a las masas m1 y
m2, respectivamente, al soltarlas.
Transformemos este sistema de dos ecuaciones lineales de segundo orden en
un sistema de cuatro ecuaciones lineales de primer orden llamando x1(t) = x(t),
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x2(t) = y(t), x3(t) = x(t) = x1(t) y x4(t) = y
(t) = x2(t), entonces:


x1(t) = x3(t)
x2(t) = x4(t)
x3(t) = −
k1 + k2
m1
x1(t) +
k2
m1
x2(t)
x4(t) =
k2
m2
x1(t)−
k2 + k3
m2
x2(t).
(4.22)
Cuando resolvamos este sistema de ecuaciones x1(t) y x3(t) nos propor-
cionara´n la posicio´n, en un instante t, de las masas m1 y m2 respectivamente;
es decir, tendremos las ecuaciones del movimiento. Pero adema´s, se tendra´n
tambie´n las velocidades de ambas masas en cada instante t, dadas por x2(t) y
x4(t), respectivamente.
’ Ejemplo 4.17. Supongamos que tenemos el sistema masa-resorte de la
Figura 4.2 donde k1 = k2 = k3 = k y m1 = m2 = m. Si inicialmente se
desplaza so´lo la masa m2 una distancia d > 0, es decir, hacia la derecha,
determinemos las ecuaciones del movimiento.
Solucio´n. En este caso, el sistema anterior (4.22) queda:


x1
x2
x3
x4

 =


0 0 1 0
0 0 0 1
−2km
k
m 0 0
k
m −
2k
m 0 0




x1
x2
x3
x4

 .
Los valores propios de la matriz de coeﬁcientes son ±

k
m i y ±

3k
m i.
Tomemos el valor propio r = −

k
m i para hallar los vectores propios aso-
ciados: 


k
m i 0 1 0
0

k
m i 0 1
−2km
k
m

k
m i 0
k
m −
2k
m 0

k
m i




v1
v2
v3
v4

 =


0
0
0
0

 ,
el sistema asociado es:



k
m iv1 + v3 = 0
k
m iv2 + v4 = 0
−2km v1 +
k
mv2 +

k
m iv3 = 0.
Las soluciones de este sistema compatible indeterminado son de la forma
v2 = v1, v3 = −

k
m iv1, v4 = −

k
m iv1. Un vector propio complejo asociado a
este valor es:
z1 =


1
1
−

k
m i
−

k
m i


=


1
1
0
0

− i


0
0
k
m
k
m


.
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Por tanto, dos soluciones reales asociadas al par ±

k
m
i son:
x1 = cos(

k
m
t)


1
1
0
0

− sin(

k
m
t)


0
0
k
m
k
m


,
x2 = sin(

k
m
t)


1
1
0
0

+ cos(

k
m
t)


0
0
k
m
k
m


.
Tomemos ahora el valor propio r = −

3k
m i para hallar los vectores propios
asociados al otro par de complejos:



3k
m i 0 1 0
0

3k
m i 0 1
−2km
k
m

3k
m i 0
k
m −
2k
m 0

3k
m i




v1
v2
v3
v4

 =


0
0
0
0

 ,
el sistema asociado es:




3k
m iv1 + v3 = 0
3k
m iv2 + v4 = 0
−2km v1 +
k
mv2 +

3k
m iv3 = 0.
Las soluciones son de la forma v2 = −v1, v3 = −

3k
m iv1, v4 =

3k
m iv1. Un
vector propio complejo asociado a este valor es:
z2 =


1
−1
−

3k
m i
3k
m i


=


1
−1
0
0

− i


0
0
3k
m
−

3k
m


,
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y dos soluciones reales asociadas al par ±

3k
m i son:
x3 = cos(

3k
m
t)


1
−1
0
0

− sin(

3k
m
t)


0
0
3k
m
−

3k
m


,
x4 = sin(

3k
m
t)


1
−1
0
0

+ cos(

3k
m
t)


0
0
3k
m
−

3k
m


.
La solucio´n general del sistema es:
x(t) = C1x1 + C2x2 + C3x3 + C4x4.
Aplicamos ahora las condiciones iniciales. Para t = 0 se tiene x1(0) = 0,
x2(0) = d, x3(0) = 0 y x4(0) = 0, entonces:
x(0) =


0
d
0
0

 = C1


1
1
0
0

+C2

k
m


0
0
1
1

+C3


1
−1
0
0

+C4

3k
m


0
0
1
−1

 .
Expresando la solucio´n en te´rminos de la matriz fundamental y teniendo en
cuenta la condicio´n inicial dada, tenemos:


1 0 1 0
1 0 −1 0
0

k
m 0

3k
m
0

k
m 0 −

3k
m




C1
C2
C3
C4

 =


0
d
0
0


y resolviendo el sistema llegamos a los valores
C1 = −C3 =
d
2
,
C2 = C4 = 0.
La solucio´n de este problema de valor inicial es:
x(t) =
d
2
x1 −
d
2
x3.
Por tanto, las ecuaciones que nos proporcionan los desplazamientos corres-
ponden a la primera y segunda ﬁla de esta solucio´n son:
x1(t) =
d
2

cos(

k
m
t)− cos(

3k
m
t)

,
x2(t) =
d
2

cos(

k
m
t) + cos(

3k
m
t)

. 
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4.5.2. Problemas de mezclas
Al estudiar las aplicaciones de las ecuaciones diferenciales de primer or-
den vimos co´mo modelizar, mediante una ecuacio´n diferencial, la velocidad de
cambio de una sustancia disuelta en un l´ıquido contenido en un tanque, en el
cual entraba un ﬂuido con una cierta concentracio´n de dicha sustancia y donde
la mezcla ﬂu´ıa hacia fuera del tanque. Recordemos que si x(t) es la cantidad
de sustancia presente en el tanque en el instante t y dxdt es la rapidez con que x
cambia respecto al tiempo, la ecuacio´n diferencial que modeliza este problema
viene dada por:
dx
dt
= ve − vs,
donde:
ve(cantidad/t) =
velocidad de entrada
del ﬂuido (vol/t)
×
concentracio´n al
entrar (cantidad/vol)
vs(cantidad/t) =
velocidad de salida
del ﬂuido (vol/t)
×
concentracio´n al
salir (cantidad/vol)
siendo la concentracio´n de salida, la cantidad de sustancia x(t) dividida por el
volumen total en el tanque en dicho instante t.
Ahora, vamos a considerar varios depo´sitos interconectados entre s´ı, de
modo que se obtiene un sistema de ecuaciones diferenciales lineales.
’ Ejemplo 4.18. Consideremos dos tanques interconectados, conteniendo
1000 litros de agua cada uno de ellos (ver Figura 4.3). El l´ıquido ﬂuye del
tanque A hacia el tanque B a razo´n de 20 l/min y de B hacia A a razo´n de 10
l/min. Adema´s, una solucio´n de salmuera con una concentracio´n de 2 kg/l de
sal ﬂuye hacia el tanque A a razo´n de 20 l/min, mantenie´ndose bien agitado el
l´ıquido contenido en el interior de cada tanque. La solucio´n diluida ﬂuye hacia
el exterior del sistema, desde el tanque A a razo´n de 10 l/min y desde el tanque
B tambie´n a razo´n de 10 l/min. Si inicialmente el tanque B so´lo contiene agua
y el tanque A contiene 40 kg de sal, calculemos la concentracio´n de sal en el
tanque B al cabo de 10 min.
Solucio´n. Sea x(t) la cantidad (kg) de sal en el tanque A en un instante t y
sea y(t) la cantidad (kg) de sal en el tanque B en un instante t.
Como sabemos, la velocidad de cambio de la sustancia en un tanque para
un tiempo t, debe ser igual a la velocidad a la que dicha sustancia entra en el
tanque menos la velocidad a la que lo abandona, es decir,
ve(cant/t)− vs(cant/t),
donde
ve
cant/t
= velocidad de entrada del ﬂuido  
vol/t
× concentracio´n al entrar  
cant/vol
vs
cant/t
= velocidad de salida del ﬂuido  
vol/t
× concentracio´n al salir  
cant/vol
,
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Figura 4.3: Tanques interconectados.
siendo la concentracio´n de salida, la cantidad de sustancia x(t) dividida por el
volumen total en el tanque en dicho instante t.
En este caso, tendremos:
x(t) =

20 l/min× 2 kg/l + 10 l/min×
y(t)
1000
kg/l

−

(20 + 10) l/min)×
x(t)
1000
kg/l

= 40 +
y(t)
100
−
3x(t)
100
.
y(t) =

20 l/min×
x(t)
1000
kg/l

−

(10 + 10) l/min)×
y(t)
1000
kg/l

=
2x(t)
100
−
2y(t)
100
.
Obtenemos, por tanto, el sistema de ecuaciones diferenciales:


x(t)
y(t)

 =


− 3100
1
100
2
100
−2
100




x(t)
y(t)

+


40
0

 .
Comenzamos buscando la solucio´n de la parte homoge´nea. Calculamos los
valores propios:

−3
100 − r
1
100
2
100
−2
100 − r

= r2 +
5
100
r +
4
10000
= 0→
r1 = −0,01
r2 = −0,04
y a continuacio´n los vectores asociados:
H−0,01 = {(v1, v2) :

−0,02 0,01
0,02 −0,01

v1
v2

=

0
0

}
= {(v1, v2) : −0,02v1 + 0,01v2 = 0} = {(v1, v2) : v2 = 2v1},
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H−0,04 = {(v1, v2) :

0,01 0,01
0,02 0,02

v1
v2

=

0
0

}
= {(v1, v2) : 0,01v1 + 0,01v2 = 0} = {(v1, v2) : v1 + v2 = 0}.
Podemos tomar u1 =

1
2

y u2 =

1
−1

como vectores propios asocia-
dos a r1 y r2, respectivamente. Por tanto, la solucio´n de la parte homoge´nea
es:
xh(t) = C1e
−0,01t

1
2

+ C2e
−0,04t

1
−1

.
Para hallar una solucio´n particular podemos aplicar el me´todo de los coe-
ﬁcientes indeterminados. Puesto que la parte no homoge´nea es constante, es
decir, es un polinomio de grado 0 y adema´s 0 no es valor propio, suponemos
que la solucio´n tiene la forma:
xp(t) = a =

a1
a2

.
Derivando y sustituyendo en el sistema, tenemos:

0
0

=


−3
100
1
100
2
100
−2
100




a1
a2

+


40
0


haciendo las correspondientes operaciones tenemos:


−3
100
1
100
2
100
−2
100




a1
a2

 =


−40
0


de donde se obtiene: a1 = a2 = 2000.
Por tanto, la solucio´n general del sistema es:
x(t) =

x(t)
y(t)

= C1e
−0,01t

1
2

+ C2e
−0,04t

1
−1

+

2000
2000

.
Sustituyendo las condiciones iniciales x(0) = 40 e y(0) = 0 obtenemos C1
y C2 :

40
0

= C1

1
2

+ C2

1
−1

+

2000
2000

=

1 1
2 −1

C1
C2

+

2000
2000

,

1 1
2 −1

C1
C2

=

−1960
−2000

de donde se obtiene: C1 = −1320 y C2 = −640.
Por tanto, la solucio´n de este problema de valor inicial es:
x(t) =

x(t)
y(t)

= −1320e−0,01t

1
2

− 640e−0,04t

1
−1

+

2000
2000

B. Campos/C. Chiralt
168
c UJI
169Beatriz Campos / Cristina Chiralt - ISBN: 978-84-693-9777-0 Ecuaciones diferenciales - UJI
y al cabo de 10 minutos se tendra´:
x(10) =

x(10)
y(10)

= −1320e−0,1

1
2

− 640e−0,4

1
−1

+

2000
2000

.
La cantidad de sal en el tanque B sera´:
y(10) = −1320e−0,12− 640e−0,4(−1) + 2000 = 237,004 kg
y la concentracio´n de sal en B al cabo de 10 minutos sera´:
237,004 kg
1000 l
= 0,2370 kg/l. 
4.5.3. Calentamiento de ediﬁcios
Consideremos el problema de calentar o de enfriar un ediﬁcio con diferentes
zonas, de modo que el calor se transﬁere de unas zonas a otras en funcio´n de la
diferencia de temperatura. Suponemos adema´s que alguna de las zonas posee
una fuente de calor (o de enfriamiento) que hara´ que e´sta se caliente (o enfr´ıe)
en funcio´n de su capacidad calor´ıﬁca. La variacio´n de temperatura en cada
zona sera´ la suma del calor (o fr´ıo) generado por dicha fuente, si existe en esa
zona, y la pe´rdida o ganancia de calor generada por el contacto con otras zonas
o con el exterior.
Para calcular las ecuaciones aplicamos la ley de Newton del enfriamiento
que establece que la relacio´n de cambio de la temperatura ocasionada por la
diferencia de temperatura existente entre dos regiones es proporcional a dicha
diferencia. As´ı, si tenemos dos regiones A y B con temperaturas TA y TB,
respectivamente, la variacio´n de temperatura en A viene dada por:
T A =
1
k
(TB − TA),
siendo k > 0 la constante de tiempo de transferencia entre A y B. Esta cons-
tante depende de las propiedades f´ısicas del ediﬁcio y se deﬁne como el tiempo
transcurrido para que la diferencia de temperatura TB − TA cambie a
TB−TA
e .
Podemos observar que si TB > TA, entonces T A > 0 y por tanto, TA crece;
por el contrario, si TB < TA, entonces TA decrece.
’ Ejemplo 4.19. Un estudio consta de dos zonas: la zona A de la planta alta
y la zona B de la planta baja (ver Figura 4.4). La planta baja, que tiene una
capacidad calor´ıﬁca de (1/5) oC /1000 btu (btu: unidades te´rmicas brita´nicas),
es calentada por un calefactor que genera 90000 btu por hora. Las constantes de
tiempo de transferencia de calor son: 3 horas entre la planta baja y el exterior,
1/2 hora entre la planta alta y el exterior y 1/2 hora entre las dos plantas. Si la
temperatura en el exterior permanece constante a 2 oC e inicialmente ambas
zonas estaban a 22 oC, calculemos la temperatura en la planta baja al cabo de
1 hora.
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Figura 4.4: Calentamiento de ediﬁcio compuesto por dos zonas.
Solucio´n. En este caso, tenemos tres regiones, la zona A, la zona B y el
exterior, luego tendremos que tener en cuenta la transferencia de calor entre
las tres.
Sea x(t) la temperatura en la zona A en un instante t y sea y(t) la tempe-
ratura en la zona B en un instante t.
La zona B recibe el calor generado por el calefactor a razo´n de 90000 btu/h,
puesto que su capacidad calor´ıﬁca es de (1/5) oC/1000 btu, tendremos que la
temperatura que gana B es:
90000 btu/h× (1/5) oC/1000 btu = 18 oC/h.
La variacio´n de temperatura en las zonas A y B vendra´ dada por:
dx
dt
= 2(2− x) + 2(y − x)
dy
dt
=
1
3
(2− y) + 2(x− y) + 18.
Tenemos, por tanto, el sistema no homoge´neo:
dx
dt
= −4x+ 2y + 4
dy
dt
= 2x−
7
3
y +
56
3
o bien: 
x(t)
y(t)

=

−4 2
2 −73

x(t)
y(t)

+

4
56
3

.
Resolvamos el sistema. La ecuacio´n caracter´ıstica es:

−4− r 2
2 −73 − r
 = 0→ 3r
2 + 19r + 16 = 0,
cuyas ra´ıces son los valores propios: r1 = −1 y r2 = −163 . Calculemos los
vectores propios asociados a cada valor:
H−1 = {(x, y) :

−3 2
2 −43

x
y

=

0
0

} = {(x, y) : −3x+ 2y = 0},
H−16/3 = {(x, y) :

4
3 2
2 3

x
y

=

0
0

} = {(x, y) : 2x+ 3y = 0}.
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Por tanto, un vector propio asociado a r1 = −1 es u1 =

2
3

y un vector pro-
pio asociado a r2 = −163 es u2 =

3
−2

y la solucio´n de la parte homoge´nea
resulta:
xh(t) =

xh(t)
yh(t)

= C1e
−t

2
3

+ C2e
−16t/3

3
−2

.
Buscamos ahora una solucio´n particular mediante el me´todo de los coeﬁcientes
indeterminados. Puesto que el te´rmino no homoge´neo es un polinomio de grado
0 y adema´s 0 no es ra´ız de la ecuacio´n caracter´ıstica, podemos tomar la solucio´n
particular de la forma:
xp = a =

a1
a2

.
Derivando y sustituyendo en la ecuacio´n, tenemos:

0
0

=

−4 2
2 −73

a1
a2

+

4
56
3

pasando el te´rmino independiente al otro lado de la igualdad,

−4 2
2 −73

a1
a2

=

−4
−563

de donde obtenemos: a1 = 35/4 y a2 = 31/2. La solucio´n general es:
x(t) =

x(t)
y(t)

= C1e
−t

2
3

+ C2e
−16t/3

3
−2

+

35/4
31/2

.
Considerando las condiciones iniciales: para t = 0, x(0) = 22 y y(0) = 22, se
tiene: 
22
22

= C1

2
3

+ C2

3
−2

+

35/4
31/2

.
Agrupando los te´rminos independientes y reescribiendo los sumandos multi-
plicados por las constantes C1 y C2 en te´rminos de la matriz fundamental,
tenemos: 
2 3
3 −2

C1
C2

=

53/4
13/2

y resolviendo el sistema obtenemos:
C1 = 46/13 y C2 = 107/52.
La solucio´n de este problema de valor inicial es:
x(t) =

x(t)
y(t)

=
46
13
e−t

2
3

+
107
52
e−16t/3

3
−2

+

35/4
31/2

.
Puesto que la temperatura en B era y(t), e´sta al cabo de 1h sera´:
y(1) =
46
13
e−t3 +
107
52
e−16t/3(−2) +
31
2
≈ 19,405oC. 
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4.5.4. Circuitos ele´ctricos
Consideramos ahora circuitos compuestos por varias mallas.
Un camino cerrado en un circuito ele´ctrico recibe el nombre de malla.
En la Figura 4.5 tenemos un circuito formado por tres mallas: (1)ABMNA,
(2) BJKMB y (3)ABJKMNA.
Los puntos donde se unen dos o ma´s mallas reciben el nombre de nudos o
puntos de ramiﬁcacio´n.
La direccio´n del ﬂujo de corriente se designa arbitrariamente. Adema´s de
la ley de Kirchhoﬀ de la tensio´n, vista en el tema anterior, aplicaremos ahora
la ley de Kirchhoﬀ para la corriente que establece que en una red ele´ctrica, la
corriente total que llega a un nudo es igual a la corriente total que sale de e´l.
Figura 4.5: Circuito formado por tres mallas.
’ Ejemplo 4.20. Determinemos el sistema de ecuaciones diferenciales que
modeliza el circuito de la Figura 4.5 si E es una fuerza electromotriz constante
de 30 V, R1 es una resistencia de 10 Ω, R2 es una resistencia de 20 Ω, L1 es un
inductor de 0,02 H, L2 es un inductor de 0,04 H e inicialmente, las corrientes
son 0. Calculemos adema´s, las corrientes en cada instante t.
Solucio´n. Para la malla (1) las ca´ıdas de tensio´n son las siguientes:
VR1 = 10I,
VL1 = 0,02
dI1
dt
por tanto,
0,02
dI1
dt
+ 10I = 30. (4.23)
Para la malla (2) las ca´ıdas de tensio´n son:
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VR2 = 20I2,
VL2 = 0,04
dI2
dt
,
VL1 = −0,02
dI1
dt
,
esta u´ltima con signo negativo debido a que se recorre en sentido opuesto.
Como en esta malla no hay fuerza electromotriz, se tiene:
−0,02
dI1
dt
+ 0,04
dI2
dt
+ 20I2 = 0. (4.24)
Para la malla (3) las ca´ıdas de tensio´n son:
VR1 = 10I,
VR2 = 20I2,
VL2 = 0,04
dI2
dt
,
por tanto:
10I + 0,04
dI2
dt
+ 20I2 = 30. (4.25)
Vemos que las tres ecuaciones no son independientes, ya que (4.24)=(4.25)-
(4.23); nos quedamos, por tanto, con las ecuaciones (4.23) y (4.25).
Aplicando ahora la ley de Kirchhoﬀ de las corrientes en los nudos, tenemos
que:
I = I1 + I2,
y sustituyendo I, llegamos al sistema de ecuaciones lineales:



0,02dI1dt + 10I1 + 10I2 = 30
10I1 + 0,04dI2dt + 30I2 = 30
con las condiciones iniciales: I1(0) = 0 e I2(0) = 0.
Resolvamos a continuacio´n el sistema de ecuaciones. Para ello, lo escribimos
en forma normal:



dI1
dt = −500I1 − 500I2 + 1500
dI2
dt = −250I1 − 750I2 + 750
y lo expresamos matricialmente:

I 1(t)
I 2(t)

=

−500 −500
−250 −750

I1(t)
I2(t)

+

1500
750

.
La ecuacio´n caracter´ıstica es:

−500− r −500
−250 −750− r
 = 0→ 250 000 + 1250r + r
2 = 0,
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cuyas ra´ıces son los valores propios: r1 = −1000 y r2 = −250. Calculemos los
vectores propios asociados a cada valor:
H−1000 = {(x, y) :

500 −500
−250 250

x
y

=

0
0

} = {(x, y) : x− y = 0},
H−250 = {(x, y) :

−250 −500
−250 −500

x
y

=

0
0

} = {(x, y) : −x− 2y = 0}
= {(x, y) : x = −2y}.
As´ı, un vector propio asociado a r1 = −1000 es u1 =

1
1

y un vector
propio asociado a r2 = −250 es u2 =

−2
1

. Entonces, la solucio´n de la
parte homoge´nea es:
IH(t) = C1e
−1000t

1
1

+ C2e
−250t

−2
1

.
Buscamos ahora una solucio´n particular. Como el te´rmino no homoge´neo
es un polinomio de grado 0 y adema´s 0 no es ra´ız de la ecuacio´n caracter´ıstica,
podemos tomar la solucio´n particular de la forma:
Ip = a =

a1
a2

.
Derivando y sustituyendo en la ecuacio´n, tenemos:

0
0

=

−500 −500
−250 −750

a1
a2

+

1500
750

reagrupando te´rminos:

−500 −500
−250 −750

a1
a2

=

−1500
−750

,
de donde obtenemos: a1 = 3 y a2 = 0.
Luego la solucio´n general es:
I(t) =

x(t)
y(t)

= C1e
−1000t

1
1

+ C2e
−250t

−2
1

+

3
0

.
Considerando ahora las condiciones iniciales, I1(0) = 0 e I2(0) = 0, se tiene:

0
0

= C1

1
1

+ C2

−2
1

+

3
0

pasando al otro lado de la igualdad el te´rmino independiente y escribiendo los
sumandos multiplicados por las constantes en te´rminos de la matriz funda-
mental obtenemos:

1 −2
1 1

C1
C2

=

−3
0

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y resolviendo el sistema tenemos que:
C1 = −1 y C2 = 1.
Por tanto, la solucio´n de este problema de valor inicial es:
I(t) =

I1(t)
I2(t)

= −e−1000t

1
1

+ e−250t

−2
1

+

3
0

. 
Ejercicios de la seccio´n 4.5
1. Determina las ecuaciones del movimiento del sistema masa-resorte de la
Figura 4.2 para k1 = k2 = 2 N/m, k3 = 3 N/m, m1 = 2 kg y m2 = 3 kg,
si inicialmente so´lo se desplaza la masa m2 una distancia de 1m hacia la
derecha y se suelta, poniendo el sistema en movimiento.
(Solucio´n: x(t) =
3
5


cos t
cos t
− sin t
− sin t

−
3
5


cos(2

2
3t)
−23 cos(2

2
3t)
−2

2
3 sin(2

2
3t)
4
3

2
3 sin(2

2
3t)


).
2. Consideremos dos tanques, A y B, conteniendo 1000 litros de agua cada
uno de ellos e interconectados. El l´ıquido ﬂuye del tanque A hacia el
tanque B a razo´n de 30 l/min y del tanque B hacia el A a razo´n de 10
l/min. Una solucio´n de salmuera con una concentracio´n de 2 kg/l de sal
ﬂuye hacia el tanque A a razo´n de 60 l/min, mantenie´ndose bien agitado
el l´ıquido contenido en el interior de cada tanque. La solucio´n diluida
ﬂuye hacia el exterior del sistema, desde el tanque A a razo´n de 40 l/min
y desde B a razo´n de 20 l/min. Si inicialmente el tanque A so´lo contiene
agua y el tanque B contiene 200 kg de sal, calcula que´ cantidad de sal
habra´ en cada tanque al cabo de 10 min.
(Solucio´n: 879,213 kg en el tanque A y 280,732 kg en el tanque B).
3. Dos tanques A y B, cada uno de ellos conteniendo 50 litros de agua, se
encuentran interconectados. El l´ıquido ﬂuye del tanque A hacia el tanque
B a razo´n de 5 l/min. Una solucio´n de salmuera con una concentracio´n de
3 kg/l de sal ﬂuye hacia el tanque A a razo´n de 5 l/min, mantenie´ndose
bien agitado el l´ıquido contenido en el interior de cada tanque. La solu-
cio´n diluida ﬂuye hacia el exterior del sistema, desde el tanque B a razo´n
de 4 l/min. Si inicialmente tanto el tanque A como el B contienen 50
kg de sal, determina el sistema de ecuaciones diferenciales que modeliza
este problema.
(Solucio´n: x(t) = − 110x+ 15, y
(t) = 110x−
4
50+ty, con x(0) = 50, y(0) =
50).
4. Dos depo´sitos interconectados contienen 2000 l de agua contaminada
cada uno de ellos. El agua contaminada empieza a ﬂuir al depo´sito A a
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razo´n de 90 l/min con una concentracio´n de contaminantes de 2 kg/l, el
l´ıquido ﬂuye del depo´sito A al depo´sito B a razo´n de 10 l/min. Suponga-
mos que el l´ıquido contenido en el interior de cada depo´sito se mantiene
bien agitado. La solucio´n ﬂuye hacia el exterior del sistema desde A a
razo´n de 80 l/min y desde B a razo´n de 10 l/min. Inicialmente A conten´ıa
10 kg de contaminante y B estaba limpio de contaminantes. Calcula la
cantidad de contaminantes que alcanzara´ cada uno de los depo´sitos a lo
largo del tiempo y la concentracio´n en A al cabo de 2 h.
(Solucio´n: x(t) = 4000 − 3990 e−9t/200, y(t) = 4000 + 19954 e
−9t/200 −
17995
4 e
−t/200, la concentracio´n en A al cabo de 2 h es aproximadamente
de 1.99099 kg).
5. Consideremos un ediﬁcio que consta de dos zonas, A y B. La zona A
es calentada con un calefactor que genera 80000 btu/hora siendo la ca-
pacidad calor´ıﬁca de esta zona (1/8) oC/1000 btu. Las constantes de
transferencia de calor son: 4 horas entre la zona A y el exterior, 4 horas
entre la zona B y el exterior y 2 horas entre ambas zonas. Si la tempera-
tura en el exterior permanece constante a −10 oC y para el instante t = 0
ambas zonas estaban a 25 oC, calcula cua´l sera´ la temperatura en cada
zona al cabo de 4 horas. ¿A que´ temperatura puede llegar (a enfriarse)
la zona no calentada B?
(Solucio´n: x(4) ≈ 19,49 oC, y(4) ≈ 11,54 oC. l´ım
t→∞
y(t) = 6 oC).
6. Determina el sistema de ecuaciones diferenciales que modeliza el circuito
de la Figura 4.5. Calcula las intensidades de corriente en cada instante t
para este circuito si L = 1H, R = 1Ω, C = 0,1F y E(t) = 1V.
(Solucio´n: I1(t) = 252 e
−9t − 2252 e
−t + 10; I2(t) = −454 e
−9t + 454 e
−t).
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