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Certain questions concerning the arithmetic complexity of univariate polynomial 
evaluation are considered. The principal technical results show that there exist polyno- 
mialsf, g, and h with h = fg, such that h requires substantially fewer arithmetic operations 
than either f or g. However, if the coefficients off are algebraically independent, then 
any h = fg is as hard to evaluate as f. The question of the relative complexities off and fg 
is viewed as a special case of the following question: given an operator A which maps 
polynomials to sets of polynomials, what savings in arithmetic operations is achievable by 
evaluating some polynomial h E A(f) rather than f? Observations and open questions 
concerning several operators are discussed. 
1. INTRODUCTION 
A basic problem in arithmetic complexity is to establish bounds on the number of 
arithmetic operations that are required by straightline programs’ that evaluate a given 
polynomial f(x) with complex coefficients. Since the program depends on the coefficients 
off and, in particular, may involve constants which are precomputed at no cost from these 
coefficients, this model is usually termed “preconditioned evaluation” in the literature. 
Since Motzkin [9] and Belaga [l] have shown that roughly n/2 m/d operations and n a/s 
operations are both necessary and sufficient to evaluate any polynomial of degree n with 
algebraically independent coefficients, recent research has focused on polynomials or 
* This represents work performed while the first author was visiting the IBM Thomas J. Watson 
Research Center. The work was also supported in part by the National Science Foundation under 
Contract DCR-74-12870. 
1 The definition of straightline program is the standard one [l, 3, 7, 10, 171 and is repeated in 
Section 1 below. Unless we state otherwise, we assume that programs use the arithmetic operations 
+ , -, x , f , and can fetch arbitrary complex scalars. An m/d operation is either a multiplication 
or a division operation; an a/s operation is either an addition or a subtraction operation. 
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classes of polynomials with rational or algebraic coefficients. Since any polynomial of 
degree n is known to require at least log,n m/d operations [4], researchers have sought 
lower bounds which grow, as a function of 11, much faster than log n; lower bounds which 
grow as nr for some constant 0 < Y < 1 are typical. As examples of these types of results, 
Paterson and Stockmeyer [IO] show that there exist rational polynomials of degree II which 
require at least n1/2 m/d operations, and Borodin and Cook [2] obtain a similar lower 
bound on the number of a/s operations; Lipton [7] shows that there exist polynomials of 
degree n with zero-one coefficients which require n1j4/( 18 logsn) m/d’s; and Strassen [14] 
obtains a number of lower bounds on the arithmetic complexity of specific polynomials. 
The results of this paper contribute to this body of research. 
Our main result states that for all sufficiently large 1z, there exists a polynomial h of 
degree n such that h is “easy” to evaluate (specifically, h can be evaluated in O(log n) 
operations), and h can be factored as h(x) = f(x) . g(x) where f and g are both relatively 
“hard” to evaluate (specifically, f and g require at least lzr operations for some constant 
Y > 0). In Section 3 we give two versions of this result with quite different proofs. The 
first version allows for a larger class of straightline programs than the second version, 
but the second version yields a stronger lower bound on the complexity off and g. 
The first version (Theorem 3.1) states that for any 6 > 0 and all sufficiently large n, 
if a polynomial h(x) has 71 distinct roots, then there is a factor f (x) of h(x) such that f (x) 
requires at least n1i4es m/d operations for its evaluation by a program using any of the 
operations +, -, X , f and any complex scalars. If h(x) is sufficiently easy (say, h(x) = 
X” - l), it then follows that h(x) can be factored as h(x) = f(x) . g(x), where bothfand g 
require n1i4-* operations. The key element in the proof of this theorem is provided by 
Strassen [14], who shows that if a polynomial f is computed by a program with sufficiently 
few operations then the coefficients off satisfy a nontrivial polynomial relation of known 
degree. 
The second version (Theorem 3.4) states that there is a constant d > 0 such that 
Xn - 1 can be factored into manic polynomials f (x) and g(x), where both f and g require 
at least d * (n/log n) 1/2 multiplications for their evaluation by a program without division 
and with scalars drawn from the ring Z[e2niln 1. (This ring is the set of algebraic integers 
in the splitting field Q(e 2niln) of xn - l.)2 The proof of Theorem 3.4 is a generalization 
of the “counting” method used by Paterson and Stockmeyer [lo] to prove the existence 
of hard O-1 polynomials evaluated without division and with scalars from the integers 
only. 
By way of perspective, we show in Section 2 that a hard polynomial cannot in general 
have an easy multiple; “in general” here means that the coefficients of the polynomial are 
algebraically independent. Sections 2 and 3 stand on their own. 
We were led to study the relative complexities off andfg as a special case of the following 
question: given a polynomial f and an operator d which maps polynomials to sets of 
polynomials, find an h E O(f) which is the most economical to evaluate. We call this 
model super-preconditioni because we are given freedom not only to choose the evaluation 
algorithm but also to choose within the constraints imposed by A the polynomial to be 
2 Z,Q, R, and C denote the set of integers, rational numbers, real numbers, and complex numbers, 
respectively. 
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evaluated. Given d, one might try to prove the existence off and h with h E d(f) such 
that h is much easier to evaluate thanf; or one might seek conditions on f which ensure 
that any h E d(f) is no easier than f. Our results of Sections 2 and 3 outlined above provide 
answers to these questions for the particular operator 
MuZtipZes( f) = {h / h(x) = f(x) . g( x ) f or some g E C[x] with g not identically zero}. 
The notion of super-preconditioning is motivated in part by practical considerations 
because in a number of applications one does not care whether or not f (x) is evaluated; 
one only cares whether or not some h(x) that is related to f (x) in a specific way is evaluated. 
For example, consider the following operators: 
Same-Roots(f) = {h 1 f(x) = 0 iff h(x) = 0 for all x E C}; 
Nem-,(f) = (h 1 1 f(x) - h(x)/ < E for all 0 < x < l}, E fixed. 
The operator Same-Roots corresponds to the case where one only needs to know whether 
or not f (x) is zero; the operator Near corresponds to the case where one only wishes to 
approximate f(x)-other variations of the operator Near can of course be defined for 
other norms on polynomials. 
Another reason to study super-preconditioning is that it presents a natural framework 
for a number of open questions about the nature of straightline computation. For example, 
consider the following additional operators: 
Shift(f) = {h 1 h(x) = xk *f(x) for some K 3 O}; 
Powers(f) = {h 1 h(x) = (f(x))” for some tz > 11. 
Both of these super-preconditioning problems correspond to some open question con- 
cerning straightline computations: 
Shift: In the absence of division can xk . f (x) be easier to evaluate than f (x) ? 
Powers: Can the ability to take square roots, cube roots, etc., “speedup” 
straightline computation, even if used only at the last step ? 
Equivalently, can f “(x) or f “(x) or,..., be easier to evaluate than f ? 
We do not have satisfactory answers to these questions. Our principal technical results 
concern only the operator Multiples (and, in Sect. 2, also Powers and Same-Roots). In 
Section 4 we obtain a partial answer to the question concerning Shift, and we discuss 
several open questions, conjectures, and observations concerning the other operators 
defined above. 
We close this introductory section by defining our notion of algorithm, which is the 
standard one [l, 3, 7, 10, 171 based on straightline programs. 
DEFINITION. Let S C C. An ai’gorithm A over (the set of scalars) S is a sequence a(l), 
42) ,..., a(t), where, for 1 < 2 < t, either 
a(Z) E S U {x}, or 
a(l) = (0, i, j), where 1 < i, j < I and o E { +, -, x , +}. 
EVALUATION OF POLYNOMIALS 127 
We say that a(Z) defines a nonscalar multiplication if a(Z) = ( x , i, j) and neither a(i) E S nor 
a(j) E S; a(Z) d e fi nes a notrscalar division if or(Z) = (+, i, j) and a(j) 4 S. 
With each step a(Z) we associate, in the obvious way, an element hr E C(X). The 
algorithm A is said to compute the polynomial f E C[X] if h, = f for some 1 < 1 < t. 
The set of scalars S determines what type of preconditioning is allowed. In Sections 2 
and 3.1 we consider the case S = C, while in Section 3.2 we must restrict the set of 
scalars. We are concerned primarily with the number of multiplication/division (we use 
the notation m/d) operations occurring in an algorithm although at times we are also 
interested in addition/subtraction (a/s) operations. 
LX] is the greatest integer < X. 1x1 is the least integer > X. If u, v E D, where D is an 
integral domain (e.g., D = C[X] or D = Z, depending on context), we write u 1 v iff 
there exists a w E D such that v = uw. We let deg(f) denote the degree of the polynomial 
f. All logarithms are to the base 2. 
2. THE GENERAL POLYNOMIAL 
In this section we consider the so-called general manic polynomial 
f(x) = xn + an-p~--l + -** + qx + a,, 
where the coefficients a,, , . . . , a,-, are algebraically unrelated. For such a polynomial, we 
find that any polynomial h in Multiples(f) v Same-Roots(f)-and therefore any h in 
Powers(f)-requires at least as many m/d operations and at least as many a/s operations 
as f. The proof is indirect: we first get lower bounds on the complexity of an arbitrary 
h E Multiples(f) and then appeal to known algorithms that yield identical upper bounds 
on the complexity off. 
The proof of the lower bounds is based on a transcendence or “degrees of freedom” 
argument similar to those used by Motzkin [9] and Belaga [l] (see also [3, Chap. 31) to 
establish lower bounds on the number of operations required to evaluate a general 
polynomial. We first review (only in the generality we shall need) a few basic concepts 
from algebra; see, for example, [15]. 
Let L and K be fields such that C 1 L 1 K 3_ Q. A complex number 6 is algebraic over 
K iff there exists a nontrivial 4 E K[x] such that q(t) = 0. The extension L: K is algebraic 
iff every 5 EL is algebraic over K. The extension L : Q is$niteZy generated (over Q) iff there 
exist /3r ,..., Bn E C such that L = Q(& ,..., /$J. The complex numbers oil ,..., ol,. are 
algebraically independent iff there is no nontrivial H E Q[ yi, . . . , yr] such that H(c+.. . , a,) = 0. 
It is known that if L : Q is finitely generated then there exists a unique integer r (called 
the transcendence degree of L (over Q) and denoted trdg(L)) and a field M with L 2 M 2 Q 
such that 
(i) M = Q(al ,..., a,) for some algebraically independent numbers a1 ,..., 01,. , and 
(ii) L : M is algebraic. 
This implies the following. 
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LEMMA~.~. LetLandKbeJieIdssuchthutL1K3Q,th.eextensionsK:QandL:Q 
are$n.itely generated, and L : K is algebraic. Then trdg(L) = trdg(K). 
Lower bounds on the complexity of an arbitrary h E Multiples(f) u Same-Roots(f) are 
established by the following two lemmas. 
LEMMA 2.2. Letf, h E C[x] be such thatfis mom’c and h E Multiples(f) u Same-Roots(f ). 
Let a = {a0 , al ,..., a,> C C denote the coeficients off and b = (b, , b, ,.. ., b,} denote the 
coejicients of h (where n = deg( f) and m = deg(h)). Then trdg(Q(b)) > trdg(Q(a)). 
Proof. Let r = (rI ,..., r,} C C be the roots off, so that 
f(x) = fi (x - Yi). 
i=l 
(2.1) 
Since rr ,..., Y, are also roots of h, Q(r, b) : Q(b) is algebraic by definition. It then follows 
from Lemma 2.1 that 
MdQW) G tr&(Q(r, b)) = trdg(Qtb)). (2.2) 
The extension Q(r, a) : Q(a) is algebraic by definition; and (2.1) implies that the coefficients 
off belong to Q(r), so Q(r, a) = Q(r). Therefore, 
trdg(QW = tr&(Q(r, a)) = trdg(Q(r)). (2.3) 
Now (2.2) and (2.3) give the conclusion. 1 
LEMMA 2.3. Let h E C[x] with coeficients b. 
(1) (Motzkin [9, cf. 31). If h is computed by an algorithm over C using k m/d 
operations, then trdg(Q(b)) < 2k. 
(2) (Belaga [l, cf. 31). If h is computed by an algorithm over C using k a/s operations, 
then trdg(Q(b)) < k + 1. 
We can now obtain the main result of this section. 
THEOREM 2.4. Let f, h E C[x] be such that 
f(x) = x” + an-l~n-i + .** + a,x + a, , 
where a, ,..., a,-, are algebraically independent, and h E Multiples(f) U Same-Roots( f ). 
(1) If h is computed by an algorithm A over C, then A contains at least [n/21 m/d 
operations and at least n a/s operations. 
(2) There is an algorithm A1 over C which computes f using [n/21 m/d operations 
and an algorithm A, over C which computes f usi% n a/s operations. 
EVALUATION OF POLYNOMIALS 129 
Proof. (1) Noting that trdg(Q(a)) = IZ, the lower bound on m/d operations is im- 
mediate from Lemmas 2.2 and 2.3(l). H owever, direct application of Lemmas 2.2 and 
2.3(2) gives a lower bound of only n - 1 on the number of a/s operations required to 
compute h. To improve the bound to n, say that 
h(x) = F bpi, 
i=O 
where b, # 0. Since (1 /bm) . h(x) belongs to MuZtipZes(f) u Same-Roots( f ), Lemma 2.2 
implies that 
trdg(Q(L ,..., b,‘)) 2 n, where bi’ = hi/b, . 
Letting b: be transcendental over Q(bh-, ,..., b,‘) it follows that 
trdg(Q(b& , b&-, ,..., b;;)) 3 n + 1, (2.4) 
where b5 = bi’bk for 0 < i < m ~ 1. However, since the number of a/s operations 
required to compute 
go b;d = (b&/b,) . h(x) 
is identical to the number required to compute h, it follows from (2.4) and Lemma 2.3(2) 
that h requires n a/s operations. 
(2) The algorithm A, is provided by Belaga [l] (see also Revah [12]), and A, is 
Horner’s rule. i 
We have considered only manic polynomials f since if f is not manic it is sometimes 
possible to save one m/d operation by choosing a suitable h E MuZtipZes( f ). Specifically, if 
f(x) = Cy=, api, where a, ,..., a, are algebraically independent, then it follows from 
Lemma 2.3(l) that f q re uires ](n + I)/21 m/d operations, but h = (l/a,) . f can be 
computed using m/2] m/d operations. 
The proof of Lemma 2.2 also implies that if we are given algebraically independent 
complex numbers rr , . . . , Y, , then among the class of nontrivial polynomials h such that 
h(rJ = 0 for 1 < i < n, the particular polynomial nF=r (X - ri) requires the minimum 
number of m/d operations (cf. (2.2)). 
3. EASY POLYNOMIALS WITH HARD FACTORS 
We now show that for all sufficiently large n there exists a polynomial h(x) of degree 71 
such that h is “easy” to compute (specifically, h can be computed using a total of O(log n) 
operations), and h can be factored as h(x) = f(x) * g(x), where f and g are both relatively 
“hard” to compute (specifically, f and g require at least nr nonscalar multiplications, 
where r > 0). As outlined in the Introduction, we give two quite different proofs of this 
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result. The first proof is the more general of the two in that it allows algorithms with 
divisions and complex preconditioning. 
3.1. Complex Scalars 
For f E C[X] define 
M(f) = milt@ j there is an algorithm over C which computes f and 
contains k nonscalar m/d operations}. 
The principal result of Section 3.1 is the following. 
THEOREM 3.1. For each real 6 > 0, there is an integer n, , such that for all n > n, and 
any polynomial h E C[x] with at least n distinct (complex) roots: 
(1) there is an f E C[x] such that f 1 h and M(f) > &d--6; and 
(2) if moreovu M(h) < (1/2)r~~/~-~ - 1, then h can be factored as h = f * g with 
both M(f) > d/4-a and M(g) > (1/2)n1/4-6. 
For example, the theorem applies to h(x) = xn - 1 which can be computed in a total 
of O(log n) operations. Borodin and Cook [2] point out that there exist polynomials of 
degree n with n distinct real roots that can be computed in O(log n) operations. To our 
knowledge, there are no results on whether there exist such “easy” polynomials with 
simple rational roots. 
The first step in the proof of this theorem is to get a handle on those polynomials f with 
M(f) < K. Following [IO], we observe that if M(f) < k then f is computed by the 
following scheme 8, : 
p-3 = 1; 
PO = x; 
1-I 
CL~C-~ = C mt,3h ; 
j=-1 
l-l 
P3z-1 = c 43h3 ; 
j,-1 
CL31 = th-2 . (4kk-1 + (1 - 4) f PAM) for 1 = 1,2, 3 ,..., k; 
f(x) = i mk+l,#3d i 
j=-I 
where the parameters mi,j , m1,3 , rni range over C. (In fact, the values of the parameters 
rn; can be restricted to 0 and 1.) 
The key element in the proof of Theorem 3.1 is provided by Strassen [14], who shows 
that if a polynomial f is computed by an algorithm with sufficiently few operations, then 
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the coefficients off satisfy a nontrivial polynomial H with integer coefficients; moreover, 
he places upper bounds on the degree and height of H. (The height of a polynomial is the 
maximum of the absolute values of its coefficients.) Lipton [7] has observed that one can 
apply Strassen’s analysis to the canonical program B, , thereby producing, for certain n 
and k, a single polynomial H which is satisfied by the coefficients of any nth degree 
polynomial that is computable by 8, . For a given k, the polynomial H of Lemma 3.2 
provides a useful restriction on those polynomials f which enjoy M(f) < k. 
LEMMA 3.2 [7, 141. Let q 3 5 and let i1 ,..., i, be pairwise distinct positive integers 
with d = mux{il ,..., i,}. Let b and k be positive integers such that 
bq"-2 > &(m+l)qz, (3.2) 
where m = k2 + 6k + 1 and s = 2k2 + 9k + 2. Then there is a nontrivial homogeneous 
polynomial HE Z[y, ,..., y,] of degree b and height <3 such that rf 
ai EC, p 2 4 (3.3) 
is computed by an algorithm over C using <k nonscalar m/d operations, then 
H(ai, ,..., a,,) = 0. 
To prove Lemma 3.2, one applies the analysis of Strassen’s Lemmas 2.3 and 2.4 and 
Theorem 2.5 to the canonical program 8,. In Strassen’s notation, m is the number of 
indeterminates used in this analysis to parameterize 9, , and s is the total number of 
arithmetic operations (both scalar and nonscalar) in 9, . Further details are given in [7]. 
For indeterminates t, ,..., t, and nonnegative integers e, ,..., e, , the max-degree (mdeg) 
of the monomial ti’ *. . t: is defined to be max{e, ,..., e,]. If G E C[t, ,..., tD], then mdeg(G) 
is the maximum of mdeg(p) over all monomials TV appearing in G. 
LEMMA 3.3. Letp and n bepositive integers and let G E C[t, ,..., tr,] be sllch thatp < n/2 
and mdeg(G) < n/2. Let A be a set of n distinct complex numbers, and assume that 
G(a, ,..., a,) = 0 for allpairwise distinct 01~ ,..., 0~~ E A. Then G is identically zero. 
Proof. The proof is by induction on p. The basis p = 1 is obvious since a nontrivial 
univariate polynomial of degree b has at most b roots. For p > 1, say that mdeg(G) = 
b < n/2 and write 
G(t, ,..., tD) = 1 Gj(t2 ,..., tD) . t,j, 
i=o 
where mdeg(GJ < b for all j. 
Let j with 0 < j < b and distinct 0~~ ,..., 0~~ E A be arbitrary. We show that 
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G&, ,..., a,) = 0. By the induction hypothesis it then follows that Gi = 0 for all j, 
thus proving the induction step. Define 
and 
G'(h) = G(t, , a2 ,..., 4 
A’ = A - {a2 )...) cd,}, 
By assumption, G’(cu) = 0 f or all OL E A’. However, deg(G’) < b and the cardinality of A’ 
is 7~ - p + 1 2 n/2 + 1 2 6 + 1, so G’ is identically zero. Therefore, we have shown 
that Gj(a2 ,..., a,) = 0 as desired. I 
Proof of Theorem 3.1. Fix a 6 > 0. Let y and/? be real numbers such that 1 > y > /3> 
1 - 46. Referring to Lemma 3.2, let K = [n1/4-6], q = [@I, b = [no], and i, =j for 
1 < j < q, so that d = q. Note that (3.2) holds for all sufficiently large n because 
bq-m-2 = nv(n~-o(n~)) > n8(nfl+ow) = qq+sh+l) 
for all sufficiently large n (recall that y > /3). By Lemma 3.2, therefore, there exists a 
nontrivial form H E Q[ y1 ,. . . , y,] of degree 6 such that H is satisfied by the coefficients 
a, ,..., a, of any polynomial which is computable by 9, over C, i.e., any polynomial f 
with M(f) < k. However, we desire a polynomial relation on the roots off rather than 
one on the coefficients. The transition from a relation on the coefficients to one on the 
roots is easily made via the elementary symmetric functions. We let Sj”’ denote the ith 
elementary symmetric function of the p variables t = (tl ,..., tp). The S:“’ for 1 < i < p 
are defined by 
fi (x - tJ = x” + f (-l)$ a p(t) * xP-i. 
Now assume n is so large that b = [nyl < [n/2], and therefore q < [n/21. Let p = [n/2J 
and define GeQ[tl ,..., tD] by 
G(t) = H(Sz#),..., SE,(t)). 
It follows that if f E C[x] is a polynomial with roots p1 ,..., pz, such that deg(f) = p and 
M(f) < K = lr.~~/J-~], then 
Gh ,..., PJ = 0. 
Moreover, G is not identically zero because SF),..., SF) are algebraically independent 
(cf. [15]). Also, since deg(H) = b and mdeg(S,!“‘) = 1 for all i and p, it is easy to see that 
mdeg(G) < b. Recall that b < 42. Now by invoking Lemma 3.3 with A = {rl ,..., r,}, 
where rl ,..., Y, are distinct roots of h, there must exist distinct a1 ,..., olzl E A such that 
G(a, ,..., a,) # 0. Letting 
f (4 = fi (x - 4, 
j=l 
we therefore have M(f) > K + 1 > n1/4--6, which proves part (1) of Theorem 3.1. 
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Part (2) is immediate from part (1) since, if f(x) = h(x)/g(x), then M(f) < M(h) + 
~(g)+l* I 
By exercising more care in the application of Strassen’s analysis to the canonical 
program 9, , Schnorr [ 131 has recently obtained an improved upper bound on the degree 
of the polynomial H described in Lemma 3.2. By utilizing this improved bound in the 
above proof it is possible to show that there is a constant c > 0, such that for all 7t 3 2 
and any h E C[X] with at least n distinct roots, there is an f~ C[X] such that f 1 h and 
M(f) > c . (n/log .)lj2. This lower bound is nearly the best possible since it is known 
[lo] that M(f) < (2n)li2 + 0(1 o g ) f n or any polynomial f of degree n. In the next section 
we obtain a similar lower bound on the complexity of some factor of a polynomial h, 
but under certain restrictions on h and the class of allowable programs. Due to these 
restrictions, the result obtained by the method of Section 3.2 is logically weaker than 
the result which can be obtained by the method of Section 3.1 together with Schnorr’s 
improvement. Nevertheless, we include the second proof in the possibility that it may 
be of mathematical interest. 
3.2. Restricted Preconditioning 
Our second proof is a generalization of a “counting” method used by Paterson and 
Stockmeyer [lo] to prove the existence of polynomials with O-l coefficients which require 
roughly n1/2 multiplications for their evaluation by an algorithm over 2 without divisions. 
It is instructive to first review this method before generalizing it. First, if f e Z[x] can be 
computed in <k nonscalar multiplications by an algorithm over 2 without divisions, then 
f is computed by the scheme 9,’ (gJk’ is identical to gk (3.1) except that the parameters 
rn; for 1 < 1 < k are set equal to l), where the remaining parameters, ml,i and m;,j , 
range over 2. Note that the scheme 8,’ involves Ka + 4K + 2 parameters. Moreover, 
the residue classes (mod 2) of the parameters uniquely determine the residue classes 
(mod 2) of the coefficients off. If 9,’ is capable of computing any O-l polynomial of 
degree n (there are 2” such polynomials), we must therefore have 2k”+4k+2 3 2”, which 
gives k > &I2 - 2. 
To generalize this argument, we can consider another integral domain D in place of 2, 
and another modulus (in general, an ideal) I in place of 2. We note two conditions which 
are essential to the success of the argument: first, the number of residue classes modulo 
I must be “small”; and second, we must be interested in computing any member of a 
“large” set Y C D[x], the polynomials in 9’ being pairwise incongruent modulo I, 
in the sense that if &, uixi and C& ai’xi are in the set 9’ of interest, then there is some i 
such that ai f ai’ (mod I). In general, if there are p residue classes modulo I and there 
are b pairwise incongruent polynomials in the set 9, then we immediately conclude 
that pk2+4k+2 3 b, and therefore 
k > (log b/log p)il2 - 2 (3.4) 
if k nonscalar multiplications are to be sufficient to compute any polynomial in 9’ by an 
algorithm over D without divisions. 
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We now apply this method to show that h(x) = xn - 1 can be factored into two 
polynomials which are both difficult to compute (relative to h which can be computed 
using <2 . [log n] operations by an algorithm over 2 without divisions). In this case, the 
polynomials of interest are the manic factors of xn - 1. As in the basic argument of 
Paterson and Stockmeyer, we must suitably restrict the set of scalars which enter into the 
algorithm. Of course, the scalars must be sufficient to allow the computation of any manic 
factor of x” - 1. In this case, we let 
be the ring of scalars, where 5, = e zniln is a primitive nth root of unity. (Z[&J is the set 
of algebraic integers in the splitting field Q([,) o x” - 1.) The main result of Section 3.2 f 
can now be stated. 
THEOREM 3.4. There is a constant d > 0, such that for any n > 2, there are monk 
polynomials f and g such that (i) f (x) * g(x) = x” - 1 and (ii) both f andg require at least 
d * (n/log n)l12 nonscalar multiplications for their computation by an algorithm over Z[[,] 
without divisions. 
The crux of the proof is to choose a modulus I for the counting argument so as to 
satisfy the two essential conditions (small p and large b) described above. A suitable 
modulus is found with the aid of two classical results of number theory (Theorems 3.6 
and 3.7 below). In order to exploit these results, we choose the modulus to be an ideal 
of Z[t;,]. Ideals and related notions are discussed in several texts, for example [5, 161. 
We outline the necessary concepts here. 
Let D = Z[CY] f or some algebraic number 01. An ideal A of D is a subset of D such that 
a, + a2 E A and a,r E A for all a, , a2 E A and all r E D. If rl , r2 E D then r1 = r2 
(mod A) iff r1 - r2 E A. The concept of congruence modulo an ideal satisfies the familiar 
properties of congruences; for example, if r E s (mod A) and t EE u (mod A), then 
r + t E s + u (mod A) and rt = su (mod A). The number of congruence classes of an 
ideal A (within a ring D > A specified by context) is called the norm of A and is denoted 
NA. The following useful lemma is easily deduced from basic facts [5, Corollary 2-31, 
Theorem 2-341; we omit the proof. 
LEMMA 3.5. Let D = Z[[,] for some n, let A be an ideal of D, and say that z E A, 
where x E Z. Then there is a positive integer m such that NA 1 z”. 
The following theorem provides us with ideals of certain norms. 
THEOREM 3.6. [16, Theorem 7-2-41. Let p and n be positive integers such that p is 
prime andp SC 1 (mod n). Then there is an ideal I of Z[[,] such that NI = p. 
The problem of finding an ideal is thus reduced to finding a prime p E 1 (mod n). 
A classical result of Dirichlet states that there are infinitely many such primes. However, 
recall that we need an upper bound on the size ofp. Inspection of (3.4) reveals that, since 
b < (number of manic factors of 9 - 1) = 2”, 
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p must grow slower than exponentially in n. (In particular, we cannot simply choose I to be 
the principal ideal 2 * Z[[,] since the norm of this ideal is 2Q(‘Q, where 4 is the Euler 
function.) It would be very nice if p could be bounded by a fixed polynomial in n. 
Fortunately, such a bound is provided by the following result of Limrik [6, 8, 111, which 
is stated here only in the generality we require. 
THEOREM 3.7 (Linnik). There is a constant c > 0, such that for any n 3 2, there 
exists a prime p such that p E 1 (mod n) and p < nc. 
Now fix an integer n > 2, and let D = Z[c], where &’ = e2niJn. Let I denote an ideal, 
provided by Theorems 3.6 and 3.7, with NI = p < nc. Note that p 7 n because p > n. 
The final ingredient of the proof of Theorem 3.4 is the fact that the manic factors of 
xn - 1 are pairwise incongruent modulo I. If f~ D[x] and deg(f) < n, write f(x) = 
cy&, aixi, and let coeffs(f) denote the vector (a, , a,-l ,..., al, a& E Dn+l. The con- 
gruence relation is extended to vectors in a componentwise manner. 
LEMMA 3.8. Let u and v be manic polynomials that divide xn - 1. If u # v then 
coefls(u) $ coej%(v) (modI). 
Proof. We argue by contradiction. If coeffs(u) = coeffs(v) (mod I), then U(X) = v(x) 
(mod I) for all x E D. If u # v then there exists an integer I with 0 < I < n - 1 such 
that (x - 5”) divides exactly one of u or v. Say without loss of generality that (x - cz) 
divides v but does not divide U, so that u(cz) E 0 (mod I), and therefore u&r) E 1. Since 
E (p - t;j) = (-l)“-’ * nfl 
osg,jgn-1 
[16, Proposition 7-l-11, we have u([l) 1 nn, and therefore nn E I by the definition of ideal. 
By Lemma 3.5 we would then have p 1 (nn)m f or some positive integer m, which is a 
contradiction because p is prime and p +’ n. This proves Lemma 3.8. 1 
As in the basic argument of Paterson and Stockmeyer, there are at most pk2+4k+2 < 
nc(k”+4k+2) distinct choices for the parameters modulo I, where c is the constant of Theorem 
3.7. Choose the constant d > 0 such that, for all n > 2, K < d . (n/log n)l12 implies 
&ke+4k+2) < 2n-1 or k = 0. 
Assume now that K < d . (n/log n)l12. It follows that there is a set d _C Dn+l with 
#S < 2”-1 such that, if f is computed by the scheme gk’ for some choice of the para- 
meters over D, then coeffs(f) = e (mod I) f or some vector e E b. (#S denotes the 
cardinality of the set S.) Let 
9 = {(f, g> 1 f and g are manic, and f (x) * g(x) = xn - l}. 
There are, by Lemma 3.8, at most #S pairs <f, g) in %- such that coeffs(f) = e (mod I) 
for some e E 8, and similarly at most #&’ pairs (f, g) with coeffs(g) = e E b. Since 
#9 = 2” > 2 * #&, there must be some (f, g) E 9 such that neither f nor g is 
computable by !Yk’ over D. 
This completes the proof of Theorem 3.4. 1 
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Two remarks concerning Theorem 3.4 are in order. First, we may enlarge the set of 
scalars to Z[&], where ti ) r and 5, = e 2ni/r, while incurring only a logarithmic (in r) 
weakening of the lower bound. 
THEOREM 3.9. There is a constant d > 0, such that for any positive integers n and T 
with n 2 2 and n ) r, there are monk polynomials f andg such that (i) f (x) . g(x) = xn - 1, 
and (ii) both f ana’g require at least d . (n/log r) 112 nonscalar multiplications for their com- 
putation by an algorithm over Z[[,] without divisions. 
We omit the proof since it is virtually identical to the proof of Theorem 3.4. The only 
difference is that we now use an ideal I of Z[[,] with NI < rc. 
The second remark concerns an estimate for the constant d in Theorems 3.4 and 3.9. 
It is known [ll] that assuming the extended Riemann hypothesis the constant c in 
Theorem 3.7 can be chosen to be 2 + E for arbitrary E > 0 and all sufficiently large n. 
It follows that we can take d = 3 for all sufficiently large n, assuming the extended 
Riemann hypothesis. 
4. CONCLUSION AND OPEN QUESTIONS 
The work begun in this paper leads to a number of open questions concerning the 
relative arithmetic complexity of f and h E d(f) f or various super-preconditioning 
operators A. For example, although we have shown that there exist f and h E MuZtiples( f) 
such that h is substantially easier to evaluate than f, it is presently an open question 
whether this situation can occur for the related operators Powers and Same-Roots. We 
have no examples off and h with h E Powers(f) such that h requires even one fewer 
operation than f. It seems reasonable to conjecture that the magnitude of the savings 
(nr versus O(log n)) exhibited in Theorems 3.1 and 3.4 is not possible for Powers. The 
situation for Same-Roots appears trivial since x - 1 E Same-Roots((x - 1)“). If, however, 
we require that f have only simple roots, then again we do not know whether h E Same 
Roots(f) can be easier than f. We close the paper by mentioning several questions and 
observations which concern three other operators. 
4.1. Shif 
The question here is to determine whether xd . f (x) can be easier to evaluate (without 
division) than f(x), for some integer d > 1. Winograd [17] states that the polynomial 
xsl requires seven multiplications if division is disallowed, thus showing that a savings 
of two multiplications is possible since xa2 requires only five. On the other hand, we have 
observed that x . f (x) requires at least half as many nonscalar multiplications as f(x). 
To verify this, first note that if x *f ( x can be evaluated in K nonscalar multiplications ) 
without division, then x . f (x) can be evaluated by the scheme 8, (3.1) for some choice 
of the parameters; in particular, rn; = 1 for all I because there are no divisions. Further- 
more, we can assume 
Now by setting pLo’ = 
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that m,,-, = rni,-i = 0 for 1 < I < K + 1 [cf. 10, Theorem 11. 
1 and 
we have pi1 = par/x for all 1. In this way we obtain an algorithm which computes f(x) 
using 2(k - 1) nonscalar multiplications. Repeated application of this observation 
shows that, for each fixed d and all f, the number of nonscalar multiplications required to 
compute xd . f (x) is at least a constant multiple 2ed of the number required to compute 
f(x). We suspect that less crude techniques could sharpen the constant 2-d. 
4.2. Scalar 
Suppose that we are interested in evaluating polynomials f E D[x] by algorithms over D 
without division, where D is an integral domain which contains noninvertible elements. 
It then makes sense to inquire whether c . f (x) can be easier to evaluate than f(x) for 
some c E D. This question is embodied in the operator 
Scalar,(f) = {c 3 f(x) 1 c E D, c # 01. 
This question is related to the question of whether f (x) can be evaluated more efficiently 
using scalars from F rather than D, where F is the quotient field of D. Note that if f (x) 
is computed by an algorithm over F using k nonscalar multiplications (but no divisions), 
then c * f(x) is computed by an algorithm over D using k nonscalar multiplications, for 
some c E D. For example in the case D = .Z[c,] (Section 3.2), if the number of nonscalar 
multiplications required to compute h E ScaZur,( f) could be bounded below by a fixed 
fraction of the number required to compute f for all f and h, then we could replace 
-%,I by 8(L) in Th eorem 3.4. However, we do not know if the complexity of h can be 
bounded in this way. 
An example of the anomalous behavior of Scalar, is provided by Winograd [18]. 
He has observed that: (i) if f E Z[ x and deg(f) = 8, then there is a c E Z such that ] 
c * f(x) is computed by an algorithm over 2 using three multiplications and no divisions; 
and (ii) if &,, a,xi is computed by an algorithm over 2 using three multiplications and 
no divisions, then a, is an even integer. In particular, 32(ti + x7) requires one fewer 
multiplication than (xs + x7) when evaluated over 2 without division. 
4.3. Near 
For definiteness, we consider the operator Near, defined with respect to the “maximum 
coefficient” norm on polynomials. We also restrict attention to polynomials with real 
coefficients. If f E R[x], then define 
Near,(f) = lk E @xl I Ilf (x) - k(x)ll < 4, where 
57111612-2 
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Two remarks are immediate. First, there exist hard polynomials which can be approxi- 
mated by easy ones: for any E > 0 there exists a polynomial f of degree n with algebraically 
independent coefficients, so that f requires roughly 3n/2 arithmetic operations (see 
Lemma 2.3 and [3, Chap. 3]), but the identically zero polynomial belongs to Near,(f). 
On the other hand, there exist hard polynomials that cannot be approximated by easy 
ones: Strassen [14] proves that if the coefficients of a polynomial f grow sufficiently fast 
(sayf(x) = cEO 22i”a * x”) then any polynomial h which is sufficiently near to f (say, 
h E Nedf >I re 9 uires at least 3n/2 - 6 arithmetic operations provided that n is sufficiently 
large. A similar negative result is noted by Winograd [17, Remark 31 assuming that no 
preconditioning of coefficients is permitted. 
The extreme coefficient growth in Strassen’s examples prompts one to question 
whether a similar fact holds for polynomials with O-l coefficients. Lipton [7] has shown 
that there exist O-l polynomials f of degree n which are hard to compute in the sense that 
M(f) > n1i4-s, (The notation M(f) is defined in Section 3.1.) The reducibility method 
used to prove this result can be extended to prove the existence of a O-l polynomial f 
and an E > 0 such that any h E Near,(f) is hard. The deficiency in this result is that E 
decreases exponentially with n. 
THEOREM 4.1. For each 6 > 0 the following is true fof all su$kiently large n. Let 
E = n-2n. There is a polynomial f of degree n with zero-one coe@ients such that, for all h, 
h E i’Vearc implies M(h) > nl/a-e. 
We let the interested reader supply his own proof of Theorem 4.1 by following the 
development in [7]. An obvious technical question is whether Theorem 4.1 is true with a 
larger E, say, E = n-r for some fixed I > 0, or even an E which is independent of n. 
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