A spatial classification technique incorporating a novel feature derivation method is proposed for classifying the heterogeneous classes present in the hyper spectral images. The classification accuracy can be improved if and only if both the feature extraction and classifier selection are proper. As the classes present in the hyper spectral image are having different textures,
INTRODUCTION
Designing the state of the art classifier for the Hyper Spectral image classification is the fastest growing technology in the fields of remote sensing, medicine, change detection, disaster management etc., Hyper spectral images produce spectra of several hundred wavelengths with fine spatial resolution. A Hyper spectral image has hundreds of bands, where as a multi spectral has 4 to 7 bands only [1] .Thus every pixel in the hyper spectral image contains values that proportionate to the detailed spectrum of reflected light [2] .This rich spectral information in every spatial location lead to the potential classification. So, the hyper spectral images provide more information for within class discrimination, i.e. they can discriminate between different types of rocks and vegetation while multi spectral images can discriminate between rock and vegetation alone. Such hyper spectral images can be used effectively to classify the heterogeneous classes which are present in the image. To classify the multi-classes of information in an image it is necessary to extract the proper set of features and to choose a proper classifier.
Classification of hyper spectral images is not the trivial task, as it requires so many factors to be concerned such as :1) the large number of land-cover class to be handled. 2) High number of spectral bands but low number of the availability of training samples. This phenomenon is known as Hughes Phenomenon [3] or "curse of dimensionality". As the consequence, "overfitting" results. ie. the classifier performs well on the training samples and poor on the testing samples. So the Hughes phenomenon must be alleviated. 3) Non-linear spread of the data classes. To overcome these problems proper classifier should be selected. The classifier has to support the voluminous data, multi class data and the non-linear dataset. Significant features among the extracted features must be selected and to be fed to the classifiers to obtain the high accuracy rate. This process is commonly known as feature selection in the literature.
The hyper spectral classification falls into two major categories such as spectral classification and the spatial classification. In spectral classification, the reflectance values of the pixels at different wavelengths are considered. The pixels of different classes exhibit different reflectance at different wavelengths. From these wavelengths and reflectance, required spectral features such as mean reflectance, maximum reflectance, minimum reflectance, standard deviation, and variance can be calculated and can be used for classification. As this type of classification uses, spectral information it is known as spectral classification. In spatial classification, the spatial arrangement of pixels and their contextual values, textural properties are identified and features are extracted and classification can be done as in this experiment.
An extensive literature is available on the pixel-level processing techniques. i.e., techniques that assign each pixel to one of the classes based on its spectral values [4] , Maximum likelihood or Bayesian estimation methods [5] , decision trees [ 6 -7] , genetic algorithm based methods [8] [9] [10] ,genetic algorithms [11] and kernel based techniques [12] [13] [14] [15] have been investigated. Support Vector Machines have shown a good performance for classifying high-dimensional data when a limited number of available training samples [12] [13] [14] [15] .
To improve the classification accuracy, apart from the statistical information, the contextual information should be considered. This neighborhood information improves the accuracy even more than the conventional spectral classification techniques such as Spectral Angle Mapping method. Camps-Valls proposes to estimate the local mean and variance for each pixel using fixed neighborhood [16] . Mercier proposes the same kernel formulation but the spatial information is estimated by wavelet decomposition of the image [17] . Mathieu Fauvel et.al. proposes the adaptive neighborhood of each pixel [18] .Yuliya et.al. define the adaptive neighborhood along with the clustering information for the segmentation based classification [4] .
The performance of the classifier inclines on the akin process known as feature extraction. The conventional feature extraction techniques are Decision Boundary Feature Extraction (DBFE) and Discriminate Analysis Feature Extraction (DAFE) [1] , [19] , [20] . DAFE is done based on the ratio of between class variance and within class variance [1] . The shortcoming of this method is its unreliability while the difference between the class mean vectors is small. DBFE determines the linear decision boundary between class variables and directly assigns samples. But it suffers when the training set is small [1] . Non parametric Feature extraction, by using scatter matrices is also possible for hyper spectral images [21] . To find out the inter relationship between the pixels, Gray Level Co-occurrence Matrix is useful [22] .Cooccurrence features can be extracted from the GLCM to classify the textural information. Deriving the new features according to the application is an innovative process. Arivazhagan et.al. derived the new features for the decomposed wavelet sub-bands using both statistical and Co-occurrence features and used the derived features for target detection [23] [24] . Hiremath et.al. generated the new features using the wavelet packet decomposition and are used to classify the color texture images [25] [26] . Among the large number of extracted features, the recursive features can be eliminated by the method of feature selection [27] and the reduced set of significant features can be used for classification.
As classifiers are concerned, Spectral Angle Classifiers are classical one, used for hyper spectral image analysis in early works [28] , where the input image spectra are compared with the reference spectra for classification. The classes were decided by calculating angular separation between the input and reference spectra known as spectral signature. This is a time consuming work. For very complex boundaries of data this shows poor accuracy.
So, a classifier which is able to perform classification even with very complex boundaries and to overcome all the above cited problems was needed. As the Neural Network based classifiers and Support Vector Machine (SVM) are having that ability, they came into picture around 1990s. As the internal process of the Neural Network classifier is a hidden one and complex, a simple learning machine based on statistical learning theory became popular [29] . More over SVM requires no pre processing on the data. Support Vector Machine advocates good results in the linear domain classifications and classification of the multi classes present in the image [30] .
But, the hyper spectral domain is a non-linear one. Non-linear domain can be converted into the linear domain by using kernel trick. SVMs with kernel functions are used [31] - [34] . Many types of kernels like linear, polynomial, radial Basis Function (RBF), Sigmoid etc., are available. Selection of proper kernel gives proper results. SVM with Radial Basis Function (RBF) is a preferred combination which balances the complexity and accuracy [35] . Selection of optimal kernel can be done by Genetic Algorithm based manner [36] . Gaussian Radial Basis Function Kernel are also used according to the data type [37] .
From the literature, it is evident that the context or the position information of the pixel is also more important along with the spectral information. Extracting the features and deriving the novel features from the extracted features are the ever green processes. So, in this proposed methodology the correlation between neighborhood and Co-occurrence properties of individual pixels are calculated for all the sub-band of the wavelet decomposed image. New features are derived for the individual sub-bands obtained using both Co-occurrence and statistical features. By adding the New Features of the subbands, the Combined Features can be derived. Such Combined Features are expected to yield the better spatially classified image. Rest of the paper is organized in the following manner. Chapter-2 deals with the Proposed Work followed by the background of Support Vector Machine as Chapter-3. Chapter-4 describes the Experiment Design and Chapter-5 is dedicated to the Results and Discussions. Chapter -6 gives the conclusion about the work.
PROPOSED WORK
Classification is the process of assigning the pixels into the class based on the extracted features.
Feature Extraction
A feature is nothing but the significant representative of an image which can be used for classification, since it has a property which distinguishes one class from other. The extracted features provide the characteristics of input pixel to the classifier. The spatial features can be extracted by statistical and co-occurrence methods.
The wavelet transform is able to decorrelate the data and improves the classification rate. It provides orientation-sensitive information which is essential in texture analysis. The computational complexity is significantly reduced by considering the wavelet decomposition. So wavelet transforms are frequently used in classification process. All bands of the hyper spectral image are decomposed into sub bands by using wavelet transforms. For all the pixels in the individual sub-bands both statistical features and co-occurrence features are calculated. The mean, variance and standard deviation are the important statistical features. Statistical features provide the gray level information of pixels, while the co-occurrence features give the inter-pixel relationship. Spatial Gray Level Co-occurrence Matrix (GLCM) estimates the image properties related to the second-order statistics. The features are calculated using the formulas given in Table 1 .
In Texture analysis procedure, relative positions of pixels in image should be considered. In the co-occurrence matrix the distance can be chosen from 1 to 8 and the directions in the conventional way given in [22] . From the Co-occurrence matrix, eight different are extracted using the formulae in Table  1 . While calculating the features, "1" distance and "0 0 " direction is considered for this experiment. 
Feature Selection
All the extracted features are used for classification and accuracy is calculated. By dropping a feature, accuracy is recalculated. This process is repeated until the selection the significant features. This process of selecting the feature is known as Sequential Backward Selection (SBS) method. In the other feature selection process only one feature alone is considered and accuracy is calculated. By adding other features one by one, the accuracies are recalculated. This process of selecting the feature is known as Sequential Forward Selection (SFS) method. In this experiment SBS is incorporated and three most significant cooccurrence features (energy, entropy and contrast) are identified.
Derivation of Combined Features
The statistical mean and the significant Co-occurrence features such as energy, entropy and contrast are added up for individual pixels to form a New Feature for all the sub-bands (approximation, horizontal, vertical and diagonal sub-bands) individually. Combined Feature-I, II, III are calculated from the New feature.
List of Derived Features:
The derived Combined Features are used for spatial classifications.
Fig. 1. Proposed Methodology

SUPPORT VECTOR MACHINES (SVM)
Support vector Machines performs the robust non-linear classification with kernel trick. It outperforms other classifiers even with small numbers of the available training samples.
Fig. 2. SVM Hyperplane
SVM finds the separating hyper plane in some feature space inducted by the kernel function while all the computations are done in the original space itself [29] . For the given training set, the decision function is found by solving the convex optimization problem. 
Where ' "are the Lagrange co-efficient. "C" is a positive constant that is used to penalize the training errors and "k" is the kernel.
When optimal solution is found, i.e. the i , the classification of a sample X is achieved by looking to which side of the hyper plane it belongs:
Radial Basis Function (RBF) kernel is used in this experiment. The derived Combined Features are used for the classification.
One Against All (OAA) strategy is used while classifying the images. By which one class is separated from others. Thus the classes are separated hierarchically.
Fig. 3 OAA Binary Hierarchical Tree (BHT)
Like wise so many SVMs can be run to find out the interested classes. While training, care is shown towards the reduction of over fitting effect.
EXPERIMENT DESIGN
Hyper Spectral Data Preparation
To execute the proposed methodology, the Cuprite-Nevada: a site of geologic interest is chosen. The image has been captured by Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor. The real data set contains 8 different minerals. Iron rich minerals are abundant in this field. Among the original data set, this experiment aims towards only three minerals of interest such as Goethite, Hematite and Fe-Chlorite. Both goethite and Hematite are Iron bearing oxide minerals found in soil and exhibits slightly different reflectance in some wavelengths which is difficult to classify. But they are having different texture characteristics. Fe-Chlorite is a distinct iron bearing mineral. So, these three are selected as interested classes to be identified. AVIRIS sensor acquires data in the wavelength region from 0.38 µm to 2.50 µm and produces 220 spectral bands. The bands near 1.4 µm and 1.9 µm are eliminated, since they evidence the strong atmospheric absorption due to water vapor [22] .
Around 1µm both Goethite and Hematite shows single dip, as indicated in the Fig.2 which can be useful to easily classify them. With the remaining 63 bands the near by bands which are having correlation can be discarded by calculating the mutual information [23] , [24] between bands. 
Feature Vector Formation
As explained in the chapter -2, the combined features are derived for each pixel for the sub-bands obtained by the Discrete Wavelet Decomposition process. The same process is repeated for all the bands. The feature vector is formed by taking its combined feature at all the bands. Now, all the pixels are having eight different combined features and they are assigned as a vector. These vectors are used for classification. After identifying the pixels of interested class it is labeled and indicated by white gray level. All other pixels are assigned black gray level. Then the pixels are displayed. Like wise all the Bands are classified spatially and the Fig.5 gives the classified images.
Chlorite is classified better with the accuracy of 91.54% in the Band3, followed by Band4. Band7 and Band3 exhibits better classification rate for Hematite. Band8 alone gives good classification for Goethite.Band5 illustrates poor accuracy in case of Hematite, Goethite but it performs good at Chlorite, since the number of training samples are less compared to that of Chlorite. This is the same case for the Goethite in Band4 and Band3.
The number of pixels belong to Chlorite is less compared to that of Goethite and Hematite. So, Chlorite is classified well even with smaller number of training samples.
Moreover the inter-pixel relationship dictates the classification always. As the contrast is one of the factors, which is included in the classification, high contrast neighborhood shows good classification.
Accuracies are calculated by the v-fold cross validation method in which the training set is sub-divided into v-number of subsets and accuracies are cross validated and results are shown in table 2. Table 2 .Classification Details
Fig. 4. Average Accuracy for different Features
For the quantitative comparison, the average accuracies of the bands for features CF-III and NF-I is tabulated and graphically represented in Fig.4 . From the graph it is evident that the proposed derived feature acts as a potential member for most of the bands. It gives the improved accuracy which will be useful for the textural classifications.
Fig. 5. Classified Images
Even though the accuracies are lesser for the experiment, this type of textural classification can be used as a metric to cross validate the performance other classifiers. Moreover, this textural classification can be used to classify the objects having the identical reflectance or other similar spectral properties at the same wavelength but having different textural properties.
CONCLUSION
The Co-occurrence features can be calculated for different distance and for different directions from the Cooccurrence matrix and can be used for classification. Different types of composite kernels and different types of wavelets can be selected and the accuracies can be tested. It is possible to develop a soft classification algorithm for this type of sensitive classifications. For this case of analysis, only knowing "which" class a pixel belongs to is not sufficient. If, the information about, "how much" the pixel belongs to a particular class is known, it will be more useful for classification. As the Soft Classification extends its application to the sub-pixel levels, it can able to reduce the misclassifications and can be used for this kind of applications..
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