Abstract. The development of one-and two-dimensional Turing patterns characteristic of the chlorite-iodide-malonic acid/indicator reaction occurring in an open gel continuously fed unstirred reactor is investigated by means of various weakly nonlinear stability analyses applied to the appropriately scaled governing chlorine dioxide-iodine-malonic acid/indicator reaction-diffusion model system. Then the theoretical predictions deduced from these pattern formation studies are compared with experimental evidence relevant to the diffusive instabilities under examination. The latter consist of stripes, rhombic arrays of rectangles, and hexagonal arrays of spots or nets. Here, starch (for the case of a polyacrylamide gel) or the gel itself (for a polyvinyl alcohol gel) serves as the Turing pattern indicator. The main purpose of these analyses is to explain more fully the transition to such stationary symmetry-breaking structures when the malonic acid reservoir concentration is decreased.
1. Introduction and historical review. Rayleigh-Bénard buoyancy-driven convection has, to date, provided perhaps the best-studied example of nonlinear pattern selection (Drazin and Reid, 1981; Golubitsky, Swift, and Knoblich, 1984; Newell, 1989; Manneville, 1990; Cross and Hohenberg, 1993; Koschmieder, 1993; Nicolis, 1995) . In the simplest mathematical version of this problem a fluid layer confined between two infinite, horizontal, shear-stress-free, pure-conduction surfaces is uniformly heated from below or cooled from above. As the temperature difference between these boundaries is increased past a certain critical level, convection begins to occur. The conditions for the onset of this instability can be determined analytically by examining the linear stability of the static pure-conduction solution to the governing system of Navier-Stokes equations under the Oberbeck-Boussinesq approximation (Koschmieder, 1993) . The nonlinear terms are responsible for selecting which of the possible roll-type spatial patterns admitted by linear stability theory are actually observed (Palm, 1975) . One of the methods that has been used to predict such pattern selection is a weakly nonlinear stability analysis which, although incorporating the nonlinearities of the relevant model system, basically pivots a perturbation procedure about the critical point of linear stability theory (reviewed by Wollkind, Manoranjan, and Zhang, 1994) . The advantage of such an approach over strictly numerical procedures is that it allows one to deduce quantitative relationships between system parameters and stable patterns which are valuable for experimental design and difficult to accomplish using simulation alone.
Recently, there has been considerable interest generated in pattern formation and selection during the controlled plane-front solidification of a dilute binary alloy under the influence of an imposed temperature gradient. In order to predict the sequence of interfacial morphologies actually observed during such solidification (Morris and Winegard, 1969) , Wollkind, Sriranganathan, and Oulton (1984b) performed the same weakly nonlinear stability analysis as originally developed to study Bénard convection cells on the governing system of diffusion equations appropriate for modeling this phenomenon. These nonlinear morphological stability results have been reviewed carefully and completely by Coriell and McFadden (1993) . Given the richness of morphological possibilities which exist for this problem, Wollkind (1986) suggested that it might serve as a more comprehensive prototype to illustrate nonlinear pattern selection through stability and bifurcation theory than does the Rayleigh-Bénard problem described above traditionally employed for this purpose.
Even more recently there has been experimental confirmation in a chemical activatorinhibitor/immobilizer laboratory system of the sort of pattern formation predicted theoretically by Turing (1952) . The latter investigated the possibility of an instability occurring in purely dissipative systems involving chemical reactions far from equilibrium and the transport process of diffusion but no hydrodynamic motion. Diffusive instabilities of this sort differ from hydrodynamic ones which involve both convective and dissipative processes. When restricted to two chemical species, an activator and an inhibitor, the existence of such instabilities requires an autocatalytic reaction for the activator and a diffusive advantage for the inhibitor as necessary conditions. Then an initially homogeneous state which would be stable in the absence of diffusion can be destabilized resulting in a re-equilibrated nonhomogeneous symmetry-breaking pattern. The need for the activator species to diffuse significantly less rapidly than the inhibitor posed a major obstacle for designing an experiment which exhibited chemical Turing instability patterns since in aqueous media nearly all simple molecules and ions have diffusion coefficients within a factor of two of 1.5 × 10 −5 cm 2 /sec. Castets et al. (1990) and Ouyang and Swinney (1991a,b) managed to overcome this difficulty by conducting their experiments involving the chlorite-iodide-malonic acid (CIMA) system in a gel reactor with a Turing pattern indicator which, besides preventing convection, also resulted in a marked reduction of the effective diffusion coefficient of the activator iodide species. A multitude of Turing structures consisting of parallel stripes, rhombic arrays of rectangles, and hexagonal arrays of spots or net-like honeycomb patterns appeared or disappeared as the system control parameters of temperature or pool species reservoir concentrations were tuned Swinney, 1991a,b, 1995; Ouyang, Gunaratne, and Swinney, 1993; Gunaratne, Ouyang, and Swinney, 1994) . Turing (1952) predicted the formation of stationary two-dimensional structures which developed from a uniform homogeneous base state. In these experiments, however, there was an inherent concentration gradient for each of the pool species because of the imposed differences at the boundary reservoirs. The observed structures formed perpendicular to these concentration gradients and were shown by to be quasi-two-dimensional in that they occupied a single thin layer.
For the very first time, theoreticians were presented with the exciting prospect of an experimental Turing system which invited the challenge of quantification. A number of activator-inhibitor/immobilizer model reaction-diffusion systems were developed to quantify these CIMA gel experiments and various bifurcation analyses relevant to the linear problem and numerical simulations relevant to the nonlinear one have been conducted on those model systems Epstein, 1991, 1992; Epstein, 1992, 1993; Guslander and Field, 1991; Pearson, 1992; Jensen et al., 1993) . In particular, the CIMA system is one of the reactions commonly employed in a well-stirred (homogeneous) batch (closed) experimental environment to illustrate the occurrence of chemical oscillations. After an initial rapid consumption of most of the chlorite and iodide ions to generate chlorine dioxide and iodine, such oscillations result from the interaction of the latter molecules with the reactant malonic acid (Lengyel and Epstein, 1995) . An ordinary differential equation model for the chemistry of this chlorine dioxide-iodine-malonic acid (CDIMA) reaction was proposed by Lengyel, Rábai, and Epstein (1990a,b) . Numerical integration of that five-component system yielded oscillatory behavior strikingly similar in nature to the experimental evidence. Further, this CDIMA model lent itself readily to an additional simplification. The calculated concentrations of the reactants and intermediate species of this system suggested that, under a wide range of oscillatory conditions, the chlorite and iodide concentrations changed rapidly by several orders of magnitude while the CDIMA concentrations varied much more slowly. This allowed Lengyel, Rábai, and Epstein (1990b) to reduce their five-component system to a two-component model by treating these three slowly varying concentrations as constants and to identify the resulting Hopf bifurcation to a limit cycle occurring in the latter system with the transition to chemical oscillations observed experimentally. Lengyel and Epstein (1991) coupled this CDIMA reaction mechanism with diffusion in one spatial dimension, performed a stationary bifurcation analysis on the simplified two-component version of that model, and produced an iodide concentration profile for a particular set of parameter values in the Turing-structure regime by integrating the original five-component form of this system numerically. Guslander and Field (1991) extended that numerical simulation to two spatial dimensions. In each of these cases the mechanism suggested for the reduction of the effective iodide diffusion coefficient was the interaction of iodide with the gel and/or the Turing pattern indicator to form binding sites which acted as traps. modified their previous approach by introducing a Turing pattern indicator which reversibly forms an unreactive immobile complex with the activator iodide species rapidly enough to allow them in essence to circumvent the differential diffusivity requirement. They then demonstrated by means of the same linear stability analysis employed in Lengyel and Epstein (1991) that Turing instabilities could be generated over a parameter range where their two-component CDIMA model system would ordinarily exhibit oscillatory behavior in the absence of the indicator. In order to ascertain which of these activator-inhibitor/immobilizer two-component CDIMA reaction-diffusion models proposed by Epstein (1991,1992) was more appropriate for representing CIMA/indicator gel reactor experiments, determined the effect of various Turing pattern indicators on oscillations occurring in a homogeneous batch CIMA system. They found that starch and polyvinal alcohol suppressed all but the last few large-amplitude oscillations and increased the period of the latter, whereas glucose, ethanol, and proponal had no effect on this well-mixed closed CIMA system. Hence concluded that the modified model was more appropriate for the first group of complex forming Turing pattern indicators, while the original one (Lengyel and Epstein, 1991) could still be used to represent the second group. Lengyel, Kádár, and Epstein (1992) formulated a mathematical model which was a quasi-two-dimensional extension of and developed a linear stability method to determine the position of Turing structures along the gradient direction and the layer thickness wherein such structures could form. They then compared these theoretical predictions and a numerically simulated two-dimensional pattern with their experimental results. Armed with this knowledge Lengyel, Kádár, and Epstein (1993) devised a closed gradient-free aqueous analogue to that gel experiment involving a starch indicator which produced transient Turing patterns and compared them to numerical simulations obtained by using the model. All of these analyses dealt with supercritical Turing bifurcations. Jensen et al. (1993) examined the possibility of a subcritical transition to Turing structures by numerically integrating the model for the relevant parameter range.
In addition there also have been several weakly nonlinear stability analyses performed on these two-component CDIMA reaction-diffusion Turing pattern indicator model systems. Specifically, Rovinsky and Menzinger (1992) considered the interaction of Turing and Hopf bifurcations in the Lengyel and Epstein (1991) model for both one and two spatial dimensions by performing a weakly nonlinear stability analysis about the degenerate point where those bifurcations occur simultaneously. Stephenson and Wollkind (1995) investigated the development of one-dimensional Turing patterns characteristic of CIMA/indicator gel reactor experiments by performing a weakly nonlinear stability analysis on the appropriately scaled model system into which had been incorporated the temperature dependence of the reaction rates and the gel axial-coordinate dependence of the pool species concentrations. We wish to consider those required extensions of that one-dimensional analysis which will allow us to investigate fully two-dimensional Turing pattern formation. Our main purpose for doing so is to compare the resulting theoretical predictions with experimental evidence relevant to the diffusive instabilities under examination. Here, starch, for the case of a polyacrylamide gel, or the gel itself, for a polyvinyl alcohol gel, serves as the Turing pattern indicator. We desire to explain more completely the transition to such stationary symmetry-breaking spatial structures when, in particular, the malonic acid reservoir concentration is decreased.
We begin in section 2 with the formulation of our CDIMA/indicator reactiondiffusion problem and a review of those one-dimensional results of Stephenson and Wollkind (1995) involving the development of stripes for this system which are relevant to the two-dimensional analyses of it that follow. In sections 3 and 4 we investigate the possibility of occurrence of two-dimensional Turing patterns consisting of rhombic arrays of rectangles and hexagonal arrays of spots or nets, respectively, versus stripes by performing the appropriate weakly nonlinear stability analyses of the homogeneous solution to our model. Each of these analyses employs amplitude functions and the hexagonal one, phase functions as well, the sizes of which are governed by an associated system of differential equations containing constant coefficients. In both sections we are primarily concerned with evaluating those Landau constants and determining the stability of the equilibrium points of the amplitude or amplitude-phase equations for a parameter range that permits quantitative comparison of theory with experiment. We conclude in section 5 with comparisons of this sort, a commentary placing our contributions in the context of some recent pattern formation studies, and a final discussion of those requisite extensions still needed to examine the interaction of rhombic with hexagonal patterns.
2. The CDIMA/indicator reaction-diffusion model system and its onedimensional results. Let us first consider the reaction scheme proposed by Lengyel, Rábai, and Epstein (1990b) and as a two-component simplification for the CDIMA/indicator system
which is obtained from the latter by taking the chlorine dioxide (ClO 2 ), iodine (I 2 ), malonic acid (MA), and pattern indicator (S) concentrations constant, where in the above a bracketed character represents the concentration of that species. Here X = I − ≡ iodide and Y = ClO − 2 ≡ chlorite, the concentrations of which are our dynamical variables and may be regarded as functions of space and time denoted by s and τ , respectively. Further the latter species have self-diffusion coefficients D 1 and D 2 taken to be constant as is the case for the reaction rates k 1 , k 2 , k 3 , k f , and k r , while U is a uniform shaping concentration selected historically to provide agreement with experiment, all of which will be assigned later. Then introducing the following dimensionless variables and parameters
and employing the law of mass action and Fick's second law in conjunction with this scaling, we deduce the nondimensional governing activator-inhibitor/immobilizer reaction-diffusion system defined on an unbounded flat domain (the r 1 -r 2 plane)
where (2.3b)
In the above we have implicitly made use of the fact that the tri-iodide complex (SI − 3 ) does not diffuse and satisfies the chemical quasi-equilibrium condition (Stephenson and Wollkind, 1995) 
We have also employed a quasi-two-dimensional approximation (Stephenson and Wollkind, 1995) which allows us to consider the axial coordinate z, scaled with the height of the gel disk, as a parameter and to introduce the pool species concentration gradient relations for 0 < z < 1 given by (2.3e) analogous to the laboratory reservoir configurations of Ouyang and Swinney (1991a,b) . In this context we observe that the latter authors reported [ClO Dufiet and Boissonade (1992) for the Schnackenberg (1979) reaction-diffusion model (Murray, 1989; and Epstein (1992,1993) for the CDIMA/starch system were performed on a square array with periodic and zero-flux boundary conditions, respectively. Given that the experimental patterns investigated by Ouyang and Swinney (1991a,b) typically had a gel disk diameter to characteristic wavelength ratio on the order of 100, it seems reasonable as a first approximation for us to consider our activator-inhibitor/immobilizer equations on an unbounded spatial domain. Indeed this effect was even more pronounced in the experiments of Gunaratne, Ouyang, and Swinney (1994) which, although having zero flux at its boundaries, involved a system about 160 times longer in extent than the characteristic wavelength and consequently those boundaries did not significantly influence the patterns (Graham et al., 1994) .
The equilibrium point (2.3c) to our model system (2.3a,b) represents a uniform steady-state spatially homogeneous exact solution to these governing equations. It was the stability of this solution to one-dimensional perturbations with which Stephenson and Wollkind (1995) were concerned and hence they considered solutions of (2.3) of the form
with an analogous expansion for y (r, t) , where the amplitude function A 1 (t) satisfied the equation
and q c = q c (α; µ, K) was the critical wavenumber of linear stability theory, while σ 0 denoted the growth rate associated with that most dangerous mode and a 1 , the corresponding Landau constant. They found that
and diffusive instabilities (σ 0 > 0) occurred whenever
which re-equilibrated (a 1 > 0) to form a striped pattern of characteristic dimensional wavelength
Further, under this condition on α the uniform state was stable for β > β 2 (α; µ).
We wish to analyze the CDIMA/indicator model system of (2.1)-(2.3) for the sort of patterns observed by Swinney (1991b,1995) , , Ouyang, Gunaratne, and Swinney (1993) , and Gunaratne, Ouyang, and Swinney (1994) when [MA] 0 was decreased. Since it is a preliminary step to this investigation, we now summarize the one-dimensional results of Stephenson and Wollkind (1995) relevant to those experiments conducted by Ouyang and Swinney (1991b) and at a fixed temperature using [MA] 0 as their control parameter. In particular for such an isothermal situation the latter authors found Turing patterns when 10.3mM < [MA] 0 < 27.0mM and a uniform stationary state when [MA] 0 > 27.0mM. From the stability criteria of (2.6), Stephenson and Wollkind (1995) concluded that a transition of this type could only occur as α decreased and, since α increases with [MA] for a fixed value of U , an assignment of that sort must be precluded. In order to determine the appropriate value to assign U for their purposes, Stephenson and Wollkind (1995) returned to the inequalities of (2.6) which implies that there exists a
where
Then, substituting the definitions of (2.2b) into (2.9b) and solving for 5k 2 U , they obtained
which, in conjunction with (2.1a,b), yielded the result
Observe that the parametric curve defined by (2.9) and (2.11) is a member of the oneparameter family β = β 1 (α; K) and will be traversed in the direction of decreasing α as [MA] is increased for fixed values of the other control parameters. Such a curve can be plotted schematically in the α-β plane for a K satisfying α 1 < α K < α 2 , where α K denotes the α-component of its intersection point with the Turing boundary β = β 2 (α; µ). When the other parameters in the model were assigned the typical values, appropriate for T = 277
• K, of Stephenson and Wollkind (1995) concluded from such a plot (see Figure 1) Ouyang and Swinney (1991b) and . From (2.11) and the malonic acid relationship (2.3e) they deduced that K = 32.6 and z = 0.823, the latter prediction being consistent with the location of the chemical front near the malonic acid reservoir boundary z = 1 during these experiments. A selection process for U of this sort based upon choosing a proper K to produce theoretical predictions which were in agreement with experimental evidence was a generalization of that procedure for selecting U suggested by Lengyel, Rábai, and Epstein (1990b) . In particular, Lengyel, Rábai, and Epstein (1990b) Finally, employing the λ * c of (2.7) and the α of (2.11) while taking
with χ = 0.40 and D x = 7 × 10 −6 cm 2 / sec , (2.13b) Stephenson and Wollkind (1995) found λ * c ranged from 0.232 to 0.239mm as [MA] 0 increased over the interval of interest. The salient features of that result were in both qualitative and quantitative accord with the relevant measurements of Ouyang and Swinney (1991b) and who found λ * c to be a very slowly increasing function of [MA] 0 . Our constitutive relation of (2.13) reflects the fact that a fully hydrolyzed saturated gel will result in an ionic diffusion coefficient which has been uniformly reduced from its common aqueous solution value D x (in this case associated with T = 277
• K), the amount of that reduction being dependent on the characteristic pore diameter of the gel itself . In this context we note that when Pearson (1992) assigned U the value of 0M in his basic dimensional system and then took χ = 1 in (2.13a), he predicted a λ * c ∼ = 0.40mm along the relevant line in his bifurcation diagram instead of the observed value of λ * c ∼ = 0.17mm (DeKepper et al., 1991) , an overprediction which would also be adjusted correctly upon adoption of the χ of (2.13b).
As a prelude to the development of our two-dimensional Turing pattern selection analyses for the CDIMA/indicator model system contained in the next two sections, we close this section with a more detailed survey of those experimental results, the quantification of which is our ultimate goal. Ouyang and Swinney (1991b) and performed a series of experiments involving a CIMA/starch reaction occurring in a polyacrylamide disc gel reactor. A variety of stationary one-and two-dimensional spatial Turing structures -dots, stripes, honeycombs, and rhombic patterns -were observed to form from an initially uniform state as a control parameter was varied. These Turing patterns as depicted in the photographic reproductions of Ouyang and Swinney (1991b) Ouyang and Swinney (1991b) and when the malonic acid reservoir concentration [MA] 0 was used as the control parameter a sequential transition from a uniform to a striped to a hexagonal dot pattern occurred as that concentration was decreased with an overlap hysteresis region of bistability present where either hexagons or stripes could exist. Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) performed similar experiments involving a disc reactor but instead employed a polyvinyl alcohol gel which serves as its own Turing pattern indicator by turning dark red in the reduced state. They observed stable Turing patterns consisting of rhombic arrays with characteristic angles slightly different from 60
• which formed from the uniform state as [MA] 0 was decreased. The band of allowable rhombic angles tended to increase in width the farther [MA] 0 deviated from the critical value where patterns emerged. Indeed the existence of these patterns caused the authors to re-examine the data associated with that structure originally described as a "mixed state" in Ouyang and Swinney (1991b) and to identify it as a rhombic array with characteristic angle 58
• . Finally in their recent review of Turing pattern formation, reported a new experimental result for the transition from a uniform state to hexagons and stripes in a polyvinyl alcohol gel when [MA] 0 was decreased. This succession consisted of the uniform state, hexagons, hexagons/stripes, stripes, stripes/hexagons, and hexagons as [MA] 0 decreased, where after Borckmans et al. (1995) the notation A/B indicates the bistability of structures A and B. Such a result led the authors to catalogue their previously-described polyacrylamide gel succession of uniform state, stripes, stripes/hexagons, and hexagons as a special case of this one in which the width of the first hexagonal region had been shrunk to zero within the experimental resolution.
We shall return in section 5 to these experimentally observed Turing patterns and compare them to our theoretical predictions relevant to the occurrence of rhombic and hexagonal arrays to be presented in sections 3 and 4, respectively.
Two-dimensional patterns:
A rhombic planform analysis. In order to investigate the possibility of occurrence for our CDIMA/indicator model system of those rhombic-type patterns observed by Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) , we shall consider a solution of it of the form (3.1a)
with an analogous expansion for y(r, t), such that (Wollkind, Manoranjan, and Zhang, 1994) 
Here we are employing the notation x j mn for the coefficient of each term in (3.1a) of the form A j 1 (t)B 1 (t) cos(q c {mr 1 + nr 3 }). Then after substituting this solution into (2.3a) and expanding both F and G in a Taylor series about A 1 = B 1 = 0, we obtain a sequence of vector systems, each of which corresponds to one of these terms. Defining the vector quantities
and the 2 × 2 matrix operators
we observe that the system for j = = m = n = 0 is satisfied identically since v 0000 of (3.3a) represents the uniform homogeneous solution of (2.3c) while the rest of this sequence can be written as 
with the components of the other b j mn 's which shall concern us in what follows catalogued in the appendix. Please note that consistent with the approach of Stephenson and Wollkind (1995) , who also considered the Schnackenberg and Brusselator model systems, our development of this section which employs the general reaction functions F and G will eventually be particularized to the CDIMA system by utilizing the specific expansion coefficients appropriate to the latter listed in Table 3 .1. We now catalogue the solutions for the first-order systems. In particular, the two first-order systems
which correspond to j = m = 1, = n = 0 and j = m = 0, = n = 1, respectively, are equivalent to the linear stability problem associated with (2.4), namely, 0, 1) and I, the 2 × 2 identity matrix, having components I mn for m, n = 1, 2. Hence
Thus σ 0 , the growth rate of the most dangerous mode, is explicitly given by (3.8a)
the latter two general formulae reducing to those of (2.5) and (2.6c), respectively, when particularized to the CDIMA entries of Table 3 .1 for which D(α) = 5α/(1+α 2 ). Hence
the latter condition being most easily deduced by differentiating (3.7) implicitly. Finally identifying the solutions of (3.5) with that of (3.6), we can without loss of generality take
in accordance with our nonlinear goal of examining the fate of this most dangerous mode.
The solutions for the six second-order systems, which can be solved in a straightforward manner, are catalogued in the appendix.
Although there are 10 third-order systems, we need only consider explicitly two specific ones which contain the Landau constants a 1 and b 1 for our solution procedure to be developed below. We begin this process by posing the adjoint linear eigenvalue problem of (3.6)
which has solution
explicitly considering the systems of (3.4) corresponding to j = 3, = n = 0, m = 1 and j = 2, = n = 1, m = 0 or
respectively, and taking the inner product of (3.13a,b) with v + 11 , we find, upon making use of the adjoint property
Then, evaluating (3.15) at β = β 2 and employing (3.9a), it follows that
Having developed these formulae for its Landau constants, we now turn our attention to the rhombic planform amplitude equations of interest of (3.2) which possess the following equivalence classes of critical points (A 0 , C 0 ) :
Assuming that a 1 , a 1 + b 1 > 0 and investigating the stability of the critical points of (3.17) by seeking a solution of our amplitude equations of the form
one finds that p has the associated roots
which yield the stability criteria that I is stable for σ < 0; II, for σ > 0, b 1 > a 1 ; and V, for σ > 0, a 1 > b 1 . Observe that the Landau constants a 1 , b 1 as determined by the Fredholm-type solvability conditions (3.16) have the functional dependence (3.20) where the expression for a 1 is identical to the formula appearing in (2.4b). Note that I and II, as in the one-dimensional analysis of Stephenson and Wollkind (1995) , represent the homogeneous and striped states, respectively, while V can be identified with a rhombic pattern possessing characteristic angle ψ (see below and Murray, 1989) . We next use these criteria to refine the predictions contained in Figure 1 , relevant to the former states, due to the presence of the latter one. Toward this end, we examine the signs of a 1 + b 1 and b 1 − a 1 for α 1 < α < α 2 and 0 < ψ ≤ π/2 with ψ = π/2 (or equivalently 90
• ) representing a square planform, after assigning µ and K typical values. In what follows we shall take µ = 1 , K = 100 (3.21) for comparison purposes since Stephenson and Wollkind (1995) employed these values during their analogous examination of a 1 . We first illustrate this procedure for a fixed value of ψ, namely ψ = 90
• , by plotting a 1 + b 1 and b 1 − a 1 versus α in Figure 2 which also includes plots of a 1 and b 1 as well for the sake of completeness. Here the two α-intervals of stable square rhombic patterns, where a 1 + b 1 , a 1 − b 1 > 0, are denoted by shading. Observe that for the α values between these intervals a 1 , b 1 − a 1 > 0 and hence there exist stable stripes, while for those to the left of the left-hand interval and to the right of the right-hand one no patterns are predicted by this analysis. The refinement caused by the superposition of these "squares versus stripes" results on the one-dimensional pattern region of (2.6) and (2.8) when particularized to (3.21) is depicted in Figure 3 (a). Repeating this process for ψ = 58
• yields the companion plot of Figure 3 (b). Next we plot our Landau constant stability curves for the fixed value of α = 2 versus 0 ≤ ψ ≤ π in Figure 4 . Restricting ourselves to the interval of interest 0 ≤ ψ ≤ π/2, we see that there are two bands of stable rhombic patterns flanking ψ = π/3, which have again been designated by shading, with no pattern between these bands and stable stripes outside of them. This figure has been drawn for the extended interval π/2 ≤ ψ ≤ π in order to demonstrate graphically the symmetry about ψ = π/2 characteristic of rhombic patterns. Repeating this procedure for other 
This behavior occurs as a consequence of b 1 containing terms proportional to the components of v 111(−1) , the denominator of which satisfies
These conditions are most easily deduced upon noting that
in conjunction with the equivalent relationships
We close this section with a morphological instability interpretation of the potentially stable critical points II and V of our amplitude equations when σ > 0 relative to the Turing patterns under investigation. Then to lowest order the iodide concentration associated with these critical points is given by (Cross and Hohenburg, 1993) . Here b 1 (ψ) = b 1 (2, ψ; 1, 100). We represent the contour plot for this deviation function with A 0 > 0 and C 0 = 0 relevant to critical point II in the r 1 -r 2 plane of Figure 6 . Here the spatial variables are measured in units of λ c , while elevations appear dark and depressions light in accordance with the chemical quasi-equilibrium condition of (2.3d) and the observed character of the experimental Turing patterns described at the end of the last section. Clearly such alternating light and dark parallel bands produced by this critical point should be identified with a striped Turing pattern as anticipated above. In order to make an analogous interpretation of critical point V we consider the deviation function (3.23) with C 0 = A 0 > 0 and allow ψ to take on both the values employed in Figure 3 . We represent the contour plot for that function with ψ = 90
• in Figure 7 . From the checkerboard structure of the latter it is equally clear that this critical point should be identified with a Turing pattern of square planform. Finally in a similar manner we generate the contour plot of Figure 8 for ψ = 58
• , which forms a family of rectangles. To demonstrate that the same thing happens with any ψ, we first put (3.23) for critical point V in the form
From (3.24) and (3.25) we can then deduce that the intersecting level curves in the associated contour plot are two families of straight lines possessing slopes of respectively, which intersect at right angles since
Given that in general this is a rectangular planform we need to explain in what sense such a critical point can be identified with a rhombic pattern. To do so we form the quadrilateral depicted by dashed lines in Figure 8 . Its sides are each composed of two half-diagonals, collectively contained in the four light rectangles surrounding a dark one. Thus each side of that quadrilateral has the length of one of these diagonals
where ψ is its characteristic angle 0 < ψ ≤ π/2, and hence the quadrilateral is a rhombus. Further, ψ also plays a role in characterizing the family of rectangles. Each member of that family has aspect ratio
where w and L are its width and length, respectively, while ψ/2 serves as its angle of inclination as well, an assertion most easily verified by the relation tan(ψ/2) = 1 − cos(ψ) 1 + cos(ψ)
Therefore in what follows we shall refer to such a Turing pattern as a rhombic array of rectangles.
A hexagonal planform analysis. In order to investigate the possibility of occurrence for our CDIMA/indicator model system of those hexagonal patterns observed by Swinney (1991b, 1995) and , it has become standard operating procedure to seek a solution of these equations which to lowest order satisfies (Wollkind, Sriranganathan, and Oulton, 1984b; Wollkind, 1986) 
with an analogous expansion for y (r, t) . In analyzing this six-disturbance system of amplitude-phase equations we shall closely follow the approach of Wollkind, Sriranganathan, and Oulton (1984b) , the results of which will ultimately be compared to those of the CDIMA/indicator reaction-diffusion problem. Our weakly nonlinear stability analysis of these amplitude-phase equations (4.1b), (4.1c) to be developed below depends only on the values of its Landau constants. We can determine the solvability conditions for these Landau constants most easily by introducing the transformation (Wollkind, Sriranganathan, and Oulton, 1984b )
which reduces (4.1) to its two-disturbance amplitude function simplification
Hence we consider a solution to our system of the form (4.4a) with again an analogous expansion for y (r, t) , where x 0000 = x 0 (α) and y 0000 = y 0 (α) . (4.4b) Now we are employing the notation x j mn and y j mn for the coefficient of each term in (4.4a) of the form A j (t)B (t) cos(mq c r 1 /2) cos(n √ 3q c r 2 /2). We note that the forms of the second-and third-order terms in these expansions of (4.4a) and (4.3a,b) can be deduced by examining the functional dependence of, and the amplitude functions proportional to, cos(q c r 1 ) and cos(q c r 1 /2) cos( √ 3q c r 2 /2), respectively, in f 2 (r 1 , r 2 , t) and f 3 (r 1 , r 2 , t). We further observe that the forms of the expansions relevant to the rhombic analysis in the previous section can be motivated in a similar fashion.
Substituting the solution of (4.4) into (2.3a) and proceeding in exactly the same manner as in the last section, we again obtain a sequence of vector systems, each of which corresponds to a term in that expansion. As in our rhombic analysis, the two first-order systems are equivalent to our linear problem of (3.6). Hence we take
as defined by (3.10).
There are eight second-order systems, six of which can be solved in a straightforward manner to yield those solutions catalogued in the appendix. Defining the 2 × 2 matrix operators
we can represent the other two second-order systems, which contain the Landau con- (4.8) and employing the identical technique used to determine the Landau constants relevant to our rhombic analysis, we obtain the following solvability condition for (4.7a):
Further, the definitions of (A.5c), (A.6b), and (A.7) imply r 1111 = 4r 0220 , (4.10a) which in conjunction with (4.5) and (4.8) allows us to conclude from (4.7) that
It merely remains to solve this vector system for v 0220 . Rewriting (4.7a) in its twocomponent form, eliminating y 0220 between them, and then substituting (3.6b) and (4.5), we deduce an equation relating x 0220 and a 0 which can be represented symbolically as
where R 0220 is defined in (A.6). Here we have only explicitly denoted the β-dependence of the quantities in question for ease of exposition. Now taking the limit of (4.11) as β → β 2 and assuming the requisite continuity at β = β 2 , we find a 0 = R 0220 (β 2 ) , (4.12) which can be shown to be equivalent to (4.9) as discussed in detail by Wollkind, Oulton, and Sriranganathan (1984a) . Finally upon substitution of this value for a 0 in (4.11), we can solve for x 0220 and obtain
while y 0220 satisfies
0220 (β) , (4.13b) the latter condition following from the first component of (4.7a). Observe given (3.9) that x 0220 (β) as determined by (4.13a) is continuous at β = β 2 .
Although there are 15 third-order systems, it is necessary for us to consider explicitly only the two specific ones, which contain the other two Landau constants, given below: where r 3020 and r 1220 are catalogued in (A.8). Application of the adjoint operator method of solvability to these systems yields the conditions
(4.16b) from (4.14) and (4.15), respectively. In this context we note that (4.16a) is identical to the formula for a 1 of (3.16a) and thus condition (4.16b) represents the substantive third-order contribution of our hexagonal planform analysis. Examining this expression by employing (3.10b), (3.11c), (A.1), (A.5), (A.6b), (A.8b), (4.5), (4.10a), and (4.13b), we are able to deduce that its only dependence on the components of v 0220 appears in a term on the right-hand side of (4.16b) which may be written as
Observing from (4.9) that this term identically equals zero, we can conclude a 2 is really independent of x 0220 (β 2 ) as pointed out by Wollkind, Manoranjan, and Zhang (1994) . Therefore, when evaluating a 2 at the end of this section, we shall take x 0220 (β 2 ) = 0 (4.18) with no loss of generality rather than employing its actual value of (4.13a).
Having determined formulae (4.9) and (4.16a,b) for their Landau constants, we now return to the six-disturbance hexagonal planform amplitude-phase equations (4.1b,c). In cataloguing the critical points of these amplitude-phase equations and summarizing their orbital stability behavior, we shall employ the quantities (4.19)
Then, by virtue of the symmetry of that system, these critical points can be represented as equivalence classes of the form (A 0 , B 0 , B 0 , 0, 0, 0) corresponding to φ 1 = φ 2 = φ 3 = 0 with
where we are assuming a 1 , a 1 + 4a 2 > 0. In order to examine the stability of these critical points of (4.20), we seek a solution of the amplitude-phase equations (4.1b,c) of the form
, j = 2 and 3 ; φ i (t) = 0 + εc i+3 e pt + O(ε 2 ) , i = 1, 2, and 3 ; with |ε| << 1 .
This sort of stability of pattern formation is meant in the sense of a family of solutions in the plane which may interchange with each other but do not grow or decay to a solution type from a different family. Such an interpretation depends upon the translational and rotational symmetries inherent to the amplitude-phase equations, these invariances also limiting each equivalence class of critical points to a single member that must be considered explicitly. The same reasoning was implicit to our cataloguing of the critical points of the rhombic planform amplitude equations in the previous section. Now using similar but slightly more complicated considerations than those employed in that section, one can deduce stability criteria for the critical points of (4.20). Let us summarize these orbital stability properties (Wollkind, Manoranjan, and Zhang, 1994; Kuske and Matkowsky, 1994) . For the system of (4.1b), (4.1c) such stability criteria can be posed in terms of σ. Thus critical point I, the undisturbed state, is stable in this sense for σ < 0, while the stability behavior of II and III ± which depends upon the signs of a 0 and 2a 2 − a 1 as well has been catalogued in Table 4 .1. Here, when stable, II is again equivalent to our original one-dimensional periodic structure and III ± represents two-dimensional periodic patterns exhibiting 
hexagonal symmetry (see below and Wollkind, Sriranganathan, and Oulton, 1984b) such that A + 0 > 0 and A − 0 < 0. Finally, critical point IV, which reduces to II for σ = σ 1 and III ± for σ = σ 2 and hence is called a generalized cell by Kuske and Matkowsky (1994) , is not stable for any value of σ.
We next offer a morphological interpretation of the potentially stable critical points described above relative to the Turing patterns under investigation. Proceeding as in the previous section we note that to lowest order the iodide concentration associated with these critical points of (4.20) is given by
Then, as before, critical points I and II represent the uniform or homogeneous state and stripes or bands, respectively, while III ± satisfies
where f 0 (r 1 , r 2 ) = cos(2πr 1 /λ c ) + 2 cos(πr 1 /λ c ) cos( √ 3πr 2 /λ c ) .
We plot the function f 0 (r 1 , r 2 ) of (4.22b) in Figure 9 , where r 1,2 are again being measured in units of λ c . From these contour plots we see that (4.22b) gives rise to iodide concentrations possessing hexagonal symmetry. In particular, focusing our attention upon the single hexagonal cell enlargement of part (b) we note that each individual f 0 cell has an elevated nearly circular central region with a maximum elevation of three at its center which is bounded by a level curve of zero elevation depicted as the fourth such curve in that figure counting outward from this point. The peripheral portion of each cell exterior to that central region is depressed with the hexagonal cellular boundary being of a variable depth which ranges from −3/2 at its vertices to −1 at the midpoint of its edges. Since A + 0 > 0 for a 0 ≤ 0 and A − 0 < 0 for a 0 ≥ 0, we can conclude that the contour plots of (4.22b) would have circular elevations at the centers of the hexagons for critical point III + when stable and circular depressions for III − with both the diameter of these regular hexagons and the distance between centers equal to 2λ c / √ 3. These contour plots are represented in Figure 10 , where part (a) is for III + and part (b) for III − . As in the analogous plots relevant to our rhombic planform analysis, elevations appear dark and depressions light in this figure. Hence, recalling that the Turing patterns under consideration are classified by their light regions, we identify hexagonal arrays of nets or honeycombs with critical point III + and of spots or dots with critical point III − , respectively. Further given the hexagonal close-packed nature of these arrays associated with III ± , we shall also refer to them collectively as hexagons.
Having summarized these stability criteria and morphological identifications, we now return to our expressions for the hexagonal planform Landau constants a 0 and a 2 as given by (4.9) and (4.16b), respectively. From the latter Fredholm-type solvability conditions, we can see that a 0 and a 2 have the same functional dependence as a 1 of (3.20a) had, namely,
In order to consider our hexagonal planform theoretical predictions in the context of the rhombic planform ones of section 3 as well as to compare the former with experimental observation, we again assign µ and K the typical values employed in (3.21), i.e., µ = 1 and K = 100. Then we examine the signs of a 0 , 2a 2 − a 1 , and a 1 + 4a 2 as a function of α by means of Figure 11 and Table 4 .2. Specifically a 0 and a 1 + 4a 2 are plotted versus α in Figure 11 , while 2a 2 − a 1 appears as the second entry in Table 4 .2 which includes α as its first entry. In addition Table 4 .2 contains σ 1 and Fig. 11 . Plots of a 0 and a 1 + 4a 2 of (4.23) and (3.20a) versus α for µ = 1 and K = 100. σ 2 as its third and fourth entries, respectively. These columns also serve as a partial tabulation of the functions σ 1 = σ 1 (α; 1, 100), σ 2 = σ 2 (α; 1, 100) (4.24) obtained from the definitions of (4.19) in conjunction with (3.20a) and (4.23) for our fixed values of µ = 1 and K = 100. From these results we observe that besides α 1 and α 2 which are defined by (2.8b) and depicted in Figure 2 there exist the following other significant values of α: α 3 = 1.44, α 5 = 1.48, α c = 1.88, α 6 = 2.36, α 4 = 2.53 (4.25a) such that a 1 + 4a 2 = 0 for α = α 3 or α 4 , a 1 + 4a 2 > 0 for α 3 < α < α 4 ; (4.25b) 2a 2 − a 1 = 0 for α = α 5 or α 6 , 2a 2 − a 1 > 0 for α 5 < α < α 6 , (4.25c) 2a 2 − a 1 < 0 for α < α 5 or α > α 6 ;
We note that this behavior is independent of µ and K as was demonstrated explicitly by Stephenson and Wollkind (1995) for a 1 . The same thing was also true for b 1 of the previous section.
In order to compare our theoretical predictions with experimental observation, we must represent the stability results of Table 4 .1 graphically in the α-β plane. To do so, it is first necessary for us to generalize the approach which produced the marginal stability σ = 0 curve β = β 2 (α; µ) of (3.8c) in order that we may generate the analogous loci associated with σ = σ i , i = 1 and 2. Then, upon incorporation of the functions of (4.24), we are able to generate these loci β = β σi (α) = β c [α; 1, 100, σ i (α; 1, 100)] , i = 1 and 2 , (4.26a) where (4.26b) defines this generalized marginal curve corresponding to σ ≥ 0 in the α-β plane and thus as is to be expected
For the sake of completeness we note that, since
in our parameter range,
with equality holding only when a 0 = 0 or α = α c . Since all the quantities required for the identification of the Turing patterns of Table 4 .1 have been evaluated, we can represent graphically the regions corresponding to these patterns in the α-β plane of Figure 12 , where the loci of (4.26a) are denoted by σ = σ i , i = 1 and 2, in that figure. Then from Figure 12 we observe that for a 1 + 4a 2 > 0 all (when 2a 2 − a 1 < 0) or part (when 2a 2 − a 1 > 0) of the region (σ, a 1 > 0), where the one-dimensional analysis of Stephenson and Wollkind (1995) predicted striped Turing patterns, is further divided into two subregions characterized by hexagonal patterns consisting of either dots (when a 0 > 0) or honeycombs (when a 0 < 0), respectively. In the overlap regions satisfying β 1 (α; 100) < β σ2 (α) < β < β σ1 (α) < β 2 (α; 1) , (4.27) where stripes and nets (α There also exists a region of bistability corresponding to σ −1 < σ < 0, the uniform state being stable for σ < 0 and hexagons for σ −1 < σ < σ 2 . Given that σ −1 = −4a 2 0 /(a 1 + 4a 2 ) < 0 for a 1 + 4a 2 > 0 and a 0 = 0, the hexagons persisting in this overlap region would be subcritical in nature. However, as can be seen from Figure 11 ,
in the parameter range of interest and thus the loci σ = σ −1 and σ = 0 are virtually indistinguishable over that range. Hence unlike the type between hexagons and stripes, we predict that this bistability would be beyond experimental resolution. Further to justify the truncation procedure inherent to the asymptotic representation of (4.1b), (4.1c) it is necessary that its coefficients satisfy the additional size constraint (Wollkind, Manoranjan, and Zhang, 1994) 
Noting that the inequality condition (4.29a) also guarantees the satisfaction of this constraint, we can conclude that such a truncation procedure is valid for our hexagonal planform weakly nonlinear stability analysis of the CDIMA/indicator model system.
Comparison of theory with experiment, extensions, and conclusions.
We are finally ready to compare these theoretical predictions developed in sections 3 and 4 with the relevant experimental observations described at the end of section 2. We shall proceed by first considering those experiments which only involved stripes and hexagonal patterns. Since Figure 12 represents a two-dimensional refinement of Stephenson and Wollkind's (1995) one-dimensional results summarized in Figure 1 , we now examine the possible succession of Turing patterns predicted when a member of the one-parameter family of curves β = β 1 (α; K ) defined by (2.9) and (2.11) is traversed in the direction of increasing α as [MA] decreases for fixed values of the other control parameters. This is the curve denoted by arrows in Figure 1 . We begin with Ouyang and Swinney's (1991b) = 21mM in this region that both a striped and hexagonal dot pattern could exist depending on initial conditions. In order to generate a predicted theoretical succession consistent with these experimental observations we need only consider that parametric curve β = β 1 (α; K ) which intersects the marginal stability σ = 0 locus of Figure 12 at
Stephenson and Wollkind (1995) showed that for µ = 1
from which we can deduce
Then traversing this parametric curve β = β 1 (α; 17.1) in the direction of increasing α we predict a uniform, striped, and hexagonal dot Turing pattern for [MA] As also mentioned at the end of section 2, ran another series of experiments involving the transition from a uniform state to hexagonal and striped patterns for a polyvinyl alcohol gel disc reactor again using the malonic acid reservoir concentration as a control parameter. They observed that as [MA] 0 was decreased from 40mM, hexagonal patterns appeared first from a uniform background with no hysteresis being found around this transition point. When [MA] 0 was decreased further to 29mM the hexagonal patterns became unstable and the system underwent a transition to a state of striped patterns. With further decrease of [MA] 0 the stripes became unstable to hexagons at 25mM. Around each hexagon-tostripe transition point there was a small region of hysteresis located respectively in the ranges 29−31mM and 25−27mM. In order to generate a predicted theoretical succession consistent with this second set of experimental observations we now need only consider a parametric curve β = β 1 (α; K ) which intersects the marginal stability locus at an α 3 < α K < α c or for 17.1 < K < 51.1. Then traversing this parametric curve β = β 1 (α; K ) in the direction of increasing α in Figure 12 we predict a uniform pattern for [MA] In the above discussion of the comparison of theory with experiment, we have implicitly been making the interpretation that as a transit curve is traced from a region characterized by a single stable A pattern in Figure 12 to a region of bistability between that pattern and a second B one, the initial advantage gained by A allows it to persist until a region characterized only by stable B patterns is reached whereupon the system spontaneously switches to this pattern instead. Retracing the transit curve in the opposite direction gives the initial advantage to the B pattern in the B/A bistability region and hence that pattern will persist until the stable A region is entered again at which point the system returns spontaneously to this pattern. Thus given such an interpretation we predict a hysteresis loop associated with each hexagon/stripe bistability region. Although similar reasoning would also lead us to anticipate such hysteresis occurring at the onset of instability between the uniform state and Turing hexagonal patterns, this type of hysteresis is beyond experimental resolution as pointed out at the end of the last section.
In order to make these qualitative comparisons between theoretical prediction and experimental observation more quantitative in nature, we would need to consider (2.11) in conjunction with (2.3e) while adjusting the value of [I 2 ] 0 given by (2.12b). To illustrate this procedure we return to the morphological sequence data just described. Since (2.3e) and (2.11) imply while retaining the other parameter values of (2.12a) and (5.4b), we obtain from (5.2) that
in accordance with those experimental results. Now, having β = β 1 (α; 17.1) and β = β 1 (α; 30) so defined, we could in principle determine those [MA] 0 values corresponding to its intersection points with σ = σ 1,2 in Figure 12 and then attempt to improve upon the accuracy of these predictions by systematically varying the relevant parameters. We feel in practice, however, that it is not worth the extra effort required to complete this process since any differences between experiment still existing after completion would most likely be due to the simplifications adopted in formulating our model which includes the particular choice for U . Borckmans et al. (1995) numerically computed bifurcation diagrams for the Brusselator model reaction-diffusion system and found a particular set of parameter values which produced a similar complete succession of Turing patterns consisting of the uniform state, nets, nets/stripes, stripes, stripes/spots, and spots as the bifurcation parameter was increased. For this set of values the net structures occurred over a much more narrow region of bifurcation parameter space than did the spots. From the comparison between the Brusselator and CDIMA reaction-diffusion systems included in Stephenson and Wollkind (1995) , we can conclude that their scenario was analogous to the one which would be generated in our problem by allowing α to increase in Figure 12 along the horizontal transit curve β ≡ β 0 , a constant, where β 0 ∈ (0.12, 0.16). Given the existence of nets over such a narrow range of bifurcation parameter values for situations of this sort, Boissonade, Dulos, and De Kepper (1995) felt hexagons of that type could only be observed transiently in CIMA experiments. Indeed Borckmans et al. (1995) described the occurrence of both types of hexagons in the same problem as surprising and hence stated that interestingly the complete scenario represented in the bifurcation diagram for the Brusselator under these conditions seemed to have been observed experimentally in the CIMA reaction by Ouyang and Swinney as per a private communication. We do not find this occurrence particularly surprising since a nonlinear relationship such as (2.11) between the theoretical bifurcation and experimental control parameters, α and [MA], respectively, allows nets to exist over a sufficiently wide and hence measurable interval of the latter even though the former is restricted to a much more narrow range. Finally Stephenson and Wollkind (1995) showed the Brusselator model system when appropriately scaled can be placed in the generic form of (2.3a). Hence Borckmans et al.'s (1995) numerical study of the Brusselator demonstrates the robustness of our hexagonal stability results to other choices for the nonlinear chemical kinetic mechanism. In fact this is the reason that all of our formulae have first been presented in terms of partial derivatives of general reaction functions and only then particularized to the CDIMA system values of Table 3 .1.
In addition to pure stripes and hexagons, Ouyang and Swinney (1991b) also observed what they originally termed a distinct stationary mixed state which appeared as if it were an overlap of hexagons and stripes. Subsequently Ouyang, Gunaratne, and Swinney (1993) reclassified this structure as a rhombic array of characteristic angle 58
• . Upon examining Figures 3(b) and 5, we see that ψ = 58
• (or equivalently 1.012 radians) is a typical allowable rhombic angle for α K in the neighborhood of α c relevant to the parametric curve β = β 1 (α; K ). Further the characteristic angles of the stable rhombic arrays observed by Gunaratne, Ouyang, and Swinney (1994) occurred in two bands flanking either side of the 60
• (or π/3 radians) of regular hexagons with ψ = 66
• (or 1.152 radians) being the representative angle portrayed in that figure depicting their results. These observations are in agreement with our predictions for Figure 5 while from the latter and Figure 4 we note that ψ = 66
• is an allowable rhombic angle for α = 2. In this context we can now conclude that hexagons actually occur in those regions of our figures of section 3 previously identified as having no pattern. Making this interpretation and, after Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) , classifying both stable rhombic and hexagonal arrays together, where ψ = π/3 corresponds to the latter, we can deduce that the band width of the angular distribution for such structures tends to be narrow near the onset of patterns and broad farther away from the transition as one proceeds along the parametric curve under examination consistent with the experimentally generated histograms appearing in those references.
We complete this comparison with some final commentary regarding a topic usually only handled implicitly in current pattern formation literature (Walgraef, 1997) : namely, the observational implications of our methodology for selecting the dark and light regions in the contour plots of sections 3 and 4. Here the threshold tri-iodide concentration for that color change was chosen to coincide with the homogeneous state value of α. Hence all spatial regions characterized by x ≥ α appear dark and by x < α, light. Thus given this morphological interpretation the homogeneous state x = α would appear uniformly dark which is consistent with experimental observation . The adoption of such a protocol has also been standard operating procedure for representing two-dimensional patterns obtained by numerical analyses of reaction-diffusion systems (Lengyel, Kádár, and Epstein, 1992) although in some instances the light and dark regions were interchanged (Dufiet and Boissonade, 1992) . That an interchange of this sort will result in Turing patterns which preserve the stripes and rectangles of section 3 while switching the two hexagon types of section 4 is a distinguishing feature of all protocols based on a zero-deviation threshold. In fact any critical transition threshold x cr which satisfies x cr ≤ α will guarantee that the homogeneous state appears uniformly dark. This being the case it is instructive to examine precisely what effect the adoption of a different protocol based on another member of that class would have on the appearance of our Turing patterns. For the sake of definiteness, we select
and initially restrict our attention to the hexagonal patterns of section 4. Then investigating the behavior of our iodide concentration solution (4.22b) in the vicinity of the Turing boundary β = β 2 , where (4.20) and (5.6) imply
we can deduce that
Now considering a 0 > 0 and recalling that III − represents the only stable hexagonal pattern in this event, we may conclude from (5.6)-(5.8) that x < x cr in those regions of the r 1 -r 2 plane satisfying the condition
This results in the contour plot of Figure 13(a) , where the spots in that figure are bounded by the loci of 3/4 elevation which corresponds to the third curve of the individual cell of Figure 9 (b) counting outward from the center. The companion honeycomb plot when a 0 < 0 for which III + represents the only stable hexagonal pattern is depicted in Figure 13 (b). Upon comparison with Figure 10 we see that the dark regions now predominate. Extrapolating from this occurrence for hexagonal arrays, we can infer that the threshold condition of (5.6) will trigger striped patterns consisting of wider dark stripes alternating with narrower light ones and rhombic arrays in which light rectangular caps with rounded corners are completely surrounded by the dark background. The greater the deviation of x cr from α the more pronounced this effect will be. In particular for α − 4ε < x cr < α − 3ε, the nearly circular spots of Figure 13 (a) would retain their shape but become smaller while the nearly circular background regions of Figure 13 (b) would deform into oval caps of larger area. It is of interest to note that examples of all the Turing patterns described in this paragraph actually appear in the photographic reproductions of Swinney (1991b,1995) and Gunaratne, Ouyang, and Swinney (1994) .
Having completed an investigation of these lower threshold protocols there is also merit in examining the morphological consequences of the adoption of a higher threshold one satisfying x cr > α. Toward that end we consider (5.10) which is the complementary condition to (5.6). For this situation the homogeneous solution x = α would appear uniformly light. Hence it seems reasonable under the circumstances to view Turing patterns as being generated by the formation of dark regions against a light background. Given such a morphological interpretation, III + now represents "spots" and III − , "honeycombs," which reverses the roles played by these critical points heretofore. Then employing (5.7)-(5.10) we may conclude that the possible stable hexagonal states in this instance will yield contour plots consisting of the "spots" of Figure 14 (a) when a 0 < 0 and the companion "honeycombs" of Figure 14(b) when a 0 > 0. Observe that due to the complementary nature of (5.6) and Figure 13 and vice versa. Upon examination of Figure 14 we can see that the light regions now predominate. Again this effect is more pronounced the greater the deviation of x cr from α. For instance, when α + 3ε < x cr < α + 4ε the "spots" of Figure 14 (a) become smaller while the light background, nearly circular caps of Figure 14 (b) deform into larger oval shapes in a completely analogous manner to the behavior discussed earlier for lower threshold protocols involving identical deviations. In particular such a higher threshold protocol would give rise to striped patterns consisting of wider light stripes alternating with narrower dark ones and rhombic arrays in which dark rectangular caps are completely surrounded by the light background. Interestingly enough, examples of all the Turing patterns described in conjunction with these higher threshold protocols can also be found in the photographic reproductions of Ouyang and Swinney (1991b) .
The morphological contour plots discussed so far have been represented in terms of dimensionless variables and implicitly deduced for a fixed value of [MA] . In order to explain more fully the occurrence of the experimental observations referenced above, it is necessary to introduce [X * ], the dimensional tri-iodide concentration, and examine its behavior as [MA] varies. Denoting the uniform homogeneous and critical threshold states of this variable by [X * ] 0 and [X * ] cr , respectively, we can deduce from the relations x 0 = α and x cr = α cr in association with the definitions of (2.2) and (2.3d) that (5.11) where [MA] cr is the value of [MA] corresponding to the tri-iodide concentration at which the Turing pattern indicator color change occurs. Observe that the scenarios depicted in Figures 10, 13 , and 14 are distinguishable according to whether [X * ] cr is equal to, less than, or greater than [X * ] 0 , respectively. Hence we can conclude from this observation and (5.11) that the Turing patterns so generated will be of zero-deviation, lower, or higher threshold type depending on whether [MA] is equal while the rest of those α values are defined in (4.25). If α cr > α 4 , the Turing patterns are all lower threshold in nature; if α cr < α 3 , all are higher threshold; and if α 3 < α cr < α 4 , the parameter space is partitioned into three subregions with lower threshold Turing patterns occurring for α 3 < α < α cr and higher threshold ones for α cr < α < α 4 , while zero-deviation threshold patterns are retained for α = α cr . Specifically, all three types of striped patterns can occur should α cr = α c ; all three III + patterns, should α cr = α − 0 ; and all three III − , should α cr = α + 0 . In the latter instance, for example, the resulting rhombic and hexagonal patterns would be of lower threshold type when α = 2 consistent with the observations of Gunaratne, Ouyang, and Swinney (1994) . This completes the demonstration of the capability of our predictions to reproduce experimentally observed Turing patterns upon the adoption of an appropriate threshold protocol.
That the adoption of such a protocol to replicate patterns of this sort may not be as well known a theoretical pattern generation mechanism as one might have suspected is attested to by the following: Recently Kondo and Asai (1995) investigated the formation of stripes in marine angelfish by employing an activator-inhibitor reaction-diffusion model which incorporated the kinetics of Turing (1952) . Analogous to our contour plots, high and low concentrations of the activator species were represented by dark and light colors, respectively, in their computer simulated patterns. When commenting on this work in conjunction with the actual appearance of the angelfish, Meinhardt (1995) stated that the light stripes on the fish still required further explanation since those shown by Kondo and Asai (1995) were very narrow with respect to the dark spaces in between while all the models of which he was aware could only produce stripes and interstripes of the same size.
It only remains for us to place our CDIMA/indicator model system results in the context of some recent pattern formation studies and to discuss those requisite extensions of these analyses still needed to examine the interaction of rhombic with hexagonal patterns. We begin this commentary with a comparison of our predicted patterns to equilibrium structures characteristic of systems used to model interfacial morphologies observed during dilute binary alloy solidification (Wollkind, Sriranganathan, and Oulton, 1984b) and flame fronts produced by the combustion of a premixed gas anchored on a flat burner (Kuske and Matkowsky, 1994) , respectively. Wollkind, Sriranganathan, and Oulton (1984b) extended the two-disturbance results of Sriranganathan, Wollkind, and Oulton (1983) by performing a six-disturbance hexagonal planform weakly nonlinear stability analysis of their model diffusion system of equations for the controlled solidification of a dilute binary alloy under the influence of a temperature gradient. The stable critical points of the amplitude-phase equations (4.1), which can potentially have a variety of phenomenological interpretations, in this instance corresponded to the following interfacial morphologies: I, the planar interface; II, elongated cells or bands; III + , dome-shaped regular hexagonal cells or nets; and III − , a hexagonal close-packed array of circular depressions of liquid into the solid or nodes. Here the roles of the hexagonal cell and node structures are correlated with those of the nets and spots of the chemical Turing instability pattern since for the alloys under examination the interfacial planar deviation and solute impurity concentration were inversely related, while the experimental Turing patterns have been characterized by low [I which results in an interchange of the regions identified as III ± upon comparison with Figure 12 . Since the inequality condition (4.29b) was also satisfied by the Landau constants for the solidification problem (Wollkind, Sriranganathan, and Oulton, 1984b) , the sequence of interfacial morphologies consisting of planar interface, nodes, nodes/bands, bands, bands/cells, and cells predicted theoretically when α is increased along the horizontal line β ≡ β 0 , which agrees with experimental observation (Morris and Winegard, 1969) , can be considered a conclusive result. Specifically this complete sequence of morphologies is dependent upon β 0 being in the range
The morphological stability investigation of Wollkind, Sriranganathan, and Oulton (1984b) was an extension of Segel's (1965) six-disturbance analysis of the RayleighBénard problem. The latter deduced his convective pattern criteria by using the critical points determined from the amplitude-phase equations of (4.1) but analyzed their stability by employing the companion real amplitude system involving the associated functions (5.16a)
In particular Oulton (1984b) extended Segel's (1965) analysis to include the possibility of 2a 2 −a 1 < 0, given that this quantity is identically positive for the Rayleigh-Bénard problem. Since the equivalence class of critical points designated as II in section 4 actually contains the three solutions
the region of Figure 12 identified with bands or stripes is itself a locus of multiple stable states. These represent a family of bands aligned parallel to the r 2 -axis as depicted in Figure 6 , plus two similar families of bands making angles of ±60
• to them for which stable coexistence with a member of either the original family or one another is impossible. Then, as initial conditions varied from point-to-point on the interfacial surface, Wollkind, Sriranganathan, and Oulton (1984b) concluded that such families of bands could give rise to polygonal arcs the boundaries of which would appear quite random in orientation. Indeed a number of the Turing patterns classified as stripes by and Boissonade et al. (1995) have the appearance of such curved elongated cells in the relevant photographic reproductions contained therein. Kuske and Matkowsky (1994) studied the behavior of a premixed flame anchored on a flat burner. They performed square and hexagonal planform weakly nonlinear stability analyses of a diffusional-thermal model for a premixed burner flame. Kuske and Matkowsky (1994) employed a complex expansion procedure of solution. When compared with our real expansion procedure the square planform analysis involved complex amplitude functions of modulus A 1 and B 1 , respectively, but of constant phase which can be taken to be zero with no loss of generality (Olagunju and Matkowsky, 1991) while the hexagonal one involved
The stable solutions of the associated amplitude equation systems for these two cases which are equivalent to our critical points of sections 3 and 4 corresponded to the following stationary cellular flame patterns: I, planar; II, roll; III, hexagonal; and V, square, with IV, termed a general solution by Kuske and Matkowsky (1994) , always being unstable. The stability criteria deduced for those critical points by the latter authors were represented graphically in a two-dimensional parameter space consisting of the nondimensional flow rate of the fuel and the scaled heat loss to the burner. These criteria are identical to ours for a rhombic planform of characteristic angle ψ = 90
• and to Segel's (1965) for a hexagonal planform, respectively, since as in the case of the Rayleigh-Bénard problem a 1 , a 2 , 2a 2 − a 1 > 0 over the parameter range of interest relevant to the occurrence of stationary spatially periodic flame fronts. Further, over this range, Kuske and Matkowsky (1994) found
hence demonstrating by the satisfaction of the inequality condition (4.29a) that theirs was another problem for which the truncation criterion (4.29b) is valid. That this may not always be the case for such weakly nonlinear stability analyses of model systems relevant to physical phenomena is amply illustrated by the example of Bénard-Marangoni surface tension driven convection. As Thess and Orszag (1995) recently pointed out, although bifurcation theory has significantly improved our understanding of nonlinear thermocapillary convection, a mathematical inconsistency remains present in all applications of that theory to actual Bénard-Marangoni model systems developed so far, namely, the violation of condition (4.29) caused by
(5.20) Davis (1987) noted that the results of such a hexagonal planform analysis of these thermocapillary convection models can then be merely considered suggestive at best. In addition, having plotted the a 0 = 0 locus in their two-dimensional parameter space, Kuske and Matkowsky (1994) concluded that for such combinations corresponding to a vanishing coefficient of the quadratic terms in the amplitude equations only rolls but never hexagonal solutions could be stable. Upon examination of Figure 12 , it can be seen that the vertical line α = α c on which a 0 = 0 lies totally within the region where 2a 2 − a 1 > 0. Thus we may draw the same conclusion relative to our Turing pattern problem concerning stripe or band formation as did Kuske and Matkowsky (1994) about the development of their roll cells. Therefore in spite of the potentiality of bistability existing between the two types of hexagonal states when a 0 = 0 and 2a 2 − a 1 < 0 (see the appropriate entry of Table 4 .1) this particular possibility is precluded for our specific model. Further, we note that the identical value α c playing a central and consistent role with respect to stripe formation in both Figures 5 and 12 serves as a partial but independent check on those analyses which generated them. Finally, observe that in Figure 12 the degenerate point (α K , β K ), where the Turing and Hopf boundaries intersect, satisfies α K = 1.36 for K = 100 and thus is in the subcritical bifurcation region relevant to Turing instabilities. Hence, this codimension-two bifurcation point lies outside our parameter range of interest. Therefore, Rovinsky and Menzinger's (1992) predicted spatiotemporal patterns, occurring in the neighborhood of such a point when that bifurcation is supercritical, have no bearing on the scenario considered here.
So far after Kuske and Matkowsky (1994) and Hoyle, McFadden, and Davis (1995) , who studied the effect of surface free energy anisotropy on interfacial morphology during the controlled solidification of a dilute binary alloy by both square and hexagonal planform, weakly nonlinear perturbation analyses, we have investigated separately the stability of either rhombic or hexagonal arrays versus stripes but not considered the stability of these two-dimensional Turing patterns versus each other. To determine directly the outcomes of interactions of this sort it is necessary to introduce extensions of our two-dimensional analyses which would allow us simultaneously to consider the stability of both rhombic and hexagonal patterns. Although these extensions are beyond the scope of our present work, we conclude with a brief description of this related topic not only for the sake of completeness, but also because it complements much of the material discussed already.
Two different methods of pattern selection have been developed for examining the competition between rhombic and hexagonal arrays. The first in essence is a synthesis of both our rhombic and hexagonal planform approaches which enlarges the class of perturbations allowed for either analysis by including members from the other one as well. The second is a Ginzburg-Landau formulation involving spatiotemporal amplitude equations in which rhombic patterns are obtained by stretching an array of regular hexagons along an axis of symmetry with that distortion occurring as a consequence of the action of the spatial derivatives contained in those equations.
The method of synthesis was originally devised by Kuznetsov and Spektor (1976) to study interfacial patterns on the surface of a dielectric fluid. Golovin, Nepomnyashchy, and Pismen (1995) used a method of this type particularized to ψ = π/2 and, having normalized our −4a 0 to unity by appropriately scaling their amplitude equations, deduced stability criteria for hexagons versus squares and squares versus hexagons involving σ, a 1 , a 2 , b 1 (π/2), and b 1 (π/6) relevant to the Bénard-Marangoni convection problem with poorly conducting boundaries. They also deduced stability criteria for hexagons or squares versus rolls equivalent to those of Kuske and Matkowsky (1994) . From these criteria Golovin, Nepomnyashchy, and Pismen (1995) constructed a pattern selection diagram in a gravity number-capillary number parameter space by identifying regions where various types of bistability could occur. They found squares to be stable in those regions for which a strictly hexagonal planform analysis would have predicted stable hexagons alone, the latter retaining their stability to the enlarged class of perturbations.
The Ginzburg-Landau method as proposed by Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) adds second-order spatial operators which are equivariant with respect to arbitrary rotations to the hexagonal planform complex amplitude equations of Kuske and Matkowsky (1994) . Here the terms in these equations involving those particular operators contain the proportionality constant (Cross and Hohenberg, 1993) , and we have suppressed the α and µ functional dependence of the coefficients defined in (3.7) for ease of exposition. Introducing (5.22) we note that the transformed system of amplitude equations involving the W n 's has a critical point corresponding to III ± when δ = 0. Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) made the morphological interpretation that to lowest order this critical point could be associated with a rhombic array produced by stretching our hexagonal array along its r 2 -axis of symmetry. In this context, δ represents a measure of that distortion with ψ, the deviation of the characteristic angle of such a rhombic array from π/3, related to it by geometrical considerations. Then they deduced criteria governing the stability of this critical point to long-wavelength perturbations and from these criteria in conjunction with the existence condition for that critical point found the allowable range of ψ over which such structures could occur. In particular, Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) analyzed an idealized set of their Ginzburg-Landau equations with the arbitrary assignment of −4a 0 = a 1 = a 2 = λ 0 = q c = 1 (5.23) and deduced a single criterion governing the stability of rhombic distortions to a hexagonal array, that criterion involving σ and ψ. Next they plotted the marginal stability locus associated with this criterion in the σ-ψ plane. That curve formed the right-hand boundary of a stability region possessing the marginal locus relevant to the existence condition for the critical point as its left-hand boundary. When ψ = 0, or equivalently δ = 0, there was a finite range of σ given in this instance by σ −1 = −0.05 < σ < 4 = σ 2 for which hexagons were stable. Their model predicted that for values of σ in this range different rhombic arrays could coexist with the hexagons, the characteristic angles of those arrays lying within an interval about ψ = 0 determined from the stability domain described above. Ouyang, Gunaratne, and Swinney (1993) and Gunaratne, Ouyang, and Swinney (1994) expected these results, which were in qualitative accord with their experimental observations, to be valid for sufficiently small values of δ or equivalently ψ. They stated that a quantitative comparison of experiment with theory would require the evaluation of the coefficients in the Ginzburg-Landau equations from the chemical kinetics and diffusion coefficients of the reaction, which has been our philosophy from the outset of this endeavor. The latter is compatible with our long range goal of developing the simplest reasonable natural science models which preserve the essential features of pattern generation and are still consistent with observation. Perhaps the best rationale for performing our twodimensional analyses of this chemical Turing instability model system was offered by Murray (1989) , who stated that, although there were a number of numerical studies, a general nonlinear analysis of the evolution to the finite amplitude steady-state spatial pattern for such diffusive instabilities was still lacking. We believe a procedure that employs a synergism between analytical stability techniques and experimental data to establish the parameter range of interest for pattern formation, such as our weakly nonlinear methods, and only then explores this regime more fully numerically, has both a scientific and an economic advantage over one that attempts to use numerical techniques alone to accomplish the same end.
Appendix A. In this appendix we catalogue the nonhomogeneous terms and second-order solutions relevant to our expansions of (3.1) and (4.4), respectively. For 
