Introduction Let
It is well known that the sequence (1.2) is linearly independent [10] . It is easy to prove, by reductio ad absurdum, that the sequence (1.3) is linearly independent. It is also easy to verify that the terms of the sequence (1.2) are elements of the Hilbert space L (0,°o) with scalar product defined by the relation
This space will be denoted by H^. Now, from Parseval's formula £6]
it follows that the terms of the sequence (1.3) are elements o of the Hilbert space L (-ioo, i°°) with scalar product defined by the relation
This space will be denoted by H .
s
From the point of view of theory and applications the essential problem is that of completeness of the sequences (1.2) and (1.3) in corresponding spaces. For a particular case of the sequence (1.2) it has been solved by P.R.Clement C4]. In this paper we solve the problem in the general case. To prove the completeness conditions we make use of the sep quence of functions orthonormal in the space L (-i~> , i» ), equivalent to the sequence (1.3), constructed by A. Cremonesi [52. This sequence will be considered in the next section of this paper. 
S.Kus
This sequence is equivalent to the sequence (1.3), i.e. each function of the first sequence is a linear combination of functions of the second sequence, and conversely. Prom Parseval's formula (1.5) it follows that the inverse transforms form an orthonormal system in the space H^, equivalent to the sequence (1.2).
It is obvious that equivalent sequences are both either complete or not. Moreover, from a theorem of Paley-Wiener C9D it follows that the sequence of inverse transforms and the sequence of transforms too are both either complete or not. The results of these considerations may be recollected in the following lemma. 
General case
We shall now consider a sequence of complex numbers (1.1), a sequence of functions (1.2), the sequence of their Laplace -transforms, and the corresponding orthonormal sequences (2.1) and (2.2). We are going to prove the following theorem. To prove the theorem, we shall construct a sequence, near to the sequence (2.1), of transforms with single poles and we shall prove some lemmas.
We modify the sequenoe (1.1 ) so as to obtain a sequence of unequal complex numbers We shall now estimate the scalar product. To this aim we can use condition 2°, Schwarz's inequality and condition (4.7).
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The number ¿>0 being arbitrary we have
whence, since the sequence {^J com P^e* e » we set P 0 (a) =0, s e (-i~ , ioo ).
This being contrary to condition 1° the completeness of the sequence k^1 1 established.
III. Suppose the sequence of functions com " plete in the space H . To prove the comDleteness of the s sequence jU^J we have to show that it is closed, i.e. that for every function F e H_,, there exists a sequence of coefficients {c n J such that 
Final remarks
The completeness of a system of functions is a property which conditions the possibility of constructing a base in the corresponding space and, at the same time, the possibility of arbitrarily near approximation in the sense of the metric of this space. In this paper we have considered certain systems of exponential functions and of their Laplace transforms (with single or multiple poles). Theorem 4.1 gives necessary and sufficient conditions under which these systems are bases n o in the spaces L (0, °°) and L (-i°° , i°° ).
Another important property of these systems, in view of the simplicity of computations, is their orthonormality. One of the most important of them seems to be the system functions introduced by W.H.Kautz, of which a particular case is 'the system of Laguerre functions. Another particular case is the system of exponential functions with real exponents foaming an arithmetic sequence -they are nearly related to the Jacobi polynomials ([1], C2] ).
The functions of A. Cremonesi are generalizations of both Laguerre and W.H. Kautz functions. These functions may be applied e.g. in the approximation of solutions of linear differential equations with retarded argument. Exact solutions of such equations in form of series of functions (1.2) may be found in the books C3], C7]. To construct such a solution, it is necessai'y to know all the roots of the characteristic equation. Y/hen only some of these roots are known, with greatest real parts (the so-called dominant roots), it is possible to find an approximate solution. The computations may then be simplified by use of an orthonoroialized system.
