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Zusammenfassung
Hohe Effizienz, Funktionalita¨t und Qualita¨t bei gleichzeitig hoher Rentabilita¨t sind die
Hauptanforderungen an Erzeugnisse in der heutigen Zeit. Im Maschinenbau a¨ußern sich
diese Anforderungen unter anderem in der Anwendung des Leichtbauprinzips. Mecha-
nische Leichtbaustrukturen neigen allerdings oft zu unerwu¨nschten Vibrationen oder
strahlen Schall ab. Eine neue Qualita¨t im Entwicklungsprozeß stellt die Einbeziehung
aktiver Systeme dar. Mit Hilfe des aktiven Strukturkonzeptes wird es mo¨glich, die Vi-
brationsanfa¨lligkeit und die Neigung zur Schallabstrahlung von Leichtbaustrukturen
zu vermindern.
In der Arbeit wird eine Strategie zur Berechnung aktiver Struktursysteme im Zeit-
bereich entwickelt. Diese Aufgabe umfaßt die Modellierung von mechanischen Leicht-
baustrukturen, Aktuatoren, Sensoren, Regelungsalgorithmen und Fluiden. Außerdem
werden die komplexen Wechselwirkungen zwischen den einzelnen Mechanismen model-
liert. Oben genannte Schritte dienen der Vorbereitung einer modularen Simulation des
aktiven Gesamtsystems im Zeitbereich, bestehend aus Struktur, Sensoren, Aktuatoren
und Regelung. Fu¨r die transienten Simulationen werden zur Verringerung des Berech-
nungsaufwandes modal reduzierte Zustandsraummodelle verwendet. Die Kopplung von
mechanischer Struktur und Fluid erfolgt ebenfalls im Modalraum. Fu¨r die Modellie-
rung der Schallabstrahlung mechanischer Strukturen in das akustische Freifeld wird
die Punktstrahlersynthese angewandt.
Eine neue Strategie der Modellierung piezokeramischer Folien auf Leichtbaustruktu-
ren wird hergeleitet und diskutiert. Zusa¨tzlich werden die Wechselwirkungen zwischen
Signalversta¨rkern und piezokeramischen Folien betrachtet.
Durch die Anwendung der modalen Regelung wird die Steuerung einzelner Frei-
heitsgrade der Struktur mo¨glich. Die Kombination von Positiver Positionsru¨ckfu¨hrung
(PPF) mit der modalen Separation wird zur Implementierung auf Signalprozessoren mit
Hilfe des Impulsinvarianzdesigns digitalisiert. Eine Verbesserung der Leistungsfa¨higkeit
digitalisierter PPF-Regler wird durch die Beru¨cksichtigung von Anti-Aliasing- und
Rekonstruktionsfiltern bei der Reglerauslegung erreicht. Die Zeitbereichssimulation
ermo¨glicht die Beru¨cksichtigung zeitvarianter Regler. Hierzu wird ein adaptiver feed
forward Algorithmus mit gefiltertem Fehlersignal (FELMS) implementiert und gete-
stet.
Die Verifikation der Simulationsergebnisse der aktiven Gesamtsysteme erfolgt an-
hand von drei Experimenten. Hier wird gezeigt, daß die vorgestellte Methode, trotz der
getroffenen Vereinfachungen und Annahmen, eine sehr gute Abbildung des Verhaltens
aktiver Struktursysteme erlaubt.
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Kapitel 1
Einleitung
Die steigenden Anforderungen auf den internationalen Ma¨rkten in den Bereichen Ma-
schinenbau, Luft- und Raumfahrttechnik, Feinmechanik und Optik fu¨hrten in den letz-
ten Jahren zu einem wachsenden Entwicklungsdruck, auch in der deutschen Industrie.
Forderungen nach der Verbesserung der Effizienz, der Leistungsfa¨higkeit und anderer
Eigenschaften der Produkte stehen dabei im Vordergrund. Dazu za¨hlen, neben wirt-
schaftlichem Materialeinsatz, auch Komfort- und Arbeitsschutzaspekte (Vibrations-
und Schallemmission). Durch Gewichts- und Strukturoptimierung wird es mo¨glich Pro-
zeßabla¨ufe in ku¨rzeren Zeiten zu realisieren. Die konsequente Umsetzung der Prinzipien
des Leichtbaus wirkt sich in schlanken Strukturen mit gleichzeitig geringer Masse aus.
Diese Systeme neigen allerdings oft zu unerwu¨nschten Vibrationen oder strahlen Schall
ab.
Eine neue Qualita¨t im Entwicklungsprozeß stellt die Einbeziehung aktiver Struk-
turen dar. Sie vereinigen die Vorteile von geringer Masse und optimierter Form bei
gleichzeitiger geringer Vibrationsanfa¨lligkeit und geringer Schallabstrahlung. Mit Hilfe
von Sensoren und Aktuatoren aus multifunktionalen Materialien und einer Regelung
werden bestehende Strukturen ausgestattet, um ihr Systemverhalten in gu¨nstiger Weise
zu beeinflussen. Zuku¨nftig ist aber auch die Integration der Auslegung aktiver Struk-
turen in die Entwicklungsabla¨ufe anzustreben. Dadurch wird das Potential des aktiven
Strukturkonzeptes ausgescho¨pft, was sich in einer weiteren Optimierung der Strukturen
niederschlagen und deshalb die Marktfa¨higkeit der Produkte entscheidend verbessern
wird.
Aktuatoren und Sensoren werden durch die Nutzung verschiedenster physikalischer
Effekte (z.B. piezoelektrischer Effekt, magnetostriktiver Effekt, Formgeda¨chtniseffekt)
zu Schnittstellen zwischen Struktur und Regeltechnik. Den piezokeramischen Werk-
stoffen ist dabei besondere Bedeutung zuzuschreiben [Han, 1999], [Rus, 1995]. Als Ak-
tuatoren sind sie in der Lage Verformungen bzw. Kra¨fte in die Struktur einzuleiten.
Sensoren aus piezokeramischem Material sind in der Lage Verformungen und Bewe-
gungen der Struktur oder deren Auswirkungen zu detektieren. Die Mo¨glichkeit des
strukturkonformen Einbaus ist durch die Verwendung piezokeramischer Folien gege-
ben. Die Positionierung von Aktuatoren und Sensoren beeinflußt wesentlich das, mit
Hilfe der Regelung, erreichbare Ergebnis der Verbesserung der Eigenschaften von ak-
tiven Strukturen.
Fu¨r die Regelung existieren viele verschiedenartige Ansa¨tze die nach der jeweili-
gen Problemstellung angewandt werden. Die Ziele der verschiedenen Ansa¨tze in der
1
1 Einleitung
Strukturdynamik und Akustik sind im Wesentlichen die Reduktion der Schwingungs-
amplituden, Verhinderung der Abstrahlung von Ko¨rperschall und die Verringerung der
Schallpegel. Die Regler ko¨nnen in verschiedener Weise klassifiziert werden. Hier soll die
Unterteilung in digitale und analoge Regler erfolgen. Die digitalen Regler gewinnen mit
der fortschreitenden Entwicklung der Rechentechnik zunehmend an Bedeutung. Aller-
dings existieren auch verschiedene Methoden zur Transformation analoger Regler in
den Digitalbereich, womit die Realisierung analoger Regler auf digitalen Signalprozes-
soren (DSP) vereinfacht werden kann. Die Weiterentwicklung digitaler Regler erscheint
im Zusammenhang mit deren Implementierung auf moderner Rechentechnik (DSP)
sinnvoll. Zur Verhinderung von Digitalisierungseffekten werden Antialiasing- und Re-
konstruktionsfilter eingesetzt, deren Beru¨cksichtigung bei der Auslegung einiger Regler
besondere Aufmerksamkeit verdient.
Das Hauptanliegen der Arbeit ist die Erfassung und die genu¨gend genaue Abbil-
dung der Gesamtheit aller oben angesprochenen physikalischen Vorga¨nge innerhalb
eines Modells. Die vorgestellte Auslegung, Berechnung und Simulation des Gesamtsy-
stemverhaltens mehrfach gekoppelter Probleme (Strukturdynamik, Elektrik, Akustik,
Regelungstechnik) erfordert die Modellierung der Einzelpha¨noma¨ne, der Koppelme-
chanismen und deren Zusammenfu¨hrung u¨ber geeignete Schnittstellen. Die Simulation
beinhaltet die Mo¨glichkeit der Implementierung zeitvarianter Regelgesetze und nicht-
stationa¨rer Lasten. Der Vergleich mit experimentellen Ergebnissen dient der Verifika-
tion der berechneten Daten. In der Arbeit werden fu¨r die Modellierung der aktiven
Gesamtsysteme die Entwicklungsumgebungen Matlab und Simulink genutzt.
Ein mo¨glicher Weg zur Auslegung und Simulation aktiver Strukturen unter Beru¨ck-
sichtigung der Struktur-Akustik Interaktion und instationa¨rer Vorga¨nge im Zeitbereich
wird vorgestellt und erprobt.
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Kapitel 2
Stand der Forschung
Das Ziel dieses Kapitels ist die Ero¨rterung des derzeitgen Entwicklungsstandes auf dem
Gebiet der aktiven Strukturen. Die Diskussion der Berechnung, der Simulation und der
experimentellen Untersuchung aktiver Strukturen und deren Komponenten bilden die
Grundlage der Literaturu¨bersicht. Aufbauend auf dem Stand der Forschung wird die
Strategie und die Gliederung der Arbeit erla¨utert.
2.1 Aktive Strukturen
Die Berechnung und Modellierung auf dem Gebiet der aktiven Strukturen erfordert
eine interdisziplina¨re Kooperation verschiedener Wissenschaftszweige.
Aktive Strukturen sind mit Sensoren, Aktuatoren und Regelung ausgestattete Sy-
steme. Dabei werden die Sensorsignale durch den Regelungsalgorithmus verarbeitet
und an die Aktuatoren weitergeleitet. Strukturdynamik, elektro-mechanische Kopp-
lung, akustisch-mechanische Kopplung und Regelungstechnik werden durch geeignete
Beschreibung der Mechanismen miteinander verknu¨pft. Die Berechnung aller dieser
Mechanismen in einer Simulation ist allerdings in der Literatur nur selten zu fin-
den. Ebenso ist die experimentelle Verifikation aktiver Systeme selten Gegenstand
von Vero¨ffentlichungen. Eine Einfu¨hrung und ein U¨berblick in das Gebiet der aktiven
Strukturen wird von [RBJ, 1989], [Cro, 1999], [HBV+, 2001], [Inm, 2001] u.a. gegeben.
Die Begriffe der aktiven, adaptiven und intelligenten Strukturen erla¨utern Rogers,
Barker und Jaeger in [RBJ, 1989]. Weiterhin wird in [RBJ, 1989] der Stand der
Technik auf den Gebieten der passiven und aktiven Schwingungsreduktion diskutiert.
Zur Verbesserung der Handhabung wird die Integration aktuatorischer und sensori-
scher Elemente in Faserverbundstrukturen vorgeschlagen und nachfolgend ausfu¨hrlich
die Definition intelligenter Strukturen behandelt. Eine Darstellung intelligenter Ma-
terialien, wie piezoelektrische Werkstoffe, elektrorheologische Flu¨ssigkeiten und Form-
geda¨chtnislegierungen, schafft einen umfassenden U¨berblick des Standes der Entwick-
lung auf diesem Gebiet. Crocker beschreibt in [Cro, 1999] den Entwicklungsstand auf
den Gebieten der Akustik und der Vibrationen. Dabei werden die Forschungsergebnisse
der Gebiete Numerik, Meßtechnik und der aktiven Schall- und Schwingungsreduktion
ausfu¨hrlich behandelt. Aber auch Techniken der Sprachkodierung und -erkennung und
Ultraschallanwendungen in der Medizintechnik sind Gegenstand der Betrachtungen.
Als Schlußfolgerung aus der beschleunigten Entwicklung der Rechentechnik und ver-
besserten Meßmethoden kann eine zunehmende Bedeutung aktiver Materialien und ak-
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tiver Struktursysteme in der Technik abgeleitet werden. Eine ausfu¨hrliche Darstellung
des Forschungsstandes der Adaptronik (engl. Smart Structures) ist in [HBV+, 2001]
enthalten. Hier wird besonders das interdisziplina¨re Vorgehen und die Verzahnung
der einzelnen Themenfelder (Maschinenbau und Elektrotechnik) hervorgehoben. Die
auf den Teilgebieten multifunktionale Werkstoffe, Aktuator- und Sensorsysteme, Re-
gelungstechnik und Auslegungsverfahren aktiver Struktursysteme erreichten Entwick-
lungssta¨nde sind Gegenstand einer konstruktiven Diskussion. Anhand von Beispielen
erfolgt die Demonstration der derzeitigen Mo¨glichkeiten der Schwingungsreduktion und
der experimentellen Systemanalyse. Inman gibt in [Inm, 2001] einen U¨berblick u¨ber
die aktiven Materialien und intelligenten Strukturen. Das Fachgebiet Healthmonitoring
wird kurz umrissen und der derzeitige Entwicklungsstand dargestellt. Abschließend
stellt Inman eine zunehmende U¨berfu¨hrung der Forschungsergebnisse auf dem Gebiet
der aktiven Strukturen in die industrielle Praxis und in industrielle Produkte fest.
2.1.1 Mechanische Strukturen
Die Analyse und Berechnung mechanischer Strukturen stellt einen wichtigen Bestand-
teil des Konstruktionsprozesses industrieller Produkte dar. Einen U¨berblick u¨ber die in
der Mechanik angewandten Methoden zur Beschreibung mechanischer Strukturen wird
in [Bud, 1974], [Sza, 1994] u.a. gegeben. Die Anwendung der Prinzipien des Leichtbaus
fu¨hrt auf lange und schlanke Strukturen mit geringer Masse. Eine erho¨hte Schwin-
gungsanfa¨lligkeit der Leichtbaustrukturen resultiert direkt aus der geringen Masse.
Deshalb spielt neben der Berechnung der Festigkeit die Analyse von Schwingungen
von mechanischen Systemen eine zunehmend wichtige Rolle. [FiSt, 1993], [GeRi, 1994],
[GaKn, 1987] u.a. beschreiben die grundlegenden Zusammenha¨nge der Berechnung dy-
namischer Systeme. In [GaKn, 1989] werden von Gasch und Knothe speziell die
Schwingungen der Kontinua und deren Diskretisierung behandelt. Die analytische Be-
schreibung der Bewegungsgleichungen von Strukturen komplizierter Geometrie und
komplizierter Randbedingungen (z.B. allseitig eingespannte Rechteckplatte) la¨ßt sich
jedoch nur schwer oder gar nicht ableiten. Diese Probleme sind nur mit numerischen
Methoden zu lo¨sen. Durch die Entwicklung der Rechentechnik setzte in den sechzi-
ger Jahren des vorigen Jahrhunderts eine starke Forschungsta¨tigkeit auf dem Gebiet
der numerischen Analyse ein. Eine der in diesem Zeitraum entwickelten Methoden ist
die Finite Elemente Methode (FEM). In der heutigen Ingenieurpraxis ist die FEM,
welche urspru¨nglich zur Analyse von mechanischen Strukturen mit der Mo¨glichkeit
der Beschreibung variabler Geometrien entwickelt wurde, auf viele neue Gebiete (z.B.
Elektrotechnik und Fluidmechanik) erweitert worden. Die FEM kann zum heutigen
Zeitpunkt als Standardwerkzeug des Ingenieurs bezeichnet werden. Zienkiewicz und
Bathe behandeln in [Zie, 1971] und [Bat, 1982] die Grundlagen der Finite Elemente
Methode. Die Vorstellung der verschiedenen Elementklassen mit deren Anwendungs-
gebieten, Vor- und Nachteilen sowie der verschiedenen numerischen Lo¨sungsverfahren
erleichtert die Einarbeitung in das Fachgebiet.
Die sogenannte Hauptkoordinaten- oderModalzerlegung ist ein in der Strukturdyna-
mik oft angewandtes Verfahren. Da fu¨r viele Strukturen die Beschreibung ihres dynami-
schen Verhaltens durch einige wenige Moden ausreichend ist, stellt die modale Synthese
von Strukturen durch wenige Moden eine wichtige Methode zur Verringerung des Be-
rechnungsaufwandes großer Struktursysteme dar. Die theoretischen Zusammenha¨nge
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der modalen Zerlegung partieller inhomogener Differentialgleichungssysteme werden in
[GaKn, 1989], [Gaw, 1987], [Mei, 1990], [Ewi, 1995] u.a. behandelt. Gasch und Kno-
the beschreiben in [GaKn, 1989] die geschlossene Lo¨sung der Bewegungsvorga¨nge von
Strukturen in der modalen Darstellung. Der Einfluß der Da¨mpfung auf die Lo¨sung des
Systems wird ebenso diskutiert wie die Lo¨sung fu¨r verschiedene Arten der Anregung
des Systems. Die modale Betrachtung wird dabei in kontinuierlicher und diskretisier-
ter Schreibweise des Kontinuums behandelt. Die U¨berfu¨hrung der modal entkoppelten
Gleichungen in die State-Space Darstellung wird von Gawronski in [Gaw, 1987] dis-
kutiert. Weiterhin werden hier die modale Modellreduktion sowie Steuerbarkeit und
Beobachtbarkeit der Strukturen behandelt. Meirovitch lo¨st in [Mei, 1990] das Ei-
genwertproblem und beschreibt das Antwortverhalten mechanischer Strukturen in mo-
daler Betrachtung. Beobachtbarkeit und Steuerbarkeit der Zusta¨nde in der State-Space
Darstellung werden diskutiert. Ferner wird fu¨r die Regelung die Filterung von Sen-
sorsignalen und Aktuatorsignalen mit Hilfe der Modalmatrizen angeregt, um so eine
direkte Steuerung von Moden zu erreichen. Ewins hebt in [Ewi, 1995] besonders die
Bedeutung der Experimentellen Modalananlyse (EMA) fu¨r die Charakterisierung des
dynamischen Verhaltens von mechanischen Strukturen hervor.
Die Modellierung des Verhaltens von mechanischen Strukturen mit applizierten
oder integrierten aktiven Materialien ist eine der Grundlagen der Berechnung aktiver
Strukturen. VonTzou wird die Berechnung piezoelektrischer Schalen in [Tzo, 1997] be-
handelt. In [KBGS, 2001] und [SKG, 2001] stellen die Autoren um die piezoelektrischen
Anteile erweiterte finite Schalenelemente auf Basis der Laminattheorie vor. Die Formu-
lierung beinhaltet die Modellbildung von Strukturen mit du¨nnwandigen Querschnit-
ten, wobei die piezokeramischen Layer senkrecht zur Schalenmittelfla¨che polarisiert
sind. Von Preumont wird ebenfalls ein Vorschlag zur Modellierung der Kopplung von
du¨nnwandigen Strukturen mit applizierten piezokeramischen Elementen in [Pre, 1997]
unterbreitet. Hier erfolgt die Modellierung von aktuatorischem und sensorischem Ef-
fekt separat. Die Voraussetzung, daß die piezokeramischen Elemente wesentlich du¨nner
als die Grundstruktur sein mu¨ssen, stellt eine Einschra¨nkung der Methode dar. In der
Praxis ist die Bedingung, einer gegenu¨ber der Grundstruktur du¨nnen piezokeramischen
Schicht, allerdings meistens erfu¨llt.
2.1.2 Akustik und Struktur-Fluid Interaktion
Auf dem Gebiet der Akustik und der Wechselwirkung zwischen Struktur und Aku-
stik sind seit einigen Jahren versta¨rkte Forschungsaktivita¨ten erkennbar. Die oben be-
reits beschriebene Anfa¨lligkeit von Leichtbaustrukturen fu¨r Schwingungen wirkt sich
in der Akustik in einer erho¨hten Schallabstrahlung dieser Strukturen aus. Ebenso sind
bei sehr du¨nnwandigen Strukturen bereits die vom Fluid (hier Luft) auf die Struk-
tur u¨bertragenen Kra¨fte in der Lage das System zu Schwingungen anzuregen. Morse
und Ingard behandeln in [MoIn, 1986] ausgehend von den Schwingungen mechani-
scher Strukturen die theoretischen Grundlagen der Wellenausbreitung in Fluiden, der
Schallabstrahlung von Strukturen und der Schallentstehung in bewegten Medien. Eine
umfassende U¨bersicht der technischen Akustik wird in [HeMu¨, 1994] gegeben. Die aku-
stische Meßtechnik und die verwendeten Meß- und Auswertungsmethoden sind ebenso
Bestandteil der Ausfu¨hrungen wie eine Zusammenstellung der numerischen Methoden
in der technischen Akustik. Die Gera¨uschentstehung und deren Wirkung auf den Men-
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schen werden erla¨utert. Weitere Bestandteile in [HeMu¨, 1994] sind die Schallda¨mmung,
die Schallda¨mpfung und die Aktive La¨rmminderung. Cremer und Heckl diskutieren
ausgehend von der Ausbreitung von Ko¨rperschall die Abstrahlung in das umgeben-
de Fluid in [CrHe, 1996]. Die Synthese eines Strahlers komplizierter Geometrie aus
Punktstrahlern wird hier ausfu¨hrlich erla¨utert. Außerdem werden die Grenzen der An-
wendbarkeit der Punktstrahlersynthese aufgezeigt. Auch Fahy behandelt in [Fah, 1994]
die Probleme der Schallabstrahlung, der Schallu¨bertragung und der Schallausbreitung.
Zusa¨tzlich wird die Wechselwirkung zwischen mechanischer Struktur und Fluid anhand
der modalen Interaktion dargestellt.
Eine der ersten Vero¨ffentlichungen zum Thema Fluid-Struktur Interaktion wurde
von Zienkiewicz und Newton in [ZiNe, 1969] gegeben. Ausgehend von den Varia-
tionsformulierungen der Einzelpha¨nomene und der Herleitung der Koppelmechanis-
men wird die finite Elementdarstellung abgeleitet. Anhand von Beispielen werden die
Auswirkungen der Kopplung, im Vergleich zum ungekoppelten Zustand, diskutiert.
Sehr ausfu¨hrlich und u¨bersichtlich stellen Morand und Ohanyon in [MoOh, 1995]
verschiedene Methoden der Fluid-Struktur Kopplung dar. Das Aufzeigen der Vor-
und Nachteile der einzelnen Verfahren stellt fu¨r den Leser eine wesentliche Erleich-
terung der Auswahl einer Methode fu¨r eine bestimmte Problemklasse dar. Der Be-
schreibung der modalen Betrachtungsweise Fluid-Struktur gekoppelter Vibrationen
wird ein separates Kapitel gewidmet. Hinweise zu Effekten, entstehend durch das Weg-
lassen von Moden ho¨herer Ordnung, verdienen in diesem Kapitel besondere Beach-
tung. Beltman behandelt in [Bel, 1998] die Wechselwirkung zwischen Struktur und
Fluid unter Einbeziehung visko-thermaler Effekte. Fu¨r die Darstellung der Zusam-
menha¨nge werden visko-thermale finite Elemente abgeleitet. Anhand von industriellen
Anwendungen erfolgt die experimentelle Verifikation der implementierten Elemente.
Giordano und Koopmann leiten in [GiKo, 1995] die State-Space Formulierung fu¨r
das Fluid-Struktur gekoppelte Problem her. Die kanonische Darstellung der Gleichun-
gen beschreibt ein Standard-Eigenwertproblem. In Beispielen werden die Unterschie-
de zwischen reduzierter modaler Betrachtung und analytischer Lo¨sung bei Krafter-
regung illustriert. Fu¨r zuku¨nftige Arbeiten soll die Implementierung des Konzeptes
fu¨r Strukturen aus Kompositwerkstoffen mit komplizierten Da¨mpfungmechanismen
verfolgt werden. Eine erweiterte U¨bersicht u¨ber Wechselwirkungen zwischen Fluid
und Struktur wird in [Hab, 1999] gegeben. Numerische und analytische Methoden
(z.B. Integralgleichungen, finite Elemente und finite Differenzen) fu¨r die Berechnung
der Vibrationen du¨nnwandiger Strukturen und des Verhaltens von Fluiden werden
erla¨utert. Die Darstellung und der Vergleich du¨nnwandiger Strukturen in Fluiden mit
deterministischer und zufa¨lliger Erregung ist ein weiterer Gegenstand der Betrach-
tungen. Ein Kapitel ist der Beschreibung der Schallabstrahlungsmechanismen in der
Fahrzeugindustrie gewidmet. Hier werden verschiedene numerische und experimentel-
le Analysemo¨glichkeiten (z.B. Volumenverschiebungsansatz und Transferpfadanalyse)
vorgestellt. In [FWMB, 1997] wird die Wechselwirkung zwischen einer abgeschlossenen
Sandwich-Zylinderstruktur und dem eingeschlossenen Luftvolumen untersucht. Mit-
tels analytischer Ansatzfunktionen werden die Systemmatrizen beschrieben. Deren an-
schließende U¨berfu¨hrung in die State-Space Darstellung erleichtert die Implementierung
der Gleichungen in die Matlab-Umgebung.
Eine neuere Richtung der Forschung auf dem Gebiet der Schallabstrahlung von
Strukturen bescha¨ftigt sich mit der Analyse von Strukturschwingungen, um daraus In-
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formationen u¨ber das Abstrahlverhalten von Strukturen zu gewinnen. Diese Methode
wird als Active Structural Acoustic Control (ASAC) bezeichnet und hat den Vorteil, daß
sie ohne externe Sensorik (Mikrofone) arbeitet. Nachteilig wirkt sich aus, daß eine große
Menge von strukturapplizierten Sensoren beno¨tigt wird. Weiterhin kann diese Metho-
de lediglich in einem begrenzten Frequenzbereich angewandt werden. Grundlegende
Arbeiten wurden von Johnson und Elliott in [JoEl, 1995] geleistet. U¨ber einen
Ansatz der Beschreibung der Schallabstrahlung nach Schwingungsmoden der Struktur
wird die Volumengeschwindigkeit als Maß fu¨r die abgestrahlte Schallleistung definiert.
Anhand von Simulationen wird die Minimierung der abgestrahlten Schallleistung de-
monstriert. In [MBN, 1997] und [FMP, 2000] wird ein Ansatz der Rekonstruktion der
Schallabstrahlung mittels diskreter Sensorik diskutiert. Zur Rekonstruktion werden in
beiden Fa¨llen die Biegedehnungen der Struktur gemessen. In [MBN, 1997] vergleichen
die Autoren die Ergebnisse der Rekonstruktion fu¨r verschiedene Anzahlen von diskre-
ten Meßpunkten der Dehnung. Wa¨hrend in [JoEl, 1995] die Volumengeschwindigkeit
als Zielfunktion genutzt wird, wird von [FMP, 2000] die Volumenverschiebung zur Re-
konstruktion der Schallabstrahlung unter Verwendung eines Adaptive Linear Combiner
(ALC) vorgeschlagen. Der Einsatz von Polyvinylidenen Fluoriden (PVDF) und piezoke-
ramischen Folien zur Messung der Schallabstrahlung von zweidimensionalen Strukturen
wird in [PFD, 1999] behandelt. Dabei werden die Einflu¨sse der Geometrie der Senso-
ren auf die Rekonstruktion der Schallabstrahlung untersucht. Auch in [CBG, 1998]
werden PVDF-Folien zur indirekten Messung der Schallabstrahlung benutzt. Durch
eine spezielle Geometrie der Sensoren detektieren diese lediglich die Moden, welche
eine hohe Schallabstrahlung aufweisen. Mit Hilfe experimenteller Daten werden die
theoretischen Ergebnisse besta¨tigt. Sors und Elliott weisen in [SoEl, 1998] auf die
besondere Bedeutung der Position der Sensoren und Aktuatoren auf der Struktur zur
Regelung der Schallabstrahlung hin. Sie zeigen, anhand von Simulationsergebnissen,
die Reduktion der Schallabstrahlung bei Verwendung verschiedener Zielfunktionen fu¨r
den Reglereingang. Basierend auf den bis bisher geleisteten Arbeiten auf den Gebie-
ten der Beschreibung der Schallabstrahlung von Strukturen mit applizierten aktiven
Materialien und der Rekonstruktion der Schallabstrahlung mittels verteilter Sensorik
werden von [Vog, 2003] die Methoden ausfu¨hrlich beschrieben und experimentell veri-
fiziert. Begleitend dazu werden in [VHW, 2001] die Auswirkungen der Positionierung
und des Abschneidens des rekonstruierten Frequenzbereiches an einer allseitig gelenkig
gelagerten Rechteckplatte diskutiert.
2.1.3 Aktuatoren und Sensoren
Aktuatoren und Sensoren stellen die Verbindungsglieder zwischen Struktur und Rege-
lung dar. Die Sensoren besitzen dabei die Aufgabe physikalische Gro¨ßen in Meßsignale
zu wandeln, welche durch den Regler verarbeitet werden ko¨nnen. Aktuatoren hinge-
gen sind Verbindungselemente zwischen Regler und Struktur und ko¨nnen das Verhal-
ten von Strukturen beeinflussen. Grundlegende Ausfu¨hrungen u¨ber Aktuatoren werden
in [Jen, 1995] und [Jan, 1997] behandelt. Die verschiedenen Mechanismen der Signal-
wandlung werden erla¨utert und diskutiert. In [Sch, 1992] und [Her, 1993] werden die
Grundlagen der Sensortechnik besprochen. Wirkprinzipien und die Ausnutzung phy-
sikalischer Gesetze zur Gewinnung von Sensorsignalen sind Hauptbestandteile beider
Werke.
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Der Nutzung von piezoelektrischen Elementen sowohl zum sensorischen als auch zu
aktuatorischen Einsatz wird in den letzten Jahren besondere Aufmerksamkeit zuteil.
Als multifunktionale Materialien, die lasttragende, sensorische und aktuatorische Ei-
genschaften in sich vereinen, sind sie in das Blickfeld der Forschung getreten. Einen
U¨berblick u¨ber die Herstellung, Verarbeitung und Konfektionierung piezoelektrischer
Werkstoffe geben [Rus, 1995] und [Jen, 1995].
Als Elemente intelligenter Strukturen wird bereits von Crawley und Luis in
[CrLu, 1987] die Verwendung piezokeramischer Folienaktuatoren vorgeschlagen und
sowohl theoretisch als auch experimentell untermauert. Methoden der Modellierung
piezokeramischer Elemente bzw. des piezoelektrischen Effektes zur dynamischen und
statischen Analyse aktiver Strukturen stellen Preumont in [Pre, 1997], Tzou in
[Tzo, 1997] u.a. vor. Die Verwendung von fla¨chenhaften Sensoren und von Sensorsy-
stemen (geeignete Verschaltung mehrerer Sensoren) unter Ausnutzung des piezoelek-
trischen Effektes werden in [CBG, 1998], [FMP, 2000] u.a. besprochen. Die praktische
Realisierung der Integration piezokeramischer Elemente in Faserverbundstrukturen ist
in [ElFl, 1998] und [WSS, 2001] Gegenstand der Betrachtungen. In [WSS, 2001] wird
außerdem der Aufbau von Funktionsmodulen mit piezokeramischen Elementen behan-
delt. Die Handhabung der spro¨den Keramik wird mit der Einbettung in ein Faserver-
bundmaterial wesentlich erleichtert, außerdem wird die Toleranz gegenu¨ber mechani-
scher Beanspruchung gesteigert.
In Stabstrukturen werden bei [Sch, 2001] Multilayeraktuatoren (Stapelaktuatoren)
eingesetzt. Die Herleitung finiter Elemente zur Beschreibung des dynamischen Ver-
haltens ist ebenso Bestandteil der Betrachtungen wie die Positionsoptimierung zur
Ermittlung der optimalen Stellwirkung an der Gesamtstruktur. Experimentelle Un-
tersuchungen von Plattenstrukturen mit Hilfe piezokeramischer Stapelaktuatoren sind
Gegenstand der Betrachtungen in [LGG, 1998]. Der Vergleich theoretischer (FEM) und
experimenteller (EMA) Ergebnisse an einer verrippten Platte mit piezokeramischen
Stapelaktuatoren wird in [ELM+, 1998] angestellt.
2.1.4 Regelung
Das angewandte Regelgesetz ist bei der Realisierung aktiver Strukturen ausschlagge-
bend fu¨r das Verhalten des geregelten Systems. Das Problem der Reglerauslegung wird
durch eine variable Anordnung von Sensoren und Aktuatoren erschwert. Deshalb ist die
Plazierung der Sensoren und Aktuatoren als wichtiger Bestandteil in die Auslegung der
Regler einzubeziehen. Im Allgemeinen werden im Bereich der dynamischen Regelung li-
nearer mechanischer Strukturen auch lineare Regelgesetze angewandt. Die Theorie der
klassischen Regelkonzepte wird in [TSH, 2001], [UnbH, 1994], [TzBe, 1998] u.a. behan-
delt. Durch Unbehauen wird in [UnbR, 1997] neben der klassischen Systemtheorie die
Beschreibung zeitdiskreter Systeme ausfu¨hrlich dargestellt. Die zeitdiskrete Beschrei-
bung von Systemen ist die Grundlage der Ableitung digitaler Filter, auf welche spa¨ter
na¨her eingegangen wird.
Modale Regler nutzen die Eigenschaft mechanischer Strukturen sich in ausgezeich-
neten Frequenzen (Eigenfrequenzen) mit spezifischen Schwingformen (Eigenformen oder
Eigenmoden) zu bewegen. Das Schwingungsverhalten der mechanischen Strukturen
ist als U¨berlagerung der Schwingungen verschiedener Eigenfrequenzen interpretierbar
(modale Superposition). Durch Ru¨cktransformation kann aus Sensorsignalen das moda-
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le Schwingungsverhalten berechnet werden. Die Arbeiten Meirovitch in [Mei, 1990]
und Gawronski in [Gaw, 1987] u¨ber die modale Regelung sind hier einzuordnen.
Ein Vorteil der modalen Regelung ist die Mo¨glichkeit der Beeinflussung einzelner
Eigenfrequenzen bzw. Eigenformen des zu regelnden mechanischen Systems. Expe-
rimentelle Ergebnisse unter Verwendung diskreter Modalfilter und der direkten Ge-
schwindigkeitsru¨ckfu¨hrung als Regelgesetz werden von Linz, Wahl und Sperling
in [LWS, 1997] vorgestellt. Fanson und Caughey wenden in [FaCa, 1990] das Re-
gelgesetz der Positiven Positionsru¨ckfu¨hrung (PPF) an. Von Friswell und Inman
werden in [FrIn, 1999] die Beziehungen zwischen der PPF und optimalen Regleraus-
legungsverfahren (Linear Quadratic Regulation - LQR) diskutiert. Piefort schla¨gt in
[Pie, 2001] einen PPF-Regler zur Schwingungsda¨mpfung einer einzelnen Frequenz vor.
Durch die Verringerung der Schwingungsamplituden soll der Lebenszyklus des Bau-
teiles verla¨ngert werden. Eine unabha¨ngige Steuerung mehrerer Moden der Struktur
ist bei realen Strukturen oft Ziel der Entwicklungen. Dies kann durch die PPF al-
lein nicht gewa¨hrleistet werden. Die Verwendung modaler Regler in Verbindung mit
PPF-Regelgesetzen erlaubt die getrennte Regelung selbst eng benachbarter Eigenfre-
quenzen bzw. -formen. In [HMH, 2001] wird ein modaler PPF-Regler als Teil eines
Hybrid-Reglers diskutiert. Wa¨hrend der modale PPF-Regler die getrennte Regelung
zweier Moden u¨bernimmt, verarbeitet ein adaptiver Algorithmus die verbleibenden
Anteile der Systemantwort der mechanischen Struktur. Experiment und Theorie der
PPF erster Ordnung in Verbindung mit einem modalen Regler wird in [LMHK, 2002]
beschrieben. Die Regelalgorithmen werden harware-technisch realisiert und getestet.
Die Plazierung von Aktuatoren und Sensoren beeinflußt das Ergebnis der Regelung
signifikant. Sie ist deshalb in Verbindung mit der Auslegung von Regelalgorithmen zu
betrachten. Bei Weber in [Web, 1998] wird die Aufgabe der Positionierung von Ak-
tuatoren durch ein diskret-kontinuierliches Optimierungsproblem definiert. Hier sollen
in einem Stabtragwerk herko¨mmliche Sta¨be durch piezokeramische Stapelaktuatoren
ersetzt werden. Da durch das Ersetzten die Systemdynamik wesentlich vera¨ndert wird
(die dynamischen Eigenschaften der Sta¨be weichen von denen der Stapelaktuatoren
ab), ist dieses Vorgehen notwendig. Die optimale Positionierung piezokeramischer Foli-
en wird in [BMFG, 2000] behandelt. Es wird die Annahme getroffen, daß die Keramiken
die Systemdynamik nicht signifikant vera¨ndern. In [Ma¨r, 1999] und [SKG, 2001] wird
die U¨berlagerung von Schwingungsmoden als Kriterium fu¨r die Positionierung piezo-
keramischer Folien vorgeschlagen. Von Bevan wird in [Bev, 2001] die Positionierung
piezokeramischer Aktuatoren mit Hilfe genetischer Algorithmen beschrieben. Ziel der
Positionsoptimierung ist die Verringerung der Schallabstrahlung von Platten mit Hilfe
der ASAC.
In den letzten Jahren ist ein versta¨rkter Trend in der Anwendung von digitalen
Reglern zu beobachten. Dieser Umstand ist mit der Weiterentwicklung der Rechen-
technik erkla¨rbar. Die Performance heutiger Rechnersysteme la¨ßt die Hardware-in-the-
loop-Simulation komplizierter Regler in Echtzeit bei Abtastfrequenzen von mehreren
tausend Hertz zu. Die Anwendung digitaler Regler bedingt allerdings die Verwendung
von Anti-Aliasing- und Rekonstruktionsfiltern im Regelkreis. Durch diese Tiefpaßfilter
werden in den Regelkreis neue Freiheitsgrade eingebracht, weshalb sie bei der Ausle-
gung der Regler zu beru¨cksichtigen sind. Die Grundlagen der analogen Filterung wer-
den in [Val, 1982], [Hue, 1993] u.a. behandelt. Die verschiedenen Filterauslegungen,
deren Anwendung und Vorschla¨ge der Realisierung in elektrischen bzw. elektronischen
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Schaltungen werden diskutiert. Dabei werden Vor- und Nachteile der Schaltungen her-
ausgearbeitet.
Regelungsalgorithmen basierend auf digitalen adaptiven Filtern sind seit einigen
Jahren auch in der Strukturdynamik aktiver Systeme im Einsatz. Diese, urspru¨nglich
aus der Nachrichtentechnik stammenden, Filter ko¨nnen in zwei Klassen unterteilt wer-
den, Filter mit unendlicher Impulsantwort (IIR) und Filter mit endlicher Impulsant-
wort (FIR). Ist die Anpassung der Koeffizienten der Filter automatisiert (z.B. mit
einem Least Mean Squares (LMS) Algorithmus), heißen sie adaptiv. Die Grundlagen
digitaler adaptiver Filter werden von [WiSt, 1985], [KuMo, 1996], [NeEl, 1994] u.a.
behandelt. Die detailierte Darstellung und Erla¨uterung der Algorithmen sowie An-
wendungsbeispiele tragen zum Versta¨ndnis der Zusammenha¨nge bei. Die Anwendung
erfolgt vorwiegend auf Probleme der Akustik. Fuller, Nelson und Elliott be-
handeln in [FEN, 1996] die aktive Schwingungsreduktion mechanischer Strukturen mit
Hilfe adaptiver Filter.
Von Kautz werden in [Kau, 1954] Funktionen mit unendlicher Impulsantwort vor-
gestellt. Die Funktionen bilden ein Orthonormalsystem. Durch Anpassung der Koef-
fizienten der Kautz-Funktionen ist die Modellierung von Impulsantworten und damit
die Modellierung des U¨bertragungsverhaltens mechanischer Systeme mo¨glich. In konti-
nuierlicher und diskreter Darstellung werden die Kautz-Funktionen in [BBO, 1996] be-
handelt. Die Bedingungen fu¨r die optimale Parameterwahl einer endlichen Anzahl von
Kautz-Funktionen zur Nachbildung einer Impulsantwort werden herausgearbeitet und
diskutiert. In [MHH, 2001] und [MHK, 2002] werden Kautz-Modelle zur Identifikation
des U¨bertragungsverhaltens von mechanischen Strukturen genutzt. Durch die Darstel-
lung eines Modells einer U¨bertragungsfunktion durchKautz-Funktionen wird die Mo-
dellierung unendlicher Impulsantworten ermo¨glicht (wichtig bei schwach geda¨mpften
mechanischen Systemen). Ein weiterer Vorteil ist die, durch die transversale Struktur
bedingte, garantierte Stabilita¨t der Modelle. Kautz-Modelle setzen fu¨r eine gute Kon-
vergenz eine Scha¨tzung von Eigenfrequenzen und Da¨mpfungen der Struktur voraus.
[MHH, 2001] und [MHK, 2002] zeigen anhand experimenteller Ergebnisse die gute Eig-
nung von Kautz-Modellen zur Modellierung des U¨bertragungsverhaltens mechanischer
Strukturen.
2.2 Zielstellung und Aufbau der Arbeit
Das Hauptanliegen der Arbeit ist die Erfassung der in der Literaturu¨bersicht ange-
sprochenen physikalischen Vorga¨nge und deren genu¨gend genaue Abbildung inner-
halb eines Modells, um damit die modulare Beschreibung aktiver Gesamtsysteme zu
ermo¨glichen. Dazu sind geeignete Schnittstellen zwischen den Gebieten Strukturdyna-
mik, Elektrik, Akustik, Regelungstechnik zu definieren. Fu¨r die Auslegung, Berech-
nung und Simulation aktiver Strukturen sind die Einzelpha¨noma¨ne und die Koppelme-
chanismen zwischen oben genannten Gebieten zu modellieren und zu implementieren.
Fu¨r die Modellierung sollen die Programmsysteme Matlab und Simulink, welche eine
modulare Beschreibung der Zusammenha¨nge zulassen, eingesetzt werden. Die Simu-
lation soll die Mo¨glichkeit der Implementierung zeitvarianter Regelgesetze und nicht-
stationa¨rer Lasten ermo¨glichen. Anhand experimenteller und theoretischer Beispiele
sollen die vorgestellten Konzepte verifiziert und gepru¨ft werden. Abbildung 2.1 zeigt
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einen Vorschlag fu¨r die Vorgehensweise zur Modellierung aktiver Gesamtsysteme unter
Beru¨cksichtigung der Struktur-Fluid Interaktion.
Die Gliederung der Arbeit orientiert sich an dem in Abbildung 2.1 vorgeschlage-
nen Prinzip. Nach einer Einleitung, wird im zweiten Kapitel der Stand der Forschung
auf den Gebieten mechanische Strukturen, Akustik, Struktur-Fluid Interaktion, Ak-
tuatoren, Sensoren und der Regelung dynamischer Prozesse ero¨rtert. Aufbauend auf
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Abbildung 2.1: Auslegung aktiver Gesamtsysteme unter Beru¨cksichtigung
der Struktur-Fluid Interaktion
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dem Stand der Technik folgt die Erla¨uterung der Ziele und des Aufbaus der Arbeit.
Kapitel 3 behandelt die Grundlagen mechanischer Strukturen unter Beru¨cksichtigung
der Kopplung von Struktur und Fluid. Zum Versta¨ndnis der Mechanismen der Schall-
abstrahlung und der Struktur-Fluid Interaktion wird in einem Unterkapitel die Me-
chanik kompressibler Fluide betrachtet. Die Darstellung von mechanischer Struktur
und Fluid erfolgt in modaler Betrachtung, welche nachfolgend in den Zustandsraum
(State-Space) u¨berfu¨hrt wird. Einen weiteren Schwerpunkt dieses Kapitels stellt die
Betrachtung der Schallabstrahlung mechanischer Strukturen in das Fernfeld und die
Rekonstruktion der Schallabstrahlung aus strukturdynamischen Meßgro¨ßen dar. Fu¨r
die Rekonstruktion werden verschiedene Verfahren vorgeschlagen und auf ihre Eignung
fu¨r den experimentellen Einsatz hin untersucht. In Kapitel vier werden herko¨mmliche
Aktuatoren und Sensoren untersucht. Den Schwerpunkt bilden allerdings die Model-
lierung von piezokeramischen Folienaktuatoren und -sensoren. Ein neues Konzept der
Berechnung modaler Gro¨ßen piezokeramischer Folien wird vorgestellt. Die Integration
der berechneten Gro¨ßen in die Matrizen des modalen Zustandsraummodells der mecha-
nischen Struktur wird erla¨utert und diskutiert. Aus der experimentellen Untersuchung
der Hysterese und der Wechselwirkung zwischen Versta¨rker appliziertem Folienaktua-
tor werden Schlußfolgerungen fu¨r die Modellierung der Effekte abgeleitet. Die theore-
tische Analyse der Wechselwirkung zwischen Versta¨rker und appliziertem Foliensensor
la¨ßt ebenfalls Schlußfolgerungen zur Modellierung der Wechselwirkung zu. Besonder-
heiten bei der Auslegung eines Regelungsalgorithmus und die Auslegung selbst sind
Gegenstand der Betrachtungen in Kapitel 5. Die, durch die Digitalisierung, notwendige
Filterung von Signalen mit Anti-Aliasing- und Rekonstruktionsfiltern wird ebenso dis-
kutiert wie die Beru¨cksichtigung dieser Filter bei der Auslegung modaler PPF-Regler.
Ein adaptives Regelkonzept auf Basis digitaler Filter wird vorgestellt und an einem
Simulationsbeispiel getestet. Die Simulation aktiver Gesamtsysteme und deren expe-
rimentelle Verifikation sind Hauptbestandteil der Ausfu¨hrungen im sechsten Kapitel.
Durch die Berechnung der aktiven Strukturen im Zeitbereich ist die Mo¨glichkeit der Im-
plementierung zeitvarianter Regelgesetze gegeben. In zwei Simulationen erfolgt die Be-
rechnung aktiver Struktursysteme. Die Simulation der Struktur-Fluid Interaktion wird
in der dritten Simulation erla¨utert. Fu¨r die U¨berpru¨fung der Berechnungsergebnisse
werden zu den Simulationen a¨quivalente experimentelle Untersuchungen durchgefu¨hrt.
In Kapitel 7 wird nach einer Einscha¨tzung der erzielten Ergebnisse ein Ausblick zur
mo¨glichen Erweiterung der vorgestellten Konzepte gegeben.
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Kapitel 3
Struktur-Fluid Interaktion
Dieses Kapitel behandelt die dynamischen Grundgleichungen mechanisch-akustisch ge-
koppelter Strukturen. Dazu ist die zuna¨chst getrennte Betrachtung von Festko¨rper- und
Fluidstrukturen vorteilhaft. Nachfolgend wird die Kopplung der Gleichungen von Fest-
ko¨rper und Fluid behandelt. Gegenstand des vierten Unterkapitels ist die Rekonstrukti-
on des Abstrahlverhaltens einer mechanischen Struktur allein aus strukturdynamischen
Meßgro¨ßen.
Die Betrachtungen in diesem Kapitel beschra¨nken sich auf deterministisch be-
schreibbare, lineare, ortsdiskretisierte und zeitinvariante Systeme, deren Verhalten durch
folgende Grundgleichung gekennzeichnet ist:
Aw¨(t) +Bw˙(t) +Cw(t) = F(t) (3.1)
Der Vektor w und seine zeitlichen Ableitungen (w˙, w¨) beschreiben den Bewegungzu-
stand am Diskretisierungsort, wa¨hrend F die a¨ußeren Belastungen repra¨sentiert. Im
Fall der zwischen mechanischer Struktur und Fluid gekoppelten Gleichungen sind die
Systemmatrizen A, B und C nicht mehr notwendigerweise symmetrisch.
Fu¨r die Entwicklung adaptiver Regler (zeitvariante Systeme) am Rechner sind tran-
siente Simulationen von mehreren hundert Sekunden in kurzer Zeit notwendig. Ziel
dieses Kapitels ist es, eine Beschreibung einer mechanischen Struktur in einem vorge-
gebenem Frequenzbereich zu erhalten, welche die Dynamik der Struktur ausreichend
genau repra¨sentiert und außerdem eine hohe Simulationsgeschwindigkeit zula¨ßt.
3.1 Dynamik schwach geda¨mpfter Strukturen
Die wichtigsten Annahmen und Geltungsbereiche der Gleichungen seien vorangestellt:
• Es werden kleine Verformungen betrachtet (Gleichgewicht am unverformten Sy-
stem).
• Die betrachteten mechanischen Strukturen sind schwach geda¨mpft und die Da¨mpf-
ung ist geschwindigkeitsproportional.
• Die Systemmatrizen sind positiv definit.
• Die Systemmatrizen sind symmetrisch.
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Die Betrachtung von schwach geda¨mpften Strukturen mit geschwindigkeitspropor-
tionaler Da¨mpfung fu¨hrt auf ein System mit reellen Eigenvektoren. Verschiedene ana-
lytische, numerische oder experimentelle Verfahren sind zur Ermittlung der Eigenvek-
toren und EigenkreisFrequenzen geeignet. Beispiele sind in [Sza, 1994], [Bud, 1974],
[EnRe, 1996], [Hel, 1997] u.a. zu finden.
Ausgehend von der Grundgleichung (Gleichung (3.1)) wird die Herleitung der mo-
dalen Schreibweise und anschließende Transformation in den Zustandsraum gezeigt.
Die modale Betrachtungsweise im Zustandsraum hat fu¨r viele mechanische Systeme
den Vorteil, daß sie die mathematische Beschreibung des Systems mit wenigen Frei-
heitsgraden erlaubt.
3.1.1 Modale Transformation
Ziel dieses Abschnittes ist es, das gekoppelte Differentialgleichungssystem (Gleichung
(3.1)) durch eine geeignete Transformation zu entkoppeln. Mit Hilfe der Transforma-
tionsvorschrift nach Gleichung (3.2) wird das Differentialgleichungssystem in generali-
sierte oder modale Koordinaten u¨berfu¨hrt.
w(t) = Φq(t) =
n∑
i=1
φi qi(t) (3.2)
Die Modalmatrix Φ beinhaltet die Eigenvektoren φi des zu beschreibenden mecha-
nischen Systems. Im Vektor q werden die Zeitfunktionen der einzelnen Eigenformen
beschrieben. Das Einsetzen von Gleichung (3.2) in Gleichung (3.1) liefert:
AΦ q¨(t) +BΦ q˙(t) +CΦq(t) = F(t) (3.3)
Die Linksmultiplikation von Gleichung (3.3) mit der transponierten Modalmatrix fu¨hrt
unter gewissen Bedingungen (Gleichung (3.5) und Gleichung (3.6)) auf ein System von
n entkoppelten Differentialgleichungen mit jeweils einem modalen Freiheitsgrad.
ΦTAΦ q¨(t) +ΦTBΦ q˙(t) +ΦTCΦq(t) = ΦTF(t) (3.4)
Es wird vorausgesetzt, daß die Eigenvektoren nach Gleichung (3.5) normiert sind.
ΦTAΦ = I und ΦTCΦ = diag(ω20) (3.5)
Fu¨r schwach geda¨mpfte Systeme ist eine explizite Angabe der Da¨mpfungsmatrix oft
nicht mo¨glich. Eine oft verwendete Annahme ist die Anna¨herung der Da¨mpfungsmatrix
durch eine Linearkombination von Steifigkeits- und Massenmatrix (Gleichung (3.6)).
B = αA+ γC (3.6)
Somit ergibt sich fu¨r die Da¨mpfungsmatrix mit Hilfe der Normierung nach Gleichung
(3.5) ebenfalls eine Diagonalmatrix:
ΦTBΦ = α I + γ diag(ω20)︸ ︷︷ ︸
2diag(δ)
(3.7)
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Die Einfu¨hrung des dimensionslosen Lehrschen Da¨mpfungsmaßes (Da¨mpfungsgrad) ϑi
als Maß fu¨r die Da¨mpfung erscheint sinnvoll, da eine einfache Einteilung der Schwinger
hinsichtlich ihrer Da¨mpfung entsteht (Gleichung (3.8)). Typischerweise besitzen die hier
behandelten Schwingungssysteme geringe Da¨mpfungsgrade von 0.05 bis 5 Prozent.
ϑi =
δi
ω0i
; δi = ϑi ω0i (3.8)
Nun ist es mo¨glich ein lineares Schwingungssystem durch seine modalen Kenngro¨ßen
(Φ,ω0 und ϑ) zu beschreiben. Die Bestimmung der Eigenvektoren und Eigenkreisfre-
quenzen kann durch Lo¨sung des ungeda¨mpften Eigenwertproblems auf analytischem
Wege, auf numerischem Wege oder durch eine experimentelle Modalanalyse erfolgen.
Die modalen Da¨mpfungsgrade lassen sich ebenfalls durch die experimentelle Modal-
analyse bestimmen [Ewi, 1995]. In der Literatur [GaKn, 1987], [FiSt, 1993] u.a. wird
weiterhin vorgeschlagen, die Da¨mpfung von a¨hnlichen Strukturen zu u¨bernehmen, de-
ren Schwingungsverhalten bereits bekannt ist. Soweit mo¨glich sollten die Da¨mpfungs-
parameter jedoch experimentell ermittelt werden [GeRi, 1994].
Durch Laplace-Transformation ([UnbH, 1994], [Zei, 1996]) von Gleichung (3.4) ist
eine U¨berfu¨hrung des entkoppelten Differentialgleichungssystems in ein entkoppeltes
System algebraischer Gleichungen formal mo¨glich. Bedingung fu¨r dieses Vorgehen ist
Existenz die der Laplace-Transformierten der Kraft L (F(t)) = F(s).(
ΦTAΦ s2 +ΦTBΦ s+ΦTCΦ
)
q(s) = ΦTF(s) (3.9)
Mit der Normierung nach Gleichung (3.5) ergibt sich durch die Diagonalstruktur der
modal transformierten Systemmatrizen eine einfache Darstellung im Frequenzbereich.(
I s2 + diag (2ϑω0) s+ diag
(
ω20
))
q(s) = ΦTF(s) (3.10)
Eine u¨bersichtliche Darstellung des weiteren Vorgehens wird mit der Komponenten-
darstellung von Gleichung (3.10) erreicht.(
s2 + 2ϑiω0is+ ω
2
0i
)
qi(s) = φ
T
i F(s) (3.11)
Die Separation von qi(s) liefert die Lo¨sung des Gleichungssystems im Modalraum mit
i linear unabha¨ngigen Lo¨sungen.
qi(s) =
φTi F(s)
s2 + 2ϑiω0is+ ω20i
(3.12)
Das Einsetzen von qi in Gleichung (3.2) entspricht der modalen Ru¨cktransformation.
w(s) =
n∑
i=1
φi
φTi F(s)
s2 + 2ϑiω0is+ ω20i
(3.13)
Aus dieser Art der Darstellung la¨ßt sich leicht die Beschreibung mechanischer Syste-
me durch U¨bertragungsfunktionen ableiten. Die U¨bertragungsfunktion eines Systems
wird laut Definition in [UnbH, 1994] aus dem Verha¨ltnis der Laplace-Transformierten
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von Ausgangsgro¨ße und Eingangsgro¨ße gebildet. Es ergibt sich eine Matrix aus U¨ber-
tragungsfunktionen, welche das U¨bertragungsverhalten vom Ort der Eingangsgro¨ße
zum Ort der Ausgangsgro¨ße charakterisiert.
w(s) = G(s)F(s) (3.14)
Die Division der Gleichung (3.14) in Komponentenschreibweise durch fk(s) ergibt die
Darstellung der einzelnen U¨bertragungsfunktion vom Ort k zum Ort l.
Glk(s) =
wl(s)
fk(s)
=
n∑
i=1
φliφ
T
ki
s2 + 2ϑiω0is+ ω20i
(3.15)
Die Symmetrie der U¨bertragungsfunktionsmatrix G(s) resultiert aus der Reziprozita¨t
des mechanischen Systems. Alle Systeminformationen sind in einer Zeile bzw. Spalte
der U¨bertragungsfunktionsmatrix enthalten.
3.1.2 Zustandsraumdarstellung
In diesem Abschnitt wird die Darstellung von linearen Differentialgleichungen zweiter
Ordnung im Zustandsraum behandelt. Diese Darstellung ist fu¨r die numerische Analyse
mittels elektronischer Rechentechnik gut geeignet. Außerdem lassen sich Systemeigen-
schaften wie Steuerbarkeit und Beobachtbarkeit durch die Zustandsraumdarstellung
einfach definieren. Gleichung (3.16) zeigt die allgemeine Zustandsraumdarstellung fu¨r
Mehrfreiheitsgradsysteme.
ζ˙(t) = A ζ(t) +Bue(t)
y(t) = C ζ(t) +Due(t)
mit ζ(t) =
(
z˙(t)
z(t)
)
(3.16)
Der Zustandsvektor ζ beschreibt die Auslenkungen und Geschwindigkeiten der Zusta¨nde.
Die Anfangsbedingungen ζ (t0) seien bekannt. Die einzelnen Vektoren und Matrizen
sind nach [UnbH, 1994] wie folgt bezeichnet:
Zustandsvektor
Eingangsvektor
(Steuervektor)
Ausgangsvektor
(Beobachtungsvektor)
Systemmatrix
Steuermatrix
Beobachtungsmatrix
Durchgangsmatrix
ζ(t)
ue(t)
y(t)
A
B
C
D
(2n ? 1)Vektor
(2r ? 1)Vektor
(2m ? 1)Vektor
(2n ? 2n)Matrix
(2n ? 2r)Matrix
(2m ? 2n)Matrix
(2m ? 2r)Matrix
Eine einfache und u¨bersichtliche Form der Darstellung der modal entkoppelten Dif-
ferentialgleichung (Gleichung (3.4)) wird mit den Orthogonalita¨tsbedingungen nach
Gleichung (3.5) und der Annahme einer diagonalen Da¨mpfungsmatrix nach Gleichung
(3.7) erreicht.
I q¨(t) + diag (2ϑω0) q˙(t) + diag
(
ω20
)
q(t) = ΦTF(t) (3.17)
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Die modale Ru¨cktransformation wird nach Gleichung (3.2) ausgefu¨hrt. Die Zustands-
raumdarstellung von Gleichung (3.17) nimmt dadurch folgende Form an:[
q¨(t)
q˙(t)
]
=
[ −diag (2ϑω0) −diag (ω20)
I 0
] [
q˙(t)
q(t)
]
+ΦT F(t)
[
w˙(t)
w(t)
]
= Φ
[
q˙(t)
q(t)
] (3.18)
Diese Art der Darstellung hat den Vorteil, daß sowohl der Eingangs- als auch der Aus-
gangsvektor im Zeitbereich beschrieben werden, wa¨hrend die Systemmatrix in modaler
Schreibweise vorliegt.
Die Zustandsgleichung (3.16) wird zur Definition von Steuerbarkeit und Beobacht-
barkeit herangezogen. Weitere Ausfu¨hrungen und Herleitungen sind in [UnbR, 1997],
[Pre, 1997], [WaSc, 1989] u.a. enthalten. Ein lineares System ist genau dann steuerbar,
wenn die Steuerbarkeitsmatrix
Us =
[
B AB A
2
B · · · An−1B
]
(3.19)
den Rang n besitzt [UnbR, 1997]. Ein lineares System ist genau dann beobachtbar,
wenn die Beobachtbarkeitsmatrix
Ub =
[
C CA CA
2 · · · CAn−1
]T
(3.20)
den Rang n besitzt [UnbR, 1997].
In der Darstellung durch Gleichung (3.18) ist das mechanische System vollsta¨ndig
beobachtbar und auch vollsta¨ndig steuerbar. Eine Begru¨ndung hierfu¨r ist: Die Eigen-
vektoren stellen nicht die triviale Lo¨sung des Eigenwertproblems dar, deshalb la¨ßt sich
fu¨r jeden Eigenvektor mindestens eine Position finden, an welcher eine Bewegung de-
tektierbar ist oder eine Kraft eingeleitet werden kann. Da es in der Praxis nahezu
unmo¨glich ist, alle Zusta¨nde zu u¨berwachen, werden sogenannte Projektions- oder Ver-
teilungsmatrizen L eingefu¨hrt. Durch die Verteilungsmatrix Ls wird die Anzahl der
Einga¨nge auf die transponierte Modalmatrix projiziert. Das hat zur Folge, daß die An-
zahl und die Orte der Krafteinleitung einen wesentlichen Einfluß auf die Steuerbarkeit
des Systems besitzen.
ΦTs = Φ
T Ls (3.21)
Die Projektionsmatrix Lb verteilt die Anzahl der Ausga¨nge auf die Modalmatrix. In
diesem Fall hat die Wahl der Beobachtungsorte und deren Anzahl signifikanten Einfluß
auf die Beobachtbarkeit des Systems.
Φb = ΦLb (3.22)
Eine gute Bewertung von Steuerbarkeit und Beobachtbarkeit kann durch multiplikative
U¨berlagerung der einzelnen Eigenvektoren erreicht werden (Gleichung (3.23)). Es erge-
ben sich Orte maximaler Steuer- bzw. Beobachtbarkeit, welche aber keinen Aufschluß
u¨ber die Gewichtung der einzelnen Moden am Gesamtindex zulassen.
φIndex =
n∏
i=1
|φi| (3.23)
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Allerdings ist gesichert, daß Orte von Knotenlinien in den Eigenvektoren, an denen
keine Steuerung bzw. Beobachtung mo¨glich ist, durch die multiplikative U¨berlagerung
ausgeschlossen werden. Aufschluß u¨ber die Beteiligung der einzelnen Moden am Ge-
samtindex des Ortes l gibt die Auswertung der Komponenten der Eigenvektoren φli.
Fu¨r die quantitative Bewertung der Beobachtbarkeit ist neben der Kenntnis der An-
regungsorte (Eingangsorte) auch die Kenntnis der Anregungssignale (Eingangssignale)
notwendig. Ebenso ist zur quantitativen Bewertung der Steuerbarkeit das Wissen u¨ber
Meßorte (Ausgangsorte) und Eingangssignale ausschlaggebend. Da die Bedingungen
bei realen Strukturen nicht immer erfu¨llt sind, gestaltet sich die Positionierung von
Eingangsorten und Ausgangsorten meist schwierig.
3.1.3 Modale Reduktion
Es wurde bereits erwa¨hnt, daß die Ermittlung von Eigenvektoren, Eigenkreisfrequenzen
und Da¨mpfungsgraden auf verschiedenen Wegen erfolgen kann. Eine Lo¨sung der Ei-
genwertproblematik mit Hilfe der Methode der Finiten Elemente (FEM) [Bat, 1982]
bedingt, durch komplizierte Geometrien der Bauteile, die Einfu¨hrung sehr vieler Kno-
tenpunkte. Die hohe Anzahl von Freiheitsgraden la¨ßt große Systeme mit entsprechend
vielen Eigenlo¨sungen entstehen. Da oft nur die Lo¨sungen mit den niedrigsten Eigen-
werten von Interesse sind, werden ha¨ufig Eigenwertlo¨ser eingesetzt, welche in der Lage
sind, nur die niedrigsten n Eigenlo¨sungen des Problems zu berechnen (z.B. die Sub-
spaceiteration nach Mc Cormic/Noe oder das Lanczos-Verfahren).
Die Reduktion der modalen Freiheitsgrade wird, wegen der besseren Handhabbar-
keit kleiner Modelle, in diesem Abschnitt diskutiert. Nach [GaKn, 1987] sind fu¨r die
modale Reduktion mehrere Faktoren ausschlaggebend. Zum einen sind die o¨rtliche Ver-
teilung der a¨ußeren Kra¨fte und deren Frequenzinhalt zu bewerten und zum anderen
wird aus der modal transformierten Steifigkeit der Beitrag des n-ten Eigenvektors zur
Gesamtschwingung ermittelt. In [Pau, 1995] werden Dominanzmaße nach Litz fu¨r die
Bewertung der Relevanz des n-ten Eigenvektors auf das Verhalten des Systems behan-
delt. Auch in [WaSc, 1989] werden die Dominanzmaße nach Litz zur Reduktion der
modalen Freiheitsgrade vorgeschlagen.
Gasch und Knothe stellen in [GaKn, 1987] drei Kriterien fu¨r die Reduktion von
Mehrfreiheitsgradsystemen auf. Diese lassen eine Reduktion der Freiheitsgrade u¨ber
die Berechnung und Auswertung anschaulicher Gro¨ßen (z.B. des Kraftverlaufes im Fre-
quenzbereich) zu. Deshalb werden im Folgenden die drei Kriterien nach [GaKn, 1987]
na¨her betrachtet. Das erste Kriterium behandelt die o¨rtliche Verteilung der anregen-
den Kra¨fte. Laut Gleichung (3.4) setzt sich die modal transformierte Erregung aus dem
Produkt des Vektors der physikalischen Kraft mit dem transponierten Eigenvektor zu-
sammen. Daraus folgt; Greift z.B. eine Einzelkraft fm im Schwingungsknoten einer
Eigenform φTmn an, so liefert diese keine Anregung der n-ten Eigenform. Weiterhin
liefern gleichverteilte Lasten mit steigender Ordnungszahl der Eigenformen geringere
Beitra¨ge zur Erregung der n-ten Eigenform. Diese Tatsache la¨ßt sich durch eine ein-
fache U¨berlegung leicht nachweisen. Ist der Kraftvektor konstant, so ergibt sich die
modale Kraft durch Summation des jeweiligen Eigenvektors und anschließender Mul-
tiplikation mit der Kraftamplitude. Fu¨r hohe Ordnungszahlen der Eigenformen liefert
die Summation aber kleine Werte.
Zur Auswertung des zweiten Kriteriums wird der Verlauf der Fourier-Transformierten
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der Kraft f(t) betrachtet. Die Berechnung des Integrals der Fourier-Transformation
[Zei, 1996] eines Rechteckstoßes nach Gleichung (3.24)
f (t) =


0 fu¨r − τ
2
> t
1 fu¨r − τ
2
≤ t ≤ τ
2
0 fu¨r τ
2
< t
(3.24)
ergibt:
F (jω) = 2
sin(ωτ
2
)
ω
. (3.25)
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Abbildung 3.1: Rechteckstoß der Kraft im Zeitbereich und im Fre-
quenzbereich
Die Kraft F (jω) in Gleichung (3.25) wird demnach mit zunehmendem ω kleiner
(siehe auch Abbildung 3.1). Das bedeutet, der Beitrag der Kraft F (jω) nimmt auch
mit zunehmender Eigenkreisfrequenz der Eigenvektoren ab. Daraus wird abgeleitet, daß
Eigenvektoren, die durch eine geringe Kraftamplitude angeregt werden, einen geringen
Beitrag zur Gesamtschwingung des Systems beitragen. Fu¨r reale Kraftverla¨ufe F (jω)
ist in den meisten Fa¨llen ein bandbegrenztes Verhalten zu erwarten, was die Anwendung
des zweiten Kriteriums rechtfertigt.
Als drittes Kriterium wird die Bewertung des Beitrages der einzelnen Moden zur
Gesamtschwingung herangezogen. In Abbildung 3.2 ist das Betragsquadrat des U¨ber-
tragungsverhaltens eines Systems mit fu¨nf modalen Freiheitsgraden als durchgezogene
Linie dargestellt. Die gestrichelten Linien stellen die Amplituden der einzelnen Moden
dar. Es ist zu erkennen, daß Moden, die in der U¨bertragungsfunktion bei ho¨heren Fre-
quenzen auftreten, nur einen geringen Beitrag zur Gesamtschwingung in den unteren
Frequenzen liefern. Dieses Verhalten wird durch Abbildung 3.3 verdeutlicht. Hier wird
das Betragsquadrat des U¨bertragungsverhaltens des Systems zum einen mit fu¨nf und
zum anderen mit vier Freiheitsgraden dargestellt. Die Reduktion hat lediglich auf die
benachbarten Nullstellen im U¨bertragungsverhalten signifikanten Einfluß.
Nun wird mit Hilfe von Gleichung (3.15) ein Maß fu¨r die Beteiligung der einzelnen
Moden an der Gesamtschwingung eingefu¨hrt. Eine anschauliche Darstellung des Zu-
sammenhangs wird durch die Betrachtung eines einzelnen U¨bertragungspfades erreicht.
Γlk =
φjlφml
s2k + 2ϑlω0lsk + ω
2
0l
mit sk = −jωk (3.26)
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Abbildung 3.2: U¨bertragungsverhalten eines Systems mit fu¨nf modalen Frei-
heitsgraden
Als Ergebnis der Berechnungsvorschrift resultiert die Matrix Γ. Sie beschreibt die
Beteiligung des Modes l an der Schwingung mit der Kreisfrequenz ωk im U¨bertragungs-
pfad (jm). Die Auswertung von Γ ergibt, daß Moden mit hohen Eigenkreisfrequenzen
nur einen geringen Anteil an der Gesamtschwingung bei niedrigen Kreisfrequenzen
besitzen.
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Abbildung 3.3: U¨bertragungsverhalten bei Vernachla¨ssigung des fu¨nften
Freiheitsgrades
Fu¨r die Anwendung der drei Kriterien sind noch einige U¨berlegungen anzustellen.
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Die Anwendung des ersten Kriteriums erfordert die Kenntnis der o¨rtlichen Verteilung
der Kra¨fte und der Eigenvektoren des Systems. Das bedeutet, es ist im Vorfeld eine
Eigenwertanalyse des Systems notwendig. Interessant bei der Anwendung des zwei-
ten Kriteriums ist, daß lediglich der Zeitverlauf der Anregungskra¨fte beno¨tigt wird.
Somit ist es sofort mo¨glich, den fu¨r eine nachfolgende Eigenwertanalyse interessieren-
den Frequenzbereich festzulegen. Fu¨r die Anwendung des dritten Kriteriums ist wieder
die Kenntnis der Eigenwerte und Eigenvektoren notwendig. Es zeigt aber deutlich die
Auswirkungen der Vernachla¨ssigung von Eigenwerten ho¨herer Ordnung auf die Eigen-
werte niedriger Ordnung. Als Fazit aus dem zweiten und dritten Kriterium wird ein
zu untersuchender Frequenzbereich ω = 0 ... ωg festgelegt. Die Ordnung der notwen-
digen Eigenkreisfrequenzen wird mit Hilfe von Gleichung 3.26 so gewa¨hlt, daß der
Fehler durch das Weglassen der Eigenwerte ho¨herer Ordnung im zu untersuchenden
Frequenzbereich klein bleibt. Der Fehler, entstehend durch das Weglassen von Moden
ho¨herer Ordnung, wird mit Hilfe der H2-Normen nach [Sch, 1994] oder [UnbR, 1997]
des Originalsystems H2,or. und des reduzierten Systems H2,red.
e =
H2,or.
H2,red.
mit H2 =
√√√√ k∑
l=1
|H(l)|2 (3.27)
fu¨r die diskreten Frequenzga¨nge H(l) bestimmt.
3.2 Mechanik des kompressiblen Fluides
Im Gegensatz zu mechanischen Festko¨rpern ist die Angabe von Ra¨ndern bei Fluidpro-
blemen ha¨ufig schwierig oder unmo¨glich. Die beschreibenden Gleichungen bedienen sich
der Mechanik der Wellenausbreitung, wobei zwischen kompressiblen und inkompressi-
blen Medien unterschieden wird. Gegenstand dieses Unterkapitels ist das kompressible
Fluid. Die Ableitung der Lo¨sung fu¨r Kugelstrahler und der nachfolgende U¨bergang auf
Punktstrahler dient der Synthese von Schallquellen komplizierter Geometrie. Damit ist
das Abstrahlverhalten einer Vielzahl von Strukturen in das Freifeld berechenbar.
Fluide werden durch einige Stoffgro¨ßen beschrieben, welche im Vorfeld zu definie-
ren sind. Die Schallgeschwindigkeit c bestimmt die Fortpflanzungsgeschwindigkeit von
Sto¨rungen in Medien (Festko¨rpern, Flu¨ssigkeiten und Gasen), die vernachla¨ssigbare
Dichtea¨nderungen zur Folge haben. Allgemein gilt:
c2 =
1
∂ρ(p,S)
∂p
fu¨r konstante Entropie S. (3.28)
Die Schallgeschwindigkeit ist unabha¨ngig von Art und Amplitude der Anregung der
Medien und wird mit Hilfe des Kompressionsmoduls K und der Dichte ρ des Mediums
berechnet
c0 =
√
K
ρ0
. (3.29)
Der Kompressionsmodul K bestimmt sich fu¨r Gase unmittelbar aus dem statischen
Druck und dem Verha¨ltnis der spezifischen Wa¨rmen κ. Die Vorga¨nge verlaufen so
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schnell, daß eine isentrope Zustandsa¨nderung angenommen wird.
c =
√
κp
ρ
=
√
κRT (3.30)
Letztere Form in Gleichung (3.30) ergibt sich, wenn die Zustandsgleichung fu¨r ideale
Gase mit der absoluten Temperatur T und der Gaskonstanten R eingesetzt wird.
Die Grundgleichungen fu¨r ein ruhendes homogenes Fluid (Gas oder Flu¨ssigkeit)
ergeben sich aus dem Newtonschen Gesetz, angewandt auf ein differentiell kleines Volu-
men (Abbildung 3.4) mit den Abmessungen dx1, dx2 und dx3, und der Beru¨cksichtigung
der Massentra¨gheit des Elementes. Die Tra¨gheitskraft setzt sich aus Masse des Elemen-
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Abbildung 3.4: Statisches Gleichgewicht am differentiellen Fluidelement
tes dm multipliziert mit der Beschleunigung u˙ zusammen und ergibt
u˙k dm = u˙kρ0 dxi dxj dxk . (3.31)
Die Beschleunigung ist die Ableitung der Teilchengeschwindigkeit u nach der Zeit. Da
die Teilchengeschwindigkeit aber auch vom Ort abha¨ngig ist, ist das totale Differential
zu bilden.
dui
dt
=
∂ui
∂t
+
∂ui
∂xj
uj mit
∂ui
∂xj
uj  ∂ui
∂t
(3.32)
Der Term ∂ui
∂xi
ui ist dabei sehr viel kleiner als
∂ui
∂t
(um den Faktor ui/c0) und wird
vernachla¨ssigt. Die Bildung des Kraftgleichgewichtes unter Beru¨cksichtigung der linea-
risierten Tra¨gheitskraft in einer Richtung ergibt:
p dxi dxj −
(
p+
∂p
∂xk
dxk
)
dxi dxj − ρ0∂uk
∂t
dxk dxi dxj = 0 (3.33)
Durch Ausmultiplizieren und anschließende Division durch das differentielle Volumen
(dxkdxidxj) resultiert schließlich folgende Formulierung:
∂p
∂xk
+ ρ0
∂uk
∂t
= 0 (3.34)
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Die Gleichung wird als Vektorgleichung fu¨r den dreidimensionalen Fall durch
ρ0
∂u
∂t
+∇p = 0 (3.35)
definiert. Gleichung (3.35) wird als dreidimensionaler linearisierter Impulserhaltungs-
satz bezeichnet.
Das Aufstellen der Massenbilanz des durchstro¨mten Volumenelementes wird zur
Ableitung des Prinzips von der Erhaltung der Masse genutzt. Ist die in das Volumen
einstro¨mende Masse gro¨ßer als die ausstro¨mende Masse, hat das zur Folge, daß die
Dichte im Inneren des Volumens ansteigt. Die Fluiddichte ρtot = ρ0+∆ρ setzt sich aus
der Umgebungsdichte ρ0 und der A¨nderung Dichte durch akustische Wellenvorga¨nge ∆ρ
zusammen. Die Bilanz des Massentransportes durch das differentielle Volumen liefert:
ρtotuk dxi dxj −
(
ρtotuk +
∂ρtotuk
∂xk
dxk
)
dxi dxj − ∂ρtot
∂t
dxk dxi dxj = 0 (3.36)
Das Umstellen der Gleichung und anschließende Division durch das differentielle Vo-
lumen (dxkdxidxj) liefert unter Beru¨cksichtigung aller Koordinatenrichtungen die Be-
ziehung (3.37), in der die einstro¨mende Masse eine Massenzunahme verursacht.
∂ρtotui
∂xi
+
∂ρtotuj
∂xj
+
∂ρtotuk
∂xk
+
∂ρtot
∂t
= 0 (3.37)
Durch eine Auswertung des Produktes ρtotuk = (ρ0 + ρ)uk wird die Gleichung (3.37)
weiter vereinfacht. Der Term ρuk ist das Produkt zweier kleiner Gro¨ßen und wird daher
vernachla¨ssigt. Da ρ0 nicht von der Zeit abha¨ngig ist, vereinfacht sich auch die Zeitab-
leitung ∂ρtot
∂t
zu ∂ρ
∂t
. Aus Gleichung (3.37) ergibt sich mit den beiden Vereinfachungen
ρ0
(
∂ui
∂xi
+
∂uj
∂xj
+
∂uk
∂xk
)
+
∂ρ
∂t
= 0 . (3.38)
Diese Formulierung wird als Vektorgleichung fu¨r den dreidimensionalen Fall mit Hilfe
des Divergenzoperators ∇. ausgedru¨ckt:
∂ρ
∂t
+ ρ0∇.u = 0 (3.39)
Die Beziehung (3.39) bezeichnet den linearisierten Satz von der Erhaltung der Masse.
Durch Anwendung des Divergenzoperators ∇. auf Gleichung (3.35) und Zeitablei-
tung von Gleichung (3.39) kann ∇.u mit Hilfe beider Gleichungen eliminiert werden:
−∂
(
∂ρ
∂t
+ ρ0∇.u
)
∂t
+∇.
(
ρ0
∂u
∂t
+∇p
)
= ∇2p− ∂
2ρ
∂t2
(3.40)
Der Druck p und die Dichte ρ sind durch die thermische Zustandsgleichung miteinander
verknu¨pft. Fu¨r die linearisierte Gleichung (3.40) gilt der Zusammenhang p = c20ρ. Es
ergibt sich
1
c20
∂2p
∂t2
−∇2p = 0 . (3.41)
Die jetzt entstandene Formulierung wird als Wellengleichung bezeichnet und soll im
Folgenden als Grundgleichung fu¨r weitere Untersuchungen dienen. Die Ausfu¨hrungen
der na¨chsten Abschnitte beschra¨nken sich auf die Lo¨sung der Wellengleichung fu¨r die
am ha¨ufigsten auftretenden Fa¨lle.
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3.2.1 Verhalten im Freifeld (Kugel- und Punktstrahler)
Den einfachsten Fall dreidimensionaler Wellenausbreitung stellt die kugelfo¨rmige Welle
dar. Diese Wellenart wird zum Beispiel von einer pulsierenden Kugel erzeugt. Die
Wellen breiten sich dadurch in radialer Richtung gleichfo¨rmig aus. Fu¨r die kugelfo¨rmige
Wellenausbreitung wird der ra¨umliche Operator auf Kugelkoordinaten transformiert
∇2p = 1
r2
∂
∂r
(
r2
∂p
∂r
)
(3.42)
und es ergibt sich fu¨r die Wellengleichung (3.41) die Darstellung in Kugelkoordinaten
1
c20
∂2p
∂t2
− 1
r2
∂
∂r
(
r2
∂p
∂r
)
= 0 . (3.43)
Die Abstrahlung erfolgt gleichfo¨rmig u¨ber der gesamten Kugeloberfla¨che und ist
damit lediglich vom betrachteten Radius abha¨ngig. Die Multiplikation von Gleichung
(3.43) mit r liefert
1
c20
∂2(rp)
∂t2
− ∂
2(rp)
∂r2
= 0 . (3.44)
Eine Ansatzfunktion fu¨r obiges Problem wird aus der Lo¨sung fu¨r die eindimensio-
nale Wellengleichung abgeleitet [NeEl, 1994].
rp(r, t) = f(t− r/c0) + g(t+ r/c0) (3.45)
Dabei ist f(t− r/c0) eine sich vom Ort der Entstehung weg bewegende und g(t+ r/c0)
eine sich zum Ort der Entstehung hin bewegende Welle. Bei Freifeldbedingungen wird
g(t+r/c0) im Allgemeinen vernachla¨ssigt. Der Faktor k wird als Wellenzahl bezeichnet
und ergibt sich mit der Kreisfrequenz ω und der Schallgeschwindigkeit c0 zu
k =
ω
c0
. (3.46)
Die Annahme eines harmonischen Verlaufes des Druckes rechtfertigt die Aufspaltung
in einen o¨rtlich- und einen zeitlich vera¨nderlichen Term (entspricht Separation der
Vera¨nderlichen). Mit Gleichung (3.45), Gleichung (3.46) und der Annahme des harmo-
nischen Verlaufes der Anregung wird die Druckverteilung durch
p(r, t) = p(r) ejωt = A
e−jkrejωt
r
. (3.47)
beschrieben. Druck und Partikelgeschwindigkeit sind nach Gleichung (3.34) (Impul-
serhaltungssatz) miteinander verknu¨pft. Das Einsetzen der Ortskomponente p(r) in
Gleichung (3.34) und anschließendes Auflo¨sen nach u(r) ergibt
u(r) =
Ae−jkr
jωρ0
(
jk
r
+
1
r2
)
. (3.48)
Durch die Einfu¨hrung der spezifischen akustischen Impedanz z als Funktion vom Radi-
us r kann der Zusammenhang zwischen Druck und Partikelgeschwindigkeit dargestellt
werden als:
z(r) =
p(r)
u(r)
= ρ0 c0
(
jkr
1 + jkr
)
(3.49)
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Die Annahme einer pulsierenden Kugel mit dem Radius a und der komplexen normalen
Oberfla¨chengeschwindigkeit Ua ergibt fu¨r eine Kugel mit dem selben Mittelpunkt wie
erstere, dem Radius r und der komplexen normalen Oberfla¨chengeschwindigkeit u(r)
p(r) = ρ0 c0aUa
(
jka
1 + jka
)
e−jk(r−a)
r
. (3.50)
Wird weiterhin eine Quellensta¨rke oder ein Volumenfluß fu¨r eine Kugel a→ 0 definiert
q = 4pia2Ua , (3.51)
ergibt sich fu¨r kleine Werte von (ka) die in der Akustik oft angewandte Annahme eines
Punktstrahlers
p(r) =
jωρ0 qe
−jkr
4pir
ka 1 . (3.52)
Die Ausfu¨hrungen sollen sich in diesem Abschnitt auf den Punktstrahler beschra¨n-
ken. Schallquellen mit komplizierterer Geometrie ko¨nnen aus Punktstrahlern nach Glei-
chung (3.52) oder Kugelstrahlern nach Gleichung (3.50) konstruiert werden und sollen
im na¨chsten Abschnitt genauer untersucht werden.
3.2.2 Strahlersynthese
Die Annahme eines Punktstrahlers ist ein fu¨r viele Anwendungen geeignetes Verfahren,
besonders wenn die Schallquelle sehr klein oder sehr weit entfernt ist. Fu¨r einige An-
wendungen ist es jedoch notwendig, genauere Informationen der Schallquelle zu kennen.
Reale Strukturen besitzen in vielen Fa¨llen ein Abstrahlverhalten, dessen Beschreibung
durch einen Kugel- oder Punktstrahler nicht ausreichend genau nachgebildet werden
kann. Deshalb wird eine Methode vorgestellt, mit welcher eine Schallquelle komplizier-
ter Geometrie aus Punktstrahlern oder Kugelstrahlern synthetisiert werden kann. Eine
du¨nne schwingende Fla¨che fu¨hrt im unteren Frequenzbereich nur Bewegungen senkrecht
zur Oberfla¨che aus, da ihre Biegesteifigkeit wesentlich geringer als ihre Dehnsteifigkeit
ist. Die Oberfla¨chengeschwindigkeit der Fla¨che ist an der Grenze zum umgebenden Me-
dium gleich der Schallschnelle. Zur Vermeidung des Druckausgleiches zwischen Ober-
und Unterseite u¨ber den Ra¨ndern der Fla¨che ist sie von einer unendlich großen starren
Wand umgeben. Abbildung 3.5 zeigt die diskretisierte Fla¨che mit der starren Wand
und die Ermittlung des Abstandes r zwischen zwei ihrer Teilfla¨chen und dem Punkt
M . Der PunktM dient zur Auswertung des Schalldruckes, den die Gesamtstruktur ab-
strahlt. Die Berechnung der normalen Schwinggeschwindigkeit des Mittelpunktes der
Teilfla¨chen erfolgt mit Hilfe einer Projektionsmatrix L vom Format NEl ×NNo. Dabei
bezeichnet NEl die Anzahl der Teilfla¨chen und NNo die Anzahl der Knotenpunkte.
w˙El = Lw˙No (3.53)
Der Abstand des Mittelpunktes Pi jeder Fla¨che zum Referenzpunkt M berechnet sich
aus dem absoluten Betrag des Richtungsvektors (Pi −M). Der Schalldruck eines Ku-
gelstrahlers wird durch Gleichung (3.50) beschrieben. Es ist nun zu beachten, daß es
sich bei dem betrachteten Pha¨nomen um eine halbkugelfo¨rmige Quelle (Kugelquelle
vor einer Wand) handelt, die demnach auch nur die Ha¨lfte des Volumenflusses einer
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Abbildung 3.5: Ermittlung des Abstandes r fu¨r die Strahlersynthese
Kugelquelle besitzt, aber den selben Schalldruck erzeugt [CrHe, 1996]. Ist die Quelle
klein genug, ist ihre Geometrie unerheblich, nur der von ihr erzeugte Volumenfluß
q = AUa (3.54)
mit der Fla¨che A und der mittleren Geschwindigkeit Ua ist entscheidend. Der eigentli-
che Grundgedanke ist nun die Summation der Schalldru¨cke der einzelnen Punktquellen
am Referenzpunkt M . Es ist allerdings zuna¨chst die Betrachtung des Faktors (ka)
aus Gleichung (3.50) fu¨r die Entscheidung, ob ein Kugelstrahler oder ein Punktstrah-
ler beno¨tigt wird, notwendig. Sind die Abmessungen a und die ho¨chste Frequenz ωg
im betrachteten Frequenzbereich klein genug, kann von der Modellierung eines Ku-
gelstrahlers auf den Punktstrahler u¨bergegangen werden. Die explizite Vorgabe einer
relativen Fehlerschranke fu¨r den Druck wird als Entscheidungskriterium herangezogen.
Die Fehlerschranke wird im logarithmischen Maßstab mit
ε = 20 lg
( |pP | − |pK |
|pP |
)
mit ε = 1dB (3.55)
vereinbart. Dabei bezeichnet pK den vom Kugelstrahler erzeugten Schalldruck und
pP den Schalldruck des Punktstrahlers. In Abbildung 3.6 ist die Fehlerfunktion in
Abha¨ngigkeit vom Radius des Strahlers a und der ho¨chsten Kreisfrequenz ωg im be-
trachteten Frequenzbereich dargestellt. Die durchgezogene Linie kennzeichnet die Feh-
lerschranke. Fu¨r große Werte von ωg sind daher kleine Strahlungsfla¨chen anzustreben,
um die Fehlerschranke zu unterschreiten und damit die Gu¨ltigkeit der Punktstrahler-
synthese zu sichern. Im Folgenden wird davon ausgegangen, daß die Fla¨chen und Fre-
quenzen klein genug sind und dadurch die Abstrahlung mit Hilfe von Punktstrahlern
modelliert werden kann. Nun wird die Summation zur Berechnung des Schalldruckes
ausgefu¨hrt.
pges =
jωρ0
2pi
(
q1e
−jkr1
r1
+
q2e
−jkr2
r2
+ · · ·+ qne
−jkrn
rn
)
=
jωρ0
2pi
n∑
i=1
qie
−jkri
ri
(3.56)
Somit ergibt sich am Referenzpunkt M der Schalldruck der Gesamtquelle pges. Aus
dieser Form der Berechnung des Schalldruckes ist leicht ersichtlich, daß fu¨r Schwin-
gungsmuster mit einer geraden Anzahl von Halbwellen der Fla¨che in einer großen Ent-
fernung von ihr kein Schalldruck entstehen kann. Da dann alle ri na¨herungsweise gleich
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Abbildung 3.6: Der Fehler in Abha¨ngigkeit von Teilstrahlergro¨ße und Kreis-
frequenz
sind (vorausgesetzt der Ursprung zur Ermittlung von ri liegt in der Na¨he des Mittel-
punktes der strahlenden Fla¨che) ergibt die Summation einen sehr kleinen Wert fu¨r
den Druck. Im Gegensatz dazu wird durch Schwingungsmuster mit einer ungeraden
Anzahl von Halbwellen in beiden Richtungen ein Druck entstehen. Im betrachteten
Frequenzbereich wird davon ausgegangen, daß die schwingende Struktur modal be-
schreibbar ist. Die schwach geda¨mpften mechanischen Systeme (vgl. Abschnitt 3.1)
sind durch ein U¨bertragungsverhalten gekennzeichnet, welches große Amplituden der
Schwinggeschwindigkeit lediglich in einer engen Umgebung der Eigenkreisfrequenzen
zula¨ßt. Dadurch kann auch nur in der Na¨he der Eigenfrequenzen eine Schallabstrah-
lung erfolgen. Zudem tragen nur Schwingformen mit ungerader Anzahl an Halbwellen
nennenswert zur Schallabstrahlung im betrachteten Frequenzbereich bei.
3.2.3 Verhalten im abgeschlossenen Raum
In abgeschlossenen, durch starre Wa¨nde begrenzten Ra¨umen kommt es durch harmoni-
sche Anregung des fluiden Mediums zur Ausbildung stehender Wellenfelder. Im eindi-
mensionalen Fall wird diese Anordnung als Helmholtz-Resonator bezeichnet. Diese An-
ordnung la¨ßt sich ohne weiteres auf den ra¨umlichen Fall erweitern. Ziel der analytischen
Untersuchungen ist die Verifikation der spa¨ter angestellten numerischen Berechnungen
von akustischen Moden mit strukturmechanischen finiten Elementen.
Ausgehend von der Wellengleichung (Gleichung (3.41)) la¨ßt sich durch Separati-
on der Vera¨nderlichen nach Gleichung (3.57) mit Hilfe von Randbedingungen ein Ei-
genwertproblem darstellen. Die Ermittlung der Eigenfrequenzen und Eigenvektoren
des Luftvolumens im abgeschlossenen Raum ist Gegenstand dieses Abschnittes. Der
komplexe Druck p(x, t) wird in Anteile von ortsvera¨nderlichen und zeitvera¨nderlichen
Gro¨ßen aufgespalten.
p(x, t) = po(x) pt(t) (3.57)
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Das Einsetzen von Gleichung (3.57) in Gleichung (3.41) liefert
1
c20
1
pt(t)
∂2pt(t)
∂t2︸ ︷︷ ︸
−ω2
po(x)−∇2 po(x) = 0 . (3.58)
Fu¨r den Term der zweifachen partiellen Ableitung nach der Zeit kann nach der Separa-
tion auch ∂
2pt(t)
∂t2
= d
2pt(t)
dt2
geschrieben werden, da pt nur noch von der Zeit abha¨ngig ist.
Nach Gleichung (3.46) wurde der Faktor ω
c0
mit k bezeichnet, so daß Gleichung (3.58)
nun folgende Form annimmt:
(
k2 +∇2) po(x) = (k2 + ∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
)
po(x) = 0 (3.59)
Diese Form wird als dreidimensionale Helmholtz-Gleichung bezeichnet. In der zweiten
Darstellung in Gleichung (3.59) ist der Laplace-Operator fu¨r kartesische Koordinaten
ausfu¨hrlich geschrieben. Fu¨r die explizite Auflo¨sung von Gleichung (3.59) ist es sinnvoll
den Druck po(x) nochmals nach den einzelnen Raumrichtungen zu separieren:
po(x) = po1(x1) po2(x2) po3(x3) (3.60)
Die Anwendung des Separationsansatzes nach Gleichung (3.60) auf Gleichung (3.59)
ergibt:
k2 +
1
po1(x1)
∂2po1(x1)
∂x21
+
1
po2(x2)
∂2po2(x2)
∂x22
+
1
po3(x3)
∂2po3(x3)
∂x23
= 0 (3.61)
Nun ist es naheliegend, da die Gleichung aus einer Summe dreier unabha¨ngiger Funk-
tionen aufgebaut ist, auch k2 in eine Summe mit drei unabha¨ngigen Koeffizienten zu
zerlegen.
k2 =
3∑
i=1
k2i (3.62)
Die Konstante k2i ha¨ngt dabei nur von der Druckkomponente poi ab und ist durch eine
Differentialgleichung zweiter Ordnung mit ihr verknu¨pft. Da poi nur noch von einer
Vera¨nderlichen abha¨ngt, kann ∂
2poi(xi)
∂x2i
= d
2poi(xi)
dx2i
geschrieben werden. Gleichung (3.61)
ist dabei nur erfu¨llt, wenn gilt:
k2i +
1
poi(xi)
d2poi(xi)
dx2i
= 0 . (3.63)
Nach dieser Umformung ist nun ein System aus drei gewo¨hnlichen Differentialgleichun-
gen zweiter Ordnung entstanden, welche zu lo¨sen sind. Fu¨r ein quaderfo¨rmiges Volumen
kann die Lo¨sung des Eigenwertproblems leicht angegeben werden und soll nun exem-
plarisch demonstriert werden. Die Geschwindigkeiten an den Ra¨ndern sind gleich Null.
Deshalb sind auch die Schallschnellen (Partikelgeschwindigkeiten) normal zum Rand
an diesen Orten gleich Null:
u(xi) = − 1
jωρ0
∂p
∂xi
= 0 mit


u(x1 = 0) = 0 , u(x1 = l1) = 0
u(x2 = 0) = 0 , u(x2 = l2) = 0
u(x3 = 0) = 0 , u(x3 = l3) = 0
(3.64)
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Daraus folgt, daß der Druckgradient ∂p
∂xi
an den Ra¨ndern ebenfalls verschwinden muß.
Nun wird ein Satz von Funktionen gesucht, welcher die vorgegebenen Randbedingungen
erfu¨llt. Die Cosinus-Funktion kann die Gleichung (3.63) und die Randbedingungen fu¨r
den Druckgradienten erfu¨llen. Die Ansatzfunktionen mu¨ssen noch den Voraussetzungen
in Gleichung (3.65) genu¨gen, damit die Randbedingungen erfu¨llt werden.
poi(xi) = Bi cos kixi mit ki =
ni pi
li
und ni ∈ N. (3.65)
Jetzt kann eine geschlossene Lo¨sung von Gleichung (3.59) formuliert werden:
po(x) =
∞∑
n=0
Bn ξn =
∞∑
n=0
Bn
3∏
i=1
cos
(
ni pixi
li
)
(3.66)
Diese Form ist eine allgemeine Lo¨sung der Helmholtz-Gleichung, welche die Randbe-
dingungen stets erfu¨llt. Dabei stellt n einen Tripel der Konstanten (n1, n2, n3) und Bn
eine beliebige komplexe Konstante dar. Zu jeder der Kombinationen der ni geho¨rt eine
Eigenfunktion ξn und eine Eigenkreisfrequenz ωn. Die Berechnung der Eigenkreisfre-
quenzen erfolgt durch Einsetzen der ki aus Gleichung (3.65) in Gleichung (3.62) und
mit der Definition von k aus Gleichung (3.46). Daraus ergibt sich
ωn = c0
√√√√ 3∑
i=1
(
nipi
li
)2
. (3.67)
Die Lo¨sung der Helmholtz-Gleichung liegt in kontinuierlicher Form vor. Fu¨r weitere
Berechnungen ist es sinnvoll, die Lo¨sung zu diskretisieren, da auch die Lo¨sung fu¨r die
mechanische Struktur in diskreter Form vorliegt. Dadurch ergeben sich die Eigenvek-
toren des Druckes fu¨r das Fluid. Die Diskretisierungsschrittweite ist so zu wa¨hlen, daß
die Koordinaten der Stu¨tzstellen der Eigenvektoren an der Koppelstelle zwischen Fluid
und mechanischer Struktur auf die mechanische Struktur abgebildet werden ko¨nnen.
Das Volumen besitzt in diesem Fall eine sehr einfache Geometrie, so daß eine Lo¨sung fu¨r
die Helmholtz-Gleichung leicht gefunden werden kann. Fu¨r beliebige Geometrien ist es
sinnvoll, numerische Verfahren zur Lo¨sung der Gleichung heranzuziehen. Die Methode
der finiten Elemente ist geeignet, das Eigenwertproblem effizient zu lo¨sen.
Da nicht alle FE-Systeme Fluidelemente enthalten, sollen strukturmechanische fini-
te Elemente (elastische 3D Elemente) zur Berechnung von Eigenfrequenzen und Eigen-
vektoren des Fluides benutzt werden. Dazu sind im Vorfeld einige Analogiebetrach-
tungen notwendig. Im Gegensatz zum Verschiebungsfeld (vektorielles Feld) ist das
Druckfeld ein skalares Feld. Die strukturmechanischen finiten Elemente weisen daher
eine weit ho¨here Anzahl von Freiheitsgraden auf, als fu¨r die Berechnung der Druck-
verteilung notwendig sind. Die Verschiebungen in zwei Dimensionen sind an jedem
Knoten zu verhindern. So wird erreicht, daß die Eigenvektoren des Druckes auf einem
Freiheitsgrad des Knotens berechnet werden ko¨nnen (alle anderen Freiheitsgrade sind
eliminiert). Daraus resultiert weiterhin, daß die Steifigkeitsmatrix fu¨r die Eigenwert-
analyse des Fluides eine einfachere Form als die einer mechanischen Struktur annimmt.
Zur Ableitung der modifizierten Materialparameter werden die Grundgleichungen der
linearen Elastizita¨tstheorie fu¨r isotropes Material genutzt. Die Umformung der Glei-
chungen und die Auflo¨sung nach den Verschiebungen ergibt die Navier-Cauchyschen
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Gleichungen (vergl. [Sza, 1994], [GHSW, 1993], [AlAl, 1994]) in der Schreibweise mit
Lame`schen Parametern (µ und λ)
(λ+ 2µ)
(
∂2w1
∂x21
)
+ µ
∂2w1
∂x22
+ µ
∂2w1
∂x23
+
(λ+ µ)
(
∂2w2
∂x1∂x2
+
∂2w3
∂x1∂x3
)
+ f1 = ρ
∂2w1
∂t2
. (3.68)
Durch die Verhinderung der Verschiebungen in der zweiten und dritten Dimension wird
nur eine der drei Verschiebungsdifferentialgleichungen beno¨tigt. Die a¨ußeren Kra¨fte fi
sind fu¨r die Lo¨sung des Eigenwertproblems gleich Null. Der Vergleich der Koeffizien-
ten von Gleichung (3.68) mit der Wellengleichung (Gleichung (3.41)) in ausfu¨hrlicher
Schreibweise
∂2p
∂x21
+
∂2p
∂x22
+
∂2p
∂x23
=
1
c20
∂2p
∂t2
(3.69)
liefert:
ρ =
1
c20
; µ = 1 ; (λ+ 2µ) = 1 ;
(
∂2w2
∂x1∂x2
+
∂2w3
∂x1∂x3
)
= 0 und f1 = 0 (3.70)
Durch die Analogiebetrachtung sind die Dichte und die Lame`schen Parameter µ und
λ bekannt. In der Schreibweise mit Lame`schen Parametern gilt: µ ≡ G. Fu¨r die Anga-
be der Elastizita¨tsmatrix (bzw. Nachgiebigkeitsmatrix) im FE-Programm sind deren
Elemente zu ermitteln. Fu¨r isotropes Material gilt:

σ11
σ22
σ33
σ23
σ13
σ12

 =


λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ




ε11
ε22
ε33
ε23
ε13
ε12

 (3.71)
Es ergibt sich fu¨r die Elastizita¨tsmatrix folgende Konfiguration (siehe [Eve, 1981]):
E =


1 −1 −1 0 0 0
−1 1 −1 0 0 0
−1 −1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (3.72)
Damit sind die fu¨r die Ermittlung der Eigenfrequenzen und Eigenvektoren des Fluides
mit strukturmechanischen finiten Elementen notwendigen Parameter bestimmt.
3.3 Struktur-Akustik Interaktion
Bei vielen Fragen in der Praxis ist nicht ausschließlich das Schwingungsverhalten der
mechanischen Struktur relevant, sondern auch welcher Schallpegel durch die Schwin-
gungen entsteht. Viele mechanische Strukturen weisen eine konstruktive Gestaltung
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abgestrahlte Wellen
(ins Freifeld)
kompressibles Fluid
(im abgeschlossenen Raum)
elastische Struktur
Wellenfeld
(im abgeschlossenen Raum)
starre Wand
Abbildung 3.7: Die Fluid-Struktur Wechselwirkung
nach Abbildung 3.7 auf, d.h. es existieren starre und elastische Bereiche einer Hu¨lle,
in welche Aggregate integriert sind. Durch die Schwingungen der elastischen Berei-
che wird ein a¨ußeres und ein inneres Schallfeld induziert. Je geringer der Dichteun-
terschied zwischen mechanischer Struktur und fluidem Medium, desto sta¨rker wirken
sich die Koppelkra¨fte auf das Systemverhalten aus und ko¨nnen eventuell nicht mehr
vernachla¨ssigt werden. Weiteren Einfluß auf die Koppelkra¨fte besitzen der Kompres-
sionsmodul bzw. Elastizita¨tsmodul und die Abmessungen von mechanischer Struktur
und fluidem Medium. Da die Ausbildung des Schallfeldes in gasfo¨rmigen Medien Ge-
genstand der Betrachtungen ist, ko¨nnen die Ru¨ckkopplungskra¨fte fu¨r die Abstrahlung
ins Freifeld wegen des im Allgemeinen großen Dichteunterschiedes zwischen mechani-
scher Struktur und Fluid (ρs/ρf ≈ 103) vernachla¨ssigt werden. Die Wechselwirkung
zwischen abgeschlossenem Raum und Struktur wird dagegen unter Beru¨cksichtigung
der Ru¨ckkopplung modelliert (der abgeschlossene Raum stellt ein kleines Volumen mit
relativ hoher Steifigkeit dar).
In diesem Unterkapitel wird die Kopplung von mechanischer und fluider Struktur
im Modalraum behandelt. Dabei wird auf Besonderheiten bei der Lo¨sung des Eigen-
wertproblems eingegangen. Diese Vorgehensweise ist mit Einschra¨nkungen verbunden.
Die Berechnungen sind nur fu¨r die unteren Moden und in einem Frequenzbereich mit
geringer modaler Dichte sinnvoll, da die numerische Ermittlung von Eigenvektoren
und Eigenfrequenzen mit zunehmender Ordnungszahl mit einem hohen Aufwand (die
Abbildung der Realita¨t durch das Modell muß detaillierter geschehen) verbunden ist.
Zum Teil sind die Moden ho¨herer Ordnung mit deterministischen Methoden nicht mehr
realita¨tsnah zu modellieren. Zur Berechnung des ho¨heren Frequenzbereiches existieren
Methoden, welche mit energetischen Ansa¨tzen arbeiten (z.B. die statistische Energie-
analyse).
3.3.1 Struktur-Fluid Schnittstelle
In diesem Abschnitt wird anhand einer exemplarischen Darstellung das Prinzip der
Kopplung zwischen Struktur und Fluid behandelt. Fu¨r die Realisierung der Kopplung
werden die Randbedingungen zwischen Struktur und Fluid als Kraftgleichgewicht am
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differentiellen Element formuliert (Abbildung 3.8). Die Struktur bewegt sich dabei
normal zu ihrer Mittelfla¨che in x3-Richtung. Ausgehend von Gleichung (3.34) wird
die Struktur-Fluid Randbedingung an der Koppelstelle mit u3 = w˙3 formuliert. Das
dx3 dx  dx1 2
rf 1 2dx  dx dx3
dt
2
d w
2
3
x3
x2
x1
dx1
dx2
dx3
¶x3
¶p
Abbildung 3.8: Die Fluid-Struktur Randbedingung
Kraftgleichgewicht in differentieller Schreibweise ergibt am Element in x3-Richtung
∂p
∂x3
dx3 dx1 dx2 − ρf dx1 dx2 dx3d
2w3
dt2
= 0 . (3.73)
Beide zu koppelnde Strukturen liegen in diskreter Beschreibung vor, so daß auch die
Randbedingung in diskreter Schreibweise formuliert werden muß. Fu¨r die Diskretisie-
rung und anschließende Herleitung der Koppelmatrix werden Interpolationsfunktionen
genutzt. Dabei erfolgt die Unterteilung des Lo¨sungsgebietes in Elemente. Fu¨r Rechteck-
elemente wird die Vorgehensweise exemplarisch gezeigt. Zuerst ist der Ansatz fu¨r das
Strukturelement vorzunehmen (Ansatz fu¨r ein 2D Struktur-Element). Dafu¨r werden die
aus der FEM bekannten linearen Ansatzfunktionen genutzt. Das Element besitzt die
x3,n
x2
x1
1 [-1,-1]
4 [-1,1]
2 [1,-1]
3 [1,1]
lx2
lx1
Abbildung 3.9: Koordinatensystem und natu¨rliche Koordinaten eines ebenen
Elementes mit 4 Knoten
Elementla¨ngen lξ1 und lξ2 . Die Formfunktionen fu¨r jede der Diskretisierungsstu¨tzstellen
im Element lauten:
N1 =
1
4
(1− ξ1) (1− ξ2)
N2 =
1
4
(1 + ξ1) (1− ξ2)
N3 =
1
4
(1 + ξ1) (1 + ξ2)
N4 =
1
4
(1− ξ1) (1 + ξ2)
(3.74)
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Das Element liegt in der x3-Ebene. Mit den Stu¨tzwerten ai an den Knoten i = 1, 2, 3, 4
ergibt sich die Verschiebung des Elementes in x3-Richtung zu:
w3 =
[
N1 N2 N3 N4
]


a1
a2
a3
a4

 (3.75)
Die analoge Vorgehensweise wird bei dem Fluidvolumen angewandt. Es handelt sich
hierbei lediglich um ein dreidimensionales Quaderelement mit linearen Ansatzfunktio-
nen. Das Element besitzt die Elementla¨ngen lξ1 , lξ2 und lξ3 . Die Formfunktionen fu¨r
x3
x2
x11 [-1,-1,-1]
2 [1,-1,-1]
3 [1,1,-1]
4 [-1,1,-1]
5 [-1,-1,1]
6 [1,-1,1]
7 [1,1,1]
8 [-1,1,1]
lx2
lx3
lx1
Abbildung 3.10: Koordinatensystem und natu¨rliche Koordinaten eines 3D
Elementes mit 8 Knoten
jede der Diskretisierungsstu¨tzstellen im Element lauten:
N1 =
1
8
(1− ξ1) (1− ξ2) (1− ξ3)
N2 =
1
8
(1 + ξ1) (1− ξ2) (1− ξ3)
N3 =
1
8
(1 + ξ1) (1 + ξ2) (1− ξ3)
N4 =
1
8
(1− ξ1) (1 + ξ2) (1− ξ3)
N5 =
1
8
(1− ξ1) (1− ξ2) (1 + ξ3)
N6 =
1
8
(1 + ξ1) (1− ξ2) (1 + ξ3)
N7 =
1
8
(1 + ξ1) (1 + ξ2) (1 + ξ3)
N8 =
1
8
(1− ξ1) (1 + ξ2) (1 + ξ3)
(3.76)
Mit den Stu¨tzwerten bi an den Knoten i = 1 . . . 8 ergibt sich der Druck im Element zu:
p =
[
N1 N2 N3 N4 N5 N6 N7 N8
]


b1
b2
b3
b4
b5
b6
b7
b8


(3.77)
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Nun kann die Kopplung zwischen den beiden Elementen erfolgen. In der Literatur
[ZiNe, 1969], [MoOh, 1995] u.a. werden ausgehend von der Variationsformulierung fol-
gende Koppelgleichungen hergeleitet:
Fp = Kp und Ps = −ρf KT w¨ mit K =
∫
Γs
NTS nNF dΓs (3.78)
Dabei stellt die KoppelmatrixK die Beziehung zwischen dem Fluiddruck p an den Kno-
ten (i = 1...4) und den Knotenkra¨ften der Struktur induziert durch den Fluiddruck her.
Die Ansatzfunktionen des Fluides NF und der Struktur NS werden u¨ber der Element-
fla¨che unter Beru¨cksichtigung des Normalenvektors n integriert. Fu¨r die Herleitung
wird vorausgesetzt, daß die Elementkanten parallel zu den globalen Koordinaten ver-
laufen. Dadurch ist der Normalenvektor auf der Fla¨che ξ3 = 1 des Volumenelementes
in natu¨rlichen Koordinaten folgendermaßen definiert:
n = rξ1 × rξ2 =
∣∣∣∣∣∣
e1 e2 e3
1 0 0
0 1 0
∣∣∣∣∣∣ =

 00
1

 (3.79)
Die Transformationsbeziehungen zwischen Koordinaten und natu¨rlichen Koordinaten
lauten wie folgt:
x1 = x
(0)
1 +
lξ1
2
ξ1
x2 = x
(0)
2 +
lξ2
2
ξ2
und
dx1 =
lξ1
2
dξ1
dx2 =
lξ2
2
dξ2
(3.80)
Da die beschreibenden Gleichungen fu¨r die zu integrierenden Ansatzfunktionen in na-
tu¨rlichen Koordinaten formuliert sind, sind auch die Integrationsgrenzen in natu¨rlichen
Koordinaten zu beschreiben.
K =
lξ1lξ2
4
1∫
−1
1∫
−1
NTS nNF dξ1dξ2 (3.81)
Die Integration der Ansatzfunktionen ergibt die Elementkoppelmatrix:
K =
lξ1 lξ2
36


4 2 1 2
2 4 2 1
1 2 4 2
2 1 2 4

 (3.82)
Durch die Anwendung der Elementkoppelmatrix auf alle zu koppelnden Fla¨chen
ergibt sich die Gesamtkoppelmatrix zwischen der Struktur und dem Fluid. Die Kopp-
lung umfaßt die Bewegungen der ebenen Struktur senkrecht zur Mittelfla¨che (Biege-
schwingungen). Die Herleitung der Koppelmatrizen fu¨r kompliziertere Fa¨lle (verzerrte
Elemente oder Elemente mit Ansatzfunktionen ho¨herer Ordnung) soll hier nicht dis-
kutiert werden, da dies den Rahmen der Arbeit u¨berschreiten wu¨rde.
3.3.2 Gekoppelte Feldgleichungen
Die Beschreibung des gekoppelten Feldproblems Fluid-Struktur ist Gegenstand vieler
Vero¨ffentlichungen. Eine der ersten Publikationen zu diesem Thema wurde 1969 von
34
3.3 Struktur-Akustik Interaktion
Zienkiewicz und Newton mit [ZiNe, 1969] vero¨ffentlicht. Sehr ausfu¨hrlich wird die
Thematik von Morand und Ohayon in [MoOh, 1995] behandelt. Es wird auf Pro-
bleme und Sonderfa¨lle bei der Behandlung von Struktur-Fluid Problemen hingewiesen
und es werden Lo¨sungsvorschla¨ge angegeben.
Die zuna¨chst getrennte Betrachtung der gekoppelten Gleichungen sorgt fu¨r ein bes-
seres Versta¨ndnis der Mechanismen der Interaktion beider Medien. Dazu werden die
Koppelkra¨fte auf den rechten Seiten der Gleichungen mit Hilfe der Koppelbedingungen
nach Gleichung (3.78) beru¨cksichtigt. Die Da¨mpfungen sind klein und werden zuna¨chst
nicht beru¨cksichtigt.
Aw¨(t) +Cw(t) = Fs(t) + Fp(t)
Qp¨(t) +Hp(t) = Pp(t)−Ps(t)
(3.83)
Dabei ist die zweite Gleichung von Gleichung (3.83) die diskretisierte Form der
Wellengleichung (Gleichung (3.41)). Die Umformung von Gleichung (3.83) ergibt ein
gekoppeltes Differentialgleichungssystem zweiter Ordnung mit unsymmetrischen Sy-
stemmatrizen ([FWMB, 1997], [MoOh, 1995]).[
A 0
ρf K
T
Q
] [
w¨
p¨
]
+
[
C −K
0 H
] [
w
p
]
=
[
Fs
Pp
]
(3.84)
A und C sind die Massen- und Steifigkeitsmatrizen der Struktur, Q und H be-
schreiben die Kompressions- und Mobilitymatrizen des Fluides, K bezeichnet die Kop-
pelmatrix, Fs ist der Vektor der Anregungskra¨fte der Struktur, wa¨hrend Pp den Vektor
der akustischen Quellen im Fluid beschreibt. Ist ein Eigenwertlo¨ser fu¨r unsymmetrische
Probleme verfu¨gbar, so ist die unsymmetrische Form ohne Nachteil. In der Literatur
[MoOh, 1995], [Lor, 2001] werden außerdem mehrere Methoden zur Symmetrisierung
des Problems mit deren Vor- und Nachteilen angegeben.
Existiert fu¨r die Gleichungen (3.83) die modale Zerlegung (siehe Abschnitt 3.1.1)
nach Gleichung (3.85), so ist mit Hilfe der Orthogonalita¨tsbedingungen die Schreibweise
nach Gleichung (3.86) vorteilhaft.[
ΦTs AΦs 0
ΦTf ρf K
T
Φs Φ
T
f QΦf
][
q¨s
q¨f
]
+
[
ΦTs CΦs −ΦTs KΦf
0 ΦTf HΦf
] [
qs
qf
]
=
[
ΦTs Fs
ΦTf Pp
]
(3.85)
Es ergeben sich diagonale Untermatrizen und lediglich die Koppelmatrizen sind nicht-
diagonaler Natur. Dieses System ist in eine Zustandsraumdarstellung nach Gleichung
(3.16) u¨berfu¨hrbar.[
I 0
ΦTf ρf K
T
Φs I
]
︸ ︷︷ ︸
A˜
[
q¨s
q¨f
]
+
[
diag (ωs) −ΦTs KΦf
0 diag (ωf)
]
︸ ︷︷ ︸
C˜
[
qs
qf
]
=
[
ΦTs Fs
ΦTf Pp
]
(3.86)
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Soll die Beschreibung des gekoppelten Systems ausschließlich durch diagonale Matri-
zen erfolgen, mu¨ssen in einer zweiten Eigenwertanalyse die Eigenvektoren und Eigen-
werte des Systems nach Gleichung (3.86) berechnet werden. Da die Darstellung nach
Gleichung (3.86) durch ein System mit unsymmetrischen Matrizen charakterisiert ist,
ergeben sich Links- und Rechtseigenvektoren [ZuFa, 1985]. Zur Berechnung der Links-
eigenvektoren muß das System nicht erneut gelo¨st sondern sie ko¨nnen aus den Rechts-
eigenvektoren durch
ΦKL =
(
A˜ΦKR
)−1
(3.87)
ermittelt werden. Damit bilden die Vektoren ΦKR und ΦKL ein Biorthonormalsystem
bezu¨glich A˜ [ZuFa, 1985]. Durch die Operation in Gleichung (3.87) sind die Orthogo-
nalita¨tsbeziehungen
ΦKL A˜ΦKR = I und ΦKL C˜ΦKR = diag(ω
2
0K) (3.88)
gegeben. Unter der weiterhin aufrechterhaltenen Voraussetzung kleiner Da¨mpfungen
(siehe auch Unterkapitel 3.1) kann nun die Da¨mpfungsmatrix beschrieben werden. Die
modalen Da¨mpfungsmatrizen der Einzelstrukturen Bii besitzen jeweils einen diagona-
len Charakter. Allgemein betrachtet ko¨nnen aber auch Da¨mpfungsterme Bij entstehen,
welche durch die Kopplung der Einzelstrukturen hervorgerufen werden.
B˜ =
[
ΦTs BssΦs Φ
T
s Bsf Φf
ΦTf BfsΦs Φ
T
f Bff Φf
]
=
[
diag(2ϑsω0s) Φ
T
s Bsf Φf
ΦTf BfsΦs diag(2ϑfω0f )
]
(3.89)
Erfolgt die Berechnung der Da¨mpfung fu¨r das gekoppelte Problem nach Gleichung
(3.6) mit den Systemmatrizen A˜K und C˜K, so sind in B˜K bereits die Koppelterme
enthalten. Somit ist die Beru¨cksichtigung einer diagonalen Da¨mpfungsmatrix B˜K fu¨r
das gekoppelte Problem gerechtfertigt (Annahme: geringe viskose Da¨mpfung).
B˜K = ΦKL B˜ΦKR = diag(2ϑKω0K) (3.90)
Die modalen Da¨mpfungsgrade ϑK ko¨nnen wiederum aus einer experimentellen Mo-
dalanalyse ermittelt oder von Strukturen, deren Da¨mpfungsverhalten bereits bekannt
ist, u¨bernommen werden. Das weitere Vorgehen entspricht dem bereits Gezeigten in
Abschnitt 3.1.1. Es ergibt sich das modal entkoppelte Gleichungssystem, welches wie-
derum durch Laplace-Transformation in den s-Bereich u¨berfu¨hrt wird. Unter Nutzung
der Orthogonalita¨tsbedingungen (Gleichung (3.88)) ergibt sich folgende Darstellung:
(
I s2 + diag(2ϑKω0K) s+ diag(ω
2
0K)
)
= ΦKL
[
ΦTs Fs
ΦTf Pp
]
(3.91)
Die linke Seite von Gleichung (3.91) beschreibt die Dynamik des Systems, wa¨hrend auf
der rechten Seite die geometrischen Transformationen ausgefu¨hrt werden. Die U¨ber-
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fu¨hrung von Gleichung (3.91) in den Zustandsraum ist nun formal mo¨glich und ergibt:[
q¨(t)
q˙(t)
]
=
[ −diag (2ϑKω0K) −diag (ω20K)
I 0
]
︸ ︷︷ ︸
Systemmatrix
[
q˙(t)
q(t)
]
+
[
ΦKL
[
Φs 0
0 Φf
]]
︸ ︷︷ ︸
Steuermatrix
[
Fs(t)
Pp(t)
]
[
w˙(t)
w(t)
]
=
[[
Φs 0
0 Φf
]
ΦKR
]
︸ ︷︷ ︸
Beobachtungsmatrix
[
q˙(t)
q(t)
]
(3.92)
Die Vorgehensweise kann als zweistufige Modaltransformation interpretiert werden. Das
heißt, nach der Beschreibung der ungekoppelten Systeme im Modalraum werden diese
gekoppelt. Danach wird eine weitere modale Zerlegung durchgefu¨hrt. Dadurch ent-
stehen neue Eigenvektoren und Eigenwerte. Diese neuen Parameter werden nun zum
Aufbau des Zustandsraummodells herangezogen. Die Systemmatrix besitzt die gleiche
Form wie die eines ungekoppelten mechanischen Systems, lediglich die Steuermatrix
und die Beobachtungsmatrix sind gegenu¨ber dem ungekoppelten mechanischen System
vera¨ndert. In der Steuermatrix werden die physikalischen Zusta¨nde auf Modalkoordi-
naten abgebildet und in der Beobachtungsmatrix die Modalkoordinaten auf die physi-
kalischen Zusta¨nde ru¨cktransformiert. Bei der Berechnung der akustischen Moden des
Luftvolumens tritt wegen der fehlenden Randbedingungen ein Starrko¨rpermode auf.
Dieser liefert nach der Kopplung fu¨r die Verschiebung der Struktur den Wert Null und
fu¨r den Fluiddruck einen konstanten Wert. Die Elimination des fu¨r die dynamische
Simulation nicht relevanten Starrko¨permodes la¨ßt sich in der modalen Beschreibung
des Systems einfach durch Weglassen des Modes in der Modalmatrix und Streichung
der zugeho¨rigen Eigenfrequenz erreichen. Das Eliminieren des Starrko¨rpermodes im
Bereich der physikalischen Koordinaten wa¨re mit einem wesentlich ho¨heren Aufwand
verbunden [MoOh, 1995].
Die Implementierung wird fu¨r eine elastische mechanische Struktur und ein abge-
schlossenes Fluidvolumen exemplarisch durchgefu¨hrt. Es ist allerdings auch die An-
kopplung mehrerer elastischer Strukturen an ein Fluidvolumen denkbar. Dazu mu¨ssen
die Differentialgleichungssysteme in geeigneter Weise um die Gleichungen der zusa¨tz-
lichen elastischen Strukturen erweitert werden. An der grundsa¨tzlichen Vorgehensweise
bei der Lo¨sung des gekoppelten Problems a¨ndert sich dadurch nichts. Die Zustands-
raumdarstellung erlaubt eine einfache Implementierung der Gleichungen in der Simu-
lationsumgebung Matlab/Simulink. Anhand eines Beispiels werden die Ergebnisse der
numerischen Berechnungen mit denen einer Software fu¨r akustische FEM- und BEM-
Berechnungen (LMS-Sysnoise) verglichen. Eine eingespannte Aluminiumplatte mit den
Materialparametern E = 0.635e11N/m2, ν = 0.35 und ρ = 2700 kg/m3 und den Ab-
messungen lx1 = 0.9m, lx2 = 0.6m und lx3 = 0.004m wird mit einem abgeschlossenen
Luftvolumen mit den Materialparametern ρ = 1.225 kg/m3 und c0 = 340m/s und den
Abmessungen lx1 = 0.9m, lx2 = 0.6m und lx3 = 0.4m gekoppelt. Abbildung 3.11
zeigt den Aufbau des Simulationsexperimentes. Der Rand des Luftvolumens wird da-
bei durch fu¨nf starre Wa¨nde mit idealen Randbedingungen (die Partikelgeschwindigkeit
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x3
x2
x1
Aluminiumplatte
Luftvolumen
lx1
lx3
lx2
Abbildung 3.11: Aufbau des Simulationsexperimentes zur Verifikation der
Struktur-Fluid-Interaktion
des Fluides am Rand ist gleich Null) und die elastische Aluminiumplatte (die Partikel-
geschwindigkeit des Fluides am Rand ist gleich der normalen Schwinggeschwindigkeit
der Aluminiumplatte) gebildet.
Die Berechnung der ungekoppelten Eigenfrequenzen und Eigenvektoren erfolgt mit
dem FE-System ANSYS. Nach dem Import der ungekoppelten Parameter wird die
Kopplung in der Matlab-Umgebung durchgefu¨hrt. Fu¨r die Vergleichsrechnung mit dem
Programm Sysnoise werden die ungekoppelten Parameter ebenfalls aus dem FE-System
ANSYS importiert. In Tabelle 3.1 sind die ungekoppelten und gekoppelten berechneten
Eigenfrequenzen und deren Modenformen dargestellt.
Tabelle 3.1: Vergleich der Eigenfrequenzen zwischen ungekoppeltem und ge-
koppeltem Zustand
Mode Wellen- ANSYS Matlab LMS-Sysnoise
zahlen ungekoppelt gekoppelt gekoppelt
Platte LV Platte + LV Platte + LV
Nr. nx1 nx2 nx3 f [Hz] f [Hz] f [Hz] f [Hz]
1 1 1 70.05 72.63 72.63
2 2 1 108.17 107.22 107.22
3 1 2 171.47 170.64 170.64
4 3 1 172.51 172.35 172.35
5 1 0 0 188.89 189.80 189.80
6 2 2 206.92 206.28 206.28
7 4 1 261.36 261.47 261.47
8 3 2 267.33 266.47 266.47
9 0 1 0 283.33 284.82 284.82
10 1 3 324.77 324.26 324.26
11 1 1 0 340.52 339.83 339.83
12 4 2 352.67 353.71 353.71
Im Anhang A.1 sind in den Abbildungen A.1 - A.8 die ersten 12 gekoppelten Ei-
genformen den mit Sysnoise berechneten Eigenformen gegenu¨bergestellt. Im oberen
Teil der Abbildungen A.1 - A.8 sind jeweils die modalen Verschiebungen der Alumi-
niumplatte dargestellt, wa¨hrend im unteren Teil die modalen Druckverteilungen im
Luftvolumen abgebildet sind. Die Eigenfrequenzen und Eigenformen zeigen eine sehr
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gute U¨bereinstimmung, so daß von einer korrekten Implementierung der gekoppelten
Gleichungen in der Matlab-Umgebung ausgegangen werden kann. Die Berechnung der
Eigenvektoren der Plattenstruktur findet im FE-Programm ANSYS statt, da die in
Sysnoise implementierten Schalenelemente zur Berechnung der Struktureigenformen
deutlich erho¨hte Steifigkeiten liefern (es sind Elemente mit 4 Knoten implementiert).
Dadurch werden die Struktureigenfrequenzen zu hoch approximiert. Der hier gewa¨hlte
Ausweg des Importes von Eigenformen aus einem Programmsystem, in welchem Ele-
mente mit Ansatzfunktionen ho¨herer Ordnung oder ho¨herer Knotenanzahl pro Element
(hier Elemente mit 8 Knoten und jeweils 6 Freiheitsgraden pro Knoten) verfu¨gbar
sind, stellt eine Alternative zu den in Sysnoise verwendeten Schalenelementen dar. Ei-
ne andere Mo¨glichkeit bietet sich mit der Lo¨sung der gekoppelten Gleichungen in der
Matlab-Umgebung an.
3.4 Abstrahlung einer Struktur ins Fernfeld
Die Zusta¨nde des gekoppelten Systems sind nun bekannt. Damit ist auch das Schallfeld
im Inneren (vgl. Abbildung 3.7) bekannt. Es ist aber in den meisten Fa¨llen auch inter-
essant bzw. notwendig, die Schallabstrahlung des elastischen Teils der Struktur nach
außen in den freien Raum zu kennen. In diesem Unterkapitel wird die Berechnung der
Schallabstrahlung du¨nner elastischer Strukturen behandelt. Dabei ist der Druckaus-
gleich zwischen Ober- und Unterseite der Strukturen nicht mo¨glich. Die Berechnung
der Schallabstrahlung erfolgt im niederfrequenten Bereich mit geringer modaler Dichte.
Methoden fu¨r den hohen Frequenzbereich, welche mit energetischen Lo¨sungsansa¨tzen
arbeiten, sollen hier nicht behandelt werden. In Abschnitt 3.2.1 und 3.2.2 wurden be-
reits die Grundlagen fu¨r die Abstrahlung von Punkt- bzw. Kugelstrahlern und zusam-
mengesetzten Strahlern behandelt. Darauf aufbauend wird hier die Berechnung der
Gro¨ßen im Zeitbereich ero¨rtert und auf Probleme eingegangen.
3.4.1 Abstrahlung im Zeitbereich
Fu¨r die Berechnung der Schallabstrahlung in den freien Raum wird die Punktstrahler-
synthese nach Gleichung (3.93) angewandt. In einer Zeitbereichssimulation stehen die
Zusta¨nde an den Diskretisierungspunkten der mechanischen Struktur zur Verfu¨gung.
Diese werden auf die Mittelpunkte der Strahlungsfla¨chen abgebildet (vgl. Gleichung
(3.53)). Der Gesamtdruck am Referenzpunkt wird durch Gleichung (3.56) berechnet,
welche hier zum besseren Versta¨ndnis nochmals aufgefu¨hrt ist (Gleichung 3.93).
pges =
jωρ0
2pi
(
q1e
−jkr1
r1
+
q2e
−jkr2
r2
+ · · ·+ qne
−jkrn
rn
)
=
jωρ0
2pi
n∑
i=1
qie
−jkri
ri
(3.93)
Da alle Simulationen im Zeitbereich behandelt werden, ist diese Gleichung nun fu¨r die
Simulation durch inverse Fouriertransformation in den Zeitbereich zu u¨berfu¨hren. Mit
k = ω/c0 und qi = w˙iAi ergibt sich folgende Form:
pges =
ρ0
2pi

w¨1
(
t− r1
c0
)
A1
r1
+
w¨2
(
t− r2
c0
)
A2
r2
+ · · ·+
w¨n
(
t− rn
c0
)
An
rn


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=
ρ0
2pi
n∑
i=1
w¨i
(
t− rn
c0
)
Ai
ri
. (3.94)
Der Term ri/c0 beschreibt die Verzo¨gerungszeit einer vom Punktstrahler ausgehenden
Welle, bis diese den Referenzpunkt M (vgl. Abbildung 3.5) erreicht und wird durch ti
ersetzt. Gleichung (3.95) beschreibt nun die Formulierung im Zeitbereich.
pges =
ρ0
2pi
(
w¨1 (t− t1) A1
r1
+
w¨2 (t− t2) A2
r2
+ · · ·+ w¨n (t− tn) An
rn
)
=
ρ0
2pi
n∑
i=1
w¨i (t− tn) Ai
ri
. (3.95)
Fu¨r die Simulation bedeutet dies, die Werte von w¨i in Gleichung (3.95) sind fu¨r die Zeit
(t− ti) zwischenzuspeichern. Da jede der Strahlerfla¨chen einen anderen Abstand zum
Referenzpunkt M besitzt, ist auch fu¨r jeden der Strahler eine eigene Laufzeit zu defi-
nieren. Durch oben genannte Gegebenheiten ko¨nnen bei sehr kleinen Zeitschrittweiten
ts des Zeitintegrations-Algorithmus oder großen Laufzeiten (t − ti) (gleichbedeutend
mit einem großen Abstand ri oder einer große Zahl von Punktquellen i) Probleme mit
dem Speichervermo¨gen des verwendeten Computers auftreten [HLMV, 2002]. Diese be-
einflussen die Simulationsgeschwindigkeit wesentlich in negativer Weise. Zu diesen Fak-
toren kommt erschwerend hinzu, daß die Auswertung des Druckes an einem Referenz-
punktM oft nicht ausreichend ist. Es bieten sich zwei prinzipielle Lo¨sungsmo¨glichkeiten
an. Der Druck an den einzelnen Referenzpunkten ist parallel zu berechnen (Einsatz von
Parallelrechentechnik). Die zweite Mo¨glichkeit stellt die sequentielle Abarbeitung mit-
tels herko¨mmlicher Rechner dar. Letztere Variante wurde hier bevorzugt, da die Erste
den Wechsel der Simulationsumgebung und den Zugriff auf ein geeignetes Parallelsy-
stem vorausgesetzt ha¨tte.
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Mechanische Struktur Meßnetz für den Fluiddruck
Abbildung 3.12: Mo¨gliche Simulationspunkte zur ra¨umlichen Druckbestim-
mung
Zwei Beispiele fu¨r Verteilungen mehrerer Referenzpunkte sind in Abbildung 3.12
dargestellt. Zur Bestimmung der abgestrahlten Schalleistung ist allerdings nur die lin-
ke Abbildung in 3.12 sinnvoll, da die Leistung u¨ber den gesamten Halbraum abge-
strahlt wird. Die rechte Abbildung kann zur Bestimmung der Schalldruckverteilung in
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bestimmten Richtungen benutzt werden. Die Geometrie der Hu¨llfla¨che ist meist halb-
kugelfo¨rmig, sie kann aber auch ebenfla¨chig begrenzt sein. Die Anordnung nach Abbil-
dung 3.12 erlaubt auch die Darstellung der ra¨umlichen Richtungsverteilung des abge-
strahlten Schalldruckes. Meist interessiert nicht nur der Schalldruck, den eine Struktur
abstrahlt, sondern auch die abgestrahlte Leistung. Die abgestrahlte Schalleistung kann
durch Messungen im Hallraum, im Freifeld oder im schalltoten Raum ermittelt wer-
den [CrHe, 1996]. Fu¨r die Berechnung wird hier von Freifeldbedingungen ausgegangen.
Die Schalleistung wird durch Summation der Schalldruckquadrate, gewichtet mit den
durchstrahlten Fla¨chen Si, unter Beru¨cksichtigung einer großen Anzahl von Punkten
im Abstand ri bestimmt. Die abgestrahlte Leistung ergibt sich dann aus
Prad =
1
ρ0 c0
n∑
i=1
p˜2i Si . (3.96)
Der quadratische Mittelwert des Druckes p˜2i an einem der Punkte wird mit der von
ihm durchstrahlten Fla¨che multipliziert (siehe Abbildung 3.13), danach wird u¨ber alle
Punkte aufsummiert und mit 1/(ρ0 c0) multipliziert. Der Radius der Hu¨llfla¨che muß
dabei sehr groß gegenu¨ber den Abmessungen des Meßobjektes sein. Der Zusammen-
x3
x2
x1
Netz zur Bestimmung
der abgestrahlten Schalleistung
Ursprüngliches Netz
durchstrahlte Teilfläche Si
Abbildung 3.13: Fla¨chenbestimmung zur Ermittlung der abgestrahlten
Schalleistung
hang zwischen Strukturschwingungen und abgestrahlter Schalleistung wird durch den
Abstrahlgrad σ bestimmt. Die Definition lautet:
σrad =
Prad
ρ0 c0 Srad ˜˙w2
(3.97)
Hierbei ist Prad die Schalleistung, welche ein Ko¨rper der Oberfla¨che Srad abstrahlt. Die
Dichte ρ0 und die Schallgeschwindigkeit c0 sind die Kenngro¨ßen des Fluides, in welches
die Abstrahlung erfolgt. Das mittlere Quadrat der Geschwindigkeit der Struktur (senk-
recht zur strahlenden Oberfla¨che gemessen) [HeMu¨, 1994] wird durch ˜˙w2 repra¨sentiert.
Durch den Abstrahlgrad wird das tatsa¨chliche Abstrahlverhalten der Struktur auf das
einer gleichphasig schwingenden Fla¨che gleicher Abmessungen bezogen.
3.4.2 Modale Abstrahlung
Im niederfrequenten, deterministisch beschreibbaren Frequenzbereich ist die Berech-
nung der Abstrahlung der einzelnen Moden denkbar. Es zeigt sich, daß nicht alle Mo-
den im gleichen Maß an der Schallabstrahlung in das Fernfeld beteiligt sind. Fu¨r ebene
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Strukturen strahlen Moden, deren mit der Elementfla¨che gewichteter und anschließend
aufsummierter Eigenvektor kleine Werte liefert, auch wenig Schall in das Fernfeld ab.
Gleichung (3.93) stellt die Fernfeldna¨herung fu¨r große Absta¨nde r des Referenzpunktes
M zur Strukturoberfla¨che dar. Zur besseren U¨bersicht ist sie hier nochmals aufgefu¨hrt
(Gleichung (3.98)). Die Verzo¨gerungszeiten sind unbedingt zu beru¨cksichtigen, da sonst
die Richtcharakteristik der Abstrahlung verloren geht. Sie werden durch den Exponen-
tialterm in Gleichung (3.98) beru¨cksichtigt. Damit ergibt sich fu¨r sehr große Absta¨nde
ri die einfache Gleichung:
pges =
jωρ0
2pi
n∑
i=1
qie
−jkri
ri
. (3.98)
Die Verzo¨gerungszeit kann fu¨r die Punkte i aus ti = ri/c0 bestimmt werden. Nun
ha¨ngt der abgestrahlte Schalldruck lediglich noch von der Quellensta¨rke qi = w˙iAi,
dem Abstand ri und der Frequenz ω ab, alle anderen Gro¨ßen in Gleichung (3.98) sind
Konstanten. Fu¨r die Schwinggeschwindigkeit w˙ der Platte wird zur Berechnung der
modalen Abstrahlung die Eigenform eingesetzt. Die Fernfeldbedingung zur Berechnung
der Abstrahlcharakteristik wird in [CrHe, 1996] folgendermaßen definiert:(
l2x + l
2
y
)
f0pi
rHc0
 1 . (3.99)
Die Auswertung der Ungleichung (3.99) zeigt, daß fu¨r die beschriebene Platte bei hohen
Frequenzen auch große Absta¨nde rH notwendig sind, um das Fernfeld bezu¨glich der
Richtcharakteristik zu erreichen.
Die Berechnung der modalen Abstrahlung dient dem Vergleich zwischen den abge-
strahlten Schalldru¨cken der einzelnen Moden und kann daher in der konstruktiven Aus-
legung von Strukturen im deterministisch beschreibbaren Modalbereich genutzt werden
ohne aufwendige Zeitbereichsmethoden einzusetzen. Außerdem ist die Berechnung der
Abstrahlcharakteristik der einzelnen Moden mo¨glich. Mit Hilfe eines Beispieles soll die
Berechnung der modalen Abstrahlung verdeutlicht werden. Von einer allseitig gelenkig
gelagerten Aluminiumplatte der Abmessungen lx = 0.9 m, ly = 0.6m und d = 0.004m
werden Eigenfrequenzen (Gleichung (3.100)) und Eigenvektoren (Gleichung (3.101))
berechnet [Sza, 1994].
ωmn =
(
m2
l2x
+
n2
l2y
)√
Ed2
12(1− ν2)ρ . (3.100)
Die Anzahl der Halbwellen der Eigenformen in x- und y-Richtung werden durch m
und n charakterisiert. E der Elastizita¨tsmodul, ν die Querkontraktionszahl und ρ die
Dichte sind materialspezifische Parameter. Die Eigenvektoren nach Gleichung (3.101)
sind bis auf den Faktor Amn bestimmbar. Amn wurde hier gleich 1.0 gewa¨hlt.
Φmn = Amn sin
(
mpix
lx
)
sin
(
npiy
ly
)
(3.101)
In Tabelle 3.2 sind die ersten 15 Eigenfrequenzen und die zugeho¨rigen Eigenformen fu¨r
E = 0.635e11N/m2, ν = 0.35 und ρ = 2700 kg/m3 enthalten.
Abbildung 3.14 zeigt beispielhaft die ersten sechs Eigenformen der Platte und deren
modale Abstrahlcharakteristik. Der Radius des u¨ber der Platte aufgespannten Halb-
raumes betra¨gt rH = 10m. Damit ist die Forderung nach einem Abstand ri, der viel
42
3.4 Abstrahlung einer Struktur ins Fernfeld
Tabelle 3.2: Eigenfrequenzen und Eigenformen einer allseitig gelenkig gela-
gerten Aluminiumplatte
Nr. Eigenfrequenz x-Richtung y-Richtung
fmn[Hz] m n
1 37.68 1 1
2 72.45 2 1
3 115.93 1 2
4 130.42 3 1
5 150.70 2 2
6 208.67 3 2
7 211.57 4 1
8 246.34 1 3
9 281.12 2 3
10 289.82 4 2
11 315.90 5 1
12 339.09 3 3
13 394.15 5 2
14 420.24 4 3
15 428.93 1 4
gro¨ßer ist als die Abmessungen der Platte, erfu¨llt. Es ist deutlich zu sehen, daß die
Eigenformen mit ungeraden Wellenzahlen in x- und y-Richtung in alle Richtungen ab-
strahlen, wa¨hrend die Eigenformen mit geraden Wellenzahlen in Vorzugsrichtungen
abstrahlen. Dies la¨ßt sich durch die Phasendifferenz zwischen Gebieten positiver und
negativer Amplitude erkla¨ren. Es kommt bei Eigenformen mit ungeraden Wellenzahlen
in beiden Richtungen zu einer ho¨heren Abstrahlung in das Fernfeld als bei Eigenformen
mit geraden Wellenzahlen. Eine Erkla¨rung ist, daß die Gebiete mit positiver und ne-
gativer Amplitude bei Eigenformen mit ungeraden Wellenzahlen in beiden Richtungen
ungleich verteilt sind und damit die starke Abstrahlung in das Fernfeld hervorrufen.
Fu¨r hohe Frequenzen ist eventuell ein gro¨ßerer Abstand rH des Halbraumes von der
Platte notwendig, um die Fernfeldbedingung nach Gleichung (3.99) einzuhalten. Da die
Struktur in diskretisierter Form vorliegt, ist die Berechnung der Abstrahlung (ebenfalls
diskretisierte Form) auch fu¨r Strukturen mit vera¨nderter Geometrie und vera¨nderten
Randbedingungen mo¨glich. Außerdem kann die Beschreibung der Projektionsfla¨che fu¨r
den Druck beliebig erfolgen (siehe Abbildung 3.12).
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Abbildung 3.14: Die ersten sechs Eigenformen der Platte und deren modale
Abstrahlcharakteristik
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3.5 Rekonstruktion des Abstrahlverhaltens im Fern-
feld
Dieses Unterkapitel behandelt die Rekonstruktion des Abstrahlverhaltens von Struktu-
ren im Fernfeld allein aus strukturdynamischen Meßgro¨ßen. Das durch die Rekonstruk-
tion ermittelte Verhalten wird als Eingangsgro¨ße fu¨r einen Regler genutzt, welcher die
Schallabstrahlung der Struktur vermindern soll. Die Grundidee ist dabei die Vermin-
derung der Abstrahlung eines Schallfeldes in die Umgebung durch die Reduktion der
Schwingungsamplituden an der abstrahlenden Struktur selbst. Diese Methode wird
als Active Structural Acoustic Control (ASAC) bezeichnet [FEN, 1996], [Jak, 1999],
[VHW, 2001], [HLMV, 2002], [Vog, 2003]. Hier wird im Idealfall die Abstrahlung der
Schallquelle komplett eliminiert. Diese Methode kommt im Allgemeinen ohne ,,externe”
Sensorik (Mikrofone) und Aktuatorik (Lautsprecher) aus, vielmehr wirken hier Senso-
ren und Aktuatoren direkt an der Struktur. Im Falle der Existenz mehrerer Schall-
quellen wird aber nur die Abstrahlung der geregelten Schallquellen eliminiert, was als
Nachteil der Methode anzusehen ist. Im Gegensatz zum ASAC wird beim Active Noi-
se Control (ANC) der Ansatz verfolgt den bereits abgestrahlten Schall zu eliminieren
[KuMo, 1996], [Ros, 2001]. Hier wird vorzugsweise mit Mikrofonen als Sensoren und
Lautsprechern als Aktuatoren gearbeitet. Im Idealfall wird der Schalldruck am Sensor
verschwinden, was ein Vorteil dieser Methode ist. Das Ergebnis ist weitestgehend un-
abha¨ngig von der Anzahl der abstrahlenden Strukturen. Als wesentlicher Nachteil ist
die lediglich lokale Reduktion des Signales im Bereich des Sensors anzusehen.
In diesem Abschnitt erfolgt die Konzentration der Arbeiten auf die Berechnung des
Eingangssignals fu¨r einen Regler zur Realisierung eines ASAC Ansatzes, da nur eine
Schallquelle (schwingende Struktur) vorhanden ist. Aus Gleichung (3.95) geht hervor,
daß die globale Reduzierung der Beschleunigungsamplituden der Struktur eine Ver-
ringerung des Schalldruckes ermo¨glicht. Prinzipiell fu¨hrt natu¨rlich die Verringerung
der Geschwindigkeitsamplituden bzw. Wegamplituden auch zu einer Reduzierung des
Schalldruckes. Da nun die Moden mit ungeraden Wellenzahlen in beiden Richtungen
sta¨rker abstrahlen als die Moden mit geraden Wellenzahlen, ist es notwendig, eine
Funktion zu finden, in welcher lediglich strukturdynamische Gro¨ßen enthalten sind
und welche nur die Moden mit starker Abstrahlung beru¨cksichtigt. Dazu ist die Vo-
lumengeschwindigkeit Vvol nach Gleichung (3.102) geeignet [FEN, 1996], [FMP, 2000]
u.a. .
Vvol =
∫
A
w˙ dA (3.102)
In diskretisierter Form wird das Fla¨chenintegral
∫
A
(...)dA durch die entsprechende
Summation u¨ber alle Fla¨chenelemente Ai ersetzt:
Vvol =
n∑
i=1
w˙iAi . (3.103)
Dieses Vorgehen ist auch auf die Volumenverschiebung Wvol anwendbar. Dort ist die
Integration bzw. Summation auf die Auslenkungen der Struktur anzuwenden.
Wvol =
n∑
i=1
wiAi . (3.104)
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Die mit der Volumengeschwindigkeit bzw. -verschiebung ermittelte Funktion ist in einer
numerischen Simulation leicht zu berechnen. Da aber die Ergebnisse auch im Experi-
ment verifiziert werden sollen, sind U¨berlegungen zur effizienten Messung der Funktio-
nen anzustellen. Ansa¨tze fu¨r den Einsatz von PVDF-Folien finden sich in [MBN, 1997]
und [CBG, 1998], fu¨r PZT-Folien in [FMP, 2000]. Die Volumenverschiebung kann durch
Applikation der gesamten Fla¨che der Struktur mit einer PVDF-Folie direkt durch Span-
nungsmessung ermittelt werden. Fu¨r die Messung der Volumengeschwindigkeit wa¨re
eine Strommessung notwendig, welche sich aber, wegen der geringen Stro¨me, kaum
realisieren la¨ßt. Auch das Differenzieren der gemessenen Spannung ist nicht zu emp-
fehlen, da hierdurch das Meßrauschen wesentlich versta¨rkt wird. Die Nachbildung der
Volumenverschiebung wird daher weiter verfolgt. Da sich aber eine vollfla¨chige Ap-
plikation nicht immer realisieren la¨ßt, ist die Nachbildung der Volumenverschiebung
mit Hilfe einer diskreten Verteilung von Sensoren denkbar. Dabei ha¨ngt die Qualita¨t
der Rekonstruktion von verschiedenen Parametern ab. Die wichtigsten sind die Anzahl
der Eigenfrequenzen im interessierenden Frequenzbereich, die Anzahl der eingesetz-
ten Sensoren und deren Plazierung. Die Variation der Anzahl der Sensoren und der
Einfluß auf die Rekonstruktion sind in [VHW, 2001] untersucht worden. Hier wurde
gezeigt, daß unter idealen Bedingungen eine nahezu exakte Rekonstruktion der Volu-
menverschiebung erreicht werden kann. Ausfu¨hrliche Arbeiten zur Rekonstruktion der
Schallabstrahlung aus strukturdynamischen Gro¨ßen wurden, vorwiegend auf experi-
menteller Basis, von [Vog, 2003] geleistet. Die Summation der nach Gleichung (3.105)
vollfächige PVDF-Folie verteilte PZT-Folien
Abbildung 3.15: Platte mit vollfla¨chiger PVDF-Folie und verteilten PZT-
Sensoren
gewichteten Sensorspannungen ergibt eine Na¨herung fu¨r die Volumenverschiebung.
Usensα =Wvol (3.105)
Die Lo¨sung des linearen Gleichungssystems nach (3.105) liefert die unbekannten Ko-
effizienten αi. Fu¨r die Lo¨sung wird ein Least-Mean-Squares Verfahren eingesetzt. Die
Rekonstruktion kann im Zeitbereich, im Frequenzbereich oder im Modalraum erfolgen.
Diese Mo¨glichkeiten werden im Folgenden na¨her untersucht. A¨hnliche Ansa¨tze zur Re-
konstruktion der Volumenverschiebung bzw. -geschwindigkeit finden sich in [PFD, 1999]
und [SoEl, 1998]. Bei Preumont wird ein Adaptive Linear Combiner eingesetzt, der
die Koeffizienten der diskret verteilten Sensoren errechnet. In [PFD, 1999] wird fu¨r
spa¨tere Untersuchungen außerdem auf den Einsatz eines neuronalen Netzwerkes hin-
gewiesen.
In den na¨chsten Abschnitten werden drei Mo¨glichkeiten der Rekonstruktion der Vo-
lumenverschiebung untersucht und bewertet. Als Beispielstruktur dient eine Alumini-
umplatte der gleichen Abmessungen der in 3.4.2 beschriebenen Platte. Im Unterschied
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zu oben beschriebener Platte sind hier alle Ra¨nder eingespannt gelagert. Dadurch sind
im Frequenzbereich bis 500Hz, in welchem die Rekonstruktion erfolgen soll, 15 Eigen-
frequenzen zu finden.
3.5.1 Rekonstruktion im Zeitbereich
Fu¨r die Rekonstruktion im Zeitbereich ist es notwendig, die Volumenverschiebung eben-
falls im Zeitbereich zu ermitteln. Im Experiment kann dies durch oben genannte voll-
fla¨chige Applikation der Struktur mit PVDF-Folie erfolgen, was allerdings die Rekon-
struktion u¨berflu¨ssig macht. Die Zeitsignale der Strukturschwingungen ko¨nnen aber
auch mit einem reproduzierbaren Anregungssignal an diskreten Punkten gemessen und
anschließend nach Gleichung (3.106) zur Volumenverschiebung zusammengefaßt wer-
den. 
 U11 . . . U1i... . . . ...
Uj1 . . . Uji

 ·

 α1...
αi

 =

 Wvol,1...
Wvol,j

 (3.106)
Eine Messung der Zeitsignale der verteilten Sensorik erfolgt parallel. Die Anzahl der er-
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Abbildung 3.16: Ergebnisse der Rekonstruktion der Volumenverschiebung
mit Zeitsignalen im Zeitbereich und im Frequenzbereich
faßten Zeitschritte ist dabei sehr viel gro¨ßer zu wa¨hlen als die Anzahl der Sensoren. Wei-
terhin ist die Filterung aller Signale mit Tiefpaßfiltern notwendig, um ho¨herfrequente
Anteile zu entfernen (gleichzeitige Anti-Aliasing Filterung fu¨r die nachfolgende digitale
Signalverarbeitung). Die in Abbildung 3.15 rechts dargestellte Platte mit 15 PZT-Folien
wird mit einem Einheitsimpuls beaufschlagt und die Antworten eines jeden Sensors
werden aufgezeichnet. Die Volumenverschiebung wird durch Messung der Zeitverla¨ufe
aller Diskretisierungspunkte und anschließende gewichtete Summation nach Gleichung
(3.104) ermittelt. Sowohl im Zeitbereich als auch im Frequenzbereich zeigt sich eine gu-
te U¨bereinstimmung der Rekonstruktion mit der tatsa¨chlichen Volumenverschiebung.
Ein Problem stellt die breitbandige Anregung der Struktur zur Messung der Zeitsigna-
le dar. Da bei einer begrenzten Anzahl von Meßkana¨len nicht alle Gro¨ßen gleichzeitig
meßbar sind, ist die Verwendung eines reproduzierbaren Zeitsignals fu¨r die Anregung
notwendig.
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3.5.2 Rekonstruktion mit Hilfe modaler Parameter
Fu¨r die Rekonstruktion mit Hilfe modaler Parameter ko¨nnen die Eigenvektoren einer
experimentellen oder einer theoretischen Eigenwertanalyse herangezogen werden. Zu-
erst werden aus den modalen Amplituden der Eigenvektoren nach Gleichung (3.104) die
modalen Volumenverschiebungen berechnet. Dabei ist darauf zu achten, daß ein Resi-
duum der Volumenverschiebung aus den vernachla¨ssigten Eigenmoden in der Rechnung
mitgefu¨hrt wird. Durch das Mitfu¨hren des Residuums werden die quasi-statischen Feh-
ler, welche durch das Weglassen ho¨herer Moden entstehen, kompensiert [Pre, 2002].
Die Residuen berechnen sich wie folgt:
Wvol,res =
m∑
i=n+1
Wvol,i und Ures =
m∑
i=n+1
Ui . (3.107)
Dabei ist n der Ho¨chste der regula¨r beru¨cksichtigten Moden und m der Ho¨chste der im
Residuum beru¨cksichtigten Moden. Eine hohe Genauigkeit wird durch die Mitnahme
einer großen Anzahl von Moden im Residuum erreicht.

U11 . . . U1i
...
. . .
...
Uj1 . . . Uji
Ures,1 . . . Ures,i

 ·

 α1...
αi

 =


Wvol,1
...
Wvol,j
Wvol,res

 (3.108)
In der Praxis ist die Beru¨cksichtigung einer Anzahl von Moden sinnvoll, welche der
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Abbildung 3.17: Rekonstruktion der Volumenverschiebung mit modalen Pa-
rametern im Zeitbereich und im Frequenzbereich
Anzahl der Sensoren entspricht. Die weiter ermittelten Moden ko¨nnen im Residuum
zusammengefaßt werden. Die Rekonstruktion der Volumenverschiebung wird mit Hil-
fe von Gleichung (3.108) durchgefu¨hrt. Als zusa¨tzliche Gleichung sind die Residuen
enthalten, wodurch das Ergebnis der Rekonstruktion wesentlich verbessert wird. Ab-
bildung 3.17 zeigt die Ergebnisse der Rekonstruktion mit modalen Parametern. Auch
in diesem Fall ergeben sich gute U¨bereinstimmungen zwischen Volumenverschiebung
und rekonstruierter Volumenverschiebung. Die wesentlichen Verbesserungen zeigen sich
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nicht so sehr in den Amplituden der Resonanzfrequenzen, sondern vielmehr werden Fre-
quenz und Ho¨he der Antiresonanzen wesentlich beeinflußt. Ein Vorteil der Rekonstruk-
tion mit modalen Parametern ist die geringe Gro¨ße des zu lo¨senden Gleichungssystems.
Als schwierig ist die richtige Wahl der im Residuum mitzufu¨hrenden Moden und de-
ren Ermittlung einzustufen, da die Berechnung oder Messung der ho¨heren Moden eine
detailliertere Diskretisierung des Modells erfordert.
3.5.3 Rekonstruktion im Frequenzbereich
Die Rekonstruktion im Frequenzbereich beruht auf der Lo¨sung des Gleichungssystems
(3.109). Die Systemmatrix wird durch die diskreten Frequenzga¨nge der Sensorspan-
nungen charakterisiert, wa¨hrend die rechte Seite den diskreten Frequenzgang der Volu-
menverschiebung darstellt. Durch die Komplexwertigkeit der Frequenzga¨nge verdoppelt
sich die Anzahl der Gleichungen. Real- und Imagina¨rteile werden jeweils mit den reel-
len Wichtungsfaktoren αi derart skaliert, daß sich mit der Volumenverschiebung Wvol
eine Least-Squares Lo¨sung fu¨r die αi ergibt.

U
(<)
11 . . . U
(<)
1i
...
. . .
...
U
(<)
j1 . . . U
(<)
ji
. . . . . . . . . . . . . . .
U
(=)
11 . . . U
(=)
1i
...
. . .
...
U
(=)
j1 . . . U
(=)
ji


·

 α1...
αi

 =


W
(<)
vol,1
...
W
(<)
vol,j
. . . . .
W
(=)
vol,1
...
W
(=)
vol,j


(3.109)
Die komplexen Frequenzga¨nge der Sensorsignale und der Verschiebungen werden durch
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Abbildung 3.18: Ergebnisse der Rekonstruktion der Volumenverschiebung
mit Frequenzga¨ngen im Zeitbereich und im Frequenzbereich
Messung der Zeitsignale und anschließende Fouriertransformation ermittelt. Vorteile
des Verfahrens sind die einfache Mittelung der Frequenzga¨nge zur Verminderung des
Meßrauschens und die einfache Begrenzung des Frequenzbereiches, fu¨r welchen die
49
3 Struktur-Fluid Interaktion
Rekonstruktion durchgefu¨hrt werden soll. Eine große Menge anfallender Daten und die
Gro¨ße des Gleichungssystems sind als Nachteile anzusehen.
Abbildung 3.18 zeigt auch bei dieser Methode die gute U¨bereinstimmung der rekon-
struierten Volumenverschiebung mit der Volumenverschiebung. In [VHW, 2001] wurde
der Zusammenhang zwischen der Anzahl der Sensoren und der im betrachteten Fre-
quenzbereich enthaltenen Moden untersucht. Dort wurde gezeigt, daß die Rekonstruk-
tion gute Ergebnisse liefert, solange die Anzahl der Sensoren kleiner oder ho¨chstens
gleich der Anzahl der im betrachteten Frequenzbereich enthaltenen Moden ist.
Die drei vorgestellten Rekonstruktionsverfahren erreichen in der Simulation ei-
ne sehr gute U¨bereinstimmung mit der tatsa¨chlichen Volumenverschiebung. Das Ver-
fahren der Rekonstruktion mit Hilfe modaler Parameter setzt eine Experimentelle
Modalanalyse des Systems voraus. Die Modalanalyse ist sehr aufwendig und damit
wird die Rekonstruktion ebenfalls aufwendig. Fu¨r die Rekonstruktion im Zeitbereich
ergibt sich der Nachteil, daß die Bestimmung der Volumenverschiebung im Experi-
ment schwierig ist (Phasengleichheit der Signale muß gewa¨hrleistet sein). Außerdem
ist ein großes Gleichungssystem zu lo¨sen. Ein Nachteil der Rekonstruktion im Fre-
quenzbereich ist ebenfalls die Anzahl der zu lo¨senden Gleichungen. Als wesentliche
Vorteile sind die Mo¨glichkeit der Mittelung der Signale im Frequenzbereich (Entfer-
nung von Sto¨rsignalen) und die Mo¨glichkeit der Verwendung mehrerer Anregungsarten
(z.B. Rauschen, Impulse) zu nennen. Die Rekonstruktion im Frequenzbereich wird trotz
hoher Datenmenge und eines großen zu lo¨senden Gleichungssystems als das, auch fu¨r
das Experiment, am besten geeignete Verfahren bewertet.
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Kapitel 4
Sensoren und Aktuatoren
Sensoren und Aktuatoren sind in der heutigen Zeit sehr weit verbreitet. Sie u¨bernehmen
wichtige Funktionen in der Automation von Prozessen bzw. ermo¨glichen die Auto-
mation erst. Der Sensorbegriff wird von Schaumburg in [Sch, 1992] folgendermaßen
definiert:
Ein Sensor ist das prima¨re Element in einer Meßkette, das eine variable
Eingangsgro¨ße in ein geeignetes Meßsignal umsetzt.
Sensoren nutzen die unterschiedlichsten physikalischen Effekte zur Signalwandlung aus.
Hier wird allerdings nur eine kleine Auswahl der Sensoren betrachtet. Sie sollen die Be-
wegungen der mechanischen Struktur oder Druckschwankungen eines Fluides erfassen.
Zur Beurteilung von Strukturschwingungen sind Sensoren geeignet, welche zum Bei-
spiel die Dehnung, den Weg, die Geschwindigkeit oder die Beschleunigung messen. Fu¨r
die Messung der Druckschwankungen des Fluides kommen Drucksensoren zum Einsatz.
Wirkprinzipien, Berechnung und Integration der Sensoren in das Berechnungsmodell
des Gesamtsystems werden in den nachfolgenden Abschnitten 4.1 bis 4.3 ero¨rtert. In
Abbildung 4.1 wird das Prinzip der Signalwandlung von Sensoren und Aktuatoren
schematisch verdeutlicht. Auch die Aktuatoren nutzen verschiedene Effekte aus, um
Verstärker
Verstärker
Regel
algorithmus
Mechanische
Struktur
Sensor
Aktuator
Verarbeitung physikalischer Größen
Verarbeitung elektrischer Signale
Wandlung elektrischer Signale
in physikalische Größen
Wandlung
in elektrische Signale
physikalischer Größen
Abbildung 4.1: Prinzipskizze zur Signalwandlung von Aktuatoren und Sen-
soren
ein Signal in eine physikalische Gro¨ße zu wandeln. Der Aktuatorbegriff wird von Ja-
nocha in [Jan, 1997] definiert:
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Ein Aktuator ist das Verbindungselement zwischen informationsverarbei-
tenden Teil von Steuerungen und einem Prozeß.
Die hier behandelten Aktuatoren werden genutzt, um Kra¨fte, Momente, Wege oder
Dehnungen in die Struktur einzuleiten. Auf diese Weise ist es mit Hilfe eines geeig-
neten Regelalgorithmus mo¨glich, die dynamischen Struktureigenschaften zielgerichtet
zu beeinflussen. Wirkprinzipien, Berechnung und Integration der Aktuatoren in das
Berechnungsmodell des Gesamtsystems werden in den nachfolgenden Abschnitten 4.4
und 4.5 behandelt.
4.1 Punktfo¨rmig messende Sensoren
Die hier beschriebenen Sensoren sind konventionelle Bauteile. Sie sind kommerziell
erha¨ltlich. Es wird davon ausgegangen, daß sie sich im gesamten Frequenzbereich der
Messungen linear verhalten. Dies kann durch geeignete Wahl des jeweiligen Sensortyps
erreicht werden. Beru¨hrungslose Sensoren sind Laservibrometer und Lasertriangulato-
ren, welche Geschwindigkeiten bzw. Wege senkrecht zur Strukturoberfla¨che detektieren
[Her, 1993]. Beschleunigungsaufnehmer werden auf der Struktur befestigt und messen
deren Beschleunigung senkrecht zur Oberfla¨che [Sch, 1992]. Fu¨r einige Anwendungen
werden Beschleunigungsaufnehmer benutzt, welche in allen drei Raumrichtungen Be-
schleunigungen detektieren. Diese Bauarten sollen hier nicht Gegenstand der Betrach-
tungen sein. Die Massen der Beschleunigungsaufnehmer seien sehr klein gegenu¨ber der
Gesamtmasse der Struktur und beeinflussen die Struktureigenschaften nicht.
a) b) c)
Abbildung 4.2: Transversal punktfo¨rmig messende Sensoren ( a) Lasertrian-
gulator, b) Laservibrometer, c) Beschleunigungsaufnehmer)
Die Modellierung oben genannter Sensoren besteht darin, die jeweiligen Zusta¨nde
wS direkt durch die Projektionsmatrizen L aus den Zustandsvektoren w zu ermitteln.
wS = Lw (4.1)
Die Dimension der Projektionsmatrix ist n×m, wobei n die Anzahl der Zusta¨nde und
m die Anzahl der Sensoren charakterisiert. Die Elemente von L sind Nullen, lediglich in
jeder derm Spalten der Projektionsmatrix steht eine Eins. Da das gesamte Modell meist
sehr viele Zusta¨nde besitzt, von denen aber nur einige fu¨r die Regelung von Interesse
sind, bietet sich diese Vorgehensweise an. Es ist dann leicht mo¨glich, die Signale der
Sensoren wa¨hrend der Simulation zu u¨berwachen. Die Operation nach Gleichung (4.1)
ist in jedem Zeitschritt der Berechnung auszufu¨hren.
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In der Simulation ist es im Gegensatz zur Messung auch mo¨glich, eine sehr große
Anzahl von Zusta¨nden als Monitoring-Gro¨ßen zu beobachten und abzuspeichern. Dafu¨r
sind modifizierte Projektionsmatrizen zu benutzen. Dadurch wird gewa¨hrleistet, das
gesamte Strukturverhalten bereits in der Simulation zu beurteilen und zu bewerten.
4.2 Piezokeramische Foliensensoren
Der Schwerpunkt in Kapitel 4 wird auf die Modellierung der piezokeramischen Foli-
ensensoren (Abschnitt 4.2) bzw. -aktuatoren (Abschnitt 4.5) gerichtet. Sie stellen die
Schnittstelle zwischen Struktur und Regelalgorithmus dar. Die Regelung erha¨lt ihre
Signale durch die piezokeramischen Sensoren. Das bedeutet: Eine detaillierte Modellie-
rung von piezokeramischen Foliensensoren und -aktuatoren ist fu¨r die korrekte Abbil-
dung des Verhaltens des Gesamtsystems, bestehend aus Struktur, Sensoren, Aktuatoren
und Regelung, unabdingbar. Die Modellierung der piezokeramischen Foliensensoren ge-
staltet sich wesentlich komplizierter als die der punktfo¨rmig wirkenden Sensoren, da
hier die Anbindung an die Struktur in einem zweidimensionalen Gebiet erfolgen muß. Es
existieren bereits Lo¨sungsansa¨tze in FE-Programmen, welche die Integration von PZT
(Blei-Zirkonat Titanat)-Elementen mit Hilfe der Laminattheorie in Schalenelemente
erlauben ([Tzo, 1997], [KBGS, 2001] u.a.). Dadurch wird aber die freie Positionierbar-
keit der PZT-Elemente eingeschra¨nkt. Da diese Programme nicht verfu¨gbar waren und
die freie Positionierbarkeit gewa¨hrleistet bleiben sollte, wurde hier ein anderer Weg
gewa¨hlt.
Es wird davon ausgegangen, daß die Sensoren das dynamische Verhalten der Struk-
tur nur unwesentlich beeinflussen. Diese Annahme gilt, wenn die PZT-Elemente wesent-
lich du¨nner als die Grundstruktur sind. Weiterhin nehmen sie nur eine kleine Fla¨che der
Gesamtfla¨che der Struktur ein. Durch diese Annahmen ko¨nnen die Sensoren nach der
Strukturmodellierung in die Struktur integriert werden. Es sind zuna¨chst die Positio-
nen der PZT-Elemente und dann neue Punkte auf der Struktur zu bestimmen, welche
die Geometrie der PZT-Elemente repra¨sentieren. Danach werden die Eigenvektoren
an den neuen Punkten interpoliert und aus diesen Gro¨ßen, mit Hilfe der Parameter
der Keramikelemente, die modalen Sensorspannungen bestimmt. Die Modalmatrix der
Struktur wird um die elektrischen Freiheitsgrade erweitert und in das Zustandsraum-
modell integriert. Nun ist es mo¨glich, die Sensorsignale in der Struktursimulation zu
beru¨cksichtigen. Um im gesamten Frequenzbereich ein proportionales U¨bertragungsver-
halten der Sensoren zu gewa¨hrleisten, wird die Gro¨ße des Innenwiderstandes des Signal-
versta¨rkers (bzw. Tiefpaßfilters) diskutiert. Der piezoelektrische Effekt besagt, daß in
bestimmten Kristallen bei mechanischer Beanspruchung elektrische Ladungen entste-
hen. Die Kristalle a¨ndern unter dem Einfluß des elektrischen Feldes ihre Abmessungen,
was als inverser piezoelektrischer Effekt bezeichnet wird [Rus, 1995]. U¨ber die Grund-
lagen zur Piezoelektrizita¨t existieren viele Vero¨ffentlichungen bzw. Lehrbu¨cher (Bsp.:
[Rus, 1995], [Jen, 1995], [Jan, 1997] u.a.), deshalb werden sie hier nicht ausfu¨hrlicher
behandelt. Vielmehr wird von den linearisierten gekoppelten piezoelektrischen Grund-
gleichungen (4.2) zur Herleitung der modalen Sensorspannungen ausgegangen.
S = sEel σ + dT Eel
D = d σ + εσ Eel (4.2)
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Abbildung 4.3: Auf einer Platte applizierte PZT-Folie
Der Vektor der Dehnungen S ergibt sich aus dem mechanischen Anteil (Nachgiebig-
keitsmatrix bei konstantem elektrischem Feld sEel multipliziert mit dem mechanischen
Spannungsvektor σ) und dem elektro-mechanischen Anteil (Matrix der piezoelektri-
schen Ladungskonstanten d multipliziert mit dem Vektor des elektrischen Feldes Eel).
Der Vektor der elektrischen Verschiebung D setzt sich aus einem elektromechanischen
Anteil (Matrix der piezoelektrischen Ladungskonstanten d multipliziert mit dem Vek-
tor der mechanischen Spannungen σ) und einem elektrischen Anteil (Matrix der Per-
mittivita¨t bei konstanter mechanischer Spannung εσ multipliziert mit dem Vektor des
elektrischen Feldes Eel) zusammen. Die obere Gleichung charakterisiert den Aktua-
toreffekt, wa¨hrend die untere Gleichung den Sensoreffekt beschreibt. Aus der unte-
ren Gleichung werden nun die Beziehungen fu¨r die vom Sensor abgegebene Spannung
hergeleitet. Dabei wird davon ausgegangen, daß am Sensor keine elektrischen Felder
(Eel = 0) anliegen. Es ergibt sich fu¨r die elektrische Verschiebung folgende Gleichung:
D = d σ (4.3)
Die Abmessungen der PZT-Folie in x1- und x2-Richtung sind groß gegenu¨ber der in x3-
Richtung, deshalb kann fu¨r den Sensor ein 2D-Spannungszustand (σ33, σ13 und σ23 sind
klein gegenu¨ber den anderen Spannungen und ko¨nnen vernachla¨ssigt werden) angenom-
men werden. Dadurch vereinfacht sich Gleichung (4.3) und es folgt deren Formulierung
in Matrixschreibweise: 
 D1D2
D3

 =

 0 0 00 0 0
d31 d32 0



 σ11σ22
σ12

 (4.4)
Die Materialeigenschaften des Piezomaterials sind senkrecht zur Polarisationsachse iso-
trop (transversalisotropes Material). Das gilt auch fu¨r die elektrischen und elektro-
mechanischen Gro¨ßen. Daraus ergibt sich die Gleichheit von d31 und d32. Gleichung
(4.4) vereinfacht sich weiter zu
D3 = d31 (σ11 + σ22) . (4.5)
Die Spannungen σ11 und σ22 setzen sich aus Normal- und Biegeanteilen zusammen. In
Gleichung (4.6) ist Ep der Elastizita¨tsmodul und νp die Poisson’sche Konstante des
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Piezomaterials senkrecht zur Polarisationsachse. Die Membrandehnungen werden mit
ε
(0)
i und die Biegedehnungen mit ε
(1)
i in der i-Richtung bezeichnet.
σ11 =
Ep
1− ν2p
(
ε
(0)
1 + ε
(1)
1
)
=
Ep
1− ν2p
(
∂u
∂x1
− z∂
2w
∂x21
+ νp
∂v
∂x2
− zνp∂
2w
∂x22
)
σ22 =
Ep
1− ν2p
(
ε
(0)
2 + ε
(1)
2
)
=
Ep
1− ν2p
(
∂v
∂x2
− z∂
2w
∂x22
+ νp
∂u
∂x1
− zνp∂
2w
∂x21
)
(4.6)
Die PZT-Folien sind auf der Ober- und Unterseite elektrodiert. Die Integration der
elektrischen Verschiebung u¨ber der eletrodierten Fla¨che A ergibt die elektrische La-
dung:
Q =
∫
A
D3 dA (4.7)
Das explizite Einsetzen von D3 aus Gleichung (4.5) in Gleichung (4.7) und die Sepa-
ration von Biege- und Membrananteilen ergibt:
Q = d31
Ep
1− νp
{ x2e∫
x2a
x1e∫
x1a
ε
(0)
1 + ε
(0)
2 − z (w,11 + w,22) dx1 dx2
}
(4.8)
Die PZT-Keramik kann als ,,aktiver” Plattenkondensator angesehen werden. Die elek-
trische Spannung Uout ergibt sich aus dem Quotienten von elektrischer Ladung Q und
der Kapazita¨t Cp der elektrodierten Keramik:
Uout =
Q
Cp
(4.9)
Das Einsetzen der Ladung Q in Gleichung (4.9) ergibt:
Uout =
d31
Cp
· Ep
1− νp
{ x2e∫
x2a
x1e∫
x1a
(ε
(0)
1 +ε
(0)
2 ) dx1 dx2 −
x2e∫
x2a
x1e∫
x1a
z (w,11+w,22) dx1 dx2
}
(4.10)
Im unteren Frequenzbereich der Struktur treten, bedingt durch geringe Wandsta¨rken
der Struktur, lediglich Biegemoden auf. Die Membrandehnungen sind, sofern keine
kollokale Anordnung von Sensoren und Aktuatoren vorliegt, klein und ko¨nnen ver-
nachla¨ssigt werden (siehe Gleichung (4.11)). Eine kollokale Anordnung ist aber ohne-
hin schwierig zu handhaben, da die vom Aktuator eingebrachten Membrandehnungen
gegebenenfalls gro¨ßer als die durch die Kru¨mmung der Platte erzeugten Dehnungen
sind. In diesem Fall wu¨rde das Strukturverhalten im Sensorsignal nicht oder nur sehr
schlecht meßbar sein. Eigene Untersuchungen haben ergeben, daß die Membraneffek-
te in der Umgebung der Aktuatorkeramik sehr schnell abklingen und somit eine eng
benachbarte Anordnung von Aktuator- und Sensorkeramik mo¨glich ist.
Uout = −d31
Cp
· Ep
1− νp z
{ x2e∫
x2a
x1e∫
x1a
(w,11 + w,22) dx1 dx2
}
(4.11)
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Die Koordinate z charakterisiert den Abstand der Sensorkeramik von der neutralen
Faser. Sie errechnet sich aus der halben Summe der Dicke der Struktur h und der
Dicke der Keramik hp.
z = −h + hp
2
(4.12)
Nun sind alle Gro¨ßen bekannt um die Sensorspannungen zu berechnen. In den Eigen-
vektoren der FE-Berechnung seien auch die Biegewinkel w,i enthalten. Das ermo¨glicht
die analytische Lo¨sung eines der beiden Integrale. Daraus ergibt sich folgende Konfi-
guration:
Uout =
d31
Cp
· Ep
1− νp ·
h+ hp
2
·

 x2e∫
x2a
w,1(x1e, x2) dx2 −
x2e∫
x2a
w,1(x1a, x2) dx2+
x1e∫
x1a
w,2(x1, x2e) dx1 −
x1e∫
x1a
w,2(x1, x2a) dx1

 (4.13)
Die weiteren Integrale sind nun numerisch zu lo¨sen. Dabei ha¨ngt die Genauigkeit der
Lo¨sung wesentlich vom gewa¨hlten Integrationsalgorithmus und der Art der Diskreti-
sierung der Folie ab. Fu¨r die Integration wurde die Sehnentrapezformel fu¨r a¨quidistant
zerlegte Intervalle nach [EnRe, 1996] verwendet.
x2e∫
x2a
w,1(x1e, x2) dx2 ≈
x2e − x2a
2 (N − 1)
(
w,1(Pa) + w,1(Pe) +
N−1∑
k=1
w,1
(
P
a+k(x2e−x2aN−1 )
))
(4.14)
In Gleichung (4.14) wird die Berechnungsvorschrift am Beispiel fu¨r eines der Integrale
gezeigt. N ist die Anzahl der Stu¨tzstellen im Integrationsintervall. Die Fehlerordnung
des Verfahrens ist O
((
x2e−x2a
N−1
)2)
. Es handelt sich um ein einfaches Integrationsverfah-
ren, dessen Genauigkeit fu¨r diesen Anwendungsfall aber ausreichend ist. In Abbildung
4.4 ist als Beispiel die Diskretisierung einer PZT-Folie mit 16 Stu¨tzstellen dargestellt.
Die Gro¨ße und Position der Keramik sollen frei bestimmbar sein. Es kann deshalb
nicht davon ausgegangen werden, daß die Diskretisierungsstu¨tzstellen der Folie mit
den vorhandenen Stu¨tzstellen der Grundstruktur zusammenfallen. Abbildung 4.5 ver-
anschaulicht diesen Sachverhalt. Die x1- und x2-Koordinaten der Stu¨tzstellen der Folie
werden im Koordinatensystem der Grundstruktur festgelegt. Die Berechnung der Bie-
gewinkel, welche zur Ermittlung der Sensorspannungen beno¨tigt werden, erfolgt mit
Hilfe von bi-kubischen Spline-Interpolationsfunktionen [EnRe, 1996], [Zei, 1996]. Die
Werte fu¨r die Biegewinkel werden aus den Eigenvektoren interpoliert. Damit kann fu¨r
jeden PZT-Sensor und jeden Mode ein modaler elektrischer Freiheitsgrad berechnet
werden. Diese neu berechneten elektrischen Freiheitsgrade werden in die Modalmatrix
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Abbildung 4.4: Diskretisierung einer PZT-Folie (Beispiel mit 16 Stu¨tzstellen)
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Abbildung 4.5: Diskretisierte Struktur mit applizierter Folie
der Grundstruktur integriert.
ΦS =

 Φ. . .
ΦS

 =


Φ11 Φ12 . . . Φ1m
Φ21 Φ22 . . . Φ2m
...
...
. . .
...
Φn1 Φn2 . . . Φnm
. . . . . . . . . . . . . . . . . . . . . . . . . . .
Uout,11 Uout,12 . . . Uout,1m
Uout,21 Uout,22 . . . Uout,2m
...
...
. . .
...
Uout,k1 Uout,k2 . . . Uout,km


(4.15)
Die Anzahl der Sensoren wird mit k, die Anzahl der Stu¨tzstellen im Eigenvektor mit
n und die Anzahl der in der Modalmatrix enthaltenen Moden mit m bezeichnet.
Die Funktionsweise der Methode und die beno¨tigte Diskretisierung soll an einem
Beispiel mit der analytischen Lo¨sung verglichen werden. Dazu werden die Eigenvek-
toren einer allseitig gelenkig gelagerten Platte berechnet (Gleichung (3.101)). Die Pa-
rameter der Platte entsprechen der in Kapitel 3.4.2 verwendeten Platte. Die Sensoren
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Tabelle 4.1: Parameter der PZT-Keramiken (Quelle: [Phy, 2001])
Parameter Einheit Wert
d31 [m/V ] −0.210e− 9
Ep [GPa] 66.667
νp [−] 0.350
Cp [F ] 1.000e− 7
werden an drei verschiedenen Positionen der Platte appliziert. In Tabelle 4.1 sind die
Parameter der Piezokeramiken und deren Positionen dargestellt. Die Abmessungen der
Sensoren betragen lx1 = 50mm, lx2 = 25mm und lx3 = 0.2mm. Tabelle 4.2 und Abbil-
dung 4.6 verdeutlichen die Lage der PZT-Sensoren. Im ersten Teil des Beispieles wird
Tabelle 4.2: Lage der PZT-Keramiken
Sensor Nr. Mittelpunkt
x1 [mm] x2 [mm]
1 37.5 25.0
2 462.5 312.5
3 212.5 112.5
die Genauigkeit des Integrationsalgorithmus u¨berpru¨ft. Die Eigenvektoren werden an
den Diskretisierungsstu¨tzpunkten analytisch berechnet. Dazu wird der Sensor mit 4, 8,
16 und 32 Punkten diskretisiert. Die zula¨ssige Abweichung vom exakten Wert wird mit
x ,w3
x ,v2
x ,u1
1
23
Abbildung 4.6: Lage der PZT-Sensoren
0.2% festgelegt. Danach ist eine Diskretisierung der PZT-Folie mit 16 Punkten ausrei-
chend fu¨r die Berechnung der Sensorspannung. Die Tabellen mit den Ergebnissen der
Berechnungen sind im Anhang A.2.1 abgedruckt.
Im zweiten Teil des Beispieles wird die Funktion des Interpolationsalgorithmus
nachgewiesen. Die Sensorspannungen werden mit der analytischen Lo¨sung verglichen.
Dabei kann festgestellt werden, daß die Ergebnisse in Richtung des Randes, wo nur
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kleine Sensorspannungen zu erwarten sind, ungenauer werden. Die Genauigkeit ist
mit weniger als 1% Fehler, im Vergleich zu den analytisch ermittelten Sensorspan-
nungen, allerdings noch ausreichend genau. Auch hier sind die Berechnungsergebnisse
im Anhang A.2.2 abgedruckt. Fu¨r die Messung der Sensorspannungen sind einige Be-
trachtungen notwendig, da es sich bei der piezokeramischen Folie um einen kapazitiven
Sensor handelt. A¨hnliche Betrachtungen sind bereits in [Sch, 2001] zu finden. Wegen
der Wichtigkeit der genauen Messung der Sensorsignale (sie sind ausschlaggebend fu¨r
die weitere Signalverarbeitung) wird das Verhalten der Sensorkeramik unter Last etwas
ausfu¨hrlicher behandelt. Der Eingangswiderstand des Meßversta¨rkers (bzw. des Tief-
paßfilters) ist entscheidend fu¨r die Meßbarkeit der Spannungen des piezokeramischen
Sensors. Abbildung 4.7 zeigt den elektrischen Ersatzschaltplan einer als Kondensator
C und Spannungsquelle idealisierten PZT-Sensorkeramik und dem idealisierten Meß-
versta¨rkerinnenwiderstand R. Nach dem Maschensatz ist die Summe aller Spannungen
U
out
I I=0
R
C
U
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IU
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U
R
Abbildung 4.7: Elektrisches Ersatzschaltbild des Sensors mit Meßversta¨rker
in einer Masche gleich Null (siehe Gleichung (4.16)). Die durch den Versta¨rker meßbare
Spannung ist mit UMess bezeichnet, sie ist identisch mit UR.
Uout = UC + UR = (XC +R) I mit XC =
1
jωC
(4.16)
Die Bildung des U¨bertragungsverhaltens zwischen UR und Uout ergibt
HS =
UR
Uout
=
jωC R
1 + jωC R
. (4.17)
Aus der U¨bertragungsfunktion HS ergibt sich, daß mit dem Sensor keine statischen
Vorga¨nge meßbar sind. Dazu mu¨ßte der Innenwiderstand des Meßversta¨rker unend-
lich groß sein, was in der Realita¨t nicht erfu¨llbar ist. In Abbildung 4.8 ist das U¨ber-
tragungsverhalten eines PZT-Sensors mit Meßversta¨rker fu¨r verschiedene Eingangswi-
dersta¨nde des Versta¨rkers dargestellt. Die Kapazita¨t C der Keramik entspricht der in
Tabelle 4.1. Es ist deutlich zu sehen, daß fu¨r den Meßversta¨rker sehr hohe Eingangswi-
dersta¨nde beno¨tigt werden, um im gesamten Frequenzbereich dehnungsproportionale
Signale zu liefern. Fu¨r ein proportionales U¨bertragungsverhalten sind hier Eingangs-
widersta¨nde der Versta¨rker gro¨ßer 1MΩ anzustreben. Anderenfalls muß das U¨ber-
tragungsverhalten der Einheit aus PZT-Sensor und Meßversta¨rker in der Simulation
zwingend beru¨cksichtigt werden.
59
4 Sensoren und Aktuatoren
10−2 10−1 100 101 102 103 104
−120
−100
−80
−60
−40
−20
0
20
f [Hz]
H
S 
[dB
]
R = 100 Ω 
R = 1 kΩ  
R = 10 kΩ 
R = 100 kΩ
R = 1 MΩ  
R = 10 MΩ 
R = 100 MΩ
Abbildung 4.8: U¨bertragungsverhalten einer PZT-Folie bei verschiedenen
Eingangswidersta¨nden des Meßversta¨rkers
4.3 Drucksensoren fu¨r Fluide
Die Messung der Fluiddru¨cke erfolgt mit Mikrofonen. Die hier beschriebenen Mikrofone
sind ebenfalls konventionelle Sensoren. Sie verhalten sich im gesamten betrachteten
Frequenzbereich linear. Die Simulation eines Drucksensors ist wesentlich aufwendiger
Abbildung 4.9: Meßmikrofon (Drucksensor fu¨r Fluide)
als die eines Beschleunigungs- oder Geschwindigkeitssensors. Fu¨r die Druckberechnung
im Außenfeld wird der gesamte Zustandsvektor der Struktur beno¨tigt. Es wird dazu von
Freifeldbedingungen ausgegangen. Die Gleichung (4.18) zur Druckberechnung wurde
bereits in Kapitel 3.4.1 abgeleitet und soll hier, der besseren U¨bersicht wegen, nochmals
aufgefu¨hrt werden. Alle Teilfla¨chen Ai mit der Beschleunigung w¨i tragen dabei als
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Punktstrahler zum Gesamtschalldruck pges bei.
pges =
ρ0
2pi
(
w¨1 (t− t1) A1
r1
+
w¨2 (t− t2) A2
r2
+ · · ·+ w¨n (t− tn) An
rn
)
=
ρ0
2pi
n∑
i=1
w¨i (t− tn) Ai
ri
. (4.18)
Die Berechnung der Dru¨cke fu¨r ein Mikrofon im abgeschlossenen Volumen erfolgt u¨ber
die Zustandsgro¨ßen des Volumens selbst mit Hilfe von Projektionsmatrizen L (Glei-
chung (4.19)). Hier steht der Vektor der Dru¨cke p explizit zu Verfu¨gung. Dabei beein-
flußt das Mikrofon das Verhalten des Fluides nicht.
pS = Lp (4.19)
Durch die Projektionsmatrix werden die Dru¨cke an den Mikrofonpositionen ermittelt.
Alle Druckmessungen erfolgen im schallisolierten Raum, um den Einfluß von Sto¨r-
gera¨uschen gering zu halten bzw. auszuschließen.
4.4 Punktfo¨rmig wirkende Aktuatoren
Es existiert eine Vielzahl von Aktuatoren (vgl. [Jan, 1997],[Jen, 1995]), welche nach
verschiedenen physikalischen Prinzipien das dynamische Verhalten von mechanischen
Strukturen beeinflussen. Von den Aktuatoren wird in diesem Unterkapitel nur eine
kleine Auswahl behandelt. Sie leiten Kra¨fte senkrecht zur Strukturoberfla¨che ein und
regen damit die mechanische Struktur vornehmlich zu Biegeschwingungen an. Abbil-
dung 4.10 zeigt zwei Arten ha¨ufig verwendeter Aktuatoren. Elektrodynamische Erreger
a) b)
Abbildung 4.10: Transversal punktfo¨rmig wirkende Aktuatoren ( a) Inertial-
massenaktuator, b) elektrodynamischer Erreger)
werden durch einen Leistungsversta¨rker gespeist. Sie werden unter anderem eingesetzt,
um Sto¨rungen in die mechanische Struktur einzuleiten oder die Reglerausgangssignale
auf die mechanische Struktur zu u¨bertragen. Es wird von einem linearen U¨bertragungs-
verhalten im gesamten betrachteten Frequenzbereich ausgegangen. Die Modellierung
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erfolgt mit Hilfe von Projektionsmatrizen (Gleichung (4.20)), so kann der gesamte
Kraftvektor f fu¨r die Simulation bereitgestellt werden.
f = L fA (4.20)
Inertialmassenaktuatoren arbeiten mit Hilfe eines piezokeramischen Elementes, wel-
ches eine Masse beschleunigt. Die hiermit erzeugte Kraft (Gleichung 4.21) ist frequenz-
abha¨ngig. Durch eine austauschbare Zusatzmasse kann die Kraft variiert werden. Auch
sie werden so appliziert, daß sie Kra¨fte senkrecht zur Strukturoberfla¨che einleiten und
so die mechanische Struktur zu Biegeschwingungen anregen.
f = −ω2wAmA (4.21)
Sie erzeugen, bedingt durch einen lediglich kleinen Hub wA, im unteren Frequenzbereich
nur kleine Kra¨fte. Sie sind besser fu¨r ho¨here Frequenzen (je nach Bauart ab ca. 200Hz)
zu verwenden.
4.5 Piezokeramische Folienaktuatoren
PZT-Folien sind, nutzt man den inversen piezoelektrischen Effekt (vgl. Abschnitt 4.2)
aus, als Aktuatoren einsetzbar. Sie werden auf der Oberfla¨che der Struktur appliziert.
Eine genaue Abbildung des Verhaltens der Aktuatoren ist wichtig, da sie eine Schnitt-
stelle zur Grundstruktur darstellen und die elektrischen Reglersignale in mechanische
Belastungen wandeln. Die durch die Aktuatoren erzeugten Kra¨fte sollen die Amplitu-
den der durch Sto¨rungen entstehenden Strukturschwingungen verringern. Die Model-
lierung der piezokeramischen Folienaktuatoren ist wesentlich aufwendiger als die der
punktfo¨rmig wirkenden Aktuatoren, da sie verteilte Lasten in die Struktur einleiten.
Ausgehend von den linearisierten piezoelektrischen Grundgleichungen werden die Ak-
tuatorkra¨fte bzw. Momente berechnet. Die Anbindung der Aktuatoren an die Struktur
erfolgt durch die Integration elektrischer Freiheitsgrade in der Modalmatrix. Dabei
beeinflussen die Aktuatoren die dynamischen Eigenschaften der Grundstruktur nicht
signifikant, da ihre Dicke im Vergleich zur Strukturdicke gering ist und sie nur eine
kleine Fla¨che gegenu¨ber der Gesamtfla¨che der Struktur beanspruchen. Anhand eines
Beispieles wird die Aktuatorwirkung auf einer allseitig gelenkig gelagerten Platte ana-
lytisch berechnet und mit numerischen Lo¨sungen verglichen. Das Beispiel umfaßt die
Variation der Position des Aktuators mit dem Ziel, die Abha¨ngigkeit des numerischen
Approximationsfehlers von der Position nachzuweisen. Die Hysterese der Aktuatoren
wird im Arbeitsbereich experimentell ermittelt und bewertet. Weiterhin ist das Verhal-
ten von kapazitiven Lasten in Verbindung mit einem Spannungsversta¨rker Gegenstand
der Untersuchungen.
Die linearisierten piezoelektrischen Grundgleichungen (4.22) sind hier nochmals auf-
gefu¨hrt, da sie Ausgangspunkt der Berechnung der Aktuatorwirkung sind.
S = sEel σ + dT Eel
D = d σ + εσ Eel (4.22)
Die obere der beiden Gleichungen ist fu¨r den Aktuatoreffekt verantwortlich. Dabei
ergibt sich der Vektor der Dehnungen S aus dem mechanischen Anteil (Nachgiebig-
keitsmatrix bei konstantem elektrischem Feld sEel multipliziert mit dem mechanischen
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Spannungsvektor σ) und dem elektro-mechanischen Anteil (Matrix der piezoelektri-
schen Ladungskonstanten d multipliziert mit dem Vektor des elektrischen Feldes Eel).
Der elektromechanische Anteil der oberen Gleichung wird abgespalten und es ergibt
sich der Vektor der Dehnungen infolge der piezoelektrischen Lasten
Sp = d
T Eel . (4.23)
Das piezoelektrische Material besitzt transversalisotrope Eigenschaften. Die Isotropie-
ebene ist hier die x1-x2-Ebene. Die transversalisotropen Eigenschaften gelten auch fu¨r
die elektrischen und elektro-mechanischen Materialparameter. Dadurch ergibt sich die
Gleichheit der Ladungskonstanten d31 und d32. Gleichung (4.23) wird in Komponen-
tenschreibweise fu¨r das zweidimensionale Problem mit transversalisotropem Material
wie folgt formuliert 
 Sp;11Sp;22
2Sp;12

 =

 0 0 d310 0 d31
0 0 0



 Eel; 1Eel; 2
Eel; 3

 . (4.24)
Durch Invertieren der fu¨r das zweidimensionale Problem reduzierten Nachgiebigkeits-
matrix kann die Elastizita¨tsmatrix E bestimmt werden.
E =


E
1− ν2
E ν
1− ν2 0
E ν
1− ν2
E
1− ν2 0
0 0
E
2 (1 + ν)


(4.25)
Linksmultiplikation von Gleichung (4.24) mit der Elastizita¨tsmatrix ergibt den Vektor
der durch die piezoelektrischen Lasten hervorgerufenen Spannungen
σp = E d
T Eel . (4.26)
Die Elektroden sind auf Ober- und Unterseite der Aktuatoren angebracht. Durch die
geringe Dicke der Keramiken lassen sich in x3-Richtung hohe Feldsta¨rken realisieren.
Die applizierbaren Feldsta¨rken in x1- und x2-Richtung sind dagegen klein und ko¨nnen
vernachla¨ssigt werden (Eel;1 = Eel;2 = 0). Die Formulierung nach Gleichung (4.26) kann
nun vereinfacht werden und mit Eel;3 = U/hp ergeben sich in Komponentenschreibweise
die Spannungen
σp;11 =
Ep d31U
hp (1− ν) und σp;22 =
Ep d31U
hp (1− ν) . (4.27)
Die Spannungen sind u¨ber der gesamten elektrodierten Fla¨che konstant und auch in
beiden Richtungen x1 und x2 gleich groß (σp;11 = σp;22).
Da die in dieser Arbeit behandelten du¨nnwandigen Strukturen im betrachteten Fre-
quenzbereich lediglich Biegeschwingungen ausfu¨hren, sind in den Eigenvektoren auch
nur die modalen Verformungen senkrecht zur Mittelfla¨che und die modalen Biegewin-
kel enthalten. Die durch den Aktuator erzeugten Normaldehnungen sind gegenu¨ber den
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Biegedehnungen nicht vernachla¨ssigbar klein. Sie regen jedoch nur Longnitudinalmoden
an. Da diese Moden bei sehr hohen Frequenzen auftreten, die durch die Folienaktuato-
ren eingeleiteten Normaldehnungen in der Umgebung des Aktuators schnell abklingen
und keine kollokale Sensor- Aktuatoranordnung vorgesehen ist, ist die Beru¨cksichtigung
der durch die Aktuatoren eingebrachten Normaldehnungen in der Simulation nicht not-
wendig.
Aus den Spannungen σp;11 und σp;22 werden durch Multiplikation mit der x3-Ko-
ordinate und anschließende Integration u¨ber der Aktuatordicke hp die Biegemomente
der Aktuatoren mp berechnet:
mp =
h
2
+hp∫
h
2
σp;11 x3 dx3 =
h
2
+hp∫
h
2
σp;22 x3 dx3 (4.28)
Die Lo¨sung der bestimmten Integrale aus Gleichung (4.28) ergibt folgende Formulierung
fu¨r das Moment der Aktuatoren:
mp =
h+ hp
2
· Ep d31 U
1− νp (4.29)
Um ein konstantes Moment u¨ber der Fla¨che des Aktuators zu gewa¨hrleisten sind die
a¨quivalenten Linienmomente am Rand der PZT-Keramik anzutragen. Anhand von Ab-
bildung 4.11 wird die Lasteinleitung durch den piezokeramischen Aktuator deutlich. Die
x ,w3
x ,v2
x ,u1
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mp mp
mp
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Abbildung 4.11: Lasteinleitung durch piezokeramische Folienaktuatoren
modale Entkopplung der elektrischen Aktuatorfreiheitsgrade und deren Integration in
die Modalmatrix la¨ßt sich aus der Arbeitsformulierung fu¨r die modalen Belastungen
ableiten [Mei, 1990]. Somit kann fu¨r jeden Mode der Struktur fu¨r einen Aktuator eine
Ersatzbelastung berechnet werden, welche die gleichen Auswirkungen wie die verteilte
Lasteinleitung des Aktuators auf das Strukturverhalten besitzt:
Fp =
x2e∫
x2a
x1e∫
x1a
w,1mp dx1 dx2 +
x2e∫
x2a
x1e∫
x1a
w,2mp dx1 dx2 . (4.30)
Die Integrale sind lediglich auf dem Rand der Aktuatorfla¨che definiert, deshalb ko¨nnen
sie in je zwei a¨quivalente Integrale u¨ber den Rand der Keramik u¨berfu¨hrt werden.
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Die durch diese Operation entstandenen vier Integrale (siehe Gleichung (4.31)) sind
numerisch zu lo¨sen.
Fp =
Ep d31 U
1− νp ·
h + hp
2
·

 x2e∫
x2a
w,1(x1e, x2) dx2 −
x2e∫
x2a
w,1(x1a, x2) dx2+
x1e∫
x1a
w,2(x1, x2e) dx1 −
x1e∫
x1a
w,2(x1, x2a) dx1

 (4.31)
Fu¨r die numerische Lo¨sung der Integrale wird wieder die in Abschnitt 4.2 beschrie-
bene Sehnentrapezformel nach [EnRe, 1996] angewandt. Die Ra¨nder der Aktuatorke-
ramik sind jetzt zu diskretisieren. Dabei sollen auch fu¨r den Aktuator die Gro¨ße und
Position als freie Parameter erhalten bleiben. Deshalb ist auch fu¨r die Aktuatorke-
ramiken nicht davon auszugehen, daß die Diskretisierungsstu¨tzstellen mit denen der
Grundstruktur zusammenfallen (siehe Abbildung 4.5). Die Berechnung der Biegewin-
kel an den Diskretisierungsstu¨tzstellen erfolgt auch fu¨r den Aktuator durch bi-kubische
Spline-Interpolationsfunktionen [EnRe, 1996], [Zei, 1996].
Fp =
Ep d31
1− νp ·
h + hp
2
·

 x2e∫
x2a
w,1(x1e, x2) dx2 −
x2e∫
x2a
w,1(x1a, x2) dx2+
x1e∫
x1a
w,2(x1, x2e) dx1 −
x1e∫
x1a
w,2(x1, x2a) dx1


︸ ︷︷ ︸
U
Fp = fp · U
(4.32)
Separiert man aus Gleichung (4.31) die Spannung U , so ist die Integration der elektri-
schen Freiheitsgrade in die Modalmatrix (Gleichung (4.33)) formal mo¨glich. Die An-
steuerung der Aktuatoren ist nun in der Simulation durch eine Spannung realisierbar.
ΦA =

 Φ. . .
ΦA

 =


Φ11 Φ12 . . . Φ1m
Φ21 Φ22 . . . Φ2m
...
...
. . .
...
Φn1 Φn2 . . . Φnm
. . . . . . . . . . . . . . . . . . . . .
fp;11 fp;12 . . . fp;1m
fp;21 fp;22 . . . fp;2m
...
...
. . .
...
fp;k1 fp;k2 . . . fp;km


(4.33)
Die Funktionsfa¨higkeit von Interpolations- und Integrationsalgorithmus wurde am Bei-
spiel in Abschnitt 4.2 bereits gezeigt und soll hier nicht wiederholt werden.
Fu¨r die Modellierung der Keramiken ist es notwendig, das mechanische Hysterese-
verhalten der Keramiken im Arbeitsbereich zu ermitteln und zu bewerten. Es sind in der
Literatur viele Ansa¨tze zur Beru¨cksichtigung des Hystereseverhaltens piezokeramischer
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Abbildung 4.12: Prinzipielles mechanisches Hystereseverhalten piezokerami-
scher Folienaktuatoren
Aktuatoren zu finden, zum Beispiel in [KaBo¨, 2001], [YXND, 2002] und [ZhCh, 2001].
Da in unserem Fall nur der grau hinterlegte des mo¨glichen Bereiches der in Abbildung
4.12 dargestellten Kurve genutzt wird, sind Betrachtungen u¨ber die dabei auftreten-
den Hystereseverluste notwendig. Bei Messungen an einem Balken wurde die Hyste-
w
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Abbildung 4.13: Versuchsaufbau zur Hysteresebestimmung von PZT-
Folienaktuatoren
resekurve im Arbeitsbereich mit unterschiedlichen Ansteuerspannungen aufgezeichnet.
Die Versuchsanordnung ist in Abbildung 4.13 dargestellt. Zur Erzeugung eines reinen
Biegemomentes wurden die Aktuatoren jeweils mit der gleichen elektrischen Span-
nung belastet. Der Versuch wurde quasistatisch mit einer Sinus-Anregung (Frequenz
f = 1.0Hz) durchgefu¨hrt. Mit Hilfe eines Lasertriangulators wurde die Verschiebung
v bei x2 = lB gemessen. Abbildung 4.14 zeigt die gemessenen Hysteresekurven bei
verschiedenen Aussteuerspannungen. Die Hystereseverluste sind im Arbeitsbereich als
sehr gering zu bewerten. Selbst bei einer Ansteuerspannung von U = 50 ± 45V sind
die Verluste mit 1.53% der verrichteten Gesamtarbeit noch klein. Sie ko¨nnen deshalb
in der Simulation unberu¨cksichtigt bleiben. Fu¨r das Verhalten der Aktuatorkeramiken
wird ein linearer Zusammenhang zwischen Ansteuerspannung und Auslenkung ange-
nommen.
Genaue Kenntnis vom Verhalten der elektronischen Komponenten im Regelkreis ist
fu¨r die Abbildung des aktiven Gesamtsystems in die Simulationsumgebung ebenfalls
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Abbildung 4.14: Hysteresekurve auf einem Balken applizierter PZT-Folien
wichtig. Fu¨r die PZT-Aktuatoren werden im Regelfall Leistungsversta¨rker beno¨tigt. An
R
C
U
out
I
U
C
U
R
Abbildung 4.15: Ersatzschaltbild fu¨r einen Versta¨rker mit kapazitiver Last
einem Beispiel wird das gemessene U¨bertragungsverhalten eines Leistungsversta¨rkers
(PI E663.00) diskutiert.
Hges = HLast ·HV erst. mit HLast = Uc
Uout
=
1
1 + jωCR
(4.34)
Die PZT-Keramik stellt fu¨r den Versta¨rker, vereinfacht betrachtet, eine kapazitive Last
dar. Bei kapazitiver Belastung durch die Piezokeramik und gleichzeitig hohen Frequen-
zen zeigt der Versta¨rker ein zusa¨tzliches Tiefpaßverhalten. In Abbildung 4.15 ist das
Ersatzschaltbild eines Versta¨rkers als Spannungsquelle mit kapazitiver Last dargestellt.
Nach dem Maschensatz ist die Summe aller Spannungen in einer Masche gleich Null.
Der Widerstand R charakterisiert den Innenwiderstand des Versta¨rkers, wa¨hrend C die
kapazitive Last des PZT-Aktuators darstellt. Das U¨bertragungsverhalten der gesam-
ten Schaltung Hges ergibt sich aus dem U¨bertragungsverhalten des Versta¨rkers HV erst.
selbst multipliziert mit dem U¨bertragungsverhalten, welches durch die angeschlosse-
ne kapazitive Last HLast hervorgerufen wird. Da das U¨bertragungsverhalten des Ver-
sta¨rkers nicht bekannt ist, wurde das U¨bertragungsverhalten des gesamten Systems
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Abbildung 4.16: U¨bertragungsverhalten eines Versta¨rkers (PI E-663.00) bei
verschiedenen Lasten
experimentell bestimmt. In Abbildung 4.16 sind die Meßergebnisse fu¨r verschiedene
kapazitive Lasten u¨ber der Frequenz aufgetragen. Die durchgezogene Kurve kennzeich-
net dabei das U¨bertragungsverhalten des lastfreien Versta¨rkers. Die hier verwendeten
PZT-Aktuatoren besitzen Kapazita¨ten um 0.1µF , mit denen Frequenzen von einigen
hundert Hertz zu steuern sind. Das Verhalten des Versta¨rkers mit einer kapazitiven Last
von 0.1µF entspricht bei diesem Versta¨rkertyp dem Verhalten des ,,offenen” Versta¨r-
kers (siehe Abbildung 4.16). Deshalb kann das U¨bertragungsverhalten des Versta¨rkers
als konstant (mit Versta¨rkungsfaktor k = 10) u¨ber den gesamten betrachteten Fre-
quenzbereich angesehen werden.
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Kapitel 5
Regelung
Die hier behandelten Regelalgorithmen beeinflussen schwach geda¨mpfte dynamische
Mehrgro¨ßensysteme. Angeregt durch a¨ußere Sto¨rkra¨fte neigen die Systeme zu Schwin-
gungen. Wie in Kapitel 3 bereits besprochen, treten hohe Schwingungsamplituden vor-
zugsweise in den Resonanzfrequenzen der Systeme auf. Die Schwingungsenergie ist,
bedingt durch die Massentra¨gheit der Strukturen, meist in wenigen Schwingungsmo-
den konzentriert. Die Energie zur Anregung von Moden wa¨chst quadratisch mit der
Frequenz. Darum genu¨gt es meist die Moden mit niedrigen Eigenfrequenzen im Ansatz
zum Aufbau eines Regelalgorithmus zu beru¨cksichtigen. Die Reduktion der Schwin-
gungsamplituden der Systeme ist das Ziel des Einsatzes der Regelalgorithmen. Die
Verformungen des Systems werden durch piezokeramische Folien in elektrische Signale
gewandelt und dienen als Eingangsgro¨ßen fu¨r den Regler. Weiterhin nutzen einige Re-
gelalgorithmen die Sto¨rsignale selbst als zusa¨tzliche Eingangsgro¨ßen. Der Regler (HR)
verarbeitet die Signale der Sensoren (HS) und stellt als Ausgangsgro¨ßen die Aktua-
torsignale zur Verfu¨gung. Die U¨bertragung der aktuatorischen Signale erfolgt durch
piezokeramische Folien (HA), welche in Form von Kra¨ften bzw. Momenten auf das
System (HSys) wirken. Abbildung 5.1 verdeutlicht diesen Zusammenhang anhand des
Signalflusses. Die erreichbare Reduktion der Schwingungsamplituden ha¨ngt sowohl von
x1 y1
y2x2
HH
H
Sys
HR
A S
Abbildung 5.1: Signalflußplan eines geregelten Systems
vielen Parametern des Systems als auch von vielen Parametern des Reglers ab. Auch
die Wahl der Position von Sensoren und Aktuatoren ist fu¨r den Regelerfolg entschei-
dend. Das Gesamtkonzept sieht die Implementierung der in der Simulation erprobten
Regler auf ein Hardware-System (dSpace-System) vor. Da das Hardware-System mit
digitalen Signalprozessoren ausgeru¨stet ist, ist es sinnvoll, die Regelalgorithmen be-
reits in der Simulation in digitaler Form zu entwickeln. Dadurch kann im Experiment
ein einfacher Zeitintegrationsalgorithmus eingesetzt werden. Dieser Algorithmus besitzt
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gegenu¨ber aufwendigen Zeitintegrationsalgorithmen (z.B. Runge-Kutta-Verfahren) Re-
chenzeitvorteile. Dadurch wird es mo¨glich mit ho¨heren Abtastfrequenzen zu arbeiten.
Die Simulation von bereits digitalisierten Regelalgorithmen ermo¨glicht den im Experi-
ment erreichbaren Regelerfolg in der Simulation na¨herungsweise vorherzusagen. Durch
die Digitalisierung wird es notwendig die Signale mit Tiefpaßgliedern zu filtern. Damit
werden in den Sensorsignalen Aliasing verhindert und in den Aktuatorsignalen durch
die Digitalisierung entstehende Anteile mit hohen Frequenzen entfernt. Nachteilig wirkt
sich der Einsatz der Tiefpaßfilter auf die Phasenlage der Signale aus.
Das Ziel der Arbeiten in diesem Kapitel ist es, Regelgesetze in digitaler Form zu
beschreiben und dabei den Einfluß der Positionierung von Aktuatoren, Sensoren und
den Einfluß von Tiefpaßfiltern und zu beru¨cksichtigen. Besondere Aufmerksamkeit wird
dabei der Positionierung von Aktuatoren und Sensoren, sowie der PPF (Positive Po-
sitionsru¨ckfu¨hrung) Regelung gewidmet.
5.1 Positionierung
Die Positionen der Sensoren bestimmen maßgeblich die mit ihnen meßbaren Signale.
Ebenso sind die Positionen der Aktuatoren bestimmend fu¨r die Beeinflußbarkeit ein-
zelner Schwingungsmoden des Systems. Mit Hilfe der Kriterien Beobachtbarkeit und
Steuerbarkeit (siehe [Pre, 2002], [WaSc, 1989] u.a.) lassen sich Positionen bestimmen,
mit welchen das System vollsta¨ndig steuer- bzw. beobachtbar ist. Es wird jedoch keine
Aussage zur Effizienz der Steuerbarkeit oder Beobachtbarkeit getroffen. In Abschnitt
3.1.2 wurden Steuerbarkeit oder Beobachtbarkeit bezu¨glich der Zustandsraumdarstel-
lung des mechanischen Systems bereits diskutiert. Fu¨r die Verteilung von Aktuatoren
und Sensoren gelten die gleichen Gesetze.
Die Positionierung mit Hilfe der Steuerbarkeit und Beobachtbarkeit la¨ßt keine Aus-
sage zur Gu¨te der Positionierung zu. Fu¨r einige Regler werden zusa¨tzliche Kriterien
(z.B. Orthogonalita¨t der Steuermatrix und Beobachtungsmatrix) gefordert. Deshalb
soll hier eine andere Mo¨glichkeit der Positionierung diskutiert werden. Die Sensorfrei-
heitsgrade werden mit Hilfe von Projektionsmatrizen aus dem Vektor der Verschiebun-
gen separiert. Ebenso werden die Aktuatorfreiheitsgrade auf den Vektor der Sto¨rungen
(a¨ußere Kra¨fte) projiziert. Die Gestalt der Projektionsmatrizen muß nun festgelegt wer-
den. Es sind die Anzahl von Aktuatoren und Sensoren zu bestimmen. Danach erfolgt
die Positionierung von Sensoren und Aktuatoren in mehreren Stufen. U¨berlagert man
die Eigenvektoren des Systems, so ergeben sich Orte maximaler Steuerbarkeit oder Be-
obachtbarkeit [SKG, 2001],[Ma¨r, 1999]. Nach dem Meßprinzip der Sensoren oder nach
dem Wirkprinzip der Aktuatoren sind die jeweiligen Komponenten der Eigenvekto-
ren zu u¨berlagern. In Gleichung (5.1) ist am Beispiel der U¨berlagerung der modalen
Kru¨mmungen die Funktion zur Positionierung piezokeramischer Folien beschrieben.
Zur Verbesserung der numerischen Stabilita¨t werden die Eigenvektoren vor der Pro-
duktbildung auf eins normiert.
φIndex =
n∏
i=1
∣∣∣∣∣ φi,xx∣∣φi,xx∣∣max +
φi,yy∣∣φi,yy∣∣max
∣∣∣∣∣ (5.1)
Abha¨ngig von der Art des verwendeten Regelalgorithmus sind weitere Forderungen zu
erfu¨llen. Fu¨r Modalregler ist die Orthogonalita¨t der Steuermatrix bzw. Beobachtungs-
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matrix anzustreben. Zur Beurteilung der Winkel zwischen den einzelnen Eigenvektoren
der verschiedenen Positionen der Sensoren und Aktuatoren bietet sich das Modal Ass-
urance Criterion (MAC-Kriterium) an [Dre, 2001],[Ewi, 2000].
MACij =
(
φTi φj
)2(
φTi φi
) · (φTj φj) (5.2)
Die Eigenvektoren i und j werden nach demMAC-Kriterium in Gleichung (5.2) auf Or-
thogonalita¨t untersucht. Der MAC-Wert kann dabei Werte zwischen Null (orthogonal)
und eins (linear abha¨ngig) annehmen. Die Forderung der Orthogonalita¨t widerspricht
gegebenenfalls der Forderung nach guter Steuer- oder Beobachtbarkeit, ist aber fu¨r die
modale Regelung als Voraussetzung anzusehen.
Die Positionierung von piezokeramischen Folien fu¨r die modale Regelung ist in Ab-
bildung 5.2 schematisch dargestellt. Fu¨r die Positionierung wird davon ausgegangen,
daß die Folien klein gegenu¨ber der Strukturgro¨ße bzw. den auftretenden Wellenla¨ngen
der Moden sind. Deshalb werden im ersten Schritt die Mittelpunkte der Folien anhand
MAC < e
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Abbildung 5.2: Struktogramm der Positionierung von Sensoren und Aktua-
toren fu¨r die modale Regelung
der Gleichungen (5.1) und (5.2) positioniert. Die Drehung (in 90◦-Schritten) der Aktua-
toren wird durch den Vergleich der Kru¨mmungen φi,xx und φi,yy mit den Abmessungen
lx und ly der Folien realisiert. Da die Kru¨mmungen u¨ber der Fla¨che der Folien integriert
werden (vgl. Gleichung (4.11)), wird die Empfindlichkeit bzw. die Wirksamkeit durch
eine Drehung der Folien erho¨ht. Die Drehung erfolgt in der Weise, daß die la¨ngere Sei-
te der Folie in Richtung der gro¨ßeren Komponente des Kru¨mmungsvektors zeigt. Im
zweiten Schritt werden die Abmessungen der Folien beru¨cksichtigt. Aufgrund der klei-
nen Abmessungen der Folien im Vergleich zur Strukturgro¨ße kann im weiteren davon
ausgegangen werden, daß Korrekturen der Positionen, bedingt durch U¨berlappungen
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oder U¨berschneidungen mit dem Rand der Struktur, nur geringe Auswirkungen auf die
integralen Gro¨ßen der Sensorspannung bzw. Aktuatorkraft besitzen. Mit Hilfe eines
iterativen Algorithmus werden die Positionen korrigiert bis die Bedingungen in Glei-
chung (5.3) und Gleichung (5.4) erfu¨llt sind, oder die maximale Iterationsanzahl kmax
erreicht ist.
(min (xSi + xT1) < min (xFki)) ∪ (max (xSi − xT1) > max (xFki)) i = 1..2 (5.3)
Gleichung (5.3) stellt die Bedingung zur U¨berpru¨fung der U¨berschneidung der piezoke-
ramischen Folie mit dem Rand der Struktur dar. Dabei charakterisiert xSi den Vektor
der Strukturkoordinaten, xFki den Vektor der Koordinaten des k-ten piezokeramischen
Elementes und xT1 den Vektor des minimalen Randabstandes des Elementes (bedingt
durch technologische Gegebenheiten). Die Bedingung wird auf alle k Elemente ange-
wandt.
(min (xFki + xT2) < min (xF li)) ∪ (max (xFki − xT2) > max (xF li)) i = 1..2 (5.4)
Gleichung (5.4) ist die Bedingung zur U¨berpru¨fung der U¨berschneidung der piezokera-
mischen Folien untereinander. Dabei charakterisiert xFki den Vektor der Koordinaten
des k-ten piezokeramischen Elementes, wa¨hrend xF li den Vektor der Koordinaten des
l-ten piezokeramischen Elementes darstellt. Der Vektor des minimalen Abstandes zwi-
schen den Elementen, bedingt durch technologische und physikalische Gegebenheiten,
wird durch xT2 repra¨sentiert. Die Bedingung (Gleichung(5.4)) wird auf alle Kombi-
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Abbildung 5.3: Verteilung von 8 Sensoren und 8 Aktuatoren fu¨r eine moda-
le Regelung von 6 Moden einer allseitig gelenkig gelagerten
Platte
nationen zwischen den k und l Elementen angewandt. Durch die Erfu¨llung beider
Bedingungen ergeben sich die endgu¨ltigen Positionen der Keramiken auf der zu re-
gelnden Struktur (Rechteckplatte) fu¨r die modale Regelung. Abbildung 5.3 zeigt an
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einem Beispiel die Aktuator- und Sensorverteilung fu¨r die modale Regelung von 6 Mo-
den mit 8 Aktuatoren und 8 Sensoren an einer allseitig gelenkig gelagerten Platte. Die
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Abbildung 5.4: Berechnete und korrigierte Positionen von 8 Sensoren und
8 Aktuatoren fu¨r eine modale Regelung von 6 Moden einer
allseitig gelenkig gelagerten Platte
urspru¨nglich berechneten Positionen und die notwendigen Korrekturen sind in Abbil-
dung 5.4 dargestellt. Die diskrete Zielfunktion φIndex erlaubt dabei allerdings lediglich
eine Positionierung, welche der Ortsauflo¨sung der Zielfunktion entspricht. Zur besseren
grafischen Darstellung wurde φˆIndex in Abbildung 5.4 u¨ber den Koordinaten x und y
aufgetragen. Die Gleichung (5.5) zeigt die Berechnungsvorschrift fu¨r φˆIndex. Es ist zu
erkennen, daß die notwendigen Korrekturen klein gegenu¨ber den Bereichen optimaler
Positionen sind.
φˆIndex =
n
√
φIndex =
n
√√√√ n∏
i=1
∣∣∣∣∣ φi,xx∣∣φi,xx∣∣max +
φi,yy∣∣φi,yy∣∣max
∣∣∣∣∣ (5.5)
Im Anhang A.3.1 sind weitere Beispiele fu¨r die Positionierung von Sensoren und Ak-
tuatoren auf rechteckigen Platten (modales Regelkonzept) enthalten. Hier ist auch der
Fall der allseitig eingespannten Platte untersucht worden. Da sich bei eingespannten
Platten die gro¨ßten Kru¨mmungen im Randbereich konzentrieren, sind auch die opti-
malen Folienpositionen im Randbereich der Platte konzentriert. Durch die Forderung
nach Orthogonalita¨t der Eigenvektoren der Sensor- bzw. Aktuatorsignale ist, je nach
Scha¨rfe der Abbruchbedingung fu¨r die Orthogonalita¨t, eine Tendenz zu Positionen zu
beobachten, welche sich nicht im Randbereich (gilt fu¨r die allseitig eingespannte Plat-
te) befinden. Da die optimalen Positionen von eingespannten und gelenkig gelagerten
Platten sich wesentlich unterscheiden, ist davon auszugehen, daß fu¨r eine genaue Po-
sitionierung auch eine sehr genaue Modellierung der Randbedingungen notwendig ist.
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Abbildung 5.5: Struktogramm der Positionierung von Sensoren und Aktua-
toren fu¨r die nichtmodale Regelung
Fu¨r ein nichtmodales Regelkonzept wird die Forderung nach Orthogonalita¨t der
Sensor- und Aktuatorsignale nicht gestellt. Die Bedingungen fu¨r U¨berlappungen von
piezokeramischen Elementen untereinander und U¨berschneidungen von piezokerami-
schen Elementen mit dem Strukturrand bleiben allerdings weiterhin bestehen. Die
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Abbildung 5.6: Verteilung von 8 Sensoren und 8 Aktuatoren fu¨r eine nicht-
modale Regelung einer allseitig gelenkig gelagerten Platte
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Vorgehensweise zur Positionierung von piezokeramischen Elementen fu¨r nichtmodale
Regelgesetze ist in Abbildung 5.5 dargestellt. Mit Hilfe der Gleichungen (5.4) und (5.4)
wird wieder die U¨berschneidung der piezokeramischen Folien mit dem Rand der Struk-
tur und untereinander u¨berpru¨ft. Durch die Erfu¨llung beider Bedingungen ergeben sich
die endgu¨ltigen Positionen der Keramiken.
Abbildung 5.6 zeigt an einem Beispiel die Aktuator- und Sensorverteilung fu¨r die
Regelung mit 8 Aktuatoren und 8 Sensoren an einer allseitig gelenkig gelagerten Plat-
te. Die zugrunde liegende Zielfunktion wurde durch multiplikative U¨berlagerung der
ersten 6 Moden ermittelt. Die Sensorenfolien wurden bei der Auslegung zuerst posi-
tioniert. Die urspru¨nglich berechneten Positionen und die notwendigen Korrekturen
sind in Abbildung 5.7 dargestellt. Die diskrete Zielfunktion φIndex erlaubt auch hier
lediglich eine Positionierung, welche der Ortsauflo¨sung der Zielfunktion entspricht. Es
ist wiederum zu erkennen, daß die notwendigen Korrekturen klein gegenu¨ber der Aus-
dehnungen der optimalen Positionen sind. Im Anhang A.3.2 sind weitere Beispiele fu¨r
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Abbildung 5.7: Berechnete und korrigierte Positionen von 8 Sensoren und
8 Aktuatoren fu¨r eine nichtmodale Regelung einer allseitig
gelenkig gelagerten Platte
die Positionierung von Sensoren und Aktuatoren auf rechteckigen Platten (nichtmoda-
les Regelkonzept) enthalten. Auch hier ist der Fall der allseitig eingespannten Platte
untersucht worden. Da sich bei eingespannten Platten die gro¨ßten Kru¨mmungen im
Randbereich konzentrieren, sind auch die optimalen Folienpositionen im Randbereich
der Platte konzentriert.
Fu¨r die Positionierung von piezokeramischen Folien sind weitere Konzepte denk-
bar, so zum Beispiel die gezielte Positionierung fu¨r stark schallabstrahlende Moden mit
dem Hinblick auf eine struktur-akustische Regelung. Eine weitere Mo¨glichkeit stellt die
optimale Positionierung je eines Aktuators und Sensors fu¨r den jeweiligen zu regeln-
den Mode dar. Durch die unterschiedlichen Zielstellungen ergeben sich jeweils andere
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optimale Positionen. Die hier vorgestellte Methode stellt lediglich eine Grobpositionie-
rung dar (durch eine diskrete Zielfunktion ist die Genauigkeit der Positionierung ledig-
lich auf die Diskretisierungsschrittweite begrenzt). Eine Mo¨glichkeit zur Verbesserung
der Positionierung ist die Verringerung der Diskretisierungsschrittweite. Eine andere
Mo¨glichkeit besteht darin, nach der Grobpositionierung eine Feinpositionierung mit
Hilfe eines Optimierungsverfahrens, unter Einbeziehung der Foliengeometrie, durch-
zufu¨hren. Fu¨r die letztgenannte Methode ist die Kenntnis von optimalen Positionen im
Rahmen der Grobpositionierung von Vorteil, da diese Positionen als Startvektoren fu¨r
die Feinpositionierung verwendet werden ko¨nnen.
5.2 Filterung
Der Einsatz von digitalen Signalverarbeitungseinheiten in analogen Systemen bedingt
die Verwendung von Tiefpaßfiltern zur Vermeidung unerwu¨nschter Effekte, wie zum
Beispiel Aliasing oder Anregung von Vielfachen der Abtastfrequenz. Abbildung 5.8
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Abbildung 5.8: Einsatz der Tiefpaßfilter als Anti-Aliasing- und Rekonstruk-
tionsfilter
zeigt den Einsatz der Tiefpaßfilter als Anti-Aliasing Filter und als Filter zur Rekon-
struktion der Signale. Die Auslegung der Filter kann unter anderem in [OpWi, 1992],
[Hue, 1993] und [Val, 1982] nachgelesen werden und soll nicht Gegenstand der Arbeit
sein. Die Anti-Aliasing- und Rekonstruktionsfilter haben gewisse Anforderungen an
ihre Charakteristik zu erfu¨llen. Die wichtigsten Anforderungen sind:
• hohe Amplitudenkonstanz (Glattheit) im Durchlaßbereich
• großer Amplitudenabfall (Steilheit) im U¨bergangsbereich und
• geringer Phasenverzug bis zur Eckfrequenz.
Die Eckfrequenz ωE der Tiefpaßfilter ist nach dem Abtasttheorem (5.6) auf die halbe
Abtastfrequenz ωA des digitalen Reglers festzulegen [OpWi, 1992].
2ωE < ωA (5.6)
Die Anforderungen nach großer Steilheit und geringem Phasenverzug bis zur Eck-
frequenz beeinflussen sich gegensa¨tzlich und sind stark vom verwendeten Filtertyp
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(Butterworth-, Tschebyschef-, elliptisches Filter), dessen Ordnung und von Forderun-
gen nach der Welligkeit im Sperr- und Durchlaßbereich des gewa¨hlten Typs abha¨ngig.
Der in Abbildung 5.9 dargestellte Amplitudengang eines elliptischen Tiefpaßfilters 6.
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Abbildung 5.9: Amplituden- und Phasengang eines elliptischen Tiefpaßfilters
Ordnung mit einer Welligkeit von 1 dB im Durchlaßbereich und einer Da¨mpfung von
40 dB im Sperrbereich zeigt eine große Steilheit im U¨bergangsbereich. Im Phasengang
treten, bedingt durch die hohe Ordnung des Filters, bereits bei niedrigen Frequenzen
relevante Phasenverzu¨ge auf. Der Phasenverzug verdoppelt sich und die Amplituden
im Sperrbereich werden um weitere 40 dB geda¨mpft, da die Sensorsignale jeweils zwei
Filter durchlaufen (siehe Abbildung 5.8). Dadurch ist im Sperrbereich mit 80 dB eine
genu¨gend hohe Signalda¨mpfung vorhanden. Zur Verringerung des Einflusses des Pha-
senverzuges ko¨nnen sehr hohe Abtastraten verwendet werden. Diese Vorgehensweise
sto¨ßt allerdings durch die maximal mo¨glichen Abtastraten der Experimentalumgebung
(dSpace-System) an ihre Grenzen. Eine andere Mo¨glichkeit ist die Beru¨cksichtigung der
Filter bei der Auslegung der Regelalgorithmen. Bei modellbasierten Regelalgorithmen
mit Identifikation im Experiment sind die Filter a priori im Modell enthalten, da sie
fu¨r den Identifikationsprozeß zum System geho¨ren. Die Beru¨cksichtigung der Filter bei
der Auslegung von Regelalgorithmen wird in Abschnitt 5.3.2 na¨her ero¨rtert.
5.3 Modales Regelkonzept
In den folgenden Betrachtungen wird das modale Regelkonzept vorgestellt und dessen
Vor- und Nachteile diskutiert. Der Grundgedanke der modalen Regelung ist die Sepa-
ration von einzelnen Moden und deren getrennte Regelung ([Mei, 1990], [TzBe, 1998],
[Ewi, 1995]). Dazu wird der Vektor der modalen Sensorsignale qS(t) durch ein Regel-
gesetz K(t) aufbereitet und in Form modaler Aktuatorkra¨fte fA(t) auf die mechanische
Struktur zuru¨ckgefu¨hrt (Gleichung (5.7)). Die Transformation der physikalischen Ko-
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ordinaten in den Modalbereich ist bereits in Abschnitt 3.1.1 beschrieben worden (siehe
Gleichung (3.2)).
fA(t) = K(t)qS(t) (5.7)
Der Zusammenhang zwischen physikalischer Aktuatorkraft FA(t) und modaler Aktua-
torkraft fA(t) ist durch Gleichung (5.8) gegeben.
fA(t) = Φ
T
A FA(t) (5.8)
Die modale Regelung einer kontinuierlichen Struktur mit unendlich vielen Moden ist in
der Praxis nicht durchfu¨hrbar. Deshalb wird mit einer endlichen Anzahl von Sensoren
und Aktuatoren auch lediglich die Regelung einer endlichen Anzahl von Moden mo¨glich
sein. Wa¨hrend die Entkopplung einer bestimmten Anzahl von Moden direkt durch
die Anzahl der Sensoren und deren Position bestimmt ist, wird die Steuerung einer
bestimmten Anzahl von Moden direkt durch die Anzahl von Aktuatoren und deren
Position bestimmt. Den allgemeinen Fall der Entkopplung mit einer endlichen Anzahl
von Sensoren und Aktuatoren beschreiben die Gleichungen (5.9) und (5.10).
qS(t) =
(
ΦTSΦS
)−1 (
ΦTSΦS
)︸ ︷︷ ︸
I
qS(t) =
[
(ΦTSΦS)
−1ΦTS
]
wS(t) (5.9)
Die Matrizenprodukte in den eckigen Klammern werden dabei als Pseudoinverse der
Matrizen ΦS und Φ
T
A bezeichnet. Durch die Bildung der Pseudoinversen ist die Ent-
kopplung von n Moden mit m Sensoren (bzw. Aktuatoren) fu¨r m ≥ n eingeschlossen.
Fu¨r m < n liefert die Entkopplung kein eindeutiges Ergebnis [LWS, 1997]. Ist die An-
zahl von Sensoren (bzw. Aktuatoren) gleich der Anzahl der zu regelnden Moden, so
ergeben sich aus den Pseudoinversen von ΦS und Φ
T
A die inversen Matrizen Φ
−1
S und[
ΦTA
]−1
.
FA(t) =
(
ΦAΦ
T
A
)−1 (
ΦAΦ
T
A
)︸ ︷︷ ︸
I
FA(t) =
[
(ΦAΦ
T
A)
−1ΦA
]
fA(t) (5.10)
Das Einsetzen der Gleichungen (5.9) und (5.10) in Gleichung (5.7) ergibt die physika-
lischen Aktuatorkra¨fte
FA(t) =
[
(ΦAΦ
T
A)
−1ΦA
]
K(t)
[
(ΦTSΦS)
−1ΦTS
]
wS(t) . (5.11)
Sie werden aus den physikalischen Sensorsignalen wS(t) u¨ber die modale Hin- und
Ru¨cktansformation unter Beru¨cksichtigung eines modalen RegelgesetzesK(t) generiert.
Dabei ist das modale Regelgesetz in Gleichung (5.11) noch nicht na¨her festgelegt.
Die Auswahl eines modalen Regelgesetzes erfordert einige Vorbetrachtungen. Die
Strukturen, deren Schwingungsverhalten beeinflußt werden soll, besitzten eine geringe
Da¨mpfung. Dadurch ko¨nnen sich in den Resonanzen starke Schwingungsamplituden
ausbilden. Als Sensoren und Aktuatoren stehen die in Kapitel 4 beschriebenen Syste-
me zur Auswahl. Bei Strukturen mit geringer Grundda¨mpfung ist die Einfu¨hrung einer
Zusatzda¨mpfung mit Hilfe eines Regelalgorithmus sinnvoll. Diese Maßnahme kann auf
die Resonanzen begrenzt werden und ist auch aus energetischer Hinsicht sinnvoll (es
werden nur geringe Kra¨fte beno¨tigt). Die Stellkra¨fte sind hierbei geschwindigkeitspro-
portional. Die Erzeugung von weg- oder beschleunigungsproportionalen Kra¨ften ist in
diesem Fall nicht sinnvoll. Sie beeinflussen in erster Linie die Resonanzfrequenz. Bei
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gleicher Stellenergie der Aktuatoren fa¨llt die Schwingungsreduktion bei weg- oder be-
schleunigungsproportionaler Ru¨ckfu¨hrung im Gegensatz zur geschwindigkeitspropor-
tionalen Ru¨ckfu¨hrung wesentlich geringer aus. In den na¨chsten Abschnitten werden
deshalb zwei Konzepte zur geschwindigkeitsproportionalen Ru¨ckfu¨hrung betrachtet.
5.3.1 Direkte Geschwindigkeitsru¨ckfu¨hrung als modales Re-
gelgesetz
Das modale RegelgesetzK(t) verarbeitet bei der direkten Geschwindigkeitsru¨ckfu¨hrung
die sensierten Geschwindigkeiten w˙S welche modal transformiert werden. In der Regel
ist K(t) durch eine Diagonalmatrix der Versta¨rkungsfaktoren kn der n zu regelnden
Moden bestimmt. Es resultieren geschwindigkeitsproportionale Stellkra¨fte FA (siehe
Gleichung (5.12)), welche zu einer Erho¨hung der Da¨mpfung in den geregelten Moden
fu¨hren [LWS, 1997].
FA =
[
(ΦAΦ
T
A)
−1ΦA
]
diag(kn)
[
(ΦTSΦS)
−1ΦTS
]
w˙S (5.12)
Die Geschwindigkeitsru¨ckfu¨hrung setzt Sensoren voraus, welche in der Lage sind Ge-
schwindigkeiten direkt oder indirekt zu messen. Da das Differenzieren von Meßsignalen
zu einer Versta¨rkung des Grundrauschens fu¨hrt, kommen nur Geschwindigkeitssenso-
ren (z.B. Laservibrometer) und Beschleunigungssensoren mit Integrierversta¨rker fu¨r
eine Realisierung in Betracht. Die Versta¨rkung ist nicht frequenzabha¨ngig und kann
deshalb schnell zum U¨bersteuern (spill-over) von Moden fu¨hren, welche in der modalen
Entkopplung nicht beru¨cksichtigt wurden. Die Geschwindigkeitsru¨ckfu¨hrung soll wegen
oben genannter Nachteile hier nicht weiter behandelt werden.
5.3.2 Positive Position Feedback (PPF) als modales Regelge-
setz
Das PPF-Konzept ist ein in der Regelung aktiver Strukturen oft angewendetes Verfah-
ren. Die PPF erster Ordnung stellt ein Tiefpaßglied erster Ordnung dar [LMHK, 2002].
Ein wesentlicher Nachteil der PPF erster Ordnung ist eine große Versta¨rkung des stati-
schen Anteils der U¨bertragungsfunktion des geregelten Systems (siehe Abbildung 5.10).
Mit der PPF zweiter Ordnung ([Pre, 1997], [FaCa, 1990] u.a.) kann dieser Nachteil wei-
testgehend verhindert werden. Sie stellt selbst ein schwingungsfa¨higes System dar und
kann als elektronische Realisierung eines Tilgers angesehen werden. Abbildung 5.10
zeigt einen Vergleich zwischen der ungeregelten, und mit PPF erster und zweiter Ord-
nung geregelten U¨bertragungsfunktion eines Einmassenschwingers. Hier soll speziell
das PPF-Konzept zweiter Ordnung betrachtet werden. Die U¨bertragungsfunktion der
PPF zweiter Ordnung ist in Gleichung (5.13) beschrieben. Da¨mpfungsgrad ϑR, Eigen-
frequenz ωR und Versta¨rkung GR des Reglers sind fu¨r eine optimale Reduktion der
Schwingungsamplituden zu bestimmen. Zur Bestimmung der Reglerparameter wur-
den numerische Parameteruntersuchungen durchgefu¨hrt. Die numerischen Ergebnisse
sind im Anhang A.4.1 enthalten. Daraus lassen sich fu¨r den schwach geda¨mpften (hier
ϑ = 0.005) Einmassenschwinger die optimalen Parameter fu¨r den Regler (ϑR = 0.5,
ωR/ω0 = 1.0, GR/ω
2
0 = 0.513) bestimmen.
HPPF 2 =
GR ω
2
R
s2 + 2ϑRωR s+ ω2R
(5.13)
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Abbildung 5.10: PPF erster und zweiter Ordnung fu¨r einen Einmassen-
schwinger
In Verbindung mit der modalen Regelung ist der Einsatz der PPF zweiter Ordnung fu¨r
Systeme mit mehreren Freiheitsgraden mo¨glich. Das modale Regelgesetz K ist dann
durch eine Diagonalmatrix beschrieben, in welcher fu¨r jeden Mode n die Reglerpa-
rameter (ϑRn, ωRn, GRn) zu bestimmen sind. Da die im Anhang A.4.1 enthaltenen
Parameteruntersuchungen normiert sind, lassen sich die optimalen Reglerparameter
der einzelnen Moden einfach bestimmen.
K(s) = diag
(
GRn ω
2
Rn
s2 + 2ϑRnωRn s+ ω2Rn
)
(5.14)
Mit Hilfe von Gleichung (5.14) kann nun das Regelgesetz zur Berechnung der Aktua-
torkra¨fte beschrieben werden
FA =
[
(ΦAΦ
T
A)
−1ΦA
]
K
[
(ΦTSΦS)
−1ΦTS
]
wS . (5.15)
Fu¨r die Realisierung des modalen Regelkonzeptes in Verbindung mit dem PPF-Regler
zweiter Ordnung steht ein dSpace-System zur Verfu¨gung. Dieses Prototyping-System
ist in der Lage, den Regler in Echtzeit zu simulieren und ihn in Verbindung mit einer
realen Struktur zu verifizieren. Da das dSpace-System ein digitales System ist, ist es
sinnvoll den Regler ebenfalls in digitaler Form zu beschreiben. Die dadurch erreichbare
Minimierung des Rechenaufwandes gegenu¨ber einer analogen Beschreibung erlaubt die
Realisierung ho¨herer Abtastraten. Ein Nachteil der Digitalisierung der Signale ist die
Notwendigkeit des Einsatzes von Anti-Aliasing- und Rekonstruktionsfiltern zur Signal-
aufbereitung, welche zusa¨tzliche Phasenverschiebungen in den Reglerpfad einbringen
(siehe Abschnitt 5.2). Deshalb sind die Filter bei der Auslegung eines realen aktiven Sy-
stems zu beru¨cksichtigen. Fu¨r die Beru¨cksichtigung der Anti-Aliasing- und Rekonstruk-
tionsfilter sind die optimalen Parameter des PPF-Reglers neu zu berechnen. Zur Para-
meterbestimmung wurden numerische Simulationen durchgefu¨hrt. Das Blockschaltbild
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Abbildung 5.11: Blockschaltbild zur Ermittlung der optimalen Reglerpara-
meter unter Einbeziehung von Anti-Aliasing- und Rekon-
struktionsfiltern
des geregelten Systems ist in Abbildung 5.11 dargestellt. Die Ergebnisse fu¨r verschie-
dene Verha¨ltnisse von der Eckfrequenz der elliptischen Tiefpaßfilter 6. Ordnung ωE zur
Eigenfrequenz des Systems ω0 ko¨nnen dem Anhang A.4 entnommen werden. Fu¨r die
Da¨mpfungsgrade des Reglers von 0.1 und 0.2 sind die optimalen Parameter in Abbil-
dung 5.12 zusammengefaßt. Diese Darstellung entha¨lt nicht die globalen Optima. Bei ei-
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Abbildung 5.12: Optimale Reglerparameter fu¨r bestimmte Da¨mpfungsgrade
des Reglers in Abha¨ngigkeit vom Verha¨ltnis ωE/ω0
nem realen System ist davon auszugehen, daß die modale Trennung nicht exakt mo¨glich
ist. Bei den hier gewa¨hlten Optima der Reglerda¨mpfungsgrade von 0.1 und 0.2 weisen
die Regleru¨bertragungsfunktionen eine wesentlich geringere Bandbreite auf als bei den
globalen Optima. Dadurch wird erreicht, daß die maximale Reglerversta¨rkung in einem
schmaleren Frequenzband anliegt. Außerdem ist die Resonanzu¨berho¨hung des Reglers
sta¨rker ausgepra¨gt. So ist es, im Hinblick auf kontinuierliche Strukturen, auch bei nicht
exakter Trennung der Moden mo¨glich, das U¨bersprechen auf benachbarte Moden und
spill-over Effekte gering zu halten. Gleichzeitig ist die Verschlechterung der Reduktion
der Schwingungsamplituden gering und kann toleriert werden. Die globalen Optima
sind außerdem sehr flach ausgepra¨gt, was zu der Erkenntnis gefu¨hrt hat, daß mit ei-
nem geringeren Versta¨rkungsfaktor a¨hnlich gute Reduktionen erzielt werden ko¨nnen.
In Abbildung 5.13 sind die optimalen Reglerparameter bei Reglerda¨mpfungsgraden von
0.1 und 0.2 und bei 20 % der Optimalversta¨rkung dargestellt. Hier ist, trotz des um
den Faktor 25 verringerten Energieeintrages durch die Aktuatoren in die Struktur, ei-
ne breitbandige Schwingungsreduktion H2g/H2u > 10 dB zu beobachten. Durch die
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verringerte Versta¨rkung ist der Regler des weiteren robuster gegenu¨ber Sto¨reinflu¨ssen,
da er einen gro¨ßeren Abstand zur Stabilita¨tsgrenze besitzt. Diese Eigenschaft kann als
Vorteil angesehen werden. Fu¨r reale Strukturen ist ein Verha¨ltnis ωE/ω0 > 10 anzu-
streben, wodurch sich die Robustheit des Reglers ebenfalls erho¨ht. Die geringfu¨gige
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Abbildung 5.13: Optimale Reglerparameter bei reduzierter Versta¨rkung fu¨r
bestimmte Da¨mpfungsgrade des Reglers in Abha¨ngigkeit
vom Verha¨ltnis ωE/ω0
Verschlechterung der Reduktion der Schwingungsamplituden ist in Anbetracht der da-
durch erreichbaren Energieeinsparung und der erho¨hten Robustheit tolerierbar. Die
Berechnung der Parameter des Reglers fu¨r weitere Verha¨ltnisse n = ωE/ω0 erfolgt
durch lineare Interpolation zwischen den bekannten Stu¨tzstellen. Da die Reglerpara-
meter unter Beru¨cksichtigung von Anti-Aliasing- und Rekonstruktionsfiltern bekannt
sind, ist nun noch die Digitalisierung des Reglers notwendig. Die Transformation des
Reglers in den z-Bereich erfolgt mit Hilfe des Impulsinvarianzdesigns ([OpWi, 1992])
von Gleichung (5.14). Fu¨r den PPF-Regler ergibt sich folgende Formulierung:
K(z) = diag
(
GRn ωRn ts (−exp (−ϑRn ωRn ts) sin (ωRn ts)) z
z2 − 2 exp (−ϑRn ωRn ts) cos (ωRn ts) z + exp (−2ϑRn ωRn ts)
)
(5.16)
Die Modaltransformation ist invariant gegenu¨ber der Digitalisierung, da sie keine zeit-
abha¨ngigen Gro¨ßen entha¨lt.
Anhand eines Beispieles soll die Funktionsfa¨higkeit der Auslegung der Reglerpa-
rameter unter Beru¨cksichtigung der Anti-Aliasing- und Rekonstruktionsfilter gezeigt
werden. Fu¨r einen Schwinger mit acht Freiheitsgraden werden die PPF-Regler der ein-
zelnen Moden nach Gleichung (5.16) realisiert. Die inversen Modalmatrizen, welche zur
reglerseitigen Entkopplung des Problems beno¨tigt werden, ko¨nnen im Simulationsexpe-
riment leicht durch Bildung der inversen Modalmatrix der Sensoren bzw. Aktuatoren
gewonnen werden. Beim realen Versuch ist im Vorfeld eine experimentelle Modalana-
lyse bzw. der Aufbau eines Strukturmodells zur Ermittlung der inversen Modalmatrix
notwendig. Im Simulationsexperiment gelingt die vollsta¨ndige modale Trennung. Ei-
ne solche Trennung kann im realen Versuch nicht immer erreicht werden. Der Aufbau
des Simulationsexperimentes ist in Abbildung 5.14 dargestellt. Im Anhang A.5.2 ist
die Struktur des Reglers abgebildet. Das gesamte Modell wird durch einen Zeitin-
tegrationsalgorithmus nach Runge-Kutta vierter Ordnung mit einer Schrittweite von
tsa = 1e − 4 s gelo¨st [EnRe, 1996]. Die hinterlegten Blo¨cke sind in digitaler Form be-
schrieben und werden mit einer Samplingzeit von tsd = 5e − 4 s abgetastet. So ist es
mo¨glich, Effekte wie zum Beispiel Aliasing auch in der Simulation zu beobachten. Zur
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Abbildung 5.14: Simulationsexperiment zum Nachweis der Auslegung der
Reglerparameter unter Beru¨cksichtigung der Anti-Aliasing-
und Rekonstruktionsfilter
Verhinderung der Digitalisierungseffekte werden elliptische Tiefpaßfilter 6. Ordnung
als Anti-Aliasing- und Rekonstruktionsfilter mit einer Eckfrequenz von ωE = pi/tsd
eingesetzt (siehe Abschnitt 5.2). Die Auslegung der Reglerparameter erfolgt mit Hilfe
der oben beschriebenen Auslegungsvorschrift bei reduzierter Versta¨rkung (vgl. Abbil-
dung 3.14). Die Parameter von Struktur und Regler sind in Tabelle 5.1 aufgefu¨hrt.
Tabelle 5.1: Struktur- und Reglerparameter
Mode Nr. ωn [1/s] ϑn GRn/ω
2
n ωRn [1/s] ϑRn
1 119.38 0.008 0.079603 124.15 0.2
2 201.06 0.004 0.079644 209.10 0.2
3 314.16 0.007 0.079646 333.01 0.2
4 439.82 0.003 0.087977 478.79 0.2
5 515.22 0.008 0.091181 573.78 0.2
6 647.17 0.003 0.095488 742.29 0.2
7 867.08 0.007 0.104425 1056.33 0.2
8 942.48 0.003 0.108498 1187.52 0.2
Durch die Beobachtung und Steuerung aller Moden des Systems und die Mo¨glichkeit
exakter modaler Trennung sind spill-over Effekte nicht zu erwarten. Durch die Ver-
teilungsmatrizen L1 und L2 werden Anregungskraft und Meßposition den jeweiligen
Freiheitsgraden zugeordnet. Die Anregung des Systems erfolgt mittels Einheitsimpuls
am dritten Freiheitsgrad, wa¨hrend als Antwort der Schwingweg ebenfalls am dritten
Freiheitsgrad aufgezeichnet wird. In Abbildung 5.15 sind der geregelte und der unge-
regelte Frequenzgang (w3/F3) dargestellt. Die erreichte Amplitudenreduktion betra¨gt
H2u/H2g = 9.56 dB und ist mit den berechneten Reduktionen in Abbildung 5.13 ver-
gleichbar.
Ist die Beobachtung aller Moden nicht mo¨glich (was bei realen Systemen meistens
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Abbildung 5.15: Reduktion der Schwingungsamplituden am Beispiel eines
Frequenzganges (w3/F3)
der Fall ist) sind die Versta¨rkungen bzw. die Bandbreiten der Regler gegebenenfalls
weiter zu verringern. Auch bei der gezeigten Methode kann das U¨bersteuern in unbe-
obachteten Moden nicht ga¨nzlich ausgeschlossen werden.
5.4 Adaptives Regelkonzept (FELMS)
Durch die Simulation der Struktur im Zeitbereich wird es mo¨glich auch zeitvarian-
te Regelalgorithmen zu implementieren und zu testen. Eine Untergruppe der zeit-
varianten Regler bilden die adaptiven digitalen Regelalgorithmen. Der adaptive feed
forward Regler basierend auf dem filtered error least mean squares (FELMS) Algorith-
mus [KuMo, 1996] soll hier na¨her betrachtet werden (Abbildung 5.16). Der Prima¨rpfad
P (z) wird durch die U¨bertragungsfunktion zwischen Sto¨rung x(n) und dem durch die
Sto¨rung verursachten Sensorsignal d(n) charakterisiert. Den Sekunda¨rpfad S(z) stellt
die U¨bertragungsfunktion zwischen Aktuatorsignal y(n) und dem durch das Aktua-
torsignal verursachten Sensorsignal g(n) dar. Aus der Differenz zwischen d(n) und
g(n) berechnet sich das Fehlersignal e(n). Die Sto¨rung x(n) wird als Referenzsignal
genutzt. In den meisten Fa¨llen ist die Sto¨rung bekannt oder kann meßtechnisch er-
faßt werden, wodurch die Vorgehensweise legitimiert wird. Der FELMS Algorithmus
ist eine Modifikation des sehr bekannten FXLMS Verfahrens (Filtered-X-Least Mean
Squares) [WiSt, 1985]. Auch der FELMS Algorithmus beno¨tigt (wie der FXLMS Al-
gorithmus) ein Modell des Sekunda¨rpfades vom Aktuator zum Sensor. Fu¨r die Reali-
sierung der U¨bertragungsfunktionen Sˆ(z) und W (z) werden Finite-Impulse-Response
Filter (FIR-Filter) benutzt [KuMo, 1996], [KaKr, 1992]. Die Struktur eines FIR-Filters
ist in Abbildung 5.17 dargestellt. Ein Vorteil der FIR-Filter ist ihre unbedingte Stabi-
lita¨t, gewa¨hrleistet durch die transversale Struktur. Als Nachteil ist die hohe Anzahl
an Koeffizienten zu nennen, welche zur Modellierung schwach geda¨mpfter Impulsant-
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Abbildung 5.17: Struktur eines FIR-Filters
worten notwendig ist [MHK, 2002].
Die Filterfunktion C(z) wird angewendet, um die Ho¨he der Resonanzspitzen des
Fehlersignals e(n) untereinander auf ein a¨hnliches Niveau anzugleichen (Abbildung
5.18, links). Dadurch kann der Regler, welcher bestrebt ist das gefilterte Fehlersignal
e′(n) zu eliminieren, alle Resonanzspitzen gleichermaßen beeinflussen. Durch die Ab-
senkung der Resonanzspitzen der niedrigen Frequenzen mit C(z) ergibt sich außerdem
eine wesentlich verku¨rzte Impulsantwort fu¨r den gefilterten Sekunda¨rpfad S(z) · C(z),
so das hierfu¨r ein FIR-Filter mit 500 Koeffizienten ausreichend ist. Ohne Filterung
mit C(z) wa¨re die U¨bertragungsfunktion zwischen Aktuator und Sensor zu modellie-
ren, was ein FIR-Filter mit einigen tausend Koeffizienten erfordern wu¨rde (Abbildung
5.18, rechts). Durch den Einsatz des FELMS und die dadurch erreichte Verku¨rzung des
FIR-Filters des Sekunda¨rpfades reduziert sich der Berechnungsaufwand, was fu¨r eine
Echtzeitrealisierung des Reglers von Bedeutung ist. Fu¨r das Regel-Filter W (z) (FIR,
100 Koeffizienten) wird der in Gleichung (5.17) beschriebene Adaptionsalgorithmus
fu¨r das Nachfu¨hren der Koeffizienten genutzt. Es ist der gleiche Adaptionsalgorithmus
mit stochastischer Gradientenberechnung der bei der Realisierung des FXLMS benutzt
wird.
a(n + 1) = a(n) + µx′(n) e′(n) (5.17)
Die Schrittweite wird durch µ vorgegeben, wa¨hrend x′(n) den Vektor der letzten 100
Zeitschritte des gefilterten Referenzsignales darstellt.
Um den Regler zu realisieren ist ein Identifikationsprozeß fu¨r das Modell Sˆ(z) des
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Abbildung 5.18: Unterschied zwischen gefiltertem und ungefiltertem Fehler-
signal
Sekunda¨rpfades notwendig. Mit weißem Rauschen werden sowohl der Aktuator als auch
das FIR-Filter Sˆ(z) angeregt. Der Unterschied zwischen gemessenem Sensorsignal und
Ausgangsignal des Modells des Sekunda¨rpfades dient als Fehlersignal fu¨r einen LMS Ad-
aptionsalgorithmus. Sollten sich die mechanischen Eigenschaften der Struktur a¨ndern,
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Abbildung 5.19: Simulationsexperiment zum FELMS
ist ein neuer Identifikationsprozeß fu¨r das Modell des Sekunda¨rpfades zu starten. Da-
mit ist eine Reaktion auf die vera¨nderten Struktureigenschaften einfach mo¨glich. Die
Eigenschaften von Anti-Aliasing- und Rekonstruktionsfiltern werden bei diesem Ver-
fahren mit identifiziert, da sie im Signalpfad enthalten sind. Das ist als wesentlicher
Vorteil im Vergleich zu dem in Abschnitt 5.3.2 behandelten PPF-Regler zu nennen
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(Anti-Aliasing- und Rekonstruktionsfilter sind hier in der Auslegung des Reglers zu
beru¨cksichtigen).
Die Abbildung 5.19 zeigt das Blockschaltbild eines Simulationsexperimentes, wobei
die gleiche mechanische Struktur (Schwinger mit acht Freiheitsgraden) wie in Abschnitt
5.3.2 genutzt wurde. Erregerkraft und Aktuatorkraft greifen am dritten Freiheitsgrad
an. Die Struktur des adaptiven feed forward Reglers ist im Anhang A.5.1 enthalten. Das
Sensorsignal wird ebenfalls am dritten Freiheitsgrad gemessen. Die Matrizen Li sind
Verteilungsmatrizen. Durch sie werden Anregungskraft bzw. Meßposition den jeweili-
gen Freiheitsgraden zugeordnet. Das gesamte Modell wird durch einen Zeitintegrations-
algorithmus nach Runge-Kutta vierter Ordnung mit einer Schrittweite von tsa = 1e−4 s
gelo¨st [EnRe, 1996]. Die hinterlegten Blo¨cke sind in digitaler Form beschrieben und
werden mit einer Samplingzeit von tsd = 1e − 3 s abgetastet. Zur Verhinderung von
Digitalisierungseffekten werden elliptische Tiefpaßfilter 6. Ordnung als Anti-Aliasing-
und Rekonstruktionsfilter mit einer Eckfrequenz von ωE = pi/tsd eingesetzt (siehe Ab-
schnitt 5.2). In Abbildung 5.20 sind der geregelte und der ungeregelte Frequenzgang
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Abbildung 5.20: Vergleich zwischen geregeltem und ungeregeltem Fehlersig-
nal (w3/F3)
(w3/F3) dargestellt. Die Amplitudenreduktion betra¨gt H2u/H2g = 7.31 dB.
Fu¨r die Nutzung des FELMS sind auch Filterfunktionen C(z) ho¨herer Ordnung
denkbar. Mit diesen kann die U¨bertragungsfunktion S(z) · C(z) des gefilterten Se-
kunda¨rpfades frequenzselektiver beeinflußt werden. Dabei ist gleichzeitig eine mo¨glichst
kurze Impulsantwort des gefilterten Sekunda¨rpfades anzustreben.
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Kapitel 6
Simulation und experimentelle
Verifikation
Das Ziel dieses Kapitels ist die Darstellung der Simulation aktiver Gesamtsysteme
unter Beru¨cksichtigung der Wechselwirkungen zwischen mechanischer Struktur und
Fluid. Ein weiteres Ziel ist die in der Simulation erzielten Ergebnisse experimentell
zu verifizieren. Es wird gezeigt, daß die in der Simulation erzielten Ergebnisse auf die
Praxis u¨bertragbar sind [HMH, 2001]. Daraus resultiert, daß verschiedene Regler im
Simulationsexperiment an der jeweiligen mechanischen Struktur anwendbar sind. Einen
wesentlichen Vorteil gegenu¨ber Freqenzbereichsmethoden stellt die Mo¨glichkeit dar, im
Zeitbereich auch zeitvariante Regler auf ihre Leistungsfa¨higkeit u¨berpru¨fen zu ko¨nnen.
Die Simulation zeitvarianter Regler erfordert Simulationszeiten von einigen hundert
Sekunden. Bei Finite Elemente Modellen ist diese Simulation mit einem sehr hohen
Berechnungsaufwand verbunden. Um solche hohen Rechenzeiten zu vermeiden ist eine
modale Reduktion vorgesehen. Gleichzeitig werden nur Freiheitsgrade beobachtet bzw.
gesteuert, welche fu¨r die Beurteilung des Systemverhaltens und der Reglerperformance
notwendig sind. Damit verringert sich der Berechnungsaufwand weiter.
Die Bewertung des strukturmechanischen Teils von Modell und Experiment erfolgt
durch einen Vergleich der Eigenvektoren auf der Basis des MAC-Kriteriums und den
Vergleich der Eigenfrequenzen. Die Kopplung der Struktur mit den piezokeramischen
Aktuatoren und Sensoren wird mit Hilfe der Auswertung der U¨bertragungsfunktionen
zwischen mechanischen und elektrischen Gro¨ßen verifiziert. Ebenfalls u¨ber die Bewer-
tung der U¨bertragungsfunktionen wird zwischen geregeltem und ungeregeltem Zustand
im Simulationsmodell und im Experiment verglichen.
Da die Regler in digitaler Form modelliert sind, wird die Simulation des aktiven
Gesamtsystems mit unterschiedlichen Abtastraten fu¨r die Struktur und den Regler rea-
lisiert. Das Gesamtsystem wird in der Simulation mit einem Zeitintegrationsverfahren
nach Runge-Kutta vierter Ordnung gelo¨st. Die digitale Beschreibung des Reglers hat
den Vorteil, daß im Experiment ein diskreter Lo¨ser angewandt werden kann. Die An-
wendung diskreter Lo¨ser besitzt Rechenzeitvorteile gegenu¨ber den zeitkontinuierlichen
Zeitintegrationsverfahren (somit ist die Realisierung ho¨herer Abtastraten im Experi-
ment mo¨glich). Die Regler werden direkt aus der Simulationsumgebung in ein eigenes
Programm umgewandelt, um danach auf einem digitalen Signalprozessor implementiert
und im Experiment getestet zu werden.
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6.1 Simulation im Zeitbereich
Wie oben bereits erwa¨hnt, kann im Zeitbereich die Simulation zeitvarianter Regler
durchgefu¨hrt werden. Auch die Behandlung instationa¨rer Anregungen der Struktur ist
im Zeitbereich mo¨glich. Im Gegensatz zum Frequenzbereich, in welchem fu¨r die hier
besprochenen Probleme lediglich algebraische Gleichungen zu lo¨sen sind, ist die Lo¨sung
von Differentialgleichungen im Zeitbereich notwendig, was als Nachteil anzusehen ist.
Die Behandlung instationa¨rer Vorga¨nge wird jedoch bei der Auslegung von Systemen
eine zunehmend gro¨ßere Rolle einnehmen, was die Simulation im Zeitbereich unerla¨ßlich
macht.
6.1.1 Zeitintegration
Fu¨r die numerische Lo¨sung von gewo¨hnlichen Differentialgleichungen existieren eine
Reihe numerischer Verfahren ([EnRe, 1996], [Zei, 1996]). Die Differentialgleichungen
n-ter Ordnung (hier n = 2) werden in ein System von Differentialgleichungen er-
ster Ordnung u¨berfu¨hrt, welches nun numerisch integriert werden kann. Die Auswahl
des Integrationverfahrens ist vom Typ der Differentialgleichung und von Forderun-
gen nach Genauigkeit, Rechenaufwand und Stabilita¨t des Verfahrens abha¨ngig. Die
Verfahren lassen sich u.a. in Einschritt-, Mehrschritt- und Extrapolationsverfahren
einteilen. Das klassische Runge-Kutta-Verfahren ist ein Einschrittverfahren mit star-
rer lokaler Fehlerordnung. Das Verfahren ist selbststartend, leicht mit automatischer
Schrittweitensteuerung zu versehen und weit verbreitet. Ein Nachteil ist die Notwen-
digkeit der Berechnung von vier Funktionswerten pro Integrationsschritt. Nachteile der
Extrapolations- und Mehrschrittverfahren sind der oft erhebliche Rechenaufwand pro
Integrationsschritt, teilweise sind sie nicht selbst startend und ebenso gestaltet sich die
Implementierung einer Schrittweitensteuerung teilweise schwierig.
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Abbildung 6.1: Fehler des Runge-Kutta-Verfahrens fu¨r ein Einfreiheitsgrad-
system in Abha¨ngigkeit von der normierten Zeitschrittweite
(ω0 ts)
Das klassische Runge-Kutta-Verfahren ist den Verfahren niedrigerer Ordnung (z.B.
Euler-Cauchy-Verfahren) vorzuziehen, was die Gegenu¨berstellung von Rechenaufwand
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und Genauigkeit zeigt [EnRe, 1996]. In der Simulation wird das gesamte System aus
oben genannten Gru¨nden mit dem klassischen Runge-Kutta-Verfahren gelo¨st.
Die Zeitschrittweite fu¨r das Runge-Kutta-Verfahren zur hinreichend genauen Be-
rechnung der Ergebnisse wurde an einem Einfreiheitsgradsystem ermittelt. In Abbil-
dung 6.1 sind die Abweichungen von der exakten Lo¨sung und der relative Fehler des
Verfahrens u¨ber der normierten Zeitschrittweite (ω0 ts) aufgetragen. Bei einer normier-
ten Zeitschrittweite von (ω0 ts < 0.1) sind die Fehler klein und ko¨nnen toleriert werden.
Die Regel ist auch fu¨r Mehrfreiheitsgradsysteme anwendbar, hier ist ω0 = ω0,max zu set-
zen. Die tieffrequenteren Signale werden mit ho¨herer Genauigkeit approximiert (siehe
Abbildung 6.1).
Fu¨r den digitalen Regler wird im Experiment ein diskreter Lo¨ser verwendet, wel-
cher keine explizite Zeitintegration ausfu¨hrt. Im Digitalbereich erfolgt die Beschreibung
der Vorga¨nge durch Zahlenfolgen, welche lediglich an den Stu¨tzstellen definiert sind.
Dadurch sind die nachfolgenden aus vorangegangenen Stu¨tzstellen durch algebraische
Gleichungen berechenbar ([OpWi, 1992], [WaSc, 1989]). Die Zeitintegration wird we-
sentlich vereinfacht. Durch die Einsparung von Rechenzeit bei der Zeitintegration sind
im Experiment ho¨here Abtastraten oder mathematisch aufwendigere Regelalgorithmen
realisierbar.
6.1.2 Signalverarbeitung
Die Regler werden zur besseren Implementierung auf einem Control-Prototyping-Sys-
tem (z.B. dSpace-System) in digitaler Form beschrieben. Fu¨r die Simulation und glei-
chermaßen fu¨r das Experiment sind Maßnahmen zur Vermeidung der Digitalisierungs-
effekte zu treffen. Anti-Aliasing Filter vermeiden die durch die Abtastung enstehenden
Frequenzspiegelungen, wa¨hrend Rekonstruktionsfilter die hochfrequenten Anteile des
analog gewandelten Digitalsignals entfernen (siehe auch Abschnitt 5.2). Wa¨hrend das
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Abbildung 6.2: Darstellung des aktiven Gesamtsystems mit unterschiedli-
chen Zeitschrittweiten
Gesamtsystem mit dem Runge-Kutta-Verfahren (4. Ordnung) und der Schrittweite tsa
gelo¨st wird, wurde fu¨r den digitalen Regler eine geringere Abtastzeit tsd (siehe Ab-
bildung 6.2, grau hinterlegte Blo¨cke) gewa¨hlt. Das hat den Vorteil, daß der digitale
Regler bereits mit der fu¨r das Experiment vorgesehenen Abtastzeit ausgelegt werden
kann. Fu¨r das Experiment ist der digitale Regler aus dem Modell des Gesamtsystems
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zu extrahieren. Nachfolgend kann die Implementierung des Reglers auf einem Control-
Prototyping-System erfolgen und im Experiment verifiziert werden.
6.2 Darstellung des aktiven Gesamtsystems
Die Simulation des aktiven Gesamtsystems bedingt die Modellierung verschiedenster
Mechanismen. Das betrifft die Modellierung der Dynamik von Struktur, Regler und
Fluid. Weiterhin sind die Kopplung zwischen Fluid und Struktur, das elektrische Ver-
halten der piezokeramischen Aktuatoren und Sensoren, die elektro-mechanische Kopp-
lung und die zum Gesamtsystem geho¨renden Zusatzkomponenten (Tiefpaßfilter und
Versta¨rker) zu modellieren. Die Berechnung und Auslegung der Einzelkomponenten
wurde in den vorangegangenen Kapiteln bereits ero¨rtert und wird nun zur Simulati-
on des aktiven Gesamtsystems zusammengefu¨hrt. Die hier angewandte Vorgehensweise
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Abbildung 6.3: Schematische Darstellung des aktiven Gesamtsystems
zur Auslegung aktiver Systeme wurde in Kapitel 2 diskutiert (vgl. Abbildung 2.1). An-
hand von drei Beispielen wird die Simulation aktiver Systeme gezeigt. In Unterkapitel
6.3 werden die theoretisch gewonnenen Ergebnisse mit experimentell ermittelten Daten
verglichen.
6.2.1 Plattenstruktur mit modalem PPF-Regelkonzept
In diesem Simulationsexperiment wird die Regelung einer Plattenstruktur mit Hilfe
des modalen PPF-Regelkonzeptes durchgefu¨hrt. Die ersten 5 Moden der Platte werden
dabei mit Hilfe von 6 piezokeramischen Foliensensoren und 6 piezokeramischen Folien-
aktuatoren geregelt. Im Versuch wird eine bereits vorhandene Plattenstruktur genutzt.
Auf der Platte sind 12 piezokeramische Foliensensoren und 12 piezokeramische Foli-
enaktuatoren appliziert worden. Um eine Vergleichbarkeit zwischen Simulationsexpe-
riment und Versuch zu gewa¨hrleisten, wird in der Simulation auf eine Positionierung
verzichtet. Die Positionen fu¨r 6 Sensoren und 6 Aktuatoren werden aus den vorandenen
jeweils 12 Positionen fu¨r Sensoren und Aktuatoren bestimmt. Aufbauend auf den in
Abschnitt 5.3.2 bestimmten Auslegungsregeln wird ein digitaler PPF-Regler 2. Ord-
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nung fu¨r jeden Mode dimensioniert. Die Ergebnisse der Simulation werden diskutiert
und bewertet.
Das Finite Element Modell der Platte zur Bestimmung der Eigenvektoren des Sy-
stems ist in Abbildung 6.4 dargestellt. Zur Modellierung werden Schalenelemente mit
8 Knoten und 6 Freiheitsgraden pro Knoten verwendet. Die Verschiebungen der Platte
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Abbildung 6.4: FE-Modell der Plattenstruktur mit diskreten Torsionsfedern
sind am Rand in allen drei Raumrichtungen verhindert. Weiterhin werden die Verdreh-
freiheitsgrade (siehe Abbildung 6.4) durch Torsionsfedern (cT1 und cT2) behindert. Die
zusa¨tzliche Verhinderung der Verdrehfreiheitsgrade in Richtung des Randes erho¨ht die
Genauigkeit bei der Berechnung der elektrischen Freiheitsgrade von Aktuatoren und
Sensoren. Die Eigenschaften der Struktur sind in Tabelle 6.1 aufgefu¨hrt. Die theoreti-
Tabelle 6.1: Eigenschaften des FE-Modells der Plattenstruktur
Gro¨ße Einheit Wert
l1 [m] 0.9
l2 [m] 0.6
h [mm] 1.8
E1 [N/m
2] 1.8e11
E2 [N/m
2] 2.0e11
ν12 [−] 0.28
G12 [N/m
2] 0.92e11
cT1 [Nm/rad] 113.4
cT2 [Nm/rad] 122.4
sche Modalanalyse der Struktur liefert Eigenfrequenzen und Eigenformen der Struktur.
In Tabelle 6.2 sind die ersten 10 Eigenfrequenzen und Eigenformen der Plattenstruktur
aufgefu¨hrt. Die Eigenformen werden nun zur Berechnung der elektrischen Freiheitsgra-
de der piezokeramischen Aktuatoren und Sensoren nach Kapitel 4 genutzt. Fu¨r die
Simulation wird ein modales State-Space-Modell unter Beru¨cksichtigung der ersten 35
Strukturmoden aufgebaut.
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Tabelle 6.2: Eigenfrequenzen der Plattenstruktur und zugeho¨rige Modenfor-
men
Mode Nr. fn [Hz] Wellenzahlen [nx1 , nx2]
1 30.54 1 , 1
2 47.19 2 , 1
3 74.70 3 , 1
4 74.87 1 , 2
5 91.30 2 , 2
6 112.49 4 , 1
7 118.32 3 , 2
8 141.94 1 , 3
9 155.65 4 , 2
10 158.47 2 , 3
11 160.26 5 , 1
12 185.67 3 , 3
Die Aktuatoren und Sensoren sind sogenannte Funktionsmodule. Wegen der besse-
ren Handhabbarkeit wurden die Piezokeramiken bereits vorkonfektioniert und in einen
Verbundwerkstoff eingebettet [WSS, 2001]. Dabei besitzen die Aktuatoren eine Ge-
samtdicke von hAktuator = 0.7mm und die Sensoren eine Gesamtdicke hSensor = 0.4mm.
Als piezokeramisches Material kommt der Werkstoff PIC 255 [Phy, 2001] sowohl in Ak-
tuatoren als auch in Sensoren zur Anwendung.
Da fu¨r die hier betrachtete Struktur die Voraussetzung hP latte >> hSensor bzw.
hP latte >> hAktuator nicht mehr gilt, sind die Formeln fu¨r die modale Sensorspannung
und das Aktuatormoment um das Biegesteifigkeits-Verha¨ltnis zwischen Struktur ohne
Aktuatoren bzw. Sensoren DS und mit Aktuatoren bzw. Sensoren applizierter Struktur
DS;P zu erweitern. Das Steifigkeitsverha¨ltnis der Biegesteifigkeiten DS/DS;P wird mit
Hilfe der klassischen Laminattheorie [Red, 1997], [Mos, 1992] berechnet.
Uout,korr =
DS
DS;P
Uout und fp,korr =
DS
DS;P
fp (6.1)
Die Biegesteifigkeit der Struktur wird durch DS ausgedru¨ckt, wa¨hrend die Biegestei-
figkeit der mit piezokeramischen Elementen bestu¨ckten Strukturabschnitte durch DS;P
beschrieben wird.
Wie oben bereits erwa¨hnt, wird eine vorhandene Struktur fu¨r das Experiment ge-
nutzt. Diese ist mit 12 Aktuatoren und 12 Sensoren bestu¨ckt. Die Auswahl von 6
Sensoren und 6 Aktuatoren zur Regelung der ersten 5 Moden erfolgt somit aus der in
Abbildung 6.5 dargestellten Anordnung.
Fu¨r die modale Regelung ist die Kombination von Aktuatoren bzw. Sensoren zu
wa¨hlen, deren Eigenvektoren die Orthogonalita¨tsbedingung (MAC-Kriterium) sehr gut
erfu¨llen. Durch explizite Enumeration aller Kombinationen werden die optimalen Posi-
tionen bestimmt. Die Sensoren 1, 2, 3, 5, 7 und 8 und die Aktuatoren 1, 2, 3, 5, 7 und
8 wurden fu¨r die Regelung ausgewa¨hlt. Abbildung 6.6 zeigt den MAC-Vergleich der Ei-
genvektoren der ausgewa¨hlten Sensoren (links) und Aktuatoren (rechts) untereinander.
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Abbildung 6.5: Sensor- und Aktuatorverteilung auf der Plattenstruktur
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Abbildung 6.6: MAC-Kriterium fu¨r die gewa¨hlte Sensorverteilung (links) und
Aktuatorverteilung (rechts)
Die Orthogonalita¨t der Eigenvektoren ist in beiden Fa¨llen nahezu gewa¨hrleistet, wo-
durch kein spill-over zwischen den zu regelnden Moden zu erwarten ist. Die Pseudoin-
Tabelle 6.3: Reglerparameter
GRn = 0.2Gopt GRn = Gopt
Mode Nr. ωn [1/s] GRn/ω
2
n ωRn [1/s] ϑRn GRn/ω
2
n ωRn [1/s] ϑRn
1 191.89 0.040565 192.89 0.1 0.20283 193.02 0.1
2 296.52 0.048446 300.51 0.1 0.24223 310.51 0.1
3 469.38 0.053768 478.30 0.1 0.26884 504.60 0.1
4 470.43 0.053788 479.39 0.1 0.26894 505.79 0.1
5 573.63 0.056193 588.11 0.1 0.28097 631.54 0.1
95
6 Simulation und experimentelle Verifikation
versen der Modalmatrizen fu¨r den Regler werden aus den zuvor berechneten Sensor-
und Aktuatoreigenvektoren gewonnen. Zur Auslegung des modalen PPF-Reglers dienen
die in Kapitel 5 unter Beru¨cksichtigung der Anti-Aliasing- und Rekonstruktionsfilter
abgeleiteten Vorschriften. Die Reglerparameter fu¨r eine Abtastzeit tsd = 2e − 4 s des
digitalen Reglers sind in Tabelle 6.3 aufgefu¨hrt.
Die Wahl der Zeitschrittweite fu¨r die Lo¨sung des Gesamtsystems wurde in Abschnitt
6.1.1 ero¨rtert. Aufgrund des interessierenden Frequenzbereiches (ωmax < 1000 1/s)
wird eine Zeitschrittweite von ts = 1e − 4 s gewa¨hlt. Die Anregung mo¨glichst vieler
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Abbildung 6.7: Simulationsexperiment des aktiven Gesamtsystems (Platte)
mit modalem digitalem PPF-Regler 2. Ordnung zur Regelung
von 5 Moden
Moden ist das Ziel bei der Bestimmung der Koordinaten des Kraftanregungspunk-
tes (xE = 0.2865m, yE = 0.4090m). Ebenso soll mit der Wahl des Meßpunktes fu¨r
die Schwinggeschwindigkeit (xM = 0.6135m, yM = 0.1910m) die Erfassung vieler
Moden gewa¨hrleistet werden. Die Positionen von Erregerpunkt E und Meßpunkt M
sind in Abbildung 6.5 grafisch dargestellt. Abbildung 6.7 zeigt die Anordnung zur
Durchfu¨hrung des Simulationsexperimentes. Die Erregung kann mit verschiedenen Si-
gnalformen erfolgen. Zur Bestimmung der Frequenzga¨nge vom Erregerpunkt zum Meß-
punkt (Monitoring-Frequenzga¨nge), wird die Struktur in der Simulation mit einem
Kraft-Einheitsimpuls am Erregerpunkt E angeregt. Die Schwinggeschwindigkeit wird
am Meßpunkt M gemessen. Die Frequenzga¨nge, welche in Abbildung 6.8 dargestellt
sind, zeigen den ungeregelten Zustand im Vergleich zu den geregelten Frequenzga¨ngen
mit der Reglerversta¨rkung GRn = 0.2Gopt und GRn = Gopt. Mit der Versta¨rkung
0.2Gopt kann im betrachteten Frequenzbereich (fu = 20Hz, fo = 130Hz) gegenu¨ber
dem ungeregelten Fall eine Reduktion von H2u/H2g = 5.31 dB erreicht werden. Bei der
Regelung mit der Versta¨rkung Gopt ist ein spill-over-Effekt bei Mode Nr. 6 beobachtbar.
Zur Vermeidung dieser Effekte muß die Anzahl der Sensoren und Aktuatoren erho¨ht
werden. Dadurch wird eine Verbesserung der Trennbarkeit der Moden fu¨r den Regler
erreicht. Die Reduktion im Frequenzbereich von 20Hz bis 130Hz fu¨r eine Versta¨rkung
Gopt betra¨gt gegenu¨ber dem ungeregelten Fall H2u/H2g = 9.07 dB.
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Abbildung 6.8: Frequenzga¨nge des aktiven Gesamtsystems (vom Erreger-
punkt zum Meßpunkt)
Der modale PPF-Regler 2. Ordnung stellt selbst ein schwingungsfa¨higes System
dar. Daraus resultiert eine u¨ber der Frequenz vera¨nderliche Versta¨rkung, welche in der
Resonanz des Reglers am gro¨ßten ist (bandbegrenztes Verhalten). Auf Moden, deren
Eigenfrequenz weit oberhalb des geregelten Modes mit der ho¨chsten Eigenfrequenz
liegt, ist wegen der bandbegrenzenden Eigenschaft des Reglers kein U¨bersprechen zu
erwarten. Gleichzeitig wird durch die modale Filterung das U¨bersprechen zwischen den
zu regelnden Moden verhindert.
6.2.2 Regelung des Abstrahlverhaltens einer Plattenstruktur
im Fernfeld mit adaptivem feed forward Regler (FELMS)
Die Zielsetzung des Simulationsexperimentes ist die Reduktion der Volumenverschie-
bung. Gleichzeitig soll damit die Reduktion des Schalldruckes im Fernfeld der Platte
erreicht werden [HLMV, 2002]. Dabei wird die Volumenverschiebung als Maß fu¨r die
Abstrahlung des Ko¨rperschalls benutzt. Die Berechnung der fu¨r die Regelung notwen-
digen Eingangssignale erfolgt allein aus strukturdynamischen Gro¨ßen. Die gewandelten
Ausgangssignale des Reglers greifen ebenfalls an der Struktur in Form von Kra¨ften an
(ASAC). Da die Volumenverschiebung im Experiment nicht meßbar ist, ist die Re-
konstruktion aus den Spannungssignalen von 15 PZT-Foliensensoren vorgesehen. Als
Regler kommt ein adaptiver feed forward Regler zum Einsatz, welcher nach dem filtered
error least mean squares Prinzip (FELMS) arbeitet. Zur U¨berpru¨fung der Wirksamkeit
der Regelung wird der Schalldruck im Fernfeld der Platte berechnet. Die Ergebnisse
werden bewertet und diskutiert.
Eine allseitig eingespannte Aluminiumplatte dient als mechanische Struktur fu¨r die
Simulation. Mit Hilfe der FEM werden die Eigenvektoren und Eigenfrequenzen der
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Platte bestimmt. Zur Modellierung wurden Schalenelemente mit 8 Knoten und 6 Frei-
heitsgraden pro Knoten verwendet. Die Parameter der Plattenstruktur sind in Tabelle
6.4 aufgefu¨hrt. In dem zu regelnden Frequenzbereich (0 − 500Hz) sind die niedrig-
Tabelle 6.4: Parameter der Aluminiumplatte und der PZT-Sensoren
Eigenschaft Einheit Platte PZT-Sensor
mechanisch
Em [GPa] 63.50 66.67
ν [−] 0.3500 0.3583
ρ
[
kg
m3
]
2700 7830
l [m] 0.9000 0.0500
b [m] 0.6000 0.0250
h [m] 0.0040 0.0002
elektro-mechanisch
d31
[
m
V
]
- -0.23e-9
sten 13 Eigenfrequenzen des Systems enthalten. Die niedrigsten 15 Eigenfrequenzen
und deren Formen sind in Tabelle 6.5 angegeben. Fu¨r die Simulation wird ein moda-
Tabelle 6.5: Eigenfrequenzen der Plattenstruktur und zugeho¨rige Modenfor-
men
Mode Nr. fn [Hz] Wellenzahlen [nx1 , nx2]
1 70.05 1 , 1
2 108.17 2 , 1
3 171.47 1 , 2
4 172.51 3 , 1
5 206.92 2 , 2
6 267.33 4 , 1
7 267.33 3 , 2
8 324.77 1 , 3
9 352.68 4 , 2
10 359.30 3 , 2
11 373.76 5 , 1
12 417.75 3 , 3
13 462.37 5 , 2
14 500.50 4 , 3
15 509.33 6 , 1
les State-Space-Modell der Struktur unter Beru¨cksichtigung von 35 Moden aufgebaut.
Nun erfolgt die Berechnung der elektrischen Freiheitsgrade der Sensoren mit Hilfe der
Eigenformen nach Kapitel 4. Abmessungen und Parameter der Sensoren ko¨nnen aus
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Tabelle 6.4 entnommen werden. Die Lage der Sensoren, des Aktuatorpunktes und des
Anregungspunktes ist in Abbildung 6.9 dargestellt. Der Erregerpunkt besitzt die Ko-
x1
x2
Aktuator
Erregung
PZT-Sensor
Platte
A
D
D
A
S2 S5 S8 S11 S14
S1 S4 S7 S10 S13
S3 S6 S9 S12 S15
Abbildung 6.9: Konfiguration der Platte mit Sensoren und Aktuatoren
ordinaten D(x1 = 0.150m, x2 = 0.125m), wa¨hrend der Aktuatorpunkt bei den Koor-
dinaten A(x1 = 0.500m, x2 = 0.500m) angeordnet ist. Die Wahl der Zeitschrittweite
fu¨r die Lo¨sung des Gesamtsystems wurde in Abschnitt 6.1.1 ero¨rtert. Aufgrund des
zu untersuchenden Frequenzbereiches (ωmax < 3300 1/s) wird eine Zeitschrittweite von
tsa = 3e−5 s gewa¨hlt. Der diskrete Teil der Simulation, welcher in Abbildung 6.10 dun-
kelgrau hinterlegt ist, wird mit einer Samplingzeit von tsd = 5e − 4 s abgetastet. Die
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Abbildung 6.10: Gesamtsystem mit Sensoren, Aktuatoren und adaptivem
Regler (FELMS)
Berechnung der Rekonstruktion der Volumenverschiebung findet im Frequenzbereich
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statt. Die Koeffizienten αi fu¨r die Rekonstruktion der Volumenverschiebung werden
nach Gleichung (3.109) ermittelt. Abbildung 6.11 zeigt das Ergebnis der Rekonstruk-
tion. Es kann die sehr gute U¨bereinstimmung zwischen Volumenverschiebung und re-
konstruierter Volumenverschiebung beobachtet werden. AlsMonitoring-Signal wird der
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Abbildung 6.11: Vergleich zwischen den
Frequenzga¨ngen der Volumenverschiebung
und der rekonstruierten Volumenverschie-
bung
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Abbildung 6.12: Frequenzga¨nge der Vo-
lumenverschiebung (Wvol/FD), des Mikro-
fonsignals (pM/FD) und einer Verschie-
bung (w3A/FD)
Schalldruck eines an der Position M(x1 = 0.450m, x2 = 0.300m, x3 = 5.000m) in-
stallierten Mikrofons ebenfalls berechnet. Die Modellierung des Mikrofones zur Schall-
druckberechnung im Fernfeld nach Gleichung (4.18) ist in Abbildung A.42 dargestellt.
Die Resonanzu¨berho¨hungen des Mikrofonsignals im Fernfeld sind dieselben wie die
der Volumenverschiebung (Abbildung 6.12). Im Gegensatz dazu steht ein typischer
Frequenzgang der Erregerkraft zur Verschiebung der Platte. In ihm sind alle Reso-
nanzu¨berho¨hungen der Platte im betrachteten Frequenzbereich enthalten.
Als Regler kommt ein adaptiver feed forward Algorithmus mit gefiltertem Fehler-
signal zum Einsatz (siehe Unterkapitel 5.4). Nach der Systemidentifikation des Se-
kunda¨rpfades vom Aktuator zur rekonstruierten Volumenverschiebung adaptiert der
Regler seine Koeffizienten. Anti-Aliasing- und Rekonstruktionsfilter werden beno¨tigt
um Diskretisierungseffekte am kontinuierlichen Teil der Simulation zu vermeiden. Das
System wird mit bandbegrenztem weißen Rauschen erregt. Die Bestimmung aller Fre-
quenzga¨nge erfolgt durch Mittelung der Signale mit jeweils 50 Mittelungen. Die Fest-
legung der Adaptionskonstante µ = 1e − 3 stellt einen guten Kompromiß zwischen
schneller Adaption und genu¨gend großer Stabilita¨t des Reglers dar. Eine kurze Simu-
lationzeit ist zur Bestimmung der Koeffizienten fu¨r die Rekonstruktion (Block reko
gain in Abbildung 6.10; Lo¨sung von Gleichung (3.109)) notwendig. Das Modell der
Sekunda¨rstrecke wird dabei mit 1000 Koeffizienten abgebildet, wa¨hrend das Regel-
Filter 50 Koeffizienten besitzt. Die Adaptionszeit von t = 50 s beno¨tigt der Regler zur
Konvergenz seiner Koeffizienten, danach wird die Adaption gestoppt. Jetzt ko¨nnen die
geregelten Frequenzga¨nge bestimmt werden.
Abbildung 6.13 zeigt die Reduktion der Amplituden der Volumenverschiebung in
der Umgebung der Resonanzfrequenzen, wa¨hrend in Abbildung 6.14 die Reduktion des
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Schalldruckes dargestellt ist. Dabei betragen die Reduktionen der Volumenverschiebung
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Abbildung 6.13: Vergleich zwischen gere-
gelter und ungeregelter Volumenverschie-
bung
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Abbildung 6.14: Vergleich zwischen gere-
geltem und ungeregeltem Schalldruck (Mi-
krofonsignal)
H2u/H2g = 11.7 dB und des Schalldruckes H2u/H2g = 6.4 dB. Die Amplitude der
vierten Resonanz in den Abbildungen 6.13 und 6.14 wird nicht so stark beeinflußt wie
die der anderen Resonanzen. Das kann damit begru¨ndet werden, daß die Amplitude
dieser Resonanz im Sekunda¨rpfad des Reglers sehr klein ist.
Die Modellierung eines adaptiven Gesamtsystems einer Platte mit piezokeramischen
Sensoren im Zeitbereich wurde vorgestellt. Die Modellierung eines Mikrofones im Zeit-
bereich erlaubt nicht nur die Beobachtung des Schalldruckes sondern auch der Ab-
strahlcharakteristik der Struktur. Die Regelung der Volumenverschiebung wird durch
einen adaptiven Algorithmus (FELMS) realisiert. Eine Shape-Funktion C(z) sorgt fu¨r
die Angleichung der Amplituden der Resonanzfrequenzen auf ein anna¨hernd gleiches
Niveau. Die mit der Shape-Funktion erreichte Absenkung der Amplituden der ersten
zwei Eigenfrequenzen fu¨hrt zu einer Verku¨rzung der Impulsantwort des gefilterten Feh-
lersignals, wodurch die Ordnung des Modells der Sekunda¨rstrecke verringert werden
kann. Im Frequenzbereich bis 500Hz zeigen die Simulationen sowohl eine gute Reduk-
tion der Volumenverschiebung als auch des Schalldruckes. Die Vorgehensweise stellt
somit eine Mo¨glichkeit zur Regelung der Schallabstrahlung fu¨r niedrige Frequenzen bei
geringer modaler Dichte dar.
6.2.3 Struktur-akustisch gekoppeltes System (Plattenstruk-
tur mit abgeschlossenem Luftvolumen)
Ziel dieses Simulationsexperimentes ist der Nachweis der Struktur-Fluid Kopplung ei-
ner Plattenstruktur mit einem abgeschlossenen Luftvolumen. Anhand berechneter Fre-
quenzga¨nge werden die Auswirkungen der Struktur-Fluid Kopplung auf die Platten-
struktur und das Fluid diskutiert und bewertet. Eine eingespannte Aluminiumplatte
(mit den Materialparametern E = 0.635e11N/m2, ν = 0.35 und ρ = 2700 kg/m3
und den Abmessungen lx1 = 0.9m, lx2 = 0.6m und lx3 = 0.004m) wird mit ei-
nem abgeschlossenen Luftvolumen (mit den Materialparametern ρ = 1.225 kg/m3 und
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Abbildung 6.15: Skizze der Anordnung von elastischer Struktur, abgeschlos-
senem Luftvolumen und der Lage von Erreger und Meß-
punkten
c0 = 340m/s und den Abmessungen lx1 = 0.9m, lx2 = 0.6m und lx3 = 1.0m) gekop-
pelt. Abbildung 6.15 zeigt den Aufbau des Simulationsexperimentes. Die Ra¨nder des
Luftvolumens werden dabei durch fu¨nf starre Wa¨nde mit idealen Randbedingungen
(die Partikelgeschwindigkeit des Fluides am Rand ist gleich Null) und die elastische
Aluminiumplatte (die Partikelgeschwindigkeit des Fluides am Rand ist gleich der nor-
malen Schwinggeschwindigkeit der Aluminiumplatte) gebildet.
Tabelle 6.6: Vergleich der Eigenfrequenzen zwischen ungekoppeltem und ge-
koppeltem Zustand
Mode Wellen- ANSYS Matlab
zahlen ungekoppelt gekoppelt
Platte LV Platte + LV
Nr. nx1 nx2 nx3 f [Hz] f [Hz] f [Hz]
1 1 1 70.05 70.58
2 2 1 108.17 107.52
3 0 0 1 170.00 167.95
4 1 2 171.47 170.79
5 3 1 172.51 175.56
6 1 0 0 188.89 189.25
7 2 2 206.92 206.44
8 1 0 1 254.12 252.63
9 4 1 261.36 263.45
10 3 2 267.33 266.73
11 0 1 0 283.33 283.93
12 1 3 324.77 323.92
13 0 1 1 330.42 331.02
14 0 0 2 340.00 341.37
15 1 1 0 340.52 340.23
Die Berechnung der ungekoppelten Eigenfrequenzen und Eigenvektoren erfolgt mit
102
6.2 Darstellung des aktiven Gesamtsystems
dem FE-System ANSYS. Das Finite Element Modell der Platte zur Bestimmung der
Eigenvektoren der Platte wird aus Schalenelementen mit 8 Knoten und 6 Freiheitsgra-
den pro Knoten aufgebaut. Fu¨r die Modellierung des Luftvolumens in ANSYS kommen
Volumenelemente mit 8 Knoten und 3 Freiheitsgraden pro Knoten in Frage. Es werden
wp
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Modales Modell
(Platte mit Luftvolumen)
out_ps
out_ws
in
Out1
Erregung
(Platte)
Abbildung 6.16: Modell der Platte mit Luftvolumen in Simulink
strukturmechanische Elemente verwendet, deren Materialparameter nach Gleichung
(3.70) und Gleichung (3.72) modifiziert werden. Durch die Behinderung sa¨mtlicher
Freiheitsgrade in der x2- und x3-Richtung steht nur noch ein, den Fluiddruck re-
pra¨sentierender, Freiheitsgrad pro Knoten zur Verfu¨gung. Mit dieser Vorgehensweise
sind auch mit FE-Systemen, in denen keine Fluidelemente bereitstehen, Berechnungen
der akustischen Moden von Fluiden mo¨glich. Nach dem Import der ungekoppelten Pa-
rameter wird die Kopplung in der Matlab-Umgebung durchgefu¨hrt. In Tabelle 6.6 sind
die ungekoppelten und gekoppelten berechneten Eigenfrequenzen und deren Moden-
formen dargestellt.
Nun werden die importierten Parameter in ein State-Space-Modell nach Gleichung
(3.92) u¨berfu¨hrt. Mit Hilfe des Simulink Modells in Abbildung 6.16 erfolgt die Be-
stimmung des U¨bertragungsverhaltens vom Erregerpunkt zu den Meßpunkten durch
eine transiente Zeitbereichssimulation. Als Routine zur Zeitintegration kommt das
Runge-Kutta Verfahren vierter Ordnung zum Einsatz. Die Wahl der Zeitschrittwei-
te fu¨r die Lo¨sung des Gesamtsystems wurde in Abschnitt 6.1.1 ero¨rtert. Aufgrund
des interessierenden Frequenzbereiches (ωmax < 2000 1/s) wird eine Zeitschrittweite
von tsa = 2e − 5 s gewa¨hlt. Der Erregerpunkt besitzt dabei die Koordinaten E(x1 =
0.500m, x2 = 0.500m), wa¨hrend der Meßpunkt fu¨r die Schwinggeschwindigkeit der
Platte bei den Koordinaten M(x1 = 0.400m, x2 = 0.250m) angeordnet ist. Der
Schalldruck im Inneren des abgeschlossenen Luftvolumens wird an zwei Positionen
mit den Koordinaten P1(x1 = 0.850m, x2 = 0.050m, x3 = −0.050m) und P2(x1 =
0.850m, x2 = 0.550m, x3 = −0.950m) berechnet. In Abbildung 6.17 sind die Fre-
quenzga¨nge zwischen Erregerkraft FE und Schwinggeschwindigkeit w˙M fu¨r den unge-
koppelten und den gekoppelten Zustand dargestellt. Die Beeinflussung der Platten-
schwingung durch das abgeschlossene Luftvolumen ist gering, was durch den großen
Dichteunterschied zwischen Fluid und Struktur und die, im Vergleich zum Kompressi-
onsmodul des Fluides, hohe Steifigkeit der Platte zu erkla¨ren ist. Die Plattenschwingun-
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Abbildung 6.17: Frequenzgang zwischen Erregerkraft FE und Schwingge-
schwindigkeit w˙M
gen regen das Fluidvolumen, bedingt durch die Kopplung, ebenfalls zu Schwingungen
an. In Abbildung 6.18 sind die Frequenzga¨nge zwischen Erregerkraft FE und Fluiddruck
pPi fu¨r zwei Meßpunkte im Fluid dargestellt. Eine starke Beeinflussung der Schwingun-
gen des Luftvolumens durch die Plattenschwingungen ist hier erkennbar. Dieser Effekt
ist ebenfalls mit dem großen Dichteunterschied zwischen Fluid und Struktur und der,
im Vergleich zum Kompressionsmodul des Fluides, hohen Steifigkeit der Platte zu er-
kla¨ren. Fu¨r du¨nnere Platten des gleichen Materials, Platten geringerer Steifigkeit oder
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Abbildung 6.18: Frequenzga¨nge zwischen Erregerkraft FE und Fluiddruck
pP1 (links) und zwischen Erregerkraft FE und Fluiddruck
pP2 (rechts)
einem Fluid mit gro¨ßerem Kompressionsmodul (und damit ho¨herer Schallgeschwindig-
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keit c0) ist eine sta¨rkere Beeinflussung der Plattenschwingungen durch die Schwingun-
gen des Luftvolumens vorhanden. Gleichzeitig verringert sich dabei der Einfluß der
Plattenschwingungen auf die Schwingungen des Luftvolumens.
Die Berechnung und Simulation eines Fluid-Struktur gekoppelten Problems wurden
anhand eines Beispiels vorgestellt. Die Implementierung erlaubt den Import modaler
Systemparameter des Fluides sowie der mechanischen Struktur. Durch eine weitere Mo-
daltransformation der gekoppelten Systemmatrizen werden gekoppelte Eigenwerte und
Eigenmoden bestimmt. Die Unsymmetrie des Systemmatrizen erfordert eine gesonderte
Behandlung bei der Lo¨sung des Eigenwertproblems und dem Erstellen des State-Space
Modells (siehe Abschnitt 3.3.2). Es ist darauf zu achten, daß die Eigenfrequenzen der
Struktur und des Fluides im zu untersuchenden Frequenzbereich auftreten. Im Allge-
meinen reicht die Mitnahme von 5 bis 10 Eigenfrequenzen (von Struktur und Fluid)
u¨ber den zu untersuchenden Frequenzbereich hinaus aus, um Resonanzen und beson-
ders Antiresonanzen genu¨gend genau abbilden zu ko¨nnen. Durch die Simulation im
Zeitbereich ist die Implementierung zeitvarianter Regelgesetze in das Simulationsmo-
dell realisierbar. Das hier angewendete Vorgehen stellt eine Mo¨glichkeit der Berechnung
von Fluid-Struktur gekoppelten Problemen im Zeitbereich bei niedriger modaler Dichte
von Fluid und Struktur dar.
6.3 Verifikation der Simulationsergebnisse
Die Zielstellung dieses Unterkapitels ist die Verifikation der Simulationen aus dem vor-
hergehenden Unterkapitel 6.2 durch experimentelle Ergebnisse oder Simulationen aus
anderen Programmsystemen. Das Verfahren der experimentellen Modalanalyse dient
der Ermittlung von Eigenvektoren, Eigenfrequenzen und Da¨mpfungen der betrachte-
ten Strukturen. Die Orthogonalita¨t zwischen berechneten und gemessenen Eigenvek-
toren liefert das MAC-Kriterium. Dadurch wird die Zuordnung von gemessenen zu
berechneten Eigenvektoren erleichtert. Der Vergleich gemessener und berechneter Ei-
genfrequenzen la¨ßt weitere Aussagen zur Qualita¨t der Simulationsmodelle zu. Mit Hilfe
eines Control-Prototyping Systems von dSpace werden die Regelalgorithmen an realen
Strukturen getestet und bewertet. Die digitale Formulierung der Regler verringert den
Berechnungsaufwand bei der Lo¨sung der Gleichungen auf dem dSpace-System. Durch
den Vergleich zwischen Berechnungsergebnissen und experimentellen Daten werden die
entwickelten Methoden und Vorgehensweisen abgesichert und besta¨tigt. Eine Bewer-
tung und Diskussion der Ergebnisse la¨ßt Aussagen zur U¨bertragbarkeit der Simulati-
onsergebnisse auf reale Strukturen zu.
6.3.1 Plattenstruktur mit modalem PPF-Regelkonzept
Das Experiment fu¨r die Plattenstruktur mit modalem PPF-Regelkonzept dient der
Verifikation der Berechnungsergebnisse aus Abschnitt 6.2.1.
Abbildung 6.19 zeigt den Plattenversuchsstand (links) und die zur Realisierung des
modalen PPF-Reglers notwendigen Gera¨te (rechts). Die Platte wird in einen Rahmen
mit Gummiauflagen eingespannt, siehe Abbildung 6.20. Die Gummiauflagen verrin-
gern den Eintrag von temperaturbedingten Eigenspannungen in die Plattenstruktur
und tragen so zu besseren Reproduzierbarkeit der Ergebnisse bei. Eine experimen-
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Abbildung 6.19: Versuchsobjekt (links) mit applizierten Funktionsmodulen
und Versuchsaufbau zur Simulation des digitalen PPF-
Reglers (rechts)
Gummiauflage
Platte
Einspannrahmen
Abbildung 6.20: Skizze der Einspannung des Plattenversuchsstandes
telle Modalanalyse (EMA) zeigt eine gute U¨bereinstimmung der Eigenvektoren und
Eigenfrequenzen im Vergleich zu rechnerisch ermittelten Daten. Die berechneten und
gemessenen Eigenfrequenzen werden in Tabelle 6.7 gegenu¨bergestellt. Es zeigt sich,
daß die zweite Eigenfrequenz in der Berechnung zu hoch approximiert wurde (≈ 6%
Fehler). Dies kann durch die schwierige Erfaßbarkeit der Randbedingungen (siehe Ab-
bildung 6.20 und 6.4) erkla¨rt werden. Die Abbildungen A.43 und A.44 im Anhang
zeigen einen Vergleich zwischen den ersten 10 berechneten und gemessenen Eigenmo-
den. Die sehr gute U¨bereinstimmung zwischen EMA und FE-Analyse wird mit Hilfe
des MAC-Kriteriums (Abbildung 6.21) nachgewiesen. Zur besseren U¨bersicht sind die
berechneten Werte des MAC-Vergleiches in Tabelle A.13 aufgefu¨hrt.
Der Vergleich zwischen gemessenen und berechneten Frequenzga¨ngen dient der Ve-
rifikation der Modellierung der mechanischen, elektro-mechanischen und elektrischen
Zusammenha¨nge. Dazu wurden die Frequenzga¨nge zwischen Kraft am Erregerpunkt
und Geschwindigkeit am Meßpunkt (mechanisch-mechanisch), Kraft am Erregerpunkt
und Spannung am Sensor 5 (mechanisch-elektrisch), Spannung am Aktuator 1 und
Geschwindigkeit am Meßpunkt (elektrisch-mechanisch) und Spannung am Aktuator 1
und Sensorspannung am Sensor 5 (elektrisch-elektrisch) gemessen und berechnet. Der
in Abbildung 6.22 dargestellte Vergleich zwischen gemessenen und berechneten Fre-
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Tabelle 6.7: Vergleich zwischen gemessenen und berechneten Parametern
Rechnung Messung
Mode Nr. fn [Hz] fn [Hz] ϑn [%]
1 30.54 30.66 1.53
2 47.19 44.52 0.27
3 74.70 73.45 0.45
4 74.87 74.79 0.27
5 91.30 90.51 0.79
6 112.49 113.38 0.32
7 118.32 117.93 0.17
8 141.94 144.75 0.58
9 155.65 157.04 0.18
10 158.47 160.13 0.39
11 160.26 165.06 0.24
12 185.67 188.34 0.21
quenzga¨ngen zeigt in allen Fa¨llen eine sehr gute U¨bereinstimmung. Daraus kann ab-
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Abbildung 6.21: MAC-Vergleich zwischen berechneten und gemessenen Ei-
genvektoren der Platte
geleitet werden, daß sowohl die mechanischen Gro¨ßen als auch die elektrischen und
elektromechanischen Gro¨ßen im Modell hinreichend genau abgebildet werden. Fu¨r die
Berechnung der Frequenzga¨nge nach Abbildung 6.22 wurden die Eigenvektoren mit
Hilfe einer FE-Analyse gewonnen. Die zugeho¨rigen Frequenzen und Da¨mpfungen sind
Ergebnisse der experimentellen Modalanalyse. In Abbildung A.45 des Anhangs sind
die Frequenzga¨nge abgebildet, bei welchen Eigenfrequenzen und Eigenvektoren der FE-
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Analyse genutzt und lediglich die Da¨mpfungen experimentell ermittelt wurden. Auch
hier ist eine gute U¨bereinstimmung zwischen Messung und Rechnung beobachtbar.
Fu¨r die Verifikation der modalen PPF-Regelung wird die Platte durch einen elektro-
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Abbildung 6.22: Vergleich zwischen gemessenen und berechneten Fre-
quenzga¨ngen (mit Frequenzupdate)
dynamischen Erreger mit bandbegrenztem Rauschen am Erregerpunkt E (siehe Ab-
bildung 6.5) angeregt. Desweiteren wird das Geschwindigkeitssignal am Meßpunkt M
als Monitoringgro¨ße mit einem Laservibrometer aufgezeichnet. Die Modalmatrizen fu¨r
Aktuatoren und Sensoren zur Auslegung der Regelung werden aus der Berechnung
u¨bernommen. Fu¨r die Auslegung des modalen PPF-Reglers werden die gemessenen Ei-
genfrequenzen zugrunde gelegt. Die Applikation des Reglers erfolgt auf einem Control
Prototyping System der Firma dSpace. Die experimentell ermittelten geregelten und
ungeregelten Frequenzga¨nge sind in Abbildung 6.23 dargestellt. Wegen eines spill-over
Effektes in Mode 6 wurde die Versta¨rkung fu¨r Mode 5 auf G5 = 0.2G5,opt reduziert.
Eine Mo¨glichkeit spill-over Effekte zu verringern, ist die Erho¨hung der Anzahl der
Sensoren und Aktuatoren. Dadurch wird die modale Trennung verbessert und die An-
regung ho¨herer Moden erschwert. Eine weitere Mo¨glichkeit stellt die Verringerung der
108
6.3 Verifikation der Simulationsergebnisse
20 40 60 80 100 120
−80
−70
−60
−50
−40
−30
−20
−10
f [Hz]
|H|
 [d
B]
ungeregelt                
MPPF mit 0.2 ⋅ G
opt
MPPF mit G
opt          
Abbildung 6.23: Gemessene Frequenzga¨nge des aktiven Gesamtsystems (vom
Erregerpunkt zum Meßpunkt)
Da¨mpfung im PPF-Regler dar. Dies hat zur Folge, daß die Bandbreite des Reglers
abnimmt. Auch dadurch wird die Anregung ho¨herer Moden verhindert. Als negative
Auswirkung letzterer Maßnahme ist die Verschlechterung der Gesamtreduktion zu nen-
nen. Die Reduktion bei Anwendung der modalen PPF-Regelung mit 0.2Gopt betra¨gt
im Experiment H2u/H2g = 6.44 dB, wa¨hrend durch die modale PPF Regelung mit Gopt
und G5 = 0.2G5,opt eine Reduktion von H2u/H2g = 8.66 dB erzielt wurde.
Die Verifikation der modalen PPF-Regelung an einer du¨nnen Stahlplatte mit Hilfe
des Experimentes hat gezeigt, daß sich mit den Berechnungsergebnissen gute Vorhersa-
gen des dynamischen Verhaltens eines aktiven Gesamtsystems treffen lassen. Die Aus-
legung des Reglers unter Einbeziehung der Anti-Aliasing- und Rekonstruktionsfilter
wurde experimentell besta¨tigt (vgl. Abbildung 6.23 und 6.8). Obgleich die Modalma-
trizen fu¨r Sensoren und Aktuatoren aus der Berechnung u¨bernommen wurden, konnten
anna¨hernd gleiche Reduktionen in Simulation und Berechnung festgestellt werden. Die
U¨bernahme der Modalmatrizen fu¨r Sensoren und Aktuatoren aus der Berechnung ist
bei der hier gezeigten guten U¨bereinstimmung der Eigenvektoren zwischen Messung
und Berechnung zula¨ssig. Der im Experiment sta¨rker als in der Simulation auftretende
spill-over Effekt in Mode 6 ist durch die vorhandene Abha¨ngigkeit der piezokeramischen
Parameter von technologischen Einflu¨ssen erkla¨rbar.
Die vorgestellte virtuelle Auslegung des Gesamtsystems ermo¨glicht die wirklich-
keitsnahe Simulation aktiver Gesamtsysteme und deren U¨bertragbarkeit auf reale Struk-
turen.
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6.3.2 Regelung des Abstrahlverhaltens einer Plattenstruktur
im Fernfeld mit adaptivem feed forward Regler (FELMS)
Das Ziel des folgenden Experimentes ist die Verifikation der in Abschnitt 6.2.2 vor-
gestellten theoretischen Ergebnisse. Abbildung 6.24 zeigt schematisch den Aufbau des
Experimentes zur Regelung des Abstrahlverhaltens einer Plattenstruktur im Fernfeld
mit adaptivem feed forward Regler (FELMS). Das Experiment wird zur Vermeidung
von Sto¨rungen der Akustik durch externe Quellen in einem schallisolierten Raum auf-
gebaut. Die verwendete Aluminiumplatte der Abmessungen 0.9×0.6×0.004m3 wurde
Signal-
generator
d-Space
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Platte mit verteilter PZT-Sensorik
Abbildung 6.24: Schematische Darstellung des Versuchsaufbaus
zur Bestimmung der Systemparameter einer experimentellen Modalanalyse unterzogen.
Der Vergleich der berechneten und gemessenen Eigenfrequenzen, abgebildet in Tabelle
Tabelle 6.8: Vergleich zwischen gemessenen und berechneten Parametern
Rechnung Messung
Mode Nr. fn [Hz] fn [Hz] ϑn [%]
1 70.05 69.05 1.09
2 108.17 108.07 0.92
3 171.47 162.30 1.07
4 172.51 172.30 0.47
5 206.92 201.81 0.39
6 261.37 - -
7 267.33 263.46 0.65
8 324.77 316.11 0.58
9 352.68 - -
10 359.30 - -
11 373.75 375.24 0.47
12 417.75 407.20 0.34
6.8, zeigt gute U¨bereinstimmung. Allein in der dritten Eigenfrequenz treten gro¨ßere
Abweichungen (≈ 5.3%) von den gemessenen Werten auf. Da die Platte nach dem in
Abbildung 6.20 dargestellten Prinzip gelagert wurde, ist eine Erkla¨rung fu¨r die Abwei-
chungen die schwierige Erfaßbarkeit der Randbedingungen der Aluminiumplatte. Der
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MAC-Vergleich zwischen berechneten und gemessenen Moden ist in Abbildung 6.25
dargestellt. Die berechneten Moden zeigen im Vergleich zu den gemessenen Moden mit
einem MAC-Wert < 0.88 eine sehr gute U¨bereinstimmung (siehe auch Tabelle A.14
im Anhang). Auch in der Gegenu¨berstellung von gemessenen und berechneten Eigen-
formen (Abbildung A.46 und A.47) ist eine sehr gute U¨bereinstimmung beobachtbar.
Einige der Eigenvektoren konnten mit der experimentellen Modalananlyse nicht ermit-
telt werden. Die Position des elektrodynamischen Erregers liegt bei diesen Moden in
der Na¨he einer Knotenlinie. Damit sind sie durch den Erreger schlecht anregbar.
Die Rekonstruktion der Volumenverschiebung findet im Frequenzbereich von
50−450Hz statt. Bandbegrenztes weißes Rauschen dient als Anregungssignal der Plat-
te. Die Mittelung aller Frequenzga¨nge u¨ber 50 Meßzyklen stellt die statistische Gleich-
verteilung der Anregungssignale u¨ber der Frequenz sicher. Die Frequenzga¨nge zwischen
dem Erregersignal und den Verschiebungen werden nach Gleichung (3.104) zum Fre-
quenzgang der Volumenverschiebung zusammengefaßt. Die Messung der Frequenzga¨nge
zwischen Erregersignal und Verschiebungen erfolgt an 216 Punkten der Platte, so daß
der Diskretisierungsfehler (bedingt durch eine endliche Ortsauflo¨sung) klein bleibt. Die
Messung der Frequenzga¨nge zwischen dem Erregersignal und den Sensorsignalen der 15
PZT-Keramiken liefert die fu¨r die Rekonstruktion im Frequenzbereich nach Gleichung
(3.109) notwendige Systemmatrix. In Abbildung 6.26 sind die Rekonstruktion der Vo-
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Abbildung 6.25: MAC-Vergleich zwischen berechneten und gemessenen Ei-
genvektoren
lumenverschiebung (links) nach Gleichung (3.109) und die sich ergebenden Faktoren
αi (rechts) dargestellt. Es zeigt sich, daß im Vergleich zur simulierten Volumenver-
schiebung (Abbildung 6.11) hier auch Frequenzen mit hoher Amplitude vertreten sind,
welche durch die Bildung der Volumenverschiebung in der Theorie verschwinden sollten.
Die Unsymmetrie der Faktoren zur Rekonstruktion der Volumenverschiebung und die
in der Volumenverschiebung enthaltenen zusa¨tzlichen Frequenzen mit hoher Amplitude
weisen auf leichte Unsymmetrien der Platte und technologisch bedingte Abweichungen
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bei der Positionierung der PZT-Keramiken hin. Auch die zusa¨tzlich enthaltenen Fre-
quenzen ko¨nnen durch die Frequenzga¨nge der 15 PZT-Keramiken ausreichend genau
nachgebildet werden, wie in Abbildung 6.26 zu sehen ist. Um eine Vergleichbarkeit der
Simulationsergebnisse aus Abschnitt 6.2.2 mit den im Experiment erzielten Ergebnis-
sen sicherstellen zu ko¨nnen, werden im Experiment die Reglerparameter der Simulati-
on verwendet (tsd = 5e − 4 s, µ = 1e − 3). Der Erregerpunkt besitzt die Koordinaten
D(x1 = 0.150m, x2 = 0.125m), wa¨hrend der Aktuatorpunkt bei den Koordinaten
A(x1 = 0.500m, x2 = 0.500m) angeordnet ist. Der Schalldruck wird als Monitoring
Signal mit aufgezeichnet. Als Regler kommt, wie in der Simulation, ein adaptiver feed
forward Algorithmus mit gefiltertem Fehlersignal zum Einsatz (siehe Unterkapitel 5.4).
Nach der Systemidentifikation des Sekunda¨rpfades vom Aktuator zur rekonstruierten
Volumenverschiebung adaptiert der Regler seine Koeffizienten. Zur Vermeidung von
Diskretisierungseffekten werden Anti-Aliasing- und Rekonstruktionsfilter eingesetzt.
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Abbildung 6.26: Rekonstruktion der Volumenverschiebung (gemittelt) im
Experiment (links) mit den zugeho¨rigen Koeffizienten αi
(rechts)
Das Modell der Sekunda¨rstrecke wird mit 1000 Koeffizienten abgebildet, wa¨hrend
das Regelfilter 50 Koeffizienten besitzt. Die Zeit von t = 50 s beno¨tigt der Regler zur
Konvergenz seiner Koeffizienten, danach wird die Adaption gestoppt. Jetzt ko¨nnen
die geregelten Frequenzga¨nge bestimmt werden. Abbildung 6.27 zeigt die Redukti-
on der Volumenverschiebung, wa¨hrend in Abbildung 6.28 die Reduktion des Schall-
druckes dargestellt ist. Darin betragen die Verringerungen der Volumenverschiebung
H2u/H2g = 12.3 dB und des Schalldruckes H2u/H2g = 7.1 dB. Die Amplitude der Re-
sonanz bei f ≈ 375Hz in den Abbildungen 6.13 und 6.14 wird nicht so stark beeinflußt
wie die der anderen Resonanzen. Das kann damit begru¨ndet werden, daß die Ampli-
tude dieser Resonanz im Sekunda¨rpfad des Reglers sehr klein ist. Die Beeinflussung
der Resonanz bei f ≈ 405Hz fa¨llt ebenfalls sehr gering aus, was durch die geringe
Amplitude der rekonstruierten Volumenverschiebung in dieser Resonanz zu begru¨nden
ist.
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Abbildung 6.27: Vergleich zwischen gere-
gelter und ungeregelter Volumenverschie-
bung
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Abbildung 6.28: Vergleich zwischen gere-
geltem und ungeregeltem Schalldruck (Mi-
krofonsignal)
Im Frequenzbereich bis 500Hz zeigen sowohl die Simulationen als auch die Ex-
perimente eine vergleichbare Reduktion der Volumenverschiebung sowie des Schall-
druckes. Die in der rekonstruierten Volumenverschiebung des Experimentes enthalte-
nen zusa¨tzlichen Frequenzen mit hoher Amplitude wirken sich nicht negativ auf den
Regelerfolg aus. Die Vorgehensweise la¨ßt somit eine ausreichend genaue Vorhersage
des dynamischen und akustischen Verhaltens von adaptiven Gesamtsystemen in der
Simulation fu¨r niedrige Frequenzen bei geringer modaler Dichte zu. Die Simulation ist
ebenfalls geeignet, um diverse Lastfa¨lle zu pru¨fen und die Reaktion des Reglers auf
verschiedene Sto¨rsignale zu untersuchen.
6.3.3 Struktur-akustisch gekoppeltes System (Plattenstruk-
tur mit abgeschlossenem Luftvolumen)
Das Experiment fu¨r die Plattenstruktur mit angekoppeltem Luftvolumen dient der
Verifikation der Berechnungsergebnisse aus Abschnitt 6.2.3. Abbildung 6.29 zeigt den
Aufbau des Versuchsstandes. Das Experiment wird zur Vermeidung von Sto¨rungen
durch externe Quellen in einem schallisolierten Raum aufgebaut.
Die Begrenzungen des Luftvolumens werden durch fu¨nf Wa¨nde aus mitteldichten
Faserplatten (MDF-Platten) und die elastische Aluminiumplatte gebildet. Durch die
Verwendung der MDF-Platten konnte der Kompromiß zwischen geringer Masse des Ver-
suchsaufbaus (im schallisolierten Raum ist ein Boden mit geringer Traglast installiert,
siehe Abbildung 6.29) und ausreichender Steifigkeit der ,,starren” Wa¨nde gelo¨st werden.
Die Verbindung der Rahmenkonstruktion mit den MDF-Platten diente der zusa¨tzlichen
Versteifung der MDF-Platten. Durch FE-Berechnungen wurden die ersten Eigenfre-
quenzen der Wa¨nde bestimmt. Der Versuchsaufbau ist nach diesen Berechnungen im
tieffrequenten Bereich bis ca. 300Hz fu¨r die Untersuchungen mit dem abgeschlossenen
Luftvolumen geeignet. Die U¨berga¨nge an den Kanten des Volumens wurden mit Dich-
tungsmasse abgedichtet. Mit Hilfe von Gummiauflagen wurde die Lagerung der Platte
realisiert. Die Gummiauflagen sichern einerseits die Abdichtung des Luftvolumens an
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Abbildung 6.29: Versuchsstand einer Plattenstruktur mit abgeschlossenem
Luftvolumen im schallisolierten Meßraum
den Ra¨ndern und verringern andererseits den Eintrag temperaturbedingter Eigenspan-
nungen in die Platte. An den in Abbildung 6.15 dargestellten Meßpunkten Pi fu¨r den
Fluiddruck wurden Mikrofone installiert. Die Messung der Schwinggeschwindigkeit er-
folgt an Punkt M mit Hilfe eines Beschleunigungsaufnehmers mit Integrierversta¨rker.
Durch einen elektrodynamischen Erreger, welcher am Punkt E in Abbildung 6.15 dar-
0 50 100 150 200 250 300
−100
−90
−80
−70
−60
−50
−40
−30
−20
f [Hz]
|H|
 [d
B]
Simulation
Experiment
Abbildung 6.30: Vergleich der Frequenzga¨nge von Simulation und Experi-
ment zwischen Erregerkraft FE und Schwinggeschwindigkeit
w˙M
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gestellt ist, wird die Platte mit bandbegrenztem weißen Rauschen angeregt. Fu¨r die
Messung der in die Platte eingeleiteten Kraft wurde eine Kraftmeßdose in den Kraft-
fluß zwischen Erreger und Platte integriert. Die zu ermittelnden Frequenzga¨nge von
der Erregerkraft zu den Meßpunkten Pi und M werden durch Fourier-Transformation
und anschließende Mittelung aus den detektierten Zeitsignalen bestimmt. Mit einem
Control-Prototyping System von dSpace werden die Meßdaten aufgenommen und da-
nach mit Matlab weiter verarbeitet.
Die Da¨mpfungen fu¨r die Struktursimulation werden mit dem Verfahren der Da¨mpf-
ungsbestimmung u¨ber die Halbwertsbreite aus den gemessenen Frequenzga¨ngen be-
stimmt. Fu¨r Eigenfrequenzen, deren Da¨mpfung nicht eindeutig aus den Frequenzga¨ngen
berechenbar ist, wird ein Da¨mpfungsgrad von ϑ = 1.0% angenommen. Der Vergleich
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Abbildung 6.31: Vergleich der Frequenzga¨nge von Simulation und Experi-
ment zwischen Erregerkraft FE und Fluiddruck pP1 (links)
und zwischen Erregerkraft FE und Fluiddruck pP2 (rechts)
der Frequenzga¨nge von Simulation und Experiment zwischen Erregerkraft FE und
Schwinggeschwindigkeit w˙M ist in Abbildung 6.30 dargestellt. Im Frequenzbereich von
0− 300Hz sind dabei 11 Eigenfrequenzen des gekoppelten Systems enthalten. In Ab-
bildung 6.31 sind die Frequenzga¨nge von Simulation und Experiment zwischen Er-
regerkraft FE und Fluiddruck pP1 (links) und zwischen Erregerkraft FE und Fluid-
druck pP2 (rechts) dargestellt. Die Abweichungen zwischen berechneten und gemes-
senen Frequenzga¨ngen im Bereich um 170Hz und im Bereich um 260Hz sind durch
eng benachbarte Eigenfrequenzen erkla¨rbar. In der Umgebung der oben angesproche-
nen Frequenzen schwingen mehrere Moden gleichzeitig mit hoher Amplitude. Stimmen
die gemessenen und berechneten Eigenfrequenzen in diesen Bereichen nicht u¨berein,
sind Unterschiede in den Amplituden der Frequenzga¨nge durch die unterschiedliche
U¨berlagerung der Moden zu erwarten. Bei eng benachbarten Moden ist im Experiment
gegenu¨ber der Berechnung die A¨nderung der Reihenfolge der Frequenzen zweier oder
mehrerer Moden nicht auszuschließen. An Stellen mit eng benachbarten Moden besit-
zen Frequenzverschiebungen auf den Verlauf des Frequenzganges großen Einfluß. Trotz
der Abweichungen wird das grundlegende dynamische Verhalten der gekoppelten Plat-
tenschwingungen sowie das dynamische Verhalten des Luftvolumens im Modell richtig
abgebildet.
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Um die Auswertung in einen ho¨heren Frequenzbereich auszudehnen, sind die Stei-
figkeiten der MDF-Platten zu erho¨hen, was aber in diesem Schallmeßraum, wegen der
erho¨hten Masse des Versuchsstandes und der Belastungsbeschra¨nkungen des Bodens,
nicht realisierbar ist. Im Frequenzbereich oberhalb von ca. 500Hz ist die deterministi-
sche Berechenbarkeit des gekoppelten Verhaltens, wegen der hohen modalen Dichte des
Systems, nicht mehr genu¨gend genau abbildbar. In diesem Frequenzbereich werden im
Allgemeinen Energiemethoden, wie die Statistische Energieanalyse (SEA), angewendet
[CrHe, 1996].
Insgesamt wird das dynamische Verhalten von Fluid und Struktur in der Simula-
tion gegenu¨ber dem Experiment im betrachteten Frequenzbereich 0 − 300Hz gut wi-
dergegeben. Die Vorgehensweise la¨ßt damit die Vorhersage des gekoppelten Verhaltens
zwischen Struktur und Fluid bei niedrigen Frequenzen und geringer modaler Dichte
zu.
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Kapitel 7
Schlußfolgerungen und Ausblick
Die Zielstellung der Arbeit bestand darin, eine Strategie zur Berechnung aktiver Struk-
tursysteme im Zeitbereich zu entwickeln. Diese Aufgabe umfaßte die Modellierung von
mechanischen Leichtbaustrukturen, Aktuatoren, Sensoren, Regelungsalgorithmen und
Fluiden. Außerdem wurden die komplexen Wechselwirkungen zwischen den einzelnen
Mechanismen, um eine Simulation des aktiven Gesamtsystems aufbauen zu ko¨nnen,
modelliert. Ausgehend von FE-Modellen wurden in der transienten Simulation, zur Ver-
ringerung des Berechnungsaufwandes, modal reduzierte Zustandsraummodelle verwen-
det. Die Sensitivita¨t gegenu¨ber a¨ußeren Belastungen erfordert bei sehr du¨nnwandigen
Strukturen die Beru¨cksichtigung der Wechselwirkungen zwischen Struktur und Fluid
(hier Luft). Zur Implementierung der Struktur-Fluid Wechselwirkung wurden die ge-
koppelten Differentialgleichungen hergeleitet. Fu¨r die transiente Simulation erfolgte
die Ableitung des modal reduzierten Zustandsraummodells unter Beru¨cksichtigung der
Struktur-Fluid Kopplung anhand eines akademischen Beispiels. Ferner wurde die Ab-
strahlung mechanischer Strukturen in das akustische Freifeld behandelt. Die Synthese
einer Schallquelle komplizierter Geometrie durch Punktstrahler war ebenso Gegen-
stand der Untersuchungen wie die Modellierung eines Mikrofones im Zeitbereich fu¨r
die transiente Simulation. Fu¨r weitergehende, zuku¨nftige Untersuchungen erscheint die
Implementierung der Kopplung zwischen Struktur und Fluid fu¨r allgemeinere Proble-
me sinnvoll. Auch die Kopplung von Struktur und Fluid mit ungleichen Netzfeinheiten
ist ein interessanter Ansatzpunkt fu¨r nachfolgende Arbeiten.
Aktuatoren und Sensoren stellen das Bindeglied zwischen Regelung und mechani-
scher Struktur dar. Sensoren versorgen den Regler mit Informationen, wa¨hrend Ak-
tuatoren die Reglerausgangssignale wandeln und auf die Struktur u¨bertragen. Daher
kommt den Sensoren und Aktuatoren, auch im Bezug auf die Modellierung, eine be-
sondere Bedeutung zu. Eine neue Strategie der Modellierung piezokeramischer Folien
auf Leichtbaustrukturen wird hergeleitet und diskutiert. Die zur Diskretisierung der
Folien notwendigen Algorithmen wurden untersucht und auf ihre Genauigkeit hin ge-
testet. Ebenso waren die Wechselwirkungen zwischen Signalversta¨rkern und piezoke-
ramischen Folien Gegenstand der Diskussion. Daraus ko¨nnen Anforderungen an die
im Experiment einsetzbare Meßtechnik abgeleitet werden. Die experimentelle Untersu-
chung der mechanischen Hysterese der piezokeramischen Folienaktuatoren zeigte, daß
die Beru¨cksichtigung von Hystereseeffekten im hier betrachteten Arbeitsbereich nicht
notwendig ist. Fu¨r die Erweiterung des Konzeptes der Aktuator- und Sensormodellie-
rung piezokeramischer Folien auf Leichtbaustrukturen erscheint die Implementierung
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der La¨ngsdehnungen in die Gleichungen zur Beschreibung der mechanischen Struktur
sinnvoll. Daraus folgt, daß auch die Modellierung der kollokalen Anordnung (bzw. teil-
weisen U¨berlappung) piezokeramischer Folienaktuatoren und -sensoren mo¨glich wird.
Durch die Anwendung der modalen Regelung wird die Steuerung einzelner Moden
der Struktur mo¨glich. Als Regelgesetz fu¨r piezokeramische Sensoren hat sich die PPF
bewa¨hrt. Die PPF ermo¨glicht das wegproportionale Spannungssignal der piezokerami-
schen Foliensensoren in einem bestimmten Frequenzbereich in ein geschwindigkeitspro-
portionales Signal zu u¨berfu¨hren. Außerdem verhindert sie, durch eine frequenzselektive
Versta¨rkung spill-over Effekte bei Moden ho¨herer Ordnung, welche durch die endli-
che Anzahl von Sensoren und Aktuatoren nicht separiert werden ko¨nnen. Zur Imple-
mentierung der PPF auf digitalen Signalprozessoren wurden die Regler aus Rechen-
zeitgru¨nden mit Hilfe des Impulsinvarianzdesigns digitalisiert. Die Beru¨cksichtigung
von Anti-Aliasing- und Rekonstruktionsfiltern bei der Auslegung digitalisierter PPF-
Regler verbesserte deren Leistungsfa¨higkeit. Die Verbesserung der Einbeziehung von
Rekonstruktions- und Anti-Aliasing-Filtern in die Auslegung modaler PPF-Regler ist
ein, fu¨r spa¨tere Arbeiten, viel versprechendes Vorgehen (z.B. Auslegung mit Hilfe ma-
thematischer Optimierungsverfahren). Fu¨r die Sekunda¨rstrecke des vorgestellten ad-
aptiven feed forward Reglers (FELMS) wurde eine Scha¨tzung der U¨bertragungsstrecke
beno¨tigt, deren Modellierung online erfolgte. Damit entfa¨llt die gesonderte Beru¨cksich-
tigung der Anti-Aliasing- und Rekonstruktionsfilter. Sie sind im Sekunda¨rpfad bereits
enthalten. Die Filterung des Fehlersignals mit einer Gewichtungsfunktion erlaubt die
gesonderte Anhebung der Amplituden einzelner Bereiche im U¨bertragungsverhalten der
Struktur. Die Funktionsweisen der modalen PPF-Regelung und des adaptiven FELMS-
Reglers wurden anhand theoretischer Beispiele demonstriert.
Die Simulationen der aktiven Gesamtsysteme und deren experimentelle Verifikation
zeigten die Richtigkeit der getroffenen Annahmen und Vereinfachungen. Die erste der
Simulationen behandelt eine Plattenstruktur mit applizierten piezokeramischen Foli-
ensensoren und -aktuatoren. Hier wird wird das Konzept der modalen PPF-Regelung
eingesetzt. In der zweiten und dritten Simulation werden die durch die Plattenschwin-
gungen verursachten akustischen Effekte sowohl im abgeschlossenen Raum als auch im
Freifeld untersucht. Fu¨r zuku¨nftige Arbeiten ist bei der Untersuchung eines abgeschlos-
senen Luftvolumens die Erho¨hung der Steifigkeit der ’starren’ Wa¨nde anzustreben, um
einer idealen Randbedingung besser gerecht zu werden. Damit kann der Frequenzbe-
reich der Auswertung der Struktur-Fluid gekoppelten Schwingungen erweitert werden.
In diesem Fall war die weitere Erho¨hung der Wandsteifigkeiten wegen der gleichzeitigen
Begrenzung der Masse des Versuchsstandes (Belastungsbeschra¨nkung des Fußbodens
im schallisolierten Raum) nicht mo¨glich.
Die in der Arbeit gezeigten Simulationen und experimentellen Untersuchungen be-
schra¨nkten sich auf akademische Beispiele. Der U¨bergang von Laborstrukturen auf
industrielle Anwendungen ist fu¨r die Akzeptanz des aktiven Strukturkonzeptes in der
Praxis eine wichtige Voraussetzung. Als ein Ziel zuku¨nftiger Arbeiten ist die Einbindung
der Auslegung aktiver Strukturen in den Konstruktionsprozeß zu nennen. Dadurch wird
die Verbesserung der Eigenschaften (z.B. Gewichtseinsparung, geringe Vibrations- und
Schallemmision) und damit die Erho¨hung der Marktchancen industrieller Produkte
erreicht. Die Beru¨cksichtigung des aktiven Strukturkonzeptes bei der Auslegung von
Bauteilen ermo¨glicht außerdem den strukturkonformen Einbau von Sensoren, Aktua-
toren und zuku¨nftig auch der Regelung.
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