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We shall prove the following result. If the monotone closed convex process from X x Y to itself defined by the matrix is surjective, then there exist neighborhoods U of (xo,q0) and V A ) such that, for all parameters (p,y,A) in V, the of ( P~; Y~' 0 set F-(p,y,~)nU of solutions (x,q) to the problems (2) , ( 3 ) and (4) is nonempty. This set of solutions depends upon the parameters p, y and A in a Lipschitz way. The marginal variations of the parameters bp, by and bA and the associated variations bx and bq are related by
We shall arrive at this result by building a quite natural machinery and by piecing together independent results which may have intrinsic values.
2. We already observed that the solution of the third problem requires a convenient definition of a derivative of the set-valued map F, because we cannot assume uniqueness of the solutions without restricting too much the validity of the result.
We also observe that the generalized gradient of a convex function U is a set-valued map x+aU(x). Therefore, the definition of a generalized second derivative requires a suitable concept of a derivative of a set-valued map.
Finally, the only available strategy for solving the above problems is to define the set F-' (pO,yO,AO) of solutions as the set of solutions to the equivalent (hamiltonian) system of inclusions
and use a sort of Inverse Function Theorem for the "matrix" of set-valued maps
This is a third reason for introducing one or several concepts of derivatives of set-valued maps which allow to state Inverse Function Theorems for set-valued maps involving reasonable and checkable assumptions.
Inverse Function Theorems for nondifferentiable maps or for special set-valued maps are already known and widely used. Let us mention, among other papers, the paper of Clarke [ 3 ] using generalized Jacobians, the papers of Ioffe [I], [2] using fans andaseriesof uapers of Robinson [I], [21, [61, [7] , [9] studying inverse functions for sums of differentiable maps and maximal monotone operators. Robinson used his results in [9] for studying the dependence of the set of solutions upon parameters and Cornet & Laroque [I] used the Clarke Inverse Function Theorem for solving the above problems for o~timization problems relevant to economic theory.
3. In this paper, we use an approach due to Ekeland for proving the Inverse Function Theorem which involves his powerful theorem (see Ekeland [I] ). This approach was used in Aubin [7] for devising an Inverse Function Theorem for set-valued maps, which was both simplified and dramatically improved by Lebourg [I]. We shall adopt Lebourg's approach to suit our purpose.
So, we have to tackle the issue of defining a derivative to set-valued maps. We follow a very simple strategy, which is the ancient Fermat's geometrical view, which regards the graph of the derivative at a point as the tangent to the graph of the map.
If the graph of a single-valued map is a smooth manifold, then the tangent space at a point is a vector subspace, and thus, is the graph of a linear operator.
If the graph of a set-valued map is convex, there is still no ambiguity for defining a tangent cone to the graph, which is a closed convex cone: then it is the graph of a closed convex process (see Aubin [6] ). When the graph of a set-valued map is neither smooth nor convex, we have to make a choice of a tangent cone among the many suggestions proposed in the fast growing specialized literature. We shall retain only two tangent cones, the contingent cone, introduced by Bouligand (see for instance Aubin [7] ) and the Clarke tanqent cone (see for instance Clarke [I], [21 and Rockafellar [4] , [S], [6] among the many papers dealing with this topic.) These two cones are closely related since the Clarke tangent cone at xo is some kind of limit of the contingent cones at x when x converges to xo. Therefore, properties of the Clarke tangent cone at a point xo yield (weaker) properties of the contingent cones at the points of a neighborhood of xo, properties which are most of the time sufficient to suit our purposes.
The Clarke tangent cone is always a closed convex cone contained in the contingent cone. Therefore, we shall define both contingent and Clarke derivatives to a set-valued map, whose graphs are the contingent cone and the Clarke tangent cones to the graph. The Inverse Function Theorem that we shall propose has a very simple formulation. 4. The Inverse Function Theorem is certainly as useful for other applications as the classical one. We propose in this paper to use it for "computing" the Clarke tangent cone to subsets of the form L nA-' (M) where L C X and M C Y are closed subsets and where A is a continuously differentiable map from X to Y. We denote by CK(x) the Clarke tangent cone to K at x.
L e t F be a s e t -v a l u e d map w i t h a c l o s e d g r a p h and l e t (xO,yO) b e l o n g t o t h e g r a p h o f F. Assume t h a t t h e C l a r k e d e r i v a t i v e o f F
When L and M are convex and A is linear, we know that the condition It is quite obvious that the contingent cone is a closed cone, which is trivial when x belongs to the interior of K:
(5 When x E Int (K) , then TK(x) = X .
For all x E X , we have TX(x) = X. We shall set T (x): = 19. 19 m
It is convenient to recall the definition of the "limitinf" of a family of subsets F(u).
Definition 2
Let U be a metric space, uo belong to U and F be a setvalued map from U to X. We set We observe that 
