Abstract. We prove new borderline regularity results for solutions to fully nonlinear elliptic equations together with pointwise gradient potential estimates.
Introduction
The aim of this paper is to give borderline regularity results and potential estimates for viscosity solutions to fully nonlinear elliptic equations of the type
in Ω. Here and in the following Ω will denote an open subset of R n , n ≥ 2. The final outcome is that classical sharp results valid for the Poisson equation −△u = f and allowing to find the best function space conditions on f in order to guarantee certain borderline regularity properties of Du such as boundedness, continuity, BMO/VMO-regularity etc, are extended verbatim to the fully nonlinear case (1.1). This will follow from the fact that classical pointwise estimates for solutions via linear potentials will here find a suitable analog in the fully nonlinear situation.
First of all, let us introduce the general setting; throughout the paper, according to [4] , we shall assume the ellipticity and growth conditions (1.2)
where x ∈ Ω and X, Y ∈ S(n) are symmetric square matrices and P − and P + are the standard Pucci's extremal operators defined as
being the eigenvalues of X ∈ S(n) and Λ ≥ λ > 0. For basic properties of Pucci's operators and basic notation on fully nonlinear elliptic equations we refer to [4] . For simplicity we shall consider the additional assumption F (x, 0) = 0, which is actually not restrictive for the kind of results we are going to prove here.
The analysis of fully nonlinear equations can be carried out only starting from a certain regularity of the source term as widely explained in [2, 4, 7] . More precisely, a suitable assumption for regularity is f ∈ L p (Ω) , where p > n E ∈ (n/2, n) and the exponent n E depends only on n and the structure/ellipticity constants λ, Λ; this essentially follows joining the basic analysis of Caffarelli [2] -who considered f ∈ L n , which is natural to apply the ABP principle -with suitable reverse Hölder inequalities valid for the fundamental solutions to certain linear elliptic equations, as shown by Escauriaza in [7] . Henceforth, in this paper, we shall consider only the case f ∈ L p for p > n E . Moreover, in the following, after defining f ≡ 0 outside Ω, we shall assume, without loss of generality, that f ∈ L p (R n ). Our leading regularity assumption on x → F (x, ·), initially assumed to be measurable, generalizes that of plain continuity; we define
where the averaged operator (F ) B̺(y) (Y ) is defined as
Note that the averaged operator satisfies (1.2) whenever the original one F does. We say that F (·) has θ-BMO coefficients for positive θ if there exists a positive radius R θ such that ω(R θ ) ≤ θ. Notice that this formulation of coefficient regularity is slightly different from the original ones considered in [2, 4, 19] but the definition considered here leads to similar considerations (observe that x → F (x, ·) is bounded by (1.2)). Finally, we recall that, due to the low integrability of the datum f ∈ L p and to the low regularity of the x-coefficients of F (·), in this paper we shall always be dealing with L p -viscosity solutions of F (x, D 2 u) = f in the sense specified in [5, 19] .
The type of results we are discussing here are concerned with borderline gradient regularity which can be considered as a limit case of those proved in [2, 4, 20, 21] . The first main result in this respect is the following: Theorem 1.1 (Lorentz space regularity). Let u be an L p -viscosity solution to the equation
There is θ ∈ (0, 1) depending only on n, λ, Λ such that if F (·) has θ-BMO coefficients and f ∈ L(n, 1), that is if
then Du is continuous.
The previous result actually comes along with an explicit estimate on the modulus of continuity of Du that can be seen to locally depend only on the L ∞ -norm of Du and on the quantity appearing in the last display; see Remark 3.1 below. The sharpness of the previous result is testified by the borderline character of the space L(n, 1) for the case −△u = f with respect to the Lipschitz regularity. Indeed, in general Du is unbounded if f ∈ L q with q < n while we notice that L q ⊂ L(n, 1) ⊂ L n for every q > n, with all the inclusions being strict. The exact definition of general Lorentz spaces appears in Section 2 below.
The estimates in this paper are motivated by recent results for equations in divergence form, for which pointwise bounds via potentials are available both for u and Du no matter of the nonlinearity of the operators considered (see for instance [12, 13, 14, 22, 23] and [17] for a survey of results). In particular, for solutions to −△u = f the estimate |f (y)| dy d̺ , see details for example in [17, Section 5] . For fully nonlinear equations, the analogous estimates do not seem to be known. Such lack of estimates is expected as the natural minimal assumption for f is that it belongs to L p , p > n E . The path to a natural fully nonlinear counterpart for the classical potential estimate and consequent sharp borderline regularity results is instead to consider the L p version of the classical Riesz potential:
We are going to show that the last quantity -that we consider as a "modified Riesz potential" -is indeed a suitable replacement of I f 1 in order to develop potential estimates analogous to the one in (1.3) for solutions to fully nonlinear equations. Especially, it can be used to derive a sharp continuity criterion for the gradient. The results are the following two theorems.
Then, for any q > n, there are constants c ≥ 1 and θ ∈ (0, 1), both depending only on n, λ, Λ, p, q, such that if F (·) has θ-BMO coefficients, i.e. there is
holds whenever B r (x 0 ) ⊂ Ω, where x 0 is a Lebesgue point of Du and r ≤ R θ . Moreover, if F (·) is independent of x, no restriction on r is necessary.
Theorem 1.3 (Gradient continuity via potentials).
Assume that u is an L p -viscosity solution to the equation
There is θ ∈ (0, 1) depending only on n, p, λ, Λ such that if F (·) has θ-BMO coefficients and ifĨ f p (x, r) → 0 as r → 0 uniformly in x, then Du is continuous. Moreover, whenever Ω ′ ⋐ Ω ′′ ⋐ Ω are open subsets, and δ ∈ (0, 1], the following holds:
An alternative form of the above continuity estimate, independent of the open subset considered is available in (3.10) below.
Further results follow as a by-product of our estimate. Regularity results in VMO and BMO spaces, reproducing in the fully nonlinear case those known for the Poisson equation, can now be proved. Indeed, the following holds:
There exists a constant θ ∈ (0, 1), depending only on n, λ, Λ, p, such that if F (·) has θ-BMO coefficients, then
holds locally uniformly with respect to x 0 , then Du ∈ VMO holds locally in Ω.
We notice that a conditions as (1.5)-(1.6) appear to be dual borderline ones of those considered by Caffarelli [3] , who proved C 0,α -estimates for Du assuming that
Moreover, borderline BMO results for second derivatives have been established in [6] . See also [15, Theorem 1.12] for an analogous result to Theorem 1.4 valid for degenerate quasilinear equations. Furthermore, the potential estimate in Theorem 1.2 plays the role of the classical linear potential estimates via Riesz potentials for equations as −△u = f and indeed it allows to prove refined versions of the classical W 1,q -estimates for instance in interpolation spaces, something that seems otherwise unreachable with the available techniques. For instance, the next result deals with sharp estimates in interpolation spaces like Lorentz spaces L(q, γ) and Morrey spaces L q,s whenever q > n E , while no interpolation theory seems to be available for fully nonlinear elliptic equations. Basic definitions and properties of these spaces will be given in Section 2.2 below.
We note that both (1.7) and (1.8) are sharp already in the case −△u = f , and (1.8) is indeed the fully nonlinear counterpart of some classical results of Adams [1] . On the other hand, Theorem 1.5 extends the estimates ofŚwiech [19] to the case of Lorentz and Morrey spaces.
The rest of the paper is now structured as follows; we will first prove Theorems 1.2 and 1.3, while the proof of Theorem 1.4 will be obtained by modifying the arguments introduced for Theorem 1.3. Finally, Theorems 1.1 and 1.5 will be obtained as a corollary of Theorem 1.3 and 1.2, respectively. To conclude this section we briefly describe the notation adopted here; in the following c will denote a general constant larger than one, and relevant dependence on parameters will be emphasized in parentheses, for instance, c ≡ c(n, p, λ, Λ). The ball of radius r and center x shall be denoted by B r (x) and if there is no confusion about the center, simply by B r . In the following, given a set A ⊂ R n with positive measure and a map g ∈ L 1 (A, R n ), we shall denote by (g) A := A g(y) dy its integral average over the positive measure set A. As for the notation concerning the regularity theory for fully nonlinear elliptic equations, we adopt the notation fixed in [4] .
Preliminaries
In this section we recall a few standard results about viscosity solutions and then prove a basic decay estimate for solutions with coefficients with small oscillations and small data. Finally, in Section 2.2 we recall some basic definitions concerning a few relevant function spaces.
2.1.
holds for all 1 ≤ q < np/(n − p) if p < n, and for all q ≥ 1 otherwise, where the constant c depends only upon n, p, q, λ, Λ.
Remark 2.1 (Natural scaling). Let us recall the basic scaling properties of equation
and ω(R) = ω(rR). Here X ∈ S(n).
. For every M ≥ 1 and ε > 0 there is a constant θ ∈ (0, 1) depending only on n, p, λ, Λ, M, ε such that if
For the rest of the paper, we consider the excess functional
with B ⊂ Ω denoting a ball with positive radius and q ≥ 1, where in general u is a solution of the equation F (x, D 2 u) = f , and its identity will be clear from the context. We then have the following crucial decay estimate:
). Let n < q < np/(n − p) when p < n and q > n otherwise. There are constants θ, σ ∈ (0, 1), both depending only on n, p, λ, Λ, q, such that
Proof. First notice that since p > n E > n/2, it follows that when p < n then we have np/(n − p) > n. Therefore the condition n < q < np/(n − p) is non-empty. Without loss of generality, we may assume that (u) B1 = 0 and (Du) B1 = 0 (otherwise consider u = u − (u) B1 − (Du) B1 · x, which solves the same equation as u). From Morrey's inequality it follows that
with c ≡ c(n, q). Thus Lemma 2.1 implies that for any ε ∈ (0, M ) we find θ ∈ (0, 1) and h solving (
the C 1,α -regularity estimate (see [4, Corollary 5.7] and recall that we are assuming F (x, 0) = 0 that implies (F ) B1 (0) = 0) for some positive α depending only on n, λ, Λ gives
It follows that there is an affine function ℓ(= h(0)
1+α for all σ ∈ (0, 1/2). Now, u − ℓ still solves F (x, D 2 u) = f and therefore, after scaling in Theorem 2.1 as in Remark 2.1, we obtain
Inserting here the elementary inequalities
The result follows by taking first σ sufficiently small, then ε small (both depending on n, p, λ, Λ, q but not on θ) and finally θ small enough.
Relevant function spaces.
The Lorentz space L(q, γ)(Ω), with 1 ≤ q < ∞, 0 < γ ≤ ∞ and Ω ⊆ R n being an open subset, is defined prescribing that a measurable map g belongs to L(q, γ)(Ω) iff
This is the so-called Marcinkiewicz, or weak-L q space. It readily follows for the definitions above that
As for Morrey spaces we have that a map g : R n → R belongs to the Morrey space L q,s for q ≥ 1 and
We finally recall the definition of BMO (Bounded Mean Oscillation) and VMO (Vanishing Mean Oscillation) spaces. For a possibly vector valued map g ∈ L 1 (Ω), define
If lim sup R→0 ω g (R) < ∞ then g ∈ BMO(Ω); if lim R→0 ω g (R) = 0 then g ∈ VMO(Ω). BMO and VMO functions have been introduced in [11] and [18] , respectively. The borderline role of BMO stems not only by the (strict) inclusions L ∞ ⊂ BMO ⊂ L q which hold true for every q < ∞, but also by the relevant role this space plays in interpolation theory and in problems with critical growth, where in many situations it properly replaces L ∞ . We remark that the local versions of all the spaces above can be defined in an obvious manner by saying that whenever X denotes a function space of the ones considered above, then g ∈ X(Ω) locally iff g ∈ X(Ω ′ ) whenever Ω ′ ⋐ Ω.
Proof of results
Proof of Theorem 1.2. Fix q > n. Accordingly, we find θ, σ ∈ (0, 1/2) as in Lemma 2.2 depending only on n, p, λ, Λ, q. The assumptions of the Theorem guarantee that for this θ there is R θ > 0 such that ω(R θ ) ≤ θ. Next, we consider the sequence of shrinking balls B i := B ri whenever i ≥ 0 is an integer and r i := σ i r/2. The radius r satisfies r < R θ . Define now, for a positive parameterε,
Consider the scaled solution inũ i ≡ũ defined according to the scaling described in Remark 2.1, with A ≡ A i and r ≡ r i . We can apply Lemma 2.2, using also assumption ω(r) ≤ θ, and, after scaling back to u in B i and eventually lettingε → 0, get
for every i ≥ 0. Adding up the previous inequalities yields
follows. Using Hölder's inequality we also get 2)-(3.3) yield, whenever j > 0,
for a constant c depending now only on n, p, λ, Λ, q. Since x 0 is a Lebesgue point for Du, we obtain
The assertion hence follows since
where c depends only on n, p, λ, Λ, q as also σ depends only on these parameters.
and recall that by Theorem 1.2 and a standard covering argument it follows that Du is locally bounded in Ω; therefore Du L ∞ (Ω ′′ ) < ∞ and this number will stay fixed throughout all the rest of the proof.
The proof goes in two steps: we first prove that Du is locally VMO-regular; then, using this fact and the convergence ofĨ f p (x, r) to zero as r → 0 uniformly in x, we shall prove that Du is continuous. In the following we keep the terminology and the notation introduced for the proof of Theorem 1.2 above, in which we now fix p and q > n, θ, σ ∈ (0, 1/2), both depending only on n, p, λ, Λ, q; moreover, we let R := min{R d , R θ , 1}/2.
Step 1: Local VMO-regularity of Du. We take r ∈ (0, R) and fix for the moment τ ∈ [σr, r]; note that if
Define next the sequence of shrinking balls B i := B ri (x 0 ) with r i := σ i τ . Iterating (3.1) gives
for all integers i ≥ 0 and with c ≡ c(n, p, λ, Λ, q), so that, proceeding as in (3.4) to estimate the last sum, we obtain
We are now going to prove that, for a suitable constantc ≡c(n, p, q, λ, Λ) the following inequality holds whenever 0 < ̺ ≤ r ≤ R:
where α := − log 3/ log σ. Let us first show how the inequality in the previous display implies the VMOregularity of the gradient under the assumptions of the theorem; indeed, choose ε > 0 and determine R 1 < R, depending also on ε, such thatcĨ
′ and ̺ ≤ R 2 and this in fact means that Du is locally VMO-regular. Notice that R 2 depends only on n, p, q, λ, Λ, ε and Du L ∞ (Ω ′′ ) . It thus remains to show the validity of (3.7). To this aim notice that it is sufficient to show (3.7) for ̺ < σr; indeed, in the case ̺ ∈ [σr, r] estimate (3.7) trivially follows by estimating
We finally analyze the case ̺ < σr, when there obviously exists i ≥ 0 such that σ i+2 r ≤ ̺ ≤ σ i+1 r and so that we can write ̺ = σ i+1 τ for some τ ∈ [σr, r]. At this stage (3.7) follows directly by (3.6) with the corresponding choice of τ . Note that the crucial point here is that (3.6) actually represents a family of inequalities for the families B i := B σ i τ (x 0 ), and such inequalities hold uniformly with respect to the choice of τ ∈ [σr, r] (and x 0 ∈ Ω ′ ).
Step 2: Continuity of Du. Let 0 < ̺ < τ < r < R and let j ≥ 0 be an integer such that σ j+1 τ ≤ ̺ < σ j τ . Define the dyadic sequence of balls as B i := B ri (x 0 ), i = 0, 1, . . ., where r i = σ i τ . Estimating
leads to (we consider the case j ≥ 1 otherwise we use the previous estimate)
where we applied (3.3). Recalling (3.2) -letting j → ∞ there -and (3.4) we get 2τ ) . In turn, merging this with (3.7) gives
for all x 0 ∈ Ω ′ and 0 < ̺ < τ < r < R. Fix now ε > 0. Using assumptions of the theorem we first find
This implies that ((Du) Bs(x0) ) s<R is a Cauchy net -uniformly with respect to x 0 ∈ Ω ′ -and as such the limit lim s→0 (Du) Bs(x0) exists for every x 0 ∈ Ω ′ . Notice that in this way Du becomes pointwise defined at every point since, as usual, it can be identified with its precise representative. Moreover, since the above argument is uniform in x 0 ∈ Ω ′ and the maps x 0 → (Du) Bs(x0) are continuous for each fixed s, we immediately conclude that Du is continuous in Ω ′ being the uniform limit of continuous maps. Finally, since the choice of Ω ′ is arbitrary we conclude that Du is continuous in Ω. It remains to prove (1.4) , that is, it remains to give an estimate for the modulus of continuity of Du. To this aim we start letting ̺ → 0 in (3.8), thereby getting for all x 0 ∈ Ω ′ and 0 < τ < r < R. Next, we consider x 1 , x 2 ∈ Ω ′ such that |x 1 − x 2 | < R/4 and let τ = 2|x 1 − x 2 |. We first estimate |Du(x 1 ) − Du(x 2 )| ≤ |Du(x 1 ) − (Du) B τ /2 (x1) | + |Du(x 2 ) − (Du) B τ /2 (x2) | +|(Du) B τ /2 (x1) − (Du) B τ /2 (x2) | =:
The first two terms are bounded above by (3.9) as follows
where r > τ satisfies r < R. For T 3 we instead use (3.7) and get, again for τ < r 
This finishes the proof.
