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Abstract. Classical approaches like process algebras or labelled transi-
tion systems deal with static composition to model non-trivial concurrent
or distributed systems; this is not sufficient for systems with dynamic
architecture and with variable number of components. We introduce a
method to guide the modelling and the dynamic composition of processes
to build large distributed systems with dynamic adhoc architecture. The
modelling and the composition are based on an event-based approach
that favour the decoupling of the system components. The composition
uses the sharing of abstract communication channels. The method is ap-
propriate to deal with evolving processes (with mobility, mutation). The
event-B method is used for practical support. A fauna and its evolution
are considered as a working system; this system presents some specifici-
ties, its behaviour is not foreseeable, it has an adhoc (not statically fixed)
architecture.
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1 Introduction
Modelling and studying unstructured software systems made of (sub)components
or processes with evolving behaviour is a challenging concern.
Context. We consider unstructured software systems that do not have stati-
cally defined architecture but an adhoc one which is continuously restructured on
the fly due to the environment. Such systems adopt various different behaviours
and are changing according to number of internal and external events. The evo-
lution of these systems is consequence of internal actions and leads to noticeable
behaviour; the internal actions may be or not the consequence of external events
perceived by the system.
As regards behaviour, a system made of several interacting components, may
react to its environment and completely change its behaviour accordingly: the
component types evolve since they adopt new behaviour. In this context, mod-
elling and correctness analysis are very challenging. Indeed, most of modelling
techniques are dedicated to well-structured systems. But a lot of computer sys-
tems obtain the adhoc features described above. There are many examples: an
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2auction system, a multi-actors conference on-line, an industrial process (some-
times reactive or real-time) which reacts with its environment and adapts an
appropriate behaviour; an information system of a company, where there are de-
partments, people, relations between people, and behavioural rules in the com-
pany; some peer-to-peer systems like gnutela; social networks where people join
with a profile, change their profile, interact without severe restriction, leave the
network; cooperating web-services on the net or within a grid, etc. Many software
systems range in this category, among which some critical ones. Characteristic
properties are that their structure is unknown, their components are only par-
tially known; they are globally discrete and asynchronous. Hence the needs of
efficient modelling and reasoning techniques that guarantee the system correct-
ness. The study of behaviour of systems (not yet developed) can be done by
simulation, prototype or by reasoning on a formal model if one wants to conduct
a rigorous analysis. However, one must take care of the evolution aspect dur-
ing the modelling of systems in order to obtain satisfactory conditions for their
study.
We focus this work on the modelling with event-based approaches; they have
the advantage to decouple the system components. Event-based components are
designed to work with any components instead of specific components. Conse-
quently they carry the potential to ease integration of autonomous, heteroge-
neous components into more larger or complex systems. Hence these approaches
facilitate the study of unstructured software systems, their evolution and their
scalability.
Contribution. We improve and extend previous results: *P-B [?,?] to take ac-
count of process types, process generation, process types composition and evo-
lution. This results in a method that extends event-based approaches to face
the modelling of unstructured and dynamically evolving systems. We propose
an implicit composition of process types with an event-based approach; we show
how the formal analysis can be conducted using the Event B framework.
The interest of the current study is manifold: the proposed method is easily
workable within existing event-based frameworks such as the Event B one; the
genericity of the treated case (a fauna system) and its adaptation for modelling
and simulating numerous real life situations.
Structure of the article. The Section 2 discusses the issues on modelling evolv-
ing process types. Section 3 presents a representative working case: a fauna sys-
tem; the requirements are analysed and the challenging features are emphasized.
Section 4 is devoted to the proposed modelling method. In Section 5 we report
on the application of the proposed method to the fauna case study. Section 6
concludes the article.
2 Modelling Evolving Process Types
Consider modelling and reasoning about a system made of several interacting
processes of various natures with specific behaviours; the processes may for ex-
ample change their behaviours during the time or according to specific events
3from their environment: they change their types which define their behaviours.
The nature of the system may also change due to the fact that new processes
may join it or existing processes may leave it at any time, the processes may
interact with arbitrarily established links. Such a model of system is representa-
tive of internet-based systems, service-based systems, grid-computing systems,
etc. Some features of this kind of systems and models are: the undefined or
evolving architecture of the global system, the variable number of interacting
processes, · · · . But, safety and reliability remain desirable properties for these
complex systems, critical or not. Consequently, modelling and reasonning with
precise methods and tools are needed.
2.1 Limitations of Existing FSM-like Approaches
The structure of a classical centralised software system is based on the compo-
sition of several sub-systems or processes. They are often parallely composed
to enable synchronisation and communication. Classical approaches such as Fi-
nite State Machine or Process Algebra provides means to model and compose
processes.
State Transitions Approach. Capturing a process behaviour is intuitive but state
transition systems lack high level structures for complex processes. Handling an
undefined and variable number of processes is not tractable. Dealing with several
instances of the same processes is not possible. Synchronization of processes
should be made explicit.
Process Algebra. Basic processes are described by their sequential behaviours;
they are then parallely composed to form large processes. Abstract channels
or ports common to the processes are used as communication means. Very of-
ten, the parallel composition involves two processes (Hoare’s CSP style); but is
generalisable to several known processes (like with LOTOS).
In the previous approaches, the parallel composition operators enable inter-
action between processes, they structure already defined processes (or process
types). The composition of processes looks like P1 || P2 || · · · || Pn where the de-
scription of Pi (including their subprocesses) are already defined and || denotes
one parallel composition operator considering the common action alphabet used
by the processes. However it is not possible to integrate in the composition a
completly new process which is not defined before (even as a subprocess) to
model for instance a process joining a meeting of processes already started.
2.2 Event-based Approaches
Event-based programming (or implicit invocation) has been intensively used in
programming applications with Java, C++, etc. It is for instance used for pro-
gramming applications with GUI, for Active Databases management.
However there are lacks concerning the system modelling and verification
approaches. As far as programming is concerned, Harel’s statecharts for example
contribute a lot to improve FSM-based programming by introducing structure
4and event-handling at program architecture level; therefore a global program
structure can be generated from the statechart models.
As regards modelling, one can refer to modelling event-based treatment of
discrete systems and distributed even-based systems treatment.
Discrete Event-based Systems [?] have a discrete set of state space and their
transition system is based on event occurrence that change or not the current
state. Automata are the basic model to model and study discrete event-based
systems; they are amenable to composition operations and to analysis. However
they lack of structuring mechanisms in the case of large-scale system modelling
which leads to state explosion; also with regards to analysis, only finite state
space is tractable. The Event-B method [?] is a formal method that supports an
event-based approach, refinements and theorem-proving to ensure correction-by-
construction.
As far as Distributed Event-Based Systems [?] are concerned, various com-
ponents communicate by generating and receiving event notifications. An event
is any occurrence of a state change in some component. The affected component
issues a notification describing the observed event. Event notification system uses
specific explicit operators or primitives: sub, pub, notify,.... Therefore a specific
middleware above operating systems facilitates the communications between the
entities involved in an heterogeneous distributed computing environment.
To tackle modelling diffulties and reasoning issues, we need methods and
verification facilities: not only model-checking or testing techniques which are
pragmatic and more and more used, but also theorem-proving techniques and
tools which can deal with unstructured systems, scalability and even infinite
systems.
In the next section, we introduce the requirements of a system that involves
several interesting facets which can be handled by an appropriate method.
3 The Illustrative Requirements: the Fauna System
We consider a simplified version of a fauna and its evolution through the time;
it is viewed as a system with several processes of various types and behaviours,
without a predefined architecture. The fauna is made of carnivorous mammals
(lions, guepards, . . .) and herbivorous mammals (gazelle, zebra, . . .). Each animal
has precise invariant characteristics: gender, specy name, nutrition, . . ..
The behaviour of an animal varies according to the gender and the age in
the following way:
– Each animal always belongs to a colony consisting of animals of the same
species, of both genders (male and female), young and adult.
– A young animal belongs to its mother’s colony. A single (unmarried) adult
male can either leave its colony and enter another colony or can start its own
colony.
– A male adult can have one or several female partners of the same species, but
not member of its colony. We can consider the case where the partnership is
permanent until the death of the animals.
5– A female with a male partner can sire a litter. The female can only feed
one litter at a time. The female abandons the litter when the young animals
become adult.
– Every carnivorous can only kill animals of another species.
– A herbivorous does not kill.
– Every animal can die naturally or can be killed by a carnivorous.
– Every litter that loses its mother disappears with it.
We assume that there is only one fauna consisting of animals of several dif-
ferent species. We don’t deal with contacts with others fauna.
3.1 Requirement Analysis
The model of the system should take account of the following identified require-
ments:
F-REQ-AnType There are several differents kinds of animals
F-REQ-AnBeh Each kind of animal has a general behaviour and a specific
behaviour related to its actual features
F-REQ-Evol Within a type, animals born, grows and die
F-REQ-inter There are interactions between animals
NF-REQ-struct There is no precise structure of the global system
Animals are considered as processes with specific types. The fauna is viewed
as an unstructured decentralised system; it has a dynamically evolving architec-
ture. Decentralised systems cannot be structured with parallel operators that
compose a fixed number of processes; they have an ad-hoc structure related to
the number of involved processes. The structure of the group of animals, hence
the architecture of the system, is varying; processes may join or leave the group
at any time. At least a group communication mechanism is needed to model such
a system.
3.2 Challenging Features
Structuring and interaction are two main features of systems with dynamic ar-
chitecture. We need a systematic method to deal with the case; such a method
should serve as a guide to start with the statement of the requirements and reach
an abstract model of it.
With respect to modelling, the behaviour of each process should take account
of the invariant properties of the processes and also of the unstability of this
behaviour (due to type mutation).
Composing an unknown number of processes with mutant behaviours is a
challenge. As composition operators are often defined with a fixed number (2) of
processes, or a fixed (N) for some specification languages, it is not possible to deal
with a dynamically varying number of processes with these languages. Standard
composition solutions are based either on Finite State Machines (FSM) with
6the product of FSM to deal with parallel composition or Labelletd Transition
Systems (LTS), or on process algebra with binary parallel composition operator,
synchronous communication (like in CCS) or n-ary communication (as in CSP
or LOTOS).
All the same, a dynamic composition is more appropriate; the managment
of communications between dynamically composed processes requires a careful
treatment.
In the following we propose a specification and verification method appro-
priate to dynamic composition and formal reasoning; it is based on event-driven
modelling at abstract level.
4 The Proposed Method
In this work we improve and extend previous results on the *P-B method [?,?]
by a systematic and rigorous treatment of process types and their composition
via events and abstract communication channels. The leading principle is the
description of several process types that may be involved in an interaction. An
abstract model that carries the possible interactions among the eventual pro-
cesses of the described types is specified.
4.1 Overview of the *P-B Method
The steps of the method are as follows :
1. To build a reference formal model from the system at hand and to state
the desired global properties according to this formal model. The reference
model is an abstract, multi-process model from which specific models may
be built; it may be composed of elementary models. This step is detailed in
Sect. 4.3.
2. To perform formal analysis (property verification) with the reference model,
3. To refine gradually, if necessary, the abstract formal model into less abstract
ones, and to perform (iteratively) formal analysis on the current model.
4. To deal with multifacet aspect if concerned;
(a) To systematically derive (or translate) from one level of the reference
model, if necessary, other formal models which are specific inputs to
various analysis techniques and tools;
(b) To perform formal analysis with the specific models or with their exten-
sions, by adding specific properties to the global ones;
(c) To ensure the consistency between the reference model and the specific
ones by propagating the feedback from the specific models study on the
reference model and by updating consequently the other specific models.
Then, the analysis of each facet via a specific model participates in the
global system analysis.
7In the current article we do not deal with multifacet analysis (Step. 4), but
we detail and enhance the specification approach to deal with the Step 1. (and
partially with Steps 2. and 3.) of the method: building a reference model. This
step needs methods that are appropriate to the system at hand. We guide the
construction of a system as virtual component net, there are abstract components
and abstrat channels wich lnk in a decoupled manner the components. Here
component has its general sense as a part of an entity.
4.2 The Used Methods and Tools
We target the B method and its tools as an experimental framework. The B
method [?] is a state-based approach for modelling and constructing correct soft-
ware. It uses set theory, logics and refinement. The method has been extended,
known as Event-B, to deal with reactive, distributed or concurrent system [?].
Like a B abstract machine dedicated to structure sequential systems, a B
abstract system (also called a B model) [?,?,?] describes a mathematical model
of a system behaviour1. It is mainly made of a state description (constants,
variables and invariant) and several event descriptions. The state of an abstract
system is described by variables and constants linked by an invariant. Variables
and constants represent the data space of the system being formalized. Abstract
systems may be refined like abstract machines [?,?,?] in order to build and prove
gradually the desired system.
Data of an Abstract System At a higher level an abstract system models an
entire model, be it distributed or not. The data space that are formalized within
the abstract system may correspond to all the elements of the (distributed)
system. Abstract systems have been used to formalize the behaviour of various
(including distributed) systems [?,?,?].
Events of an Abstract System Within event-B, an event is considered as
the observation of a system transition. Events are spontaneous and show the
way a system evolves. An event has a guard(a predicate) and an action. The
event may occur or may be observed only when its guard is true (the event
is enabled). The action of an event is described with substitutions; it models
how the system state evolves when this event occurs. Several events may be
enabled simultaneously; in this case, only one of them occurs. The system makes
internally a nondeterministic choice. If no guard is true the abstract system is
blocking (deadlock).
Semantics and Consistency. An abstract system describes a mathematical
model that simulates the behaviour of a system. It has a trace semantics which
is strenghened by an invariant. The semantics is therefore based on the invariant
and is guaranteed by proof obligations (POs). The consistency of the model is
established by such proof obligations: i) the initialisation should establish the in-
variant ; ii) each event of the given abstract system should preserve the invariant
of the model (one must prove these POs).
1 A system behaviour is the set of its possible transitions from state to state beginning
from an initial state.
8Refinement An event-B abstract system may be refined into more concrete
ones; the state space is refines by considering less abstract mathematical struc-
tures. The behaviour may also refined with respect to the data space, the in-
troduction of new events events to refine the previous ones. The refinement is
constrained by proof obligations (invariant preservation, no contradiction with
previous events) which should be discharged.
The Rodin Tool There are several tools dedicated to the B method; Event-
B is supported by the Rodin tool2 [?]. It is an eclipse-based tool which offers
edition, modelling, simulation, model-checking and proving functionalities. The
proof obligations for consistency and refinement proof are generated by the tool
and assistance is provided to discharge the proof obligations.
4.3 Event-based Modelling of Multi-Process Dynamic System
We are going to define and link process types via identified abstract channels. The
process types are those identified within the requirements. The abstract channels
are modelled according to the interaction needs. Therefore each process type use
independently from the other the defined abstract channels and state. This is
the cornerstone of the dynamic composition to get an adhoc architecture (see
Figure 1).
Shared State  + abstract channels
Process TypeProcess Type
Fig. 1. The schema of process type composition
Our approach then provides guidelines to help in discovering and modelling
the desired behaviours of a system with dynamic architecture. It emphasizes
an event-based view at global level, for composing processes. Within the Event
B approach, used for practical aspects, process types are modelled as Event-B
machines, asynchronous systems communication is modelled with the interleaved
composition of process behaviours viewed as event occurrences.
The method used to build the reference model is summarised as follows.
1. Structuring aspects.
From the requirements, common state variables and properties are identi-
fied and described, they will be shared; elementary processes are identified
according to the described behaviours. Basically they are types of process
2 http://rodin-b-sharp.sourceforge.net
9since, depending on the cases, one can have several processes with the same
behaviour hence the same type.
Each identified type of process Pi that may participate in the global system
model is specified by considering its space state Si and the events Ei with
their descriptions Evti that carry the behaviour of the process type. The
constituents Si, Ei and Evti will be detailed latter on. The modelling of
the behaviour is detailed in Sect. 4.5. To handle the dynamic architecture
of global system, we require that for each type of process, the events to join
and leave the system be defined. Some events may be common to several
proces types; they handle interaction and state sharing aspects. After this
step, we get several process types (Pi):
Pi =̂ 〈Si, Ei, Evti〉
At this low level, either an event-oriented or a process-oriented view may be
considered to discover the needed events for a process behaviour.
2. Interaction aspects.
Common abstract channels are to be introduced to link interacting pro-
cesses. Interaction involves communication. Communications are modelled
with abstract channels. An abstract channel is modelled as a set; it is used
to wait for a message or to deposit it. Hence the interaction between the
processes is handled using these common abstract channels. Therefore, the
communications are achieved in a completely decoupled way to favour dy-
namic structuring. A process may deposit a message in the channel, other
processes may retrieve the message from the channel.
Therefore we use guarded events, message passing and the ordering of event
occurrences; the processes synchronise and communicate through the en-
abling/disabling of their events. Therefore, an event is used to model the
wait for a data by a process; hence it may be blocked until the availability
of the data (enabling the event guard), which is the effect produced by an-
other process event. Consider for example the case of processes exchanging
messages, one process waits for the message, hence there should be an event
with a disabled guard, and an other process with an enabled event which
effects sends the message.
3. Composition of the processes.
Practically the composition is implicit during the modelling of the unstruc-
tured systems considered here. But a bottum-up view may be adopted where
the composition of process types is explicit.
The described processes are combined by a fusion operation
⊎
that merges
an undefined number of process types. The fusion operator merges the state
spaces and the events of the processes into a single global system Sysg which
in turn can also be involved in other fusion operations.
Sysg =̂
⊎
i
Pi =
⊎
i
〈Si, Ei, Evti〉 = 〈Sg, Eg, Evtg〉
According to the fusion operator, when process types are merged, one set is
introduced for each type to identify the processes of this type. Each feature
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that is modelled with a variable in a process type, results in a function from
the set of process identifiers to the domain of feature’s values. The processes
access the global state and communicate with others, through their events
(as depicted in Fig. 2).
P1 P2 P3
gv1, gv2, ...vchan, ... : Global variables, channels and properties
events events events
.  .  . Pn
events
Fig. 2. A scheme of composed process types
In the following we make it precise the modelling of process types through
their states, invariant and behaviour. Then we deal with the dynamic compo-
sition of process types through the composition of invariants and events. We
illustrate the method with the FAUNA system using the B abstract system as a
support for the description of process types.
4.4 Modelling the State Space
Abstract channels shloud be typed as the processes echange structrured data and
messages. The types of the channels depends on the global data types used in the
abstract state description. Two main points are to be underlined: to generalise
the description of a process to the description of a type of processes that have
the same behaviour; to capture the features and properties that are common to
several processes.
The state space (Si) of each process type PT is such that, a fresh variable
thePTs is introduced to denote a set of all the processes of the same type PT.
Each element of this set identifies exactly one process.
If 〈f1 : Typef1 , f2 : Typef2 , · · · , fn : Typefn〉 is the state characterisation
of a given process P ,
then 〈f1 : thePTs→ Typef1 , f2 : thePTs→ Typef2 , · · · , fn : thePTs→
Typefn〉 characterises the type PT of the processes P.
Specific features defined for subprocesses are managed by defining these fea-
tures according to the appropriate subsets of the set of processes. Shared features
are described in a standard way using constants typed variables.
4.5 Building the Behaviour: Types, Properties, Evolution
As regards the events (Ei), assume that we have defined a set of variables V for
the state space Si, it remains to define a set of events whose actions are guarded
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by predicates expressed using V. This can be achieved gradually, and by merging
event descriptions. But in order to deal with dynamic architecture and dynamic
evolution of the composed processes, the events have to be defined in such a way
that several processes (instances of the same type) run the same events as their
behaviour. For this purpose we recommand to use of a Mealy machine (LTS
with guard) to structure the behaviour of each process type. This is necessary
to properly capture the desired behaviour as it is tedious to only think of events
and their relationships without a concrete support (as is the Mealy machine).
To help in modelling the event so as to deal with several process occurences, we
extend the Mealy machine (see Fig. 3), by annotating its state with the set of
processes in this state; thus the transition from a state is nondeterministically
achieved by one of the process in this state. The guards of events capture this
semantics. The events to model are described by translating the extended Mealy
machine into a set of events, each event translate a transition 3.
Process I Process K
Typed channel
Typed channel
new_I_event_
I_event_a
I_event_b
I_event_d
I_bye
I_event_c
newProcessI
proceessesInState
Fig. 3. Structuring the behaviour of a process type
Therefore a set of events is associated to each identified process type and
its subtypes. The behaviour of a process type is denoted by the combined oc-
currences of its events. It remains to describe the events (Evti) of each process
type to have its behaviour. We introduce for this purpose a scheme for the event
description, where the guards of events are specific to the process types.
The specification of an event has the generic form evt =̂ guard → action.
The more readable syntactic form of event specification is:
evt =̂ when guard /* the condition to enable the event */
then effect description /* the action of the event */
end
3 this will be done by a tool in future work
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If a list of events ePj characterises a process type PT , then all the events ePj
are guarded by the type PT 4. That means these events will be enabled only for
process of type PT .
The effect of an event may impact the state of the process considered or
the global system, via the modification of state variables. The following event
description schema handles subtypes and specific properties for the instances of
a given type.
evt =̂ when process of type PT & specific predicates
/* for every process of the type, with specific condition */
then effect description
end
An event without a guard describes a piece of behaviour shared by all pro-
cesses.
Types are properties (predicates). Every type can be expressed as a pred-
icate that denotes a property; the guards of events are then the predicates de-
scribing the considered types and the needed enabling conditions. Therefore the
description of processes using state variables and invariant, with additional con-
ditions or properties is sufficient to express the behaviour as guarded events.
As several processes of the same type share the same behaviour, the descrip-
tions of the behaviour’s events are non-deterministic; this is captured using an
appropriate B construct to express that any instance p of the type for which the
guard is true may evolve.
The Resulting Modelling Scheme of a Process Type
Consider a process type PT where each process has the features a,f and a be-
haviour defined by the combined occurrences of the events el, eg.The modelling
scheme of PT is as follows:
4 as a type is a property, it is trivial to write a guard p ∈ PT
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used sets
PT, Da, Df,GT /* Da (Df) is the value domain of a (f) */
· · ·
invariant properties
thePTs ⊆ PT /* the set of processes of type PT */
a : thePTs→ Da ∧ /* each process has an a */
f : thePTs→ Df /* each process has an f */
gv : GT /* a global variable with a given type */
gChan : ChanType /* a global channel with a given type */
event descriptions
el = any p, l /* event depending on local variables l */
where p ∈ thePTs /* p is one of the processes */
∧ cond(p,l) /* with specific condition cond(p,l) */
then · · ·
end ;
eg = any p /* an event with gv a global variable */
where p ∈ thePTs ∧ cond(p,gv)
then · · · /* may impact on global state */
end
This modelling scheme (expressed here as a pseudo-B machine) is system-
atically used for each identified type. The non-deterministic style of the event
descriptions allows both the co-evolution of any number of processes and their
dynamic composition with processes of the same type or not.
4.6 Dynamic Composition: Composing Invariants and Events
As regards consistency and behaviour, the dynamic composition of process types
is based on the composition of invariants and events; that is the conjunction
of invariants and the merging of events. We make the assumption of shared
variables. The formal basis of this approach is well studied [?,?,?,?]. The dynamic
composition of the processes is then the composition of their invariants and
events to obtain a larger process which behaviour is the combination of the
behaviours of the composed processes. The composition is hierarchical. This
composition approach decouples the processes, enables group communication,
dynamicity, mutation, architectural evolution. Indeed it is like if all the events of
a process type are tagged with a color. One can remove all the events of the same
color, replace them with other events of the same color or not; a set of events
with new color can join the existing processes (changing thus the architecture),
etc. The processes are to be defined incrementally. A process mat be replaced
by another (replacing the set of events).
The composition as proposed has a decomposition counterpart; this is in-
teresting for refinement purpose. In the case of the event-B method there are
various proposals for the decomposition of B abstract machines; Abrial[?] pro-
posed a decomposition based on shared variables; the composition of machines
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with shared variables are then the disjoint union of the variables and the events
are merged. Butler[?] proposed a decomposition based on shared events where
the viewpoint is a parallel composition of several Event-B machines into a com-
posite machine; in this case the separate composed machines operate on disjoint
variables and the machines interact by synchronising on events.
4.7 Interaction Means
In our approach, interaction is supported by communication and synchronisation
between processes and groups of processes. The events whose guards use shared
variables (including channels) may act as communication and synchronisation
means. A process of a group (involved in a composition) may send/receive mes-
sages to/from other processes of the group. The interaction among the processes
that compose a system is based on message passing through abstract channels.
Abstract channels defined as sets are used for this purpose. Such sets are vari-
ables shared by the processes. It is worth to note that the number of events
is quite infinite, the sets of processes involved in the event guards are vary-
ing, leading to the very simple interaction and a decoupled architecture of the
communicating processes. For example if a new process p′ of type PT joins the
existing group, an event is observed and consequently the appropriate variable
(thePTs) is updated; therefore the new process may participate in all the events
whose guards contain p ∈ thePTs.
Unlike process algebra where a fixed action alphabet is used as parameter to
make the processes communicate, the described event-based approach makes it
easy the communication between various processes.
5 Putting into Practice
5.1 Event-B Modelling of the Fauna System
We have to model the fauna system as the composition of an arbitrary number
of various process types that compose the fauna, provided that they may evolve
and interact in various way.
Applying the presented method (Sect. 4.3) we identify several process types
with subtyping relationship. Two main process types are considered in the mod-
elling and the composition: Carnivorous and Herbivorous. Each one has a specific
behaviour, and evolves as young and then as adult with appropriate behaviours.
Interactions are possible between both for example carnivorous killing herbivo-
rous.
The state space description is modelled as follows; a given set ANIMAL
stands for the more general type of the animals. We use a set COLONY to
identify the colonies in which animals live.
A function colonyOf : animals 7→ ANIMAL gives the colony of each animal.
To partition the animal set in several identified types, we use functions from
ANIMAL to the following enumerated sets (the converse of the functions give
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the appropriate subsets of animals of each category): AGE == {young, adult},
GENDER == {male, female}, SPECIES == {carnivorous, herbivorous}.
As each animal has exactly one value for each of these properties, we use the
functions speciesOf , ageOf , gender defined from the set of animals to the ap-
propriate sets. Combining predicates written with this function we are able to
deal with the needed eight types to build the abstract model.
As regards the behaviour, every animal may born, live by playing, and may
die; the events play, die are associated to the more general type animal. Specific
events are shown in the Table 1; leaveC stands for ”to leave a colony”.
animal
{born, play, die}
carnivorous herbivorous
young young
male female male female
↓ {becomeAdult} ↓ {becomeAdult}
adult adult
{kill}
male female male female
{leaveC, startC} {sireLitter} {leaveC, startC} {sireLitter}
Table 1. The identified process types and specific events
Eight process types (male young carnivorous, female young carnivorous,
male adult carnivorous, ...) are then identified; they correspond to the types
Pi described in the previous section. The fauna system model is the dynamic
composition of the behaviour related to these eight types. The requirement F-
REQ-AnType is achieved throught these different types.
Faunag =̂ 〈Sf , Ef , Evtf 〉
= Carnivorous
⊎
Herbivourous
=
⊎
i
Pi =
⊎
i
〈Si, Ei, Evti〉
= CarnivorousY oungMales
⊎
CarnivorousY oungFemales⊎
CarnivorousAdultMales
⊎
CarnivorousAdultFemales⊎
HerbivorousY oungMales
⊎
HerbivorousY oungFemales⊎
HerbivorousAdultMales
⊎
HerbivorousAdultFemales
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The specific events that describe the behaviour of the animals, instances of
the eight types are then
Ef =
⊎
i
Ei = {born, play, die, leaveC, kill, becomeAdult, startC, sireLitter}
The descriptions of the process types and the events of Evtf that define the
type behaviours are done using Event-B. Each type is characterised by a set of
events.
Note that the requirement F-REQ-Evol is achieved; F-REQ-inter is achieved
through the kill event.
The figure Fig. 4 gives an overview of the Event-B abstract machine corre-
sponding to the fauna system. A more detailed listing is given in appendix.
Fig. 4. The process type ANIMAL
The specification of the event kill is given in Fig. 5.
5.2 Formal Analysis using Rodin
For the global consistency of the abstract model the properties are described
in the invariant. They are checked with respect of invariant preservation proof
oblogations of the Event-B method.
Specific properties are added in the invariant to enhance the correctness the
model.
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Fig. 5. The kill event - a refinement
PropKCarn The killers are carnivorous
killer ∈ animals 7→ animals
∀a.a ∈ dom(killer)⇒ a 7→ carnivorous ∈ speciesOf
PropLM The animal of the same litter have the same mother
mother ∈ animals→ animals
litter ∈ animals↔ animals
litter = mother˜
ConsistKill a killed animal is no more in a colony
dom(killer) ∩ dom(colonyOf) = {}
In our experimentation, we completly develop and prove correct the fauna
system. The proof statistics (from the Rodin framework) are give in Fig. 6.
Several proofs are automaically discharged by the Rodin prover. The other are
interactively achieved mainly by guiding the prover in chosing the proof steps.
6 Conclusion
We have presented a method to dynamically compose processes modelled as
Event B machines. The composition is based on an event-based communication
through common abstract channels. The processes do not know each other but
interact through the channels: the model describes a virtual component net.
This is suitable to deal with unstructured system with adhoc architecture. The
method is based on well-researched theoretical basis and is supported by the
Rodin framework dedicated to Event B method. We have given an illustration
of the method on an example of a fauna system that has the feature of an
unstructured, distributed and evolving system.
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Fig. 6. Verification Statistics
Given a requirement of a concurrent or distributed system, the proposed
method helps to start its analysis, to follow precise steps until reaching a formal
abstract model which constitutes the basis of further development.
The development of plug-ins for Rodin to deal with the machine merging is
planned as further works. The idea is to make it easy the management of the
global model by keeping separated the machines that represent the identified
types. That is suitable for dealing with large models; this approach should also
be studied for consistent separated refinement.
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REFINES Fauna a
SEES Ctx Fauna1
VARIABLES
colonies
animals
colonyOf
speciesOf
ageOf age of an animal : young or adult
gender
litter
mother
INVARIANTS
i0 : animals ⊆ ANIMAL
i1 : colonies ⊆ COLONY
i2 : colonyOf ∈ animals 7→ COLONY
i3 : speciesOf ∈ animals 7→ SPECIES
i4 : ageOf ∈ animals →AGE
i5 : gender ∈ animals →GENDER
i7 : mother ∈ (animals \ {ma}) 7→ animals
because mother may be killed
i8 : litter ∈ animals ↔ animals
i9 : mother−1 ∈ animals ↔ animals \ {ma}
i91 : litter = mother−1
litter = mother
EVENTS
Initialisation
begin
a1 : colonies :∈ P(COLONY )
a2 : animals := anims
a4 : colonyOf :∈ anims 7→ COLONY
a5 : speciesOf :∈ anims 7→ SPECIES
a6 : ageOf :∈ anims →AGE
a7 : gender :∈ anims →GENDER
a9 : litter := ∅
a10 : mother := ∅
end
Event giveBirth =̂
a femal animal gives birth to several animals of the same species
refines giveBirth
any
fa femal animal
sa set of animals
sfa species of fa
cfa colony of the mother
sasfa intermediary product of (sa * { sfa} )
sagsa intermediary product of (sa * { gda} )
sayg sa * { yg} )
An Event-B Specification of Fauna r1 Page 2 of 5
samt (sa * { mt} )
sacfa (sa * { cfa} )
where
g1 : fa ∈ ANIMAL ∧ fa ∈ animals
g1a : gender(fa) = female
g1b : ageOf (fa) = adult
an adult femal
g2 : sa ⊆ (ANIMAL \ animals)
g3 : sfa ∈ SPECIES
g31 : cfa ∈ COLONY
colony of a
g40 : fa ∈ dom(speciesOf )
g4 : sfa = speciesOf (fa)
g41 : fa 7→ cfa ∈ colonyOf
g5 : sasfa ∈ ANIMAL→ SPECIES
g6 : dom(sasfa) = sa
g7 : ∀e ·e ∈ dom(sasfa)⇒ sasfa(e) = sfa
g8 : sayg ∈ ANIMAL→AGE
age
g81 : dom(sayg) = sa
g10 : ∀a ·a ∈ dom(sayg)⇒ sayg(a) = young
g11 : samt ∈ ANIMAL→ANIMAL
mother
g12 : dom(samt) = sa
g13 : ∀a ·a ∈ dom(samt)⇒ samt(a) = fa
g14 : sacfa ∈ ANIMAL 7→ COLONY
colonyOf
g15 : dom(sacfa) = sa
g16 : ∀a ·a ∈ sa⇒ a 7→ cfa ∈ colonyOf
g17 : sagsa ∈ ANIMAL→GENDER
g18 : dom(sagsa) = sa
g19 : ∀a ·a ∈ dom(sagsa)⇒ (a 7→ female) ∈ sagsa ∨ (a 7→ male) ∈ sagsa
then
a1 : animals := animals ∪ sa
animals in sa are borned
a2 : speciesOf := speciesOf ∪ sasfa
same species as mother
a3 : ageOf := ageOf ∪ sayg
a4 : mother := mother ∪ samt
(sa * { fa} )
a5 : colonyOf := colonyOf ∪ sacfa
a6 : gender := gender ∪ sagsa
end
Event dieY =̂
natural death
refines die
any
aa
sa
as
where
g1 : aa ∈ animals
g2 : as ⊆ ANIMAL
g3 : (aa 7→ young ∈ ageOf ) ∨ (aa 7→ male ∈ gender)
g4 : as = animals \ {aa}
g5 : sa = {aa}
then
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a1 : animals := animals \ sa
a2 : colonyOf := {aa}C− colonyOf
(animals \{aa})C− colonyOf ageOf := { aa} C−ageOf
(animals \{aa})C− ageOf
a3 :a4 : gender := {aa}C− gender
a6 : mother := {aa}C−mother B− {aa}
a7 : speciesOf := {aa}C− speciesOf
a8 : litter := {aa}C− litter B− {aa}
end
Event dieAF =̂
natural death of a femal adult (without a litter)
refines die
any
aa
sa aa: animal ; sa : set of animals
ranims remaining animals
where
g1 : aa ∈ animals
g2 : aa 7→ adult ∈ ageOf
g3 : aa 7→ female ∈ gender
g4 : sa ⊆ animals
g5 : aa /∈ dom(litter)
femal adul without a litter
g6 : ranims ⊆ animals
g7 : ranims = animals \ {aa}
g8 : sa = {aa}
then
a1 : animals := animals \ sa
a2 : colonyOf := {aa}C− colonyOf
a3 : ageOf := {aa}C− ageOf
a4 : gender := {aa}C− gender
a6 : mother := {aa}C−mother B− {aa}
a7 : speciesOf := {aa}C− speciesOf
a8 : litter := {aa}C− litter B− {aa}
end
Event dieAFl =̂
natural death of a femal adult (with a litter)
refines die
any
aa
sa aa: animal ; sa : set of animals
ranims remaining animals
al animal and litter
where
g1 : aa ∈ animals
g2 : aa 7→ adult ∈ ageOf
g3 : aa 7→ female ∈ gender
femal adul with a litter : the litter should also desappear
g4 : al ⊆ animals
g5 : al = litter [{aa}]
g8 : sa ⊆ animals
g9 : sa = {aa} ∪ al
g6 : ranims ⊆ animals
g7 : ranims = animals \ sa
then
a1 : animals := animals \ sa
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a2 : colonyOf := sa C− colonyOf
a3 : ageOf := sa C− ageOf
a4 : gender := sa C− gender
a6 : mother := sa C−mother B− sa
a7 : speciesOf := sa C− speciesOf
a8 : litter := sa C− litter B− sa
end
Event kill =̂
because we modify the variables animals
refines die
any
caa
ka any carnivorous animal can kill animal of another specy
sa
where
g1 : caa ∈ animals
the killer
g2 : ka ∈ animals
the killed
g3 : ka 6= caa
g4 : ka 7→ herbivorous ∈ speciesOf
g5 : caa 7→ carnivorous ∈ speciesOf
g6 : sa ⊆ animals
g7 : sa = {ka}
with
aa : aa = ka
then
a1 : animals := animals \ sa
disappears, killed by caa
a3 : colonyOf := {ka}C− colonyOf
a4 : ageOf := {ka}C− ageOf
a5 : gender := {ka}C− gender
a6 : speciesOf := {ka}C− speciesOf
a7 : mother := {ka}C−mother B− {ka}
a8 : litter := {ka}C− litter B− {ka}
end
Event changeColony =̂
an adult animal aa moves from colony c1 to c2
any
aa
c1
c2
where
g0 : aa ∈ ANIMAL
g1 : aa ∈ animals
g2 : aa 7→ adult ∈ ageOf
g3 : c1 ∈ COLONY ∧ c2 ∈ COLONY
g4 : c1 ∈ colonies ∧ c2 ∈ colonies
g5 : c1 6= c2
g6 : aa 7→ c1 ∈ colonyOf
g7 : aa 7→ c2 /∈ colonyOf
then
a1 : colonyOf := (colonyOf \ {aa 7→ c1}) ∪ {aa 7→ c2}
end
Event becomeAdult =̂
any
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aa
where
g1 : aa ∈ animals
g3 : aa 7→ young ∈ ageOf
then
ass1 : ageOf := (ageOf \ {aa 7→ young}) ∪ {aa 7→ adult}
(aa) := adult // becomes adult
end
Event createColony =̂
by a male adult
any
aa an animal
nc a new colony
where
g1 : aa ∈ animals
g2 : nc ∈ COLONY \ colonies
g3 : aa 7→ adult ∈ ageOf
g4 : aa 7→ male ∈ gender
then
a1 : colonyOf (aa) := nc
a2 : colonies := colonies ∪ {nc}
end
END
