Behavioral and neural findings demonstrate that animals can locate low-frequency sounds 20 along the azimuth by detecting microsecond interaural time differences (ITDs). Information 21 about ITDs is also available in the amplitude modulations (i.e., envelope) of high-frequency 22 sounds. Since medial superior olivary (MSO) neurons encode low-frequency ITDs, we asked 23 whether they employ a similar mechanism to process envelope ITDs with high-frequency 24 carriers, and the effectiveness of this mechanism in comparison to the process of low-frequency 25 sound. We developed a novel hybrid in vitro dynamic-clamp approach, which enabled us to 26 mimic synaptic input to brain-slice neurons in response to virtual sound and to create conditions 27 that cannot be achieved naturally but are useful for testing our hypotheses. For each simulated 28 ear, a virtual sound, computer-generated, was used as input to a computational auditory-nerve 29 model. Model spike times were converted into synaptic input for MSO neurons, and ITD tuning 30 curves were derived for several virtual-sound conditions: low-frequency pure tones, high-31 frequency tones modulated with two types of envelope, and speech sequences. Computational 32 models were used to verify the physiological findings and explain the biophysical mechanism 33 underlying the observed ITD coding. Both recordings and simulations indicate that MSO 34 neurons are sensitive to ITDs carried by spectrotemporally complex virtual sounds, including 35 speech tokens. Our findings strongly suggest that MSO neurons can encode ITDs across a broad 36 frequency spectrum using an input-slope-based coincidence-detection mechanism. Our data also 37 provide an explanation at the cellular level for human localization performance involving high-38 frequency sound described by previous investigators. 39 40 2008; Rowan and Lutman 2006 and Zhang and Wright 2007) . 51 52 In mammals, ITD is first encoded by binaural neurons in the medial superior olive 53 (MSO) (reviews: Joris et al. 1998; Palmer and Grothe 2005) . The ITD sensitivity of MSO 54 neurons is largely due to the presence of a low-threshold potassium current (I KLT ). Using 55 electrical stimulations, Svirskis et al. (2004) and Jercog et al. (2010) showed that I KLT makes the 56 cells favorably sensitive to fast rising slopes of excitatory postsynaptic currents (EPSCs) during 57 coincidence detection and the sensitivity is affected by inhibition (Jercog et al, 2010; Roberts et 58 al, 2013); slope sensitivity was reviewed in (Golding and Oertel, 2012) . 59
INTRODUCTION

42
Interaural time (ITD) and level (ILD) differences are principal acoustic cues for sound 43 localization in the azimuth (review: Grothe et al. 2010 ). An ITD occurs when a sound source is 44 located at different distances from the two ears, thus generating a disparity in the arrival times. 45
ILDs are created when the head attenuates sound at the contralateral ear. The conventional 46 duplex theory states that ITD is useful at low frequencies where auditory neurons phase-lock to 47 the carrier phase, while ILD is useful at high frequencies (Rayleigh 1907; Stevens and Newman 48 1934; Mills 1972 ). However, human listeners can lateralize high-frequency sound with envelope 49
ITDs in the absence of ILDs (Bernstein and Trahiotis 1985 , 2003 was selected for the identification of action potentials, and voltage transients below this line were 197 considered excitatory postsynaptic potentials (EPSPs). It is known that the height of action 198 potentials at the somata of MSO neurons decreases significantly with the animal's age (Scott et 199 al. 2005) . When action potentials were not well above the EPSPs, the determination of the 200 threshold was verified by inspecting individual action potentials, i.e., whether there was a change 201 in the slope of the ascending phase and whether the descending phase was steep enough 202 (Kuenzel et al. 2011 ); otherwise, the data was discarded. 203
The ITD tuning curves ( Fig. 2D ) were obtained by computing the firing rates from the 204 voltage traces (Fig. 2C ) as a function of interaural time difference. The tuning curves for the low-205 frequency pure tone (black) and the transposed tone (green) were similar in firing rate and 206 broadness, while the response to the SAM tone was not well tuned (red). Therefore, although the 207 phase locking measured by the vector strength was lower for the transposed tone than for the 208 low-frequency pure tone (Fig. 1C ), the neuron was equally sensitive to the ITDs carried by these 209 two types of stimuli. In this proof-of-concept experiment, the best ITD was always zero and the 210 firing rates for the negative ITDs are mirror images of the firing rates for the positive ITDs. In 211 principle, we would expect that asymmetry of binaural excitatory input and the presence of 212 inhibition would yield ITD tuning curves similar to those observed in vivo (Brand et al. 2002) , at 213 least for the pure tone and transposed tone inputs. 214
In summary, the sharpness of the ITD tuning curves obtained from this MSO neuron 215 agreed with the human psychophysical result ( Fig. 1D) , in that the ITD information contained in 216 the low-frequency tone and the envelope of the high-frequency transposed tone was better 217 encoded by the neuronal responses than the ITDs carried by the envelope of the SAM tone. 218
To quantify the ITD sensitivity, the firing-rate range (defined as the difference of the 219 peak and the minimum firing rates) and half-width (defined as the ITD for which the firing rate 220 was mid-way between the peak and the minimum) were measured for each ITD tuning curve. 221
Note that the ITD tuning curves to virtual sound that were obtained in our preparation depended 222 on the synaptic strength (G syn ). Figure 3 shows the effect of G syn on the ITD tuning for an MSO 223 neuron. In general, both firing rate and half-width increased with G syn . For the low-frequency 224 pure tone and the high-frequency transposed tone, there were always some values of G syn that 225 caused a large firing-rate range for an ITD tuning curve (Fig. 3 , A and C). In contrast, increasing 226 the G syn for the SAM tone caused the ITD tuning curve to shift up without increasing the firing-227 rate range. In other words, the small firing-rate range for the SAM tone observed in the above 228 example ( Fig. 2D ) was not due to the specific synaptic strength chosen. 229
Several values of G syn were usually tested for each type of stimulus. The G syn that yielded 230 an ITD tuning curve with its minimum firing rate just above zero ( Fig. 3 , A-C, thick lines and 231 bold numbers) was chosen as the final value for comparison across stimulus types and across 232 neurons. Due to the limitation of recording time, we were occasionally unable to systematically 233 vary the G syn . Nevertheless, the general finding that ITD tuning curves to low-frequency tone and 234 transposed tones were similar and showed greater selectivity than those to SAM tones was 235 consistent for 17/18 recorded MSO neurons. 236 Figure 4 is a scatter plot of the firing-rate range vs. the half-width for the three types of 237 virtual stimuli. Consistent with the results shown in Figure 2 and 3, the firing-rate range was 238 significantly lower, and the half-width was significantly higher, for the SAM tone (red circles) 239 compared to the other two stimuli (for firing rate, the main effect showed differences: 240
ChiSquare=38, DF=2, P=0.0001. Pair-wise comparisons were: mean±SEM; SAM: 31.1±5.4, 241 n=18 vs. Pure tone: 105.5±4.5, n=18, X 2 =25, p= 0.0001; SAM: 31.11±5.4, n=18 vs. transposed 242 tone: 125.6±4.5, n=18, X 2 =25, p= 0.0001; and for half width, the main effect showed differences: 243
ChiSquare=32, DF=2, P=0.0001. Pair-wise comparisons were: mean±SEM; SAM: 2±0.13, n=18 244 vs. Pure tone: 0.83±0.06, n=18, X 2 =23, p=0.0001; SAM: 2±0.13, n=18 vs. transposed tone: 245 0.8±0.05, n=18, X 2 =24, p=0.0001.). No statistical difference existed in the firing-rate range or 246 the half-width for the low-frequency tone (black stars) and transposed tones (green squares). 247
Note the half-width was computed only when the firing-rage range exceeded 30 spikes/s. As 248 shown in the example of Fig. 3B , when the maximum firing rate for the SAM tone was low, the 249 ITD tuning curve was noisy and flat, making it difficult to obtain an accurate measure of half-250 width. The red circles in the shaded area of Fig. 4 represent all the responses to the SAM tone 251 that had a flat tuning curve using this criterion. 252
Here we did not plot the data as a function of age, as we would have for a developmental 253 study, because the age groups were not evenly distributed. We observed slightly broader tuning 254 curves for animals at P12 and 13; nevertheless, the relationship of the tuning curves to the three 255 stimuli remained the same as described above. To test whether sodium inactivation alone might generate substantial slope sensitivity, we 299 considered the tonic model (which does not have nonlinear I KLT ) and we shifted the sodium frequency tone and the transposed tone (not shown). For stimuli with rising phases in such 302 ranges I KLT apparently contributes more to the slope sensitivity of MSO neurons during 303 coincidence detection. 304
305
To further illustrate the importance of the input slope for the phasic model, we did two 306 more simulations with the models. First, we computed the spike-triggered averages (STAs) of 307 input conductance (Fig. 7) to explore the relationship between the pre-and post-synaptic spikes. 308
Two ITD values, 0 (solid) and 1 ms (dotted), were included in the computation. Both phasic and 309 tonic models received the same conductance input, except that the amplitude of the input was 310 scaled differently (see the caption of Fig. 6 ). There are clear differences between the STAs of the 311 two models. 1) To initiate a spike, the phasic model required a narrow integration window and a 312 sharper rising slope in its input (Fig. 7, left) . When the input became less coincident (i.e., ITD 313 increases from 0 to 1 ms), the model retained its selectivity, and consequently decreased its firing 314 rate (Fig. 6C, left) . In contrast, when the input event became broader (i.e., less coincident), the 315 tonic model responded to the broader events with lower amplitude because of more temporal 316 summation (Fig. 7, right) . 2) For the SAM stimulus, because it elicited a continuous response 317 that activated the KLT current, the phasic model required a higher amplitude for the SAM than 318 for the other two sounds (Fig. 7, left) . In contrast, the tonic model could fire for a lower 319 amplitude because it responds to temporal summation (Fig. 7, right) . 3) Even though the SAM 320 tone caused a shallower rising input most of the time, the phasic model only fired when the input 321 had a rapid rising phase (Fig. 7, left) . This is reflected in a similar rising slope in the STA across 322 all three types of stimuli. For the tonic model, the STA had a shallower slope when responding to 323 the SAM than to the other two stimuli, reflecting decreased selectivity to input slope ( Fig. 7,  324 right). 325
In the second simulation, we replaced the AN spike times, t i , (i = 1, …, n m-left or n m-right ), 326 with G env (t), a time sequence of identical ramps separated by gaps (Fig. 8) . The ramp slope 327 (inversely proportional to T ramp , ramp duration) was varied systematically from one sequence to 328 the next. Each sequence was delivered as deterministic input to the model as an idealization of an 329 envelope with specified slope for composite EPSGs (Fig. 8 ). Now the conductance input to the 330 model was
In each cycle, 333
Samples of the G env (t) are shown in Fig. 8A . The total duration of the input was 50 ms. T gap = 3 335 ms to approximate the gap between individual events for AN responses to the low-frequency 336 tone or the transposed tone at 150 Hz; T ramp is variable; A max = 0.5 nS/ms and 0.1 nS/ms for the 337 phasic ( Fig. 8A, left) and the tonic (right) model, respectively. To prevent the models from firing 338 to monaural input (i.e., no spiking should occur for out-of-phase input), the input amplitude had 339 to be smaller for the tonic model than for the phasic model, because in the tonic case the 340 conductance of the negative-feedback current, I KLT , is frozen at rest, not voltage-gated. The 341 corresponding conductance input, G in (t), is shown in Fig. 8B . 342 Figure 8C shows the model ITD tuning curves for different ramp slopes. The half-widths 343 and peak spike counts were derived from the ITD tuning curves as a function of ramp slope (Fig.  344   8D ). The phasic model did not spike until the slope reached a certain value (~120 pS/dt; C and 345 D, left). Note that this slope threshold persisted even when the overall input amplitude was 346 increased to high values. In contrast, the tonic model fired at very shallow slopes (~28 pS/dt; C 347 and D, right). Although the tonic model showed a lower firing rate with steeper input slopes, 348 this could be overcome by increasing the input amplitude. 349
350
ITD Tuning Curves Depend on Virtual Sound Frequency and Intensity 351
So far, the physiological data and simulations have been based on virtual sounds that are 352 relatively strong, corresponding to about 70 dB SPL, consistent with conditions used in 353 psychophysical studies. The tone and modulation frequencies were initially set at 150 Hz, but the 354 psychophysical data suggest that ITD sensitivity of transposed sound declines at higher 355 frequency. In this study we also tried higher frequencies and lower sound intensities to examine 356 to what extent our above comparisons for different stimuli hold. Figure 9 illustrates the effect of 357 a higher frequency (300 Hz) on the ITD tuning curves for an MSO neuron in response to the 358 three stimuli at the same sound level. For the 11 neurons that were tested at both frequencies, the smaller at 300 Hz than at 150 Hz, but the decrease was not significant (0.85±0.6 (n=18) vs 362 0.65±0.4 (n=11); X 2 =4.3, p=0.03). Combining the firing rate and the half-width, we observed 363 sharper ITD tunings at the higher tone frequency. 364
In contrast, the firing rate for the transposed tone decreased significantly (125.6±4.6 365 (n=18) to 76.2±12.6 (n=11); X 2 =10.5, p=0.001) when m f increased (Fig. 9A, green and red) , 366 although no significant change was found in the half-width. These trends are consistent with the 367 reduced psychophysical performance (i.e., increased ITD thresholds) observed at higher 368 frequencies (Bernstein and Trahiotis, 2002;  re-plotted in Fig. 1D and Fig. 9D, green) . The AN 369 period histograms (Fig. 9D, top) indicate poor phase locking to sound envelopes and shallower 370 rising slope at higher m f . This degradation is a natural result of the attenuation of auditory 371 peripheral filters on frequency sidebands of a SAM or a transposed tone. The psychophysical 372 study by Bernstein and Trahiotis (2002) also showed that at 64 Hz, the ITD threshold for the 373 low-frequency tone was higher than those for the two amplitude-modulated tones. We did not 374 test such low frequencies because the AN model has a lower frequency limit of 100 Hz. 375
The psychophysical study (Bernstein and Trahiotis 2002) was performed only at one 376 sound level, 75 dB SPL. At lower sound levels, physiological recordings in AN fibers predict 377 that the difference between the envelope-ITD sensitivities to SAM and transposed tones should 378 be smaller. The ITD tuning curves for the two stimuli obtained at 150 Hz and 45 dB SPL (Fig.  379 9C) confirmed the prediction. Note that because we chose medium spontaneous rate for the AN study generalizes the principle, showing that, even for complex sounds, fast-rising inputs enable likely to elicit the fast rising slopes in the envelope profile of the summed AN input. Specifically, 456 the sound for effective localization ought to have features that allow the temporal-adaptation 457 mechanism of the AN, which is present in both the AN model and AN physiology, to generate 458 onset-like responses, i.e., gaps between modulation cycles or individual events in natural sound. 459
The input-slope-based coincidence detection was well illustrated by the time-reversal 460 manipulation (Fig. 5) , which reversed the AN spike times without affecting the slope of single 461
EPSCs. We believe that this slope-based cellular mechanism underlies MSO neurons' sharp 462 ITD-tuning to the envelope of transposed tones. The PSTHs of the AN fibers to transposed tones 463 have sharp leading edges even though the envelopes have low frequency dominated spectra. Our 464 study indicates that binaurally coincident input would not be detected by MSO neurons unless 465 the composite synaptic input has fast-rising slopes. 466
Apart from the fast-rising input slope for a transposed tone or speech sound, an 467 accompanying preceding absence of synaptic activity also ensures the excitability of MSO 468 neurons. During the quiescent period, the conductance of the low-threshold potassium channel is 469 reset to its resting value; this reduction of negative feedback allows the neuron to respond to the 470 following activity. In fact, these two features commonly occur together: in the auditory 471 periphery, sound gaps are critical in eliciting the fast-rising slopes in the following events. 472 473
Uniform ITD Processing by MSO Neurons along the Tonotopy 474
For low-frequency sound, ITD is encoded by phase-locked MSO neurons, but how the 475 envelope ITD of high-frequency sound is encoded physiologically remains unclear. Both MSO 476 and lateral superior olivary (LSO) neurons with high CFs are sensitive to envelope ITDs (Yin 477 and Chan, 1990; Joris and Yin, 1995; Batra et al., 1997) . In contrast to the ITD coding of MSO 478 neurons (i.e., zero or small ITD has the highest firing rate in the tuning curve), LSO neurons 479 have trough-ITD coding (i.e., the best ITD has the lowest firing rate) based on a subtractive 480 mechanism of excitation and inhibition. Using SAM sounds with moderate intensities, these 481 studies show that the ITD tuning of high-CF LSO neurons are comparable or even narrower than 482 the ITD tuning of MSO neurons. However, our study clearly demonstrates that the SAM is not 483 an effective envelope profile for encoding ITDs efficiently; actually, it disadvantages MSO neurons by constantly activating the I KLT and thus preventing firing, especially at high sound 485
intensities. 486
So the question remains: whether ITD is encoded solely by the MSO at both low and high 487 frequencies, or by the MSO and the LSO at low and high frequencies, respectively. Since the 488 subtractive mechanism underlying the ITD sensitivity of LSO neurons is based on input 489 amplitude, the trough-to-peak width in its ITD tuning should approximate to a quarter of the 490 modulation cycle, based on the algorithm illustrated by Joris and Yin (1995; their Fig. 1) . This 491 predicts a 1.7 ms trough-to-peak width for an LSO neuron with 150-Hz modulation, broader than 492 the 1.0 ms peak-to-trough width for the MSO neuron (Fig. 2) . However, for drawing conclusions 493 about the sharpness of envelope ITD coding, we suggest that future studies apply transposed 494 stimuli when recording from LSO neurons. 495 inputs through two dendrites. It has been shown that two inputs are likely to generate fewer 547 coincident spikes when they target on the same dendrite, rather than on opposing dendrites 548 (Agmon-Snir et al. 1998). This dendritic feature suppresses monaural coincidence, and thus can 549 sharpen the dynamic range of the ITD tuning curve (peak_rate -min_rate). Nevertheless, we 550 expect that this dendrite-based mechanism that can reduce false positives for fine temporal 551 structure will not have salvaging effects for the poor performance of SAM. 552
In addition, postsynaptic inhibition was not included in the dynamic clamp or in the 553 computational model. Brand et al. (2002) hypothesize that glycinergic inhibition is responsible 554 for the observed positioning of the ITD-tuning curve's peak outside the physiological range. 555
Here the sharpness of the ITD tuning curves, rather than the best ITD, is key to our conclusions. 556 Therefore, inhibitory input to the MSO was not simulated. (Fig. 5A) , and the synaptic strengths were adjusted based 778 on the rule illustrated in Fig. 3 , which generally yielded model firing rates similar to the 779 neurons'. Tone/modulation frequency = 150 Hz. Sound level = 70 dB SPL. Note that the time 
