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Guaranteed roll-off in a class of high-gain 
feedback design problems 
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Netherlands 
Received 7July 1983 
A number of synthesis problems associated with (almost) 
disturbance decoupling by state or measurement feedback is 
considered. Starting from a mathematical definition of the 
notion of high-frequency roll-off, known results on the solvabil- 
ity of these problems are generalized to the situation in which 
we require their solvability together with a certain guaranteed 
roll-off between disturbance and control. The conditions are 
formulated in terms of the solvability and approximate solva- 
bility of certain matrix equations in rational functions. 
Keywords: High-gain feedback, Roll-off, Rational matrix equa- 
tions, Almost invariant subspaces, Disturbance decoupling. 
1. Introduction 
Consider the f inite-dimensional l inear time-in- 
variant system 
~: ±=Ax+Bu+Gd,  (1.1) 
y = Cx, z = Hx, 
where x ~ Rn, u ~ R" ,  d~ Rq, y ~ R p and z ~ R/ 
are the state, control, disturbance, measurement 
and to-be-control led output, respectively. The al- 
most disturbance decoupl ing problem with mea- 
surement feedback, ADDPM,  is the problem of 
f inding a sequence of dynamic compensators 
Xc(e) :  fv=Kw+ L~y, 
> o, (1.2) 
u= Mw + F~y, 
such that the resulting sequence of closed-loop 
impulse-response matrices between d and z con- 
verges to zero in LI[O, oo)-norm. Necessary and 
* Research supported by the Netherlands Foundation for 
Mathematics with financial aid from the Netherlands 
Organization for the Advancement of Pure Research 
(Z.W.O.). 
sufficient condit ions for the solvabil ity of the above 
problem were obtained in [1]. These condit ions 
were formulated in terms of the supremal Lva l -  
most control led invariant subspace ~b* 'contained 
in' ker H [2] and the infimal Lt -a lmost  condit ion- 
ally invariant subspace 5°b * 'containing'  im G. Let 
be represented by its transfer function matrix 
y(s )  ] G2,(s) 
and ,~,:(e) by 
G22(s) u(s) 
(1.3) 
where Gij(s ) and F~(s) are related to (1.1) and 
(1.2) via 
G~t(s )=H( Is -A) -~G,  
Gt2(s )=H( Is -A) -1B ,  
G21(s) = C( Is-A)-tG,  
G22(s) = C( l s -A) - 'B  
and 
F,(s)='F, + M, ( I s -K , ) - ' L , .  
In the closed-loop system, the transfer matrix Gfis) 
from d to z is given by the expression 
G(s)=Gt(s)  
+ G,z (s ) ( I  - F , (s)G22(s)) - 'F , (s)G2,(s  ). 
(1.4) 
Therefore, ADDPM amounts to finding a se- 
quence (F f i s )} ,> 0 of proper rational ( re×p)  
matrices uch that 
I IG(s ) lh  --, 0 (e J,0). (1.5) 
Here, for any rational matrix R(s), I lR(s)l h de- 
notes the LI[0, oo)-norm of the inverse Laplace 
transform of R(s). In [2] it is proven that (1.5) 
implies that the Lp[0, oo)-induced norm in the 
closed-loop system from d to z can be made arbi- 
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trarily small. In the closed-loop system the transfer 
matrix between the disturbance d and the control 
u is given by 
T~(s) = ( I -  F~(s)G22(s))-'F~.(s)G2,(s). (1.6) 
It can be shown that, if ADDPM is solvable, then 
the compensator sequence {F~(s)}~>0 can be con- 
structed in such a way that as e+0, i.e. as the 
accuracy of decoupling between disturbance d and 
output z increases, the sequence {T,(s)}~>o con- 
verges to a rational matrix T(s). Of course, this 
limit T(s) reflects the nature of the high-gain 
control action that is needed to achieve the desired 
asymptotic decoupling between d and z. In gen- 
eral, T(s) may or may not be proper. It if is not 
proper, then this synthesis may be unacceptable 
because too much control action is needed to 
achieve the design purpose (i.e. almost disturbance 
decoupling). If T(s) is proper but not strictly 
proper, then there may be a high-frequency 
feedthrough from the control to the disturbance. 
Consequently one may want to make sure that 
T(s) has as large as possible an excess of poles 
over zeros. A large pole-zero excess increases the 
capability to attenuate signals which are of high 
frequency (high-frequency roll-off). Therefore it is 
of interest to know if a compensator sequence 
{F~(s)}~> 0 can be constructed such that almost 
disturbance decoupling is achieved, together with 
a certain prespecified guaranteed high-frequency 
roll-off. We formalize these ideas as follows: 
distributions (see [3]). For any o o ~ R, let 5P'(Oo) 
be the space of T ~-~ such that 
e-° 'T~5 p', Vo>o o. 
,~ sequence {T~},> 0 converges in Aa'(o0) if 
{e -° 'T  },>o converges in 5°'  for all o > %. Such a 
sequence afort ior i  converges in -@~. It is the latter 
kind of convergence we will consider for the trans- 
fer matrices T~(s) between d and u: 
Definition 1.2. We will say that T~(s) converges in 
5°'(Oo) to T(s) as e,[0 if L-1T~ converges to L-1T 
in the topology of ,5°'(o0). Here L -~ denotes the 
inverse Laplace transform. 
We will extensively use the following result on 
the convergence of distributions (cf. [3], Remark 1, 
p. 307). 
Fact 1.3. Let {T~(s)},> 0 be a sequence of rational 
matrices and T(s) be a rational matrix. Suppose 
that T~.(s)- T(s) converges to zero as e ~ O, uni- 
formly on compact subsets of Re s > o o. Moreover, 
suppose that the Euclidean norms I[T~(s) + T(s)[I are 
all bounded from above in Re s > o o by a polynomial 
in Isl, independent of e. 
Then T~(s) converges in Aa'(Oo) to T(s) as e$O 
(in the sense of Definition 1.2). 
In the present paper, the main problem we want 
to consider is the following: 
Definition 1.1. Let T(s) be a rational matrix. Then 
its high-frequency roll-off r(T) will be defined by 
r (T ) '=max{k~Zl  l ims ' r ( s l<oo) .  (1.7/ 
S~oO 
If T= 0, we will define r(T),= oo. Note that r(T) 
>/0 if and only if T(s) is proper and r(T)>1 1 if 
and only if T(s) is strictly proper. Also note that 
for any p ~ 7, r(T)>f p if and only if the in the 
Laurent expansion of T(s) the terms correspond- 
ing to the powers s -°+k, k = 1, 2, . . . ,  vanish iden- 
tically. 
A few words on the kind of convergence of the 
sequence of disturbance-to-control transfer ma- 
trices T~(s) that will be considered in this paper 
are in order. Let -@~_ be the space of matrix-valued 
distributions of given dimensions and with support 
in [0, oo). Let A v'  c .@~ be the space of tempered 
Definition 1.4. Let p ~ ~' be arbitrary but fixed. 
We will say that (ADDPM)p, the almost dis- 
turbance decoupfing problem with measurement 
feedback and guaranteed roll-off p, is solvable if 
and only if there exists a sequence of compensa- 
tors {Zc(e)),>0 such that (1.5) holds and such 
that, for some o o ~ R, 
T~(sl - '  T(s l  inSP'(Oo) ase$0,  
where T(s) is a rational matrix with r(T) >~ p. 
2. Exact disturbance decoupling with positive 
roll-off by state feedback 
In this section we will consider the system 
± = Ax + Bu + Gd, z = Hx. 
For any state feedback F :  • ~ --, R ' ,  denote 
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TF(S ) ,= F( Is - AF) - tG ,  
where A F := A + BF. We define: 
Definition 2.1. Let p ~ ~' be positive. We will say 
that (DDP)v, the disturbance decoupling problem 
with guaranteed roll-off p, is solvable if and only if 
there exists F such that 
H( IS -AF) - 'G=O and r(Tg)>~ p. 
Note that if one takes p = 1 in the above defini- 
tion, one obtains the ordinary disturbance decou- 
piing problem, DDP (see [4]). In the following let 
(A  F Ilim G) := ~ A~ -~ im G. 
For any subspace JY'c R" and positive p ~ 2v, de- 
fine 
P 
~P- ' ( , )U)  ,= ("] A - '+ ' J{  ". (2.1) 
i= l  
Here 
Note that the subspaces ~( )F  ) are nested accord- 
ing to 
~=~'° (~)z~' (~)z . . . .  
Let Y/'* denote the supremal (A, B)-invariant sub- 
space contained in ker H (see [4]). The following 
theorem states that a necessary and sufficient con- 
dition for (DDP) o to be solvable is that the dis- 
turbances enter ~¢~'* sufficiently 'deeply'. 
0, F I.~ v'= F0 1 &aand F arbitrary outside ¢/'*. Then 
clearly AF ~/'* C ~/'*. Finally, since F [¢V'= 0 and 
Ai:~P-I(ZV "*) c ~/', we have 
FA'G=O, i=0  . . . . .  p -2 .  
(~)  From <At: lim G) c ker H we obtain that 
(AF IA 'v imG)  ckerH,  Vi. 
Since 
FA'FG=O, i=0  . . . . .  p -2 ,  
there follows 
(A  r I A' im G) c ker H 
and hence 
A' im G c Y/'*, i=0  . . . . .  p -1 .  [] 
For our purposes it is convenient o state the 
above results in terms of the solvability of a cer- 
tain rational matrix equation. Let RmXq(S) be the 
space of (m × q) matrices with entries in R(s),  the 
field of real rational functions. For O ~ ~', let 
c 
be the space of rational matrices T(s) with the 
property that r(T)>_.p. Consider the following 
linear equation: 
(L) G,z (s )X(s )+G, , ( s )=O.  (2.2) 
Here, G12(s ) and Gll(s ) are as defined in Section 
1. The following result then states that the solva- 
bility of (DDP)0 is equivalent o the solvability of 
(L) over the space R~'×q(s): 
Theorem 2.2. Let O ~ Z be positive. Then ( DDP)p 
is solvable if and only if 
im G c .~P- 1 ( ' / / '*).  
Theorem 2.3. Let p ~ Z be positive. Then (L) is 
solvable over R '~' × q(s ) if and only if 
im G c ~P-  1(¢/'*). [] 
Proof. ( = ) Let x I . . . . .  x ,  be a basis for ~P-  i(y/-,). 
For j  ~ k and i = 0 . . . . .  p - 1 there holds 
A'xj E ~- i -1 (  ¢/-,) c ¢"*. 
Define 
~/',= span{ Aix j l J  E k, i = 0 . . . . .  p - 1 ). 
Let .L- z' be such that ~V'~.L, a=- Y/'*. Choose F 0 such 
that AFo~* C "//'*. Define F:  R" ~ R"' by F I Y¢/"= 
3. Almost disturbance decoupling with non-positive 
roll-off by state feedback 
Again, consider the system 
± = Ax  + Bu + Gd, z = Hx. 
It is well known (see [2]) that if DDP is not 
solvable, then it may be possible to approximately 
decouple d and z up to any degree of accuracy. In 
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this section we will consider a generalization of 
this problem, the almost disturbance decoupling 
problem ADDP (see [2]), while incorporating a 
certain guaranteed upper bound on the number of 
differentiators that are asymptotically needed to 
realize the decoupling transfer matrix between the 
disturbance d and the control u. In our terminol- 
ogy, for O ~ 72, O ~< 0, a guaranteed upper bound 
-O  to the number of differentiators needed to 
realize T(s) (i.e. the highest non-negative power of 
s in the Laurent expansion of T(s)) corresponds to 
a guaranteed roll-off r(T)>I O. Recall that for the 
state feedback F~ : R" --* R ", 
TF, (S) = F~( IS-- AF,)-' G. 
Definition 3.1, Let O E ~' be non-positive. We will 
say that (ADDP)p, the almost disturbance decou- 
piing problem with guaranteed roll-off p, is solvable 
if and only if there exists a sequence of state 
feedback matrices (F,}~>o and T(s)~R~'×q(s) 
such that 
I IH( Is-AF)-  GI,--*0 
and 
TF,(S)~T(s ) inSP'(0) 
as e$0. 
Consider now the almost controllabil ity sub- 
space algorithm (ACSA)'  [2], which computes re- 
cursively the following subspaces: 
q ,k+l=imB+A(  k n H)  ~9"k~r. ker ~ker  H 
a = {o}. kerH 
(3.1) 
This recursion defines a non-decreasing sequence 
of subspaces which reaches a limit after a finite 
number of steps. Moreover, this limit equals S,°~',~ u 
= ~'~', the supremal L~-almost controllability sub- 
space 'contained in' ker H (see [2]). Since Y/'b* = 
"//'* +N'~', the main result of this section states 
that a necessary and sufficient condition for 
(ADDP)  to be solvable is that the disturbances 
enter ~/'~* sufficiently 'deeply'. 
Theorem 3.2. Let p E Z be non-positive. 
( ADDP)p is solvable if and only if 
im G c ¢/'* + 5ak~°r~t 1 . 
Then 
Proof (outline). (~)  Let {F~)E> 0 be as in Defini- 
tion 3.1. Note that 
H( IS -AF . ) - IG=H( Is -A) - ' (G+ BTF(S)). 
It can be shown that the left-hand side converges 
to 0 pointwise in Re s > 0 and that TF(S ) ---) T(s) 
pointwise in Re s > 0. Hence we obtain 
0 = H( I s -  A ) - ' (6  + BT(s)) 
in Re s > 0, and, consequently, for all s E C. Since 
T(s) ~ Rq×"(s), the conclusion then follows from 
[5]. 
(~)  (i) Decompose 
c,a-p+ 1 = y/-, ~.L~a, 
"~*  "{'- ~ ker  I I  
where ~ is the sum of singly generated almost 
controllabil ity subspaces [6]. Using a result analo- 
gous to [6], Lemma 7.5, let .~c  R" and F: R" ---, R '" 
be such that 
(A lim B) =.~(9 ~* ~..~o, 
AF~/'* C y/"* ' AF(.OO"~ y/'*) C..,~"~ -if'* 
and 
Re O(AFI(~(~ U*) /~¢ '* )  < 0. 
(ii) Let ~. be a sequence of (A, B)-invariant 
subspaces converging to £P and let F, : £~ --) R"  be 
such that 
and 
o(A + BLI )= {-- 1 1} , . . . ,  
(cf. the construction in [7]). For e sufficiently 
small, 
(A [im B) =.~'~ "//'* ~,L~. 
Define now 
F~lL-Z~,=/b[.£-~, F~I ( .~Z¢ '* ) ,=F I (~e~U "*) 
and F, ,= 0 outside (A [im B). 
(iii) It can then be proven that 
IIH(Is--AF,)-'G[I,-->O (e$O), 
that T(s) ~ R~'Xq(s) exists such that 
TF(S) -T (s )~O (e$O) 
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uniformly on compact sets in Re s > 0 and that 
the (Euclidean) norms IITF(S)- T(s)ll are bounded 
from above in Re s > 0 by a polynomial in Isl, 
independent of e. The results then follows from 
Fact 1.3, [] 
We will now formulate the above result again in 
terms of the solvability of the rational matrix 
equation (L) as given by (2.2). Recall that R'~"×q(s) 
is the space of all strictly proper real rational 
(m × q) matrices. 
Definition 3.3. Let P ~ Z' be non-positive. We will 
say that (L) is approximately O-solvable over 
R'l"×q(s) if and only if there is a sequence 
( 
and X(s )~ R'~'×q(s) such that 
I lG,2(s)X,(s) + G,,(s))l, ~ 0 
and 
X. (s )~X(s )  in 5a'(0) 
as e~O. 
The following theorem now follows easily (see 
also [1], Prop. A.2): 
Theorem 3.4. Let O ~ 7/ be non-positive. Then the 
following statements are equivalent: 
(i) (L) is approximately O-solvable over 
~n×q(s ) .  
(ii) (L) is solvable over R"/×q(s). 
G°lP +1 [] (iii) im Gc  ze'* +~" k~n. 
4. Almost disturbance decoupling with guaranteed 
roll-off by measurement feedback 
main result generalizes the separation principle as 
stated in [1], p. 1079: 
Theorem 4.1. (i) (positive guaranteed roll-off). Let 
P ~ Z be positive. Then (ADDPM)p is solvable if 
and only if 
imGc~'P-~(Y/ ' * )  and 5af fckerH.  (4.1) 
(ii) (non-positive guaranteed roll-off). Let O ~ 7_ 
be non-positive. Then ( A DDPM)p is solvable if and 
only if 
w-P+1 and 5ab*ckerH.  (4.2) im G c Y/'* +~k~,  
The proof of this theorem will be given through 
a series of lemmas involving the solvability and 
approximate solvability of the following linear ra- 
tional matrix equation (cf. [1]). Consider 
(L') G~2(s )X(s )G21(s )+Gl t (s )=O.  (4.3) 
Recall that R~'×P(s) is the space of all proper real 
rational (m ×p)  matrices. 
Definition 4.2. Let P ~ Z. We will say that (L') is 
O-solvable over R"XP(s), if and only if there is 
X(s)  ~ R'"×P(s) such that 
X( s )G2,( s ) ~ n'~'×q( s ). 
We will say that (L') is approximately O-solvable 
over ~ ~' ×a(s) if and only if there exists a sequence 
{ X.(s))~>o Cn~'×P(s),  
T (s )E  R'~*Xq(s) and a real % such that as e -=, 0 
I lG, , (s)+G12(s)X,(s)G2,(s) lh- -+0 (4.4) 
and 
X~(s)GE,(S ) ~ T(s )  inSP'(e0). (4.5) 
We will now consider the main problem of this 
paper. It turns out that necessary and sufficient 
conditions for the solvability of (ADDPM)p can 
be obtained for O > 0 (P ~<0) by requiring the 
solvability of both (DDP)o ((ADDP)p) and the 
solvability of the almost disturbance decoupled 
estimation problem, ADDEP (see [1]). The latter 
problem requires the existence of an observer, 
having the measurement y as its input and an 
estimate £ of z as its output, such that the L~-norm 
of the impulse response from d to the estimation 
error e ,= z -£  is arbitrarily small. Hence, our 
Make the following important observation (cf. 
[1], Lemma 4.2): 
Lemma 4.3. Let P ~ 7_. Then ( ADDPM)p is solva- 
ble if and only if (L') is approximately p-solvable 
over R ~)'×P(s). 
Proof. (~)  There is a sequence 
I~mXPt ,s)  
and T(s) ~ R~'Xq(s) such that 
llGAs)lh --' 0 
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and 
T~(s) ~ r (s )  inS" ' (o0)  
as e$0, where G,(s) and T~(s) are given by (1.4) 
and (1.6) respectively. Now take 
X~(s) ,= ( I  - F , (s)G22(s)) - 'F~(s) .  
Then X~(s) ~ R~'Xp(s) and (4.4) and (4.5) hold. 
. . . .  ×P" ) satisfy (4.4) and (=)  Let (X~(s)) ,>0 c K 0 ts 
(4.5). Take 
F,(s) ,= X , (s ) ( I  + G22(s )X , (s ) ) - '  
Then F,(s) ~ R"o'Xp(s) and, since 
X,(s)  = ( I  - F~(s)G22(s))- 'F~(s), 
it follows that (1.4) is satisfied and that T,(s), as 
defined by (1.6), satisfies 
T~(s) ~ T(s)  inA'~'(Oo). [] 
The following result states that approximate 
O-solvability over the space of proper rational 
matrices is equivalent to exact O-solvability over 
the space of all rational matrices. This nice result 
will enable us to continue the proof of Theorem 
4.1 in a purely algebraic way. 
Lemma 4.4. Let O ~ 2~e. (L') is approximately O- 
solvable ooer R " ×pl~ if and only if (L') is O-solva- 0 ~')! 
ble ooer ff~"Xp( s). 
Proof. (~)  For suitable rational matrices 
A(S)  (~ ~ql×pm(s), b (s )  (= nq l (s )  
and 
C(S)~ qrn×pm ' 
(L') can be written as 
A(s )x (s )+b(s )=O,  
whereas the constraint 
m×q (s) 
can be translated into 
C( s )x(  s ) ~ R"/q( s ). 
Note that A(s )x (s )+ b(s)= 0 is a special case of 
(L) as given by (2.2) (see also [1], Comment  1). 
Therefore it follows from the proof of Theorem 3.2 
that a sequence 
(x~(s ) )  ~>0 c R l " ' ( s )  
exists and .~(s)~ R P' (s)  such that the following 
hold: 
(1) I IZ(s)x,(s) + b(s)lla ---' 0, 
(2) x,(s)  - :~(s) ---, 0 uniformly on compact sets 
in Re s > 0, and 
(3) the norms I l x , ( s ) -  x(s)l l are bounded from 
above in Re s > 0 by a polynomial in Isl, indepen- 
dent of e. 
Consider II~ P"'(s) as a linear space over the field 
•(s). Obviously A(s)  defines a linear map on 
R m"(s). Denote ~¢,= ker A(s) and let ~c  R P"(s) 
be such that sa¢*..~= RP"(s).  Let (0~ Az(s)) be a 
matrix for A(s) in this decomposition. Note that 
A2(s) is left-invertible. Decompose 
x(s)=(x,(s)':x2(s)T) T, 
and 
= T.  2(slT) ". 
From (1) it follows that 
A(s)x (s) + b(s)  = A2(s)x 2(s) + 
- .0  
pointwise in Re s > 0. From (2) it follows that 
A2(s )x , .2 (s )+b(s )  
pointwise in Re s > 0. Hence we obtain 
Az(s )~(s )  = -b (s )  =A2(s )x2(s  ), 
from which it follows that ,;c2(s ) = x2(s ). Write 
x~(s) = x~ (s) + x ; ( s ) ,  
where x~(s)  is strictly proper and x?(s)  is a 
polynomial vector. Let k be a positive integer such 
that for all e > 0 
+ 1) - 'x? (s )  
is strictly proper. Denote 
x*~,~(s),= x? (s )  + (es + 1) -kx? (s ) .  
Clearly x*l(s ) is strictly proper. Define now 
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8c 
Q(s)  = 
It follows immediately that 
(1) IIA(s)Y~(s)+ b(s)ll ] --,0 (e J,0), 
(2) 2(s ) -x (s )~O (e$0), uniformly on com- 
pact sets in Re s > 0, and 
(3) the norms 112~(s)- x(s)ll are bounded from 
above in Re s > 0 by a polynomial in Isl, indepen- 
dent of e. 
Finally, it can then be seen that 




C(s )2~(s ) - - *C(s )x (s )  inSP'(%),  
for some o 0 depending on the rational matrix 
C(s). 
(~)  From (4.4) and (4.5) we obtain 
C(s) 
(e $0) pointw]se in Re s> max{0, o0}, for some 
t(s) ~ R~'q(s). It can then be proven that a vector 
x(s)  ~ R P"(s) exists, such that 
C(s) It(s), 
r--1 
As the last major step in our proof of Theorem 
4.1, we will show that the p-solvability of (L') is 
equivalent to both the solvability over R'~'×q(s) of 
the equation (L) as given by (2.2) and the solvabil- 
ity over R/×P(s) of the linear equation 
(L") X(s)G21(s)+Gl~(s) .  (4.6) 
For this we need a rather special result on the 
existence of a normal form for rational matrices. 
In the following, a permutation matrix will be a 
q × q square matrix P, obtained by interchanging 
the columns of the q × q identity matrix Iq arbi- 
trarily. 
Lemma 4.5. Let R(s) be a real rational (q × r) 
matrix ( q >1 r) of full rank r. Then there exist a 
(q × q) permutation matrix P and a bijective ra- 
tional (r × r) matrix A (s) such that 
R(s )=PQ(s )A(s ) ,  
where Q( s ) is a rational ( q × r) matrix of the form 
with zeros above the diagonal, ones on the diagonal 
and proper rational functions below the diagonal. 
Proof. Omitted. 
For any linear space Y', decomposed as Y'= 
,~e5 a, the projection ~r : Y '~ Y'of Xonto 5Palong 
will be defined by 
~rl,9"=llSe and ~r J~=0l ,~.  
In the following, let E o denote the q×(q- r )  
matrix defined by 0) 
Note that if Q(s) has the form (4.7), then the 
composite matrix (Q(s)i  Eo) is bicausal, i.e. it is 
proper and has a proper inverse. This property will 
be crucial in the proof of the following: 
Lemma 4.6. Consider the linear space Rq(s). Let 
z¢~'c Rq(s) be a subspace. Then there exists a sub- 
space @c Rq(s) such that Y/'~ @= ~q(s) and such 
that the projection ~r of Rq(s) onto ~ along ¢/" has 
the property that 
,rR o(S)cRq(s). 
Proof .  Suppose that dim ~/'= r and let R (s) be a 
full-rank rational matrix such that "//'= im R(s). 
Factorize 
R(s )=PQ(s )A(s ) ,  
where Q(s) has the canonical form (4.7). Define a 
subspace go c Rq(s) by go '= im E o and define @ 
'= Pgo. Note that Y/'= P im Q(s) and that •q(s) 
=im Q(s)~@o. It follows that Rq(s)= Y/'~ g. 
Moreover, it can be seen that a matrix of ~" with 
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respect o the natural basis of ~q(s) is given by 
~r(s) := (Oq×r ~ PEo )( PQ( s ) ~ PEp)- '  
Since 
(PQ(s)~ PEo)- '  = (Q(s)~ Eo) - 'P - ' ,  
we find that ~'(s) is proper or, equivalently, that 
the subset Rq(s) is invariant under ~'. [] 
We can now prove the following important 
lemma: 
Lemma 4.7. Let p ~ 2~. Then (L') is p-solvable over 
~"×P(s)  if and only i f(L) is solvable over R~'×q(s) 
and (L") is solvable over R/Xp(s). 
Proof. (=)  i.s a triviality. 
(=)  Let 
Xl(S)~Rnol×q(s) and X2(s )~Rt×P(s )  
be solutions to (L) and (L") respectively. Apply 
the foregoing lemma with ~e'= ker G21(s ) and de- 
fine 
solvability of (L) over R~'×q(s) is equivalent to 
im GcRP- I (¢ / ' * )  
(im Gc  ¢/'* + o,-p+l~ ~ker  H ] 
and the solvability of (L") over RI×P(s) is equiva- 
lent to,SP/* c im G (see [1], Prop. 2). [] 
Note that the proof of Theorem 4.1 required 
some more analysis than the analogous result in [1] 
on the solvability of ADDPM without roll-off 
constraints. The solvability of the latter problem 
can be formulated purely in terms of the solvabil- 
ity of a linear equation over an arbitrary field (see 
[11, App. B). 
There are two important special cases of Theo- 
rem 4.1 that we want to state in a separate 
corollary: 
Corollary 4.8. (i) ( ADDPM)t  is solvable if and only 
if 
imGcze '*  and 5P~ c ker H. 
(ii) (ADDPM)o is solvable if and only if 
imGcze '*+imB and 5 #*CkerH.  [] 
Note that 
ker G2,(s ) c ker G,,(s). 
It follows that X~(s) is a solution to (L), since 
G,z (s )X{(s )  Iker G=,(s)= 0 
= _G l , ( s  ) Iker G2,(s) 
and 
G,2(s)X~(s)  lg= G,z(s)X~(s)  lg  
= -G l l ( s ) l  o~. 
Also note that X~(s)~ R~'×q(s). Finally, since 
ker Gzl(s ) c ker X~(s), 
X~(s) can be written as 
for some X(s) ~ R"'×P(s). [] 
We will now complete the proof of Theorem 
4.1. 
Proof of Theorem 4.1. For p ~ Z, p >/0 (p ~< 0) the 
Note that the first result states that the condi- 
tions for solvability of ADDPM with disturbance- 
to-control transfer matrices having a strictly proper 
limit, are that both the disturbance decoupling 
problem by state feedback, DDP (see [4], Ch. 4), 
and the almost disturbance decoupling estimation 
problem, ADDEP (see [1]), are solvable. If in the 
above statement we change strictly proper by 
proper, then the conditions become equivalent o 
the solvability of both (ADDP) 0 and ADDEP. 
5. Extensions 
Remark 5.1. The results of Section 2 can be dual- 
ized to obtain conditions for the solvability of the 
disturbance decoupling estimation problem [1,8] 
with guaranteed (positive) roll-off p, (DDEP)o. 
This problem is concerned with the system 
± = Ax + Gd, y= Cx, z = Hz. 
It is said to be solvable if an observer 
6> = K~ + Ly, ~=M~,  
exists such that the transfer matrix H(s)  between d
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and e = z -  2 vanishes identically and such that 
the observer transfer matrix 
g( I s - r ) - ' L  
is in R~P(s) .  Let 5 p* be the infimal (C, A)-in- 
variant subspace containing im G [8], and for p 
Z, p > 0 define 
P 
= Y'.  
i= l  
It can then be proven that (DDEP)p is solvable if 
and only if 
J ' ° - ' (Sa* )  c ker H. (5.1) 
Moreover, this condition can be shown to be 
equivalent to the solvability over RtpXp(s) of the 
linear equation 
a , , ( s )  + X(s )Gz , (s )= O. 
Remark 5.2. The results of Section 3 can be dual- 
ized to obtain conditions for the solvability of the 
almost disturbance decoupled estimation problem 
[1] with guaranteed (non-positive) roll-off p, (AD- 
DEP)p. This problem will be said to be solvable if, 
for the observed system as above, a sequence of 
observers {Zobs(e)}~ > 0, 
Xobs(e): (o=K,~o+L~y, ~=M,~o, 
exists such that the sequence of transfer matrices 
H,(s) between the disturbance d and the estima- 
tion error e := 2 - z satisfies 
I In,(s) lh --, 0 (e+O) 
and such that, for some W(s)E  R~P(s) ,  
M~( Is -  K~)-'L~ ~ W(s)  inSa'(0) 
as e$0. Following [1], define an almost comple- 
mentary observability subspace algorithm (ACO- 
SA)' by 
"v'k + l = ker C fq A - ' ( ~ikmc + im G imc
0 ~ n. 
~imG 
(5.2) 
It can then be shown that for p ~ 71, p ~< 0, (AD- 
DEP)p is solvable if and only if 
,//--p+ 1 c kerH.  (5.3) 6P* ~ " i,~ 
This condition can be shown to be equivalent o 
the approximate p-solvability over RIo×P(s) of the 
equation 
a , , ( s )  + X(s)a2, (s  ) = O. 
Finally we would like to mention the connec- 
tion between the PID-disturbance decoupled 
estimation problem ([1], Def. 9) and condition 
(5.3). It can in fact be proven that if (5.3) is 
satisfied, then -p  gives an upper bound to the 
order of differentiation i the PID-observer needed 
to achieve disturbance-decoupled estimation. 
Remark 5.3. The final remark we want to make is 
that we could also dualize the results of Section 4. 
We would then find that for p>0 (p~<0) the 
conditions im G c Y/'b* and (5.1) (resp. (5.3)) taken 
together are necessary and sufficient for the ap- 
proximate p-solvability over R ~' ×P(s) of (L'), now 
in the sense that G~2(s)X,(s ) converges to an 
element in R~×P(s). 
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