ABSTRACT. In this work we discuss two urn models with general weight sequences (A, B) associated to them, A = (αn) n∈N and B = (βm) m∈N , generalizing two well known Pólya-Eggenberger urn models, namely the so-called sampling without replacement urn model and the OK Corral urn model. We derive simple explicit expressions for the distribution of the number of white balls, when all black have been drawn, and obtain as a byproduct the corresponding results for the Pólya-Eggenberger urn models. Moreover, we show that the sampling without replacement urn models and the OK Corral urn models with general weights are dual to each other in a certain sense. We discuss extensions to higher dimensional sampling without replacement and OK Corral urn models, respectively, where we also obtain explicit results for the probability mass functions, and also an analog of the dualitiy relation. Finally, we derive limit laws for a special choice of the weight sequences.
INTRODUCTION
In this work we analyse two sequential urn models with two types of balls. At the beginning, the urn contains n white and m black balls, with n, m ≥ 1. Associated to the urn model are two sequences of positive real numbers A = (α n ) n∈N and B = (β m ) m∈N . At every step, we draw a ball from the urn according to the number of white and black balls present in the urn with respect to the sequences (A, B), subject to the two models defined below. The choosen ball is discarded and the sampling procedure continues until one type of balls is completely drawn.
Urn model I (Sampling with replacement with general weights).
Assume that n white and m black balls are contained in the urn, with arbitrary n, m ∈ N. A white ball is drawn with probability α n /(α n + β m ), and a black ball is drawn with probability β m /(α n + β m ). Additionally, we assume for urn model I that α 0 = β 0 = 0.
Urn model II (OK Corral urn model with general weights).
For arbitrary n, m ∈ N assume that n white and m black balls are contained in the urn. A white ball is drawn with probability β m /(α n + β m ), and a black ball is drawn with probability α n /(α n + β m ).
The absorbing states, i.e. the points where the evolution of the urn models stop, are given for both urn models by the positive lattice points on the the coordinate axes {(0, n) | n ≥ 1}∪{(m, 0) | n ≥ 1}. These two urn models generalize two famous Pólya-Eggenberger urn models with two types of balls, namely the classical sampling without replacement (I), and the so-called OK-Corral urn model (II), described in detail below. We are interested in the distribution of the random variable X m,n counting the number of white balls, when all black balls have been drawn. For both urn models we will derive explicit expression for the probability mass function P{X n,m = k} of the random variable X n,m . Moreover, we will describe a certain duality between the sampling without replacement urn model and the OK Corral urn model using an appropriate transformation of weight sequences.
1.1. Weighted lattice paths and urn models. Combinatorially, we can describe the evolution of the urn models I and II by weighted lattice paths. If the urn contains n white balls and m black balls and we select a white ball, then this corresponds to a step from (m, n) to (m, n − 1), to which the weight α n /(α n + β m ) is associated for urn model I, and β m /(α n + β m ) for urn model II. Converserly, if we select a black ball, this corresponds to a step from (m, n) to (m − 1, n), to which the weight β m /(α n + β m ) is associated for urn model I, and α n /(α n + β m ) for urn model II. The weight of a path after t successive draws consists of the product of the weight of every step. By this correspondence, the probability of starting at (m, n) and ending at (j, k) is equal to the sum of the weights of all possible paths starting at state (m, n) and ending at state (j, k), for j, k ∈ N 0 . The expressions for the probability, obtained by this combinatorial model are, although exact, very involved and not useful for i.e. the calculation of the moments of X n,m , or for deriving asymptotic expansions for large n and m.
1.2.
Connection to ordinary Pólya-Eggenberger urn models. The dynamics of ordinary Pólya-Eggenberger urn models are very similar to the dynamics of the two previously descirbed urn models. At the beginning, the urn contains n white and m black balls. At every step, we choose a ball at random from the urn -a white ball is drawn with probability n/(n + m) and a black ball is drawn with probability m/(n + m) -and examine its color and put it back into the urn and then add/remove balls according to its color by the following rules. If the ball is white, then we put a white and b black balls into the urn, while if the ball is black, then c white balls and d black balls are put into the urn. The values a, b, c, d ∈ Z are fixed integer values and the urn model is specified by the transition matrix M = a b c d . We can specialise the sequences A = (α n ) n∈N and B = (β m ) m∈N in order to obtain two families of Pólya-Eggenberger urn models as special cases.
1.3. Sampling without replacement and generalizations. This classical example corresponds to the urn with transition matrix M = −1 0 0 −1 . In this model, balls are drawn one after another from an urn containing balls of two different colors and not replaced. What is the probability that k balls of one color remain when balls of the other color are all removed? The generalized sampling without replacement urn is specified by ball transition matrix given by M = −a 0 0 −d , with a, d ∈ N. In the general model one asks for the number of white balls when all black balls have been removed, starting with a · n white balls and d · m black balls. Let Y an,dm denote the random variable counting the number of white balls when all black balls have been removed. The random variable Y an,dm is related to X n,m of urn model I in the following way.
The most basic case a = d = 1 can be treated by several different methods such as generating functions, lattice path counting arguments, etc. The distribution of Y n,m is a folklore result and given as follows.
1.4. The OK Corral problem and generalizations. The so-called OK Corral urn serves as a mathematical model of the historical gun fight at the OK Corral. This problem was introduced by Williams and McIlroy in [22] and studied recently by several authors using different approaches, leading to very deep and interesting results; see [20, 10, 11, 12, 19, 3] . Also the urn corresponding to the OK corral problem can be viewed as a basic model in the mathematical theory of warfare and conflicts; see [11, 12] . An interpretation is given as follows. Two groups of gunmen, group A and group B (with n and m gunmen, respectively), face each other. At every discrete time step, one gunman is chosen uniformly at random who then shoots and kills exactly one gunman of the other group. The gunfight ends when one group gets completely "eliminated". Several questions are of interest: what is the probability that group A (group B) survives, and what is the probability that the gunfight ends with k survivors of group A (group B)? Apparently, the described process corresponds to a Pólya-Eggenberger urn model with transition matrix M = 0 −1 −1 0 . This model was analyzed by Williams and McIlroy [22] , who obtained an interesting result for the expected value of the number of survivors. Using martingale arguments and the method of moments Kingman [10] gave limiting distribution results for the OK Corral urn model for the total number of survivors. Moreover, Kingman [11] obtained further results in a very general setting of Lanchester's theory of warfare. Kingman and Volkov [12] gave a more detailed analysis of the balanced OK Corral urn model using an ingenious connection to the famous Friedman urn model; amongst others, they derived an explicit result for the number of survivors. In his Ph. D. thesis [19] Puyhaubert, guided by Flajolet, extended the results of [10, 12] on the balanced OK Corral urn model using analytic combinatoric methods concerning the number of survivors of a certain group. His study is based on the connection to the Friedman urn showed in [12] . He obtained explicit expression for the probability distribution, the moments, and also reobtained (and refined) most of the limiting distribution results reported earlier. Some results of [19] where reported in the work of Flajolet et al. [3] , see also Flajolet [2] . Stadje [20] obtained several limiting distribution results for the generalized OK Corral urn, as introduced below, and also for related urn models with more general transition probabilities.
A natural generalization of the OK Corral urn model is to consider an urn model with transition matrix given by M = 0 −b −c 0 , b, c ∈ N, which may serve as a simple mathematical model of warfare with unequal fire power. Let Y cn,bm denote the random variable counting the number of white balls when all black balls have been removed, starting with c · n white balls and b · m black balls. The random variable Y cn,bm is related to the random variable X n,m of urn model II in the following way.
Concerning the special case c = b = 1 Puyhaubert and Flajolet obtained the following result for the distribution of Y n,m .
1.5. Notation. Throughout this work we use the notations N = {1, 2, 3, . . . } and N 0 = {0, 1, 2, . . . }. Furthermore, we denote with i the imaginary unit, i 2 = −1. We use the abbreviations x s := x(x − 1) · · · (x − s + 1) for the falling factorials. Further we denote with n k the unsigned Stirling numbers of the first kind and with n k the Stirling numbers of the second kind. We use the notation X n (d) − − → X for the weak convergence, i. e. the convergence in distribution, of the sequence of random variables X n to a random variable X.
1.6. Overview. We derive explicit formulas for the probability mass functions of the two urn models I and II for two given sequences (A, B) of positive numbers A = (α n ) n∈N and B = (β m ) m∈N assuming that both sequences (A, B) satisfy the conditions α j = α and β j = β , 1 ≤ j < < ∞. Our explicit results concerning the distribution of X n,m and the resulting expressions for the Pólya-Eggenberger urn models generalize the corresponding results of [3, 8] . Furthermore, we also study higher dimensional urn models with r ≥ 2 types of balls. Our approach consists of constructing a family of functions (f n,m (t)) n,m∈N , which can be related to the probability generating function of the random variables X n,m . It is based on the work of Stadje [20] , see also Kingman and Volkov [12] . Stadje did derive an integral representation for the probabilites P{X n,m = k} for urn model II. In this work we revisit Stadje's approach and extend it to urn model I in order to obtain integral representations for both urn models, which in turn will be used to derive the explicit expressions for the probability mass function P{X n,m = k}.
Furthermore, concerning the Pólya-Eggenberger versions of urn models I and II we will derive various expressions for the moments of the random variables X n,m (or more precisely Y an,dm and Y cn,bm ). Later, we extend urn models I and II to higher dimensions by considering r ≥ 2 different types of balls. Moreover, we will prove that both urn models are dual to each other in a certain sense, see Section 6, which also extends to the higher dimensional urn models. Finally, in Section 7 we study urn model I with weight sequences (α n ) n∈N = (n) n∈N and (β m ) m∈N = (m 2 ) m∈N and show that interesting limiting distributions arise, curiously involving the Jacobi Theta function Θ(q) = n∈Z (−1) n q n 2 .
MAIN RESULTS
2.1. Results for urn model I. Theorem 1. The probability mass function of the random variable X n,m , counting the number of remaining white balls when all black balls have been drawn in urn model I with weight sequences A = (α n ) n∈N , B = (β m ) m∈N (Sampling with replacement with general weights)), is for n, m ≥ 1 and n ≥ k ≥ 0 given by the explicit formula
assuming that α j = α and β j = β , 1 ≤ j < < ∞, and that α 0 = 0. 
The moments of the normalized random variableŶ an,dm = Y an,dm /a are given by the following expressions.
where n k denote the Stirling number of the second kind, and
) the falling factorials.
Results for urn model II.
Theorem 2. The probability mass function of the random variable X n,m , counting the number of remaining white balls when all black balls have been drawn in urn model II with weight sequences A = (α n ) n∈N , B = (β m ) m∈N (OK Corral urn model with general weights), is for n, m ≥ 1 and n ≥ k ≥ 1 given by the explicit formula
assuming that α j = α and β j = β , 1 ≤ j < < ∞. For n, m ≥ 1 and k = 0 we obtain starting with c · n white and b · n black balls, is given by
Using the explicit expressions for the probabilities and an important result of Puyhaubert [19] and Flajolet [2] , originally developed for the analyis of the case b = c, we can give a precise description of the moments. where the coefficients m i,s , with 1 ≤ i ≤ 2s, of M s are specified by the triangular system of linear equations
DERIVING THE EXPLICIT RESULTS: URN MODEL I
By definition of urn model I the probabilities P{X n,m = k} satisfy the following system of recurrence relations.
In order to prove the result above we first derive a class of formal solution of the system of recurrence relations (2) . Then, out of the class of formal solutions we determine the proper solution by adapting to the initial conditions P{X n,0 = n} = 1 for n ≥ 0. We will present the proof using a sequence of lemmata.
, with parameter ξ k (t) ∈ C, satisfy for each fixed t ∈ i · R and n, m ≥ 1 and k ≥ 1 a recurrence relation of the type (2). Moreover, f n,m,k (t) is a meromorphic function in C, with poles at the values {−β | 1 ≤ ≤ m} and
Proof. We observe that for arbitrary n, m, k ≥ 1
Consequently,
which proves that f n,m,k (t) satisfies a recurrence relation of the type (2).
Note that we exclude the case k = 0, since we assume that α 0 = 0. Since all of the quantities f n,m,k (t) ∈ C are solutions of a recurrence relation of the type (2), we can derive another family of solutions.
f n,m,k (t)dt are for n, m, k ∈ N formal solutions of the system of recurrence relations (2), with parameter ξ k ∈ C assumed to be a constant independent of t. For n ≥ k ≥ 1 and m ≥ 1 we can obtain F n,m,k by two different contours of integration,
where
Proof. By definition of f n,m,k (t) the first stated asseration easily follows. By Lemma 1 f n,m,k (t) is a meromorphic function in C, with simple poles at the values {−β | 1 ≤ ≤ m} and {α j | k ≤ j ≤ n}. By taking the limit R → ∞ in the two different contours of integration we observe that the contributions of γ 2 and γ 3 are zero in the limit, and only the contribution of γ 1 remains. Hence,
Next we will derive an alternative representations for F n,m,k using the formal residue calculus.
Lemma 3. Assume that the weight sequence A = (α n ) n∈N satisfies α i = α j for all i, j ∈ N with i = j. Then the value F n,m,k admits for n ≥ k ≥ 1 and m, ≥ 1 the following representation.
Assume that the weight sequence B = (β m ) m∈N satisfies β i = β j for all i, j ∈ N with i = j. Then the value F n,m,k admits for n ≥ k ≥ 1 and m, ≥ 1 the following representation.
Proof. By definition of F n,m,k and Lemma 2 we have
By the residue theorem with respect to the poles −α j , k ≤ ≤ j, we obtain the representation
, by the assumption on the weight sequence A. A similar argument leads to the second representation for F n,m,k .
Note that one can alternatively convert between the two expression using the partial fraction identity
For example, applying the partial fraction identity to the second expression gives
Another application of the partial fraction identity provides the first expression.
We still have to adapt the parameter ξ k in the representation of F n,m,k to the initial conditions P{X n,0 = k} = δ n,k for n, k ≥ 0, and the check the initial conditions. First we will consider the special value F n,m,m in order to choose the parameter ξ k in the representation of F n,m,k based on the explicit expression. Then we will check if the initial conditions are fulfilled. Let k = n. We have
. Application of (3) with respect to the case k = n gives
.
Setting m = 0 we obtain F n,0,n = ξ n α n . In order to adapt to the special cases of the initial conditions P{X n,0 = n} = 1 for n ≥ 1 we choose ξ k = 1/α k for n ≥ 1 and k ≥ 1. Then we extend the definition of f n,m,k (t) and F n,m,k to cope with the additional boundary cases n = 0, m = 0 and k = 0. We obtain the desired representation by a slight modification of the definition of f n,m,k (t) in the case of k = 0.
, for k = 0,
, such that R > max 1≤ ≤m,k≤j≤n {β , α j } and ε < min 1≤ ≤m,k≤j≤n {β , α j }, are the proper solution of the system of recurrence relations (2) fulfilling the stated initial conditions involding the boundary cases n = 0 and m = 0.
Proof. First we check that the initial conditions P{X n,0 = k} = δ k,n for n ≥ 1 and k ≥ 0. For k = n we can use our previous computation which lead to the choice ξ k = 1/α k , and the stated result easily follows using (3). For k = n we use residue theorem and then the partial fraction decomposition
Taking the limit x → 0 in the identity above provides the needed result. Finally, we check the initial conditions P{X 0,m = k} = δ k,0 for m ∈ N and k ∈ N 0 . For k = 0 we immediately obtain P{X 0,m = 0} = 1, due to the additional simple pole at t = 0. Concerning the remaining cases k ≥ 1 we rely on the integral representation of the probabilities 1 2πi C3f n,m,k (t)dt. By Lemma 1f n,m,k (t) has no singularities with negative real part (more precisely, it has removeable singularities at {α j | 1 ≤ j ≤ n}). Hence, by the Cauchy integral theorem P{X 0,m = k} = 1 2πi C3f 0,m,k (t)dt = 0 for k ≥ 1 and n = 0. Remark 1. It seems difficult prove that the initial conditions P{X 0,m = k} = δ k,0 for m ∈ N and k ∈ N 0 are satisfied relying on the other integral representation, or solely on the two explicit expressions valid for n ≥ k ≥ 1 and m ≥ 1.
Proof of Theorem 1. By Lemma 3 we obtain for m, n ≥ 1 and k ≥ 1 the stated explicit expressions. Our subsequent calculations show that stated expressions are also valid for k = 0. By Lemma 1 and Lemma 4 the recurrence relations and the initial conditions are are fulfilled. It remains to prove that the stated formulas are also valid in the case k = 0.
By the residue theorem we obtain
, subject to α 0 = 0, which proves the first part of the stated result for k = 0. The second formula follows easily using the partial fraction decomposition (3). Alternatively, one may change the contour of integration C 3 and collect the residues at the poles −β 1 , . . . , −β m . Concerning the moments we use the well know, see e.g. [7] , basic identities
LetŶ an,dm denote the scaled random variable Y an,dm /a. The factorial moments ofŶ an,dm are derived as follows.
By interchanging summation and using the first identity stated in (4) we get further
The application of the second identity stated in (4) and the fact that
where n k denotes the Stirling numbers of the second kind lead obtain the following results. 
E(Ŷ

DERIVING THE EXPLICIT RESULTS: URN MODEL II
The derivation of the explicit results for urn model II is similar to are previous approach to urn model I; therefore we will be more brief. By definition the probabilities P{X n,m = k} satisfy the following system of recurrence relations.
P{X n,0 = k} = δ k,n , and P{X 0,m = k} = δ k,0 , m ≥ 1.
As before, we first derive a class of formal solution of the system of recurrence relations (6) . Then, out of the class of formal solutions we determine the proper solution by adapting to the initial conditions P{X n,0 = n} = 1 for n ≥ 0.
Lemma 5. The quantities g n,m,k (t) ∈ C, defined as
, with parameter ξ k ∈ C, satisfy for each fixed t ∈ i · R and n, m ≥ 1 and k ≥ 1 a recurrence relation of the type (6). Moreover, g n,m,k (t) is a meromorphic function in C, with poles at the values {−1/β | 1 ≤ ≤ m} and {1/α j | k ≤ j ≤ n}.
which proves that g n,m,k (t) satisfies a recurrence relation of the type (2).
Next we derive another family of solutions.
g n,m,k (t)dt is for n, m, k ∈ N a formal solution of the system of recurrence relations (6), with parameter ξ k ∈ C assumed to be a constant independent of t. For n ≥ k ≥ 1 and m ≥ 1 we can obtain G n,m,k by two different contours of integration,
Proof. By definition of g n,m,k (t) the first stated asseration easily follows. By Lemma 2 g n,m,k (t) is a meromorphic function in C, with simple poles at the values {−1/β | 1 ≤ ≤ m} and {1/α j | k ≤ j ≤ n}. By taking the limit R → ∞ in the two different contours of integration we observe that the contributions of γ 2 and γ 3 are zero in the limit, and only the contribution of γ 1 remains. Hence,
Next we will derive an alternative representations for G n,m,k using the formal residue calculus.
Lemma 7. Assume that the weight sequence A = (α n ) n∈N satisfies α i = α j for all i, j ∈ N with i = j. Then the value G n,m,k admits for n ≥ k ≥ 1 and m, ≥ 1 the following representation.
Assume that the weight sequence B = (β m ) m∈N satisfies β i = β j for all i, j ∈ N with i = j. Then the value G n,m,k admits for n ≥ k ≥ 1 and m, ≥ 1 the following representation.
Proof. By definition of G n,m,k and Lemma 2 we obtain the stated results by the residue theorem.
We adapt the parameter ξ k in the representation of G n,m,k to the initial conditions P{X n,0 = k} = δ n,k for n ≥ 1 and k ≥ 0 and obtain after a few calculations the necessary condition ξ k = α k for k ≥ 1. 
, such that R > max 1≤ ≤m,k≤j≤n {1/β , 1/α j } and ε < min 1≤ ≤m,k≤j≤n {1/β , 1/α j }, are the proper solution of the system of recurrence relations (2) fulfilling the stated initial conditions involding the boundary cases n = 0 and m = 0.
Proof. The initial conditions P{X n,0 = k} = δ k,n for n ≥ 1 and k ≥ 1 are satisfied since ξ k = α k . Finally, we check the initial conditions P{X 0,m = k} = δ k,0 for m ∈ N and k ∈ N 0 . For k = 0 we otain P{X 0,m = 0} = 1 due to the additional simple pole at t = 0. Concerning the remaining cases k ≥ 1 we rely on the integral representation of the probabilities 1 2πi C3ĝ n,m,k (t)dt. By Lemma 1ĝ n,m,k (t) has no singularities with negative real part (more precisely, it has removeable singularities at {1/α j | 1 ≤ j ≤ n}). Hence, by the Cauchy integral theorem P{X 0,m = k} = 1 2πi C3ĝ 0,m,k (t)dt = 0 for k ≥ 1 and n = 0.
Finally, the probabilities P{X n,m = 0}, with n, m ≥ 0 are calculated in two different ways using the residue theorem. 
The second sum was studied in detail in [19] . We will use the following important result.
Lemma 9 (Puyhaubert [19] ). Let the functions F (z, u) and W (z, u) be defined as
, where the polynomial f n has degree n 2 and g n has degree n+1 2
. The leading coefficient of f 2n is given by (2n − 1)!! = (2n − 1)(2n − 3) · · · 3 and the leading coefficient of g 2n+1 is given by (2n)!! = (2n)(2n − 2) · · · 2. Moreover, let Q denote Ramanujan's Q-function defined as
The sum k=1
be represented in terms of f n , g n and Q as follows.
The result above is proven in Puyhaubert [19] , p. 117-118, we refer the reader to the proof therein. As pointed out in [19] the function F (z, u) is closely related to Stirling numbers of the second kind. Note that in [19] there is a tiny misprint, namely the factor n! in the definition of f n and g n is missing. For a comprehensive discussion of Ramanujan's Q-function we refer the reader to the work of Flajolet et al. [5] . Using Lemma 9 we immediately obtain the stated description of the moments of ofŶ cn,bm . Furthermore, the second assertion follows easily by comparison of the degrees in f n (X) and g n (X), similar to [19] . The second expression for E(M s (Y cn,bm )) is easily obtained by simple manipulations of the binomial coefficients.
EXTENSION TO HIGHER DIMENSIONAL MODELS
It is natural to ask whether the simple explicit expressions for the probabilities P{X n,m = k}, as given in Theorem 1, can be extended to higher dimensional models, i.e. involving more than two balls. In the following we will generalize urn models I and II by considering urns with r ≥ 2 different types of balls.
At the beginning, the urn contains n balls of type balls, with n ≥ 1 for 1 ≤ ≤ r. Subsequently, we will use the multiindex notation n = (n 1 , . . . , n r ). Associated to the urn model are r sequences of positive numbers
At every step, we draw a ball from the urn according to the numbers of balls present in the urn with respect to the sequences (A [ ] ) 1≤ ≤r , subject to the two models defined below. The choosen ball is discarded and the sampling procedure continues until type r of balls is completely drawn. We are interested in the joint distribution of type 1 up to type r − 1 balls when all type r balls have been drawn.This corresponds again to the absorbing region A = A 1 ∪ A 2 , with A 1 = {(n 1 , . . . , n r−1 , 0) : n 1 , . . . , n r−1 ≥ 0} and A 2 = {(0, . . . , 0, n r ) : n r ≥ 1} We study the random vector X n = (X [1] n , . . . , X
,...,nr counts the number of type balls, starting with n balls of types 1, . . . , r, i. e. n balls of units, 1 ≤ ≤ r. Subsequently, we will derive explicit expressions for the probabilities P{X n = k}, for k = (k 1 , . . . , k r−1 ), with k j ≥ 0, for the following two urn models, extending our previous results corresponding to the case r = 2.
• Urn model I. Assume that the urn contains n balls of type balls, 1 ≤ ≤ r, with n r > 0 and at least one of the n j greater than zero, 1 ≤ j ≤ r −1. A ball of type is drawn with probability α • Urn model II. Assume that the urn contains n balls of type balls, 1 ≤ ≤ r, with n r > 0 and at least one of the n j greater than zero, 1 ≤ j ≤ r − 1. A ball of type is drawn with probability (1 − δ n ,0 )
Note that urn model I is the natural extension of the urn model I with two types balls. By suitable choice of the sequences
we obtain the standard Pólya-Eggenberger urn with r different kind of balls, and ball transition matrix M given by
In contrast the extension of urn model II is non-standard in the sense that for any specification of the sequences
we do not obtain ordinary higher dimensional Pólya-Eggenberger urn models anymore. The reason for this will become clear in Section 6, where we uncover the duality relation between these two urn models.
Explicit results for the probabilities.
Theorem 3. The distribution of the random vector X n , counting the number of remaining type 1, . . . , r −1 balls when all type r balls have been drawn in urn model I, is for n j ≥ 1 and n j ≥ k j ≥ 0, with 1 ≤ j ≤ r, given by the explicit formula ), counting the number of type balls, 1 ≤ ≤ r − 1, in the sampling without replacement Pólya-Eggenberger urn model with r different types of balls (7), when all type r balls have been drawn, starting with a j n j balls of type j, 1 ≤ j ≤ r, is given by Theorem 4. The distribution of the random vector X n , counting the number of remaining type 1, . . . , r −1 balls when all type r balls have been drawn in urn model II, is for n j ≥ 1 and n j ≥ k j ≥ 1, with 1 ≤ j ≤ r, given by the explicit formula
hj )
, assuming that α
Similar but slightly more involved expressions exist for urn model II in the cases k j = 0, for 1 ≤ j ≤ r − 1.
5.2.
Deriving the explicit results. Subsequently, we will briefly discuss the proof of Theorem 3 and comment on the proofs of Corollary 4 of Theorem 4, which are extensions of the proofs of the two dimensional cases, r = 2. By definition of urn model I the probabilities P{X n = k} satisfy the following system of recurrence relations for n r ≥ 1, n h ≥ 0, 1 ≤ h ≤ r − 1, with at least one of the n h > 0.
where e denotes the -th unit vector, with respect to the additional assumption that α In order to prove the result above we first derive a class of formal solution of the system of recurrence relations. Then, out of the class of formal solutions we determine the proper solution by adapting to the initial conditions. The crucial part of the proof is the following result.
Lemma 10. The quantities f n,k (t) ∈ C, defined as
with parameter ξ k (t), satisfy for each fixed t ∈ i · R and n ≥ 1 and k ≥ 1, for 1 ≤ ≤ r − 1, and n r ≥ 1, a recurrence relation of the type (8).
In order to validate Lemma 10 we observe that
As in the case r = 2 we derive another family of solutions using the Cauchy integral theorem.
. . . Cr−1 f n,k (t)dt r . . . dt 1 are for n, m, k ∈ N formal solutions of the system of recurrence relations (8), with parameter ξ k assumed to be a constant independent of t, where the interior of the contours of integration C are containing the the values α [ ] h , 1 ≤ ≤ r − 1 and k ≤ h ≤ n , plus the origin, and the orientation of these closed curves is mathematically negative (clockwise).
It still remains to adapt to the initial conditions (9) . It turns out that the choice
provides the right solution. Note that ξ k (t) depends to t, but only in the case of k = 0, 1 ≤ ≤ r − 1. We skip the long and involved calculations, which are in principle similar to calculations for r = 2.
Concerning the result for the Pólya-Eggenberger urn model with ball transition matrix M given by (7) we adapt the sequences 
DUALITY OF THE TWO URN MODELS
One can notice similarities between the explicit results for the probabilities P{X n,m = k} for urn models I and II in the case r = 2 and also the similarities of the proofs. However, the higher dimensional models seem to be very different. We will show that urn models I and II are closely connected to each other, as they satisfy a certain duality relation, and are essentially the same urn model, also for the higher dimensional cases. Remark 2. According to the result above, there is only one urn model lurking behind urn models I and II, which can be formulated either as an urn model of OK Corral type or of sampling without replacement type with general weight sequences.
Proof. We observe that the recurrence relations, as stated in (2), (6) can be transformed in the following way. Since the initial conditions coincide we can transform one urn model into the other, which proves the stated result.
In particular, the duality relation explains why urn model II looks so different in higher dimensions . , for all n j ≥ 1, with 1 ≤ j ≤ r.
Proof. We observe that the recurrence relations, as stated in (2), (6) can be transformed in the following way.
for n j > 0, 1 ≤ j ≤ r. One still has to take into accounts the various cases of n j = 0, 1 ≤ j ≤ r − 1 which leads to the Kronecker delta terms in description of urn model two. Since the initial conditions coincide we can transform one urn model into the other, which proves the stated result. 
with density function f m (q) being given by
We have also have convergence of all positive integer moments of X n,m ,
where i denotes the imaginary unit i 2 = −1. (2) Case arbitrary but fixed n ∈ N and m → ∞: X n,m converges in distribution to a discrete random variable Z n X n,m
Case min{n, m} → ∞: X n,m /n converges in distribution to a random variable W with support [0, 1], whose distribution function can be expressed in terms of the Jacobi Theta function
We can slightly extend the previous theorem by giving a more detailed description of the limit laws by studying the limiting distributions of the random variables Y m and Z n .
Corollary 5. The limit laws of the random variable X n,m , counting the number of remaining white balls when all black balls have been drawn in urn model I with weight sequences A = (n) n∈N , B = (m 2 ) m∈N , can be described by the following diagram concerning the convergence in distribution of the various random variables. 
where the are independent and identically distributed random variables with exponential distribution Exp(1).
Proofs of Theorem 7 and Corollary 5. In the following we will outline the main steps of the proofs of Theorem 7 and Corollary 5. Our starting points are the explicit expressions for P {X n,m = k} as given in Theorem 1,
By routine manipulations we derive the alternative represenation
Concerning case (1) such that m ∈ N is fixed and n → ∞ we proceed by deriving a local limit law, i.e. we study n · P{X n,m = k} for k = n · q with q ∈ [0, 1]. After manipulation of the stated products we apply Stirling's formula for the Gamma function
to the quotient of Gamma functions
Thus we obtain a local limit theorem, which in turn implies the convergence in distribution after a few routine manipulations. In order to prove the moment convergence we study first the factorial moments E(X s n,m ) = E(X n,m (X n,m − 1) . . . (X n,m − s + 1)). We obtain a closed form expression in the following way.
with s ≥ 1. We use the summation identities
for s ∈ N, where the second identity easily follows from the partial fraction decomposition (3) . We obtain the simple result
Consequently, we can write the factorial moments as polynomials in n of degree s,
where the n k denote the unsigned Stirling numbers of the first kind, also known as Stirling cycle numbers. In order to obtain the ordinary moments we proceed as follows.
(11) This implies that for n → ∞ the ordinary moments satisfy the expansion
which in turn implies the convergence of the normalized moments. Note that
where i denotes the imaginary unit i 2 = −1.
Concerning case (2) such that n ∈ N is fixed and m → ∞ we simply observe that the probability mass function
The moment convergence follows immediately from the explicit expression of the ordinary moments of X n,m . For the final case (3) min{m, n} → ∞ we check the convergence of the moments using the explicit expression (11)
By Carleman's criterion the moments define a unique distribution. In order to identitfy the distribution function we observe, using Stirling's formula (10) , that the probability mass function P{X n,m = k} satisfies a local limit law of the form
for k = n · q with q ∈ (0, 1), where
denotes the Jacobi Theta function. This implies after a few routine calculations, consisting of deriving the asymptotics of the distribution function P{X n,m ≤ qn} = qn =0 P{X n,m = }, the convergence in distribution of the random variable X n,m /n to a random variable W with distribution function 1 − Θ(q) and support [0, 1]. It is not immediately obvious that lim q→1 − P{W ≤ q} = 1. However, by using the Jacobi Triple-product-identity Note that such decompositions are closely related to Brownian excursions and Zeta functions, see the work of Biane, Pitman and Yor [1] . There exist fully analogous results for closely related weight sequences, also involving functions related to the Jacobi Theta function. We want to point out two particular choices, namely A = (α n ) n∈N = (n) n∈N , B = (β m ) m∈N = ( r /( r + s) converges for arbitrary real r > 1, we expect that the results of Theorem 7 and Corollary 5 can be extended at least to weight sequences of the form (n) n∈N , (m r ) m∈N , for r > 1. Moreover, decompositions into sums of exponentially distributed random variables, similar to Corollary 6, are expected to appear, which are again closely related to the distributions discussed by Biane, Pitman and Yor [1] .
CONCLUSION AND OUTLOOK
We have studied two urn models with general weights, generalizing two well known Pólya-Eggenberger urn models, namely the sampling without replacement urn and the OK Corral urn model. Assuming that the urn contains two types of balls, we derived explicit results for the distribution of the number of white balls, when all black have been drawn. As a byproduct, we obtained results for the aforehand mentioned Pólya-Eggenberger urn models. We also studied higher dimensional urn models and managed to obtain again explicit expressions. Furthermore, we have shown that the two urn models studied in this paper are essentially the same, since they obey a duality relation, also valid for the higher dimensional urn models. Examplarily, we discussed in the present work a particular example of urn model I with weight sequences A = (n) n∈N , B = (m 2 ) m∈N and obtained a detailed description of the limit laws, curiously involving the the Jacobi Theta function Θ(q) = n∈Z (−1) n q n 2 . Since both urn models can be handled together, the author is currently studying the various limit laws arising in the Sampling without replacement/OK Corral urn models, trying to unify the previous results in literature. In particular, the weight sequences A = (n a ) n∈N , B = (m b ) m∈N , with a, b ∈ R \ {0} lead to a variety of different limiting distributions, some of which are closely related to Brownian excursions and the exponential constructions of Biane, Pitman and Yor [1] .
