ABSTRACT. A higher order nonlinear neutral difference equation with quasi--differences is studied. Sufficient conditions are established under which for every real constant there exists a solution of considered equation convergent to this constant.
Introduction
Let N, Z, R denote the set of nonnegative integers, all integers and real numbers, respectively. Let us consider the m-order nonlinear difference equation with quasi-differences of the following form 
where n ∈ N(n 0 ), N(n 0 ) = {n 0 , n 0 + 1, . . . }, n 0 is fixed in N, m ≥ 2, τ , σ are positive integers. Here Δ is the forward difference operator defined by Δx n = x n+1 − x n , (r i n ), i = 1, 2, 3, . . . m− 1 are sequences of positive real numbers, (a n ), (b n ) and (p n ) are sequences of real numbers, and f is a real function.
Let η = max {τ, σ}. By a solution of the equation (1), we mean a sequence (x n ) which is defined for n ≥ n 0 − η and which satisfies the equation (1) for n sufficiently large. If (1) is satisfied for all n ≥ n 0 , we say that x is a full solution of (1) . A solution (x n ) of the equation (1) is said to be nonoscillatory if it is eventually positive or negative. For k ∈ N we use the usual factorial notation
Equations with quasi-differences have been widely studied in the literature, see, for example, [1] , [3] , [4] , [5] , [11] , [12] , [15] and the references therein. The results on asymptotic behaviour of higher order neutral type difference equations can be found, for example, in [6] , [7] , [9] , [13] , [14] .
In [15] , the author considers the equation (1) with p n ∈ (−1, 0). The classification of nonoscillatory solutions of this equation and some asymptotic properties of solutions are obtained. Sufficient conditions for the existence of solutions of the equation (1) which tend to zero, by the assumption lim sup n→∞ |p n | = p ∈ (0, 1), are presented in [5] . Motivated by the above mentioned papers, we consider the equation (1) with lim n→∞ p n = 0. We establish sufficient conditions under which for every real constant there exists a solution of the equation (1) convergent to this constant. To the best of our knowledge, the obtained results are new even in the case, when r
The following Krasnoselskii fixed point theorem is used in the proof of our main result, see [2] .
Ì ÓÖ Ñ 1 (Krasnoselskii fixed point theorem)º Let A be a closed convex nonempty subset of a Banach space (X, · ). Let T 1 and T 2 be maps of
A into X such that (i) T 1 x + T 2 y ∈ A for every x, y ∈ A. (ii) T 1 is a contraction. (iii) T 2 is continuous and T 2 (A) is contained in a compact set. Then there is x ∈ A with T 1 x + T 2 x = x.
Main results
In this section, we present sufficient conditions under which for every real constant there exists a solution of the equation (1) convergent to this constant. For any nonnegative sequence (z n ) and n ∈ N, we use the following notation
. . .
CONVERGENCE OF SOLUTIONS: NEUTRAL DIFFERENCE EQU. WITH QUASI-DIFFERENCES
Ì ÓÖ Ñ 2º Assume the following (h1) f is a continuous function and |f (t)| ≥ |t| for every t ∈ R,
Then for every c ∈ R there exists a solution (x n ) of the equation (1) such that lim n−→∞ x(n) = c.
P r o o f. First observe that from the assumption (h3) we have
and 
The condition (h2) implies, that there exist a constant p and an index n 1 ≥ n 0 such that
By (h2) and (6), there exists an index n 2 ≥ n 0 such that
Denote n 3 = max {n 1 , n 2 }. Let BS denote the Banach space of all real bounded sequences equipped with the supremum norm x = sup n≥0 |x n |. We define a subset A of BS by
It is easy to check, that A is a convex subset of BS. If x ∈ A, then
where (v n ) is defined by (5) . Therefore, by (6), the series ∞ j=0 a j f (x j−σ ) + b j is absolutely convergent. Denoting
and by (6) the series ∞ j=0
and hence, by (6), the series ∞ j=0
where
and the convergence of the series
Now, we define two mappings T 1 and T 2 : A → BS as follows
m w m (n) for n ≥ n 3 .
We will show that T 1 and T 2 satisfy the conditions of Theorem 1.
(i) If x, y ∈ A, then by h(1), (8) and (11), for n ≥ n 3 , we get
For n < n 3 we have |(
(ii) T 2 is a contraction. Let x, y ∈ A. Then, for n ≥ n 3 using (7), we get
Thus
(iii) T 2 is continuous and T 2 (A) is contained in a compact set. 
Now, let y ∈ A be such that x − y < δ. Then |x n − y n | < δ for every n ∈ N.
Let us denote
By (2) and (13) we have
and, by (h3), T 2 is a continuous map. Further, it can be shown that A is a compact subset of BS (see, for example, the proofs in [8, Theorem 1] or [10, Lemma 4.7] ). By the definition of A and T 2 , from (8) and (11) it follows that T 2 (A) ⊂ A. Hence, T 2 (A) is contained in a compact set.
Therefore, by means of the Krasnoselskii fixed point theorem, there exists
So,
Hence x n + p n x n−τ = c + (−1) m w m (n).
Applying operator Δ to both sides of the above equation, using (12) and multiplying by r So, the sequence (x n ) fulfills the equation (1) for n ≥ n 3 . Moreover, by the convergence of the series ∞ n=0 |w m−1 (n)| r 1 n it follows that lim n→∞ w m (n) = 0 and therefore, by (h2) lim n→∞ x n = c.
We will show, that under some additional conditions, it follows from Theorem 2, that for any real constant there exists a full solution of the equation (1) convergent to this constant.
