As a possible explanation for the existence of absurd UMVU estimators, a class of estimation problems is defined: estimating the probability of an "unobservable" event, for example, estimating the probability of an event of interest occurring over a long period of time from observations over a much shorter period . It is pointed out that in typical cases of this kind, no reasonable unbiased estimator can exist. Consideration of the maximum likelihood estimator suggests the possibility that in fact there may then often exist no reasonable estimators.
INTRODUCTION
The possibility of an absurd unbiased estimator with uniformly minimum variance (UMVU) is usually illustrated by one or another variant (see, e.g., Kendall and Stuart 1979, Ex. 17.26 ) of the following situation. and is a reasonable estimator of g(l\), which decreases strictly from I at 1\ = 0 to 0 at 1\ = oo. However, for b > I, 8(x) oscillates between positive and negative values as x is even or odd and no longer appears to bear much relation to the function it estimates.
The purpose of this note is to suggest that this is not an isolated example but is rather a special case of a class of situations · in which, in a certain sense, the available information is inadequate for the existence of reasonable unbiased (or possibly any) estimators .
PROBLEMS WITH INADEQUATE INFORMATION
Suppose that the observations are represented by X with a distribution P9 , a E !l, and that Ywith distribution Q9 is independent of X and unobserved . For is a complete sufficient statistic distributed as N(~, a), and
. (2) which reduces to the earlier problem for a = b 2 • We shall see below that no unbiased estimator of (2) exists for a <I.
There is, however, a class of problems, illustrated by Example I, in which an unbiased estimator of (I) does exist. Later in this section, we show that in such cases ll(X) will always be unsatisfactory.
Theorem 1. ll(X) is an unbiased estimator of (1) if and only if (9), and hence by completeness ofT, T](l) = 1,.
(1) (a.e. I!J>1). The converse is obvious.
Before discussing the general implications of (3), let us use this result to show that no unbiased estimator ll(X) of g(9) exists in Example 3. An easy calculation shows that the conditional distribution of X, given T = I, is normal with meant and constant variance, say -y 2 . Equation (3) thus becomes
This can have no solution since the left side is an analytic function of 1. An analogous proof shows that no unbiased estimator B(X) of P" (T,;;; r) 
where X and Y are independently distributed as cr 2 xm 2 and cr 2 x/, respectively.
As we have seen, unbiased estimators of (1) often do not exist. However, there are important classes of problems for which the mathematics forces the existence of such estimators, which are then liable to share some of the unfortunate features of the estimator ll(X) of Example I.
Suppose that there exist 10 E A and 1, ~ A such that the conditional distributions of X given 10 and given 1, , respectively, are not mutually singular. Then if 0 < g(9)
< 1 for all 9, any unbiased estimator must take on values either both 2: 1 and < 0 or both > I and s 0. (Under weak additional assumptions it has to take on values both > 1 and< 0.) That ll(X) takes on values outside the range of the estimand g (9) is an unpleasant property shared by some other UMVU estimators (for example, by those of some variance components). What is more unusual is the oscillatory character of the estimator when one expects it to be monotone.
The following result shows that in many situations (3) precludes B(X) from being monotone.
Theorem 2. Suppose X and Tare real valued and that the conditional distribution of X given 1 is strictly stochastically increasing in 1 in the sense that 1 < 1' implies
for ail x not satisfying P(X s xI I) = P(X s x I 1') = 0 or 1. Suppose in addition that for any t < 1' the conditional distributions of X, given t and t', are not mutually singular. Then if ll(X) is unbiased for estimating g(9 = P 9 (T s r), (5) it cannot be monotone.
Proof. By Theorem 1, 8 satisfies
Suppose !l(X) is nonincreasing.
It thus follows from (6) that !l(X) = 1 with probability 1 under the conditional distributions of X, given 1 with 1 s r, and that 8(X) = 0 with probability 1 under the conditional distributions X, given t with t > r . This violates the assumed nonsingularity of these conditional distributions.
SOME FURTHER EXAMPLES
In generalization of Example I, consider the following problem.
Example 4. Let X be distributed as in Example 1, but let the estimand be g,(A) = P(T = r) or h,(A) = P(T,;;; r), (7) where Tis distributed as P(bA). Note that h, (A) decreases from I to 0 as A increases from 0 to infinity, while g,(A) for r > 0 increases from 0 to a maximum at A = r/ b and then decreases.
The UMVU estimators of g,(A) and h,(A) are, respectively, 
which decreases from I at x = 0 to 0 as x -+ oo, as one . (X, Y) . Then the factorization criterion shows T to be sufficient for 6, and it is easily checked that T is complete. Suppose only X,, . . . , Xn are observed and that it is desired to estimate
is UMVU. The example satisfies the conditions of Theorem 2 and although g (6) is strictly decreasing, one can, in fact, easily see directly that &(x) is not monotone since it is positive for x = I and negative but increasing for x > I. The UMVU estimator is given by (II) also when N < n but in that case is nonincreasing as one would expect.
CONCLUDING REMARKS
In the preceding sections we have indicated a class of estimation problems-estimating the probability of an unobservable event-that frequently lead to absurd UMVU estimators. The suggested explanation is that in these situations the data do not contain enough information to provide reasonable unbiased estimators. The question naturally arises whether in such cases any reasonable estimators exist. This requires another investigation.
As a first clue, one might consider the performance of the maximum likelihood estimator (MLE) . It is the most widely used estimating procedure, cannot take on values outside the range of the estimand, and in all our examples is a monotone function of x when g(6)'is monotone in 6.
Example I (continued) . In the context of Example I, the MLE is &(X) = e-hx, and
The bias of &(X) is therefore
where a = I -e-h . One can easily see that a < b, so that on the average &(X) overestimates e-bx for aliA . The bias function b(A) tends to 0 as -,., -+ oo and has a unique maximum at .,.,. log b -log a b -a (14) Table I shows the value of -,., * and the maximum bias 
The bias is thus always positive. It is zero at a = I and tends to be zero as a --> oo. It has a unique maximum at ( n) 1/(n-NJ a* = N 05) Table 2 shows for n = 3 and 5 the value of a* and the maximum bias for various values of N . As in the preceding example, the maximum bias increases steeply when the information becomes inadequate (i.e., for N > n) .
The results of Sections 2 and 3 together with the rather limited numerical evidence just presented suggest that, in the situations considered here, reasonable estimators of the probabilities (I) may not exist. To prove that a 192 reasonable estimator is incompatible with acceptable bias control, it would be necessary to determine the estimator that minimizes the maximum absolute bias subject to the appropriate monotonicity (and range) conditions. Beyond this, it would be important to determine the estimators that minimize the maximum risk without imposing such conditions . Situations like those described here are not purely mathematical artifacts. In particular, the estimation of probabilities of minor or major catastrophes over long periods of time from observations over much shorter periods tend to be just of this type. However, when the probabilities being estimated are very small, the difficulty of the estimation problem may be overshadowed by the unreliability of the model in the extreme part of the distribution.
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