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Abstract
We conduct non-asymptotic analysis on the mean-field variational inference for approxi-
mating posterior distributions in complex Bayesian models that may involve latent variables.
We show that the mean-field approximation to the posterior can be well-approximated rela-
tive to the Kullback-Leibler divergence discrepancy measure by a normal distribution whose
center is the maximum likelihood estimator (MLE). In particular, our results imply that
the center of the mean-field approximation matches the MLE up to higher-order terms and
there is essentially no loss of efficiency in using it as a point estimator for the parame-
ter in any regular parametric model with latent variables. We also propose a new class
of variational weighted likelihood bootstrap (VWLB) methods for quantifying the uncer-
tainty in the mean-field variational inference. The proposed VWLB can be viewed as a
new sampling scheme that produces independent samples for approximating the posterior.
Comparing with traditional sampling algorithms such Markov Chain Monte Carlo, VWLB
can be implemented in parallel and is free of tuning.
Key words: Bootstrap; Mean-field approximation; Sampling algorithm; Uncertainty quan-
tification; Variational inference.
1 Introduction
Variational inference [19] is a popular computational approach for approximating compli-
cated probability densities that often involve intractable integrals and many latent variables
arising in complex Bayesian hierarchical models. In variational inference, the complicated tar-
get is approximated by a closest member relative to the Kullback-Leibler (KL) divergence in
a pre-specified family of tractable densities. In many large-scale machine learning applications
including clustering problems [11, 32], image classification [25, 27] and topic models [21, 7],
variational inference can be orders of magnitude faster than the traditional sampling based ap-
proaches such as Markov Chain Monte Carlo (MCMC). In particular, by turning the integration,
or sampling, problem into an optimization problem, variational inference can take advantage of
modern optimization tools such as stochastic optimization techniques [20, 17] and distributed
optimization architecture [1, 8] for further improving its efficiency.
Among various approximating schemes, mean-field approximation is the most common type
of variational inference that is conceptually simple, implementation-wise easy and particularly
suitable for problems involving large numbers of latent variables. The word “mean-field” is orig-
inated from the mean-field theory in physics where despite complex interactions among many
particles in a many (infinite) body system, all interactions to any one particle can be approxi-
mated by a single averaged effect from a “mean-field”. In variational inference, by restricting
the approximating family of the mean-field to be all density functions that are fully factorized
over (blocks of) unknown variables, the associated optimization problem of finding a closest
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density can be efficiently solved via the (block) coordinate ascent algorithm [5]. However, the
ease of computation comes at a price of poor approximation as these fully factorized densities
in the mean-field family fail to capture any dependence structure among the variables. As no-
ticed in earlier studies [35, 38], this disregard of dependence structure may lead to undesirable
consequences such as under-estimating the uncertainties if the resulting mean-field densities are
blindly used for constructing credible intervals for the parameters. Therefore, variational in-
ference, including the mean-field approximation, are primarily used for rapidly obtaining point
estimates in complex Bayesian hierarchical models where traditional methods such as EM algo-
rithms and MCMC are either mathematically intractable (E-step in the EM) or computationally
inefficient (slow mixing in the MCMC).
Despite the great empirical success achieved by variational inference over the past decades,
researchers have not developed much general theory explaining why variational approximation,
in particular the mean-field approximation, works so well until recently. Some earlier threads
of research characterize their statistical properties in specific problems such as Bayesian linear
models [43, 24], Poisson mixed effect models [15, 16], stochastic block models [10, 4, 44] and
normal mixture models [36], among others. Many of these studies prove estimation consistency
and derive convergence rate of a point estimator based on the variational proxy by explicitly
analyzing the fixed point equation of the variational optimization problem, or directly analyzing
the iterative algorithm for solving the optimization problem. In addition, these analyses require
the strong conjugacy assumption on the priors of their models.
More recently, Wang and Blei [37] prove that the KL minimizer in variational Bayes asymp-
totically approaches a normal limit in regular parametric models. Their proof uses the Γ conver-
gence technique, and is based on a crucial local asymptotic normality (LAN) assumption on the
variational objective. This LAN assumption implicitly assumes the estimation consistency and
may require a case-by-case verification. Three groups [2, 45, 42] provide general conditions for
deriving the contraction rate of variational approximation as a probability distribution towards
the δ-measure at the true parameter of the data generating model, which includes both regular
parametric models and infinite-dimensional nonparametric models and implies estimation con-
sistency. Specifically, [2, 45] focus on models that contain no latent variables, while the theory
in [42] can be applied to latent variable models such as normal mixture models. All these results
justify the use of variational inference as a valid approach for rapidly obtaining rate-optimal
point estimators in complex Bayesian models. However, it remains unclear how good the varia-
tional point estimator is when compared to some benchmark, such as the maximum likelihood
estimator (MLE) and the posterior mean in regular parametric models—at least theoretically,
since the MLE (posterior mean) may be computationally expensive to calculate when the E-
step (full conditional distributions) does not admit a closed form expression when applying the
EM algorithm (Gibbs sampler). In addition, there is little work on how to conduct statistical
inference, such as creating credible intervals and performing hypothesis testing in variational
procedures.
In this work, we develop a new framework for studying theoretical properties of the mean-
field variational approximation and for conducting statistical inference on the model parameters
based on the mean-field estimator in parametric models involving latent variables. First, we
prove a non-asymptotic result that provides an explicit upper bound on the KL divergence
between the mean-field approximation to the marginal posterior of the model parameter and its
normal approximation, where the center of the normal is precisely the MLE and the covariance
matrix is the diagonal of the inverse of the observed data information matrix (which is the
asymptotic covariance of the MLE) plus an extra latent variable information matrix (c.f. Sec-
tion 2.3). The covaraince structure of the approximating normal limit implies that due to the
neglect of the dependence between model parameters and latent variables in the mean-field
approximation, the uncertainty under-estimation phenomenon is more severe in models with
latent variables than models without (latent variable information is zero). As a direct conse-
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quence of the normal approximation, we show that the mean-field variational estimator, defined
as the expectation of the model parameter under the mean-field approximation to the posterior
distribution, matches the MLE (or posterior mean) up to a higher-order term relative to the
root-n convergence rate. In other words, there is no loss of efficiency (at least asymptotically) in
terms of the mean squared error criterion in using the mean-field inference for point estimation.
Second, we propose a new class of variational weighted likelihood Bootstrap (VWLB) meth-
ods for conducting statistical inference on the model parameter via perturbing with random
weights the (joint) likelihood function in the mean-field inference in the same spirit as boot-
strapping. Interestingly, the VWLB can also be viewed as a new sampling scheme that produces
independent samples approximating the marginal posterior of the model parameter. In terms
of methodology, VWLB extends the classical ideas of weighted likelihood bootstrap [22] and
Bayesian bootstrap [28] to complex Bayesian latent variable models. In terms of computation,
the VWLB does not suffer from the slowing mixing issue in MCMC due to the independence of
the generated samples and is free of tuning. In addition, unlike the sequential nature of MCMC,
sampling via VWLB can be conducted in an embarrassingly parallel manner that has the same
time complexity as solving a single variational optimization problem via any distributed learning
architecture.
A key ingredient in our proof is a relaxed “triangle inequality” around the projection of
the limiting normal approximation to the posterior for the KL divergence when restricted to
the mean-field family (c.f. Lemma 5). In particular, the mean-field family is not a convex
family of distributions, and a strict triangle inequality around the projection of a distribution
onto this family with leading factor one (e.g. Theorem 11.6.1 in [12]) is no longer true. In
addition, previous results [2, 45] only show a slow polynomial decay on the tail probability of
the variational approximation to the posterior (when away from the true parameter), while
in order to control the KL-divergence between the variational approximation and its normal
approximation, we prove a stronger sub-Gaussian type tail bound (square exponential decay)
that uses essential structures of the mean-field family via a variational type analysis (c.f. Proof
of Lemma 2 in Section 6.1).
Overall, our results reveal that despite uncertainty under-estimation, point estimators from
the mean-field variational inference have essentially no loss of efficiency as the maximum like-
lihood estimator and also attains the Crame´r-Rao lower bound in parametric models involving
latent variables. In addition, by combining variational inference with bootstrap, the resulting
VWLB has the potential of providing a principled and more efficient algorithm for sampling
from the posterior in complicated Bayesian hierarchical models.
The rest of the paper is organized as follows. In Section 2, we briefly review the mean-field
variational inference for approximating the posterior in a general class of Bayesian latent variable
models, and present our theoretical results on the non-asymptotic properties of the mean-field
approximation. Motivated by these theoretical developments, we propose in Section 3 a new
class of variational weighted likelihood Bootstrap methods for statistical inference via the mean-
field approximation, and show in Section 4 the estimation consistency in terms of approximating
the target posterior of the model parameter. In Section 5, we provide two simulations studies,
one with latent variable and one without for validating the theory and illustrating the method.
Proofs of some selected results are provided in Section 6. Further details about the simulation
and other proofs are deferred to appendices in the supplement material.
1.1 Notation
We begin with the notation. As a convention, random variables will be denoted by capital
letters, and their realizations by small letters if not otherwise specified. In addition, for each
probability measure denoted by a capital letter such as P or Q, we use the corresponding small
letter p or q to denote its density function as the RadonNikodym derivative, depending on the
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context, either relative to a counting measure when the relevant random variable is discrete,
or to the Lebesgue measure when continuous. Depending on whether the density function p
is relative to the counting measure or the Lebesgue measure, the integral
∫
f(x)p(x)dx either
means a sum
∑
f(x)p(x) or the usual Lebesgue integral of f(x)p(x). Throughout the paper,
‖ · ‖2 denotes the usual `2 norm in the functional space L2(R) relative to the Lebesgue measure.
Let D(P ‖Q) = ∫ dP log(dP/dQ) denote the KullbackLeibler (KL) divergence, H(P, Q) =( ∫
(
√
dP/dQ− 1)2 dQ)1/2 the Hellinger distance, and dTV (P, Q) = ∫ |dP/dQ− 1|dQ the total
variation distance between two probability measures P and Q. We use the notation N(µ,Σ) to
denote a (multivariate) normal distribution with mean µ ∈ Rk and variance-covariance matrix
Σ ∈ Rk×k. Also, we use N(a;µ,Σ) to denote the cumulative distribution function (cdf) for the
above normal distribution at a ∈ R when the dimension k is one, and φ(a;µ,Σ) the probability
density function (pdf) at a ∈ Rk. We use diag(Γ) to denote the diagonal matrix that has the
same diagonal elements as the square matrix Γ. For an arbitrary square matrix Γ, |Γ| stands
for its determinant. For a vector a ∈ Rd, ‖a‖ denotes its Euclidean `2 norm, and for a matrix
A ∈ Rd×d, |||A||| denotes its matrix operator norm relative to ‖ · ‖.
2 Non-asymptotic analysis of mean-field variational approxima-
tion
In this section, we begin with a brief review on the mean-field variational inference for a
class of Bayesian latent variable models. Then we provide two perspectives for explaining the
mechanism behind the mean-field approximation. After that, we state our main results in this
section providing non-asymptotic analysis of the mean-field variational procedure. Our results
imply the estimation consistency, and characterize the center and shape of the variational ap-
proximation to the exact posterior. In particular, our results reveal that although the mean-field
approximation fails to capture the uncertainty, a point estimator obtained as the expectation
with respect to the variational distribution matches that of the exact posterior up to high-order
terms. This favorable property on the variational mean provides the basis of our inference
procedure proposed in the next section.
2.1 Mean-field variantional inference for Bayesian latent variable models
Let Xn = (X1, X2, . . . , Xn) be composed of independent and identically distributed random
variables taking values in X from a parametric family P = {Pθ, θ ∈ Θ}, with n denoting the
sample size and Θ the parameter space as a subset of Rd. In cases such as mixture models,
the joint probability distribution of the observations Xn admits a simplified representation by
introducing local latent variables Sn = (S1, S2, . . . , Sn) ∈ Sn, one per observation, as
p(Xn| θ) =
∫
Sn
p(Xn| θ, sn)p(sn| θ) dsn, (1)
where p(Xn| θ, Sn) is the conditional density function of Xn given Sn, and the joint density
p(Xn | θ) of Sn is also parametrized by (a subset of) θ under Pnθ . In other cases, a complex
probability model, including the latent Dirichlet allocation and Bayesian hierarchical models,
may itself be defined in a hierarchical fashion by first specifying the distribution of the data given
latent variables and parameters, and then the latent variable distribution given parameters, as
formulated in (1). Due to the negative result on the inconsistency of mean-field variatioanl
approximation [34] for general state-space models with non-independent observations with non-
independent latent variables, we assume the observation latent variable pair (Xi, Si) to be
4
mutually independent, that is,
p(Xn| θ, Sn) =
n∏
i=1
p(Xi| θ, Si) and p(Sn| θ) =
n∏
i=1
p(Si| θ), (2)
where p(Si| θ) denotes the marginal density function of Si parametrized by parameter θ under
Pnθ .
θ
si
Xi
Figure 1: Graphical repre-
sentation of the Bayesian la-
tent variable model.
In the Bayesian paradigm, we impose a prior distribution, de-
noted by Π(·), on the model parameter θ over Θ, whose density
function is denoted by pi(·). Figure 1 provides a graphical rep-
resentation of this Bayesian latent variable model considered in
the paper. In this framework, all inference is based on the pos-
terior probability p(Zn|Xn) of the collection of latent variables
Zn = (θ, Sn) given visible variables Xn. According to Bayes’
theorem, this posterior probability has the following form:
p(Sn, θ |Xn) = p(X
n, Sn | θ)pi(θ)
p(Xn)
,
with p(Xn) =
∫
Sn
p(Xn, sn | θ)pi(θ) dθdsn,
and (joint) likelihood p(Xn, Sn | θ) =
n∏
i=1
p(Xi |Si, θ)p(Si | θ).
(3)
In particular, we are interested in the marginal posterior distri-
bution Πn of the parameter θ by integrating out S
n in the joint
posterior,
Πn(A) : = Π(θ ∈ A |Xn) =
∫
A L(θ; X
n) dΠ(θ)∫
Θ L(θ; X
n) dΠ(θ)
, for all measurable set A ⊂ Θ,
(4)
where the marginal likelihood L(θ; Xn), as a function of θ, is
L(θ; Xn) : = p(Xn| θ) =
∫
Sn
p(Xn, sn| θ) dsn. (5)
Unfortunately, in most cases p(Sn, θ |Xn) and Πn(·) in equations (3) and (4) can be inconve-
nient to use for direct analysis due to the intractable normalization constant p(Xn) involving
multi-dimensional integration. Sampling based procedures such as MCMC algorithms could be
computationally inefficient due to the high computational cost and slow mixing. Alternatively,
variational inference turns the integration problem into an optimization problem by approxi-
mating the target distribution p(Zn|Xn) with a closest member q̂Zn in a pre-specified family Γ.
Formally, the variational approximation q̂Zn to p(Z
n|Xn) is obtained by solving the following
optimization problem,
q̂Zn = argmin
qZn∈Γ
D
(
qZn(·) ‖ p(· |Xn)
)
= argmin
qZn∈Γ
∫
Θ×Sn
qZn(z
n) log
qZn(z
n)
p(zn|Xn) dz
n. (6)
In particular, we focus on the mean-field approximation where the variational family Γ is com-
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posed of all fully factorized distributions as
qZn(z
n) = qθ(θ) qSn(s
n) =
d∏
j=1
qθj (θj)
n∏
i=1
qSi(si), z
n = (θ, sn) ∈ Rd × Sn. (7)
Alternatively, one can apply a block mean-field approximation that preserves dependence struc-
tures within some multidimensional components, such as the d-dim θ = (θ1, . . . , θd) block, in
Zn, and our results can be readily applied to this less stringent scheme.
2.2 Two perspectives of the mean-field approximation
The following decomposition of the KL divergence in (6) reveals the interplay between the
parameter θ and latent variables Sn pertaining to the mean-field approximation,
D
(
qθ ⊗ qSn ‖ pθ,Sn(· |Xn)
)
= D
(
qθ ‖pin
)
+
∫
Θ
D
(
qSn ‖ pSn(· | θ, Xn)
)
qθ(θ) dθ, (8)
where pθ,Sn(· |Xn) stands for the joint posterior density of (θ, Sn), pin the density function
induced from the marginal posterior distribution Πn of θ as in (4), and pSn(· | θ, Xn) the con-
ditional posterior density of Sn given θ. Therefore, jointly minimizing the KL-divergence over
(qθ, qSn) is equivalent to first profiling out the nuisance part qSn by minimizing the second term
for a fixed qθ, and then finding the primary quantity of interest qθ that minimizes the resulting
“profile divergence”. In particular, this semiparametric profiling perspective plays a crucial role
in identifying the limiting center and shape of the variational approximation q̂θ in its normal
approximation presented in the following subsection. The lemma below provides an explicit
expression for this profile divergence, whose proof is provided in Section B.1. Recall that pin is
the marginal posterior density of θ.
Lemma 1. For each fixed density qθ over Θ, the profile divergence takes the following form:
min
qSn=
⊗n
i=1 qSi
D
(
qθ ⊗ qSn ‖ pθ,Sn(· |Xn)
)
= D(qθ ‖pin)−
n∑
i=1
log
(∫
S
exp{ri(si)} dsi
)
,
where ri(s) =
∫
Θ log p(s | θ, Xi) qθ(θ) dθ for all s ∈ S.
Roughly speaking, as qθ approaches the δ-measure at θ
∗, ri(s) tends to log p(s | θ∗, Xi) and the
second term in the preceding display vanishes. Consequently, minimizing the KL-divergence
between the joint distributions over (θ, Sn) boils down to minimizing D(qθ ‖pin). However, the
second term still contributes to the limiting shape of q̂θ as we will see in the next subsection.
The original derivation of the variance inference [19] provides an alternative interpretation
via Jensen’s inequality. Precisely, using the concavity of log(x), we can obtain an manageable
lower bound to the log normalization constant (called evidence) as,
log p(Xn) = log
∫
Θ
p(Xn, zn)
qZn(zn)
qZn(z
n) dzn ≥
∫
Θ
log
p(Xn, zn)
qZn(zn)
qZn(z
n) dzn : = L(qZn), (9)
where L(qZn) is called the evidence lower bound (ELBO, [6]). In particular, the KL divergence
D
(
qZn(·) ‖ p(· |Xn)
)
= log p(Xn)− L(qZn),
quantifies the discrepancy between the evidence log p(Xn) and its lower bound approximation
L(qZn). Consequently, minimizing the KL divergence in optimization problem (6) is equivalent
to finding a best qZn to maximize the ELBO. The KL minimization formulation (6) is conve-
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nient for our theoretical analysis, while the ELBO formulation leads to various computational
algorithms for implementing the variational inference.
In this paper, our attention toward the model is inference on θ, the model parameter, where
our theory and methodology is centered on. Towards this goal, it is helpful to inspect a finer
decomposition of the ELBO from [42],
L(qZn) =
∫
Θ
log p(Xn| θ)Qθ(dθ)−∆J(qθ, qSn)−D(qθ ||piθ), with
∆J(qθ, qSn) =
∫
Θ
[
log p(Xn| θ)−
∫
Sn
log
p(Xn, sn|θ)
qSn(sn)
qSn(s
n) dsn︸ ︷︷ ︸
̂log p(Xn| θ)
]
Qθ(dθ) ≥ 0, (10)
which consists of three terms: an integrated (relative to the variational distribution of θ) log-
marginal likelihood, the Jensen gap ∆J due to the mean-field decomposition on latent variables
{Si}ni=1 in approximating the marginal likelihood p(Xn| θ) with ̂p(Xn| θ), and the KL diver-
gence between the variational distribution qθ and the prior pi(θ). When there is no likelihood
approximation with latent variables, the Jensen gap ∆J term vanishes, and maximizing of the
ELBO value in decomposition (10) resembles a regularized M -estimation problem of minimiz-
ing an objective function composed of a goodness of fit term
∫
Θ− log p(Xn| θ)Qθ(dθ) plus a
regularizing term D(qθ ||piθ) over all distributions in the variational family Γ. This perspective
is useful in proving the consistency and characterizing the contraction rate of the variational
approximation q̂θ towards the true parameter θ
∗, as describe in the next subsection.
2.3 Contraction of mean-field variational approximation and normal approx-
imation
In this subsection, we introduce our non-asymptotic results characterizing the contraction
rate and shape of q̂θ in the mean-field variational inference. Our analysis is under the frequentist
perspective by assuming the observations {Xi}ni=1 as i.i.d. copies from a data generating model
Pθ∗ , where θ
∗ ∈ Θ ⊂ Rd is referred to as the truth parameter, or simply truth. We make
following assumptions.
Assumption A1 (Prior continuity and growth): The prior density satisfies pi(θ∗) > 0. In
addition, log pi(θ) is differentiable in a neighborhood of θ∗, and satisfies
| log pi(θ)− log pi(θ∗)| ≤ C(1 + ‖θ − θ∗‖L), ∀θ ∈ Θ for some constant L > 0.
We define the following quantity of Hellinger bracketing entropy that provides a measure on the
model space complexity.
Definition (Hellinger bracketing entropy): For a set F of functions over X and any ε > 0,
we call a set (of pairs of functions) {(fLj , fUj , j = 1, . . . , N)} a (Hellinger) ε-bracketing of F , if∫
X
[
(fLj )
1/2(x) − (fUj )1/2(x)
]2
dx ≤ ε2 for j = 1, 2, . . . , N and for any f ∈ F , there is a j such
that fLj ≤ f ≤ fUj . The (Hellinger) ε-bracketing metric entropy, denote by HB(ε,F), is defined
as the logarithm of the smallest cardinality of such an ε-bracketing of F .
Assumption A2 (Marginal likelihood regularity):
1. (Smoothness) The log-marginal likelihood function l(θ;x) = log p(x | θ) is thrice continu-
ously differentiable with respect to θ.
2. (Finite moments) In a neighborhood B(θ∗; δ) = {θ ∈ Rd : ‖θ − θ∗‖ ≤ δ} of θ∗ the fourth
moments of the derivatives at θ∗ up to order three exist under Pθ∗ . Moreover, there exists
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a measurable function M : X → R+ satisfying Eθ∗M2(X) <∞, such that the third order
derivatives of l(θ;x) satisfies
max
j,k,l∈[d]
∣∣∣ ∂3l(θ;x)
∂θj∂θk∂θl
∣∣∣ ≤M(x)(1 + ‖θ − θ∗‖L), for all x ∈ X and θ ∈ Θ.
3. (Information matrix non-degeneracy) In addition, the order of taking expectation with
respect to Pθ∗ and differentiation at θ
∗ is valid so that
Eθ∗
[∇l(θ∗; X)∇l(θ∗; X)T ] = −Eθ∗∇2l(θ∗; X).
The d× d Fisher information matrix in this display, denoted by I(θ∗), is positive definite.
4. (Euclidean metric equivalence) The squared Hellinger distance satisfies that for some
constants (c1, c2),
c1 ‖θ − θ∗‖2 ≤ H2
(
Pθ, Pθ∗
) ≤ c2 ‖θ − θ∗‖2, for all θ ∈ Θ.
5. (Local metric entropy growth) There exists a constant c3, such that the Hellinger entropy
satisfies
HB
(
u,
{
pθ, θ ∈ Θ : H(Pθ, Pθ∗) ≤ s
}) ≤ c3 log ( s
u
)
, ∀u ∈ (0, s) and s ∈ [0, 1].
The first three assumptions in A2 are standard regularity conditions for parametric models
(c.f. Chapter 1.4 in [14]). The Euclidean metric equivalence assumption is also made in Theorem
5.1 in [13] as one of their sufficient conditions for proving posterior contraction in parametric
models. The last assumption on the local metric entropy assumption is adopted from [29], and
often holds for parametric models (c.f. [29] for examples).
Assumption A3 (Latent conditional density regularity): The log-conditional density
ls(θ; s, x) = log p(s | θ, x) of the latent variable S given X is thrice differentiable with respect
to θ in the neighborhood B(θ∗; δ) of θ∗, and the fourth moments of the derivatives at θ∗ up to
order three exist under Pθ∗ . Moreover, there exists a measurable function Ms : (S,X ) → R+
satisfying Eθ∗M
2
s (S,X) <∞ such that the third order derivatives of ls(θ; s, x) satisfies
max
j,k,l∈[d]
∣∣∣∂3ls(θ; s, x)
∂θj∂θk∂θl
∣∣∣ ≤M(s, x), for all s ∈ S, x ∈ X and θ ∈ B(θ∗; δ).
In addition, the d× d latent (variable) information matrix Is(θ) = Eθ∗ [∇2ls(θ;S,X)] is locally
Lipschitz in the neighborhood B(θ∗; δ) of θ∗, that is,
|||Is(θ)− Is(θ∗)||| ≤ Ls‖θ − θ∗‖ for all θ ∈ B(θ∗; δ).
Assumption A3 includes regularity conditions on the conditional distribution of latent variables.
In particular, by viewing the latent variable S as missing data, and interpreting Is(θ
∗) as the
missing data information matrix and I(θ∗) as the observed data information matrix [40], we
can define the complete data information matrix as Ic(θ
∗) = I(θ∗) + Is(θ∗). As we will see,
the inverse of diag(Ic(θ
∗)) characterizes the limiting shape of the variational approximation q̂θ,
where the second term Is(θ
∗) causes the extra variance reduction due to the neglect of the
posterior dependence between θ and Sn.
The following lemma shows that with high probability, the marginal distribution Q̂θ obtained
from the mean-field variational approximation (6) has a sub-Gaussian tail probability outside an
ε-ball centered at the truth θ∗, for all ε ≥√log n/n. This exponentially decaying tail behavior
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is essential for controlling the tail integrals in the proof of our next result that approximates
Q̂θ with a normal distribution. A proof is provided in Section 6.1.
Lemma 2. Under Assumptions A1, A2 and A3, there exist constants (C0, C1, C2, C3) such that
for any M ≥ 1 and εn = C0
√
logn
n it holds with probability at least 1−C1M−2 that the mean-field
approximation Q̂θ satisfies
Q̂θ
(‖θ − θ∗‖ ≥ C2ε) ≤ e−C3nε2 , for all ε ≥Mεn.
Although we focus on the finite-dimensional parametric model Pθ, the proof of this lemma is
based on a general treatment under a similar setting as [29, 13, 42]. Therefore, this result
can also be extended to mean-field approximations for infinite-dimensional models, for which
the same sub-Gaussian tail bound holds for all ε greater than a benchmark contraction rate
εn slower than the parametric root-n rate pertaining to the model by making certain assump-
tions (c.f. conditions (2.2)–(2.4) in [13]) on the prior thickness and the complexity of model
space. In comparison, earlier results on the consistency and convergence rates of variational
approximations, such as [42, 45], only show a polynomially decay C3ε
2
n/ε
2 on the tail probability
Q̂θ
(‖θ − θ∗‖ ≥ C2ε). The proof of our exponentially decaying bound utilizes the factorization
structure (7) of the mean-field approximation, and it is still an interesting open problem whether
similar sub-Gaussian type tail bounds hold for a broader class of variational approximations
beyond the mean-field.
Let θ̂MLE denote the maximum likelihood estimator of θ,
θ̂MLE = argmax
θ∈Θ
n∑
i=1
log p(Xi | θ).
The classical Bernstein von-Mises (BvM) theorem [33, 14] states that the marginal posterior
distribution Πn of θ approaches in the total variation metric to N
(
θ̂MLE, [nI(θ
∗)]−1
)
as n→∞
(our Lemma 7 with Qθ = Πn gives a stronger KL divergence version of the BvM theorem). Our
next theorem shows that the marginal variational distribution Q̂θ can also be approximated
by a normal distribution with the same center as θ̂MLE, but a different variance-covariance
matrix, under the stronger KL-divergence. A proof is deferred to Section 6.2. Recall that
Ic(θ
∗) = I(θ∗) + Is(θ∗) is the complete data information matrix.
Theorem 1. Under Assumptions A1, A2 and A3, there exist constants (C4, C5) such that for
any M ≥ 1 it holds with probability at least 1− C4M−2 that
D(Q̂θ ‖Q∗V B) ≤
C5M
3(log n)d+3√
n
,
where Q∗V B = N
(
θ̂MLE, [nIV B]
−1), and IV B = Diag(Ic(θ∗)).
Theorem 1 is a non-asymptotic result that applies to any sample size n ≥ 1. The complementary
probability C4M
−2 decays polynomially in M because we simply apply the Markov inequality
with the second order moment assumption on the derivatives of the log-likelihood function. If
we instead make a sub-Gaussian type assumption as in [31], then this remainder probability will
be exponentially small in M2 as exp{−C4M2}. As a special when there is no latent variables
(Is(θ
∗) = 0), Theorem 1 shows that the mean-field approximation Q̂θ tends to the normal
distribution N
(
θ̂MLE, [nIV B(θ
∗)]−1
)
whose covariance matrix simply removes all off-diagonal
components in I(θ∗), which is consistent with earlier results such as [37] and explains the overly
small variances exhibited by the mean-field approximation [35, 38] due to the neglect of the
dependence among components of θ. In the general case of Bayesian latent variable models,
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Theorem 1 shows that the overly small variances phenomenon is even more severe due to the
neglect of the dependence between θ and Sn.
In practice, although this mismatch on the covariance structures between the variational
approximation and the exact posterior is not a serious issue when doing point estimation, erro-
neous characterization of uncertainty can be produced. As a consequence, variational inference
is widely used for rapidly obtaining a point estimator for the model parameter θ. Let θ̂V B to
denote the variational posterior mean θ̂V B =
∫
Θ θ q̂θ(θ) dθ. The following corollary, as a direct
consequence of the normal approximation in Theorem 1, shows that although the shape of the
exact posterior Πn is not properly captured by Q̂θ, their centers θ̂MLE and θ̂V B match up to
O(n−3/4).
Corollary 1. Under the conditions and the high-probability event of Theorem 1, there exists
a constant C6 such that
‖√n (θ̂V B − θ̂MLE)‖ ≤ C6M
3/2(log n)d/2+3/2
n1/4
.
This corollary implies that there is essentially no loss of efficiency in using the mean-field
approximation as a fast approach for obtaining a point estimator in low-dimensional parametric
models. Moreover, this interesting finding suggests that we can also conduct statistical inference
in mean-field approximation by Bootstrapping the point estimator θ̂V B.
3 Statistical inference in mean-field approximation
Motivated by results in the previous section, we propose an inferential framework for mean-
field variational Bayes in Bayesian models with latent variables by borrowing the classical idea
of weighted likelihood Bootstrap (WLB, [22]) for approximate Bayesian computation. We begin
this section with a brief review on the original WLB as a way to simulate approximately from
a posterior distribution when there is no latent variables. After that, we extend the WLB to
incorporate latent variables, which further leads to our variational weighted likelihood Bootstrap
(VWLB) for approximating the marginal posterior distribution of θ in the mean-field variational
Bayes.
3.1 Weighted likelihood Bootstrap
WLB is an extension of the Bayesian Bootstrap [28] from nonparametric models to para-
metric and semiparametric models by approximating the exact posterior via a random sample
of parameter values, each maximizing a weighted likelihood function with random weights. The
original WLB proposed in [22] directly operates on the marginal density function p(· | θ) of the
i.i.d. observations {Xi}ni=1 without introducing the latent variables {Si}ni=1. More specifically,
in WLB the bth random sample θ˜(b) of the parameter θ, for b = 1, 2, . . . , B, is produced by max-
imizing the following weighted likelihood function obtained from tilting the likelihood function
L(θ; Xn):
L˜(b)(θ; Xn) =
n∏
i=1
[
p(Xi | θ)
]W (b)i , for all θ ∈ Θ, (11)
where the weights Wn,(b) = (W
(b)
1 ,W
(b)
2 . . . ,W
(b)
n ) satisfy the following assumption.
Assumption W (Weight randomness): The weights {W (b)i : i = 1, 2, . . . , n, b = 1, 2, . . . , B}
are i.i.d. copies of a nonnegative random variable W with E[W ] = Var(W ) = 1. In addition,
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W is sub-exponential, that is, there exist some constants (c0, c1) such that E[e
λ(W−1)] ≤ ec0λ2/2
holds for all |λ| ≤ c1.
Unlike other commonly used sampling schemes such as MCMC, the random samples {θ˜(b)}Bb=1
from WLB are conditionally independent given the data Xn, where the extra randomness in
θ˜(b) is induced by the distribution of the random weights. Under some mild conditions on the
model, one can show that the conditional distribution of θ˜(b) given data Xn approaches the
exact posterior distribution p(θ |Xn) of θ as n→∞ (readers may refer to [22] for more details
on the WLB and its accompanied theory). To accommodate this WLB idea to variational infer-
ence, it is helpful to also associate the weighted likelihood function L˜(b)(θ; Xn) with a weighted
posterior distribution
Π˜(b)n (A) : = Π˜
(b)(A |Xn) =
∫
A L˜
(b)(θ; Xn) dΠ(θ)∫
Θ L˜
(b)(θ; Xn) dΠ(θ)
, for all measureable set A ⊂ Θ. (12)
This weighted posterior can be viewed as a generalization of the fractional posterior [23, 3] by
raising the probability density p(Xi | θ) of Xi in the likelihood to a sample specific power W (b)i .
Similar to the classical BvM theorem, the following proposition shows that the mean θ˜
(b)
B of the
weighted posterior distribution Π˜
(b)
n based on the marginal likelihood matches the maximum
weighted likelihood estimator θ˜(b) up to a higher-order remainder term.
Proposition 1. Under Assumptions A1, A2 and W, there exist constants (C7, C8), such that
for any M ≥ 1, it holds with probability at least 1− C7M−2 that
‖√n (θ˜(b)B − θ˜(b))‖ ≤ C8
M log n√
n
.
3.2 Variational weighted likelihood Bootstrap
In this subsection, we propose variational weighed likelihood Bootstrap (VWLB) as a varia-
tional approximation method for simulating random samples from the marginal posterior distri-
bution Πn of θ in the Bayesian latent variable model (2), thereby facilitating statistical inference
on parameter θ. Motivated by the MLB method described in the previous subsection, we de-
fine the weighted joint likelihood function p˜(Xn, Sn| θ) and weighted joint posterior density
p˜(Sn, θ |Xn) that incorporate latent variables Sn as,
p˜(b)(Xn, Sn| θ) =
n∏
i=1
[
p(Xi |Si, θ) p(Si | θ)
]W (b)i , (13)
p˜(b)(Sn, θ |Xn) = p˜
(b)(Xn, Sn| θ)pi(θ)∫
Θ L˜
(b)(θ; Xn)pi(θ) dθ
, for all θ ∈ Θ, (14)
where recall that L˜(b)(θ; Xn) is the weighted (marginal) likelihood function defined in (11).
Note that the “marginalization” of Si in the denominator of (14) is before raising to the power
W
(b)
i . Therefore, the weighted joint posterior density is not properly normalized and strictly
speaking, not a real density function. Similar to the optimization problem (6) of variational
approximation, we define the weighted variational approximation q˜
(b)
Zn = q˜
(b)
θ ⊗
⊗n
i=1 q˜
(b)
Si
∈ Γ to
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p˜(b)(Zn|Xn) as
q˜
(b)
Zn = argmin
qZn∈Γ
D˜(b)
(
qZn(·) || p˜(b)(· |Xn)
)
: = argmin
qZn∈Γ
∫
Θ×Sn
qZn(z
n) log
qθ(θ)
∏n
i=1
[
qSi(si)
]W (b)i
p˜(b)(zn|Xn) dz
n,
(15)
where D˜(b)
(
qZn(·) || p˜(b)(· |Xn)
)
calculates the expectation with respect to qZn of the log-ratio
between the tilted qZn and p˜
(b)(Zn |Xn). It is worthy noticing that in practical implementations,
the denominator p˜(b)(zn|Xn) in the preceding display simply contributes a constant independent
of qZn in above objective function, and there is no need to explicitly compute this quantity. We
include this term mainly for theoretical purposes—the D˜(b)(· || ·) with this term reduces to the
usual KL divergence when W
(b)
i ≡ 1. In addition, the weighted variational approximation leads
to the following decomposition that generalizes the unweighted KL decomposition formula (8)
and plays an essential role in our theoretical analysis,
D˜(b)
(
qZn(·) || p˜(b)(· |Xn)
)
= D
(
qθ ‖pi(b)n
)
+
n∑
i=1
W
(b)
i
∫
Θ
D
(
qSi ‖ pSi(· | θ, Xn)
)
qθ(θ) dθ. (16)
This identity implies the weighted variational objective function to be nonnegative. Accordingly,
this decomposition formula enables us to divide the joint minimization problem (15) into two
steps—first profiling out the nuisance part qSn by minimizing the second term for a fixed qθ, and
then minimizing the resulting “weighted profile divergence” as a function of qθ. In particular, the
first step of minimizing over qSn admits a convenient closed form expression for the theoretical
analysis, as summarized in the following lemma.
Lemma 3. For each fixed density qθ over Θ, the weighted profile divergence takes the form as:
min
qSn=
⊗n
i=1 qSi
D˜(b)
(
qZn(·) || p˜(b)(· |Xn)
)
= D(qθ ‖pi(b)n )−
n∑
i=1
W
(b)
i log
(∫
S
exp{ri(si)}dsi
)
,
where functions {ri(·)}ni=1 are defined in Lemma 1.
The same remark after Lemma 1 regarding the limiting behavior of ri and its implications as qθ
approaches to the δ-measure at θ∗ applies to the weighted case. Note that the decomposition
formula in the lemma is convenient for deriving a normal approximation to q˜
(b)
θ and cannot
be directly used for practical computation since the weighted marginal posterior pi
(b)
n in the first
term is computationally intractable. In addition, it is worthy mentioning that a similar weighted
ELBO decomposition generalizing (10) holds by replacing the first goodness of fit term and the
second Jensen gap term with their weighted counterparts. This weighed ELBO decomposition
would be useful for deriving the contraction rate of the weighted variational approximation q˜
(b)
θ
beyond parametric models by adapting the proof techniques in [42].
Having obtained the weighted variational approximation q˜
(b)
θ to the weighted posterior pin of
θ with the bth random weights Wn,(b), we can then proceed as in the usual variational inference
by using the variational mean θ˜
(b)
V B =
∫
Θ θ q˜
(b)
θ (θ) dθ as the bth random sample approximately
drawn from the marginal posterior pin, for b = 1, 2, . . . , B. Unlike MCMC sampling algorithms,
the random samples {θ˜(b)V B}Bb=1 from the variational WLB are i.i.d. draws approximately from pin
given data Xn. These random samples can be used for statistical inference, such as constructing
credible sets and conducting hypothesis testing. Algorithm 1 below summarizes the pseudo-code
for implementing the variational WLB.
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Algorithm 1: Variational Weighted Likelihood Bootstrap
Input: Number B of random draws
Data: X1, X2, . . . , Xn
for b← 1 to B do
Generate random weights W
(b)
1 ,W
(b)
2 , . . . ,W
(b)
n ;
Solve optimization problem (15) to obtain variational density q˜
(b)
θ , for
example, via the weighted CAVI in Algorithm 2;
Compute weighted variational mean θ˜
(b)
V B =
∫
Θ θ q˜
(b)
θ (θ) dθ;
end
Output: Random samples {θ˜(b)V B}Bb=1 for approximating posterior pin of θ
3.3 Coordinate ascent algorithm for computation
In this subsection, we discuss computational aspects of the optimization problem (15) in the
inner loop of Algorithm 1 via a weighted variant of the coordinate ascent. Coordinate ascent
variational inference (CAVI, [5]) is a popular optimization algorithm tailored for solving (6) in
the usual mean-field approximation that is scalable to large datasets. CAVI, as an optimization
counterpart of Gibbs sampling, utilizes the special structure of the mean-field solution q̂Zn to (6)
that based upon the optimality, each factor in the decomposition (7) should be proportional to
the exponential of the expected log of the joint posterior with respect to the rest factors, which
under our notation, simplifies to
q̂θj (θj) ∝ exp
{
Eq̂−θj
[
log pi(θ) + log p(Sn, Xn| θ)]}, θ ∈ Θ, for j = 1, 2, . . . , d, and
q̂Si(si) ∝ exp
{
Eq̂θ
[
log p(si | θ,Xi)
]}
, si ∈ S, for i = 1, 2, . . . , n,
(17)
where the notation Eq̂−θj stands for taking expectation with respect to all factors in (7) except
for q̂θj (similar notation convention applies to the weighted case below). CAVI iteratively
updates each factor qθj or qZi until convergence. Since the ELBO value is non-decreasing along
the iterations, CAVI is guaranteed to converge to a local minimum. In practice, the convergence
of the CAVI can be assessed by monitoring the ELBO value, and multiple random initializations
can be deployed for finding the global minimum by picking one that yields the highest ELBO
value.
Now we generalize the CAVI to its weighted counterpart for solving optimization (15). More
specifically, the optimality condition of the optimization problem (15) with random weights
Wn,(b) = (W
(b)
i ) is
q˜
(b)
θj
(θj) ∝ exp
{
E
q˜
(b)
−θj
[
log pi(θ) + log p˜(Sn, Xn| θ)]}, θ ∈ Θ, for j = 1, 2, . . . , d, and (18)
q˜
(b)
Si
(si) ∝ exp
{
E
q˜
(b)
θ
[
log p(si | θ,Xi)
]}
, si ∈ S, for i = 1, 2, . . . , n, (19)
which only differs from the optimality condition (17) of the usual mean-field optimization in
replacing the joint likelihood function p(Xn, Sn| θ) with its weighted version p˜(Xn, Sn| θ). Sim-
ilarly to the CAVI, we can repeatedly update each qθj and qSi until convergence, and a stopping
criterion can be based on the change in the weighted ELBO. Again, the weighted CAVI re-
duces the the CAVI when are weights are identically one. Due to the similarity between (17)
and the preceding display, only minor changes are needed in order to implement the weighted
CAVI based on existing statistical softwares for the CAVI. Algorithm 2 below summarizes the
pseudo-code for the weighted CAVI.
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Algorithm 2: Weighted CAVI Algorithm
Input: Random weights W
(b)
1 ,W
(b)
2 , . . . ,W
(b)
n
Data: X1, X2, . . . , Xn
Initialize qZn =
⊗d
j=1 qθj ⊗
⊗n
i=1 qSi ;
while not converged do
for j ← 1 to d do
Update qθj as in equation (18) ;
end
for i← 1 to n do
Update qSi as in Equation (19) ;
end
end
Output: Variational approximation q˜
(b)
θ =
⊗d
j=1 qθj for the weighted posterior
pi
(b)
n of θ
4 Non-asymptotic analysis of variational weighted likelihood
Bootstrap
In this section, we develop theoretical justifications for the statistical inference procedure
developed in Section 3. Our results show that unlike the mean-field variational approximation
q̂θ to the marginal posterior pin of θ that generally underestimates the variance (c.f. Theorem 1),
the variational weighted likelihood Bootstrap generates independent random samples of θ given
the data whose distribution approaches pin as n → ∞. As a consequence, credible intervals
constructed from these random samples of θ has frequentist coverage approaching to their
nominal levels as n→∞. Our analysis is non-asymptotic and leads to explicit high probability
error bounds on the discrepancies.
4.1 Contraction of weighted posterior distribution and its normal approxi-
mation
In this subsection, we investigate the theoretical properties of the weighted variational ap-
proximation q˜
(b)
θ as the optimum of the weighted variational optimization (15). Similar to the
study of the mean-field approximation q̂θ in Section 2.3, we begin with he contraction property
of the weighted posterior distribution pi
(b)
n defined in (12) that leads to the contraction of q˜
(b)
θ
with a sub-Gaussian type tail bound. It proof is provided in Section B.4.
Theorem 2. Under Assumptions A1, A2 and W, there exist constants (C ′0, C ′1, C ′2, C ′3) such
that for any M ≥ 1 and ε˜n = C ′0 logn√n it holds with probability at least 1 − C ′1M−2 that the
weighted posterior Π˜
(b)
n satisfies
Π˜(b)n
(‖θ − θ∗‖ ≥ C ′2ε) ≤ e−C′3nε2 , for all ε ≥Mε˜n. (20)
In addition, if Assumption A3 is also true, then there exist some constants (C ′′2 , C ′′3 ) such that
under the same high probability event, the mean-field approximation Q̂θ satisfies
Q˜
(b)
θ
(‖θ − θ∗‖ ≥ C ′′2 ε) ≤ e−C′′3 nε2 , for all ε ≥Mε˜n.
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The proof of (20) involves a uniform control on the weighted likelihood ratio via the bracket
entropy, and uses the proof technique of Theorem 2 in [29]. Similar to Lemma 2, the proof of
Theorem 2 is not specific to parametric models where ε˜n 
√
log n/n and can be extended to
general cases such as infinite-dimensional models as long as the bracket entropy of the model
space is properly controlled.
Recall that θ˜(b) is the maximizer of the weighted likelihood function,
θ˜(b) = argmax
θ∈Θ
L˜(b)(θ; Xn) = argmax
θ∈Θ
n∑
i=1
W
(b)
i log p(Xi | θ).
Let Q˜∗(b) denote the normal distribution N
(
θ˜(b), [nI(θ∗)]−1
)
. The next theorem extends the
classical BvM theorem to the normal approximation Q˜∗(b) of the weighted posterior distribution
Π˜
(b)
n of θ.
Theorem 3. Under Assumptions A1, A2 and W, there exist constants (C ′4, C ′5) such that for
any M ≥ 1, it holds with probability at least 1− C ′4M−2 that
max
{
dTV
(
Π˜(b)n (A), Q˜
∗(b)(A)
)
, D
(
Π˜(b)n || Q˜∗(b)
)} ≤ C ′5M(log n)d+4√
n
.
Theorem 3 is a non-asymptotic result providing an explicit upper bound to certain discrepancy
measures between Π˜
(b)
n and its normal approximation Q˜∗(b). This theorem also extends the
classical BvM type results from the total variational metric to the stronger KL-divergence, due
to the strong sub-Gaussian tail bound (20) for controlling the expectation of the log-density
ratio log
(
pi
(b)
n /q˜∗(b)
)
relative to Π˜
(b)
n outside a
√
log n/n-neighborhood of θ˜(b).
4.2 Consistency of variational weighted likelihood Bootstrap
In this subsection, we discuss the consistency of variational weighted likelihood Bootstrap
summarized in Algorithm 1 as a new sampling scheme for approximating the marginal posterior
distribution Πn of θ. First, we present a result on the normal approximation of the weighted
mean-field approximation Q˜
(b)
θ .
Theorem 4. Under Assumptions A1, A2, A3 and W, there exist constants (C ′6, C ′7) such that
for any M ≥ 1, it holds with probability at least 1− C ′6M−2 that
D(Q˜
(b)
θ || Q˜∗(b)V B ) ≤
C ′7M3(log n)d+4√
n
,
where Q˜
∗(b)
V B = N(θ˜
(b), [nIV B]
−1), with the matrix IV B ∈ Rd×d defined in Theorem 1.
This result shows that the weighted version Q˜
∗(b)
V B shares the same covariance structure as Q˜
∗
V B
in Theorem 1, but the center changes from the MLE θ̂ to the weighted MLE θ˜(b). Since the
diagonal matrix IV B not only ignores all off-diagonal entries in the information matrix I(θ
∗) but
also inflates the diagonals by an extra additive term Is(θ
∗) due to the mean-field approximation
on the latent variables, statistical inference based on Q˜
(b)
θ will be erroneous. Fortunately, as the
center of Q˜
(b)
θ approximates the weighted MLE θ˜
(b), we may instead conduct inference based
on this quantity. Formally, recall that θ˜
(b)
V B =
∫
Θ θ q˜
(b)
θ (θ) dθ is the weighted variational mean of
Q
(b)
θ in the bth replicate of Algorithm 1.
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Corollary 2. Under the conditions and the high-probability event of Theorem 4, there exists
a constant C ′8 such that
‖√n (θ˜(b)V B − θ˜(b))‖ ≤
C6M
3/2(log n)d/2+2
n1/4
.
This corollary is the weighted version of Corollary 1 that indicates the closeness between the
weighted variational mean of Q
(b)
θ and the weighted MLE θ˜
(b), whose conditional distribution
given Xn approximates the sampling distribution of the MLE θ̂MLE.
As a consequence of Corollary 2, the following theorem provides a theoretical justification of
using the random samples {θ˜(b)V B}Bb=1 for approximating the posterior Πn of θ. For two vectors
u, v ∈ Rd, we use u ≤ v to mean that u is element-wise less than or equal to v. We use U1/2 to
denote the matrix square root of a positive definite matrix U ∈ Rd×d.
Theorem 5. Under the assumptions of Theorem 4, there exist constants (C ′9, C ′10, C ′11) such
that for any M ≥ 1, it holds with probability at least 1− C ′9M−2 that
sup
u∈Rd
∣∣∣P (√n [I(θ∗)]1/2(θ˜(b)V B − θ̂MLE ) ≤ u ∣∣Xn)− P (Z ≤ u)∣∣∣ ≤ C ′10M3/2(log n)d/2+2n1/4 ,
and sup
u∈Rd
∣∣∣P (θ˜(b)V B ≤ u ∣∣Xn)−Π(θ ≤ u ∣∣Xn)∣∣∣ ≤ C ′11M3/2(log n)d/2+2n1/4 ,
where Z ∼ N(0, Id) is the d-variate standard normal distribution, and the randomness of con-
ditional probability P (· |Xn) is on the random weights (W (b)1 ,W (b)2 , . . . ,W (b)n ).
The first display in Theorem 5 implies that the conditional cdf of
√
n [I(θ∗)]1/2
(
θ˜
(b)
V B − θ̂MLE
)
given Xn uniformly converges to that of N(0, Id) as n→∞, and the second display implies the
uniform convergence of the conditional cdf of θ˜
(b)
V B to that of the marginal posterior distribution
Π(· |Xn) of θ. As a direct consequence of Theorem 5 and the classical BvM result on the
posterior Π(· |Xn), we may use sample quantiles of {θ˜(b)V B}Bb=1 to construct a credible interval,
whose frequentist coverage is at most O(√log n/n1/4) away from its nominal level for sufficiently
large B.
5 Numerical study
In this section, we provide two numerical examples, the Gaussian mixture model and the
Bayesian linear regression, to evaluate the performance of the variational weighted likelihood
Bootstrap for credible interval constructions. We will compare four types of credible intervals
with level α = 95%. The first interval is based on the sample quantiles of the draws from
the Gibbs sampler for sampling from the posterior Πn. The second interval is based on the
quantile of the mean-field variational approximation Q̂θ. The third interval is based on the
sample quantile of the draws {θ˜(b)V B}Bb=1 from our VWLB procedure (Algorithm 1). The last
interval is the usual bootstrap interval based on the sample quantile of {2θ˜(b)V B − θ̂V B}Bb=1, since
by Corollary 1 and Theorem 5, the conditional distribution of
√
n(θ˜
(b)
V B−θ̂V B) given Xn provides
a good approximation to the sampling distribution of
√
n(θ̂V B − θ∗). Note that the last two
types of intervals are asymptotically equivalent since the limiting distribution of
√
n(θ̂V B − θ∗)
is symmetric.
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5.1 Gaussian Mixture Model
Gaussian Mixture Model(GMM) is a classical example of latent variable models. We consider
the following one-dimensional GMM in this simulation. Assume (X1, X2, . . . , Xn) as i.i.d. sample
from the data generating model Pθ =
∑K
k=1
1
KN(µk, 1), with K = 3, where the parameter is the
centers θ = µ = (µ1, . . . , µK). This model has a latent variable representation by associating
each Xi with a latent assignment (variable) ci that follows the categorical distribution: ci ∼
Categorical(1/K, . . . , 1/K). Conditioning on ci and µ, the observation Xi follows the normal
distribution N(cTi µ, 1). We specify the prior distribution of the parameter µ = (µ1, µ2, µ3) as
i.i.d. µk ∼ N(0, σ2) with σ = 5. The true parameter µ∗ = (−∆, 0,∆), with ∆ ranging from 0
to 8.
We apply the mean-field approximation that approximates the joint posterior distribution
p({ci}ni=1, µ |Xn) with a fully factorized distribution qZn =
⊗K
k=1 qµk ⊗
⊗n
i=1 qci . It turns
out that the normal prior of µ is “conjugate” in the sense that the KL minimizer q̂Zn =⊗K
k=1 q̂µk ⊗
⊗n
i=1 q̂ci as in the optimization problem (6) must be from the same distribution
family: each q̂µk is a normal distribution, and each q̂ci is a categorical distribution. Therefore,
we can parametrize them by
Qµk = N(µk;mk, s
2
k), and Qci = Categorical(φi1, . . . , φiK), (21)
for k = 1, 2, 3 and i = 1, . . . , n. Solving the infinite-dimensional optimization problem (6) boils
down to optimizing the objective function over these parameters {mk, sk}3k=1 and {(φi1, . . . , φiK)}ni=1.
Implementation details of the algorithm is provided in Appendix A.1.
We compare the numeric performance of the four credible intervals. In the Gibbs sampler,
we take out the first 10, 000 iterations as the burn-in, and fetch 500 samples every 20 iterations
to reduce the auto-correlation. In our VWLB, we set the number of draws to be B = 500.
Figure 2 reports the averaged coverage probability over three parameters (µ1, µ2, µ3} in each
type of intervals, under sample size n = 100, 200, 500 and 1000 respectively, and Table 1
reports the credible interval lengths under ∆ ∈ {0, 1, 3, 5} and n = 500 (clusters 1 and 3 are
symmetric, so we only report clusters 1 and 2). In Appendix A.1, we provide more details about
the individual coverage probability for each of the three normal centers, and the respectively
estimated posterior density curves. Interestingly, when ∆ is near 0, all methods except for
the VWLB have degeneracy problem, as the three clusters are no longer distinguishable (our
regularity Assumptions A2 and A3 are violated). As we can see, the degeneracy window width
decreases as the sample size grows. In the good region where the cluster gap ∆ is sufficiently
large so that the normal components are statistically distinguishable and our theory applies,
the two credible intervals based on VWLB tends to attain the nominal 95% level as the Gibbs
sampler. Moreover, the lengths of the credible intervals based on Gibbs and VWLB are similar.
In contrast, the credible intervals directly constructed from the mean-field approximation Q̂θ
are shorter than those from the Gibbs sampling, and tend to under-estimate the uncertainty
until the gap ∆ exceeds 5 where the three normal components become nearly disjoint across all
sample sizes.
cluster 1 cluster 2 cluster 1 cluster 2 cluster 1 cluster 2 cluster 1 cluster 2
Gibbs Sampler 0.490(0.053) 0.427(0.068) 0.537(0.056) 0.848(0.104) 0.372(0.019) 0.490(0.044) 0.312(0.014) 0.325(0.016)
VB Posterior 0.303(7× 10−5) 0.303(4× 10−5) 0.303(0.001) 0.304(0.001) 0.303(0.007) 0.303(0.007) 0.303(0.009) 0.303(0.009)
VWLB Sampler 0.472(0.132) 0.354(0.118) 0.581(0.040) 0.857(0.117) 0.375(0.039) 0.499(0.088) 0.310(0.024) 0.322(0.027)
Table 1: Credible interval lengths for µ1 and µ2 under n = 500 and ∆ ∈ {0, 1, 3, 5}.
A direct calculation indicates that the mean-field information matrix IVB(θ
∗) appeared in the
normal approximation in Theorem 1 is simply the diagonal matrix with each diagonal component
being equal to 1/K, regardless the relative positions between the components of µ. Therefore,
Theorem 1 implies that the limiting variational variance of each µk is K/n. Figure 3(a) shows
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Figure 2: Coverage probabilities of four credible intervals (CI) in the GMM under n ∈
{100, 200, 500, 1000}. Gibbs sampler: CI based on Gibbs sampling; VB posterior: CI based
on the mean-field approximation Q̂θ; VWLB CI: CI based on the VWLB samples {θ˜(b)V B}Bb=1;
VWLB CI2: bootstrap type CI based on {2θ˜(b)V B − θ̂V B}Bb=1.
the Monte Carlo estimation of the rescaled variance (multiply by n) of µ1 in the mean-field
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approximation Q̂θ under ∆ = 3, which empirically justified our theoretical prediction. In
addition, the second row in Table 1 shows that the length of the credible interval from the
variational approximation Q̂θ remains 0.303 across all ∆, where 0.303 ≈ 2 × 1.96 ×
√
K/n
under K = 3 and n = 500, which is consistent with our theoretical prediction. When ∆
is near 0, the Fisher information matrix I(θ∗) ≈ I(0) = (1/K2)1K1TK becomes degenerate,
which explains the under-covering issue associated with the mean-field credible interval. As ∆
increases, (µ1, µ2, µ3) tends to become independent in the joint posterior Πn, and the credible
intervals from the mean-field Q̂θ approaches the nominal level 95% since I(θ
∗) converges to
IVB(θ
∗) (c.f.Table 1).
We also verify our theoretical finding in Theorem 1 that due to the presence of latent
variables, the mean-field information matrix IVB(θ
∗) = Diag(I(θ∗) + Is(θ∗)) has an extra term
caused by the missing data information matrix Is(θ
∗). For each k = 1, 2, 3, according to the
classical Bernstein von-Mises theorem, we can estimate the k-th diagonal element of the Fisher
information matrix I(θ∗) as n−1 times the inverse of σˆ2k = [(Σˆ)
−1]kk, where Σˆ denotes the
sample covariance matrix of the draws from the posterior distribution Πn via Gibbs sampling.
The diagonal of IV B(θ
∗) can be approximated by n−1 times the inverse of the variance s2k
in the variational approximation (21). Therefore, σˆ2k/s
2
k serves as an estimate of the ratio
[IVB(θ
∗)]kk/[I(θ∗)]kk for k = 1, 2, 3. Figure 3(b) plots the σˆ2k/s
2
k versus the sample size for the
three clusters k = 1, 2, 3 under ∆ = 5, as well as their respective theoretical value calculated from
Theorem 1. As we can see, the numerical results closely conform to our theoretical prediction,
where all these three ratios are greater than one due to the latent variables.
(a) Variational variance of µ1 (with error bars). (b) Ratio of variances
Figure 3: Characterizations of the limiting variances in the mean-field approximation.
5.2 Bayesian Linear Regression
In this example we consider the Bayesian linear regression of the following form:
Y n = Xβ + ε, ε ∼ N(0, σ2In).
where Y n is the response vector in Rn, and X = (X1, . . . , Xp) is the design matrix of dimension
n×p. We target at making inference on β = (β1, . . . , βp) ∈ Rp, the regression coefficient vector.
To facilitate variable selection, we impose independent point mass mixture priors for {βj}pj=1
by introducing p latent binary variables {γj}pj=1, where γj indicates whether Xj is included in
the model (or βj = 0 or not), that is,
βj | (γj = 0, σ2) ∼ δ0 and βj |(γj = 1, σ2) ∼ N(0, v1σ2),
where δa denotes the point mass measure at point a. The prior for γj ’s is specified as i.i.d. Bernoulli(ξ),
where ξ follows the Beta prior distribution as Beta(a0, b0), and the prior for the noise variance
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σ2 is the inverse Gamma distribution as IG(ν/2, νλ/2). In our simulation, we take v1 = 2,
a0 = 1, b0 = 1, ν = 0.002 and λ = 1 for the hyperparameters. In this example, there is no
latent variable and the parameter is θ = ({(γj , βj)}pj=1, σ2).
We apply the following block mean-field approximation [9] for approximating the joint poste-
rior distribution p({(γj , βj)}pj=1, σ2 |Y n) using the blockwise-factorized family qθ =
⊗p
j=1 qγj ,βj⊗
qσ2 . It again turns out that the point mass mixture priors on β and inverse gamma prior on σ is
the “conjugate” prior in the sense that in the KL minimizer q̂θ =
⊗p
j=1 q̂γj ,βj ⊗ q̂σ2 , each q̂γj ,βj
is a point mass mixture and q̂σ2 is an inverse Gamma. Therefore, we can parametrize them by
Qγj ,βj = (1− φj)δ0(γj)⊗ δ0(βj) + φjδ1(γj)⊗N(µj , σ2j ), and Qσ2 = IG(c, d), (22)
for j = 1, . . . , p. Therefore, finding Q̂θ amounts to optimizing the objective function (6) over
these parameters {φj , µj , σ2j )}pj=1 and {c, d} via the coordinate descent algorithm. Implemen-
tation details of the algorithm is provided in Appendix A.2, where we have adopted a slightly
different but more efficient algorithm [18].
We generate the data in our simulation as follows. The number of observations is n = 1, 000
and number of covariates p = 10, with ground truth parameter β∗ = (2, 3, 2, 4, 1, 2, 1, 0, 0, 2)T .
We generate X conforming to an AR(1) process associated with a unit variance white noise
process as below: for each i = 1, . . . , n,
Xij = ρXi(j−1) + εj , εj ∼ N(0, 1) for j = 2, . . . , p, and Xi1 ∼ N(0, (1− ρ2)−1),
where ρ ∈ [0, 1) is the auto-correlation, and each Xij has the same marginal distribution as
N(0, (1 − ρ2)−1). In the simulation, we consider different settings of the auto-correlation as
ρ = 0, 0.05, . . . , 0.95. We draw B = 1000 samples from the Gibbs sampler and the VWLB
sampler (Algorithm 1). When evaluating four credible intervals, we compute the coverage
probability based on 1, 000 replicates for each setting. Figure 4 reports the trends of coverage
probabilities for two coefficients β1 and β4 using the four aforementioned types of credible
intervals. As we can expect, the coverage probabilities of the credible intervals based on the
(a) β1 (b) β4
Figure 4: Coverage probabilities based on four types of credible intervals versus design correla-
tion ρ.
mean-field approximation Q̂θ rapidly fall below the nominal level 95% when the auto-correlation
is large, as Q̂θ completely ignores the (high) correlations among {βj}pj=1 in the joint posterior
distribution Πn. In comparison, the rest three methods exhibit similar patterns and nearly attain
the nominal level (horizontal dotted line) across all ρ values. We also report the lengths of the
intervals reflecting the estimated uncertainty magnitudes in Table 2. As we can infer from this
table, the degree of uncertainty underestimation in the mean-field approximation Q̂θ increases
as the correlation among {βj}pj=1 in their joint posterior increases, as the posterior covariance
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β1 β4 β1 β4 β1 β4
Gibbs Sampler 0.1245(0.0066) 0.1243(0.0064) 0.1243(0.0064) 0.1388(0.0071) 0.1222(0.0099) 0.1675(0.0174)
VB Posterior 0.1241(0.0028) 0.1241(0.0029) 0.1074(0.0025) 0.1075(0.0025) 0.0387(0.0010) 0.0388(0.0010)
VWLB Sampler 0.1223(0.0070) 0.1226(0.0070) 0.1223(0.0071) 0.1368(0.0077) 0.1218(0.0071) 0.1680(0.0097)
Table 2: Credible interval lengths for β1 and β4 under n = 1, 000 and ρ ∈ {0, 0.5, 0.95}.
matrix of the regression coefficient vector β is approximately proportional to the auto-covariance
matrix of the AR(1) process with auto-correlation ρ. For example, when ρ = 0, there is no
visible uncertainty underestimation, while when ρ = 0.95, the variational standard deviation
of β4 reduces to roughly one quarter of the true (marginal) posterior standard deviation. In
comparison, the lengths from Gibbs sampler and our VWLB sampler are always close.
6 Proofs of the main results
In this section, we provide a selective proofs of the main results in the paper, and leave the
rest and some technique results to the supplement. To simplify the presentation, we use letter
C to denote a generic constant whose value may change from one line to another throughout
the proof.
6.1 Proof of Lemma 2
Before showing that the variational approximation Q̂θ has the desired sub-Gaussian type tail
bound, we first show that the marginal posterior distribution Πn of θ has a similar type bound.
In fact, Assumption A2 implies Eθ∗ log
p(X | θ∗)
p(X | θ) ≤ C‖θ−θ∗‖2 and Eθ∗
[
log p(X | θ
∗)
p(X | θ)
]2 ≤ C‖θ−θ∗‖2.
Therefore, we can apply Theorem 5.1 in [13] to obtain that for any M ≥ 1, it holds with
probability at least 1− CM−2 that the posterior Πn of θ satisfies
Πn
(‖θ − θ∗‖ ≥ Cε) ≤ e−Cnε2 , for all ε ≥Mεn, (23)
where we slightly strengthen their result by providing the explicit posterior tail bound and by
extending it from a single ε = Mεn to all ε ≥ Mεn simultaneously, due to the same argument
as the proof of equation (6.10) in [41].
We will use the optimality of Q̂ = Q̂Zn = Q̂θ ⊗ Q̂Sn for optimization problem (6) to
prove the desired result. Let Q|A denote the restriction of a probability measure Q onto a set
A ⊂ Θ× Sn, that is, Q|A(B) = Q(A ∩B)/Q(A) for all B ⊂ Θ× Sn. For a fixed ε ≥Mεn and
each j = 1, 2, . . . , d, we construct a sequence Q = {Q†λ : λ ∈ [0, 1]} of distributions as
Q†λ = (1− λ) Q̂|Acn,j + λ Q̂|An,j , for all λ ∈ [0, 1],
where An,j = {θ : |θj − θ∗j | ≥ Dε} × Sn for some sufficiently large constant D ≥ C. It is easy
to verify that Q†λ is a valid distribution belonging to the mean-field family Γ for any λ ∈ [0, 1].
Let λ̂ = Q̂(An,j), so that Q̂ = Q
†
λ̂
. Due to the optimality of Q̂ for minimizing D
(
Q ||P (· |Xn))
when restricting to the smaller family Q, we obtain λ̂ = argmin λ∈[0,1]D
(
Q†λ ||P (· |Xn)
)
, where
we can express
D
(
Q†λ ‖P (· |Xn)
)
=
∫
Θ×Sn
log
(
Q†λ(dZ
n)
P (dZn |Xn)
)[
(1− λ) Q̂|Acn,j (dZn) + λ Q̂|An,j (dZn)
]
= (1− λ)
∫
Acn,j
log
(
(1− λ) Q̂|Acn,j (dZn)
P (dZn |Xn)
)
Q̂|Acn,j (dZn) + λ
∫
An,j
log
(
λ Q̂|An,j (dZn)
P (dZn |Xn)
)
Q̂|An,j (dZn),
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where the second equality is due to mutual orthogonality of Q̂|An,j and Q̂|Acn,j . Due to a similar
decomposition P (dZn |Xn) = P |An,j (dZn |Xn)P (An,j |Xn)+P |Acn,j (dZn |Xn)P (Acn,j |Xn) for
P (dZ |Xn), the preceding display can be further decomposed into
(1− λ)
∫
Acn,j
log
(
Q̂|Acn,j (dZn)
P |Acn,j (dZn |Xn)
)
Q̂|Acn,j (dZn) + λ
∫
An,j
log
(
Q̂|An,j (dZn)
PAn,j (dZ
n |Xn)
)
Q̂|An,j (dZn)
+ (1− λ) log
(
1− λ
P (Acn,j |Xn)
)
+ λ log
(
λ
P (An,j |Xn)
)
=(1− λ) dn2 + λ dn1 +D
(
Ber(λ) ‖Ber(βn)
)
, (24)
where βn = P (An,j |Xn) = Πn(|θj − θ∗j | ≥ Dε), Ber(λ) denotes a Bernoulli distribution with
success probability λ, and two constants (dn1, dn2) independent of λ are
dn1 = D
(
Q̂|An,j ‖P |An,j (· |Xn)
)
and dn2 = D
(
Q̂|Acn,j ‖P |Acn,j (· |Xn)
)
.
Since λ̂ minimizes D
(
Q†λ ‖P (· |Xn)
)
, by setting the derivative of (24) as a function of λ to be
zero, we obtain
λ̂ =
βn exp(−dn1)
βn exp(−dn1) + (1− βn) exp(−dn2) ≤
βn exp(−dn1)
(1− βn) exp(−dn2) ≤
βn
1− βn exp(dn2),
where we have used the fact that dn1 ≥ 0 in the last step. On the other hand, from the fact
that (24) is equal to D
(
Q†λ ‖P (· |Xn)
)
at λ = λ̂ and the non-negativeness of the three terms
therein, we obtain D
(
Q̂ ||P (· |Xn)) ≥ (1− λ̂) dn2 +D(Ber(λ̂) ‖Ber(βn)). Combining this with
the preceding display, we can reach
λ̂ ≤ 2βn exp
(
D
(
Q̂ ‖P (· |Xn))
1− λ̂
)
and D
(
Ber(λ̂) ‖Ber(βn)
) ≤ D(Q̂ ‖P (· |Xn)), (25)
where we have used inequality (23) so that βn ≤ Πn(‖θ−θ∗‖ ≥ Dε) ≤ e−CD2nε2 ≤ n−CD2 ≤ 1/2
for a sufficiently large D.
Now we invoke the following lemma for bounding D
(
Q̂ ‖Πn) from above. Its proof is deferred
to Appendix B.9 in the supplement.
Lemma 4. Under Assumptions A1, A2 and A3, it holds with probability at least 1−CM−2 that
D
(
Q̂ ‖P (· |Xn)) ≤ CnM2ε2n.
Using this lemma, the second display in inequality (25), the bound in inequality (23) on βn,
and the fact that λ log λ + (1 − λ) log(1− λ) ≥ − log 2 for any λ ∈ [0, 1], we can obtain that
λ̂ ≤ C/D2 ≤ 1/2 by choosing a sufficiently large D. Then a combination of the same Lemma 4,
the inequality (23) on βn, and the first display in inequality (25) on λ̂ implies
Q̂θ(|θj − θ∗j | ≥ Dε) = λ̂ ≤ 2 exp
(−CD2n ε2 + 2CnM2ε2n) ≤ exp(−CD2nε2/2),
for a sufficiently large constant D, which yields the claimed result on the tail probability of Q̂θ
via a union bound over j = 1, . . . , d (since d−1/2‖θ − θ∗‖ ≤ maxj |θj − θ∗j |).
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6.2 Proof of Theorem 1
We focus on illustrating the key proof idea of Theorem 1 in this subsection, and leave the
proofs of technical lemmas to the appendix. In addition, the proof of Theorem 4 (weighted ver-
sion of Theorem 1) will follow the same strategy, and details are also deferred to Appendix B.6.
One main difficulty of the proof lies in the fact that the KL divergence does not satisfy the
triangle inequality (unless the approximate family is convex, which is not true in the mean-field
case), when specialized to our problem, taking the form as
D(Q̂θ ||Q∗V B) ≤ D
(
Q̂θ ||N(θ̂MLE, [nIc(θ∗)]−1)
)−D(Q∗V B ||N(θ̂MLE, [nIc(θ∗)]−1)),
where recall that Q∗V B shares the same center θ̂MLE as N(θ̂MLE, [nIc(θ
∗)]−1), but the preci-
sion matrix (inverse of covariance matrix) of the former is the diagonal part of the latter.
This triangle inequality, if true, would imply the desired bound on D(Q̂θ ||Q∗V B). In fact, ac-
cording to Lemma 5 below, Q∗V B minimizes D
(
Qθ ||N(θ̂MLE, [nIc(θ∗)]−1
)
over all Qθ within
the mean-field family (Qθ factorizes into
⊗d
j=1Qθj ). Moreover, the variational optimum Q̂θ
also approximately minimizes this divergence since according to Lemma 6, the KL divergence
D
(
Qθ ||N(θ̂MLE, [nIc(θ∗)]−1)
)
is, for all Qθ with a similar sub-Gaussian tail as in Lemma 2,
close to the “profile divergence” defined in Lemma 1, for which Q̂θ is the minimizer since by
definition (Q̂θ, Q̂Sn) jointly minimizes the variational objective function (7). In other words,
the preceding triangle inequality reveals the local strongly convexity structure of the profile
variational objective function (after profiling out QSn) around the populational level mini-
mizer Q∗V B. Unfortunately, such a triangle inequality for KL divergence is not true in general.
Therefore, our first step of the proof is to establish a similar “triangle inequality” restricted
on the mean-field family with respect to the KL-divergence around the populational level min-
imizer Q∗V B. After that, we will formalize the above intuition that Q̂θ effectively minimizes
D
(
Qθ ||N(θ̂MLE, [nIc(θ∗)]−1)
)
.
Step one: In this step, we build a “triangle inequality” for the KL-divergence restricting to
the mean-field family. We will repeatedly use the following decomposition of the KL-divergence
D(Q ||P ) when the first probability measure Q belongs to the mean-field family and the second
probability measure P is a normal distribution. Here we use the notation µQθ to denote the
expectation of any probability measure Q over a space Θ, and for any vector u ∈ Θ, use Qu to
denote the translation of Q whose expectation is u, that is, Q(A+ µQθ) = Q(u)(A+ u) for any
measurable set A ⊂ Θ. Let λmin(Γ) denote the smallest eigenvalue of a positive definite matrix
Γ.
Lemma 5. Let Q be a probability measure on Rd that factorizes as Q =
⊗d
j=1Qj, µ ∈ Rd be
a d-dim vector and Γ ∈ Rd×d a d-by-d positive definite matrix. Let Q∗ = N(µ, (diag(Γ))−1)) =⊗d
j=1Q
∗
j , where Q
∗
j is the univariate normal distribution N(µj ,Γ
−1
jj ) for j = 1, . . . , d. Then we
have the decomposition
D
(
Q ||N(µ, Γ−1))−D(Q∗ ||N(µ, Γ−1)) = d∑
j=1
D
(
Q(µj),j ||Q∗j
)
+
1
2
(µQθ − µ)TΓ (µQθ − µ),
where µQθ ∈ Rd denotes the expectation of Q. Furthermore, we have
D(Q ‖Q∗) ≤ maxj Γjj
λmin(Γ)
[
D(Q ‖N(µ,Γ−1))−D(Q∗ ‖N(µ,Γ−1))].
Our proof based on direct calculation is provided in Appendix B.10. As a direct consequence,
the first identity in the lemma implies that Q∗ minimizes D
(
Q ||N(µ, Γ−1)) over all Q within
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the mean-field family. When the covariance matrix Γ is a multiple of the identity matrix,
the second inequality in the lemma has leading factor 1 and becomes the triangle inequality
for the KL divergence at Q∗. We will apply this result with Q∗ as Q∗V B and N(µ,Γ
−1) =
N
(
θ̂MLE, [nIc(θ
∗)]−1
)
below in the proof.
Step two: In this step, we study the profile divergence defined in Lemma 1. Specifically, let
Fn(Qθ) = minQSn=
⊗n
i=1QSi
D
(
Qθ ⊗ QSn ‖P (· |Xn)
)
be the profile divergence. The following
lemma provides an approximation formula for Fn(Qθ) for all Qθ with a suitable tail decay
property. Here, for any probability measure Q, we use ΣQ to denote the d-by-d covariance
matrix of Q. In particular, ΣQ becomes diagonal when Q belongs to the mean-field family.
Lemma 6. Suppose Assumption A3 holds. Then for any M ≥ 1, it holds with probability at
least 1−CM−2 that for any probability measure Q = ⊗dj=1Qj satisfying the same sub-Gaussian
tail decay as in Lemma 2, we have∣∣∣Fn(Qθ)−D(Qθ ||Πn)− n
2
tr
(
ΣQθ Is(θ
∗)
)∣∣∣ ≤ CM3(log n)3/2√
n
,
where Is(θ
∗) is defined in Assumption A3.
The proof is deferred to Appendix B.11 based on Taylor expansions. When there is no latent
variable, Fn(Qθ) is exactly D
(
Qθ ||Πn
)
. This means that the third extra term n2 tr
(
ΣQθ Is(θ
∗)
)
is due to the mean-field approximation between the parameter θ and latent variables Sn. This
third term is not negligible since it will contribute to the precision matrix nIV B of the normal
approximation Q∗V B to Q̂θ, as we will show in the following steps.
Step three: The marginal posterior distribution Πn of θ in the approximation of Fn(Qθ) in
Lemma 6 is not convenient for our analysis. However, from the classical Bernstein von-Mises the-
orem, Πn should be well approximated by a normal distribution N
(
θ̂MLE, [nI(θ
∗)]−1
)
. The fol-
lowing lemma shows that for anyQθ with a suitable tail decay property, D
(
Qθ ||N
(
θ̂MLE, [nI(θ
∗)]−1
))
provides a good approximation to D
(
Qθ ||Πn
)
. Note that this lemma only assumes a sub-
Gaussian type tail but not the mean-field structure (therefore it implies a KL divergence version
of the BvM theorem). Then we may apply the first identity in Lemma 5 to analyze this KL
divergence term.
Lemma 7. Suppose Assumptions A1 and A2 hold. Then for any M ≥ 1, it holds with probability
at least 1 − CM−2 that for any probability measure Qθ satisfying the same sub-Gaussian tail
decay as in Lemma 2, we have∣∣∣D(Qθ ||Πn)−D(Qθ ||N(θ̂MLE, [nI(θ∗)]−1))∣∣∣ ≤ CM3(log n)d+3√
n
,
where I(θ∗) is the information matrix defined in Assumption A2.
The proof of this lemma is provided in Appendix B.12. In particular, we will apply this lemma
with Qθ as Q̂θ and Q
∗
V B that both satisfy the sub-Gaussian tail decay property in Lemma 2.
Step four: Let αn =
CM3(logn)d+3√
n
denote the error upper bound in Lemmas 6 and 7. In this
step, we will formalize the intuition that Q̂θ effectively minimizes D
(
Qθ ||N(θ̂MLE, [nIc(θ∗)]−1)
)
.
For any Q =
⊗d
j=1Qj satisfying the same sub-Gaussian tail decay as in Lemma 2, we have by
Lemmas 6 and 7 that∣∣∣Fn(Qθ)−D(Qθ ||N(θ̂MLE, [nI(θ∗)]−1))− n
2
tr
(
ΣQθ Is(θ
∗)
)∣∣∣ ≤ 2αn. (26)
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This inequality indicates that Q̂θ is effectively minimizing the (negative) sum of the second and
third terms in it, since Q̂θ minimizes Fn(Qθ). Next we will relate this approximate objective
function with D
(
Qθ ||N(θ̂MLE, [nIc(θ∗)]−1)
)
.
Using equation (44) twice in the proof of Lemma 5 in Appendix B.10 with (µ,Γ) = (θ̂MLE, nIc(θ
∗))
and with (µ,Γ) = (θ̂MLE, nI(θ
∗)), respectively, we obtain
D
(
Qθ ||N
(
θ̂MLE, [nIc(θ
∗)]−1
))
=
d∑
j=1
∫
R
qj(θj) log qj(θj) dθj +
1
2
log
(
(2pi)d|nIc(θ∗)|−1
)
+
n
2
tr
(
ΣQθ Ic(θ
∗)
)
+
n
2
(µQθ − θ̂MLE)T Ic(θ∗) (µQθ − θ̂MLE),
D
(
Qθ ||N
(
θ̂MLE, [nI(θ
∗)]−1
))
=
d∑
j=1
∫
R
qj(θj) log qj(θj) dθj +
1
2
log
(
(2pi)d|nI(θ∗)|−1)
+
n
2
tr
(
ΣQθ I(θ
∗)
)
+
n
2
(µQθ − θ̂MLE)T I(θ∗) (µQθ − θ̂MLE),
where we have used the fact that ΣQθ is a diagonal matrix, so that we can express the sum as
the trace. Taking the difference between two and using the fact that Ic(θ
∗) = I(θ∗) + Is(θ∗),
we can further obtain by rearranging the terms that
D
(
Qθ ||N
(
θ̂MLE, [nI(θ
∗)]−1
))
+
n
2
tr
(
ΣQθ Is(θ
∗)
)
=D
(
Qθ ||N
(
θ̂MLE, [nIc(θ
∗)]−1
))− n
2
(µQθ − θ̂MLE)T Is(θ∗) (µQθ − θ̂MLE) +Rc,
(27)
where Rc =
1
2 log
(|Ic(θ∗)| · |I(θ∗)|−1) is a constant independent of Qθ. A combination of this
identity with inequality (26) indicates that up to a translation, Q̂θ minimizesD
(
Qθ ||N(θ̂MLE, [nIc(θ∗)]−1)
)
.
Moreover, the first identity in Lemma 5 indicates that the KL-divergence also contains a trans-
lation related term (second term) that strictly dominates −n2 (µQθ − θ̂MLE)T Is(θ∗) (µQθ − θ̂MLE),
so that the center can still be captured by minimizing Fn(Qθ), as we will show in the next step
below.
Step five: This is the last step where we will use the optimality of Q̂ to prove the claimed
bound. More specifically, by the optimaility of Q̂θ and the feasibility of Q
∗
V B for the optimization
problem minQθ=
⊗
Qθj
Fn(Qθ), we obtain
Fn(Q̂) ≤ Fn(Q∗V B). (28)
Combining this inequality with (26) and (27) and using the fact that both Q̂θ (by Lemma 2)
and Q∗V B satisfy the sub-Gaussian tail condition therein, we can reach
D
(
Q̂θ ||N
(
θ̂MLE, [nIc(θ
∗)]−1
))− n
2
(µ
Q̂θ
− θ̂MLE)T Is(θ∗) (µQ̂θ − θ̂MLE)
≤ D(Q∗V B ||N(θ̂MLE, [nIc(θ∗)]−1))+ 4αn, (29)
where we have used the fact that the mean of Q∗V B is θ̂MLE. Now we combine the above with
the first identity in Lemma 5 with (µ,Γ) = (θ̂MLE, nIc(θ
∗)) so that Q∗ = Q∗V B to obtain,
n
2
(µ
Q̂θ
− θ̂MLE)T I(θ∗) (µQ̂θ − θ̂MLE) ≤ 4αn, (30)
where we have used the nonnegativeness of KL divergence. Since I(θ∗) is positive definite by
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Assumption A2, we have from the above that for some constant C > 0,
n
2
(µ
Q̂θ
− θ̂MLE)T Is(θ∗) (µQ̂θ − θ̂MLE) ≤ Cαn,
Finally, by combining the preceding display, inequality (29) and the second inequality in Lemma 5,
we obtain
D
(
Q̂θ ||Q∗V B
) ≤ C [D(Q̂θ ||N(θ̂MLE, [nIc(θ∗)]−1))−D(Q∗V B ||N(θ̂MLE, [nIc(θ∗)]−1))]
≤ Cαn + n
2
(µ
Q̂θ
− θ̂MLE)T Is(θ∗) (µQ̂θ − θ̂MLE) ≤ C
′αn,
which concludes the proof.
6.3 Proof of Corollary 1
The claimed bound is a direct consequence of inequality (30) in the proof of Theorem 1.
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Supplement to Statistical Inference in Mean-field
Variational Bayes
A Computational details in the numerical study
A.1 Gaussian mixture model
Computation details: Using the notation in Section 5.1, the evidence lower bound (ELBO,
equation (21) of paper [6]) has the following explicit form,
L(qZn) =EqZn
[
log
(
p(Xn, Zn))− log (qZn(Zn))]
∝EqZn
[
− µ
Tµ
2σ2
− 1
2
∑
i
(xi − cTi µ)2 −
∑
i
log
(
cTi φi
)
+
∑
k
log
(
s2k
)]
= − 1
2σ2
∑
k
(s2k +m
2
k)−
1
2
∑
i,k
φik((xi −mk)2 + s2k)−
∑
i,k
φik log(φik) +
1
2
∑
k
log
(
s2k
)
,
(31)
where in the second line we have omitted a constant term independent of the variational posterior
qZn . Since QZn is parametrized by {(mk, s2k}Kk=1 and {(φi1, . . . , φiK)}ni=1, the t-th step inside
the while loop in Algorithm 2 (with unit weights) can be summarized as follows,
φ
(t)
ik ∝ exp
{
xim
(t−1)
k −
1
2
(s
(t−1)
k )
2 + (m
(t−1)
k )
2
}
, (normalized over k = 1, . . . ,K)
m
(t)
k =
∑
i xiφ
(t)
ik
1/σ2 +
∑
i φ
(t)
ik
, and (s
(t)
k )
2 =
1
1/σ2 +
∑
i φ
(t)
ik
, k = 1, . . . ,K, i = 1, . . . , n,
where iteration proceeds until L(qZn) stabilizes.
In our VWLB methods, the weighted CAVI algorithm can be updated in a similar fashion,
where in the t-th step, we use the following updates:
φ
(t)
ik ∝ exp
{
xim
(t−1)
k −
1
2
(s
(t−1)
k )
2 + (m
(t−1)
k )
2
}
, (normalized over k = 1, . . . ,K)
m
(t)
k =
∑
iwbixiφ
(t)
ik
1/σ2 +
∑
iwbiφ
(t)
ik
, and (s
(t)
k )
2 =
1
1/σ2 +
∑
iwbiφ
(t)
ik
, k = 1, . . . ,K, i = 1, . . . , n.
Detailed simulation results: We provide more detailed analysis on GMM when n = 500,
and explain different behaviors between the two credible interval construction schemes based on
our VWLB methods. Firgure 5 displays the individual coverage probabilities for each cluster
center µk, k = 1, 2, 3, of four credible intervals versus the separation gap ∆. From these
results, it appears that the credible intervals based on samplers {θ˜(b)V B}Bb=1 directly drawn from
VWLB achieve the nominal level even when the model becomes degenerate (∆ → 0+), while
those based on Gibbs sampler (or true posterior) go from under-covering, to over-covering, and
finally become stabilized at the nominal level. In contrast, then other two methods exhibit more
drastic under-covering issues at small ∆ values. Figure 6 shows the empirical distributions of the
credible intervals centers for µ1 at ∆ ∈ {0, 1, 3, 5}, which explains the discrepancy between the
two methods based on the VWLB. From this plot, we can see that the second one (VWLB CI2)
based on the reverting idea in bootstrap of using quantiles of {2θ˜(b)V B − θ̂V B}Bb=1 further suffers
from the extra variability due to the variational posterior mean θ̂V B that causes the bimodal
distribution for the interval centers at small ∆ values. In contrast, the first one (VWLB CI)
does not use θ̂V B for correcting the center, and therefore is able to avoid introducing the extra
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systematic bias in θ̂V B due to the model degeneracy. Finally, we provide the approximated
posterior distribution corresponding to the four types of credible intervals in Figure 7. As we
can expect, the mean-field approximation (VB) always underestimates the dispersion of the
posterior distribution (which is well-approximated by the Gibbs sampler), especially at small ∆
values. In contrast, the posterior approximations from the two VWLB samplers become close
to the true posterior as ∆ exceeds value 1.
(a) Gibbs Sampler (b) VB posterior
(c) VWLB CI (d) VWLB CI2
Figure 5: Coverage probabilities for each cluster center µk, k = 1, 2, 3, versus ∆.
A.2 Bayesian linear regression
Computation details: Recall that X = (X1, . . . , Xp) is the n × p design matrix. For each
j = 1, . . . , p, let Rj = Y
n − ∑j′ 6=j Xj′βj′ denote the vector of residuals without the j-th
covariate Xj . The Gibbs sampler based on the point mass mixture prior for β consists of
cycling through sampling from the following full conditionals (· | − stands for conditioning on
the rest parameters): for j = 1, 2, . . . , p,
[γj | −] ∼ Ber(θj), with θj = ξ
ξ + 1−ξ√
1+ν1‖Xj‖2
exp
{
〈Rj ,Xj〉2
2σ2(1/ν1+‖Xj‖2) −
‖β‖2−β2j
2ν1σ2
} ,
[βj | −] ∼ 1(γj = 0) δ0 + 1(γj = 1)N
( 〈Rj , Xj〉
1/ν1 + ‖Xj‖2 ,
σ2
1/ν1 + ‖Xj‖2
)
,
(32)
[σ2 | −] ∼ IG
(
ν/2 + n/2 +
∑
i
(1− γi)/2, νλ/2 + ‖Y n −Xβ‖2/2 + ‖β‖2/(2ν1)
)
[ξ | −] ∼ Beta
(
a0 +
∑
i
γi, b0 +
∑
i
(1− γi)
) (33)
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(a) ∆ = 0 (b) ∆ = 1
(c) ∆ = 3 (d) ∆ = 5
Figure 6: Empirical distribution of the centers of four credible intervals for µ1.
(a) ∆ = 0 (b) ∆ = 1
(c) ∆ = 3 (d) ∆ = 5
Figure 7: Approximated posteriors corresponding to four types of credible intervals.
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Since β and γ = {γj}pj=1 are our primary parameters of interest, we adopt the same strategy
as in [18] by estimating σ2 and ξ by their respective maximum a posterior (MAP) estimators,
while still using the block mean-field approximation as in (22) on (γ, β) = {(γj , βj)}pj=1 to
facilitate fast computation. According to the derivation in [18], under this setup the evidence
lower bound takes the form as
L(qZn) =Eqβ,γ
[
log
(
p(Y n, β, γ, σ2, ξ)
)− log(qβ,γ(β, γ))]
= − n
2
log
(
σ2
)− 1
2σ2
Eqβ,γ
[
(Y n −Xβ)T (Y n −Xβ)
]
+ (a0 − 1) log(ξ)
+ (b0 − 1) log(1− ξ)−
(ν
2
+ 1
)
log
(
σ2
)− νλ
2σ2
+
p∑
j=1
Eqβ,γ
[
log
(
pi(βj | γj)pi(γj | ξ)
qβj ,γj (βj , γj)
)]
.
The detailed steps of the coordinate ascent algorithm for optimizing L(qZn) jointly over qZn
and (σ2, ξ) can be found in paper [18].
The weighted CAVI Algorithm 2 in our VWLB sampler can proceed in a similar way, where the
only difference is in replacing the sum of square (Y n−Xβ)T (Y n−Xβ) by its weighted version
(Y n−Xβ)TWn(Y n−Xβ) in the above ELBO L(qZn), where Wn is the n×n diagonal matrix
whose i-th diagonal component is W
(b)
i .
B Proofs of results in the main paper
In this section, we provide the remaining proofs of the results in the paper.
B.1 Proof of Lemma 1
By explicitly writing out the integral in the KL-divergence, we obtain that for any qZn =
qθ ⊗ qSn ,
D(qθ ⊗ qSn‖p(· |Xn)) = D(qθ ‖Πn) +
∫
qθ(θ)D
(
qSn ‖ pSn(· |Xn, θ)
)
dθ
= D(qθ ‖Πn) +
n∑
i=1
∫
qθ(θ)D
(
qSi ‖ pSi(· |Xi, θ)
)
dθ, (34)
where recall that Πn is the marginal posterior distribution of θ given X
n. By the definition of
the ri(s) function in the lemma, we have
qSi(si) =
exp(ri(si))∫
S exp(ri(s
′
i)) ds
′
i
.
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By substituting the above into the second term of equation (34), we obtain∫
qθ(θ)D
(
qSi ‖ pSi(· |Xi, θ)
)
dθ
=
∫
qθ(θ)
∫
S
qSi(si)
(
log
(
qSi(si)
)− log (p(si |Xi, θ)))dsidθ
=
∫
S
qSi(si)
(
log
(
qSi(si)
)− ∫ qθ(θ) log (p(si |Xi, θ)) dθ)dsi
=
∫
S
qSi(si)
[
ri(si)− log
(∫
S
exp
(
ri(s
′
i)
)
ds′i
)
− ri(si)
]
dsi
= − log
(∫
S
exp
(
ri(s
′
i)
)
ds′i
)
.
A combination of the above with equation (34) leads to the claimed identity.
B.2 Proof of Proposition 1
The proof of this proposition is similar to the proof of Lemma 10 in Appendix C.1 for the
unweighted posterior. We just need to point out the difference.
In fact, the approximation bound (47) of Lemma 10 can be rewritten as∫
pi(θ) exp
{
l(θ;Xn)− l(θ̂MLE;Xn)
}
dθ
=
(
1 +O
(CM3(log n)d+3√
n
))
·
∫
pi(θ∗) exp
{− n
2
(θ − θ̂MLE)T I(θ∗) (θ − θ̂MLE)
}
dθ.
(35)
An almost same line-by-line derivation can be used to prove∫
‖θ − θ̂MLE‖pi(θ) exp
{
l(θ;Xn)− l(θ̂MLE;Xn)
}
dθ
=
(
1 +O
(CM3(log n)d+3√
n
))
·
∫
‖θ − θ̂MLE‖pi(θ∗) exp
{− n
2
(θ − θ̂MLE)T I(θ∗) (θ − θ̂MLE)
}
dθ,
(36)
by instead analyzing the integration of the difference between
i′1(θ) = ‖θ − θ̂MLE‖pi(θ) exp
{
l(θ;Xn)− l(θ̂MLE;Xn)
}
, and
i′2(θ) = ‖θ − θ̂MLE‖pi(θ∗) exp
{− n
2
(θ − θ̂MLE)T I(θ∗) (θ − θ̂MLE)
}
,
via the same strategy of dividing Rd into A1 and A2. The integral over A1 can be handled by
exactly the same way of a local Taylor expansion to the exponent in the exponential, and the
integral over A2 by using the sub-Gaussian tail bound of Πn guaranteed by Lemma 2. Note
that inequalities (35) and (36) together imply ‖ ∫ θ pin(θ) dθ − θ̂MLE‖ ≤ CM3(logn)d+3√n , a bound
between the posterior mean and the MLE.
Return to the current weighted posterior scenario. Similarly, the claimed bound is implied
by a weighted version of (35) and (36) as∫
‖θ − θ˜(b)‖k pi(θ) exp{l˜(b)(θ;Xn)− l˜(b)(θ˜(b);Xn)} dθ
=
(
1 +O
(CM3(log n)d+3√
n
))
·
∫
‖θ − θ˜(b)‖k pi(θ∗) exp{− n
2
(θ − θ˜(b))T I(θ∗) (θ − θ˜(b))} dθ,
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for k = 0, 1, where θ˜(b) maximizes the log-weighted likelihood l˜(b)(θ;Xn) = log
[
L˜(b)(θ; Xn)
]
,
and plays the role of the MLE θ̂MLE in the unweighted case. The integral over A1 can be
handled by the same way of a local Taylor expansion at θ˜(n), and the integral over A2 by using
the sub-Gaussian tail bound of Π˜
(b)
n guaranteed by inequality (20) of Theorem 2 for the weighted
posterior distribution.
B.3 Proof of Lemma 3
The proof is almost the same as that of Lemma 1 by explicitly writing out the integral in the
KL divergence decomposition (16), where the only difference is in keeping track of the weights.
B.4 Proof of Theorem 2
For the first inequality (20), we generalize the contraction result (23) to the weighted
posterior via the adapting the proof strategy (for the usual posterior) in [29]. In partic-
ular, a key ingredient of our proof is based on an extension of the probability inequality
developed in [39] from controlling the likelihood ratio empirical process to controlling the
weighted likelihood ratio process, as in Lemma 12. Following the notation of [29], we let
m˜n(A) =
∫
A L˜
(b)(θ; Xn)/L˜(b)(θ0; X
n) dΠ(θ) for any measurable set A ⊂ Θ. Then the weighted
likelihood posterior (12) can be rewritten as:
Π˜(b)n (A) =
∫
A L˜
(b)(θ; Xn) dΠ(θ)∫
Θ L˜
(b)(θ; Xn) dΠ(θ)
=
m˜n(A)
m˜n(Θ)
, for any measureable set A ⊂ Θ,
where we have used the fact that L˜(b)(θ0; X
n) is free of θ. Let An := {θ ∈ Θ : ‖θ− θ∗‖ ≤ C ′2ε}.
Then the desired inequality (20) is equivalent to m˜n(A
c
n)
m˜n(Θ)
≤ e−C′3nε2 . We analyze the denominator
and numerator separately by using the following two lemmas, whose proofs are deferred to
Appendix C.2 and C.3 respectively.
Lemma 8 (Denominator lower bound). Under Assumptions A2, W, for every δ > 0 and any
C > 0, it holds with probability at least 1− 2
C2nδ2
that
m˜n(Θ) ≥ Π(θ ∈ Θ : ‖θ − θ∗‖2 ≤ C0 δ2)e−(1+C)nδ2 , for some C ′ > 0. (37)
Lemma 9. Under Assumptions A2 and W, for any M ≥ 1, it holds with probability at least
1− CM−2 that
sup
‖θ−θ∗‖≥C′2ε
L˜(b)(θ; Xn)
L˜(b)(θ∗; Xn)
≤ exp(−nε2/24), for any ε ≥Mε˜n. (38)
The uniform bound (38) on the weight likelihood ratio immediately implies m˜n(A
c
n) ≤ exp
(−nε2/24).
By combining this with the denominator bound (37)(with C = 1, and δ = ε/16), we obtain
Π˜(b)n (A
c
n) =
m˜n(A
c
n)
m˜n(Θ)
≤ exp(−C ′′3nε2) holds for any ε ≥Mε˜n,
with probability at least 1− CM−2.
The second part concerning the sub-Gaussian tail of Q˜
(b)
θ = Q˜
(b)
θ ⊗ Q˜(b)Sn follows a similar
argument as the proof of Lemma 2 in Section 4 by considering for each coordinate index j =
1, . . . , d the same distribution family indexed by λ ∈ [0, 1] as
Q˜†λ = (1− λ) Q˜(b)|Acn,j + λ Q˜(b)|An,j ,
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where An,j = {θ : |θj − θ∗j | ≥ Dε} × Sn. In particular, by the optimality, λ˜ = Q˜(b)(An,j) =
Q˜
(b)
θ (|θj−θ∗j | ≥ Dε) minimizes the weighted variational objective function D˜(b)
(
Q˜†λ || P˜ (b)(· |Xn)
)
defined in (15) as a function of λ. In addition, we have a similar decomposition as
D˜(b)
(
Q˜†λ || P˜ (b)(· |Xn)
)
= (1− λ) d˜n2 + λ d˜n1 +D
(
Ber(λ) ‖Ber(β˜n)
)
,
where β˜n = P˜
(b)(An,j |Xn) ≤ Π˜(b)n (‖θ−θ∗‖ ≥ Dε), Ber(λ˜) denotes a Bernoulli distribution with
success probability λ˜, and two constants (dn1, dn2) independent of λ˜ are
d˜n1 = D˜
(b)
(
Q˜(b)|An,j ‖P˜ (b)|An,j (· |Xn)
)
and d˜n2 = D˜
(b)
(
Q˜(b)|Acn,j ‖P˜ (b)|Acn,j (· |Xn)
)
,
where for any set A ⊂ Θ× Sn, p˜(b)|A (not a valid density function) is defined as
p˜(b)|A(θ, Sn|Xn) = p˜
(b)(Xn, Sn| θ)pi(θ)∫
A L˜
(b)(θ; Xn)pi(θ) dθ
, for all (θ, Sn) ∈ A.
Due to the decomposition (16), each term in the decomposition remains nonnegative. Conse-
quently, the rest steps in the proof of Lemma 2 still apply and it remains to prove a weighted ver-
sion of Lemma 2 as D˜(b)
(
Q˜(b) || P˜ (b)(· |Xn)) ≤ CnMε˜2n holds with probability at least 1−CM−2.
A proof for this again is almost the same as that of Lemma 2 by utilizing Lemma 3, the first
inequality (20) Theorem 2 and the fact that the random weights W
(b)
i has unit mean (when
bounding the expectation as in (43)).
B.5 Proof of Theorem 3
We just sketch the proof about the bound on the KL divergence D(Π˜
(b)
n || Q˜∗(b)), and the
bound on the total variational distance can be proceeded in a similar way (for a proof on the total
variational distance in the unweighted case, which is the classical BvM theorem, c.f. Chapter
1.4 of [14]). In fact, the proof is simply a weighted extension of the proof of Lemma 7 with Qθ
chosen as the Π˜
(b)
n (by Theorem 2 it satisfies the sub-Gaussian tail condition therein) and Πn
being replaced with the weighted posterior Π˜
(b)
n . The only difference in the proof is the Taylor
expansion as (51) and (48), which in the weighted case they should be expanded at the weighed
MLE θ˜(b) rather than the MLE θ̂MLE, as now θ˜
(b) maximizes the log-weighted likelihood function
l˜(b)(θ; Xn) = log L˜(b)(θ; Xn), whose gradient vanishes at θ˜(b), and the rest of the proofs are the
same.
B.6 Proof of Theorem 4
With Theorem 2, the proof of this theorem is again similar to that of Theorem 1 by adapting
to the weighted case. We just need to point out the difference. Lemma 5 in step one remains
unchanged. In step two, based on almost same lines of the proof (using the fact that the random
weights have unit expectation in the last step of applying Markov inequality), the conclusion of
Lemma 6 becomes∣∣∣F˜ (b)n (Qθ)−D(Qθ || Π˜(b)n )− n2 tr(ΣQθ Is(θ∗))∣∣∣ ≤ CM3(log n)3√n ,
where F˜
(b)
n (Qθ) denotes the weighted “profile divergence” defined as as the right hand side of
the identity in Lemma 3, and the exponent 3 of the log n term is due to the fact that ε˜n in
Theorem 2 is up to a constant
√
log n times larger than εn in Lemma 2. In step three, the
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approximation result in Lemma 7 becomes∣∣∣D(Qθ || Π˜(b)n )−D(Qθ ||N(θ˜(b), [nI(θ∗)]−1))∣∣∣ ≤ CM3(log n)d+4√n ,
since now θ˜(b) plays the role of the MLE θ̂MLE in the unweighted posterior case. Its proof is also
almost the same as the proof of Lemma 7 plus the proof of Lemma 10 (a similar situation as
the proof of Lemma B.5). Steps four and five remain valid for the weighted case as well, and
we omit the details.
B.7 Proof of Corollary 2
The claimed bound is due to Theorem 4 and the last identity in the proof of Lemma 5.
B.8 Proof of Theorem 5
We only need to prove the first inequality, since the second can be obtained by combining the
first with the classical BvM theorem under the total variation metric (c.f. Chapter 1.4 of [14]).
An asymptotic version of the first inequality was proved in [22] (Theorem 2), we provide a proof
for our non-asymptotic version, which proceeds as follows.
Let s(θ;Xn) := ∇l(θ; Xn) = ∑ni=1∇ log p(Xi | θ) be the (unweighted) score function. By
the optimality of the MLE θ̂MLE, we have s(θ̂MLE;X
n) = 0. The classical analysis of the MLE
(for example, Chapter 1.4 of [14]) implies that under Assumption A2
√
n(θ̂MLE − θ∗) = [I(θ∗)]−1 1√
n
s(θ∗;Xn) +Rn, (39)
where the remainder term Rn satisfies P (|Rn| ≥ C0M(log n)3/2/
√
n) ≤ 1 − CM−2 for any
M ≥ 1. A similar argument based on Taylor expansion can be applied to the weighted MLE,
yielding that under Assumptions A2 and W,
√
n(θ˜(b) − θ∗) = [I(θ∗)]−1 1√
n
s˜(θ∗;Xn) + R˜n. (40)
where s˜(θ;Xn) := ∇l˜(b)(θ; Xn) = ∑ni=1W (b)i ∇ log p(Xi | θ) is the weighted score function and
R˜n is a remainder term also satisfies P (|R˜n| ≥ C0M(log n)3/2/
√
n) ≤ 1−CM−2 for any M ≥ 1.
By taking the difference between these two, we reach
√
n(θ˜(b) − θ̂MLE) = [I(θ∗)]−1 1√
n
n∑
i=1
(W
(b)
i − 1)∇ log p(Xi | θ) +Rn − R˜n.
By combining this with Corollary 2, we can get
√
n(θ˜
(b)
V B − θ̂MLE) = [I(θ∗)]−1
1√
n
n∑
i=1
(W
(b)
i − 1)∇ log p(Xi | θ) + R˜V B, (41)
where the remainder term R˜V B satisfies P (|R˜V B| ≥ C ′M3/2(log n)d/2+2n−1/4) ≤ 1−CM−2. We
use the shorthand ζn = [I(θ
∗)]−1 1√
n
∑n
i=1(W
(b)
i − 1)∇ log p(Xi | θ) ∈ Rd. Under Assumptions
A2 and W, by elementwisely applying the Markov inequality and a union bound argument, we
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obtain
Pθ∗
(
|||CovW [ζn |Xn]− [I(θ∗)]−1||| ≤ CM√
n
)
≥ 1− CM−2, (42)
where CovW [ζn |Xn] denotes the conditional covariance matrix of ζn given Xn, and we have
used the fact that the matrix Frobenius norm is at most
√
d times larger than the matrix
operator norm (the constant C may depend on the dimension d). Therefore, under this high
probability event, CovW [ζn |Xn] is non-singular. In the rest of the proof we always work under
this event. By combining (41), (42), Assumption A2 and a Markov inequality for the sum ζn,
we can get that∥∥√n[I(θ∗)]1/2(θ˜(b)V B − θ̂MLE)− {CovW [ζn |Xn]}−1/2ζn∥∥∞ ≤ CM3/2(log n)d/2+2n−1/4 =: κn,
holds with probability at least 1 − CM−2. This inequality can also be written as (recall that
the notation a ≤ b for two vectors a and b means element-wise less than or equal to){
CovW [ζn |Xn]
}−1/2
ζn − κned ≤
√
n[I(θ∗)]1/2(θ˜(b)V B − θ̂MLE) ≤
{
CovW [ζn |Xn]
}−1/2
ζn + κned
where ed denotes the all one vector in Rd.
By applying the multivariate Berry-Esseen theorem (for example, Theorem 1 in [26]) with
set A therein restricted to all convex sets of the form {x ∈ Rd : x ≤ u} over all u ∈ Rd, we
obtain
sup
u∈Rd
∣∣∣P (√n{CovW [ζn |Xn]}−1/2ζn ≤ u ∣∣Xn)− P (Z ≤ u)∣∣∣ ≤ C
n3/2
n∑
i=1
‖∇ log p(Xi | θ)‖3,
where Z ∼ N(0, Id). Note that by applying Markov inequality and Assumption A2, the right
hand side is upper bounded by CM/
√
n with probability at least 1− CM−2. Since the pdf of
Z ∼ N(0, Id) is uniformly bounded from above, we have
sup
u∈Rd
∣∣P (Z ≤ u+ κne)− P (Z ≤ u)∣∣ ≤ Cκn, sup
u∈Rd
∣∣P (Z ≤ u− κne)− P (Z ≤ u)∣∣ ≤ Cκn.
Finally, by combining the last three displays and the fact that P (Z ≤ u+ ted) is monotonically
increasing in t > 0, we obtain that
sup
u∈Rd
∣∣∣P (√n[I(θ∗)]1/2(θ˜(b)V B − θ̂MLE) ≤ u ∣∣Xn)− P (Z ≤ u)∣∣∣ ≤ C(κn +M/√n)
holds with probability at least 1− CM−2, which completes the proof.
B.9 Proof of Lemma 4
To provide the claimed bound, we will use the optimality of Q̂θ for minimzing the profile
divergence Fn(Qθ) defined in step two in the proof of Theorem 1 in Section 6.2, and compare
it with Qθ, the minimizer of the KL-divergence to the marginal posterior Πn in the mean-field
family, or
Qθ = argmin
Qθ=
⊗k
j=1Qθj
D
(
Qθ ||Πn
)
.
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More specifically, by the definition of Fn and the optimality of Q̂θ, we have
D
(
Q̂ ||P (· ||Xn)) = Fn(Q̂θ) ≤ Fn(Qθ).
Step one: First, we show that Qθ satisfies the sub-Gaussian tail decay as in Lemma 2, so
that we can apply Lemma 6 to bound Fn(Qθ) in step two below. In fact, the same variational
argument as in the proof of Lemma 2 in Section 6.1 leads to (by using the optimality of Q¯θ as
the minimizer of D
(
Qθ ||Πn
)
)
Qθ(‖θ − θ∗‖ ≥ Dε) = λ ≤ 2βn exp
(
D
(
Qθ ‖Πn)
1− λ
)
and D
(
Ber(λ) ‖Ber(βn)
) ≤ D(Qθ ‖Πn),
where recall that βn = Πn(‖θ − θ∗‖ ≥ Dε) ≤ e−CD2nε2 ≤ 1/2. Similar to the argument in the
last paragraph in Section 6.1, in order to prove the sub-Gaussian tail bound as Qθ(‖θ − θ∗‖ ≥
Dε) ≤ exp ( − CD2nε2/2), it suffices to show that D(Qθ ‖Πn) ≤ CnM2ε2n. The rest of step
one devotes to the proof of this bound. We make use of the following identity for any Qθ
from [46, 45],
Eθ∗
[
D
(
Qθ ||Πn
)]
= D
(
Qθ ||Π
)
+ EQθ
[
DXn
(
p(Xn| θ∗) || p(Xn| θ))−DXn(p(Xn| θ∗) || p(Xn))]
≤ D(Qθ ||Π)+ EQθ[DXn(p(Xn| θ∗) || p(Xn| θ))],
where we use DXn to denote (indicate) the KL divergence whose integral is with respect to X
n,
not θ, and recall p(Xn) =
∫
Θ p(X
n| θ)pi(θ) dθ is the normalization constant (viewed as a function
of Xn) in the posterior Πn. Due to the optimality of Qθ, we can bound Eθ∗
[
D
(
Qθ ‖Πn)
]
by
the above with any Qθ in the mean-field family. In particular, we choose Qθ = Q

θ, where Q

θ is
the uniform distribution over the εn-`∞ ball B∞(θ∗; εn) at θ∗, whose density function is
qθ =
{[
Vol(B∞(θ∗; εn))
]−1
if ‖θ − θ∗‖∞ ≤ εn,
0 otherwise.
It is straightforward to see that Qθ belongs to the mean-field family. Due to the continuity of
log pi(θ) around θ∗ by Assumption A1, we have
D
(
Qθ ||Π
)
=
[
Vol(B∞(θ∗; εn))
]−1 ∫
B∞(θ∗; εn)
(− d log(2εn)− log pi(θ)) dθ
≤ sup
θ∈B∞(θ∗; εn)
∣∣ d log(2εn) + log pi(θ)∣∣ ≤ C log n.
By Assumption A2 on the derivatives of log-likelihood function, we have
EQθ
[
DXn
(
p(Xn| θ∗) || p(Xn| θ))] = nEQθ[DX1(p(X1| θ∗) || p(X1| θ))]
≤ CnEQθ
[‖θ − θ∗‖2] ≤ Cdn ε2n,
where we have used the conditional independence of {Xi}ni=1 given θ and the last step is due to
the inequality ‖θ − θ∗‖ ≤ √d ‖θ − θ∗‖∞. Putting pieces together, we can reach
Eθ∗
[
D
(
Qθ ‖Πn)
] ≤ D(Qθ ||Π)+ EQθ[DXn(p(Xn| θ∗) || p(Xn| θ))] ≤ C log n+ C nε2n = C ′nε2n.
(43)
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Finally, an application of the Markov inequality implies the following to hold with probability
at least 1− CM−2,
D
(
Qθ ‖Πn) ≤ CnM2ε2n,
which finished the proof of the sub-Gaussian tail bound for Qθ.
Step two: Due to the sub-Gaussian tail bound of Qθ and the preceding display, we may apply
Lemma 6 to conclude that
D
(
Q̂ ||P (· ||Xn)) = Fn(Q̂θ) ≤ Fn(Qθ)
≤ D(Qθ ‖Πn) + n
2
tr
(
ΣQθIs(θ
∗)
)
+
CM3(log n)3/2√
n
≤ CnM2ε2n
where the last step is due to the bound as EQθ
[‖θ − θ∗‖2] ≤ CM2ε2n (due to the sub-Gaussian
tail, c.f. inequality (45) with k = 2 for a proof) for the middle term.
B.10 Proof of Lemma 5
Without loss of generality, we may assume Q to admit a density function, denoted by q,
with respect to the d-dim Lebesgue measure (otherwise both sides are equal to infinity and
the claimed results hold). By direct calculation and using the pdf of a multivariate normal
distribution, we have
D
(
Q ||N(µ, Γ−1)) = ∫
Rd
q(θ) log q(θ) dθ +
1
2
log
(
(2pi)d|Γ|−1)
+
1
2
∫
Rd
q(θ)
( d∑
j=1
Γjj(θj − µj)2 +
∑
j 6=k
Γjk(θj − µj)(θk − µk)
)
dθ
=
d∑
j=1
∫
R
qj(θj) log qj(θj) dθj +
1
2
log
(
(2pi)d|Γ|−1)+ 1
2
d∑
j=1
ΓjjVarQj [θj ] +
1
2
(µQθ − µ)TΓ (µQθ − µ).
(44)
By substituting Q with Q∗ = N
(
µ, (diag(Γ))−1
)
in this display, we obtain
D
(
Q∗ ||N(µ, Γ−1)) = d∑
j=1
∫
R
q∗j (θj) log q
∗
j (θj) dθj +
1
2
log
(
(2pi)d|Γ|−1)+ 1
2
d∑
j=1
ΓjjVarQ∗j [θj ]
=
1
2
log
(
(2pi)d|Γ|−1)− 1
2
log
(
(2pi)d|diag(Γ)|−1)
Taking the difference between the two preceding displays and using the translation invariance
of
∫
qj(θ) log qj(θj) dθj for each j, we can reach
D
(
Q ||N(µ, Γ−1))−D(Q∗ ||N(µ, Γ−1)) = d∑
j=1
∫
R
q(µj),j(θj) log q(µj),j(θj) dθj
+
1
2
d∑
j=1
log
(
2piΓ−1jj
)
+
1
2
d∑
j=1
ΓjjVarQj [θj ] +
1
2
(µQθ − µ)TΓ (µQθ − µ)
=
d∑
j=1
D
(
Q(µj),j ||Q∗j
)
+
1
2
(µQθ − µ)TΓ (µQθ − µ),
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where the last step is due to an application of (44) to each D
(
Q(µj),j ||N(µj ,Γ−1jj )
)
(they have
the same expectation µj). This completes the proof of the first identity.
Now we apply the first identity in the lemma with Γ being diag(Γ) and Q∗ = N(µ, diag(Γ))
so that the second KL-divergence term becomes zero,
D
(
Q ||Q∗) = d∑
j=1
D
(
Q(µj),j ||Q∗j
)
+
1
2
(µQθ − µ)Tdiag(Γ) (µQθ − µ),
The second desired inequality follows by comparing this identity with the first identity in the
lemma and using the fact that KL divergence is nonnegative.
B.11 Proof of Lemma 6
For any fixed Qθ, due to the sub-Gaussian tail bound Qθ(‖θ − θ∗‖ ≥ Cε) ≤ e−Cnε2 for all
ε ≥Mεn, we can apply the identity
∫∞
0 xP (dx) =
∫∞
0 P (X ≥ x)dx for any probability measure
over [0,∞) to bound the kth (k ≥ 1) order moment of ‖θ − θ∗‖ as
mQθ,k : = EQθ‖θ − θ∗‖k =
∫ ∞
0
ktk−1Qθ(‖θ − θ∗‖ ≥ t) dt ≤ CDkMkεkn +
∫ ∞
Dεn
tk−1e−Cnt
2
dt
≤ CDkMkεkn + Ce−CD
2nε2n ≤ CDkMkεkn + Cn−D
2C ≤ CDkMkεkn,
(45)
by choosing a sufficiently large constant D. We will repeatedly use this moment bound for
k = 1, 2, 3 throughout the proof.
Due to Lemma 1, it suffices to show∣∣∣ n∑
i=1
log
(∫
S
exp{ri(si)}dsi
)
+
n
2
tr
(
ΣQθ Is(θ
∗)
)∣∣∣ ≤ CM3(log n)3/2√
n
.
The proof of this result is based on tedious calculations via Taylor expansions. To simplify the
presentation of the proof, we assume Si to be discrete so that all integrals over S reduce to
summations, and θ is one-dimensional. According to the definition of ri(s), we can rewrite∑
s∈S
exp(ri(s)) =
∑
s∈S
p(si = s |Xi, µQθ) exp
{∫
qθ(θ) log
p(si = s |Xi, θ)
p(si = s |Xi, µQθ)
dθ
}
,
where recall that µQθ denotes the expectation of a probability measure Q. In the following
we consider d = 1 case for ease of notation, while the proof can be generalized to other fixed
dimensions trivially. We use the shorthand pis(θ) to denote p(si = s |Xi, θ) for i ∈ [n] and
s ∈ S, lis(θ) to denote log pis(θ), and
(
l′is(θ), l
′′
is(θ), l
(3)
is (θ)
)
to denote its derivatives up to order
three.
Consider a intermediate term
Rsn = −
n∑
i=1
log
{∑
s∈S
exp(ri(s))
}
+
1
2
ΣQθ
n∑
i=1
∑
s∈S
pis(µQθ) l
′′
is(µQθ).
By definition −∑s∈S pis(θ∗) l′′is(θ∗) has expectation Is(θ∗). Therefore, by using the Taylor
expansion, Assumption A3, the moment bound (45) with k = 2, 3 and a Markov inequality for
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sum of i.i.d. random variables, we obtain that with probability at least 1− CM−2 that∣∣∣ 1
2
ΣQθ
n∑
i=1
∑
s∈S
pis(µQθ) l
′′
is(µQθ) +
n
2
tr
[
ΣQθ Is(θ
∗)
]∣∣∣
≤ C n (mQθ,2M
√
log n
n
+mQθ,3
) ≤ CM3(log n)3/2√
n
.
Therefore, it remains to show |Rsn| ≤ CM
3(logn)3/2√
n
.
We apply the Taylor expansion up to the third order to lis(θ) at θ = µQθ in the preceding
display,∑
s∈S
exp(ri(s)) =
∑
s∈S
pis(µQθ) exp
{∫
qθ(θ) log
pis(θ)
pis(µQθ)
dθ
}
=
∑
s∈S
pis(µQθ) exp
{∫
qθ(θ)
{
(θ − µQθ) l′is(µQθ) + (θ − µQθ)2 l′′is(µQθ)/2 + (θ − µQθ)3 l(3)is (θ†)/6
}
dθ
}
=
∑
s∈S
pis(µQθ) exp
{
ΣQθ l
′′
is (µQθ)/2 +mQθ,3Ri
}
,
where θ† is some point between θ and µQθ , Ri is a remainder term, and recall that mQθ,3 =
EQθ‖θ − θ∗‖3. Here, the last step is due to the fact that µQθ is the expectation of Qθ so that
the integral of the first linear term in the second line vanishes. Due to Assumption A3, the
remainder term satisfies |Ri| ≤M(s,Xi)/6. As a consequence, we obtain
|Rsn| =
∣∣∣∣− n∑
i=1
log
{∑
s∈S
exp(ri(s))
}
+
1
2
ΣQθ
n∑
i=1
∑
s∈S
pis(µQθ) l
′′
is(µQθ)
∣∣∣∣
=
∣∣∣∣− n∑
i=1
log
{∑
s∈S
pis(µQθ) exp
{1
2
ΣQθ l
′′
is (µQθ) +mQθ,3Ri
}}
+
1
2
ΣQθ
n∑
i=1
∑
s∈S
pis(µQθ) l
′′
is(µQθ)
∣∣∣∣.
Now we apply inequalities | log(1 + δ)| ≤ |δ|+ 2δ2, |eδ − 1| ≤ |δ|+ 2δ2 for |δ| ∈ [0, 1/2], and the
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identity
∑
s∈S pis(s) = 1 for any i ∈ [n] to obtain
|Rsn| ≤
∣∣∣∣ n∑
i=1
{
1−
∑
s∈S
pis(µQθ) exp
{1
2
ΣQθ l
′′
is (µQθ) +mQθ,3Ri
}}
+
1
2
ΣQθ
n∑
i=1
∑
s∈S
pis(µQθ) l
′′
is(µQθ)
∣∣∣∣
+ 2
n∑
i=1
∣∣∣∣1−∑
s∈S
pis(µQθ) exp
{1
2
ΣQθ l
′′
is (µQθ) +mQθ,3Ri
}∣∣∣∣2
≤
∣∣∣∣− n∑
i=1
∑
s∈S
pis(µQθ)
{1
2
ΣQθ l
′′
is (µQθ) +mQθ,3Ri
}
+
1
2
ΣQθ
n∑
i=1
∑
s∈S
pis(µQθ) l
′′
is(µQθ)
∣∣∣∣
+ 2
n∑
i=1
∣∣∣∣1−∑
s∈S
pis(µQθ) exp
{1
2
ΣQθ l
′′
is (µQθ) +mQθ,3Ri
}∣∣∣∣2
+ 2
n∑
i=1
∑
s∈S
pis(µQθ)
∣∣∣∣12 ΣQθ l′′is (µQθ) +mQθ,3Ri
∣∣∣∣2
=
∣∣ n∑
i=1
∑
s∈S
pis(µQθ)mQθ,3Ri
∣∣+ 2 n∑
i=1
∣∣∣∣1−∑
s∈S
pis(µQθ) exp
{1
2
ΣQθ l
′′
is (µQθ) +mQθ,3Ri
}∣∣∣∣2
+ 2
n∑
i=1
∑
s∈S
pis(µQθ)
∣∣∣∣12 ΣQθ l′′is (µQθ) +mQθ,3Ri
∣∣∣∣2
≤ ∣∣ n∑
i=1
∑
s∈S
pis(µQθ)mQθ,3Ri
∣∣+ 6 n∑
i=1
∑
s∈S
pis(µQθ)
∣∣∣∣12 ΣQθ l′′is (µQθ) +mQθ,3Ri
∣∣∣∣2.
Using the last bound, we can now invoke the moment bound (45) with k = 2, 3 again and a
Markov inequality on
∑
i |Ri| ≤
∑
M(s,Xi)/6 to obtain that with probability at least 1−CM−2,
|Rsn| ≤ CM
3(logn)3/2√
n
. This completes the proof.
B.12 Proof of Lemma 7
In the proof we omit the ‖θ − θ∗‖L terms in Assumption A1 and A2 for ease of read, but
the proof can be generalized trivially. Use l(θ : Xn) = p(Xn | θ) to denote the log-likelihood
function, and φn to denote the density function of N
(
θ̂MLE, [nI(θ
∗)]−1
)
. Then the posterior
density function of θ can be expressed as
pin(θ) =
pi(θ) exp
{
l(θ;Xn)− l(θ̂MLE;Xn)
}∫
pi(θ) exp
{
l(θ;Xn)− l(θ̂MLE;Xn)
}
dθ
, ∀θ ∈ Rd, (46)
where we have divided both the numerator and denominator by exp
{
l(θ̂MLE;X
n)
}
for technical
convenience. We invoke the following lemma that provides an approximation to the integral in
the denominator. A proof is provided in Appendix C.1.
Lemma 10. Under Assumption A1 and A2, for any M ≥ 1, the denominator in equation (46)
satisfies ∣∣∣∣
∫
pi(θ) exp
{
l(θ;Xn)− l(θ̂MLE;Xn)
}
dθ
pi(θ∗)
(
2pi/n
)d/2 |I(θ∗)|−1/2 − 1
∣∣∣∣ ≤ CM3 (log n)d+3√n , (47)
with probability at least 1− CM−2.
Denote the quantity on the right hand side of (47) by αn ∈ (0, 1/2]. Now we can express
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the log ratio between pin and φn as
log
(
pin
φn
)
(θ) = log
(
pi(θ) exp
(
l(θ;Xn)− l(θ̂MLE;Xn)
))
− log
(∫
pi(θ) exp
(
l(θ;Xn)− l(θ̂MLE;Xn)
)
dθ
)
+ log
(
|nI(θ∗)|−1/2
(2pi)d/2
)
− n
2
(θ − θ̂MLE)T I(θ∗)(θ − θ̂MLE)
= l(θ;Xn)− l(θ̂MLE;Xn)− n
2
(θ − θ̂MLE)T I(θ∗)(θ − θ̂MLE)
+ log(pi(θ))− log(pi(θ∗)) + log (1 + αn|I(θ∗)|1/2).
(48)
Now we divide the space into two regions Kn = {θ : ‖θ − θ∗‖ ≤ c0Mεn} and Kcn = Rd \ Kn
for some sufficiently large constant c0. For the region Kn, similar to the Taylor expansion in
equation (51), we may apply Assumption A1 and A2, and the preceding display to obtain that
sup
θ∈Kn
∣∣∣ log(pin
φn
)
(θ)
∣∣∣ ≤ Cc30M3(log n)3√
n
+ Cαn ≤ Cc
3
0M
3 (log n)d+3√
n
, (49)
holds with probability at least 1− CM−2.
For the region Kcn, we have by Assumption A1 and A2, and the expression of log
(
pin/φn
)
(θ)
that ∫
Kcn
log
(
pin
φn
)
(θ) dQθ(θ) ≤ C
∫
Kcn
(
1 + n‖θ − θ∗‖3) dQθ(θ) + Cαn.
Now since by the condition of the lemma, Qθ satisfies Qθ(‖θ − θ∗‖ ≥ Cε) ≤ e−Cnε2 for all
ε ≥Mεn, we can bound the preceding display as∫
Kcn
log
(
pin
φn
)
(θ) dQθ(θ) ≤ n
∫ ∞
c0Mεn
3u2Qθ(‖θ − θ∗‖ ≥ u) du+ e−Cc20M2 logn + Cαn
≤ n
∫ ∞
c0Mεn
3u2 e−Cc
2
0M
2nu2 du+ e−Cc
2
0M
2 logn + Cαn
≤ e−Cc20M2 logn + Cαn ≤ CM
3 (log n)d+3√
n
,
for sufficiently large constant c0.
Putting all pieces together, we have∣∣∣D(Qθ ||Πn)−D(Qθ ||N(θ̂MLE, [nI(θ∗)]−1))∣∣∣ = ∣∣∣ ∫ log(pin
φn
)
(θ) dQθ(θ)
∣∣∣
≤ sup
θ∈Kn
∣∣∣ log(pin
φn
)
(θ)
∣∣∣+ ∣∣∣ ∫
Kcn
log
(
pin
φn
)
(θ) dQθ(θ)
∣∣∣ ≤ CM3 (log n)d+3√
n
,
holds with probability at least 1− CM−2, which completes the proof.
C Proofs of technical lemmas
In this appendix, we collect proofs of all technical lemmas.
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C.1 Proof of Lemma 10
Denoting
√
n(θ − θ̂MLE) by sn, we will approximate the integration of
i1(θ) = pi(θ) exp
(
l(θ;Xn)− l(θ̂MLE;Xn)
)
by i2(θ) = pi(θ
∗) exp
(−12 sTn I(θ∗) sn), where∫
i2(θ) dθ = pi(θ
∗)(
2pi
n
)d/2|I(θ∗)|−1/2.
Therefore, it suffices to show∣∣∣ ∫ [i1(θ)− i2(θ)]dθ∣∣∣ ≤ CM3 (log n)d+3√
n
n−d/2. (50)
We split the space Rd into two regions:
A1 = {|sn| ≤ c1 log n} and A2 = {|sn| > c1 log n},
for some sufficiently large constant c1.
Integral over A1: We start with A1, by using the `∞-`1 type Holder’s inequality:∣∣∣ ∫
A1
[
i1(θ)− i2(θ)
]
dθ
∣∣∣ ≤ Vol(A1) sup
θ∈A1
∣∣i1(θ − i2(θ)∣∣,
where the volume Vol(A1) is C
( c1 logn√
n
)d
. Applying the Taylor expansion to l(θ;Xn) at θ = θ̂MLE,
we obtain
exp
(
l(θ;Xn)− l(θ̂MLE;Xn)
)
= exp
(
1
2
(θ − θ̂MLE)T∇2l(θ̂MLE;Xn)(θ − θ̂MLE) +Rn
)
, (51)
where we have used the fact that θ̂MLE maximizes l(θ;X
n) so that ∇l(θ̂MLE;Xn) = 0, and the
remainder term Rn satisfies
|Rn| ≤
∑
i
|M(Xi)|(c1 log n√
n
)3 ≤ C c
3
1M
2(log n)3√
n
,
with probability at least 1−CM−2 by using Assumption A2 and the Markov inequality to the
sum
∑n
i=1 |M(Xi)| of i.i.d. random variables. As a consequence, we can bound the difference∣∣∣ exp(l(θ;Xn)− l(θ̂MLE;Xn))− exp(−1
2
sTn I(θ
∗) sn
)∣∣∣
= exp
(
−1
2
sTn I(θ
∗) sn
) ∣∣∣ exp(1
2
sTn
(
I(θ∗) +
1
n
∇2l(θ̂MLE;Xn)
)
sn +Rn
)
− 1
∣∣∣.
By the definition of I(θ∗) = n−1Eθ∗ [∇2l(θ∗; Xn)] in Assumption A2, the fact that ‖θ̂MLE−θ∗‖ ≤
CM(logn)1/2√
n
with probability at least 1−CM−2, and the inequality |ex−1| ≤ 2x for x ∈ [0, 1/2],
we can bound the above by using the Markov inequality on the i.i.d. sum ∇2l(θ∗; Xn) to obtain
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that∣∣∣ exp(l(θ;Xn)− l(θ̂MLE;Xn))− exp(−1
2
sTn I(θ
∗) sn
)∣∣∣ ≤ Cc21M2(log n)3√
n
, for all sn ∈ A1,
holds with probability at least 1 − CM−2. Using Assumption A1, we have |pi(θ) − pi(θ∗)| ≤
Cc1
logn√
n
under the aforementioned high probability event. Finally, by putting pieces together
and using the triangle inequality, we have that with probability at least 1− CM−2,∣∣∣ ∫
A1
[
i1(θ)− i2(θ)
]
dθ
∣∣∣ ≤ CM3 (log n)d+3√
n
n−d/2. (52)
Integral over A2: We use the inequality∣∣∣ ∫
A2
[
i1(θ)− i2(θ)
]
dθ
∣∣∣ ≤ ∣∣∣ ∫
A2
i1(θ) dθ
∣∣∣+ ∣∣∣ ∫
A2
i2(θ) dθ
∣∣∣,
and bound the two terms separately. For the second term, we have∣∣∣ ∫
A2
i2(θ) dθ
∣∣∣ ≤ C exp(−C n(c1 log n√
n
)2) ≤ C n−Cc1 ≤ CM3 (log n)d+3√
n
n−d/2, (53)
where we choose c1 large enough so that the last step is true.
For the first term, use inequality (52) and
∫
A2
i2(θ) dθ ≥ Cn−d/2, we have by the triangle
inequality that ∫
A1
i1(θ) dθ ≥ Cn−d/2.
From the form (46) of the posterior density pin,the inequality ‖θ̂MLE − θ∗‖ ≤ CM(logn)
1/2√
n
and
the posterior tail probability bound (23), we have that for sufficiently large constant c1,∫
A2
i1(θ) dθ∫
A1
i1(θ) dθ +
∫
A2
i1(θ) dθ
= Πn
(
‖θ − θ̂MLE‖ ≥ c1 log n√
n
)
≤ Πn
(
‖θ − θ∗‖ ≥ c1 log n
2
√
n
)
≤ e−Cc21(logn)2 ≤ C
n
,
holds with probability at least 1− CM−2. The last two displays together imply∫
A2
i1(θ) dθ ≤ Cn
−1
1− Cn−1n
−d/2 ≤ Cn−d/2−1.
Now, we can combine the above and inequality (54) to obtain∣∣∣ ∫
A2
[
i1(θ)− i2(θ)
]
dθ
∣∣∣ ≤ CM3 (log n)d+3√
n
n−d/2. (54)
Finally, the desired bound (50) follows by combining inequalities (52) and (54).
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C.2 Proof of Lemma 8
The proof of this lemma follows almost same lines as Lemma 8.1 in [13] that generalizes
from the usual posterior to the weighted posterior. Recall the definition of m˜n(A) as:
mn(A) =
∫
A
L˜(b)(θ; Xn)
L˜(b)(θ0; Xn)
dΠ(θ).
To simplify the notation, we use shorthand PB(δ) for the set {θ ∈ Θ : ‖θ− θ∗‖2 ≤ C0δ2}. Since
the integrand is non-negative, we have
mn(Θ) ≥ Π(PB(δ))
∫
PB(δ)
L˜(b)(θ; Xn)
L˜(b)(θ0; Xn)
dΠ|PB(δ)(θ),
where recall that Π|A denotes the restriction of Π on A. By Jensen’s inequality, we have further:
mn(Θ) ≥Π(PB(δ)) exp
(∫
PB(δ)
log
L˜(b)(θ; Xn)
L˜(b)(θ0; Xn)
dΠ|PB(δ)(θ)
)
=Π(PB(δ)) exp
(∫
PB(δ)
(
l˜(b)(θ; Xn)− l˜(b)(θ∗; Xn)) dΠ|PB(δ)(θ)
)
where l˜(b)(θ; Xn) denotes the logarithm of the weighted likelihood. Therefore, it remains to
prove ∫
PB(δ)
(
l˜(b)(θ; Xn)− l˜(b)(θ∗; Xn)) dΠ|PB(δ)(θ) ≤ −(1 + C)nδ2.
Assumption A2 implies that any θ in PB(δ) satisfies
Eθ∗
[
l(θ∗;X)− l(θ;X)] ≤ C ′δ2, and Eθ∗[l(θ∗;X)− l(θ;X)2] ≤ C ′δ2.
Since the weights {W (b)i }ni=1 have unit mean and variance, we have
Eθ∗EW
[ ∫
PB(δ)
(
l˜(b)(θ; Xn)− l˜(b)(θ∗; Xn)) dΠ|PB(δ)(θ)] ≥ −C ′nδ2,
and
varθ∗,W
[ ∫
PB(δ)
(
l˜(b)(θ; Xn)− l˜(b)(θ∗; Xn)) dΠ|PB(δ)(θ)]
= nvarθ∗,w
[
W
(b)
1
∫
PB(δ)
(
((l(θ; X1)− l(θ∗; X1))
)
dΠ|PB(δ)(θ)
]
≤ nEθ∗,w
[
(W
(b)
1 )
2
∫
PB(δ)
(
l(θ; X1)− l(θ∗; X1)
)2
dΠ|PB(δ)(θ)
]
≤ 2C ′nδ2.
by the independence. We complete the proof by applying Chebyshevs inequality, where the
probability that the random variable
∫
PB(δ)
(
l˜(b)(θ; Xn)− l˜(b)(θ∗; Xn)) dΠ|PB(δ)(θ) with variance
less than 2C ′nδ2 deviates from its mean at least C ′nδ2 is upper bounded by 2C
′nδ2
(C′nδ2)2 =
2
C′nδ2 .
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C.3 Proof of Lemma 9
By the sub-exponential condition in Assumption W, the distribution of the random weight
has tail probability bounded by P (W > t) ≤ C0e−C1t, for any t > C2. This implies by a simple
union bound argument that
P
( n⋃
i=1
{W (b)i ≥ C log n}
)
≤ C0ne−C1C logn ≤ C ′n−1
by choosing a sufficiently large constant C. Thus, in the rest of the proof we may simply assume
without loss of generality that the weights are uniformly bounded by MW := C log n.
The rest of the proof follows closely the steps in the proof of Theorem 1 in [29]. Many
intermediate lemmas therein can be reused for our proof except for two that need to be adapted
to the weight posterior. First recall Bernstein’s inequality for sum of i.i.d. sub-exponential
random variables: let Z1, . . . , Zn be i.i.d. r.v.’s satisfying:
E[|Z|j ] ≤ j! bj−2v/2, for some constant b, v > 0 and for all j ≥ 2.
Let νn be the empirical process functional, i.e. νn(Z) =
∑n
i=1(Zi − E[Z])/
√
n, then
P (νn(Z) > t) ≤ exp
(
− t
2
4(2v + bt/
√
n)
)
, ∀t > 0.
A key ingredient of the proof is a modification of Lemma 6 in [29] to the weighted likelihood
ratio process. Following their notation, for any density function we define the following lower-
truncated log-likelihood ratio at some level τ to be determined later:
Zf := max(log
f
p∗
,−τ),
where p∗ is the true density function pθ∗ in our case, and the truncation is needed since the
log-likelihood ratio can be ill-behaved in the lower end. The truncated one can be uniformly
controlled with exponentially decay tail probability. In our case, we introduce a version of the
likelihood ratio empirical process as ν˜n(Zf ) =
∑n
i=1(W
(b)
i Zf (Xi)−E[W (b)i Zf (Xi)]) as analogous
to νn in [29].
Lemma 11. Under Assumption W, for any fixed density function f with a finite Hellinger
distance to p∗, we have
P (v˜n(Zf ) ≥ t) ≤ exp
(−ψ2(t,H2(f, pθ∗), n)),
where function ψ2 is defined as:
ψ2(t, u, n) =
Ct2
u+MW t/
√
n
, for some constant C > 0.
The proof is deferred to Section C.4. The next lemma is a weighted version of Lemma 7 in [29]
that provides a uniform control on the weighted likelihood ratio empirical process ν˜n(Z) via the
chaining technique.
Lemma 12. Suppose Assumption W holds. Consider any t > 0, 0 < k < 1 and R > 0 such
that R ≤ k√nt2/4 and∫ t
kR/(32
√
n)
H
1/2
B
( u
2 exp(τ/2)
,
{
pθ, θ ∈ Θ : H(Pθ, Pθ∗) ≤ t
})
du ≤ Rk
3/2
211(c0 + 1/8)MW
,
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where c0 = (exp(τ/2)− 1− τ/2)/(1− exp(−τ/2))2 is a constant. Then
Pθ∗
(
sup
θ∈Θ:H(Pθ, Pθ∗ )≤t
v˜n(Zpθ) ≥ R
)
≤ 3 exp(−(1− k)ψ2(R, t2, n)).
A proof of this lemma is provided in Section C.5 below. Now we can continue the proof of
the lemma, which resemble the proof of Theorem 1 in [39]. We first verify the condition of
Lemma 12 with s = C ′2c2−1/2ε ≥ C ′2Mε˜2n, t =
√
2s, 1/2 < k < 1, exp(−τ/2) = 1/5 and
R = k
√
ns2
2 under Assumption A2 (where c2 is the constant in Assumption A2). Specifically, for
a sufficiently large constant C ′2, we have∫ √2s
s2/28
H
1/2
B
( u
2 exp(τ/2)
,
{
pθ, θ ∈ Θ : H(Pθ, Pθ∗) ≤
√
2s
})
du
≤ C s
∫ 1
0
√
log
exp(τ/2)
u
du ≤ C
′c1/22
√
ns2
C ′2MW
≤ Rk
3/2
211(c0 + 1/8)MW
.
Moreover, for the above inequality, since the left hand side has a linear growth in s while the
right hand side has a quadratic growth, it also holds for all s ≥ C ′2c−1/22 ε.
The remaining of the proof is almost identical to the proof of Theorem 1 in [29]. As a
consequence of Lemma 12 and the above argument, we have:
P
(
sup
θ∈Θ:H(Pθ, Pθ∗ )≤
√
2s
ν˜n(Zpθ) ≥
k
2
√
ns2
)
≤ 3 exp
(
− Cns
2
1 +MW
)
, ∀s ≥ C ′2c−1/22 ε.
By the equivalence between the Hellinger distance and the `2 distance in Assumption A2, we
can decompose {θ : ‖θ− θ∗‖ ≥ C ′2ε} =
⋃∞
i=0
(
Θ(i+1) \Θ(i)) with Θ(i) := {θ ∈ Θ : H(Pθ, Pθ∗) ≤
2i/2C ′2c
−1/2
2 ε}. Lemma 4 of [39] implies EZ˜pθ ≤ (1 − δ0)H2(Pθ, Pθ∗) ≤ (1 − δ0)2i(C ′2)2c−12 ε2
for each θ ∈ Θ(i), where δ0 = 2 exp(−τ/2)/(1− exp(−τ/2))2. Therefore, a simple union bound
with the previous decomposition and the preceding display (also with the fact that EW
(b)
i = 1)
renders:
P
(
sup
θ: ‖θ−θ∗‖≥C′2ε
∏( pθ(Xi)
pθ∗(Xi)
)W (b)i ≥ exp(− ((1− k/2)(C ′2)2c2−1− δ0)nε2))
≤ 6 exp
(
−C(1− k)k
2(C ′2)2c
−1
2 nε
2
1 +MW
)
.
As a consequence, by choosing exp(−τ/2) = 1/5 and k = 2/3, and using the fact that
nε2/ log n ≥ C ′M2 for some constant C ′ and any ε ≥ Mε˜ = MC ′0 log n/
√
n, we obtain that
by choosing a sufficiently large C ′2, the following holds with probability at least 1− e−C
′′M2 ≥
1− CM−2,
sup
θ: ‖θ−θ∗‖≥C′2ε
∏( pθ(Xi)
pθ∗(Xi)
)W (b)i ≤ exp(−nε2/24).
C.4 Proof of Lemma 11
The proof is a direct application of Bernstein’s inequality. We only need to verify the
Bernstein condition for the random variable Z˜f . In particular, similar to Lemma 5 of [39], it is
easy to verify that
E[|W (b)i Zf (Xi)|j ] ≤ (j!) 2jc0H2(f, pθ∗), ∀j ≥ 2,
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with c0 =
exp(τ/2)−1− τ
2
(1−exp(−τ/2))2 . Since the weights W
(b)
i ’s are uniformly bounded by MW = C log n
and have second moment E[W
(b)
i ]
2 = 2, we obtain E[|wZf |j ] ≤ (j!)2j+1M j−2W c0H2(f, pθ∗) for
any j ≥ 2. Therefore, we can then directly apply Bernstein’s inequality with b = 2MW , and
v = 8c0H
2(f, pθ∗) to obtain the claimed inequality.
C.5 Proof of Lemma 12
In the following, we provide a sketched proof as an extension of the proofs of Lemma 7
in [29] and Theorem 3 in [30] to the weighted likelihoods. We also keep their notation, and use
the shorthand HB(R) := {pθ, θ ∈ Θ : H2(pθ, pθ∗) ≤ R2} to denote a Hellinger ball centered at
pθ∗ with radius R > 0. It is proved in lemma 3 of [29] that
‖Zf1 − Zf2‖22 ≤ 4 exp(τ)H2(f1, f2)
which will be repeatedly used throughout the proof.
The two bracketing sequence {Zj}j≤N is constructed in the same way as in Section 2.1 of
[29], whose members have pairwise L2 distance upper bounded by a sequence {2 exp(τ/2)δj}j≤N
defined as:
δ0 = inf
u
{HB(u,HB(t)) ≥ k
4
ψ2(R, t
2, n)},
δj+1 = max
(
kR
8
√
n
, sup
{
x ≤ δj
2
: HB(x,HB(t)) ≥ 4HB(δj ,HB(t))
})
,
N = min{j : δj ≤ kR
8
√
n
}.
If kR
8
√
n
≤ t, then similar to the proof of Theorem 3 in [30] the probability on the left hand side
of the desired inequality can be decomposed into four terms,
Pθ∗
(
sup
HB(t)
v˜n(Zpθ) ≥ R
)
≤ P1 + P2 + P3 + P4,
where Pi, i = 1, 2, 3, 4, is (the definition of uj below is on page 601 of [30])
P1 = |Z0| sup
u0
P (ν˜n(Zu0) > (1−
k
4
)R),
P2 =
N∑
j=1
j−1∏
l=0
|Zl|
j−1∏
m=0
|Zm| sup
uj ,uj−1
P (v˜n(Zuj − Zuj−1)I⋃k≥j Bk > MW ηj),
P3 =
N−1∑
j=0
P ∗( sup
HB(t)
(ν˜n(Zpθ − Zuj )IBj ) > MW ηj+1),
P4 = P
∗( sup
HB(t)
v˜n(Zpθ − ZuN )IBN >
kR
8
),
with the following changed definitions for aj and ηj :
ηj =16 exp(τ/2)δj−1
√∑
l≤j HB(δl,HB(t))
k
,
aj =
32
√
n exp(τ)δ2j−1
ηj
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and the same Bj on page 602 of [30] except for the underlying family of function to be Zf .
Following the steps in their proof, it can be verified that
N∑
j=0
ηj ≤ 2
7
√
k
∫ t
kR/(32
√
n)
H
1/2
B
( u
2 exp(τ/2)
,HB(t)
)
du ≤ kR
8MW
.
Now it remains to bound P1–P4 respectively. First, by applying the inequality in our
Lemma 11 to replace their unweighted version and using the same argument, we have
P1 ≤ exp
(−(1− k)ψ2(R, t2, n)).
Similarly, by applying a one-sided Bernstein’s inequality with their argument, we have
P2 ≤ 2 exp
(−(1− k)ψ2(R, t2, n)),
where the only difference is in replacing the L2 bracketing entropy with the Hellinger bracketing
entropy (they are equivalent up to a constant). Similarly to their argument on page 605-606,
we also have P3 = P4 = 0 when
kR
8
√
n
≤ t.
The case of kR
8
√
n
> t can be similarly proceeded as in [30] and we omit the details.
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