Abstract. In view of the tracing of the pedestrian history trajectory, a counter-tracking method based on multi-camera is proposed. Firstly, a basic database including many attributes such as video frame rate and perspective relationship is established. Secondly, all of the cameras in the environment are calibrated and the relationships among them are constructed. Various features obtained by ResNet neural network are used to improve the accuracy of recalibration for the processed camera data. Finally, using the mean-shift algorithm realizes target tracking and traceability in reverse-time. Compared with ASMS, ColorKCF and Staple algorithm, experiments in the paper show that the proposed method has some advantages in accuracy and loss rate of target tracking, which is effective in practical application.
Introduction
Recently, as non-traditional security method becoming a topic which people pay more attention to, researches about this spring up. When something terrible like terrorism happens, not only tracking the terrorists should we do, but also tracking what they do before the incident. With the development of the computer visual technology, solving such problem becomes more possible than before.
Tracking means to detect the object in the first frame and then with the help of computer visual we could find the object correctly in next frames. The difficulties that will be met in the task are move-then-stop [1] , occlusion, illumination variation, deformation, moving background, background clutter, fast motion and so on. At the beginning, the research is based on tracking single object, but nowadays multi-object tracking is becoming a new topic [2] . Tracking can be divided into two main parts by the technology they use: Correlation Filter (CF) and Deep ConveNet (DC) based. CF can solve the task faster [2] , while DC based can get higher score in accuracy and robustness [3] . Recently, increasing numbers of tracking methods using DC are developed and gotten great effects on tracking [4] .
When a moving object exits a camera and enters another, how to find it continuously is an important question that many people pay much attention to. The question has some similarities with image retrieval. Although the object is a person, the technology of face recognition can do nothing to solve the problem, because the features of the person are difficult to extract when occlusion happened. Color is a feature which can play an important role, but illumination variation or background clutter may cause a worse result. In this way, extracting more effective features [5] and finding a suitable space [6] become the two effective ways to solve the problem.
After long-term research and exploration, we propose a traceability method in this paper. First, it is based a long time tracking method which means this method will track the object longer than others. Secondly, with the help of Re-identification this method should apply in multi-camera to track the target.
Related Technologies
Object Detection DPM (Deformable Parts Model) [7] algorithm is seem as an algorithm which uses HOG feature. It retains cell array and abandon block array after extracting HOG features, then normalizes them. When calculating gradient for an 8 × 8 cell array, it can get 4 × (9+18) = 108-dimensional features. They are so high that it will cost too much time. For the 4 × 9 = 36-dimensional features which can be seen as a 4 × 9 matrix, we should accumulate the sum of each rows and columns so that only 13-dimensional features will be retained. Then for the 4 × 18 matrix we could accumulate the sum of each column. To deal with the 31-dimensional features, we could get similar result without wasting too much time.
These features will be put into a root filter and some part filters. The root filter is used to describe the outline of the object and the part filters which using symmetrical structure to reduce complexity can tell the details of special parts.
The score of each object can be gotten according formula (1) . ( 0 x , 0 y , 0 l ) is used to describe the location and size of the aim point. 
Object Match
Object matching is an important part of target tracking. In this part, we try to use Convolution neural network (CNN) to extract enough features. The structure of ResNet [8] is show in Figure 1 . ResNet can create a deep net with low complexity, and has more features and less time.
Object Track
Tracking algorithms can be divided into two types. The first type is trying to find the area in the next frame which is the most similar with the object like Kalman filtering [9] , particle filter and mean-shift [10] . The complexity of this type will not cost much time [9, 11] . The other one not only pays attention to the object but also to the background. With the help of the features which are extracted from background, the accuracy of this type will higher than the first one. But they will cost much time [12] .
Our Algorithm
There are large numbers of cameras in public place, so when we want to review the accident, the challenge that we may meet is how to deal with the large information effectively. In this paper, an application framework is proposed. It will be divided into 5 parts as Figure 2 shown, they are Input, Pre-treatment, Re-identification, Tracking and Output. Input and Output are simple, so we will introduce the main three parts in the following. What we should do at first is to build a database as Table. 1. When we localize the videos' time successfully at the first time, it may save a lot of time when the target enters another camera and reduces the risk of target loss a lot.
Pre-treatment
t is the time that the target exits the camera j , j  is the target's average speed in camera j ,
is a function saved in the database to assume the least time that the target may use in the non-overlapping area. Then we could try to re-identify the target in camera i at time i out t . Secondly, when tracking the target in a video which we get from the camera, the size may change drastically which may lead to the tracking rectangle too large or too small. If we want to design a long-term tracking algorithm, it may increase the risk of target loss. For it, we need determine the relationship between the location and size in each camera. Then we can remark the target when the rectangle is too large or too small and track the target even longer.
Re-identification
The algorithm in this paper is a long time tracking algorithm in different cameras. In this case when the target enters another camera, we may remark the target automatically.
As what is shown above, there are two ways to find the target correctly. One is to extract as more features as possible, the other is to find an effective matching plan. 
Tracking
The challenges for tracking are hard. It is impossible to track the target in long time just with the help of a low complexity algorithm. So what we do is trying to remark the target periodically in some special area where we can find many people or some irregular people frequently in the past. In this case we could find the target in near area instead of the whole area of the camera which may waste too much time. What's more, when we find the target become a little large or a little small which means there is a risk to lose the target in next frame, so in this case we also should remark the target. This time as we are sure that the target is not loss, so the area even smaller than the first case. In addition, 
Experiments and Analysis
The experiment platform is CPU: i7, Graphics card: GTX960, RAM: 8G, OS: Windows 7, programming software: Visual Studio 2013. Environment parameters: 18 cameras in two layers. Tracking targets: 6 people. Images: 8000 frames.
Compared Method
In this paper we select ASMS, ColorKCF, Staple to compare, which are famous real-time tracking algorithms. When we want to track the target through a video with N frames, we should know in each frame where the target is if he exits. In this case we call this place as TP and the size of the target as area TP . What's more, we call the place what we can get from an algorithm as PP and the size as area PP . In addition we support another two parameters SP and OP : 
In the formula (6) , op N is the number of the frames where the scale between area OT and area ST is above 0.5. In some papers, they use nl N which is the number of the frames when the target is not loss instead of N . In that case, an algorithm which just can track for a short time may get a higher score than a long-time algorithm. An algorithm will achieve a low score when PP is too large or too small. In some cases only too large or too small, it will lead to loss the target. So we select another two scores: accuracy and completion. OP and area TP . Simultaneously, we use ID Sw to count the times of target loss. We will remark the target only when the target exits one camera and enters another, and the times of marking will be shown in mt. From Table 2 , when the tracked person's size changes little in the video and the upper and lower body features are not clearly distinguished like Target 3, our algorithm is optimal. In other cases, our algorithm indicators in this paper are similar to Staple and are better than ASMS and ColorKCF. Further analysis, in Target 1,2,6, the size of people are from small to large changes and upper and lower body features distinguish significantly, our algorithm and Staple have different advantages, are significantly better than the other two algorithms. In target 4,5, the size of people are from big to small and the tracking effect of our algorithm is similar to Staple, but also higher than the other two. When we select the target at 2017-06-22 16:01:52 from camera 17, we would be told that she entered camera17 at 16:01:51 (Figure 4 (a) ). Then camera 16 would tell us what she did for 21s since 16:01:30 (Figure 4 (b) ). We would found a record lasting 33s in camera 3 since 16:00:57 (Figure 4  (c) ).Then we found camera 16 also recorded her activity from 16:00:54 to 16:00:27 (Figure 4 (d) ). Finally, camera 4 would tell us what she did from 15:59:54 to 15:59:30 (Figure 4 (e) ).
Experiment Result

Demonstration in Application Scene
Conclusions
With a large number of cameras installed, video image processing is widely used. In this paper, in view of the requirement of automatic viewing of pedestrian history, a method of tracing the pedestrian path in multiple cameras is proposed, which effectively improves the ability of automatic video retrieval. Compared with the current main tracking algorithms, the experimental results show that our proposed method has some advantages in pedestrian tracking and can be used in multi-camera monitoring environment. Further improving the reverse tracking rate is the next work of this paper.
