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Resumo
A digitalizac¸a˜o tridimensional tem operado uma revoluc¸a˜o, a`s vezes bastante
vis´ıvel, mais vezes ainda silenciosa, nos u´ltimos anos na nossa vida quotidiana. A
necessidade imperiosa de adicionar uma dimensa˜o a` visualizac¸a˜o do mundo que nos
rodeia tem tornado essencial o papel das tecnologias que suportam esta revoluc¸a˜o,
nomeadamente a mais omnipresente visa˜o por computador. Resumindo, a inspecc¸a˜o
de objectos e cenas tridimensionais, seja na cieˆncia, na indu´stria, ou qualquer outro
campo de aplicac¸a˜o, deixou de se basear na detecc¸a˜o de apenas algumas das suas carac-
ter´ısticas particulares e passou a significar a recuperac¸a˜o completa da geometria vis´ıvel
desses objectos e dessas cenas.
Tendo em conta a importaˆncia desta te´cnica e a` necessidade de a tornar cada vez
mais eficiente, barata e fa´cil de utilizar, pretendeu-se neste trabalho efectuar-se o de-
senvolvimento e estudo extensivo de um sistema de digitalizac¸a˜o tridimensional porta´til
movido “a` ma˜o”, baseado em visa˜o por computador, projecc¸a˜o de luz estruturada e
utilizando sensores de posicionamento e orientac¸a˜o.
Primeiramente, foi feito um estudo do “estado da arte”, a partir do qual foi deline-
ado o rumo a seguir. Seguidamente, definiram-se os modelos do sistema e metodologias
para efectuar a sua preparac¸a˜o para uso (ou seja, os procedimentos para a sua cali-
brac¸a˜o), tendo sido lanc¸adas as fundac¸o˜es teo´ricas (matema´ticas e geome´tricas) de todo
o processo, algumas das quais perspectivando soluc¸o˜es inovadoras, tanto de engenharia
como a n´ıvel conceptual, para alguns problemas recorrentes em sistemas deste ge´nero.
Foi dedicada particular atenc¸a˜o a` resoluc¸a˜o do problema do registo tridimensional,
visto ser a questa˜o de mais dif´ıcil resoluc¸a˜o em sistemas porta´teis, arbitrariamente
mov´ıveis, deste ge´nero; foi desenvolvida uma soluc¸a˜o muito interessante que toma par-
tido da geometria inerente ao me´todo de triangulac¸a˜o utilizado.
v
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Simultaneamente o problema e a utilidade da recuperac¸a˜o
de informac¸a˜o tridimensional do mundo:
A Natureza na˜o revela os seus miste´rios de uma so´ vez.
Se´neca, Questo˜es Naturais, livro 7, se´culo I
Sera´ que a sabedoria popular antiga ja´ sabia fazer a
comparac¸a˜o entre a descric¸a˜o verbal, a descric¸a˜o bidimen-
sional e a representac¸a˜o tridimensional do mundo?
Diz-me e eu esquecerei;
Mostra-me e eu lembrar-me-ei;
Envolve-me e eu compreenderei.
Antigo prove´rbio chineˆs
xiii
xiv
Falhas na percepc¸a˜o tridimensional a partir de
representac¸o˜es bidimensionais do mundo.
Como poderemos no´s ser diferentes do rapaz da folha de papel?
Abaixo: figura tirada de M. C. Escher, Gravura e Desenhos, Taschen, GmbH, 2002.
Comenta´rio do pro´prio Maurits Cornelis Escher, do mesmo livro.
M.C. Escher’s ‘‘Belvedere’’ (c) 2004 The M.C. Escher Company - The Netherlands. All rights reserved.
Used by permission.
Belvedere, litografia, 1958, 46 × 29,5 cm. Em primeiro plano, em baixo a` esquerda, esta´ uma
folha de papel, sobre a qual foram desenhadas as linhas de um dado. Dois c´ırculos indicam os pontos
onde as linhas se cruzam. Que linha esta´ a` frente, que linha esta´ atra´s? Atra´s e a` frente, ao mesmo
tempo, na˜o e´ poss´ıvel num mundo tridimensional e na˜o pode por isso ser representado. Mas pode ser
desenhado um objecto que, visto de cima, representa uma realidade diferente da de quando visto de
baixo. O rapaz, que esta´ sentado no banco, tem nas ma˜os uma tal absurdidade, em forma de cubo. Ele
observa pensativamente o objecto imposs´ıvel e na˜o parece ter conscieˆncia de que o belvedere, atra´s das
costas dele, e´ constru´ıdo desta forma imposs´ıvel. No piso inferior, no interior da casa, esta´ encostada
uma escada pela qual sobem duas pessoas. Mas chegados a um piso acima, esta˜o de novo ao ar livre e
teˆm de voltar a entrar no edif´ıcio. E´ enta˜o estranho que ningue´m desta comunidade se preocupe com
o destino do preso no subterraˆneo que, queixoso, po˜e de fora a cabec¸a, atrave´s das grades?
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Cap´ıtulo 1
Introduc¸a˜o
O Homem ja´ ha´ muito tempo que mede e representa informac¸a˜o sobre realidades
tridimensionais com as mais variadas intenc¸o˜es, desde o planeamento de projectos
de engenharia ate´ a` arte, passando mesmo pela necessidade de satisfac¸a˜o do desejo
mais prima´rio de comunicar, presente desde a Pre´-Histo´ria. Mas mesmo antes de
saber comunicar de uma forma mais abstracta, ja´ o ser humano estaria de forma inata
equipado com sensores que lhe permitiriam analisar a tridimensionalidade do mundo
que o rodeava. Tornou-se o´bvio com o tempo, no entanto, que seria u´til ter formas
mais simples, automa´ticas e precisas de efectuar esta ana´lise e a representac¸a˜o dos seus
resultados.
Este cap´ıtulo apresenta um estudo de va´rios sistemas de recuperac¸a˜o e recons-
truc¸a˜o de informac¸a˜o tridimensional, comummente conhecidos como scanners ou digi-
talizadores 3D1, e as suas tecnologias, desde sistemas tradicionais, como os sistemas
multi-caˆmara (tambe´m designados por multi-oculares) ou os sistemas de varrimento
com laser, ate´ a sistemas de vanguarda, como os scanners porta´teis e handheld 2.
O texto que se segue apresenta um resumo do estudo acima referido, que se encontra
apresentado em maior detalhe no relato´rio te´cnico Ferreira [2002].
1.1 Motivac¸o˜es
A problema´tica da recuperac¸a˜o e reconstruc¸a˜o espacial tridimensional tem sido
objecto de discussa˜o durante as duas de´cadas passadas, para pessoas envolvidas em
a´reas ta˜o diversas como, de um modo o´bvio, as cieˆncias informa´ticas, f´ısicas, me´dicas,
1Apesar da u´ltima designac¸a˜o ser formalmente mais correcta, a primeira e´ mais comum e, por esta
raza˜o, utilizar-se-a´ esta maioritariamente ao longo do resto do texto.
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ou como as a´reas talvez menos o´bvias respeitantes a` produc¸a˜o cinematogra´fica e tele-
visiva, estendendo-se mesmo essa discussa˜o a todas as indu´strias modernas em geral.
Chega´mos, portanto, a uma era em que este tipo de tecnologia ja´ na˜o faz mais ape-
nas parte do imagina´rio da ficc¸a˜o cient´ıfica. Sistemas usando este tipo de soluc¸a˜o
podem mostrar-se altamente eficazes, baratos e de boa qualidade para inspecc¸a˜o visual
automa´tica [Ferreira and Dias 2000].
As motivac¸o˜es mais o´bvias para a realizac¸a˜o de investigac¸a˜o nesta a´rea sa˜o apre-
sentadas de seguida:
• As potencialidades de uso pra´tico destes sistemas confirmam a ideia de que a
passagem do presente uso de descric¸o˜es de realidades tridimensionais atrave´s das
suas projecc¸o˜es bidimensionais para o uso directo de informac¸a˜o tridimensional
vira´ a ser uma das mais importantes revoluc¸o˜es tecnolo´gicas do futuro pro´ximo
— o advento da realidade virtual e do standard de codificac¸a˜o de multimedia
MPEG-4 implicara´ o uso recorrente de digitalizadores tridimensionais [Haskell
et al. 1997].
• O aparecimento de sistemas de baixo custo devido a` utilizac¸a˜o racional de tec-
nologias mais baratas motivara´ um estudo ainda mais aprofundado para a sua
optimizac¸a˜o no sentido de se conseguirem obter a partir deles resultados ainda
mais precisos [Ferreira et al. 2001, Ferreira and Dias 2000, Martins and Dias
1999].
• Dito isto, o espectro de tecnologias pass´ıveis de ser utilizadas para versatilizar
ainda mais estes sistemas esta´ longe de estar esgotado.
• As te´cnicas de visualizac¸a˜o e reconstruc¸a˜o tridimensional, incluindo a computac¸a˜o
gra´fica 3D, teˆm sofrido enormes evoluc¸o˜es, o que podera´ galvanizar ainda mais
esta a´rea de investigac¸a˜o (ver Hoppe [1994], Nina Amenta and Kolluri [2001] e
Farin [1999], M. Woo and Davis [1997], Edward [1990]).
Na verdade, va´rias aplicac¸o˜es pra´ticas poderiam lucrar com a utilizac¸a˜o deste tipo
de sistemas [C3D/Edinburgh Virtual Environment Centre, Levoy et al. 2000, Weiss
1997, IMPROOFS project, 3D-MURALE Project, EPRSC 2000, Pe´rez-Fajado and
Gutsens 2000]:
Engenharia e produc¸a˜o fabril (inspecc¸a˜o industrial, engenharia de metrologia di-
mensional, prototipagem ra´pida, “engenharia inversa”, etc.);
1.1 Motivac¸o˜es 3
Arte (digitalizac¸a˜o de artefactos de museu para arquivamento e reproduc¸a˜o em for-
mato digital, incorporac¸a˜o em ferramentas art´ısticas digitais, animac¸a˜o por com-
putador, po´s-produc¸a˜o cinematogra´fica e v´ıdeo, encenac¸a˜o virtual, etc.);
Simulac¸a˜o e realidade virtual (composic¸a˜o de descric¸o˜es digitais para ana´lise e si-
mulac¸a˜o por computador, criac¸a˜o de ambientes virtuais simulando de forma rea-
lista o mundo f´ısico, etc.);
“Faxing 3D”;
Modelos e Proto´tipos Industriais;
Factores humanos e antropometria (dimensionamento de roupa, design de
ve´ıculos automo´veis e de locais de trabalho, etc.);
Internet e telecomunicac¸o˜es (come´rcio virtual, etc.);
Medicina (examinac¸a˜o, diagno´stico, planeamento ciru´rgico, simulac¸a˜o ciru´rgica, pro-
jecto e fabrico de pro´teses, ortopedia, etc.);
Cieˆncia forense (reconstruc¸a˜o facial, etc.).
E´ nas a´reas onde e´ necessa´rio ter descric¸o˜es precisas do formato do corpo humano
que esta tecnologia esta´ a produzir resultados mais entusiasmantes. De seguida, ir-se-
-a˜o apresentar esses novos campos de aplicac¸a˜o com detalhe suficiente para dar uma
ideia da revoluc¸a˜o na vida do ser humano tornada poss´ıvel atrave´s do seu uso.
Antropometria Os dados antropome´tricos sa˜o usados em muitas a´reas da indu´stria
para o design de produtos como calc¸ado, equipamento de seguranc¸a, mo´veis,
ve´ıculos e outros objectos com que o ser humano interage. Nas forc¸as militariza-
das e paramilitares, este tipo de dados e´ ta˜o importante quanto a sobreviveˆncia
dos seus efectivos; como exemplo disso poder-se-a´ referir a necessidade de for-
matos precisos no equipamento justo de protecc¸a˜o, como capacetes, ou na sua
importaˆncia na ergonomia de ve´ıculos de combate. Por outro lado, dados antro-
pome´tricos precisos sa˜o tambe´m indispensa´veis na gesta˜o de gamas de tamanho
e de stocks, tanto para roupa como para equipamento pessoal, e o crescente da
Internet na venda a retalho on-line tem aberto horizontes novos no uso de dados
antropome´tricos em aplicac¸o˜es de “venda virtual” de roupa.
A maioria dos dados antropome´tricos correntemente de uso generalizado deriva
de informac¸a˜o adquirida por medic¸a˜o manual de uma amostra de populac¸a˜o de
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a)
b)
Figura 1.1: Exemplo de uso de sistemas de recuperac¸a˜o tridimensional e sua integrac¸a˜o
com outros sistemas de aquisic¸a˜o de dados no campo da medicina: a) a paciente e o sistema-
exemplo; b) a integrac¸a˜o de informac¸a˜o dos dois sistemas – tirado de EPRSC [2000], com a
permissa˜o gentil do Laborato´rio de Gra´ficos e Visa˜o do Departamento de Cieˆncias Compu-
tacionais da Universidade de Glasgow.
ha´ cerca de 50 anos atra´s. Melhorias nos cuidados com a alimentac¸a˜o e sau´de
humanas nos anos mais recentes resultaram no aumento do tamanho me´dio da
populac¸a˜o, tornando portanto obsoletos esses dados. Sondagens recentes condu-
zidas pelas Forc¸as Armadas britaˆnicas e norte-americanas entre outras foram um
esforc¸o consciente em direcc¸a˜o a` resoluc¸a˜o deste problema, mas sa´ıram frustradas
pela auseˆncia de um me´todo adequado para a aquisic¸a˜o ra´pida e eficaz de dados
tridimensionais densos e precisos do corpo humano na sua totalidade. Te´cnicas
manuais, que envolvem o uso, por exemplo, de fita me´trica, sa˜o extremamente
lentas e dispendiosas, produzem dados dispersos e sa˜o quase imposs´ıveis de au-
tomatizar. Desde o advento das tecnologias de recuperac¸a˜o tridimensional, tem
havido um crescente interesse na sua aplicac¸a˜o na medic¸a˜o do corpo humano e o
objectivo neste momento e´ criar um sistema que possa fazer de um modo rotineiro
essa recuperac¸a˜o de modo a obter dados densos e precisos, como requerido.
Medicina Um dos campos de maior disseminac¸a˜o desta tecnologia sera´ a medicina,
onde numerosos exemplos da sua utilizac¸a˜o podem ser encontrados (examinac¸a˜o,
diagno´stico, planeamento ciru´rgico, simulac¸a˜o ciru´rgica, projecto e fabrico de
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Figura 1.2: Exemplo de uso de recuperac¸a˜o e reconstruc¸a˜o tridimensionais na construc¸a˜o
de moldes denta´rios — tirado de EPRSC [2000], com a permissa˜o gentil do Laborato´rio de
Gra´ficos e Visa˜o do Departamento de Cieˆncias Computacionais da Universidade de Glasgow.
pro´teses, ortopedia, etc.). Alia´s, a integrac¸a˜o de dados obtidos por sistemas de
radiologia e similares com dados tridimensionais adquiridos pela recuperac¸a˜o tri-
dimensional sa˜o exemplo dos avanc¸os mais recentes deste campo; esta´ previsto
que a sua utilizac¸a˜o venha a ser um passo incomensura´vel em frente na consti-
tuic¸a˜o de registos individuais dos pacientes nos servic¸os de sau´de do futuro.
Nas figuras 1.1 e 1.2, apresentam-se imagens de alguns exemplos de casos de
uso de sistemas de recuperac¸a˜o e reconstruc¸a˜o em diversas a´reas e aplicac¸o˜es da
medicina.
Cieˆncia forense Outro campo de utilizac¸a˜o desta tecnologia, talvez menos o´bvio, sera´
a cieˆncia forense. Um dos exemplos do seu uso mais importantes e´ a reconstruc¸a˜o
facial nos casos em que todos os outros me´todos de identificac¸a˜o de cada´veres sa˜o
impratica´veis — observe-se a figura 1.3 na pa´gina seguinte.
Realidade virtual nos media, Internet e telecomunicac¸o˜es Outras a´reas que
este tipo de tecnologia revolucionou foram os meios de comunicac¸a˜o social, a
Internet (principalmente no come´rcio electro´nico) e as telecomunicac¸o˜es, onde a
realidade virtual, ate´ a´ı apenas poss´ıvel atrave´s da criatividade de alguns anima-
dores, entrou numa era de realismo nota´vel — se, ate´ ha´ bem pouco tempo, efeitos
especiais deste tipo tinham um aspecto um pouco a lembrar bonecos animados,
hoje em dia a sua imitac¸a˜o da realidade tornou-se quase perfeita.
Como exemplo de uso da digitalizac¸a˜o tridimensional abrangendo a realidade
virtual, a Internet, a arqueologia e a disponibilizac¸a˜o de reproduc¸o˜es digitais 3D
de artefactos de museu, uma equipa de 30 estudantes e professores da Universi-
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Figura 1.3: Reconstruc¸a˜o facial em cieˆncias forenses – faz-se uma recuperac¸a˜o tridimensi-
onal do craˆnio (a` esquerda), assinalando os pontos fulcrais na fisionomia, fazendo-se, segui-
damente, o ajuste de um “rosto-tipo” a esses pontos (a` direita) – tirado de EPRSC [2000],
com a permissa˜o gentil do Laborato´rio de Gra´ficos e Visa˜o do Departamento de Cieˆncias
Computacionais da Universidade de Glasgow.
dade de Washington passaram o ano lectivo de 1998/99 em Ita´lia recuperando as
estruturas tridimensionais de esculturas e da arquitectura de Miguel Aˆngelo.
Desde 1992 que o l´ıder desta equipa, o Professor Marc Levoy, e os seus estudantes
teˆm estado a investigar me´todos para digitalizar a forma de objectos tridimensi-
onais usando scanners laser. Aos seus esforc¸os iniciais foi dado optimisticamente
o nome de ”projecto para construir uma ma´quina de fax 3D”: em 1996 digitali-
zaram uma pequena estatueta de um buda e mandaram por correio electro´nico
o seu modelo estrutural de Palo Alto para uma unidade fabril em Los Angeles
onde uma re´plica precisa foi constru´ıda usando um processo denominado estereo-
litografia (ver figura 1.4 na pro´xima pa´gina), demonstrando, pelo menos, que tal
sistema futurista era pass´ıvel de ser funcional [Levoy et al. 2000].
O “Digital Michelangelo Project” comec¸ou oficialmente em Janeiro de 1997, im-
plicando um per´ıodo de planeamento de 2 anos. Durante esse per´ıodo foi con-
cebido, constru´ıdo e testado equipamento constitu´ıdo por um laser rangefinder
montado numa pec¸a mecaˆnica mo´vel num suporte (ver figura 1.5 na pa´gina 8).
Os requisitos deste sistema eram exigentes: era intenc¸a˜o da equipa do Professor
Levoy recuperar marcas de buril menores que um mil´ımetro, recuperac¸a˜o essa
feita a uma distaˆncia de seguranc¸a, abarcando inclusivamente toda a altura da
1.1 Motivac¸o˜es 7
Figura 1.4: Imagens de uma digitalizac¸a˜o 3D de uma estatueta de um buda, resultado do
projecto para construir uma ma´quina de fax 3D – tirado de Curless and Levoy [1996-97]
com a gentil permissa˜o do Professor Marc Levoy. Da esquerda para a direita: estatueta
original (de madeira e marfim falso), a mesma estatueta pintada de cinzento para simplificar
a digitalizac¸a˜o, recuperac¸a˜o 3D (parcial) feita a partir de um ponto de vista usando um
scanner Cyberware 3030 (ver Cyberware) modificado para usar algoritmos de ana´lise espac¸o-
-temporal, recuperac¸a˜o 3D completa feita a partir integrac¸a˜o de recuperac¸o˜es de 48 pontos
de vista, reconstruc¸a˜o 3D final usando algoritmos de preenchimento de lacunas.
esta´tua de David (10 metros!).
O sistema final, a que foi dado o nome de “Scanner Stanford para Grandes
Esta´tuas”, foi fabricado pela empresa Cyberware (ver Cyberware). Para as zo-
nas mais inacess´ıveis (as esta´tuas na˜o foram movidas), foi utilizado um segundo
scanner, um brac¸o com juntas e um laser rangefinder por triangulac¸a˜o fabri-
cado pela empresa 3D Scanners (ver 3D Scanners). Finalmente, para permitir
a recuperac¸a˜o da arquitectura circundando as esta´tuas de Miguel Aˆngelo (prin-
cipalmente a nova Sacristia das Capelas de Medicis, projectadas por ele) foi
usado um proto´tipo de um laser rangefinder tipo time-of-flight feito por Cyra
Technologies. Todos os treˆs sistemas capturavam simultaneamente cor de alta-
resoluc¸a˜o [Levoy et al. 2000]. (Simultaneamente, por volta de 1996, um outro
grupo no Concelho Nacional de Investigac¸a˜o Cient´ıfica do Canada´ — o NRC —
estava a recuperar artefactos de museu a um ritmo regular. Pore´m, ningue´m
tinha conseguido resultados ta˜o precisos e exaustivos quanto foram conseguidos
no “Digital Michelangelo Project” [Levoy et al. 2000].)
Apesar dos modelos 3D deste projecto estarem ainda apenas parcialmente com-
pletos, devido a uma intensa procura foi disponibilizado um esqueleto de ar-
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Figura 1.5: Imagens de modelos tridimensionais da esta´tua de David. Retirado do “Digital
Michelangelo Project”, com a gentil permissa˜o do Professor Levoy [Levoy et al. 2000].
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quivo, tendo sido o seu cata´logo colocado online. Apesar de as metodologias
necessa´rias para criar e manter arquivos digitais de artefactos 2D terem amadu-
recido substancialmente nos u´ltimos anos, o salto para a tridimensionalidade tem
colocado va´rios novos problemas. Para os resolver, foi iniciado um novo projecto
de investigac¸a˜o cient´ıfica com o nome “Criando arquivos de obras de arte tri-
dimensionais”, patrocinado pela National Science Foundation (Digital Libraries
Initiative) [Levoy et al. 2000].
Um sub-projecto que se foi desenvolvendo paralelamente pela mesma equipa, o
“Digital Forma Urbis Romae Project”, foi a digitalizac¸a˜o de fragmentos da Forma
Urbis Romae, um mapa gigante da Roma antiga esculpido em placas de ma´rmore
por volta do ano 200 A.D.. O mapa encontra-se actualmente fragmentado — em
1163 pedac¸os para se ser exacto. A reconstituic¸a˜o pec¸a-a-pec¸a deste mapa tem
sido um dos grandes problemas por resolver do campo da arqueologia. Afortuna-
damente, os fragmentos teˆm va´rios cent´ımetros de espessura, disponibilizando a`
equipa objectos de estrutura 3D facilmente recupera´vel, todos eles digitalizados
numa maratona de 3 semanas a 24 horas por dia entre Maio e Junho de 1999. A
equipa esta´ neste momento a desenvolver algoritmos para tentar “reconstituir o
puzzle” [Levoy et al. 2000].
As motivac¸o˜es por tra´s de qualquer destes projectos sa˜o o avanc¸o da tecnologia
de scanning 3D, a sua colocac¸a˜o ao servic¸o da humanidade e a criac¸a˜o de um
arquivo a longo-prazo de artefactos culturais importantes, com o patroc´ınio da
Universidade de Stanford, da Interval Research Corporation e da Fundac¸a˜o pelas
Artes Paul G. Allen.
Outro exemplo de scanning 3D posto ao servic¸o da arqueologia e´ o 3D-MURALE.
Neste projecto, o objectivo da equipa supervisionada pelo Professor Marc Wa-
elkens desde 1990 e´ a modelac¸a˜o do local arqueolo´gico de Sagalassos, uma das
treˆs maiores cidades da antiga Pisidia, localizada 7km a norte da aldeia de Agla-
sun na prov´ıncia turca de Burdur. Este projecto e´ suportado por um conso´rcio
de universidades e empresas liderado pela Universidade de Brunel (Londres) e
patrocinado pela Unia˜o Europeia [3D-MURALE Project].
Finalmente, alguns exemplos de utilizac¸a˜o de reconstruc¸a˜o tridimensional no
campo da po´s-produc¸a˜o cinematogra´fica podem ver-se na figura 1.6 na pro´xima
pa´gina, e da po´s-produc¸a˜o televisiva e v´ıdeo na figura 1.7 na pa´gina 11.
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Figura 1.6: Exemplos de po´s-produc¸a˜o cinematogra´fica recorrendo ao uso de reconstruc¸a˜o
tridimensional – tirado de EPRSC [2000], com a permissa˜o gentil do Laborato´rio de Gra´ficos
e Visa˜o do Departamento de Cieˆncias Computacionais da Universidade de Glasgow.
1.2 Te´cnicas de Recuperac¸a˜o de Informac¸a˜o Tridi-
mensional
Va´rios tipos de te´cnicas de scanning 3D teˆm sido usadas na digitalizac¸a˜o de re-
alidades tridimensionais. A maior parte destes sistemas sa˜o baseados em visa˜o por
computador, podendo ser basicamente subdivididos nas seguintes categorias, depen-
dendo da utilizac¸a˜o ou na˜o de uma fonte de energia para iluminar a cena:
• Sistemas activos :
– Projecc¸a˜o de luz estruturada;
– Shadow scanning.
• Sistemas passivos :
– Monoculares estruturados;
– Multi-oculares;
– Caˆmaras na˜o-planares;
– 3D structure from motion;
– Fluxos de imagens;
– Focagem selectiva.
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Figura 1.7: Cena´rio virtual encomendado pela BBC (imagem em baixo), criado a partir de
uma recuperac¸a˜o estereosco´pica (duas imagens em cima) – tirado de EPRSC [2000], com a
permissa˜o gentil do Laborato´rio de Gra´ficos e Visa˜o do Departamento de Cieˆncias Compu-
tacionais da Universidade de Glasgow.
Ale´m destas te´cnicas, temos ainda
• o este´reo fotograme´trico, e os “3D structure from shading” e “3D structure from
texture”, te´cnicas geralmente classificadas como passivas na literatura, apesar de
dependerem da variac¸a˜o activa de condic¸o˜es de iluminac¸a˜o para funcionar;
• sistemas mistos (como exemplo destes u´ltimos, veja-se Dalmia and Trivedi
[1996b]).
Pore´m, outras tecnologias ale´m dos sensores de visa˜o foram usadas na recuperac¸a˜o
e reconstruc¸a˜o tridimensional; estas sa˜o usadas por outro grupo importante de sistemas
de scanning 3D — as sondas tridimensionais.
Todas estas te´cnicas de recuperac¸a˜o de informac¸a˜o tridimensional, dando um eˆnfase
especial aos sistemas de projecc¸a˜o de luz estruturada e aos sistemas multi-oculares, que
tiveram mais sucesso ate´ hoje que os seus pares, e incluindo tambe´m os sistemas encon-
trados na natureza que servem de inspirac¸a˜o a uma boa parte delas, sera˜o apresentados
nas secc¸o˜es que se seguem.
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1.2.1 A percepc¸a˜o da tridimensionalidade na Natureza
A Biologia apresenta-nos variados exemplos de sensores naturais de que os animais
dispo˜em para analisar o mundo tridimensional que os rodeia. E´ evidente que essa
ana´lise e´ a ferramenta mais importante a que estes recorrem para assegurar a sua so-
breviveˆncia. Tendo em conta todos estes exemplos de sucesso ja´ existentes na natureza,
como seria de esperar, a grande maioria dos sistemas de digitalizac¸a˜o tridimensional
inspiram-se claramente nestes sensores.
Boa parte do sistema sensorial animal e´ constitu´ıdo por o´rga˜os que complementam
a informac¸a˜o geome´trica que e´ poss´ıvel medir no mundo: o olfacto e o paladar sa˜o
exemplos o´bvios deste tipo de o´rga˜os, permitindo medir informac¸a˜o respectivamente
sobre os cheiros e sabores que permeiam o mundo circundante.
Outro sensor menos o´bvio mas na˜o menos interessante e´ o sistema vestibular exis-
tente no ouvido interno de alguns animais e cujo objectivo e´ dota´-los de sentido de
equil´ıbrio e de orientac¸a˜o relativa atrave´s da medic¸a˜o de acelerac¸o˜es lineares e veloci-
dades angulares — na˜o e´, portanto, nada mais que um sensor inercial. Para saber mais
sobre o sistema vestibular humano tendo em vista a sua utilidade como sensor, leia-se a
discussa˜o interessant´ıssima sobre este assunto que pode ser encontrada em Lobo [2002].
No entanto, sa˜o os sensores que permitem uma medic¸a˜o efectiva da tridimensiona-
lidade do mundo que os rodeia que sa˜o fulcrais para a sua sobreviveˆncia e a` volta de
cujo uso a sua vida revolve.
Existem animais, por exemplo, que para este efeito esta˜o equipados com sensores de
ultrassons inatos, constitu´ıdos por um sistema de audic¸a˜o apurada conjuntamente com
um sistema vocal preparado para emitir sons de alta-frequeˆncia. Atrave´s do acto de
emissa˜o-recepc¸a˜o de ultrassons e da determinac¸a˜o subconsciente da distaˆncia percorrida
pelas ondas sonoras atrave´s da medic¸a˜o instintiva do tempo gasto nesse percurso, esses
animais conseguem informac¸a˜o complementar valiosa sobre a tridimensionalidade do
ambiente circundante. Como exemplos, entre outros, temos os morcegos e os mamı´feros
marinhos, nomeadamente os golfinhos e as baleias.
Outro sistema sensorial activo usado por todos os animais e´ o tacto. Alguns usam
mesmo os seus membros anteriores (no caso humano, as ma˜os) como sondas ta´cteis,
atrave´s das quais medem intencionalmente as formas geome´tricas tridimensionais e a
consisteˆncia do mundo que os rodeia.
Todavia, os mais importantes sensores naturais de percepc¸a˜o sa˜o sem sombra de
du´vida os sensores de visa˜o. Estes baseiam-se na medic¸a˜o passiva (ou seja, na˜o in-
trusiva) atrave´s de ce´lulas fotorreceptoras de emisso˜es e reflexo˜es de energia luminosa
originadas na realidade circundante.
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Na maior parte dos animais, estas ce´lulas fazem geralmente parte dos olhos, o´rga˜os
de forma aproximadamente esfe´rica alojados em cavidades o´sseas denominadas o´rbitas
e protegidos cada um por duas laˆminas cutaˆneas, as pa´lpebras [Porto Editora 2002].
Este o´rga˜o, no ser humano, desempenha a sua func¸a˜o atrave´s de uma porc¸a˜o frontal
transparente, a co´rnea, que se contrai ou expande, transmitindo e focando luz de forma
a projecta´-la numa camada foto-sensitiva na parte posterior, a retina [Grolier 1971].
Um estudo mais aprofundado sobre esta questa˜o foi feito no decurso deste trabalho,
encontrando-se apresentado com mais detalhe em Ferreira [2002].
Pore´m, parece bastante o´bvio que um sistema de visa˜o com um olho apenas na˜o
sera´ uma soluc¸a˜o muito eficaz para a sensac¸a˜o da tridimensionalidade do mundo —
veja-se que, analogamente a uma caˆmara, sendo o olho um sensor que apenas capta
imagens bidimensionais, existe informac¸a˜o de profundidade que e´ perdida no processo
de projecc¸a˜o. Portanto, na˜o sera´ apenas pelas razo˜es relativamente comuns de re-
dundaˆncia de o´rga˜os ou para o alargamento do campo de visa˜o que e´ regra nos animais
o sistema binocular ou de estereovisa˜o.
A percepc¸a˜o da tridimensionalidade atrave´s da estereovisa˜o funciona basicamente
explorando a disparidade entre as imagens captadas pelos olhos para fornecer de forma
“quantitativa” a informac¸a˜o de profundidade de que careceria cada uma das imagens
por si so´.
Por outro lado, torna-se evidente que a “terceira dimensa˜o” na˜o se desvanece se o
mundo for visto por um so´ olho. A questa˜o e´ que a percepc¸a˜o da tridimensionalidade
na˜o se esgota com a visa˜o binocular — o ce´rebro humano utiliza va´rios estratagemas
para complementar a percepc¸a˜o 3D [Grolier 1971]:
• com a focagem selectiva, onde o ser humano infere distaˆncia a partir das diferenc¸as
de tensa˜o dos mu´sculos oculares na contracc¸a˜o ou distensa˜o que sofrem para focar
determinado objecto no campo de visa˜o;
• com informac¸a˜o de cariz mais “qualitativo”, atrave´s da conjugac¸a˜o da experieˆncia
adquirida (isto e´, a noc¸a˜o pre´via dos tamanhos previs´ıveis de objectos conheci-
dos):
– com infereˆncias sobre a distaˆncia dos objectos a partir da noc¸a˜o de perspec-
tiva — ou seja, um objecto mais pro´ximo parece maior e vice-versa;
– com infereˆncias sobre distaˆncia dos objectos a partir de diferenc¸as de cor e
iluminac¸a˜o;
– com o recurso a infereˆncias sobre ocluso˜es — isto e´, um objecto mais pro´ximo
oculta um objecto mais long´ınquo, se se interpuser na linha de visa˜o.
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Outra forma de complementar a percepc¸a˜o tridimensional do sistema de visa˜o con-
siste no seguimento de cenas em movimento (o processo designado por 3D structure
from motion); neste caso, o ser humano move-se de forma a ter va´rias perspectivas
de uma cena e o seu sistema vestibular junta-se ao sistema de visa˜o para formar um
“super-sistema” sensorial que, seguindo a trajecto´ria de um objecto no campo de visa˜o,
permite inferir a posic¸a˜o deste relativamente ao resto da cena — para compreender
melhor este processo de colaborac¸a˜o pro´xima entre estes sistemas sensoriais, consulte-
-se Lobo [2002].
Ale´m do sistema binocular, pore´m, existem outras configurac¸o˜es de sistemas de
visa˜o na natureza. Alguns insectos, por exemplo, teˆm sistemas multi-oculares cons-
titu´ıdos por centenas de pequenos sensores visuais, funcionando como minu´sculos mi-
crosco´pios, cada um por sua vez composto por dezenas de fotorreceptores. A vantagem
destes sistemas reside na maior facilidade em analisar a tridimensionalidade com grande
precisa˜o, tendo como desvantagem a sua complexidade que geralmente tem como con-
trapartida a simplificac¸a˜o do sistema de processamento que lhe esta´ associado.
1.2.2 Projecc¸a˜o de luz estruturada
A te´cnica mais utilizada como soluc¸a˜o para a digitalizac¸a˜o tridimensional sera´ a
projecc¸a˜o de luz estruturada, por razo˜es relativamente fa´ceis de compreender, visto ser
dif´ıcil obter caracter´ısticas tridimensionais recorrendo apenas a imagens resultado de
projecc¸o˜es do mundo, sem o recurso a outros artif´ıcios — e´, portanto, uma soluc¸a˜o
eficaz para digitalizac¸o˜es de precisa˜o me´dia-alta [Ferreira et al. 2002a].
Neste sentido, em seguida far-se-a˜o uma se´rie de considerac¸o˜es pra´ticas sobre a
implementac¸a˜o destes sistemas e finalmente dar-se-a˜o exemplos dos diferentes sistemas
que se teˆm constru´ıdo baseados nesta te´cnica.
De entre as variadas considerac¸o˜es de ordem pra´tica sobre a concepc¸a˜o de sistemas
deste ge´nero, podem destacar-se como sendo as mais importantes as caracter´ısticas
espectrais da luz projectada e a influeˆncia da geometria de estruturac¸a˜o desta pro-
jecc¸a˜o [DePiero and Trivedi 1996].
Para compreender como o espectro de luz e os diversos tipos de emissa˜o luminosa
esta˜o relacionados, atente-se a figura 1.8 na pro´xima pa´gina.
E´ poss´ıvel verificar nessa figura que a maioria das laˆmpadas de iluminac¸a˜o ambiente
esta´ concebida de modo a ter como zona de funcionamento a gama de comprimentos de
onda que o olho humano consegue percepcionar (chamada espectro vis´ıvel, indo apro-
ximadamente desde os 350 nm ate´ aos 750 nm), a` excepc¸a˜o das laˆmpadas de filamento
de tungste´nio (devido ao seu pe´ssimo rendimento, que resulta em efeitos de Joule) e as
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Figura 1.8: Espectro electromagne´tico com espectro vis´ıvel, cores que compo˜em o espectro
vis´ıvel e respostas relativas de diversos dispositivos de emissa˜o de luz comparativamente a`
resposta relativa do olho humano, em func¸a˜o do comprimento de onda – adaptado de [Awcock
and Thomas 1996a] com a gentil permissa˜o do Doutor Graeme Awcock.
laˆmpadas de haloge´neo.
Como a iluminac¸a˜o ambiente sera´ possivelmente necessa´ria para o operador do
digitalizador e ate´ mesmo, por exemplo, para a recuperac¸a˜o das texturas da cena, uma
soluc¸a˜o de engenharia interessante seria o uso de um tipo de luz cujos efeitos fossem
relativamente fa´ceis de filtrar dos efeitos da luz na˜o projectada. Como as laˆmpadas
de haloge´neo e de filamento teˆm pouco uso em ambiente controlado, seja ele fabril ou
laboratorial, pode verificar-se pela figura que uma excelente escolha para o projector
com esta ideia em mente seria o laser de infravermelhos, emissor de luz colimada a um
comprimento de onda preciso (a` volta dos 950 nm).
Veja-se que, como vantagem adicional, as caˆmaras de sensores de sil´ıcio (incluindo
as CCD), como se pode verificar pela figura, teˆm a resposta ideal aos infravermelhos,
conquanto na˜o venham equipadas com filtros internos. Usam-se filtros passa-banda
para a gama de frequeˆncia de infravermelhos, os chamados filtros de interfereˆncia, e
algoritmos de binarizac¸a˜o de imagens para conseguir separar as zonas iluminadas de
interesse do resto da imagem para processamento.
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Figura 1.9: Exemplo de sombras de Moire´ — a` esquerda, a cena original e o efeito da
projecc¸a˜o de luz; a` direita o resultado da digitalizac¸a˜o 3D.
O uso de laser relativamente a outros tipos de luz traz, pore´m, algumas implicac¸o˜es
negativas, como a dificuldade em conseguir captar simultaneamente com uma caˆmara
informac¸a˜o de cor a partir da cena a recuperar, seja devido aos filtros acima mencio-
nados, seja devido a` pro´pria interfereˆncia do laser na luz reflectida pelo objecto. Ale´m
disto, e´ uma tecnologia ainda relativamente cara, comparando com outras fontes de
energia luminosa.
Os sistemas de projecc¸a˜o de luz estruturada funcionam maioritariamente atrave´s da
modelac¸a˜o dos percursos o´pticos associados a` emissa˜o e detecc¸a˜o para efectuar a digi-
talizac¸a˜o por triangulac¸a˜o [DePiero and Trivedi 1996]. As geometrias de estruturac¸a˜o
da projecc¸a˜o de laser sa˜o geralmente simples, usando-se, por exemplo, projecc¸a˜o de
uma recta (cujo resultado de intersecc¸a˜o com a cena a recuperar e´ um ponto) ou de um
plano (cujo resultado de intersecc¸a˜o com a cena a recuperar e´ um perfil curvil´ıneo), de
forma a simplificar tambe´m os algoritmos de triangulac¸a˜o.
Pore´m, seja para compensar as desvantagens inerentes quando se usa luz natural,
seja por se querer acelerar o processo de digitalizac¸a˜o quando se usa o laser, recorre-se
muita vez a` redundaˆncia inata de outras geometrias de projecc¸a˜o mais complexas.
Destas geometrias, a mais usada e mais o´bvia sera´ a grelha, seja ela de rectas
(pontos) ou de planos (perfis). Outra soluc¸a˜o interessante e´ a te´cnica das sombras de
Moire´, onde se projecta luz usando uma fonte linear atrave´s de uma grelha o´ptica de
espac¸amento perio´dico — o resultado vis´ıvel e´ uma imagem com uma espe´cie de curvas
de n´ıvel (veja-se a figura 1.9).
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Na pra´tica, pore´m, torna-se claro que existe nestas geometrias mais complexas um
problema dif´ıcil de correspondeˆncias para resolver. Por outras palavras, como ter a
certeza de que um algoritmo automa´tico distingue correctamente que recta/plano e´
que, numa determinada posic¸a˜o na imagem, esta´ a ser observada/o?
Por esta raza˜o, foram recentemente introduzidas te´cnicas de projecc¸a˜o diferentes —
um exemplo e´ a projecc¸a˜o de sequeˆncias de listas em padro˜es baseados em co´digo de
Gray. Esta te´cnica sofre, apesar de tudo, de algumas deficieˆncias: por exemplo, sendo
um processo fundamentalmente discreto, a informac¸a˜o da orientac¸a˜o de projecc¸a˜o ape-
nas pode ser obtida na fronteira das regio˜es, sendo necessa´rio usar interpolac¸a˜o; e´ um
processo muito sens´ıvel a erros devido a reflexo˜es, ja´ que estas comprometem seriamente
a descodificac¸a˜o das tiras.
Os primeiros sistemas de recuperac¸a˜o de estruturas 3D na˜o foram concebidos na
pra´tica para recuperar essas estruturas de forma expl´ıcita e quantitativa; a sua ver-
dadeira missa˜o era verificar/validar certas caracter´ısticas tridimensionais de objectos
para propo´sitos de inspecc¸a˜o visual industrial.
O mais popular entre estes seria o sistema de iluminac¸a˜o atrave´s de uma lista de
luz [Dudek and Jenkin 2000a]. Este sistema consistiria habitualmente de um tapete
rolante transportando os objectos a ser inspeccionados, uma caˆmara apontada perpen-
dicularmente a` superf´ıcie desse tapete e um projector de uma lista de luz, posicionado
de forma a que o aˆngulo de incideˆncia da luz fosse conhecido (geralmente de 45 o de
forma a facilitar os ca´lculos), de novo relativamente ao plano do tapete rolante. Uma
esquematizac¸a˜o da sua implementac¸a˜o e um exemplo do seu uso sa˜o mostrados na
figura 1.10 na pro´xima pa´gina.
Mais recentemente teˆm-se concebido sistemas usando luz projectada com capaci-
dades para recuperac¸o˜es tridimensionais mais intencionais e precisas.
Entre estes tem-se assistido a uma evoluc¸a˜o muito grande nos que se baseiam na
projecc¸a˜o de laser: os laser rangefinders.
Os sistemas laser rangefinder, a que por vezes tambe´m se da´ o nome de tele´metros,
sa˜o sensores de varrimento com laser amplamente usados em aplicac¸o˜es de robo´tica
mo´vel e sistemas auto´nomos para obter estimativas de distaˆncia a objectos do ambiente
circundante. Treˆs tipos deste sensor existem, baseados na mesma tecnologia mas com
aproveitamentos diferentes desta [Dudek and Jenkin 2000b, Ferreira et al. 2002a]:
• Triangulac¸a˜o. Estes sistemas funcionam baseando-se nas relac¸o˜es geome´tricas
entre o laser emitido, o laser reflectido e a sua posic¸a˜o num plano-imagem captado
por um sistema de visa˜o — o modelo para este sistema e´ equivalente ao do sistema
mais gene´rico de projecc¸a˜o de luz estruturada;
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Figura 1.10: Sistema de inspecc¸a˜o com projector de lista de luz, caˆmara e tapete rolante
(adaptado de [Awcock and Thomas 1996b] com a gentil permissa˜o do Doutor Graeme Aw-
cock).
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• “Time-of-flight”. Estes baseiam-se na relac¸a˜o entre a distaˆncia ao objecto e o
tempo que decorre entre o laser emitido e o laser reflectido;
• “Phase-based”. Estes utilizam a relac¸a˜o entre a distaˆncia ao objecto e a dife-
renc¸a de fase entre o laser emitido e o laser reflectido.
Qualquer dos dois u´ltimos precisam de um uso da tecnologia laser de tal modo
exigente para obter resultados precisos que, apesar de serem muito mais eficientes do
que o primeiro, teˆm um prec¸o proibitivo para a maioria das aplicac¸o˜es.
Pore´m, como foi dito na secc¸a˜o anterior, devido aos problemas pra´ticos impostos
pelo recurso ao laser, tem-se visto um recurso cada vez maior a`s te´cnicas de projecc¸a˜o
de sequeˆncias de listas em co´digo gray.
Tem-se tambe´m efectuado um estudo aprofundado na procura de te´cnicas diferen-
tes que primem por ser de baixo custo, baixa complexidade e na˜o sofrer dos problemas
inerentes a` ana´lise directa da reflexa˜o da luz. Neste sentido, desenvolveu-se recente-
mente a te´cnica de “shadow scanning”, cujo princ´ıpio de funcionamento se baseia na
emissa˜o de luz com uma fonte pontual e no movimento de um objecto que interfere
nessa emissa˜o, projectando uma sombra com a qual se faz a triangulac¸a˜o [Bouguet and
Perona 1999].
1.2.3 Sistemas multi-oculares
Uma aproximac¸a˜o alternativa a` soluc¸a˜o do problema de recuperac¸a˜o de estruturas
3D e´ a explorac¸a˜o da geometria multi-ocular, nomeadamente a estereovisa˜o. Esta
parece, alia´s, intuitivamente a configurac¸a˜o mais intuitiva, ja´ que o ser humano obte´m
informac¸a˜o 3D do mundo circundante usando o seu pro´prio sistema estereovisual.
Qualquer sistema consistindo em duas ou mais fontes de imagem bidimensionais
representando projecc¸o˜es do mundo tridimensional real pode ser descrito pela sua ge-
ometria epipolar, de que a figura 1.11 na pa´gina seguinte e´ o exemplo binocular.
Nela podem ver-se dois planos-imagem captados por duas caˆmaras, um ponto no
“mundo real” 3D, as rectas de projecc¸a˜o desse ponto em cada um desses planos e os
seus respectivos pontos de projecc¸a˜o — este exemplo e´ facilmente generaliza´vel para
n caˆmaras. A restric¸a˜o imposta pela geometria epipolar implica que qualquer ponto
P tera´ enta˜o que pertencer ao mesmo plano que os seus n pontos-imagem (e que os n
pontos focais) pertencentes a cada uma das n caˆmaras do sistema, plano esse a que se
da´ o nome de plano epipolar. Este plano, por sua vez, intersecta os n planos-imagem
formando as chamadas rectas epipolares [Hartley and Zisserman 2000, Faugeras 1993,
Ferreira and Dias 2000, Ferreira et al. 2001, Dias 1994].
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Figura 1.11: Geometria epipolar de um sistema de estereovisa˜o [Ferreira and Dias 2000,
Ferreira et al. 2001].
A conjugac¸a˜o das n relac¸o˜es para os n planos-imagem fornece o nu´mero de restric¸o˜es
necessa´rias para estabelecer uma relac¸a˜o un´ıvoca entre um ponto 3D e os seus pontos
de projecc¸a˜o nos planos-imagem, cuja correspondeˆncia e´ determinada a partir do uso
das restric¸o˜es impostas pela geometria epipolar [Hartley and Zisserman 2000, Faugeras
1993, Ferreira and Dias 2000, Ferreira et al. 2001, Dias 1994].
Devido aos problemas inerentes a` aquisic¸a˜o de imagens por caˆmaras na˜o-ideais,
cada calibrac¸a˜o feita para cada caˆmara implica uma degradac¸a˜o acumulativa na pre-
cisa˜o da recuperac¸a˜o — esta e´ a desvantagem principal deste tipo de sistemas.
Outras desvantagens sa˜o: computac¸o˜es pesadas, algoritmos de correspondeˆncia en-
tre pontos de projecc¸a˜o dif´ıceis (geralmente usam-se algoritmos de correlac¸a˜o entre os
pontos pertencentes a cada recta epipolar), e o facto de tais sistemas serem dispendi-
osos, mesmo sendo as caˆmaras CCD bastante mais baratas hoje em dia.
Como vantagens poder-se-a˜o referir o aproveitamento da redundaˆncia de rectas pro-
jectivas que cada caˆmara acrescenta ao sistema atrave´s de algoritmos de optimizac¸a˜o,
a auseˆncia de necessidade de varrimento de uma perspectiva de uma cena tridimensi-
onal mais do que uma vez e a possibilidade de retirar informac¸a˜o de cor sem qualquer
interfereˆncia.
Para retirar a desvantagem do prec¸o de sistemas multi-oculares, teˆm-se substitu´ıdo
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Figura 1.12: Este´reo fotograme´trico.
as caˆmaras redundantes para fornecer planos-imagem adicionais por espelhos planares
— consulte-se, por exemplo, [Martins and Dias 1999]; as restantes desvantagens, pore´m,
permanecem patentes.
1.2.4 Outras te´cnicas
Para ale´m da projecc¸a˜o de luz estruturada, ainda dentro dos scanners 3D baseados
em visa˜o, existem va´rias tentativas para se usar apenas uma caˆmara para se obter
informac¸a˜o tridimensional de uma cena. Como exemplo, temos o este´reo fotograme´trico.
Este me´todo permite utilizar apenas uma caˆmara, uma fonte de luz e a informac¸a˜o sobre
o gradiente de irradiaˆncias, ultrapassando a ambiguidade da imagem u´nica atrave´s
da correlac¸a˜o de va´rias imagens de irradiaˆncia obtidas para geometrias ideˆnticas de
visualizac¸a˜o mas segundo diferentes condic¸o˜es de iluminac¸a˜o [Woodham 1980] — veja-
se a esquematizac¸a˜o da figura 1.12.
Uma vez que na˜o existe variac¸a˜o na localizac¸a˜o da caˆmara, este processo tem a
vantagem de na˜o depender de algoritmos de correspondeˆncia; por outro lado, peca
pela sua fraca viabilidade devido a` maioria das superf´ıcies de objectos estarem longe
de ser lambertianas3, condic¸a˜o necessa´ria para este me´todo funcionar.
Outras te´cnicas existem que se aproximam muito desta, nomeadamente substi-
tuindo a luz simples por uma textura perio´dica [Blostein and Ahuja 1989].
Outro exemplo monocular sera´ o recurso a marcas visuais de geometria e dimenso˜es
conhecidas colocadas propositadamente na cena que permitam inferir profundidades e
3Superf´ıcies cujo material fornece uma difusa˜o uniforme da radiac¸a˜o incidente.
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efectuar triangulac¸o˜es, os sistemas monoculares estruturados — esta te´cnica, tirando
algumas aplicac¸o˜es de inspecc¸a˜o automa´tica industrial, e´ muito pouco interessante
devido a`s suas limitac¸o˜es o´bvias. Por fim, existe ainda o recurso a caˆmaras na˜o-planares
ou de projecc¸a˜o ortogonal, cujo interesse, pelas mesmas razo˜es, e´ muito limitado.
Para ale´m das soluc¸o˜es monoculares esta´ticas, existem ainda as te´cnicas de “3D
structure from motion” [A. Chiuso and Soatto 2000] e os fluxos de imagem [Dalmia and
Trivedi 1996a], que exploram a deslocac¸a˜o relativa da caˆmara relativamente a` cena para
retirar desta informac¸a˜o tridimensional — uma desvantagem que se lhes pode apontar
sera´ a sua falta de flexibilidade, nomeadamente face a cenas de pequena dimensa˜o —,
e a te´cnica da focagem selectiva [Favaro and Soatto 2002], que utiliza profundidades
de campo pequenas e a focagem para distinguir profundidades. Esta u´ltima te´cnica
tem o´bvias limitac¸o˜es a n´ıvel de precisa˜o, estando por isso confinada a aplicac¸o˜es de
detecc¸a˜o de obsta´culos e navegac¸a˜o em robo´tica mo´vel.
Pore´m, existe ainda outro importante grupo de sistemas de recuperac¸a˜o tridimen-
sional que na˜o recorre a` visa˜o por computadores — as sondas tridimensionais. Estes
teˆm como vantagem relativamente aos sistemas baseados em visa˜o o facto de na˜o
apresentarem problemas quanto a` recuperac¸a˜o de estruturas tridimensionais de objec-
tos transparentes ou translu´cidos. Os sistemas baseados em caˆmaras necessitam de
condic¸o˜es de iluminac¸a˜o especiais para se conseguir algum resultado com este tipo de
objectos, e mesmo assim sem garantir precisa˜o.
Estes sistemas podem subdividir-se em 3 tipos [Ferreira et al. 2001, Hindus 2001]:
• Sondas de contacto
Sondas de tacto, montadas em sistemas mecaˆnicos de medic¸a˜o de coordenadas,
sa˜o sistemas ainda muito utilizados nas indu´strias automo´vel e aerona´utica. Esta
forma de aquisic¸a˜o de dados e´ muito precisa, mas morosa e dispendiosa, estando
limitada aos materiais que podem resistir ao contacto mecaˆnico, se bem que, como
se podera´ ver mais adiante, existam implementac¸o˜es recentes que ja´ reduziram
significativamente a extensa˜o do problema.
• Sondas de ultrasons
Este tipo de sistemas usam um princ´ıpio f´ısico semelhante ao do laser “time-of-
-flight” rangefinder, usando o tempo de propagac¸a˜o das ondas ultrasso´nicas para
determinar profundidades.
• Sondas de ressonaˆncia
As sondas de ressonaˆncia electromagne´tica (IRM) sa˜o outra tecnologia de re-
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cuperac¸a˜o de estruturas tridimensionais, muito usadas na medicina. Como as
sondas ultrasso´nicas, este tipo de sistema e´ pouco pra´tico devido a` necessidade
de uma significativa intervenc¸a˜o humana.
1.3 Te´cnicas para Recuperac¸o˜es Tridimensionais
Completas
As te´cnicas de recuperac¸a˜o recorrendo a sensores de visa˜o apresentadas na secc¸a˜o
precedente na˜o tomam em considerac¸a˜o o facto de que uma cena tridimensional apre-
senta invariavelmente ocluso˜es, seja porque alguns objectos podera˜o ser opacos e tapar
outros objectos na cena, seja porque e´ imposs´ıvel recuperar cada objecto de forma com-
pleta a partir de um so´ ponto de vista. Para solucionar este problema foram concebidas
va´rias te´cnicas que ira˜o ser apresentadas nas secc¸o˜es que se seguem.
1.3.1 Sistemas fixos com partes mo´veis
Uma das soluc¸o˜es mais o´bvias para este problema sera´ acrescentar partes mo´veis a
sistemas de recuperac¸a˜o tridimensional. Exemplos destes me´todos sera˜o:
• Sistemas mecanizados — cena fixa e sensores mo´veis:
Usando um suporte controlado por motores de passo de modo a permitir rotac¸a˜o
lateral (pan) e vertical (tilt), ou uma qualquer estrutura com carris, torna-se
poss´ıvel executar tanto o varrimento da cena com o laser como o redirecciona-
mento e movimentac¸a˜o de uma caˆmara. De qualquer dos modos, este me´todo
na˜o resolve por completo o problema da oclusa˜o a na˜o ser, provavelmente, para
objectos pequenos e, portanto, outras soluc¸o˜es tornam-se necessa´rias.
• Sistemas mecanizados — cena mo´vel e sensores fixos:
Colocando os objectos a recuperar num suporte mo´vel, sendo o uso de um disco
rodando a uma velocidade angular conhecida o exemplo mais comum e o´bvio,
torna-se poss´ıvel resolver o problema para cenas simples com poucos objectos.
• Sistemas multi-oculares distribu´ıdos:
Outra soluc¸a˜o e´ colocar planos-imagem em posic¸o˜es estrate´gicas em redor da cena
a recuperar de modo a apanhar em todos os pontos de vista qualquer ponto que
pudesse estar ocluso. A grande desvantagem deste me´todo e´ inerente a todos
os sistemas multi-oculares: a questa˜o da determinac¸a˜o de correspondeˆncias entre
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pontos, que piora devido ao facto de existirem pontos que podera˜o na˜o ser vis´ıveis
simultaneamente para duas das caˆmaras, mesmo que pertenc¸am ao mesmo plano
epipolar.
E´ o´bvio que a implementac¸a˜o deste tipo de soluc¸a˜o permite o desenvolvimento de
sistemas de recuperac¸a˜o tridimensional de aˆmbito limitado; para se conseguir algo mais
versa´til sera´ necessa´rio recorrer a outro tipo de te´cnicas.
1.3.2 Sistemas porta´teis
Na procura da flexibilizac¸a˜o de sistemas de scanning 3D, tem-se recentemente assis-
tido a` concentrac¸a˜o de esforc¸os das empresas que os comercializam no desenvolvimento
de sistemas porta´teis. A sua vantagem reside na possibilidade de calibrar o sistema
apenas uma vez relativamente a um referencial privado e depois, atrave´s de va´rias
te´cnicas de determinac¸a˜o da sua posic¸a˜o e orientac¸a˜o (informac¸a˜o a que se da´ o nome
de pose4 do sistema), compensar os movimentos executados para percorrer a cena a
recuperar. Este tipo de soluc¸a˜o resolve quase todos os problemas de oclusa˜o.
Existem basicamente treˆs formas poss´ıveis de medir a pose do sistema:
• o uso de marcas visualmente contrastantes na cena (landmarks) colocadas estra-
tegicamente de modo a poder recorrer-se a triangulac¸o˜es para medir as mudanc¸as
de pose;
• a abordagem emissor/receptor, onde um emissor e´ colocado numa parte da cena
a ser recuperada enquanto um receptor no sistema vai registando as mudanc¸as
de posic¸a˜o e orientac¸a˜o relativas ao primeiro recorrendo a` leitura das emisso˜es
daquele (o emissor e o receptor podem estar colocados de forma inversa, isto e´,
o primeiro no sistema e o segundo na cena);
• a abordagem “auto-contida”, onde o sistema obte´m as suas leituras de pose
atrave´s de uma configurac¸a˜o independente da cena a recuperar.
Qualquer sistema de emissor/receptor utilizando propriedades de tempo de voo ou
de mudanc¸a de fase de realidades f´ısicas ondulato´rias como a luz ou como o som (mais
4Designac¸a˜o u´til dada por muitos autores a` informac¸a˜o de posic¸a˜o e orientac¸a˜o relativamente a
um referencial global de um equipamento cuja direcc¸a˜o e sentido com que e´ orientado e´ essencial
para descrever o seu princ´ıpio de funcionamento. Utiliza-se este termo frequentemente nas a´reas da
Robo´tica Mo´vel para modelar a cinema´tica de ve´ıculos auto´nomos e da Visa˜o por Computador para
descrever modelos de caˆmaras.
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concretamente os ultrassons) pode ser utilizado para a segunda abordagem, assim como
sistemas magne´ticos explorando propriedades f´ısicas como o efeito de Hall.
No entanto, para conceber sistemas usando a abordagem de “auto-contenc¸a˜o”
torna-se necessa´rio recorrer a sensores mais espec´ıficos.
Os chamados sistemas de navegac¸a˜o inercial obteˆm informac¸a˜o de velocidade e
posic¸a˜o a partir de medidas de sensores inerciais. Ao princ´ıpio ba´sico empregue na
navegac¸a˜o inercial da´-se o nome de “deduced reckoning”, ja´ que a posic¸a˜o num dado
instante e´ determinada a partir da posic¸a˜o num instante anterior, do caminho per-
corrido entre os dois instantes e da evoluc¸a˜o temporal da velocidade ao longo desse
percurso. Acelero´metros e/ou girosco´pios, por exemplo, sa˜o utilizados para medir a
acelerac¸a˜o ao longo de treˆs eixos ortogonais, integrando duas vezes para determinar a
posic¸a˜o, como pode ser visto em (1.1).
∆position = x =
∫
.
x dt =
∫ ∫
..
x dt =
∫
asenseddt (1.1)
E´ poss´ıvel, no entanto, substituir os girosco´pios por sensores magne´ticos ou mag-
neto´metros para desempenhar a mesma func¸a˜o. Este sensor tem a vantagem de tornar
redundante o uso de acelero´metros, visto que as suas medic¸o˜es na˜o sa˜o afectadas por
acelerac¸o˜es do sistema. A sua maior desvantagem e´ a sua sensibilidade a distorc¸o˜es no
campo magne´tico terrestre resultantes da proximidade de materiais ferromagne´ticos.
Uma apresentac¸a˜o mais aprofundada de um estudo sobre estas tecnologias pode
ser encontrado em Ferreira [2002].
Para finalizar, e´ de referir que na˜o e´ conhecido deste autor qualquer sistema de
scanning 3D que use os me´todos “auto-contidos” de medic¸a˜o de pose acima referidos.
Alguns sistemas de sensores de orientac¸a˜o comercializados actualmente esta˜o orga-
nizados na tabela 1.1 para fins comparativos.
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Tabela 1.1: Exemplos de sistemas de sensores de pose (caracter´ısticas fornecidas pelos fabricantes) – X/Y/Z - Posic¸a˜o 3D; Y - Yaw; P -
Pitch; R - Roll; H - Heading; Incl. - Inclination; E-R - Emissor-Receptor; Mag. - Magne´tico(s); Marc. O´pt. - Marcas O´pticas (Activas
ou Passivas); IV - Infravermelhos; A - Acelero´metros; M - Magneto´metros (Gene´ricos); fM - Magneto´metros Fluxgate; G - Girosco´pios;
N/D - Informac¸a˜o Na˜o Dispon´ıvel.
Modelo Fabricante Valores Medidos Tecnologia Tipo de Sa´ıdas Resoluc¸a˜o Precisa˜o
FASTRAK Polhemus X/Y/Z e Y/P/R E-R Mag. dig. RS-232/422 2 µm/cm, .025 o .8mm, .15 o
pciBIRD Ascension X/Y/Z e Y/P/R E-R Mag. PCI-miniDIN .5mm, .1 o @ 35 cm 1.8mm, .5 o
miniBIRD 500 Ascension X/Y/Z e Y/P/R Mini E-R Mag. dig. RS-232 .5mm, .1 o @ 35 cm 1.8mm, .5 o
OPTOTRAK NDI X/Y/Z Marc. O´pt. (IV) N/D .01mm .1 /.1 /.15mm
POLARIS NDI X/Y/Z Marc. O´pt. dig. RS-232/422 N/D .35mm
3DM Microstrain ±180 o/±180 o/±70 o (Y/P/R) 3M-3A dig. RS-232 <.1 o ±.7 o/±.7 o/1.5 o
AHRS Crossbow ±180 o/±180 o/±90 o (H/P/R) 3G-3M-3A anal. DB15 ≤.1 o ±3 o/±2 o/2 o
CXM539 Crossbow Campo Magn. 3fM dig. e an. RS-232 N/D ±3Gauss
CXM547 Crossbow Azim./Incl./Toolface 3M-3A dig. RS-232 N/D ±1.5 o/±.5 o/±.5 o
CXM543 Crossbow ±360 o/±90 o/±180 o (Y/P/R) 3M-3A dig. RS-232 N/D ±1.5 o/±.5 o/±.5 o
CXM544 Crossbow Yaw/Pitch/Roll 3fM-3A dig. RS-232 N/D ±1.5 o/±.5 o/±.5 o
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1.3.3 Integrac¸a˜o de informac¸a˜o tridimensional
Considere-se a seguinte descric¸a˜o do uso de um sistema mo´vel de recuperac¸a˜o tri-
dimensional (extens´ıvel evidentemente a sistemas fixos com partes mo´veis, como por
exemplo scanners de disco rotativo) — caˆmaras ou projectores de luz esta˜o fixados
numa estrutura r´ıgida que por sua vez sera´ deslocada de forma a que toda a cena tridi-
mensional seja percorrida. Imagens da cena sera˜o capturadas em sequeˆncia enquanto
o varrimento e´ efectuado e superf´ıcies ou perfis curvil´ıneos tridimensionais sera˜o medi-
dos. Evidentemente, para que a informac¸a˜o tridimensional adquirida desta forma seja
integrada num modelo global para a cena afectado a um u´nico referencial, torna-se
necessa´ria a determinac¸a˜o de todas as translac¸o˜es e rotac¸o˜es interme´dias do referencial
privado do sistema de modo a realizar-se o processo a que se da´ o nome de registo
3D (do ingleˆs 3D registration) da informac¸a˜o. Este processo foi definido de va´rias
maneiras dependendo de cada implementac¸a˜o (consulte-se [Hilton 1997, Audette et al.
2000, Besl and McKay 1992, Huber 2000] para exemplos), mas pode ser formalmente
definido de uma forma mais gene´rica como a transformac¸a˜o de conjuntos de medidas
tridimensionais num sistema de coordenadas comum. Para se compreender melhor este
processo, atente-se a figura 1.13 na pa´gina seguinte.
O conjunto de pontos recuperados x(tn) para cada ponto de vista capturado em
cada instante de amostragem t = tn, e´ denominado P(tn). O scanner e os seus refe-
renciais locais, como ja´ foi referido, sa˜o movidos e rodados ao longo da recuperac¸a˜o
da cena. Como na˜o esta˜o envolvidas neste processo nem mudanc¸as de escala nem
reflexo˜es, cada transformac¸a˜o de pose do sistema entre instantes de amostragem conse-
cutivos pode ser modelada como uma transformac¸a˜o r´ıgida, uma combinac¸a˜o de uma
rotac¸a˜o e uma translac¸a˜o dada por [Ferreira et al. 2002a, Audette et al. 2000, Feldmar
and Ayache 1994, Faugeras and Hebert 1986]
P(tn) =
n
R
n−1
P(tn−1) +
n−→
t
n−1
(1.2)
onde x(tn) corresponde a qualquer ponto amostrado no instante t = tn, com coordena-
das afectadas a um qualquer referencial local do sistema.
A te´cnica de registo 3D e´ caracterizada principalmente pela maneira como resolve
treˆs problemas cruciais [Ferreira et al. 2002a, Audette et al. 2000, Besl and McKay
1992, Faugeras and Hebert 1986]:
1. Escolha do espac¸o de caracter´ısticas (isto e´, do tipo de medidas 3D usadas: pon-
tos, curvas, planos, imagens voxel, etc.);
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Figura 1.13: Exemplo de registo tridimensional – adaptado de [Huber 2000]. Veja-se a
evoluc¸a˜o desde os conjuntos de pontos retirados de cada ponto de vista de captura de imagens
ate´ a` integrac¸a˜o da informac¸a˜o num registo final afectado ao mesmo referencial.
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2. Escolha da transformac¸a˜o (incluindo da representac¸a˜o da rotac¸a˜o — atrave´s de
uma matriz ortonormal, de quaternio˜es, etc.) e, consequentemente, de uma
func¸a˜o-objectivo a ser minimizada e do seu vector de paraˆmetros;
3. Correspondeˆncias entre caracter´ısticas (este processo e´ obrigato´rio, ja´ que a
te´cnica de registo 3D e´ imposs´ıvel sem ele) e a optimizac¸a˜o global.
Repare-se que este me´todo (confronte-se esta ideia com o que e´ dito em [He´bert and
Rioux 1998]) podera´ ser usado conjuntamente com sensores de pose para providenciar
boas estimativas iniciais para a orientac¸a˜o e ate´ para a posic¸a˜o do sistema de modo a
melhorar o processo de integrac¸a˜o [Ferreira et al. 2002a].
1.4 Te´cnicas de Reconstruc¸a˜o de Cenas Tridimen-
sionais
Nesta secc¸a˜o descrever-se-a˜o de forma breve as ferramentas visuais usadas para
a reconstruc¸a˜o das cenas tridimensionais a partir da informac¸a˜o recuperada pelo sis-
tema sensorial. Apesar de na˜o serem parte integrante dos scanners 3D discutidos
neste cap´ıtulo, teˆm no entanto uma influeˆncia indirecta importante na forma como se
armazena a informac¸a˜o recuperada.
1.4.1 Computac¸a˜o gra´fica 3D
A forma mais comum, e durante muito tempo u´nica, de realizar reconstruc¸o˜es tridi-
mensionais e´ usando computac¸a˜o gra´fica tridimensional. Uma raza˜o muito importante
para isto e´ a facilidade com que estas sa˜o executadas, visto que a informac¸a˜o e´ pro-
cessada e visualizada no pro´prio computador onde foi armazenada; outra raza˜o, na˜o
menos importante, e´ o facto de a a´rea computac¸a˜o gra´fica estar a sofrer constantes
avanc¸os devido a` procura muito grande de soluc¸o˜es multime´dia (como por exemplo o
MMX em termos de hardware e o DirectX e o OpenGL em software) para galvanizar
o mercado de videojogos, de produc¸a˜o video e de CAD.
Partindo do pressuposto que toda a informac¸a˜o adquirida pelo sistema sensorial
esta´ toda referida a um so´ sistema de eixos, existem va´rias formas ba´sicas de reconstruir
as cenas tridimensionais, sendo as duas mais comuns as representac¸o˜es volume´tricas
e as representac¸o˜es superficiais. O primeiro me´todo utiliza uma unidade idealmente
infinitesimal de volume, o voxel (reaproveitamento do pixel para volumes — volume
picture element) [Kutulakos and Seitz 2000], para reconstruir os volumes tridimen-
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Figura 1.14: Exemplificac¸a˜o de um B-Spline – veja-se a necessidade de se usar 16 pontos
de controlo para obter uma superf´ıcie suave, que se ajusta apenas aos 4 pontos centrais.
sionais que compo˜em a cena global. O segundo me´todo recria os objectos da cena
aproveitando pontos amostrados a partir das suas superf´ıcies para as reconstruir.
O primeiro me´todo na˜o e´ ta˜o conveniente quanto ao tipo mais comum de informac¸a˜o
tridimensional recuperada por scanners 3D — a nuvem de pontos amostrados. Apesar
de tudo, existem alguns estudos que reformulam todo o conceito de recuperac¸a˜o de
estruturas tridimensionais de forma a utilizar os voxels : a te´cnica de space carving
que, numa traduc¸a˜o livre, significa escavac¸a˜o ou escultura do espac¸o — para mais
informac¸a˜o sobre este assunto, consulte-se [Kutulakos and Seitz 2000].
Pore´m, como ainda na˜o foram apresentados resultados suficientemente convincen-
tes neste campo, o me´todo de longe mais utilizado e´ efectivamente a representac¸a˜o
superficial, onde se ajustam superf´ıcies a`s nuvens de pontos recuperadas. Este me´todo
implica a resoluc¸a˜o de dois problemas — a reconstruc¸a˜o local, ou seja, a problema´tica
do ajustamento da melhor superf´ıcie a pequenas quantidades localizadas de pontos, e
a reconstruc¸a˜o global, isto e´, a problema´tica do processamento da nuvem de pontos
recuperados de forma a inferir correctamente, a partir desta, a topologia dos objectos
da cena a reconstruir.
A primeira questa˜o ja´ foi resolvida com bastante sucesso recorrendo ao uso de “re-
talhos” de superf´ıcie idealmente infinitesimais com geometria variada — triaˆngulos,
pol´ıgonos, superf´ıcies qua´dricas interpolantes, superf´ıcies de Bezier, B-Splines (exem-
plificados pela figura 1.14), NURBS (Non-Uniform B-Splines), etc. Para um estudo
mais aprofundado sobre estes assuntos, consulte-se [Edward 1990] ou [Farin 1999].
Existem variadas ferramentas de computac¸a˜o gra´fica que implementam facilmente es-
tas superf´ıcies: como exemplos temos o OpenGL, o DirectX, ou ferramentas de mais
alto n´ıvel como o Visual ToolKit (VTK ).
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Figura 1.15: Exemplificac¸a˜o de uma reconstruc¸a˜o conseguida recorrendo ao algoritmo de
Hugues Hoppe, em que da esquerda para direita se veˆem consecutivamente o objecto origi-
nal, os pontos amostrados e a sua reconstruc¸a˜o final – tirado de [Hoppe 1994] com a gentil
permissa˜o do Professor Hugues Hoppe. O algoritmo, como se pode verificar, inferiu correc-
tamente a topologia complicada do objecto a partir dos dados de entrada.
Quanto ao segundo problema, existem va´rias soluc¸o˜es empolgantes a ser utiliza-
das com resultados bastante convincentes. Dois casos de sucesso sera˜o o algoritmo
concebido por Hugues Hoppe (Surface Reconstruction from Unorganized Points —
consulte-se [Hoppe et al. 1994, Hoppe 1994] para mais informac¸a˜o) e um algoritmo
recente que esta´ a revolucionar a comunidade de computac¸a˜o gra´fica concebido en-
tre outros por Nina Amenta (o PowerCrust — consulte-se [Nina Amenta and Kolluri
2001] para mais informac¸a˜o), que tem como vantagem relativamente ao primeiro, ale´m
de uma maior eficieˆncia, uma menor exigeˆncia relativamente a` densidade espacial da
nuvem de pontos.
1.4.2 Outras te´cnicas
Apesar da computac¸a˜o gra´fica ser, sem du´vida, a principal ferramenta de recons-
truc¸a˜o tridimensional utilizada em aplicac¸o˜es deste tipo, na˜o e´, de facto, a u´nica. Novas
tecnologias esta˜o a surgir que ira˜o revolucionar as te´cnicas de fac-simile: o faxing 3D.
Esta´-se a assistir ao comec¸o de um estudo important´ıssimo na reconstruc¸a˜o f´ısica
de objectos tridimensionais, a te´cnica denominada solid free-form fabrication, que
permitira´ a re-instanciac¸a˜o remota de modelos de objectos, conceito inerente ao fac-
simile [Curless and Levoy 1996-97, Hoppe et al. 1994, Hoppe 1994, Levoy et al. 2000].
Uma empresa que se notabilizou neste campo foi a 3D Systems Inc., usando um pro-
cesso a que deram o nome de estereolitografia.
Como exemplo da sua utilizac¸a˜o, pode-se referir que a empresa foi contratada pelo
Professor Marc Levoy e a sua equipa para executar a reconstruc¸a˜o de uma estatueta
de um buda (ver figura 1.4 na pa´gina 7). Converteram o modelo computacional que
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Figura 1.16: Imagem da reconstruc¸a˜o 3D por estereolitografia de uma estatueta de um buda
– tirado de [Curless and Levoy 1996-97] com a gentil permissa˜o do Professor Marc Levoy.
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lhes fora enviado por correio electro´nico numa pilha de aproximadamente 500 contor-
nos planares cheios espac¸ados de 150microns. Para cada contorno, foi depositada uma
camada de resina l´ıquida, posteriormente endurecida por varrimento laser para repro-
duzir o contorno cheio. O buda foi fabricado deitado sobre as suas costas, comec¸ando
pelas vestes e acabando no estoˆmago, tendo o processo demorado cerca de 10 horas.
Na pilha de contornos, foi inclu´ıdo o suporte para as superf´ıcies apontando para baixo,
sendo este suporte preenchido apo´s o processo de fabrico. O modelo final foi enta˜o
lixado e sujeito a um tratamento com um jacto de part´ıculas para suavizar as suas
superf´ıcies (ver figura 1.16 na pa´gina ao lado) [Curless and Levoy 1996-97].
Esta tecnologia esta´, no entanto, em fase embriona´ria e sera´ dif´ıcil ter resultados
convincentes ainda dentro dos pro´ximos anos.
1.5 Exemplos de Sistemas de Digitalizac¸a˜o Tridi-
mensional
Nesta secc¸a˜o apresentar-se-a˜o exemplos representativos de sistemas usando as
te´cnicas e tecnologias apresentadas anteriormente. Como a diferenciac¸a˜o mais simples
entre sistemas de scanning 3D e´ a separac¸a˜o entre sistemas fixos e porta´teis (e, mesmo
assim, a fronteira na˜o e´ claramente definida), sera´ esse o crite´rio de ordenamento das
subsecc¸o˜es subsequentes.
1.5.1 Sistemas fixos
Va´rios sistemas de cariz tanto laboratorial como comercial foram desenvolvidos ao
longo dos u´ltimos anos. Ate´ agora, a maioria destes sistemas foram projectados para
resolver problemas espec´ıficos de recuperac¸a˜o de estruturas tridimensionais sendo, por
motivos da disponibilidade tecnolo´gica existente na altura da sua concepc¸a˜o, tambe´m
na sua maioria sistemas fixos, possivelmente contendo partes mo´veis. Discutir-se-a˜o
seguidamente precisamente os sistemas que se podera˜o classificar com mais ou menos
seguranc¸a como pertencendo a esta categoria.
Os sistemas usando visa˜o e projecc¸a˜o de luz estruturada, mais conhecidos por laser
rangefinders por triangulac¸a˜o, sa˜o sem du´vida os scanners 3D mais comuns ate´ a` e´poca.
Temos como primeiro exemplo o scanner apresentado na figura 1.17 na pa´gina 35,
desenvolvido pela 3D Scanners. O sistema de recuperac¸a˜o consiste num laser e uma
caˆmara montados numa estrutura que se move sobre carris de modo a varrer o objecto
ao longo de um eixo. [3D Scanners].
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Outros exemplos de scanners laser fixos seriam o 3030RGB/PS (figure 1.18) e o
3030RGB/MS (figure 1.19) da Cyberware — o primeiro tambe´m e´ conhecido como o
“Head & Face 3D Color Scanner” e o u´ltimo como o “Model Shop Color 3D Scanner”;
as suas aplicac¸o˜es espec´ıficas transparecem claramente nas pro´prias designac¸o˜es [Cy-
berware]. Como se pode ver pelas figuras, ambos usam tambe´m carris para movimentar
o sistema de recuperac¸a˜o 3D.
Um sistema revoluciona´rio em termos de utilizac¸a˜o do laser na recuperac¸a˜o tridi-
mensional e´ o Arius3D scanner. Este sistema, que na˜o e´ vendido como equipamento
mas cujos servic¸os se podem alugar, foi concebido pelo CNRC (Canada’s National Rese-
arch Council) e utiliza um me´todo patenteado consistindo no uso de treˆs comprimentos
de onda — vermelho, verde e azul — de laser para capturar simultaneamente as co-
ordenadas geome´tricas e de reflectaˆncia, ou seja, vectores de valores [X,Y, Z,R,G,B].
Os resultados afirmam-se como na˜o sendo afectados pela iluminac¸a˜o ambiente, con-
sistindo de dados de cor “de utilizador”, sem artif´ıcios de luz, a uma resoluc¸a˜o mi-
crosco´pica [Hindus 2001]. A Arius3D afirma estar a desenvolver um sistema novo,
porta´til, o Arius3D NOMAD, que assegurara´ aos seus clientes a possibilidade de fazer
recuperac¸o˜es de cenas que na˜o sejam pass´ıveis de ser transportadas para as instalac¸o˜es
da empresa.
Um sistema de scanning 3D diferente e´ o TriForm da 3D Scanning Systems, per-
tenc¸a da Wicks and Wilson Limited, mostrado na figura 1.20. Este sistema usa luz
(branca) vis´ıvel numa grelha linear para recuperar estruturas tridimensionais [3D Scan-
ning Systems 2000]. Como se pode ver na figura, uma cabine de grande dimensa˜o e´
utilizada para escudar o sistema de interfereˆncias luminosas externas. Como e´ evidente,
cada estilo de cabine determinara´ o tamanho e o tipo do objecto a ser recuperado;
tambe´m e´ o´bvio, pelas alternativas apresentadas pela empresa, que este sistema foi
pensado exclusivamente para a recuperac¸a˜o tridimensional do corpo humano.
Finalmente, usando uma tecnologia de visa˜o diferente, o sistema multi-ocular
C3D-2030 da C3D e´ apresentado na figura 1.21. O C3D-2030 consiste num suporte
contendo um par este´reo de caˆmaras monocroma´ticas digitais de alta-resoluc¸a˜o para
recuperac¸a˜o das estruturas 3D e numa caˆmara policroma´tica de alta-resoluc¸a˜o para
capturar a apareˆncia da superf´ıcie conjuntamente com uma unidade de flash de ilu-
minac¸a˜o de texturas superficiais [C3D/Edinburgh Virtual Environment Centre].
1.5.2 Sistemas porta´teis
O primeiro exemplo de sistemas porta´teis e´ o modelo VIVID 700 da Minolta,
um scanner laser 3D (com varrimento por galvano´metro e espelhos), que e´ afirmado
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Figura 1.17: Scanner laser REPLICA 3D da 3D Scanners [3D Scanners].
Figura 1.18: Scanner laser 3030RGB/PS da Cyberware [Cyberware]. Permissa˜o para re-
produc¸a˜o desta imagem gentilmente cedida pela Cyberware.
Figura 1.19: Scanner laser 3030RGB/MS da Cyberware [Cyberware]. Permissa˜o para
reproduc¸a˜o desta imagem gentilmente cedida pela Cyberware.
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Figura 1.20: Cabine TorsoScan TriForm (da Wicks and Wilson Limited). Ale´m desta
cabine, esta˜o dispon´ıveis a BodyScanner e a HeadScan. [3D Scanning Systems 2000]
Figura 1.21: O C3D-2030 (de C3D/Edinburgh Virtual Environment Centre) – um sistema
de scanning 3D multi-ocular [C3D/Edinburgh Virtual Environment Centre].
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Figura 1.22: O VIVID 700 (da Minolta Corporation) – um sistema de scanning 3D “mo´vel-
-fixo” [Minolta Corporation 1997].
pela empresa como sendo “o primeiro digitalizador 3D verdadeiramente porta´til do
mercado”, tornando ”fa´cil a digitalizac¸a˜o em qualquer local” [Minolta Corporation
1997] (figura 1.22). Pore´m, este sistema e´, na verdade, porta´til ate´ ao ponto em
que e´ de pequenas dimenso˜es e portanto fa´cil de transportar — como esta´ calibrado
para distaˆncias medidas relativamente ao referencial da caˆmara necessitara´ sempre, no
entanto, de ser usado conjuntamente com uma mesa rotativa e te´cnicas de registo 3D,
como as apresentadas em [Huber 2000].
Tambe´m apresentado como sendo porta´til mas sofrendo exactamente do mesmo mal
que o sistema anteriormente apresentado temos o OPTO 3D-Ranger da empresa itali-
ana OPTONET, um scanner 3D usando projecc¸a˜o de luz estruturada em sequeˆncias
de listas segundo co´digos de Gray. O sistema consiste num tripe´ com uma caˆmara
monocroma´tica ou a cores e uma placa de captura de v´ıdeo especializada para PC
em termos de hardware, funcionando em conjunto com o software de registo 3D (que
requer uma estimativa inicial dada manualmente pelo operador) PolyWorks/Modeler
da InnovMetric Inc. (Quebec Canada) — veja-se a figura 1.23 [Optonet].
Um passo em direcc¸a˜o ao exemplo de um verdadeiro scanner 3D porta´til sera´ o
ModelMaker da 3D Scanners (figura 1.24) — este sistema consiste num scanner laser
montado num brac¸o mecaˆnico porta´til, necessa´rio para controlar melhor as variac¸o˜es
de pose [3D Scanners].
Outro exemplo de um sistema porta´til, e´ o HLS (“Handheld Laser Scanner”) da
New Zealand’s Applied Research Associates, comercializado como sendo o Polhemus
FastSCAN, representado na figura 1.25. Este sistema consiste em duas caˆmaras e
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Figura 1.23: OPTO 3D-Ranger (da OPTONET) – outro sistema de scanning 3D “mo´vel-
fixo” [Optonet]. Permissa˜o para reproduc¸a˜o destas imagens gentilmente cedida pela Optonet
Srl. De cima para baixo, da esquerda para a direita, pode ver-se uma perspectiva do sistema,
um exemplo de uma sequeˆncia de projecc¸o˜es em co´digo de Gray e os resultados obtidos para
esse exemplo.
Figura 1.24: O ModelMaker (da 3D Scanners) – um sistema de recuperac¸a˜o 3D montado
num brac¸o mecaˆnico porta´til [3D Scanners].
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Figura 1.25: O HLS/Polhemus FastSCAN (da ARANZ/Polhemus) – um sistema de scan-
ning 3D porta´til transportado manualmente (“handheld”) [Polhemus/ARANZ 2000].
um emissor magne´tico montados numa espe´cie de varinha, e um receptor que pode
ser apenso a qualquer objecto a ser recuperado (o subsistema tipo emissor-receptor
magne´tico e´ designado de Polhemus FASTRAK) — este digitalizador foi concebido
para recuperar a estrutura tridimensional de objectos opacos e na˜o-meta´licos [Polhe-
mus/ARANZ 2000].
Um u´ltimo exemplo de um scanner porta´til sera´ o sistema de recuperac¸a˜o de es-
truturas tridimensionais ultrasso´nico da Universidade de Cambridge, o Stradx. Este
sistema usa, para a recuperac¸a˜o 3D, um sistema emissor-receptor magne´tico (como
por exemplo o Polhemus FASTRAK, o Ascension Bird ou o NDI POLARIS) e, para
a reconstruc¸a˜o tridimensional, va´rios tipos de algoritmos volume´tricos — veja-se a
figura 1.26 [Gee and Prager 1999].
1.5.3 Comparac¸o˜es entre sistemas
Os sistemas de scanning 3D precedentes foram organizados na tabela 1.2 para
comparac¸a˜o.
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Figura 1.26: O Stradx (da Universidade de Cambridge) – um sistema ultrasso´nico de scan-
ning 3D porta´til. Adaptado de Gee and Prager [1999] com a gentil permissa˜o do Doutor
Richard Prager.
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Tabela 1.2: Exemplos de scanners 3D – caracter´ısticas disponibilizadas pelos fabricantes. Todas as medidas em mil´ımetros excepto
quando especificado. PLE - Projecc¸a˜o de Luz Estruturada; MO - Multi-Ocular; SP - Sensor de Pose; PL - Perfil (Plano) Laser; 3C - 3
Comprimentos de onda; LB - Luz Branca; CG - Sequeˆncia de padro˜es em Co´digo Gray; E - Espelhos; SM - Sensor(es) Magne´tico(s); US
- Ultrasons; N/D - Informac¸a˜o Na˜o Dispon´ıvel.
Modelo Fabricante Portabilidade Tecnologia Volume 3D Ma´x. Resoluc¸a˜o Precisa˜o
REPLICA 3D Scanners Fixo PLE, PL N/D .05 N/D
Arius3D Arius3D Fixo PLE, PL (3C) N/D N/D N/D
TriForm 3D Scan. Syst. Fixo PLE e MO, LB e E Varia´vel* Varia´vel* Varia´vel*
C3D-2030 C3D Fixo MO, Unid. Flash 200 × 260 × 150 .3 .5 RMS
3030RGB/PS Cyberware Fixo PLE, PL 1000 × 340 × 300 De .1 a 1 N/D
3030RGB/MS Cyberware Fixo PLE, PL Modelos automo´veis a 1/5 De .1 a 1 N/D
VIVID 700 Minolta Mo´vel-Fixo PLE, PL 1100 × 1100 × 2500 .35/.35/2.3 N/D
OPTO 3D-Ranger OPTONET Mo´vel-Fixo PLE, LB e CG 300 × 225 × 200 .12/.12/.01 De .018 a .085
ModelMaker 3D Scanners Brac¸o Porta´til PLE, PL Varia´vel (Porta´til)** N/D N/D
FastSCAN Polhemus Handheld MO, PLE e SP, SM Varia´vel (Porta´til)*** De .5 a 1 1 @ 200
Stradx Univ. Cambr. Handheld US e SP, SM Varia´vel (Porta´til)*** N/D N/D
* Dependente da versa˜o.
** Limitado pelo alcance do brac¸o.
*** Limitados pelo alcance do sensor de pose, cerca de 760mm.
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1.6 Discussa˜o: porque e´ que o scanning 3D e´
dif´ıcil?
No 1o Simpo´sio Internacional em Processamento, Visualizac¸a˜o e Transmissa˜o 3D,
o Professor Marc Levoy apresentou uma “keynote” interessant´ıssima, sob o nome de
“Why Is 3D Scanning Hard?”, em que abordava de um ponto de vista totalmente
diferente o tema da digitalizac¸a˜o tridimensional [Levoy 2002].
Olhando em retrospectiva para o projecto que orientou, apresentou as dificuldades
que a sua equipa encontrou no Digital Michelangelo Project e no Digital Forma Urbis
Romae Project, resumindo-as numa lista de 8 grandes problemas que, apesar de vistos
sob a o´ptica dos projectos em causa, afectam qualquer sistema de scanning 3D baseado
em visa˜o [Levoy 2002]:
1. Materiais “na˜o cooperantes” opticamente (figura 1.27 na pa´gina ao lado);
2. Digitalizac¸a˜o na presenc¸a de ocluso˜es (figura 1.28 na pa´gina 44);
3. Garantia da seguranc¸a de objectos delicados;
4. Digitalizac¸a˜o de cenas grandes com grande resoluc¸a˜o;
5. Digitalizac¸a˜o in loco com boa precisa˜o;
6. Preenchimento de lacunas (geradas, muito provavelmente, devido aos 2 primeiros
problemas) em modelos poligonais densos (figura 1.28);
7. Tratamento de grandes conjuntos de dados de informac¸a˜o tridimensional;
8. Criac¸a˜o de arquivos digitais de informac¸a˜o tridimensional.
E´ previs´ıvel que o sistema que vier a resolver melhor o maior nu´mero destes pro-
blemas e outros ja´ referidos ao longo deste texto sera´ um caso de sucesso no mundo do
scanning tridimensional, pelo menos no que se refere a sistemas baseados em visa˜o por
computador.
De qualquer das formas, torna-se tambe´m o´bvio, tendo em conta tudo o que se
disse ate´ aqui, que os problemas mais directamente relacionados com a engenharia do
sistema de digitalizac¸a˜o em si sera˜o os problemas 1, 2, 3 e 5. Sera˜o estas, provavelmente,
as questo˜es-chave cuja resoluc¸a˜o implicara´ uma melhoria substancial no desempenho
final do sistema; seria, pois, deseja´vel o desenvolvimento de um sistema que resolvesse
estes 4 problemas, sendo simultaneamente simples e barato.
Por outro lado, tambe´m e´ deseja´vel que seja fa´cil de preparar e manusear, e tambe´m
que consiga resolver o problema da digitalizac¸a˜o tridimensional de forma satisfato´ria
para a gama mais alargada de volumes de tridimensionais.
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Figura 1.27: 1o problema de 3D scanning : materiais “na˜o cooperantes” opticamente –
tirado de Levoy [2002] com a gentil permissa˜o do Professor Marc Levoy. Da esquerda para
a direita, de cima para baixo: exemplo de ma´rmore escuro na esta´tua de David, exemplo
de ma´rmore polido noutra esta´tua, imagem do efeito de espalhamento nalguns ma´rmores
e esquematizac¸o˜es comparativas de uma superf´ıcie lambertiana e do referido espalhamento,
erros de reconstruc¸a˜o devido a reflexo˜es especulares no dedo do pe´ da esta´tua de David.
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Figura 1.28: 2o e 6o problemas de 3D scanning : ocluso˜es e lacunas – tirado de Levoy [2002]
com a gentil permissa˜o do Professor Marc Levoy. Na figura apresenta-se um problema de
oclusa˜o no pe´ da esta´tua de David que por sua vez gerou uma lacuna.
E´ poss´ıvel verificar no estudo efectuado neste texto que nenhum sistema conseguiu
ainda atacar decisivamente estas questo˜es. Os sistemas existentes resolvem apenas uma
parte pequena dessas questo˜es, sendo soluc¸o˜es concebidas “a` medida” de cada tipo de
cena tridimensional.
1.7 Objectivos e estruturac¸a˜o do projecto Tele-3D
Neste cap´ıtulo foram descritas va´rias te´cnicas e tecnologias para sistemas de re-
cuperac¸a˜o e reconstruc¸a˜o de cenas tridimensionais. Va´rios exemplos destes sistemas
foram tambe´m apresentados, tendo sido efectuadas ana´lises comparativas tanto das
te´cnicas e tecnologias como das suas implementac¸o˜es pra´ticas.
Foi tambe´m feita uma breve discussa˜o sobre alguns dos problemas que afectam os
sistemas de digitalizac¸a˜o tridimensional.
Uma primeira conclusa˜o a que se pode chegar analisando o que foi dito ate´ aqui
sera´ que a escolha de um scanner 3D depende das te´cnicas e das tecnologias que este
usa no modo como estas abordam as seguintes questo˜es [Hindus 2001]:
• Tamanho — Qual o tamanho da/dos cena/objectos a recuperar?
• Precisa˜o — Que grau de precisa˜o (baixo, alto ou de engenharia) e´ requerido?
• Qualidade visual — Sera´ a cor necessa´ria e querer-se-a˜o reconstruc¸o˜es foto-
realistas?
Outra conclusa˜o evidente sera´ a de que o futuro dos digitalizadores 3D, representado
por projectos como o “3D Faxing Machine” ou o “Digital Michelangelo”, esta´ nos
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sistemas porta´teis multi-uso. Quem quer que oferec¸a a soluc¸a˜o mais simples, barata e
gene´rica, desde que na˜o perca de vista a qualidade do sistema, tera´ vantagem sobre os
restantes.
Pore´m, ainda muita investigac¸a˜o neste campo esta´ para vir, juntamente com muitos
mais avanc¸os entusiasmantes — seja como for, a digitalizac¸a˜o 3D ja´ e´ uma revoluc¸a˜o
do presente.
Por todas estas razo˜es, pretende-se com o projecto Tele-3D explorar os limites
das problema´ticas de precisa˜o vs flexibilidade e de qualidade e volume de trabalho vs
eficieˆncia de um sistema de scanning 3D porta´til handheld, baseado na te´cnica laser
rangefinder por triangulac¸a˜o, com uma caˆmara, um projector de um plano de laser e
um sensor de medic¸a˜o de pose, montados numa estrutura r´ıgida.
Sera˜o para tal estudados e testados numa primeira fase modelos e configurac¸o˜es
para o sistema e algoritmos de calibrac¸a˜o eficientes e flex´ıveis, sendo posteriormente es-
tudada laboratorialmente a viabilidade de uma abordagem inovadora de uso de sensores
de medic¸a˜o de pose conjuntamente com algoritmos eficientes de registo tridimensional
de forma a explorar a geometria dos modelos adoptados, de forma a obter n´ıveis de
resoluc¸a˜o e precisa˜o satisfato´rios.
1.8 Estruturac¸a˜o da dissertac¸a˜o
Comec¸ou-se neste cap´ıtulo por proporcionar uma introduc¸a˜o a`s te´cnicas e tecnolo-
gias correntemente utilizadas em sistemas de recuperac¸a˜o e reconstruc¸a˜o tridimensio-
nal. Estudaram-se sistemas pra´ticos, usando tanto tecnologias mais comuns como mais
modernas nesta a´rea, de modo a demonstrar as suas vantagens e desvantagens. O seu
propo´sito foi apontar caminhos futuros de investigac¸a˜o de modo a estabelecer tambe´m
os objectivos e o contributo deste trabalho.
No Cap´ıtulo 2, far-se-a´ a apresentac¸a˜o dos modelos que regem o scanner Tele-
-3D, um estudo de sensibilidade ao erro desses modelos e a descric¸a˜o dos algoritmos
desenvolvidos para a calibrac¸a˜o do sistema. Segue-se a apresentac¸a˜o dos resultados
experimentais do trabalho laboratorial efectuado para a avaliac¸a˜o da qualidade do
modelo e dos algoritmos utilizados.
No Cap´ıtulo 3, apresentar-se-a´ o processamento envolvido nos procedimentos de
varrimento da cena de forma a obter-se uma primeira aproximac¸a˜o da reconstruc¸a˜o
tridimensional. Sera´ seguidamente apresentado um novo procedimento de registo de
perfis tridimensionais que conjuga a utilizac¸a˜o do sistema de medic¸a˜o de pose com
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um algoritmo inovador que toma em considerac¸a˜o a geometria inerente ao sistema de
triangulac¸a˜o usando a projecc¸a˜o de um plano de luz. Sera´ nomeadamente testado o
seu desempenho no sentido de verificar se sa˜o obtidos n´ıveis de resoluc¸a˜o e precisa˜o
satisfato´rios.
Por fim, no Cap´ıtulo 4 tecer-se-a˜o as concluso˜es necessa´rias e propor-se-a´ trabalho
futuro.
Cap´ıtulo 2
O Sistema Tele-3D — Modelos e
Calibrac¸a˜o
Tendo em vista a importaˆncia da u´ltima premissa definida no final do cap´ıtulo
anterior para a comparac¸a˜o entre os desempenhos dos va´rios sistemas de digitalizac¸a˜o
tridimensional, o grau de precisa˜o requerido, torna-se importante efectuar uma ana´lise
ao erro de forma a poder determinar a precisa˜o mı´nima que se consegue nas digita-
lizac¸o˜es tridimensionais usando o sistema Tele-3D.
Por esta raza˜o, e´ objectivo das primeiras secc¸o˜es deste cap´ıtulo definir os modelos e
princ´ıpios de funcionamento do scanner Tele-3D e apresentar os fundamentos teo´ricos
e os resultados pra´ticos do estudo de sensibilidade ao erro do modelo de triangulac¸a˜o
do sistema.
Pore´m, e´ evidente que, na pra´tica, este estudo de sensibilidade ao erro fornece
apenas um limite inferior para o erro me´dio previsto para o sistema, visto que na˜o
e´ poss´ıvel determinar-se o valor exacto dos paraˆmetros que regem os modelos. Com
efeito, os erros que corrompem inevitavelmente as medidas fornecidas pelos sensores
influenciam tambe´m a qualidade da calibrac¸a˜o do sistema. E´ necessa´rio, pois, na˜o so´
desenvolver procedimentos de calibrac¸a˜o o mais robustos poss´ıvel, como analisar essa
robustez e a sua influeˆncia na precisa˜o final do scanner.
Apesar de ser facto assente que a calibrac¸a˜o, ale´m de ser um desafio crucial nos
sistemas de digitalizac¸a˜o tridimensional, tem uma influeˆncia determinante no seu de-
sempenho ao n´ıvel da precisa˜o de medida (veja-se, por exemplo [DePiero and Trivedi
1996] e [Prager et al. 1997]), na˜o tem sido feito, segundo a opinia˜o deste autor, um
trabalho suficiente abrangente para se afirmar que este assunto se encontra definiti-
vamente arrumado. Para complicar significativamente esta questa˜o, surgiu agora a
necessidade de desenvolver scanners 3D porta´teis, tecnologia na qual se enquadra o
48 O Sistema Tele-3D — Modelos e Calibrac¸a˜o
scanner Tele-3D, que trouxe consigo abordagens e problemas completamente novos
(consulte-se, por exemplo [McCallum et al. 1996]).
Por outro lado, a a´rea da digitalizac¸a˜o tridimensional baseada em imagens captadas
por caˆmaras tendera´ a ser impulsionada pelos algoritmos de calibrac¸a˜o de caˆmaras
robustos recentemente desenvolvidos, como por exemplo os procedimentos apresentados
em [Zhang 1999] e [Heikkila¨ and Silven 1997].
A maioria dos estudos sobre calibrac¸a˜o, extremamente dependentes de restric¸o˜es
severas nos seus modelos geome´tricos, como e´ o caso de [McIvor 1999], sera´ breve-
mente substitu´ıda por soluc¸o˜es mais flex´ıveis e de mais simples execuc¸a˜o, como por
exemplo [Davis and Chen 2001], e soluc¸o˜es de grande grau de automatizac¸a˜o, como
e´ [Trucco et al. 1994].
Deste modo, no final deste cap´ıtulo apresentar-se-a´ uma soluc¸a˜o que usa estas no-
vas tendeˆncias no desenvolvimento de uma te´cnica de calibrac¸a˜o que tenta satisfazer,
tanto requisitos de flexibilidade e facilidade de utilizac¸a˜o, como de precisa˜o e desempe-
nho final do sistema. Far-se-a´ primeiramente uma apresentac¸a˜o teo´rica dessa soluc¸a˜o,
seguindo-se a ana´lise a n´ıvel experimental do seu desempenho.
2.1 Princ´ıpio de funcionamento do scanner Tele-
-3D
O scanner Tele-3D e´ um sistema de digitalizac¸a˜o tridimensional porta´til cujo
princ´ıpio de funcionamento se baseia na fusa˜o de medidas efectuadas por dois sistemas
distintos: um sistema de digitalizac¸a˜o tridimensional propriamente dito, que num dado
instante efectua uma amostragem parcial de uma cena ou objecto cuja estrutura se quer
recuperar tridimensionalmente, afectando as suas medidas a um referencial dependente
da posic¸a˜o e orientac¸a˜o do scanner, e um sistema de medic¸a˜o de “pose” completa ou
parcial, que torna poss´ıvel a integrac¸a˜o de todas as amostragens parciais num conjunto
de medidas global afectado a um referencial u´nico, independente das va´rias posic¸o˜es
que o scanner tomou ao longo do varrimento da cena.
Na figura 2.1 esta´ representada a arquitectura do scanner. Uma estrutura r´ıgida
com forma semelhante a um boomerang tem uma caˆmara fixada numa das pontas e um
projector laser na outra, formando o sistema de digitalizac¸a˜o tridimensional; o sensor
de que consiste o sistema de medic¸a˜o de “pose” encontra-se acoplado a` caˆmara. Uma
pega esta´ colocada no centro geome´trico vertical da estrutura de modo a proporcionar
a portabilidade manual requerida. Tambe´m na figura 2.1 esta˜o representados todos
os referenciais directa ou indirectamente envolvidos no funcionamento do scanner: o
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Figura 2.1: Esquema da arquitectura do scanner Tele-3D.
referencial da caˆmara, {C}, o referencial do projector laser, {L}, o referencial do sensor
de medic¸a˜o de “pose”, {R}, e o referencial global final {W}.
Nas secc¸o˜es subsequentes far-se-a´ uma descric¸a˜o exaustiva dos modelos geome´tricos
inerentes a estes sistemas.
2.1.1 Modelo do sistema de triangulac¸a˜o tridimensional
O sistema de digitalizac¸a˜o tridimensional do scanner Tele-3D e´ composto por
dois dispositivos essenciais — um projector laser e uma caˆmara. A sua configurac¸a˜o
geome´trica, que na˜o e´ mais do que a configurac¸a˜o fixa de um sistema laser rangefin-
der por triangulac¸a˜o, vai permitir a determinac¸a˜o das coordenadas tridimensionais de
pontos na cena a recuperar. Nas subsecc¸o˜es que seguem, far-se-a´ uma exposic¸a˜o dessa
configurac¸a˜o.
Modelo gene´rico da caˆmara
Qualquer ponto 3D gene´rico P = [X Y Z]T e a sua projecc¸a˜o correspondente p =
[u v]T num plano-imagem podem ser relacionados matematicamente usando geometria
projectiva e o conceito de coordenadas homoge´neas atrave´s da equac¸a˜o seguinte, a
relac¸a˜o gene´rica da caˆmara projectiva, onde s representa um factor de escala que afecta
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globalmente essa relac¸a˜o [Dias 1994, Faugeras 1993, Hartley and Zisserman 2000],


su
sv
s

 =


a
1,1
a
1,2
a
1,3
a
1,4
a
2,1
a
2,2
a
2,3
a
2,4
a
3,1
a
3,2
a
3,3
a
3,4




X
Y
Z
1


= A3×4


X
Y
Z
1


=


a
1
TP+ a
1,4
a
2
TP+ a
2,4
a
3
TP+ a
3,4


(2.1)
sendo a1 = [a1,3 a1,2 a1,3]
T , a2 = [a2,1 a2,2 a2,3]
T e a3 = [a3,1 a3,2 a3,3]
T .
A` matriz A da´-se o nome de matriz de projecc¸a˜o, e atrave´s do seu ca´lculo torna-se
poss´ıvel determinar a correspondeˆncia entre qualquer ponto 3D e a sua projecc¸a˜o no
plano-imagem [Ferreira and Dias 2000].
A partir da equac¸a˜o da caˆmara projectiva podem deduzir-se duas equac¸o˜es ho-
moge´neas linearmente independentes relativamente a P′ = [X Y Z 1]T (ponto P em
coordenadas homoge´neas) [Ferreira et al. 2001, Dias 1994, Hartley and Zisserman 2000].
Para tal, elimina-se o factor de escala atrave´s do produto externo p′ ×AP′ = 0 (com
p′ = [su sv s]T ), obtendo-se enta˜o


(a1 − ua3)TP+ a1,4 − u = 0
(a2 − va3)TP+ a2,4 − v = 0
⇔


Π1P
′ = 0
Π2P
′ = 0
(2.2)
Torna-se claro por esta expressa˜o que estas equac¸o˜es representam, de facto, a
soluc¸a˜o da intersecc¸a˜o do plano Π1 com Π2. A essa soluc¸a˜o da´-se o nome de recta
de projecc¸a˜o ou recta projectante, que pode ser apresentada de forma mais clara como
uma u´nica expressa˜o de produto externo, dada pela equac¸a˜o (2.3) [Ferreira et al. 2001,
Dias 1994].
−→n = (a1 − ua3)× (a2 − va3) (2.3)
Esta equac¸a˜o indica que todos os pontos 3D na recta projectante correspondem ao
mesmo ponto projectado no plano-imagem, o que significa que a relac¸a˜o de projecc¸a˜o
na˜o e´ un´ıvoca.
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Figura 2.2: Esquema para a geometria de uma cena com projecc¸a˜o da luz estruturada
capturada por uma caˆmara [Ferreira and Dias 2000].
Introduc¸a˜o da restric¸a˜o geome´trica adicional necessa´ria — o plano laser
A geometria inerente a um sistema de recuperac¸a˜o tridimensional a partir da pro-
jecc¸a˜o luz estruturada, incluindo o modelo da caˆmara projectiva gene´rica, esta´ represen-
tada na figura 2.2 na configurac¸a˜o mais habitualmente utilizada de light-striping [Dudek
and Jenkin 2000a].
Torna-se claro nesta figura que a fonte de luz esta´ de facto a projectar um plano
de luz, que pode ser representado matematicamente pela equac¸a˜o (2.4).
[
a b c d
]


X
Y
Z
1

 = 0⇔ Π3P
′ = 0 (2.4)
Usando a equac¸a˜o (2.2) e a restric¸a˜o do plano de luz dada pela equac¸a˜o (2.4), o
ponto 3D na cena pode ser relacionado de forma u´nica com o seu ponto de projecc¸a˜o
bidimensional no plano-imagem da caˆmara por triangulac¸a˜o usando [Ferreira and Dias
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2000, Dudek and Jenkin 2000c]:


Π1P
′ = 0
Π2P
′ = 0
Π3P
′ = 0
(2.5)
Particularizando o modelo da caˆmara
Para controlar os efeitos que a caˆmara real utilizada no sistema podera´ ter no pro-
cesso de digitalizac¸a˜o tridimensional, torna-se deseja´vel refinar um pouco mais o seu
modelo de forma a poder incluir paraˆmetros ajusta´veis e ate´, se poss´ıvel, melhorar o de-
sempenho dos algoritmos de calibrac¸a˜o do sistema. Para esse efeito, e´ importante notar
que qualquer caˆmara e´ de facto um equipamento de funcionamento euclidiano sendo,
portanto, poss´ıvel basear-se o seu modelo em paraˆmetros de interpretac¸a˜o euclidiana e,
consequentemente, com significado claro nesse tipo de geometria [Hartley and Zisser-
man 2000]. Nos para´grafos subsequentes far-se-a´, enta˜o, uma decomposic¸a˜o anal´ıtica
da matriz de projecc¸a˜o A atrave´s de um estudo mais aprofundado dos princ´ıpios de
funcionamento de caˆmaras reais.
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Figura 2.3: Modelo da caˆmara “pinhole”.
Na o´ptica e da fotogrametria1 e´ frequentemente usada a simplificac¸a˜o das lentes
finas para modelar um sistema de captura de imagens. Esta simplificac¸a˜o levou ao
1Estudo da determinac¸a˜o das dimenso˜es de objectos e de execuc¸a˜o de levantamentos topogra´ficos
por meio de fotografias. Do grego pho˜s, photo´s, “luz”+grama, “inscric¸a˜o”+me´tron, “medida”+-
ia [Porto Editora 2002].
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desenvolvimento do chamado modelo “pinhole” da caˆmara, baseada no funcionamento
da antecessora da caˆmara fotogra´fica actual, a caˆmara estenotopaica, que forc¸ava os
raios luminosos a passar por um orif´ıcio muito pequeno, o “pinhole” [Porto Editora
2002]. A geometria deste modelo encontra-se representada na figura 2.3 (f representa
a distaˆncia focal).
Como se pode verificar na figura, este modelo implica que a imagem do mundo
capturada pela caˆmara seja invertida; como, a` semelhanc¸a do que ocorre no sistema de
visa˜o humana, esta imagem e´ re-invertida antes do seu processamento, habitualmente
utiliza-se em sua substituic¸a˜o o modelo representado na figura 2.4.
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Figura 2.4: Projecc¸a˜o em perspectiva.
A geometria a´ı representada permite retirar facilmente a expressa˜o para o feno´meno
a que se da´ o nome de projecc¸a˜o em perspectiva, dada pela equac¸a˜o (2.6) [Faugeras 1993,
Hartley and Zisserman 2000].


x = f X
Z
y = f Y
Z
(2.6)
Confirma-se neste racioc´ınio o facto de qualquer ponto na recta projectante ter o
mesmo ponto de projecc¸a˜o no plano-imagem.
E´ de todo o interesse ter a projecc¸a˜o em perspectiva referida, na˜o relativamente a
coordenadas (x, y) no plano-imagem f´ısico da caˆmara, mas relativamente a coordenadas
(u, v) na imagem ja´ digitalizada. E´, por isso, essencial ter em conta os efeitos da
amostragem, representados na figura 2.5.
Notando que podera´ existir um deslocamento do centro do plano-imagem (o cha-
mado ponto principal) O de forma a que este na˜o coincida com a origem na imagem
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Figura 2.5: Efeitos da amostragem de uma caˆmara CCD.
digitalizada, tendo nesta coordenadas (cx, cy), e denotando a raza˜o entre factores de
escala horizontais e verticais no plano-imagem f´ısico e no plano-imagem amostrado por
kCCD/kim e lCCD/lim, respectivamente, chegamos a` seguinte expressa˜o apresentada na
equac¸a˜o (2.7) [Hartley and Zisserman 2000, Faugeras 1993].


x = kCCD
kim
(u− cx)
y = − lCCD
lim
(v − cy)
⇔


x = σx (u− cx)
y = σy (v − cy)
(2.7)
Substituindo, finalmente, a equac¸a˜o (2.7) na equac¸a˜o de projecc¸a˜o em perspectiva
(equac¸a˜o (2.6)), obte´m-se



 x
y

 =

 σx (u− cx)
σy (v − cy)



 x
y

 =

 f XCZC
f YC
ZC


⇔


u =
f
XC
ZC
+σxcx
σx
v =
f
YC
ZC
+σycy
σy
⇔


u = f
σx
XC
ZC
+ cx
v = f
σy
YC
ZC
+ cy
(2.8)
Normalizando f relativamente ao comprimento, denominando esse valor de fx =
f/σx, e largura, denominando esse valor de fy = f/σy, dos pixel na imagem, temos,
finalmente


u = fx
X
Z
+ cx
v = fy
Y
Z
+ cy
⇔


su
sv
s

 =


fx 0 cx
0 fy cy
0 0 1




X
Y
Z

 (2.9)
Este modelo e´ geralmente suficiente para qualquer caˆmara CCD, visto que estas
geralmente teˆm ce´lulas foto-receptoras perfeitamente rectangulares2.
2Isto e´, podem-se associar a sistemas de eixos ortogonais — consulte-se a interessante discussa˜o
sobre este assunto apresentada em Hartley and Zisserman [2000], pa´gina 151.
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Se se quiser, no entanto, usar um sistema de coordenadas tridimensional gene´rico
em vez do apresentado na figura 2.4, poder-se-a´ efectuar uma transformac¸a˜o r´ıgida de
forma a efectuar a mudanc¸a de sistema de eixos multiplicando previamente as coorde-
nadas por uma matriz 4× 4 de forma a obter a expressa˜o final
A3×4 =


fx 0 cx
0 fy cy
0 0 1




r1,1 r1,2 r1,3
r2,1 r2,2 r2,3
r3,1 r3,2 r3,3
tX
tY
tZ

 (2.10)
Um caso particular de grande interesse de aplicac¸a˜o desta expressa˜o e´ quando o
referencial tridimensional escolhido esta´ associado ao projector laser; neste caso, pode-
se integrar nela o “baseline” entre a caˆmara e o projector (ver figura 2.1, pa´gina 49), cujo
comprimento se podera´ denotar como B, nas componentes da translac¸a˜o, recorrendo a
coordenadas esfe´ricas:
A3×4 =


fx 0 cx
0 fy cy
0 0 1




r1,1 r1,2 r1,3
r2,1 r2,2 r2,3
r3,1 r3,2 r3,3
B cos θ sinφ
B sin θ sinφ
B cosφ

 (2.11)
A expressa˜o (2.10) da´-nos o modelo final para a caˆmara, denominada de caˆmara
“pinhole” completa ou caˆmara projectiva finita, com 10 graus de liberdade [Hartley
and Zisserman 2000]. Reformulando esta expressa˜o, obte´m-se
A3×4 = C3×3
[
CRW
C−→t W
]
(2.12)
onde C3×3 e´ a matriz de calibrac¸a˜o da caˆmara, tambe´m denominada de matriz de
paraˆmetros intr´ınsecos visto ser independente da colocac¸a˜o e orientac¸a˜o da caˆmara no
mundo, e a segunda matriz e´ uma matriz extendida contendo os paraˆmetros extr´ınsecos
da caˆmara, que transforma o sistema de coordenadas do mundo no sistema de coorde-
nadas da caˆmara [Ferreira and Dias 2000, Ferreira et al. 2001, Hartley and Zisserman
2000, Faugeras 1993, Zhang 2000].
O processo de triangulac¸a˜o
Como ja´ foi dito na pa´gina 52, usa-se a triangulac¸a˜o atrave´s do recurso a`
equac¸a˜o (2.5) para determinar univocamente as coordenadas de um ponto tridimen-
sional a partir da sua projecc¸a˜o, amostrada na imagem como pertencendo ao perfil
iluminado pela lista laser.
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A resoluc¸a˜o da equac¸a˜o (2.5), ou, dito de outro modo, a determinac¸a˜o do ponto
de intersecc¸a˜o entre os planos Π1, Π2 e Π3, e´ conseguida atrave´s de a´lgebra vectorial,
nomeadamente das propriedades dos determinantes, aplicada a` geometria projectiva
em P3 [Hartley and Zisserman 2000, Farin 1999, Vito´ria and de Lima 1998].
Seja M = [Π,Π1,Π2,Π3], uma matriz composta por um plano tridimensional
gene´rico Π e pelos treˆs planos Πi (i = 1, . . . , 3) que definem o ponto P
′. Verifica-se
detM = 0 quandoΠ conte´mP′, visto que nessas condic¸o˜es o planoΠ pode ser expresso
como combinac¸a˜o linear dos planos Πi. Expandindo o determinante relativamente a`
coluna Π, obte´m-se
detM = aD234 − bD134 + cD124 − dD123 (2.13)
onde Djkl e´ o determinante das matrizes formadas pelas linhas jkl da matriz 4 × 3
[Π1,Π2,Π3]. Visto que detM = 0, e´ poss´ıvel determinar a partir da equac¸a˜o anterior
as coordenadas do ponto tridimensional amostrado como sendo
P′ = [D234,−D134, D124,−D123]T (2.14)
que e´, efectivamente, o vector de soluc¸a˜o (o espac¸o-nulo) da equac¸a˜o (2.5).
2.1.2 Modelo do sistema de medic¸a˜o de “pose”
O modelo geome´trico para o sistema de medic¸a˜o de “pose” e´ simples e pode ser
retirado directamente da figura 2.1 — usando as medic¸o˜es obtidas por esse sensor,
e´ poss´ıvel determinar a posic¸a˜o e orientac¸a˜o do referencial que lhe esta´ associado,
{R}, relativamente a {T}, sendo este u´ltimo o sistema de coordenadas de refereˆncia
do emissor, quando o sensor de medic¸a˜o de “pose” e´ do tipo emissor-receptor, ou o
referencial de inicializac¸a˜o, quando o sensor e´ auto-contido [Ferreira et al. 2002b].
Mais concretamente, o sensor mede as seguintes relac¸o˜es entre os referenciais (pelo
menos a primeira no caso do sensor ser auto-contido):
1o Os aˆngulos de treˆs rotac¸o˜es no sentido inverso (sentido dos ponteiros do relo´gio)
em cada eixo ortogonal que alinham o segundo referencial com o primeiro, pela
seguinte ordem: primeiro uma rotac¸a˜o de α em Z, seguido de uma rotac¸a˜o de
β em Y e por fim de uma rotac¸a˜o γ em X. Esta medic¸a˜o esta´ de acordo com
a convenc¸a˜o de aˆngulos/eixos “Roll-Pitch-Yaw” (ou “XY Z”), apresentada na
figura 2.6 na pro´xima pa´gina [Collinson 1996].
2o A posic¸a˜o da origem do referencial do sensor medido relativamente a {T}, (x, y, z).
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Figura 2.6: Definic¸a˜o dos eixos/aˆngulos de rotac¸a˜o “Roll-Pitch-Yaw”. Em aviac¸a˜o, ge-
ralmente a medic¸a˜o da inclinac¸a˜o longitudinal e latitudinal (“attitude”) e a orientac¸a˜o no
plano horizontal (“heading”) e´ essencial, na medida em que permite a um piloto voar com o
mı´nimo de seguranc¸a em quaisquer condic¸o˜es [Collinson 1996]. Esta convenc¸a˜o foi adoptada
tambe´m pela maioria dos sensores de orientac¸a˜o em aplicac¸o˜es como as que sa˜o tratadas neste
trabalho, visto que ela e´ baseada em tecnologia usada pelos seus conge´neres de navegac¸a˜o
ae´rea.
Alguns sensores esta˜o apetrechados com firmware que processa estas medidas, cal-
culando e disponibilizando inclusivamente a matriz de transformac¸a˜o correspondente
ou ate´ o quaternia˜o correspondente a` rotac¸a˜o composta como definido no ponto 1 acima
descrito.
Desta forma, e´ poss´ıvel determinar a transformac¸a˜o entre os referenciais atrave´s
destas medidas, usando a seguinte convenc¸a˜o:
1o Uma rotac¸a˜o que alinha os eixos do primeiro referencial com o do segundo, composta
por treˆs rotac¸o˜es no sentido directo (contra´rio ao dos ponteiros do relo´gio) em
cada eixo ortogonal, pela seguinte ordem: primeiro uma rotac¸a˜o de γ em X,
seguido de uma rotac¸a˜o de β em Y e por fim de uma rotac¸a˜o α em Z.
2o Uma translac¸a˜o que leva a origem do primeiro referencial para o segundo.
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As rotac¸o˜es em cada eixo referidas no primeiro ponto da convenc¸a˜o sa˜o dadas por
RX =


1 0 0
0 cos (γ) − sin (γ)
0 sin (γ) cos (γ)

 (2.15a)
RY =


cos (β) 0 sin (β)
0 1 0
− sin (β) 0 cos (β)

 (2.15b)
RZ =


cos (α) − sin (α) 0
sin (α) cos (α) 0
0 0 1

 (2.15c)
e, portanto, como se pode constatar em [Prager et al. 1997], matematicamente a trans-
formac¸a˜o em func¸a˜o das medidas do sensor e´ dada por
TTR =


RZ .RY .RX
−→r
0T 1

 =


r1,1 r1,2 r1,3 x
r2,1 r2,2 r2,3 y
r3,1 r3,2 r3,3 z
0 0 0 1


,
r1,1 = cos(α) cos(β)
r1,2 = cos(α) sin(β) sin(γ)− sin(α) cos(γ)
r1,3 = cos(α) sin(β) cos(γ) + sin(α) sin(γ)
r2,1 = sin(α) cos(β)
r2,2 = sin(α) sin(β) sin(γ) + cos(α) cos(γ)
r2,3 = sin(α) sin(β) cos(γ)− cos(α) sin(γ)
r3,1 = − sin(β)
r3,2 = cos(β) sin(γ)
r3,3 = cos(β) cos(γ) (2.16)
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2.2 Estudo de sensibilidade ao erro do sistema de
triangulac¸a˜o tridimensional
Em seguida, discutir-se-a´ o me´todo que permitira´ estabelecer a relac¸a˜o causa-efeito
entre mudanc¸as nos paraˆmetros que regem o modelo do sistema de triangulac¸a˜o tri-
dimensional e os erros cometidos na recuperac¸a˜o tridimensional, proceder-se-a´ a` sua
aplicac¸a˜o ao modelo gene´rico e finalmente far-se-a´ uma apresentac¸a˜o em MATLAB de
resultados obtidos para a configurac¸a˜o particular do sistema Tele-3D.
2.2.1 Conceitos de sensibilidade ao erro e sua aplicac¸a˜o
gene´rica ao modelo do sistema de triangulac¸a˜o tridimen-
sional
Nesta secc¸a˜o, far-se-a´ uma apresentac¸a˜o aos conceitos de sensibilidade ao erro
e aplicar-se-a˜o esses conceitos ao modelo geral de triangulac¸a˜o apresentado na
secc¸a˜o 2.1.1.
Modelos sensoriais na˜o lineares
Para se fazer um estudo de sensibilidade ao erro do modelo descrito na secc¸a˜o
anterior para o sistema de triangulac¸a˜o tridimensional, e´ necessa´rio em primeiro lugar
determinar uma expressa˜o que relacione as entradas do modelo com as suas sa´ıdas.
Para tal, defina-se θ ∈ Rm como o vector de dados de medida, com asm entradas do
modelo, e x ∈ Rn como o vector de informac¸a˜o sensorial, com as n sa´ıdas desse modelo.
Desta forma, e´ poss´ıvel representar x genericamente como uma func¸a˜o vectorial na˜o
linear como esta´ representado na equac¸a˜o que se segue
x = f(θ) (2.17)
onde se assume que n ≤ m [Nakamura and Xu 1989].
Mais concretamente, para o nosso modelo temos x ≡ P; recorrendo a`
equac¸a˜o (2.14) e ao conceito de coordenadas homoge´neas, obtemos
x =


X
Y
Z

 =


−D234
D123
D134
D123
−D124
D123

 = f



 u
v



 (2.18)
onde f e´ claramente na˜o-linear.
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Observando, no entanto, a geometria representada na figura 2.2 (pa´gina 51), torna-
se o´bvio que x corresponde a um ponto pertencente ao plano de luz de geometria fixa
Π3. Desta forma, se se efectuar uma mudanc¸a de sistema de coordenadas de forma
a que este corresponda ao referencial do projector laser (representado como {L} na
figura 2.1, pa´gina 49), obtemos para A3×4 a expressa˜o (2.11) e Π3 = 0 transforma-se
em Y = 0. Por esta raza˜o, e´ poss´ıvel simplificar a expressa˜o anterior, obtendo-se
x =
[
X
Z
]
=

 −D234D123
−D124
D123

 = f



 u
v



 (2.19)
Temos, deste modo, para o modelo do sistema de triangulac¸a˜o tridimensional,
n = 2 e m = 2 como dimenso˜es do vector de dados de medida e do vector de
informac¸a˜o sensorial, respectivamente.
Noc¸a˜o de Diluic¸a˜o Geome´trica de Precisa˜o e matriz de covariaˆncia da in-
formac¸a˜o sensorial
A expressa˜o que permite relacionar a variac¸a˜o da informac¸a˜o sensorial com va-
riac¸o˜es infinitesimais dos dados de medida e´ formalizada pela noc¸a˜o de Diluic¸a˜o
Geome´trica de Precisa˜o (“Geometric Dilution of Precision”) que, como se pode ver
na equac¸a˜o (2.20), e´, por sua vez, igual ao Jacobiano de f [Dudek and Jenkin 2000d].
GDOP = J =
∂f
∂θ
∈ Rn×m (2.20)
Este, no caso do nosso modelo, e´ por sua vez dado por
J =


∂X
∂u
∂X
∂v
∂Z
∂u
∂Z
∂v

 (2.21)
A grande importaˆncia deste valor prende-se ao facto de ele ser uma medida da sensi-
bilidade do sistema a erros nas medidas. Nos para´grafos que se seguem, demonstrar-se-a´
mais concretamente este facto.
O erro ou a incerteza inclu´ıdos nos dados de medida podem ser assumidos como
sendo aditivos, sendo representados por
θ = θ + ∂θ (2.22)
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onde θ ∈ Rm e´ o vector com as medidas sem erro e ∂θ ∈ Rm representa a incer-
teza [Nakamura and Xu 1989]. Assume-se para ∂θ uma distribuic¸a˜o Gaussiana, ou
seja
E[∂θ] , ∂θ
= 0 ∈ Rm (2.23)
V [∂θ] , E
[
(∂θ − ∂θ)(∂θ − ∂θ)T ]
= Q
= diag(σ21, . . . , σ
2
m) ∈ Rm×m (2.24)
onde E[∗] representa a expectativa para ∗. E´ tambe´m assumido que ∂θj (j = 1, . . . ,m),
que e´ o j − e´simo elemento de ∂θ, na˜o esta´ correlacionado e que σ2j e´ a variaˆncia de
∂θj. Por outro lado, Q e´ a matriz de covariaˆncia de ∂θ [Nakamura and Xu 1989].
Substituindo a equac¸a˜o (2.22) em (2.17) obte´m-se
x = f(θ + ∂θ) (2.25)
Finalmente, se se assumir que o erro ∂θ e´ suficientemente pequeno, a equac¸a˜o
anterior pode ser aproximada por
x = f(θ) + J∂θ (2.26)
onde J e´ o Jacobiano de f , como definido na equac¸a˜o (2.20) [Nakamura and Xu 1989].
Das equac¸o˜es (2.23) e (2.26) obte´m-se
E[x] , x
= f(θ) (2.27)
V [x] , E
[
(x− x)(x− x)T ]
= E
[
J ∂θ ∂θT JT
]
= JQJT (2.28)
onde E[x] e V [x] sa˜o, respectivamente, a vector-coluna de me´dia e a matriz de co-
variaˆncia da informac¸a˜o sensorial [Nakamura and Xu 1989].
Para o nosso caso, e´ poss´ıvel simplificar a equac¸a˜o (2.28) se se considerar que o
erro nas medidas das coordenadas na imagem tem a mesma representac¸a˜o estat´ıstica
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(ou seja, σu = σv = σ) — neste caso, teremos Q = σ, ou seja, a equac¸a˜o reduz-se a
V = σJJT .
A equac¸a˜o (2.27) indica que, para uma calibrac¸a˜o ideal, a` medida que se repetem
ad infinitum as medidas que permitem efectuar ca´lculos para determinar um dado x, a
me´dia desses ca´lculos tendera´ a convergir para o valor real desse x [Nakamura and Xu
1989]. Por esta raza˜o, a importaˆncia da matriz de covariaˆncia da informac¸a˜o sensorial
surge por esta ser uma medida efectiva da incerteza introduzida pelo erro das medidas
na estimativa final dada pelo modelo.
Noc¸a˜o de elipso´ide de incerteza
Como se pode verificar pela equac¸a˜o (2.28), a matriz de covariaˆncia de x, ao
contra´rio da matriz de covariaˆncia das medidas, na˜o e´ diagonal, ja´ que o Jacobiano, em
geral, na˜o o e´. Por outras palavras, a correlac¸a˜o de xi (i = 1, . . . ,m), i−e´simo elemento
de x, esta´ inclu´ıda no modelo, mesmo apesar de o conjunto de ∂θj (j = 1, . . . ,m) ser
assumido como na˜o sendo correlacionado. Note-se, alia´s, que para J de caracter´ıstica
ma´xima, JQJT torna-se positivo definido, porqueQ tambe´m o e´, como se pode verificar
pela equac¸a˜o (2.24) [Nakamura and Xu 1989].
Como JQJT e´ sime´trico, a sua decomposic¸a˜o em valores singulares e´ representada
por
JQJT = UDUT (2.29a)
U = (e1 . . . en) ∈ Rn×n
ej ∈ Rn
ej
Tek =


1 , j = k
0 , j 6= k
(2.29b)
D = diag(d1, . . . , dn)
d1 ≥ · · · ≥ dn ≥ 0 (2.29c)
onde U e´ uma matriz ortogonal e di (i = 1, . . . , n) sa˜o os valores singulares de
JQJT [Nakamura and Xu 1989].
A partir deste resultado e´ poss´ıvel retirar a variaˆncia escalar na direcc¸a˜o indicada
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Figura 2.7: Elipso´ide de incerteza: o caso tridimensional
pelo vector unita´rio ej, atrave´s da equac¸a˜o (2.30) [Nakamura and Xu 1989].
V
[
ei
T x
]
= ei
TJQJTei
= ei
TUDUTei
= di (2.30)
A incerteza de x na direcc¸a˜o de ei e´ dada, portanto, por
√
di. Se se determinar
as variaˆncias escalares para os vectores unita´rios correspondentes a todas as direcc¸o˜es
cartesianas, o conjunto de vectores cuja direcc¸a˜o e´ dada pelos vectores unita´rios e
cujas normas sa˜o dadas pelas incertezas correspondentes formam um elipso´ide com
eixos principais de direcc¸a˜o ei e comprimento 2
√
di. Este elipso´ide, representado para
o caso tridimensional na figura 2.7, e´ conhecido como elipso´ide de incerteza — e1 e√
d1 correspondem a` direcc¸a˜o de maior incerteza e en e
√
dn correspondem a` direcc¸a˜o
de menor incerteza [Nakamura and Xu 1989].
Volume do elipso´ide de incerteza e sua minimizac¸a˜o
O volume do elipso´ide cujos eixos principais teˆm 2
√
di como comprimentos e´ cal-
culado atrave´s de
volume =
pin/2
Γ (1 + n/2)
(
n∏
i=1
di
)1/2
(2.31)
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onde Γ (∗) e´ a func¸a˜o gama3 [Nakamura and Xu 1989].
Por outro lado, o determinante de uma matriz e´ igual ao produto dos seus valores
singulares, e portanto, neste caso,
det(JQJT ) = det(UDUT )
=
n∏
i=1
di (2.32)
Substituindo (2.32) em (2.31), temos, finalmente,
volume =
pin/2
Γ (1 + n/2)
√
det(JQJT ) (2.33)
o que nos permite calcular o volume do elipso´ide tendo o modelo do sistema de medida
e os paraˆmetros (variaˆncias) das distribuic¸o˜es estat´ısticas dos dados de medida [Naka-
mura and Xu 1989].
Torna-se poss´ıvel agora justificar a motivac¸a˜o para um estudo da sensibilidade ao
erro do modelo do sistema de triangulac¸a˜o: e´ de todo o interesse estudar o comporta-
mento do elipso´ide de incerteza com mudanc¸as nos paraˆmetros ajusta´veis do modelo.
Sobretudo, e´ de todo o interesse escolheˆ-los o mais poss´ıvel com base na minimizac¸a˜o
do volume do elipso´ide de incerteza; ou seja, minimizar atrave´s deles
objfun , det(V)
= det(JQJT )
= det(σJJT ) (2.34)
2.2.2 Estudo teo´rico da sua aplicac¸a˜o a uma configurac¸a˜o par-
ticular do sistema de triangulac¸a˜o
Em seguida apresentar-se-a´ a deduc¸a˜o (feita recorrendo ao Symbolic Toolbox do
MATLAB) das expresso˜es para uma configurac¸a˜o de geometria simplificada para o
sistema Tele-3D.
Modelo simplificado do sistema
Para aplicar a teoria apresentada nas secc¸o˜es anteriores, sera´ de todo o interesse
partir de alguns pressupostos que simplifiquem o modelo do sistema em ana´lise, visto
3A designac¸a˜o de volume e´, obviamente, um abuso de notac¸a˜o, dependendo da ordem da figura.
Assim, no caso bidimensional, onde n = 2 (a figura e´ uma elipse), que mais nos interessa: Γ (2) =
(1 + 2
2
− 1)! = 1⇒ area = pi · √d1 ·
√
d2.
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que, existindo uma estrutura r´ıgida que suporta tanto o projector laser como a caˆmara,
algumas das caracter´ısticas geome´tricas do sistema podem ser sujeitas a aproximac¸o˜es
ino´cuas para o estudo de sensibilidade ao erro que se pretende efectuar.
Para tal, definam-se os treˆs aˆngulos de rotac¸a˜o dos eixos ortogonais do sistema
referencial do projector laser {L} que alinham estes eixos com os do referencial da
caˆmara {C}: o aˆngulo de rotac¸a˜o em torno de Z, α, o aˆngulo de rotac¸a˜o em torno
de Y , β, e o aˆngulo de rotac¸a˜o em torno de X, γ. Com estes treˆs aˆngulos (veja-se a
secc¸a˜o 2.1.2 na pa´gina 56) podemos redefinir a equac¸a˜o (2.11) de forma a obter uma
expressa˜o geral para a matriz de paraˆmetros extr´ınsecos (que, relembre-se, transformam
o referencial do projector no referencial da caˆmara) dada por
[
R
−→
t
]
=


cos(α) cos(β) cos(α) sin(β) sin(γ)− sin(α) cos(γ) cos(α) sin(β) cos(γ) + sin(α) sin(γ) B cos(θ) sin(φ)
sin(α) cos(β) sin(α) sin(β) sin(γ) + cos(α) cos(γ) sin(α) sin(β) cos(γ)− cos(α) sin(γ) B sin(θ) sin(φ)
− sin(β) cos(β) sin(γ) cos(β) cos(γ) B cos(φ)


(2.35)
Uma configurac¸a˜o geome´trica que, sendo uma aproximac¸a˜o suficientemente
razoa´vel da configurac¸a˜o apresentada na figura 2.1, possibilitaria uma simplificac¸a˜o
considera´vel da expressa˜o estabelecida em (2.35) esta´ representada na figura 2.8. Aqui
pode ver-se que a transformac¸a˜o de referenciais se da´ toda sobre o plano Y OZ do
sistema de eixos do projector, sendo α = 180o e β = 0o, e θ = 90o. E´ poss´ıvel verificar
tambe´m pela figura que a lista de interfereˆncia no plano laser projectada no plano-
imagem dara´ origem a um perfil horizontal e que os aˆngulos que os eixos principais4
fazem com a “baseline” devera˜o, por razo˜es de ordem pra´tica (campo de visa˜o, etc.),
estar compreendidos no intervalo ]0o, 90o[, ou seja, φ ∈ ]90o, 180o[ e γ ∈ ]0o, 180o[. Por
outro lado, repare-se que nem todos os aˆngulos nestes intervalos mesmo assim tera˜o
utilidade na pra´tica, visto que podera˜o implicar ocluso˜es imposs´ıveis de resolver ou
disparidades nulas.
Substituindo estes valores na equac¸a˜o (2.35), a matriz de paraˆmetros extr´ınsecos
simplificada torna-se
[
R
−→
t
]
=


−1 0 0 0
0 − cos(γ) sin(γ) B sin(φ)
0 sin(γ) cos(γ) B cos(φ)

 (2.36)
4O eixo o´ptico para a caˆmara e o eixo que direcciona o plano de laser, ou seja, ambos os eixos dos
ZZ para cada referencial.
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Figura 2.8: Modelo simplificado do sistema Tele-3D
o que substituindo em (2.11) e desenvolvendo a expressa˜o produz
A3×4 =


−fx cx sin(γ) cx cos(γ) cx B cos(φ)
0 −fy cos(γ) + cy sin(γ) fy sin(γ) + cy cos(γ) fy B sin(φ) + cy B cos(φ)
0 sin(γ) cos(γ) B cos(φ)

 (2.37)
Usando a matriz de projecc¸a˜o dada pela equac¸a˜o anterior para efectuar a trian-
gulac¸a˜o e determinar f (equac¸a˜o (2.19)), obtemos, finalmente,
X = −(fy cos(γ)B sin(φ) + cy cos(γ)B cos(φ)− fy sin(γ)− cy cos(γ))
fx (v cos(γ)− cy cos(γ)− fy sin(γ)) u−
− (−cx B cos(φ) cos(γ) + cx cos(γ))
fx (v cos(γ)− cy cos(γ)− fy sin(γ))v+
+
cx B cos(φ)fy sin(γ)− cx fy cos(γ)B sin(φ)
fx (v cos(γ)− cy cos(γ)− fy sin(γ)) (2.38a)
Z =
−v + fy B sin(φ) + cy B cos(φ)
v cos(γ)− cy cos(γ)− fy sin(γ) (2.38b)
Ana´lise da GDOP
Como foi dito anteriormente, uma parte essencial do estudo de sensibilidade ao
erro consiste na determinac¸a˜o do jacobiano de f , ou seja, a GDOP , como apresentado
nas equac¸o˜es (2.20) e (2.21). Para tal, apresentam-se seguidamente as equac¸o˜es para
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as derivadas parciais dos elementos do vector de informac¸a˜o sensorial relativamente a
cada elemento do vector de medidas, obtidas a partir de derivac¸o˜es consecutivas das
expresso˜es (2.38).
∂X
∂u
= −cy cos(γ)B cos(φ) + cos(γ)fy B sin(φ)− cy cos(γ)− fy sin(γ)
fx (v cos(γ)− cy cos(γ)− fy sin(γ)) (2.39a)
∂X
∂v
=
cos(γ) (cy cos(γ)B cos(φ) + cos(γ)fy B sin(φ)− cy cos(γ)− fy sin(γ))
fx (v cos(γ)− cy cos(γ)− fy sin(γ))2
u−
− cx cos(γ) (cy cos(γ)B cos(φ) + cos(γ)fy B sin(φ)− cy cos(γ)− fy sin(γ))
fx (v cos(γ)− cy cos(γ)− fy sin(γ))2
(2.39b)
∂Z
∂u
= 0 (2.39c)
∂Z
∂v
= −cy cos(γ)B cos(φ) + cos(γ)fy B sin(φ)− cy cos(γ)− fy sin(γ)
(v cos(γ)− cy cos(γ)− fy sin(γ))2
(2.39d)
Pode-se concluir da GDOP que, tanto as variac¸o˜es de X face a diferenc¸as infinite-
simais em u, como as variac¸o˜es de Z face a diferenc¸as infinitesimais em v na˜o dependem
da posic¸a˜o horizontal no plano-imagem da projecc¸a˜o do ponto amostrado. Mas, mais
importante que isto, e´ poss´ıvel verificar que a estimativa para a coordenada Z do ponto
na˜o e´ sens´ıvel a` posic¸a˜o horizontal do seu ponto de projecc¸a˜o.
Ana´lise da elipse de incerteza e sua minimizac¸a˜o
Da GDOP e da equac¸a˜o (2.39) e´ poss´ıvel determinar, como ja´ foi visto, a func¸a˜o-
-objectivo a minimizar para reduzir ao ma´ximo a a´rea da elipse de incerteza do mo-
delo do sistema Tele-3D. Alia´s, como minimizar det
(
σJJT
)
e´ o mesmo que minimizar
det
(
JJT
)
, visto que σ e´ um valor constante, podemos considerar σ = 1 pixel e teremos
objfun = det
(
JJT
)
=
(cy cos(γ)B cos(φ) + cos(γ)fy B sin(φ)− cy cos(γ)− fy sin(γ))4
fx
2 (v cos(γ)− cy cos(γ)− fy sin(γ))6
(2.40)
E´ poss´ıvel verificar de imediato desta equac¸a˜o que existem dois paraˆmetros cuja
variac¸a˜o tem implicac¸o˜es evidentes na evoluc¸a˜o da func¸a˜o-objectivo: a “baseline” e a
posic¸a˜o vertical da projecc¸a˜o no plano-imagem.
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Mantendo os restantes paraˆmetros constantes, a func¸a˜o-objectivo func¸a˜o da posic¸a˜o
vertical e´ mono´tona ascendente em ]−∞, vcrit[ e mono´tona descendente em ]vcrit,+∞[,
sendo
vcrit =
cy cos(γ) + fy sin(γ)
cos(γ)
= cy + fy tan(γ) (2.41a)
lim
v→vcrit
objfun = +∞ (2.41b)
ou, por outras palavras, vcrit e´ o valor de posic¸a˜o vertical no ecra˜ do perfil projectado
no plano-imagem para o qual na˜o e´ poss´ıvel obter uma estimativa de posic¸a˜o 3D mi-
nimamente correlacionada com a posic¸a˜o real do ponto original. No entanto, poucas
vezes esta posic¸a˜o corresponde a uma posic¸a˜o dentro da imagem real (no caso PAL,
por exemplo, dentro das linhas de 0 a 576) — os aˆngulos dos eixos principais com a
“baseline”, que por sua vez condicionam como ja´ se viu φ e γ, e os pro´prios paraˆmetros
extr´ınsecos da caˆmara fazem com que a ass´ımptota esteja na pra´tica mais comummente
na zona v < 0.
Da mesma forma, mantendo os restantes paraˆmetros constantes5, a func¸a˜o-objec-
tivo func¸a˜o da “baseline” e´ mono´tona descendente em ]−∞, Bcrit[ e mono´tona ascen-
dente em ]Bcrit,+∞[, sendo
Bcrit =
cy cos(γ) + fy sin(γ)
cy cos(γ) cos(φ) + fy cos(γ) sin(φ)
(2.42a)
lim
B→Bcrit
objfun = 0 (2.42b)
ou, por outras palavras, Bcrit e´ o valor de comprimento da “baseline” para o qual o
erro da estimativa de posic¸a˜o 3D se anula. No entanto, mais uma vez e pelas mesmas
razo˜es que anteriormente, poucas vezes este valor correspondera´ a um comprimento
fisicamente poss´ıvel (isto e´, B > 0).
Por fim, note-se que se anulam os efeitos da “baseline” e de v quando γ = 90o,
tornando-se irrelevantes para o ca´lculo de objfun. Um caso de grande interesse pra´tico
em que este facto se da´ e´ φ = 135o, γ = 90o, para o qual ambos os eixos principais
esta˜o num aˆngulo de 45o com a “baseline”.
5Atente-se ao facto, pore´m, de que manter v e os restantes paraˆmetros constantes, variando B,
implica que a posic¸a˜o (X,Z) que se quer medir varia (mais concretamente Z, e portanto a distaˆncia
dessa posic¸a˜o ao scanner) para manter o mesmo fotosensor sensibilizado na caˆmara.
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2.2.3 Simulac¸a˜o e ana´lise de sensibilidade ao erro de uma ins-
tanciac¸a˜o aproximada do scanner Tele-3D
Far-se-a´ seguidamente uma apresentac¸a˜o em MATLAB de resultados obtidos para
uma configurac¸a˜o particular do sistema Tele-3D — a maioria deste estudo de opti-
mizac¸a˜o foi inspirado em [Magrab et al. 2000].
No estudo dessa configurac¸a˜o usaram-se dados referentes a uma caˆmara
PAL (768 × 576 pixels) que foi experimentada em laborato´rio no scanner Tele-
-3D, cujos paraˆmetros intr´ınsecos foram determinados por calibrac¸a˜o como sendo
fx = 1493.004150, fy = 1438.083862, cx = 402.759735 e cy = 397.826294 usando soft-
ware baseado nos algoritmos do OpenCV da Intel [OpenCV Manual, Zhang 1999,
Heikkila¨ and Silven 1997].
Estudo da evoluc¸a˜o do volume da elipse de incerteza com a “baseline” e a
posic¸a˜o vertical na imagem
Um paraˆmetro importante em termos de estudo da sensibilidade ao erro de um
digitalizador tridimensional por triangulac¸a˜o e´ a “baseline”. Pore´m, como pode ser
depreendido do que foi dito anteriormente, quando se varia a “baseline” torna-se ne-
cessa´rio re-projectar no plano-imagem o ponto cujas coordenadas fixas (X,Z) se querem
medir, isto e´, recalcular u e v. Para isso usa-se a equac¸a˜o (2.43), obtida resolvendo as
equac¸o˜es (2.38) (pa´gina 66) em ordem a u e v:
u =
cx B cos(φ) + cx Z cos(γ)−Xfx
1 + Z cos(γ)
(2.43a)
v =
fy B sin(φ) + cy B cos(φ) + Zcy cos(γ) + Zfy sin(γ)
1 + Z cos(γ)
(2.43b)
Torna-se claro pelas equac¸o˜es anteriores e pela equac¸a˜o (2.40) (pa´gina 67) que,
para efeitos de estudo da evoluc¸a˜o do volume da elipse de incerteza, apenas e´ necessa´rio
determinar v e, por inereˆncia, Z. Desta forma, pode-se evitar o ca´lculo de u e arbitrar
o valor de X como sendo 0 — assim, estabelecendo uma distaˆncia fixa, h, medida desde
a “baseline” ate´ a` posic¸a˜o que se quer determinar, e´ poss´ıvel recorrer a` trigonometria
simples do triaˆngulo representado na figura 2.8 na pa´gina 66 para estabelecer Z =
h
sin(φ−90o)
, e com o conhecimento deste valor determinar v, usando a equac¸a˜o (2.43b).
Nas figuras 2.9, 2.10 e 2.11 (pa´ginas 71 a 73), mostram-se resultados da simulac¸a˜o
da evoluc¸a˜o de objfun face a B para va´rios valores de interesse pra´tico de φ e γ e
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para h = 25 cm. Veja-se que o erro apresenta um comportamento relativamente lo´gico:
e´ geralmente inversamente proporcional a` “baseline”. A u´nica excepc¸a˜o a esta regra
verifica-se para os gra´ficos da figura 2.10 na pa´gina 72, onde se pode ver a influeˆncia
de vcrit — ate´ esse valor ser atingido, como tinha sido previsto, o erro e´ ascendente,
passando a ser inversamente proporcional a` “baseline” desse valor em diante.
Tambe´m foi simulada a evoluc¸a˜o de objfun face a B para φ = 135o, γ = 90o
(com o mesmo h), onde se obteve, como seria de esperar, um valor constante para a
func¸a˜o objectivo (objfun = 2.1692× 10−13). Note-se, pore´m, que estas condic¸o˜es sa˜o
imposs´ıveis de reproduzir em laborato´rio, na˜o so´ devido a`s diferenc¸as inatas entre a
simulac¸a˜o e a experimentac¸a˜o, como tambe´m devido aos erros derivados da calibrac¸a˜o
do sistema, dos quais estas simulac¸o˜es foram isoladas.
Na figura 2.12 na pa´gina 74, apresentam-se resultados da simulac¸a˜o da evoluc¸a˜o
de objfun face a v para φ = 120o, γ = 120o. Veja-se que, mais uma vez, o erro tem o
comportamento esperado: e´ inversamente proporcional a` posic¸a˜o vertical na imagem.
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Figura 2.9: Func¸a˜o objectivo vs baseline (em cent´ımetros) para φ = 120o, γ = 120o e
h = 25 cm. Em cima, esta´ representada num gra´fico linear; em baixo, num gra´fico semi-
logar´ıtmico.
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Figura 2.10: Func¸a˜o objectivo vs baseline (em cent´ımetros) para φ = 150o, γ = 60o e
h = 25 cm. Em cima, esta´ representada num gra´fico linear; em baixo, num gra´fico semi-
logar´ıtmico.
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Figura 2.11: Func¸a˜o objectivo vs baseline (em cent´ımetros) para φ = 165o, γ = 30o e
h = 25 cm. Em cima, esta´ representada num gra´fico linear; em baixo, num gra´fico semi-
logar´ıtmico.
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Figura 2.12: Func¸a˜o objectivo vs posic¸a˜o vertical na imagem (em pixels). Em cima, esta´
representada num gra´fico linear; em baixo, num gra´fico semi-logar´ıtmico.
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Estudo da evoluc¸a˜o do volume da elipse de incerteza com a vergeˆncia entre
a caˆmara e o projector laser
Na figura 2.13 na pa´gina seguinte apresenta-se a evoluc¸a˜o de objfun face a variac¸o˜es
em φ e γ, dos quais, por sua vez, depende a vergeˆncia da caˆmara com o projector laser,
para B = 45 cm e h = 25 cm. E´ poss´ıvel verificar que, a` parte das zonas em que
φ e γ teˆm valores de pouca utilidade pra´tica (veja-se os comenta´rios relativos a este
assunto na secc¸a˜o 2.2.2) e onde existem “variac¸o˜es quase assimpto´ticas” de objfun, o
valor desta vai diminuindo em direcc¸a˜o a γ ≈ 90o — consulte-se a discussa˜o sobre a
importaˆncia deste u´ltimo valor apresentada na secc¸a˜o 2.2.2.
2.2.4 Ana´lise dos resultados do estudo da sensibilidade ao erro
do modelo de triangulac¸a˜o
Analisando os resultados deste estudo, inclusivamente os gra´ficos obtidos a partir
das simulac¸o˜es efectuadas, e´ poss´ıvel concluir que os paraˆmetros decisivos para contro-
lar a sensibilidade ao erro do modelo sera˜o o comprimento da “baseline” e γ: torna-se
claro que e´ poss´ıvel diminuir drasticamente o erro cometido nas estimac¸o˜es de posic¸a˜o
atrave´s do aumento de B e da utilizac¸a˜o de γ = 90o; regulando os outros paraˆmetros
na˜o tera´ tanta utilidade pra´tica, como no caso de φ.
Por outro lado, sera´ poss´ıvel diminuir o erro se se forc¸ar pontos a distaˆncias dentro
da gama de operac¸a˜o a ter projecc¸o˜es mais perto da zona inferior do plano-imagem, se
bem que se deve ter algum cuidado para na˜o fazer ultrapassar os limites deste u´ltimo.
A vantagem que se obte´m em termos de precisa˜o procedendo-se desta forma e´, pore´m,
limitada.
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Figura 2.13: Func¸a˜o objectivo vs φ e γ, para B = 45 cm e h = 25 cm.
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2.3 Calibrac¸a˜o do scanner Tele-3D
Entende-se por calibrac¸a˜o do scanner a determinac¸a˜o dos paraˆmetros definidos
nos modelos geome´tricos anteriormente descritos, u´nica e exclusivamente atrave´s de
processos de estimac¸a˜o. O processo de calibrac¸a˜o implica por inereˆncia, portanto, a
determinac¸a˜o da relac¸a˜o entre os sistemas de coordenadas representados na figura 2.1
(pa´gina 49).
Uma grande parte dos equipamentos de digitalizac¸a˜o tridimensional esta˜o desenha-
dos de forma a que alguns dos paraˆmetros sa˜o ja´ conhecidos de antema˜o; dito de outra
forma, a sua geometria e´ concebida de maneira a que a maior parte das distaˆncias
e aˆngulos envolvidos sa˜o ja´ conhecidos de forma a simplificar a calibrac¸a˜o ou mesmo
elimina´-la por completo. Isto, pore´m, traz algumas desvantagens: qualquer defeito de
fabrico podera´ introduzir erros nas medic¸o˜es, prejudicando irremediavelmente a pre-
cisa˜o do equipamento, e, ainda mais importante, perde-se por completo flexibilidade
na concepc¸a˜o e construc¸a˜o desse equipamento.
Optou-se neste trabalho, por estas razo˜es, por uma abordagem em que se usam
modelos geome´tricos gene´ricos dependendo exclusivamente dos processos de calibrac¸a˜o.
Por outro lado, tentou-se simplificar estes processos o mais poss´ıvel de modo a evitar
grande complexidade na preparac¸a˜o do scanner para utilizac¸a˜o, sem comprometer a
sua precisa˜o final nas medic¸o˜es.
Descrever-se-a´ nas subsecc¸o˜es que se seguem, portanto, a calibrac¸a˜o de cada sistema
envolvido.
2.3.1 Calibrac¸a˜o da caˆmara
A calibrac¸a˜o da caˆmara consiste na estimac¸a˜o dos seus paraˆmetros intr´ınsecos; a
partir destes e do conhecimento da sua “pose” torna-se poss´ıvel determinar a matriz
de projecc¸a˜o que da´ a relac¸a˜o entre pontos no mundo e as suas projecc¸o˜es no plano-
imagem, como foi definido na equac¸a˜o (2.1) [Ferreira and Dias 2000, Ferreira et al.
2001, Dias 1994, Faugeras 1993, Hartley and Zisserman 2000].
Para o efeito, recorreu-se a um pacote de software de calibrac¸a˜o robusta de caˆmaras
usando o Open Source Computer Vision Library da Intel, ou em forma abreviada
OpenCV [OpenCV Manual]. O me´todo de calibrac¸a˜o do OpenCV, baseado em Zhang
[2000; 1999], Heikkila¨ and Silven [1997], e´ um algoritmo iterativo aplicado ao modelo
de caˆmara descrito anteriormente, envolvendo tambe´m dois paraˆmetros que mode-
lam a distorc¸a˜o radial e dois paraˆmetros que modelam a distorc¸a˜o tangencial. Estes
paraˆmetros permitem relacionar coordenadas ideais no plano-imagem [x y]T e as co-
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Figura 2.14: Esquema mostrando a configurac¸a˜o inerente simultaneamente a` calibrac¸a˜o da
caˆmara e do laser.
ordenadas medidas correspondentes [x˜ y˜]T antes do feno´meno de amostragem atrave´s
de


x˜ = x+ x(k1r
2 + k2r
4) + [2p1xy + p2(r
2 + 2x2)]
y˜ = y + y(k1r
2 + k2r
4) + [2p1xy + p2(r
2 + 2y2)]
(2.44)
onde r2 = x2 + y2.
Este algoritmo usa sequeˆncias de imagens de um padra˜o em xadrez que lhe fornece
pontos tridimensionais cujas coordenadas sa˜o conhecidas com precisa˜o, que se pode ver
na figura 2.14, operando como descrito em seguida [OpenCV Manual]:
1. Calcula a homografia para todos os pontos entre cada imagem do padra˜o.
2. Inicializa os paraˆmetros intr´ınsecos; coloca os paraˆmetros de distorc¸a˜o a 0.
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3. Descobre os paraˆmetros extr´ınsecos para cada imagem.
4. Executa um processo de optimizac¸a˜o, minimizando o erro de projecc¸a˜o com todos
os paraˆmetros.
Como foi referido acima, a calibrac¸a˜o da caˆmara, em sentido estrito, consiste na
determinac¸a˜o dos seus paraˆmetros intr´ınsecos; pore´m, torna-se facto adquirido que,
na pra´tica, durante o processo de calibrac¸a˜o tambe´m se determinam os paraˆmetros
extr´ınsecos para cada imagem do padra˜o.
Desta forma, para essas imagens obte´m-se directamente uma estimativa para a
transformac¸a˜o r´ıgida correspondente entre o referencial do mundo e o referencial da
caˆmara, CTW , como esta´ patente na equac¸a˜o (2.12), na pa´gina 55.
2.3.2 Calibrac¸a˜o do projector laser
Durante a calibrac¸a˜o da caˆmara descrita na subsecc¸a˜o anterior, e´ estimada a cha-
mada colineac¸a˜o ou homografia planar 6, relac¸a˜o que estabelece uma correspondeˆncia
un´ıvoca entre coordenadas homoge´neas de pontos no plano de calibrac¸a˜o e as coorde-
nadas homoge´neas das suas projecc¸o˜es correspondentes [OpenCV Manual, Dias 1994,
Faugeras 1993, Hartley and Zisserman 2000]. De facto, no processo de calibrac¸a˜o da
caˆmara assume-se que o WCS7 , {W}, esta´ associado ao plano de calibrac¸a˜o de forma
a que a origem coincida com um dos cantos exteriores do xadrez e que esse plano coin-
cida com o plano XOY com os eixos alinhados com o padra˜o (implicando, portanto,
que ZW = 0 para qualquer ponto pertencente ao plano de calibrac¸a˜o — veja-se a fi-
gura 2.14); desta forma, a homografia pode ser retirada directamente das equac¸o˜es (2.1)
e (2.10) como sendo


su
sv
s

 =


fx 0 cx
0 fy cy
0 0 1


[
r1 r2 t
]


XW
YW
1


= H3×3


XW
YW
1

 (2.45)
6Geralmente abreviado para homografia.
7“World Coordinate System” — denominac¸a˜o dada ao referencial global em aplicac¸o˜es CAD (De-
senho Assistido por Computador), bastante popular na comunidade de investigac¸a˜o 3D.
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onde r1, r2 e t sa˜o obviamente os vectores coluna correspondentes na matriz de
paraˆmetros extr´ınsecos da equac¸a˜o (2.10), e s′ = 1/s o factor de escala que afecta
globalmente a homografia [OpenCV Manual, Dias 1994, Faugeras 1993, Hartley and
Zisserman 2000]. Por questa˜o de clareza, tornou-se expl´ıcito o facto de as coordenadas
X e Y se referirem ao referencial {W}, subscrevendo-as em conformidade.
Como esta relac¸a˜o e´ un´ıvoca, e´ sempre poss´ıvel determinar a transformac¸a˜o inversa
e portanto H3×3 e´ sempre na˜o-singular [Hartley and Zisserman 2000]. Logo, dado que a
inversa˜o de matrizes 3×3 e´ um processo trivial, e´ poss´ıvel facilmente obter-se a relac¸a˜o
de homografia inversa. Esta relac¸a˜o, dadas as coordenadas da projecc¸a˜o na imagem de
pontos pertencentes ao plano de calibrac¸a˜o, permite determinar as coordenadas desses
pontos relativamente a {W} usando


s′XW
s′YW
s′

 = H−13×3


u
v
1

 (2.46)
onde s′ = 1/s e´ o factor de escala que afecta globalmente a homografia inversa.
Aplicando a equac¸a˜o (2.46) a`s projecc¸o˜es de todos os pontos correspondentes aos
cantos dos quadrados do xadrez em cada imagem tirada deste u´ltimo, torna-se poss´ıvel
determinar as coordenadas de cada ponto em {C}, o referencial privado da caˆmara,
atrave´s de


XC
YC
ZC
1

 =
C TW .


XW
YW
0
1

 =

 R t
0 1




XW
YW
0
1

 (2.47)
Veja-se a figura 2.14 — durante a calibrac¸a˜o da caˆmara, que se devera´ enta˜o fa-
zer tendo o projector laser ligado e movendo o sistema num procedimento parecido
com o descrito em Prager et al. [1997] de forma a cobrir todos os graus de liberdade,
e´ poss´ıvel retirar sempre 2 pontos-imagem linearmente independentes, projecc¸o˜es de
pontos 3D pertencentes a` intersecc¸a˜o entre o plano-laser e o plano de calibrac¸a˜o, e
calcular as coordenadas relativamente a {C} dos pontos que lhes deram origem usando
as equac¸o˜es (2.46) e (2.47) [Ferreira et al. 2002b].
Reunindo treˆs ou mais pontos obtidos dessa forma, estes podem por sua vez ser
usados para determinar os paraˆmetros do plano-laser, dado pela equac¸a˜o (2.4), afec-
tados ao referencial da caˆmara {C} atrave´s da resoluc¸a˜o da seguinte equac¸a˜o, usando
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um me´todo de mı´nimos quadrados apropriado:


X1 Y1 Z1 1
X2 Y2 Z2 1
X3 Y3 Z3 1
...
Xn Yn Zn 1




a′
b′
c′
d′

 =


0
0
0
...
0


(2.48)
Para se proceder a` sua resoluc¸a˜o, os paraˆmetros necessitam de ser normalizados.
Escolheu-se a restric¸a˜o ‖nˆ‖2 = 1 com nˆ = [a′ b′ c′]T , sendo a′, b′, c′ as verso˜es normaliza-
das requeridas e d′ o paraˆmetro dependente — a intenc¸a˜o por detra´s desta normalizac¸a˜o
espec´ıfica e´ a obtenc¸a˜o da equac¸a˜o do plano na sua forma hermitiana, mais adequada
para os fins em causa8. Neste forma, nˆ representa o versor normal a Π3 e d
′ a distaˆncia
de Π3 a {C}.
Neste trabalho, o me´todo de mı´nimos quadrados concreto utilizado na resoluc¸a˜o
deste problema encontra-se descrito no Apeˆndice E.2.
2.3.3 Calibrac¸a˜o do sistema de medic¸a˜o de “pose”
Como foi dito no final da secc¸a˜o 2.1, o processo de integrac¸a˜o de dados tridi-
mensionais depende da computac¸a˜o das estimativas iniciais das transformac¸o˜es r´ıgidas
necessa´rias para o registo dos dados em cada “pose” do sistema. Torna-se, portanto,
necessa´rio estabelecer e calibrar a relac¸a˜o entre as leituras do sensor de “pose” e as
suas transformac¸o˜es correspondentes TTR, e as transformac¸o˜es inerentes ao registo 3D
WTC . Finalmente, para esta calibrac¸a˜o ser poss´ıvel, e´ essencial existir um meio de ad-
quirir valores de refereˆncia que se considerem as melhores estimativas poss´ıveis para os
valores exactos (veja-se Chapra and Canale [2002a]) de WTC . Os pro´ximos para´grafos
explicam como estes requisitos foram satisfeitos.
Uma matriz de rotac¸a˜o gene´rica e´ dada por uma matriz ortogonal 3 × 3, e por-
tanto R−1 = RT [Goldstein et al. 2002]; logo, se PC for um vector de coordenadas
correspondendo a um ponto referido ao referencial local da caˆmara e PW um vector de
coordenadas correspondendo ao mesmo ponto mas desta feita referido ao WCS, enta˜o
PC =
C RW .PW +
C −→t W ⇔
PW =
C RTW .PC −C RTW .C
−→
t W
8Para ver outras normalizac¸o˜es poss´ıveis, consulte-se Zhang [1995].
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Figura 2.15: Calibrac¸a˜o do sensor de “pose” — formulac¸a˜o esta´tica. {T} e´ o sistema de
coordenadas do emissor quando o sensor usa a abordagem emissor/receptor, ou o referencial
de inicializac¸a˜o quando o sensor e´ auto-contido.
Isto implica que a estimac¸a˜o dos paraˆmetros extr´ınsecos da caˆmara, executada
implicitamente durante a calibrac¸a˜o desta, pode ser usada para adquirir os valores
de refereˆncia requeridos para WTC , visto que a equac¸a˜o precedente torna trivial a
determinac¸a˜o destes a partir dos componentes de rotac¸a˜o e translac¸a˜o da transformac¸a˜o
inversa CTW como sendo
WTC =
[
CRTW −CRTW .C
−→
t W
0 1
]
(2.49)
Isto tambe´m implica que os dados requeridos para as calibrac¸o˜es da caˆmara, do
projector laser e do sensor de “pose” podem ser adquiridos simultaneamente e eficien-
temente com qualquer grau de automac¸a˜o desejado [Ferreira et al. 2002b].
No texto que se segue, ira˜o ser derivadas duas formulac¸o˜es alternativas para a
relac¸a˜o requerida entre TTR e
WTC , e as soluc¸o˜es matema´ticas para os dois me´todos
de calibrac¸a˜o correspondentes para cada relac¸a˜o va˜o ser descritas subsequentemente.
Formulac¸a˜o esta´tica — uma soluc¸a˜o iterativa, na˜o linear, usando aˆngulos
de Euler e matrizes de transformac¸a˜o homoge´neas
A figura 2.15 mostra que, para qualquer momento no tempo, existe claramente
uma relac¸a˜o entre WTC e
TTR dada por
WTC =
WTT .
TTR.
RTC (2.50)
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onde RTC e´ a transformac¸a˜o entre o referencial da caˆmara e o referencial do sensor e
WTT e´ a transformac¸a˜o entre {T} e o WCS.
Se o padra˜o de calibrac¸a˜o estiver fixo e o scanner for movido de modo a capturar
va´rias perspectivas do xadrez, uma inspecc¸a˜o mais cuidadosa da figura 2.15 revela o
facto importante de tanto RTC como
WTT permanecem constantes durante o movi-
mento (isto e´, o referencial da caˆmara permanece esta´tico relativamente a {R} e {T}
permanece esta´tico relativamente ao padra˜o). Portanto, se entretanto forem sendo re-
colhidos medidas do sensor e os resultados para os paraˆmetros extr´ınsecos da caˆmara
correspondentes, um problema de estimac¸a˜o no sentido dos mı´nimos quadrados pode
ser enta˜o formulado. Visto que esta acumulac¸a˜o de dados serve apenas o propo´sito de
sobre-determinar o sistema de equac¸o˜es de estimac¸a˜o, sendo este dependente apenas da
f´ısica esta´tica do sistema, esta formulac¸a˜o e a sua soluc¸a˜o correspondente, descrita nos
para´grafos que se seguem, sera˜o referidos como formulac¸a˜o esta´tica para a calibrac¸a˜o
do sensor de “pose”.
WTT e
RTC sa˜o, pois, as matrizes de inco´gnitas a estimar (totalizando 24
inco´gnitas, 12 das quais linearmente independentes — 2× 3 graus de liberdade em
rotac¸a˜o + 2× 3 graus de liberdade em translac¸a˜o).
Reformulando a relac¸a˜o (2.50), obte´m-se a equac¸a˜o matricial homoge´nea
WTC −W TT .TTR.RTC = 0 (2.51)
que implica 4× 3 = 12 equac¸o˜es homoge´neas na˜o lineares, func¸a˜o das paraˆmetros line-
armente independentes a determinar, nu´mero de equac¸o˜es suficiente no limite para per-
mitir o ca´lculo destas inco´gnitas. Assumindo que tanto as leituras do sensor de “pose”
como da caˆmara sera˜o afectadas por ru´ıdo, podem-se utilizar conjuntos destas leituras
para acumular va´rias relac¸o˜es matriciais como (2.51) para obter-se um problema de
mı´nimos quadrados caracterizado por um sistema na˜o linear do tipo f(θ, φ) = 0, se
se formularem as transformac¸o˜es homoge´neas em termos de aˆngulos de Euler. φ e´ o
vector de inco´gnitas a estimar e θ e´ o vector de medidas, englobando os paraˆmetros
extr´ınsecos da caˆmara e os aˆngulos de Euler e componentes de translac¸a˜o medidos pelo
sensor de “pose”.
Este procedimento e as equac¸o˜es correspondentes sa˜o ana´logas a`s descritas no exce-
lente trabalho em procedimentos de calibrac¸a˜o automa´ticos para scanners de ultrassons
“handheld” por R. Prager [Prager et al. 1997]. Este sistema tem de ser solucionado
atrave´s de me´todos iterativos de mı´nimos quadrados na˜o lineares, como o algoritmo de
Levenberg-Marquardt usado neste trabalho (consulte-se o Apeˆndice D); estes me´todos
teˆm como principais desvantagens a sua natureza iterativa e a sua sensibilidade a` esco-
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Figura 2.16: Esquematizac¸a˜o para a formulac¸a˜o de movimento relativo para a calibrac¸a˜o
da transformac¸a˜o do referencial da caˆmara para o referencial do sensor de “pose”.
lha dos valores iniciais para as estimativas, dos quais dependem [Hartley and Zisserman
2000, Prager et al. 1997, Chapra and Canale 2002b].
Formulac¸a˜o de movimento relativo — uma soluc¸a˜o linear em “forma fe-
chada” usando quaternio˜es duais
Alternativamente a mover o scanner com o objectivo u´nico de obter va´rias equac¸o˜es
em formulac¸a˜o esta´tica, pode-se tambe´m tirar partido do movimento relativo do sistema
resultante para formular uma soluc¸a˜o em forma fechada.
Considerem-se as figuras 2.16 e 2.17 — estas apresentam dois diagramas que mos-
tram que o movimento relativo pode ser usado para separar a influeˆncia de RTC e
WTT na equac¸a˜o (2.50), respectivamente, dividindo o problema global em dois sub-
problemas.
Estes sub-problemas permitem uma formulac¸a˜o mais simples como um conjunto
de duas equac¸o˜es homoge´neas de transformac¸a˜o do tipo
AX = XB (2.52)
onde A e B sa˜o as transformac¸o˜es de movimento relativo conhecidas (do instante i para
o instante i+ 1) e X e´ a transformac¸a˜o esta´tica desconhecida que se quer determinar,
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Figura 2.17: Esquematizac¸a˜o para a formulac¸a˜o de movimento relativo para a calibrac¸a˜o da
transformac¸a˜o do referencial do emissor do sensor de “pose” para o sistema de coordenadas
absoluto (WCS).
com
A = TT−1R (i+ 1)
TTR(i) (2.53a)
B = CTW (i+ 1)
CT−1W (i) (2.53b)
X = RTC (2.53c)
para a figura 2.16 e
A = CT−1W (i+ 1)
CTW (i) (2.54a)
B = TTR(i+ 1)
TT−1R (i) (2.54b)
X = WTT (2.54c)
para a figura 2.17.
Esta formulac¸a˜o foi estudada em profundidade no passado; foi exposta desta forma
pela primeira vez por Y. Shiu em Shiu and Ahmad [1989] e tem sido habitualmente
associada ao problema de calibrac¸a˜o de sistemas sensoriais consistindo numa caˆmara
utilizada para providenciar visa˜o monocular montada num brac¸o robotizado. Este e´
por vezes denominado problema de calibrac¸a˜o sensor-actuador ou mais frequentemente
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chamado de problema de calibrac¸a˜o “hand-eye” (traduzido a` letra, “ma˜o-olho”) [Da-
niilidis 1998].
A justificac¸a˜o dada em Shiu and Ahmad [1989] para o uso desta formulac¸a˜o e´ muito
similar aos objectivos do estudo apresentado neste texto na procura de processos de
calibrac¸a˜o automa´ticos; estes processes, pelo menos em teoria, ultrapassam claramente
os processos mais comuns dependentes da geometria do sistema, de acordo com Shiu
visto que “medidas directas sa˜o dif´ıceis de obter, visto que podem existir obsta´culos a
obstruir o percurso de medida, os pontos de interesse podem estar dentro de um so´lido
e ser inating´ıveis, e os sistemas de coordenadas podem diferir grandemente nas suas
orientac¸o˜es. A obstruc¸a˜o do percurso de medida pode inclusivamente ser obstru´ıdo
pela geometria do pro´prio sensor...”.
A maior parte das soluc¸o˜es automa´ticas para este problema teˆm sido de dois
ge´neros:
• Estimac¸a˜o imediata das transformac¸o˜es desconhecidas recorrendo a algoritmos
iterativos na˜o lineares como o apresentado no Apeˆndice D;
• Divisa˜o do processo num me´todo com dois passos, estimando a rotac¸a˜o primeiro
atrave´s de soluc¸o˜es lineares em forma fechada e posteriormente calculando a
translac¸a˜o o´ptima a posteriori usando estes resultados.
As desvantagens do primeiro me´todo sa˜o decorrentes da sua natureza (ver sub-
secc¸a˜o anterior e o Apeˆndice D — um exemplo deste tipo de soluc¸a˜o pode ser encon-
trado em Horaud and Dornaika [1995]; o segundo me´todo tem a desvantagem o´bvia da
propagac¸a˜o do erro do primeiro passo para o segundo passo — um exemplo deste tipo
de soluc¸a˜o, de acordo com Daniilidis [1998], pode ser encontrado em Chou and Kamel
[1991].
Para evitar estas questo˜es, a soluc¸a˜o usada neste texto na˜o e´ baseada em nenhum
deste tipo de me´todos; foi desenvolvida por Konstatinos Daniilidis como apresentado
em Daniilidis [1998] e as suas vantagens comparando com outras soluc¸o˜es sa˜o o´bvias:
e´ um me´todo unificado de mı´nimos quadrados em forma fechada na˜o iterativo, usando
quaternio˜es duais. Este me´todo apresenta mesmo simplificac¸o˜es conseguidas atrave´s
da utilizac¸a˜o criteriosa das u´teis propriedades da noc¸a˜o cinema´tica de movimento heli-
coidal (movimento em rosca, ou em ingleˆs “screw”). Para uma compreensa˜o completa
deste processo, descrito no texto subsequente, recomenda-se a consulta preliminar do
Apeˆndice C, no qual sa˜o apresentados os fundamentos anal´ıticos e geome´tricos usados
por este me´todo, incluindo alguns teoremas e corola´rios essenciais.
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A equac¸a˜o (2.52) pode ser formulada de forma alternativa, usando o Teorema C.3.1
e o Corola´rio C.3.4, em notac¸a˜o de quaternio˜es duais como
˘˚a ∗ ˘˚q = ˘˚q ∗ ˘˚b (2.55)
onde ˘˚a, ˘˚q e
˘˚
b sa˜o os quaternio˜es duais unita´rios correspondendo a`s transformac¸o˜es
r´ıgidas dadas por A, X e B, respectivamente. Esta e´ a formulac¸a˜o mais compacta da
relac¸a˜o “hand-eye”, visto que os coeficientes de um quaternia˜o dual sa˜o 8, ao inve´s dos
12 das matrizes de transformac¸a˜o homoge´neas da equac¸a˜o (2.52).
Esta equac¸a˜o pode ser manipulada usando o Corola´rio C.3.3 na pa´gina 160 de
forma a obter
˘˚a = ˘˚q ∗ ˘˚b ∗ ˘˚q∗ (2.56)
Daniilidis, e antes dele Chen em Chen [1991], introduziram e provaram o chamado
Teorema de Congrueˆncia do Movimento Helicoidal. Este teorema e a sua demonstrac¸a˜o
como apresentada por Daniilidis, em notac¸a˜o de quaternio˜es duais, sera´ apresentada
de seguida.
Teorema 2.3.1. O aˆngulo e o passo de um movimento helicoidal manteˆm-se invari-
antes sob uma transformac¸a˜o de coordenadas.
Demonstrac¸a˜o. Facilmente se prova, usando as propriedades dos nu´meros duais sumari-
adas no Apeˆndice C, que a parte escalar de um quaternia˜o dual ˘˚a e´ dada por (˘˚a+˘˚a∗)/2,
e portanto, usando as propriedades dos quartenio˜es duais e a equac¸a˜o (2.56), obte´m-se
Sc(˘˚a) =
˘˚a+ ˘˚a∗
2
=
˘˚q ∗ ˘˚b ∗ ˘˚q∗ + ˘˚q ∗ ˘˚b∗ ∗ ˘˚q∗
2
=
˘˚q ∗ (˘˚b+ ˘˚b∗) ∗ ˘˚q∗
2
= ˘˚q ∗ Sc(˘˚b) ∗ ˘˚q∗ = Sc(˘˚b) ∗ ˘˚q ∗ ˘˚q∗
= Sc(
˘˚
b)
O Teorema C.3.1 implica que um quaternia˜o dual gene´rico correspondendo a uma
transformac¸a˜o r´ıgida e´ dado por
˘˚q =
[
cos
(
θ+εd
2
)
sin
(
θ+εd
2
)
(˚l+ εm˚)
]
e, portanto, a combinac¸a˜o de ambos os resultados resulta em
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cos
(
θa + εda
2
)
= cos
(
θb + εdb
2
)
o que, devido ao Corola´rio C.2.2, e´ equivalente a
cos
(
θa
2
)
= cos
(
θb
2
)
da sin
(
θa
2
)
= db sin
(
θb
2
)
que, por sua vez, implica que θa = θb e da = db.
Deste importante teorema resulta que a equac¸a˜o (2.56) pode ser reduzida, se e so´
se θa,b 6= 0 e θa,b 6= 2pi, a [Daniilidis 1998]
[
0
−˘→a
]
= ˘˚q ∗

 0−˘→
b

 ∗ ˘˚q∗ (2.57)
Desta equac¸a˜o, e aplicando a definic¸a˜o de multiplicac¸a˜o de quaternio˜es
(equac¸a˜o (C.9)) e a definic¸a˜o de multiplicac¸a˜o de nu´meros duais (equac¸a˜o (C.20c)),
podem derivar-se os resultados seguintes para a parte real e para a parte dual de
˘˚a [Daniilidis 1998]
a˚ = q˚ ∗ b˚ ∗ q˚∗
a˚′ = q˚ ∗ b˚ ∗ q˚′∗ + q˚ ∗ b˚′ ∗ q˚∗ + q˚′ ∗ b˚ ∗ q˚∗
Aplicando a segunda condic¸a˜o para norma unita´ria do Teorema C.3.1, estas
equac¸o˜es tornam-se [Daniilidis 1998]
a˚ ∗ q˚ = q˚ ∗ b˚
a˚′ ∗ q˚ = −a˚ ∗ q˚′ + q˚ ∗ b˚′ + q˚′ ∗ b˚
Finalmente, todos os termos dos lados direitos podem ser transportados para as
partes esquerdas respectivas, resultando nas equac¸o˜es homoge´neas seguintes [Daniilidis
1998]
a˚ ∗ q˚− q˚ ∗ b˚ = 0 (2.58a)
(˚a′ ∗ q˚− q˚ ∗ b˚′) + (˚a ∗ q˚′ − q˚′ ∗ b˚) = 0 (2.58b)
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Tendo em conta que as partes escalares de cada uma das equac¸o˜es acima e´ redun-
dante devido a (2.57), temos um total de 6 equac¸o˜es homoge´neas com 8 inco´gnitas
que, aplicando a definic¸a˜o e as propriedades da multiplicac¸a˜o de quaternio˜es, podem
ser escritas em formato matricial como apresentado de seguida [Daniilidis 1998]
[ −→a −−→b [−→a +−→b ]× 03×1 03×3
−→a ′ −−→b ′ [−→a ′ +−→b ′]× −→a −−→b [−→a +−→b ]×
][
q˚
q˚′
]
= 0 (2.59)
A matriz 6 × 8 vai ser denotada como S; o vector de inco´gnitas tem obviamente
8 dimenso˜es. Denota-se como [a]× a matriz anti-sime´trica correspondendo ao produto
vectorial com a = [a1 a2 a3]
T [Hartley and Zisserman 2000, Daniilidis 1998]:
[a]× =


0 −a3 a2
a3 0 −a1
−a2 a1 0

 (2.60)
A matrix [a]× e´ singular e a e´ o seu vector nulo (direito ou esquerdo). Logo, e´
definida a menos de um factor de escala [Hartley and Zisserman 2000].
Adicionalmente ao sistema de equac¸o˜es em (2.59), as restric¸o˜es resultando da de-
finic¸a˜o de quaternia˜o dual unita´rio aplicam-se a ˘˚q, e portanto
q˚ ∗ q˚∗ = q˚ · q˚ = 1 (2.61a)
q˚ ∗ q˚′∗ + q˚′ ∗ q˚∗ = q˚ · q˚′ = 0 (2.61b)
Infelizmente, apesar de parecer ter-se 8 equac¸o˜es para 8 inco´gnitas, os vectores
da parte real −→a e −→b sa˜o vectores unita´rios e os vectores da parte dual −→a ′ e −→b ′ sa˜o
perpendiculares aos vectores correspondentes da parte real — logo, 2 das equac¸o˜es sa˜o
de facto redundantes. Geometricamente isto e´ compreens´ıvel, visto que pelo menos
duas rectas sa˜o necessa´rias para se poder estimar movimento 3D a partir das suas
correspondeˆncias [Daniilidis 1998].
Portanto pelo menos dois movimentos sa˜o necessa´rios para conseguir dois eixos
centrais das trajecto´rias helicoidais correspondentes, e cada uma destas trajecto´rias,
como se pode inferir do que foi dito ate´ aqui, teˆm de estar associadas a aˆngulos de
rotac¸a˜o que impliquem que os seus eixos na˜o sejam paralelos [Daniilidis 1998].
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Finalmente, os passos necessa´rios para o executar o me´todo em forma fechada
de mı´nimos quadrados para estimar o quaternia˜o unita´rio dual ˘˚q que representa a
transformac¸a˜o X desconhecida podem ser descritos como se segue:
1. Dados n ≥ 2 movimentos com eixos de rotac¸a˜o na˜o paralelos, calcular ˘˚a e ˘˚b
de leituras da caˆmara e do sensor de pose e verificar se as suas partes escalares
sa˜o aproximadamente iguais — menores n´ıveis de ru´ıdo tendera˜o a transformar
a aproximac¸a˜o destes valores numa igualdade; em seguida, extrair as direcc¸o˜es
e momentos dos eixos das trajecto´rias helicoidais de forma a construir a matriz
6n× 8
T =


S1
S2
· · ·
Sn

 (2.62)
Visto que no caso de auseˆncia de ru´ıdo estas equac¸o˜es surgem de restric¸o˜es na-
turais, o espac¸o-nulo conte´m pelo menos a soluc¸a˜o na˜o-trivial desejada (q˚, q˚′).
Pore´m, existe ainda uma soluc¸a˜o ortogonal adicional: (04×1, q˚). Logo, no caso
de auseˆncia de ru´ıdo, T tem, no ma´ximo, caracter´ıstica 6 [Daniilidis 1998].
2. Calcular a SVD de T. Visto que a presenc¸a de ru´ıdo e´ quase certa, existira˜o
dois valores singulares tendentes para — mas na˜o iguais a — zero. Logo, tendo
T teoricamente caracter´ıstica 6, a combinac¸a˜o linear dos dois vectores singulares
direitos correspondentes v7 e v8
[
q˚
q˚′
]
= λ1v7 + λ2v8
= λ1
[
x1
y1
]
+ λ2
[
x2
y2
]
(2.63)
sera´ a soluc¸a˜o para o problema no sentido dos mı´nimos quadrados9 (consulte-
se o Apeˆndice E.2). Determinem-se, portanto, estes dois vectores a partir da
computac¸a˜o da SVD.
9Os vectores x1 e y1, e x2 e y2 sa˜o obviamente os vectores coluna de dimensa˜o 4 que compo˜em v7
e v8, respectivamente.
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3. As duas restric¸o˜es necessa´rias para a computac¸a˜o dos coeficientes λ1 e λ2 sa˜o
obtidos atrave´s da aplicac¸a˜o das equac¸o˜es (2.61) a` equac¸a˜o (2.63) resultando nas
duas equac¸o˜es quadra´ticas seguintes [Daniilidis 1998]
λ21x
T
1 x1 + 2λ1λ2x
T
1 x2 + λ
2
2x
T
2 x2 = 1 (2.64a)
λ21x
T
1 y1 + λ1λ2(x
T
1 y2 + x
T
2 y1) + λ
2
2x
T
2 y2 = 0 (2.64b)
Obviamente λ1 e λ2 nunca se anulam e portanto x
T
1 x1 6= 0 e´ assumido de forma
a que λ2 6= 0. Introduzindo s = λ1/λ2, calcular 2 soluc¸o˜es para s usando as
equac¸o˜es (2.64).
4. Substituindo λ1 = sλ2 na equac¸a˜o (2.64a) resulta em
λ22(s
2xT1 x1 + 2sx
T
1 x2 + x
T
2 x2) = 1 (2.65)
Um dos valores para s produz o menor valor para o trino´mio s2xT1 x1 +2sx
T
1 x2 +
xT2 x2 e portanto corresponde a` soluc¸a˜o ortogonal (04×1, q˚) (a raza˜o para isto e´
explicada em Daniilidis [1998]). Logo, o valor para s que maximiza o trino´mio
deve ser usado para calcular λ2 da equac¸a˜o (2.65) e depois para calcular λ1 = sλ2,
para se obter a soluc¸a˜o desejada (˚q, q˚′).
5. Finalmente, v7, v8, λ1 e λ2 podem ser utilizados conjuntamente na equac¸a˜o (2.63)
de forma a calcular as soluc¸o˜es real e dual para a estimativa requerida do qua-
ternia˜o unita´rio dual ˘˚q.
2.4 Resultados da simulac¸a˜o sobre a calibrac¸a˜o do
sistema de medic¸a˜o de “pose”
Uma comparac¸a˜o estat´ıstica extensiva foi empreendida entre os dois me´todos pro-
postos para a calibrac¸a˜o do sensor de “pose”. Este estudo foi realizado usando o
MATLAB R12.1, recorrendo a`s func¸o˜es de origem svd e lsqnonlin10, correndo num
PC equipado com um processador AMD AthlonTM XP 2500+ (1.83MHz), 512MBytes
de RAM e Windows XP Professional.
Antes de apresentar os resultados, algumas considerac¸o˜es respeitando os procedi-
mentos desta simulac¸a˜o sera˜o apresentadas.
10Usando o algoritmo de Levenberg-Marquardt — veja-se o Apeˆndice D.
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2.4.1 Inserc¸a˜o de ru´ıdo
Visto que o processo de simulac¸a˜o tem como intenc¸a˜o estudar o erro de resposta
do sistema face a` presenc¸a de ru´ıdo nas leituras simuladas, algum cuidado e´ necessa´rio
na definic¸a˜o das condic¸o˜es em que o ru´ıdo e´ inserido nessas leituras.
Como explicado anteriormente, as leituras do sensor de “pose” e a estimac¸a˜o dos
paraˆmetros extr´ınsecos da caˆmara resultam em duas matrizes de leituras, TTR e
WTC ,
respectivamente. Sendo que em condic¸o˜es realistas estas leituras sa˜o corrompidas por
ru´ıdo, este facto precisa de ser levado em conta no processo de simulac¸a˜o.
Seja ν = 1
SNR
∈ (0, 1) o rec´ıproco do valor estabelecido para o paraˆmetro
raza˜o sinal-ru´ıdo. Como metodologia generalizada, adiciona-se ru´ıdo aos vectores de
translac¸a˜o definindo
−˜→
t =
−→
t + ν‖−→t ‖n, n =


n1 ≡ rand∩N (0, 1)
n2 ≡ rand∩N (0, 1)
n3 ≡ rand∩N (0, 1)

 (2.66)
e aos aˆngulos de Euler de rotac¸a˜o definindo
θ˜ = θ + νθw,


w ≡ rand∩N (0, 1)
θ =


α
β
γ

 (2.67)
onde rand∩N (0, 1) denota um nu´mero aleato´rio simulando ru´ıdo gaussiano branco
com µ = 0, σ = 1.
Usando estas definic¸o˜es, o ru´ıdo e´ adicionado directamente a TTR — a matriz
resultante e´ denotada por T T˜R.
Por outro lado, os paraˆmetros extr´ınsecos resultando da calibrac¸a˜o da caˆmara cor-
rompidos por ru´ıdo sa˜o muito mais dif´ıceis de descrever atrave´s de um modelo concreto;
muitos autores argumentam inclusivamente que estes sa˜o mesmo muito mais sens´ıveis
ao ru´ıdo. Para simular esta sensibilidade acrescida, foi adicionado ru´ıdo simultanea-
mente a WTT e a
RTC , obtendo-se
W T˜T e
RT˜C , respectivamente, e calculada a matriz
final atrave´s da reformulac¸a˜o da equac¸a˜o (2.50) como
W T˜C =
W T˜T .
TTR.
RT˜C (2.68)
redobrando portanto desta forma os efeitos do ru´ıdo.
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2.4.2 Me´trica para o erro
Primeiramente, reafirme-se que o principal interesse por tra´s da calibrac¸a˜o do sen-
sor de “pose” e´ estabelecer um modo de relacionar as suas leituras, isto e´, a matriz
TTR, com a transformac¸a˜o
WTC que permite a integrac¸a˜o de diferentes varrimentos do
scanner num WCS comum, {W}. Com isto em mente, apo´s adicionar ru´ıdo e efectuar
as simulac¸o˜es, algum tipo de me´trica para o erro que relacione o valor exacto WTC com
a estimativa para esta transformac¸a˜o, denotada por W TˆC , e´ necessa´ria para proceder-se
a` comparac¸a˜o entre procedimentos de calibrac¸a˜o.
Para a componente de translac¸a˜o da matriz de transformac¸a˜o de integrac¸a˜o tridi-
mensional WTC , decidiu-se usar o erro absoluto em R3, etrans =
∥∥∥∥W −ˆ→t C −W −→t C
∥∥∥∥, dado
que este tambe´m da´ uma noc¸a˜o intuitiva da distaˆncia entre a posic¸a˜o esperada e a
posic¸a˜o estimada para o sistema de coordenadas.
Quanto a` orientac¸a˜o, na˜o esta´ definida qualquer medida cano´nica [Andreff et al.
2000]. Apesar deste facto, para cumprir o objectivo de procura de uma me´trica intuitiva
para o erro, foi decidido usar-se a definic¸a˜o apresentada abaixo.
Considere-se a igualdade que se segue:
q˚ = e˚ ∗ ˆ˚q, e˚ =
[
cos
(
θe
2
)
sin
(
θe
2
)
wˆe
]
(2.69)
Se q˚ representa o quaternia˜o unita´rio correspondendo a` componente de rotac¸a˜o
WRC e ˆ˚q for o quaternia˜o unita´rio correspondendo a` estimativa respectiva
W RˆC ,
enta˜o e˚ representa o quaternia˜o unita´rio correspondendo a` rotac¸a˜o definida pelo par
aˆngulo/eixo (θe, wˆe) que transforma a rotac¸a˜o estimada no valor exacto. Isto significa
que erot = |θe| pode ser usado como uma me´trica de erro para a rotac¸a˜o.
2.4.3 Primeiro conjunto de simulac¸o˜es — resultados para sen-
sibilidade ao ru´ıdo em rotac¸a˜o e translac¸a˜o
Os desempenhos de ambos os me´todos foram comparados em termos de sensibi-
lidade ao ru´ıdo para 10 n´ıveis diferentes de raza˜o sinal-ru´ıdo (ν variando de 1% a
10%), com o ru´ıdo adicionado primeiro apenas aos aˆngulos de rotac¸a˜o, como definido
na equac¸a˜o (2.67), e depois apenas aos componentes de translac¸a˜o, como definido na
equac¸a˜o (2.66).
Para este efeito, foram efectuados 500 ensaios com 20 “poses” simuladas (ou seja,
19 movimentos simulados) para cada um dos 10 n´ıveis em ambas as simulac¸o˜es corres-
pondendo a cada me´todo.
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Em cada um dos ensaios, as condic¸o˜es necessa´rias para a calibrac¸a˜o foram simuladas
atrave´s da gerac¸a˜o de valores aleato´rios para os aˆngulos de rotac¸a˜o, variando de 0 o
a 360 o, e para os componentes de translac¸a˜o, indo de -500mm a 500mm, para as
transformac¸o˜es a estimar, WTT e
RTC .
Adicionalmente, nas simulac¸o˜es para a formulac¸a˜o esta´tica, foram usados aˆngulos
e componentes de translac¸a˜o aleato´rios tomados da mesma forma para gerar valores
iniciais para as estimativas.
Ale´m disto, os movimentos entre cada “pose” foram simulados atrave´s da gerac¸a˜o
de valores aleato´rios para os aˆngulos de rotac¸a˜o, variando de -90 o a 90 o, e para os
componentes de translac¸a˜o, indo de -500mm a 500mm, para TTR correspondentes
a cada instante amostrado. Isto simula movimentos do scanner executados dentro
de um volume cu´bico de1m3 centrado em {T}. Enta˜o, WTC e´ calculado usando a
equac¸a˜o (2.50). Finalmente para cada instante e´ adicionado ru´ıdo para simular os
valores para T T˜R e
W T˜C resultantes das leituras, usando as equac¸o˜es (2.67), (2.66)
e (2.68) conforme o necessa´rio.
Foi constatado que a formulac¸a˜o de movimento relativo nem sempre e´ esta´vel —
inclusivamente, a resoluc¸a˜o das equac¸o˜es (2.64) levou por vezes na˜o so´ a` obtenc¸a˜o de
erros de estimac¸a˜o elevados como a valores complexos para as soluc¸o˜es para s = λ1/λ2.
Isto significa que, nestes casos, a formulac¸a˜o de movimento relativo chegou mesmo
a divergir. Logo, para ultrapassar este problema, cada ensaio foi repetido para am-
bas formulac¸o˜es com novos valores aleato´rios ate´ se atingir a convergeˆncia; todas as
divergeˆncias e repetic¸o˜es respectivas foram contabilizadas e foram incorporadas nos re-
sultados para o me´todo do movimento relativo, tanto para este conjunto de simulac¸o˜es
como para os conjuntos de simulac¸o˜es seguintes.
Os resultados para este primeiro conjunto de simulac¸o˜es esta˜o apresentados nas
figuras 2.18 e 2.19. Neste conjunto em particular, a formulac¸a˜o de movimento relativo
divergiu apenas quando se procedeu a` adic¸a˜o de ru´ıdo aos aˆngulos de rotac¸a˜o (ver
a figura 2.23(a) na pa´gina 102); em contrapartida, esta formulac¸a˜o convergiu sempre
quando o ru´ıdo era adicionado apenas a` translac¸a˜o.
2.4.4 Segundo conjunto de simulac¸o˜es — resultados para sen-
sibilidade ao ru´ıdo com nu´mero varia´vel de varrimen-
tos/movimentos simulados
Os desempenhos de ambos os me´todos foram comparados em termos de sensibi-
lidade ao ru´ıdo simultaneamente presente nos paraˆmetros de rotac¸a˜o e de translac¸a˜o
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Figura 2.18: Comparac¸a˜o da sensibilidade ao ru´ıdo presente apenas em rotac¸o˜es para 20
“poses” simuladas (ou seja, 19 movimentos simulados). Os movimentos entre “poses” foram
simulados atrave´s da gerac¸a˜o de valores aleato´rios para os aˆngulos de rotac¸a˜o, variando entre
-90 o e 90 o, e para os componentes de translac¸a˜o, indo de -500mm a 500mm, para TTR para
cada “pose”.
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Figura 2.19: Comparac¸a˜o da sensibilidade ao ru´ıdo presente apenas em translac¸o˜es para 20
“poses” simuladas (ou seja, 19 movimentos simulados). Os movimentos entre “poses” foram
simulados atrave´s da gerac¸a˜o de valores aleato´rios para os aˆngulos de rotac¸a˜o, variando entre
-90 o e 90 o, e para os componentes de translac¸a˜o, indo de -500mm a 500mm, para TTR para
cada “pose”.
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(fixando ν = 10% para ambos desta vez), para 5 nu´meros diferentes de “poses” simu-
ladas, variando entre 10 e 30 em intervalos regulares.
Para este efeito, foram realizados 500 ensaios, mais uma vez, para cada uma das
simulac¸o˜es. Em cada um destes ensaios, as condic¸o˜es necessa´rias para a calibrac¸a˜o
foram reunidas como no conjunto de simulac¸o˜es anterior.
Os resultados para este segundo conjunto de simulac¸o˜es esta˜o apresentados na fi-
gura 2.20, incluindo uma comparac¸a˜o em termos de tempo dispendido. Os resultados
para o nu´mero de divergeˆncias para a formulac¸a˜o em movimento relativo esta˜o apre-
sentados na figura 2.23(b) na pa´gina 102.
2.4.5 Terceiro conjunto de simulac¸o˜es — resultados para sen-
sibilidade ao ru´ıdo com rotac¸o˜es de aˆngulos com ampli-
tude varia´vel e translac¸o˜es com comprimento varia´vel
Os desempenhos de ambos os me´todos foram comparados em termos de sensibili-
dade ao ru´ıdo em rotac¸a˜o e translac¸a˜o (de novo ν = 10% para ambas), para 20 “poses”
simuladas.
Primeiramente, a simulac¸a˜o foi realizada com os movimentos tendo rotac¸o˜es Rm
referidas ao sistema de coordenadas local do receptor do sensor de “pose” com eixos
orientados aleatoriamente e 19 amplitudes de aˆngulo Φ diferentes, indo de 0 a 180 o
em intervalos regulares. A orientac¸a˜o para as leituras do sensor de “pose” sa˜o dadas
portanto por
TRR(n+ 1) = Rm(Φ(n))
TRR(n), n = 1..19 (2.70)
com n representando o nu´mero do instante de uma determinada “pose”.
As translac¸o˜es foram simuladas como anteriormente, de modo a ter de novo movi-
mentos dentro de um volume cu´bico de 1m3 centrado em {T}.
Seguidamente, outra simulac¸a˜o foi realizada para ambos os me´todos de calibrac¸a˜o,
mas desta vez para movimentos simulados com rotac¸o˜es Rm com aˆngulos de amplitude
fixa (90 o) e eixo orientado aleatoriamente. Mais uma vez, os efeitos destas rotac¸o˜es
sa˜o calculados usando a equac¸a˜o (2.70). Nesta circunstaˆncia, 11 vectores de translac¸a˜o
diferentes
−→
t m com direcc¸o˜es e normas l varia´veis, indo de 0 a 100mm em intervalos
regulares, foram usados, de novo referidos ao sistema de coordenadas local do receptor
do sensor de “pose”. Os efeitos destas translac¸o˜es sa˜o dadas por
T−→
t
R
(n+ 1) = Rm(Φ(n))
T−→
t
R
(n) +
−→
t m(l(n)), n = 1..19 (2.71)
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Figura 2.20: Comparac¸a˜o da sensibilidade ao ru´ıdo (ν = 10% tanto para rotac¸o˜es como
para translac¸o˜es) para nu´mero varia´vel de “poses”/movimentos simuladas/os. Os movimentos
entre “poses” foram simulados atrave´s da gerac¸a˜o de valores aleato´rios para os aˆngulos de
rotac¸a˜o, variando entre -90 o e 90 o, e para os componentes de translac¸a˜o, indo de -500mm a
500mm, para TTR para cada “pose”.
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Para este efeito, para cada uma destas simulac¸o˜es, mais uma vez foram realizados
500 ensaios. Para tudo o que na˜o tenha sido explicado nos para´grafos anteriores, em
cada um destes ensaios as condic¸o˜es necessa´rias para a simulac¸a˜o da calibrac¸a˜o foram
criadas como nos conjuntos de simulac¸o˜es antecedentes.
Os resultados para este terceiro conjunto de simulac¸o˜es esta˜o apresentados nas
figuras 2.21 e 2.22. Os resultados para o nu´mero de divergeˆncias para a formulac¸a˜o de
movimento relativo esta˜o apresentados nas figuras 2.23(c) e 2.23(d) na pa´gina 102.
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Figura 2.21: Comparac¸a˜o da sensibilidade ao ru´ıdo face a variac¸o˜es na amplitude dos
aˆngulos de rotac¸a˜o para 20 “poses” simuladas (ou seja, 19 movimentos simulados). Movi-
mentos entre “poses” foram simulados atrave´s da gerac¸a˜o de valores aleato´rios para o eixo
e 19 diferentes amplitudes para o aˆngulos de cada rotac¸a˜o, variando entre 0 o e 180 o. As
translac¸o˜es foram simuladas de forma a ter movimentos dentro de um volume cu´bico de 1m3,
centrado em {T}.
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Figura 2.22: Comparac¸a˜o da sensibilidade ao ru´ıdo face a variac¸o˜es na norma das
translac¸o˜es para 20 “poses” simuladas (ou seja, 19 movimentos simulados). Movimentos
entre “poses” foram simulados atrave´s da gerac¸a˜o de valores aleato´rios para o eixo de cada
rotac¸a˜o, com aˆngulo respectivo de amplitude fixa (-90 o), e 11 vectores de translac¸a˜o com
direcc¸a˜o aleato´ria e normas variantes, indo de 0 a 100mm, sendo todos estes valores referidos
ao sistema de coordenadas local do receptor do sensor de “pose”.
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Figura 2.23: Nu´mero de divergeˆncias usando a formulac¸a˜o de movimento relativo para os
diversos conjuntos de simulac¸o˜es. As condic¸o˜es de simulac¸a˜o de movimento sa˜o como as
descritas nas figuras 2.18, 2.20, 2.21 e 2.22, respectivamente.
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2.5 Calibrac¸a˜o do proto´tipo laboratorial
De seguida, sera˜o apresentados os procedimentos de calibrac¸a˜o na sua vertente
pra´tica e os resultados da sua aplicac¸a˜o na calibrac¸a˜o do proto´tipo criado em laborato´rio
descrito no Apeˆndice B.
2.5.1 Descric¸a˜o dos procedimentos de calibrac¸a˜o
No texto que se segue, sera˜o apresentados os pormenores pra´ticos dos procedi-
mentos de calibrac¸a˜o do sistema Tele-3D, nomeadamente no que respeita aos passos a
seguir e ao processamento de imagem envolvido.
Calibrac¸a˜o da caˆmara e do sensor de pose
Para todo o processo de calibrac¸a˜o foi utilizado o pacote de software em Visual
C++ Tele-3D Grabber para a captura das imagens requeridas e das leituras do sensor
de “pose”. Como ja´ foi referido, foi usado o software de calibrac¸a˜o de caˆmaras do Intel
OpenCV para a calibrac¸a˜o da caˆmara a partir das imagens capturadas — veja-se a
figura 2.24 na pa´gina seguinte.
Para a calibrac¸a˜o do sensor de “pose” foi produzido software em MATLAB usando
a formulac¸a˜o esta´tica descrita anteriormente.
Os passos para a calibrac¸a˜o em laborato´rio destes dois componentes do sistema
pode resumir-se aos seguintes passos:
1. capturar imagens do padra˜o em xadrez em diferentes “poses” e respectivas leitu-
ras do sensor;
2. calibrar a caˆmara usando o software OpenCV;
3. calibrar o sensor de “pose” usando os resultados da calibrac¸a˜o da caˆmara em
termos de paraˆmetros extr´ınsecos e as leituras do sensor obtidas no ponto 1.
Calibrac¸a˜o do laser
A calibrac¸a˜o do plano de luz projectado do laser foi originalmente pensada para ser
feita com as mesmas imagens (entretanto corrigidas em termos de distorc¸a˜o) e dados
recolhidos na calibrac¸a˜o da caˆmara e sensor de “pose”, deixando o projector ligado ao
longo das capturas de imagem, como tinha sido apresentado na figura 2.14 na pa´gina 78
e e´ mostrado na pra´tica na figura 2.25 na pa´gina 105.
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(a) Imagem da detecc¸a˜o de cantos do padra˜o em xadrez.
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(b) Figura mostrando o sistema
de coordenadas privado da caˆmara
para va´rias “poses” apresentadas
relativamente ao plano de cali-
brac¸a˜o.
Figura 2.24: Imagens exemplo de capturas efectuadas com o Tele-3D Grabber sendo usadas
na calibrac¸a˜o da caˆmara atrave´s do software do OpenCV.
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Figura 2.25: Imagem tirada durante tentativa de calibrac¸a˜o simultaˆnea da caˆmara, do
sensor de “pose” e do projector laser, mostrada durante o processo de calibrac¸a˜o da caˆmara.
Veja-se o erro cometido pelo algoritmo de detecc¸a˜o dos cantos do padra˜o em xadrez nas zonas
atravessadas pelo perfil laser.
Como se pode ver pela figura 2.25, pore´m, o projector laser estar ligado durante
esta operac¸a˜o diminui drasticamente a qualidade da calibrac¸a˜o da caˆmara11 e, conse-
quentemente, do sensor de “pose” e do pro´prio projector laser, visto que os paraˆmetros
extr´ınsecos estimados entretanto para cada imagem estariam por si so´ bastante afec-
tados por este erro acrescido na calibrac¸a˜o da caˆmara! Como desvantagem adicional,
pode-se referir a maior dificuldade no processamento da imagem na segmentac¸a˜o do
perfil laser, visto que este processo impossibilita o uso do filtro de interfereˆncia.
Por estas razo˜es, foi decidido separar na pra´tica a calibrac¸a˜o do laser do resto
dos procedimentos de calibrac¸a˜o — desta forma, o primeiro passo de calibrac¸a˜o seria
recolher dados iniciais para calibrar a caˆmara e o sensor de “pose” e, posteriormente,
recolher dados adicionais usando o filtro para a calibrac¸a˜o do laser.
Para este u´ltimo processo, existiriam duas alternativas para o calibrador:
• Tirar-se duas imagens por pose, uma com o projector laser ligado e outra desli-
gado, visualizando sempre o padra˜o de calibrac¸a˜o, de forma a poder determinar
os paraˆmetros extr´ınsecos da caˆmara e consequentemente obter para cada pose
11Mais concretamente, uma calibrac¸a˜o que normalmente daria .2 pixel de erro de reprojecc¸a˜o e´
prejudicada de tal forma pela presenc¸a do perfil de luz que passa a dar um erro de reprojecc¸a˜o de
.7 pixel !
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Figura 2.26: Imagem da calibrac¸a˜o do projector laser e do processamento de imagem envol-
vido. A linha a amarelo representa a primeira estimativa para a recta dada pela Transformada
de Hough, os pontos a azul sa˜o os pontos usados para a interpolac¸a˜o linear, a linha a ver-
melho representa a estimativa final para o segmento de recta e as circunfereˆncias a amarelo
salientam os pontos extremos do segmento usados para formar a matriz da equac¸a˜o (2.48).
as transformac¸o˜es CTW requeridas para resolver a equac¸a˜o (2.47), e processar o
perfil laser, separadamente.
• Usar-se as leituras do sensor de “pose” e a sua calibrac¸a˜o pre´via para fornecer
as mesmas transformac¸o˜es CTW . Esta u´ltima alternativa tem a desvantagem
de o erro da calibrac¸a˜o do sensor de “pose” se propagar no erro de calibrac¸a˜o
do projector laser; pore´m, tem duas grandes vantagens — permite um exerc´ıcio
muito mais amplo dos graus de liberdade do “scanner”, visto na˜o ser necessa´rio
manter o padra˜o na imagem, permite o uso do filtro de interfereˆncia durante a
calibrac¸a˜o, e ale´m disso facilita muito a redundaˆncia, visto ser um processo muito
mais automa´tico.
Na figura 2.26, encontra-se apresentada uma imagem de um perfil de laser ja´ seg-
mentado no decurso da calibrac¸a˜o do projector. A segmentac¸a˜o do perfil e´ executada
procedendo aos passos descritos seguidamente:
1. criac¸a˜o de uma ma´scara resultando da binarizac¸a˜o da imagem original atrave´s
da aplicac¸a˜o de um limiar adaptativo [Gonzalez and Woods 2002, Shapiro and
Stockman 2001], usando-a em seguida para isolar os pontos de interesse atrave´s
de uma operac¸a˜o de produto lo´gico;
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Figura 2.27: Transformada de Hough. A` esquerda pode ver-se a representac¸a˜o normal de
uma recta e a` direita a subdivisa˜o do plano ρθ em ce´lulas, formando a tabela de acumulac¸a˜o.
2. estimac¸a˜o da recta de perfil atrave´s do recurso a` Transformada de Hough da
imagem para fornecer uma primeira estimativa livre de outliers, seguida de uma
interpolac¸a˜o linear usando os pontos a uma distaˆncia de 5 pixel dessa primeira
estimativa;
3. determinac¸a˜o dos pontos extremos do segmento de recta para formar a matriz da
equac¸a˜o (2.48).
Veja-se a figura 2.27: a Transformada de Hough estabelece uma transformac¸a˜o
do domı´nio do plano euclidiano XY para o domı´nio discreto do plano ρθ atrave´s do
uso equac¸a˜o normal da recta x cos(θ) + y sin(θ) = ρ. Esta transformac¸a˜o da´-se de tal
forma que Q pontos pertencentes a` recta geram Q curvas sinusoidais intersectando-se
em (ρi, θj) no espac¸o de paraˆmetros; atrave´s da incrementac¸a˜o de θ e resolvendo para
ρ geram-se Q entradas numa tabela de acumulac¸a˜o A(i, j) associadas com a ce´lula de-
terminada por (ρi, θj). A determinac¸a˜o de ce´lulas de interesse na tabela de acumulac¸a˜o
— ma´ximos locais ou globais — permite uma segmentac¸a˜o virtualmente livre de outli-
ers de rectas importantes na imagem (para mais informac¸a˜o sobre a Transformada de
Hough consulte-se [Gonzalez and Woods 2002, Shapiro and Stockman 2001]).
2.5.2 Resultados da calibrac¸a˜o
Foi efectuada uma calibrac¸a˜o do proto´tipo (Apeˆndice B) e chegou-se aos resultados
apresentados em seguida.
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Calibrac¸a˜o da caˆmara
Paraˆmetros: Listagem dos paraˆmetros fixos da caˆmara:
• Paraˆmetros intr´ınsecos, todos medidos em pixel:
fx = 508, 667466138224260
fy = 484, 771697394041610
cx = 350, 071619468620950
cy = 293, 610609020277820
• Factores de distorc¸a˜o radial e tangencial:
k1 = −0, 320572115748301
k2 = 0, 099703917567058
p1 = −0, 009317538174552
p2 = 0, 019130748099614
Listagem de resultados (erro, etc.): Output do calibrador OpenCV:
%-- Focal length uncertainty:
fc_error = [ 4.809369789589532 ; 5.021308770483099 ];
%-- Principal point uncertainty:
cc_error = [ 8.603408250523470 ; 5.332534187183376 ];
%-- Distortion coefficients uncertainty:
kc_error = [ 0.010858513491872 ; 0.010914146381690 ;
0.001280482120130 ; 0.003554243775997 ];
%-- Image size:
nx = 768;
ny = 576;
% Number of calibration images
n_ima = 15;
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Calibrac¸a˜o do sensor de “pose”
Paraˆmetros: Matrizes de transformac¸a˜o (componentes de translac¸a˜o em mil´ımetros):
WTT =


−0, 0786 −0, 9911 0, 1075 116, 2456
0, 0348 −0, 1105 −0, 9933 185, 7426
0, 9963 −0, 0743 0, 0432 −315, 9158
0 0 0 1


RTC =


0, 6887 −0, 1123 −0, 7163 104, 4547
−0, 2452 −0, 9658 −0, 0844 −57, 9762
−0, 6823 0, 2338 −0, 6926 −130, 7045
0 0 0 1


Listagem de resultados (erro, etc.): Output do calibrador Tele-3D:
Mean rotation error (degrees):
MeanError_theta = 2.719212
Mean translation error (mm):
MeanError_t = 12.60196
Calibrac¸a˜o do projector laser
Paraˆmetros: Listagem dos paraˆmetros do plano-luz:
a = −0, 0069103
b = −0, 084969
c = 0, 99636
d = −353, 32
Listagem de resultados (erro, etc.): Output do calibrador Tele-3D:
Mean triangulation error (mm):
Error = 12.6258
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2.6 Concluso˜es
Tentou-se neste cap´ıtulo apresentar uma soluc¸a˜o que se acredita satisfazer os re-
quisitos apresentados na secc¸a˜o introduto´ria, e que ale´m disso permite, devido a` sua
flexibilidade, que o seu grau de automatizac¸a˜o seja apenas dependente da sua realizac¸a˜o
algor´ıtmica. Esta soluc¸a˜o representa a fundac¸a˜o para o funcionamento do scanner Tele-
-3D.
Os modelos e os procedimentos de calibrac¸a˜o, foram validados com sucesso, tanto
durante as simulac¸o˜es, como no decorrer dos testes laboratoriais. Em consequeˆncia
das dificuldades inerentes ao tipo de scanner 3D em estudo neste texto, pore´m, os
resultados laboratoriais apresentados para as calibrac¸o˜es na˜o sa˜o, so´ por si, suficientes
para garantir uma boa digitalizac¸a˜o tridimensional. Esta importante questa˜o, que e´ o
fulcro do estudo apresentado nesta tese, ira´ ser tratada no cap´ıtulo que se segue.
Cap´ıtulo 3
Reconstruc¸a˜o Tridimensional —
Registo e Integrac¸a˜o de Perfis
A primeira questa˜o que surge na reconstruc¸a˜o tridimensional e´ o varrimento da
cena de forma a obter uma reconstruc¸a˜o inicial aproximada. Esta primeira parte da
reconstruc¸a˜o, bastante dependente de metodologias de processamento de imagem, sera´
apresentada na primeira parte do cap´ıtulo. O registo tridimensional e subsequente
integrac¸a˜o dos dados sera˜o tratados seguidamente.
Por fim, os resultados da reconstruc¸a˜o tridimensional a partir dos pontos integrados
(sem ordenac¸a˜o espacial) sera˜o apresentados e as devidas concluso˜es sera˜o tiradas.
Para efectuar os testes laboratoriais apresentados neste cap´ıtulo, foram utilizados
os dois objectos apresentados na figura 3.1 na pa´gina seguinte.
3.1 Varrimento e processamento de uma cena tri-
dimensional
O processamento da cena tridimensional parte da ideia simples de amostrar essa
cena a cada instante atrave´s da captura de uma imagem e uma leitura de “pose” em
n instantes de um varrimento da cena com o scanner ; todos os pontos para cada per-
fil amostrado sa˜o sujeitos a uma integrac¸a˜o inicial aproximada e armazenados numa
estrutura de dados conveniente. O software usado neste trabalho esta´ sumariamente
apresentado no Apeˆndice B.2; nesta secc¸a˜o, descrever-se-a˜o essencialmente os procedi-
mentos de processamento de imagem, essenciais neste esta´gio de reconstruc¸a˜o 3D.
Num instante i, uma imagem (usando o filtro de interfereˆncia e corrigida em termos
de distorc¸a˜o) e a leitura de “pose” correspondente sa˜o capturadas. A imagem passa
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Figura 3.1: Objectos digitalizados pelo sistema Tele-3D — um manequim e uma pequena
esta´tua de Nossa Senhora.
Figura 3.2: Processamento e amostragem do perfil laser durante o varrimento de uma cena.
A` esquerda pode ver-se a vermelho a secc¸a˜o de amostragem para o histograma, apresentado
a` direita. No histograma pode ver-se uma circunfereˆncia a vermelho indicando o seu valor
ma´ximo e um asterisco da mesma cor indicando a estimativa com precisa˜o sub-pixel deter-
minada para o pico do perfil — apesar de pro´ximos, na˜o sa˜o coincidentes. Tambe´m se pode
ver, na imagem a` esquerda, a localizac¸a˜o estimada para o ponto amostrado a partir da de-
terminac¸a˜o deste pico. A recta de amostragem percorrera´ progressivamente o perfil de uma
ponta a outra de modo a amostrar automaticamente todos os pontos que for poss´ıvel.
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enta˜o por va´rios esta´gios de processamento (veja-se a figura 3.2 na pa´gina anterior):
1. binarizac¸a˜o atrave´s da aplicac¸a˜o de um limiar adaptativo (consulte-se Gonzalez
and Woods [2002], Shapiro and Stockman [2001]) para a determinac¸a˜o de uma
ma´scara para separar os pontos de interesse atrave´s da aplicac¸a˜o de um produto
lo´gico na imagem original;
2. determinac¸a˜o do eixo principal da zona de interesse para determinar uma esti-
mativa aproximada da direcc¸a˜o global do perfil;
3. varrimento da imagem atrave´s da func¸a˜o interna do MATLAB improfile, que
produz um histograma bidimensional amostrado da imagem ao longo de uma
recta, na direcc¸a˜o perpendicular a` que foi determinada no passo anterior;
4. determinac¸a˜o para cada histograma do pico do perfil de luz com precisa˜o sub-pixel
considerando-o aproximadamente gaussiano e aplicando o procedimento descrito
em Trucco et al. [1994].
5. para todos os pontos do perfil amostrados no ponto anterior, aplicac¸a˜o da equac¸a˜o
de triangulac¸a˜o (2.14) para determinar os pontos no mundo tridimensional.
Podem ver-se as estimativas inicias para a integrac¸a˜o tridimensional dos objectos
conseguida desta forma representadas na figura 3.3 na pa´gina seguinte. No ca´lculo das
triangulac¸o˜es escolheu-se, por convenieˆncia de versatilidade, o sistema de coordenadas
associado ao emissor do sensor de “pose” como coincidente com o WCS (ou seja,
WTT = I4×4, com I representando a matriz identidade 4× 4).
3.2 Registo e integrac¸a˜o tridimensional de perfis de
luz
Va´rios problemas foram identificados na secc¸a˜o introduto´ria desta dissertac¸a˜o para
o registo e integrac¸a˜o tridimensionais. As soluc¸o˜es concebidas ao longo deste trabalho
no contexto da reconstruc¸a˜o tridimensional recorrendo ao uso de um scanner handheld
sera˜o apresentados de seguida.
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Figura 3.3: Estimativas inicias para a integrac¸a˜o tridimensional. Podem ver-se: na origem,
a vermelho e etiquetado com {T} o WCS, fixo para todos os instantes, e os perfis associados
em va´rios grupos (denominados de “clusters”) de cores diversas, conforme a orientac¸a˜o do
plano de luz correspondente. Note-se tambe´m o erro presente na orientac¸a˜o dos perfis.
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3.2.1 Uma visa˜o global sobre registo de perfis — corres-
pondeˆncia entre perfis e correspondeˆncia entre pontos
Uma das diferenc¸as principais no processo de registo entre scanners 3D normais e
scanners handheld e´ que, quando realizado para os primeiros, conjuntos de amostras
de va´rios perfis tirados de cada ponto de vista podem ser formados como estando lo-
calmente registados dentro desse conjunto. Isto significa que na realidade e´ poss´ıvel
assumir que sub-conjuntos da superf´ıcie no seu todo foram amostrados em cada ponto
de vista e que, como tal, a integrac¸a˜o pode ser conseguida atrave´s do registo de va´rias
superf´ıcies sobrepostas obtidas atrave´s de interpolac¸a˜o, usando os pontos de con-
trolo fornecidos pelos perfis amostrados. Esta e´ a base da maior parte da investigac¸a˜o
em registo 3D (consulte-se Chen and Medioni [1992], Rusinkiewicz and Levoy [2001]).
Em contrapartida, existem duas grandes dificuldades respeitando o processo de
registo tridimensional que implicam uma grande perda de redundaˆncia u´til quando se
considera o handheld 3D scanning :
1. Nunca mais que um perfil sera´ amostrado de um mesmo ponto de vista, logo
nenhum perfil pode ser considerado registado de antema˜o com qualquer outro
perfil;
2. Cada perfil pode apenas ser registado com perfis que o intersectem dentro dos
limites da superf´ıcie vis´ıvel do objecto da cena a ser amostrada [He´bert and Rioux
1998].
Isto significa que e´ apenas poss´ıvel registar perfis intersectantes em oposic¸a˜o a
retalhos de superf´ıcie sobrepostos e que o espac¸o de caracter´ısticas de caracter´ısticas e´
obviamente composto dos pontos de intersecc¸a˜o desses perfis.
Assuma-se por agora que a segunda questa˜o levantada acima foi resolvida de forma
a que foram determinadas as correspondeˆncias entre os perfis intersectantes. Nesse caso,
uma soluc¸a˜o preliminar para o problema de registo 3D para um perfil em particular com
o seu conjunto de perfis intersectantes, na linha de algoritmos bem conhecidos como
o ICP (Iterative Closest Point), poderia ser dada pela equac¸a˜o seguinte (cf. Chen and
Medioni [1992], He´bert and Rioux [1998])
e =
N∑
i=1
∥∥∥WTCnPni − WTCiP′′in
∥∥∥2,
P′′in = P|min
P∈pi
∥∥∥WTCnPni − WTCiP
∥∥∥ (3.1)
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onde e e´ a func¸a˜o objectivo a ser minimizada no sentido dos mı´nimos quadrados. Esta
func¸a˜o representa a soma dos quadrados das distaˆncias euclidianas entre elementos de
cada par, ı´ndice i, dos pontos de intersecc¸a˜o correspondentes. Estes pares consistem
nos pontos de intersecc¸a˜o Pni, tirados do perfil pn considerado a partir do ponto de
vista n, para o qual a transformac¸a˜o WT
Cn
tera´ de ser estimada para atingir o re-
gisto, e nos pontos P′′in dos perfis intersectantes pi considerados no ponto de vista i
(emparelhados com as transformac¸o˜es WT
Ci
, assumidas como dadas), tomados como
correspondentes atrave´s de emparelhamento baseado na determinac¸a˜o das distaˆncias
euclidianas mı´nimas.
Apesar de, como se poderia suspeitar atrave´s da ana´lise da equac¸a˜o (3.1), o registo
local de um perfil com o conjunto dos seus perfis intersectantes levar a uma soluc¸a˜o
possivelmente linear, para se conseguir um registo global de todos os perfis uns com os
outros na˜o existe outra opc¸a˜o que na˜o seja uma soluc¸a˜o iterativa [He´bert and Rioux
1998]. Poder-se-a´, todavia, escolher entre usar uma func¸a˜o objectivo generalizada a
minimizar e efectuar optimizac¸a˜o global ou executar optimizac¸a˜o local ate´ que algum
limiar requerido seja atingido.
Esta escolha esta´, pore´m, limitada pela soluc¸a˜o do registo local, e a equac¸a˜o (3.1)
podera´ na˜o ser a mais indicada, visto que as particularidades da geometria de gerac¸a˜o
de perfis na˜o esta´ a ser levada em conta.
Alguns estudos foram conduzidos por He´bert e Rioux, documentados em He´bert
and Rioux [1998], que tentam solucionar o problema de registo local atrave´s do apro-
veitamento da geometria de gerac¸a˜o de perfis indirectamente atrave´s do uso das pro-
priedades do plano tangente a` superf´ıcie amostrada de forma a achar correspondeˆncias
entre os pontos de perfis intersectantes.
A nossa soluc¸a˜o, descrita no texto que se segue, tambe´m tenta explorar os be-
nef´ıcios da geometria de gerac¸a˜o de perfis para conseguir melhores correspondeˆncias
entre pontos, mas desta feita usando o conhecimento de que pontos de intersecc¸a˜o entre
perfis pertencem tambe´m a`s linhas de intersecc¸a˜o entre planos de luz, bastante mais
fa´ceis de determinar.
3.2.2 Optimizac¸a˜o local
Seguidamente, descrever-se-a˜o os princ´ıpios e a metodologia desenvolvida neste
trabalho para a optimizac¸a˜o local no processo de registo tridimensional de perfis.
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Figura 3.4: Registo de planos de luz. Um plano pode ser visto intersectando dois outros
planos; as suas rectas de intersecc¸a˜o, os perfis correspondentes e os pontos de intersecc¸a˜o
entre esses perfis esta˜o apresentados nesta figura.
Escolhendo a func¸a˜o objectivo para optimizac¸a˜o local — tomando partido
da recta de procura dada pela intersecc¸a˜o entre planos de luz
Na figura 3.4, apresenta-se um exemplo de um varrimento hipote´tico (visto que
todas os valores exactos para as “poses” de todas as entidades assumem-se como sendo
conhecidas), consistindo em um plano de luz intersectando dois outros planos, todos
estes intersectando uma superf´ıcie ondulante gerando perfis. Nesta figura e´ perfeita-
mente vis´ıvel a redundaˆncia u´til que se pode conseguir levando em conta a geometria do
varrimento, visto que se esta˜o a considerar va´rias entidades diferentes que intersectam
nos mesmos pontos de registo: dois planos de luz, uma recta e dois perfis por cada um
destes pontos.
Em algoritmos como o ICP e as suas variantes (comparadas num excelente estudo
apresentado em Rusinkiewicz and Levoy [2001]), as correspondeˆncias entres pontos
sa˜o encontradas, normalmente, seja determinando o ponto amostrado mais pro´ximo
atrave´s do ca´lculo da distaˆncia ao longo de um percurso directo ate´ ao ponto de con-
trolo considerado (veja-se, por exemplo, Besl and McKay [1992]), seja encontrando o
ponto amostrado mais pro´ximo atrave´s do ca´lculo da distaˆncia ao longo de um percurso
perpendicular ao plano tangente a` superf´ıcie (veja-se, por exemplo, Chen and Medi-
oni [1992]). Note-se que a expressa˜o “ponto amostrado mais pro´ximo” implica que
uma sub-amostragem, geralmente recorrendo a uma grelha regular (consulte-se Rusin-
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kiewicz and Levoy [2001], Chen and Medioni [1992]), dos sub-conjuntos de superf´ıcies
ou perfis para recolher os pontos de controlo e´ necessa´ria previamente a encontrar qual
destes e´ “o mais pro´ximo”; isto porque na˜o existe nenhuma maneira de se conhecer cor-
respondeˆncias de antema˜o. Isto leva geralmente a um dos maiores desafios do registo
3D: evitar um grande nu´mero de outliers resultando de “ma´s” escolhas locais para a
sub-amostragem.
Propo˜e-se neste trabalho que cada recta de intersecc¸a˜o referida ao ponto de vista i
denotada como lin pode ser usada como um percurso de procura para determinar que
pontos pertencendo ao perfil pi correspondem a um outro ponto pertencendo ao perfil
pn num ponto de vista de refereˆncia n.
A formalizac¸a˜o matema´tica do registo tridimensional de um perfil realizado desta
maneira seria enta˜o formulada como
e =
N∑
i=1
∥∥∥WTCnPni − WTCiP′in
∥∥∥2,
{
P′in = lin ∩ pi
lin =
CiΠ
n
3 ∩
CiΠ
i
3
(3.2)
onde todas as entidades teˆm o mesmo significado que na equac¸a˜o (3.1), com a excepc¸a˜o
de P′in, que representa o ponto correspondente no perfil pi tomado usando a recta de
procura lin, que e´ o resultado da intersecc¸a˜o entre
CiΠ
n
3 , o plano de luz tomado do
ponto de vista n, e
CiΠ
i
3, o plano de luz tomado do ponto de visto i, ambos referidos
a {C
i
}.
Metodologia para a optimizac¸a˜o local
O processo de minimizac¸a˜o da func¸a˜o objectivo dada pela equac¸a˜o (3.2) e´ denomi-
nada de optimizac¸a˜o local. Esta parte particular do registo tridimensional foi estudada
em profundidade no passado — encontra-se intimamente ligada ao popular problema
de estimac¸a˜o da orientac¸a˜o absoluta, que por sua vez tem tambe´m aplicac¸o˜es em fo-
togrametria, na ana´lise de movimento de objectos, na determinac¸a˜o da transformac¸a˜o
sensor-actuador e em estimac¸a˜o de“pose” [Eggert et al. 1997].
Um estudo generalizado dos desempenhos dos principais me´todos na˜o-iterativos foi
feito em Eggert et al. [1997]. Quatro algoritmos mais importantes foram comparados
neste trabalho:
1. Minimizac¸a˜o linear directa de (3.2) atrave´s da estimac¸a˜o pre´via da matriz orto-
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normal de rotac¸a˜o usando SVD, usando de seguida esta estimativa para determi-
nar o vector de translac¸a˜o — apresentado em Arun et al. [1987].
2. Um me´todo similar recorrendo ao ca´lculo de valores/vectores pro´prios — apre-
sentado em Horn et al. [1988].
3. Um me´todo que, como os dois algoritmos anteriormente descritos, estima pri-
meiro a rotac¸a˜o e depois a translac¸a˜o, como no algoritmo anterior recorre tambe´m
ao ca´lculo de valores/vectores pro´prios, mas desta vez usando a notac¸a˜o de qua-
ternia˜o mais compacta para representar a rotac¸a˜o — tambe´m concebido por Horn
e apresentado em Horn [1987].
4. Um algoritmo que lida com a rotac¸a˜o e a translac¸a˜o em simultaˆneo de forma a
providenciar uma abordagem linear de mı´nimos quadrados, usando a notac¸a˜o de
quaternio˜es duais e recorrendo ao ca´lculo de valores/vectores pro´prios — apre-
sentado em Walker et al. [1991].
Neste estudo foi tornado claro que, em geral, estes algoritmos obteˆm resultados
similares em condic¸o˜es realistas. Com isto em mente, foi decidido usar-se neste trabalho
a soluc¸a˜o apresentada por Michael Walker, que usa uma formulac¸a˜o elegante e evita
tambe´m os efeitos da propagac¸a˜o de erro da estimac¸a˜o da rotac¸a˜o para a estimac¸a˜o da
translac¸a˜o.
De acordo com este me´todo, a equac¸a˜o que representa a transformac¸a˜o T que leva
o ponto Pni a coincidir com o seu correspondente Pin e´ dado pela equac¸a˜o (C.31) (na
pa´gina 160), onde q˚ (representando a rotac¸a˜o) e q˚′ (representando a translac¸a˜o) sa˜o
as partes real e dual, respectivamente, do quaternia˜o dual unita´rio ˘˚q correspondendo
ao movimento helicoidal relacionado com T, e p˚ni e p˚in sa˜o quaternio˜es puramente
imagina´rios correspondendo a Pni e Pin, respectivamente — propo˜e-se nova consulta
ao Apeˆndice C para mais informac¸a˜o sobre esta equac¸a˜o e os princ´ıpios geome´tricos e
matema´ticos subjacentes.
Algumas diferenc¸as sera˜o vis´ıveis entre a equac¸a˜o (C.31) e a expressa˜o apresen-
tada em Walker et al. [1991] — estas sa˜o devidas a` notac¸a˜o vectorial diferente usada
por Walker et al., que trocam as posic¸o˜es relativas da partes real e imagina´ria de forma
a que q˚walker = [qx qy qz q0]
T . Isto resulta na troca natural de ce´lulas das matrizes Q(˚q)
e W(˚q) e numa expressa˜o ligeiramente diferente para (C.31); para saber as expresso˜es
exactas para estas entidades, recomenda-se a consulta do texto original de Walker et al.
[1991].
Nas linhas que se seguem, optar-se-a´ por um abuso de notac¸a˜o e denotar-se-a˜o as
entidades segundo estes autores da mesma forma que os seus correspondentes apre-
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sentados no Apeˆndice C — pede-se que o leitor se recorde, pore´m, que o formato
dos resultados que se seguem na˜o seria o mesmo usando a notac¸a˜o apresentada no
Apeˆndice referido; apesar disto, note-se que a soluc¸a˜o para o problema difere apenas
algebricamente e na˜o em termos dos princ´ıpios subjacentes.
Dito isto, rescrevendo a equac¸a˜o (3.2) de acordo com Walker et al. [1991] e consi-
derando ˜˚pin, correspondendo a P˜in =
WT
Ci
P′in, and p˚in resultante da equac¸a˜o (C.31),
referidos respectivamente como ponto “medido” e “transformado”, respectivamente,
obte´m-se
e =
N∑
i=1
βi
∥∥∥p˚in − ˜˚pin∥∥∥2,


P˜in =
WT
Ci
P′in 7→ ˜˚pin
P′in = lin ∩ pi
lin =
CiΠ
n
3 ∩
CiΠ
i
3
(3.3)
onde βi sa˜o coeficientes de peso constantes e positivos que podem ser utilizados para
reflectir a fiabilidade dos dados fornecidos [Walker et al. 1991, Eggert et al. 1997].
Usando as propriedades dos quaternio˜es duais e a equac¸a˜o (C.31), poder-se-a´ ex-
pandir o quadrado da norma de forma a obter [Walker et al. 1991]
∥∥∥p˚in − ˜˚pin∥∥∥2 = q˚′T q˚′ + 2q˚′T (W(p˚ni)−Q(˜˚pin)) q˚
−2q˚TQ(˜˚pin)TW(p˚ni)˚q
+
(
(p˚ni)
T p˚ni + (˜˚pin)
T ˜˚pin
)
(3.4)
Logo, a func¸a˜o objectivo pode ser escrita como uma func¸a˜o quadra´tica de q˚ e
q˚′ [Walker et al. 1991]
e = q˚TC1q˚+ q˚
′TC2q˚
′ + q˚′TC2q˚+K (3.5)
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onde
C1 = −2
N∑
i=1
βiQ(˜˚pin)
TW(p˚ni)
C2 =
(
N∑
i=1
βi
)
I
C3 = 2
N∑
i=1
βi
(
W(p˚ni)−Q(˜˚pin)
)
K =
N∑
i=1
βi
(
(p˚ni)
T p˚ni + (˜˚pin)
T ˜˚pin
)
(3.6)
Usando a condic¸a˜o de norma unita´ria para o quaternia˜o dual ˘˚q, que em termos
das suas partes real e dual implica q˚T q˚ = 1 e q˚′T q˚′ = 0, Walker et al. recorrem aos
multiplicadores de Lagrange (consulte-se Rao [2002a]) para provar que a soluc¸a˜o para
q˚ e´ dada pelo vector pro´prio de
A =
1
2
(
CT3 (C2 +C
T
2 )
−1C3 −C1 −CT1
)
(3.7)
correspondente ao seu valor pro´prio positivo de maior valor absoluto. A
soluc¸a˜o para a parte dual e´ facilmente demonstrada como sendo dada por
q˚′ = −(C2 +CT2 )−1C3q˚ [Walker et al. 1991].
3.2.3 Algoritmo de registo 3D de perfis
O algoritmo global de registo tridimensional de perfis pode ser descrito como a
iterac¸a˜o consecutiva dos passos que se seguem, usando as leituras do sensor de “pose”
para determinar os valores iniciais para as estimativas das transformac¸o˜es.
Na iterac¸a˜o t estimam-se todos os Tn(t), n = 1..m para um total de m perfis:
1. Primeiramente, criam-se listas de todos os planos de luz que intersectam cada
plano de luz que tenha sido gerado. Para que uma intersecc¸a˜o seja va´lida e´ ne-
cessa´rio, como foi dito anteriormente, que esta acontec¸a na superf´ıcie do objecto
a ser reconstru´ıdo. Para proceder a esta validac¸a˜o de intersecc¸o˜es, determina-se
o paralelip´ıpedo de menor volume (acima de determinado limiar) que englobe
completamente o perfil de refereˆncia: consideram-se planos intersectantes va´lidos
aqueles cujas rectas de intersecc¸a˜o correspondentes intersectem tambe´m este pa-
ralelip´ıpedo. Planos sem intersectantes sa˜o classificados como sendo deficientes
de informac¸a˜o, sendo consequentemente eliminados.
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2. Em seguida, percorrem-se as listas de planos intersectantes por plano de re-
fereˆncia, determinando-se os pontos a menor distaˆncia das rectas de intersecc¸a˜o,
tanto do plano de refereˆncia, como de cada plano da lista. Os pares ordenados de
pontos resultantes sa˜o consideradas candidatos a correspondeˆncias. A validade
das candidaturas verifica-se usando um limiar de distaˆncia escolhido tomando
em conta uma avaliac¸a˜o pre´via da precisa˜o ma´xima da estimativa inicial. Se na˜o
existirem candidaturas va´lidas, considera-se o perfil como registado, passando-se
ao perfil seguinte.
3. Resolve-se a equac¸a˜o (3.3) usando o me´todo descrito na secc¸a˜o antecedente para
determinar Tn(t). Nesta equac¸a˜o sa˜o usadas transformac¸o˜es
WT
Ci
correspon-
dendo a` iterac¸a˜o t − 1. Os pesos βi sa˜o calculados levando em conta a orto-
gonalidade dos planos de luz considerados (quanto “mais ortogonais” os planos,
mais incisivo sera´ o resultado da sua intersecc¸a˜o) e a distaˆncia entre os pontos
correspondentes (quanto “menos distantes” os pontos, mais fia´veis sa˜o as corres-
pondeˆncias). Para se conseguir independeˆncia das unidades e escalas utilizadas,
optou-se por se usar a chamada medida ou distaˆncia de Tanimoto — pertencente
ao que se da´ o nome de medidas de similaridade — dada entre dois pontos 3D x
e y por [Tanimoto 1959, Scott and Cao 1999]
ST (x,y) =
xTy
‖x‖2 + ‖y‖2 − xTy =
1
1 + (x−y)
T (x−y)
xT y
(3.8)
que, como se veˆ, e´ inversamente proporcional a` distaˆncia euclidiana ao quadrado
entre esses pontos dividida pela sua correlac¸a˜o — isto e´, esta medida, que esta´
normalizada de forma a variar entre 0 e 1, e´ tanto maior quanto maior for a
correlac¸a˜o, e logo a proximidade/similaridade, entre os pontos x e y; usou-se
tambe´m
O(nˆ, mˆ) = 1− nˆ · mˆ (3.9)
como medida de ortogonalidade (o produto interno das normais aos planos dara´
mais pro´ximo de 0 quanto mais pro´ximo se estiver da ortogonalidade).
Desta forma, considerou-se a formula geral βi = ST
j · Ok, onde j e k podem ser
escolhidos empiricamente, conforme as caracter´ısticas e desempenhos me´dios do
scanner.
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Figura 3.5: Exemplo pra´tico do processo de registo de perfis 3D. Podem ver-se: a azul, os
pontos do perfil de refereˆncia na iterac¸a˜o t − 1; a amarelo e vermelho os pontos candidatos
a correspondeˆncia no perfil de refereˆncia e nos perfis intersectantes, respectivamente; os
candidatos va´lidos envoltos por uma circunfereˆncia; finalmente, a verde os pontos do perfil
de refereˆncia depois da iterac¸a˜o t.
4. Finalmente, calcula-se o erro global de correspondeˆncia dado pela soma das
distaˆncias entre pontos — se for menor que um limiar mı´nimo para o erro, pa´ra-se
o algoritmo; sena˜o, passa-se a` iterac¸a˜o seguinte. Tambe´m serve como condic¸a˜o
de paragem o facto de todos os Tn(t) se aproximarem tanto da matriz identidade
que se pode considerar que o algoritmo atingiu um mı´nimo, que se espera global.
Como exemplo pra´tico de um registo de um perfil, veja-se a figura 3.5.
Foram feitas algumas experieˆncias com este algoritmo a partir das integrac¸o˜es
proviso´rias apresentadas na figura 3.3 na pa´gina 114; provou-se, pore´m, muito pro-
blema´tico obter registos convincentes a partir destes dados — os n´ıveis de ru´ıdo, per-
feitamente vis´ıveis na figura, devidos a` dificuldade em obter uma calibrac¸a˜o que permita
alta precisa˜o, foram determinantes.
Uma leitura mais atenta de He´bert and Rioux [1998] revela um conceito bastante
importante para a intuic¸a˜o da resoluc¸a˜o deste problema: He´bert and Rioux defendem
que, quando as condic¸o˜es iniciais na˜o sa˜o suficientemente pro´ximas da soluc¸a˜o final,
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uma boa pol´ıtica sera´ agrupar os perfis em grupos.
Foi enta˜o decidido proceder-se a um pre´-registo usando o mesmo algoritmo, mas
desta vez aplicando-o na˜o a perfis, e sim a grupos de perfis — a diferenc¸a no proce-
dimento encontrar-se-ia no terceiro passo, onde a transformac¸a˜o r´ıgida seria estimada
para registar cada grupo de perfis de uma so´ vez. Os grupos, denominados de “clus-
ters”, foram automaticamente agrupados de acordo com a orientac¸a˜o do seu plano-luz
correspondente. No caso do manequim, foram identificados 5 “clusters”; no caso da
esta´tua, foram identificados 3 “clusters”. Podem ver-se os resultados de pre´-registo
efectuado desta forma na figura 3.6 na pro´xima pa´gina.
Os resultados finais do registo efectivo de perfis foram usados para as reconstruc¸o˜es
tridimensionais apresentadas no texto que se segue.
3.3 Reconstruc¸a˜o tridimensional — resultados
Para a reconstruc¸a˜o tridimensional final, a efectuar apo´s a integrac¸a˜o dos da-
dos, foi concebido um pacote de software em Visual C++, como esta´ apresentado no
Apeˆndice B.2, com o nome de Tele-3D Reconstructor, utilizando a ferramenta “open
source” Visualization Toolkit (VTK) [Schroeder et al. 2004]. O software desenvolvido
utiliza o algoritmo PowerCrust, apresentado em Nina Amenta and Kolluri [2001], para
efectuar a reconstruc¸a˜o 3D, gerando uma iso-superf´ıcie1 a partir de pontos de controlo
sem ordenac¸a˜o espec´ıfica — exemplos de resultados do uso deste software podem ser
vistos na figura 3.7.
Nas figuras 3.8, 3.9, 3.10 e 3.11 apresentam-se os resultados de reconstruc¸a˜o dos
dois objectos digitalizados pelo sistema Tele-3D. E´ vis´ıvel o efeito nefasto do erro
(maioritariamente devido a` calibrac¸a˜o menos conseguida do projector laser, cujo erro
introduzido foi estimado como sendo de a` volta de 1,2 cm — ver secc¸a˜o 2.5) nalgumas
partes dessas reconstruc¸o˜es, particularmente na da esta´tua, visto ter ao mesmo tempo
uma geometria mais redundante e tambe´m uma superf´ıcie com detalhes mais finos;
pore´m, tambe´m se torna muito claro os bons resultados conseguidos pelo processo de
registo, mesmo em condic¸o˜es ta˜o adversas.
1Envolvendo ou na˜o um volume — o algoritmo tenta resolver esta questa˜o inferindo a partir dos
dados fornecidos.
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Figura 3.6: Objectos com “clusters” registados — pode ver-se a melhoria substancial ob-
tida na integrac¸a˜o dos dados depois do registo comparando esta figura com a figura 3.3 na
pa´gina 114.
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Figura 3.7: Exemplo de reconstruc¸a˜o tridimensional usando o software Tele-3D Recons-
tructor. Na figura podem ver-se duas perspectivas diferentes da reconstruc¸a˜o 3D parcial de
um taco de golfe, os pontos de controlo a partir dos quais se fez a reconstruc¸a˜o (retirados,
com a gentil permissa˜o do Doutor Hugues Hoppe, do site relativo a Hoppe et al. [1994], e
representados a azul na imagem em baixo, a` esquerda) e a sua representac¸a˜o em “mesh”
tridimensional (em baixo, a` direita).
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Figura 3.8: Resultados da reconstruc¸a˜o tridimensional do manequim, usando o software
Tele-3D Reconstructor. E´ poss´ıvel verificar-se que o registo para o lado direito do torso
(lado esquerdo na imagem) e para a cara funcionou bastante bem. Em cima podem ver-
se os pontos de controlo (digitalizados pelo scanner) a azul e os pontos adicionados pelo
PowerCrust a vermelho — como so´ foi digitalizada a superf´ıcie frontal do manequim, o
algoritmo de reconstruc¸a˜o ligou os ombros do manequim a` cara, o que na˜o aconteceria se a
digitalizac¸a˜o tivesse sido mais extensiva.
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Figura 3.9: Resultados da reconstruc¸a˜o tridimensional do manequim (vista de perfil),
usando o software Tele-3D Reconstructor. Mais uma vez, em cima podem ver-se os pon-
tos de controlo (digitalizados pelo scanner) a azul e os pontos adicionados pelo PowerCrust
a vermelho.
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Figura 3.10: Detalhe dos resultados usando o software Tele-3D Reconstructor da recons-
truc¸a˜o tridimensional do manequim (face). O u´nico problema surgido nesta reconstruc¸a˜o
pode ver-se na orelha, local de detalhe mais fino e, portanto, mais sens´ıvel a ru´ıdo.
Figura 3.11: Resultados usando o software Tele-3D Reconstructor da reconstruc¸a˜o tridi-
mensional da esta´tua de Nossa Senhora. Repare-se que muito do detalhe mais fino perdeu-se
no ru´ıdo que permeia os perfis, em me´dia maior que o tamanho desse detalhe, e nos erros de
registo.
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3.4 Concluso˜es
Tentou-se neste cap´ıtulo conceber um bom me´todo automa´tico de processamento
para o varrimento das cenas tridimensionais a recuperar, formular uma soluc¸a˜o ma-
tema´tica e algor´ıtmica coerente e interessante para o registo tridimensional subsequente
e um pacote de software de reconstruc¸a˜o tridimensional a partir de pontos desordena-
dos.
Apesar dos problemas inerentes a` natureza do scanner handheld Tele-3D e tambe´m
relacionados com algumas questo˜es que se prendem com a engenharia do sistema (sen-
sibilidade dos componentes, condic¸o˜es de trabalho, etc.), os resultados conseguidos
apo´s o processamento dos dados reais obtidos mostram ter-se atingido o objectivo de
apresentar uma abordagem inovadora e consequente a`s questo˜es apresentadas neste
cap´ıtulo.
Cap´ıtulo 4
Concluso˜es e Trabalho Futuro
Ao longo deste texto foi efectuado um estudo exaustivo e apresentada uma soluc¸a˜o
teo´rica e pra´tica para um sistema de digitalizac¸a˜o tridimensional amov´ıvel, que culmi-
nou na construc¸a˜o do proto´tipo Tele-3D.
Va´rias concluso˜es em diversas a´reas foram atingidas e foram-se tambe´m deline-
ando va´rias ideias para trabalho futuro, concretamente neste proto´tipo e mais gene-
ricamente nesta a´rea de investigac¸a˜o. Estas concluso˜es e ideias va˜o ser desenvolvidas
seguidamente neste cap´ıtulo, com que se encerra esta dissertac¸a˜o.
4.1 Apreciac¸a˜o dos resultados
Como foi sendo dito ao longo deste texto, na sua maioria, as questo˜es apresentadas
(essencialmente os modelos, calibrac¸a˜o e registo tridimensional) foram sendo resolvidas
com uma razoa´vel taxa de sucesso.
O maior problema foi, sem du´vida, conseguir-se um sistema que tivesse um n´ıvel
de precisa˜o e robustez satisfato´rio, o que se acredita ser poss´ıvel facilmente com um
pouco mais de trabalho de refinac¸a˜o da engenharia e das condic¸o˜es de funcionamento
do scanner.
4.2 Trabalho futuro
Como se disse acima, algum trabalho futuro no sentido de melhorar o desempenho
do sistema Tele-3D torna-se necessa´rio e esta´ apresentado nas linhas que se seguem.
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4.2.1 Melhoria das condic¸o˜es de funcionamento do sistema
Ao longo dos testes laboratoriais foi-se tornando claro que algumas questo˜es que
muitas vezes na˜o se consideram com tanto cuidado em teoria se tornam cr´ıticas na
pra´tica durante um funcionamento de sistemas deste ge´nero.
Nomeadamente no caso do sistema Tele-3D, isto notou-se particularmente no de-
sempenho do sensor de “pose” utilizado, que sofria bastante na presenc¸a de campos
electromagne´ticos externos, na caˆmara, que devido a`s suas caracter´ısticas de focagem
pro´xima apresentava uma distorc¸a˜o radial severa, e no projector laser, que na˜o estaria
muito provavelmente a projectar um plano-luz equilibrado (foi noto´ria muitas vezes a
diferenc¸a de brilho e grossura nos perfis de intersecc¸a˜o).
Estas dif´ıceis condic¸o˜es de funcionamento apelam para uma melhor afinac¸a˜o futura
do sistema, que, como ja´ foi dito, foi constru´ıdo a partir de componentes “off-the-
-shelf”, o que obriga a maiores cuidados na sua utilizac¸a˜o, nomeadamente no processo
de calibrac¸a˜o.
4.2.2 Aposta em sensores inerciais
Depois de efectuadas as afinac¸o˜es acima referidas, de forma a tornar o sistema com-
pletamente robusto e fia´vel, torna-se poss´ıvel dar o passo seguinte em direcc¸a˜o a uma
significativa melhoria na sua autonomia — a aposta eventualmente mais arriscada em
sensores de “pose” auto-contidos, como os sensores inerciais, para conseguir aumentar
ainda mais o grau de portabilidade do sistema.
4.2.3 Utilizac¸a˜o de visa˜o estereosco´pica activa
Outra aposta de futuro seria o recurso a` visa˜o estereosco´pica activa, como ja´ e´ feito
em scanners similares ao Tele-3D (vide Polhemus/ARANZ [2000]), de forma a evitar
ocluso˜es e providenciar imagens de textura das cenas tridimensionais digitalizadas.
4.2.4 Refinac¸a˜o do processo de reconstruc¸a˜o tridimensional
Outra a´rea em que seria importante fazer-se uma melhoria substancial e´ na parte
final do processo de digitalizac¸a˜o 3D — a reconstruc¸a˜o. Seria importante tratar de
questo˜es como:
• a sub-amostragem dos pontos que constituem a superf´ıcie (neste trabalho efec-
tuada atrave´s de uma simples decimac¸a˜o) de forma a atenuar o peso de cada
reconstruc¸a˜o (que em formato VRML chegam a ocupar 50 MBytes!);
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• uma passagem pre´via de um filtro de mediana pelos pontos de controlo usados
para a reconstruc¸a˜o, de forma a controlar os efeitos do ru´ıdo e suavizar a superf´ıcie
(este efeito foi simulado ao longo deste trabalho em po´s-processamento atrave´s
de um filtro passa-alto aplicado a` iso-superf´ıcie apo´s esta ser gerada);
• a aplicac¸a˜o de textura.
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Apeˆndices
Apeˆndice A
Notac¸a˜o
Na tabela A.1 apresenta-se a notac¸a˜o usada ao longo do texto para maior clareza
de exposic¸a˜o.
Tabela A.1: Notac¸a˜o usada e descric¸o˜es correspondentes.
S´ımbolo Descric¸a˜o
a escalares
a−1 inversos (o mesmo para todos os seguintes)
nˆ vectores unita´rios (ex.: vector normal)−→
t vectores aplicados (ex.: vector de translac¸a˜o)
p, P restantes vectores (ex.: vector de coordenadas)
R matrizes
RT matrizes transpostas
R−T inversos de matrizes transpostas
a˘ nu´meros duais gene´ricos
a˘∗ conjugados de nu´meros duais gene´ricos
a˘ vectores duais
a˘∗ conjugados de vectores duais
q˚ quaternio˜es (notac¸a˜o vectorial)
q˚∗ conjugados de quaternio˜es (notac¸a˜o vectorial)
˘˚q quaternio˜es duais
˘˚q∗ conjugados de quaternio˜es duais
{W} sistemas referenciais de coordenadas
XW valores referidos a um referencial (ex.: coordenada)
WTC transformac¸o˜es entre referenciais−˜→
t , W T˜C valores medidos−ˆ→
t , W TˆC valores estimados (Diferem de valores unita´rios
pelo contexto. Ex.: vector unita´rio estimado ˆˆn.)
Apeˆndice B
Engenharia do Sistema Tele-3D
B.1 Descric¸a˜o do hardware
O sistema Tele-3D (veja-se a figura B.1 na pa´gina ao lado) e´ constitu´ıdo por:
• Um suporte obedecendo ao esboc¸o apresentado na figura 2.1 na pa´gina 49, sus-
tentando o scanner Tele-3D propriamente dito:
– Uma caˆmara Pulnix (c-mount) equipada com uma lente de 3,7mm (1:1,6)
sobreposta por um filtro de interfereˆncia quando necessa´rio;
– Um projector de laser (que projecta um perfil linear, ou seja, um plano);
– O lado receptor de um sensor de “pose” miniBIRD 500 da Ascension (cujas
caracter´ısticas se podem encontrar na tabela 1.1 na pa´gina 26).
• O lado emissor do miniBIRD;
• Um PC de controlo, cujas caracter´ısticas foram variando ao longo do tempo; os
principais detalhes a reter sa˜o uma placa de captura gra´fica Matrox Meteor e
com porta se´rie reservada para a ligac¸a˜o do sensor de “pose‘”.
O suporte do scanner Tele-3D e´ uma estrutura leve em acr´ılico com uma pega es-
ponjosa ao centro, cuja geometria e dimenso˜es precisas foram resultados de um projecto
CAD reproduzido na figura B.2 na pa´gina 140.
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Tele-3D Controller : PC
Tele-3D : 3D Scanner
miniBIRD 500 : Pose
Sensor
3DM : Pose
Sensor
3D Geometry
Retriever :
Camera
Tele-3D
Triangulator : 3D
Triangulation
System
3D Geometry
Restrictor : Laser
Plane Projector
Pose Sensors Driver : Comms Module
3DM Driver : Comms Module miniBIRD 500 Driver : Comms Module
Matrox Meteor : Framegrabber Driver
RS-232
RS-232
RGB Video
1
1
1
1
1
1
1
1
Figura B.1: “Deployment Diagram” (UML) para o sistema Tele-3D [Fowler and Kendall
1997, UML 1997]. O sensor de “pose” que acabou por ser usado exclusivamente foi o Ascen-
sion miniBIRD 500.
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(a) Vista de topo (b) Vista isome´trica
(c) Fotografia em uso
Figura B.2: Projecto CAD do scanner Tele-3D em duas vistas e fotografia em uso.
Atenc¸a˜o: (a) e (b) sa˜o reproduc¸o˜es do projecto original e portanto na˜o esta˜o coerentes
com as escalas indicadas.
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B.2 Descric¸a˜o do software
Em seguida, apresentam-se algumas esquematizac¸o˜es que sumariam o sistema Tele-
-3D em termos de software. A figura B.3 mostra os casos de uso e a inter-relac¸a˜o entre
os diversos mo´dulos e a figura B.4 mostra alguns pormenores importantes de um desses
mo´dulos.
Os mo´dulos Tele-3D Calibrator e Tele-3D Scanner foram programados em MA-
TLAB, o primeiro recorrendo em parte ao calibrador de caˆmaras do OpenCV [OpenCV
Manual]; os mo´dulos Tele-3D Grabber e Tele-3D Reconstructor foram programados em
Visual C++, tendo-se recorrido no primeiro aos drivers da Meteor e no segundo ao Vi-
sual Toolkit (VTK) da Kitware e ao algoritmo de reconstruc¸a˜o de superf´ıcies a partir
de pontos na˜o ordenados concebido por Nina Amenta [Nina Amenta and Kolluri 2001]
e adaptado para o VTK por Tim Hutton.
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Tele-3D Calibrator Tele-3D
Grabber
Tele-3D Operator
Calibrate Tele-3D
System
Calibrate Laser
«extends»
Calibrate Camera
and Pose Sensor
«extends»
Capture Image
Capture Pose
Capture
Ground-Truth
«uses»
«uses»
«uses»
Tele-3D User
Scan 3D SceneView 3D Scene
«uses»Tele-3D ScannerTele-3D Reconstructor
«uses»
«uses»
Figura B.3: “Use Case Diagram” (UML) para o sistema Tele-3D [Fowler and Kendall 1997,
UML 1997].
CGrabberView CGrabberDocument
Tele-3D Operator
IDC_CAPTURE
SetupTimer(n samples, time lapse)
MIL LITE Pose Sensor Driver Ground Truth Driver
*[For n samples] Image := CaptureImage()
*[For n samples] Pose:=GetPose()
*[For n samples] TruePose := GetPose()
TimeStamp := *[For n samples] TimerSignal
SaveImageData(Image[1..n],Pose[1..n],TruePose[1..n],TimeStamp[1..n])
[samples <= n] TimerLoop
Tele-3D User
{OR}
IDC_CAPTURE
Depends if Calibrating or Scanning
Figura B.4: “Sequence Diagram” (UML) para o software Tele-3D Grabber [Fowler and
Kendall 1997, UML 1997].
Apeˆndice C
Quaternio˜es Duais e
Transformac¸o˜es de Corpos Rı´gidos
O desenvolvimento da f´ısica e tecnologia no se´culo XX gerou um interesse especial
nalguns campos da matema´tica: teoria dos grupos, a´lgebra geral e a´lgebra de Clifford
e, em particular, a´lgebra de quaternio˜es [Meister 1997].
A a´lgebra de quaternio˜es foi inventada no se´culo XIX por W. R. Hamilton [Hamil-
ton 1850]. Desde os primo´rdios, os quaternio˜es foram criados para desempenhar um
papel especial no estudo de rotac¸o˜es em espac¸os vectoriais tridimensionais; a linguagem
dos quaternio˜es era mais simples e descritiva do que outras, mas sendo uma linguagem
nova na˜o era fa´cil de usar. Logo, ate´ meados do se´culo XX, o uso pra´tico de qua-
ternio˜es tem sido mı´nima em comparac¸a˜o com outros me´todos mais tradicionais, como
por exemplo a amplamente divulgada representac¸a˜o de rotac¸o˜es atrave´s de matrizes
ortogonais [Meister 1997].
Correntemente, a situac¸a˜o modificou-se essencialmente devido ao progresso nos
campos da tecnologia espacial, de navegac¸a˜o terrestre e por sate´lite, etc. A estimac¸a˜o
de transformac¸o˜es de corpos r´ıgidos e estimac¸a˜o de movimento sa˜o precisamente o tipo
de novos problemas onde o uso de quaternio˜es e´ de grande importaˆncia [Meister 1997].
Visto que a maior parte dos algoritmos usados ao longo deste texto sa˜o, de facto,
tentativas para resolver problemas de optimizac¸a˜o envolvendo a estimac¸a˜o de trans-
formac¸o˜es de corpos r´ıgidos, foi decidido que os quaternio˜es, devido a`s razo˜es apresen-
tadas acima, iriam desempenhar um papel essencial. Consequentemente, um estudo
meticuloso de trabalhos pre´vios respeitando o uso de quaternio˜es na representac¸a˜o de
tais transformac¸o˜es foi empreendido e ira´ ser sumariado no texto que se segue.
Primeiramente, a definic¸a˜o para os quaternio˜es, incluindo uma notac¸a˜o vectorial
alternativa muito u´til que vai ser usada ao longo do texto, sera´ apresentada, seguida
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da descric¸a˜o de algumas das suas propriedades e um teorema que introduz o uso de
quaternio˜es unita´rios na representac¸a˜o de rotac¸o˜es. Finalmente, uma introduc¸a˜o aos
conceito de nu´mero dual sera´ apresentado e a definic¸a˜o de quaternio˜es duais ira´ ser
fornecida, incluindo um teorema que introduz o uso de quaternio˜es duais unita´rios
para a representac¸a˜o completa de transformac¸o˜es de corpos r´ıgidos atrave´s da noc¸a˜o
cinema´tica de movimento helicoidal.
C.1 Rotac¸o˜es e Quaternio˜es Unita´rios
Apresentar-se-a´ agora a definic¸a˜o do quaternia˜o, sera´ discutida a relac¸a˜o entre
quaternio˜es unita´rios e matrizes 3× 3 ortogonais de rotac¸a˜o e referir algumas das suas
propriedades matema´ticas e geome´tricas mais u´teis.
Um quaternia˜o pode ser visto como um caso especial dos nu´meros complexos, neste
caso com uma real e treˆs partes imagina´rias, e e´ denotado na sua forma polinomial
expandida como
q˚ = q0 + iqx + jqy + kqz (C.1)
com as propriedades que se seguem, respeitando os nu´meros imagina´rios envolvidos
i2 = j2 = k2 = ijk = −1 (C.2a)
ij = k, jk = i, ki = j (C.2b)
ji = −k, kj = −i, ik = −j (C.2c)
Devido a estas propriedades, a multiplicac¸a˜o de quaternio˜es pode ser definida como
r˚q˚ = (r0q0 + rxqx + ryqy + rzqz)
+ i(r0qx + rxq0 + ryqz − rzqy)
+ j(r0qy − rxqz + ryq0 + rzqx)
+ k(r0qz + rxqy − ryqx + rzq0) (C.3)
O produto q˚r˚ tem uma forma similar, mas seis dos sinais sa˜o invertidos, como
pode ser prontamente verificado atrave´s da aplicac¸a˜o das propriedades apresentadas
na equac¸a˜o (C.2) na equac¸a˜o (C.3). Logo, em geral r˚q˚ 6= q˚r˚.
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Outra entidade importante na a´lgebra de quaternio˜es e´ o quaternia˜o conjugado.
Considerando o quaternia˜o dado pela equac¸a˜o (C.1), o seu conjugado e´ definido como
q˚∗ = q0 − iqx − jqy − kqz (C.4)
Na˜o obstante, como sera´ visto mais adiante, a maneira mais u´til de denotar um
quaternia˜o e´ como um vector-coluna com quatro componentes, ou um vector coluna
com um valor escalar e um componente vectorial tridimensional:
q˚ =


q0
qx
qy
qz

 =
[
q0
q
]
(C.5)
Usando esta notac¸a˜o, torna-se enta˜o poss´ıvel definir o produto escalar de dois
quaternio˜es como
p˚ · q˚ = p0q0 + pxqx + pyqy + pzqz (C.6)
e, consequentemente, o quadrado da magnitude de um quaternia˜o como o produto
escalar desse quaternia˜o consigo pro´prio:
‖q˚‖2 = q˚ · q˚ = q20 + q2x + q2y + q2z (C.7)
Considerem-se as matrizes auxiliares seguintes:
Q(˚q) =


q0 −qx −qy −qz
qx q0 −qz qy
qy qz q0 −qx
qz −qy qx q0

 (C.8a)
W(˚q) =


q0 −qx −qy −qz
qx q0 qz −qy
qy −qz q0 qx
qz qy −qx q0

 (C.8b)
146 Apeˆndice C — Quaternio˜es Duais e Transformac¸o˜es R´ıgidas
A definic¸a˜o homo´loga da operac¸a˜o de multiplicac¸a˜o de quaternio˜es dada pela
equac¸a˜o (C.3) mas agora em notac¸a˜o vectorial, que se denotara´ de ∗ para distinguir da
multiplicac¸a˜o vectorial normal, e´ dada por:
r˚ ∗ q˚ =
[
r0q0 − rTq
r0q+ q0r+ r× q
]
= Q(˚r)˚q = W(˚q)˚r (C.9)
Qualquer vector tridimensional pode ser escrito alternativamente como um qua-
ternia˜o puramente imagina´rio e a sua multiplicac¸a˜o possui uma propriedade muito
u´til, que pode ser derivada directamente da equac¸a˜o (C.9):
[
0
r
]
∗
[
0
q
]
=
[
−rTq
r× q
]
(C.10)
Treˆs propriedades interessantes, facilmente demonstra´veis, que surgem da definic¸a˜o
de multiplicac¸a˜o de quaternio˜es sa˜o
‖q˚‖2 = q˚ ∗ q˚∗ = q˚ · q˚ (C.11)
‖˚r ∗ q˚‖2 = ‖˚r‖2 ‖q˚‖2 (C.12)
e
(˚q∗ ∗ p˚∗) = (p˚ ∗ q˚)∗ (C.13)
Como consequeˆncia da primeira destas treˆs propriedades, pode-se concluir que o
inverso de um quaternia˜o na˜o nulo e´ dado por
q˚−1 =
q˚∗
q˚ · q˚ (C.14)
Outras importantes, e o´bvias, propriedades respeitando o uso das matrizes auxili-
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ares dadas nas equac¸o˜es (C.8) sa˜o
Q(˚q)TQ(˚q) = Q(˚q)Q(˚q)T = q˚T q˚ I4×4 (C.15a)
W(˚q)TW(˚q) = W(˚q)W(˚q)T = q˚T q˚ I4×4 (C.15b)
Q(˚q)T q˚ = W(˚q)T q˚ = q˚T q˚ e˚ (C.15c)
Q(˚r)Q(˚q) = Q(Q(˚r)˚q) (C.15d)
W(˚r)W(˚q) = W(W(˚r)˚q) (C.15e)
Q(˚r)W(˚q)T = W(˚q)TW(˚r) (C.15f)
onde e˚ = [1 0 0 0]T e´ o quaternia˜o unidade (a parte real e´ 1 e as partes imagina´rias sa˜o
0, o que implica e˚ ∗ q˚ = q˚ ∗ e˚ = q˚).
Seguidamente, o teorema que ilustra a utilidade geome´trica do quaternia˜o como
forma alternativa de representac¸a˜o de rotac¸o˜es face a outras representac¸o˜es puramente
anal´ıticas sera´ apresentado. Este teorema e os seus corola´rios sa˜o um suma´rio, usando
notac¸a˜o pro´pria (consulte-se o Apeˆndice A), do trabalho apresentado em diversos arti-
gos sobre o tema dos quaternio˜es e o seu uso na estimac¸a˜o de transformac¸o˜es de corpos
r´ıgidos, nomeadamente [Horaud and Dornaika 1995] e, mais com mais importaˆncia
ainda, [Horn 1987]. A notac¸a˜o concebida para acomodar a teoria apresentada neste
Apeˆndice enquadra-se no esforc¸o empreendido na apresentac¸a˜o de uma descric¸a˜o ma-
tema´tica uniforme e intuitiva dos conceitos rodeando os quaternio˜es, visto que cada
autor nesta a´rea usa a sua pro´pria notac¸a˜o, tornando ainda mais dif´ıcil a assimilac¸a˜o
desta linguagem matema´tica.
Teorema C.1.1. Seja −→r i = [x y z]T um vector tridimensional arbitra´rio que e´ trans-
formado em −→r i+1 = [x′ y′ z′]T atrave´s de uma rotac¸a˜o de aˆngulo θ sobre um eixo (pas-
sando atrave´s da origem) com direcc¸a˜o definida pelo versor wˆ = [wx wy wz]
T . Se


r˚i =
[
0
−→r i
]
r˚i+1 =
[
0
−→r i+1
]
q˚ =
[
cos
(
θ
2
)
sin
(
θ
2
)
wˆ
]
=
[
q0
q
]
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Figura C.1: A rotac¸a˜o de −→r i para −→r i+1 (com o eixo de rotac¸a˜o representado pelo segmento
de recta grosso apontando para o centro de rotac¸a˜o) pode ser entendida, como afirmado na
fo´rmula de Rodrigues, em termos das entidades apresentadas neste diagrama [Horn 1987].
enta˜o a fo´rmula de Rodrigues (veja-se a figura C.1) tem uma representac¸a˜o equivalente
e alternativa na forma de multiplicac¸a˜o de quaternio˜es, ou seja,
−→r i+1 = R−→r i
= cos θ−→r i + sin θ wˆ ×−→r i + (1− cos θ) (wˆ · x) wˆ
m
r˚i+1 = q˚ ∗ r˚i ∗ q˚∗ (C.16)
Demonstrac¸a˜o. Atrave´s de manipulac¸a˜o simples mostra-se que, se a parte escalar de
r˚i e´ nula e se q˚ for definido como anteriormente, enta˜o o produto composto q˚ ∗ r˚i ∗ q˚∗
tem parte escalar nula e parte vectorial dada por
−→r i+1 =
(
q20 − q · q
)−→r i + 2q0q×−→r i + 2 (q · −→r i)q
Expandindo as partes escalar e vectorial, substituindo e usando as identidades
2 sin(θ/2) cos(θ/2) = sin θ
cos2(θ/2)− sin2(θ/2) = cos θ
obte´m-se a fo´rmula de Rodrigues
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−→r i+1 = cos θ−→r i + sin θ wˆ ×−→r i + (1− cos θ) (wˆ · x) wˆ
como requerido.
Corola´rio C.1.1. O quaternia˜o de rotac¸a˜o q˚ e´ um quaternia˜o unita´rio1, ou seja
‖q˚‖2 = q˚ · q˚ = q˚ ∗ q˚∗ = 1 (C.17)
Demonstrac¸a˜o. Sabe-se que wˆ e´ um vector unita´rio e que cos2
(
θ
2
)
+ sin2
(
θ
2
)
= 1.
Logo, temos
‖q˚‖2 = q˚ · q˚
= q2 + ‖q‖2
= cos2
(
θ
2
)
+ sin2
(
θ
2
)(
wˆ2x + wˆ
2
y + wˆ
2
z
)
= cos2
(
θ
2
)
+ sin2
(
θ
2
)
= 1
Corola´rio C.1.2. A rotac¸a˜o dada por q˚ e´ a mesma rotac¸a˜o dada por −q˚.
Corola´rio C.1.3. A rotac¸a˜o inversa de q˚ (ou seja, a rotac¸a˜o de aˆngulo −θ sobre o
mesmo eixo) e´ dada pelo seu conjugado, q˚∗.
Demonstrac¸a˜o. Esta e´ uma propriedade muito u´til do quaternia˜o unita´rio, frequente-
mente usada ao longo deste texto. Pode ser derivada da sua definic¸a˜o e atrave´s da
equac¸a˜o (C.14):
q˚−1 =
q˚∗
q˚ · q˚ =
q˚∗
1
= q˚∗ (C.18)
Corola´rio C.1.4. O quaternia˜o unita´rio correspondendo a` rotac¸a˜o resultante da com-
posic¸a˜o de duas rotac¸o˜es arbitra´rias e´ dada pelo produto dos quaternio˜es de rotac¸a˜o
componentes.
1Na˜o confundir quaternia˜o unita´rio, que e´ um quaternia˜o de norma unita´ria, com o quaternia˜o
unidade, definido anteriormente.
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Demonstrac¸a˜o. Considere-se mais uma vez a rotac¸a˜o dada por r˚i+1 = q˚ ∗ r˚i ∗ q˚∗.
Suponha-se que uma segunda rotac¸a˜o e´ aplicada, representada pelo quaternia˜o unita´rio
p˚. Temos
r˚i+2 = p˚ ∗ r˚i+1 ∗ p˚∗
= p˚ ∗ (˚q ∗ r˚i ∗ q˚∗) ∗ p˚∗
Usando a propriedade da multiplicac¸a˜o de quaternio˜es dada pela equac¸a˜o (C.13),
tem-se, como era esperado,
r˚i+2 = (p˚ ∗ q˚) ∗ r˚i ∗ (p˚ ∗ q˚)∗
= s˚ ∗ r˚i ∗ s˚∗
e, portanto, a rotac¸a˜o global e´ dada por s˚ = p˚ ∗ q˚.
Corola´rio C.1.5. A representac¸a˜o ortonormal para a rotac¸a˜o R esta´ relacionada com
a correspondente representac¸a˜o em quaternia˜o dual q˚ atrave´s de
[
1 0T
0 R
]
= W(˚q)TQ(˚q) (C.19)
Demonstrac¸a˜o. Pode ser facilmente demonstrado a partir da definic¸a˜o e propriedades
da multiplicac¸a˜o de quaternio˜es que
r˚i+1 = q˚ ∗ r˚i ∗ q˚∗
= W(˚q)TQ(˚q)˚r
O produto de matrizes auxiliares mostrado acima e´ dado por
W(˚q)TQ(˚q)˚r =
[
q˚ · q˚ 0T
0 R
]
onde R e´ uma matriz 3× 3.
Visto que q˚ e´ um quaternia˜o unita´rio, por definic¸a˜o q˚ · q˚ = 1 e demonstra-
se facilmente que W(˚q)TQ(˚q), e consequentemente R, sa˜o ortonormais. Adicional-
mente, sendo r˚i e r˚i+1 puramente imagina´rios, atrave´s de simples manipulac¸a˜o alge´brica
mostra-se que
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r˚i+1 =
[
1 0T
0 R
]
r˚i
m
−→r i+1 = R−→r i
C.2 O Conceito de Nu´mero Dual
Os nu´meros duais foram inventados por W. Clifford (veja-se [Clifford 1873]) e foram
posteriormente aprofundados por E. Study (consulte-se [Study 1891] e [Study 1903]),
nos finais do se´culo XIX, in´ıcios do se´culo XX [Walker et al. 1991, Daniilidis 1998].
Um nu´mero dual gene´rico a˘ = a + εb pode ser definido como uma combinac¸a˜o de
um par de entidades reais ordenadas com o mesmo nu´mero de dimenso˜es (por exemplo,
nu´meros reais, vectores de nu´meros reais, matrizes de nu´meros reais, etc.) a e b com
uma regra de multiplicac¸a˜o especial para ε dada por ε2 = 0. As duas entidades a e
b podem ser descritas como pertencendo a` parte real e a` parte dual do nu´mero dual,
respectivamente [Walker et al. 1991].
A adic¸a˜o, subtracc¸a˜o e multiplicac¸a˜o de nu´meros duais sa˜o definidas atrave´s das
fo´rmulas que se seguem [Walker et al. 1991]
(a+ εb) + (c+ εd) = (a+ c) + ε (b+ d) (C.20a)
(a+ εb)− (c+ εd) = (a− c) + ε (b− d) (C.20b)
(a+ εb) (c+ εd) = ac+ ε (ad+ bc) (C.20c)
As operac¸o˜es de adic¸a˜o e de multiplicac¸a˜o fazem com que o caso especial de nu´meros
duais com componentes real e dual unidimensionais seja um anel abeliano chamado ∆
contendo elementos singulares, visto que apenas nu´meros duais com uma parte real
na˜o nula possuem um elemento inverso [Daniilidis 1998].
Vectores duais tridimensionais, por outro lado, esta˜o definidos em ∆3, e com a
adic¸a˜o e o produto externo compo˜em um mo´dulo sobre o anel ∆. Vectores duais
tridimensionais com partes real e dual ortogonais sa˜o uma representac¸a˜o de rectas em
R3 conhecida como coordenadas de Plu¨cker. A parte real e´ a direcc¸a˜o da recta e a
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parte dual e´ o seu momento. O produto interno entre dois vectores duais deste tipo e´
igual ao co-seno do aˆngulo dual θ˘ = θ+ εd, introduzido por Study na sua investigac¸a˜o
(veja-se [Study 1903]), que tem uma interpretac¸a˜o geome´trica muito u´til: θ e´ o aˆngulo
e d a distaˆncia entre duas rectas no espac¸o [Daniilidis 1998, Walker et al. 1991]. Estas
duas rectas podem por exemplo definir movimentos helicoidais [Walker et al. 1991] —
este facto sera´ utilizado mais adiante neste texto.
Uma propriedade essencial de func¸o˜es com nu´meros duais como argumentos e o
seu corola´rio envolvendo o aˆngulo dual, que sera´ usado em secc¸o˜es posteriores, sera´
apresentada de seguida [Walker et al. 1991, Daniilidis 1998].
Lema C.2.1. Seja a˘ = a + εb um nu´mero dual number com os nu´meros (unidimen-
sionais) reais a e b como as suas partes real e dual, respectivamente. A sua expansa˜o
em se´rie de Taylor no ponto a e´ dada por
f (a˘) = f (a+ εb) = f (a) + εbf ′ (a) (C.21)
Demonstrac¸a˜o. De acordo com o teorema de expansa˜o em se´rie de Taylor, se uma
func¸a˜o f (a˘) e´ anal´ıtica dentro do c´ırculo |a˘− c| < R (com R > 0), onde c e´ o centro
desse c´ırculo, enta˜o f (a˘) pode ser expandida numa se´rie de Taylor u´nica nesse c´ırculo,
f (a˘) =
∞∑
n=0
f (n)(c)
n!
(a˘− c)n
Se se expandir f (a˘) no ponto a, a se´rie de Taylor sera´
f (a˘) = f (a+ εb) = f (a) + εbf ′ (a) + ε2
b2
2
f ′′ (a) + . . .
Contudo, visto que a definic¸a˜o de nu´meros duais afirma que ε2 = 0, todos os termos
da se´rie de Taylor com expoentes de ε maiores do que um anulam-se.
Portanto,
f (a˘) = f (a+ εb) = f (a) + εbf ′ (a)
Corola´rio C.2.2. O seno e o co-seno do aˆngulo dual θ˘ = θ + εd sa˜o dados por
cos(θ˘) = cos (θ + εd) = cos (θ)− εd cos (θ) (C.22a)
sin(θ˘) = sin (θ + εd) = sin (θ) + εd cos (θ) (C.22b)
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Demonstrac¸a˜o. A demonstrac¸a˜o deste corola´rio e´ obtida directamente atrave´s da ex-
pansa˜o consecutiva em se´rie de Taylor de sin(θ˘) e cos(θ˘) em θ, atrave´s do Lema C.2.1.
C.3 Movimento Helicoidal e Quaternio˜es Unita´rios
Duais
Os quaternio˜es duais sa˜o definidos de forma similar aos quaternio˜es reais. Um
quaternia˜o dual e´ dado genericamente por
˘˚q =
[
q˘0
q˘
]
(C.23)
onde q˘0 e´ um nu´mero dual unidimensional e q˘ e´ um vector 3D dual.
Dado que as operac¸o˜es sa˜o definidas da mesma forma que com os quaternio˜es re-
ais, os quaternio˜es duais sa˜o similarmente um mo´dulo-∆, um anel na˜o-abeliano com o
quaternia˜o unidade como elemento identidade, e uma a´lgebra na˜o-comutativa e asso-
ciativa [Daniilidis 1998].
Qualquer vector dual tridimensional, como foi visto anteriormente com vectores 3D
e quaternio˜es reais, pode ser escrito como um quaternia˜o dual puramente imagina´rio e
a sua multiplicac¸a˜o possui a mesma u´til propriedade, dada por
[
0
r˘
]
∗
[
0
q˘
]
=
[
−r˘T q˘
r˘× q˘
]
(C.24)
A quadrado da norma de um quaternia˜o dual e´ definida como
‖˘˚q‖2 = ˘˚q ∗ ˘˚q∗ = ˘˚q · ˘˚q (C.25)
e e´ um nu´mero dual com parte real positiva.
Se a norma tem uma parte real na˜o-nula, enta˜o o quaternia˜o dual tem um inverso,
que tem uma forma similar ao inverso de um quaternia˜o real [Daniilidis 1998].
Um caso especial importante do quaternia˜o dual e´ o quaternia˜o dual unita´rio,
definido de forma ana´loga como anteriormente como um quaternia˜o dual com norma
unita´ria — neste caso, o seu inverso e´ tambe´m analogamente igual ao seu conjugado.
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Figura C.2: A geometria do movimento helicoidal (“em rosca”): qualquer transformac¸a˜o
de corpo r´ıgido pode ser modelada atrave´s de uma rotac¸a˜o com aˆngulo θ em volta do eixo
passando por −→c com direcc¸a˜o lˆ e uma translac¸a˜o subsequente d paralela a` direcc¸a˜o desse
eixo [Daniilidis 1998].
Visto que um quaternia˜o dual pode obviamente ser definido de forma alternativa
como ˘˚q = q˚+ ε˚q′, as suas condic¸o˜es de norma unita´ria podem ser derivadas usando a
operac¸a˜o multiplicac¸a˜o de nu´meros duais da pela equac¸a˜o (C.20c) como sendo [Danii-
lidis 1998]
‖˘˚q‖2 = q˚ ∗ q˚∗ + ε(˚q ∗ q˚′∗ + q˚′ ∗ q˚∗)
= 1⇒
{
q˚ ∗ q˚∗ = 1
q˚ ∗ q˚′∗ + q˚′ ∗ q˚∗ = 0
(C.26)
Seguidamente, o papel do quaternia˜o dual como uma representac¸a˜o matema´tica
alternativa importante para transformac¸o˜es de corpos r´ıgidos sera´ demonstrado.
De acordo com o teorema de Chasles’ (consulte-se Chen [1991] para mais in-
formac¸a˜o), uma transformac¸a˜o r´ıgida, dada por uma rotac¸a˜o em volta de um eixo
passando pela origem seguida de uma translac¸a˜o, pode ser alternativamente modelada
como uma rotac¸a˜o com o mesmo aˆngulo em volta de um eixo, denominado eixo cen-
tral, que na˜o passe pela origem (cf. Teorema C.1.1) e uma translac¸a˜o simultaˆnea ao
longo desse eixo, descrevendo uma trajecto´ria “em rosca” — esta e´ a conhecida noc¸a˜o
cinema´tica de movimento helicoidal [Daniilidis 1998].
A geometria do movimento helicoidal (consulte-se a figura C.2) vai ser agora exami-
nada com mais detalhe de modo a tirar concluso˜es sobre a sua relac¸a˜o com quaternio˜es
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duais.
Uma recta no espac¸o com direcc¸a˜o dada pelo vector unita´rio lˆ passando pelo ponto
−→c pode ser representada pelo par ordenado tridimensional (a` primeira vista com 6
graus de liberdade) (ˆl,−→m) a que e´ dado o nome de par direcc¸a˜o e momento, onde o
momento e´ dado por −→m = −→c × lˆ. Note-se que o momento da recta e´ perpendicular
ao plano contendo a recta e a origem com magnitude igual a` distaˆncia dessa recta a`
origem. Logo, duas restric¸o˜es, ‖ˆl‖2 = 1 e −→c T lˆ = 0, garantem que os graus de liberdade
de uma recta arbitra´ria no espac¸o sa˜o efectivamente quatro [Daniilidis 1998].
Dado que o eixo central do movimento helicoidal e´ uma recta no espac¸o, este de-
pende dos quatro paraˆmetros impl´ıcitos no seu par direcc¸a˜o e momento correspondendo
a cada um dos seus graus de liberdade; estes paraˆmetros, juntamente com o aˆngulo de
rotac¸a˜o θ e a distaˆncia de translac¸a˜o ao longo do eixo central d (a que tambe´m se da´
o nome de passo da “rosca” ou helico´ide, ou simplesmente passo), constituem os seis
graus de liberdade de uma transformac¸a˜o de corpo r´ıgido [Daniilidis 1998].
Como pode ser visto na figura C.2, o versor de direcc¸a˜o lˆ e´ paralelo ao eixo de
rotac¸a˜o. O passo d e´ a projecc¸a˜o do vector de translac¸a˜o sobre eixo central, e portanto
d =
−→
t T lˆ. Como foi mencionado acima, o aˆngulo θ e´ o mesmo tanto no convencional
(R,
−→
t ) como na representac¸a˜o helicoidal [Daniilidis 1998].
Primeiramente, o sistema de coordenadas, que na figura C.2 coincide originalmente
com um dos ve´rtices e as arestas correspondentes do cubo tridimensional representando
o corpo r´ıgido, e´ deslocado para o ponto −→c — este ponto e´ a projecc¸a˜o da origem do
sistema de coordenadas no eixo central — e seguidamente a transformac¸a˜o e´ reali-
zada [Daniilidis 1998].
Como no Teorema C.1.1, usa-se a fo´rmula de Rodrigues (notando o facto de que
o eixo de rotac¸a˜o, depois da deslocac¸a˜o do sistema de coordenadas, passa agora pela
origem) de forma a obter [Daniilidis 1998]
R−→c = −→c + sin θ lˆ×−→c + (1− cos θ) lˆ× (ˆl×−→c )
Visto que −→c T lˆ = 0, e que da geometria inerente ao movimento helicoidal −→t =
dˆl+ (I−R)−→c , segue-se que [Daniilidis 1998]
−→c = 1
2
(−→
t − (−→t T lˆ)ˆl+ lˆ×−→t cot θ
2
)
Deste resultado torna-se o´bvio que −→c , e portanto o eixo central, na˜o esta˜o definidos
se o aˆngulo θ for 0 ou pi. Em todos os outros casos, o vector de momento torna-
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-se [Daniilidis 1998]
−→m = −→c × lˆ = 1
2
(−→
t × lˆ+ lˆ× (−→t × lˆ) cot θ
2
)
(C.27)
Seguidamente, mostrar-se-a´ que transformac¸o˜es r´ıgidas de rectas no espac¸o podem
ser representadas muito a propo´sito como um produto de quaternio˜es duais unita´rios,
de uma forma muito similar a como as rotac¸o˜es no Teorema C.1.1 eram representadas
por um produto de quaternio˜es reais unita´rios [Daniilidis 1998].
Lema C.3.1. Seja (ˆli,
−→mi) o par direcc¸a˜o e momento de uma recta no espac¸o.
Transforme-se esta recta com (R,
−→
t ) numa recta com par direcc¸a˜o e momento
(ˆli+1,
−→mi+1). Se ambas as rectas forem representadas como quaternio˜es duais pura-
mente imagina´rios dados por
˘˚
li = l˚i + εm˚i
e
˘˚
li+1 = l˚i+1 + εm˚i+1
com
l˚i =
[
0
lˆi
]
, m˚i =
[
0
−→mi
]
e
l˚i+1 =
[
0
lˆi+1
]
, m˚i+1 =
[
0
−→mi+1
]
respectivamente, enta˜o existe um quaternia˜o dual unita´rio ˘˚q = q˚ + εq˚′ que permite a
representac¸a˜o dessa transformac¸a˜o como
˘˚
li+1 = ˘˚q ∗ ˘˚li ∗ ˘˚q∗ (C.28)
O quaternia˜o unita´rio q˚ = [cos θ
2
sin θ
2
wˆ]T e´ o quaternia˜o de rotac¸a˜o como apre-
sentado no Teorema C.1.1 e o quaternia˜o unita´rio q˚′ = 1
2
t˚ ∗ q˚ e´ metade do produto
do quaternia˜o de rotac¸a˜o com o quaternia˜o puramente imagina´rio correspondendo ao
vector de translac¸a˜o
−→
t .
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Demonstrac¸a˜o. Aplicando uma rotac¸a˜o R e uma translac¸a˜o
−→
t a uma recta dada por
(ˆli,
−→mi) obte´m-se a recta transformada (ˆli+1,−→mi+1) com
lˆi+1 = Rlˆi
e
−→mi+1 = −→c i+1 × lˆi+1 = (R−→c i +−→t )× (Rlˆi)
= R(−→c i × lˆi) +−→t × (Rlˆi)
= R−→mi +−→t × (Rlˆi)
Se se mudar de notac¸a˜o puramente vectorial para notac¸a˜o vectorial de quaternio˜es,
os termos com rotac¸o˜es sa˜o fa´ceis de representar, o u´nico problema sendo o termo de
produto externo restante. Todavia, considerando a equac¸a˜o (C.10) e que lˆi+1 = Rlˆi
pode-se representar facilmente este termo verificando que
[
0
−→
t × lˆi+1
]
=
1
2
([ −→
t T lˆi+1 − lˆTi+1
−→
t
−lˆi+1 ×−→t +−→t × lˆi+1
])
=
1
2
(˚
li+1 ∗ t˚∗ + t˚ ∗ l˚i+1
)
Portanto, a transformac¸a˜o completa em termos de quaternio˜es torna-se, de acordo
com o Teorema C.1.1,
l˚i+1 = q˚ ∗ l˚i ∗ q˚∗
e
m˚i+1 = q˚ ∗ m˚i ∗ q˚∗ + 1
2
(
q˚ ∗ l˚i ∗ q˚∗ ∗ t˚∗ + t˚ ∗ q˚ ∗ l˚i ∗ q˚∗
)
Se se usarem as definic¸o˜es para os quaternio˜es duais unita´rios dados por este Lema
correspondendo a cada recta no espac¸o, mostra-se facilmente que as equac¸o˜es prece-
dentes equivalem a` equac¸a˜o u´nica
l˚i+1 + εm˚i+1 = (˚q+ εq˚
′)(˚li + εm˚i)(˚q
∗ + εq˚′∗)
Isto e´ o mesmo que
˘˚
li+1 = ˘˚q ∗ ˘˚li ∗ ˘˚q∗
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O u´nico facto que resta demonstrar e´ que ˘˚q e´, sem margem para du´vidas, um
quaternia˜o dual unita´rio. Isto pode ser feito verificando a sua norma, sabendo que t˚ e´
um quaternia˜o puramente imagina´rio, que q˚′ = 1
2
t˚∗q˚, que q˚∗q˚∗ = 1 do Corola´rio C.1.1,
e usando a propriedade (C.13) e a operac¸a˜o de multiplicac¸a˜o de nu´meros duais definida
na equac¸a˜o (C.20c) de forma a obter
‖˘˚q‖2 = ˘˚q ∗ ˘˚q∗ = q˚ ∗ q˚∗ + ε(˚q ∗ q˚′∗ + q˚′ ∗ q˚∗)
= q˚ ∗ q˚∗ + ε
2
(˚q ∗ q˚∗ ∗ t˚∗ + t˚ ∗ q˚ ∗ q˚∗)
= 1 +
ε
2
(˚t∗ + t˚)
= 1 +
ε
2
([
0
−−→t
]
+
[
0
−→
t
])
= 1
Este Lema vai ser usado em seguida para formular um teorema que mostra que
quaternio˜es duais unita´rios podem ser usados para representar o movimento helicoidal
associado a uma transformac¸a˜o de corpo r´ıgido, como provado no decurso investigac¸a˜o
de Konstantinos Daniilidis em [Daniilidis 1998], e um corola´rio que mostra a relac¸a˜o
matema´tica entre os componentes desse quaternia˜o unita´rio dual e os paraˆmetros da
transformac¸a˜o de corpo r´ıgido correspondente, como foi apresentado no trabalho de
Michael Walker et al ’s em [Walker et al. 1991].
Teorema C.3.1. Seja (ˆl,−→m) o par direcc¸a˜o e momento do eixo central do movimento
helicoidal com passo d e aˆngulo de rotac¸a˜o θ correspondendo a` transformac¸a˜o r´ıgida de
paraˆmetros (R,
−→
t ), como afirmado no teorema de Chasles’. Se
l˘ =
−→
l + ε−→m
enta˜o, em concordaˆncia com o Lema C.3.1, existe um quaternia˜o dual unita´rio ˘˚q =
q˚+ εq˚′ que corresponde a` transformac¸a˜o aplicada a um ponto arbitra´rio com vector de
posic¸a˜o −→r i para o deslocar ate´ −→r i+1. Este quaternia˜o dual unita´rio e´ dado por
˘˚q =

 cos
(
θ˘
2
)
sin
(
θ˘
2
)
l˘

 (C.29)
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onde θ˘ = θ + εd e´ denominado de aˆngulo dual, como definido por Study em [Study
1903]. Dado que ˘˚q tem norma unita´ria, esta correspondeˆncia apenas se mante´m se as
restric¸o˜es seguintes, as chamadas condic¸o˜es ou restric¸o˜es de norma unita´ria
para quaternio˜es duais, forem satisfeitas:
‖˘˚q‖2 = q˚ ∗ q˚∗ + ε(˚q ∗ q˚′∗ + q˚′ ∗ q˚∗)
= 1⇒
{
q˚ ∗ q˚∗ = 1
q˚ ∗ q˚′∗ + q˚′ ∗ q˚∗ = 0
(C.30)
Demonstrac¸a˜o. Visto que o eixo central de uma trajecto´ria helicoidal e´ uma recta
no espac¸o, enta˜o, de acordo com o Lema C.3.1 e o Teorema C.1.1, a parte real do
quaternia˜o dual unita´rio requerido correspondendo a` matriz de rotac¸a˜o R e´ dado por
q˚ =
[
q0
q
]
=
[
cos
(
θ
2
)
sin
(
θ
2
)
lˆ
]
Logo, pode-se rescrever a equac¸a˜o do momento da recta (C.27) como
sin
(
θ
2
)
−→m = 1
2
(−→
t × q+ q0−→t − (ˆlT−→t )ˆl cos
(
θ
2
))
Usando d =
−→
t T lˆ, tem-se
sin
(
θ
2
)
−→m + d
2
lˆ cos
(
θ
2
)
=
1
2
(
q0
−→
t +
−→
t × q
)
Aplicando de novo o Lema C.3.1 e a definic¸a˜o de multiplicac¸a˜o de quaternio˜es dada
por (C.9), a parte dual do quaternia˜o dual unita´rio desejado e´ dada por
q˚′ =
1
2
t˚ ∗ q˚ =

 −12 qT−→t
1
2
(
q0
−→
t +
−→
t × q
)


Reunindo estes resultados, tem-se a expressa˜o completa para o quaternia˜o dual
unita´rio:
˘˚q =
[
q0
q
]
+ ε

 −12 qT−→t
1
2
(
q0
−→
t +
−→
t × q
)


=
[
cos
(
θ
2
)
sin
(
θ
2
)
lˆ
]
+ ε
[
−d sin ( θ
2
)
sin
(
θ
2
)−→m + d
2
lˆ cos
(
θ
2
)
]
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Usando o Lema C.2.1 e o Corola´rio C.2.2, e´ fa´cil provar que
˘˚q =
[
cos
(
θ+εd
2
)
sin
(
θ+εd
2
)
(˚l+ εm˚)
]
Efectuando as u´ltimas substituic¸o˜es considerando as definic¸o˜es de aˆngulo dual θ˘ e
de l˘ tem-se
˘˚q =

 cos
(
θ˘
2
)
sin
(
θ˘
2
)
l˘


que ja´ tinha sido provado no Lema C.3.1 como tendo norma unita´ria, como requerido.
Corola´rio C.3.2. A transformac¸a˜o r´ıgida com paraˆmetros (R,
−→
t ) que transforma o
ponto pi em pi+1 pode ser derivada do quaternia˜o dual unita´rio ˘˚q correspondendo ao
movimento helicoidal relacionado com essa transformac¸a˜o usando
p˚i+1 = W(˚q)
TQ(˚q)p˚i + 2W(˚q)
T q˚′ (C.31)
onde q˚ e q˚′ sa˜o as partes real e dual do quaternia˜o dual, respectivamente, e p˚i e p˚i+1
sa˜o os quaternio˜es puramente imagina´rios correspondendo a pi e pi+1, respectivamente.
Demonstrac¸a˜o. A transformac¸a˜o de corpo r´ıgido envolvida e´ tradicionalmente dada
por
pi+1 = Rpi +
−→
t
Usando as propriedades de multiplicac¸a˜o de quaternio˜es, do Teorema C.1.1 tem-se
que a rotac¸a˜o de pi dada por R pode ser representada em notac¸a˜o de quaternio˜es como
q˚ ∗ p˚i ∗ q˚∗ = W(˚q)TQ(˚q)p˚i
e do Teorema C.3.1, pode-se derivar
q˚′ =
1
2
t˚ ∗ q˚⇔ t˚ = 2 q˚′ ∗ q˚∗ = 2W(˚q)T q˚′
Corola´rio C.3.3. O inverso de uma transformac¸a˜o de corpo r´ıgido pode ser represen-
tada pelo conjugado do quaternia˜o dual unita´rio que corresponde a essa transformac¸a˜o.
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Demonstrac¸a˜o. Este corola´rio e´ provado analogamente ao Corola´rio C.1.3.
A expressa˜o (C.31) e o Corola´rio C.3.2 levaram ao desenvolvimento de va´rias
soluc¸o˜es em forma fechada para problemas de estimac¸a˜o no sentido dos mı´nimos qua-
drados como a que e´ apresentada no trabalho de investigac¸a˜o de et al (consulte-se [Wal-
ker et al. 1991]), mostrando as vantagens no uso desta notac¸a˜o para a representac¸a˜o
de transformac¸o˜es r´ıgidas gene´ricas. Todavia, como pode ser constatado no corola´rio
seguinte, ainda existe um outra vantagem no seu uso que sera´ frequentemente explo-
rada ao longo do texto principal desta tese, que assume protagonismo quando se lida
com composic¸a˜o de transformac¸o˜es [Daniilidis 1998].
Corola´rio C.3.4. Uma transformac¸a˜o de corpo r´ıgido composta por duas ou mais
transformac¸o˜es e´ derivada da concatenac¸a˜o de todos os quaternio˜es duais unita´rios
correspondentes atrave´s da operac¸a˜o de multiplicac¸a˜o de quaternio˜es.
Demonstrac¸a˜o. Este facto e´ facilmente demonstra´vel atrave´s da verificac¸a˜o do factos
seguintes:
• O Lema C.3.1 e o Teorema C.3.1 mostram que a maneira como os quaternio˜es du-
ais unita´rios se relacionam com transformac¸o˜es r´ıgidas depende da transformac¸a˜o
do eixo central do movimento helicoidal correspondente atrave´s de ˘˚q ∗ ˘˚l ∗ ˘˚q∗.
• Visto que esta expressa˜o tem a mesma forma que a relac¸a˜o que permite a re-
presentac¸a˜o de rotac¸o˜es atrave´s de quaternio˜es unita´rios reais, isto implica que o
Corola´rio C.1.4 tambe´m se aplica a quaternio˜es duais unita´rios nesta situac¸a˜o.
Apeˆndice D
Resoluc¸a˜o de Problemas de
Mı´nimos Quadrados Na˜o Lineares
Sem Restric¸o˜es — o Me´todo de
Levenberg-Marquardt
Quando a relac¸a˜o mais simples poss´ıvel estabelecida entre va´rios valores conhecidos
(geralmente medidas de algum tipo) e as inco´gnitas que se quer estimar e´ na˜o linear,
estamos perante o problema de estimac¸a˜o de paraˆmetros mais gene´rico que existe envol-
vendo a minimizac¸a˜o de uma func¸a˜o-objectivo. Neste caso, apenas me´todos iterativos
na˜o lineares, como os descritos em Chapra and Canale [2002b] e dos quais os mais fa-
cilmente reconhec´ıveis sera˜o o me´todo de descida ma´xima e o me´todo Newton, podem
ser usados para a estimac¸a˜o de paraˆmetros.
Qualquer me´todo na˜o linear necessita de valores iniciais para as estimativas dos
paraˆmetros para a primeira iterac¸a˜o, e consequentemente, estes me´todos requerem mais
do que uma mera formulac¸a˜o teo´rica do problema — precisam tambe´m de uma boa
ana´lise das suas condic¸o˜es pra´ticas. De outra forma, qualquer destes me´todos tera´ uma
alta probabilidade em convergir, na˜o para um mı´nimo global que representaria a soluc¸a˜o
desejada, e sim para um qualquer mı´nimo local indesejado mais pro´ximo [Chapra and
Canale 2002b].
Neste trabalho, o robusto algoritmo de Levenberg-Marquardt foi escolhido para
resolver este tipo de problemas — este algoritmo vai ser sumariado nos para´grafos
seguintes.
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Considere-se a seguinte func¸a˜o-objectivo na˜o linear gene´rica a ser minimizada
f(θ, φ) = 0 (D.1)
onde θ e φ sa˜o genericamente denominados de vector de medidas e vector de inco´gnitas,
respectivamente. O objectivo e´ portanto estimar φ de forma a minimizar f .
Durante a iterac¸a˜o j, a actualizac¸a˜o ∆φ para a estimativa presente φj e´ derivada
da expansa˜o de Taylor de primeira ordem de (D.1) [Prager et al. 1997, Hartley and
Zisserman 2000]
0 = f(θ, φ) ≈ f(θ, φj) +
∂f(θ, φj)
∂φ
(φ− φj)
⇒ ∆f = J(φ− φj) = J∆φ (D.2)
onde ∆f = −f(θ, φj) e´ o vector de erro e J = ∂f(θ,φj)∂φ e´ a matriz de gradientes, tambe´m
chamada de matriz Jacobiana.
O algoritmo de Levenberg-Marquardt devolve os valores actualizados para os
paraˆmetros φj+1 atrave´s das equac¸o˜es normais aumentadas N
′∆f = (JTJ+εI)−1JT∆f
como sendo [Prager et al. 1997, Hartley and Zisserman 2000]
φj+1 = φj +N
′∆f (D.3)
onde ε e´ o factor de amortecimento escolhido em cada iterac¸a˜o de forma a estabilizar a
convergeˆncia do algoritmo. A cada passo, ∆f e J sa˜o avaliados em func¸a˜o da estimativa
presente φj. Este processo e´ iterado ate´ que as correcc¸o˜es ∆φ sejam suficientemente
pequenas [Prager et al. 1997, Hartley and Zisserman 2000].
Note-se que a popularidade deste algoritmo reside no facto de que este se aproxima
do me´todo de descida ma´xima quando ε e´ grande, efectivamente acelerando a sua
convergeˆncia em direcc¸a˜o ao mı´nimo mais pro´ximo, e do me´todo de Newton quando
a convergeˆncia esta´ pro´xima de se consumar e ε ≈ 0 (visto que as equac¸o˜es normais
aumentadas se tornam nas equac¸o˜es normais regulares N∆f = JTJ∆f do me´todo de
Newton), ganhando assim precisa˜o nessa mesma convergeˆncia [Hartley and Zisserman
2000, Prager et al. 1997, Chapra and Canale 2002b].
Apeˆndice E
Resoluc¸a˜o de Problemas de
Mı´nimos Quadrados Lineares
Qualquer matriz gene´rica Am×n pode ser decomposta como sendo
A = UΣVT (E.1)
onde U e´ uma matriz ortogonal m ×m, V e´ uma matriz ortogonal n × n e Σ e´ uma
matriz m× n
Σ =


σ1
σ2
. . .
σn

 (E.2)
cujos elementos na˜o diagonais sa˜o todos nulos e cujos elementos diagonais satisfazem
σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0. Esta e´ a denominada Decomposic¸a˜o em Valores Singulares
(Singular Value Decomposition) ou SVD [Leon 1998].
A prova deste facto e´ apresentada, por exemplo, em Leon [1998], e tem sido reco-
nhecida (por exemplo, em Hartley and Zisserman [2000]) como sendo um dos resulta-
dos mais u´teis no que respeita a soluc¸o˜es de problemas do campo de A´lgebra Linear
Nume´rica. Provavelmente, a sua aplicac¸a˜o mais vantajosa e´ no seu uso na soluc¸a˜o de
uma grande variedade problemas de mı´nimos quadrados.
Outra ferramenta indispensa´vel na resoluc¸a˜o de problemas lineares de mı´nimos
quadrados e´ a teoria de valores/vectores pro´prios e os multiplicadores de Lagrange [Rao
2002b;a].
Dois destes problemas e as suas soluc¸o˜es correspondentes atrave´s de SVD e va-
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lores/vectores pro´prios, usadas neste trabalho, va˜o ser apresentadas ao longo deste
apeˆndice. Os algoritmos de SVD e de determinac¸a˜o de valores/vectores pro´prios foram
aplicados neste trabalho usando a implementac¸a˜o do MATLAB das func¸o˜es svd e eig.
E.1 Soluc¸a˜o de sistemas lineares sobre-
determinados na˜o homoge´neos (Ax = b)
Se A = UΣVT for uma matriz m×n de caracter´ıstica r, a sua matriz Σ sera´ uma
matriz m× n [Leon 1998],
Σ =
[
Σ1 0
0T 0
]
=


σ1
σ2
. . . 0
σr
0T 0


(E.3)
e pode-se definir [Leon 1998]
A+ = VΣ+UT (E.4)
onde Σ+ e´ matriz n×m dada por
Σ+ =
[
Σ1
−1 0
0T 0
]
=


1
σ1
1
σ2
. . . 0
1
σr
0T 0


(E.5)
A equac¸a˜o (E.4) apresenta uma generalizac¸a˜o natural do inverso de uma matriz.
Desta forma, a matriz A+ e´ denominada a pseudo-inversa de A, visto que tambe´m
satisfaz as quatro propriedades alge´bricas conhecidas como as Condic¸o˜es de Penrose:
AA+A = A, A+AA+ = A+, (AA+)T = AA+ and (A+A)T = A+A (e´ favor consul-
tar Leon [1998] para mais informac¸a˜o).
Pode-se provar (veja-se Leon [1998]) que, se uma estimativa x satisfaz o conjunto
de n× n equac¸o˜es lineares denominadas equac¸o˜es normais
ATAx = ATb
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para Am×n, enta˜o x = (A
TA)−1ATb e´ a soluc¸a˜o u´nica para o problema linear de
mı´nimos quadrados do tipo Ax = b [Leon 1998, Hartley and Zisserman 2000]. Obvia-
mente, para isto ser verdade, ATA e´ tambe´m provada ser na˜o-singular.
O conceito de matriz pseudo-inversa pode ser usada para resolver problemas deste
tipo [Leon 1998, Hartley and Zisserman 2000]. Para ver como isto e´ feito, consideremos
primeiro o caso onde A e´ uma matriz m× n de caracter´ıstica n. Logo Σ e´ dada por
Σ =
[
Σ1
0T
]
onde Σ1 e´ uma matriz diagonal n × n na˜o-singular. A matriz ATA e´ tambe´m na˜o
singular e
AT = VΣTUT ⇒ (ATA)−1 = V(ΣTΣ)−1VT
Portanto, a soluc¸a˜o para as equac¸o˜es normais e´ dada por
Ax = b⇒
x = (ATA)−1ATb
= V(ΣTΣ)−1VTVΣTUTb
= V(ΣTΣ)−1ΣTUTb
= VΣ+UTb
= A+b
que efectivamente mostra que, como foi referido anteriormente, A+ e´ a generalizac¸a˜o do
inverso de A. Desta forma, A+b e´ a soluc¸a˜o do problema linear de mı´nimos quadrados
quando A tem caracter´ıstica ma´xima. No caso onde A tem caracter´ıstica r < n existe
uma infinidade de soluc¸o˜es para o problema de mı´nimos quadrados; pore´m, pode-se
provar (mais uma vez, consulte-se Leon [1998]) que, na˜o so´ A+b e´ uma dessas soluc¸o˜es,
visto que ATb pertence ao espac¸o-coluna de ATA, como tambe´m que e´ a soluc¸a˜o
mı´nima quanto a ‖b−Ax‖22, como requerido [Leon 1998, Hartley and Zisserman 2000].
Finalmente, um u´ltimo apontamento deve ser tomado: quando a caracter´ıstica de
A e´ desconhecido, normalmente os valores singulares σj abaixo de um certo limiar
infinitesimal sa˜o postos a zero.
A pseudo-inversa e´ calculada atrave´s da implementac¸a˜o em MATLAB da func¸a˜o
pinv, que por sua vez usa implicitamente a func¸a˜o svd.
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E.2 Soluc¸a˜o de sistemas lineares sobre-determina-
dos homoge´neos (Ax = 0)
Durante a prova da existeˆncia universal de uma decomposic¸a˜o em valores singulares
de uma matriz Am×n apresentada em Leon [1998], va´rias observac¸o˜es importantes
sa˜o feitas. Duas destas afirmam que os vectores coluna de V, denotados por vj e
denominados vectores singulares direitos de A, formam uma base ortonormal para
N(A) para r + 1 ≤ j ≤ n se A tiver uma caracter´ıstica r < n [Leon 1998]. Torna-se
portanto o´bvio que um sistema de equac¸o˜es homoge´neas do tipo Ax = 0 tem uma
soluc¸a˜o na˜o-trivial se e so´ se A tiver uma caracter´ıstica r < n [Hartley and Zisserman
2000].
O facto de que vj, r+1 ≤ j ≤ n formam uma base ortonormal para N(A) significa
que existe uma infinidade de soluc¸o˜es para Ax = 0 que podem ser formadas por
qualquer combinac¸a˜o linear da forma gene´rica
x = λ1vr+1 + ...+ λn−(r+1)vn (E.6)
Por essa raza˜o, essas combinac¸o˜es lineares de soluc¸o˜es para problemas do tipo
Ax = 0 sa˜o habitualmente restringidas por alguma condic¸a˜o relevante, que normal-
mente implica a normalizac¸a˜o dos elementos de x.
Uma restric¸a˜o comum em estimac¸a˜o de paraˆmetros, segundo Zhang [1995], e´
‖x‖ = 1. Problemas do tipo Ax = 0 sujeitos a esta restric¸a˜o sa˜o resolvidos como
apresentado em seguida [Hartley and Zisserman 2000].
Considere-se a SVD de A. O problema requer a minimizac¸a˜o de ‖UΣVTx‖.
Pore´m, visto que U e V sa˜o ortogonais, as distaˆncias euclidianas sa˜o preservadas
(veja-se Leon [1998] ou Hartley and Zisserman [2000]); logo ‖UΣVTx‖ = ‖ΣVTx‖
e ‖x‖ = ‖VTx‖. Portanto, torna-se necessa´rio minimizar ‖ΣVTx‖ sujeito a` restric¸a˜o
‖VTx‖ = 1. Efectuando substituic¸o˜es usando y = VTx, o problema torna-se: mini-
mizar ‖Σy‖ sujeito a ‖y‖ = 1. Visto que Σ esta´ na forma apresentada em (E.2), com
os seus elementos diagonais em ordem descendente, consequentemente a soluc¸a˜o para
este problema auxiliar e´ y = [0 0 · · · 0 1]T . Voltando a substituir, torna-se evidente que
a soluc¸a˜o para o problema original e´ vn, ou seja, a u´ltima coluna de V.
Por vezes, pore´m, torna-se conveniente normalizar apenas um subconjunto de ele-
mentos de x. Seja x′ um sub-vector de x contendo os seus n primeiros elementos
e x′′ um sub-vector contendo os restantes elementos de x. Se se impuser a restric¸a˜o
‖x′‖2 = 1 de forma a obrigar este vector a ser unita´rio, pode-se resolver Ax = 0 sujeita
a esta restric¸a˜o, calculando x′′ em func¸a˜o de x′.
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Para este efeito, torna-se necessa´rio rescrever a equac¸a˜o Ax = 0 como sendo
Cx′ +Dx′′ = 0. O problema original passa agora a ser formulado como
min
w′,w′′
‖O‖2, O = Cx′ +Dx′′ (E.7)
sujeito a` restric¸a˜o ‖x′‖2 = 1. Usando multiplicadores de Lagrange (consulte-se Rao
[2002a]), isto e´ equivalente a [Shapiro and Stockman 2001]
min
w′,w′′
[
‖Cx′ +Dx′′‖2 + λ(1− ‖x′‖2)
]
(E.8)
Este problema pode ser resolvido tomando as derivadas parciais da func¸a˜o objectivo
quanto a x′ e x′′ e igualando-as a zero [Shapiro and Stockman 2001]:
∂O
∂x′
= 2CT (Cx′ +Dx′′)− 2λx′ = 0 (E.9a)
∂O
∂x′′
= 2DT (Cx′ +Dx′′) = 0 (E.9b)
Esta u´ltima equac¸a˜o e´ equivalente a
x′′ = −(DTD)−1DTCx′ (E.10)
Substituindo (E.10) na primeira equac¸a˜o, obte´m-se
λx′ =
[
CTC−CTD(DTD)−1DTC]x′ (E.11)
E´ evidente portanto que λ e´ vector pro´prio de
M = CTC−CTD(DTD)−1DTC (E.12)
e portanto a soluc¸a˜o para x′ e´ dada pelo vector pro´prio associado ao valor pro´prio
mais pequeno de M. A equac¸a˜o (E.10) permite calcular consequentemente o vector de
coeficientes dependentes x′′ dado x′ [Shapiro and Stockman 2001].
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