Abstract. We give estimates for the first two moments of arithmetical sequences in progressions. Instead of using the standard approximation, we work with a generalization of Vaughan's major arcs approximation which is similar to that appearing in earlier work of Browning and Heath-Brown on norm forms. We apply our results to the sequence τ k (n), and obtain unconditional results in a wide range of moduli.
Introduction
Given a sequence A = {f (n)} n≥1 of real numbers, a natural measure of its irregularity in progressions modulo q is the probabilistic variance 1≤a≤q n≤x n≡a mod q f (n) − 1 φ(q/(q, a)) n≤x (n,q)=(a,q)
This quantity has been widely studied in the literature for many interesting arithmetical sequences (see for example [15, 11, 12, 19, 22, 17, 14, 9] ). Notably, Rodgers and Soundararajan [18] have recently established an asymptotic for the k-th divisor function f (n) = τ k (n), on average over moduli q in certain ranges. Their results confirm predictions coming from function fields [13] , and are related to the estimation of moments of Dirichlet L-functions. The quantity (1) is the probabilistic variance of f (n), in the sense that the approximation 1 φ(q/(q, a)) n≤x (n,q)=(a,q) f (n) is the quantity depending only on (a, q) that minimizes it. One can ask whether there exists a natural approximation that depends more strongly on a which results in a smaller variance. In the case of the sequence of primes, that is f (n) = Λ(n), this was shown possible by Vaughan [20, 21] , by considering the contribution of the major arcs in an application of the circle method.
In the current paper we work with a generalization of Vaughan's approximation to general arithmetical sequences A = {f (n)} n≥1 . Such an approximation was used in the work of Browning and Heath-Brown [3, Section 4] , and was crucial in order to obtain an asymptotic expression for the bilinear forms of trace functions they considered. The resulting major arcs approximations ρ R (x; q, a), ρ approximations depend only on the distribution of the sequence f (n) in arithmetic progressions, rather than depending intrinsically on f (n). By this we mean that ρ R (x; q, a) depends only on the quantities h j (d) appearing in Hypothesis 1.4 below, which measure the size of A in the arithmetic progression 0 mod d. Before we give our general results let us consider the case of the sequence f (n) = τ k (n), the k-th divisor function, with k ≥ 2. We obtain results for the first two moments. Theorem 1.1 (First moment of τ k ). There exist absolute constants η, η ′ > 0 such that for every k ≥ 2 and in the range −x/N < a ≤ x, N + 1 ≤ min{x 1/2−η/k , R}, we have the bound
x/N <q≤x a<n≤x n≡a mod q τ k (n) − ρ * R (x; q, a) ≪ NR(log R log x)
k + x 1−η ′ /k τ 2 (|a|).
Theorem 1.2 (Variance of τ k ).
There exists an absolute constant η > 0 such that for every k ≥ 2 and in the range N ≤ R ≤ x η/k we have
where Q k and P k are polynomials of degree k 2 − 2 and 2k − 2 respectively, which are defined in Section 6. Also
Based on their results on the function field counterpart, Keating, Rodgers, Roddity-Gershon and Rudnick [13] have made the following conjecture on the probabilistic variance:
Here δ is the Dirac delta-function, ∆(w) := i<j (w i − w j ) is the Vandermonde determinant, and
On average over q ≍ Q and for
their conjecture was confirmed by the work of Rodgers and Soundararajan [18] . In the current paper we are interested in the range c ∈ [1, 1 + O(
, in which [13, Lemma 6] implies that
where R k (c) is the polynomial defined by
We will see in Remark 6.2 that the polynomial P k in Theorem 1.2 is exactly of this form, and thus our results are very similar to their function field counterparts 1 . In particular if we take R = N = x/Q in Theorem 1.2 then we recover the expression obtained in [18, Theorem 1] . Indeed, setting v := log R/ log x = 1 − 1/c, we have that (42) implies the formula
As for larger values R > N, we will see that by monotonicity (see Remark 1.9 (3) below), they will result in a smaller variance.
We now describe our general results. We will consider arithmetical sequences A = {f (n)} n≥1 satisfying two hypotheses. The first is analogous to a standard sieve hypothesis, and the second describes the distribution of A in arithmetic progressions. These hypotheses include two real functions Q(x) and L(x); for now one can think of Q(x) as a small power of x and of L(x) as a power of (log x).
Hypothesis 1.4 (Arithmetical Sequence).
There exists an integer J ≥ 0, arithmetical functions 2 h j and monotonic smooth functions u j : R ≥0 → R with 0 ≤ j < J such that uniformly
For ease of notation, we set u j (t) = 0 for t < 0. Hypothesis 1.5 (Equidistribution in arithmetic progressions). For x ≥ 1 we have the bound
Under these hypotheses, we define the major arcs contributions
, 1 The slight difference in the constant a k (q) versus our constant C k comes from the fact that we are considering all residue classes a mod q, rather than requiring (a, q) = 1.
2 The h j need not be multiplicative. and the approximations
We can now give an estimate for the first two moments of the difference ∆ R (n) := f (n) − F R (n) in arithmetic progressions. Theorem 1.6. Assume Hypotheses 1.4 and 1.5. In the ranges −x/N < a ≤ x, N + 1 ≤ min{Q(x), R}, we have
,
The same bound holds for the sum over the moduli q ≤ N. Moreover, for a ≥ 0 the second condition can be relaxed to N ≤ min{Q(x), R}.
Remark 1.7.
(1) We recover [6, Theorem 1.5] in the case f = Λ, h 0 = δ, J = 1, u 0 = 1, for which Hypothesis 1.4 is the prime number theorem and Hypothesis 1.5 follows from the Bombieri-Vinogradov Theorem, with L(x) = (log x) A and Q(x) = √ x/(log x) B . (2) As in [6] , we can hope to obtain an asymptotic estimate for the sum over moduli q ≤ x/N. This would require additional hypotheses on f in order to estimate certain sums of arithmetical functions. We preferred not to pursue this further. For an arithmetical function f , define the 2-norm
We will see that the variance is dominated by the 2-norm of ∆ R (n), and we will give an estimate for this quantity.
Theorem 1.8. Assume Hypotheses 1.4 and 1.5 and recall the notation (4) .
4
Moreover, for R ≥ 1 we have
Remark 1.9.
(1) We recover [20, Theorems 3, 4] by taking f = Λ.
(2) We recover [12, Theorem 2] by taking f = µ which corresponds for us to a very particular case since u *
Indeed, we can make the choices
A , and hence F R = 0. (3) The estimate (6) is a refinement of [3, Lemma 6] , which is based on the large sieve. (4) The second term on the right hand side of (6) is negative and monotonic in R. In other words, the larger R is, the more precise the approximation F R (n) becomes, and the smaller the variance is. (5) If J = 1, then the main terms on the right hand side of (6) become
The ratio between f 2 2 and
x 0 u 0 (t) 2 dt is a measure of the irregularity of f , and is compensated by the sum over r in such a way that (7) stays positive.
General major arcs approximation
The goal of this section is to justify the definition of the major arcs approximations ρ R (x; q, a), ρ * R (x; q, a) given in (3). Our argument results in an approximation similar to that of Browning and Heath-Brown [3, Section 4], and generalizes Vaughan's approximation for Λ(n) [20, 21] to general arithmetic sequences f (n) satisfying Hypotheses 1.4 and 1.5. We will combine the circle method with an argument of La Bretèche and Granville [2] , which determine the resonance of f (n) with the harmonics e(bn/r). We define the counting functions
We first see that from Hypotheses 1.4 and 1.5 we can deduce an asymptotic for A(x; q, a) in terms of the function
5
The argument is due to Granville and Soundararajan [8] .
Corollary 2.1. Under Hypotheses 1.4 and 1.5, we have uniformly for a ∈ Z and x ≥ 1 that
Proof. We have that 1
and hence
The first term is ≪ U 0 (x)/L(x) by Hypothesis 1.5, and by Hypothesis 1.4 the second is q, a) ) .
The last sum over q is
Coming back to the circle method, we use the notations of [2] as follows:
If f is well-distributed in arithmetic progressions of small moduli, then R f (x; a/q) will be an error term. More precisely, Hypothesis 1.5 implies that
and hence if we have equidistribution in small arithmetic progressions (that is Q is negligible compared to L(x)), then R f (x; a/q) is small on average. In other words, a Siegel-Walfisz hypothesis implies that R f (x; a/q) is negligible. We reproduce [2, Lemme 3.2] and its proof.
Lemma 2.2 ([2]
). For (b, r) = 1 and x ≥ 1, we have the identity
Proof. We have Therefore we can write
Möbius inversion gives the desired result.
By Lemma 2.2, if R f (x, b/r) is negligible and β is small, then E f (x; b/r + β) is well approximated by the quantity
Indeed, summation by parts gives the identity
By (10), Hypothesis 1.5 gives the following bound on this error term, under the condition r ≤ Q(x):
This gives an idea of the admissible size of β relative to R f . For example, we can take |β| ≤ 1/rR with r ≤ min{Q(x), L(x)} and R = x/ L(x), and obtain an error term
We now apply the circle method to f (m), and extract the major arcs contribution. Writing e(−mb/r)
e(−mb/r)
Combining Hypothesis 1.4 with summation by parts gives that
Applying the Euler-Maclaurin Formula to the main term in this expression and using the notation u *
where this time the main term on the right hand side should be small when β is not. Now, if u j is monotonic and differentiable, we have
Hence, from (11) and introducing the Ramanujan sums
we obtain
with
e(mb/r).
Note that if we take J = 1, h(n) = δ(n) (the neutral element in convolution) and u 0 = 1, then we recover Vaughan's original approximation.
First moment
The goal of this section is to prove Theorem 1.6, that is to bound the first moment
Similar arguments will yield an upper bound for
We denote
Proof of Theorem 1.6. We concentrate on bounding M 1 (x, N, R; a), since the proof of the corresponding bound for M 1 (x, N, R; a) is similar. We begin by estimating
Under the condition −x/N < a ≤ x, we can use the symmetry of the divisors n − a = qs to obtain the identity
Note that the last sum is empty when a ≥ 0, and comes from the contribution of the case s = 1, q = n − a > x. Applying Corollary 2.1, we obtain uniformly for N + 1 ≤ Q(x) that
We now give an estimate for
We have 
e(nc/r).
Moreover, for a < 0
We now show that in M 12 (x, N, R; a), the contribution of the r with r ∤ s is small. Indeed, for fixed j this contribution is given by r≤R r∤s
e(ac/r)
1≤k≤(x−a)/s u j (a + ks)e(cks/r).
Since each u j is monotonic and differentiable, we can show that the exponential sum is small (since s/r is not an integer). Indeed, summation by parts gives
and ||t|| denotes the distance to the nearest integer. The contribution of the terms with r ∤ s is therefore
Hence,
Indeed, summation by parts gives
and for |a| ≤ x,
Substituting this in (19), we obtain an analogue of [6, Lemma 2.4(i)]
We now approximate m 12 (R, N; a) with m 12 (∞, N; a). Let us show that
for any arithmetical function h j . 3 Opening the convolution, we have , a) ) .
The innermost sum is empty as soon as (s, a) ∤ d. We deduce that
which implies the desired identity. We have
Hence, for R ≥ N + 1 ≥ N − aN/x we have m 12 (R, N; a) = m 12 (∞, N; a).
Therefore, substituting (18) and (21) in (15), we have proved the desired bound on M 1 (x, N, R; a). The bound on M 1 (x, N, R; a) follows along similar lines.
Variance
In this section we study the variance
where
A(x; q, a) − ρ R (x; q, a) 2 .
Proof of Theorem 1.8. We have
x/N <q≤x m,n≤x m=n+qs s≥1
The second of these sums equals
and hence we can apply Theorem 1.6 and obtain the bound
Hence, for N ≤ min{Q(x), R, U 0 (x)/(L(x)u * 1 (x, R)(log R))}, we have the estimate (5).
It is now clear that the variance is dominated by the diagonal terms. Let us evaluate these terms. We have
For the third term on the right hand side of (24), we have by (14) that
where for m | r we put
Applying integration by parts, Hypothesis (1.4) gives that for all j, n≤x m|n
However,
(26)
A calculation shows that
14 For the second term on the right hand side of (24), by (14) we have
Analogous steps give the identity
The estimate (20) applied to u j u j ′ gives that
where, by (25),
Hence, we have that
By substituting (26) and (27) in (24), we obtain (6). 15 
Sum of divisors
We now consider the k-th divisor function f (n) = τ k (n), and show that Hypotheses 1.4 and 1.5 hold. To describe the implied arithmetical functions h j,k (d) we will write
and v p denotes the p-adic valuation. The arithmetic functions h j,k in Hypothesis 1.4 will be of the form
(For ease of notation we set b −1 (d) = 0.)
, with k ≥ 2. Hypothesis 1.4 holds with the choice
Moreover, we have the bound
whereh k is an arithmetical function such that
Finally, Hypothesis 1.5 with the choice Q(x) = x 1/2−c/k and any function L such that L(x) ≤ x c/k for some suitably chosen absolute constant 0 < c < 1/2.
Remark 5.2.
(1) In the case k = 3 Heath-Brown showed [10] that for any fixed ε > 0 and any Q(x) ≤ x 11/21−ε we can take L(x) = x −ε (x 11/21 /Q) 7/17 in Hypothesis 1.5. Restricting the sum to prime moduli and taking L(x) = (log x) B , Fouvry, Kowalski and Michel [7] showed that the choice Q = x 9/17−ε is admissible (again for any fixed ε > 0). (2) Drappeau [4, Theorem 7.1] recently showed that there exists η > 0 such that for k ≥ 4, |a| ≤ x η and Q ≤ x 1/2+η , we have the bound
(Note that the summand has no absolute values.) 16 Before proving Proposition 5.1, we need to estimate the summatory function of τ k (dn)/τ k (d). This will be done using standard tools, and will allow us to deduce Hypothesis 1.4 for the sequence f = τ k .
where P d (X) is the polynomial in X = log x with coefficients depending on d defined by
Proof. Fix ε > 0. First note that for ℜ(s) ≥ ε > 0 we have the bound
One easily shows that
, and hence the coefficients of the Dirichlet series we are interested in are bounded by τ k (n). An effective Perron formula gives the estimate
Shifting the contour of integration to the left we uncover a pole at s = 1, and end up with an integral on the line ℜ(s) = ε, which is
The result follows by taking T = x 2 k+2 .
We now achieve the verification of the hypotheses for the sequence f = τ k .
Proof of Proposition 5.1. To show Hypothesis 1.5, we see that from the work of Bombieri, Friedlander and Iwaniec [1] we can deduce the existence of constants c ′ > 0 and A k such that for any fixed k ≥ 1 we have
A k . This bound can be extended to values of a that are not necessarily coprime to q (note also that it is trivial for a = 0), and hence Hypothesis 1.5 holds with the choice L(x) = x c ′ /k (log x) −A k ≫ x c/k , for any 0 < c < c ′ . Note that Hypothesis 1.5 also follows from [16] .
We now proceed to the verification of Hypothesis 1.4. A calculation shows that the coefficients of Lemma 5.3 satisfy
Hence, by the same Lemma we have that for d ≤ x and hence, by (37),
The bound (34) follows.
We now deduce the following corollary of Theorem 1.6, which implies Theorem 1.1. 
x c ′ /k , where c and c ′ are two positive absolute constants coming from the second remark in Lemma 5.1.
Proof. We need to bound the quantities σ j (R) and u * 1 (x, R) appearing in (17) and (4) . The bound (35) implies that
Note that we can deduce the following bound from the last proof:
Indeed the terms with j 0 ≥ 1 are all bounded by the error term. In a sense this means that up to this error term we can replace G d,k (s) by G d,k (1) in the definition (36) of h j,k .
Variance of the sum of divisors function
In this section we apply Theorem 1.8 to the function f = τ k and evaluate the main terms. First note that there exists a polynomial Q k of degree k 2 − 2 such that
Each of the factors of this product is a polynomial in 1/p. Indeed 4 , (log x)
where P k is a polynomial of degree 2k − 2 defined by with a factor F which is holomorphic and bounded when ℜe(s) ≥ 
