On spectral estimation for a homogeneous random process on the circle  by Dufour, Jean-Marie & Roy, Roch
Stochastic Processes and their Applications 4 (1976) 107-l 20 
0 North-Holland Publishing Company 
ON SPECTRAIL ESTIMATION FOR A 
HOMOGENEOUS RANDOM PROCESS ON THE CIRCLE * 
Jean-Marie DUFOUR * * 
Universite’ de Man t&l, Men trial, P. Q., Canada 
Rsch ROY *** 
Universite’ du Qukbec it Mon trkal, Man trhl, P. Q., Canada 
Received 30 August 1974 
Revised 19 September 1975 
A homogeneous random process on the circle {X(P): P E S} is a process whose mean 
is zero and whose covariance function depends only on the angular distance 8 between 
the points, i.e. E{X(P’)) = 0 and E@(P) X(Q)} = R(0). We assume that the homogeneous 
process X(P) is observed at a finite number of points, equaily spaced on the circle. Given 
independent realizations of the process, we first propose unbiased estimates for the para- 
,meters of the aliased spectrum and for the covariance function. We assume further that 
the process is Gaussian The exact distribution of the spectral estimates and the asymp- 
totic distribution of the estimates of the covariance function are derived. Finally, it is 
shown that the estimates proposed are in fact the maximum likelihood estimates and that 
they have minimum vnriance in the class of unbiased estimates. 
1. Introduction 
Let {X(P): P E S} be a real-valued process on the unit circle S of the 
two-dimensional space R*, which has finite second-order moment and 
which is continuous in quadratic mean (q.m.). Under t.hese conditions, 
the process X(P) can be expanded in a Fourier series which is convergent 
in q.m.: 
CGs(I’ZP) +en* sin(kzP)} ) (1.1) 
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where 
1 
2It 
;c- 
Coi zn s X(P) *9 
0 
2n 
s X(P) cos(kzP) 
0 
2n 
c n2 = i [ X(P) sin(nP) d.P , n 3 1 . (1.2) 
The integrals in (1.2) are defined in the q.m. sense and the series (1 e 1) 
converges inq.m. (see [S]). 
The process X(P) is said to be homogeneous if its firs - and second- 
order moments are invariant under the group of rotations df the circle. 
This is equivalent to say that the mean E{X(P)} is constant (and in this 
paper t%e will assume that E{X(P)} s 0) and th.at he covariance function 
E{X(,L?~I A?(Q)} depends only on the angular distance pq between the 
points P and Q. Obviously, E (X(P)) = 0 implies that E(Cti} = 0 and 
from [ 8, Theorem 51 (see [Gil for a more elementary treatment) the res- 
triction on the covarianre function of X(P) implies that the coefficients 
Cni are uncorrelated, i.e., 
(1.3) 
for all possible values of i, j, JZ and m, where 6 is the Kronecker delta. 
From (1.1) and (1.3), it is easily deduced tlnat . 
(X(P)*X(Q)} = R(t? ) = E 42, 
II=0 
the spectral parameters a,, are defined by (1.3) and ;dtisfy 
The purpose of this paper is to develop a spectral analyGs when the 
process is observed at N points equally spat d on the circle: 
he case of CG ns has efi s in 
= c eos(n6r) 
n= 0 
I1 +jN 
Now, let 
B, =iia., , il = 0, 1, . . ..N - 1 ) 
j=O 
Then we obtain 
So the atlly estima 
(1.5) applies to 12 = 
where 
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n=o,;d\I, 
O<n<$N, 
+N<n<N-1. 
This allows us to write 
N-l 
R(6P) = C Dn COS(n6r) 3 
n=O 
(1.9) 
(and extending the definition of H igr) to P = 0, 1, . . . . N - 1 by the natu- 
ral relation 
R(6(N- r))=R(b) , 
it follows, after some algebraic operations, that 
N-l 
R(h)= C Dne-in", 
n=O 
r= 0, 1, . . ..N - f . 
Now, from [2, eq. (3.4X?)], we have 
W- 1 
c,=L c 
n r=O 
@Jr R(6r) , n=O, l,...,N-- 1 . 
Since Dn is real-valued, 
Im(D,) = R(Sr) sin(&) = 0 , 
and using (1.8), the relation (1.4) follows directly, 
So, from (l.‘?), we see that the estimation of the parameters An is 
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2. Construction of the estima 
The basic statistic to be used for the estimation of the spectral para- 
meters is the finite Fourier transform 
N-l 
dp3(X) = C X(G) e--&A , XE It, 
r=O 
where X(Q), X(6), . . . . X(6(N - 1)) are observations belonging to the 
same realization of the Gaussian process X(P). The frequencies of inte- 
rest in this case are those of the form 6n, yt = 0, 1, . . . . [$N]. In the fol- 
lowing, 32(~, o*) will denote a real normal variable with mean p and 
variance 6. Similarly, %c(l, 6) will denote a complex normal variable 
with mean p and variance a*. 
Theorem 2.1. Let X(P) be Q Gaussian homogeneous process with mean 
zero. Then the random variables dp(6n), n = 0, 1) . . . . [+Nj, are mutual- 
ly independent with dp(6n) being distributed as a W(0, +N*A,J for 
O<n<*Nandasa 9Z(O,N*A,)forn=O,iN. M 
ProoE This theorem can be proven by showing that the cumulants of the 
finite Fourier transform are those associated with the alleged distribu- 
tions. For an analogous proof, see [ 2, Theorem 4.4.11. The main differ- 
ence here consists in the fact that we obtain the exact distribution rather 
than the asymptotic one; this is particular to a process on the circle. 
This point is explained by looking at the behavior of the covariance struc- 
ture of the finite Fourier transform. Since {dp@n)} = 0, n = 0, 1, . ..) 
rtN], we have 
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Writing 24 == r -- S, using the fact that W(6(N - u)) = R/Fitl) and eq. (159, 
it follows that 
N- 1 N-l 
c exp[-i6n1(r-=-s)] R(W--sl) = uzO exp[-iSnlu] R(b) 
,y = 0 =: 
From this relation we deduce that 
Cov(dyl(Gnl ), dp(6n2)) = N Qnl Ntil exp[-i&z1 -- nz)s] 
s=o 
N2Dnt ifnl ==n2, 
= 
0 if n1 Jc: n2 4 
since 
N-l 
t7 
LL/ e- i&s = N Efs=O(modN), 
I$:: 0 0 ifs$O(modN). 
(2.1) 
In the same manner it is seen that 
E(d~(hq) dp(6j22)) = 0, 
ifn1,n2 E (1, 2, . . . . [*IV]} with ~2~) n2 # +N, and this completes the 
proof of the theorem. 
From Theorem 2.1 we see that an unbiased estimate of A, is given by 
A, = 
(l/N*,) rd@+iirs)I~ , n = 0, $N x 
(2/N2) ld~)(&z)l* , 0 < n < &d. (2.2) 
The distribution of A, is given by: 
(hzre the symbol m is used for “distributed as” and xi denotes a chi- 
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ing to the tth realization, then a simple unbiased estimate of An is given 
bY 
T 
A$+(l/T) CA,, , n=O, l,..., [+N] . 
t=l ’ 
(2.3) 
By the independence of the realizations of the process X(P) it follows 
that the estimates Ai0 are mutually independent and that 
From this we see that 
Var(itn) = 
2A;lT, ~1=0,;N, 
n A,2/T 9 O<n<$N, 
which means that Aff is consistent (as T --, -) for An. 
In order to construct an estimate of the covariance function R(6r) 
suppose for a while that only one realization of the process X(P) is avail- 
able. Then we consider 
l?Gr) = c A,, cos(n6r) , r = 0, 1, I.., [;N] , (2.4) 
n=O 
with A, beirrg given by (2.2). 
For a Gaussian process .X(P), k(6r) is unbiased for R@r) and 
Cov(k(&), &.Ss)) = C finA, cos(n6r) cos(n6s) ,
n=O 
r, s = 0, 1, . . . . [#N], where 
P n= 
2, ~2=0,iN, 
1, O<n<+N. 
he estimate I? 6~) can be written in a mxe familiar form, 
we can show that it is unbiased for any ho,aogeneous process. 
we need the following lemma. 
This lemma cm be proven first by expanding the right-hand side of 
the fact that 
(2.6) 
and taking advantage of the relation (2.1). Eq. (2.6) is obtained by using 
the property Icl~(S(N - §))I= IdyY)(Gs)l. 
Now, from Lemma 2.2, it follows that 
j&r) = 1 
N-l-t 
;c 
n 
X@(s + r)) X’(ss) 
S=O 
r- 1 
+ c X@(s +N - r))X(&) , r = 0, 1, l **) [iNI ’ WI 
S=O 
For any homogeneous process X(P) (not necessarily Gaussian), we de- 
duce from this last relation that k(6r) is unbiased for I?@?), r = 0, 1, . . . . 
rp1 
Also, since the estimates I?(&), r = 0, 1, .S., IiN], are related to the 
estimates A,, n = 0, 1, .*“, [iNI, by the same one-to-one con-espondence 
that relates the parameters R(E;r) and A, (see (1.6), (1.7) and (2.4)), we 
have also 
allows U8 to ctanclud fOrA*, II = 0, 1, B.8) 
ns are available, a conaistcnt estimaie of 
iven by 
where a,(&) is the estimate (2.4) corresponding to the Ct” sealiza’cisn. 
From (2.9)we see that (.R@'J(0),R(~(6)s o.a,R(~([~Nl~))' f'cmwm 
asymptotically normal vector. 
3. Optimality of the estimates 
ation of the csavariance function R(h), r = 0, 1, .,., [+N] iis 
equivalent to the estimation of the covariance matrix C of the vector 
X = (X(O), X(6), *.*, X(S(N - 1)))’ knowing that Z has the form 
where 
o(ir-sl)=o(N- Ir-$1) if IF--si> !N. (33 
Identity (3.1) implies that I: is a circulant matrix. 
Keeping to X(P) Gaussian, if T realizations of the process X(P) are 
available, the matrix Z is to be estimated from the T vectors 
X, = (X,(O), QS), ..I, X,J(N -- I)&)) , t =l, . . . . T , 
which are independent and identically distributed %( 
notes the vector (0, ..,, 0)‘. 
For Z non-singular, we first obtain that the estimates previous1 
fined are the maximum .‘iikelihood estima;l:es of the corresponding 
muters. 
. A sufficienl’ conditicm for the matrix to be non-s&wlar 
roof. Since is a covariance matrix, PO show that Z is non-singular is
equivalent to show that 2 is positive definite. By (1.9), one can write 
fcW,S”O~ 1i)*C1&--- 1, 
where 
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From the fact that the inverse of a circulant matrix is circulant (see 
[3]), it follows that C-l is a circulant matrix ar;d since X - 1 is ako sym- 
metric, we deduce that 22-r has the form 
(X4) 
sl) X,(&v) Xt(6s) 6 
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N - 1 AT - 1 
=: T c % d(lr-sl)RqGlr- sl) 
r--O s=o 
=TtrC-12, 
where the matrix f: is defined by 
E =(R(qlr--sl)),,,o 
I 9 
1, .,,, N-1 . 
Thus the likelihood function can be rewritten 
L(x,, . . . . x,; C) = 
lr: I-V2 
exp(+ tr c-l& . 
(2a)NTl’r 1 
(3.5) 
If A,, l *.t A [pv/2J are positive, arguing as in the proof of Lemma 3.1, one 
can show that C is positive definite with probability 1. Then, from [ 1, 
Lemma 3.2.21, the likelihood function (3.5) attains its maximum with 
rVzspect to 2: when C = 2. Since the matrix 2 has the same fo.rm as the 
matrix C, i.e. 
2 = (Rqw - sl)) , 
where RQ(Su) = RQ((S(N - u)) if u > #N, it follows that (R(‘I*)(O), l a69 
Rtn(#N] 6))’ is the maximum likelihood estimate of (R(O), Ilre9 
R([pv w. 
ce the estimates Ano, n = 0, 1 9 eek9 [ah’], are related to the . 
(&r), r = 0, I, l #b) [iN] 9 by the same one-to-one carrespon- 
ates the parameters An and R(h) (see (1,6), (1.7) and 
(,2.8)), we Cain also conclude that [tp9 . . . . A\$$21 )’ is the maximum Pikea 
Wood estimate of (Ao, 6bb9 A[~/3-1) . Thus the proof is complete. 
In the foilloW?in wry! shall show that the estimates considere>I have mim 
nimum uarianc.e amaq unbiased estimates. 
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estimate of zero such that VarCf(X1, . . . . XT) I R&k)) <: 00. In order to 
show that R(n( 6r) has minimum variance at the value R(bj = R,( Sr), 
it is sufficient o prove that 
The joint density function of X, , .*., XT is the function .L defined by 
eq. (3.3). Given R(6r) = II,(&), since f(X, , . . . . X,) is an unbiased esti- 
mate of zero, we have 
r fLdp=O, (34.7) c 
where 1 denotes the Lebesgue measure on the TN-dimensional euclidian 
space, Now, arguing as in [ 5, p- 3 181 we differentiate (3.7) with respect 
to d(r). Permuting the differentiation and integration signs, we obtain 
From (35) we find 
(3.8) 
(3.9) 
However, we have 
N-l 
= N c d(u)R(~(Gu) 
U=O 
d(u) R@J(Gu) ) 
Replacing now U&l(r) by its explression i (3,7), we deduce that 
s f’R~~(Sr) 4, dp = 0 , 
and (3.6) follows. - , 
Moreover, since the proof is valid whatever the chosen value,R*( Sr), 
we can conclude that R(T)CSr) k anif<)rmly of minimum variance in the 
class of unbiased estimates of R(C), r = 0, 1, .,., [iNI. 
Finally, using (I .6) and (2.8 , it follows from result (e) in [ 5, p- 3 183 
that AiD is also of minimum variance for A,, IZ = 0, S . . . . IiN]. 
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