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Abstract-In this paper, we propose a modified delay differential equation model of the growth 
of two species of plankton having competitive and allelopathic effects on each other. By using the 
continuation theorem of coincidence degree theory, a set of easily verifiable sufficient conditions are 
obtained for the existence of positive periodic solutions for this model. @ 2002 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
The study of tremendous fluctuations in abundance of many phytoplankton communities is an 
important subject in aquatic ecology. These changes of size and density of phytoplankton depend 
on several factors, such as physical factors, seasonal, variation of necessary nutrients, effects of 
time delays, or a combination of these, etc. Several workers have noted that the increased 
population of one species of phytoplankton might affect the growth of one or several other species 
by the production of allelopathic toxins or stimulators, influencing bloom, pulses, and seasonal 
succession. For detailed literature studies on allelopathic interactions in the phytoplanktonic 
world, see the review of Hellebust [l] and the book by Rice [2]. 
Maynard-Smith [3] incorporated the effect of toxic substances in a two species Lotka-Volterra 
competitive system by considering that each species produces a substance toxic to the other but 
only when the other is present. 
Chattopadhyay [4] investigated the stability properties of the above system. Mukhopadhy 
et al. [5] modified the model of Maynard-Smith [3]; they propose a discrete delay differential 
equation model of the growth of two species of plankton having competitive and allelopathic 
effects on each other. It may be more realistic to assume delay is not discrete but a distributed 
delay. 
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Environmental fluctuation is important in an ecosystem. Naturally, more realistic models 
require the inclusion of the effect of environmental changing, especially the environmental pa- 
rameters which are time-dependent periodic changing (e.g., seasonal changes, food supplies, etc.). 
This motivates us to modify the model of Mukhopadhyay et al. [5]. 
In this paper, we study a two-dimensional system that arises in plankton allelopathy involving 
distributed time delays and environmental periodical changing. We also assume that parameters 
are periodic functions. By using coincidence degree theory, sufficient conditions are obtained for 
the existence of positive periodic solutions for this model. 
The organization of this paper is as follows. In the next section, the mathematical model will 
be introduced. Section 3 presents the main results. An example is given in Section 4. 
2. THE MATHEMATICAL MODEL 
Lotka-Volterra two species competition model can be written as 
- = Nl[rl - auNl(t) - a12Nz(t)], 
dt 
dNz 
- = N2[~2 - a21N(t) - a22N2(41, 
dt 
(2-l) 
where Nl(t), Nz(t) are the population densities of two competing species; r-1, rs are the rates 
of cell proliferation per hour; ail, a22 are the rates of intraspecific competition of the first and 
second species, respectively; ~12, usi are the rates of interspecific competition of the first and 
second species, respectively; ri/uii (i = 1,2) are environmental carrying capacities. 
Maynard-Smith [3] and finally Chattopadhyay (41 modified system (2.1) by considering that 
each species produces a substance toxic to the other, but only when the other is present. Then 
system (2.1) can be written as 
- = Ni[ri - oliNi - oizNz(t) - biNi(t)Nz(t)l, 
dt 
dN2 
- = N2b.2 - azlNl(t) - azzNz(t) - b2N(W2(t)l, 
dt 
(2.2) 
where bl and b2 are, respectively, the rates of toxic inhibition of the first species by the second 
and vice versa. 
Notice that the production of the toxic substance allelopathic to the competing species, sim- 
ply termed “allelochemic”, will not be instantaneous, but delayed by different discrete time lags 
required for the maturity of both species. Hence, Mukhopadhyay et al. [5] have modified sys- 
tem (2.2), and the modified system can be written as 
dN1 
- = Ni[ri - oliNi - U%(t) - biNi(t)Nz(t - ~2)1, 
dt 
dNz 
- = N2[7-2 - azlNl(t) - azzNz(t) - bzNl(t - OWI, 
dt 
(2.3) 
where ri > 0, i = 1,2 are the times required for the maturity of first species and second species, 
respectively. Considering the periodic changing of environment and distributed delay, we modify 
system (2.3) to the form 
z = Nl rl(t) - -&(t) [Ll, Klj(s)Nj(t + s) ds 
j=l 
(2.4) 
s 0 - h (Wl tt) fi(s)Nz.tt + s) ds , --r2 I 
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5 = N2 
[ 
7-2(t) - &i2j(t) /” K2j(s)Nj(t + s) ds 
j=l -TZi 
0 
- b2(Wz(t) 
s 
fi (s)Nl(t + s) ds 1 , --T1 
(2.4)(cont.) 
where ri(t), aij(t) > 0, hi(t) > 0 (i,j = 1,2) are continuous w-periodic functions, Tij, Ti are 
positive constants, Kij E C([Tij, 01, (0,~))~ and s-or,, Kij(s) ds = 1, fi E C([-ri, 01, (O,OO)) and 
s_“, fi(s) ds = 1 (i, j = 1,2). For the work concerning the existence of periodic solutions of (2.4) 
which was done using coincidence degree theory, we shall study system (2.4) in the following 
sections. 
3. EXISTENCE OF A POSITIVE PERIODIC SOLUTION 
In this section, by using the Mawhin’s continuation theorem, we shall show the existence of at 
least one positive periodic solution of system (2.4). To do so, we need to make some preparations. 
Let X, Y be real Banach spaces, L : dom L c X -+ Y be a Fredholm mapping of index zero 
(index L = dim ker L - codim Im L), and let P : X + X, Q : Y -+ Y be continuous projectors 
such that Im P = Ker L, Ker Q = Im L and X = Ker L @ Ker P, Y = Im L @ Im Q. Denote 
by Lp the restriction of L to Dom L n Ker P, Kp : Im L -+ Ker P n dom L the inverse (to Lp), 
and J : Im Q -+ Ker L an isomorphism of Im Q onto Ker L. 
For convenience, we introduce Mawhin’s continuation theorem [6] as follows. 
I 
LEMMA 3.1. Let fl c X be an open bounded set and Jet N : X + Y be a continuous operator 
which is L-compact on fi (i.e., QN : fi + Y and Kp(I - Q)N : fi -+ Y are compact), L : 
dom L c Y -+ Z be a J+edhoJm mapping of index zero. Assume 
(a) for each X E (0, l), 2 E Zl n Dom L, Lx # XNx; 
(b) for each x E Ker L n Xi, QNy # 0, and 
deg { JQN, R n Ker L, 0) # 0. 
Then Lx = Nx has at least one solution in dom L n 0. 
In the following, we shall use the notation 
Yij = Tiajj - Tjaij, 
We make the following assumptions. 
(Hi) & = (l/w) st b-i(t)] dt 2 (l/w) st r-i(t) dt > 0. 
(Hg) i;iZjj - Fj&je(F’+R’)W > 0, i,j = 1,2, i # j. 
Next, we introduce Lemma 3.2. 
LEMMA 3.2. Consider the following algebraic equations: 
a1lN1 + a12N2 + b1N1N2 = p1, 
7i21N1 + ii22N2 + g2N1N2 = r2. 
(3.1) 
Assuming that (Hi) and (Hz) hold, then the following conclusions hold. 
(i) If oiz 5 0 and ~~21 5 0, then equations (3.1) have a unique positive solution (N;;, Ng2). 
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(ii) If cq2 > 0, then equations (3.1) have two positive solutions (NT,, Nz2) and (N;2, Ni2). 
(iii) If cx21 > 0, then equations (3.1) have two positive solutions (NT,, Nz2) and (N;,,N&), 
where 
- 
JpT2 
- 
NT, -Pl2 k2yl2 ~~~ -/312 + = = JPL 
- 
4myl2 
2a12 
7 
2w2 
I 
N2*2 = -P21 - JP221 - 4my21 
2a21 
1 
jjpl = -P21+ JP$ - 4wy21 
2a21 
PROOF. The nonzero solutions of algebraic equations (3.1) can be determined by (see [5, p. 1701) 
a12NF + P12Nl + 712 = 0, (3.2) 
a21JJ; + P2lN2 + 721 = 0. (3.3) 
From Assumption (HZ), we obtain 
712 > 0, 721 > 0, iil17i22 - 7i12a21 > 0. (3.4) 
(i) If ~~12 5 0, cx21 5 0, from equations (3.2) and (3.3) we see that equations (3.1) have a 
unique positive solution ( NT1, AI&). 
(ii) If cx12 > 0, it follows from (3.4) that (~21 < 0. Hence, equation (3.3) has a unique positive 
solution N;2. 
Notice that 
(3.5) 
and 
&-4alzyl2= ($+~)2&+(~-~)2 
+4y21($+%) (F+y) >O. 
(3.6) 
From (3.5) and (3.6), we obtain that equation (3.2) has two positive solutions NT, and NT,, which 
implies that (3.1) have two positive solutions (N;,, Nz2) and (Ni2, Ni2). 
In a similar way as in the proof of (ii), we can prove that conclusion (iii) holds. 
LEMMA 3.3. (See [7j’.) Let D c R” be open bounded symmetric and 0 E D. Let F E C(D) be 
such that 0 6 F(aD) and F(z)/lF(s)J # F(-z)/lF(- )I x on 8D. Then deg(F, D,O) is odd. 
LEMMA 3.4. The domain R$ = {(Nl, Nz)~ 1 Ni > 0, i = 1,2} is positive invariant with respect 
to equations (2.4). 
PROOF. Since 
Ni(t) = Ni(O)exp 
i # k i, k = 1,2, 
the assertion of the lemma follows immediately for all t E [0, +co) since considering the biological 
significance of equations (2.4), we specify Ni(O) > 0; that is, (Nl(O), N2(0)) E R$. The proof is 
complete. 
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THEOREM 3.5. Under Hypotheses (HI) and (HZ), equations (2.4) have at least one positive 
w-periodic solution. 
PROOF. Making the change of variable 
Ni(t) = e”‘(t), i = 1,2, (3.7) 
then equations (2.4) are reformulated as 
(3.8) 
where k # i, i, Ic = 1,2. It is obvious that if system (3.8) has an w-periodic solution (x;(t), ~a(t))~, 
then (N;(t), N,*(t))T = (exdG(t)l, exdG(N is a positive w-periodic solution of system (2.4). 
So, to complete the proof, it suffices to show that system (3.8) has an w-periodic solution. 
In order to use the continuation theorem of coincidence degree theory to establish the existence 
of an w-periodic solution of system (3.8), we take 
x = Y = {z(t) = (~~(t),~~(t))~ E c (R,R~) : x(t + w) = x(t)} , 
II4 = 2 I4)li ( ) 
l/2 
7 for any 2 E X (or z E Y). 
i=l 
Then X and Y are both Banach spaces when they are endowed with the norm 1) ’ 11. 
Let N : X -+ X, and 
\ 
Nx= 
J 
0 
J 
0 
Klj(s)e”~(~+‘) ds - bl(t)e”l(t) f2(s)ez2(t+s) ds 
-Tlj -72 
J 
0 
J 
0 
K~j(s)e~3(~+~) ds - b2(t)e5Z(t) fl( s)e”l(t+s) ds 
-Tzj -71 
w 
Lx = & px = 1 
J w 0 
x(t) dt = Qx, x(t) E x. 
Obviously, Ker L = R2, Im L = {x E X : st x(t) dt = 0}, and dim Ker L = codimIm L = 2. 
Since Im L is closed in Y, L is a Fredholm mapping of index zero. It is easy to show that P 
and Q are continuous projectors such that 
ImP=KerL, Ker Q = Im L = Im(1 - Q). 
Furthermore, through an easy computation, we can find that the inverse Kp of L, has the form 
K,:ImL-+DomLcKerP, 
J 
t 
x(s) ds - 1 
w D 
KP(x) = JJ x(s) ds dq. 0 wo 0 
Notice that 
QNx = 
1 lAJ 
fl - - J w 0 
1 w 
r2 - - J w 0 
QN:X+X, 
il au(t) Jo Klj(s)ezj(t+s) ds dt 
-Tl, 1 
1 LO 
-- 
l w 0 
bl(t)ezl(t) 
Y -q I- ’ f2(s)ez2@+4 ds dt 
K2.j (s)ezj(t+s) ds 1 dt 
1 lAJ 
’ -- 
l w 0 
b2(t)ezzct) 
s 
fl(s)e”l(t+s) dsdt 
-71 
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Thus, 
Kp(l-Q)N:X+X, 
KP(~ - Q)Nx 
’ K2j(s)ezj(fi+S) ds - b2(p)ez2(j‘) 
s 
fi (s)e51(fifs) ds dp 
-71 
J 
0 
I, 
Klj(s)e 3 x ‘(t+s) ds 
-Ttj 
J 
0 
- bl(t)ezl(t) f2(s)ez2(t+s) ds dtdp 
-72 1 - 
r2(t) - 5 a2j(t) 
0 
Kq(s)e j z (t+s) ds 
j=l J -Tzj 
- b2(t)e”2(t) 
J (k - k) JI [rl(p) -$lalj(p) J~T~jKlj~s~e~~‘~+~‘~T1 
fl(s)ezl(t+s) ds 1 dt dp 
’ 
0 
- bl(p)e"l(P) 
J 
f2(s)e52(t+s) ds dp 
-72 11 
Obviously, QN and Kp(I--Q)N are continuous by the Lebesgue theorem and, moreover, QN(fi), 
KP(~ - Q)N@Z) are relatively compact for any open bounded set 0 c X. Therefore, N is 
L-compact on fi for any open bounded set R c X. Corresponding to the operator equation 
Lx = XNx, X E (0, l), one has 
- 2 aij(t) 11,. Kij(s)exj(t+S) ds - bi(t)ez’tt) Jo fk(s)e”“@+‘) 1 ds, (3.9) j=l ‘3 --rk 
where k # i, i, k = 1,2. Suppose that x(t) = (xi(t),xz(t)) E X is a solution of system (3.9) for 
some X E (0,l). Integrating (3.9) over the interval [O,w], we obtain 
k SW aij(t) lT,, Kij(s)e”j(t+S) dsdt + Jdw bi(t)ezict) lTk fk(s)ezkct+‘) dsdt = riw, (3.10) 
j=l O ‘3 
where k # i, i, k = 1,2. 
It follows from (3.9) and (3.10) that 
J 
0 
- bi(qedt) fk(s)e"k(t+S) ds dt 
-Tk 
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that is, 
J oy Iii(t)1 dt < (ri + iii  w, i = 1,2. 
Since z(t) E X, there exist <i E [O,w] such that 
From (3.10) and (3.12), we see that 
that is, 
Zi([i) < In 2, i = 1,2. 
aii 
From (3.11) and (3.13), one obtains 
G(t) I Z&i) + J 0 w j+(t)\ dt < In 2 + (fi + fii) w. 
On the other hand, there also exist Q E [0, w] such that 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
From (3.10) and (3.15), it follows that 
dsdt + /y bi(t)e""ct) /_", fk(,y)ezk(t+s) &dt 
(3.16) 
k # i, i,k = 1,2. 
j=I 
From (3.16), we have 
ezi(l7i) > 
i;i _ &kexk(rlk) 
- aii + &e”“(ok) ’ i # k i, k = 1,2. 
From (3.14) and (3.17), we obtain 
e”‘h) > 
tikkFi _ &kFke(G+Rk)W 
- 
aiiakk + jjiFke(Ck+R+ ’ k f 6 i, Ic = l,‘J, 
which imply 
(3.17) 
ai(%) 2 In 2kk’f.i - &k~ke(‘k+Rk)W 
7iiiakk + j-jFke(Pk+RE)w 
%f M. 
a1 Ic # 4 iv Ic = 1, 2. (3.18) 
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From (3.11) and (3.18), one obtains 
xi(t) 1 Xi(%) - s oy Iki(t)l dt > Mi - (pi + Ri) W, i = 1,2. (3.19) 
By (3.14) and (3.19), this yields 
msx [Xi(t)1 < max 
E[OWl {I 
In 2 + (Fi + iii) w ~,~M,(~~+R)w~}~~A,. 
Clearly, Ai are independent of X. 
To complete the proof, we must consider several cases. 
CASE 1. ~12 < 0 and (usi < 0. In this case, we have already proven equations (3.1) have a unique 
positive solution (Nfr , N2f2). 
Set A = (cf=, Af)l/’ + C, where C is taken sufficiently large such that the unique positive 
solution (N;,,N,*,) of (3.1) satisfies Il(lnN;l,lnN&)TjI < C; then I/~jl < A. 
Let R = {X = (21,~s)~ E X I llzll < A}; ‘t 1 is clear that R satisfies Condition (a) in Lemma 3.1. 
When z = (~1, ~2)~ E dR n Ker L = Xl n R2, z is a constant vector in R2 with 11~11 = A. Hence, 
Furthermore, take J = I : ImQ -+ KerL, (21,~~)~ + (x~,xz)~. Since (3.1) have a unique 
positive solution (NT,, N;2), and we easily verify that (x:,x;) = (In N;i,lnNi2) is a regular 
point of operator QN, by a straightforward computation, we find 
deg [JQN, Ker L TI St, 0] = sgn [N;rN;, (- a117iz2 - ti127i21 - (_y12N& - ‘y21N2f2)] = 1 # 0. 
According to Lemma 3.1, system (3.8) has at least one w-periodic solution. 
CASE 2. ais > 0. 
In this case, equations (3.1) have two positive solutions (NT,, N,*,) and ( NT2, Nz2). 
Taking J = I: ImQ -+ KerL, (~1,~s)~ -+ (xi,~s)~, then 
where x = (xl, x2) E Ker L = R2 is a constant vector. 
Notice that 
JQVx) JQNC-xl 
I JQN(x)I = I JQW-XII 
is equivalent to 
(F~ - aillN1 - a12N2 - &NlN2) (F2NlN2 - zizlN2 - siz2Nl - g2) 
= ztz (FINING - iillN2 - zii2N1 - bi) (4 - zizlNr - 7i22N2 - b2NlN2), 
(i;2 - 7i2iNl - si22N2 - E2NlN2) (F1NlN2 - a,,N, - a12N1 - br) 
(3.20) 
= f (F2NiN2 - si2iN2 - si22Nl - g2) (P1 - 7illNl - 7i12N2 - blNlN2) , 
where Ni = ezz (i = 1,2) is constant. Clearly, equations (3.20) only have finite solutions 
(Nl”’ Nil)) . . , (Nlrn), Nim)). 
Take Cr sufficiently large such that all solutions of (3.20) satisfy /[(In Nii’, In Nii))T II < Cl 
(i = 1,2 )...( 772). Similarly, take C’s sufficiently large such that all solutions of (3.1) satisfy 
II(ln Nri, In N;2)j1 < Cr (i = 1,2). 
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Set 
then ]]zr]] < A. 
Let 
A= 5Af 
( ) 
iI2 2 
+CCiI 
i=l i=l 
0 = {z = (21, ~2)~ E X 1 lIzI/ < A} . 
In a similar way as in the proof Case 1, we can obtain that R satisfies Condition (a) in Lemma 3.1, 
and for x E dR II Ker L, QNx # 0. 
Define D = ker L n 52, F(x) = QNx. Clearly, the conditions in Lemma 3.3 are satisfied. An 
application of Lemma 3.3 yields 
deg (JQN, Ker L n 0, 0) # 0. 
Hence, system (3.8) has at least one w-periodic solution. 
CASE 3. cy21 > 0. 
In this case, we can similarly show that (3.8) has w-periodic solutions. 
By combining Cases 1-3, we see that (3.8) has at least one w-periodic solution x*(t) = 
(x;(t),~z(t))~, and by N,*(t) = e”fct) we know that (N:(t), N,*(t)) is a positive w-periodic solu- 
tion of (2.4). The proof is complete. 
REMARK 1. In view of the proof theorem, one sees that in theorem, when some of the T+, pi, 
or all of them are co, the theorem is still true. 
REMARK 2. Fan [8] discussed the existence of positive periodic solutions of periodic N-species 
Lotka-Volterra competition system with time delays. When N = 2, conditions of the main 
Theorem 2.1 in [8] are 
Ti&s > F2a12e(‘2+Rz)W, FzGir > jj&le(“l+‘l)w. 
Obviously, these conditions are the same as those of our Theorem 3.5. It implies that for a 
Lotka-Volterra competition system, the plankton allelopathy are “harmless” for the existence of 
positive periodic solutions. 
4. APPLICATIONS 
Finally, as an application of our main results, we consider the following systems. 
l\jl(t) = Nr(t) 
[ 
3 - sint - (3e12” -cost) 
s 
0 
_T,, Kll(s)Ni(s + t) ds 
J 
0 
J 
0 
- (2+sint) Kn(s)Nz(t + s) ds - (2 + cos t)Nl(t) h(s)Nz(t + s) ds -T12 --rz 1 , 
[ J 
0 
fi2(t) = N2(t) 4 - cost - (3 - cost) _T,, K21(s)h(s + t) ds (4.1) 
- (3ensK + sint) J _l*z K22(s)Nz(t + s) ds 
J 
0 
- (5 + sint)Nz(t) fi (s)Ni (t + s) ds 1 , -n where Kj EC([-Zj,O],(O,~)), .fTsj $(s)ds =1, fiEC([-~~,OI,(O,M)), s_",  fi(s)ds = 1, 
and Tij, ri are positive constants, j # i, i,j = 1,2. 
It is easy to see that ~1 = Ri = 3, Q = l& = 4, till = 3elnrr, si12 = 2, 7izl = 3, tiz2 = 3e16n. 
Therefore, we have 
flaz2 - F2a12e(tz+Rz)2x = e16?r > 0, and F2all - F1321e(flfIi1)2n = 3e12” > 0. 
According to Theorem 3.5 and Remark 1, we see that system (4.1) has a positive 2n-periodic 
solution. 
500 J> ZHEN AND Z. MA 
REFERENCES 
1. J.A. Hellebust, Eztracelblar Products in Algal Physiology and Biochemistry, (Edited by W.D.P. Stewart), 
University of California, Berkeley, CA, (1974). 
2. E.L. Rice, Allelopathy, 2”d Edition, Academic Press, New York, (1984). 
3. J. Maynard-Smith, Models in Ecology, Cambridge University, Cambridge, (1974). 
4. J. Chattopadhyay, Effect of toxic substances on a two-species competitive system, Ecol. Modelling 84, 287- 
289, (1996). 
5. A. Mukhopadhyay, J. Chattopadhyay and P.K. Tapaswi, A delay differential equations model of plankton 
allelopathy, Mathematical Biosciences 149, 167-189, (1998). 
6. R.E. Gaines and J.L. Mawhin, Coincidence Degree and Nonlinear Di&rential Equation, Springer-Verlag, 
Berlin, (1977). 
7. K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, (1985). 
8. M. Fan, K. Wang and D. Jiang, Existence and global attractivity of positive periodic solutions of periodic 
n-species Lotka-Volterra competition systems with several deviating arguments, Mathematical Biosciences 
160, 47-61, (1999). 
9. Y.K. Li, Periodic solutions for delay Lotka-Volterra competition systems, J. Math. Anal. Appl. 246, 230-244, 
(2000). 
