Invariance of Hironaka's characteristic polyhedron by Cossart, Vincent et al.
ar
X
iv
:1
80
5.
10
66
0v
1 
 [m
ath
.A
G]
  2
7 M
ay
 20
18
INVARIANCE OF HIRONAKA’S CHARACTERISTIC POLYHEDRON
VINCENT COSSART, UWE JANNSEN, AND BERND SCHOBER
To Professor Felipe Cano on the occasion of his 60th birthday
Abstract. We show that given a face of Hironaka’s characteristic polyhedron, it does
only depend on the singularity and a flag defined by the linear form determining the face.
As a consequence we get that certain numerical data obtained from the characteristic
polyhedron are invariants of the singularity. In particular, they do not depend on an
embedding.
Introduction
Hironaka’s characteristic polyhedron is an important tool for studying the local nature of
a singularity defined by a non-zero ideal J ⊂ R, where R is a regular local ring. For example,
in [CJS], [CP2], [CP3], [CSc1], and [H2], the improvement of the singularity along a pre-
scribed resolution process is detected using numerical data obtained from the characteristic
polyhedron. Furthermore, in [Sc2], the third author draws a connection between an invari-
ant for resolution of singularities in characteristic zero and characteristic polyhedra of so
called idealistic exponents. (These polyhedra are closely related to Hironaka’s characteristic
polyhedron, see [Sc1]).
Since the characteristic polyhedron is defined using an embedded situation J ⊂ R, an
essential part is to prove that the numerical data obtained from it are independent of the
embedding and hence an invariant of the singularity Spec(A), for A = R/J . The goal of this
article is to show that, in fact, the polyhedron itself does only depend on A and the choice
of elements (v) = (v1, . . . , vd) ∈ A
d that we introduce below.
Let us be more precise. Let (A,M, k = A/M) be a local Noetherian ring (not necessarily
regular) and put X := Spec(A). Let (v) = (v1, . . . , vd) be a regular A-sequence. We set
A′ := A/〈v1, . . . , vd〉 and X
′ := Spec(A′).
We additionally assume that the ring of the directrix of X ′ at the origin coincides with the
residue field k. (The directrix is a natural notion associated to the tangent cone of a scheme
at a given point. We sometimes also speak of the directrix of A′, or, if we have given J ′ ⊂ R′
such that A′ = R′/J ′, we also speak of the directrix of J ′. For more details and the precise
definition, we refer to the appendix of this article).
Let (R,M, k = R/M) be a regular local ring and J ⊂ R be a non-zero ideal such that
A ∼= R/J . Let (u) = (u1, . . . , ud) be elements in R mapping to (v) = (v1, . . . , vd) under
the canonical projection π : R → R/J . Note that the property on the directrix of A′
translates to a certain condition on the directrix of J in R′ := R/〈u〉 (see (1.1)), which is
important to ensure that the characteristic polyhedron ∆(J ;u ) can be explicitly computed
(see section 1).
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We choose positive rational numbers λ1, . . . , λd ∈ Q+, i.e., λi > 0 for all i ∈ {1, . . . , d}.
They determine a positive linear form Λ : Rd → R,
Λ(x1, . . . , xd) := λ1x1 + . . . λdxd.
We define
δΛ := δΛ(J ;u) := inf{Λ(x) | x ∈ ∆(J ;u )}.
If ∆(J ;u ) = ∅, then δΛ = ∞. Otherwise, δΛ < ∞ and there is a compact face FΛ of
∆(J ;u ) that is defined by Λ, namely,
FΛ = ∆(J ;u ) ∩ {x ∈ R
d | Λ(x) = δΛ}.
The linear form Λ induces a monomial valuation on R, which provides a filtration on R/J
and hence a graded ring
grΛ(R/J).
(For more details see Definition 3.2). The latter is an interesting object when studying
singularities and their behavior along a resolution process.
Furthermore, Λ (or, equivalently, the positive rational numbers λ1, . . . , λd) give rise to
a flag FΛ• in A (see section 4), which will be crucial for our considerations. If we have
λ1 ≤ λ2 ≤ . . . ≤ λd and if λα(1), . . . , λα(l) are the pairwise different values (where we choose
each α(i) minimal, e.g., λα(1) = λ1), then
FΛ• = F
Λ
•,v = {F1 ⊂ . . . ⊂ Fl}, for Fi := V (vα(i), . . . , vd).
Theorem A. Let A be a local Noetherian ring. Let R and R be regular local rings and
J ⊂ R and J ⊂ R be non-zero ideals such that R/J ∼= R/J ∼= A. Let λ1, . . . , λd ∈ Q+ be
positive rational numbers and denote by Λ : Rd → R the corresponding positive linear form.
Let (v) = (v1, . . . , vd) and (V) = (V1, . . . , Vd) be elements in A whose flags in A induced by Λ
coincide,
FΛ•,v = F
Λ
•,V
Let (u) = (u1, . . . , ud), resp. (U) = (U1, . . . , Ud), be elements in R, resp. R, mapping to (v),
resp. (V), under the corresponding canonical projection. Then
δΛ(J ;u) = δΛ(J ; U)
and, if δΛ(J ;u) <∞, then
grΛ(R/J)
∼= grΛ(R/J ).
More precisely: the isomorphism R/J ∼= R/J respects the filtration defined by Λ.
In other words, δΛ(J ;u) as well as grΛ(R/J) do not depend on the embedding J ⊂ R and
thus they are invariants of the singularity X = Spec(A) and the flag FΛ• in A induced by
Λ. Therefore, we may set δΛ(A, v) := δΛ(J ;u) and grΛ(A) := grΛ(R/J). Furthermore, note
that {x ∈ Rd | Λ(x) = δΛ(A, v)} defines a compact face of ∆(J ; U ) as well as of ∆(J ;u ), if
δΛ(A, v) <∞.
The strategy for the proof is to construct a sequence of combinatorial blowing-ups that
only depends on the quotient R/J and the flag FΛ• associated to Λ. The important properties
of the sequence will be that one can recover the number δΛ(J ;u) from its length and that the
graded ring grΛ(R/J) naturally appears. After defining the sequence for a given embedding
J ⊂ R, we explain afterwards its independence of this choice.
Theorem A is a generalization of the results in [C]. In contrast to the latter we are
not restricted to work over the complex numbers. (Note that A might even be of mixed
characteristics). Further, in [C] appears a condition (∗) (in our notations: 0 < λi ≤ δΛ, for
all i ∈ {1, . . . , d}), which we can overcome using e´tale coverings.
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Given Λ and (u) in R, as before, we can define a flag FΛ•,u in R analogously to F
Λ
•,v in A.
The following are immediate consequences of the theorem.
Corollary B. Let (R,M, k) be a regular local ring and J ⊂ R be a non-zero ideal. Let
(u) = (u1, . . . , ud) be a system of elements in R that can be extended to a regular system of
parameters for R and such that the ring of the directrix of J ·R/〈u〉 at the origin coincides
with the residue field k.
(1) If we fix the residues (v) = (v1, . . . , vd) of (u) in R/J , then the compact faces of
∆(J ;u ) are invariants of the singularity Spec(R/J) and (v).
(2) Let (U) = (U1, . . . , Ud) be another system of elements in R fulfilling the analogous
conditions as (u). For every linear form Λ : Rd → R such that the corresponding
flags in R coincide, FΛ•,u = F
Λ
•,U , we have that
δΛ(J ;u) = δΛ(J ; U).
(3) Let Λ0 : R
d → R be the linear form given by Λ0(x) = |x| = x1 + . . .+xd (i.e., which
defines the so called first face of ∆(J ;u )). Set V := Spec(R/M). The associated
flag is trivial, FΛ0• = {V} and
δ(R/J) := δΛ0(R/J)
is an invariant of the singularity Spec(R/J) and V, so is grΛ0(R/J).
Part (2) states that the faces of ∆(J ;u ), for which the flags associated to the defining
linear forms do not change when passing from (u) to (U), are stable.
The graded ring grδ(R/J) := grΛ0(R/J) associated to Λ0 (or equivalently to δ(R/J))
is a refinement of the tangent cone of R/J at the origin. By (3), it is an invariant of the
singularity Spec(R/J) which appears in several contexts, [CP3] (definitions of the invariants
ω and ǫ in section 2.7) or [CSc1] Theorem 3.15.
After recalling the definition of Hironaka’s characteristic polyhedron in section 1, we
provide the construction of a combinatorial sequence of blowing-ups arising from a linear
form following [C]. In section 3, we discuss the behavior of the characteristic polyhedron
under these blowing-ups. After that we prove Theorem A by connecting δΛ(J ;u) with the
length of a sequence of blowing-ups that is closely related to the one constructed before.
Finally, we deduce some consequences of Theorem A in section 5. In the appendix we provide
an algorithm to compute the directrix of a cone from its ridge.
1. Hironaka’s Characteristic Polyhedron
First, we briefly recall the definition of the characteristic polyhedron. In particular, we
fix the setting.
Let (R,M, k = R/M) be a regular local ring, 〈0〉 6= J ⊂ M ⊂ R a non-zero ideal,
(u1, . . . , ud) a system of regular elements that can be extended to a regular system of pa-
rameter for R. Set R′ = R/〈u〉, M ′ :=M/〈u〉, and J ′ = JR′. The associated graded ring of
R′ at M ′ is defined as
grM ′(R
′) :=
⊕
j≥0
(M ′)j/(M ′)j+1 = k[M ′/(M ′)2].
and its degree one part is grM ′(R
′)1 = M
′/(M ′)2.
The initial ideal of J ′ with respect to M ′ is defined as the homogeneous ideal inM ′ (J
′) in
grM ′(R
′) generated by the initial forms
inM ′(f
′) := f ′ mod (M ′)n(f
′)+1, inM ′(0) := 0,
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where n(f ′) := ordM ′(f
′) = sup{a ∈ Z+ | f
′ ∈ (M ′)a} when 0 6= f ′ ∈ J ′,
inM ′ (J
′) := 〈inM ′(f
′) | f ′ ∈ J ′〉.
The following is an essential assumption when it comes to the characteristic polyhedron
and to explicit computations of the latter:
(1.1)
{
There is no proper k-subspace T ( grM ′(R
′)1 such that
(inM ′(J
′) ∩ k[T ])grM ′(R
′) = inM ′ (J
′).
Remark 1.1. Let (y) = (y1, . . . , yr) be elements in R extending (u) to a regular system of
parameters for R. Let (y′) = (y′1, . . . , y
′
r) be their images in R
′. Condition (1.1) states that
(Y ′) = (Y ′1 , . . . , Y
′
r ) is a minimal set of variables such that there is a
system of generators for inM ′(J
′) contained in k[Y ′],
i.e., the directrix of J ′ at M ′ is DirM ′ (J
′) = V (Y ′1 , . . . , Y
′
r ), where Y
′
i denotes the image of
y′i in grM ′(R
′). (For the precise definition of the directrix, we refer to the appendix).
Definition 1.2. Let (f) = (f1, . . . , fm) be a system of elements in R and let (u, y) be a
regular system of parameters for R such that the previous condition holds.
We define the projected polyhedron of (f) with respect to (u, y) as
∆( f ;u; y ) = ∆( f1, . . . , fm;u; y ) := conv
( m⋃
i=1
∆( fi;u; y )
)
⊂ Rd≥0,
where ∆( fi;u; y ) := conv
{
A
ni − |B|
+ Rd≥0 | CA,B,i 6= 0 ∧ |B| < ni
}
⊂ Rd≥0,
for fi =
∑
A,B CA,B,i u
A yB (finite expansion) with CA,B,i ∈ R× ∪ {0} and ni := ordM ′(f ′i).
In [H1] Theorem (4.8), p. 291, Hironaka shows that if (1.1) holds, there exists, at least in
R̂, a suitable set of generators (f) = (f1, . . . , fm) of J (a so called well-prepared (u)-standard
basis) and elements (y) = (y1, . . . , yr) extending (u) to a regular system of parameters such
that
(1.2) ∆( f ;u; y ) = ∆(J ;u ).
For the equality, one has to use ∆(JR̂;u ) = ∆(J ;u ) ([H1], Lemma (4.5), p. 290). In [CP1]
and [CSc2], it is discussed under which conditions one can avoid passing to the completion
to obtain the previous equality.
Since (1.2) is important later, we recall what it means that (f ;u; y) is well-prepared.
For this, let (R,M, k) be a regular local ring, let J ⊂ R be a non-zero ideal, and (u, y) =
(u1, . . . , ud; y1, . . . , yr) be a regular system of parameters for R such that (1.1) holds. As we
already remarked before, any element g ∈ R has a finite expansion g =
∑
CA,B u
A yB in R,
for CA,B ∈ R× ∪ {0}.
We start with the definition of a (u)-standard basis.
Definition 1.3. Let J ⊂ R and (u, y) be as above. Let (f) = (f1, . . . , fm) be a system
of non-zero elements in R and let L : Rd → R be a positive linear form, L(x1, . . . , xd) =
a1x1 + . . . , adxd, for ai ∈ Q+.
(1) Let g =
∑
CA,B u
A yB ∈ R \ {0} with g /∈ 〈u〉, i.e., n(u)(g) := ordM ′(g
′) < ∞. The
0-initial form of g (with respect to (u, y)) is defined as
in0(g) := in0(g)(u,y) :=
∑
|B|=n(u)(g)
C0,B Y
B, C0,B := C0,B mod M ∈ k.
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(2) For g =
∑
CA,B u
A yB ∈ R \ {0} the L-valuation of g, with respect to (u, y), is
defined as
ν˜L(g) := ν˜L(g)(u,y) := min{L(A) + |B| | CA,B 6= 0}.
The L-initial form of g is defined as
inL(g) := inL(g)(u,y) := in0(g) +
∑
A,B
CA,B U
A Y B ∈ grν˜L(R)
∼= k[U, Y ],
where (A,B) ranges over those elements in Zd+r≥0 satisfying L(A)+ |B| = ν˜L(g), and
(U1 . . . , Ud, Y1, . . . , Yr) denote the images of (u, y) in grν˜L(R). Note that inL(0) := 0.
(3) (f) is called a (u)-standard basis for J if there exists a positive linear form L on Rd
such that, for all 1 ≤ i ≤ m, we have
(i) ν˜L(fi) = n(u)(fi) <∞,
(ii) inL(fi) = in0(fi), and
(iii) (in0(f1), . . . , in0(fm)) is a standard basis for inL(J) := 〈inL(g) | g ∈ J〉.
For more details on these objects, we refer to [CJS] section 6.
In order to define the property of a (u)-standard basis to be normalized at a vertex, we
have to introduce the notation of leading exponents.
Definition 1.4. Let S = k[Y1, . . . , Yr] be a polynomial ring.
(1) Let ϕ =
∑
λBY
B ∈ S be a homogeneous element in S. The leading exponent of ϕ
is defined as
exp(ϕ) := max
lex
{B | λB 6= 0}.
For a homogeneous ideal I ⊂ S, we set
exp(I) := {exp(ϕ) ∈ Zr≥0 | ϕ ∈ I homogeneous }.
(2) Consider G1, . . . , Gm ∈ S[U1 . . . , Ud] with
Gi = Fi(Y ) +
∑
Pi,B(U)Y
B, Pi,B(U) ∈ k[U ] \ k
×,
where Fi(Y ) =
∑
CB,iY
B is homogeneous of degree ni, for CB,i ∈ k. We say
(F1, . . . , Fm) is normalized if CB,i = 0 ifB ∈ exp(F1, . . . , Fi−1), for all i ∈ {1, . . . ,m}.
If we have additionally that PB,i(U) ≡ 0 if B ∈ exp(F1, . . . , Fi−1), for all i ∈
{1, . . . ,m}, then (G1, . . . , Gm) is called normalized.
Definition 1.5. Let J ⊂ R and (u, y) be as above. Let (f) = (f1, . . . , fm) be a (u)-standard
basis for J and let x ∈ ∆( f ;u; y ) be a vertex of the projected polyhedron.
(1) Let g =
∑
CA,B u
A yB ∈ {f1, . . . , fm}. The x-initial form of g at the vertex x (with
respect to (u, y)) is defined as
inx(g) := inx(g)(u,y) := in0(g) +
∑
(⋆)
CA,B U
A Y B,
where the sum ranges over those exponents contributing to the vertex x, i.e., for
which we have
A
n(u)(g)− |B|
= x (⋆)
We say (f ;u; y) is normalized at the vertex x if (inx(f1), . . . , inx(fm)) is normalized.
6 VINCENT COSSART, UWE JANNSEN, AND BERND SCHOBER
(2) The vertex x ∈ ∆( f ;u; y ) is called solvable if there exist γ1, . . . , γr ∈ k[U ] such that,
for all i ∈ {1, . . . ,m},
inx(fi) = Fi(Y1 + γ1, . . . , Yr + γr), where Fi(Y ) := in0(fi).
The tuple γ = (γ1, . . . , γr) is then called a v-solution for (f ;u; y).
(3) The tripe (f ;u; y) is prepared at the vertex x if (f ;u; y) is normalized at x and if x
is not solvable for (f ;u; y).
The triple (f ;u; y) is called well-prepared if (f ;u; y) is prepared at every vertex of ∆( f ;u; y ).
In this case, we also say that (f) is a well-prepared (u)-standard basis.
For more details on these notions, we refer to [CJS] section 7, or to Hironaka’s original
article [H1], and also to [CSc2], where several examples are discussed.
Remark 1.6. In the original paper [C] the difficulty of considering well-prepared (u)-
standard bases does not appear, since the article is restricted to characteristic zero. In
this case there exists the notion of “donne´e distingue´e” (f ;u; y) that has all required prop-
erties. (loc. cit. B.2.1, see also [G2] Proposition 3.7 and [H3] p. 121 (6.5.1)–(6.5.6)) In
general, the latter do not exist.
In Lemma 1.10 below, we discuss the transformation of the projected polyhedron ∆( f ;u; y )
under a sequence of local blowing-ups that are defined by monomial maps, which is an im-
mediate consequence of [CJS] Lemma 9.3. For this, let us recall: Let J ⊂ R be a non-zero
ideal and let (u, y) be a regular system of parameters for R such that (1.1) holds. The
blowing-up of R in the ideal 〈u1, . . . , us, y〉, s ≥ 1, is covered by the r + s standard charts.
For example, if R→ S1 is the map to the u1-chart then
S1 = R
[
u2
u1
, . . . ,
us
u1
,
y1
u1
, . . . ,
yr
u1
]
and the map is given by the inclusion R ⊂ S1. At the origin of the u1-chart the elements
(u′, y′) :=
(
u1,
u2
u1
, . . . ,
us
u1
, us+1, . . . , ud,
y1
u1
, . . . ,
yr
u1
)
form a regular system of parameters. We denote by R1 the localization of S1 at the max-
imal ideal 〈u′, y′〉. Hence, we obtain the following local blowing-up, which is defined by a
monomial map,
R −→ R1
yj 7→ u1y′j , 1 ≤ j ≤ r
u1 7→ u1,
ui 7→ u1u′i, 2 ≤ i ≤ s,
ui 7→ ui, s+ 1 ≤ i ≤ d.
Let f ∈ R with finite expansion f =
∑
CA,B u
A yB with CA,B ∈ R× ∪ {0}. Suppose
n := ordM ′(f
′) = ordM (f) <∞ and f ∈ 〈u1, . . . , us, y〉n. Then the monomials appearing in
the expansion of the strict transform of f in R1 are given by
uAyB = uA11 · · ·u
As
s u
As+1
s+1 · · ·u
Ad
d y
B 7→ u
A1+...+As+|B|−n
1 u
′
2
A2 · · ·u′s
As u
As+1
s+1 · · ·u
Ad
d y
′B.
Note that the image of CA,B in R1 remains a unit or zero. Since u
AyB corresponds to the
point An−|B| ∈ R
d in ∆( f ;u; y ), this leads to a map
Ψ : Rd −→ Rd
x = (x1, . . . , xs, xs+1, . . . , xd) 7→ ψ(x) := (x1 + . . .+ xs − 1, x2, . . . , xs, xs+1, . . . , xd).
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(x1, x2) (x1 + x2, x2)
x1 + x2 − 1
e1
e2
Ψ(x)
e1
e2
Figure 1: Illustration of Ψ for d = s = 2 and (x1, x2) = (0.75, 3).
Definition 1.7 ([CJS] Definition 2.1). Given a locally Noetherian scheme X , a reduced
closed subscheme D ⊂ X is called permissible for X at x ∈ D, if D is regular at x, D does
not contain an irreducible component of X , and if X is normally flat along D at x.
We say D ⊂ X is permissible (or, a permissible center) for X if it is permissible at every
x ∈ D. A sequence of blowing-ups is called permissible for X if each center is permissible
for the respective strict transform of X .
Proposition 1.8 ([CJS] Theorem 2.2(2)). If X = V (J) ⊂ Spec(R) and D = V (p) for
some prime ideal p ⊂ R, then the normal flatness of X along D at the origin of Spec(R) is
equivalent to the existence of a standard basis (f) = (f1, . . . , fm) for J such that fi ∈ pni ,
for ni := ordM (fi).
Definition 1.9. Let (R,M, k) be a regular local ring and J ⊂ R be a non-zero ideal.
Let (u) = (u1, . . . , ud) be a system of elements in R such that (1.1) holds. Let (f) be a
standard basis for J and let (y) be elements extending (u) to a regular system of parameters
(s) = (s1, . . . , sq) = (u, y) such that ∆( f ;u; y ) = ∆(J ;u ).
Set ni := ordM (fi) and X := Spec(R/J) ⊂ Z := Spec(R). Let x ∈ X be the origin and
π : Z ′ → Z be a sequence of blowing-ups that is permissible for X . Let x′ ∈ π−1(x) ⊂ Z ′
be a point lying above x. We denote by J ′ the strict transform of J in (R′ := OZ′,x′ ,M
′).
The point x′ is called near to x if there exists a standard basis (g) = (g1, . . . , gm) for J
′ such
that ordM ′(gi) = ni for all i ∈ {1, . . . ,m}.
Note: This is not the original definition of a near point, as for example in [CJS] Def-
inition 2.13 (which initially is only for a single blowing-up, but can be easily extend to a
sequence). By [CJS] Theorem 2.10 (5), (6) and (2), it follows that the above, which, ap-
parently depends on choices of (f) and (s), is an equivalent definition. (For the reader’s
convenience, we point out that loc. cit. Definitions 1.26, 1.17, 1.1 are useful for understanding
the statement of the cited theorem).
Lemma 1.10. Let J ⊂ R and (u, y) be as before. Suppose D = V (u1, . . . , us, y) is per-
missible for X = V (J). Let (f) = (f1, . . . , fm) be a standard basis for J such that
fi ∈ 〈u1, . . . , us, y〉ni for ni := ordM (fi) and assume that ordM·R/〈u〉(fi ·R/〈u〉) = ordM (fi).
Let (f ′) = (f ′1, . . . , f
′
m) ∈ R
m
1 be the strict transforms of (f) at the origin of the u1-chart
of the blowing-up of R in 〈u1, . . . , us, y〉, s ≥ 1.
(1) ∆( f ′;u′; y′ ) is the smallest convex subset ∆ of Rd containing Ψ(∆( f ;u; y )) and
fulfilling ∆+ Rd≥0 = ∆ with the convention Ψ(∅) = ∅ in the case ∆( f ;u; y ) = ∅.
(2) For every vertex x ∈ ∆( f ′;u′; y′ ) there exists a vertex x0 ∈ ∆( f ;u; y ) mapping to
x under Ψ.
(3) Fix x and x0 with Ψ(x0) = x. Then (f
′;u′; y′) is prepared at x if and only if (f ;u; y)
is prepared at x0.
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Let R → R1 → . . . → Ra be a sequence of local blowing-ups of the above type, i.e.: for
1 ≤ b ≤ a − 1, if (u(b), y(b)) are the parameters in Rb, then Rb+1 is the u
(b)
i0
-chart of the
blowing-up of Rb in 〈u
(b)
I , y
(b)〉, for i0 ∈ I and (u
(b)
I ) := (u
(b)
i )i∈I and some I ⊂ {1, . . . , d}.
Furthermore, we require that the origins xb ∈ Spec(Rb) are near to the origin of Spec(R)
and that each blowing-up Rb → Rb+1 is permissible at xb, for 1 ≤ b ≤ a − 1. (Note: the
parameters in Rb+1 are chosen in the natural way described above).
Then, taking the compositions of the functions Ψ, we get the same statements for the
transformations of the characteristic polyhedra.
The result for R → R1 follow from the construction of the map Ψ and by [CJS] Lemma
9.3 (1) and (3). Let us point out that the residue field does not change when passing from R
to R1. The extension of the result to a sequence of blowing-ups of such type is immediate.
Remark 1.11. (1) While every vertex of ∆( f ′;u′; y′ ) corresponds to one of ∆( f ;u; y ),
not every vertex of ∆( f ;u; y ) is mapped to a vertex of ∆( f ′;u′; y′ ) under Ψ. For
example, consider f = y2 + u51 + u
7
2 in any regular local ring with parameters
(u1, u2, y). After blowing up the origin, the strict transform of f at the origin
of the u1-chart is f
′ = y′2+u31+u
5
1u
′
2
7. We observe that ∆( f ;u; y ) has two vertex,
while ∆( f ′;u′; y′ ) has only one.
(2) Note that we can also apply Lemma 1.10 for R0 := R[t], where t is an independent
variable (e.g., for the blowing of R0 in 〈t, u, y〉 and the origin of the t-chart). In
Observation 3.9, we use this result for a particular sequence of blowing-ups.
e1
e2
Figure 2: Illustration of the transform of a polyhedron ∆ (in light gray) under Ψ
(d = s = 2); the white vertex becomes a point inside of ∆′ := Ψ(∆) + Rd≥0 (in gray:
∆′ + (1, 0)).
2. Linear Forms and Combinatorial Sequences of Blowing Ups
In this section we recall notations and results of [C] section A.1–A.4 that we need in the
following.
Let L : Rq → R be a positive linear form on Rq,
L(x1, . . . , xq) = a1x1 + . . .+ aqxq,
for a1, . . . , aq ∈ Q+ positive rational numbers. Without loss of generality, we assume that
(2.1) a1 ≤ a2 ≤ . . . ≤ aq.
Observation 2.1 (Barycentric decomposition of L). Let m1, . . . ,ml ∈ Q+, l = l(L), be the
pairwise different values appearing among the coefficients a1, . . . , aq of L. We choose the
indices such that they are ordered increasingly, m1 < . . . < ml. Set m0 := 0, and
Ik := {i ∈ {1, . . . , q} | ai > mk−1},
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bk := mk −mk−1, for 1 ≤ k ≤ l.
Since the coefficients ai are ordered increasingly, there exist indices α(1), . . . , α(l) such that
Ik = {α(k), . . . , q}, (α(1) = 1) and we can rewrite
L(x) = a1x1 + . . . aqxq =
= b1(x1 + . . .+ xq) + b2(xα(2) + . . .+ xq) + . . .+ bl(xα(l) + . . .+ xq).
We have b1 + . . .+ bk = aα(k), for 1 ≤ k ≤ l. In particular, b1 = a1 and b1 + . . .+ bl = aq.
Definition 2.2. Let (R,M, k = R/M) be a regular local ring and let (s) = (s1, . . . , sq) be
a regular system of parameters for R. Let L : Rq → R be a positive linear form. The pair
(L, s) defines a monomial valuation vL,s on R via
vL,s(λs
x) := L(x),
where λ ∈ R \M is a unit and sx = sx11 · · · s
xq
q , for x ∈ Z
q
≥0.
We denote by grL,s(R) the associated graded ring,
grL,s(R) =
⊕
a∈R
Pα/P
+
α ,
where Pα := {g ∈ R | vL,s(g) ≥ α} and P+α := {g ∈ R | vL,s(g) > α}.
Note that L takes only values in a discrete subset of R, and hence {a ∈ R | Pα/P+α 6= 0}
is a discrete subset of R. Furthermore, Hironaka shows in [H1] section 1 that
grL,s(R)
∼= R/M [inL,s(s1), . . . , inL,s(sq)],
where inL,s(si) denotes the initial form of si with respect to vL,s.
Given a positive linear form L with integer coefficients and fulfilling (2.1), we construct
a local combinatorial sequence of blowing-ups from which we later deduce the invariance of
the face of ∆(J ;u ) corresponding to L.
Definition 2.3. Let (R,M, k = R/M) be a regular local ring and let L : Rq → R be a
positive linear form with coefficients a1, . . . , aq ∈ Z+ fulfilling (2.1). We use the notations
of Observation 2.1. Let t be a new independent variable. We put
R(0, 0) := R[t]
and, for 1 ≤ i ≤ l and 1 ≤ j ≤ bi, we define
(2.2)

R(1, j) := R
[
t,
s1
tj
, . . . ,
sq
tj
]
, i = 1,
R(i, j) := R
[
t,
s1
ta1
, . . . ,
sα(i)−1
taα(i)−1
,
sα(i)
taα(i)−1+j
, . . . ,
sq
taα(i)−1+j
]
, i ≥ 2.
Further, we let Z(0, 0) := Spec(R(0, 0)) and Z(i, j) := Spec(R(i, j)), x(0, 0) ∈ Z(0, 0) the
origin of Z(0, 0) (i.e., the closed point of parameters (t, s)) and x(i, j) ∈ Z(i, j) the origin of
Z(i, j) (i.e., the closed point of parameters (t,
s1
ta1
, . . . ,
sα(i)−1
taα(i)−1
,
sα(i)
taα(i)−1+j
, . . . ,
sq
taα(i)−1+j
)).
Observation 2.4. Let us denote by (i, j)− the element preceding (i, j) in the set
ε := {(0, 0), (i, j) | 1 ≤ i ≤ l, 1 ≤ j ≤ bi},
where we order the elements of the set with respect to the lexicographical ordering. If we
consider the blowing-up of Z(i, j)− along the subscheme defined by the ideal
(2.3) I(i, j)− := 〈 t,
sα(i)
taα(i)−1+j−1
, . . . ,
sq
taα(i)−1+j−1
〉 ⊂ R(i, j)−,
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we observe that Z(i, j) is the affine chart that is complementary to the divisor div(t). There-
fore, the above set of rings defines a sequence of local blowing-ups,
(2.4) Z(0, 0)← Z(1, ∗)← Z(2, ∗)← . . .← Z(l, ∗),
where Z(i, ∗) is an abbreviation for Z(i, 1)← . . .← Z(i, bi), for 1 ≤ i ≤ l.
The length of (2.4) is b1 + b2 + . . .+ bl = aq.
In order to formulate the following result in a compact way, we introduce the following
notations, for given (i, j) ∈ ε, (i, j) 6= (0, 0),
R0 := R(i, j)− , R+ := R(i, j),
(s−) :=
( s1
ta1
,
s2
ta2
, . . . ,
sα(i)−1
taα(i)−1
,
)
,
(s+) :=
( sα(i)
taα(i)−1+j−1
, . . . ,
sq
taα(i)−1+j−1
)
, (s∗) :=
(
s+
t
)
=
( sα(i)
taα(i)−1+j
, . . . ,
sq
taα(i)−1+j
)
.
Using this, R0 = R[t, s
−, s+] and R+ = R0[
s+
t ] = R[t, s
−, s∗].
Lemma 2.5. For (i, j) ∈ ε, (i, j) 6= (0, 0), the quotient R(i, j)/〈t〉 is a polynomial ring over
the residue field k = R/M . More precisely, the map
ϕ : R(i, j) −→ k[S−, S+]
a 7→ a mod M ∈ k, for a ∈ R
s−α 7→ S
−
α := S
−
α,i,j := s
−
α mod t
s∗β 7→ S
∗
β := S
∗
β,i,j := s
∗
β mod t
t 7→ 0
induces an isomorphism R(i, j)/〈t〉 ∼= k[S−, S∗].
Proof. Since all coefficients of L are positive, the center of the first blowing-up of (2.4) is
the origin. Hence, for (i, j) = (1, 1), we have
R(1, 1) = R
[
t,
s1
t
, . . . ,
sq
t
]
.
Using M = 〈s1, . . . , sq〉 and si = t ·
si
t , we see that M ·R1,1 ⊂ 〈t〉. In particular, the map ϕ
is well-defined and
R(1, 1)/〈t〉 ∼= k[S1, . . . , Sq],
for Si := Si,1,1 :=
si
t mod t, 1 ≤ i ≤ q.
Let (i, j) >lex (1, 1). Recall the notations introduced before the lemma, R0 = R[t, s
−, s+]
and R+ = R0[
s+
t ] = R[t, s
−, s∗]. Thus R+ is the t-chart of the blowing-up of R0 along
〈t, s+〉. By induction on (i, j), we have
R0/〈t〉 ∼= k[S
−, S+],
where S−α := s
−
α mod t and S
+
β := s
+
β mod t. In the ring R+, we have s
+
β = t ·
s+
β
t and
hence we get s+β ≡ 0 mod t. Therefore, if we set S
∗
β :=
s+
β
t mod t, we obtain that
R+/〈t〉 = R0/〈t〉[S∗] ∼= k[S−, S∗].

Theorem 2.6 ([C] A.4, The´ore`me). Using the notations of before, let us denote by E(i, j)
the exceptional divisor of Z(0, 0)← Z(i, j), for 1 ≤ i ≤ l and 1 ≤ j ≤ bi. We have
(1) E(i, j) is irreducible in Z(i, j) and E(i, j) = V (t).
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(2) For every g ∈ R, we have
ordν(l,bl)(g) = vL,s(g),
where ν(l, bl) is the generic point of E(l, bl).
(3) The map
grL,s(R) → R(l, bl)/〈t〉
inL,s(g) 7→ t−N g mod t,
for N := vL,s(g), defines an isomorphism from the associated graded ring of vL,s to
the ring of functions of E(l, bl).
3. Interpretation for the Polyhedron
In this section we discuss the effect of the sequence of blowing-ups (2.4) on the charac-
teristic polyhedron. We fix
Setup 3.1. Let (R,M, k) be a regular local ring and J ⊂ R be a non-zero ideal. Let
(u) = (u1, . . . , ud) be a system of elements in R such that (1.1) holds. Hence the char-
acteristic polyhedron ∆(J ;u ) ⊂ Rd is defined and can be computed with a suitable choice
of generators (f) for J and elements (y) extending (u) to a regular system of parameters
(s) = (s1, . . . , sq) = (u, y),
∆( f ;u; y ) = ∆(J ;u ).
We fix λ1, . . . , λd ∈ Q+ positive rational number. Let Λ : Rd → R be the positive linear
form associated to these numbers, Λ(x) = Λ(x1, . . . , xd) = λ1x1+ . . .+λdxd. If ∆(J ;u ) 6= ∅,
then Λ defines a compact face FΛ of ∆(J ;u ),
FΛ = ∆(J ;u ) ∩ {x ∈ R
d | Λ(x) = δΛ},
for δΛ = inf{Λ(x) | x ∈ ∆(J ;u )} <∞.
Definition 3.2. Let L : Rd+r → R be any linear form on Rd+r. Then, L induces a monomial
valuation on R (in [C], the name combinatorial valuations is used),
vL(λu
AyB) := L(A,B) for λ ∈ R× = R \M, A ∈ Zd≥0, B ∈ Z
r
≥0.
This valuation induces a filtration on R/J ∼= A, defined by the weight (it is not necessarily a
valuation, for example R/J may be not integral), which we also denote by vL, which (using
the canonical projection π : R→ R/J) is given by
vL(g) := vL,u,y(g) := sup{vL(h) | h ∈ R : π(h) = g, } for g ∈ R/J.
We denote by grL(R/J) the associated graded ring,
grL(R/J) = grL,u,y(R/J) :=
⊕
α∈R
Pα/P
+
α ,
where Pα := {g ∈ R/J | vL(g) ≥ α} and P
+
α := {g ∈ A | vL(g) > α}.
For J ⊂ R, (f), (u, y) as in Setup 3.1 and a positive linear form Λ : Rd → R, in the case
where ∆(J ;u ) 6= ∅, we define the linear form LΛ : Rd+r → R by LΛ(A,B) :=
Λ(A)
δΛ(J ;u)
+ |B|
and set
grΛ(R/J) := grLΛ(R/J).
We define νΛ to be the valuation on R induced by LΛ, i.e., for g =
∑
CA,Bu
AyB ∈ R \ {0},
(3.1) νΛ(g) := νΛ(g)(u,y) := inf
{
Λ(A)
δΛ(J ;u)
+ |B| | CA,B 6= 0
}
.
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Note that this is the L-valuation ν˜L, for L :=
1
δΛ
Λ : Rd → R (Definition 1.3(2)).
In [C], there appears an extra assumption (∗) which translates in our setting to the
hypothesis 0 < λi ≤ δΛ for all i. In order to simplify proofs, we slightly sharpen this to
0 < λi < δΛ, for all i ∈ {1, . . . , d}. (∗)
In [C] B.1.1, there appears also the hypothesis that k[V1, . . . , Vd] is the ring of the directrix
of A = R/J , which is equivalent to ordM ′(f
′) = ordM (f) and inM (f) = inM ′(f
′) = in0(f) ⊂
k[Y ]. We can overcome these restrictions using the next proposition
Proposition 3.3. Let R and J be as before. Set A = R/J and let (v) = (v1, . . . , vd) be a
regular A-sequence. Let (u) = (u1, . . . , ud) be a system of elements in R that maps to (v)
under the canonical projection to A. Consider the e´tale inclusion
ϕ := ϕR,u,c : R →֒ S := R[w1, . . . , wd]/〈u1 − w
c
1, . . . , ud − w
c
d〉,
where c ∈ Z+ is prime to char(R/M) when char(R/M) = p > 0.
Then we have
(1)
∆(J · S;w ) = c ·∆(J ;u ).
In particular, δΛ(J ·S) = c δΛ(J), for every positive linear form defined by λ1, . . . , λd ∈
Q+;
(2) in case ∆(J ;u ) 6= ∅, for every g ∈ R and every Λ positive linear form on Rd,
νΛ(g)(u,y) = νΛ(g)(w,y) and let g, resp. g˜, be the residue of g mod JR, resp.
mod JS, then
νΛ(g) = νΛ(g˜).
e2
e1
Figure 3: Example: d = 2 and c = 2, ∆(J ;u ) in light gray, ∆( J · S;w ) in gray.
Proof. Proof of (1). Let (f) = (f1, . . . , fm) and (y) = (y1, . . . , yr) be elements in R such
that (f ;u; y) is well-prepared. In particular, ∆( f ;u; y ) = ∆(J ;u ). The equality
∆( f · S;w; y ) = c ·∆( f ;u; y )
is obvious, where we abbreviate (f · S) := (ϕ(f1), . . . , ϕ(fm)). Furthermore, condition (1.1)
holds in S for (w). Hence, it remains to prove that (f · S;w; y) remains well-prepared. The
0-initial form of (f · S) coincides with that of f . Since (f) is a (u)-standard basis for J ,
there exists L a positive linear form on Rd such that inL(fi)(w,y) = Fi, for 1 ≤ i ≤ m. Every
g ∈ JS has an expansion g =
∑
1≤i≤m φifi, with φi ∈ S. One can see that we can choose φi
such that in the expansion of inL(φifi)(w,y) ∈ k[W,Y ] there is no monomial whose Y -power
is in exp(F1, . . . , Fi−1) (Definition 1.4). Then
νL(g)(w,y) = min{νL(φifi)(w,y)} and inL(g) =
∑
i∈E
inL((φifi)(w,y),
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where E ⊂ {1, . . . ,m} is the set of i such that νL(φifi)(w,y) is minimal. Hence (f · S) and
(w, y) verify the conditions of Definition 1.3(3): (f) is a (w)-standard basis for J ·S. Further,
since ϕ only changes the variables (u), the system (f · S) is normalized (Definition 1.5(1)).
Suppose there exists a vertex xS in ∆( f · S;w; y ) that is solvable. Then there exists a
unique vertex x ∈ ∆( f ;u; y ) that is mapped to xS by passing from R to S, i.e., xS = c · x.
In particular, inx(fi) is mapped to inxS(f · S) under the map induced by ϕ on the level of
graded rings. But this implies that x has to be a solvable vertex for ∆( f ;u; y ) since xS is
solvable for ∆( f · S;w; y ). Indeed, for every i ∈ {1, . . . ,m},
inxS(fi) = Fi(Y1, . . . , Yr) +
∑
B
λBY
BW (ni−|B|)xS = Fi(Y1 + γ1W
xS , . . . , Yr + γrW
xS ),
for γ1, . . . , γr ∈ S/MS = R/M , so inx(fi) = Fi(Y + γU
x), 1 ≤ i ≤ m. We claim that
x ∈ Zd≥0. By Giraud’s construction of a space of maximal contact ([G3] Definition 3.1(d))
to 〈inx(f1), · · · , inx(fm)〉, there exist differential operators Pj(D
(Y )
A ) which are polynomials
of Hasse-Schmidt derivations in the Y (Giraud calls them “de´rive´es divise´es”) such that
sj = Pj(D
(Y )
A (inxfi)), 1 ≤ j ≤ e
have their initial σj = Pj(D
(Y )
A (Fi)) which generate the ideal of the ridge of (F1, . . . , Fm),
and are additive homogeneous polynomials in (Y ), [G3] Lemma 1.7 and see in Appendix A.
So, sj = σj(Y + γU
x). The claim is then a consequence of the hypothesis c prime to
p = char(R/M) > 0 or char(R/M) = 0 and the fact that cx ∈ Zd≥0. This contradicts the
well-preparedness of (f ;u; y).
We conclude that (f ·S;w; y) is well-prepared which implies, by Hironaka’s theorem ([H1]
Theorem (4.8), p. 291), that we have
∆(J · S;w ) = ∆( f · S;w; y ) = c ·∆( f ;u; y ) = c ·∆(J ;u ).
The second statement is an immediate consequence.
Proof of (2). Take a monomial uAyB = wcAyB, we get
νΛ(u
AyB)(u,y) =
Λ(A)
δΛ(J ;u)
+ |B| =
Λ(cA)
cδΛ(J ;u)
+ |B| = νΛ(w
cAyB)(w,y)
This gives the first statement. For any g ∈ R \ J , we have a finite expansion g =∑
A,B λA,Bu
AyB where λA,B invertible in R and B 6∈ exp(F1, . . . , Fm) for νΛ(uAyB)(u,y)
minimal. It is clear that νΛ(g) = inf{νΛ(uAyB)(u,y) | λA,B 6= 0}. As g =
∑
A,B λA,Bw
cAyB,
using the first statement, we get the second one.

Recall that A = R/J and that (v) = (v1, . . . , vd) are the images of (u) under the canonical
projection from R to R/J , then ϕR,u,c provides an e´tale map
ϕA,v,c : A →֒ B := A[w1, . . . , wd]/〈v1 − w
c
1, . . . , vd − w
c
d〉.
Proposition 3.3 leads to the following.
Corollary 3.4. Let the situation be as in Proposition 3.3. After an e´tale covering, we may
assume without loss of generality that, for every positive linear form Λ : Rd → R, we have
that
condition (∗) holds, i.e., 0 < λi < δΛ, for all i ∈ {1, . . . , d},
and, furthermore, if (f) = (f1, . . . , fm) is a (u)-standard basis for J and if (y) is a system
of elements extending (u) to a regular system of parameters, then
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n(u)(fi) = ordM ′(f
′
i) = ordM (fi) and
inM (fi) = inM ′(f
′
i) = in0(f) ∈ k[Y ], for all i ∈ {1, . . . ,m},
and DirM (J) = V (Y1, . . . , Yr).
Let us describe the explicit algorithm that we will apply for constructing the first part of
the combinatorial sequence of blowing-ups that we will use to determine δΛ.
Construction 3.5. We have given Λ : Rd → R. Let µ = µΛ ∈ Z+ be the lowest common
multiple of the denominators of its coefficients λ1, . . . , λd ∈ Q+. For any ρ ∈ Z+, we set
(3.2) N := N(ρ) := ρ · µ.
Then L0 := N · Λ define a positive linear form L0 : Rd → R with integer coefficients,
L0(x1, . . . , xd) = a1x1 + . . .+ adxd, for ai := N · λi ∈ Z+, 1 ≤ i ≤ d.
Without loss of generality, we may assume
a1 ≤ a2 ≤ . . . ≤ ad
by reordering the elements (u1, . . . , ud). We introduce the positive linear form L : R
q → R
(recall q = d+ r) by putting
(3.3) L(x1, . . . , xq) := L0(x1, . . . , xd) + ad · (xd+1 + . . .+ xq).
We define
(S) = (SL,ρ) = (SΛ,ρ)
to be the local sequence of blowing-ups (2.4) corresponding to the linear form L which we
constructed in the previous section. Note that the dependence on ρ ∈ Z+ comes from the
definition of N (3.2).
Observation 3.6. Since 0 < ai ≤ ad, for all i, we obtain that the largest value among the
coefficients of L is ad and it is achieved for xd+1, . . . , xq in particular. The latter correspond
to (y1, . . . , yr) and hence the centers in (S) are always contained in the strict transform of
V (y) (see (2.3) and use (sr+1, . . . , sq) = (y)).
Recall that the largest coefficient of L, here ad, corresponds to the length of the sequence
of blowing-ups (S) (see the end of Observation 2.4). Further, using (2.2), the final chart is
R˜ := R˜(S) := R(l, b(l)) = R
[
t,
u1
ta1
,
u2
ta2
, . . . ,
ud
tad
,
y1
tad
, . . . ,
yr
tad
]
= R[t, u˜, y˜],
where we set u˜i :=
ui
tai
and y˜j :=
yj
tad
, for 1 ≤ i ≤ d and 1 ≤ j ≤ r.
We put (s˜) := (u˜, y˜) and M˜ := 〈t, s˜〉. We denote by J˜ ⊂ R˜ the strict transform of
J in R˜. If (f) = (f1, . . . , fm) is a system of generators for J ⊂ R, then we denote by
(f˜) = (f˜1, . . . , f˜m) their strict transforms in R˜.
Proposition 3.7. Let (R,M, k), J ⊂ R, (s) = (u, y), Λ and FΛ be as in Setup 3.1. Let
(f) = (f1, . . . , fm) be a (u)-standard basis for J ⊂ R such that (f ;u; y) is well-prepared, i.e.,
∆( f ;u; y ) = ∆(J ;u ). Assume that condition (∗) is true and that 1
(3.4) ordM ′(f
′
ℓ) = ordM (fℓ) and inM (fℓ) = inM ′(f
′
ℓ) = in0(fℓ) ∈ k[Y ], for 1 ≤ ℓ ≤ m.
Then we have
1In contrast to before, we now use the index ℓ instead of i in order to avoid confusion with (i, j) ∈ ε.
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(1) The sequence of blowing-ups (S) is permissible for X(0, 0) = Spec(R/J) (Defini-
tion 1.7). More precisely, with the notations of Definitions 1.3 (1) and 2.3,
ordx(0,0)(fℓ) = n(u)(fℓ), 1 ≤ ℓ ≤ m,
and if we set X(i, j) ⊂ Z(i, j) the strict transform of X(0, 0), then x(i, j) ∈ X(i, j)
for all (i, j) and x(i, j) are near to x(0, 0) ∈ X(0, 0) (Definition 1.9).
(2) The strict transforms (f˜) of (f) in R˜ are a (u˜, t)-standard basis for J˜ .
(3) The triple (f˜ ; (u˜, t); y˜) is well-prepared and hence ∆( J˜ ; u˜, t ) = ∆( f˜ ; u˜, t; y˜ ).
Proof. The first assertions in (1) for x(0, 0) ∈ X(0, 0) are clear: the first center is x(0, 0)
which is obviously permissible for X(0, 0).
Note that the assumptions (3.4) imply that δ > 1, for
δ := δ(J ;u) := inf{x1 + . . .+ xd | (x1, . . . , xd) ∈ ∆(J ;u )}.
Results of [CJS] imply that the strict transform of the (u)-standard basis (f) is a (u′, t)-
standard basis after a permissible blowing-up. (Here, (u′) denotes the strict transform of
(u)). More precisely, by [CJS] Corollary 7.17, δ > 1 implies that (f) is a standard basis for
J that is admissible for (u, y) (loc. cit. Definition 6.1(3)), and loc. cit. Theorem 8.1 then
implies the assertion.
Since we always consider the origin of the t-chart along the sequence (S), the condition
δ > 1 remains true after each blowing-up. Hence, we can apply the previous arguments
after each blowing-up of (S) as long as we can show that the preceding blowing-ups are
permissible.
Since the centers appearing in (S) are all regular, it is sufficient to show normal flatness
to get that the centers are permissible. Using Proposition 1.8, this boils down to proving
that for the strict transforms of the given (u)-standard basis (f) = (f1, . . . , fm), the order
of the strict transform of each fℓ, 1 ≤ ℓ ≤ m along the ideal of the center coincides with its
order at the origin x(i, j), (i, j) ∈ ε and this order is n(u)(fℓ) =: nℓ.
Let (i, j) ∈ ε. Suppose that the sequence of blowing-ups until R(i, j) is permissible and
that x(i, j) ∈ X(i, j) is near to x(0, 0). If (i, j) is the last element in ε, we are done. Suppose
this is not the case. By the above arguments the strict transforms of (f) in R(i, j) are a
standard basis for the strict transform of J . By (2.3), the ideal of the next center in (S) is
I(i, j) =

〈 t,
sα(i)
taα(i)−1+j
, . . . ,
sq
taα(i)−1+j
〉, if (i, j)+ = (i, j + 1),
〈 t,
sα(i+1)
taα(i)−1+j
, . . . ,
sq
taα(i)−1+j
〉, if (i, j)+ = (i+ 1, 1),
where (i, j)+ denotes the element in ε following (i, j) (with respect to the lexicographical
order). We discuss the first case and leave the second as an exercise to the reader which
follows with the same arguments if one uses aα(i)−1 + j = aα(i).
Let uAyB, |B| < nℓ = ordM (fℓ), be a monomial appearing in fℓ with non-zero coefficient,
for ℓ ∈ {1, . . . ,m}. Recall that R(i, j) = R
[
t,
s1
ta1
, . . . ,
sα(i)−1
taα(i)−1
,
sα(i)
taα(i)−1+j
, . . . ,
sq
taα(i)−1+j
]
(see (2.2)). We observe that the number of blowing-ups until we reach R(i, j) is aα(i)−1 + j.
Hence, in R(i, j), the monomial uAyB becomes u′
A
tCy′
B
(with the obvious notations (u′, y′))
for
(3.5) C := C(i, j) := a1A1+ . . .+aα(i)−1Aα(i)−1+(aα(i)−1+ j)[Aα(i)+ . . .+Ad+ |B|−nℓ].
We claim that
(3.6) C(i, j) +Aα(i) + . . .+Ad + |B| > nℓ.
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Clearly, this would imply that the strict transform fℓ,i,j of fℓ in R(i, j) is contained in
I(i, j)nℓ and that ordx(i,j)(fℓ,i,j) = nℓ, i.e., x(i, j) is near to x(0, 0).
If we set a∗ := aα(i)−1 + j + 1, then it is not hard to see that the claim is equivalent to
a1
a∗
A1 + . . .+
aα(i)−1
a∗
Aα(i)−1 +Aα(i) + . . .+Ad + |B| > nℓ.
Using 0 < a1 ≤ . . . ≤ ad and a∗ ≤ ad, we get that
a1
a∗
A1 + . . .+
aα(i)−1
a∗
Aα(i)−1 +Aα(i) + . . .+Ad + |B| ≥
a1
ad
A1 + . . .+
ad
ad
Ad + |B|.
By (∗), we have ad = Nλd < NδΛ. Using NΛ(x1, . . . , xd) = a1x1+ . . .+ adxd, |B| < nℓ, and
the definition of δΛ, we obtain
a1A1 + . . .+ adAd
nℓ − |B|
= NΛ
(
A
nℓ − |B|
)
≥ NδΛ > ad.
This is equivalent to
a1
ad
A1 + . . .+
ad
ad
Ad + |B| > nℓ
and hence shows the claim.
Since the strict transforms of (y) are always contained in the centers of (S), we have
uAyB ∈ I(i, j)nℓ if |B| ≥ nℓ. Therefore, fℓ,i,j ∈ I(i, j)nℓ for every ℓ ∈ {1, . . . ,m} and thus
the blowing-up is permissible. This proves (1) and, as explained at the beginning of the
proof, this also implies (2).
In fact, (3.6) implies
(3.7) C(i, j)+ = C(i, j) +Aα(i) + . . .+ Ad + |B| − nℓ > 0.
So, C(i, j) > 0, for (i, j) 6= (0, 0) and we get
(3.8) fℓ,i,j ≡ Fℓ(Y
′) mod t, for all (i, j) > (0, 0),
where (y′) are the strict transforms of (y) in R(i, j) and Fℓ(Y ) = inM (fℓ).
(3). Since the exponents in (y) do not change, (f˜) is normalized at every vertex of ∆( f˜ ; u˜, t; y˜ ).
Suppose (f˜ ; (u˜, t); y˜) is not well-prepared. Then there has to be a vertex x˜ ∈ ∆( f˜ ; u˜, t; y˜ )
that is solvable. By Lemma 2.5, the residue field of R˜ coincides with k = R/M . By con-
struction of the sequence of blowing-ups, there exists a vertex x ∈ ∆( f ;u; y ) mapping to
x˜ under (S) (see Observation 3.9 for more details) and by sending T to 1, we obtain the
x-initial form of (f) from the x˜-initial form of (f˜). Therefore, x˜ being solvable implies that
x is solvable and this contradicts the well-preparedness of (f ;u; y) at x. 
Observation 3.8. Along the sequence of blowing-ups, the power C(i, j) of t starts from
C(0, 0) = 0, is strictly increasing, then, may be stationary and may be decreasing at the
end. Indeed, C(1, 1) = A1 + . . . + Ad + |B| − nℓ > 0, by (3.4). By (3.6), we have, if there
exists
i1 := inf{i ∈ Z≥2 | Aα(i) + . . .+Ad + |B| < nℓ},
there is a strict decrease for (i, j) > (i1, 1). On the other hand, if there exists
i0 := inf{i ∈ Z≥2 | Aα(i) + . . .+Ad + |B| = nℓ},
then C(i, j) is strictly increasing for (i, j) ≤ (i0, 1) and is stationary between (i0, 1) and
(i1, 1). The last value for C i.e C(l, bl) is
C(l, bl) = L(A,B)− adnℓ > 0 (using L of (3.3)).,
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where the strict inequality is given by condition (∗). So, if there is equality in (∗) as in [C]
at the last step of (S), the exponent of t is 0 and if δΛ < λi, the sequence (S) would stop
prematurely.
Observation 3.9 (Transformation of the polyhedron under (S)). Let g ∈ R be an element
of a (u)-standard basis (f1, . . . , fm) computing the characteristic polyhedron, ∆( J ;u ) =
∆( f ;u; y ). Suppose n = ordM ′(g) = ordM (g) <∞. Let uAyB be a monomial appearing in
the expansion of g with |B| < n. Hence, the corresponding point in the projected polyhedron
is
x =
A
n− |B|
∈ Qd.
By the previous proposition, (S) is permissible for V (g). Then the strict transform of uAyB
in R˜ = R(S) (considered as a monomial in g) becomes
ta1A1+...+adAd u˜A tad|B| y˜B t−adn = u˜A tC y˜B
for C := L0(A) + ad(|B| − n) = L(A,B)− adn (using (3.3)).
Therefore, the point x ∈ ∆( g;u; y ) ⊂ Qd≥0 maps to the point(
x,
C
n− |B|
)
=
(
x,
L0(A) + ad(|B| − n)
n− |B|
)
= (x, L0(x)− ad)
in ∆( g˜; u˜, t; y˜ ), where g˜ denotes the strict transform of g in R˜.
Claim 3.10. We have that C > 0.
Proof. The assertion is equivalent to the statement L0(x)−ad > 0. Recall that L corresponds
to Λ : Rd → R which defines a face of ∆(J ;u ) = ∆( f ;u; y ). Hence we have
Λ(x) ≥ δΛ, which is equivalent to L0(x) ≥ NδΛ (for N see (3.2)).
By condition (∗), we have ad < NδΛ, and therefore L0(x)− ad > L0(x)−NδΛ ≥ 0. 
Note: If ∆(J ;u ) = ∅, then we also have ∆( J˜ ; u˜, t ) = ∅.
Definition 3.11. If ∆(J ;u ) 6= ∅, then the local sequence of blowing-ups (S) provides the
following map (on the level of polyhedra)
Ψ : Rd → Rd+1, x 7→ (x, L0(x)− ad).
As an immediate consequence of the definition of Ψ and Lemma 1.10, we obtain
Lemma 3.12. The restriction of Ψ to ∆(J ;u ) defines a well-defined map
ψ : ∆(J ;u )→ ∆( J˜ ; u˜, t ).
Proposition 3.13. Let (R,M, k), J ⊂ R, (s) = (u, y), Λ and FΛ be as in Setup 3.1. Let
(f) = (f1, . . . , fm) is a set of generators for J ⊂ R.
(1) If x ∈ FΛ is a vertex of the face FΛ ⊂ ∆(J ;u ), then ψ(x) is a vertex of ∆( J˜ ; u˜, t ).
In fact, F˜Λ := ψ(FΛ) ⊂ ∆( J˜ ; u˜, t ) is the compact face of ∆( J˜ ; u˜, t ) at which the
value of t is minimal. More precisely, we have
∀ x+ = (x1, . . . , xd, xt) ∈ ∆( J˜ ; u˜, t ) we have xt ≥ NδΛ − ad > 0,
and we have equality for the points in F˜Λ.
(2) If (f, u, y) is prepared at every vertex of the face FΛ, then (f˜ , (u˜, t), y˜) is prepared at
every vertex of F˜Λ.
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et
e2
e1
Λ(x) = δΛ
Figure 4: Illustration of the transformation of polyhedron under ψ for d = 2;
∆(J ;u ) (dim 2) in the bottom, ∆( J˜ ; u˜, t ) (dim 3) above, the defining line of FΛ (dashed).
Proof. The map ψ introduces a new coordinate direction (corresponding to t) and lifts the
point of ∆(J ;u ) along it. In particular, the projection of ∆( J˜ ; u˜, t ) to the subspace defined
by the parameters (u) coincides with ∆(J ;u ). This provides that ψ(FΛ) is contained in a
face of ∆( J˜ ; u˜, t ).
For x ∈ FΛ, we have Λ(x) = δΛ. For every point w ∈ ∆(J ;u ) \ FΛ, we have Λ(w) > δΛ
and hence L0(w) − ad > NδΛ − ad = L0(x) − ad, for x ∈ FΛ. Hence ψ(FΛ) has to be an
entire face of ∆( J˜ ; u˜, t ).
The formula in (1) follows by the proof of Claim 3.10, and Lemma 1.10 implies (2). 
4. Combinatorial Sequences of Blowing ups II and Proof of Theorem A
In this section we continue the construction of the combinatorial sequence and show how
to obtain the number δΛ from its length. After drawing a connection between the linear
form Λ and a flag on A = R/J , we present the proof of Theorem A.
We still assume that we have the situation of Setup 3.1. Let us recall what we did so far.
Given J ⊂ R, (u) = (u1, . . . , ud) such that (1.1) holds, and a positive linear form L : Rq → R
(which was constructed from some positive rational numbers λ1 ≤ . . . ≤ λd, see (3.3)), we
introduced a new variable t and constructed a sequence of blowing-ups (S) = (SL,ρ) (see
(2.4) and recall that N = ρ · µ, for ρ ∈ Z+, (3.2)), R0 = R[t]→ . . .→ R(l, b(l)) = R˜. After
a possible e´tale covering of R, we achieve that (S) is permissible for V (J) (Proposition 3.7).
Finally, we discussed how the polyhedron ∆( J ;u ) transforms to ∆( J˜ ; u˜, t ) under (S) and
showed that, if ∆(J ;u ) 6= ∅,
min{τ ∈ R≥0 | ∃(x1, . . . , xd, τ) ∈ ∆( J˜ ; u˜, t )} = NδΛ − ad > 0 (Proposition 3.13).
In R˜, we use the regular system of parameters (t, s˜) = (t, u˜, y˜) (see Observation 3.6).
By Proposition 1.8, we have that V (t, y˜) is a permissible center for the strict transform
V (J˜) of V (J) if and only if NδΛ − ad ≥ 1.
Construction 4.1. Let the situatio be as described. We extend the sequence of local
blowing-ups (S) as follows: If NδΛ − ad < 1, then V (t, y˜) is not permissible and we stop.
If NδΛ− ad ≥ 1, then we blow up with center D1 = V (t, y˜) and consider the origin of the
t-chart, i.e., we get
R(l, bl)→ R(l+ 1, 1),
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and the map is defined by sending y˜j 7→ t · y˜
(1)
j , 1 ≤ j ≤ r, and the identity otherwise. It
is not hard to observe that we obtain the characteristic polyhedron of the strict transform
J˜ (1) of J˜ in R˜1 by translating ∆( J˜ ; u˜, t ) by the vector (0, . . . , 0,−1) ∈ Rd.
If V (t, y˜(1)) is permissible for V (J˜ (1)) (which is equivalent to NδΛ − ad ≥ 2), then we
blow up with center D2 := V (t, y˜
(1)). Otherwise we stop.
We continue, and, after finitely many steps, we eventually get a permissible sequence of
local blowing-ups
R[t] = R(0, 0)→ R(1, 1)→ . . .→ R(l, bl)→ R(l + 1, 1)→ . . .→ R(l + 1, c), (S∗)
which is of length ad + c, for
c := ⌊NδΛ − ad⌋ ∈ Z≥0 ∪ {∞}.
Here, c may be infinite, this is the case where ∆( J ;u ) = ∅. Note: Let (f) = (f1, . . . , fm)
be a (u)-standard basis for J such that (3.4) holds. For i ∈ {1, . . . , c}, we denote by f˜ℓ+1,i
the strict transform of fℓ in R(l + 1, i), for 1 ≤ ℓ ≤ m. As in (3.8), we have
(4.1) f˜ℓ+1,i ≡ Fℓ(Y˜
(i)) mod t, for all i < c,
where (y˜(i)) are the strict transforms of (y) in R(l + 1, i) and Fℓ(Y ) = inM (fℓ).
Remark 4.2. If ∆(J ;u ) = ∅, the construction above provides an infinite sequence of local
blowing-ups. In this case δΛ =∞ and there exists a standard basis (f) = (f1, . . . , fm) such
that fℓ ∈ 〈y〉nℓ , for all ℓ ∈ {1, . . . ,m}, where nℓ := ordM (fℓ). Clearly, we have f˜ℓ,i ∈ 〈y˜(i)〉nℓ ,
for all ℓ ∈ {1, . . . ,m} and i ≥ 1. Hence V (t, y˜(i)) is permissible for all i ≥ 1.
Recall that, by convention, ad is the largest coefficient of L(x) = a1x1 + . . .+ adxd, and
ad = Nλd ∈ Z+,
where λ1, . . . , λd ∈ Q+ are the rational numbers determining the linear form Λ which de-
fines a face FΛ of ∆(J ;u ) via FΛ = ∆(J ;u ) ∩ {x ∈ Rd | Λ(x) = δΛ}, if ∆(J ;u ) 6= ∅.
Furthermore, recall that by (3.2),
N = N(ρ) = ρ · µ, for ρ ∈ Z+,
where µ is the lowest common multiple of the denominators of λ1, . . . , λd.
Observation 4.3. Putting together the previous remarks, we see that the constructed
sequence of blowing-ups (S∗) = (S∗,L,ρ) = (S∗,Λ,ρ) has length
ℓen(S∗) := ℓen(λ1, . . . , λd, ρ) := ad + c = Nλd + ⌊NδΛ −Nλd⌋ = ⌊NδΛ⌋.
Note that for ρ ∈ Z+ such that NδΛ ∈ Z+, we have that ℓen(S∗) = NδΛ and hence
ℓen(S∗)
N
= δΛ.
Since N = ρ · µ, for ρ ∈ Z+, we may send ρ to infinity and obtain as an immediate
consequence of the previous observation:
Theorem 4.4. Let the situation be as before. Then we have that
lim
ρ→∞
ℓen(S∗)
N
= δΛ.
In other words, we can recover δΛ by taking the limit over ρ of a sequence of permissible
blowing-ups that only depends on the choice of (λ1, . . . , λd) (and J ⊂ R as it seems). In
particular, this is also true if ∆( J ;u ) = ∅.
We now discuss the essential step for the proof of Theorem A. More precisely, we explain
how the sequence (S∗) can be re-constructed solely by using data in A = R/J .
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Definition 4.5 ([C] B.1.3). Let (A,M, k = A/M) be a local Noetherian ring (not neces-
sarily regular) and set X := Spec(A). Let (v) = (v1, . . . , vd) be a regular A-sequence such
that the ring of the directrix of X ′ = Spec(A′), A′ = A/〈v〉, at ξ′ := V (M ·A′) is k.
Given a positive linear form Λ : Rd → R , Λ(x) = λ1x1 + . . . + λdxd, 0 < λ1 ≤ . . . ≤ λd,
as before, we associate to it a flag
FΛ• := F
Λ
•,v := {F1 ⊂ F2 ⊂ . . . ⊂ Fl} in X
as follows (using the notations of Observation 2.1):
Fi := V ( vα(i), vα(i)+1, . . . , vd ), for 1 ≤ i ≤ l = l(Λ).
We set IFi := 〈vα(i), vα(i)+1, . . . vd〉 ⊂ A, for 1 ≤ i ≤ l.
Clearly, the linear forms Λ and N · Λ, for any N ∈ Z+, provide the same flag in A.
Furthermore, if t is an independent variable, then the flag FΛ• lifts to one in A[t],
F [t]Λ• = {F1[t] ⊂ . . . ⊂ Fl[t]}, by setting Fi[t] := V (IFi ·A[t]).
Construction 4.6 (cf. [C] B.1.3). Let (A,M, k) be a Noetherian local ring (not necessarily
regular) and let (v) = (v1, . . . , vd) be a regular A-sequence.
Put X := Spec(A). Let Λ : Rd → R be a positive linear form defined by λ1 ≤ . . . ≤ λd,
as before. We fix N ∈ Z+ such that ai := Nλi ∈ Z+. The barycentric decomposition
of the positive linear form NΛ provides b1, . . . , bl ∈ Z+ (Observation 2.1). Using the flag
F1 ⊂ F2 ⊂ . . . ⊂ Fl ⊂ Fl+1 := X associated to NΛ (which is the same as for Λ), we
construct a sequence of blowing-ups
(4.2)
X(0, 0)← X(1, 1)← X(1, 2)← . . .← X(1, b1)← X(2, 1)← . . .← X(2, b2)← . . .
. . .← X(l, 1)← . . .X(l, bl).
We equip the index set
ε0(Λ, N) := {(i, j) ∈ Z
2
+ | 1 ≤ i ≤ l + 1 ∧ j = j(i) : 1 ≤ j ≤ bi} ∪ {(0, 0)}.
with the lexicographical order and denote by (i, j)+ (resp. (i, j)−) the element following
(resp. preceding) (i, j), as before. For every (i, j) ∈ ε0(L,N), we define a heptuple
H(i, j) :=
(
X˜(i, j), X(i, j), E(i, j), V (i, j), T (i, j), D(i, j), x(i, j)
)
,
where X˜(i, j) is a scheme,
X(i, j) is an open, affine subscheme of X˜(i, j),
E(i, j) is a divisor in X(i, j),
V (i, j) is a flag V (i, j)1 ⊂ V (i, j)2 ⊂ . . . ⊂ V (i, j)l ⊂ V (i, j)l+1 = X(i, j),
T (i, j) is closed subset of E(i, j) that is either empty or irreducible,
if T (i, j) 6= ∅, we denote by η(i, j) the generic point of T (i, j),
D(i, j) is an irreducible curve contained in X(i, j),
x(i, j) is a closed point contained in D(i, j).
First, we introduce a new independent variable t and set
X˜(0, 0) = X(0, 0) := Spec(A[t]),
E(0, 0) := V (t),
V (0, 0)k := V (〈vα(k), vα(k)+1, . . . , vd〉A[t]) = V (IFk · A[t]), for 1 ≤ k ≤ l,
V (0, 0)l+1 := X0,0,
T (0, 0) := V (〈t, v1, . . . , vd〉A[t]),
D(0, 0) := V (M · A[t]),
x(0, 0) := V (〈M, t〉A[t]) = D(0, 0) ∩ E(0, 0)
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The first center Y (0, 0) for blowing up is the closed point x(0, 0). For (i, j) 6= (0, 0), suppose
H(i, j) is constructed, then the center for the next blowing-up is defined as
Y (i, j) := T (i, j) ∩ V (i, j)k(i,j),
where k(i, j) :=
{
i, if j ≤ bi − 1,
i+ 1, if j = bi.
Let us define the heptuple H(i, j)+ for (i, j) 6= (l, bl). Let π˜i,j : X˜(i, j)+ → X(i, j) be the
blowing-up with center Y (i, j).
X(i, j)+ is the open affine subset of X˜(i, j)+ complementary to
the strict transform of E(i, j).
Let πi,j : X(i, j)+ → X(i, j) be the restriction of π˜i,j to X(i, j)+.
E(i, j)+ is the exceptional divisor of πi,j , i.e., E(i, j)+ = π
−1
i,j (Y (i, j)),
(V (i, j)+)k is the strict transform of V (i, j)k, for 0 ≤ k ≤ l+ 1.
In particular, (V (i, j)+)l+1 = X(i, j)+.
Let ǫ(i, j) be the generic point of Y (i, j) and Γ(i, j) be the directrix of X(i, j) at ǫ(i, j),
Γ(i, j) = Dirǫ(i,j)(X(i, j)). Let η(i, j)+ be the generic point of the closure of π
−1
i,j (ǫ(i, j)) in
X(i, j)+, which corresponds to the generic point of Proj(Γ(i, j)) (see the canonical isomor-
phism at the beginning of the proof for [CJS] Theorem 2.14, or [G1] 1.1.2, p.II-1).
T (i, j)+ is ∅ if η(i, j)+ /∈ X(i, j)+ and otherwise T (i, j)+ = η(i, j)+ ⊂ X(i, j)+.
D(i, j)+ is the strict transform of D(i, j) in X(i, j)+.
x(i, j)+ is the unique closed point contained in D(i, j)+ and lying above x(i, j),
i.e., x(i, j)+ := D(i, j)+ ∩E(i, j)+ .
Applying this procedure, we obtain (4.2). We continue and extend the latter by
(4.3) X(l, bl)← X(l+ 1, 1)← . . .← X(l+ 1, j)← . . .← X(l+ 1, c).
We set ε(Λ, N) := ε0(Λ, N) ∪ {(l + 1, j) | 1 ≤ j ≤ c}. With the convention c =∞ when the
second sequence is infinite.
The candidate for the center of the first additional blowing-up is
Y (l, bl) := T (l, bl) ∩ V (l, bl)l+1 = T (l, bl).
For (i, j) ≥ (l, bl), we associate to H(i, j) a test OC(i, j) (OC from French “on con-
tinue...”) that indicates whether (i, j) is the last index. We either have OC(i, j) = V
(“vrai”, i.e., (i, j)+ ∈ ε(Λ, N), i.e., H(i, j)+ exists) or OC(i, j) = F (“faux”, i.e., we stop).
We define OC(i, j) to be F , if x(i, j) /∈ T (i, j),
or if Y (i, j) is not permissible for X(i, j) at x(i, j),
or if Y (i, j) is empty,
or if Y (i, j) is not irreducible.
Otherwise, we set OC(i, j) = V . If OC(i, j) = V , then we construct H(i, j)+ as above and
repeat the last step (i.e., we test whether OC(i, j)+ = V and if so, we blow up).
(End of Construction 4.6)
Remark 4.7. Let (R,M, k) be a regular local ring, J ⊂ R be a non-zero ideal and (u, y) =
(u1, . . . , ud, y1, . . . , yr) be a regular system of parameters for R. As before, R
′ = R/〈u〉,
M ′ = M · R and (y′) = (y′1, . . . , y
′
r) are the images of (y) in R
′. Further, set A := R/J ,
M := M · A, and let (v) = (v1, . . . , vd) be the images of (u) in A. The following conditions
are equivalent:
(1) condition (1.1) holds for (u), i.e., there is no proper k-subspace T ( grM ′(R
′)1 such
that (inM ′(J
′) ∩ k[T ])grM ′ (R
′) = inM ′(J
′).
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(2) the directrix of J ′ ⊂ R′ at M ′ is V (Y ′1 , . . . , Y
′
r ).
(3) the ring of the directrix of A′ := A/〈v〉 at M′ = M · A′ is k.
The equivalence of (1) and (2) was subject of Remark 1.1 and (2) ⇔ (3) is immediate.
Suppose there exists a (u)-standard basis (f) = (f1, . . . , fm) for J such that (3.4) holds
true, i.e., ordM ′(f
′
ℓ) = ordM (fℓ) and inM (fℓ) = inM ′(f
′
ℓ) = in0(fℓ) ∈ k[Y ], for 1 ≤ ℓ ≤ m.
Then the above is furthermore equivalent to
(4) The ring of the directrix of A is k[V1, . . . , Vd], where Vi := inM(vi), for 1 ≤ i ≤ d.
Proposition 4.8. Let (R,M, k) be a regular local ring, J ⊂ R be a non-zero ideal and
(u) = (u1, . . . , ud) be a system of elements in R such that (1.1) holds. Let Λ : R
d → R be
a positive linear form defined by λ1, . . . , λd ∈ Q+ with λ1 ≤ . . . ≤ λd, and fix N ∈ Z+ such
that Nλi ∈ Z+.
Set A := R/J and denote by (v) = (v1, . . . , vd) the images of (u) in A. Assume that
condition (∗) and (3.4) hold true. Then the sequence of blowing-ups for X = Spec(A)
obtained by (4.2) and (4.3) coincides with the restriction of (S∗) (in Spec(R)) to X ⊂
Spec(R).
This result is the analog of [C] Lemme B.2.7.2 (there, over C). The proof is identical
except at a crucial point: the argument given in [C] p. 88 to compute ǫ(i, j) the generic
point of Y (i, j) and the directrix of X(i, j) at ǫ(i, j) does not work. Indeed, this argument is
based on the semi-continuity of the codimension of the directrix along the Samuel stratum,
it is true in characteristic 0, may be false in our general setting. The semi-continuity is true
for the codimension of the ridge [CPSc], but ridge and directrix do not coincide in general.
The following lemma bridges this gap.
Lemma 4.9. Let R be a ring which is regular at a maximal ideal M = 〈u, t, y〉, where
(u, t, y) = (u1, . . . , ud, t, y1, . . . , yr) corresponds to a regular system of parameters for RM .
Let J ⊂ R be an ideal in R and let (f) = (f1, . . . , fm) be generators for J in R which form a
(u, t)-standard basis for J ·RM in RM and such that (using R′ := R/〈u, t〉 and M ′ = M ·R′)
(4.4) ordM ′(f
′
ℓ) = ordM (fℓ) and inM ′(f
′
ℓ) = in0(fℓ) ∈ k[Y ], for 1 ≤ ℓ ≤ m.
Let Y := V (p) ⊂ Spec(R), where p = 〈us, . . . , ud, t, y1, . . . , yr〉 ⊂ R, for some s ≥ 1,
and denote by ǫ its generic point. Assume that (1.1) holds and that the vertices x =
(x1, . . . , xd, xt) ∈ ∆( f ;u, t; y ) with xs+ . . .+xd+xt minimal are prepared. Let δǫ ∈ Q≥0 be
this minimum. Assume that R/〈t〉 ∼= k[U, Y ], where k = R/M and that fℓ ≡ Fℓ(Y ) mod t,
for Fℓ(Y ) := in0(fℓ) and 1 ≤ ℓ ≤ m.
Then the following hold:
(1) Y is permissible for X := V (J) at x0 := V (M) if and only if δǫ ≥ 1.
(2) When δǫ > 1, then
inǫ(y1, . . . , yr) = I(Dirǫ(X)) ⊂ grǫ(R).
where I(Dirǫ(X)) is the ideal of the directrix of X at the generic point ǫ of Y . (Here,
inǫ(.) denotes the initial form at the maximal ideal after localizing at p).
(3) When δǫ = 1, then
(4.5) inǫ(t, y1, . . . , yr) ⊂ I(Dirǫ(X)) ⊂ grǫ(R).
Furthermore, if π : X ′ → X is the blowing-up of X along Y , let X+ be the t-chart
and x+ the point lying above x0 and on the strict transform of V (u, y). Let η+ be
the generic point of the closure of π−1(ǫ), which corresponds to the generic point of
Proj(Dirǫ(X)), then
x+ 6∈ T+ where T+ := η+ ⊂ X.
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Remark 4.10. Following [C] Lemme B.2.7.2, the proof of Proposition 4.8 is achieved by
induction following the sequence of blowing-ups. Thanks to Lemma 2.5 and equation (3.8),
the hypothesis of the previous lemma, holds at each blowing-up, except for the first one which
is centered at the origin. The “explicitation” [C] B.2.8–B.2.10 follows straightforwardly.
Proof of Lemma 4.9. We first prove (1) and (2). By localizing R at p, we may assume
without loss of generality that Y = x0 is the closed point and p = M . Then δǫ is the usual
δ of Corollary B(3). Note that then the condition on the preparedness is that all vertices on
the face defined by x1 + . . .+ xd + xt minimal are prepared.
For ℓ ∈ {1, . . . ,m}, we expand fℓ =
∑
CA,B,d,ℓ u
A td yB, CA,B,d,ℓ ∈ R× ∪ {0} and put
nℓ := ordM (fℓ). We have that fℓ ∈ Mnℓ if and only if |A| + d + |B| ≥ nℓ, for all (A,B, d)
with CA,B,d,ℓ 6= 0, which is further equivalent to δǫ ≥ 1.
Suppose δǫ > 1. Then [CJS] Lemma 7.4(2) implies that inM (fℓ) = in0(fℓ) ∈ k[Y ], for all
ℓ. As in the proof of Proposition 3.7, [CJS] Corollary 7.17 and Proposition 1.8 provide that
the blowing-up is permissible.
On the other hand, assume δǫ = 1. By [CJS] Lemma 7.4(3), we have inM (fℓ) = inδǫ(fℓ),
for all ℓ. Note that (f) being a (u, t)-standard basis implies in the given situation that (f)
is also a standard basis for the ideal. Hence Proposition 1.8 and the above yield that the
blowing-up is permissible. This completes the proof for (1).
Furthermore, δǫ > 1 provides that the initial at ǫ is in0(fℓ) for all ℓ. By (1.1) and
[CJS] Lemma 1.10(3)(i), part (2) of the lemma follows.
It remains to prove part (3). As x+ is not on the strict transform of div(t), (4.5) implies
the rest of part (3). By definition, grǫ(R) is the graded ring at the maximal ideal after
localizing R at p and hence
grǫ(R)
∼= k(U1, . . . , Us−1)
[
inǫ(us), . . . , inǫ(ud), inǫ(t), inǫ(y1), . . . , inǫ(yr)
]
,
where (U1, . . . , Us−1) = (u1, . . . , us−1) mod tR (isomorphism of the hypothesis).
The hypothesis fℓ ≡ Fℓ(Y ) mod t provides that the initial form of fℓ at ǫ coincides with
the 0-initial form of fℓ modulo tR,
inǫ(fℓ) ≡ Fℓ(Y ) mod tR,
and, by [CJS] Lemma 1.10(3)(i), we have
inǫ(y1, . . . , yr) ⊂ I(Dirǫ(X)) mod 〈inǫ(t)〉
Then, by the appendix A, I(Dirǫ(X)) is computed by applying to the initials of fℓ the
following: extraction of p-roots, Hasse-Schmidt derivations and derivations with respect to
an absolute p-basis of k(U1, . . . , Us−1), which may be chosen as an absolute p-basis of the
field k completed with (U1, . . . , Us−1). Noting that
inǫ(fℓ) = Fℓ(inǫ(y)) + inǫ(t) ·
∑
|B|<nℓ
Gℓ,B inǫ(y)
B,
for some Gℓ,B ∈ k(U1, . . . , Us−1)[inǫ(us), . . . , inǫ(ud), inǫ(t)],
we get for 1 ≤ j ≤ r:
(4.6) inǫ(yj) + inǫ(t)Pj ∈ I(Dirǫ(X)), Pi ∈ k(U1, . . . , Us−1)[inǫ(us), . . . , inǫ(ud), inǫ(t)]
Suppose that (4.5) is wrong: by (4.6), Fℓ(inǫ(y) + inǫ(t)P ) ∈ k(U1, . . . , Us−1)[V ], where
k(U1, . . . , Us−1)[V ] is the smallest k(U1, . . . , Us−1)-algebra containing generators of the ideal
I(Dirǫ(X)). Note that for all ℓ, 1 ≤ ℓ ≤ m,
Fℓ(inǫ(y) + inǫ(t)P )− inǫ(fℓ) ∈ inǫ(t) · k(U1, . . . , Us−1)[V ],
hence all difference must be equal to 0, else inǫ(t) ∈ k(U1, . . . , Us−1)[V ]. Therefore:
〈inǫ(y1) + inǫ(t)P1, . . . , inǫ(yr) + inǫ(t)Pr〉 = I(Dirǫ(X)).
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We can define zj ∈ R, for 1 ≤ j ≤ r, with inǫ(zj) = inǫ(yj) + inǫ(t)Pj . Then the vertices of
∆( f ;u, t; z ) verify xs + . . .+ xd + xt > 1, which contradicts the preparation of the vertices
of ∆( f ;u, t; y ) with xs + . . .+ xd + xt = δǫ = 1. 
Finally, let us discuss the connection between the ring of functions of the divisors div(t)
and the graded rings.
Observation 4.11. Let the situation be as in Proposition 4.8. Let (y) = (y1, . . . , yr) be
elements in R such that (u, y) is a regular system of parameters for R. Let (f) = (f1, . . . , fm)
be a (u)-standard basis for J such that (3.4) holds. Denote by fℓ,∗ the strict transform of fℓ
in R˜∗ (i.e., at the end of the sequence (S∗)) and recall that nℓ := ordM (fℓ), for 1 ≤ ℓ ≤ m.
Suppose that ∆(J ;u ) 6= ∅.
(1) If NδΛ /∈ Z is not an integer, then also NδΛ − ad /∈ Z is not. In particular, we have
0 < NδΛ − ad − K < 1. Recall that the latter corresponds to the smallest power of t
appearing in the elements (f) and contributing to the polyhedron (i.e., appearing in those
monomials of fℓ,∗ whose y-power is B with |B| < nℓ). From this, we obtain that
fℓ,∗ ≡ Fℓ(Y∗) mod t, for all ℓ ∈ {1, . . . ,m},
where (y∗) are the strict transforms of (y) in R∗ and Fℓ(Y ) = inM (fℓ) ∈ k[Y1, . . . , Yr].
Hence, if we denote by h∗ the strict transform of an element h ∈ R under (S∗), then the
map
R → R∗ → R∗/〈t〉
h 7→ h∗ 7→ h∗ mod t,
induces an isomorphism from the graded ring of A at M to the ring of functions of the
divisor div(t),
gr
M
(A) −→ A/〈t〉.
Note that grM(A)
∼= grM (R)/inM (J) = grM (R)/〈F1, . . . , Fm〉.
(2) Let us consider the case NδΛ ∈ Z+. Using Λ : Rd → R, we define a positive linear form
L : Rd × Rr → R by
L(x1, . . . , xe, xe+1, . . . , xr) :=
Λ(x1, . . . , xe)
δΛ
+ |(xe+1, . . . , xe+r)|.
Note that the L-initial form of fℓ coincides with the initial form of fℓ along the face FΛ
of ∆(J ;u ) defined by Λ. (The latter is defined as the 0-initial form plus the sum over
those monomials for which the corresponding point in the projected polyhedron of (f) with
respect to (u; y) lie on the face FΛ).
As we have explained in Definition 3.2, L induces a filtration vL,u,y on A = R/J and the
corresponding graded ring is denoted by grL(A) = grL,u,y(A). We claim that there is an
isomorphism from the latter to the ring of functions of the divisor div(t),
grL(A) −→ A/〈t〉.
This follows by Proposition 3.13(1) which implies
fℓ,∗ ≡ inL(fℓ)(u∗, y∗) mod t, for all ℓ ∈ {1, . . . ,m},
where inL(fℓ) = inL(fℓ)u,y (Definition 1.3(2)) and (u∗) are the strict transforms of (u) in
R∗.
Putting everything together, we obtain the main theorem of this article.
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Theorem 4.12 (Theorem A). Let A be a local Noetherian ring. Let R and R be regular
local rings and J ⊂ R and J ⊂ R be non-zero ideals such that R/J ∼= R/J ∼= A. Let
λ1, . . . , λd ∈ Q+ be positive rational numbers and denote by Λ : Rd → R the corresponding
positive linear form. Let (v) = (v1, . . . , vd) and (V) = (V1, . . . , Vd) be elements in A whose
flags in A induced by Λ coincide,
FΛ•,v = F
Λ
•,V
Let (u) = (u1, . . . , ud), resp. (U) = (U1, . . . , Ud), be elements in R, resp. R, mapping to (v),
resp. (V), under the corresponding canonical projection. Then
δΛ(J ;u) = δΛ(J ; U)
and, if δΛ(J ;u) <∞, then
grΛ(R/J)
∼= grΛ(R/J ).
More precisely: the isomorphism R/J ∼= R/J respects the filtration defined by Λ (Defini-
tion 3.2).
Hence, we can also write δΛ(A, v) := δΛ(∆(J ;u )). Note that δΛ(A, v) =∞ if and only if
∆(J ;u ) = ∅.
Proof. The flag FΛ•,v defines a permissible sequence of blowing-ups for X = Spec(A), (4.2)
and (4.3). By Proposition 4.8, the latter coincides with (S∗) which was constructed in the
embedded situation J ⊂ R. Furthermore, δΛ(J ;u) can be recovered from the length of (S∗),
see Theorem 4.4.
Since FΛ•,v = F
Λ
•,V , they provide the same sequence of blowing-ups and in particular, this
provides δΛ(J ;u) = δΛ(J ; U). When δΛ <∞, the sequence (4.3) of Construction 4.1 is finite.
Without loss of generality, we assume λ1 ≤ . . . ≤ λd and λd < δΛ. Take any g ∈ R, noting
that when Nλ1, . . . , Nλd, NδΛ ∈ Z≥0, the sequence (S∗) is the sequence (2.4) for the system
(s) = (u, y) and the linear form
L′(x1, . . . , xd, xd+1, . . . , xd+r) = N ·
(
Λ(x1, . . . , xd) + δΛ · (xd+1 + . . .+ xd+r)
)
.
Theorem 2.6(3) gives g = tN g˜ ∈ R(l+1, c), where N := vL′,s(g) = N · δΛ ·νΛ(g) (Recall the
definition of νΛ in (3.1)) and g˜ is the strict transform of g, and R(l + 1, c) is the last ring
of the sequence (S∗). So for g ∈ A, we get g = tNδΛνΛ(g)g
′ ∈ A(l + 1, c), where A(l + 1, c)
is the function ring of X(l + 1, c): NδΛνΛ(g) is the order of g along the irreducible divisor
div(t) of X(l+ 1, c). 
5. Corollaries
We discuss some of the consequences of Theorem A. Let (A,M, k) be a local Noetherian
ring and (v) = (v1, . . . , vd) be a A-regular sequence such that the ring of the directrix of
Spec(A/〈v〉) at the origin coincides with the residue field k. Let R be a regular local ring
and J ⊂ R be an ideal such that R/J ∼= A, and (u, y) be a regular system of parameters for
R such that ui maps to vi under the canonical projection from R to A.
The first face of the polyhedron ∆(J ;u ) is defined as the face determined by the linear
form Λ0 : R
d → R, Λ0(x1, . . . , xd) = x1 + . . .+ xd. We set
δ(J ;u) := δΛ0(J ;u).
Corollary 5.1. The number δ(J ;u) is an invariant of the singularity Spec(A) and the
subscheme V := Spec(R/〈v1, . . . , vd〉). In particular, it does not depend on the choice of the
systems (u1, . . . , ud) or (v1, . . . , vd).
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Proof. The linear form Λ0 is defined by λ1 = . . . = λd = 1. Hence the barycentric de-
composition of Λ0, we have b1 = 1 and l = 1 and α(1) = 1, Λ0(x) = b1(x1 + . . . + xd),
see Observation 2.1 for the notations. But this implies that the corresponding flag FΛ0•
(Definition 4.5) is given by only F1 = V . Theorem A provides the assertion. 
Indeed, the sequence of blowing-ups resulting for this particular flag coincides with the
one given in the proof of [CSc1] Theorem 3.15, where the above corollary is proven for
dim(R/J) ≤ 2.
Corollary 5.2. Let us fix A and (v). Let R be another regular local ring and J ⊂ R be
another non-zero ideals such that R/J ∼= A, and (U) = (U1, . . . , Ud) be a system of elements
in R that is mapped to (v) under the canonical projection.
The characteristic polyhedra ∆(J ;u ) and ∆(J ; U ) coincide,
∆(J ;u ) = ∆(J ; U ).
In particular, they have the same compact faces.
Proof. Suppose ∆(J ;u ) 6= ∆(J ; U ). Then, without loss of generality, there exists a vertex
x ∈ ∆(J ;u ) which is not contained in the other polyhedron, x /∈ ∆(J ; U ). This implies that
there is a positive linear form Λ : Rd → R such that Λ(x′) > Λ(x), for every x′ ∈ ∆(J ; U ).
But this contradicts δΛ(J ;u) = δΛ(J , U), which holds by Theorem A. 
This leads to
Definition 5.3. We define the characteristic polyhedron of the singularity Spec(A) with
respect to (v) as
∆(A; v ) := ∆(J ;u ).
Note: A natural choice for (v) is such that the ring of the directrix of A at M is k[V1, . . . Vd].
But it may happen that one does not necessarily want to fix the entire system (v) =
(v1, . . . , vd), but only some of them, say (vI) := (vi | i ∈ I), for I ⊂ {1, . . . , d}. For
example, such a situation arises along a process of resolving singularities via a sequence of
blowing-ups. There we have the additional data of the exceptional divisors of the preceding
blowing-ups which need to be taken into considerations. Hence it is natural to fix those
local coordinates defining the exceptional divisors. Using our main result, we can detect
which part of the polyhedron is an invariant of the singularity Spec(A) and the additional
data of the exceptional divisor. More precisely, if the flag FΛ• defined by a positive linear
form Λ : Rd → R is invariant under every change in (v) that fixes the elements of (vI), then
δΛ(A; v) is an invariant of A and (vI).
Let us illustrate this in the case that d = 2 and s = 1, i.e., we have (v1, v2) and we
fix v1. Recall that the first face of the polyhedron is the one defined by the linear form
Λ0(x) = |x|. The previous result implies that the part of ∆(A; v ) that is left of the first
face is an invariant of (A, v1).
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e1
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γ
α
Figure 5: Illustration of α, β, γ; the left part of the polyhedron (white) is an invariant of
A = R/J and (v1), while the remaining part (black) is not.
In particular, the following numerical data are invariants of A and v1:
• α := α(A, v) := inf{x1 ∈ R≥0 | (x1, x2) ∈ ∆(A; v )}.
• β := β(A, v) := inf{x2 ∈ R≥0 | (α, x2) ∈ ∆(A; v ))}.
• γ := γ(A, v) := inf{x2 ∈ R≥0 | (δ(A, v) − x2, x2) ∈ ∆(A; v )}.
We also refer to [CSc1] Theorem 3.18, where the latter was proven directly and then theses
numbers where used in the construction of an invariant measuring the improvement of a
singularity along a given resolution process. Hence, the understanding of the part of the
characteristic polyhedron that is actually an invariant of the singularity Spec(A) and some
divisors corresponding to fixed elements (vi)i∈I may provide new insights when looking for
invariants for resolution of singularities in dimension three and larger.
A. Appendix: Computing the Directrix from the Ridge
Let k be a field and C = V (I) ⊂ Ank be a cone defined by some homogeneous ideal
I ⊂ k[X1, . . . , Xn].
The directrix of C is a very natural notion that has important applications in the study
of singularities and their resolution, in particular, one likes to find a minimal set of variables
(Y1, . . . , Yr) such that there exists a system of generators for I contained in k[Y1, . . . , Yr],
i.e., to find a minimal vector space V ⊂< X1, . . . , Xn >k such that there exists a system of
generators for I contained in k[V ]. Formally, the directrix of C ([CJS] Definitions 1.8 and
1.26) is defined as the biggest k-subvector space W of Ank = Spec(k[X1, . . . , Xn]) leaving C
stable under translation, i.e., for which we have
C +W = C.
This vector space has for equations (Y1, . . . , Yr) ⊂ k[X1, . . . , Xn] and k[Y1, . . . , Yr] = k[V ] is
its algebra of invariants as a group of translations of Ank .
A generalization for this is the ridge. It is the group F of translations of Ank which leave
stable C. See the precise definition in [G3] 1.5. Its algebra of invariants k[U ] is the smallest
algebra of k[X1, . . . , Xn] generated by homogeneous additive polynomials (σ1, . . . , στ ) such
that there exists a system of generators for I contained in k[U ] = k[σ1, . . . , στ ] (the algebra
of invariants of F ). When char(k) = 0, ridge and directrix coincide.
By definitions, the directrix is a subgroup of the ridge, so k[U ] ⊂ k[V ]. One can compute
the ridge using differential operators, [G3] Lemma 1.7. In [BHM], there is an effective
algorithm to compute the ridge. Assume that (F1, . . . , Fm) is an homogeneous standard
basis of I ⊂ k[X1, . . . , Xn]. Then, by [G3] Lemma 1.7 and [BHM], k[U ] is generated by the
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D
(X)
A Fi with |A| < ni := deg(Fi), where A = (a1, . . . , an) is a multi index and D
(X)
A is the
Hasse-Schmidt derivation. Note that
D
(X)
A Fi ∈ k[U ], |A| < ni.
Furthermore, up to a change of ordering on the Xi, there is a minimal set of generators:
σ1 = X
q1
1 +
∑
i≥2 λ1,iX
q1
i ,
σ2 = X
q2
2 +
∑
i≥3 λ2,iX
q2
i ,
...
στ = X
qτ
τ +
∑
i≥1+τ λτ,iX
qτ
i .
where qj−1 ≤ qj , λj,i ∈ k, for 1 ≤ j < i ≤ n,
qj = 1 when char(k) = 0, qj is a p-power when char(k) = p > 0.
In the case char(k) = p > 0, let us construct k[V ]. Take any additive polynomial P ∈ k[U ].
P =
∑
1≤i≤n
λiX
q
i , λi ∈ k, q = p
d, d ∈ Z≥0.
When d = 0, as k[U ] ⊂ k[V ], then P ∈ V . When d ≥ 1, take a basis (µ1, . . . , µl) of
kq[λ1, . . . , λn] over k
q (a q-basis of kq[λ1, . . . , λn]). Then
P =
∑
1≤j≤l
µjL
q
j ,
with Lj linear form in (X1, . . . , Xn). To compute V , one has to take a set of additive
polynomials generating k[U ] as a k-algebra, for example, take all the σj , 1 ≤ j ≤ τ , make
the construction above, all the linear forms Lj computed generate V as a k-vector space.
Remark A.1. Fro¨hlich and Shepherdson [FS] Section 7 have shown that testing if an
element is a p-th power is not decidable in general. So our method to compute the directrix
is far from being efficient in general.
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