





































Molecular  Dynamics  (MD)‐based  protocols,  aim  to  generate  improved  3D  models.  However, 








Nevertheless,  there are often very  small differences  among generated 3D models  in  refinement 
pipelines,  which  makes  model  discrimination  and  selection  problematic.  For  this  reason,  the 
identification of the most native‐like conformations remains a major challenge. 
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3D models by  template‐based modelling  (TBM) and  free modelling  (FM); continuing with  (2)  the 
assessment of  the predicted 3D models; and  ending with  (3)  the  refinement of  the predicted 3D 
models  [16,21].  The  prediction  of  3D models  from  amino  acid  sequences  has made  significant 
progress towards the accurate determination of native structures, especially with the use of templates 
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from known structures of homologous proteins, and the progress has been well‐documented in the 
last 25 years of  the CASP experiments  [22–27].  In general, 3D modelling can be divided  into  two 
broad categories (in terms of the usage, or not, of a known template structure): TBM and FM [16]. 





[18,21,30,35].  In addition,  the  increasing number of available  structures determined by advanced 
experimental techniques allows for an increasingly higher coverage of protein structures [36–39]. 
In the cases where no suitable templates are available for generating predicted 3D models, then 
template‐free modelling  (FM), or ab  initio modelling,  is used  to predict  the models by relying on 
physical, chemical, and  thermodynamic principles  [16]. However,  the accuracy of  the 3D models 
produced by FM has often been much  lower  than  those produced by TBM and, historically, FM 
methods have only been accurate in modelling small protein structures, up to 100 residues [16]. TBM 














The  refinement of 3D models of proteins has emerged as  the  last milestone of  the  structure 
prediction journey to reach parity with experimental accuracy [55,56]. Refining 3D models often helps 
to bring them closer to native structures by modifying the secondary structure units and repacking 










can  also  be  applied  in  an  iterative  cycle,  in  order  to  find  a pathway  towards  a more  consistent 
refinement. However, both the sampling and scoring of improved models remains elusive, and the 
consistent refinement of predicted 3D models has not yet been witnessed in the CASP experiments. 
The refinement category  itself has seen more  limited success  in the CASP experiments, compared 
with the tertiary structure prediction and quality assessment categories [5,53,54]. However, it must 











applied by  groups during  the Critical Assessment  of  techniques  for  Structure Prediction  (CASP) 
experiments.   
2. Sampling Strategies 
Two  broad  approaches  are  used  in  the  sampling  stage:  the  fully‐automated  server‐based 
programs and the non‐server‐based, highly central processing unit (CPU)‐intensive programs, such as 
Molecular Dynamics (MD) simulations (also known as manual/human refinement methods in CASP) 
[43,64,65]. The  sampling  approaches may  include  the  various  combinations  of  knowledge‐based 
methods  [32,41,47,52,64,66–72], Monte  Carlo  simulations  [68–70,73–77],  physics‐based  potentials 
[69,70,78–83], and MD simulations [32,43,48,79–93], in order to sample near‐native conformations. 





















each  target,  which  was  subsequently  found  to  be  unnecessarily  long.  Furthermore,  structural 
deviations were also observed due to force‐field inaccuracies and the lack of guidance towards the 
native basin during MD simulations [48,90,91,95].   








With  the  growing  availability  of GPU/CPU  computing  [55,96], most  of  the  top‐performing 
groups  in  CASP12  also  used MD‐based  sampling  strategies  [48,53,87,96–101]. Nevertheless,  the 
sampling  of  alternative  refinement  models  through  MD  simulations  still  brings  about  a  high 
computational  cost, particularly  for  large protein  targets. Additionally,  there  remains  a need  for 
improved  force  fields  to  consistently  increase  the  accuracy  beyond  that  of  the  starting model, 
particularly where the starting model is already of high accuracy [5]. 
Force field accuracy is an important component of molecular simulations, as the chosen force 
field  determines  how  the  potential  atomic  interactions  are modelled  in molecular  systems.  The 
optimal  parameters  of  force  fields  used  in  the  simulations  are  determined  from  datasets  of 
experimental  structures  [5,102]. Recently, popular  force  fields,  such as  the Chemistry at Harvard 
Macromolecular Mechanics  (CHARMM)  c22/CMAP  [103]  and  c36  [97] versions  and  the AMBER 
ff14SB [99] and AMBER12SB [104,105] force fields, have been used in different sampling approaches, 








from  the native  structure  [32,48]. However,  there  is  a  balance  to  be made,  as  the  application  of 
restraints may  limit  the extent of  the  refinement  sampling; very  strong  restraints may  just allow 
sampling of conformations that are close the starting model, instead of allowing a trend towards the 
native state [48]. Research has shown that the application of restraints is crucial, particularly where 
the  initial model  is highly accurate.  It has also been observed  that unrestrained MD  simulations 
quickly drive the initial models away from the native structure [48,53,78,80,90,107]. Furthermore, the 
strength of the applied restraints has been found to be a significant parameter, in terms of increasing 





restraints,  based  on  prior  knowledge  [5,81,109],  specific  regions  [5,81,109,110],  and  local  quality 
assessment  [5,88,111], have also been applied by groups participating  in CASP experiments. The 
application  of  partial  restraints  can  also  give  the  sampling  approaches more  “wiggle  room”  to 
improve the quality beyond that of the initial models. The determination of which specific parts of a 
model are in need of more refinement, based, for example, on local quality estimates, may provide 






weak  harmonic  positional  restraints  [94,113].  The  new  restraint  strategies  that were  applied  in 
CASP13 showed a promising step towards a more consistent refinement. 







participating  in  the CASP  experiment  and most of  the more  intensive methods  are not  straight‐
forward to deploy  for general biologists. However, many of  the groups have also developed web 
servers and/or stand‐alone  tools, many of which are  freely available and easily accessible  for  life 
scientists who wish to apply 3D models to understand different molecular systems (see Table 1). Feig 
[5] has also provided a thorough review of the MD‐based sampling strategies.   
PREFMD  is  a  refinement web  server  based  on  the  successful MD‐based  strategy  tested  in 











simulations  [54,88]. The approach was  tested  in CASP8, CASP9, and CASP10, and  it managed  to 
improve  the  local and global quality of  the  starting models  [54]. GalaxyRefineComplex was also 








CHARMM  in  the short MD stage  [84,102], and a machine  learning approach  in  the selection step 
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using  ddFIRE  [118],  Banch  [119],  and  Rosetta  [75,120]  energy  functions,  under  implicit‐solvent 
conditions [89]. The web server was subsequently upgraded (Princenton_TIGRESS2.0) with Support 
Vector Machine  (SVM)‐driven  classification  and  enhanced MD  stages  [56].  The  Floudas  group 
methods were among the top five refinement programs in CASP10 and CASP11 [53,65,89].   
The refinement of protein structure models  is also possible using  the ModRefiner algorithm, 






groups. The method uses  a  relatively  conservative  approach  for  sampling models, making  very 





































top  selected  server model  is  coloured  using  an  occupancy  column, where  blue  regions  indicate 
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3. Scoring Strategies 














DFIRE  [118], DDFIRE  [118], RW+  [134], and Rosetta  energy  functions  [5,48,108,126,136–138]. The 




The distance‐scaled,  finite‐ideal gas reference  (DFIRE)  [118,151,152]  is one of  the knowledge‐
based  statistical  potentials  used  to  score  native‐like  structures,  using  a  distance‐dependent  and 
pairwise statistical energy function to find the 3D models closer to the native state. The lowest DFIRE 
score  is  often used  to  select  the most native‐like  structures  from  among  alternatives  3D models 
generated  by  the  MD‐based  protocols,  but  it  was  not  better  than  the  final  MD  structure 
[48,118,151,152]. 
Random Walk  reference state  (RWplus)  [134] scoring has also been used  to score native‐like 
structures. The RWplus  score  is  based  on  a  knowledge‐based potential,  including distance‐  and 
orientation‐dependent  potentials  trained  using  databases  of  known  structures  [55,134].  The 
performance of  the RWplus  score was  found  to be better  than  the DFIRE  score,  in  terms of  the 
selection of native‐like structures in refinement pipelines [55].   
Rosetta energy functions [126] often  identify  the native‐like states at a  lower energy  than the 





More  recently, MQAPs, such as ProQ  [158], ProQ2  [159], SELECTpro  [160], and ModFOLD6 
[112], have also been used to identify the most native‐like structures, following the sampling stages 
in  the  refinement  pipeline  [43,72,106].  The MQAP  approaches  have  traditionally  been  used  for 
selection of the best models from among those submitted by tertiary structure prediction servers in 
the CASP experiments. In this role, they have performed well, in terms of selection of the most native‐







objective  blind  tests, which  are  based  on  unreleased  experimental  structures  [164].  The Critical 














model  is  requested  and  teams  are  discouraged  from  providing  alternative  models  built  from 
additional templates. The category aims to further increase in the accuracy of the best‐predicted 3D 
models  and  the  refinement  methods  have  been  able  to  add  value  to  the  prediction  process 
[53,57,58,64,65]. 








in model quality,  instead. With regard  to  the above,  it  is  far harder  to  improve  the quality of  the 
predicted 3D models generated by TBM, compared to FM targets, as TBM models are often already 
highly accurate. In other words, the refinement of provided starting models that are already far away 
from  the  native  structure  are much  easier  to  improve,  and  they more  likely  to  improve  in  any 
refinement process, as there is more room for improvement to be made [5,57,58,64,83].   













Ramachandran map  along with  the  backbone  units  [57,58]. CASP  assessors measure  the  global 
quality of predicted and refined models using the Global Distance Test (GDT) [168,169] (GDT_TS and 
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It  should  be  noted  that  the protein  structures  are  flexible  and  can  be  observed  in different 
conformations. The flexibility of the protein structures is a vital concept to consider, in terms of their 
functions;  however,  flexible  regions  are  often  not  considered  in CASP  evaluations  [58,175–177]. 
Although the experimental structures determined by NMR, X‐ray crystallography, and cryo‐electron 
microscopy  represent an average conformation, average conformations are not perfect enough  to 
justify  their  use  in  refinement  approaches  [58,178–181].  Therefore,  non‐native  dependent 
measurements,  such  as  the MolProbity  score,  could  be  considered more  in  the Z‐score  formula. 





as  the best model chosen by each group  [53,57,58,64,65]. Submitting  five predictions also enables 

















scoring  methods  [58].  Nevertheless,  submitting  additional  models  would  bring  an  additional 
workload  for  CASP  predictors  and  assessors;  thus,  a more  pragmatic  strategy may  need  to  be 
devised.   
4.2. Progress with Refinement Strategies 
It  is  noteworthy  that,  in  the  last  12  years,  significant  progress  has  been witnessed  in  the 
refinement category, since  it was  introduced  in CASP8  [57]. However,  initially,  the  top groups  in 
CASP8 did not make any measurable  improvement  in performance  in CASP9  [57,58].  It was also 
reported that the refinement approaches tested in CASP9 were found to be conservative, in terms of 
improving  the  starting models,  and  were  not  successful  at  correctly  ranking  the  order  of  the 
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groups  indicated  that  they were not able  to  consistently  improve upon  the  starting models. The 
groups using MD‐based approaches with access to advanced supercomputer facilities have opened 
a new epoch in the refinement of protein structures since CASP10, and they have generally performed 








The  growing  trend  in  the  consistency  of  the  refinement  of  3D models  has  been  consolidated  in 
CASP11 and CASP12 [53,65]. Although the targets were difficult, the refinement approaches tested 






models,  although  the  refinement  targets were  larger  and more  difficult,  compared  to  previous 
CASPs. 
One  of  the  headline‐grabbing  groups  from  CASP13 was DeepMind, with  their  AlphaFold 
method for template‐free modelling [182] however, the group did not participate in the refinement 
category. The  success of  the group  in  the  free modelling  category was partly due  their  accurate 








unavailability of a suitable  template and modelling errors,  including  irregular bonds and angles. 
Therefore, the refinement of predicted 3D structure is crucial for  increasing the accuracy of  initial 





In  the  sampling  stage, many  different  strategies,  from  rapid  automated  servers  to  highly 
computationally‐intensive  MD  methods,  have  been  suggested  for  improving  initial  structures 
towards  the  native  basin.  The MD‐based  sampling  strategies  have  the  potential  to  reach  near‐
experimental  accuracies  with  improvements  in  computing  power  and  scoring  methods. 
Unfortunately,  the most successful approaches still  require supercomputer‐scale  resources, which 
makes them less practical and may put them out of reach of general biologists. 




structures, may provide more  reliable guidance  for protein model  refinement  towards  the native 
basin,  compared  to  restraining  the whole  structure,  as  the  application  of  restraints  on  poorly‐












refine  the predicted  3D models with  far  less  computational  effort, by using  the  guidance of  the 
predicted per‐residue errors. 
The accuracy of  the scoring  functions,  including energy  functions and MQAPs,  is crucial  for 
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