Network science is an interdisciplinary endeavor, with methods and applications drawn from across the natural, social, and information sciences. A prominent problem in network science is the algorithmic detection of tightlyconnected groups of nodes known as communities. We developed a generalized framework of network quality functions that allowed us to study the community structure of arbitrary multislice networks, which are combinations of individual networks coupled through links that connect each node in one network slice to itself in other slices. This framework allows one to study com-1 arXiv:0911.1824v3 [physics.data-an]
flexible-they can represent variations across time, across different types of connections, or even community detection of the same network at different scales. However, the usual procedure for establishing a quality function as a direct count of the intra-community edge weight minus that expected at random fails to provide any contribution from these inter-slice couplings.
Because they are specified by common identifications of nodes across slices, inter-slice couplings are either present or absent by definition, so when they do fall inside communities, their contribution in the count of intra-community edges exactly cancels that expected at random.
In contrast, by formulating a null model in terms of stability of communities under Laplacian dynamics, we have derived a principled generalization of community detection to multislice networks, with a single parameter controlling the inter-slice correspondence of communities.
Important to our method is the equivalence between the modularity quality function (12) [with a resolution parameter (5) ] and stability of communities under Laplacian dynamics (13), which we have generalized to recover the null models for bipartite, directed, and signed networks (14) . First, we obtained the resolution-parameter generalization of Barber's null model for bipartite networks (15) by requiring the independent joint probability contribution to stability in (13) to be conditional on the type of connection necessary to step between two nodes. Second, we recovered the standard null model for directed networks (16, 17) (again with a resolution parameter) by generalizing the Laplacian dynamics to include motion along different kinds of connections-in this case, both with and against the direction of a link. By this generalization, we similarly recovered a null model for signed networks (18) . Third, we interpreted the stability under Laplacian dynamics flexibly to permit different spreading weights on the different types of links, giving multiple resolution parameters to recover a general null model for signed networks (19) .
We applied these generalizations to derive null models for multislice networks that extend the existing quality-function methodology, including an additional parameter ω to control the coupling between slices. Representing each network slice s by adjacencies A ijs between nodes i and j, with inter-slice couplings C jrs that connect node j in slice r to itself in slice s (see Fig. 1 ), we have restricted our attention to unipartite, undirected network slices (A ijs = A jis ) and couplings (C jrs = C jsr ), but we can incorporate additional structure in the slices and couplings in the same manner as demonstrated for single-slice null models. Notating the strengths of each node individually in each slice by k js = i A ijs and across slices by c js = r C jsr , we define the multislice strength by κ js = k js + c js . The continuous-time Laplacian dynamics given byṗ is = jr (A ijs δ sr + δ ij C jsr )p jr /κ jr − p is respects the intra-slice nature of A ijs and the inter-slice couplings of C jsr . Using the steady state probability distribution p * jr = κ jr /(2µ), where 2µ = jr κ jr , we obtained the multislice null model in terms of the probability ρ is|jr of sampling node i in slice s conditional on whether the multislice structure allows one to step from (j, r) to (i, s), accounting for intra-and inter-slice steps separately as ρ is|jr p * jr = k is 2m s k jr κ jr δ sr + C jsr c jr c jr κ jr δ ij κ jr 2µ .
The second term in brackets, which describes the conditional probability of motion between two slices, leverages the definition of the C jsr coupling. That is, the conditional probability of stepping from (j, r) to (i, s) along an inter-slice coupling is non-zero if and only if i = j, and it is proportional to the probability C jsr /κ jr of selecting the precise inter-slice link that connects to slice s. Subtracting this conditional joint probability from the linear (in time) approximation of the exponential describing the Laplacian dynamics, we obtained a multislice generalization of modularity (see Supporting Online Material for details):
where we have utilized reweighting of the conditional probabilities, which allows one to have a different resolution γ s in each slice. We have absorbed the resolution parameter for the inter-slice couplings into the magnitude of the elements of C jsr , which we suppose for simplicity take binary values {0, ω} indicating absence (0) or presence (ω) of inter-slice links.
Community detection in multislice networks can then proceed using many of the same computational heuristics that are currently available for single-slice networks [though, as with the standard definition of modularity, one must be cautious about the resolution of communities (20) and the likelihood of complex quality landscapes that necessitate caution in interpreting results on real networks (21) We performed simultaneous community detection across multiple resolutions (scales) in the well-known Zachary Karate Club network, which encodes the friendships between 34 members of a 1970s university karate club (22) . Keeping the same unweighted adjacency matrix across slices (A ijs = A ij for all s), the resolution associated to each slice is dictated by a specified sequence of γ s parameters, which we chose to be the 16 values γ s = {0.25, 0.5, 0.75, . . . , 4}.
In Fig. 2 , we depict the community assignments obtained for coupling strengths ω = {0, 0.1, 1}
between each neighboring pair of the 16 ordered slices. These results simultaneously probe all scales, including the partition of the Karate Club into four communities at the default resolution of modularity (3, 25) . Additionally, we identified nodes that have an especially strong tendency to break off from larger communities (e.g., nodes 24-29 in Fig. 2 ).
We also considered roll call voting in the United States Senate across time, from the 1st-110th Congresses, covering the years 1789-2008 and including 1884 distinct Senator IDs (26).
We defined weighted connections between each pair of Senators by a similarity between their voting, specified independently for each two-year Congress (23) . We studied the multislice collection of these 110 networks, with each individual Senator coupled to him/herself when appearing in consecutive Congresses. Multislice community detection uncovered interesting details about the continuity of individual and group voting trends over time that are simply not captured by the union of the 110 independent partitions of the separate Congresses. Figure 3 depicts a partition into 9 communities that we obtained using coupling ω = 0.5. The Congresses in which three communities appeared simultaneously are each historically significant:
The 4th and 5th Congresses were the first with political parties; the 10th and 11th Congresses Finally, we also applied multislice community detection to a multiplex network of 1640 college students at a northeastern American university (24), including symmetrized connections from the first wave of this data representing (1) Facebook friendships, (2) picture friendships, (3) roommates, and (4) student "housing group" preferences. Because the different connection types are categorical, the natural inter-slice couplings connect an individual in a slice to him/herself in each of the other 3 network slices. This coupling between categorical slices thus differs from that above that connected only neighboring (ordered) slices. Table 1 indicates the numbers of communities and the percentages of individuals assigned to 1, 2, 3, or 4 communities across the four types of connections for different ω, as a first investigation of the relative redundancy across the connection types.
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We provide additional details here about the results and examples that we discussed in the main text. We begin by reviewing salient results from Ref. (13) concerning the connection between normalized Laplacian dynamics on networks and the modularity quality function for network community structure. We generalized this methodology to reproduce the null models for bipartite, directed, and signed networks, culminating in the specification of the corresponding quality function for multislice networks, which are combinations of individual networks coupled through links that connect each node in one network slice to itself in other slices. The stacking of multiple slices, linked together by identity arcs, provides a useful representation for visualization and extension of network measures to dynamic graphs (S1). We developed a methodology for community detection in such multislice networks, derived from stability of communities under normalized Laplacian dynamics. We additionally considered a similar analysis following from the standard (unnormalized) Laplacian dynamics results from Ref. (13).
We proved that the domains of optimization of each network partition are convex in the space of parameters for quality functions that are linear in those parameters and comment on possible consequences of this result.
Laplacian Dynamics Formalism
We review the Laplacian dynamics formalism recently developed by Lambiotte et al. (13) .
The crucial insight of Ref. (13) was to rederive network modularity from the continuous-
defined by the adjacency matrix components A ij with node strengths k i = j A ij . They also introduced a notion of stability of communities under such dynamics (13,S2) by directly comparing the joint probability at stationarity of independent appearances at nodes i and j with the linear (in time) approximate map from node j to node i. In so doing, they derived a quality function equivalent to Newman-Girvan (NG) modularity (12) at unit time and the standard Potts generalization of NG modularity (5) that includes a resolution parameter (which is then interpreted as an inverse time).
The normalized Laplacian dynamics,
, where 2m = i k i = ij A ij describes the total strength (i.e., total edge weight) in the network. In Ref. (13), Lambiotte et al. quantified a measure of the stability R(t) of a specified partition of the network into communities using the probability that a random walker remains within the same community after time t, in statistically steady conditions, relative to that expected under independence. Using the operator L ij = A ij /k j − δ ij of the dynamics, where δ ij is the Kronecker delta, they specified this stability as
where the contribution from an independence assumption appears in the second term in brackets. Expanding the matrix exponential in equation (1) to first-order in t, so that (e tL ) ij ≈ δ ij + tL ij , Lambiotte et al. demonstrated that R(t) directly yields the quality function (13)
up to δ ij factors that always contribute to the sum and are thus immaterial in identifying partitions that optimize Q(t). The resulting quality function reduces to NG modularity for t = 1.
Moreover, they showed that dividing by t (which has no effect on the optima for specified t)
provides a direct interpretation of the resolution parameter γ = 1/t when the quality is written in the usual form (5):
Hence, the stability of the community partition relative to that expected under independence provides a natural definition for the null model employed in the quality function.
Generalized Laplacian Dynamics
We extended the formalism of Lambiotte et al. (13) to multislice networks by considering three crucial generalizations.
First, we restricted the expected independent contribution given by the probability of a random walker remaining within the same community after time t in the statistically steady state to one that is conditional on the type of connection necessary to step between two nodes. That is, we replaced the p * i p * j independent contribution in equation (1) with a conditional independent contribution ρ i|j p * j , where ρ i|j is the conditional probability at stationarity of jumping to node i from node j along a specific edge type that is allowed by the specified category of networks. This constraint on the independent contribution is consistent with the linear-in-time expansion of the exponential map employed in the calculation of the expected joint population, (cf. 2m) because the probability of stepping to node i conditional on the additional information that the jump is along an edge going towards a node of i's type doubles the probability. Again neglecting δ ij contributions, dividing by t, and setting γ = 1/t, we thus obtained
which is the generalization of the (γ = 1) Barber bipartite null model (15) obtained by incorporating the resolution parameter γ.
Second, we generalized the Laplacian dynamics to include motion along multiple types of connections. For example, we considered a directed network (so that A is no longer symmetric) with k in i = j A ij and k out j = i A ij . We defined the normalized Laplacian dynamics to include motion equally along both incoming and outgoing edges, subject to the normalization
which again has steady state p * j = k j /(2m), with 2m = j k j = 2 ij A ij . The change induced by the consideration of the directed network occurs in the conditional probability ρ i|j , which must respect the type of edge (incoming versus outgoing) that is used to arrive at node i as well as the fraction of such edges available in the departure from node j. We thus obtained
where each additive term combines the probability of picking a particular type of edge when departing node j with the probability of arriving at node i given that the motion is on that type of edge. Because of the symmetry in summing over {i, j} pairs, we have equivalently rewritten the resulting partition quality as
which (as with bipartite networks) yielded the natural extension of the corresponding standard (γ = 1) null model for directed networks (16, 17) by incorporation of the resolution parameter γ.
This approach contrasts with that of Lambiotte et al., which restricted consideration to motion following the link directions (13,S3).
We also studied the Laplacian dynamics given by the operator Because of the penalizing contribution desired from the A − ij ≥ 0 links, we chose to weight the A − and k − contributions negatively when they appeared in the partition stability formula, which is given by equation (1) . Aside from this sign convention, we calculated the conditional probability at stationarity using the same procedure as in the directed case, keeping track of whether the movement from node j to node i is along a positive or negative edge. This gave
and yielded Q = 1 2m
This quality function reduces at γ = 1 to one proposed signed null model (18) and is a special case of a more general signed null model (19) that includes separate resolution parameters (γ + and γ − ) for the positive and negative contributions. We reconstructed the latter null model by using our third generalization, which we present next.
Our third generalization was to flexibly interpret the stability under Laplacian dynamics in order to permit different spreading weights on the different types of links. This was not an issue in our consideration of directed networks unless one wants to weight incoming and outgoing edges differently. On the other hand, it might be desirable for signed networks to consider reweighted conditional probabilities at stationarity using some factor other than the relative strengths of the different edges at node j (even though we only considered a single specification of the underlying Laplacian dynamics). This generalization gave
with two resolution parameters (γ + and γ − ), which is the undirected version of the aforementioned more general null model for signed networks (19) , with the full directed version similarly obtained by combining the above generalizations.
Having shown that our generalizations recovered the appropriate null models for other categories of networks (bipartite, directed, and signed), we applied this methodology to the far more general framework of multislice networks. We supposed that each slice s of a network is represented by adjacencies A ijs between nodes i and j and specified inter-slice couplings C jrs that connect node j in slice r to itself in slice s (see Fig. 1 ). That is, notationally, we used two indices to specify each node-slice: a single node (e.g., i) in an indicated slice (e.g., s). For simplicity, we restricted our attention to undirected network slices (A ijs = A jis ) and undirected couplings (C jrs = C jsr ), but we can incorporate additional structure in the slices and couplings in the same manner as in the single-slice derivations above. For convenience, we notated the strengths of each node individually in each slice, so that k js = i A ijs , c js = r C jsr , and we defined the multislice strength κ js = k js + c js . We studied a continuous-time Laplacian process analogous to those above that respects the intra-slice nature of A ijs and the inter-slice couplings of C jsr , specified byṗ is = jr (A ijs δ sr +δ ij C jsr )p jr /κ jr −p is , which has steady state probability distribution p * jr = κ jr /(2µ), where 2µ = jr κ jr . We then specified the associated multislice null model using the probability ρ is|jr of sampling node-slice (i, s) conditional on whether the multislice structure allows one to step from node-slice (j, r) to node-slice (i, s), considering intra-and inter-slice steps separately:
The first term in brackets above describes the conditional probability appropriate for motion along intra-slice edges, analogous to those in the generalized derivation of other null models above, including the probability, k jr /κ jr , of using an intra-slice edge when leaving (j, r) and the resulting restriction to the given slice (δ sr ) made explicit. The second term in brackets, which similarly describes the conditional probability of motion between two slices, leverages the known definition of the C jsr coupling. That is, the conditional probability of stepping from (j, r) to (i, s) along an inter-slice coupling is non-zero if and only if i = j, and it is proportional to the probability C jsr /κ jr of selecting the precise inter-slice link that connects to slice s from all edges connected to (j, r). The inter-slice strengths c jr therefore canceled naturally as part of this calculation. Subtracting this conditional joint probability from the linear (in time) approximation of the exponential describing the Laplacian dynamics on the multislice networks, we then obtained a multislice generalization of modularity:
where we have again utilized reweighting of the conditional probabilities, allowing for different resolutions γ s in each slice. We absorbed the corresponding resolution parameter for the inter-slice couplings into the magnitude of the elements of C jsr , which we then supposed for simplicity take binary values {0, ω} indicating absence/presence of inter-slice links.
In the absence of such a reweighting in the interpretation of the stability of the partition, with γ s = γ for all s, the corresponding prefactor on C jsr absorbed above is (1 − γ). Imposing the choice γ = 1 then recovered the usual interpretation of modularity as a count of the total weight of intra-slice edges minus the weight expected at random, and (as expected) the specified deterministic C jsr contribution dropped out entirely, because such inter-slice links are definitional to the multislice network. In contrast, by leveraging the notion of stability under Laplacian dynamics, generalized appropriately, we have derived a principled generalization of modularity to multislice networks.
Choosing binary-valued C jsr = {0, ω} requires only a single coupling parameter ω to control the extent of inter-slice correspondence of communities. When ω = 0, there is no benefit from extending communities across slices, so the optimal partition is obtained from independent optimization of the corresponding quality function in each slice. At the other extreme, when ω becomes sufficiently large, the quality-optimizing partitions force the community assignment of a node to remain the same across all slices in which that node appears, and the multislice quality reduces to a difference between the adjacency matrix summed over the contributions from the individual slices and the sum over the separate single-slice null models (with selected γ s ).
That is, the null model obtained in the limit of large ω is not the same as the standard NG null model on the adjacency matrix summed across slices, which only relies on the total summed degrees; rather, the required sum of the single-slice null models respects the degree sequences of these different contributions separately. The generality of this framework also allows one to consider different weights across the C jsr couplings, if deemed appropriate for a particular application. Additionally, we note that the linearity of equation (9) with respect to the {γ s , ω} parameters necessitates that the modularity-optimizing domain of a single partition is convex in this parameter space (as derived below, with a brief discussion of consequences).
Unnormalized Multislice Laplacian Dynamics
As discussed by Lambiotte et al. (13), a similar analysis of the stability of communities under standard (i.e., unnormalized) Laplacian dynamics can be used to yield a quality function with a null model corresponding to a uniform random graph (5). We generalized this result to the multislice setting using a natural definition of the relevant independent probabilities subject to conditions imposed by the network structure specific to our multislice setting (similar to our derivation for normalized Laplacian dynamics).
We specified the standard Laplacian dynamics on a multislice network defined by A ijs and C jsr byṗ is = jr (A ijs δ sr + δ ij C jsr )p jr / κ − p is κ is / κ , where angled brackets denote an average over the entire multislice network and we recall that κ js = k js + c js is the multislice strength. The steady-state probability distribution under these dynamics is constant. Hence,
where N is the total number of nodes summed across slices in the multislice network. We then scale the conditional probability ρ is|jr of stepping from node j at slice r to node i at slice s appropriate to the selected standard dynamics, where the rate of leaving node j at slice r is proportional to κ jr [cf. the constant rate of leaving (j, r) in the normalized Laplacian dynamics in the rest of this paper]. Given that we repeated the procedure of allowing different resolution parameters (inverse times) both within and across slices, it was sufficient for us to consider the conditional independent probability in the form
Ignoring δ ij δ sr contributions to quality, which have no effect on identifying the optimal partition, we obtained
as the multislice generalization of the uniform random null model. Note that we once again absorbed the inter-slice coupling strength directly into the binary values of C jsr = {0, ω}.
(Again, if desired, one can also consider different weights across the C jsr couplings.) As with the multislice null model that we obtained from normalized Laplacian dynamics, the limiting behaviors of this quality function are towards independent partitioning of each slice as ω → 0 and towards averaging over slices for ω 1, though the latter is greatly simplified here since it is merely a sum over constant contributions, in contrast with the more detailed null model in the large coupling limit corresponding to normalized Laplacian dynamics.
Convex Domains of Optimization
We proved that the linearity of equation (9) with respect to the {γ s , ω} parameters necessitates that the quality-optimizing domain of a single partition be convex in this parameter space. This result holds more generally for any community-detection quality function that is linear in its parameters. That is, if an identified partition of the network is the highest-quality partition at two points in parameter space, then it necessarily gives the best partition along the entire line segment connecting those two points.
The proof of this convexity result followed from the consideration of a line in parameter space that contains two distinct optima at different points. For the purposes of this proof, we notated the parameters (e.g., resolution parameters and/or inter-slice coupling strengths) by the vector array λ and the modularity-like quality function as
where the notation i and j for the node indices naturally generalizes over the complete multislice network. That is, Q = B : χ = (A − λ · P) : χ, where χ is the common-community indicator with elements δ(g i , g j ) specific to the selected partition. The meaning of the double contractions (e.g., B : χ) over indices and dot products over parameters (λ · P) is clear from equation (12).
We then assumed without loss of generality that a partition specified by χ 1 is the unique optimum for parameters λ 1 , with A 1 = A : χ 1 and P 1 = P : χ 1 defined so that
If the distinct partition specified by χ 2 is strictly optimal to χ 1 for parameters λ 2 (with analogous definitions for Q 2 = A 2 − λ 2 · P 2 ), then we showed it must follow that
We combined these inequalities to yield (λ 2 − λ 1 ) · P 1 > (λ 2 − λ 1 ) · P 2 . We then considered a vector array λ 3 that is colinear with λ 2 and λ 1 , so that λ 3 = λ 2 + f (λ 2 − λ 1 ) with f > 0, which yielded the result that the quality of the χ 1 and χ 2 partitions at λ 3 must satisfy
That is, the partition χ 2 is necessarily of higher quality than χ 1 at λ 3 (though neither of them needs to be the optimum there). Therefore, non-convex domains of optimization are forbidden in the parameter space of quality functions of the form in equation (12) .
This requirement of convex domains of quality optimization might be useful for comparing results across different resolution and coupling parameters, not only in the present multislice setting but for any network-partitioning quality function that is linear in resolution parameters.
Although other quality functions might of course be considered, we note that each quality function discussed in the present manuscript is of the general form in equation (12) . Computational results that do not conform to convex domains of optimization typically indicate regions in which further computation should uncover better optima. Indeed, for a particular application, it might be important to consider many different parameter choices in our generalized quality function. We do not worry about such details here, as our goal has been to present a framework that allows one to study the community structure of multislice networks, but it is nevertheless important to mention it for further consideration. We additionally note that optimizing the standard modularity quality function is known to be an NP-complete problem (S4), and the cautionary observations regarding modularity optimization (20, 21) naturally also apply to our more general multislice framework.
Examples
We conclude by providing additional details for the three examples discussed in the main text.
Community Detection Across Multiple Scales
We performed simultaneous community detection across multiple resolutions (scales) in the well-known Zachary Karate Club benchmark network, which encodes the friendships between 34 members of a karate club at a U.S. university in the 1970s (22) . Keeping the same 34-node unweighted adjacency matrix across slices (so that A ijs = A ij for all s), the resolution associated with each slice is dictated by a value from a specified sequence of γ s parameters, which we chose to be the 16 values γ s = {0.25, 0.5, 0.75, . . . , 4}. In Fig. 2 , we depict the community assignments that we obtained when the individual nodes are coupled with strengths ω = {0, 0.1, 1} between each neighboring pair of the 16 ordered slices. For each ω, we took the higher quality partition from that given by a spectral method plus Kernighan-Lin (KL) node-swapping steps (4, 25) and a generalization of the Louvain algorithm (S5) plus KL steps. We note that, despite this approach, the depicted ω = 1 partition can be clearly improved by leveraging the definition of the inter-slice coupling; specifically, the communities of nodes 30-34 (in the renumbering in Fig. 2 ) at different resolutions can be merged to improve the total quality of the multislice partition. Future algorithmic improvements could explicitly identify similar situations where merging or breaking communities across slices might improve the overall quality.
When ω = 0, the optimal partition obtained corresponds to the union of the independent partitions of each separate resolution parameter. As ω is increased, the coupling between neighboring slices encourages the partition to include communities that straddle multiple slices in the hierarchy of scales. The mathematical limit of arbitrarily large ω requires that, eventually, the communities span the full range of the considered resolutions. Because only the resolution parameters differed from one slice to the next in this multiple-resolution example, the limit of infinitely large inter-slice coupling here corresponded to single-resolution community detection at the average of the selected γ s values, γ s ≈ 2.125. Even at the smallest value of the resolution parameter that we used (γ = 0.25), we already observed a split into two communities when ω > 0 (recalling that the actual club fractured into two groups). We simultaneously obtained all of the other network scales, such as the partitioning of the Karate Club into four communities at the default resolution of NG modularity (3, 25) . We also identified nodes that have an especially strong tendency to break off from larger communities (e.g., nodes 24-29 in Fig. 2 ).
This example illustrated that multislice community detection makes it possible to systematically track the development of multiple network scales simultaneously.
Community Detection in Time-Dependent Networks
We considered roll call voting in the United States Senate across time. 
Community Detection in Multiplex Networks
We applied multislice community detection to a multiplex network of 1640 college students at an anonymous, northeastern American university (24). We included the symmetrized connections from the first wave of this data (covering the first year of university attendance) representing (1) Facebook friendships; (2) picture friendships, in which a student posted and tagged a photograph of another online; (3) roommates, in which two students shared a first-year dormitory room, creating clusters of 1-6 students; and (4) "housing group" preferences identified by the students. Because the different tie types are categorical, the natural inter-slice couplings connect an individual corresponding to one type of connection to him/herself in each of the other 3 types of networks. This type of inter-slice coupling thus has a different nature from the inter-slice couplings above that connected only neighboring (ordered) network slices.
In Table 1 , we provide a summary of the basic results that we obtained by varying the interslice coupling strength ω. We tabulated the total number of communities and the percentages of individuals assigned to 1, 2, 3, or 4 communities in the multislice network across the four types of connections. Again, ω = 0 yielded separate communities for each slice, as expected, with each individual placed into four separate communities. As ω was increased, communities merged across slices-most predominantly where the patterns of connection were relatively similar between two slices. This reduced the total number of communities and resulted in individuals with fewer distinct community assignments across their 4 appearances in the different network slices. For ω ∈ [0.2, 0.5], a significant majority of the individuals were assigned to only 1 or 2 communities, indicating that their social networks maintain group-level similarities across the four types of connections. Another significant set of students were grouped into 3 different communities, and a small minority maintained 4 separate assignments, suggesting stark differences in their positions in the 4 single-category network slices. Finally, for ω = 1, the inter-slice coupling was sufficiently strong that it forced all 4 multislice nodes corresponding to an individual student to be assigned to the same community. Further investigation of such different community assignments across slices could be used to more clearly compare and contrast the roles of individuals in each network slice and in the complete multislice network. Additionally, a multislice approach might provide a novel mechanism for dealing with the problem of overlapping community assignments, as the hard partitioning of each node (located in a single slice) in the multislice network allows an individual to be placed into different communities in their appearances in the different slices. Indeed, multiplexity is itself a strong motivation for developing methods that allow communities to overlap (2,3,S6) .
