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A hypothesis test using bias-adjusted AR estimators for 
classifying time series in small samples 
Shen Liu

, Elizabeth Ann Maharaj 
Department of Econometrics and Business Statistics, Monash University 
 
Abstract: A new test of hypothesis for classifying stationary time series based on the bias-
adjusted estimators of fitted autoregressive model is proposed. It is shown theoretically that 
the proposed test has desirable properties. Simulation results show that when time series are 
short, the size and power estimates of the proposed test are reasonably good, and thus this test 
is reliable in discriminating between short-length time series. As the length of time series 
increases, the performance of the proposed test improves, but the benefit of bias-adjustment 
reduces. The proposed hypothesis test is applied to two real data sets: the annual real GDP 
per capita of six European countries, and quarterly real GDP per capita of five European 
countries. The application results demonstrate that the proposed test displays reasonably good 
performance in classifying relatively short time series.  
Keywords: Time series classification, Autoregressive models, Bias-adjusted AR estimators, 
Small samples, Hypothesis testing  
 
1       Introduction 
The classification of time series is of much interest, and of considerable relevance in many 
fields of study. For instance, in economics one could use a classification procedure to group 
together the countries that have similar economic indicators such as Gross Domestic Product 
(GDP) (Maharaj and D’Urso, 2010; Miskiewicz and Ausloos, 2008; Ausloos and Lambiotte, 
2007) or industrial production indices (Vilar et al., 2010). In medicine, the study of 
physiological data such as Electrocardiography (ECG) data (Corduas and Piccolo, 2008; 
Kalpakis et al., 2001), Electroencephalography (EEG) data (Prado et al., 2006; Xiong and 
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Yeung, 2004; Alagón, 1989) and Electromyography (EMG) data (Kang et al., 1995) can be 
used for medical diagnosis by grouping the observed signals and the ones generated by 
particular diseases. In biology, clustering and classification help understanding gene function, 
gene regulation, and cellular processes (Douzal-Chouakria et al., 2009; Liu et al., 2008; Park 
et al., 2008; Scrucca, 2007; Liang, 2007; Kim et al., 2006). In seismology, it is important to 
discriminate between seismic waves that are respectively caused by earthquakes and 
explosions (Maharaj and Alonso, 2007; Kakizawa et al., 1998; Dargahi-Noubary, 1992). In 
finance, it is useful to discriminate between the behaviours of stocks by using some indicators 
(Dose and Cincotti, 2005; Basalto et al., 2005; Pattarin et al., 2004). Furthermore, in 
environmetrics by viewing particular indicators such as 2CO  emissions (Alonso et al., 2006), 
daily ambient temperature (Macchiato et al., 1995) or rainfall (Cowpertwait and Cox, 1992), 
the locations that have similar environmental behaviour are classified into the same group.  
Liao (2005) stated that there are three types of classification methods in the literature: raw-
data-based methods, feature-based methods, and model-based methods. While the first two 
types of methods work directly with data values or the extracted features such as 
autocorrelations (D’Urso and Maharaj, 2009), periodogram ordinates (Caiado et al., 2006) or 
wavelets (Maharaj and Alonso, 2007), model-based approaches concentrate on the models or 
the mixtures of underlying probability distributions that generate time series. As indicated by 
Liao (2005), if the models which characterize individual time series are similar, or if after 
fitting models the remaining residuals are similar, these time series are considered to be 
similar. In the literature on time series classification, model-based methods are of much 
interest, and a growing number of approaches have been developed. The idea of these 
approaches is to investigate dissimilarities of fitted models, and their performances are 
usually desirable when dealing with sufficiently large samples. Amongst these approaches, 
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coefficients of autoregressive moving average (ARMA) models are widely used to compare 
time series. A typical example is given by Xiong and Yeung (2004), who proposed an 
expectation-maximization (EM) algorithm based on mixtures of ARMA models to learn the 
mixing coefficients as well as the parameters of component models that maximize the 
expectation of the complete data log-likelihood, and experimental results showed 
effectiveness of this method. 
In particular, when involving ARMA processes, the autoregressive (AR) metric attracts much 
research interest of many authors. Piccolo (1990) argued that given initial values and known 
orders, any seasonal ARIMA process can be fully characterized by a sequence of 
autoregressive parameters ],,[ 21   , since   conveys all useful information about 
stochastic dynamic structure of the process. As a consequence, a Euclidean distance measure, 
denoted ),( YXd , based on the coefficients in the infinite autoregressive representation of 
fitted ARIMA models is proposed. This proposed distance satisfies the classical properties: 
non-negativity, symmetry and triangularity. Piccolo (1990) suggested that if time series are 
non-stationary, differencing is carried out to make them stationary; if time series possess 
seasonality, it should be removed before further analysis. Moreover, automatic selection of 
AR orders is recommended. By knowing fitted AR models, time series under consideration 
can be clustered by one of hierarchical clustering algorithms using the calculated distance 
measure values for pairs of series.  
Following Piccolo (1990), a number of unsupervised classification approaches have been 
proposed, including Maharaj (1996), Maharaj (2000), Corduas and Piccolo (2008), Otranto 
(2008), and many others. On the other hand,  Corduas (2004) proposed a supervised 
classification approach, viz., a rule of time series discrimination using the autoregressive 
metric, which is a univariate approach to classifying a single time series to one of two known 
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categories. These two categories are respectively described by the hypotheses 1H  and 2H  
with corresponding AR parameters 1  and 2 . The ARIMA process is considered, and the 
)(AR  formulation is used to approximate time series. The AR parameter estimates of this 
series, denoted xˆ , are obtained by maximum likelihood estimation. A discrimination rule is 
then proposed: if the squared distance between xˆ  and 2  is greater than that between xˆ  
and 1 , the series is assigned to the first category, otherwise it should belong to the second. 
Simulation results demonstrate desirable performance of this method. Note that this method 
is only applicable when 1  and 2  are known, or can be estimated using learning samples.  
It is important to see, as noted by Maharaj (1996), that the identified clusters are not unique, 
since they depend on distance measures and clustering techniques that are used, and 
sometimes the clustering structure is very subjective. As a result, one needs to further 
investigate series in a particular cluster before concluding that any one series in a particular 
cluster is characteristic of all series in that cluster, and a sensible way is to conduct 
hypothesis tests to determine whether two series in a particular cluster have significantly 
different generating processes. Using the least squares (LS) estimates of autoregressive 
models that are fitted to time series, Maharaj (1996) and Maharaj (2000) developed two 
hypothesis testing methods, respectively. The former test works with pairs of independent 
time series while the latter concentrates on related ones. Both methods fit a truncated )(kAR  
model to each time series under examination, and then based on the asymptotic properties of 
the least squares AR estimators a test statistic is developed to determine if two series have 
significantly different generating processes. A clustering structure of these time series can be 
obtained by a hierarchical algorithm using the observed p-values of the tests. 
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Corduas and Piccolo (2008) derived the asymptotic distribution of the squared AR distance, 
and then pairs of time series could be compared within a hypotheses testing framework. They 
first investigated statistical properties of the squared AR distance between ARIMA processes, 
and for the sake of computational efficiency, an approximation is defined by truncating the 
AR parameter expansion at the first m terms so that the contribution of the ignored terms is 
negligible. Then based on the asymptotic distribution of this approximation, they proposed a 
hypothesis test to determine whether two time series are originated from processes with the 
same temporal structure, and then the original matrix of squared AR distances could be 
transformed into a binary matrix where the (i, j)
th
 entry is one if the squared distance between 
the i
th
 and j
th
 models is insignificance and zero otherwise. As a result, clusters of time series 
could be found by reordering this binary matrix into an approximate block diagonal form. 
They also discussed the discriminant rule described in Corduas (2004).  
Other classification approaches incorporating hypothesis test include constructing test 
statistic based on the Euclidean distance between autocorrelation functions of two time series 
(Alonso and Maharaj, 2006), on spectral distributions (Anderson, 1993), and on likelihood 
functions (Basawa et al., 1984). Earlier studies include De Souza and Thomson (1982) who 
reviewed a number of test statistics for comparing two independent sets of linear prediction 
coefficients, and Tribolet et al. (1979) who developed a log likelihood ratio distance between 
linear prediction coefficients.  
While it is clear that all of the above-mentioned approaches tend to show reliable 
performance when the lengths of series are relatively large, the small sample properties of 
many of these approaches are unknown, as most of these studies have concentrated on 
working with relatively long time series. For example, Corduas and Piccolo (2008) worked 
with Italian industrial production indices with length 200 and ECG data with length 300 in 
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the case studies, while in the simulation study of Corduas (2004) series with length 1024 
were considered. Although these proposed approaches have shown considerably good 
properties when dealing with series with such lengths, it does not necessarily imply that these 
properties will remain desirable if relatively short series are to be studied. In fact, it is evident 
from some other studies that when time series are not sufficiently long, some of those 
approaches may become unreliable. For example, Simulation studies showed that when the 
series length is 200, the two hypothesis tests respectively proposed by Maharaj (1996) and 
Maharaj (2000) achieve generally valid size and very good power. Nevertheless, when the 
series length is 50, the performance of the two tests is poor. One of the reasons is that when 
estimating AR parameters the least squares estimators are biased in finite samples, and 
ignoring these biases would result in adverse impact. Since sample sizes of many data sets 
(for example, economic data such as GDP) can be very small, it is important to develop 
methods that have reasonably good small sample properties, and a feasible way is to consider 
the bias-adjustment of the AR estimators. 
Marriott and Pope (1954) first developed expressions for first order bias, which depend on 
the unknown parameters in the model as well as the length of series. Following this work, a 
number of researchers have worked on the bias-adjustment of the least squares AR estimators. 
Shaman and Stine (1988) and Stine and Shaman (1989) expressed the approximate bias of the 
least squares AR estimator in a simple, linear form, which has been widely used in the past 
two decades. Patterson (2000) argued that for typical macroeconomic time series the bias 
adjustment of AR estimators is simple and worth doing in terms of total bias reduction and 
mean square error reduction, especially when estimating the long-run AR coefficient. The 
author provided a bias reduction method to further reduce the bias in small samples, and this 
method can be generalised to AR models with different orders. Kim (2004) introduced a bias-
7 
 
corrected AR estimator, which is more convenient for computational purposes and applicable 
to AR models of any order. A bootstrap prediction interval is then constructed based on the 
percentile method. Simulation results revealed that this method of constructing bootstrap 
prediction intervals is highly effective, and the gain of this method is more apparent when the 
sample size is smaller and forecast horizon is longer. Kim et al. (2011) compared the 
performances of prediction intervals generated from alternative models, and they concluded 
that the prediction intervals generated by the least squares AR estimates often severely 
underestimate future uncertainty, while bias-corrected bootstrap prediction intervals perform 
most desirably, providing tight intervals with accurate coverage values.  
It is evident from the literature that most of the small sample problems are solved if the bias-
adjustment is considered. In order to achieve desirable small sample properties, the least 
squares AR estimators should be replaced by their bias-adjusted versions. Another important 
fact from the literature is that when testing the difference between two processes, a large 
number of approaches assume independence, including Tribolet et al. (1979), De Souza and 
Thomson (1982), Maharaj (1996), Corduas and Piccolo (2008), and many others. If time 
series under examination are related, the results generated by these methods may become 
unreliable. Motivated by these facts, we propose a hypothesis test based on the bias-adjusted 
AR estimator, and it can be applied to time series that are not necessarily independent. We 
examine the performance of this test through both simulated and real data sets.  
The rest of this paper is organized as follows: Section 2 proposes a hypothesis test based on 
the bias-adjusted AR estimators; A simulation study evaluating size and power of the 
proposed test is given in Section 3; Section 4 applies the proposed test to real data sets; 
Conclusions are drawn in Section 5.  
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2      A hypothesis test based on the bias-adjusted AR estimators 
Shaman and Stine (1988) and Stine and Shaman (1989) derived expressions of the bias of the 
least squares AR estimators to order T/1  for an autoregressive model of known and finite 
order. They showed that on average the effect of the bias is to move the least squares 
estimates toward a fixed point for particular autoregressive orders. Let tZ  be a zero mean 
univariate stochastic process such that LZ t  , where L  is the class of stationary and 
invertible autoregressive moving average (ARMA) models. Using the notations of Box and 
Jenkins (1976), an ARMA (p, q) model is defined as  
tt aBZB )()(  ,                                                                                                                    
where  
p
p BBBB   
2
211)( , and 
q
q BBBB   
2
211)( , 
with usual stationarity and invertibility restrictions on the roots of )(B  and )(B , and ta  
is a univariate white noise process with expected value zero and variance 
2
a . B  is the 
backshift operator such that jtt
j ZZB  . tZ  can be approximated by an )(AR  model with 
autoregressive polynomial   221
1 1)()( BBBB  . In practice, tZ  can be 
approximated by a truncated )(kAR  model, which has the following form: 
t
k
j
jtjt aZZ 


1
 ,                                                                                                                   (1) 
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where j ’s are the autoregressive parameters. Note that Eq. (1) does not contain an intercept 
or a trend, for simplicity of exposition. We will consider its generalization later.  
Let )ˆ,,ˆ,ˆ,1(ˆ 21  k  , where the ˆ ’s are the least squares estimators of the parameters of 
the )(kAR  process. Stine and Shaman (1989) expressed the approximate bias of ˆ  in a 
simple, linear form 
)()/()ˆ( 1 ToTBE k  ,                                                                                              (2) 
where ),,,,1( 21  k  , and the term )/( TBk  is the first order bias vector. It is 
assumed that the AR order k is finite and known. To extend the use of bias-adjustment of 
Stine and Shaman (1989) in our study to unknown AR order k, we follow Kim (2004) who 
relaxed the assumption of known autoregressive order, and we estimate the order k by a 
selection criterion. If the mean of the AR process is known, the )1()1(  kk  matrix 
kkk BBB 21  , where kB1  is a diagonal matrix with diagonal elements ),...,1,0( k . kB2  
contains the column vectors je  or jd , where je  is 1)1( k  with 1's in rows 
jkjj  1,...,5,3  and 0’s elsewhere; jd  is 1)1( k  with 1's in rows 
jkjj  1,...,4,2  and 0’s elsewhere. When k  is even, 
],,,,0,,,,[ 0112/12/102 eeeeeeB kkk   , and when k  is odd, 
],,,,0,,,,[ 012/)1(2/)1(212 ddddddB kkk   . If the mean of the AR process is unknown, 
the estimation of mean requires an additional term to the bias. In this case, 
kkkk BBBB 321  , where the (i, j) element of kB3  is 1  for jkij   and 1  for 
jijk  , and 0 elsewhere. 
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Note that Patterson (2000) suggested that a modification should be given to kB , since the AR 
model used by Stine and Shaman (1989) is slightly different of Eq. (1). Therefore, to find out 
the suitable bias expression, all elements in the first column of kB  should switch sign. To 
demonstrate the calculation of kB  matrix, an example is provided here. Assuming 3k , 
before the suggested modification, kB  is expressed as 















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











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


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



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







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









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5001
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0000
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1001
0000
1000
0101
1000
0000
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321 kkkk BBBB . 
And after the modification  














5001
1412
2011
0000
kB . 
The first order bias of the 
thi  lag ( ki 1 ) least squares AR estimator can be computed by 
multiplying the thi )1(   row of kB  and the vector   and then dividing by T . For example, 
the first order bias of 2  is T/)42( 321   .  
As noted by Patterson (2000), the expressions of the first order bias in Stine and Shaman 
(1989) are not operational, since they include unknown values of the AR coefficients 
k ,,, 21  . A possible solution is suggested by Orcutt and Winokur (1969) and generalized 
by Patterson (2000). Substitute ˆ  for )ˆ(E  in the equation )()/()ˆ( 1 ToTBE k   
and solve for  , which yields the bias-adjusted AR estimator  
 ˆ)/(ˆ 1 TBI k
a
,                                                                                                                (3) 
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where I is the )1()1(  kk  identity matrix. Note that Eq. (2) can be also expressed as 
)()/()ˆ( 1 ToTBIE k  . Then by taking expectation on both sides of Eq. (3) and 
substituting )ˆ(E  on the right hand side of the equation by )()/( 1 ToTBI k  , it is 
obtained that )()ˆ( 1 ToE a  . Furthermore, it is straightforward to show that aˆ  
converges to ˆ  in probability as T  tends to infinity. Given that ˆ  converges to   in 
probability, it can be shown that 
aˆ  converges to  , and thus aˆ  is a consistent estimator of 
 .  
Also, the variance behaviour of this bias-adjusted AR estimator should be examined. The 
variance-covariance matrix of 
aˆ  can be computed as HVarHVar a  )]ˆ([)ˆ(  , where 
1)/(  TBIH k , and the estimated standard errors of 
aˆ  are the square roots of diagonal 
elements of this matrix. It is clear that, )ˆ( aVar   and )ˆ(Var are asymptotically equivalent. 
For finite series lengths, according to Theorem 1 of Stine and Shaman (1989), TBI k /  is a 
contraction, and hence the variance of 
aˆ  is greater than the variance of ˆ . Patterson (2000) 
also stated that since the least squares estimator has minimum variance in this case, a 
comparison in terms of mean squared error will not necessarily favour the bias-adjusted 
estimator. In fact, the trade-off between the usual and the bias-adjusted estimators is that 
reducing the bias will increase the variance of the estimator. The bias-adjustment is worth 
doing in this case, as we believe that the results will be more reliable if the estimator is bias-
adjusted, even though the variance will be greater. 
Instead of the bias-adjustment of  , Kim (2004) provided a bias-adjustment method for 
estimating  , where ],,,[ 21 k  . He argued that this bias-adjustment, which is 
applicable to AR models of any order, is computationally convenient. Let ˆ  and aˆ  denote 
12 
 
the least squares AR estimator and its bias-adjusted version, respectively. Then aˆ  is 
obtained as 
 ˆˆ Ca  , 
where   and C  are respectively 1k  and kk   matrices. 1
1
2 )( kkk AATI
 , 
1
2 )/(
 TAIC kk , where kI  is a kk   identity matrix, and 1kA  and 2kA  are obtained as 
follows: delete the first row of kB , and it yields a )1(  kk  matrix denoted by kA . Then 
partition kA  as ]:[ 21 kkk AAA  , where 1kA  and 2kA  are 1k  and kk   sub-matrices of kA , 
respectively. Note that similarly as 
aˆ , aˆ  is a consistent estimator of  . The comparison of 
the variances of 
aˆ  and   follows the results in the last paragraph, since 2kA  is simply the 
sub-matrix of kB  obtained by deleting the first row and first column of kB . 
Now we consider relaxing the zero mean assumption imposed on Eq. (1). An important fact 
to note is that the bias-adjustment of an AR process with a non-zero intercept is different from 
the bias-adjustment of a mean-zero AR process. For example, in the mean-zero AR(1) model 
the bias is T12 , while in the AR(1) model with non-zero intercept the bias is 
T)31( 1 . Recall that if the mean of the AR process is known, the )1()1(  kk  matrix 
kB  is given by kk BB 21  , otherwise kkkk BBBB 321  . Therefore, including an intercept 
will result in a different bias-adjustment, due to the correction for the non-zero mean. In 
practice, one can always include an intercept if the mean is unknown or not necessarily zero, 
and the bias-adjusted estimators can be obtained by  ˆ)/(ˆ 1 TBI k
a
 and  ˆˆ Ca  , 
where kkkk BBBB 321   and   and C  are obtained accordingly. Lemma 1 and Lemma 2 
of Stine and Shaman (1989) show that the properties of the two matrices kk BB 21   and 
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kkk BBB 321   are similar, and hence TBI k /  is still a contraction. As a consequence, 
when including a non-zero intercept, the convergence, the consistency and the variance 
behaviour of the bias-adjusted estimator follow the results of zero-mean processes.  
Now let tx  and ty , Tt ,,2,1   be the realization of two stationary time series with 
underlying generating processes X  and Y , respectively. Let ][ 21 xxx   , and 
][ 21 yyy    be the vectors of the AR( ) parameters of the generating processes 
X  and Y  respectively. The hypotheses of the proposed test are: 
yxH  :0  versus yxH  :1 . 
To test these hypotheses, a test statistic incorporating the least squares AR estimator had been 
developed by Maharaj (2000). Following this work, a new test statistic based on the bias-
adjusted AR estimator is proposed. By using a selection criterion such as Schwartz’s Bayesian 
information criterion (BIC), truncated autoregressive models of order 1k  and 2k  can be fitted 
to tx  and ty , respectively. Let jxˆ , 1,,2,1 kj   and jyˆ , 2,,2,1 kj   denote the 
corresponding parameter estimates. Let ),max( 21 kkk  . This maximum determined order k  
will be fitted to both time series in order to construct the test statistic. To develop the test 
statistic, the models fitted to tx  and ty  can be expressed as 
xxx aWx    and yyy aWy   , 
where 
][ 11 TTk xxxx   , 
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, 
][ 21 kxxxx   , and 
][ 11 TxxTxkx aaaa   . 
And y , yW , y   and ya  can be defined similarly. The disturbances have the following 
properties 
0][][  yx aEaE , kTxxx IaaE 
2][  , kTyyy IaaE 
2][  , and kTxyyx IaaE  ][ , 
where kTI   is a )()( kTkT   identity matrix. The last property implies that the 
disturbances of the two models are correlated at the same points in time but uncorrelated 
across time. By the least squares estimator, x  and y  are estimated as xWWW xxxx 
1)(ˆ , 
and yWWW yyyy 
1)(ˆ . Then the corresponding bias-adjusted estimators are x
a
x C ˆˆ   
and y
a
y C ˆˆ  , respectively. 
Now let ][][ 11   TkTk yyxxyxZ  . Then the AR parameters are 
estimated with the pooled model 
aWZ   , 
where 







y
x
W
W
W
0
0
, 






y
x


 , 






y
x
a
a
a .  
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Note that 0)( aE , VIaaE kT  )( , where 









2
2
yxy
xyx


. 
Therefore, the generalized least squares estimator is 
ZVWWVW 111 ][ˆ   . 
If the white noise disturbance a  is assumed to be normally distributed, then as stated by 
Anderson (1971) and Amemiya (1985), ˆ  is asymptotically normally distributed with mean 
  and covariance matrix 
  Q
T
WVW
pT
T





 




1
1
limˆvarlim  , where Q  is some finite positive definite )1(O  matrix. 
Therefore, ),0()ˆ( QNT d . In fact, the normality assumption of the disturbance 
term can be relaxed based on large sample theory. We shall investigate the robustness to the 
normality assumption by conducting supplementary simulations. 
The bias-adjusted estimator 
aˆ  is then considered. Since  ˆˆ Ca  , then 
)]([])[]ˆ([)]ˆ([)ˆ(   CTCCTCTT a . 
)]([  CT  can be re-written as )][(  ICT  . Since  12 )/(
 TAIC kk  and 
1
1
2 )( kkk AATI
 , both   and IC   are )( 1TO  terms. Therefore, as T  tends to infinity 
the term )]([  CT  goes to zero in probability. The term ])[]ˆ([  CCT   can 
be re-written as )ˆ(  CT , and hence it is asymptotically distributed as ),0( aQN , where 
)lim( CCQpQa  . Therefore, 
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),0()ˆ( ada QNT  . 
The null hypothesis yxH  :0  can be expressed as 0:0 RH , where  kk IIR  , 
and kI  is a kk   identity matrix. Then we have ),0()ˆ( RRQNRRT
ada   , and 
hence    ),0()ˆ(2
1
11
k
da INRRRCWVWRC 
  . Therefore, under the null 
hypothesis 
   2111 )ˆ()ˆ( kdaa RRCWVWRCR  

. 
Note that kTIV   and   consists of unknown parameters. Zellner (1962) stated that the 
elements of   can be consistently estimated by using the least squares residuals as follows: 
)/(ˆˆˆ 2 kTaa xxx  , )/(ˆˆˆ
2 kTaa yyy  , )/(ˆˆˆ kTaa yxxy  , and  









2
2
ˆˆ
ˆˆ
ˆ
yxy
xyx


. 
Then kTIV 
ˆˆ  is obtained. Note that after the bias-adjustment, the residuals associated 
with the bias-adjusted models should be employed. Since Vˆ  is non-singular and VVp ˆlim , 
it is then observed that under 0:0 RH , the proposed test statistic incorporating bias-
adjusted AR estimator is 
  )ˆ(ˆ)ˆ(
1
1
1 aa
BAE RRCWVWRCRD 







  , 
which is asymptotically distributed as 
2
k . 
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Note that BAED  is in fact a measure of distance between x  and y  when considering 
potential correlation between the two realized series tx  and ty . It is straightforward to show 
that BAED  satisfies the properties of a distance measure. Furthermore, let 0  and 1  be the 
two parameter vectors which satisfy 00   and 
c
01  , where 0  is the null region, 
which is the parameter space under 0H , and 
c
0  is the complement of 0 . Then under the 
alternative hypothesis 
  
   ])[]ˆ([ˆ)][]ˆ([
)ˆ(ˆ)ˆ(
100
11
1
100
1
11
1
1


RRRRRCWVWRCRRRR
RRRCWVWRCRRD
aa
aa
BAE




 
In this case, 0  and 1  satisfy that 00 R  and 01 R . Given that under 0H  
  2
1
1
1 )ˆ(ˆ)ˆ( k
daa
BAE RRCWVWRCRD  


 


 , 
it is therefore concluded that under 1H  BAED  approximately has a non-central chi-square 
distribution )(
2 k  where    ][ˆ][ 1
11
1
1  RRCWVWRCR
  . Since 1R  is non-zero and 
 
1
1
1ˆ







  RCWVWRC  is positive-definite, then   is a positive value, which indicates that 
under 1H  the distribution of the proposed test is a non-central chi-square distribution shifting 
to the right. As a result, this test has a probability of rejecting 0H  when 0H  is false greater 
than the probability of rejecting 0H  when 0H  is true. Therefore, the proposed test is 
unbiased asymptotically.  
Note that the proposed test examines the difference between dynamics of two stationary time 
series. If these time series possess trends, one should first transform the series accordingly to 
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remove the trends and then carry out the test. This suggests that it is possible to fail to reject 
the null hypothesis even if the two series have different trends. Therefore, it might be 
necessary to extend our method in order to classify time series with trends. For example, 
when considering the widely used control chart data (for details of this data set, see Hettich 
and Bay, 1999; Alcock and Manolopoulos, 1999; Maharaj and Alonso, 2007), the normal 
pattern tt YX   , the increasing trend pattern gtYX tt    and the decreasing trend 
pattern gtYX tt    will become the same after removing the trends. If the comparison 
of trends is ignored, conclusions will be drawn that these series are originated from the same 
process which in fact is not the case. A preliminary study of the control chart data has been 
conducted, and it is evident that after removing the trends the proposed test is only able to 
classify the cyclic series, and the series with other patterns cannot be clearly distinguished. 
As a consequence, we provide a possible extension of our method. In general, if a time series 
has a polynomial trend  
m
j
j
jt1  up to m
th
 order, one may first choose the order m by using 
a particular selection criterion, and then the trend can be estimated and subtracted from time 
series. To determine if two observed time series have significantly different trends, one may 
conduct a hypothesis test as follows. Estimate the order m for both series, denoted 1mˆ  and 2mˆ  
respectively, and let )ˆ,ˆmax(ˆ 21 mmm  . Then fit the trend  
m
j
j
jt
ˆ
1
  to both series, and the 
estimates of j1  and j2  can be obtained, denoted respectively j1ˆ  and j2ˆ , where 
mj ˆ,,1 . Based on these estimates, one can test the following hypothesis 210 :  H , 
where ),,( ˆ1111  m   and ),,( ˆ2212  m  . The study of the test statistic and its 
distributional properties is beyond the scope of this paper, and we will consider it in future 
research. 
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There also exist other methods that can be employed when the observed time series have a 
trend. For example, when testing the difference of two series with trends, one may consider 
the method of Corduas and Piccolo (2008) which incorporates seasonal ARIMA modelling. 
Xiong and Yeung (2004) also suggested modelling ARIMA time series directly without 
having to remove the non-stationarity in trend as a pre-processing. The selection of these 
approaches to achieving stationarity is sometimes subjective, and it should rely on the 
implications of these approaches. As we will see in the application section, when dealing with 
real GDP data, percentage changes in GDP can be approximated by transforming the data in 
differences of logarithm. If one is interested in the increasing rate, this transformation is 
probably the best choice. Note that each pair of time series under consideration should be 
transformed following the same procedure; otherwise the comparison will be meaningless 
after the transformation.   
3    Simulation studies 
To investigate the finite sample behaviour of the proposed test based on the bias-adjusted AR 
estimator, time series of lengths 50, 100, and 200 are simulated from a number of ARMA 
processes. The examination of the distributional properties of the proposed test statistic is 
based on the observed size and power of the test. The test is applied to pairs of time series 
simulated from the following processes: the )1(AR  processes with four different 
autoregressive parameter values 1 0, 0.1, 0.5, 0.9, the )1(MA  processes with three different 
moving average parameter values 1 0.1, 0.5, 0.9, the )2(AR  process with 6.01   and 
2.02  , the )2(MA  process with 8.01   and 6.02  , and the )1,1(ARMA  processes with 
8.01   and 2.01  . It is assumed that the correlations between the disturbances of each 
pair of processes from with the series were generated are in turn 0, 0.5, and 0.9. The estimates 
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of size are obtained at the 5% and 1% levels of significance. To obtain the power estimates of 
the test at the 5% and 1% levels of significance, the test is applied to time series that are 
generated from the following processes: )1(AR  with 01   versus )1(AR  with 01  , 
)1(AR  with 01   versus )2(AR  with 01   and 02  , )1(AR  with 5.01   versus 
)1(AR  with 5.01  , )2(MA  versus )1(AR  with 9.0,3.01  , and )1,1(ARMA  versus )1(AR  
with 9.0,3.01  . Again, it is assumed that the correlations between the disturbances of each 
pair of processes from with the series were generated are in turn 0, 0.5, and 0.9.  
Schwartz’s BIC is employed to determine the order of the truncated autoregressive model 
fitted to each time series. It would be informative to report the average determined 
autoregressive order when data are simulated from a MA or ARMA process: For MA(1) with 
1.01  , the average estimated AR order is 2 for 50T  and 1 for the other lengths; For MA(1) 
processes with 5.01   and 9.01  , the average estimated orders are in turn 2 and 5 for all 
sample sizes; For MA(2) and ARMA(1,1) processes, the average AR orders are 4 and 2, 
respectively. The maximum order k  is fitted to both series in each pair, and then the 
proposed test statistic is calculated. 1000 simulation replications are implemented. The 
overall estimates of size and power of the test based on the bias-adjusted AR estimates are 
obtained over these 1000 replications. To compare the performances of the bias-adjusted AR 
estimator and the usual AR estimator, the overall estimates of size and power of the test using 
the AR estimators without bias-adjustment are also obtained. Note that for the purpose of 
comparison, the parameter values selected in this simulation design are almost the same as 
those used in Maharaj (2000).  
Tables 1 to 3 summarize the overall estimates of size of the tests for different data generating 
processes, significance levels and correlations between the disturbances of each pair of 
21 
 
processes from which time series were generated. The bold numbers are the size estimates of 
the proposed test based on the bias-adjusted AR estimates, while the numbers in parentheses 
are the size estimates of the test using AR estimates without bias-adjustment. 
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Table 1: Overall Estimates of Size for 50T  
Process Significance 
Level 
Correlation 
0 0.5 0.9 
 
 
 
 
 
 
)1(AR  
01   5% 
1% 
0.087 (0.140) 
0.027 (0.061) 
0.091 (0.133) 
0.031 (0.054) 
0.066 (0.098) 
0.026 (0.047) 
1.01   5% 
1% 
0.083 (0.139) 
0.022 (0.052) 
0.065 (0.124) 
0.020 (0.040) 
0.061 (0.082) 
0.017 (0.029) 
5.01   5% 
1% 
0.085 (0.142) 
0.025 (0.055) 
0.072 (0.116) 
0.023 (0.045) 
0.063 (0.103) 
0.020 (0.036) 
9.01   5% 
1% 
0.090 (0.151) 
0.036 (0.066) 
0.083 (0.124) 
0.031 (0.049) 
0.077 (0.132) 
0.030 (0.038) 
 
 
 
 
)1(MA  
1.01   5% 
1% 
0.069 (0.149) 
0.024 (0.061) 
0.058 (0.120) 
0.022 (0.038) 
0.055 (0.082) 
0.023 (0.042) 
5.01   5% 
1% 
0.079 (0.160) 
0.021 (0.061) 
0.071 (0.144) 
0.021 (0.066) 
0.068 (0.096) 
0.019 (0.061) 
9.01   5% 
1% 
0.086 (0.164) 
0.035 (0.077) 
0.078 (0.173) 
0.031 (0.069) 
0.067 (0.154) 
0.028 (0.053) 
 
)2(AR  
2.0
6.0
2
1




 
5% 
1% 
0.101 (0.164) 
0.028 (0.063) 
0.073 (0.128) 
0.026 (0.057) 
0.086 (0.107) 
0.034 (0.040) 
 
)2(MA  
6.0
8.0
2
1




 
5% 
1% 
0.083 (0.150) 
0.021 (0.055) 
0.086 (0.135) 
0.029 (0.049) 
0.108 (0.151) 
0.036 (0.048) 
 
)1,1(ARMA  
2.0
8.0
1
1




 
5% 
1% 
0.067 (0.144) 
0.020 (0.035) 
0.074 (0.132) 
0.023 (0.049) 
0.071 (0.089) 
0.017 (0.024) 
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Table 2: Overall Estimates of Size for 100T  
Process Significance 
Level 
Correlation 
0 0.5 0.9 
 
 
 
 
 
 
)1(AR  
01   
 
5% 
1% 
0.074 (0.096) 
0.025 (0.031) 
0.067 (0.091) 
0.019 (0.029) 
0.056 (0.080) 
0.020 (0.031) 
1.01   
 
5% 
1% 
0.070 (0.081) 
0.020 (0.037) 
0.067 (0.089) 
0.016 (0.037) 
0.061 (0.068) 
0.016 (0.022) 
5.01   
 
5% 
1% 
0.080 (0.101) 
0.023 (0.031) 
0.071 (0.078) 
0.021 (0.032) 
0.063 (0.084) 
0.015 (0.019) 
9.01   
 
5% 
1% 
0.088 (0.096) 
0.024 (0.031) 
0.077 (0.093) 
0.020 (0.026) 
0.070 (0.103) 
0.011 (0.026) 
 
 
 
 
 
)1(MA  
1.01   
 
5% 
1% 
0.059 (0.082) 
0.018 (0.027) 
0.060 (0.080) 
0.019 (0.033) 
0.058 (0.078) 
0.019 (0.034) 
5.01   
 
5% 
1% 
0.067 (0.074) 
0.020 (0.031) 
0.070 (0.085) 
0.017 (0.030) 
0.071 (0.075) 
0.018 (0.024) 
9.01   
 
5% 
1% 
0.079 (0.111) 
0.027 (0.035) 
0.083 (0.101) 
0.027 (0.042) 
0.085 (0.088) 
0.028 (0.026) 
 
)2(AR  
2.0
6.0
2
1




 
5% 
1% 
0.081 (0.101) 
0.025 (0.030) 
0.074 (0.092) 
0.018 (0.028) 
0.081 (0.080) 
0.022 (0.020) 
 
)2(MA  
6.0
8.0
2
1




 
5% 
1% 
0.074 (0.110) 
0.017 (0.021) 
0.077 (0.101) 
0.019 (0.028) 
0.070 (0.095) 
0.021 (0.020) 
 
)1,1(ARMA  
2.0
8.0
1
1




 
5% 
1% 
0.062 (0.085) 
0.017 (0.025) 
0.056 (0.084) 
0.021 (0.029) 
0.057 (0.073) 
0.015 (0.026) 
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Table 3: Overall Estimates of Size for 200T  
Process Significance 
Level 
Correlation 
0 0.5 0.9 
 
 
 
 
 
 
)1(AR  
01   
 
5% 
1% 
0.066 (0.069) 
0.017 (0.018) 
0.063 (0.074) 
0.013 (0.026) 
0.047 (0.067) 
0.016 (0.015) 
1.01   
 
5% 
1% 
0.065 (0.066) 
0.017 (0.019) 
0.064 (0.067) 
0.017 (0.018) 
0.065 (0.064) 
0.013 (0.017) 
5.01   
 
5% 
1% 
0.073 (0.079) 
0.022 (0.025) 
0.063 (0.069) 
0.011 (0.013) 
0.066 (0.065) 
0.015 (0.016) 
9.01   
 
5% 
1% 
0.076 (0.085) 
0.013 (0.017) 
0.063 (0.075) 
0.014 (0.022) 
0.066 (0.071) 
0.012 (0.018) 
 
 
 
 
 
)1(MA  
1.01   
 
5% 
1% 
0.060 (0.074) 
0.013 (0.015) 
0.063 (0.071) 
0.018 (0.028) 
0.055 (0.060) 
0.018 (0.025) 
5.01   
 
5% 
1% 
0.065 (0.071) 
0.015 (0.016) 
0.063 (0.069) 
0.016 (0.019) 
0.069 (0.067) 
0.020 (0.018) 
9.01   
 
5% 
1% 
0.075 (0.099) 
0.017 (0.019) 
0.081 (0.094) 
0.017 (0.018) 
0.085 (0.090) 
0.016 (0.018) 
 
)2(AR  
2.0
6.0
2
1




 
5% 
1% 
0.064 (0.075) 
0.017 (0.020) 
0.067 (0.071) 
0.015 (0.014) 
0.061 (0.069) 
0.016 (0.015) 
 
)2(MA  
6.0
8.0
2
1




 
5% 
1% 
0.062 (0.068) 
0.014 (0.020) 
0.063 (0.079) 
0.016 (0.018) 
0.065 (0.076) 
0.015 (0.017) 
 
)1,1(ARMA  
2.0
8.0
1
1




 
5% 
1% 
0.063 (0.076) 
0.016 (0.017) 
0.062 (0.077) 
0.014 (0.017) 
0.055 (0.054) 
0.015 (0.016) 
 
Table 1 shows that for series with length 50, although the size estimates of both tests are all 
greater than the nominal levels, the values produced by the proposed test incorporating the 
bias-adjusted AR estimator are always much closer to the nominal significance levels than 
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those from the test using AR estimator without bias-adjustment. The test based on the usual 
AR estimator tends to always generate much larger size estimates than the nominal levels, 
while the bias-adjustment considerably shrinks these values towards the nominal levels. For 
particular cases, for example )1(MA  with 1.01  , the benefit of the bias-adjustment is quite 
substantial, and the consequent estimates are relatively close to the nominal levels. Therefore, 
the proposed test based on the bias-adjusted AR estimator appears to achieve much better size 
properties than the test using usual AR estimator without bias-adjustment, when series length 
is 50. Note that the size estimates of both tests tend to get closer to the nominal levels of 
significance as the correlation between disturbances of generating processes increases. 
For series with length 100, it is observed from Table 2 that except for the cases )1(MA  with 
9.01  , )2(AR  and )2(MA  with disturbance correlation 0.9, the size estimates of the 
proposed test incorporating the bias-adjusted AR estimator are always closer to the nominal 
significance levels than those from the test without bias-adjustment. Similarly to the cases 
when 50T , all size estimates of both tests are greater than the nominal levels. For most 
cases of the test without bias-adjustment, the size estimates tend to get closer to the 
prespecified levels of significance as the correlation between disturbances of data generating 
processes increases. This is not clear for size estimates of the test employing bias-adjusted AR 
estimator. Compared to the results of series with length 50, the gain of bias-adjustment tends 
to reduce, but the size estimates of the proposed test tend to improve when dealing with time 
series with longer lengths. 
Table 3 presents that for series of length 200, when the correlation between disturbances of 
data generating processes is 0 or 0.5, the size estimates of the proposed test incorporating 
bias-adjustment are almost always closer to the nominal levels of significance than those of 
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the test employing usual AR estimator. The only exception appears when the pair of series is 
generated by )2(AR  process with 0.5 disturbance correlation, and the nominal level of 
significance is 1%. When the disturbance correlation is 0.9, some of size estimates of the 
proposed test are not closer to the nominal significance levels than the ones of the non-bias-
adjustment test. However, the inferiority of these size estimates is nearly negligible. A 
conclusion can then be drawn that the bias-adjusted estimator reasonably improves the size 
properties of the test when the correlation between disturbances of data generating processes 
is not strong, and with strong disturbance correlations the benefit of bias-adjustment is not 
always apparent. It is observed that some size estimates of these two tests are fairly close to 
each other, indicating that compared to the results of time series with lengths 50 and 100, the 
gain of the bias-adjustment becomes less remarkable. However, as time series length 
increases, the size estimates of the proposed test are getting closer to the prespecified levels 
of significance. 
Tables 4 to 6 report the power estimates of both tests for different data generating processes, 
significance levels and correlations between disturbances of each pair of processes from 
which the series were generated. Since the size estimates of the two tests are fairly different, 
these power estimates are size-adjusted to the 5% and 1% nominal levels accordingly. The 
bold numbers are the power estimates of the proposed test based on the bias-adjusted AR 
estimates, while the numbers in parentheses are the power estimates of the test using AR 
estimates without bias-adjustment. 
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Table 4: Overall Estimates of Power for 50T  
Process (1) Process (2) Significance 
Level 
Correlation 
0 0.5 0.9 
 
 
0
)1(
1 
AR
 
 
1.0
)1(
1 
AR
 
5% 
1% 
0.148 (0.152) 
0.072 (0.076) 
0.187 (0.180) 
0.099 (0.082) 
0.338 (0.306) 
0.176 (0.160) 
3.0
)1(
1 
AR
 
5% 
1% 
0.323 (0.316) 
0.191 (0.170) 
0.554 (0.521) 
0.277 (0.262) 
0.962 (0.910) 
0.906 (0.859) 
5.0
)1(
1 
AR
 
5% 
1% 
0.744 (0.712) 
0.493 (0.456) 
0.825 (0.783) 
0.728 (0.677) 
1.000 (0.980) 
0.989 (0.955) 
 
 
0
)1(
1 
AR
 
 
1.0,0
)2(
21  
AR
 
5% 
1% 
0.134 (0.143) 
0.060 (0.065) 
0.146 (0.148) 
0.089 (0.094) 
0.211 (0.193) 
0.087 (0.081) 
3.0,0
)2(
21  
AR
 
5% 
1% 
0.316 (0.309) 
0.135 (0.133) 
0.473 (0.422) 
0.269 (0.241) 
0.778 (0.727) 
0.680 (0.646) 
5.0,0
)2(
21  
AR
 
5% 
1% 
0.633 (0.595) 
0.403 (0.377) 
0.760 (0.719) 
0.611 (0.587) 
1.000 (0.989) 
0.981 (0.960) 
 
 
 
5.0
)1(
1 
AR
 
2.0
)1(
1 
AR
 
5% 
1% 
0.407 (0.378) 
0.255 (0.242) 
0.582 (0.522) 
0.332 (0.297) 
0.961 (0.913) 
0.929 (0.881) 
4.0
)1(
1 
AR
 
5% 
1% 
0.138 (0.145) 
0.055 (0.060) 
0.162 (0.151) 
0.066 (0.059) 
0.387 (0.368) 
0.144 (0.140) 
6.0
)1(
1 
AR
 
5% 
1% 
0.160 (0.171) 
0.065 (0.069) 
0.204 (0.199) 
0.112 (0.096) 
0.463 (0.434) 
0.272 (0.224) 
8.0
)1(
1 
AR
 
5% 
1% 
0.485 (0.453) 
0.279 (0.243) 
0.683 (0.639) 
0.452 (0.441) 
0.992 (0.974) 
0.946 (0.937) 
 
 
)2(MA  
3.0
)1(
1 
AR
 
5% 
1% 
0.432 (0.375) 
0.283 (0.222) 
0.513 (0.502) 
0.387 (0.356) 
0.694 (0.628) 
0.547 (0.516) 
9.0
)1(
1 
AR
 
5% 
1% 
0.969 (0.935) 
0.928 (0.883) 
0.982 (0.971) 
0.953 (0.922) 
0.991 (0.970) 
0.979 (0.954) 
 
 
)1,1(ARMA  
3.0
)1(
1 
AR
 
5% 
1% 
0.930 (0.908) 
0.828 (0.822) 
0.976 (0.943) 
0.903 (0.867) 
0.999 (0.971) 
0.996 (0.959) 
9.0
)1(
1 
AR
 
5% 
1% 
0.175 (0.169) 
0.149 (0.147) 
0.219 (0.186) 
0.186 (0.159) 
0.470 (0.425) 
0.353 (0.298) 
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Table 5: Overall Estimates of Power for 100T  
Process (1) Process (2) Significance 
Level 
Correlation 
0 0.5 0.9 
 
 
0
)1(
1 
AR
 
 
1.0
)1(
1 
AR
 
5% 
1% 
0.157 (0.150) 
0.044 (0.042) 
0.204 (0.189) 
0.072 (0.058) 
0.593 (0.566) 
0.371 (0.349) 
3.0
)1(
1 
AR
 
5% 
1% 
0.572 (0.577) 
0.363 (0.366) 
0.764 (0.753) 
0.566 (0.560) 
0.974 (0.962) 
0.922 (0.903) 
5.0
)1(
1 
AR
 
5% 
1% 
0.965 (0.942) 
0.880 (0.869) 
1.000 (0.986) 
0.992 (0.973) 
1.000 (1.000) 
1.000 (1.000) 
 
 
0
)1(
1 
AR
 
 
1.0,0
)2(
21  
AR
 
5% 
1% 
0.148 (0.154) 
0.059 (0.063) 
0.177 (0.181) 
0.068 (0.069) 
0.254 (0.216) 
0.146 (0.132) 
3.0,0
)2(
21  
AR
 
5% 
1% 
0.487 (0.486) 
0.258 (0.260) 
0.673 (0.661) 
0.472 (0.464) 
0.910 (0.887) 
0.869 (0.844) 
5.0,0
)2(
21  
AR
 
5% 
1% 
0.923 (0.911) 
0.781 (0.779) 
0.991 (0.979) 
0.952 (0.947) 
1.000 (0.982) 
0.990 (0.971) 
 
 
 
5.0
)1(
1 
AR
 
2.0
)1(
1 
AR
 
5% 
1% 
0.602 (0.596) 
0.359 (0.355) 
0.823 (0.788) 
0.621 (0.604) 
1.000 (0.987) 
0.995 (0.966) 
4.0
)1(
1 
AR
 
5% 
1% 
0.161 (0.167) 
0.045 (0.049) 
0.233 (0.220) 
0.094 (0.091) 
0.622 (0.590) 
0.357 (0.340) 
6.0
)1(
1 
AR
 
5% 
1% 
0.173 (0.183) 
0.064 (0.070) 
0.261 (0.266) 
0.111 (0.117) 
0.723 (0.694) 
0.505 (0.490) 
8.0
)1(
1 
AR
 
5% 
1% 
0.787 (0.766) 
0.523 (0.512) 
0.932 (0.921) 
0.811 (0.802) 
1.000 (1.000) 
1.000 (0.991) 
 
 
)2(MA  
3.0
)1(
1 
AR
 
5% 
1% 
0.772 (0.737) 
0.527 (0.505) 
0.849 (0.812) 
0.690 (0.655) 
0.942 (0.928) 
0.894 (0.876) 
9.0
)1(
1 
AR
 
5% 
1% 
1.000 (1.000) 
0.998 (0.985) 
1.000 (1.000) 
1.000 (0.984) 
1.000 (1.000) 
1.000 (1.000) 
 
 
)1,1(ARMA  
3.0
)1(
1 
AR
 
5% 
1% 
1.000 (1.000) 
0.980 (0.971) 
1.000 (0.997) 
0.992 (0.976) 
1.000 (1.000) 
1.000 (1.000) 
9.0
)1(
1 
AR
 
5% 
1% 
0.536 (0.512) 
0.479 (0.457) 
0.583 (0.544) 
0.502 (0.494) 
0.663 (0.642) 
0.531 (0.497) 
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Table 6: Overall Estimates of Power for 200T  
Process (1) Process (2) Significance 
Level 
Correlation 
0 0.5 0.9 
 
 
0
)1(
1 
AR
 
 
1.0
)1(
1 
AR
 
5% 
1% 
0.224 (0.228) 
0.075 (0.074) 
0.307 (0.294) 
0.143 (0.140) 
0.844 (0.832) 
0.680 (0.674) 
3.0
)1(
1 
AR
 
5% 
1% 
0.890 (0.882) 
0.662 (0.660) 
0.981 (0.977) 
0.902 (0.898) 
1.000 (1.000) 
1.000 (1.000) 
5.0
)1(
1 
AR
 
5% 
1% 
1.000 (1.000) 
0.992 (0.991) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
 
 
0
)1(
1 
AR
 
 
1.0,0
)2(
21  
AR
 
5% 
1% 
0.171 (0.176) 
0.063 (0.065) 
0.191 (0.193) 
0.077 (0.080) 
0.312 (0.301) 
0.222 (0.217) 
3.0,0
)2(
21  
AR
 
5% 
1% 
0.774 (0.776) 
0.573 (0.572) 
0.947 (0.942) 
0.830 (0.827) 
1.000 (0.990) 
0.995 (0.988) 
5.0,0
)2(
21  
AR
 
5% 
1% 
1.000 (1.000) 
1.000 (0.995) 
1.000 (1.000) 
1.000 (0.994) 
1.000 (1.000) 
1.000 (1.000) 
 
 
 
5.0
)1(
1 
AR
 
2.0
)1(
1 
AR
 
5% 
1% 
0.897 (0.901) 
0.755 (0.751) 
0.980 (0.975) 
0.927 (0.924) 
1.000 (1.000) 
1.000 (1.000) 
4.0
)1(
1 
AR
 
5% 
1% 
0.219 (0.225) 
0.081 (0.083) 
0.323 (0.327) 
0.141 (0.143) 
0.911 (0.904) 
0.823 (0.820) 
6.0
)1(
1 
AR
 
5% 
1% 
0.244 (0.246) 
0.101 (0.100) 
0.361 (0.355) 
0.190 (0.188) 
0.934 (0.930) 
0.873 (0.874) 
8.0
)1(
1 
AR
 
5% 
1% 
0.963 (0.953) 
0.912 (0.909) 
1.000 (0.985) 
0.918 (0.913) 
1.000 (1.000) 
1.000 (1.000) 
 
 
)2(MA  
3.0
)1(
1 
AR
 
5% 
1% 
0.979 (0.977) 
0.922 (0.904) 
0.990 (0.983) 
0.960 (0.948) 
1.000 (1.000) 
0.995 (0.992) 
9.0
)1(
1 
AR
 
5% 
1% 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
 
 
)1,1(ARMA  
3.0
)1(
1 
AR
 
5% 
1% 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
1.000 (1.000) 
9.0
)1(
1 
AR
 
5% 
1% 
0.894 (0.885) 
0.879 (0.870) 
0.967 (0.958) 
0.941 (0.937) 
1.000 (1.000) 
1.000 (1.000) 
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It is observed from Table 4 that for 50T , the power estimates of the proposed test 
incorporating bias-adjustment are greater than those from the test without bias-adjustment in 
most cases. Five exceptions arise when the two data generating processes do not differ much, 
which involve the cases )1(AR  with 01   versus )1(AR  with 1.01  , )1(AR  with 01   
versus )2(AR  with 1.02  , and )1(AR  with 5.01   versus )1(AR  with 4.01   or 0.6 . 
Note that for these cases, the differences between power estimates of the two tests are 
relatively small. For the other cases, the proposed test tends to always produce greater power 
estimates than those from the test without bias-adjustment. When the two generating 
processes are considerably different (e.g. )1(AR  with 01   versus )1(AR  with 5.01  ), the 
gain of bias-adjustment is apparant. Moreover, the power estimates of both tests tend to 
increase as the correlation between disturbances of data generating processes increases, and 
the superiority of the proposed test is more obvious when the correlation is greater. When the 
disturbance correlation is zero, the proposed test does not always outperform the test without 
bias-adjustment. However, when the correlation is 0.5 or 0.9, except for only one case 
( )1(AR  with 01   versus )2(AR  with 1.02  , with 0.5 correlation), the power estimates of 
the proposed test are always greater than those of the test without bias-adjustment. It can then 
be summarized that when discriminating between time series with length 50, the proposed 
test based on the bias-adjusted AR estimator tends to achieve greater frequencies of correct 
decisions than the test using the usual AR estimator, especially when the two generating 
processes differ much and the disturbance correlation is strong. 
For series with length 100, Table 5 shows that in most cases the power estimates of the 
proposed test are greater than those from the test without bias-adjustment, and similarly to the 
cases when 50T , almost all exceptions arise when the two generating processes do not 
differ much. When the two generating processes of each pair of series are relatively similar 
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(e.g. )1(AR  with 01   versus )1(AR  with 1.01  , )1(AR  with 01   versus )2(AR  with 
1.02  ), the power estimates of both tests are low. These estimates tend to improve when 
the two generating processes are reasonably different from each other, and in these cases both 
tests achieve reasonably good power. When the two generating processes are fairly different, 
the proposed test tends to always outperform the test without bias-adjustment, and the gain of 
bias-adjustment tends to be obvious. In addition, as the correlation between disturbances 
strengthens, both tests produce greater power estimates, and the superiority of the proposed 
test is apparant. When the correlation between the disturbances is 0.5 or 0.9, the proposed test 
almost always outperforms the test based on the usual AR estimator, with only two exceptions. 
Compared to the results of series with length 50, the gain of the bias-adjustment tends to 
reduce. Nevertheless, the power estimates of the proposed test are improved when the series 
length is greater. 
Table 6 presents that for 200T , the proposed test shows superiority over the test without 
bias-adjustment in most cases. However, as series length increases, this superiority becomes 
less apparent. The differences of power estimates of the two tests are much smaller than those 
from the cases when 50T  and 100T . When the two generating processes of each pair of 
series do not differ much, the power estimates of both tests are low, especially when the 
disturbances are not strongly related. When the two generating processes are considerably 
different, these results tend to improve, and in these cases the power estimates of both tests 
are desirable. Similarly as before, the power estimates of both tests tend to improve as the 
disturbance correlation strengthens, and the superiority of the proposed test is more obvious 
when the correlation is greater. When the disturbance correlation is 0.5 or 0.9, the proposed 
test tends to always produce greater power estimates than those produced by the test without 
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bias-adjustment. Moreover, these power estimates are much greater than those from the cases 
when 50T  and 100T . 
In summary, by comparing size and power estimates of the two tests it is apparent that when 
the series length is 50, the test based on the bias-adjusted AR estimator almost always 
achieves better performance than the test using usual AR estimator, and this superiority is 
apparant in majority of the cases. When series lengths are reasonably large, both tests show 
good performances. As the series length increases, the size and power estimates of the 
proposed test get closer to those of the test without bias-adjustment. In other words, the 
superiority of the proposed test is moderate when the series length is large, but it is 
substantial when the series are relatively short. This is in accordance with the nature of bias-
adjustment: as series length increases, the bias of the least squares AR estimator approaches 
zero asymptotically. Therefore, the proposed test based on the bias-adjusted AR estimator is 
recommended when classifying pairs of time series with short lengths. Furthermore, the gain 
of bias-adjustment tends to be more substantial when the two time series are related. The 
simulation results support the argument we made above: even though the bias-adjustment 
increases the variance of the AR estimator, better size and power estimates of the test have 
been achieved when considering the bias-adjusted estimator.  
In addition, we provide some supplementary results to present the robustness to the Gaussian 
assumption. We have considered Student-t distribution with 3 degrees of freedom, and 
centred exponential distribution 1)1exp(  . These two types of disturbances capture kurtosis 
and skewness, respectively. We have also considered different series lengths, disturbance 
correlations and processes as we inspected above, and it has shown that the results under 
different disturbance distributions (Gaussian, Student-t and centred exponential) are 
comparable and hence the robustness has been demonstrated. Table 7 displays a part of these 
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results, which are obtained at 5% significance level when the series length is 100. Same as 
before, the bold numbers and numbers in parentheses are respectively the estimates of the 
proposed test and the test without bias-adjustment. It is evident that for the proposed test the 
estimates are fairly close to their counterparts under normality assumption, and Student-t 
distribution tends to provide closer size estimates to the nominal levels than the centred 
exponential distribution. For the test without bias-adjustment, the power estimates obtained 
under or not under normality assumption are comparable, but the size estimates associated 
with non-Gaussian errors are all greater than their counterparts. Note also that compared with 
the test using usual AR estimators, the proposed test tends to always produce greater power 
estimates and size estimates that are closer to the nominal levels. This indicates a favourable 
performance of the proposed test when working with time series with non-Gaussian errors. 
Table 7: Size and power estimates under non-Gaussian disturbances, 100T  
Process (1) Process (2) 
Disturbance 
Distribution 
Correlation 
0 0.5 0.9 
Size Estimates 
1.0
)1(
1 
AR
 
1.0
)1(
1 
AR
 
1)1exp(
3

t
 
0.072 (0.096) 
0.080 (0.113) 
0.073 (0.101) 
0.078 (0.129) 
0.066 (0.097) 
0.065 (0.108) 
9.0
)1(
1 
AR
 
9.0
)1(
1 
AR
 
1)1exp(
3

t
 
0.085 (0.110) 
0.097 (0.132) 
0.076 (0.107) 
0.081 (0.126) 
0.079 (0.123) 
0.085 (0.144) 
Power Estimates 
0
)1(
1 
AR
 
5.0
)1(
1 
AR
 
1)1exp(
3

t
 
0.971 (0.928) 
0.953 (0.937) 
0.979 (0.948) 
0.960 (0.951) 
0.988 (0.970) 
0.962 (0.923) 
0
)1(
1 
AR
 
5.0,0
)2(
21  
AR
 
1)1exp(
3

t
 
0.947 (0.919) 
0.939 (0.936) 
0.965 (0.953) 
1.000 (0.984) 
1.000 (0.978) 
1.000 (0.972) 
5.0
)1(
1 
AR
 
8.0
)1(
1 
AR
 
1)1exp(
3

t
 
0.752 (0.721) 
0.791 (0.749) 
0.944 (0.924) 
0.918 (0.903) 
0.986 (0.969) 
1.000 (0.988) 
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4  Applications  
To evaluate the performance of the proposed test when dealing with real data sets, especially 
those with relatively short lengths, we apply the proposed test to the annual and quarterly real 
Gross Domestic Product (GDP) data of European countries. We also discuss the suggested 
clustering structure. 
4.1       Annual real GDP data 
In this section, the annual real GDP per capita of six European countries are considered. The 
proposed test is applied to each pair of time series, and the dissimilarity of the two time series 
can be judged from the test result. The data set contains the annual real GDP per capita of the 
following six European countries: Austria, Finland, France, Italy, Luxembourg, and 
Switzerland. Apparently these series (at least some of them) are related, since they are 
influenced by common factors of European economy. The data are observed over the period 
from 1951 to 2007 (57 observations). The data are obtained from the following data source: 
Alan Heston, Robert Summers and Bettina Aten, Penn World Table Version 6.3, Centre for 
International Comparisons of Production, Income and Prices at the University of 
Pennsylvania, August 2009. 
 
Figure 1: The annual real GDP per capita of six European countries 
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Figure 1 shows the time plots of the annual real GDP per capita of the selected six European 
countries. It is observed that all time series present non-stationarity in mean, as indicated by 
the upward trends. Besides, all trends are non-linear, showing approximately exponential 
patterns. As a result, the six time series are transformed in differences of the logarithm, i.e. 
1loglog  tt xx . In fact, this transformation approximates percentage changes in the annual 
real GDP per capita. Figure 2 presents time plots for the first-order differenced logarithmic 
annual real GDP per capita of the selected six European countries. It is clear that some of the 
patterns are different from each other while some are similar. For example, the series of 
France and Italy show fairly similar patterns, while the series of Luxembourg behaves 
differently with much greater variation. However, it is hard to clearly observe how similar or 
how dissimilar these patterns are from the plots. 
 
Figure 2: The first-order differenced logarithmic annual real GDP per capita of six 
European countries  
The proposed test using bias-adjusted AR estimators is then applied to each pair of series, and 
15 associated p-values are observed, which are reported in Table 8. If the significance level is 
prespecified at 5%, the null hypotheses cannot be rejected in the tests of pairs of series 
amongst Finland, France Italy and Switzerland, as the associated p-values of these pairs are 
greater than 5%. This indicates that the transformed annual real GDP per capita series of 
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these four countries are not significantly different from each other in terms of the underlying 
generating processes, implying that according to the percentage change of annual real GDP 
per capita, these four countries have similar economical behaviours. On the other hand, 
Luxembourg behaves significantly differently from any of the other five countries, as 
suggested by its considerably low p-values which are all smaller than any reasonable 
significance level. The difference between the patterns of Austria and France is insignificant 
as the null hypothesis cannot be rejected, but the differences are significant when comparing 
Austria to Finland, Italy, Luxembourg and Switzerland, as the corresponding p-values are 
smaller than any reasonable significance level. Therefore, the similarities and dissimilarities 
of the transformed annual real GDP per capita appear to be clearly represented by the test 
results. The covariances and correlations amongst the fitted residuals are provided in Table 9. 
It can be seen that Luxembourg has the largest variance, and its covariances with other 
countries are greater than those of other pairs of countries. The residual correlations are 
moderate, which are within the range 0.24 to 0.65. Note that all these correlations are 
significant at any reasonable level of significance. It is evident in this case that the annual 
GDP data of these countries are related, and hence those methods assuming independence 
between series, Maharaj (1996) for instance, are not appropriate. Without imposing 
independence assumption, our proposed method can be applied in a wide range of cases. 
Table 8: The associated p-values of the proposed test applied to each pair of time series 
 Austria Finland France Italy Luxembourg Switzerland 
Austria       
Finland 0.005      
France 0.675 0.513     
Italy 0.001 0.463 0.770    
Luxembourg 0.000 0.000 0.002 0.000   
Switzerland 0.005 0.104 0.658 0.893 0.000  
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Table 9: The covariances and correlations between the residuals of the fitted models. All 
covariances are scaled by 
410  
Covariances (
410 ) 
 Austria Finland France Italy Luxembourg Switzerland 
Austria 5.860      
Finland 3.065 8.352     
France 2.550 2.340 3.374    
Italy 3.148 2.540 2.670 6.050   
Luxembourg 6.943 3.907 5.166 9.248 36.50  
Switzerland 2.193 2.534 2.195 2.888 6.707 4.874 
Correlations  
 Austria Finland France Italy Luxembourg Switzerland 
Austria 1      
Finland 0.493 1     
France 0.587 0.523 1    
Italy 0.537 0.416 0.591 1   
Luxembourg 0.488 0.247 0.483 0.646 1  
Switzerland 0.410 0.448 0.554 0.541 0.516 1 
For the purpose of validation, the proposed test is also applied to three sub-samples of the 
observed series, to see if there exists consistency over different time periods. The following 
sub-samples are taken: the first 35 observations (from the year 1952 to 1986), the middle 35 
observations (from the year 1962 to 1996), and the last 35 observations (from the year 1973 
to 2007). Note that the observations of the year 1951 are eliminated due to the first-order 
logarithmic differencing. The test results of these three sub-samples are displayed in Table 10, 
in Panel 1 to Panel 3, respectively. For the first sub-sample, only one result is not in 
consistency with that of the entire series: the difference between sub-series of Austria and 
Luxembourg is insignificant at 5% level of significance, while it was significant when 
comparing the whole series. Similarly, it is observed from Panels 2 and 3 that in the second 
sub-sample, the difference between Austria and Italy, and the difference between Austria and 
Switzerland become insignificant at any reasonable significance level while originally they 
were significant; in the third sub-sample the difference between Finland and Luxembourg 
becomes insignificant at the 5% significance level while the entire series of these two 
countries were significantly different at any level of significance. However, the proportion of 
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these inconsistent observations is fairly small (approximately 9%), and possibly this 
inconsistency is resulted in by the time-varying patterns of the series of Austria and 
Luxembourg, since all of these inconsistent cases are related to these two countries. 
Therefore, the results of the proposed test over different time periods are fairly consistent, 
and hence the proposed test is reasonably well validated throughout the entire period. 
Table 10: The associated p-values of the proposed test applied to sub-sample series 
Panel 1: Test results of the first 35 observations of the data (1952 to 1986) 
 Austria Finland France Italy Luxembourg Switzerland 
Austria       
Finland 0.007      
France 0.427 0.355     
Italy 0.000 0.054 0.233    
Luxembourg 0.081 0.004 0.018 0.004   
Switzerland 0.000 0.589 0.403 0.552 0.000  
Panel 2: Test results of the middle 35 observations of the data (1962 to 1996) 
 Austria Finland France Italy Luxembourg Switzerland 
Austria       
Finland 0.000      
France 0.430 0.095     
Italy 0.412 0.283 0.241    
Luxembourg 0.006 0.000 0.003 0.000   
Switzerland 0.256 0.309 0.389 0.601 0.000  
Panel 3: Test results of the last 35 observations of the data (1973 to 2007) 
 Austria Finland France Italy Luxembourg Switzerland 
Austria       
Finland 0.000      
France 0.356 0.196     
Italy 0.007 0.471 0.432    
Luxembourg 0.000 0.075 0.030 0.000   
Switzerland 0.016 0.325 0.774 0.393 0.011  
 
The associated p-values of the proposed test can be incorporated in the agglomerative 
hierarchical clustering algorithm developed by Maharaj (2000) to produce clusters of the six 
European countries. By observing the 15 associated p-values in Table 8, these countries can 
be grouped into the following three clusters: C1={Finland, France, Italy, Switzerland}, 
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C2={Austria}, and C3={Luxembourg}. Alternative clustering approaches include the method 
using a binary matrix proposed by Corduas and Piccolo (2008), and it achieves the same 
clustering structure above. Now these generated clusters are compared with those when the 
bias-adjustment is not considered. Table 11 reports the associated p-values of the test using 
the usual AR estimators. It is observed that if the bias-adjustment is not considered, France, 
Italy and Switzerland are still clustered together as their pairwise p-values are all greater than 
any reasonable significance level. Besides, Luxembourg still forms its own cluster, since its 
p-values are all very close to zero. Nevertheless, the grouping of Austria and Finland tends to 
be unclear. For Austria, previously it formed its own cluster, while in this case it appears to 
be grouped with France and Switzerland but not Finland and Italy. For Finland, previously it 
stayed in the group with France, Italy and Switzerland, but now it is grouped with only 
France at 5% level of significance. We then conclude that if the test is applied without bias-
adjustment, the produced clusters tend to be less distinct. 
Table 11: The associated p-values of the test without bias-adjustment 
 Austria Finland France Italy Luxembourg Switzerland 
Austria       
Finland 0.004      
France 0.710 0.346     
Italy 0.000 0.022 0.821    
Luxembourg 0.000 0.000 0.000 0.000   
Switzerland 0.073 0.000 0.502 0.544 0.000  
 
4.2       Quarterly real GDP data 
Now the quarterly real GDP per capita is considered, as we intend to investigate the 
properties of the proposed test when working with shorter run dynamics than the annual data. 
The same European countries are considered: Austria, Finland, France, Italy, and 
Luxembourg. Note that Switzerland is not included, due to the unavailability of data. The 
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quarterly real GDP data values are observed over the period from Quarter 1 of 1995 to 
Quarter 4 of 2010, containing 64 observations. Note that these series have been seasonally 
adjusted. Again, differences of the logarithm are taken, so that the percentage changes in the 
quarterly real GDP per capita are approximated. Figure 3 displays the time plots of these 
transformed series. Similarly as before, the series of Luxembourg has much greater variation 
than the others. 
 
Figure 3: The first-order differenced logarithmic quarterly real GDP per capita of five 
European countries without seasonality and trend 
After applying the proposed test to pairs of series, 10 associated p-values are obtained. From 
Table 12 it is observed that Austria, France and Italy show similarities in terms of the 
percentage change of quarterly real GDP per capita, as the corresponding p-values are greater 
than any reasonable level of significance. At the 5% significance level, Luxembourg behaves 
differently from any other countries, but its behaviour is not significantly different from 
Finland at the 1% level. Finland seems to possess an intermediate position between 
Luxembourg and the group of the other three countries, since at the 5% level its behaviour is 
only similar to that of France, while at the 1% level it behaves significantly different only 
from Austria. Therefore, the grouping of Finland tends to be unclear.  
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The covariances and correlations amongst the fitted residuals are provided in Table 13. Again, 
Luxembourg has the largest variance, and the corresponding covariances are greater than the 
others, except for the one with Italy. On average, correlations of residuals are weaker than 
those of the annual data, and these coefficients vary from 0.115 to 0.575. Except for the one 
between Italy and Luxembourg, all correlations are significant at the 5% level. 
Table 12: The associated p-values of the proposed test applied to each pair of time series 
 Austria Finland France Italy Luxembourg 
Austria      
Finland 0.007     
France 0.116 0.354    
Italy 0.382 0.021 0.438   
Luxembourg 0.000 0.017 0.001 0.003  
 
 
Table 13: The covariances and correlations between the residuals of the fitted models. All 
covariances are scaled by 
410  
Covariances (
410 ) 
 Austria Finland France Italy Luxembourg 
Austria 4.106     
Finland 2.296 6.292    
France 1.611 2.066 2.052   
Italy 1.563 1.289 0.686 3.162  
Luxembourg 3.437 5.981 2.860 1.023 26.26 
Correlations  
 Austria Finland France Italy Luxembourg 
Austria 1     
Finland 0.458 1    
France 0.567 0.575 1   
Italy 0.431 0.301 0.275 1  
Luxembourg 0.340 0.476 0.398 0.115 1 
 
By applying the p-value-based clustering algorithm of Maharaj (2000), the five European 
countries are grouped into the following three clusters: C1={Austria, France, Italy}, 
C2={Finland}, and C3={Luxembourg}. Again, these clusters are compared with those 
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obtained from the test using usual AR estimators. Table 14 reports the associated p-values of 
the test without bias-adjustment. Such p-values suggest the same three clusters, namely, 
C1={Austria, France, Italy}, C2={Finland}, and C3={Luxembourg}. However, C1 tends to 
be less distinct, as Austria is grouped with Italy but not with France at 5% level of 
significance. 
Table 14: The associated p-values of the test without bias-adjustment 
 Austria Finland France Italy Luxembourg 
Austria      
Finland 0.000     
France 0.039 0.236    
Italy 0.448 0.030 0.522   
Luxembourg 0.000 0.011 0.005 0.000  
 
5       Concluding remarks 
We proposed a hypothesis test based on the fitted autoregressive models to test if there is any 
difference between the underlying generating processes of two realized series. It is well 
known that the least squares AR estimator is biased when the sample size is finite. Therefore, 
this test incorporates the bias-adjusted AR estimator with the aim of improving the small 
sample properties. This test can be applied to time series that are independent or related. It 
has been shown theoretically that the proposed test has desirable properties. Simulation 
results show that when the series length is relatively short, the bias-adjusted AR estimator 
almost always presents superiority over the usual AR estimator. As the series length increases, 
the gain from bias-adjustment reduces, but better size and power estimates are still obtained.  
The applications reveal that the proposed test displays reasonably good performance in 
classifying patterns of the annual or quarterly real Gross Domestic Product (GDP) per capita 
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of six European countries. It is then concluded that the proposed test based on the bias-
adjusted estimator is recommended when comparing pairs of time series with short lengths.   
Although the bias-adjusted AR estimator shows reasonably desirable benefits in small 
samples, it still needs further improvements. Especially when series lengths are short, the 
simulated size estimates of the test are not all that close to the prespecified levels. In addition, 
if the series are non-stationary and cannot be easily transformed to stationary series, this test 
cannot be applied. As a result, future research is concentrating on possible solutions to 
overcome these limitations. 
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