Pivoting and backward stability of fast algorithms for solving Cauchy linear equations  by Boros, Tibor et al.
Linear Algebra and its Applications 343–344 (2002) 63–99
www.elsevier.com/locate/laa
Pivoting and backward stability of fast
algorithms for solving Cauchy linear equations
Tibor Boros a, Thomas Kailath b, Vadim Olshevsky c,∗
aArrayComm, Inc. 3141 Zanker Road, San Jose, CA 95134, USA
bDepartment of Electrical Engineering, Information Systems Laboratory, Stanford University,
Stanford, CA 94305-4055, USA
cDepartment of Mathematics and Statistics, Georgia State University, University Plaza,
Atlanta, GA 30303, USA
Received 11 October 2000; accepted 25 September 2001
Submitted by P. Dewilde
Abstract
Three fast O(n2) algorithms for solving Cauchy linear systems of equations are proposed.
A rounding error analysis indicates that the backward stability of these new Cauchy solvers is
similar to that of Gaussian elimination, thus suggesting to employ various pivoting techniques
to achieve a favorable backward stability. It is shown that Cauchy structure allows one to
achieve in O(n2) operations partial pivoting ordering of the rows and several other judicious
orderings in advance, without actually performing the elimination. The analysis also shows
that for the important class of totally positive Cauchy matrices it is advantageous to avoid
pivoting, which yields a remarkable backward stability of the suggested algorithms. It is shown
that Vandermonde and Chebyshev–Vandermonde matrices can be efficiently transformed into
Cauchy matrices, using Discrete Fourier, Cosine or Sine transforms. This allows us to use the
proposed algorithms for Cauchy matrices for rapid and accurate solution of Vandermonde and
Chebyshev–Vandermonde linear systems. The analytical results are illustrated by computed
examples. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
1.1. Related facts
1.1.1. Vandermonde and related matrices
Linear systems with Cauchy and Vandermonde coefficient matrices,
C(x1:n, y1:n) =


1
x1−y1 · · · 1x1−yn
...
.
.
.
...
1
xn−y1 · · · 1xn−yn

 ,
(1.1)
V (x1:n) =


1 x1 x21 · · · xn1
1 x2 x22 · · · xn2
...
...
...
.
.
.
...
1 xn x2n · · · xnn

 ,
are classical. They are encountered in many applied problems related to polyno-
mial and rational function computations. Vandermonde and Cauchy matrices have
many similar properties, among them one could mention the existence of explicit
formulas for their determinants and inverses, see, e.g., [2] and references therein.
Along with many interesting algebraic properties, these matrices have several re-
markable numerical properties, often allowing us much more accurate computations
than those based on the use of general (structure-ignoring) algorithms, say Gaussian
elimination with pivoting. At the same time, such favorable numerical properties are
much better understood for Vandermonde and related matrices (see, for example,
[3,5–7,19–21,32,36–38]), as compared to the analysis of numerical issues related to
Cauchy matrices (see [10,11]).
1.1.2. The Björck–Pereyra algorithm for Vandermonde systems
In particular, most of the above-mentioned papers were devoted to the analysis
of numerical properties and extensions of the now well-known Björck–Pereyra algo-
rithm for solving Vandermonde linear systems [3,17]. This algorithm is based on the
decomposition of the inverse of a Vandermonde matrix into a product of bidiagonal
factors
V −1(x1:n) = U−11 · · ·U−1n−1L−1n−1 · · ·L−11 , (1.2)
where
U−1k =


α
(k)
1 β
(k)
1
.
.
.
.
.
.
.
.
. β
(k)
n−1
α
(k)
n

 ,
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L−1k =


γ
(k)
1
δ
(k)
2
.
.
.
.
.
.
.
.
.
δ
(k)
n γ
(k)
n

 . (1.3)
This description allows one to solve the associated linear systems in only O(n2)
operations, which is by an order of magnitude less than the complexity O(n3) of
general (structure-ignoring) methods. Moreover, the algorithm requires only O(n)
locations of memory.
1.1.3. Remarkable accuracy for monotonically ordered nodes
It turns out that along with dramatic speed-up and savings in storage, the BP
algorithm often produces a surprisingly high relative accuracy in the computed so-
lution. Higham analyzed in [19] the numerical performance of the BP algorithm and
identified a class of Vandermonde matrices, viz., those for which the nodes can be
strictly orderded,
0 < x1 < x2 < · · · < xn, (1.4)
with a favorable forward error bound,
|a − aˆ|  5nuV (x1:n)−1|f | + O(u2) (1.5)
for the solution aˆ computed by the BP algorithm. Here u denotes the unit roundoff
in the standard model of floating point arithmetic, and the operations of comparison,
and of taking the absolute value of a matrix, are understood in a componentwise
sense. It was further shown in [2] that under condition (1.4) the BP algorithm is not
only forward, but also backward stable,
|V |  12n2uV (x1:n)+ O(u2). (1.6)
Here the computed solution aˆ is the exact solution of a nearby system (V (x1:n)+
V )aˆ = f .
1.1.4. The Björck–Pereyra-type algorithm for Cauchy matrices
The above analytic error bounds indicate that the accuracy of the BP algorithm can
be much higher than could be expected from the condition number of the coefficient
matrix. Such a high accuracy motivated several authors to extend the BP algorithm
to several other classes of matrices, see, e.g., [20,32,36]. All these generalizations
were developed for Vandermonde related structures. In a recent paper [2] a similar
decomposition
C−1(x1:n, y1:n) = U−11 · · ·U−1n−1L−1n−1 · · ·L−11 (1.7)
was written down for Cauchy matrices, thus leading to a Björck–Pereyra-type algo-
rithm which will be referred to as the BP-type algorithm. This algorithm requires
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O(n2) operations and O(n) locations of memory. It was further shown in [2] that the
following configuration of the nodes
yn < · · · < y1 < x1 < · · · < xn (1.8)
is an appropriate analog of (1.4) for Cauchy matrices, allowing us to prove that the
error bounds associated with the BP-type algorithm are entirely similar to (1.5) and
(1.6), viz.,
|a − aˆ|  5(2n+ 1)uC(x1:n, y1:n)−1|f | + O(u2), (1.9)
|C|  20n(2n− 1)uC(x1:n, y1:n)+ O(u2). (1.10)
It is an interesting fact that conditions (1.4) and (1.8) imply the total positivity1 of
V (x1:n) andC(x1:n, y1:n), respectively. Totally positive matrices are usually extreme-
ly ill-conditioned, so that the Gaussian elimination procedure often fails to com-
pute even one correct digit in the computed solution. Bound (1.9) indicates that also
in such “difficult” cases the BP-type algorithm can produce, for special right-hand
sides, all possible relative precision, see, e.g., [2] for a discussion and numerical
illustrations.
1.1.5. Limitations for nontotally positive matrices
Of course, reordering of the nodes {xk} and {yk} is equivalent to row and col-
umn permutation of C(x1:n, y1:n), respectively. Therefore if the two sets of nodes are
separated from each other,
yk < xj , 1  k, j  n, (1.11)
the remarkable error bounds (1.9), (1.10) suggest to reorder the nodes monotonically
as in (1.8), and to apply the BP-type algorithm of [2].
However, numerical experiments show that in the generic case, i.e., when (1.11)
do not hold, the monotonic ordering does not guarantee a satisfactory accuracy, and
the corresponding backward error of the fast BP-type algorithm of [2] (and of the use
of the explicit inversion formula as well) may be worse than that of the slow Gaussian
elimination with pivoting. Employing other orderings of the nodes (for example, the
partial pivoting ordering of the rows of C(x1:n, y1:n)) does not seem to essentially
improve the backward stability. A heuristic explanation for this fact can be drawn
from the observation that the usual aim of pivoting is to reduce the size of the factors
in the LU factorization of a matrix. Therefore it improves the stability properties of
the Gaussian elimination procedure, for which the backward error bound involves
the product |Lˆ| · |Uˆ | (computed factors). In contrast, an examination of the error
analysis of the BP-type algorithm in [2] indicates that the corresponding backward
bound involves the quantity
1 Totally positive matrices are those for which the determinant of every submatrix is positive, see the
monographs [9,25].
T. Boros et al. / Linear Algebra and its Applications 343–344 (2002) 63–99 67
|L1| · · · |Ln−1| · |Un−1| · · · |U1|, (1.12)
which because of a noncancellation property (i.e., |M| · |N |  |MN |) can be much
higher than the more attractive quantity |L| · |U |. In the totally positive case (1.8),
the entries of Lk and Uk in (1.12) are all nonnegative, thus allowing one to re-
move the moduli and to replace (1.12) by just C(x1:n, y1:n), cf. with the favorable
bound (1.10). Unfortunately, in the general case, the bidiagonal structure of the
Lk and Uk in (1.3) does not allow one to remove the moduli, and to easily deduce
from it a satisfactory backward error bound. These limitations suggest that in one’s
attempts to design a backward stable Cauchy solver it can be better to develop new
algorithms rather than to look for stabilizing techniques for the Björck–Pereyra-type
algorithm.
1.2. Main results
1.2.1. New algorithms
In this paper we develop several alternatives to the BP-type algorithm, all based
on factorizations
C(x1:n, y1:n) = L1 · · ·Ln−1 · Un−1 · · ·U1,
where the factors Lk , Uk are of the form (diagonals with one nonzero row or column)
Lk =


l
(k)
11
.
.
.
l
(k)
kk
...
.
.
.
l
(k)
nk l
(k)
nn


,
(1.13)
Uk =


u
(k)
11
.
.
.
u
(k)
kk · · · u(k)kn
.
.
.
u
(k)
nn


.
1.2.2. Backward error bounds
We produce an error analysis for these new methods, obtaining backward and
residual bounds also involving the quantity (1.12), but now with factors of the form
(1.13). In contrast to the bidiagonal factors (1.3) of the BP-type algorithm of Boros
et al. [2], the sparsity pattern of the factors (1.13) immediately implies the equality
|L||U | = |L1| · · · |Ln−1||Un−1| · · · |U1|,
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resulting in pleasing backward bounds of the form
|C|  dnu|L||U | + O(u2) (1.14)
for the new algorithms. Here the computed solution aˆ is the exact solution of a near-
by system (C(x1:n, y1:n)+C)aˆ = f . These bounds are similar to the well-known
bounds for Gaussian elimination:
|R|  2γn|Lˆ||Uˆ |, where γn = nu1 − nu, (1.15)
see, e.g., [22, p. 175]. Here Lˆ and Uˆ denote the computed triangular factors.
1.2.3. Different pivoting techniques
This resemblance between the backward error bounds (1.14) and (1.15) suggests
to employ different row and column pivoting techniques to reduce the size of |L| and
|U | and to stabilize the new algorithms for Cauchy systems.
There are a variety of possible pivoting techniques that can be incorporated in-
to the new algorithms without increasing their O(n2) complexity, including partial
row and partial column pivoting, Gu’s pivoting (a variation of complete pivoting for
Cauchy-like matrices [18]), and others.
1.2.4. Total positivity
There are classes of matrices for which it is advantageous not to pivot. For ex-
ample, for totally positive matrices, the exact triangular factors have only positive
entries. de Boor and Pinkus pointed out in [8] that if the entries of the computed fac-
tors, Lˆ and Uˆ remain nonnegative, then the backward error of Gaussian elimination
without pivoting is pleasantly small,
|R|  3γnR, (1.16)
see in [22, p.176]. It turns out that the same recommendation to avoid pivoting can
be made for the fast Cauchy solvers proposed here, and moreover because the corre-
sponding error bounds (1.14) involve the exact triangular factors, in the case of total
positivity we have |L| · |U | = C(x1:n, y1:n), implying that a remarkable backward
stability of the same form (1.16) is guaranteed for the new fast algorithms without
any additional assumptions on the computed triangular factors.
1.3. Outline of the paper
It is now well known that for structured matrices the Gaussian elimination pro-
cedure can be speeded up, leading to the generalized Schur algorithms, see, e.g.,
[29], and the references therein. In the following section we exploit the displace-
ment structure of Cauchy matrices to specify two such algorithms. Then in Section
3 we exploit the quasi-Cauchy structure of the Schur complements of C(x1:n, y1:n)
to derive one more algorithm for solving Cauchy linear equations. Then in Section 4
we perform a rounding error analysis for these algorithms, obtaining backward and
residual bounds similar to those for Gaussian elimination. This analogy allows us in
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Section 5 to carry over the stabilizing techniques known for Gaussian elimination to
the new Cauchy solvers. The numerical properties of new algorithms are illustrated
in Section 6 by a variety of examples. Then in Section 7 we show how Vander-
monde and Chebyshev–Vandermonde matrices can be efficiently transformed into
Cauchy matrices by using Discrete Fourier, Cosine or Sine transforms, thus allowing
us to use the proposed Cauchy solvers for the rapid solution of Vandermonde and
Chebyshev–Vandermonde linear systems.
2. Generalized Schur algorithms for Cauchy matrices
2.1. Displacement structure
By now, the displacement structure approach is well-known to be useful in the
development of various types of fast algorithms for structured matrices, including
Toeplitz, Hankel, Toeplitz-plus-Hankel, Vandermonde, Chebyshev–Vandermonde,
and several others. This approach is based on a convenient way to capture each of
the above particular structures by specifying suitable displacement operators ∇(·) :
Cn×n → Cn×n. In this paper we shall use operators of the form
∇{F,A}(R) = FR − RA (2.1)
for various choices of (sparse) matrices {F,A}. Let α := rank∇{F,A}(R). Then one
can factor
∇{F,A}(R) = FR − RA = GBT, (2.2)
where both matrices on the right-hand side of (2.2) have only α columns each:
G,B ∈ Cn×α . The number α = rank∇{F,A}(R) is called {F,A}-displacement rank
of R, and the pair {G,B} is called {F,A}-generator of R. The displacement rank
measures the complexity of R, because all its n2 entries are described by a small-
er number 2αn entries of its generator {G,B}. We refer to the recent survey [29]
for more complete information on displacement, and further references and here
we restrict ourselves only to Cauchy matrices. The following lemma specifies their
displacement structure.
Lemma 2.1. Let ∇{F,A}(·) : Cn×n → Cn×n be defined by (2.1) with
F = Dx = diag{x1, . . . , xn}, A = Dy = diag{y1, . . . , yn}. (2.3)
Then the Cauchy matrix has displacement
∇{F,A}(C(x1:n, y1:n)) =
[
1 1 · · · 1]T [1 1 · · · 1] . (2.4)
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2.2. Structure of Schur complements
Let R = R1 in (2.2) be partitioned:
R1 =
[
d1 u1
l1 R
(1)
22
]
,
and denote by R2 = R(1)22 − 1d1 l1u1 its Schur complement. Then if the matrices F1
and A1 in (2.2) are lower and upper triangular, respectively, say
F1 =
[
f1 0
∗ F2
]
, A1 =
[
a1 ∗
0 A2
]
, (2.5)
then the {F2, A2}-displacement rank of the Schur complement is less than or equal
to α, so that we can write
F2 · R2 − R2 · A2 = G2 · BT2 with some G2, B2 ∈ C(n−1)×α (2.6)
see, e.g., [29] and the references therein, which also show how to run the genera-
tor recursion {G1, B1} → {G2, B2}. The following lemma (cf. with [12,13,28]) pro-
vides one particular form for the generator recursion.
Lemma 2.2. Let
R1 =
[
d1 u1
l1 R
(1)
22
]
satisfy the displacement equation (2.2) with triangular F1, A1 partitioned as in
(2.5). If the (1, 1) entry d1 of R1 is nonzero, then the Schur complement R2 =
R
(1)
22 − 1d1 l1u1 satisfies the displacement equation (2.6) with[
0
G2
]
= G1 −
[
1
1
d1
l1
]
· g1,
[
0 B2
] = B1 − [1 1d1 uT1
]
· b1, (2.7)
where g1 and b1 denote the top rows of G1 and B1, respectively.
The standard Gaussian elimination procedure computes the LU factorization us-
ing O(n3) flop. The above lemma allows us to exploit the structure of R1 to compute
this factorization in only O(n2) flops, as described next.
2.3. Speed-up of the Gaussian elimination procedure
The first step of Gaussian elimination procedure applied to a matrix R1 is de-
scribed by
R1 =
[
d1 u1
l1 R
(1)
22
]
=
[
1 0
1
d1
l1 I
]
·
[
d1 u1
0 R2
]
, (2.8)
where R2 = R(1)22 − 1d1 llu1 is the Schur complement of (1, 1) entry d1 in the matrix
R1. This step provides the first column
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1
1
d1
l1
]
of L and the first row [d1 u1] in the LU factorization of R1. Proceeding with R2
similarly, after n− 1 steps one obtains the whole LU factorization.
Algorithms that exploit the displacement structure of a matrix to speed up the
Gaussian elimination procedure are called generalized Schur algorithms, because
the classical Schur algorithm [33] was shown (see, e.g., [29,30]) to belong to the
class. Instead of computing the (n− k + 1)2 entries of the Schur complement Rk ,
one has to compute only α(n− k + 1) entries of its {Fk,Ak}-generator {Gk,Bk},
which requires much less computations. To run the generator recursion (2.7) as well
as to write down the corresponding entries of the L and U factors, one needs only to
specify how to recover the first row and column of Rk from its generator {Gk,Bk}.
For a Schur complement Rk = [r(k)ij ]ki,jn of a Cauchy matrix this is easy to do:
r
(k)
i,j =
g
(k)
i · b(k)1
xi − yj , (2.9)
where {[g(k)k · · · g(k)n ]T, [b(k)k · · · b(k)n ]} designates the corresponding generator.
2.4. Triangular factorization for Cauchy matrices
In the rest of this section we formulate two variants of a generalized Schur al-
gorithm for C(x1:n, y1:n). The first version is an immediate implementation of (2.7)
and (2.9), and its MATLAB code is given next.
Algorithm 2.3 (GS-Cauchy). Complexity: 6n2 + O(n) flops.
function = [L,U] = Cauchy_GS (x,y)
% n=max(size(x)); L=eye(n,n); U=zeros(n,n);
% g=ones(n,1); b=ones(n,1);
for = k=1:n-1
% U(k,k) = ( g(k) * b(k) ) / ( x(k) - y(k) );
for = j=k+1:n
L(j,k) = (( g(j) * b(k) ) / ( x(j) - y(k) ))
/ U(k,k);
U(k,j) = (( g(k) * b(j) ) / ( x(k) - y(j) ));
end
% for j=k+1:n
g(j) = g(j) - g(k) * L(j,k);
b(j) = b(j) - b(k) * U(k,j) / U(k,k);
end
end
U(n,n) = ( g(n) * b(n) ) / ( x(n)-y(n) );
return
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2.5. Direct generator recursion
In fact Algorithm 2.3 is valid for the more general class of Cauchy-like matrices,
see, e.g., [12,28] for details and applications. However for the special case of ordi-
nary Cauchy matrices we can exploit the fact that the corresponding displacement
rank is equal to 1, to formulate a more specific version of the generalized Schur
algorithm, based on the following lemma.
Lemma 2.4. Let Rk in
diag(xk, . . . , xn)Rk − Rkdiag(yk, . . . , yn)
= GkBk =
[
g
(k)
k · · · g(k)n
]T [
b
(k)
k · · · b(k)n
]
be the successive Schur complements of the Cauchy matrix C(x1:n, y1:n). Then the
generator recursion (2.7) can be specialized to


g
(k+1)
k+1
...
g
(k+1)
n

 =


xk+1−xk
xk+1−yk g
(k)
k+1
...
xn−xk
xn−yk g
(k)
n

 ,
(2.10)[
b
(k+1)
k+1 · · · b(k+1)n
]
=
[
yk+1−yk
yk+1−xk b
(k)
n · · · yn−ykyn−xk b
(k)
n
]
.
The nonzero entries of the factors in C(x1:n, y1:n) = LDU are given by dk = xk −
yk and


lk,k
...
ln,k

 =


1
xk−yk g
(k)
k
...
1
xn−yk g
(k)
n

 ,
(2.11)[
uk,k · · · uk,n
] = [ 1
xk−yk b
(k)
k · · · 1xk−yn b
(k)
n
]
.
The following MATLAB code implements the algorithm based on Lemma 2.4.
Algorithm 2.5 (GS-direct-Cauchy). Complexity: 6n2 + O(n) flops.
function = [L,D,U]= Cauchy_GS_d( x, y)
% n=max(size(x)); L=eye(n,n); D=zeros(n,n); U=eye(n,n);
% g=ones(n,1); b=ones(n,1);
for = k=1:n-1
% D(k,k) = (x(k)-y(k));
for = j=k:n
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L(j,k) = g(j)/(x(j) - y(k));
U(k,j) = b(j)/(x(k) - y(j));
end
% for j=k+1:n
g(j) = g(j) *(x(j)-x(k))/(x(j)-y(k));
b(j) = b(j) *(y(j)-y(k))/(y(j)-x(k));
end
end
D(n,n) = 1/(x(n)-y(n));
L(n,n) = g(n);
U(n,n) = b(n);
return;
The fast algorithms 2.3 and 2.5 require O(n2) locations of memory to store the
triangular factors. An algorithm with O(n) storage is described next.
3. Exploiting quasi-Cauchy structure
The concept of displacement structure was initiated by the paper [26], where it
was first applied to study Toeplitz matrices, using a displacement operator of the form
∇{Z,ZT}(R) = R − Z · R · ZT, where Z is the lower shift matrix. In this section we
make a connection with [30], where the fact that Toeplitz matrices belong to the more
general class of matrices with ∇{Z,ZT}-displacement rank 2, was used to introduce
the name quasi-Toeplitz for such matrices. It is shown that any quasi-Toeplitz matrix
R can be represented as a product of three Toeplitz matrices:
R = LTU, (3.1)
where L is the lower and U is the upper triangular Toeplitz matrices. Patterning our-
selves upon the above definition, and taking Lemma 2.1 as a starting point, we shall
refer to matrices with {Dx,Dy}-displacement rank 1 as quasi-Cauchy matrices. The
next simple lemma is an analog of (3.1).
Lemma 3.1. Let Dx and Dy be defined by (2.4). Then the unique solution of the
equation
Dx · R − R ·Dy =
[
g1 · · · gn
]T · [b1 · · · bn] (3.2)
is given by
R = diag(g1, g2, . . . , gn) · C(x1:n, y1:n) · diag(b1, b2, . . . , bn). (3.3)
Lemma 3.1 allows us to obtain below an explicit factorization formula for Cauchy
matrices. Indeed, by Lemma 2.2 its Schur complement R2 = R22 − 1d1 l1u1 in
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C(x1:n, y1:n) =
[
d1 u1
l1 R22
]
=
[
d1 0
l1 I
] [ 1
d1
0
0 R2
] [
d1 u1
0 I
]
also has displacement rank 1, so by Lemma 3.1 its Cauchy structure can be recovered
by dropping diagonal factors as shown next.
Lemma 3.2. The Cauchy matrix and its inverse can be factored as
C(x1:n, y1:n) = L1 · · · Ln−1 DUn−1 · · · U1, (3.4)
where D = diag((x1 − y1), . . . , (xn − yn)), and
Lk=


Ik−1
1
xk−yk
.
.
.
1
xn−xk




Ik−1
1
1 1
...
.
.
.
1 1


×


Ik−1
1
xk+1 − xk
.
.
.
xn − xk

 ,
Uk=


Ik−1
1
yk − yk+1
.
.
.
yk − yn




Ik−1
1 1 · · · 1
1
.
.
.
1


×


Ik−1
1
xk−yk+1
.
.
.
1
xk−yn

 .
The representation for the inverse matrix C(x1:n, y1:n)−1 obtained from the above
leads to the following algorithm for solving C(x1:n, y1:n)a = f .
Algorithm 3.3 (quasi-Cauchy). 2 Complexity: 6n2 + O(n) flops.
function = a = Cauchy_quasi (x,y,f)
2 Algorithm 3.3 has lower complexity and better error bounds than its earlier variant called Cauchy-2
in [1].
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% n=max(size(x)); a=f;
for k=1:n-1
for j=k:n
a(j) = a(j) * ( x(j) - y(k) );
end
for j=k+1:n
a(j) = a(j) - a(k);
end
for j=k+1:n
a(j) = a(j) / ( x(j) - x(k));
end
end
for k=1:n-1
a(k) = a(k) / ( x(k) - y(k) );
end
a(n) = a(n) * ( x(n) - y(n) );
for k = n-1:-1:1
for j=k+1:n
a(j) = a(j) /(y(k)-y(j));
end
tmp = 0;
for j=n:-1:k+1
tmp = tmp + a(j);
end
a(k) = a(k) -tmp;
for j=k:n
a(j) = a(j) * ( x(k) - y(j) );
end
end
return
The reader should note that the multiplication of the central factor of U−1k by a
vector is performed by accumulation of the inner product from the last to the first
entry; this order is influenced by the error analysis in the following section.
4. Rounding error analyses
4.1. Stability of Algorithm 2.3
Algorithm 2.3 is a special case of the more general GKO algorithm [12], which is
applicable to the wider class of Cauchy-like matrices. A normwise rounding
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error analysis for the GKO algorithm appeared in [35]. Along with the usual factor
‖L‖‖U‖ (cf. with (1.15)) the backward error bound of [35] involves also a so-called
generator growth factor of the form∥∥∥∥∥diag
(
|g(k)k | |b(k)k |
g
(k)
k b
(k)
k
)∥∥∥∥∥ . (4.1)
In the context of [12,35] the quantities g(k)k and b
(k)
k were vectors of size equal to
the displacement rank of R; so if the quantity in (4.1) is large, then the backward
stability of the GKO algorithm could be less favorable than that of Gaussian elimi-
nation. However, the ordinary Cauchy matrices, considered in the present paper, all
have displacement rank 1, so that the constant in (4.1) is unity, suggesting that the
backward stability of Algorithm 2.3 is related to that of Gaussian elimination without
pivoting.
4.2. Stability of Algorithm 2.5
Theorem 4.1. Assume that Algorithm 2.5 (GS-direct-Cauchy algorithm) is car-
ried out in floating point arithmetic with a unit roundoff u, and that no overflows
were encountered during the computation. Then the computed factors Lˆ, Dˆ, Uˆ of
C(x1:n, y1:n) = LDU satisfy Lˆ = L+L, Dˆ = D +D, Uˆ = U +U, where
|L|  γ4n−2|L|, |D|  u|D|, (4.2)
|U |  γ4n−2|U |
(
γn = nu1 − nu
)
.
Furthermore, if this computed triangular factorization is used to solve the associ-
ated linear system C(x1:n, y1:n)a = f, then the computed solution aˆ solves a nearby
system (C(x1:n, y1:n)+C)aˆ = f with
|C|  ((10n− 2)u+ O(u2))|L||DU |, (4.3)
and
|C(x1:n, y1:n)aˆ − f |  ((10n− 2)u+ O(u2))|L| |DU | |aˆ|, (4.4)
Proof. Error in triangular factorization. A straightforward error analysis for the
direct generator recursion (2.10) and for (2.11) implies that the computed and the
exact columns of L are related by

lˆkk
...
lˆnk

 = f l




1
xk−yk g
(k)
k
...
1
xn−yk g
(k)
n



 =


lkkδ
(k)
k
...
lnkδ
(k)
n


so that the componentwise error is nicely bounded:
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(1 − u)3k−2
(1 + u)k  δ
(k)
j 
(1 + u)3k−2
(1 − u)k .
This and similar arguments for U lead to the favorable bounds (4.2).
Error in the computed solution. Standard error analysis, see, e.g., [22, p. 154], for
solving a linear system LˆDˆUˆa = f by forward and backsubstitution yields that the
computed solution aˆ satisfies
(Lˆ+ ˆL)(Dˆ + ˆD)(Uˆ + ˆU)aˆ = f,
where
|ˆL|  γn|Lˆ|, |ˆD|  u|Dˆ|, |ˆU |  γn|Uˆ |. (4.5)
The pleasant bound in (4.3) is now deduced from (4.5) and (4.2). 
4.3. Stability of Algorithm 3.3
Theorem 4.2. Assume that Algorithm 3.3 (quasi-Cauchy algorithm) is carried out
in floating point arithmetic with unit roundoff u, and that no overflows were en-
countered during the computation. Then the computed solution aˆ solves a nearby
system
(C(x1:n, y1:n)+C)aˆ = (L+L)(D +D)(U +U)aˆ = f
with
|C(x1:n, y1:n)aˆ − f |  ((n2 + 11n− 10)u+ O(u2))|L| |DU | |aˆ|, (4.6)
|C|  ((n2 + 11n− 10)u+ O(u2))|L||DU |, (4.7)
and
|L|  γ7(n−1)|L|, |D|  γ2|D|,
(4.8)
|U |  γn2+4n−5|U |,
(
γn = nu1 − nu
)
.
Proof. Let us recall that Algorithm 3.3 solves a Cauchy linear system by computing
a = C(x1:n, y1:n)−1f = U−11 · · ·U−1n−1 ·D−1 · L−1n−1 · · ·L−11 f, (4.9)
where the {Li, Ui} are given by (3.4). The proof for (4.7) will be obtained in the
following steps:
(i) First we apply the standard error analysis for each elementary matrix–vector
multiplication in (4.9) to show that the computed solution aˆ satisfies
aˆ=(U−11 ∗ δU1) · · · (U−1n−1 ∗ δU1) · (D−1 ∗ δD)
·(L−1n−1 ∗ δLn−1) · · · (L−11 ∗ δL1)f, (4.10)
where the asterisk ∗ denotes the Hadamard (or componentwise) product.
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(ii) Next, the obtained bounds for δLk, δD, δUk will be used to deduce further
bounds for Lk,D,Uk , defined by
(L−1k ∗ δLk)−1 = Lk +Lk, (D−1 ∗ δD)−1 = D +D,
(U−1k ∗ δUk)−1 = Uk +Uk.
(iii) Finally, inverting (4.10) we shall obtain
aˆ=(L1 +L1) · · · (Ln−1 +L1) · (D +D)
·(Un−1 + δUn−1) · · · (U1 +U1)f, (4.11)
which will lead to the desired bounds in (4.8) and in (4.7).
We start with (i) and (ii).
Lower triangular factors. We start with obtaining bounds for δLk and L in
(4.10) and (4.11). The sparse nature of these matrices, see, e.g., Lemma 3.2, implies
the following pleasing bound for the (i, j) entry of δLk:
(1 − u)4
(1 + u)  (δLk)i,j 
(1 + u)4
(1 − u) . (4.12)
Moreover, even smaller bounds hold for the (k, k) entry:
(1 − u)2  (δLk)k,k  (1 + u)2. (4.13)
Since the Lk all have exactly the same sparsity pattern as their inverses, (4.12) and
(4.13) imply that
|Lk| 
(
(1 + u)4
(1 − u)3 − 1
)
|Lk|. (4.14)
Diagonal factor. The simple structure of D immediately implies that
|D| 
(
(1 + u)
(1 − u) − 1
)
|D|. (4.15)
Upper triangular factors. The analysis shows that for i /= k (i.e. excluding the
entries of the kth row) we have
(1 − u)3
(1 + u)  (δUk)i,j 
(1 + u)4
(1 − u) . (4.16)
If the inner product corresponding to the kth row of Uk is evaluated from the last to
the kth entry, then the error in the (k, j) entry is bounded by
(1 − u)j−k+3  (δUk)k,j  (1 + u)j−k+3. (4.17)
In particular the error in the (k, k) entry is bounded by
(1 − u)3  (δUk)k,k  (1 + u)3. (4.18)
Again, sinceUk have exactly the same sparsity pattern as their inverses, (4.16), (4.17)
and (4.18) imply that
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|Uk| 
(
(1 + u)n+2
(1 − u)3 − 1
)
|Uk|. (4.19)
We are now ready to turn to (iii). To prove (4.8) we shall use the following easily
verified fact (see, e.g., [22, p. 80]): Let |Xk|  δ|Xk| for k = 1, 2, . . . , m. Then∣∣∣∣∣
m∏
k=1
(Xk +Xk)−
m∏
k=1
Xk
∣∣∣∣∣  ((1 + δ)m − 1)
m∏
k=1
|Xk|. (4.20)
This and (4.14) imply that
|L| = |(L1 +L1) · · · (Ln−1 +Ln−1)− L1 · · ·Ln−1|

(
(1 + u)4(n−1)
(1 − u)3(n−1) − 1
)
|L1| · · · |Ln−1|. (4.21)
The sparsity pattern of Lk (k = 1, 2, . . . , n− 1) allows us to remove the moduli
in the product on the right-hand side of (4.21), implying the first bound in (4.8).
The third bound in (4.8) is deduced from (4.19) and (4.20) analogously. The second
bound in (4.8) follows from (4.15) easily. Finally, the bound in (4.7) is deduced from
(4.8) (cf. (4.5)). 
5. Pivoting
In the previous section we established that the backward stability of all the fast
Cauchy solvers suggested in the present paper is related to that of Gaussian elimina-
tion. This analogy will allow us to carry over the stabilizing techniques of Gaussian
elimination to the new Cauchy solvers. First, however, we identify the case when no
pivoting is necessary.
5.1. Totally positive matrices
If we assume that
yn < · · · < y1 < x1 < · · · < xn, (5.1)
i.e. the matrix C(x1:n, y1:n) is totally positive, so that all the entries of the exact
factors L and U are positive [9]. In this case Theorems 4.1 and 4.2 imply that Algo-
rithms 2.5 and 3.3 produce a favorable small backward error.
Corollary 5.1. Assume that condition (5.1) holds, i.e. that C(x1:n, y1:n) is totally
positive, and assume that Algorithms 2.5 (GS-direct algorithm) and 3.3 (quasi-Cau-
chy algorithm) are performed in the floating point arithmetic with unit roundoff u,
and that no overflows were encountered during the computation.
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If the triangular factorization of the GS-direct algorithm is used to solve the as-
sociated linear system, then the computed solution aˆ solves a nearby system
(C(x1:n, y1:n)+C)aˆ = f,
with
|C|  ((10n− 3)u+ O(u2))C(x1:n, y1:n). (5.2)
The analogous backward bound for the quasi-Cauchy algorithm is
|C|  ((n2 + 11n− 10)u+ O(u2))C(x1:n, y1:n). (5.3)
The above results show that the backward stability of the fast algorithms 2.5, 3.3
for totally positive Cauchy matrices is even more favorable than that of the slow
Gaussian elimination procedure, see (1.16). Indeed the difference is that the bound
(1.16) is valid only for the case when the entries of the computed factors Lˆ and Uˆ
remain positive (which is usually not the case with ill-conditioned matrices), whereas
the favorable bounds in the two above corollaries hold while there are no overflows.
For example, for the Hilbert matrix
H =
[
1
i+j−1
]
the condition number k2(H) grows exponentially with the size, so already for small
n we have k2(H) > q(n)(1/u). Here q(n) is a polynomial of small degree in n.
Then in accordance with [39] the matrix H will likely lose during the elimination
not only its total positivity, but also the weaker property of being positive definite.
Correspondingly, the single precision LAPACK routine SPOSV for Cholesky fac-
torization, when applied to the Hilbert matrix, exits with an error flag already for
n = 9, warning that the entries of Lˆ, Uˆ became negative, so the pleasing backward
bound (1.16) is no longer valid for Gaussian elimination. In contrast, the favorable
bounds (5.2), (5.3) are valid for higher sizes, as long as there are no overflows.
5.2. General case. Predictive pivoting techniques
Here we assume that the two sets of nodes {xk} and {yk} are not separated from
each other. The similarity of the backward bounds (1.15) for Gaussian elimination
and of (4.2), (4.7) for the new Cauchy solvers suggests us to use the same pivoting
techniques for preventing instability. More precisely, any row or column reordering
that reduces the size of |L||U | appearing in the bounds (4.2), (4.7) will stabilize the
numerical performance of Algorithms 2.5, 3.3. Moreover, the normwise error analy-
sis of [35] for Algorithm 2.3, reviewed at the beginning of Section 4, also indicates
that the pivoting will enhance the accuracy of Algorithm 2.3.
Here we should note that the partial pivoting technique can be directly incorpo-
rated into the generalized Schur algorithms 2.3 and 2.5, see, e.g., [12]. However,
the corresponding ordering of {xk} can also be computed in advance in O(n2) flops.
T. Boros et al. / Linear Algebra and its Applications 343–344 (2002) 63–99 81
Indeed, the partial pivoting technique determines a permutation matrix P such that
at each elimination step the pivot elements dk in
PR = L


d1
.
.
.
dn

U
are as large as possible. Clearly, the determinant of the k × k leading submatrix of
R is equal to d1 · · · dk , so the objective of partial pivoting is the successive maxi-
mization of the determinants of leading submatrices. This observation, and the well-
known formula [4] for the determinant of a Cauchy matrix, imply that partial pivoting
on C(x1:n, y1:n) is equivalent to the successive maximization of the quantities
∣∣di | =
∣∣∣∣∣
∏i−1
j=1(xi − xj )
∏i−1
j=1(yi − yj )
(xi − yi) ∏i−1j=1(xi − yj ) ∏i−1j=1(xj − yi)
∣∣∣∣∣ , i = 1, . . . , n. (5.4)
We shall call this procedure predictive partial pivoting, because it can be rapidly
computed in advance by the following algorithm.
Algorithm 5.2. Predictive Partial Pivoting 3 Complexity: 2n2 − 4 flops.
function x = partial(x,y)
n = max(size(x));
dist = 0; m = 1; aux = zeros(1,n);
for = i = 1:n
aux(i) = abs(1 / (x(i) - y(1)));
if dist<aux(i) m = i; dist = aux(i); end
end
x = swap(x,1,m); aux(m) = aux(1);
if n<=2 return; end
for i = 2:(n-1)
dist = 0; m = i;
for = j = i:n
aux(j) = aux(j) * abs((x(j) - x(i-1)) / (x(j) - y(i)));
if dist<aux(j) m = j; dist = aux(j); end
end
x = swap(x,i,m); aux(m) = aux(i);
end
return
A similar row reordering technique for Vandermonde matrices (and a fast O(n2)
algorithm for achieving it) was proposed in [21], and in [31] it was called Leja
3 The subroutine “ swap(x,i,m)” in Algorithm 5.2 swaps the ith and mth elements of the vector x.
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ordering. Therefore, PPP may also be called rational Leja ordering, by analogy with
(polynomial) Leja ordering of [21,31].
In a recent paper [18] a variation of complete pivoting was suggested for the more
general Cauchy-like matrices. In the context of [18] the corresponding displacement
rank is 2 or higher. For the ordinary Cauchy matrices C(x1:n, y1:n) (displacement
rank = 1), Gu’s pivoting can be described as follows. At each elimination step one
chooses the column of Rk with the maximal magnitude entry b(k)m in its generator Bk
(here we use the notations of Lemma 2.4). Then one interchanges this column with
the first one, and performs the partial pivoting step. The explicit expression (2.10)
for the entries of the successive generators Bk readily suggests a modification of
Algorithm 5.2 to perform the Gu’s variant of pivoting in advance, leading to what
can be called predictive Gu pivoting.
6. Numerical illustrations
We performed numerous numerical tests for the three algorithms suggested and
analyzed in this paper. The results confirm theoretical results (as perhaps should be
expected). In this section we illustrate with just a few examples the influence of
different orderings on the numerical performance of the following algorithms:
(a) GS-Cauchy. (Fast O(n) algorithm 2.3 requiring O(n2) storage.)
(b) GS-direct-Cauchy. (Fast O(n) algorithm 2.5 requiring O(n2) storage.)
(c) quasi-Cauchy. (Fast O(n) algorithm 3.3 requiring O(n) storage.)
(d) BKO. (Fast O(n2) algorithm of ([2]) requiring O(n) storage.)
(e) INV. The use of the explicit inversion formula
C(x1:n, y1:n)−1 =
[∏n
k=1(xk−yi )∏n
k=1
k /=i
(yk−yi ) ·
1
xj−yi ·
∏n
k=1(xj−yk)∏n
k=1
k /=j
(xj−xk)
]
1i,jn
. (6.1)
(Fast O(n) algorithm requiring O(n) storage.)
(f) GEPP. Gaussian elimination with partial pivoting. (Slow O(n3) algorithm, re-
quiring O(n2) storage.)
We refer to [2] for the discussion and computed examples related to the important
case of totally positive Cauchy matrices, and restrict ourselves here to the generic
case in which the two sets {xk} and {yk} cannot be separated from each other, so that
they cannot be reordered to achieve (1.8). We solved various Cauchy linear systems
Ca = f (6.2)
(including interlaced x1 < y1 < x2 < y2 < · · · < xn < yn equidistant, clustered or
randomly distributed nodes, and with many other configurations) with different right-
hand sides (RHS) f. We also solved the so-called Cauchy–Toeplitz linear systems
with coefficient matrices of the form
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C =
[
1
a+(i−j)b
]
(6.3)
with different choices for the parameters a and b. All the experiments were per-
formed on a DEC 5000/133 RISC workstation in single precision (unit roundoff
≈ 1.19 × 10−7). For GEPP we used the LAPACK routine SGESV, and all the other
algorithms were implemented in C. In order to check the accuracy we implemented
all the above algorithms in double precision (unit roundoff ≈ 2.22 × 10−16), and
in each example we determined two particular algorithms providing solutions that
were the closest to each other. In all cases these two solutions agreed in more than
the eight significant digits needed to check the accuracy for a solution obtained in
single precision, so we regarded one of these double precision solutions aˆd as being
exact, and used it to compute the 2-norm relative error
ei = ‖aˆi − aˆd‖2‖aˆd‖2
for the solutions aˆi computed by each of the above algorithms. In addition we com-
puted the residual errors
ri = ‖f − C · aˆi‖2‖f ‖2
and the backward errors
bi = min
{‖A‖2
‖A‖2 : (A+A)aˆi = f
}
using the formula
bi = ‖f − C · aˆi‖2‖C‖2 · ‖aˆi‖2 ,
a result probably first shown by Wilkinson, see, e.g., [22]. Tables 1–6 display also
the condition number κ2(C) of the coefficient matrix, norms for the solution ‖aˆd‖2
and the right-hand side ‖f ‖2 as well as some other useful information.
6.1. Example 1. Well-conditioned Cauchy–Toeplitz matrices
In this example we solved the linear system (6.2) with Cauchy–Toeplitz
coefficient matrix in (6.3), with a = 1, b = 2, and with the right-hand side f =
[1 1 · · · 1]T.
We used two orderings:
• The nodes were ordered using the predictive partial pivoting (PPP) technique
(1.8).
• The nodes {xk} sorted in an increasing order, and the nodes {yk} sorted in a de-
creasing order; the difference with (1.8) is in that now two sets of nodes {xk}, {yk}
are not separated from each other.
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Forward error. See Tables 1 and 2.
Backward error. See Tables 3 and 4.
Residual error. See Tables 5 and 6.
Comparing the data in Tables 1–6 indicates that the ordering of the nodes has a
profound influence on the accuracy of all algorithms designed in the present pa-
per. Specifically, let us recall that the quantity |L| |DU | appears in the backward
error bounds (4.3) and (4.7) for the algorithms GS-direct-Cauchy and quasi-Cauchy,
respectively. The second columns of Tables 3 and 4 show that the latter quantity
is huge with monotonic ordering and moderate with PPP ordering. Corresponding-
ly, the backward errors shown in the tables are large with monotonic ordering, and
pleasantly small with PPP ordering.
Analogously, a comparison of the data in the second columns of Tables 5 and 6
shows that PPP technique reduces the quantity (|L| |DU ||aˆ| appearing in the resid-
ual bounds for the algorithms GS-direct-Cauchy and quasi-Cauchy, resulting in a
favorable small residual error for these algorithms.
Further, it is well known that
‖a − aˆ‖
‖a‖  κ2(C)
‖C‖
‖C‖ .
Since the coefficient matrix C in this example is quite well-conditioned (see, e.g., the
data in the second column of Table 1), the PPP technique yields a pleasant forward
accuracy for all algorithms GS-Cauchy, GS-direct-Cauchy and quasi-Cauchy.
The PPP technique also improves the numerical performance of the BKOBP-type
algorithm, however, for this algorithm the results are not as favorable as for other
algorithms (see, e.g., introduction for the explanation of this phenomenon, and [2]
for the discussion on extremely high accuracy of this algorithm for totally positive
Cauchy matrices).
The use of explicit inversion formula also yields high accuracy, predicted by the
analysis of [11], and apparently, this is the only algorithm whose accuracy does not
depend upon the ordering of the nodes. At the same time, comparison of the data
in Tables 1 and 2 as well as in other examples indicates that the use of the PPP
technique prevents the INV algorithm from overflows, allowing us to solve larger
linear systems.
Since in this example the coefficient matrix is well-conditioned, the O(n3) GEPP
algorithm, while slow, also provides good forward and backward accuracies.
The results of many other computed examples are quite similar to those in Tables
1–6, and the algorithms GS-Cauchy, GS-direct-Cauchy and quasi-Cauchy always
yield favorable small backward and residual errors, which are often better than those
of GEPP and of the use of inversion formula. As for the forward stability, there
seems to be no clear winner, however the use of inversion formula often provides a
smaller forward error, especially when using the unit vectors for the right-hand side
(which means that one has to find a column of C(x1:n, y1:n)−1). At the same time,
new algorithms can provide a smaller forward error in other cases, as illustrated by
the following examples.
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Table 1
Forward error: partial pivoting ordering
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy GEPP
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5 e6
10 2e + 00 1.6e + 00 6.1e + 00 4.5e + 00 7e− 08 1e− 07 1e− 07 6e− 08 6e− 08 8e− 08
50 3e + 00 1.6e + 00 1.6e + 01 1.0e + 01 1e− 07 2e− 01 9e− 08 2e− 07 4e− 07 1e− 07
100 3e + 00 1.6e + 00 2.4e + 01 1.4e + 01 4e− 07 1e + 10 1e− 07 1e− 07 5e− 07 1e− 07
Table 2
Forward error: monotonic ordering
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5
5 1e + 00 1.6e + 00 4.0e + 00 3.2e + 00 8e− 08 2e− 07 3e− 06 1e− 06 2e− 06
10 2e + 00 1.6e + 00 6.1e + 00 4.5e + 00 1e− 07 2e− 05 1e− 03 7e− 03 6e− 03
20 3e + 00 1.6e + 00 9.3e + 00 6.3e + 00 1e− 07 6e− 02 9e + 04 3e + 04 5e + 04
30 3e + 00 1.6e + 00 1.2e + 01 7.7e + 00 1e− 07 7e + 03 3e + 16 6e + 17 2e + 16
50 3e + 00 1.6e + 00 1.6e + 01 1.0e + 01 2e− 07 1e + 20 NaN NaN NaN
60 3e + 00 1.6e + 00 1.8e + 01 1.1e + 01 NaN 4e + 26 NaN NaN NaN
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Table 3
Backward error: partial pivoting ordering
n maxij (|L| |DU |) maxij (C) INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy GEPP
bˆ1 bˆ2 bˆ3 bˆ4 bˆ5 bˆ6
10 2e + 00 1.0e + 00 6e− 08 1e− 07 6e− 08 6e− 08 4e− 08 5e− 08
50 2e + 00 1.0e + 00 1e− 07 2e− 01 8e− 08 1e− 07 2e− 07 1e− 07
100 2e + 00 1.0e + 00 3e− 07 1e + 00 1e− 07 1e− 07 2e− 07 1e− 07
Table 4
Backward error: monotonic ordering
n maxij (|L| |DU |) maxij (C) INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
bˆ1 bˆ2 bˆ3 bˆ4 bˆ5
5 6e + 02 1.0e + 00 6e− 08 2e− 07 3e− 06 1e− 06 2e− 06
10 3e + 06 1.0e + 00 7e− 08 2e− 05 1e− 03 7e− 03 6e− 03
20 1e + 14 1.0e + 00 1e− 07 6e− 02 1e + 00 1e + 00 1e + 00
30 4e + 21 1.0e + 00 1e− 07 1e + 00 1e + 00 1e + 00 1e + 00
50 6e + 36 1.0e + 00 2e− 07 1e + 00 NaN NaN NaN
60 2e + 44 1.0e + 00 NaN 1e + 00 NaN NaN NaN
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Table 5
Residual error: partial pivoting ordering
n maxi (|L| |DU | |aˆd |) maxij (C) INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy GEPP
r1 r2 r3 r4 r5 r6
10 9e + 00 1e + 00 1e− 07 3e− 07 1e− 07 1e− 07 9e− 08 1e− 07
50 2e + 01 1e + 00 4e− 07 5e− 01 2e− 07 3e− 07 4e− 07 3e− 07
100 3e + 01 1e + 00 8e− 07 3e + 10 3e− 07 3e− 07 5e− 07 3e− 07
Table 6
Residual error: monotonic ordering
n maxi (|L| |DU | |aˆd |) maxij (C) INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
r1 r2 r3 r4 r5
5 9e + 02 1e + 00 1e− 07 3e− 07 6e− 06 3e− 06 4e− 06
10 1e + 07 1e + 00 2e− 07 4e− 05 3e− 03 2e− 02 1e− 02
20 7e + 14 1e + 00 3e− 07 1e− 01 2e + 05 8e + 04 1e + 05
30 3e + 22 1e + 00 3e− 07 2e + 04 7e + 16 1e + 18 4e + 16
50 7e + 37 1e + 00 4e− 07 3e + 20 NaN NaN NaN
60 3e + 45 1e + 00 NaN 9e + 26 NaN NaN NaN
Table 7
Forward error: partial pivoting ordering
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy GEPP
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5 e6
60 5e + 10 1.2e + 01 2.7e + 05 7.7e + 00 5e− 03 4e + 23 3e− 03 2e− 06 2e− 04 1e + 00
80 3e + 11 1.2e + 01 7.1e + 05 8.9e + 00 2e− 02 NaN 5e− 03 1e− 05 3e− 04 1e + 00
100 9e + 11 1.2e + 01 1.5e + 06 1.0e + 01 2e− 02 NaN 8e− 03 3e− 06 6e− 04 1e + 00
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Table 8
Forward error: Gu’s pivoting
n INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
e1 e2 e3 e4 e5
60 2e− 03 7e + 01 8e− 04 1e− 04 3e− 04
80 6e− 03 4e + 05 4e− 03 3e− 04 2e− 03
100 1e− 02 2e + 09 5e− 03 5e− 04 4e− 03
Table 9
Forward error: no pivoting
n INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
e1 e2 e3 e4 e5
60 5e− 03 1e + 02 9e− 04 2e− 04 7e− 05
80 3e− 02 2e + 05 1e− 03 5e− 04 1e− 04
100 2e− 02 1e + 09 7e− 04 6e− 04 2e− 04
6.2. Example 2. Ill-conditioned Cauchy–Toeplitz matrices
The condition number of Cauchy–Toeplitz matrices depends upon the choice of
parameters a and b in (6.3). In this example we chose a = 1, b = −0.3 to obtain
a Cauchy–Toeplitz matrix, whose condition number is several orders of magnitude
larger than the reciprocal to the machine precision u ≈ 1.19 × 10−7. Tables 7–12
present the data on the forward and backward errors for the corresponding linear sys-
tem with the RHS f = [1 1 · · · 1]T. Along with the PPP ordering we also consider
the original ordering (no ordering), and Gu’s pivoting ordering of {xk}, {yk}.
Forward error. See Tables 7–9.
The latter tables show that the forward error of the structure-exploiting algorithms
can be smaller than the one of the Gaussian elimination, cf. [2]. In fact, fast algo-
rithms are able to output a few accurate digits even in the cases when the condition
number exceeds the reciprocal of the mashine precision. One explanation for this
phenomena is that the input of structure-exploiting algorithms is not the entries of
the matrix rather a small number of parameters, so that the condition number is not
very much relevant in these situations.
Backward error. See Tables 10–12.
Again, comparison of the data in Tables 10–12 confirms the analytical results of
Sections 4 and 5, indicating that an appropriate pivoting technique can reduce the
size of backward errors for the new algorithms, making them as favorable as those
of GEPP. The coefficient matrix in Examples 3 and 4 is quite ill-conditioned, so the
forward accuracy of GEPP is less favorable. However, the algorithms GS-Cauchy,
GS-direct-Cauchy and quasi-Cauchy combined with partial pivoting provide smaller
forward errors than GEPP (and the use of inversion formula), showing that the use
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Table 10
Backward error: partial pivoting ordering
n maxij maxij (C) INV BKO quasi-Cauchy GS-Cauchy GS-direct GEPP
(|L| |DU |) bˆ1 bˆ2 bˆ3 bˆ4 Cauchy bˆ5 bˆ6
60 1e + 03 1.0e + 01 4e− 04 1e + 00 2e− 07 3e− 07 3e− 07 4e− 07
80 1e + 03 1.0e + 01 1e− 03 NaN 4e− 07 4e− 07 4e− 07 7e− 07
100 2e + 03 1.0e + 01 6e− 03 NaN 6e− 07 6e− 07 7e− 07 1e− 06
Table 11
Backward error: Gu’s pivoting
n maxij INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
(|L| |DU |) bˆ1 bˆ2 bˆ3 bˆ4 bˆ5
60 1e + 04 2e− 04 1e + 00 9e− 05 1e− 04 5e− 05
80 3e + 04 2e− 03 1e + 00 2e− 04 3e− 04 1e− 04
100 4e + 04 2e− 03 1e + 00 5e− 04 5e− 04 2e− 04
of the structure often allows us not only to speed up the computation, but also to
achieve more accuracy, as compared to general structure-ignoring methods.
It may seem to be quite unexpected that for Cauchy–Toeplitz matrices Gu’s piv-
oting technique (combining row and column permutations) can lead to less accurate
solutions as compared to the PPP technique (based on row permutations only). To
understand this occurrence it is useful to observe that the entries of the diagonals of
Cauchy–Toeplitz matrices
[ 1
a+b(i−j)
]
depend hyperbolically on the difference (i −
j), thus giving a pick for the diagonal with (i − j) ≈ −a/b. We next display the
MATLAB graphs for the several permuted versions of the matrix in Example 2 for
n = 10 (cf. Fig. 1).
One sees that in the original matrix C(x1:10, y1:10) the maximal magnitude entries
(all = 10) occupy the fourth subdiagonal (i.e., in the lower triangular part of the
matrix). Applying partial pivoting technique means moving each of the rows 4–10
three positions up, so that the maximal magnitude entries are now all located on
the main diagonal. In Table 13 we list the condition numbers for the k × k leading
submatrices corresponding to the three pivoting techniques.
We note, however, that the motivation for introducing Gu’s pivoting technique
was given in [18], where an application of [12] with displacement rank 2 or higher
was discussed.
6.3. Example 3. A transposed system
However, an immediate question is what will happen for a transposed matrix to
the matrix in Example 2 (clearly the transposed Cauchy matrix is a Cauchy matrix
itself). Therefore we consider here a Cauchy–Toeplitz matrix with the parameters
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Fig. 1. Permuted versions of a Cauchy–Toeplitz matrix, corresponding to different pivoting techniques.
a = 1 and b = 0.3. For such a matrix the maximal magnitude entries will now be
located above the main diagonal. Therefore it is reasonable to apply a partial column
pivoting technique. As in the above example, we next display the permuted versions
of a matrix, corresponding to different pivoting techniques (cf. Fig. 2).
In Table 14 we list the corresponding condition numbers for all successive leading
submatrices.
Fig. 2. Permuted versions of a Cauchy–Toeplitz matrix, corresponding to different pivoting techniques.
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Table 12
Backward error: no pivoting
n maxij INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
(|L| |DU |) bˆ1 bˆ2 bˆ3 bˆ4 bˆ5
60 1e + 04 1e− 03 1e + 00 1e− 04 2e− 04 7e− 05
80 3e + 04 4e− 03 1e + 00 4e− 04 5e− 04 1e− 04
100 5e + 04 2e− 03 1e + 00 4e− 04 6e− 04 2e− 04
Table 13
Conditioning of leading submatrices
k No pivoting Gu’s pivoting Partial pivoting
1 1.0 1.0 1.0
2 4.6 × 101 9.8 1.2
3 7.2 × 102 2.0 × 101 1.3
4 1.0 × 104 3.2 × 101 1.3
5 3.8 × 104 2.6 × 101 1.3
6 1.0 × 105 2.3 × 101 1.3
7 2.5 × 105 2.3 × 101 1.4
8 5.5 × 105 1.0 × 102 1.3 × 102
9 1.0 × 106 6.8 × 103 1.2 × 104
10 1.9 × 106 1.9 × 106 1.9 × 106
We now turn to the numerical results comparing the performance of the algo-
rithms designed in the present paper. We again used the vector f = [1 1 · · · 1]T
for the right-hand side.
Forward error. See Tables 15–18.
In this example the forward accuracy of the GS-Cauchy algorithm is better than
that of the GS-direct-Cauchy and quasi-Cauchy algorithms. Note that there are many
other examples, however, where these algorithms have roughly the same accuracy.
Backward error. It turns out that for many different orderings all the algorithms
designed in this paper exhibit a favorable backward stability. Moreover, for n vary-
ing from 5 to 100, for partial row pivoting, partial column pivoting, Gu’s pivoting,
and for no-pivoting the algorithms GS-Cauchy, GS-Cauchy-direct and quasi-Cauchy
produced backward errors of the order of 10−8 which is comparable to that of GEPP.
We, however, found that monotonic ordering, defined in Section 6.1, and randomized
ordering produce poor results.
This indicates that analytical error bounds obtained for the fast algorithms of this
paper in fact may lead to a wide variety of different pivoting techniques, each aimed
at the reduction of the quantity |L| · |U |.
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Table 14
Conditioning of leading submatrices
k No pivoting Gu’s pivoting Partial column pivoting
1 1.0 1.0 1.0
2 4.6 × 101 2.0 × 101 1.2
3 7.2 × 102 3.6 × 101 1.3
4 1.0 × 104 2.9 × 101 1.3
5 3.8 × 104 6.3 × 101 1.3
6 1.0 × 105 5.4 × 101 1.3
7 2.5 × 105 9.2 × 101 1.4
8 5.5 × 105 1.1 × 102 1.3 × 102
9 1.0 × 106 1.2 × 104 1.2 × 104
10 1.9 × 106 1.9 × 106 1.9 × 106
7. Transformation of a polynomial-Vandermonde matrix into a Cauchy matrix
In this section we shall show that all the fast Cauchy solvers suggested in the
present paper can be used to solve linear systems with polynomial Vandermonde
matrices
VP(x1:n)
def=


P0(x1) P1(x1) · · · Pn−1(x1)
P0(x2) P1(x2) · · · Pn−1(x2)
...
...
.
.
.
...
P0(xn) P1(xn) · · · Pn−1(xn)

 , (7.1)
where P = {P0(x), . . . , Pn−1(x)} denotes a basis in the linear space Cn−1[x] of all
complex polynomials whose degree does not exceed n− 1. When P is the power
basis, then VP(x1:n) is the ordinary Vandermonde matrix. If P stands for the basis of
Chebyshev polynomials (of the first or of the second kind), then VP(x1:n) is called
a Chebyshev–Vandermonde matrix. Fast O(n2) algorithms for solving Chebyshev–
Vandermonde systems were suggested in [7,16,20,23]. Here we suggest an alterna-
tive, based on the following result.
Proposition 7.1. Let {x1, . . . , xn; y1, . . . , yn} be 2n pairwise distinct complex num-
bers, and let u(x) =∏ni=1(x − yi). Then the following formula is valid:
VP(x1:n) = diag{u(x1), . . . , u(xn)}C(x1:n, y1:n)
×diag
{
1
u′(y1)
, . . . ,
1
u′(yn)
}
VP(y1:n). (7.2)
We shall prove the above proposition at the end of this section.
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Table 15
Forward error: partial pivoting ordering
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy GEPP
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5 e6
40 5e + 09 1.2e + 01 7.1e + 04 6.3e + 00 2e− 03 3e− 05 3e− 05 5e− 06 5e− 05 2e + 00
60 5e + 10 1.2e + 01 2.7e + 05 7.7e + 00 4e− 03 1e− 04 4e− 04 7e− 06 6e− 04 1e + 00
80 3e + 11 1.2e + 01 7.1e + 05 8.9e + 00 9e− 03 6e + 02 3e− 03 6e− 06 3e− 04 1e + 00
100 9e + 11 1.2e + 01 1.5e + 06 1.0e + 01 3e− 02 3e + 04 2e− 03 6e− 06 2e− 03 1e + 00
Table 16
Forward error: partial column pivoting
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5
40 5e + 09 1.2e + 01 7.1e + 04 6.3e + 00 2e− 03 3e + 14 2e− 03 2e− 06 2e− 04
60 5e + 10 1.2e + 01 2.7e + 05 7.7e + 00 5e− 03 1e + 28 3e− 03 2e− 06 2e− 04
80 3e + 11 1.2e + 01 7.1e + 05 8.9e + 00 6e− 03 NaN 9e− 03 8e− 06 2e− 03
100 9e + 11 1.2e + 01 1.5e + 06 1.0e + 01 1e− 02 NaN 3e− 03 8e− 06 6e− 04
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Table 17
Forward error: Gu’s pivoting
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5
40 3e + 08 2.0e + 01 3.3e + 03 6.3e + 00 1e− 03 9e− 07 3e− 04 9e− 06 5e− 04
60 3e + 08 1.2e + 01 1.1e + 03 7.7e + 00 8e− 03 3e− 04 1e− 03 1e− 04 2e− 04
80 2e + 09 1.2e + 01 9.9e + 02 8.9e + 00 4e− 02 7e + 02 8e− 03 2e− 05 8e− 03
100 4e + 11 1.2e + 01 6.6e + 05 1.0e + 01 3e− 02 8e + 03 2e− 03 6e− 05 5e− 03
Table 18
Forward error: no pivoting
n κ2(c) 2-norms INV BKO quasi-Cauchy GS-Cauchy GS-direct-Cauchy
‖C‖2 ‖aˆd‖2 ‖f ‖2 e1 e2 e3 e4 e5
40 5e + 09 1.2e + 01 7.1e + 04 6.3e + 00 4e− 04 1e− 07 7e− 04 2e− 05 3e− 04
60 5e + 10 1.2e + 01 2.7e + 05 7.7e + 00 9e− 03 1e− 04 6e− 04 8e− 05 1e− 03
80 3e + 11 1.2e + 01 7.1e + 05 8.9e + 00 1e− 02 2e + 01 4e− 03 1e− 04 6e− 05
100 9e + 11 1.2e + 01 1.5e + 06 1.0e + 01 2e− 02 3e + 03 1e− 02 4e− 04 2e− 03
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Observe that formula (7.2) relates VP(x1:n) and VP(y1:n), or, in other words, it
allows us to change the nodes from {xk} to {yk}, while keeping the polynomial ba-
sis P = {P0, . . . , Pn−1}. Suitable choices of the new points {y1:n} can ensure that
VP(y1:n) has low complexity. In such cases Proposition 7.1 allows us to reduce the
problem of solving a linear system with VP(x1:n) to the analogous problem of solving
a linear system with the Cauchy matrix C(x1:n, y1:n).
In the following proposition we specify several sets of points {y1:n} for which
ordinary Vandermonde matrices and Chebyshev–Vandermonde matrices have low
complexities.
Proposition 7.2.
1. Let yj = cos( jn ), j ∈ {0, . . . , n}, be the extrema of Tn(x). Then
VT (y0:n) =
[
cos
jk
n
]n
j,k=0 (7.3)
is the (scaled) Discrete Cosine Transform I matrix.
2. Let yj = cos( 2j−1n 2 ), j ∈ {1, . . . , n}, be the zeros of the Tn(x). Then
VT (y1:n) =
[
cos
(2j−1)k
n

2
]n
j,k=1 (7.4)
is the Discrete Cosine Transform II matrix.
3. Let yj = cos( j n ), j ∈ {1, . . . , n− 1}, be the zeros of Un−1(x). Then
VU(y1:n−1) =
[
sin jk
n
]n−1
j,k=1 (7.5)
is the (scaled) Discrete Sine Transform I matrix.
4. Let yj = cos( 2j−1n 2 ), j ∈ {1, . . . , n}, be the zeros of Tn(x). Then
VU(y1:n) =
[
sin (2j−1)k
n

2
]n
j,k=1 (7.6)
is the (scaled and transposed) Discrete Sine Transform II matrix.
5. Let yj = exp(ı 2jn ), ı =
√−1, j ∈ {0, 1, . . . , n− 1}, denote the roots of unity.
Then
V (y1:n) =
[
exp
(
ı
2j (k−1)
n
)]n−1
j,k=0 (7.7)
is the Discrete Fourier Transform matrix.
The latter proposition is easily deduced from the definitions of Chebyshev poly-
nomials. Before proving Proposition 7.1, let us introduce the necessary notations.
Let n denote the maximal degree of two polynomials u(x) and v(x). The bivariate
function
Bu,v(x, y) = u(x) · v(y)− u(y) · v(x)
x − y
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is called the Bezoutian of u(x) and v(x). Now, let Q = {Q0(x), . . . ,Qn−1(x)} be
another basis in the linear space Cn−1[x]. The matrix
B{P,Q,u,v} =
[
bij
]n−1
i,j=0 ,
whose entries are determined by
Bu,v(x, y)=
n−1∑
i,j=0
bij · Pi(x) ·Qj(y)
= [P0(x) P1(x) · · · Pn−1(x)]B{P,Q,u,v}


Q0(y)
Q1(y)
...
Qn−1(y)

 (7.8)
is called the Bezout matrix of u(x) and v(x) with respect to the two sets of polyno-
mials P and Q.
Proof of Proposition 7.1. The proof is based on the following useful property of
the Bezout matrix
VP(x1:n) B{P,Q,u,v} VQ(y1:n)T =
[
Bu,v(xi, yj )
]n
i,j=1 , (7.9)
which follows immediately from (7.8). It is easy to see that the matrix on the right-
hand side of Eq. (7.9) is a quasi-Cauchy matrix
VP(x1:n)B{P,Q,u,v}VQ(y1:n)T =
[
u(xi) v(yj )
xi − yj
]n
i,j=1
= diag{u(x1), . . . , u(xn)}C(x1:n, y1:n)diag{v(y1), . . . , v(yn)}. (7.10)
On the other hand, by using (7.9) and the obvious relation
Bu,v(y, y) = u′(y) v(y)− u(y) v′(y),
it is easy to check that
VP(y1:n) B{P,Q,u,v} VQ(y1:n)T = diag{u′(y1) v(y1), . . . , u′(yn) v(yn)}.
Now, substituting the B{P,Q,u,v} VQ(x1:n)T obtained from the last equation back into
(7.10) yields (7.2). 
8. Conclusion
In [2] we developed a fast O(n2) Björck–Pereyra-type Cauchy solver, and proved
that for the important class of totally positive coefficient matrices it yields pleasant-
ly small forward, backward and residual errors. However, experience shows that in
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the generic case the numerical performance of the BP-type algorithm can be less
favorable. Since the use of explicit inversion formula for Cauchy matrices also can
produce a large backward error, no fast and accurate methods methods were available
for solving Cauchy linear equations. In this paper we designed several alternative fast
O(n2) Cauchy solvers, and the rounding error analysis suggests that their backward
stability is similar to that of Gaussian elimination (GE), so that various pivoting
techniques (so successful for GE) will stabilize the numerical behavior also for these
new algorithms. It is further shown that the row ordering of partial pivoting and of
Gu’s pivoting [18] can be achieved in advance, without actually performing elimina-
tion, and fast O(n2) algorithms for these purposes are suggested. We also identified
a class of totally positive Cauchy matrices, for which it is advantageous not to piv-
ot when using the new algorithms, which yields a remarkable backward stability.
This matches the conclusion of de Boor and Pinkus, who suggested to avoid piv-
oting when performing standard Gaussian elimination on totally positive matrices.
Analytical error bounds and results of numerical experiments indicate that the meth-
ods suggested in the present paper enjoy favorable backward stability.
Most of the results of this paper and of [2] were available since 1994 as an ISL re-
port at Stanford University [1], and they were reported at several conferences. There
seems to be a further interest to connections between accuracy and total positivity
[40,41].
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