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FRACTIONAL DIFFERENTIAL COUPLES
BY SHARP INEQUALITIES AND DUALITY EQUATIONS
LIGUANG LIU AND JIE XIAO
ABSTRACT. This paper presents a non-trivial two-fold study of the fractional differential cou-
ples - derivatives (∇0<s<1
+
= (−∆)
s
2 ) and gradients (∇0<s<1− = ∇(−∆)
s−1
2 ) of basic importance
in the theory of fractional advection-dispersion equations: one is to discover the sharp Hardy-
Rellich (sp < p < n) | Adams-Moser (sp = n) | Morrey-Sobolev (sp > n) inequalities for
∇0<s<1± ; the other is to handle the distributional solutions u of the duality equations [∇
0<s<1
± ]
∗u =
µ (a nonnegative Radon measure) and [∇0<s<1± ]
∗u = f (a Morrey function).
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1. INTRODUCTION
In his celebrated 1988 paper [3], Adams extends the Moser inequality in [23] from the first
order to the higher order gradients in the Euclidean space Rn≥2 - given the gradient
∇ = (∂x1 , ..., ∂xn)
and the Laplacian
∆ =
n∑
j=1
∂2x j
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as well as
∇m =
(−1)
m
2 (−∆)
m
2 for m even
(−1)
m−1
2 ∇(−∆)
m−1
2 for m odd
& 0 < m < n,
there is a constant c0,m,n such that
(1.1)
∫
Ω
exp
(
β|u(x)|
‖∇mu‖
L
n
m
) n
n−m dx
|Ω|
≤ c0,m,n ∀ u ∈ C
m
c (Ω)
holds, where:
⊲
0 ≤ β ≤ β0,m,n =

(
n
ωn−1
) n−m
n π
n
2 2mΓ(m2 )
Γ( n−m2 )
for m even(
n
ωn−1
) n−m
n π
n
2 2mΓ(m+12 )
Γ( n+1−m2 )
for m odd
& 0 < m < n;
⊲ Ω is a subdomain of Rn with finite n-measure |Ω| and its associate space Cmc (Ω) stands
for all Cm-functions supported in Ω;
⊲ Γ(·) is the standard gamma function and induces ωn−1 =
2π
n
2
Γ( n2 )
- the area of the unit sphere
S
n−1 of Rn;
⊲ (1.1) is established through the Adams-Riesz potential inequality (just under [3, (23)])
(1.2) |u(x)| ≤
(
n
ωn−1
) n−m
n
β0,m,n
∫
Rn
|y − x|m−n|∇mu(y)| dy ∀ u ∈ C∞c .
Moreover, if β > β0,m,n then there is u ∈ C
m
c (Ω) such that the integral in (1.1) can be
made as large as desired - in other words - β0,m,n is sharp.
Upon examining ‖∇mu‖
L
n
m
in (1.1), we are automatically suggested to consider a variant of
(1.1) for
‖∇mu‖
L1<p<
n
m
or ‖∇mu‖
L∞>p>
n
m
.
⊲ For the former, we use the m-form of [6, Corollary 1 & Theorem 4 (16)] to derive the
sharp m-order Hardy-Rellich inequality
(1.3)
(∫
Rn
(
|u(x)|
|x|m
)p
dx
) 1
p
≤ cmp<n‖∇
mu‖Lp ∀ u ∈ C
∞
c ,
where
cmp<n =

2−mΓ
(
n
2p−
m
2
)
Γ
(
n(p−1)
2p
)
Γ
(
n(p−1)
2p +
m
2
)
Γ
(
n
2p
) for m even
(
21−mp
n−p
) (
Γ( n2p−
m
2 )Γ(
n(p−1)
2p +
1
2 )
Γ(
n(p−1)
2p +
m
2 )Γ(
n
2p−
1
2 )
)
for m odd
& 0 < m < n.
Of course, the case m = 1 of (1.3) is the classical sharp Hardy inequality (cf. [14]).
⊲ For the latter, we use the m-form of Theorem 3.1(iii) (viewed as a sharp Morrey-Riesz
inequality) and (1.2) to discover the sharp m-order Morrey-Sobolev inequality
(1.4) ‖u‖L∞ ≤
(
n(p−1)
mp−n
) p−1
p
β0,m,n
|Ω|
mp−n
pn ‖∇mu‖Lp ∀ u ∈ C
m
c (Ω).
In particular, the case m = 1 of (1.4) is the classical sharp Morrey-Sobolev inequality (cf. [38,
Theorem 2.E.]).
Clearly, (1.1), (1.3) and (1.4) give a complete structure on utilizing the higher derivatives
and gradients to sharply dominate the size of a derivative/gradient-free function. However,
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upon recognizing the fractional vector calculus considerably used in both Herbst’s study of the
Klein-Gordon equation for a Coulomb potential [15] andMeerschaert-Mortensen-Wheatcraft’s
investigation of the particle mass density u(x, t) of a contaminant in some fluid at a point x ∈ Rn
at time t > 0 which solves the fractional advection-dispersion equation (with a constant aver-
age velocity ~v of contaminant particles and a positive constant κ)
∂tu(x, t) = −~v · ∇u(x, t) − κ(−∆)
1+s
2 u(x, t)
= −~v · ∇ρ(x, t) + κdivs
(
∇u(x, t)
)
= −~v · ∇u(x, t) + κdiv
(
∇s−u(x, t)
)
combining a fractional Fick’s law for flux with a classic mass balance - and reversely- a frac-
tional mass balance with a classic Fickian flux [21], in the forthcoming sections we are driven
to work out versions of (1.1), (1.3) and (1.4) for the fractional differential couples - derivatives
and gradients:
{∇0<s<1
+
,∇0<s<1− } corresponding naturally to {∇
m=even,∇m=odd},
and their essential applications in the study of the distributional solutions to some fractional
partial differential equations of dual character. More precisely,
⊲ §2 collects some fundamental facts on
∇0<s<1± & [∇
0<s<1
± ]
∗
through the Stein-Weiss-Hardy inequalities and the Fefferman-Stein type decomposi-
tions (cf. [10, 7, 20]).
⊲ §3 utilizes Theorem 3.1 - an sharp embedding principle for the Riesz potentials to
discover the fractional extensions of (1.1), (1.3) and (1.4) - Theorem 3.2.
⊲ §4 discusses the fractional Hardy-Sobolev spaces
H0<s<1,1<p<∞ & H
0<s<1,1<p<∞
±
and their dualities generated by ∇0<s<1± - Theorems 4.1-4.2.
⊲ §5 studies the distributional solutions of the duality equations
[∇0<s<1± ]
∗u = µ
for a nonnegative Radon measure µ and their absolutely continuous forms
[∇0<s<1± ]
∗u = f
under the hypothesis that f is in the Morrey space L1≤p<κ/s,0<κ≤n (cf. [1]) - Theorems
5.1-5.2.
Notation. In what follows, U . V (resp. U & V) means U ≤ cV (resp. U ≥ cV) for a positive
constant c and U ≈ V amounts to U & V & U.
2. FRACTIONAL DIFFERENTIAL COUPLES ∇0<s<1± AND THEIR DUALITIES [∇
0<s<1
± ]
∗
2.1. Fractional differential couples ∇0<s<1± . For (n, p) ∈ N × [1,∞) let H
p be the real Hardy
space of all functions u in the Lebesgue space Lp on the Euclidean space Rn with
‖u‖Hp = ‖u‖Lp + ‖~Ru‖Lp < ∞,
where ~R = (R1, . . . ,Rn) is the vector-valued Riesz transform on R
n, with
~Ru = (R1u, . . . ,Rnu) & R ju(x) =
Γ(
n+1
2
)
π
n+1
2
 p.v.
∫
Rn
x j − y j
|x − y|n+1
u(y) dy a. e. x ∈ Rn.
4 LIGUANG LIU AND JIE XIAO
Also, for a vector-valued function
~f = ( f1, . . . , fn)
let
‖ ~f ‖Lp =
∥∥∥| ~f |∥∥∥
Lp
≈
n∑
j=1
‖ f j‖Lp .
Note that Hp coincides with the classical Lebesgue space Lp whenever p ∈ (1,∞) and the
(0, 1) ∋ s-th order Riesz singular integral operator Is acting on a suitable function u is defined
by
Isu(x) =
 Γ(
n−s
2
)
π
n
22sΓ( s
2
)

∫
Rn
|x − y|s−nu(y) dy a. e. x ∈ Rn.
We refer the reader to Stein’s seminal texts [35, 36] for more about these basic notions. The
Stein-Weiss-Hardy inequality (cf. [37] for p > 1 and (5.5) in §5 for p = 1) states that under
0 < s < 1 ≤ p <
n
s
we have
(2.1)
(∫
Rn
(
|x|−s|Isu(x)|
)p
dx
) 1
p
. ‖u‖Lp + ‖~Ru‖Lp≈ ‖u‖Hp ∀ u ∈ H
p.
Let C∞c be the collection of all infinitely differentiable functions compactly supported in R
n.
Note that C∞c ∩ H
p is dense in Hp for any p ∈ [1,∞). For any u ∈ C∞c let
(−∆)
s
2u(x) =

I−su(x) = cn,s
∫
Rn
u(x+y)
|y|n+s
dy as s ∈ (−1, 0)
u(x) as s = 0
cn,s,+ p.v.
∫
Rn
u(x+y)−u(x)
|y|n+s
dy as s ∈ (0, 1)
(2.2)
and
∇su(x) =
(
∂su
∂xs
j
)n
j=1
= ~R(−∆)
s
2u(x) = cn,s,−
∫
Rn
y
(
u(x) − u(x − y)
)
|y|n+1+s
dy,(2.3)
where (cf. [8, Definition 1.1, Lemma 1.4] for cn,s,+ and [20] for cn,s,−)
cn,s =
Γ( n−s2 )
π
n
2 2sΓ( s2 )
cn,s,+ =
s2s−1Γ
(
n+s
2
)
π
n
2 Γ
(
1− s2
)
cn,s,− =
2sΓ
(
n+s+1
2
)
π
n
2 Γ
(
1−s
2
) .
Especially, if 0 < s < n = 1 then there are two s-dependent constants c± to make the following
Liouville fractional derivative formulae (cf. [31]):
(−∆)
s
2u(x) = c+
(
ds
dxs
+
+
ds
dxs−
)
u(x)
∇su(x) = c−
(
ds
dxs
+
− d
s
dxs−
)
u(x)
ds
dxs±
u(x) = s
Γ(1−s)
∫ 0
±∞
t(u(x+t)−u(x))
|t|2+s
dt.
Hence it is natural and reasonable to adopt the notations
∇s
+
u = (−∆)
s
2u & ∇s−u = ∇
su = ~R(−∆)
s
2u.(2.4)
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The operators ∇s
+
and ∇s− can be viewed as the fractional derivative and the fractional gradient
due to
id = −
n∑
j=1
R2j = −
~R · ~R.
Accordingly, for any s ∈ (0, 1), the Stein-Weiss-Hardy inequality (2.1) (cf. [28]) amounts to
(2.5)
(∫
Rn
(
|x|−s|u(x)|
)p
dx
) 1
p
. ‖∇s
+
u‖Lp + ‖∇
s
−u‖Lp ∀ u ∈ Is(C
∞
c ∩ H
p).
Here it is worth pointing out the following fundamentals:
⊲ If 0 < s < 1 < p < n
s
, then the right-hand-side of (2.5) can be replaced by ‖∇s±u‖Lp .
More precisely, on the one hand, the boundedness of ~R on Lp>1 and (2.5) give (cf. [30,
Lemma 2.4])(∫
Rn
(
|x|−s|u(x)|
)p
dx
) 1
p
. ‖∇s
+
u‖Lp ∀ u ∈ Is(C
∞
c ∩ H
p).
One the other hand, [30, Theorems 1.8-1.9] derives(∫
Rn
(
|x|−s|u(x)|
)p
dx
) 1
p
. ‖∇s−u‖Lp ∀ u ∈ Is(C
∞
c ∩ H
p).
⊲ If 0 < s < p = 1 ≤ n, then according to Spector’s [34, Theorem 1.4] the right-hand-
side of (2.5) except n = 1 (cf. (5.6)) can be replaced by ‖∇s−u‖L1 - i.e. -∫
Rn
|x|−s|u(x)| dx . ‖∇s−u‖L1 under n ≥ 2 ∀ u ∈ Is(C
∞
c ∩ H
1).
which may be viewed as a rough extension of Shieh-Spector’s [31, Theorem 1.2] and
the classic sharp Hardy’s inequality (cf. [11]) under n ≥ 2:
∫
Rn
|x|−1|u(x)| dx ≤ (n − 1)−1‖∇u‖L1 ∀ u ∈ C
∞
c∫
Rn
|x|−1|I1−su(x)| dx ≤ (n − 1)
−1‖∇s−u‖L1 ∀ u ∈ I1−s(C
∞
c ).
However, the right-hand-side of (2.5) cannot be replaced by ‖∇s
+
u‖L1 (cf. [35, p.119],
[28, Section 3.3] & [31, Section 1.1]).
2.2. Dual fractional differential couples [∇s±]
∗. Suppose that C∞ is the space of all infinitely
differentiable functions onRn. Denote byS the Schwartz class onRn consisting of all functions
f in C∞ such that
ρN,α( f ) = sup
x∈Rn
(1 + |x|N)|Dα f (x)| < ∞ holds for

N ∈ Z+ = N ∪ {0}
α = (α1, . . . , αn)∈ Z
n
+
Dα = ∂α1x1 · · ·∂
αn
xn .
Also, write S′ for the Schwartz tempered distribution space - the dual of S endowed with the
weak-∗ topology. According to [32, 20], given s ∈ (0, 1), if we let
Ss =
{
f ∈ C∞ : ρn+s,α( f ) = sup
x∈Rn
(1 + |x|n+s)|Dα f (x)| < ∞ ∀ α ∈ Zn
+
}
and S′s be the dual space of Ss (i. e., the space of all continuous linear functionals on Ss), then
for any
u ∈ S′s ⊆ S
′
6 LIGUANG LIU AND JIE XIAO
we can define below ∇s±u as a distribution in S
′:
〈∇s
+
u, φ〉 = 〈u,∇s
+
φ〉
∇s− = (∇
s
1
, . . . ,∇sn)
〈∇s
j
u, φ〉 = −〈u,∇s
j
φ〉 ∀ j ∈ {1, ..., n}
∀ φ ∈ S,(2.6)
where the action of ∇s± on any function φ ∈ S is determined by the Fourier transform
φˆ(ξ) =
∫
Rn
φ(x)e−2πix·ξ dx ∀ ξ ∈ Rn
according to (∇
s
+
φ)∧(ξ) = (2π|ξ|)sφˆ(ξ)
(∇s
j
φ)∧(ξ) = (−2πiξ j)(2π|ξ|)
s−1φˆ(ξ)
∀ ξ ∈ Rn.(2.7)
If φ ∈ C∞c , then (2.7) goes back to (2.2)-(2.3)-(2.4) (cf. [32, 8, 20]). Moreover, the above
equalities in (2.6) are well defined because ∇s
+
and ∇s
j
send S to Ss (cf. [32, 8] for ∇
s
+
and [20,
Lemma 2.6] for ∇s
j
).
Based on the foregoing discussion, we may describe the dual/adjoint operators of ∇s± and
one of their most important consequences.
⊲ The adjoint operator
[
(−∆)
s
2
]∗
of (−∆)
s
2 is itself, namely,
[∇s
+
]∗ = (−∆)
s
2 ,
which can be understood in the sense of
〈[∇s
+
]∗ f , φ〉 = 〈 f , ∇s
+
φ〉 = 〈∇s
+
f , φ〉 ∀ ( f , φ) ∈ S′s × S.
This is reasonable, because for nice function pair ( f , φ) ∈ (C∞c )
2 we have (cf. [33])
〈[∇s
+
]∗ f , φ〉 =
∫
Rn
(
(−∆)
s
2 f (x)
)
φ(x) dx =
∫
Rn
f (x)
(
(−∆)
s
2φ(x)
)
dx = 〈 f , ∇s
+
φ〉
and
(−∆)
s
2
(
(−∆)
s
2u
)
= (−∆)su ∀ u ∈ C∞c .
⊲ Upon setting
divs~g = (−∆)
s
2 ~R · ~g,
then −divs exists as the adjoint operator
[
∇s−
]∗
of ∇s− - in short -
[∇s−]
∗
= −divs.
Note that (cf. [30, Theorem 1.3])
−divs(∇s−u) = (−∆)
su ∀ u ∈ C∞c
and (cf. [9, Lemma 2.5])∫
Rn
f (x)(−divs~g)(x) dx =
∫
Rn
~g(x) · ∇s− f (x) dx ∀ ( f , ~g) ∈ C
∞
c × (C
∞
c )
n.
⊲ Recall that BMO stands for the John-Nirenberg class of all locally integrable functions
f on Rn with bounded mean oscillation (cf. [16])
‖ f ‖BMO = sup
B⊆Rn
1
|B|
∫
B
| f (x) − fB| dx < ∞
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where the supremum is taken over all Euclidean balls B ⊆ Rn with
|B| =
∫
B
dx & fB =
1
|B|
∫
B
f (x) dx.
Of remarkable interest is that the Fefferman-Stein decomposition (cf. [10, 39])
[H1]∗ = BMO = L∞ + ~R ·
(
L∞
)n
can be written as the following form (cf. [20, Theorem 4.4])
[H1]∗ = BMO = L∞ + Is
(
[H˚s,1− ]
∗),
where H˚
s,1
− = closure of S in H
s,1
− under [·]Hs,1−
H
s,1
± =
{
u ∈ S′s : [u]Hs,1± = ‖∇
s
±u‖L1 < ∞
}
.
Note that ifW1,n stands for the Sobolev space of all locally integrable functions f with
‖∇ f ‖Ln < ∞ then there are (cf. [20, Theorem 4.4])
W1,n ⊂ Is
(
[H˚s,1− ]
∗)
= ~R ·
(
L∞
)n
⊂ BMO under n ≥ 2
and (cf. [7, theorem 1])
W1,n = ~R ·
(
L∞ ∩W1,n
)n
under n ≥ 2.
So, Is
(
[H˚s,1− ]
∗
)
exists as a solution to the Bourgain-Brazis question (cf. [7, p.396]) -
What are the function spaces X, W1,n ⊆ X ⊆ BMO , such that every F ∈ X has a
decomposition F =
∑n
j=1 R jY j where Y j ∈ L
∞?.
3. SHARP FRACTIONAL DIFFERENTIAL-INTEGRAL INEQUALITIES
3.1. Optimal control for Riesz’s operator I0<α<n. The following is of independent interest.
Theorem 3.1. Let 
(p, α) ∈ (1,∞) × (0, n)
Iα =
(
Γ( n−α2 )
2απ
n
2 Γ( α2 )
)
Iα= cn,αIα
Iα f =
∫
Rn
|x − y|α−n f (y) dy.
Then the following assertions are true.
(i) If αp < n, then
sup
0, f∈Lp
(∫
Rn
(
|x|−α|Iα f (x)|
)p
dx
) 1
p
‖ f ‖Lp
= cαp<n =
2
α(p−1)
p π
n
2Γ
(α
2
)
Γ
( n
2p
− α
2
)
Γ
(n(p−1)
2p
)
Γ
( n−α
2
)
Γ
(
n(p−1)
2p
+
α
2
)
Γ
( n
2p
) .
(ii) If αp = n, Ω ⊆ Rn is a domain with volume |Ω| < ∞ and L
p
c (Ω) stands for the class of
all f ∈ Lp with support contained in Ω, then there is a constant cαp=n depending only
on α and n such that
sup
f∈L
p= nα
c (Ω)
∫
Ω
exp
β
∣∣∣∣∣∣ Iα f (x)‖ f ‖
Lp=
n
α
∣∣∣∣∣∣
n
n−α
 dx|Ω| ≤ cαp=n ∀ 0 ≤ β ≤
n
ωn−1
.
Here n
ωn−1
is sharp in the sense that if Ω is a Euclidean ball and β > n
ωn−1
then the last
integral inequality cannot hold without forcing cαp=n to depend only on α and n.
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(iii) If αp > n and Ω ⊆ Rn is a domain with volume |Ω| < ∞, then
sup
f∈L
p
c (Ω)
‖Iα f ‖L∞
‖ f ‖Lp |Ω|
αp−n
pn
≤ cαp>n =
(
ωn−1
n
) n−α
n
(
n(p − 1)
αp − n
) p−1
p
.
Moreover, the constant cαp>n is sharp in the sense that if Ω is a Euclidean ball then
sup
f∈L
p
c (Ω)
‖Iα f ‖L∞
|Ω|
αp−n
pn ‖ f ‖Lp
= cαp>n.
Proof. (i) This is regarded as the sharp Stein-Weiss-Hardy inequality. The sharp constant cαp<n
is obtained in Herbst [15]; see also [6, 27, 13] for more information.
(ii) This is just the sharp Adams inequality in [3, Theorem 2] whose argument is still valid
for n = 1 and ωn−1
n
= 2.
(iii) This is totally brand-new. In the sequel let p′ =
p
p−1
. For any f ∈ Lp supported on Ω
and for any x ∈ Rn, we utilize the Ho¨lder inequality to derive that
|Iα f (x)| ≤
∫
Ω
| f (y)||x − y|α−n dy ≤ ‖ f ‖Lp
(∫
Ω
|x − y|(α−n)p
′
dy
) 1
p′
.
Note that the Fubini theorem and (α − n)p′ + n > 0 imply∫
Ω
|x − y|(α−n)p
′
dy = (n − α)p′
∫
Ω
(∫ ∞
|x−y|
r(α−n)p
′−1 dr
)
dy
= (n − α)p′
∫ ∞
0
(∫
B(x,r)∩Ω
dy
)
r(α−n)p
′−1 dr
≤ (n − α)p′
∫ ∞
0
min
{
ωn−1
n
rn, |Ω|
}
r(α−n)p
′−1 dr
= (n − α)p′
ωn−1n
∫ ( n|Ω|ωn−1 ) 1n
0
r(α−n)p
′
+n−1 dr + |Ω|
∫ ∞
(
n|Ω|
ωn−1
)
1
n
r(α−n)p
′−1 dr

= (n − α)p′
(
1
(α − n)p′ + n
+
1
(n − α)p′
) (
ωn−1
n
) (n−α)p′
n
|Ω|
(α−n)p′+n
n
=
(
n(p − 1)
αp − n
) (
ωn−1
n
) (n−α)p′
n
|Ω|
(α−n)p′+n
n .
Thus we arrive at the desired inequality
|Iα f (x)| ≤ ‖ f ‖Lp
(
n(p − 1)
αp − n
) 1
p′
(
ωn−1
n
) n−α
n
|Ω|
(α−n)p′+n
np′ .
To prove that
cαp>n =
(
ωn−1
n
) n−α
n
(
n(p − 1)
αp − n
) p−1
p
is sharp, let us consider the case
Ω = B(x0, r0) ∀ (x0, r0) ∈ R
n × (0,∞)
and the function
R
n ∋ x 7→ fβ(x) = 1B(x0,r0)|x − x0|
β,
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where β satisfies
β +
n
p
> 0.
On the one hand, a direct calculation gives
‖ fβ‖Lp =
(∫
B(x0,r0)
|x − x0|
βp dx
) 1
p
=
(
ωn−1
∫ r0
0
rβp+n−1 dr
) 1
p
=
(
ωn−1
βp + n
r
βp+n
0
) 1
p
=
(
ωn−1
n
) 1
p
(
n
βp + n
) 1
p
r
β+ n
p
0
.
On the other hand, by the fact α + β > α − n
p
> 0, we get
|Iα fβ(x0)| =
∫
B(x0 ,r0)
|x − x0|
α−n+β dx = ωn−1
∫ r0
0
rα+βp−1 dr =
ωn−1
α + β
r
α+β
0
.
Combining the last two formulae gives
cαp>n ≥ sup
x∈B(x0 ,r0)
|Iα fβ(x)|
|B(x0, r0)|
αp−n
np ‖ fβ‖Lp
≥
|Iα fβ(x0)|(ωn−1
n
) αp−n
np r
α− np
0
‖ fβ‖Lp
=
(
ωn−1
n
) n−α
n
n1−1/p
(
βp + n
(α + β)p
) 1
p
.
Now the problem turns to calculate
sup
β∈(− n
p
,∞)
βp + n
(α + β)p
.
Consider the function
−
n
p
< β 7→ h(β) =
βp + n
(α + β)p
.
Note that
h′(β) = p(α + β)−p − p(βp + n)(α + β)−p−1 = −p(α + β)−p−1(β(p − 1) + n − α).
and h
′(β) ≥ 0 if β ≤ −n−α
p−1
h′(β) ≤ 0 if β ≥ −n−α
p−1
.
So, this, combined with
lim
β→− n
p
h(β) = 0,
shows that h attains its sharp value at the point
β = −
n − α
p − 1
.
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Consequently,
sup
β∈(− n
p
,∞)
βp + n
(α + β)p
=
(
αp − n
p − 1
)1−p
.
This in turn implies
cαp>n ≥ sup
x∈B(x0,r0)
|Iα fβ(x)|
|B(x0, r0)|
αp−n
np ‖ fβ‖Lp
= sup
β∈(− n
p
,∞)
(
ωn−1
n
) n−α
n
n1−1/p
(
βp + n
(α + β)p
) 1
p
=
(
ωn−1
n
) n−α
n
(
n(p − 1)
αp − n
) p−1
p
= cαp>n.
Accordingly, when Ω is a Euclidean ball of Rn, it holds that
sup
f∈L
p
c (Ω)
‖Iα f ‖L∞
|Ω|
αp−n
pn ‖ f ‖Lp
= cαp>n.

3.2. Optimal domination for ∇0<s<1± . Interestingly and naturally, with
∇m∈{even} = (−1)
m
2 (−∆)
m
2 or ∇m∈{odd} = (−1)
m−1
2 ∇(−∆)
m−1
2 = (−1)
m−1
2 ~R(−∆)
m
2
replaced by the fractional version
∇s
+
= (−∆)
s
2 or ∇s− = ∇(−∆)
s−1
2 = ~R(−∆)
s
2 ,
Theorem 3.1 induces the following new assertion.
Theorem 3.2. Let 0 < s < 1 < p < ∞ and
Fs,±(Ω) =
Is
(
C∞c (Ω)
)
for ∇s
+
(−∆)
1−s
2
(
C∞c (Ω)
)
for ∇s−.
Then the following assertions are true.
(i) If sp < p < n, then
sup
g∈C∞c
(∫
Rn
(
|x|−s|g(x)|
)p
dx
) 1
p
‖∇s±g‖Lp
= κsp<n,± =

2
− sp Γ( n2p−
s
2 )Γ(
n(p−1)
2p )
Γ(
n(p−1)
2p +
s
2 )Γ(
n
2p )
for ∇s
+(
21−sp
n−p
) (
Γ( n2p−
s
2 )Γ(
n(p−1)
2p +
1
2 )
Γ(
n(p−1)
2p +
s
2 )Γ(
n
2p−
1
2 )
)
for ∇s−.
(ii) If sp = n and Ω ⊆ Rn is a domain with volume |Ω| < ∞, then exists a positive constant
csp=n,± depending only on s and n such that
sup
g∈Fs,±(Ω)
∫
Ω
exp
(
κ|g(x)|
‖∇s±g‖L
n
s
) n
n−s dx
|Ω|
≤ csp=n,± ∀ 0 ≤ κ ≤ κsp=n,±.
Here
κsp=n,± =

(
n
ωn−1
) n−s
n π
n
2 2sΓ( s2 )
Γ( n−s2 )
for ∇s
+(
n
ωn−1
) n−s
n π
n
2 2sΓ( s+12 )
Γ( n+1−s2 )
for ∇s−
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is sharp in the sense that if Ω is a Euclidean ball and κ > κsp=n,± then the last integral
inequality cannot hold without forcing csp=n,± to depend only on s and p.
(iii) If sp > n and Ω ⊆ Rn is a domain with volume |Ω| < ∞ then
sup
g∈Fs,±(Ω)
|Ω|
sp−n
pn ‖g‖L∞
‖∇s±g‖Lp
≤ κsp>n,± =

csp>n
(
Γ( n−s2 )
2sπ
n
2 Γ( s2 )
)
for ∇s
+
csp>n
(
Γ( n−s+12 )
2sπ
n
2 Γ( 1+s2 )
)
for ∇s−.
Moreover, the constant κsp>n,± is sharp in the sense that if Ω is a Euclidean ball then
sup
g∈Fs,±(Ω)
‖g‖L∞
|Ω|
sp−n
pn ‖∇s±g‖Lp
= κsp>n,±.
Proof. The sharp inequalities in (i), (ii) and (iii) are suitably called the sharp Hardy-Rellich,
Adams-Moser and Morrey-Sobolev inequalities for the fractional order twin gradients ∇0<s<1± ,
respectively. Since (i) follows readily from [6, Corollary 1 & Theorem 4 (16)], the definition
of ∇s± and Is = (−∆)
− s2 , it remains to verify (ii)-(iii).
Case - ∇s
+
. Under this situation we have
g ∈ Is
(
C∞c (Ω)
)
⇐⇒ ∃ u ∈ C∞c (Ω) such that g = Isu
and
∇s
+
g = (−∆)
s
2 Isu = u ∈ C
∞
c (Ω).
This, along with Theorem 3.1(ii)/(iii), directly gives the desired conclusion in (ii)/(iii) for ∇s
+
and the corresponding sharp case.
Case - ∇s−. From the hypothesis
g ∈ (−∆)
1−s
2
(
C∞c
)
it follows that
g = (−∆)
1−s
2 u for some u ∈ C∞c ,
and hence
∇s−g = ∇
s
−(−∆)
1−s
2 u = ∇u.
Also, according to [33, (5.6)&(4.4)] we have
−(−∆)
1−s
2 u = div−s∇u = κ−s
∫
Rn
h·∇u(x+h)
|h|n−s+1
dh
κ−s =
Γ
(
n−s+1
2
)
2sπ
n
2 Γ
(
1+s
2
) ,(3.1)
thereby finding
|g(x)| = |(−∆)
1−s
2 u(x)| ≤ κ−s
∫
Rn
|x − y|s−n|∇u(y)| dy = κ−sIs|∇u|(x),(3.2)
which exists as a fractional variant of (1.2). In light of (3.2) and Theorem 3.1(ii)/(iii), we
obtain the desired inequality in Theorem 3.2(ii)/(iii).
To see that κsp≥n,− is sharp, we consider two situations below.
⊲ sp = n. Without loss of generality we may assume that Ω is the origin-centered unit
ball Bn. If for some κ > κsp=n,− it holds that
(3.3) sup
u∈C∞c (B
n)
∫
Bn
exp
κ|(−∆)
1−s
2 u(x)|∥∥∥|∇u|∥∥∥
Lp

n
n−s
dx
|Bn|
= sup
g∈Fs,−(Bn)
∫
Bn
exp
(
κ|g(x)|
‖∇s−g‖Lp
) n
n−s dx
|Bn|
≤ csp=n,−,
then we are about to construct suitable functions u to show that (3.3) forces κ ≤ κsp=n,−,
thereby revealing that κsp=n,− is the sharp number to guarantee Theorem 3.2(ii).
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Being somewhat motivated by [3, pp.391-392] and [12, p.7], for r ∈ (0, 1) we let Bnr
be the origin-centered ball with radius r and
ur(x) =
|x|1−s1Bn\Bnr (x)
(1 − s)ωn−1 log
1
r
.
Then
(3.4)

∇ur(x) =
x|x|−1−s1Bn\Bnr
(x)
ωn−1 log
1
r∥∥∥|∇ur |∥∥∥Lp =
(
ωn−1 log
1
r
) 1−p
p
=
(
ωn−1 log
1
r
) s−n
n
.
Consequently, we use the first equation in (3.4), (3.1) and the polar-coordinate-system
to achieve that if x ∈ Bnr then
−(−∆)
1−s
2 ur(x) = κ−s
∫
Rn
h · ∇ur(x + h)
|h|n−s+1
dh
= κ−s
∫
Bn\Bnr
(z − x) · ∇ur(z)
|z − x|n+1−s
dz
=
 κ−s
ωn−1 log
1
r

∫
Bn\Bnr
(z − x) · z
|z|1+s
|z − x|n+1−s
dz
=
 κ−s
ωn−1 log
1
r

∫ 1
r

∫
Sn−1
(
θ − x
ρ
)
· θ∣∣∣θ − x
ρ
∣∣∣n+1−s dθ
 dρρ
=
 κ−s
log 1
r

∫ |x|
r
|x|
 1ωn−1
∫
Sn−1
(
θ − t x
|x|
)
· θ∣∣∣θ − t x
|x|
∣∣∣n+1−s dθ
 dtt
=
 κ−s
log 1
r

∫ |x|
r
|x|
U(t)
dt
t
,
where
U(t) =
1
ωn−1
∫
Sn−1
(
θ − t x
|x|
)
· θ∣∣∣θ − t x
|x|
∣∣∣n+1−s dθ
is independent of the variable x after a rotation. Since U(0) = 1, we write∫ |x|
r
|x|
U(t)
dt
t
=
∫ |x|
r
|x|
U(0)
dt
t
+
∫ |x|
r
|x|
(
U(t) − U(0)
) dt
t
= log
1
r
+ T (|x|, r).
For the error term T (|x|, r), observing that∫ 1
0
|U(t) − U(0)|
dt
t
≤
∫ 1/2
0
t sup
τ∈(0,1/2)
|∇U(τ)|
dt
t
+
∫ 1
1/2
|U(t) − 1|
dt
t
. 1,
we therefore derive that, for ǫ > 0 there is a sufficiently small r0 > 0 such that
sup
x∈Bnr
∣∣∣∣∣T (|x|, r)( log 1r
)−1∣∣∣∣∣ ≤ sup
x∈Bnr
∣∣∣∣∣∣ 1log 1
r
∫ 1
0
|U(t) − U(0)|
dt
t
∣∣∣∣∣∣ < ǫ ∀ 0 < r ≤ r0.
So, we have
|(−∆)
1−s
2 ur(x)| ≥ κ−s(1 − ǫ) ∀ (x, r) ∈ B
n
r × (0, r0].
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This, along with (3.3) and the second formula of (3.4), gives
csp=n,− ≥
∫
B
n
r
exp
κ|(−∆)
1−s
2 ur(x)|∥∥∥|∇ur |∥∥∥Lp

n
n−s
dx
|Bn|
≥ rn exp

κκ−s(1 − ǫ)(
ωn−1 log
1
r
) s−n
n

n
n−s
,
which in turns implies that if 0 < r ≤ r0 then
κκ−s(1 − ǫ) ≤
(
log
csp=n,−
rn
) n−s
n (
ωn−1 log
1
r
) s−n
n
=
 log
csp=n,−
rn
ωn−1 log
1
r

n−s
n
.
Letting ǫ ↓ 0 and r ↓ 0 yields
κκ−s ≤
(
n
ωn−1
) n−s
n
i.e. κ ≤ κsp=n,− =
(
κ−s
)−1 ( n
ωn−1
) n−s
n
,
as desired.
⊲ sp > n. Let 
(x0, r0) ∈ R
n × (0,∞)
Ω = B(x0, r0)
β = − n−s
p−1
uβ(x) = (β + 1)
−11B(x0,r0)|x − x0|
β+1
gβ(x) = (−∆)
1−s
2 uβ(x).
Notice that uβ can be approximated by functions in C
∞
c and
∇s−gβ(x) = ∇uβ(x) = 1B(x0,r0)|x − x0|
β x − x0
|x − x0|
.
So, by (3.1) and the calculations in the proof of Theorem 3.1(iii), we obtain
‖∇s−gβ‖Lp =
(∫
B(x0,r0)
|x − x0|
βp dx
) 1
p
=
(
ωn−1
n
) 1
p
(
n
βp + n
) 1
p
r
β+ n
p
0
and
|gβ(x0)| = κ−s
∣∣∣∣∣∣
∫
Rn
h · ∇uβ(x0 + h)
|h|n−s+1
dh
∣∣∣∣∣∣ = κ−s
∫
|h|<r0
|h|β+s−n dh = κ−s
(
ωn−1
β + s
)
r
β+s
0
.
This in turn implies
κsp>n,− ≥ sup
g∈Fs,−(B(x0,r0))
‖g‖L∞(B(x0,r0))
|B(x0, r0)|
sp−n
pn ‖∇s±g‖Lp
≥
|gβ(x0)|
|B(x0, r0)|
sp−n
pn ‖∇s±gβ‖Lp
= κ−scsp>n
= κsp>n,−,
and so κsp>n,− is sharp.

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4. FRACTIONAL HARDY-SOBOLEV SPACES AND THEIR DUALITIES
4.1. Fractional Hardy-Sobolev spaces Hs,p and H
s,p
± . Suppose 0 < s < 1 ≤ p < ∞. Since
both ∇s
+
u and ∇s−u are well defined when u ∈ S
′
s, the study for the case p = 1 of (2.5) in [20]
motivates us to consider the fractional Hardy-Sobolev space
Hs,p =
{
u ∈ S′s : [u]Hs,p = ‖(−∆)
s
2u‖Hp < ∞
}
.
Note that
u1 − u2 = constant ⇐⇒ [u1]Hs,p = [u2]Hs,p .
So, [·]Hs,p is properly a norm on quotient space of H
s,p modulo the space of all real constants,
and consequently this quotient space is a Banach space.
Upon introducing
H
s,p
± =
{
u ∈ S′s : [u]Hs,p± = ‖∇
s
±u‖Lp < ∞
}
,
we find immediately
Hs,p = H
s,p
+ ∩ H
s,p
− .
Indeed, as shown in the next theorem, when s ∈ (0, 1) and p ∈ (1,∞), these three spaces are
equal to each other and they all have the Schwartz class S and
S∞ = {φ ∈ S : the Fourier transform of φ is 0 near the origin}
as dense subspaces.
Theorem 4.1. Let 0 < s < 1 < p < ∞. Then
S∞⊆S ⊆ H
s,p
= H
s,p
+ = H
s,p
− .
Moreover, both S∞ and S are dense in H
s,p and H
s,p
± .
Proof. Notice that any u ∈ S satisfies (−∆)
s
2u ∈ Ss (cf. [32]). Of course, any function in Ss
belongs to L1<p<∞. We therefore obtain
S ⊆ Hs,p.
Given p ∈ (1,∞), upon recalling boundedness of the Riesz transforms R j on L
p (cf. [35])
and the identity
id = −
n∑
j=1
R2j in L
p,
we achieve
‖ f ‖Lp + ‖~R f ‖Lp ≈ ‖ f ‖Lp ≈ ‖~R f ‖Lp ∀ f ∈ L
p,
thereby reaching
‖(−∆)
s
2u‖Lp + ‖~R(−∆)
s
2u‖Lp ≈ ‖(−∆)
s
2u‖Lp ≈ ‖~R(−∆)
s
2u‖Lp.
This in turn implies
[u]Hp,s ≈ [u]Hs,p+ ≈ [u]H
s,p
−
.
Consequently, we obtain
Hs,p = H
s,p
+ = H
s,p
− .
It suffices to show the density of S∞ in H
s,p
+ . If u ∈ H
s,p
+ , then
u ∈ S′s & (−∆)
s
2u ∈ Lp.
Due to the density of S∞ in L
p (cf. the proof of [20, Lemma 2.9(iii)]), we can find a sequence
{ f j} j∈N in S∞ such that
lim
j→∞
‖ f j − (−∆)
s
2 u‖Lp = 0.
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For any j ∈ N, we write
u j = Is f j ∈ S∞.
Upon noticing
f j = (−∆)
s
2u j,
we obtain
[u j − u]Hs,p
+
= ‖(−∆)
s
2 (u j − u)‖Lp = ‖ f j − (−∆)
s
2u‖Lp → 0 as j →∞.
Thus, any u ∈ H
s,p
+ can be approximated by the S∞-functions {u j} j∈N. 
4.2. Dual Hardy-Sobolev spaces [Hs,p]∗ and [H
s,p
± ]
∗. In this subsection, we are about to
show that these dual spaces can be characterized by
(T0, T1, . . . , Tn) ∈
(
L
p
p−1
)n+1
solving the fractional differential equation
[∇s
+
]∗T0 = T or [∇
s
−]
∗(T1, . . . , Tn) = T.
Theorem 4.2. Let 0 < s < 1 < p < ∞ and p′ =
p
p−1
. Then for any distribution T ∈ S′ the
following three assertions are equivalent:
(i) T ∈ [Hs,p]∗ = [H
s,p
+ ]
∗
= [H
s,p
− ]
∗;
(ii) ∃ T0 ∈ L
p′ such that T = [∇s
+
]∗T0 in S
′;
(iii) ∃ (T1, . . . , Tn) ∈ (L
p′)n such that T = [∇s−]
∗(T1, . . . , Tn) in S
′.
Proof. Note that Theorem 4.1 implies
(4.1) [Hs,p]∗ = [H
s,p
+ ]
∗
= [H
s,p
− ]
∗.
So, we begin with showing that (ii) implies (i) by considering H
s,p
+ . If (ii) is valid, i.e., if
T = [∇s
+
]∗T0 in S
′ for some T0 ∈ L
p′ ,
then
〈T, φ〉 = 〈[∇s
+
]∗T0, φ〉 = 〈T0,∇
s
+
φ〉 = 〈T0, (−∆)
s
2φ〉 ∀ φ ∈ S,
and hence
|〈T, φ〉| ≤ ‖T0‖Lp′‖(−∆)
s
2φ‖Lp = ‖T0‖Lp′ [φ]Hs,p+ ∀ φ ∈ S.
Accordingly, using the density of S in H
s,p
+ , we see that T induces a bounded linear functional
on H
s,p
+ . This proves that
T ∈ [H
s,p
+ ]
∗
and (i) holds due to (4.1).
Conversely, in order to show that (i) implies (ii), upon assuming
T ∈ [H
s,p
+ ]
∗,
we are required to find
T0 ∈ L
p′ such that T = [∇s
+
]∗T0 in S
′.
Inspiring by [7, Proposition 1, pp. 399-400], we consider the operator
A+ : H
s,p
+ → L
p via u 7→ A+u = (−∆)
s
2u
Evidently, the above-defined linear operator A+ is bounded and hence closed. Thus, if
u ∈ H
s,p
+ enjoys ‖(−∆)
s
2u‖Lp = 0,
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then
(−∆)
s
2u = 0 almost everywhere on Rn,
and hence
u = Is(−∆)
s
2u ≡ 0 on Rn.
This in turn implies that the operator A+ is injective. Moreover, due to
‖A+u‖Lp = ‖(−∆)
s
2u‖Lp = [u]Hs,p
+
,
the operator A+ has actually a continuous inverse from L
p to H
s,p
+ . Accordingly, by the closed
range theorem (see [40, p. 208, Corollary 1]), we know that the adjoint operator
A∗
+
: Lp
′
→ [H
s,p
+ ]
∗ defined by 〈A∗
+
F, u〉 = 〈F, A+u〉 ∀ (F, u) ∈ L
p′ × H
s,p
+ ,
is surjective. In particular, if
T ∈ [H
s,p
+ ]
∗,
then there exists
T0 ∈ L
p′ such that A∗
+
T0 = T.
Consequently, for any φ ∈ S, we have
〈A∗
+
T0, φ〉 = 〈T0, A+φ〉 = 〈T0, (−∆)
s
2φ〉 = 〈[∇s
+
]∗T0, φ〉,
namely,
T = A∗
+
T0 = [∇
s
+
]∗T0 in S
′.
This completes the argument for that (i) implies (ii).
Next, we show that (iii) implies (i) by considering H
s,p
− . If
T = [∇s−]
∗ ~T in S′ for some ~T = (T1, . . . , Tn) ∈ (L
p′)n,
then for any φ ∈ S we have
〈T, φ〉 = 〈[∇s−]
∗ ~T , φ〉
= −
n∑
j=1
〈(−∆)
s
2R jT j, φ〉
= −
n∑
j=1
〈R jT j, (−∆)
s
2φ〉
=
n∑
j=1
〈T j,R j(−∆)
s
2φ〉
=
n∑
j=1
〈T j,∇
s
jφ〉,
whence
|〈T, φ〉| ≤
n∑
j=1
‖T j‖Lp′‖∇
s
jφ‖Lp ∀ φ ∈ S.
Since S is dense in H
s,p
− , it follows that T induces a bounded linear functional on H
s,p
− . This
shows (iii)=⇒(i).
Conversely, in order to show (i)=⇒(iii), assuming
T ∈ [H
s,p
− ]
∗,
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we are about to verify that
T = [∇s−]
∗ ~T = (T1, . . . , Tn) in S
′ for some ~T ∈ (Lp
′
)n.
To this end, we consider the bounded linear operator
A− : H
s,p
− → (L
p)n via u 7→ ∇s−u.
Now we validate that the just-defined operator A− is injective. If
u ∈ H
s,p
− satisfies ∇
s
−u = 0 in (L
p)n,
then, for any ψ ∈ S∞, we apply the Fourier transform to derive
ψ = −
n∑
j=1
∇sjIsR jψ with IsR jψ ∈ S∞⊆L
p′ ,
thereby giving
|〈u, ψ〉| =
∣∣∣∣∣∣∣
n∑
j=1
〈u,∇sjIsR jψ〉
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
n∑
j=1
〈∇sju, IsR jψ〉
∣∣∣∣∣∣∣ ≤
n∑
j=1
‖∇sju‖Lp‖IsR jψ‖Lp′= 0.
This, along with the density of S∞ in L
p′ (cf. the proof of [20, Lemma 2.9(iii)]), further gives
u = 0 in Lp & a. e. =⇒ u = 0 in H
s,p
− .
Accordingly, A− is an injective map from H
s,p
− onto A−(H
s,p
− ) (the closed range of A−) ⊆ (L
p)n.
This, along with
‖A−u‖Lp = ‖∇
s
−u‖Lp = [u]Hs,p− ,
ensures that A− has a continuous inverse from A−(H
s,p
− ) to H
s,p
− . Upon applying the closed
range theorem (see [40, p. 208, Corollary 1]) we get that the adjoint operator
A∗− :
[
A−(H
s,p
− )
]∗
→ [H
s,p
− ]
∗ via 〈A∗− ~F, u〉 = 〈 ~F, A−u〉 ∀ ( ~F, u) ∈
[
A−(H
s,p
− )
]∗
× H
s,p
−
is surjective, thereby finding
~To ∈
[
A−(H
s,p
− )
]∗
such that A∗−~To = T.
Upon utilizing the Hahn-Banach theorem to extend ~To to
~T = (T1, . . . , Tn) ∈ (L
p′)n =
[
(Lp)n
]∗
we have
〈T, φ〉 = 〈A∗− ~To, φ〉 = 〈~To, A−φ〉 = 〈~T ,∇
s
−φ〉 = 〈[∇
s
−]
∗ ~T , φ〉 ∀ φ ∈ S,
whence
T = A∗−
~T = [∇s−]
∗~T in S′.
This completes the argument for (i)=⇒(iii). 
Let div be the classical divergence operator whose action on a vector-valued function ~Y is
given by
div~Y = ∇ · ~Y .
As a limiting case s ↑ 1 of Theorem 4.2, we have the following conclusion.
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Proposition 4.3. Let p ∈ (1,∞). Then Lp = ~R · (Lp)n - namely -
f ∈ Lp ⇐⇒ ∃ ( f1, . . . , fn) ∈ (L
p)n such that f =
n∑
j=1
R j f j in L
p.
Consequently, for any Y ∈ Lp, there exist (Y0, Y1, . . . , Yn) ∈ (L
p)1+n such that
div
(
(−∆)−
1
2Y1, · · · , (−∆)
− 12Yn
)
= Y = (−∆)
1
2Y0 in L
p.
Proof. Given 1 < p < ∞. Thanks to the boundedness of ~R on Lp and the identity
~R · ~R = −id in Lp,
we have that any f ∈ Lp enjoys the desired property
f j = −R j f ∈ L
p & f =
∞∑
j=1
R j f j in L
p.
As a consequence, for any Y ∈ Lp we can find a vector-valued function
~Y = (Y1, . . . , Yn) ∈
(
Lp
)n
such that
Y =
n∑
j=1
R jY j = ∇ ·
(
(−∆)−
1
2 ~Y
)
= div
(
(−∆)−
1
2Y1, · · · , (−∆)
− 12Yn
)
in S′.
Also, if
Y0 = I1Y,
then
Y = (−∆)
1
2 I1Y = (−∆)
1
2Y0 in S
′.
Since S is dense in [Lp]∗ = L
p
p−1 , we deduce that the last two equalities hold in Lp. 
Remark 4.4. Whenever s = p = 1 we define
H1,1 =
{
f ∈ S′s : [ f ]H1,1 = ‖(−∆)
1
2 f ‖H1 < ∞
}
.
Just like S∞ is dense in H
1, we have also the density of S∞ in H
1,1 (cf. [20, Proposition 2.12]).
But for functions in S∞ the Fourier transform easily derives
[ f ]H1,1 = ‖(−∆)
1
2 f ‖L1 + ‖∇ f ‖L1.
Thus, H1,1 can be equivalently defined to be the space of all locally integrable functions on Rn
satisfying [ f ]H1,1 < ∞. In analogy to Theorem 4.2 and Proposition 4.3, we have:
(i) H1,1 = ~R ·
(
H1,1
)n
- namely -
Z ∈ H1,1 ⇐⇒ ∃ (Z1, . . . , Zn) ∈ (H
1,1)n such that Z =
n∑
j=1
R jZ j.
This is due to the fact that any Z ∈ H1,1 can be written as
Z =
n∑
j=1
R jZ j where Z j = −R jZ ∈ H
1,1.
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(ii) Given a distribution T ∈ S′,
T ∈ [H1,1]∗ ⇐⇒ ∃ (T0, T1, . . . , Tn) ∈ (L
∞)1+n such that T = (−∆)
1
2T0 − div(T1, . . . , Tn) in S
′.
This follows from the endpoint s = 1 of [20, Theorem 4.3(i)] (cf. [25, Lemma 4.1] for
the dual of the endpoint Sobolev space W˙1,1) and the basic formula
[∇1
+
]∗ = (−∆)
1
2 & [∇1−]
∗
= −div.
(iii) Thanks to (i) and the fact that any
~Z = (Z1, . . . , Zn) ∈
(
H1,1
)n
satisfies
n∑
j=1
R jZ j = ∇ ·
(
(−∆)−
1
2 ~Z
)
= div
(
(−∆)−
1
2Z1, . . . , (−∆)
− 12Zn
)
,
we get that
∀ Z ∈ H1,1 ∃ (Z1, . . . , Zn) ∈ (H
1,1)n such that div
(
(−∆)−
1
2Z1, . . . , (−∆)
− 12Zn
)
= Z.
5. DISTRIBUTIONAL SOLUTIONS OF DUALITY EQUATIONS
5.1. Distributional solutions to [∇s±]
∗u = µ. For any α ∈ (0, n) and nonnegative Radon
measure µ on Rn, define
Iαµ(x) = cn,α
∫
Rn
|x − y|α−n dµ(y) ∀ x ∈ Rn
and
‖|µ‖|n−α = sup
(x,r)∈Rn×(0,∞)
rα−nµ
(
B(x, r)
)
.
Observe that
(5.1) Iαµ(x)≥ cn,α
∫
B(0,r)
|x − y|α−n dµ(y) ≥ cn,αµ
(
B(0, r)
)(
|x| + r
)α−n
∀ (x, r) ∈ Rn × (0,∞).
As a straightforward application of Theorem 4.2, we can characterize distributional solutions
to the following fractional duality equations
[∇s
+
]∗u0 = µ & [∇
s
−]
∗(u1, . . . , un) = µ.
Upon extending [24, Theorems 3.1-3.2-3.3] - if µ is a nonnegative Radon measure on Rn≥2
then 
∃ ~F ∈ (L
n
n−1<p<∞)n such that div~F = µ ⇐⇒ I1µ ∈ L
p
∃ ~F ∈
(
L1≤p≤
n
n−1
)n
such that div~F = µ ⇐⇒ µ = 0
∃ ~F ∈ (L∞)n such that div~F = µ ⇐⇒ ‖|µ‖|n−1 < ∞,
we obtain
Theorem 5.1. Let 0 < s < 1 < p < ∞ and µ be a nonnegative Radon measure on Rn. Then
either
∃ u0 ∈ L
p such that [∇s
+
]∗u0 = µ in S
′(5.2)
or
∃ (u1, . . . , un) ∈ (L
p)n such that [∇s−]
∗(u1, . . . , un) = µ in S
′(5.3)
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holds if and only if µ = 0 if p ∈ (1,
n
n−s
]
Isµ ∈ L
p if p ∈ ( n
n−s
,∞).
Proof. Let us start with the case p ∈ (1, n
n−s
]. Clearly, if µ = 0, then
u0 = u1 = · · · = un = 0
ensures
[∇s
+
]∗u0 = 0
and
[∇s−]
∗(u1, . . . , un) = 0.
Thus it is enough to show the only-if-part.
Consider first the operator [∇s
+
]∗ and assume that (5.2) holds for some u0 ∈ L
p. For any
φ ∈ S∞, we utilize the Fourier transform to derive
φ = (−∆)
s
2 Isφ
and hence
〈u0, φ〉 = 〈u0, (−∆)
s
2 Isφ〉 = 〈[∇
s
+
]∗u0, Isφ〉 =
∫
Rn
Isφ(x) dµ(x) =
∫
Rn
(
Isµ(x)
)
φ(x) dx,
which, along with the fact that S∞ is dense in
[Lp]∗ = L
p
p−1 ,
gives
Isµ = u0 in L
p.
From this and the observation (5.1) it follows that
∫
Rn
(
µ
(
B(0, r)
)
(|x| + r)(s−n)
)p
dx < ∞ under (n − s)p ≤ n.
However, this is impossible unless µ = 0.
Consider next the operator [∇s−]
∗. Assume that (5.3) holds - namely -
~u = (u1, . . . , un) ∈ (L
p)n
is a distributional solution of
[∇s−]
∗~u = µ.
For any ψ ∈ S∞, by the fact Isψ ∈ S∞, the definition of
[∇s−]
∗
= −divs = − (−∆)
s
2 ~R
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and the self-adjointness of (−∆)
s
2 , we obtain
〈Isµ, ψ〉 =
〈
Is
(
[∇s−]
∗~u
)
, ψ
〉
= 〈[∇s−]
∗~u, Isψ〉
= −
∫
Rn
divs~u(x)Isψ(x) dx
= −
n∑
j=1
∫
Rn
(−∆)
s
2R ju j(x)Isψ(x) dx
= −
n∑
j=1
∫
Rn
R ju j(x)(−∆)
s
2 Isψ(x) dx
= −
n∑
j=1
∫
Rn
R ju j(x)ψ(x) dx
= −
n∑
j=1
〈R ju j, ψ〉,
which, together with the aforementioned density of S∞ in
[Lp]∗ = L
p
p−1
and the boundedness of R j on L
p, yields
Isµ = −
n∑
j=1
R ju j in L
p.
Similarly to the argument for the operator [∇s
+
]∗, the fact Isµ ∈ L
p and (5.1) again derive µ = 0.
Next, we handle the case p ∈ ( n
n−s
,∞). Clearly, the only-if-part follows from the same
argument as the case p ∈ (1, n
n−s
]. So, it remains to verify the if-part under
Isµ ∈ L
p for (n − s)p > n.
According to Theorem 4.2, we only need to validate that such a measure µ induces a bounded
linear functional on H
s,p′
+ , where p
′
=
p
p−1
. To this end, for any φ ∈ S, by the fact
φ = Is(−∆)
s
2φ
and the Fubini theorem, we write∫
Rn
φ dµ =
∫
Rn
Is(−∆)
s
2φ(x) dµ(x) =
∫
Rn
(−∆)
s
2φ(x)Isµ(x) dx,
so the Ho¨lder inequality gives∣∣∣∣∣
∫
Rn
φ dµ
∣∣∣∣∣ ≤ ‖Isµ‖Lp‖(−∆) s2φ‖Lp′ = ‖Isµ‖Lp[φ]Hs,p′
+
.
Combining this with the density of S in H
s,p′
+ (cf. Theorem 4.1) leads to that µ can be extended
to a bounded linear functional on H
s,p′
+ .

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5.2. Morrey’s regularity for distributional solutions of [∇s±]
∗u = f . In accordance with the
basic identity
[∇s−]
∗(∇s−u) = −[∇
2s
+
]∗u ∀ u ∈ C∞c
and [29, Theorem 1.1] - if Ω is an open subset of Rn,
(p, s) ∈ (2 − n−1,∞) × (0, 1],
and u ∈ Hs,p is a distributional solution to the following fractional p-Laplace equation with a
natural variation structure
divs(|∇s−u|
p−2∇s−u) = 0 in Ω,
i.e., ∫
Rn
|∇s−u|
p−2∇s−u · ∇
s
−φ dx = 0 ∀ φ ∈ C
∞
c (Ω),
then u ∈ Cs+α
loc
(Ω) for some positive constant α depending on p only, we are led to settle
Morrey’s regularity for the distributional solutions of the fractional duality equations
[∇s±]
∗u = f .
For any (p, κ) ∈ [1,∞) × (0, n], the Morrey space Lp,κ was introduced by Morrey [22] and
used to study the solution of some quasi-linear elliptic partial differential equations, where Lp,κ
comprises all Lebesgue measurable functions f on Rn with
‖ f ‖Lp,κ = sup
(x,r)∈Rn×(0,∞)
(
rκ−n
∫
B(x,r)
| f (y)|p dy
) 1
p
< ∞.
In particular, when (p, κ) ∈ [1,∞) × {n}, the space Lp,n is just the classical Lebesgue space Lp.
For (p, κ) ∈ (1,∞) × (0, n), let Hp,κ be the space of all Lebesgue measurable functions f on
R
n such that
‖ f ‖Hp,κ = inf
ω
(∫
Rn
| f (x)|p
(
ω(x)
)1−p
dx
) 1
p
< ∞,
where the infimum is taken over all nonnegative functions ω on Rn satisfying
‖ω‖L1(Λn−κ
(∞)
) =
∫ ∞
0
Λ
n−κ
(∞) ({x ∈ R
n : ω(x) > t}) dt ≤ 1.
Here and hereafter, for any given α ∈ (0, n), the symbol Λα
(∞)
(E) denotes the α-th order Haus-
dorff capacity of a subset E ⊆ Rn, given by
Λ
α
(∞)(E) = inf

∑
j
rαj : E ⊆
⋃
j
B(x j, r j) with x j ∈ R
n and r j ∈ (0,∞)
 .
According to [5], we have the duality
[Hp
′,κ]∗ = Lp,κ.
From [26, (5.1)] and [2, Corollary & Proposition 5], we have that if
‖|µ‖|n−κ < ∞
then
(5.4)
∫
Rn
|Iκu| dµ . ‖Iκu‖L1(Λn−κ
(∞)
) . ‖u‖H1 ∀ u ∈ H
1.
Consequently, if
dνκ(x) = |x|
−κ dx
FRACTIONAL DIFFERENTIAL COUPLES BY SHARP INEQUALITIES AND DUALITY EQUATIONS 23
then
‖|νκ‖|n−κ < ∞
and hence (5.4) is used to produce the Stein-Weiss-Hardy inequality at the endpoint p = 1:
(5.5)
∫
Rn
|x|−κ|Iκu(x)| dx . ‖u‖H1 ∀ u ∈ H
1.
This, along with (cf. [20, (1.3)-(1.4)])
[u]Hs,1 . [u]W s,1 =
∫
Rn
∫
Rn
|u(x) − u(y)|
|x − y|n+s
dy dx ∀ u ∈ S,
derives
(5.6)
∫
Rn
|x|−s|u(x)| dx . [u]Hs,1 . [u]W s,1 ∀ u ∈ S,
which may be viewed as an improvement of the case p = 1 of [11, Theorem 1.1].
Upon taking a function ϕ satisfying
0 ≤ ϕ ∈ S∫
Rn
ϕ(x) dx = 1
ϕt(x) = t
−nϕ(t−1x) ∀ (t, x) ∈ (0,∞) × Rn,
we extend the real Hardy space Hp from p ∈ [1,∞) to p ∈ (0,∞) via defining (cf. [36])
Hp =
{
f ∈ S′ : ‖ f ‖Hp =
∥∥∥∥ sup
t∈(0,∞)
|ϕt ∗ f |
∥∥∥∥
Lp
< ∞
}
under 0 < p < ∞.
Then (cf. [10, 36])
[Hp]∗ =
BMO as p = 1Lipn(p−1−1) as p ∈ ( nn−1 , 1).
Here and henceforth, Lip0<α<1 is the (0, 1) ∋ α-Lipschitz space of all functions f on R
n satis-
fying
‖ f ‖Lipα = sup
x,y∈Rn , x,y
| f (x) − f (y)|
|x − y|α
< ∞.
Theorem 5.2. Let 
0 < s < 1 < n
0 < κ ≤ n
1 ≤ p < κ
s
1 < q < nκ
p
−s
1 <

q ≤ κκ
p
−s
as 1 < p < κ
s
q < n
n−s
as 1 = p < κ
s
.
If f ∈ Lp,κ, then
∃ (F0, F1, . . . , Fn) ∈

(
Lips− κ
p
)1+n
as f ∈ Lp>
κ
s
,κ(
BMO
)1+n
as f ∈ Lp=
κ
s ,κ(
Lq, q(
κ
p
−s))1+n as f ∈ Lp< κs ,κ
such that
[∇s
+
]∗F0 = f = [∇
s
−]
∗(F1, ..., Fn)
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holds in the sense of∫
Rn
(
[∇s
+
]∗F0 − f
)
(x)φ(x) dx = 0 =
∫
Rn
(
[∇s−]
∗(F1, ..., Fn) − f )(x)φ(x) dx ∀ φ ∈ S.
Proof. Suppose f ∈ Lp,κ. Note that the desired regularity for
[∇s
+
]∗F0 = (−∆)
s
2F0 = f in S
′
follows from [18, Theorem 1.2] with F0 = Is f . So, it remains to check the desired regularity
for
[∇s−]
∗(F1, ..., Fn) = f in S
′.
To this end, we define the measure µ f by
dµ f (x) = | f (x)| dx.
Then, for any (x, r) ∈ Rn × (0,∞), we utilize the Ho¨lder inequality to derive
µ f (B(x, r)) =
∫
B(x,r)
| f (y)| dy ≤
(∫
B(x,r)
| f (y)|p dy
) 1
p
|B(x, r)|
p−1
p . ‖ f ‖Lp,κr
n− κ
p ,
thereby achieving
‖|µ f ‖|n− κ
p
. ‖ f ‖Lp,κ < ∞.
The forthcoming demonstration consists of essentially two components.
Part 1 - the case sp ≥ κ.
Under this condition we have[
H
n
n+s− κp
]∗
=

BMO as sp = κ
Lips− κ
p
as sp > κ.
We are inspired by the proof of [7, Proposition 1, pp. 399-400] (cf. [24, Theorem 3.2]) to set
Y = (H
n
n+s− κp )n =
n︷                     ︸︸                     ︷
H
n
n+s− κp × · · · × H
n
n+s− κp
and
X =
{
u ∈ S′s : ∇
s
ju ∈ H
n
n+s− κp for j = 1, 2, . . . , n
}
,
endowed with the norm
‖u‖X =
n∑
j=1
‖∇sju‖
H
n
n+s− κp
.
Note that ‖u‖X = 0 if and only if u is a constant function on R
n. So, X is treated as a quotient
space modulo the space of constant functions. Since S∞ ⊂ S ∩ X ⊂ X and S∞ is dense in the
Hardy space H
n
n+s− κp (cf. [2]), one easily deduces the density of S ∩ X in X.
Consider the operator
A : X → Y via u 7→ A(u) = ∇s−u.
This operator is well defined in that the action of the operator ∇s− can be defined on the distri-
bution space S′s. Moreover, it is easy to see that A is a bounded linear operator.
We can also show that the operator A is injective. To this end, assuming that u ∈ X satisfies
∇s−u = 0 in (H
n
n+s− κp )n,
we are required to show
u = constant =⇒ u = 0 in X.
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Note that
u ∈ X =⇒ u ∈ S′s & ∇
s
ju ∈ H
n
n+s− κp .
Thus, for any ψ ∈ S∞, we use the Fourier transform to derive
ψ = −
n∑
j=1
∇sjIsR jψ with IsR jψ ∈ S∞ ⊆ Lips− κ
p
,
thereby finding
|〈u, ψ〉| =
∣∣∣∣∣∣∣
n∑
j=1
〈u,∇sjIsR jψ〉
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
n∑
j=1
〈∇sju, IsR jψ〉
∣∣∣∣∣∣∣ ≤
n∑
j=1
‖∇sju‖
H
n
n+s− κp
‖IsR jψ‖Lips− κp
= 0.
This shows
u = 0 in S′/P.
In other words, u is a polynomial on Rn. However, if a polynomial u is a bounded linear
functional on Ss, then u must be a constant function, as desired.
The above analysis shows that the operator A is injective and has a continuous inverse from
A(X) ⊆ Y to X. Upon applying the closed range theorem (see [40, p. 208, Corollary 1]), we
deduce that the adjoint operator
A∗ : [A(X)]∗ → X∗ via 〈A∗ ~F, u〉 = 〈 ~F, Au〉 ∀ ( ~F, u) ∈ [A(X)]∗ × X.
is surjective.
Next, we validate that any f ∈ Lp,κ belongs to X∗. Indeed, for any φ ∈ S ∩ X, we apply [30,
Theorem 1.12] to write
φ = Is

n∑
j=1
R j∇
s
jφ
 .(5.7)
Also, using φ ∈ S, we derive from [20, Lemma 2.6] that ∇s
j
φ ∈ Ss, which easily implies that
R j∇
s
j
φ is continuous on Rn. From the fact
κ
p
≤ s < 1 ≤ n − 1
it follows that
n
n + s − κ
p
<
n
s
& n −
sn
n + s − κ
p
≤ n −
κ
p
,(5.8)
while the second inequality of (5.8) holds because after a change of variable
0 < t =
κ
p
≤ s
the function
ψ(t) = t(n + s − t) − sn
is strictly increasing on the interval (0, s] and ψ(s) = 0. By (5.8), [17, Theorem 1.1] and its
remark, we can derive the continuity of the mapping
Is : H
n
n+s− κp ∩ {all continuous functions} → L1µ f ,
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with operator norm at most a constant multiple of ‖|µ f ‖|n− κp . Combining these and boundedness
of R j on H
n
n+s− κp yields ∣∣∣∣∣
∫
Rn
φ(x) f (x) dx
∣∣∣∣∣ =
∣∣∣∣∣∣∣
n∑
j=1
∫
Rn
Is
(
R j∇
s
jφ
)
(x) f (x) dx
∣∣∣∣∣∣∣
≤
n∑
j=1
∫
Rn
∣∣∣∣Is (R j∇sjφ) (x)
∣∣∣∣ dµ f (x)
.
n∑
j=1
‖|µ f ‖|n− κ
p
‖R j∇
s
jφ‖
H
n
n+s− κp
. ‖ f ‖Lp,κ
n∑
j=1
‖∇sjφ‖
H
n
n+s− κp
≈ ‖φ‖X‖ f ‖Lp,κ.
Due to the density of S ∩ X in X, we arrive at the conclusion that f induces a bounded linear
functional on X.
To continue, like proving Theorem 4.2(iii) we use the surjective property of A∗ and the
Hahn-Banach extension theorem to obtain
~F = (F1, . . . , Fn) ∈ Y
∗
= (Lips− κ
p
)n
such that
〈 f , φ〉 = 〈A∗ ~F, φ〉 = 〈 ~F, Aφ〉 = 〈 ~F,∇s−φ〉 = 〈[∇
s
−]
∗ ~F, φ〉 ∀ φ ∈ S,
whence
[∇s−]
∗ ~F = A∗ ~F = f in S′.
Part 2 - the case sp < κ.
This part is similar to the case sp ≥ κ. To be precise, we take
Y =
(
Hq
′,q( κ
p
−s))n.
Define
X =
{
u ∈ S′s : ∇
s
ju ∈ H
q′,q( κ
p
−s) for j = 1, 2, . . . , n
}
endowed with the norm
‖u‖X =
n∑
j=1
‖∇sju‖Hq
′,q( κp −s) .
Again, observing that ‖u‖X = 0 if and only if u is a constant, we also understood this X as a
quotient space. Though we do not know if S ∩ X is dense in X, we use the space X˚ which is
the closure of S ∩ X in X.
Still we consider the operator
A : X˚ → Y via u 7→ A(u) = ∇s−u,
and can show that A is injective and has a continuous inverse from A(X˚) (the close range of A)
to X˚. Consequently, the closed range theorem (cf. [40, p. 208, Corollary 1]) can be applied to
derive that the adjoint operator
A∗ :
[
A(X˚)
]∗
→ (X˚)∗ via 〈A∗ ~F, u〉 = 〈 ~F, Au〉 ∀ ( ~F, u) ∈
[
A(X˚)
]∗
× X˚
is surjective.
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Next, we validate that any f ∈ Lp,κ belongs to (X˚)∗. Applying [19, Proposition 5.1] gives
the continuity of the mapping
Is : L
p,κ → Lq,q(
κ
p
−s).
Note that the boundedness of R j on H
q′,q( κp−s) is given in [4, Chapter 8]. So, upon using (5.7)
and the Fubini theorem, we derive that any φ ∈ S ∩ X satisfies∣∣∣∣∣
∫
Rn
φ(x) f (x) dx
∣∣∣∣∣ =
∣∣∣∣∣∣∣
n∑
j=1
∫
Rn
Is
(
R j∇
s
jφ
)
(x) f (x) dx
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
n∑
j=1
∫
Rn
R j∇
s
jφ(x)Is f (x) dx
∣∣∣∣∣∣∣
≤
n∑
j=1
‖R j∇
s
jφ‖Hq
′,q( κp −s)
‖Is f ‖Lq,q(
κ
p−s)
.
n∑
j=1
‖∇sjφ‖Hq
′,q( κp−s)
‖ f ‖Lp,κ
≈ ‖φ‖X‖ f ‖Lp,κ.
This implies that f can be extended to a bounded linear functional on X˚, that is, f ∈ (X˚)∗.
Because of f ∈ (X˚)∗ and the surjective property of A∗, we can borrow the idea of verifying
Theorem 4.2(iii) and use the Hahn-Banach extension theorem to find a vector-valued function
~F = (F1, . . . , Fn) ∈ Y
∗
=
(
Lq, q(
κ
p
−s))n
such that
〈A∗ ~F, φ〉 = 〈 ~F, Aφ〉 = 〈 ~F,∇s−φ〉 = 〈[∇
s
−]
∗ ~F, φ〉 ∀ φ ∈ S,
thereby reaching
[∇s−]
∗ ~F = A∗ ~F = f in S′.

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