The increasing demand for the identification of genetic variation responsible for common diseases has translated into a need for sophisticated methods for effectively prioritizing mutations occurring in disease-associated genetic regions. In this article, we prioritize candidate nonsynonymous single-nucleotide polymorphisms (nsSNPs) through a bioinformatics approach that takes advantages of a set of improved numeric features derived from protein-sequence information and a new statistical learning model called "multiple selection rule voting" (MSRV). The sequence-based features can maximize the scope of applications of our approach, and the MSRV model can capture subtle characteristics of individual mutations. Systematic validation of the approach demonstrates that this approach is capable of prioritizing causal mutations for both simple monogenic diseases and complex polygenic diseases. Further studies of familial Alzheimer diseases and diabetes show that the approach can enrich mutations underlying these polygenic diseases among the top of candidate mutations. Application of this approach to unclassified mutations suggests that there are 10 suspicious mutations likely to cause diseases, and there is strong support for this in the literature.
With the accelerating advancement of biomedical research, it has been widely accepted that inherited genetic variation plays an important role in the pathogenesis of common diseases, including heart disease, hypertension, diabetes, cancer, and many others, making the identification of causal genes and genetic variants the primary step toward the prevention, diagnosis, and treatment of these diseases. [1] [2] [3] Family-based linkage analysis and populationbased association studies have been the two major categories in which there have been remarkable successes in the identification of causal genetic variants. With use of a transmission model, linkage analysis explains the pattern of inheritance of phenotypes and genotypes exhibited in a pedigree. It works well for rare Mendelian diseases in which an individual genetic variant in a single gene is both necessary and sufficient to cause a disorder, but it has limited explanatory power when a single locus fails to explain a significant fraction of a disease. 1 In contrast, association studies that test whether the frequencies of alleles in patients are significantly different from those in control individuals are most meaningful when applied to genetic variants that have clear biological relation to the disease phenotype, but they are minimally effective for whole-genome searches in large and/or mixed populations. 1 The emergence of powerful yet low-cost sequencing techniques 4, 5 has been opening a new era in biotechnology in which the examination of all genetic variants in a large number of affected individuals and controls has become more and more feasible. For instance, the International HapMap Project has reported 11 million SNPs, including 10 completely sequenced 500-kb regions in which essentially all information about common DNA variation has been extracted. 3 Another major data source, the Swiss-Prot database, has collected 120,000 nonsynonymous SNPs (nsSNPs). 6 With the advent of such abundant information, traditional statistical methods confront evergreater challenges. Linkage analysis has low power for complex diseases that are thought to be caused by the combined effect of many susceptible genetic variants and their interactions with environmental factors, whereas association studies suffer from serious multiple-hypothesistesting problems when applied to a number of markers in a large population. 1 Indeed, the demand for identification of causal genetic variants among a vast number of irrelevant ones in which they are immersed has translated into a need for sophisticated tools integrating biophysical and biochemical knowledge with statistical learning methods, to effectively prioritize genetic variants underlying complex diseases.
Typically, in the traditional approach to the study of disease mutations ( fig. 1 , left panel), 10-30-Mb genetic regions are initially identified after establishing statistically significant genomewide evidence of linkage or association. Then, the suspicious regions are reduced to !1 Mb by a fine-mapping procedure, and candidate genetic variants are identified by sequence analysis. Finally, causal genetic variants are determined by functional tests. 2 With the Figure 1 . The traditional and the proposed bioinformatics approaches for disease mapping. In the traditional approach, 10-30-Mb genetic regions are obtained after establishing statistically significant genomewide evidence of linkage or association. Then, a finemapping procedure is applied to reduce the regions to !1 Mb. Finally, sequence analysis and functional tests are applied, to determine causal genetic variants. In the proposed bioinformatics approach, the fine-mapping step is replaced by the direct sequencing of the 10-30-Mb regions. To determine causal genetic variants, a bioinformatics approach integrating biophysical and biochemical, as well as statistical learning methods, is adopted.
emergence of current sequencing techniques, 4, 5 however, skipping the fine-mapping step and directly sequencing the 10-30-Mb genetic regions becomes increasingly possible. With a vast number of candidate genetic variants being sequenced, it becomes impractical to apply functional tests to determine causal genetic variants. Instead, a bioinformatics approach integrating biophysical and biochemical knowledge with statistical learning methods should be adopted ( fig. 1, right panel) .
Genetic variants in single bases of DNA sequences yield SNPs, among which nsSNPs occurring in protein-coding regions lead to amino acid substitutions in protein products, potentially affecting protein functions and causing common diseases. Research about distinguishing deleterious amino acid substitutions from neutral nsSNPs in laboratory mutagenesis experiments of the Escherichia coli lac repressor and the bacteriophage T4 lysozyme aim mainly at assigning binary labels (deleterious/neutral) to the mutations. [7] [8] [9] [10] [11] [12] [13] [14] [15] Recent studies about distinguishing diseasecausing amino acid substitutions from neutral nsSNPs in human proteins generally focus on predicting numeric scores (indicating the likelihood of causing diseases) of the mutations. [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] Despite notable successes, these methods have not yet reasoned from the real situation in identifying disease mutations-that is, with a number of mutations distributed in genetic regions, the task would be to prioritize (rank) them, to identify those that are most likely to cause diseases. Regardless of the diverse objectives of these studies, their methods share two common characteristics. First, all of them are based on a set of features calculated using sequence, structure, annotations, and evolutionary information of proteins, despite the variation in the definitions of features. Second, all of these methods adopt standard rule-based models and/or statistical learning models, including logistic regression models, 18 Bayesian models, 13 neural networks, 24 decision trees, 25,26 support vector machines, 27 ,28 random forests, 29 and many others. Use of protein structure information to calculate features restricts the scope of applications for many of these methods, because the availability of protein-structure information is quite limited for human proteins. Therefore, a set of sequence-based features is preferable for maximizing the scope of applications for prioritizing disease mutations. On the other hand, most of the standard statistical learning models are not designed to capture subtle characteristics of mutations; thus, a carefully designed learning model is needed to use the calculated features more effectively.
In this article, we report the principle, development, and effectiveness of a disease mutation-prioritization method, and we offer a free Web-based, interactive software tool. Compared with existing methods for classifying or predicting disease mutations, our approach provides a more realistic solution for identifying such mutations. Specifically, we prioritize mutations occurring in genetic regions, to find those that are most likely to cause diseases. We put forward a novel scheme to calculate a set of 26 features that uses only protein-sequence information and multiplesequence alignments, and we propose a newly designed multiple selection rule voting (MSRV) learning model to capture subtle characteristics of mutations from individual types of amino acids. Then we systematically analyze the effectiveness of the feature set and the learning model, using rigorous hypothesis testing, after which we integrate the easy-to-calculate feature set and the state-of-the-art learning model and validate that our prioritization method is both effective and robust in prioritizing causal mutations for not only simple monogenic diseases but also complex polygenic diseases. As application examples, we demonstrate the successful identification of 10 suspicious mutations from currently unannotated ones. With an ever-increasing amount of candidate genetic variants examined in a large number of affected and control individuals with use of today's powerful sequencing techniques, our approach could provide reliable in silico screening for disease-causing variants, thereby assisting in the prevention, accelerating the diagnosis, and guiding the treatment of common diseases.
Material and Methods

Data Sources
The Swiss-Prot database 6 is the major data source used to train our learning model and to validate our approach. Version 50.2 (released June 27, 2006) of the Swiss-Prot database contains 26,265 amino acid-substitution entries for 4,225 human proteins, with each substitution annotated as "Disease," "Polymorphism," or "Unclassified." For a clear and concise presentation, we refer to amino acid substitutions with the annotation "Disease" as disease mutations and those with the annotation "Polymorphism" as neutral nsSNPs. The International HapMap Project database 3 is another data source used to validate our approach. By the end of 2005, the International HapMap Project database had collected 11 million SNPs for which accurate and complete genotypes have been obtained in 269 DNA samples from four populations. 3 In addition, the Ensembl database provides a comprehensive source for large genome sequences of 19 species and integrated genomevariation data for human and mouse. 30 The Pfam database 31 is the data source used to obtain multiple-sequence alignments for query proteins. Version 20.0 (released May 2006) contains curated alignments and models for 8,296 protein families, and ∼74% of the known protein sequences have at least one match to Pfam. In this article, we study human proteins that have at least 20 homologous proteins in the Pfam database, and we focus on amino acid substitutions occurring in known protein domains. In total, we collected 9,640 disease mutations, 4,581 neutral nsSNPs, and 1,517 unclassified mutations in 2,165 human proteins from the Swiss-Prot database.
Principles of Prioritization in MSRV
Mutations that cause common diseases generally raise significant changes in the structures and functions of proteins. In contrast, neutral nsSNPs typically result in minor or even negligible changes in protein structures, and they hardly affect the normal functioning of proteins. This difference has been the fundamental principle for distinguishing disease mutations from neutral nsSNPs. 11, 13, 14, 16, 22 Nevertheless, the availability of protein-structure information limits the applications of this principle. Recent studies of proteins related to human diseases suggest that, for disease mutations, the mutated amino acids rarely appear in the corresponding positions in homologous proteins. It has been shown that a mutation has an ∼90% possibility of causing a disease if the mutated amino acid never appears at the same position in homologous proteins, and this rule can explain ∼30% of disease mutations. 23 This observation, based on the evolutionary conservation of amino acids in homologous proteins, has been adopted as a major principle for identifying disease mutations. 10, 17, 18, 21, 23 In addition, the physicochemical properties of the original and the substituted amino acids, as well as the characteristics of amino acids around the substitutions, could also provide valuable information for the identification of disease mutations. 23 From these principles and observations, we reason that a bioinformatics framework capable of automatically extracting the physicochemical properties of amino acids from protein sequences and calculating the evolutionary conservation information from homologous proteins might be a powerful tool for identifying mutations responsible for common diseases. On the basis of this notion, we designed a three-step algorithm-MSRV. As illustrated in figure 2, in the first step, a feature-extracting procedure is applied to candidate mutations, and a set of 26 numeric features is automatically extracted. These features are derived from protein sequences (according to the Swiss-Prot database 6 ) and from multiple-sequence alignments (according to the Pfam database 31 ), with no structure information involved. In the second step, mutations with known effects in the Swiss-Prot database are used to train a statistical learning model, which is composed of 20 modules, one for each type of amino acid. This step can be done offline in advance and can be automatically updated with the updates of the Swiss-Prot and Pfam databases. Finally, in the third step, candidate mutations with numeric features are evaluated by the trained learning model to receive scores, and a sorting procedure is applied to rank the candidate mutations in nonincreasing order on the basis of their scores.
Calculation of the Feature Set
We derived a set of 26 features that are based on three physicochemical properties (molecular weight, pI value, and hydrophobicity scale) of amino acids, three relative frequencies for the occurrences of amino acids in the secondary structures (helices, strands, and turns) of proteins with known secondary structural information, and two evolutionary conservation scores. The unit of molecular weight is the Dalton. The isoelectric point (pI) is the pH at which a molecule carries no net electrical charge. The hydrophobicity scale of Kyte and Doolitle is derived from the physicochemical properties of amino acid side chains. 32 The three relative frequencies are calculated by counting the occurrences of amino acids in the corresponding secondary structure of proteins with known secondary structural information. All of these six properties can be either obtained from the literature 32, 33 or calculated using only the sequence information of proteins. 34 The conservation scores are defined as the frequencies of occurrences of the amino acids (the original or the substituted) in the corresponding position of the Pfam multiple-sequence alignment.
For a given amino acid substitution pair (OrgrSub) in a certain query protein, the above physicochemical properties and relative frequencies are calculated for the original (Org) and the substituted (Sub) amino acids, as well as in a window-sized situation that includes the neighbors of the original amino acids in the query protein sequence and in a column-weighted circumstance in which the query protein sequence is aligned with its homologous proteins. The calculation of the properties for the original and the substituted amino acids is straightforward. The windowsized properties (where W is the window size) are calculated as the average of the corresponding properties for the original amino acid and its neighbors in the query protein sequence. In W Ϫ 1 this article, we set the window size at (because a helices W p 9 are defined by repeated hydrogen bonds with a period of 4 aa and have 3.6 aa per turn 35 ). The column-weighted properties are calculated as follows. For the query protein, its homologous proteins are extracted from the Pfam database. 31 With the supposi- Figure 2 . The concept of the MSRV framework. In the first step, a feature-extracting procedure is applied to candidate mutations to automatically extract a set of 26 numeric features. In the second step, mutations with known effects in the Swiss-Prot database are used to train a statistical learning model, which is composed of 20 modules, one for each type of amino acid. In the third step, candidate mutations with numeric features are evaluated by the trained model to receive scores, and a sorting procedure is applied to rank the candidate mutations in nonincreasing order on the basis of their scores.
tion that the substitution occurs at a position corresponding to the cth column of the alignment, the column-weighted properties are then calculated as the weighted average of the corresponding properties for all 20 kinds of amino acids, where the weight of a certain kind of amino acid is the frequency of its occurrence in the cth column of the alignment.
With the above properties calculated, we define the feature set that includes 24 physicochemical or relative frequency properties (with each of the six amino acid properties calculated in four different situations) and two conservation scores (for the original amino acids and the substituted amino acids), as shown in table 1.
MSRV Model
The underlying reasons that different types of amino acids cause diseases vary significantly. For instance, mutations from cysteines to other amino acids are very likely to destroy disulfide bridges within polypeptides, changing structures of proteins and consequently inducing the loss-of-protein functions. 23 As another example, mutations from glycines to other amino acids are likely to cause diseases because glycine is smaller than any other amino acids and prefers the turn structure second only to proline. 23 With this understanding, it is reasonable to assume that each of the 20 aa is biased toward different features and that a disease mu- NOTE.-Each of the six amino acid properties is calculated in four different situations, resulting in X 1 -X 24 . The two conservation scores for the original and the substituted amino acids become X 25 and X 26 , respectively. a MSA p multiple-sequence alignment.
tation is likely to cause dramatic change to some of these features. This assumption immediately suggests the following multipleselection strategy. We first partition the entire training data set into 20 subsets according to the original amino acids of the samples, and then we train a statistical learning model for each of these 20 subsets separately and combine them into one scoring system. Thus, the scoring system consists of 20 modules. In the training process, we apply a greedy feature-selection method to select the optimal subset of features in each module. The feature-selection technique is independent of the learning model. Our objective is to select an optimal feature set for each module, to maximize certain criterion (e.g., area under the receiver operating characteristic curve [AUC]) for training samples. Because the number of possible feature subsets is exponential to the number of features (i.e., for n features), it is computationn 2 ally impractical to enumerate all subsets to select the best one. Instead, we adopt a sequential forward feature selection (SFS) technique, a greedy algorithm that can produce a reasonable approximation of the true optimum with much less computation time. The SFS technique is as follows.
The SFS Algorithm 1. X opt RF; J opt R0; DR26; 2. XRF; YR( ) ;dR1;
. end if 12. end while 13. return X opt .
Let be the optimal feature set and be the optimal criterion X J opt opt (e.g., the maximum AUC). The basic idea of the algorithm is to start from an empty feature set ( ) and repeatedly add one feature X ( ) at a time (conditional on the current optimal set), to produce y d the next optimal subsets, until all features have been added. Among all of the subsets produced in this process, we select the one with the best criterion, . The function is calculated by J J
opt taking a subset of features as input and performing 10-fold crossvalidation by use of the training samples with the underlying learning model. The learning model is independent of the feature-selection algorithm. Although, in general, any statistical learning method can be used as the underlying learning model, the ideal model is one with the best prediction power and the lightest computational burden. Recent studies of statistical learning suggest that random forests 29 have preferred performance in many classification applications. 23 This method is easy to implement, fast, and capable of dealing with large-scale data. On the basis of the idea of ensemble learning used in random forests, we propose a rulevoting method and use it as the underlying learning model in our scoring system. The learning model in each of the 20 modules is an ensemble of decision trees, each of which is trained on a data set bootstrapped from training samples. Decision trees are grown to the maximum size without pruning, according to the C4.5 methodology. 24, 26 At each node of the trees, a small number of features (typically three) is randomly selected from a corresponding module's optimal feature set, and the one that maximizes the information gain is used to split the node. After a tree is generated, leaf nodes in the tree can be thought of as rules defined by the paths from the root of the tree to the leaf nodes. These rules claim that the mutation samples that fall into leaf nodes are disease causing, and the frequencies of disease-causing samples against all data samples fallen into the rules serve as empirical measures of the confidences of the corresponding rules. When a future test sample comes, all rules, one for each tree in the ensemble, are retrieved, and the confidences (frequencies of disease-causing samples) for the rules are averaged to provide a score indicating how likely it is that the test sample is disease causing.
Results
Greedy Feature Selection
The SFS algorithm is capable of selecting an (approximately) optimal subset of features for each of the 20 modules.
To demonstrate, figure 3 shows the features selected by the algorithm with use of mutations collected in the SwissProt database. This figure shows that each module has preference for its own optimal subset of features and that the numbers of features in the subsets vary significantly. For example, tryptophan has more molecular weight than any other amino acid. Consequently, only the columnweighted molecular weight (X 19 ) and the relative frequency of the original amino acid in the multiple-sequence alignment (X 25 ) are selected to characterize the optimal learning model for tryptophan. As another example, leucine is one of the amino acids that prefers the helix structure the most; thus, the relative frequency of the substituted amino acid in helices (X 10 ) and the column-weighted relative frequency in helices (X 22 ) are included in the optimal learning model for leucine. In detail, the original features are not included in the optimal feature sets, because modules are partitioned according to the original amino acids. The two conservation scores (X 25 and X 26 ) are the most frequently selected features (30 times in total and 0.75 times per feature for each module). The column-weighted features (X 19 -X 24 ) are also frequently selected (81 times in total and 0.68 times per feature for each module). The window-sized features (X 13 -X 18 ) and the substitution features (X 7 -X 12 ) are less frequently selected (57 and 56 times in total, and 0.48 and 0.47 times per feature for each module, respectively). To further explore the performance of individual features, we adopted a mechanism that was similar to the one used in the random forests 23, 29 and obtained the relative importance of individual features in each module (fig. 4) . The results confirm that the two conservation scores are of the most importance. The column-weighted features are also significantly more important than the window-sized features and the substitution features. The window-sized features are slightly more important than the substitution features.
Performance of MSRV
The MSRV framework works as a scoring system, and the performance of this scoring system depends on the set of proposed features. Within available methods for extracting features, we assessed whether our feature set can outperform others in the classification of deleterious mutations occurring in the E. coli lac repressor 8, 9 and the bacteriophage T4 lysozyme. 7 We applied two classification methods (the decision tree 24 and the support vector machine 27, 28 ) to these mutagenesis experimental data, and we compared the classification accuracy with two published studies. 11, 12 The 10-fold cross-validation (homogeneous, heterogeneous, and mixed) 12 results showed that our feature set can lead them by up to 3% when working with the decision tree and by up to 10% when working with the support vector machine, suggesting that our feature set was more effective in capturing underlying characteristics of mutations. Moreover, since our feature set used only sequence information, whereas the published one 11 requires information on protein three-dimensional structure (derived from the Protein Data Bank with protein homology modeling), in practice, our feature set can be applied to almost every protein, whereas theirs will be restricted to proteins with known structures.
The performance of this scoring system also depends on the statistical learning methods used to determine scores from features. Within available methods for determining scores, we evaluated whether our approach can outperform others in the prediction of potential effects of mutations occurring in human proteins. We applied the support vector machine, 27 ,28 the random forest, 29 and the MSRV model with our feature set to mutations occurring in human proteins and collected in the Swiss-Prot database, and we compared the AUCs. The 10-fold cross-validation results showed that the AUC (‫ע‬SD) for the MSRV model was , which was significantly higher than 0.8484 ‫ע‬ 0.0065 that for the random forest (
) and the sup-0.8220 ‫ע‬ 0.0073 port-vector machine ( ). In other words, 0.8058 ‫ע‬ 0.0042 the MSRV model was more capable of producing reasonable scores from features.
An ideal scoring system should give high scores to disease mutations and low scores to neutral nsSNPs. Consequently, the scores for these two types of mutations are expected to be significantly different from each other. To assess whether our scoring system can distinguish disease mutations from neutral nsSNPs, we performed large-scale leave-one-out cross-validation experiments on annotated mutations in the Swiss-Prot database. In each validation run, a disease was selected, and its causal genes were collected. Mutations occurring in the causal genes were collected to form the test set, and those occurring in all other genes were used as the training set. Then, an MSRV model was trained on the training set, and mutations in the test set were scored using the trained model. Finally, a ranksum test was applied to the scores of all mutations in the test set, and a P value was calculated to indicate the performance of the scoring system. We performed a total of three tests, as described below.
In the first test, we collected 30 diseases from 1,641 diseases in the Swiss-Prot database. All 30 diseases have comparable numbers of disease mutations and neutral nsSNPs in associated proteins. Thus, a total of 30 rank-sum tests were performed. The P values for all of the 30 diseases were !.05. In other words, the MSRV scoring system can effectively distinguish disease mutations from neutral nsSNPs. In particular, (OI) type II (OI-II [MIM 166210]), demonstrate that the difference between the scores of disease mutations and neutral nsSNPs is statistically significant. In the second test, we extended the leave-one-out crossvalidation experiment to examine two 10-Mb genetic regions on chromosome 7, in which mutations have been densely identified and annotated. For each region, we used all mutations outside the region to train an MSRV model, scored all mutations occurring in the region using the trained model, and applied the rank-sum test to calculate the statistical significance of the scores of disease mutations and neutral nsSNPs. For the region centered at the gene of STEA2_HUMAN (MIM 605094) (position 89,678,936-99,678,936 on chromosome 7), 48 disease mutations and 50 neutral nsSNPs in 22 proteins were collected, and the difference between the scores of disease mutations and neutral nsSNPs was statistically significant ( ). For the region centered at the gene Ϫ16 P p 2.22 # 10 of CALU_HUMAN (MIM 603420) (position 128,166,653-138,166,653 on chromosome 7), 10 disease mutations and 33 neutral nsSNPs in seven proteins were collected, and the difference between the scores of disease mutations and neutral nsSNPs was statistically significant (P p 1.33 # ).
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In the third test, we applied the above experiment to the entire mtDNA. We first used all mutations occurring in nuclear DNAs to train an MSRV model. Then we scored all neutral nsSNPs occurring in the mtDNA and all mutations causing one of the following three mitochondrial diseases: Leber hereditary optic neuropathy (LHON [MIM 535000]), mitochondrial encephalopathy lactic acidosis stroke (MELAS [MIM 540000]), and Leigh syndrome (LS [MIM 256000]). Finally, we ran the rank-sum test to calculate the P value. The result ( ) showed Ϫ5 P p 4.74 # 10 that the difference between the scores of disease mutations and neutral nsSNPs occurring in the mtDNA was statistically significant.
All three tests confirm that the difference between the scores of disease mutations and neutral nsSNPs was statistically significant, indicating that our approach can effectively distinguish disease mutations from neutral nsSNPs.
Prioritization of Mutations Causing Monogenic Diseases
Although we can directly apply our scoring system to predict disease mutations, in practical terms, investigators are more interested in screening out disease mutations from a number of suspicious mutations occurring in genetic regions Mb in size) that are associated with the diseases of interest. To simulate this real-life situation, we selected a number of 10-Mb chromosomal regions centered at genes annotated as causing Mendelian diseases, and we performed a large-scale leave-one-out cross-valida- tion experiment to assess whether our approach was capable of prioritizing mutations occurring in these regions. As illustrated in figure 5 , in each validation run, one disease mutation, together with all neutral nsSNPs occurring in the same genetic region, is used for the test, and all mutations occurring outside the genetic region are collected to form the training set. Then, an MSRV model is trained on the training set, and mutations in the test set are scored using the trained model. Finally, all mutations in the test set are ranked in nonincreasing order on the basis of their scores. This prioritization procedure is repeated for every disease mutation, and the number of prioritization procedures performed is then equal to the number of disease mutations in all genetic regions. From the prioritization results, we calculated the sensitivity and specificity values corresponding to different rank threshold values. The sensitivity is defined as the percentage of disease mutations ranked above a particular threshold, and the specificity is defined as the percentage of mutations ranked below this threshold. 36 Considering that different regions have different numbers of mutations, we adopted the relative rank positions (the percentiles of mutations, independent of the number of mutations) instead of the raw rank positions (the ranks of mutations, depending on the number of mutations) as the rank threshold values. To obtain a comprehensive picture of the performance of our prioritization approach, we plotted its relative rank ROC curve and calculated the AUC. We also calculated the average relative rank position of disease mutations by averaging the percentiles of the disease mutations, because this number gives us a straightforward measure for the performance of the prioritization method.
To validate the effectiveness of the MSRV approach for prioritizing mutations that cause monogenic diseases, we selected from the Swiss-Prot database 30 chromosomal regions that contain mutations that cause Mendelian diseases. The criteria for selecting a region were that the numbers of disease mutations and neutral nsSNPs occurring in the region had to be both comparable and 110. Then we applied the leave-one-out cross-validation experiment to these regions and summarized the results in figure 6A To validate the robustness of the MSRV approach in dealing with "unknown" data, we extracted 2,256 unannotated nsSNPs in those 30 genetic regions from the International HapMap Project 3 and the Ensembl 30 databases. We mixed these unannotated mutations with the known mutations extracted from the Swiss-Prot database, to examine whether our approach was still capable of putting known disease mutations among the top of the ranking. We then repeated the leave-one-out cross-validation experiment. For a total of 1,095 disease mutations and 3,318 "neutral" nsSNPs (1,062 annotated mutations from the Swiss-Prot database and 2,256 unannotated ones from the International HapMap Project and the Ensembl databases) occurring in the 30 genetic regions, the AUC is 82.3%, and the average relative-rank position for disease mutations is 17.8% (table 3) . There is no surprise that both criteria are slightly worse than prioritization results for mutations purely from the Swiss-Prot database, because some of the unannotated mutations may actually be responsible for some diseases-a situation that we did not take into consideration. Nevertheless, the performance of our approach shows its robustness.
Prioritization of Mutations Underlying Polygenic Diseases
In many cases, common diseases are not caused by a single mutation in a single gene; instead, multiple mutations occurring in more than one gene across chromosomes Figure 5 . The large-scale leave-one-out cross-validation experiment for assessing prioritization performance. In each validation run, the test set was formed by combining one disease mutation with all neutral nsSNPs occurring in the same genetic region. The training set was formed by all mutations occurring outside the genetic region. Then, the MSRV model was trained on the training set, and mutations in the test set were scored using the trained model. Finally, all mutations in the test set were ranked in decreasing order on the basis of their scores. This prioritization procedure was repeated for every disease mutation, so the number of prioritization procedures performed was equal to the number of disease mutations in all genetic regions.
may have combined effects in inducing polygenic diseases. 37, 38 Indeed, polygenic diseases are more general in nature, but the identification of genetic variants responsible for these diseases is more challenging because of their intrinsic complexity, especially when the results of linkage analysis and association studies lack adequate repeatability and robustness. 37 To validate the effectiveness of the MSRV approach to polygenic diseases, we extracted from the Swiss-Prot database 20 polygenic diseases with 40 disease-causing proteins (table 4) . Using these 40 proteins and their corresponding 10-Mb genetic regions, we extracted a total of 379 disease mutations and 1,261 neutral nsSNPs, and we applied the leave-one-out cross-validation method to prioritize the disease mutations. As shown in figure 6B and table 5, the AUC is 82.3%, and the average relativerank position for disease mutations is 17.7%. Both criteria suggest that the MSRV approach is capable of enriching mutations underlying polygenic diseases among the top of the ranking. Comparisons with SIFT (AUC p ; ) and PolyPhen ( ; 75.4% rank p 27.0% AUC p 70.3% ) also indicate that MSRV is effective in prirank p 29.7% oritizing mutations underlying polygenic diseases. Application of the leave-one-out cross-validation method to prioritize the mixed data that contain additional 3,967 unannotated mutations from the International HapMap Project and the Ensembl databases shows that the AUC is 81.8%, and the average relative-rank position for disease mutations is 18.2% (table 5) , suggesting the robustness of MSRV in prioritizing mutations underlying polygenic diseases.
The extensive studies mentioned above suggest that, for diseases caused by combined effects of multiple mutations occurring in multiple genes, our approach is capable of enriching disease mutations among the top of the ranking. To demonstrate the prioritization of mutations underlying polygenic diseases, we collected two sets of mutation data related to Alzheimer disease and diabetes and applied the MSRV approach to prioritize suspicious mutations responsible for these diseases.
For Alzheimer disease, we collected the mutation data for familial Alzheimer disease 1 (AD1 [MIM 104300]), familial Alzheimer disease 3 (AD3 [MIM 607822]), and familial Alzheimer disease 4 (AD4 [MIM 606889]). For AD1, the prioritization results showed that two of three disease mutations were ranked at the top among a total of 20 mutations. For AD3, 70 disease mutations and 42 neutral nsSNPs were collected, and all of the top 11 mutations in the prioritization results were disease causing. For AD4, 5 disease mutations and 48 neutral nsSNPs were collected, Figure 6 . The rank ROC curves for prioritizing disease mutations collected in the Swiss-Prot database. A, The rank ROC curve for the 30 monogenic diseases. B, The rank ROC curve for the 20 polygenic diseases. The zoom-in plots show that the rank ROC curve of MSRV climbs much faster toward the upper left corner of the plots than do those of SIFT and PolyPhen, suggesting that MSRV has better prioritization performance than both of them. and 2 of the disease mutations were ranked among the top 5 in the prioritization results.
For diabetes, it has been shown that several mutations occurring in PPARg (MIM 601487) might impair tissue insulin sensitivity and result in severe insulin resistance. [39] [40] [41] [42] [43] In our study, the common mutation P12A (mutation PrA at position 12) received a medium prediction score of 0.450 (ranking 9 of 16), suggesting that it was on the boundary of causing diseases. This result was consistent with a previous study of 13,000 individuals, 39 which showed that the more common proline allele conferred a modest (1.25-fold) but statistically significant ( ) P p .002 increase in diabetes risk. The mutations P467L and V290M both received high prediction scores (0.969 and 0.800, respectively) and top rank positions (1 of 16 and 3 of 16, respectively), indicating their high disease-causing probabilities. The literature has shown that they existed in two and one subjects, respectively, with severe insulin resistance but were absent from 314 normal alleles. 40 In addition to insulin resistance, recent studies have also shown that two other mutations, F388L and R425C, both were associated with familial partial lipodystrophy (FPLD [MIM 151660]). 42, 43 In our studies, they received high prediction scores (0.877 and 0.881, respectively) and top rank positions (2 of 16 for both). Previous studies found that F338L existed in a family of four members with FPLD but was absent from 520 normal white alleles 42 and that R425C existed in one patient with FPLD but was absent from 96 normal alleles. 43 These examples demonstrate the effectiveness of the MSRV approach in prioritizing mutations underlying polygenic diseases, illustrate the consistency between our prioritization results and current knowledge of the diseases, and suggest that the potential applications of our approach have a broad scope.
Prioritization of Unclassified Mutations
To demonstrate real applications, we further applied MSRV to 1,517 unclassified mutations collected in the Swiss-Prot database (version 50.2). We first used all annotated mutations in the Swiss-Prot database to train an MSRV model. Then we scored the unclassified mutations and ranked them on the basis of their scores. Finally, we selected the 10 mutations with the highest scores, to see whether they were responsible for certain diseases as indicated in the literature, as described below.
In HBB_HUMAN (MIM 141900), four unclassified mutations, A129V, A70D, D21G, and H117P, received high prediction scores (0.9882, 0.9818, 0.9798, and 0.9773, respectively). The unstable mutation A129V was found in two unrelated black families in association with hemoglobin (Hb) S, Hb C, or b 0 thalassemia. It has also been shown that Hbs with this mutation exhibited a decreased oxygen affinity. 44 The mutation A70D, known as "Hb Seattle," has been shown to be associated with a considerable decrease in oxygen affinity 45 and to cause mild-to-moderate chronic hemolytic anemia in a white family in the United States, 46 as well as a Ukrainian family. 47 The mutation D21G, named "Hb Connecticut," has been found in members of a family of Polish origin living in the United States. Several individuals with this mutation exhibited mild anemia. Hbs with this mutation also exhibited decreased oxygen affinity and slightly decreased effect of allosteric effectors on the oxygen equilibrium properties. 48 The mutation H117P, called "Hb Saitama," was identified in a 23-year-old Japanese female with hemolytic anemia and jaundice but was absent from other members of the family. 49 From these evidences, we conclude that these mutations are likely to cause anemia.
In CD36_HUMAN (MIM 173510), three unclassified mu- tations, I270T, T173A, and E122K, were predicted with high scores (0.9782, 0.9717, and 0.8421, respectively). Studies have identified these mutations from 12 individuals from a malaria-endemic area in West Africa (8 with small spleens and 4 with large ones). 50 Therefore, these mutations are likely to cause malaria.
In CASR_HUMAN (MIM 601199), two mutations, E767K and E127A, received high scores of 0.9785 and 0.9761, respectively. The mutation E767K was reported in a family with autosomal dominant hypocalcemia and is suggested to be associated with familial hypocalciuric hypercalcaemia (MIM 145980) and neonatal severe hyperparathyroidism (MIM 239200). 51 It has also been found that the missense mutation E127A caused familial hypocalcemia in affected members of one family that is heterozygous for such a mutation. 52 In CD22_HUMAN (MIM 107266), one mutation, Q152E, received a high score of 0.9789. Studies of 207 healthy Japanese individuals and 68 patients with systemic lupus erythematosus (SLE [MIM 152700]) 53 have shown that this mutation existed with a marginally higher frequency in patients with SLE (3 of 68 [4.4%]) than in healthy individuals (1 of 207 [0.5%]) (
). This evidence suggests P p .048 that this mutation is likely to cause SLE.
Discussion
In this article, we proposed a bioinformatics approach that uses a novel statistical learning model (MSRV) with a set of improved sequence-based numeric features to effectively prioritize candidate nsSNPs occurring in genetic regions. Our approach has several advantages. First, the prioritization of nsSNPs within a genetic region gives users flexibility in dealing with both monogenic and polygenic disease mutations-that is, users can select the most likely disease-causing candidates for further studies. Second, our approach does not rely on protein-structure information; instead, it is based on simple numeric features calculated from protein sequences and multiple-sequence alignments, and this maximizes the scope of the method's applications. Third, our approach adopts a simple but powerful statistical learning model (MSRV) that captures subtle characteristics of mutations and outperforms other methods. Finally, our approach can be combined with case-control data in large-scale disease-mapping projects. Traditional statistical methods suffer from serious multiple-hypothesis-testing problems in dealing with largescale data and polygenic diseases. In contrast, our method is based purely on biophysical and biochemical information of disease mutations and evolutionary information of the corresponding sequences; thus, it complements the traditional methods.
Certainly, our approach can be improved in the following directions. First, we currently use the Pfam multiple-sequence alignment 31 to extract conserved protein domains for the query protein sequence. As a result, we are limited to the mutations occurring in known protein domains. This limitation can be overcome by using some other multiple-sequence alignment methods, such as BLAST, 54 PSI-BLAST, 55 and PANTHER. 56 Second, partitioning the mutations into 20 categories according to the original amino acids is natural and feasible but not necessarily optimal. Third, most of the current studies (including ours) use classification models that are aimed at predicting the categorical mutation effects, because effects of mutations are given as categorical values in most mutation databases. As a long-term goal, prediction of the subtle effects of mutations causing common diseases would be a significant step in this field. The major difficulty is the lack of adequate samples for use in building statistical learning models. When the database resources are available, many of the current classification models (including ours) could be extended to regression models, to establish the relationships between the regression results and the subtle modest effects. Finally, our approach is limited to nsSNPs that have been found to be the major reason for causing diseases. However, mutations in other genome regions such as the transcriptional-factor binding sites and promoter regions are also known to cause diseases. Further studies are needed for these mutations.
