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FINITE DIMENSIONAL NULL CONTROLLABILITY 
FOR THE SEMILINEAR HEAT EQUATION 
By Enrique ZUAZUA 
ABSTRACI’. - We study a finite dimensional version of the null controllability problem for semilinear heat 
equations in bounded domains R of R” with Dirichlet boundary conditions. The control acts on any open an 
non-empty subset of R. The question under consideration is the following: given an initial state, a control time 
t = 2’ and a finite dimensional subspace E of L”(n), is there a control such that the orthogonal projection over E 
of the solution at time t = 2’ vanishes? Under rather natural growth conditions on the non-linearity we show that 
this can be done provided the initial data is sufficiently small. The method of proof combines the Implicit Function 
Theorem with a constructive method to solve this finite controllability problem in the linear case. We then consider 
non-linearities with the “good sign”. Using the decay properties of solutions and the fact that the problem is solvable 
for small data, we show that the problem is solvable for large data too. When analyzing the linear heat equation 
we will prove that with one sole control one can obtain simultaneously approximate controllability and exact 
reachability of a finite number of constraints. The same result holds when the non-linearity is globally Lipschitz. 
Key words and phrases: null controllability, approximate controllability, finite null controllability, unique 
continuation, Implicit Function Theorem, decay of solutions, 
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1. Introduction and main results 
Let R be a bounded smooth domain of R” and let w c R be an open non-empty subset. 
Given a real C1 function g we consider the controlled semilinear heat equation 
1 
ut - Au + g(u) = fxw, in fl x (0, T), 
(14 u = 0, on dR x (O,T), 
u(x, 0) = u0(5), in R. 
In (l.l), xw denotes the characteristic function of the control set w and the control 
f = f(z,t) is assumed to be in L2(R x (0,T)). The initial data UO is taken in L2(R). Of 
course this in arbitrary choice. One could consider other functional settings, not necessarily 
the L2 one, for the control problems we will address here (see the comments in section 6.1). 
Let us assume that 
(l-2) g(O) = 0, 
so that u = 0 is the trivial stationary solution of system (1.1) with f = 0. 
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The null controllability problem can be formulated as follows: Given 11,” E L’(S2) ,find 
f E L”(fi x (O,T)) such that the solution of (1. I ) satisfies 
(1.3) u(:I:, T) = 0 in 12 
If one succeeds in finding such a control f, extending this control by zero for t > T, 
the solution u of (1.1) satisfies u(z, t) = 0 for every x E R and t > T. Thus, the system 
has been drived to rest. 
In the linear case (g z 0) this problem was solved recently by G. Lebeau and L. Robbiano 
[LeR]. In the nonlinear case partial results are due to Y.-J. Lin Guo and W. Littman [LL] 
and A. Fursikov and 0. Yu. Imanuvilov [FuI]. They show that, when the control acts 
on the boundary, null controllability holds for bounded continuous and sufficiently small 
initial data. 
In this paper we focus on a finite dimensional version of this null controllability problem 
that we describe now. 
Let E be a finite dimensional subspace of L2 (0) and let us denote by IIE the orthogonal 
projection from L’(R) into E. 
The problem of the finite (or finite dimensional) null controllability is as follows: Given 
an initial data u” in L’(R) and a control time T > 0, toJind a control f E L2(R x (0, T)) 
such that the solution of (1.1) satisjes 
(1.4) &yu(T) = 0. 
This notion of controllability is, in our opinion, interesting from a computational point 
of view, since in practice one can only test numerically the reachability of a finite number 
of constraints. 
In this paper we show that for a rather general and natural class of non-linearities this 
problem is solvable locally, i.e. if the initial data is small enough. The smallness condition 
we will obtain depends on the non-linearity, the control time and the finite dimensional 
subspace E. 
In addition to (1.2), the non-linearity will be assumed to satisfy the growth condition. 
(1.5) 
J.ds1)-g(s2) -s'(O)(s1 - s2)I L C(l 51 IF--l + I s2 r-l) / Sl - SP I1 ~Sl;SZ E R 
for some C > 0 and p > 1 such that 
(1.6) p < (n + 4)/n. 
Under this growth condition it can be proved by classical methods (see, for instance, 
[CHJ) a local existence result guaranteeing that there exist C > 0 and q > 0 such that when 
(1.7) II u” b(n) + II f llLW(O,T))I 17 
the solution of (1.1) exists and is unique in the class C([O, T]; L2(0)) tl L2(0, T; H,(a)). 
Moreover 
(1.8) 
II u1 - u2 IIL~(O,T;L”(n))nLL(O,T;H,‘(R))- < C[lI 4! - 4 lb(n) + II fl - f2 IILywx(O,T))]7 
TOME76-1997-No3 
FINITE DIMENSIONALNULL CONTROLLABILITY FORTHE SEMILINEAR HEATEQUATION 239 
for any pair of (UP, fi), i = 1,2 as in (1.7), ZL~ , i = 1,2 being the solution of (1.1) 
with those data. 
Remark 1. 
1. The smallness condition (1.7) is required to guarantee that solutions do not blow up 
in the time interval [0, T]. 
2. When the non-linearity g has the “good sign” the restriction (1.6) is unnecessary. A 
typical example for this is g(s) = as + /3 1 s lp-’ .s with Q E Iw, /3 .> 0 and p > 1. In 
this case, without further restrictions on p, for every u” E L2(R) and f E L2(R x (0,T)) 
thereexistsauniquesolutionu.~C([O,T];L2(~))~L2(O,T;H~(~))~Lp’1(~ x (0,T)) 
of (1.1) which depends on the data in a Lipschitz way. n 
We have the following result of local null controllability: 
THEOREM 1.1. - Assume that the hypotheses above are satisjied. Then, for every jinite- 
dimensional subspace E of L2 (fl), every T > 0 and every open non-empty subset w of R, 
there exists E > 0 such that if 
then there exists f E L2 (0 x (0, T)) such that the solution of (1.1) satisfies (1.4). 
Moreover, there exists a constant C > 0 such that 
(1.10) II f IILWx(O,T))< c ll Ii0 llL”(cq 
for every U’ as in (1.9). 
Remark 2. 
1. The constant E and C in (1.9) and (1.10) depend, in particular, on the finite dimensional 
subspace E. 
2. The control f can be constructed to be of class C” and with compact support in 
w x (0, T). This is due to the regularizing effect of the heat equation (see section 6.4). 
3. Similar results can be proved if we replace the final state ‘II = 0 by a bounded 
equilibrium solution of (1.1) (see section 6.5). 
4. When the non-linearity has the “good sign”, as in Remark 1.2 above, the restriction 
(1.6) is not required and Theorem 1.1 holds for any p > 1. 
5. Similar results can be proved for much more general non-linearities g = g(z, t, u, VU) 
such that g(z, t, 0,O) = 0, including the viscous Burgers equation. 
6. The same local null controllability result can be achieved by using bang-bang controls, 
i.e. controls of the form f = X sgn (cp), with X E R and cp a smooth function such that: 
meas{(z, t) : cp(~, t) = 0) = 0. 
7. Similar results were proved by J. E. Rubio [Ru] by using relaxation and Young 
measure techniques. n 
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Let US consider now the particular case of non-linearities with the “good sign”. ln order 
to avoid unnecessary technicalities and to better illustrate the type of result we have in 
mind we will only consider the particular case of an homogeneous non-linearity: 
i 
ut - Au+ 1 u I~-l u = fxw; in S1 x (O,T); 
(1.11) u = 0, on i3Q x (O:T), 
u(0) = 2; in R 
for any p > 1. 
We have the following result: 
THEOREM 1.2. - For every Jinite dimensional subspace E of L’(R), w open non-empty 
subset of fI and u” E L2(R) there exists a control time T > 0 and f E L2(R x (0, T)) 
such that the solution of (1.11) satisfies (1.4). 
Remark 3. 
1. The time T depends on E , w and u ‘. If we fix E and w, the proof of Theorem 
1.2 provides an estimate of the time we need to control the initial data u” which is of 
the order of Cilog(C2 I] u” (IL’(~)) with C; > 0, i = 1,2 depending on E and w. Thus, 
Theorem 1.2 provides a global result of finite, null controllability but not an uniform one. 
The situation is very similar to that appearing in the context of the exact controllability 
of the semilinear wave equation (see [Z1,2]). 
2. Theorem 1.2 will be proved combining the decay properties of solutions of (1.11) and 
Theorem 1.1. The control we will construct has its support contained in 55 x [T - To, T] 
for some To > 0 that is independent of the initial data. However, we need the equation 
to evolve freely (f = 0) during the time interval [0, T - To] with T > 0 large enough, to 
make sure that u(T - To) is sufficiently small in L*(R). 
3. The control f may be constructed to be arbitrarily smooth. n 
The proof of Theorem 1.1 is based on the fact that the finite null controllability 
problem is solvable for the linear heat equation and a standard application of the Implicit 
Function Theorem. However, in the linear case, a slight change in the proof of the finite 
null controllability allows us to show that, with one sole control f, we may achieve 
simultaneously approximate controllability and finite null controllability. 
To be more precise, let us recall that system (1.1) is said to be approximately controllable 
if for any u” E L2(R) the reachable set 
&o(T) = {u(T) : f E L2(Q x (O,T))} 
is dense in L2(fl). In other words, if for any u”, u1 E L2 (0) and E > 0, there exists 
f E L2P x WY) such that the solution of (1.1) satisfies 
(1.12) 
Let us state our result about the simultaneous approximate and finite null controllability 
for the linear heat equation: 
ut - Au = fxw, in R x (O,T), 
(1.13) u = o> on dQ x (O,T), 
u(0) = uO. 
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THEOREM 1.3. - For any T > 0, w open non-empty subset of R, E finite dimensional 
subspace of L2(R), u”,ul E L2(fl) and & > 0, there exists f E L2(R x (0,T)) such that 
the solution u of (1.13) satis$es (1.12) and 
(1.14) W@)) = HE (u’) 
Remark 4. 
1. Theorem 1.3 states that the approximate control driving the initial data u” to the ball 
B(d,&) of L2(R) can be chosen so that the final state satisfies simultaneously a finite 
number of exact contraints. Theorem 1.3 is a consequence of the stronger result of null 
controllability of [LeR]. However, we will give a new direct proof of it since it will be 
useful when analyzing the nonlinear problem. 
2. Using the variational approach to approximate controllability as in [FPZI] we will 
give a constructive method to obtain the control f of Theorem 1.3. The application of this 
method requires only the following unique continuation property: 
(1.15) cp=O inwx(O,T)+cp’=O, ina, 
for the solutions of the adjoint system: 
(1.16) 
{ 
-(P~-A’P=O, in R x (O,T), 
cp = 0, on dfl x (O,T), 
v(T) = cp”, in R. 
Therefore, Theorem 1.3 holds for a large class of linear heat equations with variable 
coefficients. 
Using the fixed point method developed in [FPZl], Theorem 1.3 can be extended to 
semilinear heat equations with globally Lipschitz non-linearities: 
THEOREM 1.4. - When g is globally Lipschitz Theorem 1.3 holds for the semilinear heat 
equation (1.1) too. 
Remark 5. 
1. Approximate controllability for semilinear heat equations with non-linearities that are 
superlinear at infinity is mainly an open problem. The difficulty of the problem relies on 
the fact that the method of proof of Theorem 1.4, although it is rather constructive, does 
not provide estimates of the norms of the controls in terms of the Lipschitz constant of 
the non-linearity. There is however an interesting counterexample due to A. Bamberger 
(see for instance [HI). This example is related to the system (1 .l 1). It is proved that for 
any u” E L2( R) , T > 0 and K compact subset of n\G, solutions of (1.11) are uniformly 
bounded in L2(K) at time t = T with a bound that is independent of the control f. This 
shows that system (1.11) is not approximately controllable. 
2. Similar results can be proved for non-linearities depending on Vu. For instance the 
proof of Theorem 1.4 can be easily adapted to the case where the nonlinearity is of the 
form div (h(u)) with h : R --+ R” globally Lipschitz. 
3. All the results of this paper can be adapted to the problem of boundary control (see 
section 6.3). n 
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The rest of the paper is organized as follows. In section 2 we treat the linear heat equation 
and we prove Theorem 1.3. In section 3 we give a sketch of the proof of Theorem I .4. 
In section 4 we apply the Implicit Function Theorem (IFT) to prove Theorem 1.1. In 
section 5 we prove Theorem 1.2. Finally, in section 6 we discuss some open problems 
and extensions of the results of this paper. In an Appendix we give the details of the 
proofs of some technical results. 
2. Simultaneous approximate and finite controllability of the linear heat equation 
This section is mainly devoted to prove Theorem 1.3. Some of the tools that are necessary 
to the application of the ET in section 4 will be developed too. 
2.1. Proof of Theorem 1.3 
Given cp” E L2(0) we solve the adjoint equation 
I 
-pt-A’P=O, in R x (O,?‘), 
(24 $5 = 0. on i3fl x (O,T), 
P(T) = POT in 0 
which admits a unique solution cp E C( [O, T]; L2( 0)). Then we solve 
(2.2) 
i 
7Lt - Au = (p)y&, in 0 x (O,T): 
7L = o> on dR x (O,T), 
u(0) = 7L”, in 0. 
System (2.2) has an unique solution in C( [0, T]; L2(R)). 
Given the finite-dimensional subspace E, the target u1 E L2(R) and E > 0 we introduce 
the functional 
(2.3) J(cp”) = ; lT / cp2dzdf + E II (I- rE)cpO IlLqn) - 
The functional J : d (0) 
l2 ul$dJd~ + l2 u,Op(0)dz. 
--+ W is continuous and convex. We claim that it is also 
coercive. More precisely, 
(2.4) 
To prove (2.4) we proceed as in 
II ‘py lh) 3 co, we normalize it: 
We have 
J(cpq)l II ‘pg IlL’(n)= 
II cpj” IILW 2 
[FPZI]. Given a sequence ((~3) in L2(Ci) with 
- J u1 $dz + I u’t&(O)dz. R . f2 
We distinguish the following two cases. 
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Case 1: T 
lim inf 
.I/ jc= (J 
) i& 1’ dxdt > 0. 
w 
When this holds we clearly have 
Case 2: 
T 
linl~f .I./ ( i& I2 dxdt = 0. 0 w 
In this case, by extracting subsequences (that we denote by the index j to simplify 




( & I2 dxdt + 0 
0 w 
and 
P-6) 8 - p” weakly in L2(R). 
In view of (2.5) and (2.6) the solution of (2.1) with data cp” satisfies 
cp = 0 in w x (0,T) 
but then, by Holmgren’s uniqueness Theorem, cp 5 0. In particular p(T) = cp” = 0 in R 
and therefore 
@j - 0 weakly in L2(R). 
Since E is finite-dimensional (and IIE compact), then 
II (I- wq IlLyn)+ 1. 
Therefore, 
This proves the claim (2.4). 
By Holmgren’s uniqueness Theorem it is also easy to deduce that J is strictly convex. 
Then, J has a unique critical point which is its minimizer: 
$’ E L2(s2) : J(p) = pO$qn) J(PO). 
Let us prove that the control f = $, @ being the solution of (2.1) with the minimizer 
p as data, satisfies the requirements of Theorem 1.3. 
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Given any *$’ E L’(R) and X E R’ we have 
J(p) 2 .qp + A$“) 
or, in other words, 
.T . T 
(2.7) 
/.I 
$2dxdt + X 
JJ 
++bdxdt 
.o w 0 w 
+ & 11 (I - HE) (p + Ati”) I/L~Q) -A J 
u’li/“dx + X ’ u’$(o)dx, 
R 1 .R 
where $ is the solution of (2.1) with data @. 
Dividing this inequality by X > 0 and letting X -+ O+ we obtain that 
+ Eliminf (II (I- KdP + NO) lb(n) - II v- w? llwq) 
x+0+ x 
T < - J’S F$dxdt + E II (I- F&b” l (,) . 
Reproducing”thiswargument with X < 0 we obtain finally that 
On the other hand, multiplying in (2.2) (with right hand side @) by 1// and integrating 
by parts we deduce that 
(2.9) iT/ @,bdxdt = jj(T)$“dx - lu”$(o)dx. 
Combining (2.8) and (2w.9) we get 
1.b (u’ - 4~#b”d~~I 5 E II (I- W$,” b(n), WJ’ E L”(R) 
which is equivalent to (1.12) and (1.14). 
This concludes the proof of Theorem 1.3. 1 
Remark 6. - In order to prove that (1.12) and (1.14) can be obtained simultaneously 
by a bang-bang control it is sufficient to reproduce the proof of Theorem 1.3 with the 
modified functional 
Q(cpo) = ; ( iT J ) cp 1 dxdt)’ + E II (I - &)cp” (IQ(~) - //c”dx + /; u’p(o)dx. 
w 
We refer to [FPZI] for the technical details. 
In this way one gets a control of the form 
f = (IT / I @ I dxdt) wW! w 
where $ is a solutions of (2.1) with data 9, a minimizer of .T in L2(Q). The fact that 
meas {(x, t) E R x (0, T); @(z, t) = 0} = 0 is a consequence of the real analyticity of 
solutions of (2.1). n 
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2.2. Finite controllability of the linear heat equation 
In this section we prove in some detail a result that is weaker than Theorem 1.3 but 
that will be useful to prove Theorem 1.1. 
As above we assume that E is any finite dimensional subspace of L2(R) , T any positive 
number and w any open and non-empty subset of R. 
THEOREM 2.1. - For any u”,ul E L’(Q) there exists a control f E L2(fl x (0,T)) such 
that the solution of (1.3) satisjies 
(2.10) II&T) = rI&. 
Moreover. there exists a constant C > 0 such that 
(2.11) II f IlL+x(O,T))L C[II u” lb(R) + II Km1 IlLyn)]> vu”,ul E L”(0). 
Remark 7. - It is worth noting that the constant C of (2.11) depends on E and that 
it is unbounded as E increasingly covers the whole space L2(R). We will return to this 
question in Remark 8.1 below, after proving this Theorem. n 
Proof of Theorem 2.1. - Given cp” E E we solve (2.1) and then (2.2). We introduce 
the functional J : E + W, 
(2.12) JE (cp”) = ; iT s, cp2dxdt - b ulpOdx + b u’p(O)dx. 
Clearly, JE is continuous and, by Holmgren’s uniqueness Theorem, it is also strictly 
convex. We claim that it is also coercive. This is so because of the existence of a constant 
C > 0 such that 
T 
(2.13) II cp” I&,) + II do) ll&2,L c JJ (p2dxdt, Vcp’ E E. 0 w
This constant exists since the root square of the quantities in both sides of the inequalities 
are norms in the finite dimensional space E. The right hand side defines a norm because 
of the unique continuation principle (1.15). 
Therefore, JE has a unique critical point in E which is its minimizer: 
(2.14) @” E E : JE(~} = V~pE J&J’). 
The minimizer p is such that 
(2.15) ~T~~dxdt=~ul~odx-~uo$(0)dx. V~‘EE. 
where @ and $ are respectively the solution of (2.1) with data $) and $J’. 
On the other hand multiplying in (2.2) (with right hand side $) by 11, and integrating 
by parts we get (2.9). 
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Combining (2.9) and (2.15) we see that 
J ~ (u(T) - d)1i/“dx = 0, VT./~~ E E, 
which is equivalent to (2.10). 
On the other hand, from the construction above we see that 
where L1 : L’(R) -+ L*(R x (0,T)) and Lz : E -+ L2(R x (0,T)) are bounded linear 
operators. n 
Remark 8. 
1. The constant C in (2.11) is determined by that on (2.13). It is clear that the constant 
C in (2.13) may not remain bounded as E increasingly converges to L2(R). Indeed, if 
C were bounded we would have that 
$dxdt, v’p” E L2(R), 
which is false even when w = R. Indeed, notice that 
The situation is even worse when J c 62. In this case, due to the regularizing effect of 
the heat equation, solutions cp of (2.1) such that cp E L2(w x (0,T)) may correspond to 
data ‘p” that are very singular on R\i.Z. 
However, from G. Lebeau and L. Robbiano [LR] we know that, when the domain R 
is smooth, there exists C > 0 such that 
(2.16) p2dxdt, vg E L2(R). 
This inequality turns to be equivalent to the null controllability of the heat equation. On 
the other hand, (2.16) implies both the unique continuation of solutions and the finite 
dimensional inequality (2.13), because of the classical backward uniqueness result by 
J. L. Lions and B. Malgrange [LiM]. 
2. The control f in Theorem 2.1 can be constructed to be of bang-bang form. For this 
it is sufficient to replace the functional JE of the proof of Theorem 2.1 by: 
,&+,o) = ;(i’i 1 cp) dxdt)z-~~~l~odx+/~~oY(~)dx. 
TOME76- 1997-No 3 
FINITE DIMENSIONAL NULL CONTROLLABILITY FOR THE SEMILINEAR HEAT EQUATION 241 
3. Simultaneous approximate and finite controllability for 
the beat equation with globally Lipscbitz non-linearities 
This section is devoted to prove Theorem 1.4. Since this proof is a combination of 
the tools of section 2.1 with the fixed point method developed in [FPZl] we will only 
give a sketch of it. 
We introduce the non-linearity 
(3.1) 
We fix u”, u1 E L2 (0) and E > 0, .as well as the finite dimensional subspace E. 
Given any u E L2(R x (0,T)) we consider the “linearized ” system: 
(3.2) 
{ 
ut - Au + h(v)u = fxu, in R x (O,T), 
21 = 0, on dfl x (O,T), 
u(0) = UO, in R. 
We observe that the potential h(w) belongs to L” (Q x (0,X!‘)). Moreover, 
(3.3) II w Ib(Rx(0,T))L: II 9’ Ibvq . 
By the method of proof of Theorem 1.3 we may construct a control f E L2(fl x (0, T)), 
depending on V, such that 
(3.4) 
{ 
II 4T) - IA1 IlLyn)I E, 
K+(T)) = Q3(u1). 
The control f is in fact $, the solution of the adjoint system 
1 
-pt - Acp + h(w)cp = 0, in fl x (O,T), 
(3.5) P = 0, on 80 x (O,T), 
Y-9) = PO, in Q 
with data @e E L2 (R), the unique minimizer in L2 (a) of the functional 
The proof of the existence of the minimizer of J, is the same as in Theorem 1.3. It 
is sufficient to take into account that the unique continuation property (1.5) holds for the 
solutions of (3.5), since the potential h(v) is bounded (see J. C. Saut and B. Scheurer [SS]). 
We claim that the controls obtained by this minimization method are uniformly bounded. 
More precisely, there exists C > 0 such that 
(3.7) II f IIL~(nx(o,T,,L c, VW E L2(R x (0,T)). 
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In view of (3.3) it is sufficient to see that the minimizers g)(r)) of .I,, are uniformly 
bounded. To see this we first observe that 
(3.8) Jll(pyU)) 5 .JJO) = 0, VW E P(f2 x (0,T)). 
Therefore, it is sufficient to check that 
(3.9) lim irif .J&“) 
IIP”lII,a(*)-J II ‘PO lb(n) > E, 
uniformly on71 E L2(R X (0:T)). 
To prove (3.9) we argue by contradiction. If (3.9) does not hold, there exist sequences 
II,, E L2(R x (0,T)) and (p: E L’(62) such that 
(3.10) 
As in the proof of Theorem 1.3 we introduce the normalized sequence 
8 = dJ II ‘p: IILW) 
and observe that (3.10) implies that 
(3.11) 
On the other hand, extracting subsequences we can deduce that 
(3.12) 
{ 
qbJ - a, weakly * in L”(62 x (O,T)), 
-0 9, - (PO? weakly in L2(R) . 
In view of (3.12) we can easily pass to the limit on the system satisfied by @z. We 
deduce that 
1 
-&-acp+ncp=o, in R x (O,T), 
(3.13) cp’ 0, on dR x (O,T), 
(5(T) = FO. in R. 
When passing to the limit on the product h(w,)& it is sufficient to observe that, due 
to the regularizing effect of the heat equation, under conditions (3.12), & is relatively 
compact in L1(R x (0, T)). 
On the other hand, from (3.11) we deduce that (p = 0 in w x (0, T) and by unique 
continuation ([SS]), F” = 0. But then, 
2 - 0 weakly in L’(0) 
and the argument of the proof of Theorem 1.3 shows that 
which is in contradiction with (3.10). 
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Recapitulating, we see that we have constructed a non-linear map 
N : L2(R x (0,T)) --i L2(fl x ((AT)), 
such that N(V) = f for any ‘u E L2 (62 x (0, T)) , f being the control constructed above 
such that (3.4) holds for solutions of (3.2). 
Clearly, the proof of Theorem 1.4 will be finished if we show that N has a fixed point 
21 E L2(0 x (0,T)) such that N(u) = u, since h(u)u = g(,u). 
We have shown that the range of N is bounded in L2(R x (0,T)) (see (3.7) above). On 
the other hand, it is easy to see that N is continuous and compact from L2(0 x (0, ‘I’)) 
into itself (see [FPZl] for the details of the proof in the context of classical approximate 
controllability). Then, by Schauder’s fixed point Theorem, the fixed point exists and the 
proof is concluded. n 
Remark 9. 
1. Similar results can be proved using bang-bang controls. 
2. The method of proof of Theorem 1.4 does not seem to apply to non-linearities g 
that, at infinity, grow in a super-linear way. This is due to the fact that, in the analysis 
of the linearized problem we do not get any explicit estimate on the dependence of the 
control with respect to the potential. The same difficulty appears in the frame of classical 
approximate controllability (see [FPZI]). As Theorem 1.1 shows, this difficulty can be 
overcome if we relax the control requirements at time t = T by keeping (1.4) only. n 
4. Local, finite controllability for more general semilinear heat equations 
This section is devoted to prove Theorem 1.1. 
We consider again the controlled semilinear heat equation: 
1 
ut - Au + g(‘zL) = fxw, in fl x (0, T), 
(4.1) u = 0, on 80 x (O,T), 
u(0) = UO, in R. 
We assume g to be of class C1 such that (1.2) and (1.5)-(1.6) hold. 
Under these assumptions, proceeding as in [CH] it is easy to see that there exists rl > 0 
small enough such that when 
(4.2) II u” lILya) + II f llL~(c2X(O,T))< rl 
then system (4.1) admits an unique solution u E C([O, T]; L2(R)) n L’(O, T; Hi(R)). Note 
that the smallness assumption (4.2) on the data is‘needed to guarantee that solutions do not 
blow-up in the time interval [0, T]. Moreover, one can show the existence of a constant 
C > 0 such that 
(4.3) II Ul - u2 IIP(O,T;L”(n))L c{ II 4 - 4 lIL’(q + II fl - fz llLynx(o,T))} 
for any pair of solutions (ur , u2) with data as in (4.2). 
JOURNAL DE MATHBMATIQUES PURE.? ET APPLIQUBES 
2.50 E. ZlJAiXA 
We propose the following control strategy. Given the finite dimensional subspace I;,’ of 
L2(R) and cp” E E we first solve 
{ 
-pt - asp + d(o)9 = 0. in 12 x (O,T), 
(4.4) $0 = 0, on dR x (O,T), 
v(T) = (P”> in St. 
This is the adjoint system associated to the linearization of (4.1) around the equilibrium 
IL = 0. 
Clearly, there exists C > 0 such that 
(4.5) II cp IhwO,T))I c II ‘PO (ILyn) . 
We then solve 
Ut - au + s(u) = (PX”, in R x (O,T), 
(4.6) u = 0, on i3R x (0,T). 
u(0) = u”> in R. 
In view of (4.2) and (4.5) equation (4.6) has an unique solution u E C([O, 2’1; 
L2(Q)) n L2(0,T; H{(Q)) for any (u’,(P’) such that 
(4.7) II u” IILyq +c II cp” III?(R)< v, 
We define the non-linear map 
(4.8) N(pO, 2) = IIjyu(T), 
which is well-defined on the set (4.7) that we denote by B, c E x L2(R) and takes values 
in the finite-dimensional subspace E of L2(Q). 
It is clear that 
(4.9) N(O,O) = 0. 
Therefore, in order to apply the Implicit Function Theorem (ET) it is sufficient to show that 
(4.10) N E C1(B,, E) 
and 
(4.11) D,oN(O, 0) E L(E, E) is invertible. 
In (4.1 l), D,o denotes the partial derivate with respect to the variable cp”. 
Indeed, if (4.10) and (4.11) hold, by the IFT we deduce immediately that for every 
u” E L2(R) small enough there exists cp” E E such that the solution u of (4.6) satisfies 
rI~U(T) = 0. 
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Proof of (4.10). - First of all we obtain some a priori bounds for solutions of (4.1). 
Multiplying in (2.2) by ‘(L, integrating in R and using (1.5) we deduce that 
(4.12) g II u(t) II&q + II Vu(t) K(n) +9’(o) II dt) ll2tyq 
L II f(t) IILWII a> IILW +c II u(t) ll”L::I(n, . 
Let us estimate the last term of (4.12). We only consider the critical case p = (n + 4)/n 
in dimension rz 2 3, since the others can be treated in a similar way (see the Appendix 
at the end of the paper for further details). 
We have 
Using Sobolev’s inequality: 
II u IIL’~“l(‘~-~)(q~ c II vu IlLyn), vu E H,1(R), 
we deduce that 
(4.13) II u II&+ c II vu II&,/I u ll”L/‘;:q . 
Combining (4.12) and (4.13) and using Poincare’s inequality we deduce that the function 
4 =II u(t) ll&2) satisfies the following differential inequality: 
(4.14) -g(t) I II f(t) lb(R) da+ W) + (C&W - 2) 11 Vu(t) (I2 f 
From (4.14) it is easy to see that there exists Q > 0 such that when (4.2) holds, then 
(4.15) II u IIL~(O,T;LW)) + II u II L2(0,T;H@))I C{II ?A0 IILW) + II f IILwx(O,T))}. 
Let us estimate the difference of two solutions u;, i = 1,2 of (4.1) with data 
(‘(~7, fi) , i = 1,2. Denoting w = ut - u2 we have that 
(4.16) ;; II w(t) IL(,) + II VW(t) II&-q +9’(o) II 4) II&) 
L II h(t) - h(t) llLW)ll 4 IIW) 
+ c 
.I 
(I Ul y--l + 1 IL.2 I”-‘) 1 w I2 ncrT. 
R 
The last term of this inequality can be estimated as above. We then get 
(4.17) if II 44 II&) 
+ II VW(t) lKy2) ( [ 1 - c II u1 Il~LLn”(q + II u2 llPL;nl_,~7~,‘(n)]) 
I II fl(t) - f2W II Lvdl w(t) lb(R) +c II w(t) IL(,) . 
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Combining (4.15) and (4.17) we see that, if the data are sufficiently small (i.e. if ‘r/ > 0 
in (4.2) is taken to be small enough) then: 
(4.18) II 4) i 212(t) Ilo(O,T;L’(f2)) + II ?Jl(i) - ,(1,2(f) IILJ(“,T;H;(lL)) 
< C[ll uy - 14 IlLJ(n) + II fl - fz lIL~(rzx(o.7-,,] 
From (4.18) we deduce that the nonlinear map N : B, c E x L2 (62) + E is Lipschitz 
continuous. 
Using (4.18) it is easy to compute the Gateaux differential of N. We have 
(4.19) (DN(cp”, UO), (I)“, VO)) = IIEV(T), 
where 71 is the solution of 
vt - Au + g’(u)v = &yw, in 0 x (0: T), 
(4.20) v = 0; on 861 x (O,T), 
v(0) = v”, 
with $ solving 
-h - All, + g’(O)+ = 0, in R x (o,T), 
(4.21) 111 = 0, on i)R x (O,T), 
$J,(T) = $O, in R 
and where (cp, u) solve (4.4) and (4.6) with data ( cp”, u”). 
Let us prove that the mapping ((PO, ~1~) H DN(cpO, TA”) is continuous from 
B, c E x L2(0) into L(E x L2(R), E) 
To see this we need the following Lemma. 
LEMMA. - Assume that 1 < p 5 3. If ((~7, 3) u‘! converges to (cp”, d’) in B, c E x L2 (62) 
then the solutions uj of (4.6) are such that 
(4.22) g’(un) - g’(u) --+ 0 in C([O, T]; L2/(p-1)(R)). 
Proof of the Lemma. - In view of (4.17) we have that 
(4.24) u,, --+ u in C([0,T];L2(R)). 
From the growth condition (1 S) we deduce that g’ is a continuous function such that 
(4.25) 1 g’(s) (L C(1S I s IP-l)> v’.s E R. 
Combining (4.24) and (4.25) we deduce that 
(4.26) g’(un(t)) -4 g’(u(t)) in L2/(p-1)(R), v’t E [O,T]. 
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In view of (4.26) and by Ascoli-Arzela’s Theorem we see that it is sufficient to check that 
(4.27) g’(un(t)) is equicontinuous in C [0, T]; L 
( 
2%-l)(q). 
From (4.24) we know that the set K = {am : 7~ E N, t E [0, T]} is relatively compact 
in L’(R). Since the mapping g’ : L2(R) -+ L1 (0) that associates g’(u) E L1 (Cl) to any 
7~ E L2 (0) is continuous we deduce that it is uniformly continuous in K. Therefore given 
E > 0 there exists S > 0 such that 
provided 
However, since U, -+ u in C( [0, T]; L2(R)) an d ‘u. is uniformly continuous from [O, T] to 
L2(R) we deduce that there exists no(E) and q. > 0 such that (4.29) holds for any n 1 no 
and t, r E [0, T] such that ] t - r ]I qo. On the other hand since every uj is uniformly 
continuous from [0, T] into L2 (a) we deduce that for every j E {i, . . . , no(e)} there exists 
7/j > 0 such that (4.29) holds with n = j if ] t-r ] 5 qj. Taking ?j = min {qo, 711, . . . , qno } 
we deduce that if ( t - T (5 ?j then (4.28) holds. This concludes the proof of the 
equicontinuity. The Lemma is proved. n 
To show that N is of class C’ is equivalent to proving that when (cpg, u;) as in (4.7) 
satisfies 
(4.30) (q$,u!j) -9 ((p”,uo), in L2(R) x L2(R), 
then the solutions w,i of 
wi,t - Awj + g’(uj)wj = $xW, in fl x W), 
(4.31) wj = 0, on X? x (O,T), 
Wj(0) = WO, in R, 
with $ solution of 
(4.32) 
satisfy 
-$t - A$ + g’(O)$ = 0, in R x (0, T), 
II, = 0, on dR x (O,T), 
Q) = $O> in R, 
(4.33) 
II wwm - 43 IILWI Ej [II w” lb(R) + II go IlLynj] > qw”,$o) E (I;“(q)” 
with 
(4.34) Ej --t 0 
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where w solves 
wt - Aw + .9’(u)w = &ywq in 0 x (0, T), 
(4.35) w = 0, on iJR x (OTT). 
w(0) = w”, in 0. 
To show (4.33) we define .zi = wj - 20. Multiplying by zj the equation safistied by Zj 
and integrating in R we deduce that 
(4.36) 
Let us consider the critical case p = (n + 4)/ n in dimension n > 3, since the cases 
p < (n + 4)/n are easier to deal with (see the Appendix for the dimensions n = 1,2). 
The last term in (4.36) can be estimated as follows: 
(4.37) 
.I 
Ig’(uj)wj - dbb4 I zj I dz 
R 
< - 1 l(g’(Uj) - g’C”))l I wj I 1 zj I dz + /i I dC”> I I ‘j I2 drc. 
In view of Lemma 1 we know that 




I dbj) -.9’(u) I I wj I I 3 II n, II I wj I l zj I llL”l+qn) 
? 6j 11 zj IlPl(~~-2,(~)(l wj llp~L/(‘“-“~(Q) 
L csj II wj lIL2nI(“-“)(R)IJ Vzj Ilt”(n)= Tj(t) 11 Vzj IJZP(O), 
with 
r&) = csj 11 wj Ilp,w(Q) . 
In view of (4.18) we know that wj is bounded in L2(0, T; Hi(G)) and this combined 
with (4.38) implies that 
(4.40) yj --) 0 in L2(0,T). 
On the other hand 
(4.41) 
s 
I g’b-4 I I xi I2 dx 
n 
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with 0 < 1 if the data are taken to be small enough since 
II 9’(4 ll~a(U,T;L”,2(n))i c II u III&,T;Lz(r2)) . 
Combining (4.36) (4.37), (4.39) and (4.41) we deduce that 
< q (I vzj II&) +@(t) - ( > 
and, in view of (4.40), by Gronwall’s inequality we deduce that zj -+ 0 in C( [0, T]; L2(R)). 
Moreover the convergence of .zj is uniform when w”, T/J’ belong to a bounded set of L2 (0) 
and therefore (4.33) holds. 
Proof of (4.11). - It is easy to see that 
(4.42) (~+dqO,O)dO) = KG@), 
where w solves 
{ 
w+-Aw+g’(O)=q~~, in 0x(0,7’), 
(4.43) w = 0, on dR x (O,T), 
w(0) = 0, in R 
and $J is the solution of (4.32). The fact that the mapping 
$O E E - rI@(T) E E 
is an isomorphism is a consequence of Theorem 2.1. 
This concludes the proof of (4.11) and therefore, the proof of Theorem 1.1 is 
completed. w 
5. Proof of Theorem 1.2 
Let us consider the uncontrolled system 
1 
ut - AU+ ) u ]r-l u = 0, in R x (O,T), 
(5.1) u = 0, on dR x (O,T), 
u(0) = UO, in R. 
Multiplying in the equation by u and integrating in R we deduce that 
-- ; ; s, ( u I2 dx + .I, 1 Vu I2 dx + s, I u lp+’ dx = 0 
and therefore 
(5.2) II 4t> b(qI eexlt II u” I(L~(o), 
with Xi > 0 the first eigenvalue of -A in H;(o). 
& > 0 
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From (5.2) we deduce that for any UO E L’(12) and ‘1 > 0 there exists T > 0 such that 
Indeed it is sufficient to take T = $ log ( u” llq) 1) 
On the other hand, in view of Theorem 1.1 (which in this case applies without restriction 
on p because of the special structure of the non-linearity) we deduce that if n is small, 
for any data u(T) as in (5.3) and 6 > 0 there exists a control f E L2(w x (T,T + 6)) 
such that the solution of 
ult - Au+ 1 ill [P-h = fxu; in Rx (T,T+b), 
w = 0, on dR x (T;T+S); 
v(T) = u(T): in R: 
satisfies 
II&(T + 8)) = 0. 
This concludes the proof of Theorem 1.2. n 
Remark 10. - The control time T can also be taken independently of the initial data. 
This is because ‘u. = ((p - l)t)-‘/(p-l) constitutes a super-solution of (5.1) and therefore 
all solutions satisfy (5.3) if T is large enough, independent of u’. n 
6. Further comments and results 
In this section we comment some possible extensions of the results presented in this 
article and mention some open problems. 
6.1 Other functional settings 
In this article we have chosen to work in the L2(R) functional setting. The same type of 
results can be proved in U’(0) spaces for 1 5 p < co or in Co(R), the space of uniformly 
continuous functions in R that vanish on its boundary. The growth condition (1.6) on the 
non-linearity has to be modified according to the functional setting in order to guarantee 
the well-posedness of system (1 .l’) in these spaces. 
The only essential change that has to be done in the proof of our results to deal with these 
new functional settings is to minimize functionals of the form (2.3) in the dual space to the 
one we have chosen to prove controllability. We refer to [FPZl] for the technical details in 
the case where the non-linearity is globally Lipschitz and the approximate controllability 
is the problem under consideration. 
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6.2 Bang-bang controls 
All the results of this paper hold with controls of bang-bang form. More precisely, a 
control f is said to be of bang-bang form if there exists a real number X and a function 
cp = cp(xc,t) such that 
(Cl) f(x, t) E Xsgn(cp(x, t)) a.e. in Q x (0, T), 
with meas{(z, t) E fl x (0, ‘7) : cp(~, t) = 0) = 0 and sgn being the multivalued function 
sgn(s) = [-l,l], if s = 0, 
{ 
1, if s>O, 
-1, if s<O. 
In order to prove the results of this paper by means of this type of controls it is sufficient 
to replace the functionals of the form (2.3) by 
2 
I cpb,t> I dxdt 
+ E II (I- w(P lb(Q) - .I, ulpOdx + s, u’p(O)dx. 
In this case the functional J is not strictly convex and several minimizers may 
exist. It can be shown that there exists a minimizer such that the control (6.1) with 
X = $f J, ( p(x, t) 1 dxdt fulfills the required constraints at time t = T. The fact that the 
Lebesgue measure of the set where cp vanishes is zero is a consequence of the analycity 
of solutions of the constant coefficient heat equation (2.1). 
We refer to [FPZl] for a detailed construction of bang-bang controls in the frame 
of approximate controllability. We also refer to [FPZ2] where we show that bang-bang 
controls are those of minimal L” - norm among all the admissible ones. 
6.3 Boundary control 
All the results of this paper can be adapted to the case in which the control acts on 
the boundary i.e. when (1.1) is replaced by 
{ 
ut - Au + g(u) = 0, in R x (0, T), 
(6.2) u = fXr0, on dR x (O,T), 
u(x, 0) = uO(x), in R, 
where I0 is an open and non-empty subset of dR. The main change that has to be 
performed in the proof of these results is at the level of the functional to be minimized. 
For instance, instead of (2.3) one has to consider the functional 
where d./dn denotes the normal derivative and da the surface measure.on dR. 
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The growth condition (I .6) on the nonlinearity has to be modified too in order to guarantee 
the local well-posedness of (6.2). As we did in [Z2] in the context of the boundary control 
of the semilinear heat equation, in order to solve (6.1), one can decompose the solution II, 
as II, = 1) + ‘ru where 71 solves the linear heat equation 
(6.3) 
and UI satisfies 
1 
uUt - A~J + g’(O)71 = 0: in St x (0,7’), 
‘TI = fxr,, on i3R x (O,T), 
‘II(X, 0) = u”(x). in 62 
1 
wt - Aw + g(v + w) - g’(O)u = 0, in R x (O,T), 
(6.4) w = 0, on X2 x (O,T), 
w(0) = 0, in 62. 
It is not hard to see that if g satisfies (1.5) with p > 1 small enough then (6.4) has 
a unique solution when u is small enough, i.e. when 11 ,u” jILz(o) and 11 f ((Lz(rox(O,r)) 
are small enough. 
We refer to [FPZl] for the technical details on the boundary approximate controllability 
of the semilinear heat equation. As it is pointed in [FPZl] one can also obtain bang-bang 
boundary controls and work in other functional settings. 
6.4. Regularity of the controls 
In Remark 2 of Section 1 we said that the control can be taken to be of class C” and 
with compact support in w x [O! 2’1. To see this we consider an open non-empty subset 
W of w such that its closure is contained in w. We also consider S > 0 such that 2S < T. 
We introduce a non-negative smooth function p = ~(2, t) such that p E 1 in W x [S, T - S] 
and with support contained in w x (0, T). Instead of considering functionals of the form 
(2.3) we introduce the following one: 
pcp’dzdt + E II (I - b)cp” /I~yn) - //p’dx + b ,u’p(O)dz. 
The proof of the coercivity of J applies to J,,. We deduce the existence of a control f of 
the form f = p(p such that the solution u of (1.1) satisfies (1.14). 
6.5. Finite control to a non-zero equilibrium 
Let U, = U,(X) be an equilibrium solution of (1.1) with f = 0, i.e. a solution of 
(6.5) -A7~+y(zl) = 0 in 0; u=O on 80. 
Let us assume that U, E Hd (Q) n L”(n). The following result can be proved: 
THEOREM 6.1. - Under the assumptions of Theorem 6.1 there exists E > 0 such that if 
)I u” - ‘& IltyR)< E. 
then there exists f E L2(R x (0, T)) such that the sohtion of (1.1) satisfies TE(u(T)) = 
ME. 
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Theorem 6.1 can be proved by the same method as Theorem 1.1. However, the linearized 
system (4.4) has to be replaced by 
-pt - Ap + g’(u,)(p = 0, in S2 x (O,T), 
(6.6) cp = 0, on 80 x (O,T), 
47 = cp”l in R. 
To prove Theorem 6.1 the following unique continuation property is needed: if cp 
solves (6.6) and cp = 0 in w x (0, T), then cp” = 0. When the potential g’(ue) is bounded 
this property holds (see [SS]). However, this boundedness assumption on the potential (and 
therefore on u,) can be relaxed. H 
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Appendix 
Let us go back to the proof of (4.10) in dimension 12 = 1. Let us recall that, by 
Holder’s inequality 
II u I/~&)i II u llPL;;‘cn,ll 7L I/L(Q) 
and that, on the other hand, the following interpolation inequality holds: 
(A.11 II u lb(Q)5 II ‘LL Ilga,ll u, II:!;*, . 
Combining these two inequalities we get that 
When p - 1 < 4, by Young’s inequality, we deduce that for any S > 0 there exists 
C, > 0 such that 
(A.3) I( u, II&)< f5 II u, l&(Q) +cn II 7L Il~~;)'("-l') . 
From (4.12) and (A.3) we get that I =/I I JI$(o) satisfies 
(A4 g&(t) 5 11 f(t) I(qq l/qq+ CE(t)(p+3)‘(5--p) + C&(t) 
and this implies (4.15). 
When p is the critical exponent in dimension n = 1 @ = 5), from (A.2) and (4.12) 
we get that 
g&(t) I II f(t) IILy?) m+ Wt) + (c&*@) - 2) II G,(t) Il;yrq 
and this implies (4.15) too. 
The same arguments allow to show that (4.17) holds for sufficiently small initial data. 
To be more precise, let us consider the critical case p = 5. Going back to (4.16) we have: 
(A.5) ;g II 4) II&?) + II G) II&q +.m II w(t) II&Q) 
I II flW - f*(t) IIL”(Q)II w(t) IlL’(62) 
a + c J (I Ul I4 + ( u* I”) ( ?U I2 dz 
5 II J.dt;!- f*(t) IILWII w(t) IILyn) 
+ c II u1 ll~yq [ + II u2 II&q 1 II w(t) 11$(a) . 
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It is then sufficient to observe that 
and that the right hand side of this last inequality belongs to L1(O, T) because of (4.15). 
The estimate (4.18) is then a consequence of (A.5) and Gronwall’s Lemma. 
When dimension n = 2 the proofs given in section 4 have to be slightly modified. 
It is sufficient to take into account the following Gagliardo-Nirenberg inequality (see H. 
Brezis [Br], p. 165): 
(A&) II u lbyn,I c II u ll2qn)ll vu II;&> Qu E H;(R). 
Let us consider for instance the critical exponent p = 3. Going back to (4.12) we have: 
ff II u(t) IL(,) + II Vu(t) II;“(,) +9’(O) II u(t) IL(n) 
I II .f@) IILWII 4t) IILW +c II 4t) ll4L‘y,) 
I II f(t) IILWII u(t) II L”(Q) +c II m IK’(c2)II WG II& . 
Therefore 
(A.7) ;; II u(t) I&2) 5 II fV> II Lyqll w IILW -9’(O) II 44 ll2Lyq 
+ (c II u(t) II:‘(n) -1) II Vu(t) llL(Q) . 
From (A.7) it is easy to see that (4.15) holds when the data are small enough. In what 
concerns (4.16) we observe that 
~5 ’ II ui Ib(n)lI vui llL2(C2)lI W ll~Y(n)ll VW l\LJ(n) 
5 6 II \Jw IL(Q) +c6 II ui llL(n)ll VW (j&(n) II w II&), 
for any S > 0 if C’S > 0 is large enough. 
Combining (4.15), (4.16) and (A.8) we see that 
W) 6f II 44 llL(n) + (1 - 6) II VW(t) II&?) L w - !I’(W II w(t) II&) 
+ II fl@) - fz@) IILT)II w(t) IlLyn,, 
with g(t) = C&HI ~1 llYL(qII Vu1 ll$p) + II ~2 l)&(n)/I Vu2 II$(n,] which belongs to 
L1(O, T) in view of (4.15). 
From (A.9), (4.18) follows easily. 
To show that N is of class Cl, as above, the cases n = I,2 have to be treated separately. 
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When p - 1 5 2 we can proceed as in Section 4 using (4.38) except for the case 
p - 1 = 2 when n = 2. Thus we have to deal with the following two cases: 
(a) p E (3,5] , R = 1, 
@I P = 2, rL = 2. 
Let us consider first the case (a). We only analyze the critical exponent p = 5 since 
the proof is easier when 3 < p < 5. 
Taking into account that uj + u in L”(O,T; L2(0)) n L2(0,T; Hi(R)), by the 
interpolation inequality (A.l) we deduce that uj --t u in L4(0, T; L”(Q)). In view of 
the growth condition (1.5) with p = 5 we deduce that 
(A.10) g’(uj) -+ g’(u) in Ll(O,T; L”(0)). 
Going back to (4.39) we observe that 
(A.11) .I I dC”j) -Y’(u) I I wj I I zj I dx I & II zj IILz(Q), dl 
with 
(A.12) h =I1 g’(%) - g’(u) ll~-(n)II u~j /ILQ(~-+ 0 in L1(O, T). 
On the other hand. 
(A.13) 
.I 
I SW I I ZLi I2 fix 5 W) II ?i llL(f2), R 
with S(t) =(( g’(u) IIL-p,~ Ll(O,T). 
Combining (A.1 I)-(A.13) with (4.36)-(4.37) we get the following inequality for 
E.i =II % II:‘(n): 
;-g(t)+ II VZj@) ll2L,!(,)I &(Wj(W2 + w&j(t). 
Solving this inequality we deduce that ~j -+ 0 in L”(0, T). The proof may be concluded 
as in section 4. 
Let us consider now the case (b): n = 2,~ = 3. Taking into account that 
ZL~ + u in L”(0, T; L2(R)) n L2(0, T; Hi) 
and Gagliardo-Nirenberg’s inequality (A.6) we deduce that 
(A.14) ~j --f 14 in L4(R X (0,T)) 
and from the growth condition (1.5) with y = 3 we conclude that 
(A.15) g’(uj) -+ g’(u) in L2(s1 x (0,T)). 
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Integrating with respect to time in (4.36)-(4.37) we deduce that 
(A.16) 
In view of (A.15): 
(A.17) ss t Ig’(~j)-g’(~)llwjIl~jld~d~ 0 n 
5 sj II wj Ilt~(Qx(O,T))Il % Ib(Rx(0,T)) 
I c4 II zj IlL~(~X(O,T)), 
for some C > 0 with Sj -+ 0 since wj is bounded in L4(R x (0, T)). Combining (A.17) 
with (A.6) we deduce that 
(h.18) 
t ss I s’h) - g’b) II wj II zj I d&s 0 R 
with yj + 0. 
On the other hand, by (A.6): 
(A.19) t 
/.I 
I dW II zj I2 dxds 0 R 
t < - .I! I g’b) - g’(o) II zj I2 dxds+ Ig’(O) III zi 1&(nx(o,t)) 
5 II x4 llLyRX(O,t))Il % lIL~(O,t;Lw))ll vz, Ib(nx(o,t)) 
+ I g’(O) Ill zj ll2Lqnx(o,t)) 
5 a II hi K(Qx(O,t)) 
+ w II 3 lL(o,t;L2(n)) + I SJW Ill 3 IL(nx(O,t))~ 
with 
(A.20) C(t) = ; II 0) 11:y2xco,t,, 
and h(s) = g’(s) - g’(0). 
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In view of the growth condition (1 .S) we know that 1 h(s) I< C: ( s 1’ and therefore. 
by (Ah), 
I c(t) II c II u II2 Lyux(o,t))l c II fu llL~(O,t;L”(62)h v’L1 llLwx(o,t,, 
and thus, by (1.8), for sufficiently small initial data, we can conclude that 
(A.21) I C(t) Ii l/4, vt E (0,T). 
Combining (A.16) with (A.18)-(A.19) we obtain that 
and this implies that 
zi -+ 0 in L”(0, T: L2(R)) as j i cc. 
Finally, (4.33) can be deduced by the arguments of section 4. 
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