Optical burst switching (OBS) is emerging as the switching technology for next generation optical networks. Advantages of optical packet switching and circuit switching are combined in OBS and overcoming their limitations. Data (or payload) is separated from control packet. A control packet is sent before the payload to reserve the resources on the path to the destination of payload. When a control packet arrives at an intermediate node a wavelength scheduling algorithm is used by the scheduler to schedule the data burst on an outgoing wavelength channel. The required information to schedule a data burst are arrival time and duration of data burst, which are obtained from the control packet. On the other hand, scheduler keeps availability of time slots on every wave length channel and schedule a data burst in a channel depending upon the scheduling algorithm it uses. Different scheduling algorithms have been proposed in literature to schedule payload/ data burst. They differ in burst loss and complexity. Depending upon the channel selection strategy, they can be classified as Horizon and Void filling algorithm. Though these algorithms give less burst loss but channel utilization is very less. In this paper we introduce a new approach, which will give less burst loss and also utilize existing channels in efficient way. Also the performance of this proposed scheduling scheme has been analyzed and compared it with the existing void filling schemes. It is shown by simulations that the proposed scheme gives somewhat better performances compared to the existing schemes in terms of channel utilization and packet loss.
INTRODUCTION
Optical Burst Switching (OBS) [1] is a new paradigm in optical networks that has got the advantages of packet switching as well as circuit switching. OBS architecture is composed of three types of node i.e. ingress node, egress node and core node. There are two main classification of scheduling algorithms [2] [3] . They are Horizon Algorithms and Void filling scheduling schemes. Horizon algorithm considers the channels which have no scheduled data burst at or after current time t and the channels are called Horizon channels. Void filling algorithms consider the channels which have unused duration in between [4] two scheduled data bursts. These are called Void channels. The example of Horizon algorithms are FFUC, LAUC and Void filling algorithms are FFUC-VF, LAUC-VF and Min-EV. Horizon algorithms are easy to implement and burst loss ratio is high. Whereas burst loss ratio is lower in Void filling algorithms but complex switching are required to implement. Among the void filling algorithms, burst loss ratio is lower in LAUC-VF and Min-EV. LAUC-VF [5] [6] schedule a data burst in a void channel such that the time difference between arrival data bursts starting time and previous scheduled data bursts end time is minimum [7] [8] [9] [10] . Whereas Min-EV schedule a data burst in a void channel, such that the time difference between a scheduled data [11] bursts start time and arrival data bursts end time is minimum. Both, LAUC-VF and Min-EV consider only one side of a void. There may be a possibility, in which a smaller data burst will be scheduled in a larger void where as a bigger data burst will be dropped. This will lead to higher burst blocking and lower channel utilization. There has been growing interest in the realization of an optical Internet (IP over WDM) [12] [13] [14] to support these future applications. Optical burst switching (OBS) is one approach that can be used to efficiently transmit bursts of IP data over WDM networks. In an OBS network, a WDM link consists of multiple data channels to transmit the payload (data bursts) and one or more dedicated control channels to transmit the corresponding [15] [16] [17] burst header packets (BHP). The BHP is transmitted ahead of the burst in order to control the switches along the burst's route. The burst follows the header without waiting for an acknowledgment for the connection establishment. The header and the data burst are separated at the source, as well as subsequent intermediate nodes, by an offset time [18] . The offset time allows for the header to be processed at each node before the arrival of the burst; thus, no fiber delay lines are necessary at the intermediate nodes to delay the burst while the header is being processed. The control message may also specify the duration of the burst in order to let a node know when it may recon its switch for the next burst, a technique known as Just-Enough-Time (JET) [19] . One of the key issues in OBS is the scheduling of bursts on output data channels. Currently, contention resolution techniques used in scheduling are wavelength conversion and buffering. In wavelength conversion, if multiple bursts on the same wavelength compete for the same output port at the same time, then the bursts are shifted to different independent wavelengths. In optical buffering, FDLs are used to [20] provide limited delay to the data bursts, proportional to the length of fiber delay line, in order to resolve the contention. Current data channel scheduling algorithms that use wavelength conversion and FDLs include latest available unscheduled channel (LAUC), and latest available unscheduled channel with void filling (LAUC-VF) However, these techniques drop the burst completely if all of the data channels are occupied at the arrival time of the burst.
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Instead of dropping the burst in its entirety, it is possible to drop only the overlapping parts of a burst. This technique is referred to as burst segmentation.
REVIEW OF VARIOUS SCHEDULING SCMES

Review of Horizon Scheduling Methods
Horizon scheduling algorithms consider the unscheduled channels to schedule a data burst. It does not consider the availability of void within a channel, which could otherwise be used in channel scheduling. For example consider the Figure 1 . In this Figure there two data bursts a and b are scheduled on channel [4] 1 and data burst c on channel 2. For horizon scheduling algorithms, channel 1 is available at time instant t and channel 2 is at t'. Suppose a data burst x arrives. Horizon scheduling algorithms will schedule the data burst x on channel 2 as shown in Figure 1 . They do not consider the voids within a channel. In channel 1 there exist a void between data bursts a and b within which the data burst x could have been scheduled. Thus, horizon scheduling algorithms are not efficient in terms of channel utilization and gives rise to higher burst loss. On the other hand, void filling algorithms consider both unscheduled and void channel to schedule data bursts. For the scenario as shown in Fig. 1 , void filling algorithms will schedule data burst x on channel. Thus, increases the channel utilization. Any data burst arriving between t' and t could be schedule on channel 2, which otherwise could have been dropped in horizon algorithms. Thus, horizon scheduling algorithms are not efficient in terms of burst loss and channel utilization in comparison to void filling algorithms. 
Scheduling by Void Filling Techniques
Though void filling algorithms are efficient than horizon scheduling algorithms, but they are not the optimal scheduling algorithms. The limitations of the void filling algorithms such as LAUC-VF and Min-EV [5] algorithms lies in the fact that they consider only one side of a void. LAUC-VF, consider the void created between incoming data bursts start time and previous scheduled data bursts end time. Whereas Min-EV, consider the void created between scheduled data bursts start time and incoming data bursts end time. Due to this smaller size data bursts may be scheduled in a larger void whereas bigger size data bursts may get blocked. In the following section, a brief description of the limitations in terms of blocking and channel utilization of LAUC-VF and Min-EV void filling algorithms is presented.
Scheduling by LAUC-VF Algorithm
In OBS data bursts are of variable lengths. If a smaller data burst arrive earlier than a larger size data burst then void filling algorithm may schedule [4] the smaller data burst on a larger void and the larger size data burst may be dropped due to unavailability of data channel. This can happens in void filling algorithms due to their consideration of one side of a void. For example consider the Figure 2 . In this figure data burst b0 and b1 are schedule on channel 1, b2 and b3 on channel 2 and b4 and b5 on channel 3. On channel 1 the end time of data burst b0 is t1 and start time of data burst b1 is t2. Data burst b2 has end time of t3 and data burst b3 has start time of t4 on channel 2. Similarly, for data burst b4, t5 is the end time and for data burst b5, t6 is the start time. Suppose three data bursts B0, B1 and B2 arrive at a node. Arrivals of control packet for data bursts are shown in control channel. Control packet CB0 for data burst B0 has arrived first then CB1 for data burst B1, and finally CB2 for data burst B2arrived in that order. Start time and end time of data burst B0 is tb0 and te0, for data burst B1 is tb1 and te1 and for data burst B2 is tb2 and te2. Scheduling of the data burst onto a channel depend on the type of scheduling algorithm node is using. That is, whether node is using LAUC-VF or Min-EV algorithm. Two different cases have been presented. One for scheduling with LAUC-VF and the other for Min-EV algorithms. Since the data burst B0, B1 and B2 arrive in that order, the scheduler will schedule data burst B0 first, then B1 and followed by B2 in that order. LAUC-VF algorithm tries to schedule a data burst on a void, such that difference between the start time of a new data burst and the end time of a previous scheduled data burst whose end time is prior to the new data burst start time will be minimum. Data burst b0, b2 and b4 have their end time prior to data burst B0's start time.
Differences between the start time of B0 and end time of b0, b2 and b4 are (tb0 − t1), (tb0 − t3) and (tb0 − t5) respectively. Of these LAUC-VF, schedule the data burst on a channel, that has the minimum difference. Difference between the start time of data burst B0 and end time of data burst b0 is minimum. That is (tb0 − t1) is the minimum value of the three values (tb0 − t1), (tb0 − t3) and (tb0 − t5). So LAUC-VF schedule the data burst B0 on channel 1. When the request CB1 for data burst B1 arrives, there is no available channel to schedule the data burst B1, hence B1 is dropped. Data burst B2 can be scheduled in channel 2. In Figure 2 the duration of void in channel 1, 2 and 3 are (t2−t1), (t4−t3) and (t6−t5) respectively. Higher the fraction of void utilized higher will be channel utilization. Fraction of void utilized is the ratio of the data burst duration scheduled on the void to the void duration. In Figure 2 , LAUC-VF schedules the data burst B0 in the void of channel 1. The fraction of void utilized is (te0 − tb0)/ (t2 − t1). Of these the fraction (te0 − tb0)/ (t2 − t1) is smaller. Scheduling data burst B0, in channel 1, 2 and 3, the fraction of void utilized will be (te0 − tb0)/ (t2 − t1), (te0 − tb0)/ (t4 − t3) and (te0−tb0)/ (t6−t5) respectively. This is because (t2− t1) > (t4 − t3) > (t6 − t5). Thus scheduling data burst B0 in channel 1, gives rise to lesser channel utilization. Moreover, this creates a void (t2 −te0) of considerable duration.
Fig 2. LAUC-VF and Min-EV Algorithms
Scheduling by Min EV Algorithm
In Min-EV scheduling algorithm, an incoming data burst is schedule on a channel, such that the start time of an already scheduled data burst and end time of an incoming data burst is minimum. Here only those schedule data bursts whose start time is after the end time of the incoming data burst are considered. In Figure 2 , data bursts b1, b3 and b5 have start time after the end time of data burst B0. Difference between the end time of data burst B0, and the start time of data burst b1, b3 and b5 are (t2 − te0), (t4 − te0) and (t6 − te0) respectively. Of these (t4−te0) is the minimum. So the data burst B0 is schedule on channel 2. Similarly data burst B1 is schedule on channel 1. However, data burst B2 cannot be schedule as there is no wavelength channel is available.
Channel Utilization in LAUC-VF and Min EV Technique
In Fig 2 the duration of void in channel 1, 2 and 3 are (t2−t1), (t4−t3) and (t6−t5) respectively. Higher the fraction of void utilized higher will be channel utilization. Fraction of void utilized is the ratio of the data burst duration scheduled on the void to the void duration. In Figure 3 LAUC-VF schedule data burst B0 in the void of channel 1. The fraction of void utilized is (te0 − tb0)/ (t2 − t1). Of these the fraction (te0 − tb0)/ (t2 − t1) is smaller. Scheduling data burst B0, in channel 1, 2 and 3, the fraction of void utilized will be (te0 − tb0)/ (t2 − t1), (te0 − tb0)/ (t4 − t3) and (te0−tb0)/ (t6−t5) respectively. This is because (t2− t1) > (t4 − t3) > (t6 − t5). Thus scheduling data burst B0 in channel 1, gives rise to inefficient channel utilization. Moreover, this creates a void (t2 −te0) of considerable duration. Min-EV algorithm schedule data burst B0 in channel 2. Fraction of void utilized is higher than that of scheduling on channel 1 and lower than scheduling on channel 3. Scheduling B0 in channel 2, void of channel 3 remains utilized. Thus, it is observed that the channel utilization is lower in both LAUC-VF and Min-EV. This is because both algorithms consider only one side of a void i.e., either the start or end side of a void. Next we propose a new channel scheduling algorithm which considers both end of a void in scheduling and it utilizes void efficiently.
BFVF Algorithm
Best Fit Void Filling (BFVF) [18] , which attempts to maximize the channel utilization and minimize the burst loss. This algorithm first selects all possible void channels, on which the data burst can be scheduled. Then selects one of the possible void channel such that the void utilization factor is maximum. We calculate the void utilization factor as:
Where a is the data burst length and x is the void length. In Figure 3 , data burst B0 can be schedule any one of the channel 1, 2 and 3. Void utilization factor for B0 on channel 1, 2 and 3 are (te0 − tb0)/ (t2 − t1), (te0 − tb0)/ (t4 − t3) and (te0 − tb0)/ (t6 − t5) respectively. Void utilization factor for channel 3 is maximum, since (t6 − t5) < (t4 − t3) < (t6 − t5). So BFVF algorithms selects channel 3 to schedule the data burst B0. Similarly data burst B1 is schedule on channel 1 and B2 on channel 2. BFVF algorithm all three data burst B0, B1 and B2 can be scheduled on channel 3, 1 and 2 respectively as shown in Figure 3 . Thus the channel utilization is higher and burst loss ratio is lower in our propose scheme than in LAUC-VF and Min-EV. Though BFVF has the highest Channel Utilization factor, it has got the limitations of dropping of burst in large number and the burst loss is high. 
SEGMENTATION BASED BEST FIT VOID FILLING (MSBFVF) TECHNIQUE
This algorithm schedules the data bursts according to CUF but when it comes to segmentation the scheduling process is different as compared to BFVF scheme. Scheduling process is done without segmentation according to CUF when overlap of bursts with channels does not occur. But when overlap occurs among those bursts with channels then this algorithm first schedules the non-overlapping part of burst on suitable channels and then it segments the overlapping portion. Now it compares the segmented part with other arriving bursts as shown in Fig 4 . After comparing the segmented portion with other arriving bursts it selects the burst which has bigger length than that segmented part and it schedules that burst on suitable channel. As a result burst loss ratio will be less. Implementation of this algorithm is shown below with different cases.
The steps involved in SBFVF Method are as follows:
1: Enter number of bursts & channels. CUF= ( a *100 ) / x where a' is the data burst length and 'x' is the void length.
5: If CUF is less than 100% for the first arriving burst then select the channel which is closer to 100% and schedule the burst on that selected channel.
6: If CUF is greater than 100% (over laps) for arriving burst then select the channel which is greater & closer to 100%.
7: Then segment the burst of overlapping portion.
8:
Now compare the segmented burst length with other arriving bursts & select the burst whose length is bigger than the segmented burst.
9: Calculate CUF for the selected burst.
10: If CUF is less than 100%, schedule the selected burst on suitable channel.
11: If CUF is greater than 100% go to step 6.
12: Stop
In this introduced scheme it does not require finding the minimum gap instead of it, finding the utilization factor of every channel and select the best utilization factor and scheduled the burst according to it (see Fig 4) .
SIMULATION AND RESULTS
Simulation Set Up is shown in Fig 5. Simulation has been done for taking various conditions for different algorithms. Four void filling algorithms i.e. FFUC-VF, LAUC-VF, BFVF and SBFVF (newly introduced) have been simulated under similar conditions for different cases and channel utilization has been calculated accordingly. . It is clear that SBFVF algorithm performs better in terms of channel utilization as compared to other three algorithms (see Fig 6 and 7) . The main consideration for choosing fixed burst length was to investigate the performance of the algorithms constant bit rate (CBR). 
CONCLUSION
Various scheduling scheme for Optical Burst Switching have been discussed and a new algorithm of channel scheduling in OBS (MSBFVF) has been introduced. Simulation results show that the MSBFVF Scheme was best in terms of bandwidth utilization; number of channels used or channel utilization and burst loss. It is found that the delay depends on the starting and ending times of the bursts and also the starting and ending time of void in the channels. This has been also evident by results. In this paper it is shown by simulations that this algorithm showed better performance in simulated cases as compared to the existing scheme. It can be concluded that proposed segmentation based scheme gave better result as compared to non segmentation based schemes.
