Abstract. In this paper we study microlocal singularities of solutions to Schrödinger equations on scattering manifolds, i.e., noncompact Riemannian manifolds with asymptotically conic ends. We characterize the wave front set of the solutions in terms of the initial condition and the classical scattering maps under the nontrapping condition. Our result is closely related to a recent work by Hassell and Wunsch, though our model is more general and the method, which relies heavily on scattering theoretical ideas, is simple and quite different. In particular, we use an Egorov-type argument in the standard pseudodifferential symbol classes, and avoid using Legendre distributions. In the proof, we employ a microlocal smoothing property in terms of the radially homogenous wave front set, which is more precise than the preceding results.
Here K is any compact subset of a coordinate neighborhood U ⊂ ∂M. (The dependence of constants C Kkα on K will be suppressed, when there is no confusion.) In particular, if µ 0 > 1 and µ 1 > 1/2, then g is said to be of radially short-range type.
Remark. If we set x = 1/r, then the above definition of the scattering metric looks almost the same as the one by Melrose [12] . In fact, if the perturbation trems m * have asymptotic expansions in x = 1/r as r → ∞, then we have the scattering metric in the sense of Melrose. In this case, the short-range condition corresponds to the vanishing of the leading term (i.e., the term of O(1/r)). We note these definitions depend on the choice of the coordinate systems, and probably it is preferable to formulate it using coordinate-free definition of the conic structure, but we do not investigate it in this paper.
In this paper we assume g is a scattering metric of radially short-range type. We consider solutions to the Schrödinger equation: 
is the Laplace-Beltrami operator, and the function space is given by
We suppose V is of smooth short-range type in the sense that V ∈ C ∞ (M; R) and for some µ 3 > 1
We may assume 0 < µ ≡ µ 0 − 1 = 2µ 1 − 1 = µ 2 = µ 3 − 1 < 1.
Under these settings the Schrödinger operator H = − g + V is essentially self-adjoint, and we denote the unique self-adjoint extension by the same symbol H. Then the equation (1.1) has the unique solution u(t, ·) = e −itH u 0 for any initial data u 0 ∈ H.
We now fix (x 0 , ξ 0 ) ∈ T * M and t 0 > 0. Our main result concerns a necessary and sufficient condition for (x 0 , ξ 0 ) ∈ WF (e −it 0 H u 0 ) in terms of the scattering data for the classical trajectory with the initial condition (x 0 , ξ 0 ). We denote by (x(t; x 0 , ξ 0 ), ξ(t; exist, where (r, θ, ρ, ω) ∈ T * M ∞ are local coordinates associated with the boundary decomposition (r, θ) ∈ M ∞ . The limits (r − , θ − , ρ − , ω − ) are the classical scattering data at time −∞. We note ρ − is the negative square root of the total energy; θ − is the asymptotic direction; ω − is the impact parameter (up to a scaling factor); and r − is the time-shift of the trajectory (times velocity).
We then set up a reference free system in the quantum mechanics. We set
where (h jk ) is the Riemannian metric on ∂M, appearing in Definition 1.1. We now set our free Hamiltonian as
and define J:
Using the natural identification: M ∞ ⊂ M free , we may write
Now we state the main result of this paper. 
Remarks 1. The theorem describes the wave front set of e −it 0 H u 0 in terms of the classical (inverse) wave operator and e −it 0 H 0 J * u 0 . Since H 0 is essentially one-dimensional free Schrödinger operator, we can consider the time evolution as a linear transform: (x, ξ) → (x + 2tξ, ξ) in the phase space, and the right hand side is easy to characterize. (We can also easily write the integral kernel of e −itH 0 explicitly.) 2. The theorem suggests that e itH 0 J * e −itH is a Fourier integral operator corresponding to the canonical map: (x 0 , ξ 0 ) → (r − , θ − , ρ − , ω − ). This is analogous to what Hassell and Wunsch proved in a different setting [4] . We believe that this statement can be proved using our method, and it will be discussed in forthcoming papers.
3. As a simplest example, we consider the Euclidean space (M, g) = (R n , dx 2 ), and H = − on L 2 (R n ). (R n , dx 2 ) is a scattering manifold of short-range type, identified with the interior of the half sphereM = S n + = {w ∈ R n+1 ; |w| = 1, w n+1 ≥ 0} through the stereographic projection:
Our comparison system is
where v S n−1 is the standard density on S n−1 , and Theorem 1.2 gives a characterization of WF (e it u 0 ) in terms of WF (e it∂ 2 r r n−1 4 j(r)u 0 ). 4. In [14] and [15] , one of the authors studied the same problem for the asymptotically Euclidean case, and our result may be considered as a generalization of them. However, in [14] , H 0 = − is used as the free system, and hence the result in [14] is not a special case of Theorem 1.2. The recent paper [15] concerns the long-range case, and the comparison evolution is given by a modified free motion.
The analysis of microlocal singularities of solutions to Schrödinger equations with variable coefficients was introduced by a seminal paper by Craig, Kappeler and Strauss [1] in 1995. They considered Schrödinger equation with asymptotically flat metric of short-range type on the Euclidean space, and showed so-called microlocal smoothing property, that is, the microlocal smoothness follows from the rapid decay of the initial state in a conic neighborhood of the asymptotic velocity (as t → −∞). This result was generalized to Schrödinger equations on manifolds with scattering metric by Wunsch [21] , and to long-range type perturbation (on the Euclidean space) by Nakamura [13] . We remark that both results are more precise than [1] in the sense that the conditions on the initial states are time-dependent. Wunsch used quadratic scattering wave front set and Nakamura used homogeneous wave front set to formulate the assumption. The definitions of these notions differ considerably, but it was shown by Ito [6] that they are essentially equivalent (up to a linear transform). These results are generalized to the microlocal analytic singularities by Robbiano and Zuily [17] , [18] , [19] , and Martinez, Nakamura and Sordoni [10] .
The microlocal smoothing properties give us sufficient conditions for the microlocal smoothness of solutions, but they do not give us necessary conditions, which was addressed by Hassell and Wunsch [3] , [4] . They considered the problem on manifold with scattering metric of short-range type (somewhat stronger assumptions), and gave a necessary and sufficient condition of the microlocal regularities of solutions in the nontrapping area. The same problem was considered in [14] , [15] , and essentially equivalent characterization of the microlocal singularities of solutions was proved for Schrödinger equations of long-range type on the Euclidean space. An analytic analogue of these results (short-range type on the Euclidean space) was recently proved by Martinez, Nakamura and Sordoni [11] .
The method of this paper is closely related to that of [14] , [15] , though the geometric structure is quite different. In particular, in [14] , the standard classical scattering theory is used to construct the scattering correspondence, whereas we essentially construct the classical scattering in the polar coordinates, which makes these results being not equivalent to previous results even in the case of the Euclidean space. By constructing the classical scattering theory in the polar coordinates, we separate the motion in the radial variable and the angular variables. This idea enables us to employ the one-dimensional free motion as the reference system, and it not only clarifies the scattering structure, but also greatly expand the applicability of the time-dependent scattering theoretical method. We believe this method applies to more general noncompact manifolds, and we are also working on the construction of time-dependent (quantum) scattering theory on such manifolds. Note that, so far, the scattering theories on manifolds have been constructed by the stationary (time-independent) methods.
We also note that our method is partially inspired by works on the characterization of the singularities for perturbed harmonic oscillators ( [22] , [7] , [2] ). We refer [1] , [4] and [15] for other references.
Compared to the results by Hassell and Wunsch [4] , our result is formulated using more elementary terms, and the proof seems simpler. Hassell and Wunsch used the multiplication operator e ir 2 /2t to compensate the oscillation of the solution at ∞, whereas we use the one-dimensional free Schrödinger evolution e −itH 0 for that purpose. Thus the correspondence of the microlocal singularities is given by the classical scattering relation in our paper, whereas the so-called sojourn relation is used in [4] . Also, the scattering wave front set (due to Melrose [12] ) is used to characterize the wave front set in [4] , whereas we use the standard wave front set. We note that Hassell and Wunsch constructed a parametrix of the evolution operator as a Legendre distribution, whereas we have not used any parametrix construction but an Egorov-type theorem.
The paper is organized as follows: In Section 2 we study the classical scattering on manifold with scattering metric. Section 3 is devoted to the proof of the microlocal smoothing property of our evolution operator, which is of interest in itself (Theorem 3.2), though we need only its very weak version in the proof of our main result. Theorem 3.2 is more precise than previous results in the sense that the assumption is better localized with respect to the angular variables. In fact, the assumption is almost optimal with respect to the angular variables, but it is not as sharp with respect to the radial variable. For example, in one dimensional case, the result is essentially the same as the results by Wunsch [21] and Nakamura [13] , and thus it is not as sharp as our main result. We prove the main theorem in Section 4.
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Classical trajectories and scattering data.
In this section we consider the asymptotic behavior of the classical flow generated by the kinetic energy function p(x, ξ) on T * M. Let (M, g) be a scattering manifold of radially shortrange type, and (
where (r(t;
We can compute the inverse matrix to
so that we obtain
Then (2.1) is written explicitly:
The estimate holds locally uniformly in the initial data
by the conservation of the energy. Then, since
as long as r(t; x 0 , ξ 0 ) is large. By direct computation we havë
Noting that T 0 < 0 can be chosen so that r(T 0 ; x 0 , ξ 0 ) is large andṙ(T 0 ; x 0 , ξ 0 ) < 0, we learn (2.8) implies (2.6). Taking a small neighborhood of exp T 0 H p (x 0 , ξ 0 ), the assertion on local uniformity follows.
For any small open set W ⊂ T * M \ T − and negatively large T 0 < 0, we have
Proof. By the equations (2.3), (2.5) and the estimate (2.7) it follows that
Then by Lemma 2.1 we obtain
which holds locally uniformly in the initial data. Thus ω(t; x 0 , ξ 0 ) is bounded as t → −∞, and we have
so that there exists r − (x 0 , ξ 0 ) such that
Similarly for the other variables there exist
All these estimates hold locally uniformly in (x 0 , ξ 0 ), and thus
is locally uniform convergence and S −∞ is continuous. Next we prove the smoothness of S −∞ . Since
and exp tH ρ 2 and exp tH p are diffeomorphisms on T * M free and T * M, respectively, we have only to work on T * M ∞ ⊂ T * M free , that is, it suffices to show that all the derivatives of S t converges as t → −∞ uniformly on any small open set
If we put
Let us first show that all the derivatives of (R(t), θ(t), ρ(t), ω(t)) are bounded for t ≤ 0. We have already shown the boundedness for (R(t), θ(t), ρ(t), ω(t)).
for simplicity. Then, by differentiating (2.10), we learn for α ∈ Z n
and similarly for ∂ α θ(t), ∂ α ρ(t), ∂ α ω(t). Thus, if we put
The Gronwall's inequality applies and we get
By induction all the derivatives of (R(t), θ(t), ρ(t), ω(t)) are bounded, and thus, in turn, substituting this estimate to (2.11) and the counterparts for
we can show that all the derivatives of S t converges locally uniformly as t → −∞. Finally, in order to prove that S −∞ is a local diffeomorphism, we need to estimate the first derivatives of S t more precisely. Noting the boundedness of S t (W), t ≤ 0 and the relation (2.9), we observe it suffices to show that S −∞ is diffeomorphic on a small open setW = exp T 0 H p (W) ⊂ T * M \ T − . For arbitrary large R 1 > 0, by taking T 0 < 0 negatively large enough accordingly, we may assume
Thus similarly to (2.11) we obtain for (R 0 , θ 0 ,
and
It follows that the Jacobian of S −∞ is invertible onW, and thus by (2.9) S −∞ is a local diffeomorphism.
Microlocal smoothing estimates. Note that, if a boundary decomposition
Choose ψ ∈ C ∞ (M) so that it does not depend on r near ∂M, equals 1 on
and has support sufficiently near the same set. Here π: T * M → M is the projection to the base space. If supp a is sufficiently small, we can choose ψ and a coordinate neighborhood
where κ * and κ * = (κ * ) −1 are the associated pull-back and the push-forward, respectively. In the following argument there always appears only one coordinate chart. Hence (1, ∞) × U may be identified with (1, ∞) ×Ũ ⊂ R n , and κ * and κ * will not be written explicitly, if there is no confusion. 
(See also the frequency set, Definition 3.4.) The radially homogeneous wave front set differs from the wave front set only in the parameter in front of r in the polar coordinates.
The homogeneous wave front set corresponds to a set corresponding to the operators of the form
Note the different power in h in front of D θ , which gives weaker localization in ω-variable than WF rh (u). The homogeneous wave front set is used for the long-range case in [13] and [6] , and it is shown that the homogeneous wave front set is essentially equivalent to the quadratic scattering wave front set of Wunsch (cf. [6] ). We do not discuss the scattering wave front set of Melrose [12] in this paper, but we note that it corresponds to the localization operator of the form: a w (hr, θ, D r , hD θ ). We omit the detail about the equivalence of these definitions here. 
then we have
2 is a refinement of the results of [13] and [6] in the short-range case, and also they are refinements of the microlocal smoothing property of CraigKappeler-Strauss [1] and Wunsch [21] . While [1] requires the initial data to decay in some cone in the configuration space in its assumption, the homogeneous or radially homogeneous wave front set capture the decaying property in cones in the phase space, which microlocally weaken the assumption of [1] .
COROLLARY 3.3. Let J be as in (1.2). Then
Proof. Note that the operator JJ * is the multiplication operator by j(x) 2 . Then we decompose
It is easy to see WF rh ((1 − JJ * )u 0 ) = ∅, so that
Then the assertion follows.
The proof of Theorem 3.2 is analogous to [13] , and rather long. We first prove some lemmas needed later. 
The frequency set FS (v h ) is the complement in T * M of such (x 0 , ξ 0 )'s.
The next lemma is standard (see, e.g., [9] ), but we present the proof for the completeness and to confirm it under our setting.
Proof. Let κ: V →Ṽ ⊂ R n be any chart around x 0 . We assume T 0 < 0 and exp tH p (x 0 , ξ 0 ) ∈ T * V for t ∈ [T 0 , 0]. Suppose a ∈ C ∞ 0 (T * V) has sufficiently small support near (x 0 , ξ 0 ), and put
Note that b 0 is the solution to the first transport equation:
where {·, ·} is the Poisson bracket. Since supp a is small, we may assume
)), and define
then, by the standard argument in the pseudodifferential calculus (see, e.g. [9] ),
where r 0 ∈ S(h) is supported in supp b 0 modulo S(h ∞ ), and ψ 1 ∈ C ∞ 0 (V) is any function with ψ 1 = 1 on supp ψ 0 . Here we have put S(h) = S(h, dx 2 + dξ 2 ) in Hörmander's notation in the chart we are concerned, and the dependence on the parameters t, h is supposed to be uniform. (This symbol class is not invariant under the coordinate changes, but we do not have to take care of this fact, since we have fixed one chart.) Next we decompose r 0 = r 0 + r 0 so that
and consider the second transport equation:
The solution is written as
h) ds ∈ S(h).
Let supp ψ 1 be sufficiently near supp ψ 0 and put
Here, similarly to the above, r 1 ∈ S(h 2 ) is supported in supp b 0 modulo S(h ∞ ), and ψ 2 ∈ C ∞ 0 (V) is any function with ψ 2 = 1 on supp ψ 1 . Iterating this procedure and putting
Also note that B(T 0 , h) is an h-pseudodifferential operator with principal symbol
and thus (3.1) holds. For general T 0 ∈ R, divide the geodesic into a finite number of small segments each of which is contained in some coordinate neighborhood, and apply the above argument on each chart, then the lemma follows.
Let u 0 ∈ H, (x 0 , ξ 0 ) ∈ T * M \ T − and t 0 > 0 be as in the assumption of Theorem 3.2. By Lemma 3.5 it suffices to show
for some T 0 ∈ R. Let us choose sufficiently large negative T 0 0 so that we can work in a fixed coordinate neighborhood (1, ∞) × U ⊂ M ∞ , U ⊂ ∂M near the trajectory:
We put
Fix small δ > 0 and large C > 0, specified later. Take any δ 0 ∈ (δ /2, δ ) and define
where
LEMMA 3.6. Let small δ and large C be given, and take T 0 large enough accordingly. Then for any δ 0 ∈ (δ /2, δ ) ϕ is well-defined and satisfies the following:
(1)
ϕ(t, r(t), θ(t), ρ(t), ω(t)) = 1 for all t ≤ 0.
(2) The inequality 
Proof. (1) is obvious.
(2) Note that
Now let us compute the differentiations. We first get
On supp (
Thus, taking T 0 larger if necessary, we obtain
Similarly, by direct computations,
and, on supp (χ 1 χ 2 χ 3 χ 4 ),
Thus we have
Since C is large enough, we obtain the assertion. (3) The estimates follow from direct computations.
and we restrict the parameter t ∈ (−∞, 0] to the interval [ − t 0 , 0]. Let ψ 0 ∈ C ∞ (M ∞ ) be such that it does not depend on r near ∂M, equals 1 on
and has support sufficiently near the same set. We define Proof. We compute the principal symbol of
and apply the sharp Gårding inequality. Let ψ 1 ∈ C ∞ (M ∞ ) be as in the assertion. By the standard argument in the pseudodifferential calculus we can write
where the remainder term r 0,1 ∈ S(1, h −1 t −2 dr 2 + dθ 2 + dρ 2 + dω 2 ) has the support property
It is also easy to see
Thus, by Lemma 3.6, the principal part is 2b 0 (∂ t b 0 + h −1 {p, b 0 }), and it satisfies
By the sharp Gärding inequality r 0,3 ∈ S(1, h −1 t −2 dr 2 + dθ 2 + dρ 2 + dω 2 ) is found such that
and that
h).
Putting the remainder terms r 0,j , j = 1, 2 together, we obtain
where r 0 = r 0,1 + r 0,2 + r 0,3 .
Let δ , C and T 0 be as in Lemma 3.6. Take an increasing sequence
and set
Let ψ j ∈ C ∞ (M ∞ ) be such that it does not depend on r near ∂M and that
We set for j = 1, 2, . . .
The constants C j will be determined inductively. Since b 1 is bounded from below by a positive constant on supp b 0 , there is large C 1 > 0 such that
where we have decomposed r 0 = r 0 + r 0 so that and r = O( h −1 t ) on supp b 1 , we can write as operators on L 2 (R n ) through the chart diffeomorphism g(r, θ)
Since
we can find by the sharp Gärding inequality
such that
Also here the inequality is in the operator sense on L 2 (R n ). Combining with the remainder terms r 0 and r 1,1 , we obtain
as operators on H. Thus
We repeat this procedure for j = 2, 3, . . .. By induction we finally obtain the constants C j > 0 in the definition of B j and
Let ψ ∈ C ∞ (M ∞ ) be such that it does not depend on r near ∂M, equals 1 on ∪ ∞ j=0 supp ψ j , and is supported in its sufficiently small neighborhood.
LEMMA 3.8. There exists an operator
with the following properties:
on H, where, through the chart diffeomorphism,
Proof of Theorem 3.2. We have
Thus the theorem is proved.
Proof of Main Theorem.
Let u 0 ∈ H and t 0 > 0. We suppose (x 0 , ξ 0 ) ∈ T * M \ T − , and let (r − , θ − , ρ − , ω − ) be the scattering data at t = −∞. As in the previous section, let T 0 0 be large enough that we can choose a coordinate neighborhood ( 
and, moreover,
By Lemma 3.5 and its analogue on M free it suffices to show that
be a function such that it is equal to 1 on ∪ t ≤0 π •S t ( supp a) and is supported in its small neighborhood. We define the operator A(h) by Thus we have reduced the proof to the study of the behavior of
We note
If we write
with no error terms by virtue of the Weyl calculus. NowB(t , h) satisfies the Heisenberg equation:
Let us construct an asymptotic solution to this equation. We put Therefore it suffices to confirm that the remainder term R N has an appropriate decaying property in h, since, then, the required r 0 will be obtained by taking the asymptotic sum of r 0,j . However, since the estimate (4.2) does hold on the whole R 2n , we can not estimate it directly. Let where M is chosen independently of N. Then it is easy to see that the asymptotic expansion is verified. The solution is given by
