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EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT
FORMAL GROUP LAWS
CHUN LUNG LIU
Abstract. We introduce an equivariant algebraic cobordism theory ΩG(−) for algebraic
varieties with G-action, where G is a split diagonalizable group scheme over a field k. It is
done by combining the construction of the algebraic cobordism theory Ω(−) by F. Morel
and M. Levine, with the notion of “(G,F )-formal group law” with respect to a complete G-
universe and complete G-flag F as introduced by M. Cole, J. P. C. Greenlees and I. Kriz. In
particular, we use their corresponding representing ring LG(F ) in place of the Lazard ring
L. We show that localization property and homotopy invariance property hold in ΩG(−).
We also prove the surjectivity of the canonical map LG(F ) → Ω
G(Spec k). Moreover,
we give some comparison results with Ω(−), the equivariant algebraic cobordism theory
introduced by J. Heller and J. Malago´n-Lo´pez, the equivariant K-theory and Tom Dieck’s
equivariant cobordism theory (when k = C). In particular, we proved the equivariant
Conner-Floyd isomorphism when char k = 0. Finally, we show that our definition of
ΩG(−) is independent of the choice of F .
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1. Introduction
In their paper [LMo], M. Levine and F. Morel define an algebraic cobordism theory Ω(−),
which is an analogue of the complex cobordism theory, in spite of the absence of notion of
boundary in algebraic geometry. Roughly speaking, if X is a separated scheme of finite type
over the ground field k, then we consider elements of the form (f : Y → X,L1, . . . ,Lr) where
f is projective, Y is an irreducible smooth variety over k and Li are invertible sheaves over Y
(the order of Li does not matter and r can be zero). There is a natural notion of isomorphism
of elements of this form. Denote the free abelian group generated by isomorphism classes of
such elements by Z(X). Let Ω(X) be the quotient of Z(X) by the subgroup corresponding
to imposing the (Dim) and (Sect) axioms (following the notations in [LMo]). In a nutshell,
axiom (Dim) kills all elements of the form (IY ,L1, . . . ,Ln) whenever n > dimY and axiom
(Sect) equalizes the elements (IY ,L) and (D →֒ Y ) if D is a smooth divisor on Y such
that L ∼= OY (D). The algebraic cobordism group Ω(X) is then defined to be the quotient
of L⊗Z Ω(X), where L is the Lazard ring, by the L-submodule corresponding to imposing
the formal group law (FGL).
This cobordism theory satisfies a number of basic properties and some more advanced
properties like the localization property and the homotopy invariance property. Moreover,
the cobordism ring Ω(Speck) is isomorphic to the Lazard ring L when the characteristic of
k is 0, which is what we expect from the complex cobordism theory (see Corollary 1.2.11
and Theorem 4.3.7 in [LMo]).
It is also possible to construct an algebraic cobordism theory via a more geometric ap-
proach. SupposeX is a smooth variety over k. One may consider the abelian groupM(X)+
generated by isomorphism classes of projective morphisms f : Y → X, where Y is a smooth
variety over k. A relation called “double point relation” is introduced in [LP] and it is
shown that the theory ω(−) obtained by imposing this relation on M(−)+ is canonically
isomorphic to the theory Ω(−) under the assumption that the characteristic of k is 0 (see
Theorem 1 of [LP]).
The current paper contributes to the development of equivariant algebraic cobordism
theory for varieties with group action. Following the pattern in topology, we can expect to
also have several different approaches to defining equivariant algebraic cobordism theory.
For the analogue of one of the homotopy theoretic cobordism theories in the algebraic
geometry setup, one can employ Totaro’s approximation of EG, which leads to a definition
given by taking inverse limit of a system of “good pairs” (see [HeMa] for details). Another,
possibly equivalent, approach is pursued by Krishna in [Kri].
We are more interested in a geometric approach, i.e., by considering varieties with G-
action. One idea is to impose the G-action on the double point relation. This approach is
pursued in [Li]. Due to the lack of transversality in the equivariant setting, a generalized
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version of the double point relation is introduced in [Li] and an equivariant algebraic cobor-
dism theory UG(−) is defined accordingly. It is also shown that this generalized double
point relation holds in the non-equivariant theory ω(−) (see Corollary 3.7 in [Li]).
The theory UG(−) has a very strong geometric flavor, but it is insufficient to prove the
localization property. This is mainly due to the absence of the (first) Chern class operator for
arbitrary G-linearized invertible sheaves in this theory. For this reason, it seems appropriate
to define an equivariant algebraic cobordism theory following the original ideas in [LMo],
and that is our approach in this paper.
The crucial part in trying to define an equivariant version of Ω(−) is on finding the proper
notion of “G-equivariant formal group law” and its representing ring. Fortunately, this issue
is addressed by M. Cole, J. P. C. Greenlees and I. Kriz in their paper [CGKr]. Suppose G
is a compact abelian Lie group. For a complete G-universe U (over C) and complete G-flag
F , they give a definition of (G,F )-equivariant formal group law (definition 12.2 in [CGKr])
and prove that (Corollary 14.3 in [CGKr]) there is a corresponding representing ring LG(F )
(For a flag-independent definition, see definition 11.1 in [CGKr]).
In this paper, we will focus on the following configuration on the group G and ground
field k : G would be a split diagonalizable group (product of a finite abelian group Gf and
a split torus Gt) and k would be a field with characteristic 0 or p where p is relatively prime
to the order of Gf . Moreover, for technical reason, we will further assume that k contains
a primitive e-th root of unity where e is the exponent of Gf .
Let us briefly justify our assumptions on G and k here first. We focus on abelian group
G simply because the same assumption is imposed in the construction on LG(F ). The
other rather technical assumptions on G and k are imposed because we need to guarantee
that any finite dimensional G-representation over k can be written as the direct sum of
1-dimensional representations (holds automatically over C). It is worth mentioning that
such fact plays an essential role in defining the equivariant formal group law and hence
LG(F ) (see [CGKr]).
Now, similar to the theory Ω(−), one may define an equivariant algebraic cobordism the-
ory by imposing the (Sect), (Dim) axioms and the equivariant formal group law (EFGL)
on LG(F ) ⊗Z Z
G(X), where ZG(X) is the free abelian group generated by isomorphism
classes of elements of the form (f : Y → X,L1, . . . ,Lr). But the (Dim) axiom would imply
that any elements with positive (cohomological) degree will vanish. In our context, this
would be completely unnatural because BG is not a zero-dimensional object in general and
the homotopical equivariant cobordism ring is MU∗(pt ×G EG) = MU∗(BG). Moreover,
the canonical map from LG(F ) to the equivariant algebraic cobordism ring over Speck will
not be an isomorphism as we want (see Remark 4.5). Therefore, it seems that the only
reasonable approach is to drop the (Dim) axiom.
Roughly speaking, our equivariant algebraic cobordism theory ΩG(−) is defined as follow.
For a G-variety X over k, we define LZG,F (X) to be the LG(F )-module generated by infinite
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sums of the form ∑
I≥0
aI [f : Y → X,V
i1
S1
(L1), V
i2
S2
(L2), . . . , V
ir
Sr
(Lr)]
where I is the multi-index (i1, . . . , ir), aI are elements in LG(F ) and V
ij
Sj
(Lj) is a “twisted
sequence” of Lj (see equation (1) for details). Then Ω
G(X) is defined as the quotient of
LZG,F (X) by imposing the (Sect) and (EFGL) axioms. It is worth mentioning that, if
F ′ is another complete G-flag and ΩG,F (−), ΩG,F
′
(−) are the theories defined upon F , F ′
respectively, then ΩG,F (−) and ΩG,F
′
(−) are canonically isomorphic (see Proposition 13.4).
Hence, our definition is indeed flag-independent.
With the aid of the canonically defined (first) Chern class operator, we are able to show
many interesting results in this theory (when char k = 0). We show that the canonical
map LG(F ) → Ω
G(Spec k) is surjective (Theorem 6.13). Moreover, if the completion map
LG(F ) → LˆG(F ), with respect to a canonically defined ideal, is injective, then LG(F ) →
ΩG(Spec k) is an isomorphism (Corollary 10.3). We also prove that the localization property
and the homotopy invariance property hold in our theory.
As in Ω(−), one might also expect the projective bundle formula to hold in our theory
ΩG(−). But it will then contradict with the fact that MUG(P(U)), where MUG(−) is Tom
Dieck’s equivariant cobordism theory, is not a power series ring over MUG. To remedy
this situation, we introduce a “special theory” ΩsG(−), which can be thought as the middle
ground between our equivariant algebraic cobordism theory and the equivariant K-theory.
We then manage to show that both the projective bundle formula and the extended ho-
motopy property hold in ΩsG(−). As a consequence, the higher Chern class operators of a
G-linearized locally free sheaf can also be defined (see section 8 for more details).
Furthermore, we establish some interesting comparison results between our equivariant
algebraic cobordism theory and other theories. In particular, we show that the “forgetful
map” ΩG(−)→ Ω(−) is well-defined and it is an isomorphism when G is the trivial group
(see Proposition 9.3 and Corollary 9.4). In addition, when char k = 0, we show that there
is an abelian group homomorphism
ΩG(−)
ΨTot−→ ΩGTot(−)
where ΩGTot(−) is the equivariant algebraic cobordism theory defined by J. Heller and
J. Malago´n-Lo´pez using Totaro’s approximation of EG as in [HeMa] (see Proposition 9.5),
which can be thought as an analogue of the well-known map in Topology
MUG(−)→MU(− ×
G EG)
where MUG(−) is Tom Dieck’s equivariant cobordism theory. More importantly, as an
analogue to Corollary 4.2.12 in [LMo], we prove the equivariant Conner-Floyd isomorphism,
i.e., there is a canonical isomorphism
R(G)[v, v−1]⊗LG(F ) Ω
G(−)→ K0(G;−)[v, v
−1]
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when char k = 0 (see Theorem 11.17).
As mentioned in section 13 of [G], there is a canonical ring homomorphism
LG(F )→MUG
and it is conjectured to be an isomorphism. Therefore, we believe our theory ΩG(−) can be
considered as an algebraic analogue of Tom Dieck’s equivariant cobordism MUG(−). This
is justified by the realization functor
Ω∗G(−)→MU
2∗
G (−)
when k = C (Theorem 12.3).
Even though we work in a less general configuration than the previous approach in
defining an equivariant algebraic cobordism theory given by Heller and Malago´n-Lo´pez,
we managed to construct a canonical realization functor from our theory to Tom Dieck’s
theory MUG(−), which is lacking in Ω
G
Tot(−). Moreover, since their approaches are basi-
cally algebraic analogues of the equivariant cobordism theory MU(−×G BG) in Topology,
constructing a realization functor from ΩGTot(−) toMUG(−) would be impractical. Further-
more, notice that under our assumptions on G, k and when char k = 0, we have
LG(F )
f
−→ ΩG(Spec k)
ΨTot−→ ΩGTot(Spec k)
(see Proposition 10.2). As mentioned before, f is surjective and ΨTot ◦ f is nothing but the
completion map with respect to a canonically defined ideal. Hence, in a certain sense, our
theory ΩG(−) captures more information than the theory ΩGTot(−) defined by Heller and
Malago´n-Lo´pez.
As the definition of our theory relies heavily on the equivariant formal group law and
the equivariant Lazard ring, generalization of our theory to accept non-abelian group or
arbitrary ground field k would not be possible until such generalization is achieved in the
context of the equivariant formal group law.
Here is the outline of this paper. In section 2, we introduce some notations and fix some
basic assumptions that we use throughout the paper. In section 3, we state and prove a
number of basic, relatively general facts. Then we give a formal definition of our equivariant
algebraic cobordism theory ΩG(−) in section 4. In section 5, we prove some basic properties
and show that the equivariant versions of the double point relation, the blow up relation
and the extended double point relation hold in ΩG(−).
In section 6, we investigate the equivariant algebraic cobordism ring ΩG(Speck). In
particular, we show the following Theorem (Theorem 6.13 in the text) :
Theorem 1. Suppose char k = 0 and k contains a primitive e-th root of unity, where e is
the exponent of Gf . Then the canonical LG(F )-algebra homomorphism
LG(F )→ Ω
G(Spec k),
which sends a to a [ISpec k], is surjective.
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Under the assumption that char k = 0, we prove some more advanced properties, namely,
the localization property and the homotopy invariance property in section 7.
In section 8, we define the notion “special theory” ΩsG(−). We then prove that the
projective bundle formula and the extended homotopy property hold in ΩsG(−) and define
the higher Chern class operators of G-linearized locally free sheaves of arbitrary finite ranks
accordingly.
In section 9, we compare our theory ΩG(−) to M. Levine and F. Morel’s non-equivariant
theory Ω(−) and J. Heller and J. Malago´n-Lo´pez’s equivariant algebraic cobordism theory
ΩGTot(−) (when G is a split torus). In section 10, we extend the definition of Ω
G
Tot(−) to
allow G to be split diagonalizable, compute the ring structure of ΩGTot(Spec k) and generalize
our results in section 9. As a consequence, we prove the following Theorem (Corollary 10.3
in the text) :
Theorem 2. Suppose char k = 0 and k contains a primitive e-th root of unity, where e is
the exponent of Gf . If the completion map LG(F )→ LˆG(F ) is injective, then the canonical
ring homomorphism
LG(F )→ Ω
G(Spec k)
is an isomorphism.
In section 11, we compare our theory to the equivariant K-theory. To be more precise,
we prove the equivariant Conner-Floyd isomorphism (Theorem 11.17 in the text) :
Theorem 3. Suppose char k = 0 and k contains a primitive e-th root of unity, where e is
the exponent of Gf . Then there is a canonical ring homomorphism LG(F )→ R(G)[v, v
−1],
where R(G) is the character ring of G. Moreover, there is a canonical, R(G)[v, v−1]-module
isomorphism
ΨK : R(G)[v, v
−1]⊗LG(F ) Ω
G(X)→ K0(G;X)[v, v
−1 ],
for any smooth G-variety X, and it commutes with projective push-forward, smooth pull-
back, (first) Chern class operators and external product.
It is worth mentioning that in Topology, a much stronger result is obtained. The analogue
of ΨK will be an isomorphism for any compact Lie group G (see [Co]). But since the
construction of our theory is based on the equivariant Lazard ring, which is only defined
for compact abelian Lie groups, we can not extend the definition of our theory to include
non-abelian group G until such extension is available for the equivariant Lazard ring.
We should also point out that, in Topology, the equivariant Conner-Floyd isomorphism
holds for both geometric cobordism and homotopical cobordism, i.e.,
U˜Top,G(X)⊗UTop,G KG →˜ K˜G(X)
when G is a finite group,
M˜UG(X)⊗MUG KG →˜ K˜G(X)
when G is a compact Lie group (see Theorem A, B in [Co]). But unfortunately, in algebraic
geometry, the only theory available so far as an analogue to the geometric cobordism theory
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U˜Top,G(−) in Topology is the one defined by generalized double point relation, denoted as
UG(−) (see [Li]) and a canonical map from UG to KG is lacking.
In section 12, we recall the definition of Tom Dieck’s equivariant cobordism theory
MUG(−) and the Gysin homomorphism (projective push-forward) and show that there
is a canonical realization functor, when k = C (Theorem 12.3 in the text) :
Theorem 4. There is a canonical LG(F )-homomorphism
ΨTop : ΩG(X)→MUG(X),
for any smooth, projective G-variety X, and it commutes with projective push-forward,
smooth pull-back, (first) Chern class operators and external product. When X is equidi-
mensional, there is a canonical grading on ΩG(X) and ΨTop : Ω
∗
G(X)→MU
2∗
G (X).
Finally, we devote the last section to showing that our definition of ΩG(−) is actually
independent of the choice of the complete G-flag F .
Acknowledgements
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2. Notations and assumptions
In this paper, all schemes are over a ground field k. G is a split diagonalizable group
scheme, i.e., the product of a finite abelian group scheme, denoted by Gf , and a split torus,
denoted by Gt. We will assume char k is either zero or relatively prime to the order of Gf .
We will also assume that k contains a primitive e-th root of unity, where e is the exponent
of Gf . Hence, any finite dimensional G-representation can be written as direct sum of
1-dimensional G-representations. We call such a pair (G, k) split.
We denote the category of smooth, quasi-projective schemes over k with G-action by
G-Sm and the category of reduced, quasi-projective schemes over k with G-action byG-V ar.
The identity morphism will be denoted by IX : X → X. We will often use the symbol πi
to denote the projection of X1 × · · · × Xn onto its i-th component Xi and πX to denote
the structure morphism X → Spec k. If X, Y are two objects in G-V ar, then X × Y is
considered to be in G-V ar with G acting diagonally. An object Y ∈ G-V ar is called G-
irreducible if there exists an irreducible component Y ′ of Y such that G ·Y ′ = Y . The set of
isomorphism classes of G-linearized invertible sheaves over X will be denoted by PicG(X)
(see definition 1.6 in [MuFKi] for the definition of G-linearized invertible sheaves).
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Recall that a complete G-universe U is a countably infinite G-representation that contains
countably many copies of any finite-dimensional irreducible G-representation. In particular,
we may take
U =
⊕
V f.d. irred. G-repn.
n≥1
V ⊕n
A complete G-flag F is a sequence of G-representations
0 = V 0 ⊆ V 1 ⊆ V 2 ⊆ · · ·
such that dimV i/V i−1 = 1 for all i ≥ 1 and any finite dimensional G-representation would
be a subrepresentation of V i for some i. In particular, any 1-dimensional G-character will
appear as V i/V i−1 infinitely many times.
We will fix a complete G-universe U and a complete G-flag F throughout this paper. We
denote the 1-dimensional G-characters V i/V i−1 by αi. Therefore,
V i ∼= α1 ⊕ · · · ⊕ αi
for any i ≥ 1. For technical reason, we will assume α1 = ǫ, the trivial character. All
G-characters are 1-dimensional unless stated otherwise. Each character α defines a 1-
dimensional G-representation, and hence a G-linearized invertible sheaf over Speck, which
will still be denoted by α. Moreover, for an object X ∈ G-V ar, we will simply denote the
sheaf π∗Xα by α, if there is no confusion.
For a morphism f : X → Y between schemes and a point y ∈ Y , we denote the fiber
product Speck(y) ×Y X by f
−1(y) where k(y) is the residue field of y and Speck(y) → Y
is the morphism corresponding to y. Similarly, if Z is a subscheme of Y , then we denote
Z ×Y X by f
−1(Z). If A,B are both subschemes of X, then we denote A×X B by A ∩B.
In this paper, for a G-irreducible object X ∈ G-V ar, a G-prime divisor D on X is a
G-invariant, G-irreducible, reduced, codimension 1, closed subscheme of X. A G-invariant
(Weil) divisor D on X is a linear combination
∑
imiDi where Di are distinct, G-prime
divisors on X. We call such a divisor smooth if all the multiplicities mi are 1 and Di are
smooth and disjoint. We call a G-invariant divisor A1 + · · · + An reduced strict normal
crossing divisor if each Ai is a smooth G-invariant divisor and, for each I ⊆ {1, . . . , n}, the
closed subscheme ∩i∈I Ai is smooth with codimension |I| in X. We say two G-invariant
divisors A, B on X are G-equivariantly linearly equivalent if A − B = divf for some
f ∈ H0(X,K∗)G where K is the sheaf of total quotient rings on X (assuming X is regular
in codimension 1).
For a locally free sheaf E of rank r over a k-scheme X, the corresponding vector bundle
E over X will be given by
E
def
= Spec SymE∨.
The same applies to the case when X is a G-scheme over k and E is G-linearized.
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3. Preliminaries
Let us begin by stating some basic facts about objects in G-V ar and G-linearized invert-
ible sheaves over such objects.
Proposition 3.1. Suppose f : X → Y is a smooth morphism between schemes of finite
type over k. If Y is reduced, then so is X.
Proof. By Theorem 10.2 in [H], the fibers of f : X → Y are geometrically regular. In
particular, the fibers are geometrically reduced and so, reduced. The result then follows
from Corollary 3.3.5 in part 2 of [Gr] and the facts that f is flat and Y is reduced. 
Proposition 3.2. For any morphism f : X → X ′ in G-V ar, there exist a G-representation
V and a G-equivariant immersion i : X →֒ P(V ) ×X ′ such that f = π2 ◦ i. If we further
assume f to be projective, then i will be a closed immersion.
Proof. Since X is quasi-projective, there exists a (not necessarily equivariant) immersion
i0 : X →֒ P
n. Define L
def
= i∗0O(1) as an (not necessarily G-linearized) invertible sheaf over
X. By Theorem 1.6 in [S], there exists an integer m such that L⊗m is Gt-linearizable. Fix
a Gt-linearization of L
⊗m. Then, L′
def
= ⊗g∈Gf g
∗(L⊗m) will be a G-linearized very ample
invertible sheaf over X. By Proposition 1.7 in [MuFKi], there exists an G-equivariant
immersion i1 : X →֒ P(V ) for some G-representation V such that i
∗
1O(1)
∼= L′. Then, the
map (i1, f) : X → P(V )×X
′ will be the equivariant immersion we want. If f is projective,
then (i1, f) will be a closed immersion. 
Proposition 3.3. Suppose char k = 0.
(1) Suppose Y is in G-Sm, X is in G-V ar and U ⊆ X is a G-invariant open
subscheme. If f : Y → U is a projective morphism in G-V ar, then there exist
a G-representation V and a G-equivariant closed immersion i : Y →֒ P(V )× U
such that its closure in P(V )×X is smooth and f = π2 ◦ i.
(2) For any Y ∈ G-Sm, there exist a G-representation V and a G-equivariant im-
mersion i : Y →֒ P(V ) such that its closure is smooth.
Proof. For part (1), see the proof of Proposition 4.14 in [Li]. For part (2), by Proposition
3.2, there exists a G-representation V ′ and a G-equivariant immersion Y →֒ P(V ′). Denote
its closure by Y . By applying part (1) with U = Y , X = Y and f = IY , we have a
G-equivariant immersion Y →֒ P(V ′′) × Y with smooth closure. Then the G-equivariant
immersion we want is
Y →֒ P(V ′′)× Y →֒ P(V ′′)× P(V ′) →֒ P(V ),
where the last morphism is the Segre embedding and V is the correspondingG-representation.

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Proposition 3.4. Any X ∈ G-V ar contains a non-empty, G-invariant, affine open sub-
scheme.
Proof. Without loss of generality, we may assume X is G-irreducible and smooth. Then it
is the disjoint union of irreducible components permuted by Gf . So we may further assume
X is irreducible. We may also assume the G-action on X is faithful. By considering the
complement of the stabilizers Xg where 1 6= g ∈ Gf , we may assume the Gf -action on X is
free (in particular, proper).
Since X is quasi-projective and Gf is finite, the geometric quotient
π : X → X/Gf
def
= X ′
exists as objects in G-V ar. By Proposition 0.9 in [MuFKi], π is actually a principal fiber
bundle with respect to the Gf -action. So it is locally trivial in the e´tale topology. Therefore,
the smoothness of X implies the smoothness of X ′. Moreover, since Gf is affine and the
Gf -action on X is proper, by Proposition 0.7 in [MuFKi], π is affine. Therefore, we reduce
it to the case when X is an irreducible object in Gt-Sm.
Since X is smooth, it is geometrically regular and in particular, geometrically normal
and integral. Therefore, it satisfies property (N) in [S] (see definition 3.4 in [S]). Since Gt is
diagonalizable and connected, by Corollary 3.11 in [S], X is covered by Gt-invariant, affine
open subschemes as desired. 
Lemma 3.5. Suppose X is a Noetherian G-scheme and S = ⊕d≥0 Sd is a G-linearized,
graded, OX -algebra such that S0 = OX , S1 is a G-linearized coherent sheaf over X and
S is locally generated by S1. If L is a sheaf in Pic
G(X), p : P
def
= Proj S → X and
p′ : P ′
def
= Proj ⊕d≥0 Sd ⊗ L
⊗d → X are the projections, then there is a natural isomorphism
φ : P ′ →˜ P , commuting with p and p′, such that
OP ′(1) ∼= φ
∗OP (1)⊗ p
′∗L.
Proof. See Lemma 7.9 in Chapter II in [H] or Proposition 3.3 in [Li]. 
Proposition 3.6. Suppose X and Y are G-irreducible objects in G-V ar.
(1) If f : X → Y is a G-equivariant, projective, birational morphism, then there is
a G-invariant closed subscheme Z ⊆ Y such that X is isomorphic to BlowZY
(blow up of Y along Z) and f corresponds to π : BlowZY → Y .
(2) If Y is projective and f : X 99K Y is a G-equivariant, rational morphism, then
there is a G-invariant closed subscheme Z ⊆ X such that f can be extended to
a G-equivariant morphism f : BlowZX → Y .
Proof. (1). This is basically an equivariant version of Theorem 7.17 in Chapter II in [H].
By Proposition 3.2, there exist a G-representation V and a G-equivariant immersion i′ :
X →֒ P(V ). Then, i
def
= (i′, f) defines a G-equivariant closed immersion X →֒ P(V ) × Y
such that f = π2 ◦ i. Therefore, X ∼= Proj S for some G-linearized graded OY -algebra S.
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Let L
def
= i∗O(1) and S ′
def
= ⊕d≥0 f∗(L
⊗d). By composing i′ with some m-uple embedding of
P(V ), for some large m, we may assume S ∼= S ′ as G-linearized graded OY -algebras.
Without loss of generality, we may assume there is a G-invariant hyperplane H in P(V )
that does not contain any irreducible component of X. So, if we consider H × Y as a
G-invariant Cartier divisor on P(V )×Y , its restriction will also define a G-invariant Cartier
divisor on X. Since O(1) ∼= O(H × Y ) ⊗ β for some character β, we have L ∼= O(i∗(H ×
Y )) ⊗ β. Notice that the sheaf associated to a G-invariant Cartier divisor can always
be embedded into the sheaf of total quotient rings. Therefore, we have a G-equivariant
embedding L →֒ KX⊗β. By Lemma 3.5, Proj ⊕S
′
d
∼= Proj ⊕S ′d ⊗ (β
∨)⊗d. So, by replacing
i′ by X →֒ P(V ) →˜ P(V ⊗ β∨), we may assume L ⊆ KX . Hence, f∗L ⊆ f∗KX ∼= KY , where
KX , KY are the sheaves of total quotient rings on X, Y respectively.
Since Y is quasi-projective, by Proposition 3.2, there exists a very ample sheaf M ∈
PicG(Y ). By a similar argument, we may assume M ⊆ KY . Also, for a large enough n,
Mn · f∗L = I for some G-invariant ideal sheaf of Y because f∗L is a G-invariant, coherent,
subsheaf of KY . Again, by Lemma 3.5, Proj ⊕S
′
d
∼= Proj ⊕S ′d ⊗M
⊗nd. Hence, it is
enough to show ⊕ f∗L
d ⊗M⊗nd ∼= ⊕I⊗d as G-linearized graded OY -algebras. But this is
true because all sheaves involved are considered as subsheaves of KY and tensor product
becomes product.
(2). Let U be a G-invariant open subscheme of X such that f |U : U → Y is a G-equivariant
morphism. Let W be closure of the graph of f |U inside X × Y . Then W is a G-irreducible
object in G-V ar. Moreover, we have a G-equivariant, projective, birational morphism
p : W → X and a G-equivariant morphism f : W → Y , which can be considered as an
extension of f . The result then follows by applying part (1) on p. 
Suppose X is a scheme in G-V ar. Denote the set of G-invariant Cartier divisors, up to
G-equivariantly linear equivalence, by CaClG(X). If X is regular in codimension 1, then we
will denote the set of G-invariant Weil divisors, up to G-equivariantly linear equivalence,
by ClG(X).
Proposition 3.7. Suppose X ∈ G-V ar is G-irreducible.
(1) The natural map CaClG(X)→ PicG(X) is injective. If we further assume X to
be locally factorial, then X is regular in codimension 1 and ClG(X) ∼= CaClG(X).
(2) If L is in the kernel of the forgetful map PicG(X)→ Pic(X), then
L ∼= OXf ⊗ α
for some f ∈ H0(X,K∗) and G-character α, where K is the sheaf of total quotient
ring on X.
(3) Any sheaf L ∈ PicG(X) can be written as L ∼= OX(D) ⊗ α for some divisor
D ∈ CaClG(X) and G-character α.
Proof. (1). Standard arguments.
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(2). Ignoring its G-action, L is a trivial line bundle. So we may write L ∼= OX t. Suppose
the Gf action on X is not faithful. Then there is a non-trivial subgroup H ⊆ Gf which
acts trivially on X (but not necessarily so on L). For all h ∈ H,
h · t = λt
for some λ ∈ O(X)∗. Since the H-action on X is trivial and hn · t = t where n is the
order of H, we have λn = 1. By our basic assumptions on G, k in section 2, k contains
a primitive n-th root of unity, so λ ∈ k∗. In other words, the H-action on L is given by
α ∈ H∗. Since the restriction map G∗ → H∗ is surjective, we may lift α to a G-character.
Then, the H-action on the L⊗α∨ will be trivial. Therefore, we may assume the Gf -action
on X is faithful.
Let us consider the case when G is cyclic with order n first. Let g be a generator of G.
Then the G-action on L will be uniquely determined by an element λ ∈ O(X)∗ where
g · t = λt.
Moreover, since gn · t = t, we have
λ(g · λ)(g2 · λ) · · · (gn−1 · λ) = 1.
By Proposition 3.2, there exists a G-representation V such that X →֒ P(V ). Pick such
immersion so that dimV = d is minimal. Let W = Speck[x1, · · · , xd] be an affine, G-
invariant, open subset of P(V ) such that the G-action on xi are given by βi ∈ G
∗. By the
minimality of d, we have X ∩W 6= ∅. Let I ⊆ k[x1, · · · , xd] be the ideal defining the closure
X ∩W in W and A
def
= k[x1, · · · , xd]/I.
Claim 1 : There exists a monomial f ∈ k[x1, · · · , xd] with G-action given by β such that
β(g) = ω is a primitive n-th root of unity.
Let β ∈ G∗ be a generator. Then, for all i, βi = β
ai for a unique 0 ≤ ai ≤ n − 1.
If gcd(a1, . . . , ad) = m > 1, then g
n/m will act trivially on k[x1, . . . , xd], and then on
X ∩ W . That contradicts with the fact that the G-action on X is faithful. Therefore,
gcd(a1, . . . , ad) = 1 and the result follows. △
Claim 2 : f ∈ A is a non-zero divisor.
If the monomial f lies in I, then X ∩W ⊆ {f = 0}. Since {xi = 0} is G-invariant for
all i and X ∩W is G-irreducible, X ∩W ⊆ {xi = 0} for some i, which contradicts with the
fact that d is minimal. Therefore, 0 6= f ∈ A.
Since X ∩W is G-irreducible, X ∩W =
⋃
h∈G h ·X0 where X0 is irreducible. Notice that
f is a non-zero divisor on X ∩W if f 6= 0 on h ·X0 for all h ∈ G. Suppose f = 0 on h ·X0
for some h. Then, for all h′ ∈ G,
0 = h′ · f = ωif
on (h′h) ·X0 for some i. That means f = 0 on (h
′h) ·X0 as well. That contradicts with the
fact that 0 6= f ∈ A. △
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Now, for all 0 ≤ i ≤ n− 1, let
fi
def
= f
i
+
g · f
i
λ
+
g2 · f
i
λ(g · λ)
+ · · ·+
gn−1 · f
i
λ(g · λ) · · · (gn−2 · λ)
as elements in A. Then it is clear that
g · fi = λfi.
Claim 3 : fi ∈ A is a non-zero divisor for some 0 ≤ i ≤ n− 1.
Suppose fi = 0 for all 0 ≤ i ≤ n− 1. Let
c1 = 1, c2 =
1
λ
, c3 =
1
λ(g · λ)
, · · · , cn =
1
λ(g · λ) · · · (gn−2 · λ)
.
Then,
0 = fi
= c1f
i
+ c2(g · f
i
) + c3(g
2 · f
i
) + · · · + cn(g
n−1 · f
i
)
= c1f
i
+ ωic2f
i
+ ω2ic3f
i
+ · · ·+ ω(n−1)icnf
i
By claim 2, f is a non-zero divisor. So we have a system of equations
0 = c1 + ω
ic2 + ω
2ic3 + · · ·+ ω
(n−1)icn
for all 0 ≤ i ≤ n− 1.
Let
M
def
=

1 1 1 · · · 1
1 ω ω2 · · · ωn−1
1 ω2 ω4 · · · ω(n−1)2
...
...
...
...
...
1 ωn−1 ω2(n−1) · · · ω(n−1)(n−1)

Since ω is a primitive n-th root of unity, we have
MM t =

n 0 0 · · · 0
0 0 0 · · · n
...
...
...
...
...
0 0 n · · · 0
0 n 0 · · · 0

By our assumptions on G, k in section 2, 0 6= n ∈ k. Therefore, 0 6= detM ∈ k.
Let C
def
= (c1 c2 · · · cn)
t. Since MC = 0,
0 = (adjoint of M)MC = (detM)C
which draws a contraction (c1 = 1). Hence, 0 6= fi ∈ A for some 0 ≤ i ≤ n − 1. Since
g · fi = λfi with λ ∈ A
∗, by a similar argument as in claim 2, fi ∈ A is a non-zero divisor.
△
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Let f
def
= fi ∈ A given by claim 3 and consider it as an element in H
0(X,K∗). We can
then define a map L ∼= OX t→ OXf by sending at to af . It is an isomorphism of invertible
sheaf over X because f is a non-zero divisor and it is G-equivariant because g · f = λf .
That handles the case when G is finite and cyclic.
In general, let G = G1 ×G2 where G1 is a cyclic group with order n and L→ X be the
G-equivariant line bundle corresponding to L. By considering L → X as a G1-equivariant
line bundle, we have
L ∼= OXf ⊗ α
for some f ∈ H0(X,K∗) and α ∈ G∗ (since G∗ → G∗1 is surjective). By replacing L by
L ⊗OXf
−1 ⊗ α∨, we may assume L ∼= OX t with g · t = t for all g ∈ G1.
Since G1 is finite and X is quasi-projective over k, the quotient X/G1 exists as a quasi-
projective scheme over k. Let π : X → X/G1 be the quotient map and L
′ def= π∗(L)
G1 be
the subsheaf of π∗L of G1-invariant sections.
Claim 4 : L′ defines a G-equivariant invertible sheaf over X/G1. Moreover, if we denote
its corresponding G-equivariant line bundle over X/G1 by L
′, then G1 acts trivially on
L′ → X/G1 and the canonical map L → π
∗L′ is an isomorphism of G-equivariant line
bundle.
Since g · t = t for all g ∈ G1, the map OX → L, which sends a to at, is an isomor-
phism of G1-equivariant invertible sheaves and it descends to an isomorphism π∗(OX)
G1 →
π∗(L)
G1 = L′. By the definition of (geometric) quotient, OX/G1
∼= π∗(OX)
G1 . Therefore,
L′ is, in particular, an invertible sheaf.
It is clear that L′ has a canonical G-action and its corresponding G-equivariant line
bundle L′ is nothing but L/G1. Hence, the canonical map
L→ π∗L′ ∼= π∗(L/G1)
is an isomorphism of G-equivariant line bundles over X. △
By claim 4 and induction on the order of Gf , we may assume
L′ ∼= OX/G1f ⊗ α
(as G-equivariant sheaves) for some f ∈ H0(X/G1,K
∗) and α ∈ G∗. Then, by claim 4,
L ∼= π∗L′ ∼= π∗(OX/G1f)⊗ α
∼= OXf ⊗ α
(via the map H0(X/G1,K
∗) → H0(X,K∗)). That reduces to the case when G = Gt. The
result then follows from Proposition 1 (with remark 1 and 3) of [KraKu].
(3). By Proposition 3.2, there is a G-equivariant immersion i : X →֒ P(V ) for some
G-representation V . So L can be expressed as the difference of two G-linearized very ample
sheaves over X and it is enough to prove the statement on such sheaf. By Proposition
1.7 in [MuFKi], without loss of generality, we may assume L ∼= i∗OP(V )(1). We may
further assume there is a G-invariant hyperplane H ⊆ P(V ) which does not contain any
EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT FORMAL GROUP LAWS 15
irreducible component of X, and hence its restriction on X defines a G-invariant Cartier
divisor D. Since V can be expressed as the direct sum of 1-dimensional G-representations,
OP(V )(1) ∼= OP(V )(H)⊗ α for some G-character α. Hence,
L ∼= i∗OP(V )(1) ∼= OP(V )(H)|X ⊗ α ∼= OX(D)⊗ α.

Remark 3.8. For part (2) of Proposition 3.7, when G is not connected, the part OXf is
necessary to describe the kernel of PicG(X)→ Pic(X). For example, if G = 〈 g 〉 is a cyclic
group of order 2, X = A1 − {0} = Speck[x, x−1] with action g · x = x−1, L = OXt with
action g · t = xt, then L can not be given by any G-character because the G-representations
of the fibers over the fixed points -1 and 1 are different (see Remark 1 of [KraKu]). But it
can be shown that L ∼= OXf with
f
def
= 1 +
g · 1
x
= 1 + x−1 ∈ H0(X,K∗).
Proposition 3.9. Suppose X ∈ G-V ar is locally factorial, E is a G-linearized locally free
sheaf over X with finite rank and π : P(E)→ X is the induced morphism. Then the abelian
group homomorphism
PicG(X)⊕ Z→ PicG(P(E)),
which sends (L, n) to (π∗L)⊗OP(E)(n), is an isomorphism.
Proof. Suppose Y ∈ G-V ar is locally factorial. Let V be a G-representation with a non-
empty open subset U such that G acts freely on U and the principal bundle quotient
U → U/G exists in the category of schemes. By Proposition 3.2, Y is quasi-projective with
a G-linearized action. Then, a principal bundle quotient Y ×U → (Y ×U)/G exists in the
category of scheme (Proposition 23 in [EGr]). By the definition of equivariant Chow group
in [EGr],
CHnG(Y )
def
= CHn(YG)
where YG
def
= (Y × U)/G (It is independent of the choices of U, V as long as V − U has
sufficiently high codimension). By Theorem 1 in [EGr], we have a natural isomorphism
PicG(Y ) ∼= CH1G(Y ).
Let E → X be the G-equivariant vector bundle corresponding to E . By Lemma 1 of
[EGr], EG → XG is also a vector bundle and so, P(E)G ∼= P(EG) → XG is a projective
bundle. Therefore, P(E)G → XG is also a projective bundle. Hence,
PicG(P(E)) ∼= CH1G(P(E))
= CH1(P(E)G)
∼= CH1(XG)⊕ Z (XG is irreducible)
∼= CH1G(X) ⊕ Z
∼= PicG(X)⊕ Z,
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where (L, n) ∈ PicG(X)⊕ Z is identified with (π∗L)⊗OP(E)(n), as desired.

Theorem 3.10. Suppose char k = 0. For any G-irreducible X ∈ G-Sm and G-linearized
locally free sheaf E over X of rank r, there exist a G-equivariant morphism f : X˜ → X,
which is the composition of a series of blow ups along G-invariant smooth centers, and a
G-linearized invertible subsheaf L →֒ f∗E over X˜ such that the sequence
0→ L → f∗E → (f∗E)/L → 0
is exact and (f∗E)/L is locally free of rank r − 1.
Proof. It is a generalization of Theorem 6.3 in [Li], see section 6.1 in [Li] for the details. 
4. Definition of the equivariant algebraic cobordism theory
Recall the following notion from [CGKr] (definition 12.2). A (G,F )-formal group law
over a commutative ring R is a topological R-module
R{{F}}
def
= R{{1, y(V 1), y(V 2), . . .}}
with product, coproduct and a G∗-action satisfying
y(V i)y(V j) =
∑
s≥0
bi,js y(V
s)
lαy(V
i) =
∑
s≥0
d(α)is y(V
s)
∆y(V i) =
∑
s,t≥0
f is,t y(V
s)⊗ y(V t),
for some elements bi,js , d(α)is, f
i
s,t in R, which are called structure constants, and some
other natural properties. In particular, bi,js encode a commutative, associative product,
d(α)is encode a G
∗-action and f is,t encode a commutative, associative coproduct and there
are various compatibilities between them. It is also worth mentioning that the choice of
the flag F is to let one chooses a topological basis for the ring underlying the equivariant
formal group law, so that the structure can be explicitly expressed in terms of the structure
constants. According to Corollary 14.3 in [CGKr], there is a representing ring LG(F ) for
(G,F )-formal group laws and it is generated, as a Z-algebra, by the structure constants.
Let us first define our basic object : cycle. A cycle is an expression of the form :
[f : Y → X,L1, . . . ,Ls]
where f : Y → X is a projective morphism in G-V ar, Y is smooth and G-irreducible,
Lj are G-linearized invertible sheaves over Y (s can be zero and the order of Lj does not
matter). More specifically, we may call it a cycle with s line bundles. We define its geometric
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dimension to be dimY , denoted by geodim . If s = 0, we call it a geometric cycle. There is
a natural notion of isomorphism on such expression.
For a fixed object X ∈ G-V ar, we define LZG,Fs (X) to be the free LG(F )-module gener-
ated by isomorphism classes of cycles with s line bundles (Y, f and Lj can vary) and
LZG,F (X)
def
=
∏
s≥0
LZG,Fs (X).
Unfortunately, the LG(F )-module LZG,F (X) is too big an object to handle. Instead, we
will consider a submodule inside which is generated by elements of a form which will be
explained below.
For a G-linearized invertible sheaf L over some Y ∈ G-V ar, integer i ≥ 0 and a finite
subset S of the set of positive integers, we define V iS(L) as the abbreviation for
L ⊗ α1,L ⊗ α2, . . . ,L ⊗ αi
omitting L ⊗ αk whenever k ∈ S. So, V
i
S(L) is basically the sequence of G-linearized
invertible sheaves given by twisting L by the characters α1, . . . , αi, omitting the indices in
S. For example,
[f : Y → X,V 4{2,3}(L)] = [f : Y → X,L ⊗ α1,L ⊗ α4]
which is a cycle with 2 line bundles. We adopt the convention that
[f : Y → X,V iS(L)] = 0
if maxS > i (that is, if we omit index which is out of range). When S is empty, we simply
denote V iS(L) as V
i(L).
Now, for a fixed object X ∈ G-V ar, the basic LG(F )-module, denoted by LZ
G,F (X),
that we will be working with is defined to be the submodule of LZG,F (X) generated by
elements of the form∑
I≥0
aI [f : Y → X,V
i1
S1
(L1), V
i2
S2
(L2), . . . , V
ir
Sr
(Lr)](1)
where f : Y → X is a projective morphism in G-V ar, Y is smooth and G-irreducible, Lj
are G-linearized invertible sheaves over Y as before, r ≥ 0, I is the multi-index (i1, . . . , ir),
aI are elements in LG(F ) and Sj are finite subsets of the set of positive integers (The sets
Sj are independent of I). We call an element of the form (1) an infinite cycle.
For instance,∑
i≥0
ai[f : Y → X,V
i
{1}(L)]
= a0[f : Y → X,V
0
{1}(L)] + a1[f : Y → X,V
1
{1}(L)] + a2[f : Y → X,V
2
{1}(L)] + · · ·
= 0 + a1[f : Y → X] + a2[f : Y → X,L ⊗ α2] + · · ·
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Notice that if we take Sj to be empty sets, aI = 1 if I = (1, 1, . . . , 1) and zero otherwise,
the infinite cycle ∑
I≥0
aI [f : Y → X,V
i1
S1
(L1), V
i2
S2
(L2), . . . , V
ir
Sr
(Lr)]
= [f : Y → X,V 1(L1), V
1(L2), . . . , V
1(Lr)]
= [f : Y → X,L1 ⊗ α1,L2 ⊗ α1, . . . ,Lr ⊗ α1]
= [f : Y → X,L1,L2, . . . ,Lr]
becomes a cycle. In other words, a cycle is an infinite cycle.
We will adopt the convention that
[f : Y ∐ Y ′ → X,L1, . . . ,Lr]
= [f |Y : Y → X,L1|Y , . . . ,Lr|Y ] + [f |Y ′ : Y
′ → X,L1|Y ′ , . . . ,Lr|Y ′ ].
Next, we will define four basic operations in LZG,F (−). For a projective morphism
g : X → X ′ in G-V ar, we define a push-forward
g∗ : LZ
G,F (X)→ LZG,F (X ′)
as the restriction of the push-forward g∗ : LZG,F (X) → LZG,F (X
′) which sends [f : Y →
X, . . .] to [g ◦ f : Y → X ′, . . .].
For a smooth morphism g : X ′ → X in G-V ar, we define a pull-back
g∗ : LZG,F (X)→ LZG,F (X ′)
as the restriction of the pull-back g∗ : LZG,F (X) → LZG,F (X ′) which sends [f : Y →
X,L1, . . .] to [f
′ : Y ′ → X ′, g′∗L1, . . .], where f
′, g′ are given by the following Cartesian
square :
Y ′
g′
−−−−→ Y
f ′
y yf
X ′
g
−−−−→ X
The third operation is called infinite Chern class operator. For an object X ∈ G-V ar,
sheaves L1, . . . ,Lr ∈ Pic
G(X), elements aI ∈ LG(F ) and Sj as in (1), we define an operator
σ =
∑
I
aIV
i1
S1
(L1) · · ·V
ir
Sr
(Lr) : LZ
G,F (X)→ LZG,F (X)
by sending
∑
J bJ [f : Y → X,V
j1
T1
(M1), . . . , V
js
Ts
(Ms)] to∑
IJ
aIbJ [f : Y → X,V
j1
T1
(M1), . . . , V
js
Ts
(Ms), V
i1
S1
(f∗L1), . . . V
ir
Sr
(f∗Lr)]
where IJ is the multi-index (i1, . . . , ir, j1, . . . , js). Here we adopt a similar convention that
σ = 0 if ik < maxSk for some k. Notice that if r = 1, S1 = ∅, a(i) = δ
i
1 (Kronecker delta),
then σ = V 1(L) = c(L), which is the usual (first) Chern class operator as in [LMo].
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Remark 4.1. If we denote the subring of End (LZG,F (X)) generated by all infinite Chern
class operators by End (LZG,F (X))inf , then any infinite cycle can be written as f∗ ◦ σ[IY ]
for some projective morphism f : Y → X in G-V ar, where Y is smooth and G-irreducible,
and σ ∈ End (LZG,F (Y ))inf .
Finally, we define the external product
× : LZG,F (X) × LZG,F (X ′)→ LZG,F (X ×X ′)
by sending the pair(∑
I
aI [f : Y → X,V
i1
S1
(L1), . . . , V
ir
Sr
(Lr)] ,
∑
J
bJ [f
′ : Y ′ → X ′, V j1T1 (M1), . . . , V
js
Ts
(Ms)]
)
to∑
IJ
aIbJ [f × f
′ : Y ×Y ′ → X ×X ′, V i1S1(π
∗
1L1), . . . , V
ir
Sr
(π∗1Lr), V
j1
T1
(π∗2M1), . . . , V
js
Ts
(π∗2Ms)].
Remark 4.2. With this external product, LZG,F (Spec k) becomes a unitary, associative,
commutative LG(F )-algebra and LZ
G,F (X) becomes a LZG,F (Speck)-module.
Then, our equivariant algebraic cobordism group ΩG(−) is defined to be the quotient (as
LG(F )-modules) of LZ
G,F (−) corresponding to imposing the following two axioms :
(Sect) For all G-irreducible Y ∈ G-Sm and L ∈ PicG(Y ) such that there exists an invari-
ant section s ∈ H0(Y,L)G that cuts out an invariant smooth divisor Z on Y ,
[IY ,L] = [Z →֒ Y ].
(EFGL) For all G-irreducible Y ∈ G-Sm, i, j ≥ 0, character α ∈ G∗ and sheaves L,
M∈ PicG(Y ),
V i(L)V j(L)[IY ] =
∑
s≥0
bi,js V
s(L)[IY ]
V i(L ⊗ α)[IY ] =
∑
s≥0
d(α)is V
s(L)[IY ]
V i(L ⊗M)[IY ] =
∑
s,t≥0
f is,t V
s(L)V t(M)[IY ].
Remark 4.3. Let us briefly justify our axiom (EFGL). Since we would like to define
our theory ΩG(−) to be the algebraic analogue of Tom Dieck’s equivariant complex cobor-
dism theory MUG(−), it would be important that the axiom (EFGL) holds in the theory
MUG(−), in an appropriate sense (Readers may refer to section 12 for a quick review of
MUG(−)).
As mentioned in section 13 of [G], MUG(P(U)) (where U is the complete G-universe as
in section 2) is a (G,F )-formal group law over the cobordism ring MUG, i.e.,
MUG(P(U)) ∼=MUG{{F}}.
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Moreover, there is a canonical choice for y(ǫ) :
y(ǫ) = [P(U)+
0
→M(ξ) =MU(1, G)]
where ξ → P(U) is the universal equivariant line bundle and 0 is the zero section. Then, by
definition (see section 4 in [CGKr]),
y(α) = lαy(ǫ) = [P(U)
+ ⊗α−→ P(U)+
0
→MU(1, G)]
for any 1-dimensional character α.
On the other hand, the Euler class (hence, the first Chern class) of ξ ⊗ α in MUG(−) is
defined to be
e(ξ ⊗ α) = c(ξ ⊗ α) = [P(U)+
0
→M(ξ ⊗ α)
a
→MU(1, G)]
where a is the map induced by the classifying map of ξ ⊗ α→ P(U). Therefore, we have
y(α) = e(ξ ⊗ α) = c(ξ ⊗ α)
in MUG(P(U)). Since y(V
i) = y(α1)y(α2) · · · y(αi) (Lemma 13.2 in [CGKr]), we have
y(V i) = V i(ξ). Hence, the equation
y(V i)y(V j) =
∑
s≥0
bi,js y(V
s)
in MUG(P(U)) translates to
V i(ξ)V j(ξ) =
∑
s≥0
bi,js V
s(ξ).
If we denote the classifying map of an arbitrary line bundle L→ Y by clL : Y → P(U) and
apply cl∗L to the above equation, we will have
V i(L)V j(L) =
∑
s≥0
bi,js V
s(L),
which is exactly our first equation in the axiom (EFGL). Similar facts hold for the other
two equations in the axiom (EFGL).
Remark 4.4. To be more precise, we need to close our relations with respect to the four
basic operations. In other words, to impose the (Sect) axiom, we need to quotient out the
LG(F ) submodule generated by elements of the form
f∗ ◦ σ ◦ g
∗ ([IT ,L]− [Z →֒ T ])
where f : Y → U is projective, T ∈ G-Sm is G-irreducible, g : Y → T is smooth, σ ∈
End (LZG,F (Y ))inf and L ∈ Pic
G(T ) is a sheaf such that there exists an invariant section
s ∈ H0(T,L)G that cuts out an invariant smooth divisor Z on T (see subsection 2.1.3 in
[LMo] for details). The fact that this submodule is closed under the four basic operations
follows easily from the basic properties (A1)-(A8) in the coming section.
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Remark 4.5. Suppose one defines ΩG(−) by imposing the (Dim), (Sect) and (EFGL)
axioms on LG(F ) ⊗Z Z
G(−), where ZG(X) is the free abelian group generated by isomor-
phism classes of elements of the form (f : Y → X,L1, . . . ,Lr). Then the canonical map
LG(F )→ Ω
G(Spec k), which sends a to a [ISpec k], will send the Euler class e(α)
def
= d(α)10 to
e(α)[ISpec k] = V
1(α)[ISpec k] = [ISpec k, α]
(by Proposition 5.1), which is equal to zero by the (Dim) axiom. Therefore, the canonical
map LG(F )→ Ω
G(Spec k) will not be injective as we want.
Remark 4.6. If Xj are the G-irreducible components of X, then there is a canonical
surjective map
⊕j ij∗ : ⊕j LZ
G,F (Xj)→ LZ
G,F (X)
where ij : Xj →֒ X are the immersions. Moreover, it respects (Sect) and (EFGL).
Therefore, it defines a canonical surjective map
⊕j ij∗ : ⊕j Ω
G(Xj)→ Ω
G(X).
Also, if Xj are disjoint, this map becomes an isomorphism.
Although it may seem that our definition of ΩG(−) depends on the choice of the complete
G-flag F , we will see in section 13 that our theory is actually independent of this choice.
5. Basic properties
In our equivariant algebraic cobordism theory ΩG(−), following the notation in [LMo],
we also have basic properties (A1) - (A8). For properties involving (first) Chern class
operators, we will consider infinite Chern class operators instead. In the following list of
properties, all objects and morphisms are assumed to be in G-V ar.
For a morphism f : X ′ → X in G-V ar and an element σ =
∑
I aIV
i1
S1
(L1) · · · V
ir
Sr
(Lr) in
End (ΩG(X))inf , we define the “pull-back” of σ via f as
σf
def
=
∑
I
aIV
i1
S1
(f∗L1) · · · V
ir
Sr
(f∗Lr),
as an element in End (ΩG(X ′))inf .
(A1) If f : X → X ′ and g : X ′ → X ′′ are both smooth, then
(g ◦ f)∗ = f∗ ◦ g∗
and (IX)
∗ is the identity map.
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(A2) Suppose f : X → Z is projective, g : Y → Z is smooth and f ′, g′ are given
by the following Cartesian square :
X ×Z Y
g′
−−−−→ X
f ′
y yf
Y
g
−−−−→ Z
Then the object X ×Z Y is in G-V ar and we have g
∗ ◦ f∗ = f
′
∗ ◦ g
′∗.
(A3) If f : X → X ′ is projective and σ is an element in End (ΩG(X ′))inf , then
f∗ ◦ σ
f = σ ◦ f∗.
(A4) If f : X → X ′ is smooth and σ is an element in End (ΩG(X ′))inf , then
f∗ ◦ σ = σf ◦ f∗.
(A5) If σ, σ′ are both in End (ΩG(X))inf , then
σ ◦ σ′ = σ′ ◦ σ.
(A6) If f , g are both projective, then
× ◦ (f∗ × g∗) = (f × g)∗ ◦ ×.
(A7) If f , g are both smooth, then
× ◦ (f∗ × g∗) = (f × g)∗ ◦ ×.
(A8) Suppose x, y are elements in ΩG(X), ΩG(X ′) respectively and σ is an element
in End (ΩG(X))inf . Then we have
σ(x)× y = σπ1(x× y)
where π1 : X ×X
′ → X is the projection.
Proof. The fact that X ×Z Y is reduced in (A2) follows from Proposition 3.1. Everything
else can be easily derived from the definitions, similar to [LMo]. 
In addition to the list above, we also have a number of basic facts for computational
purpose. In particular, the double point relation (see definition 0.1 in [LP]), the blow up
relation (see lemma 5.1 in [LP]) and the extended double point relation (see lemma 5.2 in
[LP]) hold in our theory ΩG(−).
For a G-character α, we will call the element e(α)
def
= d(α)10 ∈ LG(F ) the Euler class of α.
These Euler classes are some very special elements in LG(F ) and we will see in section 11
and 12 that they correspond exactly to the Euler classes in the equivariant K-theory and
Tom Dieck’s equivariant cobordism theory.
EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT FORMAL GROUP LAWS 23
Proposition 5.1. As an operator on ΩG(X),
(1) c(OX ) = 0.
(2) For any G-character α, we have c(α) = e(α).
Proof. Part (1) follows from the (Sect) axiom. For part (2), by definition,
c(α) = V 1(OX ⊗ α) =
∑
s≥0
d(α)1s V
s(OX)
by the (EFGL) axiom. Therefore,
c(α) = d(α)10 + d(α)
1
1 V
1(OX) + d(α)
1
2 V
2(OX) + · · ·
= e(α) + d(α)11 c(OX) + d(α)
1
2 c(OX)c(OX ⊗ α2) + · · ·
which is equal to e(α) by part (1). 
Remark 5.2. By Lemma 16.7 in [CGKr], f1i,0 = f
1
0,i = δ
i
1. That means
c(L ⊗M) = c(L) + c(M) +
∑
s,t≥1
f1s,t V
s(L)V t(M).
Moreover, the representing ring LG(F ), as a Z-algebra, is generated by f
1
s,t and the Euler
classes e(α) by Theorem 16.1 in [CGKr].
Proposition 5.3. For all X ∈ G-V ar and L ∈ PicG(X), there exists σ ∈ End (ΩG(X))inf
such that
c(L∨) = σ ◦ c(L).
Proof. By Proposition 5.1 and Remark 5.2, we have
0 = c(OX) = c(L ⊗L
∨) = c(L) + c(L∨) +
∑
s,t≥1
f1s,t V
s(L)V t(L∨).
Hence,
c(L∨) = −c(L)−
∑
s,t
f1s,t V
s(L)V t(L∨) = (−1−
∑
s,t
f1s,t V
s
{1}(L)V
t(L∨)) ◦ c(L).

Lemma 5.4. Suppose Y is an object in G-Sm and E1, E2 are two invariant divisors on
Y such that E1 + E2 is a reduced strict normal crossing divisor. Denote the intersection
E1 ∩ E2 by D. Then, as elements in Ω
G(D), we have∑
s,t≥1
f1s,t V
s
{1}(OD(E1))V
t
{1}(OD(E2)) [ID ] = −[PD → D],
where PD
def
= P(OD ⊕OD(E1)).
Proof. By a similar argument as in the proof of Lemma 3.3 in [LP]. 
24 CHUN LUNG LIU
Proposition 5.5. Suppose A, B, C are invariant divisors on Y ∈ G-Sm such that A+B ∼
C, C is disjoint from A ∪ B and A + B + C is a reduced strict normal crossing divisor.
Then, as elements in ΩG(Y ), we have
[C →֒ Y ] = [A →֒ Y ] + [B →֒ Y ]− [P(OD ⊕OD(A))→ D →֒ Y ],
where D
def
= A ∩B.
Proof. Without loss of generality, we may assume Y to be G-irreducible. Then we have
[C →֒ Y ] = c(O(C))[IY ]
= c(O(A+B))[IY ]
= c(O(A))[IY ] + c(O(B))[IY ] +
∑
s,t≥1
f1s,t V
s(O(A))V t(O(B))[IY ]
by Remarks 5.2. Therefore,
[C →֒ Y ] = [A →֒ Y ] + [B →֒ Y ] +
∑
s,t≥1
f1s,t V
s
{1}(O(A))V
t
{1}(O(B)) [D →֒ Y ]
= [A →֒ Y ] + [B →֒ Y ] + i∗(
∑
s,t≥1
f1s,t V
s
{1}(OD(A))V
t
{1}(OD(B)) [ID ])
where i : D →֒ Y . The result then follows from Lemma 5.4. 
Proposition 5.6. Suppose Z is an invariant closed subscheme of Y such that Z, Y are
both in G-Sm. Then, as elements in ΩG(Y ), we have
[BlowZY → Y ]− [IY ] = −[P1 → Z →֒ Y ] + [P2 → Z →֒ Y ],
where P1
def
= P(OZ ⊕ N
∨
Z →֒Y ) → Z and P2
def
= P(O ⊕ O(1)) → P(N∨Z →֒Y ) → Z with O(1)
being the tautological line bundle over P(N∨Z →֒Y ).
Proof. By the same argument as in the proof of Lemma 5.1 in [LP]. 
Proposition 5.7. Suppose A, B, C are invariant divisors on Y ∈ G-Sm such that A+B ∼
C and A+B+C is a reduced strict normal crossing divisor. Then, as elements in ΩG(Y ),
we have
[C →֒ Y ] = [A →֒ Y ] + [B →֒ Y ]− [P1 → Y ] + [P2 → Y ]− [P3 → Y ],
where D
def
= A ∩B, E
def
= A ∩B ∩ C and
P1
def
= P(OD ⊕OD(A))→ D,
P2
def
= P(O ⊕O(1))→ P(OE(−B)⊕OE(−C))→ E,
P3
def
= P(OE ⊕OE(−B)⊕OE(−C))→ E
with O(1) being the tautological line bundle over P(OE(−B)⊕OE(−C)).
Proof. By the same argument as in the proof of Lemma 5.2 in [LP]. 
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Remark 5.8. From now on, we will refer to Proposition 5.5, 5.6 and 5.7 as the double
point relation, the blow up relation and the extended double point relation respectively.
6. The equivariant algebraic cobordism ring of a point
In this section, we will show that the equivariant algebraic cobordism group ΩG(X), as a
LG(F )-module, is generated by geometric cycles. Moreover, we will show that the canonical
LG(F )-algebra homomorphism
LG(F )→ Ω
G(Spec k)
is surjective. Since we need to employ the embedded desingularization theorem (see [BMi])
and the weak factorization theorem (Theorem 0.3.1 in [AKMW]), we will assume char k = 0
throughout this section.
First of all, we have the following result, which is an analogue of the (Nilp) axiom in
[LMo] (see Remark 2.2.3 in [LMo]).
Proposition 6.1. Suppose char k = 0. For any G-irreducible Y ∈ G-Sm, L ∈ PicG(Y )
and finite set S as in (1),
V nS (L)[IY ] = 0
as elements in ΩG(Y ), for sufficiently large n.
Proof. We will proceed by induction on dimY . If dimY = 0, then, by Proposition 3.7,
L ∼= β for some character β. Take N to be an integer such that N > maxS and αN ∼= β
∨.
By definition,
V nS (L)[IY ] = V
N−1
S (L) ◦ c(L ⊗ αN ) ◦ · · · ◦ c(L ⊗ αn)[IY ] = 0
because L ⊗ αN ∼= OY .
Suppose dimY > 0. By Proposition 3.7, L ∼= O(
∑
i±Di)⊗β for some invariant G-prime
divisors Di and character β. Apply the embedded desingularization theorem on ∪iDi →֒ Y ,
we got a map π : Y˜ → Y which is the composition of a series of blow ups along invariant
smooth centers such that the strict transforms of Di, denoted by 〈Di〉, are smooth. For
simplicity, assume π is given by a single blow up along Z ⊆ Y . By the blow up relation,
[Y˜ → Y ]− [IY ] = −[P1 → Z → Y ] + [P2 → Z → Y ].
Apply V nS (L) on both sides, we have
π∗ ◦ V
n
S (π
∗L)[IY˜ ]− V
n
S (L)[IY ]
= −V nS (L)[P1 → Z → Y ] + V
n
S (L)[P2 → Z → Y ]
= −i∗ ◦ p1∗ ◦ p
∗
1 ◦ V
n
S (L|Z)[IZ ] + i∗ ◦ p2∗ ◦ p
∗
2 ◦ V
n
S (L|Z)[IZ ]
where i : Z →֒ Y is the immersion and pi : Pi → Z are the projections. By the induction
assumption, it is enough to consider V nS (π
∗L)[IY˜ ]. Since π
∗L ∼= O(
∑
i±〈Di〉+
∑
j ±Ej)⊗β
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where Ej are the strict transforms of the exceptional divisors, which are also invariant and
smooth, without loss of generality, we may assume Di are smooth.
By the induction assumption, there exist integers Ni such that V
n
S (L|Di)[IDi ] = 0 for all
n ≥ Ni. Now take N to be an integer which is greater than maxS and all Ni, and also
αN ∼= β
∨. Then, for all n ≥ N ,
V nS (L)[IY ] = V
n
S (O(
∑
i
±Di)⊗ β)[IY ]
= V N−1S (L) ◦ c(O(
∑
i
±Di)) ◦ σ[IY ]
for some σ ∈ End (ΩG(Y ))inf
= V N−1S (L) ◦
∑
i
σi ◦ c(O(Di))[IY ],
for some σi, by Remark 5.2 and Proposition 5.3. Hence,
V nS (L)[IY ] = V
N−1
S (L) ◦
∑
i
σi[Di →֒ Y ] = 0
because N − 1 ≥ Ni. 
Remark 6.2. Suppose, for each G-irreducible Y ∈ G-Sm and L ∈ PicG(Y ) (up to isomor-
phism), we fix a choice ofG-prime divisorsDi and character β such that L ∼= O(
∑
i±Di)⊗β.
We pick Di to be smooth if possible. If not, we further fix a choice of centers Zj while ap-
plying the embedded desingularization theorem on ∪iDi →֒ Y .
If dimY = 0, we define a number Nilp(Y,L, S) to be the minimum positive integer n
such that αn = β
∨ and n > maxS. If dimY > 0, then we define Nilp(Y,L, S) to be the
minimum positive integer n such that αn = β
∨ and
n > Nilp(Zj,L|Zj , S),Nilp(〈Di〉 ,L|〈Di〉, S),Nilp(Ek,L|Ek , S)
where Zj are the centers of desingularizations, 〈Di〉 are the strict transforms of Di and Ek
are the exceptional divisors (well-defined because dimDi, Zj , Ek < dimY ).
As suggested by the proof, for any G-irreducible Y ∈ G-Sm, L ∈ PicG(Y ) and finite set
S as in (1), we have
V
Nilp(Y,L,S)
S (L)[IY ] = 0
as elements in ΩG(Y ).
Corollary 6.3. Suppose char k = 0. For all X ∈ G-V ar, the LG(F )-module Ω
G(X) is
generated by cycles.
Proof. The module ΩG(X) is generated by infinite cycles, which can be written as f∗ ◦σ[IY ]
for some σ ∈ End (ΩG(Y ))inf . By Proposition 6.1, it is indeed a finite sum. 
Next, we will employ a technique called “reduction of tower”, which is similar to the
technique discussed in section 6.3 in [Li]. In spite of the assumption that G is a finite
abelian group scheme in section 6.3 in [Li], most arguments work for our more general
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setup too. Therefore, we will not give separate proofs here. Recall the following definitions
from [Li].
Definition 6.4. Suppose Y is an object in G-Sm. A morphism P→ Y in G-Sm is called
a quasi-admissible tower over Y with length n if it can be factored into
P = Pn → Pn−1 → · · · → P1 → P0 = Y
such that, for all 0 ≤ i ≤ n− 1, Pi+1 = P(Ei) where Ei is the direct sum of sheaves which is
either the pull-back of a G-linearized locally free sheaves over Y , or the pull back of OPj(m)
for some integer m and 1 ≤ j ≤ i. Note that Ei is not necessarily the direct sum of invertible
sheaves.
A sheaf L ∈ PicG(Y ) is called admissible if there exist smooth, G-prime divisorsD1, . . . ,Dk
on Y and character β such that
L ∼= OY (
∑k
i=1miDi)⊗ β
for some integers mi. Denote the subgroup of Pic
G(Y ) generated by admissible invertible
sheaves by APicG(Y ). Also, define the group of admissible invertible sheaves over Pi by
APicG(Pi)
def
= APicG(Y ) + ZOP1(1) + · · ·+ ZOPi(1).
We then call a quasi-admissible tower P → Y admissible if all sheaves involved in the
construction are admissible invertible sheaves.
Lemma 6.5. Suppose Y ∈ G-Sm is G-irreducible and D is a smooth G-prime divisor on
Y . Furthermore, suppose P → Y is an admissible tower with length n and (i + 1)-th level
Pi+1 = P(⊕
r
j=1Lj), andM1, . . . ,Ms are sheaves in Pic
G(P). Then there exist an admissible
tower P′ → Y with length n, quasi-admissible towers Q0, Q1, Q2, Q3 → D and G-linearized
invertible sheaves M′k, M
j
k such that
P
′ = P′n → · · · → P
′
i+1 → Pi → · · · → P0 = Y
where P′i+1 = P((⊕
r−1
j=1Lj) ⊕ Lr(D)), dimP = dimP
′ = dimQj and we have the following
equality in ΩG(Y ) :
[P′ → Y,M′1, . . . ,M
′
s]− [P→ Y,M1, . . . ,Ms]
= [Q0 → D →֒ Y,M
0
1, . . . ,M
0
s]− [Q1 → D →֒ Y,M
1
1, . . . ,M
1
s]
+ [Q2 → D →֒ Y,M
2
1, . . . ,M
2
s]− [Q3 → D →֒ Y,M
3
1, . . . ,M
3
s].
Proof. Since this result is very similar to Lemma 6.10 in [Li], we will only give a sketch of
proof here. First of all, we construct an admissible tower Pˆ→ Y with length n by defining
Pˆi+1
def
= P((⊕rj=1Lj) ⊕ Lr(D)) and all higher levels are constructed in the same manner as
P. We then have P →֒ Pˆ.
By Proposition 3.9 and the fact that O
Pˆj
(1)|Pj
∼= OPj(1) for all 0 ≤ j ≤ n, the map
PicG(Pˆ) → PicG(P) is surjective. So there are G-linearized invertible sheaves Mˆ1, . . . ,Mˆs
over Pˆ that extends M1, . . . ,Ms respectively. Then, we construct the admissible tower
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P′ → Y and the quasi-admissible tower Q0 → D →֒ Y by restricting Pˆ via P
′
i+1 →֒ Pˆi+1 and
D →֒ Y respectively.
By Lemma 6.9 in [Li] (still holds for our group G), we have Q0 + P ∼ P
′ as invariant
divisors on Pˆ and the sum of them is a reduced strict normal crossing divisor. By the
extended double point relation, we have
[P′ →֒ Pˆ] = [Q0 →֒ Pˆ] + [P →֒ Pˆ]− [(Q0 ∩ P)×Pˆ P
1 → Pˆ](2)
+ [(Q0 ∩ P ∩ P
′)×
Pˆ
P 2 → Pˆ]− [(Q0 ∩ P ∩ P
′)×
Pˆ
P 3 → Pˆ]
where
P 1
def
= P(O ⊕O(Q0))→ Pˆ,
P 2
def
= P(O ⊕O(1))→ P(O(−P)⊕O(−P′))→ Pˆ,
P 3
def
= P(O ⊕O(−P)⊕O(−P′))→ Pˆ.
We then denote (Q0∩P)×PˆP
1, (Q0∩P∩P
′)×
Pˆ
P 2 and (Q0∩P∩P
′)×
Pˆ
P 3 by Q1, Q2 and Q3
respectively. They are all quasi-admissible towers over D (by Lemma 6.9 in [Li]). Hence,
the result follows by applying (first) Chern class operators c(Mˆ1), . . . , c(Mˆs) on equation
(2) and pushing it down to ΩG(Y ). 
Remark 6.6. It can be seen from the proof that the only difference on the structures of P
and P′ are at the level i+ 1, i.e., the G-linearized invertible sheaves used in the definitions
of Pj and P
′
j are the same (by identifying OPk(m) and OP′k(m)) whenever j 6= i+ 1.
For simplicity of notation, for the rest of this paper, we will write [Y,L1, . . . ,Lr] for
[Y → Speck,L1, . . . ,Lr].
Definition 6.7. Define ΩG(Spec k)′ to be the LG(F )-subalgebra of Ω
G(Speck) generated
by elements of the form
[P,L1, . . . ,Lr]
where P is an admissible tower over Spec k.
Proposition 6.8. Suppose Y ∈ G-Sm is G-irreducible, P→ Y is a quasi-admissible tower
and M1, . . . ,Ms are sheaves in Pic
G(P). Then there exist elements xi ∈ Ω
G(Spec k)′,
projective morphisms Yi → Y in G-Sm with dimYi ≤ dimY and sheaves M
i
j such that
[P→ Y,M1, . . . ,Ms] =
∑
i
xi [Yi → Y,M
i
1, . . .]
as elements in ΩG(Y ). Moreover, dimP = geodim xi+dimYi. If there is no invertible sheaf
on the left hand side, i.e., s = 0, then the same result holds with no invertible sheaves on
the right hand side.
Proof. Here is a sketch of the proof (See Proposition 6.17 in [Li] for details). We will prove
the statement by induction on the dimension of Y . We will handle the induction step first.
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Suppose dimY ≥ 1. Let ΩG(Y )′ be the subgroup of ΩG(Y ) generated by elements of the
form
[P′ → Y ′ → Y,M′1, . . . ,M
′
s]
where Y ′ ∈ G-Sm is G-irreducible with dimension less than dimY , dimP = dimP′ and
P′ → Y ′ is a quasi-admissible tower. So, elements in ΩG(Y )′ will be handled by the induction
assumption. Let P → Y be a quasi-admissible tower with length n. If n = 0, then we are
done. Suppose n ≥ 1.
Step 1 : Reduction to a quasi-admissible tower constructed only by G-linearized invertible
sheaves.
Suppose π : Y˜ → Y is the composition of a series of blow up along smooth invariant
centers and let P˜
def
= P×Y Y˜ . By the blow up relation, it can be shown that the difference
π∗[P˜→ Y˜ , π
′∗M1, . . . , π
′∗Ms]− [P→ Y,M1, . . . ,Ms],
where π′ : P˜ → P, lies inside ΩG(Y )′. Therefore, we may blow up Y along any invariant
smooth center if necessary.
If Pi = P(E
′⊕E) such that rank E > 1 (in particular, it comes from Y ), then, by Theorem
3.10, we may assume we have a splitting
0→ L → E → E/L → 0
of G-linearized locally free sheaves over Y . Define
Pˆi
def
= P(E ′ ⊕ E ⊕ L) and P′i
def
= P(E ′ ⊕ (E/L) ⊕L).
and construct towers Pˆ, P′ → Y in a similar manner as in the proof of Lemma 6.5. Also
define sheaves Mˆi ∈ Pic
G(Pˆ) and M′i ∈ Pic
G(P′) similarly. Hence, by Lemma 6.12 in [Li]
(still holds for our group G), we have
Pi = P(E
′ ⊕ E) ∼ P(E ′ ⊕ (E/L)⊕ L) = P′i
as invariant smooth divisors on Pˆi, which implies that OPˆ(P) = OPˆ(P
′) as G-linearized
invertible sheaves over Pˆ. Therefore,
[P→ Pˆ,M1, . . . ,Ms] = c(OPˆ(P))[IPˆ,Mˆ1, . . . ,Mˆs]
= c(O
Pˆ
(P′))[I
Pˆ
,Mˆ1, . . . ,Mˆs]
= [P′ → Pˆ,M′1, . . . ,M
′
s]
By pushing the elements forward via the map Pˆ→ Y , we have
[P→ Y,M1, . . . ,Ms] = [P
′ → Y,M′1, . . . ,M
′
s]
as elements in ΩG(Y ) and the result follows by applying this argument repeatedly until all
sheaves involved are of rank 1.
Step 2 : Reduction to an admissible tower.
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For each L ∈ PicG(Y ) used in the construction of P, by Proposition 3.7, there are G-
prime divisors DL,i on Y and character β such that L ∼= OY (
∑
i±DL,i) ⊗ β. By applying
the embedded desingularization Theorem on ∪L,iDL,i →֒ Y , we may assume DL,i are all
smooth.
Step 3 : Reduction to an admissible tower with P1 = P(π
∗
Y E1) where E1 is a G-linearized
locally free sheaf over Spec k.
Consider the first level P1 = P(⊕
r
j=1Lj). Since the sheaves Lj are admissible, they
can be expressed by invariant smooth divisors on Y . By lemma 6.5 (and remark 6.6),
for any invariant smooth divisor D on Y , we can twist [P → Y,M1, . . . ,Ms] to [P
′ →
Y,M′1, . . . ,M
′
s] so that P
′
1 = P((⊕j 6=k Lj) ⊕ Lk(±D)) and the difference will be given by
elements inside ΩG(Y )′. Hence, we may assume Lj ∼= βj for all j. The result then follows
by defining E1
def
= ⊕rj=1βj
Step 4 : Finish the induction step.
By applying the argument in step 3 on all levels, we have an admissible tower
Q = Qn = P(En)→ · · · → P(E1)→ Q0 = Speck
such that P ∼= Y × Q. By Proposition 3.9, for each i, the invertible sheaf Mi over P is
isomorphic to π∗1MY,i ⊗ π
∗
2MQ,i for some G-linearized invertible sheaves MY,i, MQ,i over
Y , Q respectively. For simplicity, assume s = 1,
[P→ Y,M]
= π∗c(M)[IP]
where π : P→ Y
= π∗c(π
∗
1MY ⊗ π
∗
2MQ)[IP]
= π∗c(π
∗
1MY )[IP] + π∗c(π
∗
2MQ)[IP] + π∗
∑
s,t≥1
f1s,t V
s(π∗1MY )V
t(π∗2MQ) [IP],
which is a finite sum by Proposition 6.1. Hence,
[P→ Y,M]
= [Q][IY ,MY ] + [Q,MQ][IY ] +
∑
s,t≥1
f1s,t π∗(V
t(MQ)[IQ]× V
s(MY )[IY ])
= x1 [IY ,MY ] + x2 [IY ] +
∑
s,t≥1
xs,t V
s(MY )[IY ]
by letting x1
def
= [Q], x2
def
= [Q,MQ] and xs,t
def
= f1s,t [Q,V
t(MQ)]. That finishes the induction
step (when dimY > 0).
Step 5 : dimY = 0 case.
In this case, P ∼= Y × Q for some admissible tower Q over Speck. Apply step 4 and we
are done. 
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Our first goal in this section is to show that ΩG(X), as a LG(F )-module, is generated by
geometric cycles. To this end, we need two more technical Lemmas.
Lemma 6.9. Suppose Y ∈ G-Sm is G-irreducible and D is an invariant divisor on Y
which can be expressed as the sum of smooth, G-prime divisors on Y . Then c(O(D))[IY ]
is equal to the finite sum of elements of the form a [Y ′ → Y, . . .] where a is in LG(F ) and
dimY ′ < dimY .
Proof. Let D =
∑
i±Di where Di are smooth, G-prime divisors. By Remark 5.2 and
Proposition 5.3, for some σi ∈ End (Ω
G(Y ))inf ,
c(O(D))[IY ] = c(O(
∑
i
±Di))[IY ] =
∑
i
σi ◦ c(O(Di))[IY ] =
∑
i
ji∗ ◦ σ
ji
i [IDi ]
where ji : Di →֒ Y are the immersions. The result then follows from Proposition 6.1. 
Lemma 6.10. Suppose
P = Pn = P(En ⊕ Ln)→ · · · → P(E1 ⊕ L1) = P1 → P0 = Spec k
is an admissible tower over Spec k with length n. Denote the invariant smooth divisors P(Ei)
on Pi by Hi. Then, for all L ∈ Pic
G(P), there exist integers m1, . . . ,mn and character β
such that
L ∼= O(m1H1 + · · ·+mnHn)⊗ β.
Proof. By Proposition 3.9, we may assume L ∼= OPi(1). By induction on n, we may further
assume L ∼= OPn(1). Clearly,
OP(Hn) ∼= L
∨
n ⊗OP(1).
Therefore,
L ∼= OP(1) ∼= OP(Hn)⊗ Ln
and the result follows from the induction assumption (Ln ∈ Pic
G(Pn−1)). 
For the rest of this section, for a G-irreducible object Y ∈ G-Sm, we will say β is a
twisting character of a sheaf L ∈ PicG(Y ) if L ∼= OY (D)⊗β for some invariant divisor D on
Y . By Proposition 3.7, twisting character always exists. Notice that it may not be unique
though. For example, suppose G is a non-trivial group and α is a non-trivial character. Let
Y = P(ǫ⊕α) and D = P(ǫ),D′ = P(α) be two invariant divisors of Y . Then, it is clear that
OY (D
′)⊗ ǫ ∼= OY (1) ∼= OY (D)⊗ α.
In particular, ǫ and α are both twisting characters of OY (1).
Theorem 6.11. Suppose char k = 0 and k contains a primitive e-th root of unity, where
e is the exponent of Gf . For any X ∈ G-V ar, the LG(F )-module Ω
G(X) is generated by
geometric cycles.
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More precisely, any element [Y → X,L1, . . . ,Lr] ∈ Ω
G(X), such that Y is G-irreducible,
can be expressed in the following form :(
r∏
i=1
e(βi)
)
· [Y → X] +
∑
j
aj [Pj][Yj → X] +
∑
k
a′k [Y
′
k → X]
where βi is a twisting character of Li, aj, a
′
k are elements in LG(F ), Pj are admissible
towers over Speck, Yj, Y
′
k ∈ G-Sm are G-irreducible, dimYj, dimY
′
k < dimY and dimY =
dimPj + dimYj.
Proof. By Corollary 6.3, it is enough to consider cycles. Since [f : Y → X,L1, . . . ,Lr] =
f∗[IY ,L1, . . . ,Lr], it is enough to show the statement on elements of the form [IY ,L1, . . . ,Lr]
where Y ∈ G-Sm is G-irreducible. We will proceed by induction on d
def
= dimY . Within
this proof, for a cycle x ∈ ΩG(−), we will say x ≡ 0 if geodim x < d. Notice that any
geometric cycle of geometric dimension < d will be absorbed by the sum
∑
k a
′
k [Y
′
k → X].
In particular, terms of the form
aj [Pj][Yj → X]
with dimPj + dimYj < dimY will be handled by considering
aj [Pj ][Yj → X] = aj [Pj × Yj → X].
If dimY = 0, then
[IY ,L1, . . . ,Lr] = [IY , β1, . . . , βr] = e(β1) · · · e(βr)[IY ]
and we are done.
Suppose dimY > 0. Let L′i
def
= Li ⊗ β
∨
i . Then,
[IY ,L1, . . . ,Lr] = c(Lr)[IY ,L1, . . . ,Lr−1]
= c(L′r ⊗ βr)[IY ,L1, . . . ,Lr−1]
= e(βr)[IY ,L1, . . . ,Lr−1] +
∑
j≥1
d(βr)
1
j V
j(L′r)[IY ,L1, . . . ,Lr−1]
= e(βr)[IY ,L1, . . . ,Lr−1] + σ ◦ c(L
′
r)[IY ]
for some σ ∈ End (ΩG(Y ))inf . Inductively, we have
[IY ,L1, . . . ,Lr] =
(
r∏
i=1
e(βi)
)
· [IY ] +
r∑
i=1
σi ◦ c(L
′
i)[IY ]
for some σi. Therefore, it suffices to prove that if L has a trivial twisting character, then
σ ◦ c(L)[IY ] =
∑
j
aj [Pj ][Yj → Y ] +
∑
k
a′k [Y
′
k → Y ]
where aj, a
′
k, Pj, Yj and Y
′
k are as described in the statement.
By the blow up relation, for any G-irreducible, invariant, smooth closed subscheme Z ⊆
Y , we have
[π : BlowZY → Y, π
∗L]− [IY ,L] = −[p1 : P1 → Z →֒ Y, p
∗
1L] + [p2 : P2 → Z →֒ Y, p
∗
2L]
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where P1, P2 → Z are both quasi-admissible towers. By proposition 6.8,
[P1 → Z →֒ Y, p
∗
1L] =
∑
j
xj [Yj → Z →֒ Y, . . .](3)
where xj ∈ Ω
G(Spec k)′, dimYj ≤ dimZ < d and d = dimP1 = geodimxj + dimYj.
Let us consider elements of the form [P,M1, . . . ,Ms] where P is an admissible tower over
Speck with length n and dimension d′ ≤ d. By Lemma 6.10, we have
Ms ∼= O(m1H1 + · · ·+mnHn)⊗ β
for some integers mi, character β and invariant smooth divisors Hi on Pi (i-th level of P).
Therefore,
[P,M1, . . . ,Ms]
= πP∗[IP,M1, . . . ,Ms]
= πP∗ ◦ c(O(m1H1 + · · ·+mnHn)⊗ β) [IP,M1, . . . ,Ms−1]
= e(β)[P,M1, . . . ,Ms−1] + πP∗ ◦ σ ◦ c(O(m1H1 + · · ·+mnHn)) [IP],
for some σ ∈ End (ΩG(P))inf . By Proposition 6.1 and Lemma 6.9,
πP∗ ◦ σ ◦ c(O(m1H1 + · · ·+mnHn)) [IP] ≡ 0
mod elements with geometric dimension < d′ (by abuse of notation). By repeating this
process, we have [P,M1, . . . ,Ms] ≡ a [P] for some a ∈ LG(F ). Hence, equation (3) becomes
[P1 → Z →֒ Y, p
∗
1L] ≡
∑
j
aj [Pj][Yj → Y, . . .].
By the induction assumption and the fact that the product of two admissible towers over
Speck is again an admissible tower over Spec k, we can replace [Yj → Y, . . .] by [Yj → Y ].
The same equation holds for P2. Therefore, we have
[BlowZY → Y, π
∗L]− [IY ,L] ≡
∑
j
aj [Pj][Yj → Y ]
where dimYj < d and dimPj + dimYj = d.
By the same argument used in step 2 in the proof of Proposition 6.8, there is a map
π : Y˜ → Y given by a series of blow ups along G-irreducible, invariant, smooth centers such
that π∗L ∼= O(
∑
i±Di) for some smooth, G-prime divisors Di on Y˜ . By Lemma 6.9, we
have [IY˜ , π
∗L] ≡ 0. Therefore,
[IY ,L] =
∑
j
aj [Pj ][Yj → Y ] +
∑
k
a′k [Y
′
k → Y, . . .]
for some a′k and Y
′
k as described in the statement. The result then follows by applying σ
on both sides and the induction assumption. 
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Next, we would like to show that the canonical map LG(F ) → Ω
G(Speck) is surjective.
To that end, we need a better understanding of the function field of a G-irreducible object
Y ∈ G-Sm when G is a split torus.
Lemma 6.12. Suppose G is a split torus of rank r, Y ∈ G-Sm is irreducible and the
G-action on Y is faithful. Then
k(Y ) ∼= k(Y )G(t1, . . . , tr)
where k(Y ) is the function field of Y , ti are algebraically independent over k(Y )
G and the
G-actions on ti are given by 1-dimensional characters.
Proof. Without loss of generality, we may assume Y is projective (by Proposition 3.3).
By Proposition 3.2, we can embed Y into some P(V ′) with minimal dimP(V ′). Take an
invariant affine part V = Spec k[x1, . . . , xm, y1, . . . , yn] ⊆ P(V
′) where G acts on xi trivially
and the G-actions on yi are given by non-trivial 1-dimensional characters. Consider the
invariant open subset U ⊆ V with coordinates xi, yj being non-zero, i.e.,
U = SpecA
def
= Speck[x1, . . . , xm, y1, . . . , yn][x
−1
1 , . . . , x
−1
m , y
−1
1 , . . . , y
−1
n ]
Since dimP(V ′) is minimal, Y ∩ U is non-empty. Also, since the action on Y is faithful,
so is the action on U . Moreover, by Nagata’s theorem, U/G = SpecAG exists as a variety
over k and so is (Y ∩ U)/G.
Within this proof, a ring of Laurent polynomials over k such that the G-action on each
variable is given by a 1-dimensional character will be called ”of Laurent form”. For example,
A is of Laurent form.
Claim 1 : There are monomials fi(y1, . . . , yn) ∈ A, which are algebraically independent over
k(U/G), such that
A = AG[f1, . . . , fr][f
−1
1 , . . . , f
−1
r ].
Consider the case when r = 1 first. Fix an isomorphism G ∼= Gm. Then the actions on
each yi has weight ai. We claim that we can pick such f1 with weight gcd(a1, . . . , an) and
AG will be of Laurent form.
If n = 1, we just take f1
def
= y1 and
AG = k[x1, . . . , xm][x
−1
1 , . . . , x
−1
m ]
is of Laurent form.
Suppose n > 1. Apply the induction assumption on
B = k[x1, . . . , xm, y1, . . . , yn−1][x
−1
1 , . . . , x
−1
m , y
−1
1 , . . . , y
−1
n−1],
we have
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(a) B = BG[f1][f
−1
1 ]
(b) f1 is a monomial in terms of y1, . . . , yn−1
(c) f1 has weight b
def
= gcd(a1, . . . , an−1)
(d) BG is of Laurent form
(e) f1, yn are algebraically independent over B
G
Thus,
A = B[yn][y
−1
n ] = B
G[f1, yn][f
−1
1 , y
−1
n ] ⊆ A
Therefore, A = BG[f1, yn][f
−1
1 , y
−1
n ].
Now, by the division algorithm, there are integers q, r with 0 ≤ r < an such that b =
qan + r. Let g
def
= f1y
−q
n . Then, on one hand,
A = BG[f1, yn][f
−1
1 , y
−1
n ] ⊇ B
G[g, yn][g
−1, y−1n ].
On the other hand, since f1 = gy
q
n, we have
A = BG[f1, yn][f
−1
1 , y
−1
n ] ⊆ B
G[g, yn][g
−1, y−1n ].
Notice that the weights of f1, yn are b, an respectively, while the weights of g, yn are r, an
respectively. By repeated applications, we got a pair of monomials g, g′ with weights c, 0
respectively where c = gcd(a1, . . . , an) and A = B
G[g, g′][g−1, g′−1]. Since g′ has weight zero,
it is indeed in AG. So, A = AG[g][g−1]. It should also be clear that g, g′ are algebraically
independent over BG and AG = BG[g′][g′−1].
In conclusion, we have
(a) A = AG[g][g−1]
(b) g is a monomial in terms of y1, . . . , yn
(c) g has weight gcd(a1, . . . , an)
(d) AG is of Laurent form
(e) g is algebraically independent over AG
That handles the r = 1 case.
The general case then follows by considering the quotients
U → U/Gm → U/G
2
m → · · · → U/G
r
m = U/G
and repeated applications of the r = 1 case at each level. △
Let I ⊆ AG be the ideal defining the closed subvariety (Y ∩ U)/G ⊆ U/G. Since
Y ∩ U ∼= (Y ∩ U)/G×U/G U , by claim 1,
Y ∩ U ∼= Spec (AG/I)[f1, . . . , fr][f
−1
1 , . . . , f
−1
r ].
The result then follows by defining ti
def
= fi. 
We are going to employ a technique which we call ”deformation of coefficients”. Suppose
Y = Proj k[x, y, z] / (f(x, y, z))
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where f = x2 + yz, is an irreducible object in G-Sm (trivial group action). Let
C = Proj A
def
= Proj k[c1, . . . , c6, t]
and
π : T
def
= BiProj A[x, y, z] / (f(x, y, z))→ C
where
f = c1x
2 + c2xy + c3xz + c4y
2 + c5yz + c6z
2
(trivial group actions). Then, (a1; . . . ; a6; t)
def
= (1; 0; 0; 0; 1; 0; 1) is a point in C with fiber
T(a1;...;a6;1) = Y .
Let L ⊆ C be a line which contains the point (a1; . . . ; a6; 1) and another point (b1; . . . ; b6; 1)
such that T(b1;...;b6;1) is smooth. By restriction, we have π : T ×C L → L. By considering
D
def
= (a1; . . . ; a6; 1) and D
′ def= (b1; . . . ; b6; 1) as linearly equivalent divisors on L, we have
π∗OL(D)[IT×CL] = π
∗OL(D
′)[IT×CL]
[T(a1;...;a6;1) → T ×C L] = [T(b1;...;b6;1) → T ×C L]
as elements in ΩG(T ×C L). By pushing them down to Spec k, we have
[Y ] = [T(a1;...;a6;1)] = [T(b1;...;b6;1)] = [Proj k[x, y, z] / (f(x, y, z))]
as elements in ΩG(Spec k), with generic choice on the coefficients of f (as long as the object
it defined is smooth).
We are now ready to prove our first main result in this paper.
Theorem 6.13. Suppose char k = 0 and k contains a primitive e-th root of unity, where e
is the exponent of Gf . Then the canonical LG(F )-algebra homomorphism
LG(F )→ Ω
G(Spec k),
which sends a to a [ISpec k], is surjective.
Proof. For simplicity, we will say x ≡ 0 if x is in the image of the canonical map. By
Theorem 6.11, it is enough to consider elements of the form [Y ] where Y is G-irreducible.
We will proceed by induction on its geometric dimension. Suppose dimY
def
= n ≥ 1. By the
blow up relation, for any G-irreducible, invariant, smooth closed subscheme Z ⊆ Y ,
[BlowZY ]− [Y ] = −[P1 → Z → Speck] + [P2 → Z → Spec k]
for some quasi-admissible towers Pi → Z. Suppose the statement is true for elements of the
form [P] where P is an admissible tower over Speck of dimension n. By Proposition 6.8 and
the induction assumption, we have [BlowZY ] ≡ [Y ]. By the equivariant weak factorization
theorem (Theorem 0.3.1) in [AKMW], whenever two projective schemes Y , Y ′ ∈ G-Sm are
equivariantly birational, they define the same equivalence class, i.e., [Y ] ≡ [Y ′].
Step 1 : Reduction to an admissible tower over Spec k.
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Without loss of generality, G acts on Y faithfully. Then, there is a subgroup H ⊆ Gf
and an irreducible object X ∈ (H × Gt)-Sm such that Y ∼= (Gf/H) × X. Also, the
(H ×Gt)-action on X is faithful.
Since H is abelian, we can write
H ∼= H1 × · · · ×Hq
where Hi is a cyclic group of order Mi. Consider the field extensions k(X) over k(X)
Gt and
k(X)Gt over k. By Lemma 6.12,
k(X) ∼= k(X)Gt(t1, . . . , tr)
where r is the rank of Gt, ti are algebraically independent over k(X)
Gt with actions given
by non-trivial Gt-characters βi. By claim 1 in the proof of Theorem 6.22 in [Li],
k(X)Gt ∼= k(x1, . . . , xn−r)[xn−r+1, v1, . . . , vq] / (f, v
M1
1 − g1, . . . , v
Mq
q − gq)
for some f , gi ∈ k[x1, . . . , xn−r+1] such that the H-action on xi is trivial and Hj acts on vi
non-trivially if and only if i = j.
Now, we will follow the same arguments as in the proof of Theorem 6.22 in [Li], which
we will briefly explain here. Let
X ′
def
= Proj k[t0, . . . , tr]× Proj k[x0, . . . , xn−r+1, v1, . . . , vq] / (f, v
M1
1 − g1, . . . , v
Mq
q − gq)
Then, k(X ′) ∼= k(X), but X ′ may not be smooth. By resolution of singularities, we obtain
〈X ′〉 which is equivariantly birational to X ′ and is smooth. Furthermore, by deformation of
coefficients, we can deform X ′ to X ′′ which is defined in the same way, but with generic co-
efficients for f, gi. This deformation will at the same time deforms 〈X
′〉 to 〈X ′′〉. Therefore,
〈X ′〉 ,X ′′ and 〈X ′′〉 are all smooth and we have
[X] ≡ [
〈
X ′
〉
] = [
〈
X ′′
〉
] ≡ [X ′′]
as elements in ΩG(Spec k). In short, we may assume
X ∼= Proj k[t0, . . . , tr]× Proj k[x0, . . . , xn−r+1, v1, . . . , vq] / (f, v
M1
1 − g1, . . . , v
Mq
q − gq)
where the (H × Gt)-action on t0 is trivial and f , gi are generic homogeneous polynomials
with degree d and Mi respectively (as long as X is smooth).
Let
W
def
= (Gf/H)×Proj k[t0, . . . , tr]×Proj k[x0, . . . , xn−r+1, v1, . . . , vq] / (v
M1
1 −g1, . . . , v
Mq
q −gq).
By Lemma 6.21 in [Li], W is smooth.
Claim 1 : Without loss of generality, we may assume D′
def
= {xn−r+1 = 0} is an invariant
smooth divisor on W .
Consider the G-equivariant map
p : W → Proj k[x0, . . . , xn−r+1] = P
n+r−1
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given by projection. The result then follows from the fact that G acts on Pn+r−1 trivially
and the pull-back of a generic hyperplane is smooth (char k = 0). △
Therefore, D
def
= {f = 0} and D′ are both invariant smooth divisors on W . Then we have
[Y ] = [(Gf/H)×X]
= πW ∗ ◦ c(O(D)) [IW ]
= πW ∗ ◦ c(O(dD
′)) [IW ]
= πW ∗ ◦ σ ◦ c(O(D
′)) [IW ]
for some σ ∈ End (ΩG(W ))inf . Hence, [Y ] ≡ a [D
′] for some a ∈ LG(F ), by Theorem
6.11, the induction assumption and the assumption that the statement holds for admissible
towers over Spec k. So, without loss of generality, we may assume
X ∼= Proj k[t0, . . . , tr]× Proj k[x0, . . . , xn−r, v1, . . . , vq] / (v
M1
1 − g1, . . . , v
Mq
q − gq).
Let Xk ∼= Proj k[t0, . . . , tr]× Proj k[x0, . . . , xn−r, v1, . . . , vk] / (v
M1
1 − g1, . . . , v
Mk
k − gk).
Claim 2 : For generic gi, the (H ×Gt)-schemes Xk, where 1 ≤ k ≤ q, are all smooth. More-
over, the sum of the invariant divisors {gi = 0} on Proj k[t0, . . . , tr]× Proj k[x0, . . . , xn−r]
is a reduced strict normal crossing divisor.
The first part follows from Lemma 6.21 in [Li] with the fact that the choice of gi there is
actually generic. The second part is just Bertini’s Theorem. △
Now, let W be the G-scheme
(Gf/H)×Proj k[t0, . . . , tr]×Proj k[x0, . . . , xn−r, v1, . . . , vq] / (v
M1
1 − g1, . . . , v
Mq−1
q−1 − gq−1),
which may not be smooth. By claim 2, we can consider Y as an invariant smooth divisor
{v
Mq
q = gq} on W .
Claim 3 : The singular locus of W is given by {x0 = · · · = xn−r = v1 = · · · = vq−1 = 0}.
Without loss of generality, we may assume that Gf = H, r = 0 and k is algebraically
closed. Consider the projective space Proj k[x0, . . . , xn] = P
n with trivial action. By claim
2, the invariant divisors {gi = 0} are smooth and the sum of them is a reduced strict normal
crossing divisor. Suppose p
def
= (a0; · · · ; an; b1; · · · ; bq) is a k-rational point in Sing(W ). By
reordering, suppose the vectors ∇(vM11 − g1), . . . ,∇(v
Mk
k − gk), where 1 ≤ k ≤ q − 1, are
linearly dependent at p and k is the smallest among such choices. Then the coordinates
b1, . . . , bk are necessarily all zero (char k = 0), which implies that g1(p) = · · · = gk(p) = 0.
Now, assume a0, . . . , an are not all zero. Then, p
def
= (a0; · · · ; an) will be a k-rational point
in Pn which lies in the intersection of the divisors {g1 = 0}, . . . , {gk = 0}. In addition, the
vectors ∇g1, . . . ,∇gk will be linearly dependent at p, which contradicts with the choice of
gi. Therefore, a0, . . . , an are all zero. Since p is in W , the coordinates b1, . . . , bq−1 are all
zero too. △
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Apply resolution of singularities on W to obtain W˜ . By claim 3, Y is disjoint from
Sing(W ) and hence can be considered as an invariant smooth divisor on W˜ . Now, consider
the invariant divisor D
def
= {vq = 0} on W , which is smooth by claim 2. For the same reason
as Y , it can also be considered as a divisor on W˜ . Then, as before, we have
[Y ] = πW˜ ∗ ◦ c(O(Y ))[IW˜ ] = πW˜ ∗ ◦ c(O(MqD))[IW˜ ] ≡ a [D]
for some a ∈ LG(F ). Since [D] = [(Gf/H) × Xq−1], by repeating the same argument, we
may assume
Y ∼= (Gf/H)×X0 = (Gf/H)× Proj k[t0, . . . , tr]× P
n−r = (Gf/H)× P(V )× P
n−r
for some Gt-representation V . The result then follows from our assumption that the state-
ment is true for admissible towers. That finishes step 1.
Step 2 : Reduction to an element of the form [P(V )] where V is a (n + 1)-dimensional
G-representation.
We will now consider the admissible towers over Speck. Suppose
P = Pm → Pm−1 → · · · → P0 = Spec k
is an admissible tower over Speck with dimension n and length m. Without loss of gen-
erality, we may assume dimPm = n > dimPm−1. We will proceed by induction on m and
the dimension of its (m − 1)-th level. If m = 1, then P = P(V ) for some G-representation
V and we are done. If dimPm−1 = 0, then Pm−1 ∼= Spec k and we are also done.
Supposem ≥ 2 and dimPm−1 ≥ 1. Following the notation in Lemma 6.10, Pi = P(Ei⊕Li)
and Di
def
= P(Ei). Then, by Lemma 6.10, there exist integers d1, . . . , dm−1 and character β
such that
Lm ∼= O(d1D1 + · · ·+ dm−1Dm−1)⊗ β.
Moreover, for 1 ≤ i ≤ m − 1, if we define Pˆ
def
= P(Em ⊕ Lm ⊕ Lm(Di)) and P
′ def= P(Em ⊕
Lm(Di)), then, by Lemma 6.9 in [Li] (still holds for our group G), the sum of the invariant
divisors P, P′ and Pˆ|Di on Pˆ is a reduced strict normal crossing divisor and Pˆ|Di + P ∼ P
′.
Hence, by applying the (EFGL) axiom on Pˆ and pushing everything down to Spec k, we
have
[P′] = [Pˆ|Di ] + [P] + πPˆ∗ ◦ σ ◦ c(O(Pˆ|Di)) ◦ c(O(P)) [IPˆ]
for some σ ∈ End (ΩG(Pˆ))inf . Therefore,
[P′] = [Pˆ|Di ] + [P] + πPˆ∗ ◦ σ [P|Di →֒ Pˆ] ≡ [Pˆ|Di ] + [P]
by Theorem 6.11 and the induction assumption. Moreover, notice that
Pˆ|Di = P(Em ⊕ Lm ⊕ Lm(Di))→ Pm−1|Di
is an admissible tower over Speck with dimension n and length m, but with dimPm−1|Di =
dimPm−1 − 1. By the induction assumption, [Pˆ|Di ] ≡ 0 and so,
[P(Em ⊕ Lm)] = [P] ≡ [P
′] = [P(Em ⊕ Lm(Di))]
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By repeated applications, we may assume Lm ∼= βm for some character βm.
Apply the same argument on the other line bundles used in defining Pm and we will
obtain
Pm = P((OPm−1 ⊗ β1)⊕ · · · ⊕ (OPm−1 ⊗ βp)).
Then, [P] = [P(β1 ⊕ · · · ⊕ βp)] [Pm−1] with dimPm−1 < n and we are done.
Step 3 : Reduction to n = 0 case.
It remains to consider elements of the form [P(V )] where V is a (n + 1)-dimensional
G-representation. The following proof is an analogue of the proof of Lemma 4.2.3 in [LMo].
Let X
def
= P(ǫ⊕β1⊕· · ·⊕βn) andD
def
= P(ǫ⊕β1⊕· · ·⊕βn−1) for some characters β1, . . . , βn.
We then consider D as an invariant smooth divisor on X. Let Pˆ
def
= P(O⊕O(D))→ X. As
before, the sum of the invariant divisors A
def
= Pˆ|D, B
def
= P(OX) and C
def
= P(OX(D)) on Pˆ
is a reduced strict normal crossing divisor and A+B ∼ C. Therefore, we have
[P(OX(D))] = [Pˆ|D] + [P(OX)] + πPˆ∗ ◦ σ [P(OX)|D →֒ Pˆ]
for some σ. Again, by Theorem 6.11 and the induction assumption on dimension, we have
[X] = [P(OX(D))] ≡ [Pˆ|D] + [P(OX)] = [P(OD ⊕OD(D))→ D → Spec k] + [X].
Hence,
[P(O ⊕O(1) ⊗ β∨n )→ P(ǫ⊕ β1 ⊕ · · · ⊕ βn−1)→ Spec k] ≡ 0
because OX(D) ∼= O(1)⊗ β
∨
n .
Claim 4 : [P(O ⊕ (⊕p−1i=0 O(1) ⊗ β
∨
n−i)) → P(ǫ ⊕ β1 ⊕ · · · ⊕ βn−p) → Spec k] ≡ 0 for all
1 ≤ p ≤ n.
We just showed the statement for p = 1. For 1 ≤ p ≤ n−1, let X
def
= P(ǫ⊕β1⊕· · ·⊕βn−p)
and D
def
= P(ǫ⊕ β1 ⊕ · · · ⊕ βn−p−1). Apply a similar argument on
Pˆ
def
= P(O ⊕ (⊕p−1i=0 O(1)⊗ β
∨
n−i))⊕O(D))→ X,
we have
[P((⊕p−1i=0 O(1)⊗ β
∨
n−i)⊕O(D))→ X → Speck]
≡ [Pˆ|D → D → Spec k] + [P(O ⊕ (⊕
p−1
i=0 O(1)⊗ β
∨
n−i))→ X → Speck].
On one hand,
[P((⊕p−1i=0 O(1)⊗ β
∨
n−i)⊕O(D))→ X → Speck]
= [P((⊕p−1i=0 β
∨
n−i)⊕ β
∨
n−p)×X]
= [P((⊕p−1i=0 β
∨
n−i)⊕ β
∨
n−p)] [X] ≡ 0
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by the induction assumption on dimension. On the other hand, by the induction assumption
on p,
[Pˆ|D → D → Speck] + [P(O ⊕ (⊕
p−1
i=0 O(1)⊗ β
∨
n−i))→ X → Speck]
≡ [Pˆ|D → D → Speck]
= [P(O ⊕ (⊕pi=0O(1)⊗ β
∨
n−i))→ P(ǫ⊕ β1 ⊕ · · · ⊕ βn−p−1)→ Spec k].
△
By setting p = n in claim 4, we obtain
0 ≡ [P(O ⊕ (⊕n−1i=0 O(1)⊗ β
∨
n−i))→ P(ǫ)→ Spec k] = [P(ǫ⊕ (⊕
n−1
i=0 β
∨
n−i))].
The result then follows because βi are arbitrary.
Step 4 : n = 0 case.
Finally, it remains to show the statement when dimY = 0. Without loss of generality,
G acts on Y faithfully. In that case, Gt is necessarily trivial. By the same arguments
as in step 1, we reduce it to the case when [Y ] = [G/H]. Let Gi be cyclic groups of
order Mi such that G/H ∼= G1 × · · · × Gq. Then, [G/H] = [G1] · · · [Gq] where [Gi] are
considered as elements in G-Sm equipped with the natural G-action. Let gi be a generator
of Gi and βi : G → G/H → k be the G-character such that βi(gi) = ξi, where ξi is a
primitive Mi-th root of unity, and βi(gj) = 1 if i 6= j. Let W
def
= P(ǫ⊕ βi). Then, for some
σ ∈ End (ΩG(W ))inf and σ
′ ∈ End (ΩG(P(βi)))inf ,
[Gi] = πW ∗ ◦ c(O(Mi))[IW ] = πW ∗ ◦ σ ◦ c(O(1))[IW ] = πP(βi)∗ ◦ σ
′ [IP(βi)] ≡ 0.
That finishes the proof of Theorem 6.13. 
7. Fundamental properties
As in the algebraic cobordism theory Ω(−) in [LMo], we also have the localization prop-
erty and homotopy invariance property, when char k = 0 (see section 3.2 and 3.4 in [LMo]).
Since we need to use the embedded desingularization theorem and the weak factorization
theorem, we will assume char k = 0 for the rest of this section.
Let us start with the localization property. Since LZG,F (−) is generated by infinite
cycles, which is relatively difficult to work with, our strategy is to first define another
equivariant algebraic cobordism theory ΩG(−)fin (which does not involve infinite sum), prove
that ΩG(−)fin and Ω
G(−) are canonically isomorphic and then show that the localization
property holds in ΩG(−)fin.
For an object X ∈ G-V ar, let
LZG,F (X)fin
def
= ⊕s≥0 LZ
G,F
s (X).
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We then define the basic operations : projective push-forward, smooth pull-back, external
product as in LZG,F (−), and the (first) Chern class operator
c(L)[f : Y → X,L1, . . . ,Lr]
def
= [f : Y → X,L1, . . . ,Lr, f
∗L],
which is also consistent with our definition of infinite Chern class operator in LZG,F (−). For
simplicity of notation, let End (LZG,F (X)fin)fin be the LG(F )-subalgebra of End (LZ
G,F (X)fin)
generated by (first) Chern class operators.
Then we define LZG,F (−)B as the quotient of LZ
G,F (−)fin by imposing the following
axioms (closed with respect to the four basic operations : push-forward, pull-back, external
product and the (first) Chern class operator) :
(Blow) For all G-irreducible Y ∈ G-Sm and invariant, smooth closed subscheme Z ⊆ Y ,
[BlowZY → Y ]− [IY ] = − [P(O ⊕N
∨
Z →֒Y )→ Z →֒ Y ]
+ [P(O ⊕O(1))→ P(N∨Z →֒Y )→ Z →֒ Y ].
Next, we define LZG,F (−)N as the quotient of LZ
G,F (−)B by imposing :
(Nilp) For all G-irreducible Y ∈ G-Sm, L ∈ PicG(Y ) and set S as in (1),
V
Nilp(Y,L,S)
S (L)[IY ] = 0
where Nilp(Y,L, S) is the positive integer given in Remark 6.2.
Finally, we define ΩG(−)fin as the quotient of LZ
G,F (−)N by imposing the (Sect) and
(EFGL) axioms as in the definition of ΩG(−). Notice that the equations in the (EFGL)
axiom are all finite sums because of the (Nilp) axiom.
Lemma 7.1. Suppose char k = 0. The two theories ΩG(−) and ΩG(−)fin are canonically
isomorphic.
Proof. Let Φ : LZG,F (X)fin → Ω
G(X) be the natural map that sends cycles to cycles.
It clearly commutes with the four basic operations. This map descends to a map Φ :
ΩG(−)fin → Ω
G(X) because the blow up relation holds in ΩG(−) and by Remark 6.2.
The inverse map Ψ : LZG,F (X) → ΩG(X)fin is also natural (infinite cycle becomes
a finite sum of cycles because of the (Nilp) axiom), which clearly descends to a map
Ψ : ΩG(X) → ΩG(X)fin. Moreover, Ψ ◦ Φ is the identity and Φ is surjective by Corollary
6.3. 
Now we can proceed to prove the localization property in ΩG(−)fin. We first need the
following Lemma.
Lemma 7.2. Assume that char k = 0. Suppose X is an object in G-V ar, Z ∈ G-V ar is an
invariant closed subscheme of X, U
def
= X−Z is the complement, i : Z →֒ X and j : U →֒ X
are the immersions.
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(1) If X is smooth and G-irreducible,
Z = D1 ∪D2 ∪ · · · ∪Dn ∪ Z0
where Di are distinct G-prime divisors on X and codimX Z0 ≥ 2, then the
following sequence is exact
Z
n a−→ PicG(X)
j∗
−→ PicG(U) −→ 0,
where a sends (c1, . . . , cn) to OX(
∑n
i=1 ciDi).
(2) If L is a sheaf in PicG(X) such that L|U ∼= OU , then, for all x ∈ Ω
G(X)fin, the
element c(L)(x) lies inside i∗ Ω
G(Z)fin.
Proof. (1). First of all, by Proposition 3.2, X is quasi-projective with a G-linearized action.
LetW be an object in G-Sm such that G acts onW freely and the principal bundle quotient
W →W/G exists in the category of schemes. Then, by Proposition 23 in [EGr], the principal
bundle quotient X ×W → (X ×W )/G exists in the category of schemes. So it is locally
trivial in the e´tale topology. Therefore, (X ×W )/G is smooth (because X ×W is).
Now, by Theorem 1 in [EGr] and the fact that X is locally factorial,
PicG(X) ∼= CH1G(X)
where CHG(X) is the equivariant Chow group of X (see section 2.2 in [EGr]). By definition,
CH1G(X) = CH
1((X×W )/G) for someW ∈ G-Sm as mentioned above. Since (X×W )/G
is smooth (in particular, locally factorial), we have
CH1((X ×W )/G) ∼= Pic((X ×W )/G)
and the same results hold if X is replaced by U . Therefore, the sequence
Z
n a−→ PicG(X)
j∗
−→ PicG(U) −→ 0
is equivalent to
Z
n b−→ Pic((X ×W )/G)
((j×IW )/G)
∗
−→ Pic((U ×W )/G) −→ 0,
where b sends (c1, . . . , cn) to O(
∑n
i=1 ciD
′
i) with D
′
i
def
= (Di ×W )/G (considered as prime
divisors on (X ×W )/G), which is clearly exact.
(2). Without loss of generality, x = [f : Y → X, . . .] where Y ∈ G-Sm is G-irreducible.
Consider the following Cartesian diagram in the category G-V ar :
(Y |Z)red
i′
−−−−→ Y
f ′
y yf
Z
i
−−−−→ X
(“red” stands for the reduced structure) Then, f ′ is projective, i′ is a closed immersion
and Y |U = Y − (Y |Z)red with (f
∗L)|Y |U
∼= OY |U . Moreover, c(L)(x) = f∗ c(f
∗L)[IY , . . .].
Therefore, it is enough to show that c(f∗L)[IY , . . .] lies inside i
′
∗ Ω
G((Y |Z)red)fin. In other
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words, we may assume X is smooth, G-irreducible and x = [IX , . . .]. By (A3), we may
further assume x = [IX ].
By part (1),
L ∼= OX(
∑
i
±Di)
for some G-prime divisors on X such that Di ⊆ Z. Therefore,
c(L)[IX ] = c(O(
∑
i
±Di))[IX ] =
∑
i
σi ◦ c(O(Di))[IX ]
for some σi ∈ End (Ω
G(X)fin)inf (the infinite Chern class operator acts as a finite sum in
ΩG(−)fin). So we may further assume L ∼= OX(D) for some G-prime divisor on X such that
D ⊆ Z.
By applying the embedded desingularization theorem on D →֒ X, we have a projective,
birational map π : X˜ → X in G-Sm and some smooth, G-invariant exceptional divisors Ei
on X˜ such that the strict transform 〈D〉 ⊆ X˜ is smooth, π(〈D〉), π(Ei) ⊆ Z and
π∗L ∼= OX˜(〈D〉+
∑
i
±Ei).
Then, by the (Blow) axiom, the difference
c(L)[π : X˜ → X]− c(L)[IX ]
lies inside i∗ Ω
G(Z)fin. Furthermore,
c(L)[π : X˜ → X] = π∗ ◦ c(π
∗L)[IX˜ ]
= π∗ ◦ c(O(〈D〉+
∑
i
±Ei))[IX˜ ]
= π∗ ◦ σ[〈D〉 →֒ X˜] +
∑
i
π∗ ◦ σi[Ei →֒ X˜ ],
for some σ, σi ∈ End (Ω
G(X˜)fin)inf , which clearly lies inside i∗ Ω
G(Z)fin. Hence, c(L)[IX ] ∈
i∗ Ω
G(Z)fin and we are done. 
We are now ready to prove the localization property.
Theorem 7.3. Suppose char k = 0 and k contains a primitive e-th root of unity, where e
is the exponent of Gf .
Let X be an object in G-V ar, Z ∈ G-V ar be an invariant closed subscheme of X and U
be the complement X − Z. Then the following sequence is exact
ΩG(Z)
i∗−→ ΩG(X)
j∗
−→ ΩG(U) −→ 0
where i : Z →֒ X and j : U →֒ X are the immersions.
Proof. By Lemma 7.1, we can consider ΩG(−)fin instead. Our proof is similar to the proof of
Theorem 3.2.7 in [LMo]. First of all, the composition j∗◦i∗ is clearly zero. Moreover, for any
element [f : Y → U,L1, . . . ,Lr] in Ω
G(U)fin, by Proposition 3.3, there exists an equivariant
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projective map f : Y → X such that Y ∈ G-Sm and f |U = f . Also, the restriction map
PicG(Y ) → PicG(Y ) is surjective (by Lemma 7.2). So, the map j∗ is surjective. Hence, it
is enough to show kernel j∗ ⊆ image i∗. Without loss of generality, we may assume X, U
and Z are all non-empty. By Proposition 3.2, we can embedded X into some P(V ). It will
be enough to show the exactness of the sequence
ΩG(X − U) −→ ΩG(X) −→ ΩG(U) −→ 0
where X is the closure of X inside P(V ). So, we may further assume X to be projective.
Consider the following commutative diagram :
LZG,F (Z)fin
i∗−−−−→ LZG,F (X)fin
j∗
−−−−→ LZG,F (U)fin
φZ,1
y φX,1y φU,1y
LZG,F (Z)B
i∗−−−−→ LZG,F (X)B
j∗
−−−−→ LZG,F (U)B
φZ,2
y φX,2y φU,2y
LZG,F (Z)N
i∗−−−−→ LZG,F (X)N
j∗
−−−−→ LZG,F (U)N
φZ,3
y φX,3y φU,3y
ΩG(Z)fin
i∗−−−−→ ΩG(X)fin
j∗
−−−−→ ΩG(U)fin
where φ−,1, φ−,2, φ−,3 are the quotient maps.
Claim 1 :
j∗ kernelφX,3 ⊇ kernelφU,3.
The kernel of φU,3 is generated by elements corresponding to the (Sect) and (EFGL)
axioms. For the (EFGL) axiom, to be closed with respect to the basic operations (push-
forward, pull-back, external product and the (first) Chern class operator), we start with
elements of the form
V i(L)V j(L)[IT ]−
∑
s≥0
bi,js V
s(L)[IT ]
V i(L ⊗ α))[IT ]−
∑
s≥0
d(α)is V
s(L)[IT ]
V i(L ⊗M)[IT ]−
∑
s,t≥0
f is,t V
s(L)V t(M)[IT ]
where T ∈ G-Sm isG-irreducible, i, j ≥ 0, α is a character and L,M are sheaves in PicG(T ).
Pull them back along some smooth morphism g : Y → T , apply σ ∈ End (LZG,F (Y )N)fin
and then push them forward along some projective morphism f : Y → U to obtain
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f∗ ◦ σ ◦ g
∗ (V i(L)V j(L)[IT ]−
∑
s≥0
bi,js V
s(L)[IT ])(4)
f∗ ◦ σ ◦ g
∗ (V i(L ⊗ α))[IT ]−
∑
s≥0
d(α)is V
s(L)[IT ])
f∗ ◦ σ ◦ g
∗ (V i(L ⊗M)[IT ]−
∑
s,t≥0
f is,t V
s(L)V t(M)[IT ])
These are the elements in the kernel of φU,3 corresponding to imposing the (EFGL) axiom
(see subsection 2.1.3 in [LMo] for details). For simplicity, we will only handle equation (4).
The other two will follow from similar arguments.
Since g is smooth, Y is in G-Sm. Without loss of generality, we may assume Y is also G-
irreducible. Extend f : Y → U to f : Y → X as before. Consider the following commutative
diagram (rows are not necessarily exact) :
LZG,F ((Y |Z)red)N
i∗−−−−→ LZG,F (Y )N
j∗
−−−−→ LZG,F (Y )N
f∗
y f∗y f∗y
LZG,F (Z)N
i∗−−−−→ LZG,F (X)N
j∗
−−−−→ LZG,F (U)N
(By abuse of notation, we will denote the immersions Y →֒ Y and (Y |Z)red →֒ Y by j and
i respectively as well). By some diagram chasing, it is enough to lift the element
σ ◦ g∗ (V i(L)V j(L)[IT ]−
∑
s≥0
bi,js V
s(L)[IT ])
to an element in LZG,F (Y )N which is congruent to zero mod image i∗ + kernelφY ,3. By
extending σ to σ as before, we may further assume σ = I.
Since g∗ ◦ V i(L) = V i(g∗L) ◦ g∗ and g∗[IT ] = [IY ], we may assume g = IY . By extending
L ∈ PicG(Y ) to L ∈ PicG(Y ), the lifting we want is
V i(L)V j(L)[IY ]−
∑
s≥0
bi,js V
s(L)[IY ].
For the (Sect) axiom, by similar arguments, it is enough to lift an element of the form
[IY ,L]− [D →֒ Y ], where L is a sheaf in Pic
G(Y ) and D is an invariant smooth divisor on
Y cut out by some invariant section s ∈ H0(Y,L)G, to an element in LZG,F (Y )N which is
congruent to zero.
Let D be the closure of D in Y . Apply the embedded desingularization Theorem on
D →֒ Y to obtain the following commutative diagram :
〈D〉 −−−−→ Y˜
π
y yπ
D −−−−→ Y
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Let Ek be the strict transforms of the exceptional divisors.
On one hand, we have
π∗ ◦ c(π
∗OY (D)) [IY˜ ] = π∗ ◦ c(OY˜ ( 〈D〉+
∑
k
mkEk )) [IY˜ ]
for some integers mk
≡ π∗ ◦ c(O(〈D〉)) [IY˜ ] +
∑
k
π∗ ◦ σk ◦ c(O(Ek)) [IY˜ ]
for some σk ∈ End (LZ
G,F (Y˜ )N)fin
≡ [〈D〉 → Y ] +
∑
k
π∗ ◦ σk [Ek →֒ Y˜ ],
which is congruent to [〈D〉 → Y ] because all Ek lie over (Y |Z)red.
On the other hand, by the (Blow) axiom, we have
[Y˜ → Y , π∗OY (D)] ≡ [IY ,OY (D)]
because the towers created by each blow up lie over the smooth center, which lies over
(Y |Z)red. Hence, we have
[IY ,OY (D)]− [〈D〉 → Y ] ≡ 0,
which is the lifting we want. △
Claim 2 : For all G-irreducible Y ∈ G-Sm, L ∈ PicG(Y ) and S, there exist projective maps
fi, smooth maps gi, σi and Li ∈ Pic
G(Zi) such that
V
Nilp(Y,L,S)
S (L)[IY ] = π∗ ◦ V
Nilp(Y,L,S)
S (π
∗L)[IY˜ ] +
∑
i
fi∗ ◦ σi ◦ g
∗
i ◦ V
Nilp(Zi,Li,S)
S (Li)[IZi ]
as elements in LZG,F (Y )B, where π : Y˜ → Y and Zi are given as part of the definition of
Nilp(Y,L, S) (see Remark 6.2) and dimZi < dimY .
See the proof of Proposition 6.1. △
Claim 3 :
j∗ kernel {φX,3 ◦ φX,2} ⊇ kernelφU,2.
We need to lift an element of the form
f∗ ◦ σ ◦ g
∗ V rS (L)[IT ],
where f : Y → U , σ, g : Y → T are as in claim 1, Y and T are both G-irreducible and
smooth, L is a sheaf in PicG(T ), S is a finite set as in (1) and r = Nilp(T,L, S), to an
element in LZG,F (X)B which is congruent to zero mod image i∗ + kernel {φX,3 ◦ φX,2}. We
will prove this by induction on dimT .
By the definition of Nilp(T,L, S) (see Remarks 6.2) and claim 2, we may assume L ∼=
O(
∑
imiDi) ⊗ β such that Di are distinct invariant smooth divisors, αr
∼= β∨ and r >
Nilp(Di,L|Di , S) for all i.
48 CHUN LUNG LIU
By Proposition 3.3, we can embedded T into some P(V ) such that its closure T is smooth.
By the embedded desingularization theorem, we may also assume Di are smooth. Let
L
def
= O(
∑
imiDi)⊗β ∈ Pic
G(T ) be an extension of L. By the same argument as in the proof
of claim 1, we can extend f : Y → U to f : Y → X and it is enough to lift g∗ V rS (L)[IT ] to an
element in LZG,F (Y )B which is congruent to zero. It is worth mentioning that even though
the choices made in the definitions of Nilp(T,L, S) and Nilp(T ,L, S) can be completely
incoherent, all we need in this proof are the existence of extensions and smoothness of some
objects.
Since g ◦ j−1 : Y 99K T is an equivariant rational map and T is projective, by Proposition
3.6, we can blow up Y along some invariant center to obtain Y ′ so that g ◦ j−1 lifts to an
equivariant, regular map. By resolution of singularities, we may assume Y ′ is smooth. Also,
j lifts to an immersion Y →֒ Y ′. Therefore, we may assume Y ′ = Y and g : Y → T has an
extension g : Y → T .
If dimT = 0, then L ∼= β and the element V rS (β)[IY ] will be a lifting of g
∗ V rS (L)[IT ].
Also,
V rS (β)[IY ] = V
r−1
S (β) ◦ c(β ⊗ β
∨)[IY ] ≡ 0
(because of the (Sect) axiom).
Suppose dimT > 0. First of all, we lift g∗ V rS (L)[IT ] to V
r
S (g
∗L)[IY ]. Since g is smooth,
g−1Di are also distinct invariant smooth divisors on Y . In other words,
Sing(g−1Di) ⊆ Y − Y
Apply the embedded desingularization Theorem on ∪i g
−1Di →֒ Y to obtain Y˜ and denote
the composition Y˜ → Y → T by g˜. Then it is clear that the immersion Y →֒ Y lifts to an
immersion Y →֒ Y˜ , the map g˜ extends g and, for all i,
g˜∗OT (Di) = OY˜ (g
−1Di +
∑
k
mi,kDi,k)
for some integers mi,k and invariant smooth divisors Di,k (exceptional divisors) on Y˜ which
lie over Y −Y . Moreover, g−1Di, the closure of g
−1Di in Y˜ , is also smooth. Also, as before,
it is enough to lift g∗ V rS (L)[IT ] to an element in LZ
G,F (Y˜ )B which is congruent to zero.
Let r′ be the max of Nilp(Di,L|Di , S). Then, for some σ1, we have
V rS (g˜
∗L)[IY˜ ] = σ1 ◦ V
r′
S (g˜
∗L) ◦ c(g˜∗L ⊗ β∨) [IY˜ ]
= σ1 ◦ V
r′
S (g˜
∗L) ◦ c(O(
∑
i
mi g−1Di +
∑
i,k
mimi,kDi,k)) [IY˜ ],
≡
∑
i
σ2,i ◦ V
r′
S (g˜
∗L) [g−1Di →֒ Y˜ ] +
∑
i,k
σ3,i,k [Di,k →֒ Y˜ ]
for some σ2,i, σ3,i,k. Denote g−1Di by Ai for simplicity. Since [Di,k →֒ Y˜ ] lies inside image i∗,
EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT FORMAL GROUP LAWS 49
V rS (g˜
∗L)[IY˜ ] ≡
∑
i
σ2,i ◦ V
r′
S (g˜
∗L) [Ai →֒ Y˜ ]
=
∑
i
hi∗ ◦ σ4,i ◦ V
r′
S (g˜
∗L|Ai) [IAi ],
for some σ4,i, where hi are the immersions Ai →֒ Y˜ . Notice that hi∗ ◦σ4,i ◦V
r′
S (g˜
∗L|Ai) [IAi ]
is a lifting of
(hi|Y )∗ ◦ σ5,i ◦ g
∗ V r
′
S (L|Di) [IDi ]
where σ5,i is the restriction of σ4,i over g
−1Di. Since r
′ ≥ Nilp(Di,L|Di , S), by the induction
assumption (dimDi = dimT − 1), it has a lifting which is congruent to zero.
To summarize, we lift a
def
= g∗ V rS (L)[IT ] to b
def
= V rS (g˜
∗L)[IY˜ ], which is congruent to the
sum of ci
def
= hi∗ ◦ σ4,i ◦ V
r′
S (g˜
∗L|Ai) [IAi ]. Then, by the induction assumption, j
∗(ci) has a
lifting di which is congruent to zero. Hence, b−
∑
i ci +
∑
i di is the lifting we want. △
Claim 4 :
j∗ kernel {φX,3 ◦ φX,2 ◦ φX,1} ⊇ kernelφU,1.
It is enough to lift an element of the form
g∗([BlowWT → T ]− [IT ] + [Q1 →W →֒ T ]− [Q2 →W →֒ T ]),
where Y , T and g : Y → T are as in claim 1, W is an invariant, smooth closed subscheme
of T , Q1 = P(O⊕N
∨
W →֒T )→ W and Q2 = P(O⊕O(1))→ P(N
∨
W →֒T )→W , to an element
in LZG,F (Y )fin which is congruent to zero mod image i∗ + kernel {φY ,3 ◦ φY ,2 ◦ φY ,1}.
Since g is smooth, we may assume g = IY . In that case, denote the closure of W in Y
by W . By applying the embedded desingularization theorem on W →֒ Y , we may assume
W is smooth. Then we can take
[BlowWY → Y ]− [IY ] + [Q
′
1 →W →֒ Y ]− [Q
′
2 →W →֒ Y ],
where Q′1
def
= P(O ⊕ N∨
W →֒Y
) → W and Q′2
def
= P(O ⊕ O(1)) → P(N∨
W →֒Y
) → W , as our
lifting. △
By claims 1, 3, 4 and some diagram chasing, if we can show that
kernel j∗ ⊆ image i∗ + kernel {φX,3 ◦ φX,2 ◦ φX,1}
in the sequence
LZG,F (Z)fin
i∗−→ LZG,F (X)fin
j∗
−→ LZG,F (U)fin −→ 0,
then we will have kernel j∗ ⊆ image i∗ in the sequence
ΩG(Z)fin
i∗−→ ΩG(X)fin
j∗
−→ ΩG(U)fin −→ 0
and we are done.
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Claim 5 : It is enough to consider elements of the form x − x′ where x, x′ are cycles and
j∗(x) = j∗(x′).
Notice that LZG,F (−)fin is a free LG(F )-module with a basis given by isomorphism classes
of cycles. If an element in LZG,F (X)fin lies inside kernel j
∗, we may assume it is of the
form
∑n
i=1 anxn where ai are elements in LG(F ), xi are cycles, j
∗(xi) belongs to the same
isomorphism class for all i and
∑n
i=1 an = 0. We can then rearrange the terms in the
following way :
n∑
i=1
anxn = a1(x1 − xn) + · · ·+ an−1(xn−1 − xn) + (a1 + · · ·+ an−1 + an)xn.
That proves the claim. △
By claim 5, it is enough to consider elements of the form
[f : Y → X,L1, . . . ,Lr]− [f
′ : Y ′ → X,L′1, . . . ,L
′
r]
where Y , Y ′ ∈ G-Sm are both G-irreducible and there is an equivariant isomorphism
ψ : Y |U → Y
′|U such that f
′ ◦ ψ = f and ψ∗(L′i|Y ′|U )
∼= Li|Y |U for all i. Let Y
′′ ⊆ Y ×X Y
′
be the closure of the graph of ψ. By resolution of singularities, we may assume Y ′′ to be
smooth and we have a commutative diagram
Y ′′
µ
−−−−→ Y
µ′
y yf
Y ′
f ′
−−−−→ X
with equivariant, projective, birational maps µ, µ′ which are isomorphisms over U . By weak
factorization Theorem, µ : Y ′′ → Y can be factored into a series of blow ups or blow downs
along invariant smooth centers. By the (Blow) axiom,
[Y ′′ → X,µ∗L1, . . . , µ
∗Lr]− [Y → X,L1, . . . ,Lr] ≡ 0
mod image i∗ + kernel {φX,3 ◦ φX,2 ◦ φX,1}. Similarly,
[Y ′′ → X,µ′∗L′1, . . . , µ
′∗L′r]− [Y
′ → X,L′1, . . . ,L
′
r] ≡ 0.
That reduces the case to Y = Y ′ and f = f ′, with sheaves Li, L
′
i ∈ Pic
G(Y ) such that
Li ∼= L
′
i over U . In this case,
[f : Y → X,L1, . . . ,Lr] = f∗ ◦ c(L1) ◦ · · · c(Lr)[IY ]
= f∗ ◦ c(L1) ◦ · · · c(Lr−1) ◦ c(L
′
r ⊗ (Lr ⊗ L
′∨
r ))[IY ]
≡ f∗ ◦ c(L1) ◦ · · · c(Lr−1) ◦ c(L
′
r)[IY ] + f∗ ◦ σ ◦ c(Lr ⊗L
′∨
r )[IY ]
for some σ
≡ f∗ ◦ c(L1) ◦ · · · c(Lr−1) ◦ c(L
′
r)[IY ]
by Lemma 7.2. Hence, by repeating the same argument for all Li, we have
f∗ ◦ c(L1) ◦ · · · c(Lr)[IY ] ≡ f∗ ◦ c(L
′
1) ◦ · · · c(L
′
r)[IY ],
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as we want. That finishes the proof of Theorem 7.3. 
The next property we would like to show is the homotopy invariance property. We will
handle the surjectivity first.
Proposition 7.4. Suppose X is an object in G-V ar, V is a finite dimensional G-representation
and π : X × V → X is the projection. Then the induced map
π∗ : ΩG(X)→ ΩG(X × V )
is surjective.
Proof. Without loss of generality, we may assume dimV = 1. By Theorem 6.11, it is enough
to consider elements of the form [f : Y → X × V ] where Y ∈ G-Sm is G-irreducible. By
Proposition 3.2 and the localization property, we may assume X is projective.
Consider the projective map π2 ◦ f : Y → V . Since Y is G-irreducible, image π2 ◦ f is a
reduced, G-irreducible, closed subscheme of V . So, the image is either V or of dimension 0.
Case 1 : Dimension of image π2 ◦ f = 0.
Let f1 : Y → X and f2 : Y → V be the maps π1 ◦ f and π2 ◦ f respectively. Since
f2 : Y → image f2 is projective, Y is projective. Consider the map φ : Y × V → X × V
defined by sending (y, v) to (f1(y), f2(y)− v). It is clear that φ is equivariant. Notice that
sending (y, v) to (y, f2(y)−v) defines an isomorphism g : Y ×V →˜ Y ×V and φ = (f1×IV )◦g.
Since Y is projective, f1 is projective and so is φ.
Notice that
[Y × 0 →֒ Y × V ] = c(O(Y × 0))[IY ×V ],
in which we consider Y × 0 as an invariant divisor on Y × V . Since the divisor Y × 0 is
the pull-back (along π2 : Y × V → V ) of the divisor [0] on V and OV ([0]) ∼= β for some
character β, we have
[Y × 0 →֒ Y × V ] = c(β)[IY ×V ] = e(β)[IY ×V ]
by Proposition 5.1. Apply φ∗ on both sides (φ is projective), we have
[f : Y → X × V ] = e(β)[φ : Y × V → X × V ] = e(β)π∗[f1 : Y → X]
and we are done.
Case 2 : image π2 ◦ f = V .
We will proceed by induction on dimY . If dimY = 0, then π2 ◦ f can not be surjective.
Suppose dimY > 0. Consider the following Cartesian square :
Z
p1
−−−−→ V × A1
p2
y ym
Y
π2◦f
−−−−→ V
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where A1 is equipped with trivial G-action and m(x, y)
def
= xy. Denote the fiber of π2 ◦ f
over zero by Y0 and the fibers of π2 ◦ p1 : Z → A
1 over 0, 1 by Z0, Z1 respectively. Notice
that π2 ◦ f , π2 ◦ p1 are both flat and Z is equidimensional.
Claim 1 : There exist invariant closed subschemes Di ⊆ Y0, D
′
i ⊆ Z0 and integers mi such
that Di, D
′
i are G-prime divisors on Y , Z respectively, D
′
i
∼= Di × V as G-schemes,
(π2 ◦ f)
∗OV ([0]) ∼= OY (
∑
i
miDi),
(π2 ◦ p1)
∗OA1([0]) ∼= OZ(
∑
i
miD
′
i)
and Sing(Z) ⊆ Z0 with dimension < dimDi.
Let SpecR be an irreducible, affine open subscheme of Y and m∗ : k[t] → k[x, y] be
the ring homomorphism corresponding to m. Then, π2 ◦ f corresponds to an injective ring
homomorphism k[t] → R which sends t to some non-zero element a ∈ R. Therefore, Z is
locally given by SpecR[x, y] / (a − xy). Let Pi be the minimal prime ideals of R/(a).
Observe that (π2 ◦ f)
∗[0] defines a Cartier divisor, which induces a Weil divisor. If we
take Di to be the divisor given by Pi ⊆ R and mi to be the length of RPi/(a), then
(π2 ◦ f)
∗[0] =
∑
imiDi. Similarly, since the minimal prime ideals of
R[x, y] / (a − xy, y) ∼= R[x]/(a)
are Qi
def
= Pi · (R[x]/(a)), if we take Q˜i to be the preimage of Qi of the map
R[x, y] / (a− xy)→ R[x, y] / (a − xy, y) ∼= R[x]/(a)
and D′i to be the divisor given by Q˜i, then D
′
i
∼= Di × V and (π2 ◦ p1)
∗[0] =
∑
imiD
′
i.
Over V × (A1 − 0), Z is locally given by R[x, y][y−1] / (a − xy) ∼= R[y][y−1], which is
regular. So, p−11 (V × (A
1 − 0)) is smooth. For the same reason, p−11 ((V − 0) × A
1) is also
smooth. Hence, Sing(Z) ⊆ p−11 (0× 0), which is a closed subscheme of Z with codimension
2 (p1 is flat). △
By resolution of singularities, there exists an equivariant, projective, birational map Z ′ →
Z such that Z ′ ∈ G-Sm. Then, we apply the embedded desingularization on ∪i 〈D
′
i〉 →֒ Z
′
to obtain Z ′′ → Z ′. Denote the composition Z ′′ → Z ′ → Z by q. We then have
(π2 ◦ p1 ◦ q)
∗OA1([0]) = OZ′′(
∑
i
mi
〈〈
D′i
〉〉
+
∑
j
±〈Ej〉)(5)
for some exceptional divisors Ej . Resolve the singularities of Di to obtain D˜i ∈ G-Sm.
Now, consider the following commutative diagram :
〈〈D′i〉〉 −−−−→ Z
′′ −−−−→ Z ′ −−−−→ Z
φ
y ∥∥
D˜i × V −−−−→ Di × V
iso.
−−−−→ D′i −−−−→ Z
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where φ is a equivariant, birational map (may not be regular). Let g : Z → X × V × A1
be the map defined by sending z to (π1 ◦ f ◦ p2(z), p1(z)). It is projective because p1 is
projective. Precomposing it with q, we got a projective map h : Z ′′ → X × V × A1. By
Proposition 3.3, we can extend it to a projective map h : Z ′′ → X × V × P1 (trivial action
on P1). Let p : Z ′′ → X × V be the projective map given by composing h with projection.
Then we have
[f : Y → X × V ] = [Y ∼= (π3 ◦ h)
−1(1) →֒ Z ′′
p
−→ X × V ]
= p∗( c((π3 ◦ h)
∗OP1([1])) [IZ′′ ] )
= p∗( c((π3 ◦ h)
∗OP1([0])) [IZ′′ ] )
= p∗( c(OZ′′(
∑
i
mi
〈〈
D′i
〉〉
+
∑
j
±〈Ej〉)) [IZ′′ ] )
by equation (5) (Z ′′, Z ′′ have the same fibers over A1). Hence,
[f : Y → X × V ] =
∑
i
p∗ ◦ σi [
〈〈
D′i
〉〉
→֒ Z ′′] +
∑
j
p∗ ◦ σj [〈Ej〉 →֒ Z ′′]
for some σi, σj ∈ End (Ω
G(Z ′′))inf . Notice that dimY = dim 〈〈D
′
i〉〉 = dim 〈Ej〉.
For simplicity, we will say x ≡ 0 if x is an element in image π∗ ⊆ ΩG(X × V ). By
Proposition 6.1, Theorem 6.11 and the induction assumption,
[f : Y → X × V ] ≡
∑
i
p∗ai [
〈〈
D′i
〉〉
→֒ Z ′′] +
∑
j
p∗a
′
j [〈Ej〉 →֒ Z
′′]
for some ai, a
′
j ∈ LG(F ). In other words, it is enough to show
[
〈〈
D′i
〉〉
→ Z → X × V ] ≡ [〈Ej〉 → Z → X × V ] ≡ 0.
By the weak factorization Theorem, the rational map φ : 〈〈D′i〉〉 99K D˜i × V can be
considered as the composition of a series of blow ups or blow downs along invariant smooth
centers. For simplicity, assume φ is given by a single blow up along some invariant smooth
center C. Then, by the blow up relation, the difference [〈〈D′i〉〉 → X×V ]−[D˜i×V → X×V ]
is given by elements of the form [P → C → X × V ] where P → C is a quasi-admissible
tower. Since dimY = dim 〈〈D′i〉〉 = dimP > dimC, we have [P → C → X × V ] ≡ 0 by
Proposition 6.8 and the induction assumption. Hence,
[
〈〈
D′i
〉〉
→ X × V ] ≡ [D˜i × V → X × V ] = [D˜i → Di →֒ Y → X]× [IV ] ≡ 0.
Since 〈Ej〉 is the strict transform of the exceptional divisor Ej corresponding to a certain
blow up in the process of blowing up Z to obtain Z ′, or blowing up Z ′ to obtain Z ′′, there
is an object C ∈ G-Sm such that Ej → C is a quasi-admissible tower, dimEj > dimC and
the map Ej → X × V factors through Ej → C. Hence, by the same argument as before,
[〈Ej〉 → Ej → X × V ] ≡ [Ej → X × V ] = [Ej → C → X × V ] ≡ 0.
That finishes the proof of Proposition 7.4. 
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Theorem 7.5. Suppose char k = 0 and k contains a primitive e-th root of unity, where e
is the exponent of Gf .
For any object X ∈ G-V ar and finite dimensional G-representation V , the map
π∗ : ΩG(X)→ ΩG(X × V )
induced by the projection π : X × V → X is an isomorphism.
Proof. By Proposition 7.4, it is enough to prove the injectivity of π∗. Without loss of
generality, we may assume dimV = 1. By the localization property, we have the following
exact sequence :
ΩG(X)
i∗−→ ΩG(X × P(V × A1))
j∗
−→ ΩG(X × V )→ 0
where A1 is equipped with trivial G-action, i : X ∼= X × ∞ →֒ X × P(V × A1) and
j : X × V →֒ X × P(V × A1) are the immersions.
Let p : X × P(V ×A1)→ X be the projection and φ : ΩG(X × P(V ×A1))→ ΩG(X) be
the map p∗ ◦ c(L) where L
def
= π∗2OP(V×A1)([0]). Then, for any element x ∈ Ω
G(X),
φ ◦ i∗(x) = p∗ ◦ c(L) ◦ i∗(x)
= p∗ ◦ i∗ ◦ c(L|X×∞)(x)
= p∗ ◦ i∗ ◦ c(OX)(x) = 0.
Therefore, φ defines a map ΩG(X×V )→ ΩG(X). Now, for any element [Y → X] ∈ ΩG(X),
φ ◦ π∗[Y → X] = φ [Y × V → X × V ]
= p∗ ◦ c(L)[Y × P(V × A
1)→ X × P(V × A1)]
= p∗( [Y → X]× c(OP(V ×A1)([0]))[IP(V ×A1)] )
= p∗( [Y → X]× [0 →֒ P(V × A
1)] )
= [Y → X].
Hence, π∗ is injective by Theorem 6.11. 
8. Special theory and some advanced properties
As in the non-equivariant configuration in [LMo], we would like the projective bundle for-
mula and the extended homotopy property to hold in our theory ΩG(−) as well. But notice
that the proof of the extended homotopy property in [LMo] relies on the projective bundle
formula and the projective bundle formula ultimately comes from fact that in Topology, we
have
MU(P∞) ∼=MU [[y]]
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where y
def
= c1(OP∞(1)), which is only true without group action (see Theorem 9.6 in [G] for
the equivariant analogue). Therefore, we should not expect the projective bundle formula
to hold in our theory ΩG(−). But there is a remedy.
In this section, we will define a notion called special theory, denoted as ΩsG(−). Then, we
will show the projective bundle formula and extended homotopy property in ΩsG(−). That
will then allow us to define the higher Chern class operators of a G-linearized locally free
sheaf of arbitrary finite rank. The importance of the higher Chern class operators will be
justified by one of our main Theorems : the equivariant Conner-Floyd isomorphism (see the
proof of Theorem 11.17).
First of all, we call a (G,F )-formal group law over R special if, for all α ∈ G∗,
u(α)
def
= d(α)11 ∈ R is a unit and d(α)
1
s = 0 for s ≥ 2.
Then, there is a universal ring
L
s
G(F )
def
= S−1LG(F )/(d(α)
1
s |s ≥ 2),
where S is the multiplicative set generated by d(α)11, and a canonical ring homomorphism
LG(F )→ L
s
G(F ).
For a multiplicative (G,F )-formal group law, by Lemma 2.1 in [G2],
lα y(ǫ) = y(α) = e(α) + (1− ve(α))y(ǫ).
In other words, d(α)10 = e(α), d(α)
1
1 = 1 − ve(α) and d(α)
1
s = 0 when s ≥ 2. Moreover, by
Proposition 4.5 in [G2],
L
m
G (F )[v
−1] ∼= R(G)[v, v−1]
with d(α)11 = 1 − ve(α) = α
∨ (a unit). Hence, we can conclude that there is a canonical
surjective ring homomorphism
L
s
G(F )→ L
m
G (F )[v
−1] ∼= R(G)[v, v−1].
Furthermore, since the additive (G,F )-formal group law corresponds to setting v = 0 in
the multiplicative (G,F )-formal group law and d(α)11 = 1 − ve(α) = 1 is a unit, there is
also a canonical surjective ring homomorphism
L
s
G(F )→ L
a
G(F ).
In conclusion, the special theory will cover the equivariant K-theory and the equivariant
algebraic cobordism theory associated to the additive (G,F )-formal group law, at the very
least.
Now, let us define our special theory as
ΩsG(−)
def
= LsG(F )⊗LG(F ) ΩG(−)
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with objects in G-V ar. The four basic operations is clearly well-defined in ΩsG(−). More
importantly, by the (EFGL) axiom, we will have
(6) c(L ⊗ α) = d(α)10 + d(α)
1
1c(L) = e(α) + u(α)c(L)
as operators on ΩsG(X), for any X ∈ G-V ar,L ∈ Pic
G(X) and α ∈ G∗.
We are now in position to show that the projective bundle formula holds in ΩsG(−).
Suppose X ∈ G-V ar, E is a G-linearized locally free sheaf of rank r + 1 over X,
π : P
def
= P(E)→ X
be the projection map. Let
φi
def
= c(OP(1))
i ◦ π∗ : ΩsG(X)→ Ω
s
G(P)
for 0 ≤ i ≤ r and
Φ
def
= ⊕ri=0φi : ⊕
r
i=0Ω
s
G(X)→ Ω
s
G(P).
Theorem 8.1. Suppose char k = 0. Then,
Φ : ⊕ri=0Ω
s
G(X)→ Ω
s
G(P)
is an isomorphism.
Proof. For simplicity of notation, let R
def
= LsG(F ). Within this proof, we say that a map
ψ : ΩsG(P) → Ω
s
G(X) is extendable if it can be written as the sum of compositions of
a ∈ R, c(OP(1)), π∗ or π
∗. For a map Ψ : ΩsG(P)→ ⊕
r
i=0Ω
s
G(X), we say that it is extendable
if it can be written as the sum of maps of the form
Ψ1 ◦ Φ ◦Ψ2 ◦Φ ◦ · · · ◦Ψn
such that, for all 1 ≤ i ≤ n, the map Ψi is the direct sum of extendable maps Ω
s
G(P) →
ΩsG(X).
The significance of extendable maps is that if Z ∈ G-V ar is an invariant closed subscheme
of X, U
def
= X − Z, i : Z →֒ X, j : U →֒ X are the immersions and
f : ΩsG(P|Z)→ ⊕
r
i=0Ω
s
G(Z)
g : ΩsG(P|U )→ ⊕
r
i=0Ω
s
G(U)
are extendable, then there are extendable maps
f ′, g′ : ΩsG(P)→ ⊕
r
i=0Ω
s
G(X)
such that
f ′ ◦ i∗ = i∗ ◦ f and g ◦ j
∗ = j∗ ◦ g′.
Instead of proving Φ to be an isomorphism, we will indeed show a stronger statement :
Φ is surjective and has an extendable left inverse Ψ.
EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT FORMAL GROUP LAWS 57
Let us first consider the trivial case : E ∼= β0 ⊕ · · · ⊕ βr for some βi ∈ G
∗. Let Hi
def
=
P(β0 ⊕ · · · ⊕ βˆi ⊕ · · · ⊕ βr) (omitting) and consider it as an invariant smooth divisor on P.
Define
ξij
def
= c(OP(Hi)) ◦ c(OP(Hi+1)) ◦ · · · ◦ c(OP(Hj))
if 0 ≤ i ≤ j ≤ r and ξij
def
= I otherwise. Moreover, φi
def
= ξ0i−1 ◦ π
∗ for 0 ≤ i ≤ r and
Φ
def
= ⊕ri=0φi : ⊕
r
i=0Ω
s
G(X)→ Ω
s
G(P).
Claim 1 : There exists an upper triangular matrixM ∈ GL(r+1, R) (units on the diagonal)
such that
Φ = Φ ◦M.
Notice that since OP(Hi)⊗ βi ∼= OP(1) for all i, we have
c(O(Hi)⊗ γ) ◦ π
∗ = c(O(H0)⊗ γ
′) ◦ π∗ = (a+ uc(O(H0))) ◦ π
∗ = aφ0 + uφ1
(by equation (6)) for some γ′ ∈ G∗, a, u ∈ R such that u is a unit. By induction, one can
show that, for all 0 ≤ ij ≤ r, γk ∈ G
∗ and 1 ≤ n ≤ r,
c(O(Hi1)⊗ γ1) ◦ · · · ◦ c(O(Hin)⊗ γn) ◦ π
∗ = a0φ0 + · · ·+ an−1φn−1 + uφn
for some ai, u ∈ R such that u is a unit. Therefore,
φ0 = u00φ0 with u00 = 1
and for 1 ≤ n ≤ r,
φn = c(OP(1))
n ◦ π∗
= c(OP(H0)⊗ β0)
n ◦ π∗
= a0,nφ0 + · · ·+ an−1,nφn−1 + unnφn
and ai,j, ui,i will be the entries of M . △
Next, we will define an extendable left inverse of Φ. Let ψ0
def
= π∗ ◦ ξ
1
r ,
ψn+1
def
= π∗ ◦ ξ
n+2
r (I−
n∑
k=0
φkψk)
for 0 ≤ n ≤ r− 1 (defined inductively) and Ψ
def
= ⊕ri=0ψi. Then it is not hard to see that Ψ
is a left inverse of Φ (see section 3.5.2 and 3.5.3 in [LMo] for more details). Moreover, since
c(OP(Hi)) = c(OP(1) ⊗ β
∨
i ) = e(β
∨
i ) + u(β
∨
i )c(OP(1))
is extendable, ψ0 is extendable and so is ψn+1 (by induction). Hence,
Ψ
def
= M−1Ψ
is an extendable left inverse of Φ.
For the surjectivity of Φ (when E is trivial), we consider the following diagram (1) (not
necessarily commutative) :
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ΩsG(Hr)
i∗−−−−→ ΩsG(P)
j∗
−−−−→ ΩsG(P−Hr) −−−−→ 0
Φ
x Φx π∗x
⊕r−1i=0Ω
s
G(X)
M ′
−−−−→ ⊕ri=0Ω
s
G(X)
a
−−−−→ ΩsG(X)
where
M ′ =

e(β∨r ) 0 0 · · · 0
u(β∨r ) e(β
∨
r ) 0 · · · 0
0 u(β∨r ) e(β
∨
r ) · · · 0
...
...
...
. . .
...
0 0 0 · · · e(β∨r )
0 0 0 · · · u(β∨r )

is a (r + 1) × r matrix and a is the projection of the i = 0 part. The right square is
commutative on the i = 0 part.
Claim 2 : The left square of diagram (1) is commutative.
By Theorem 6.11, it is enough to consider elements of the form [f : Y → X] = f∗[IX ].
By the naturality of the definitions of P = P(β0⊕ · · · ⊕βr) and Hr = P(β0⊕ · · · ⊕βr−1), we
may assume X ∈ G-Sm and f = IX . Then,
i∗ ◦ φi[IX ] = i∗ ◦ c(OHr (1))
i[IHr ]
= c(OP(1))
i ◦ i∗[IHr ]
= c(OP(1))
ic(OP(Hr))[IP]
= c(OP(1))
i(e(β∨r ) + u(β
∨
r )c(OP(1)))[IP]
= (e(β∨r )c(OP(1))
i + u(β∨r )c(OP(1))
i+1)[IP]
= (e(β∨r )φi + u(β
∨
r )φi+1)[IX ]
and we are done. △
Furthermore, for diagram (1), the top row is exact by the localization property. The
right column is an isomorphism by the homotopy invariance property. The left column is
an isomorphism by induction (r = 0 case is trivial). The surjectivity of the middle column
then follows from some diagram chasing. That handles the case when E is trivial.
For general E , we need the following basic fact.
Claim 3 : There exists a filtration of invariant, closed subschemes Xj ∈ G-V ar
∅ = X0 ⊆ X1 ⊆ · · · ⊆ Xm = X
such that E|Xj−Xj−1 is trivial for all 1 ≤ j ≤ m.
By Noetherian induction, it is enough to show that there exists an invariant, open sub-
scheme U ⊆ X such that E|U is trivial. Without loss of generality, we may assume X is
G-irreducible and smooth. The case when rk E = r + 1 = 1 is handled by Proposition 3.7.
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Suppose r ≥ 1. By Theorem 3.10, we may further assume that there exists an exact
sequence
0→ L → E → E/L → 0
of G-linearized locally free sheaves over X of ranks 1, r+1 and r respectively. By Proposition
3.7 and the induction assumption on r, we may assume L and E/L are both trivial. It will
then be enough to construct a G-equivariant splitting map E/L → E .
By Proposition 3.4, we may assume X = SpecA. Suppose E/L ∼= ⊕ri=1Aβi for some
βi ∈ G
∗. By considering the βi-component of the exact sequence of G-representations, we
have a surjective map
Eβi → (E/L)βi
∼= (Aǫ)βi ⊕
⊕
j 6=i
(Aβ∨j βi)βj .
We may then pick a lifting mi ∈ Eβi of βi to define our splitting map and it will be G-
equivariant. △
Let
∅ = X0 ⊆ X1 ⊆ · · · ⊆ Xm = X
be a filtration given by clam 3. Consider the following diagram (2) (not necessarily com-
mutative) :
0 −−−−→ i∗Ω
s
G(P|Z) −−−−→ Ω
s
G(P|Y )
j∗
−−−−→ ΩsG(P|U ) −−−−→ 0
Φ
x Φx Φx
0 −−−−→ ⊕ri=0i∗Ω
s
G(Z) −−−−→ ⊕
r
i=0Ω
s
G(Y )
j∗
−−−−→ ⊕ri=0Ω
s
G(U) −−−−→ 0
where Y = Xj , Z = Xj−1 and U = Y − Z and the following diagram (3) (not necessarily
commutative) :
ΩsG(P|Z)
i∗−−−−→ ΩsG(P|Y )
Φ
x Φx
⊕ri=0Ω
s
G(Z)
i∗−−−−→ ⊕ri=0Ω
s
G(Y )
By the localization property, the rows in diagram (2) are exact. Diagram (3) is clearly
commutative. So the left column of diagram (2) is well-defined. By induction (Z = X0
case is trivial), the left column of diagram (3) is surjective. Then so is the left column of
diagram (2). The right column of (2) is surjective by the trivial case. Therefore, the middle
column of diagram (2) is surjective.
By induction (not needed for the Z = X0 case), the left column of (3) has an extendable
left inverse ΨZ . So, we can define
ΨZ : Ω
s
G(P|Y )→ ⊕
r
i=0Ω
s
G(Y )
as its extension, i.e., diagram (3) is commutative with respect to ΨZ ,ΨZ . So, the restriction
of ΨZ
ΨZ : i∗Ω
s
G(P|Z)→ ⊕
r
i=0i∗Ω
s
G(Z)
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is well-defined. Therefore, the left square of diagram (2) with respect to ΨZ is commutative.
By the trivial case, the right column of diagram (2) also has an extendable left inverse ΨU .
So, we can define
ΨU : Ω
s
G(P|Y )→ ⊕
r
i=0Ω
s
G(Y )
as its extension, i.e., the right square of diagram (2) with respect to ΨU ,ΨU is commutative.
By some diagram chasing, ΨZ is a left inverse of Φ on the left column of diagram (2).
Moreover, ΨZ ,ΨU are clearly extendable.
Now, for an element x ∈ ⊕ri=0Ω
s
G(Y ), we have
y
def
= x−ΨU ◦ Φ(x) ∈ kernel j
∗
By the exactness of the bottom row of diagram (2), y lies inside ⊕ri=0i∗Ω
s
G(Z). Then,
y = ΨZ ◦Φ(y).
Therefore,
x−ΨU ◦Φ(x) = ΨZ ◦ Φ(x−ΨU ◦ Φ(x))
x = ΨZ ◦ Φ(x) + ΨU ◦ Φ(x)−ΨZ ◦Φ ◦ΨU ◦Φ(x)
In other words,
Ψ
def
= ΨZ +ΨU −ΨZ ◦ Φ ◦ΨU
is a left inverse of Φ of the middle column of diagram (2) and it is extendable. The result
then follows by induction on j. 
Next, we will show that the extended homotopy property holds in the special theory
ΩsG(−). To simplify our computations, for an objectX ∈ G-V ar, we will call aG-equivariant
morphism f : F → X a G-equivariant torsor if there is an exact sequence of G-linearized
locally free sheaves E , E ′ of finite ranks over X :
0→ OX → E → E
′ → 0
such that f is isomorphic to the projection P(E)− P(E ′)→ X.
Proposition 8.2. Suppose char k = 0. For any G-equivariant torsor f : F → X with
X ∈ G-V ar,
f∗ : ΩsG(X)→ Ω
s
G(F )
is an isomorphism.
Proof. By our definition, f is isomorphic to P(E)− P(E ′)→ X where
0→ OX → E → E
′ → 0
is exact. By considering P(E ′) as an invariant smooth divisor on P(E), we have
OP(E)(P(E
′)) ∼= OP(E)(1)
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(see the proof of Lemma 3.6.1 in [LMo]). Let π : P(E) → X, π′ : P(E ′) → X be the
projections and i : P(E ′)→ P(E) be the immersion. Then,
i∗ ◦ c(OP(E ′)(1))
i ◦ π′∗ = c(OP(E)(1))
i+1 ◦ π∗
(see claim 2 of the proof of Theorem 8.1). By the localization property and the projective
bundle formula,
ΩsG(F )
∼= ΩsG(P(E))/i∗Ω
s
G(P(E
′))
∼= ⊕ri=0Ω
s
G(X)/i∗ ⊕
r−1
i=0 Ω
s
G(X)
∼= ΩsG(X)
which is the i = 0 level. So the isomorphism is given by π∗ as desired. 
As a consequence, we have the following splitting principle in ΩsG(−).
Proposition 8.3. Suppose char k = 0. For any Y ∈ G-Sm and G-linearized locally free
sheaf E of finite rank over Y , there exists a smooth morphism f : Y ′ → Y in G-Sm such
that f∗E is the direct sum of G-linearized invertible sheaves and
f∗ : ΩsG(Y )→ Ω
s
G(Y
′)
is injective.
Proof. Basically, it follows from the projective bundle formula and the extended homotopy
property (see Remark 4.1.2 in [LMo]). But we will give some justifications here due to our
slightly different definition on torsor.
Suppose
0→ L→ E → E/L→ 0
is an exact sequence of G-equivariant vector bundles over X. Let F
def
= Homv.b.(E×X L,L)
and
j : Homv.b.(E,L)→ P(F )
by sending f to
j(f)|x(u, v)
def
= f |x(u) + v
for all x ∈ X,u ∈ Ex, v ∈ Lx. Also, let
F ′
def
= {f ∈ F | f |x(0, v) = 0 for all x ∈ X, v ∈ Lx}.
Then, F,F ′ are both G-equivariant vector bundles over X, P(F ′) is an invariant closed
subscheme of P(F ), j is a G-equivariant immersion identifying Homv.b.(E,L) to P(F ) −
P(F ′). Moreover, if we define
φ : X × A1 → F/F ′
(trivial action on fibers of X×A1) by sending (x, a) to f |x(u, v)
def
= av, then it can be shown
that φ defines a G-equivariant vector bundle isomorphism. Therefore,
0→ F ′ → F → F/F ′ ∼= X × A1 → 0
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is exact. Hence, the splitting bundle Homv.b.(E,L) is a G-equivariant torsor in our sense.

Remark 8.4. Suppose char k = 0. By the standard arguments, we may further show that
if
0→ E ′ → E → E ′′ → 0
is an exact sequence of G-linearized locally free sheaves of finite ranks over Y ∈ G-Sm, then
there exists a smooth morphism f : Y ′ → Y in G-Sm such that f∗E ′, f∗E ′′ are both direct
sums of G-linearized invertible sheaves, f∗E ∼= f∗E ′ ⊕ f∗E ′′ and
f∗ : ΩsG(Y )→ Ω
s
G(Y
′)
is injective.
With the aid of the projective bundle formula, we can now define the higher Chern class
operators for G-linearized locally free sheaves of arbitrary finite ranks in ΩsG(−).
Suppose char k = 0. As pointed out in Remark 9.1, there is a natural grading on LG(F ),
which induces a natural grading on LsG(F ). Therefore, there is a canonical (cohomological)
grading on ΩsG(−) (see the proof of Theorem 12.3 for more details). Suppose X ∈ G-V ar,
E is a G-linearized locally free sheaf of rank r over X and π : P
def
= P(E) → X be the
projection. Then, by the projective bundle formula, we have an isomorphism
⊕r−1i=0 c(OP(1))
i ◦ π∗ : ⊕r−1i=0Ω
s,n−i
G (X) →˜ Ω
s,n
G (P)
Therefore, we can define the higher Chern class operators of E
ci(E) : Ω
s,n
G (X)→ Ω
s,n+i
G (X)
by the equality
r∑
i=0
(−1)ic(OP(1))
r−i ◦ π∗ ◦ ci(E) = 0
(as homomorphisms from Ωs,nG (X) to Ω
s,n+r
G (P)) with c0(E)
def
= I.
Proposition 8.5. Suppose X ∈ G-V ar,L ∈ PicG(X), E is a G-linearized locally free sheaf
of finite rank over X and f : X ′ → X is a morphism in G-V ar. Then we have the following
list of basic properties :
(1) c1(L) = c(L) (agrees with our usual first Chern class operator)
(2) If f is smooth, then
ci(f
∗E) ◦ f∗ = f∗ ◦ ci(E)
(3) If f is projective, then
ci(E) ◦ f∗ = f∗ ◦ ci(f
∗E)
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Proof. Part (1) follows from the facts that π : P(L) → X is an isomorphism and π∗L ∼=
OP(L)(1). Parts (2) and (3) follow from the definition of higher Chern class operators and
the projective bundle formula. 
9. Comparison with other algebraic cobordism theories
In this section, we will compare our equivariant algebraic cobordism theory ΩG(−) to
other algebraic cobordism theories, namely, the non-equivariant algebraic cobordism theory
Ω(−) as in [LMo] and the equivariant algebraic cobordism theory, which will be denoted by
ΩGTot(−) to avoid confusion, defined in [HeMa] (There is also a possibly equivalent definition
in [Kri]).
Let us consider the theory Ω(−) first. We need to understand the relation between the
universal representing ring LG(F ) and L. We will use the same assumptions on G and k as
in section 2. In particular, we will not assume char k = 0.
Recall definition 12.2 in [CGKr]. For a commutative ring R, denote the topological R-
module obtained as the inverse limit of the free R-modules with basis 1 = y(V 0), y(V 1),
y(V 2), . . . , y(V s) by R{{F}}. Then, a (G,F )-formal group law over a commutative ring R
is a topological R-module R{{F}} with product given by
y(V i) · y(V j) =
∑
s≥0
bi,js y(V
s)
with bi,js ∈ R, a G∗-action given by
lα y(V
i) =
∑
s≥0
d(α)is y(V
s)
with d(α)is ∈ R and coproduct given by
∆y(V i) =
∑
s,t≥0
f is,t y(V
s)⊗ˆy(V t)
with f is,t ∈ R satisfying the following conditions :
(1) For all i, s, the coefficients bi,js = 0 for sufficiently large j, and similarly with i
and j exchanged.
(2) For all α, s, the coefficients d(α)is = 0 for sufficiently large i.
(3) For all s, t, the coefficients f is,t = 0 for sufficiently large i.
(R) The product is commutative, associative and unital.
(A) The action is through ring homomorphisms, associative and unital.
(T) The coproduct is through ring homomorphisms, equivariant in the sense that
∆ ◦ lαβ = (lα ⊗ˆ lβ) ◦∆, commutative, associative and unital.
(I) For all i, the ideal (y(V i)) has additive topological basis y(V i), y(V i+1), . . .
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Remark 9.1. By Corollary 14.3 in [CGKr], one can show that there is a natural grading
on LG(F ) given by
deg bi,js = i+ j − s,
deg d(α)is = i− s,
deg f is,t = i− s− t.
Now, suppose H is a closed subgroup of G such that the pair (H, k) is split (see section 2
for definition). We would like to define a canonical ring homomorphism LG(F ) → LH(F ).
Since the induced map of character groups G∗ → H∗ is surjective, the complete G-universe
U can be regarded as a complete H-universe and so is the complete G-flag F . Since the
topological LH(F )-module LH(F ){{F}} has product, G
∗-action and coproduct that satisfies
all the conditions listed, by the universal property of LG(F ), there is a canonical ring
homomorphism
ΦH →֒G : LG(F )→ LH(F ),
which sends structure constants in LG(F ) to structure constants in LH(F ), and it is sur-
jective because LH(F ) is generated by structure constants (Corollary 14.3 in [CGKr]).
For an object X ∈ G-V ar, we can then define a map
ΨH →֒G : LZ
G,F (X)→ LZH,F (X)
as the restriction of the map LZG,F (X) → LZH,F (X) which sends a[Y → X,L1, . . .] to
ΦH →֒G(a)[Y → X,L1, . . .], by considering Y → X as a projective map in H-V ar and Li as
sheaves in PicH(Y ). Notice that if we consider LZH,F (X) as a LG(F )-module via the map
ΦH →֒G, then ΨH →֒G will be a LG(F )-module homomorphism.
Proposition 9.2. Suppose H is a closed subgroup of G such that the pair (H, k) is split.
Then, for all X ∈ G-V ar, ΨH →֒G defines a canonical LG(F )-module homomorphism
ΩG(X)→ ΩH(X)
and it commutes with the four basic operations.
Proof. The map ΨH →֒G clearly commutes with the basic operations. The fact that it re-
spects the (Sect) and (EFGL) axioms (by identifying bi,js with ΦH →֒G(b
i,j
s ) and similarly
for other structure constants) follows immediately from the definition. 
As pointed out in example 12.3 (ii) in [CGKr], if G is the trivial group {1}, then the
notion of “(G,F )-formal group law” agrees with the notion of “formal group law” as in
[LMo]. More precisely, R{{F}} = R[[y]] with y(V i) = yi and the coproduct
∆ : R[[y]]→ R[[u]]⊗ˆR[[v]] ∼= R[[u, v]]
is given by
∆(y) = F (u, v) =
∑
s,t≥0
as,t u
svt.
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Therefore, there is a canonical ring isomorphism Φ : L{1}(F ) →˜ L which sends b
i,j
s to δ
i+j
s ,
d(ǫ)is to δ
i
s and f
1
s,t to as,t. In addition, since
(
∑
s,t≥0
f1s,t y
s ⊗ yt)i = (∆(y))i = ∆(yi) =
∑
s,t≥0
f is,t y
s ⊗ yt,
the map Φ will send f is,t to a
i
s,t if we define elements a
i
s,t ∈ L by the equation :
(
∑
s,t≥0
as,t u
svt)i =
∑
s,t≥0
ais,t u
svt.
Thus, for any object X ∈ G-V ar, we have a canonical L-module homomorphism
Ψ : LZ{1},F (X)→ Ω(X)
which sends
∑
I aI [Y → X,V
i1
S1
(L1), . . . , V
ir
Sr
(Lr)] to∑
I
Φ(aI)[Y → X,L1, . . . ,L1,L2, . . . ,L2, . . . ,Lr, . . . ,Lr]
(for each 1 ≤ j ≤ r, there are ij −#Sj copies of Lj). Notice that it is a finite sum because
of the (Dim) axiom in Ω(−).
Proposition 9.3. Suppose G is the trivial group. Then, for all X ∈ G-V ar, Ψ defines
a canonical L-module isomorphism ΩG(X) →˜ Ω(X) and it commutes with the four basic
operations.
Proof. The map Ψ clearly commutes with the basic operations and respects the (Sect)
axiom. For the (EFGL) axiom,
Ψ(V i(L)V j(L)[IY ]) = c(L)
ic(L)j [IY ]
=
∑
s≥0
δi+js c(L)
s[IY ]
= Ψ(
∑
s≥0
bi,js V
s(L)[IY ])
and the rest is similar. Hence, Ψ defines a canonical L-module homomorphism ΩG(X) →
Ω(X).
Its inverse is also naturally defined :
Ψ
−1
: L⊗Z Z(X)→ Ω
G(X),
which sends a[Y → X,L1, . . . ,Lr] to Φ
−1
(a)[Y → X,L1, . . . ,Lr].
Recall that Ω(−) is defined by imposing the (Dim), (Sect) and (FGL) axioms on
L⊗Z Z(−). For the (Dim) axiom, we need to show the following claim.
Claim 1 : Suppose Y ∈ Sm (the category of smooth, quasi-projective schemes over k) is
irreducible, r > dimY and L1, . . . ,Lr are invertible sheaves over Y .
Ψ
−1
([IY ,L1, . . . ,Lr]) = 0.
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Let M1, M2 be two very ample invertible sheaves over Y such that Lr ∼= M1 ⊗M
∨
2 .
Then,
Ψ
−1
([IY ,L1, . . . ,Lr]) = c(Lr)[IY ,L1, . . . ,Lr−1]
= c(M1 ⊗M
∨
2 )[IY ,L1, . . . ,Lr−1]
= c(M1)[IY ,L1, . . . ,Lr−1] + σ ◦ c(M2)[IY ,L1, . . . ,Lr−1]
for some σ. So, without loss of generality, we may assume L1, . . . ,Lr are all very ample.
Then the result follows from an equivariant version (with trivial group G) of Lemma 2.3.9(1)
in [LMo]. △
The map Ψ
−1
clearly respects the (Sect) axiom. For the (FGL) axiom, Ψ
−1
sends c(L⊗
M)[IY ] and
∑
s,t≥0 as,t c(L)
sc(M)t[IY ] to c(L ⊗M)[IY ] and
∑
s,t≥0 f
1
s,t V
s(L)V t(M)[IY ]
respectively. Hence, it defines a canonical map
Ψ
−1
: Ω(X)→ ΩG(X).
Clearly, Ψ ◦ Ψ
−1
is the identity. By claim 1, for any Y ∈ G-Sm, L ∈ PicG(Y ) and S as
in (1), we have
V nS (L)[IY ] = 0,
as elements in ΩG(Y ), for sufficiently large n. Therefore, Ψ
−1
is surjective and that finishes
the proof. 
Corollary 9.4. For all X ∈ G-V ar, the “forgetful map” given by Ψ ◦ Ψ{1}→֒G defines a
LG(F )-module homomorphism
ΩG(X)→ Ω(X)
and it commutes with the four basic operations.

Our second goal is to compare our theory ΩG(−) to the equivariant algebraic cobordism
theory ΩGTot(−) defined in [HeMa] using Totaro’s approximation of EG. Following the basic
assumptions in [HeMa], G will be a split torus of rank n and char k = 0 for the rest of this
section.
Recall that ΩGTot(X) is defined to be the inverse limit of Ω(X ×
G Ui) where {(Wi, Ui)}
is a good system of G-representations (in particular, the G-actions on Ui are free) and
X ×G Ui
def
= (X ×Ui)/G (see definition 1 in [HeMa] for details). When G = (Gm)
n, there is
a simple choice of {(Wi, Ui)}. Let Wi
def
= (Ai)n be a G-representation with action given by
(g1, . . . , gn) · (a1, . . . , an)
def
= (g1a1, . . . , gnan)
and Ui
def
= (Ai−0)n. Then {(Wi, Ui)} forms a good system of G-representations. Also notice
that Ui/G ∼= (P
i−1)n. For 1 ≤ j ≤ n, let
Dij
def
= Pi−1 × · · · × Pi−1 ×H × Pi−1 × · · ·Pi−1,
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where H ⊆ Pi−1 is a hyperplane in the j-th copy of Pi−1, and we will consider Dij as a
smooth divisor on Ui/G.
Let LˆG(F ) be the completion of LG(F ) with respect to the ideal generated by the Euler
classes and γ1, . . . , γn be the natural set of generators of G
∗ ∼= Zn. By Theorem 6.5 in [G],
there is a ring isomorphism LˆG(F ) →˜ L[[z1, . . . , zn]] which sends e(γj) to zj. Therefore, we
have a ring homomorphism
φ : LG(F )→ L[[z1, . . . , zn]],
which sends e(γj) to zj.
Now, for an object X ∈ G-V ar, we define an abelian group homomorphism
ΨTot : LZ
G,F (X)→ ΩGTot(X)
by sending a[f : Y → X,L1, . . . ,Lr] to∑
K
a′K c(O(Dˆi1))
k1 · · · c(O(Dˆin))
kn [fˆ : Y ×G Ui → X ×
G Ui, Lˆ1, . . . , Lˆr],
where a′K ∈ L is given by the equation φ(a) =
∑
K a
′
Kz
k1
1 · · · z
kn
n with K as multi-index, Dˆij
is the pull-back of Dij via X ×
G Ui → Ui/G, fˆ = f ×
G IUi and Lˆj are the sheaves naturally
induced by Lj. Notice that, by the (Dim) axiom in Ω(−), this gives a well-defined element
in Ω(X×GUi), for all i, and the case of infinite cycle is covered. Moreover, by its naturality,
ΨTot is also compatible with the inverse system. Hence, the map ΨTot is well-defined.
Proposition 9.5. Suppose G is a split torus and char k = 0. Then ΨTot defines an abelian
group homomorphism
ΨTot : Ω
G(X)→ ΩGTot(X),
for any X ∈ G-V ar, and it commutes with the projective push-forward, smooth pull-back
and (first) Chern class operator.
Proof. The only non-trivial part is the well-definedness of
ΨTot : Ω
G(X)→ Ω(X ×G Ui)
for all i.
Recall that for a character α, we call the element e(α)
def
= d(α)10 ∈ LG(F ) the Euler class
of α. Let I ⊆ LG(F ) be the ideal generated by all the Euler classes and L̂Z
G,F
(X), ΩˆG(X)
be the analogues of LZG,F (X), ΩG(X) respectively, defined by using coefficient ring LˆG(F )
instead of LG(F ). Notice that there is an analogue
ΨˆTot : L̂Z
G,F
(X)→ ΩGTot(X)
of ΨTot and the map ΨTot factors through L̂Z
G,F
(X). Hence, it will be enough to show the
well-definedness of
ΨˆTot : Ωˆ
G(X)→ Ω(X ×G Ui).
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Also, it is not hard to see that it respects the (Sect) axiom. So it remains to show that it
respects the (EFGL) axiom.
Let n be the rank of G. By Theorem 6.5 in [G],
LˆG(F ){{F}} ∼= L[[z1, . . . , zn]]{{F}} ∼= L[[z1, . . . , zn, y]].
Following the notation in [CGKr] (see the proof of Lemma 13.1), for a character β, we let
y(β) = lβy(V
1) = lβy(ǫ)
as an element in LG(F ){{F}} (or LˆG(F ){{F}}).
Claim 1 : For any character β, there are unique elements g(β)j ∈ L[[z1, . . . , zn]] such that
y(β) =
∑
j
g(β)jy
j .(7)
By Theorem 6.5 in [G],
LˆG(F ){{F}} ∼= LˆG(F )[[y]](8)
where y corresponds to y(ǫ). For any character β,
y(β) = e(β) + y
∑
i≥1
d(β)1i y(α2) · · · y(αi).
For each y(αj), we can apply the above equation with β = αj . By repeating this argument,
we got
y(β) =
∑
i≥0
g(β)i y
i
for some elements g(β)i ∈ LˆG(F ) (Each g(β)i is given by a finite sum of elements in LˆG(F )
because the flag F is complete and y(ǫ) = y). These elements are unique by equation (8).
△
Claim 2 : For all n ≥ 0, x ∈ ΩG(X), the element c(L)m(x) lies inside InΩG(X) for
sufficiently large m.
By Theorem 6.11, we may assume x = [f : Y → X]. If dimY = 0, then f∗L ∼= β for
some character β and the statement is clearly true. The result then follows from Theorem
6.11 and the induction assumption on dimY . △
Claim 3 : For all G-irreducible Y ∈ G-Sm, L ∈ PicG(Y ), the operator
∑
j g(β)j c(L)
j is
well-defined (in the theory ΩˆG(−)) and
c(L ⊗ β) =
∑
j
g(β)j c(L)
j .(9)
For its well-definedness, since
ΩˆG(X) = lim
←−
n
ΩG(X) / InΩG(X),
it suffices to show its well-definedness as a map ΩˆG(X) → ΩG(X) / InΩG(X) and it com-
mutes with the maps in the inverse system. Then it follows from claim 2.
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For the second part, in ΩˆG(−),
c(L ⊗ β) = e(β) + c(L)
∑
i≥1
d(β)1i c(L ⊗ α2) · · · c(L ⊗ αi).
Then the result follows from a similar argument as in claim 1. △
Observe that y(V i) = y(α1) · · · y(αi), which can be expressed in terms of y by equation
(7). Therefore, the equation
y(V i)y(V j) =
∑
s
bi,js y(V
s)(10)
can be expressed in terms of y (the right hand side in terms of y is well-defined because the
flag F is complete). On the other hand, V i(L) = c(L⊗α1) · · · c(L⊗ αi), which can also be
expressed in terms of c(L) by equation (9). Hence, by equation (10), we have
V i(L)V j(L)[IY ] =
∑
s
bi,js V
s(L)[IY ]
(well-definedness while expressed in terms of c(L) follows from claim 2). The rest of the
(EFGL) axiom follows from similar arguments. 
Corollary 9.6. Suppose G is a split torus and char k = 0. If the completion map LG(F )→
LˆG(F ) is injective, then the canonical ring homomorphism
LG(F )→ Ω
G(Spec k)
is an isomorphism.
Proof. The surjectivity is given by Theorem 6.13. For the injectivity, let n be the rank of
G and f : LG(F ) → Ω
G(Spec k) be the canonical map. As pointed out in section 3.3 in
[HeMa],
ΩGTot(Spec k)
∼= L[[z1, . . . , zn]]
with zj corresponding to the element [Dij →֒ Ui/G] ∈ Ω(Ui/G). Then, by Proposition 9.5,
we have a composition of maps
LG(F )
f
−→ ΩG(Spec k)
ΨTot−→ ΩGTot(Spec k)
∼= L[[z1, . . . , zn]],
which is nothing but the completion map LG(F )→ LˆG(F ). Hence f is injective. 
Remark 9.7. Notice that there is an analogue of Corollary 9.6 in Topology. In his paper
[G], Greenlees conjectured that, for any compact abelian Lie group G, the canonical ring
homomorphism
ν : LG(F )→MUG,
where MUG is Tom Dieck’s equivariant cobordism ring, is an isomorphism. It is shown
in [G] that ν is surjective (Theorem 13.1) and the completion of ν with respect to the
ideal generated by Euler classes is an isomorphism (Proposition 13.3). Hence the analogue
of Corollary 9.6 is also true in Topology, i.e., if G is a torus and the completion map
LG(F )→ LˆG(F ) is injective, then ν is an isomorphism.
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10. More on ΩGTot(−)
In Heller and Malago´n-Lo´pez’s paper [HeMa], they define an equivariant algebraic cobor-
dism theory ΩGTot(−) for connected linear algebraic group G over a field of characteristic
zero. In order to have a full comparison with our theory, we need to first extend their def-
inition to allow G to be a split diagonalizable group (not connected). Since Corollary 3 in
[HeMa] still holds, ΩGTot(−) is well-defined for such G and its definition is still independent of
the choice of good system of representations. In this section, we will compute ΩGTot(Speck)
and generalize Proposition 9.5 and Corollary 9.6. As in [HeMa], we will assume char k = 0.
Let us first compute ΩGTot(Speck) when G is a cyclic group of order n. Let α be a
generator of G∗. For all i > 0, let Wi be A
i with G-action given by g · w = α(g)w and
Ui
def
= Wi − 0. Then {(Wi, Vi)} forms a good system of representations. Let Ei be the
equivariant line bundle over P(Wi) corresponding to the sheaf OPi(n) and s : P(Wi) → Ei
be the zero section.
Now, Wi = Spec k[x1, . . . , xi] and Ui ⊇ D(xj) = Speck[x1, . . . , xi][x
−1
j ]. On the other
hand, P(Wi)|D(xj ) = Spec k[
x1
xj
, . . . , xixj ] and
Ei|D(xj) = Speck[
x1
xj
, . . . ,
xi
xj
][vj ]
where vj corresponds to the section x
−n
j . Notice that the G-actions on P(Wi) and Ei are
both trivial. Define an equivariant map
qj : k[
x1
xj
, . . . ,
xi
xj
][vj ][v
−1
j ]→ k[x1, . . . , xi][x
−1
j ]
by sending xkxj to
xk
xj
and vj to x
−n
j and let
pj : D(xj)→ (Ei − s(P(Wi)))|D(xj )
be the corresponding equivariant map.
Lemma 10.1. The equivariant maps pj patch together to define an equivariant map
p : Ui → Ei − s(P(Wi))
and it is isomorphic to the quotient map Ui → Ui/G.
Proof. The patching follows from the naturality of the definition of pj. Also, it is not
hard to see that qj is injective and its image is precisely (k[x1, . . . , xi][x
−1
j ])
G. Hence, pj is
isomorphic to the quotient map and the result then follows. 
By the projective bundle formula,
Ω(P(Wi)) = ⊕
i−1
k=0L · c(OP(Wi)(1))
k[IP(Wi)].
By the localization property, the sequence
Ω(P(Wi))
s∗−→ Ω(Ei) −→ Ω(Ui/G) −→ 0
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is exact. By the extended homotopy property,
Ω(Ei) = ⊕
i−1
k=0 L · c(Li)
k[IEi ]
where π : Ei → P(Wi) is the projection and Li
def
= π∗OP(Wi)(1). Notice that
s∗[IP(Wi)] = c(π
∗OP(Wi)(n))[IEi ] = F
n(c(Li))[IEi ],
where Fn(u) ∈ L[[u]] is defined inductively by F 0(u)
def
= 0 and Fn+1(u)
def
= F (Fn(u), u).
Therefore,
Ω(Ui/G) ∼= (⊕
i−1
k=0 L · c(Li)
k[IEi ]) / (c(Li)
l ◦ Fn(c(Li))[IEi ] | 0 ≤ l ≤ i− 1)
as L-modules. Moreover, these isomorphisms commute with the maps in the inverse system.
Hence,
ΩGTot(Spec k) = lim←
i
Ω(Ui/G) ∼= L[[t]]/(F
n(t))
where tj is identified with c(Li)
j [IEi ].
In general, suppose
G ∼= Gf ×Gt = (
s∏
j=1
Gj)×Gt
where Gj is a cyclic group of order nj and Gt is a split torus of rank r. Let βj be a generator
of G∗j , γ1, . . . , γr be the standard set of generators of G
∗
t . Also, let W (βj)i, W (γk)i be A
i
with G-actions given by βj , γk respectively, U(βj)i
def
= W (βj)i − 0, U(γk)i
def
= W (γk)i − 0,
Wi
def
=
∏s
j=1W (βj)i×
∏r
k=1W (γk)i and Ui
def
=
∏s
j=1 U(βj)i×
∏r
k=1 U(γk)i. Then {(Wi, Ui)}
forms a good system of representations. Similarly, we have
Ui/G = (
s∏
j=1
U(βj)i/Gj)× (
r∏
k=1
U(γk)i/Gm) ∼= (
r∏
j=1
(E(βj)i − s(P(W
j
i )))) ×
r∏
k=1
P(W (γk)i)
where E(βj)i is the line bundle over P(W (βj)i) corresponding to the sheaf OP(W (βj)i)(nj)
and s : P(W (βj)i)→ E(βj)i is the zero section. As before, let
π : Fi
def
= (
r∏
j=1
E(βj)i)×
r∏
k=1
P(W (γk)i)→
r∏
j=1
P(W (βj)i),
π′ : Fi →
r∏
k=1
P(W (γk)i)
be the projections, L(βj)i
def
= π∗ ◦ π∗jOP(W (βj)i)(1) and L(γk)i
def
= π′∗ ◦ π∗kOP(W (γk)i)(1). By
similar calculations, we have
ΩGTot(Spec k)
∼= L[[t1, . . . , ts, z1, . . . , zr]]/(F
n1(t1), . . . , F
ns(ts))(11)
where tpj is identified with c(L(βj)i)
p[IFi ] and z
q
k is identified with c(L(γk)i)
q[IFi ].
Now, as in section 9, let
φ : LG(F )→ LˆG(F ) ∼= L[[t1, . . . , ts, z1, . . . , zr]]/(F
n1(t1), . . . , F
ns(ts))
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which sends e(βj), e(γk) to tj, zk respectively. For an object X ∈ G-V ar, we define an
abelian group homomorphism
ΨTot : LZ
G,F (X)→ ΩGTot(X)
by sending a[f : Y → X,M1, . . .] to∑
PQ
a′PQ
s∏
j=1
c(O(L̂(βj)i))
pj ◦
r∏
k=1
c(O(L̂(γk)i))
qk [fˆ : Y ×G Ui → X ×
G Ui,Mˆ1, . . .],
where a′PQ ∈ L is given by the equation φ(a) =
∑
PQ a
′
PQt
p1
1 · · · t
ps
s z
q1
1 · · · z
qr
r with P,Q as
multi-indices, L̂(βj)i, L̂(γk)i are the pull-backs of L(βj)i, L(γk)i respectively, via X×
GUi →
Ui/G, fˆ = f ×
G IUi and Mˆl are the sheaves naturally induced by Ml. For the same reason
as in section 9, the map ΨTot is well-defined.
Proposition 10.2. Suppose char k = 0. Then ΨTot defines an abelian group homomorphism
ΨTot : Ω
G(X)→ ΩGTot(X),
for any X ∈ G-V ar, and it commutes with the projective push-forward, smooth pull-back
and (first) Chern class operator.
Proof. See the proof of Proposition 9.5. 
Corollary 10.3. Suppose char k = 0. If the completion map LG(F )→ LˆG(F ) is injective,
then the canonical ring homomorphism
LG(F )→ Ω
G(Spec k)
is an isomorphism.
Proof. See the proof of Corollary 9.6. 
11. Comparison with the equivariant K-theory
In this section, we will compare our equivariant algebraic cobordism theory to the equi-
variant K-theory. Recall the following definition of equivariant K-theory from [Me]. Suppose
G is a group scheme over k andX is inG-V ar. Denote the abelian category ofG-equivariant,
coherent sheaves over X by M(G;X). Then define
K ′n(G;X)
def
= Kn(M(G;X)).
Also, denote the abelian category of G-equivariant, locally free coherent sheaves over X by
P (G;X) and define
Kn(G;X)
def
= Kn(P (G;X)).
We then have the following list of basic results (see section 2 in [Me]) :
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(1) K ′n(G;X) has flat pull-back and projective push-forward.
(2) If G is the trivial group, then K ′n(G;X) = K
′
n(X) (the ordinary K-theory).
(3) There is a natural isomorphism R(G) →˜ K ′0(G; Spec k).
(4) If X is smooth and quasi-projective over k, then the natural homomorphism
Kn(G;X) → K
′
n(G;X) is an isomorphism (Proposition 2.20 in [Me]).
Remark 11.1. In this paper, we only focus on the K ′0(G;−) and K0(G;−) theories. In
order to have projective push-forward, we need to consider K ′0(G;−). But for external
product, we need the ring structure on K0(G;−). Hence, we will focus on the category
G-Sm.
For an object X ∈ G-Sm and L ∈ PicG(X), define
cK(L)
def
= ([OX ]− [L
∨])v−1
and V iK,S(L) analogously as elements in K0(G;X)[v, v
−1 ]. ThenK0(G;−)[v, v
−1] is a theory
on G-Sm with four basic operations, i.e.,
f![E ]
def
= vdim f
∑
i
(−1)i[Rif∗E ]
(when f is projective and equidimensional),
f∗[E ]
def
= [f∗E ]
(when f is flat),
cK(L)[E ]
def
= cK(L) · [E ],
[E1]× [E2]
def
= [π∗1E1] · [π
∗
2E2]
where E1, E2 are G-linearized locally free coherent sheaves over X1, X2 respectively.
Also recall the notion of “multiplicative formal group law” in section 7 of [G] (also see
[G2]). Suppose G is an abelian compact Lie group and F is a complete G-flag. A (G,F )-
equivariant formal group law (over a ring R) is multiplicative if its coproduct has the
property
∆y(ǫ) = y(ǫ)⊗ 1 + 1⊗ y(ǫ)− v y(ǫ)⊗ y(ǫ)
for some element v ∈ R. In other words, f11,1 = −v and f
1
s,t = 0 if s or t > 1. Denote its
representing ring by LmG (F ). Then we have a natural surjective map LG(F ) → L
m
G (F ) (by
sending f11,1 to −v and f
1
s,t to zero if s or t > 1). In addition, by Proposition 4.5 in [G2],
there is a natural isomorphism
L
m
G (F )[v
−1] →˜ R(G)[v, v−1]
which sends Euler classes d(α)10 = e(α) to Euler classes eK(α)
def
= (1−α∨)v−1 (by Remarks
5.2, LmG (F ) is generated by v and the Euler classes, so the map is uniquely determined).
Hence, there is a natural ring homomorphism
ΦK : LG(F )→ L
m
G (F )→ R(G)[v, v
−1].
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Remark 11.2. Readers should be aware that the definitions of the Euler classes in the
equivariant K-theory in our paper and [G2] (also [CGKr] and [G]) are different. In our
paper,
eK(α) = (1− α
∨)v−1,
while in [G2],
e˜K(α) = (1− α)v
−1
(see remark 3.4). That means the isomorphism
L
m
G (F )[v
−1] →˜ R(G)[v, v−1]
(Proposition 4.5 in [G2]) in fact sends e(α) = d(α)10 to e˜K(α) = (1 − α)v
−1. But it can
be easily remedied by composing with the isomorphism R(G)[v, v−1] →˜ R(G)[v, v−1] which
sends α to α∨. Since we would like to have eK(α) = cK(α) and the axiom (Sect) in the
equivariant K-theory, this disagreement is inevitable (see the proof of Lemma 11.5).
Our first objective in this section is to define a canonical map from our equivariant
algebraic cobordism theory ΩG(−) to the equivariant K-theory K0(G;−)[v, v
−1]. For the
rest of this section, we will use the same assumptions on G and k as in section 2 (so that
our theory ΩG(−) is well-defined).
We will start with showing some basic results in K0(G;−)[v, v
−1]. As in ΩG(−), let
End (K0(G;−)[v, v
−1])fin be the R(G)[v, v
−1]-subalgebra of End (K0(G;−)[v, v
−1]) gener-
ated by cK(L).
Lemma 11.3. Axioms (A1)-(A8) hold in the equivariant K-theory.
Proof. Follows from the definitions and some basic facts about G-equivariant sheaves. 
Lemma 11.4. For any X ∈ G-Sm, L, M ∈ PicG(X) and character α,
(1) cK(OX) = 0
(2) cK(α) = eK(α)
(3) cK(L ⊗M) = cK(L) + cK(M)− v cK(L)cK(M)
(4) cK(L
∨) = σK · cK(L) for some σK ∈ End (K(G;X)[v, v
−1 ])fin.
Proof. Part (1), (2), (3) follow directly from the definition. Part (4) is an analogue of
Proposition 5.3. 
We certainly need the (Sect) axiom to hold in the equivariant K-theory.
Lemma 11.5. Suppose X ∈ G-Sm is G-irreducible and L is a sheaf in PicG(X). Moreover,
if there exists an invariant section s ∈ H0(X,L)G that cuts out an invariant smooth divisor
Z on X, then the following equality holds in K0(G;X)[v, v
−1] :
cK(L) = i![OZ ]
where i : Z →֒ X is the immersion.
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Proof. It follows from the facts that L ∼= OX(Z), the functor i∗ is exact and the following
sequence is exact :
0→ OX(−Z)→ OX → i∗OZ → 0.

Next, we will show that the double point relation holds in K0(G;−)[v, v
−1] by following
the same recipe as in section 5.
Lemma 11.6. Suppose Y is an object in G-Sm, E1, E2 are two invariant smooth divisors
on Y with transverse intersection D. Then, as elements in K0(G;D)[v, v
−1],
−v = −p![OPD ]
where p : PD
def
= P(OD ⊕OD(E1))→ D.
Proof. This result is an analogue of Lemma 5.4. First of all, the surjective morphism
OD ⊕ OD(E1) → OD(E1) of sheaves over D defines an invariant section D →֒ PD. Let
Y ′ be the blow up of PD × P
1 (trivial action on P1) along D × 0. Then we have a map
Y ′ → PD × P
1 → P1. By Lemma 11.5, we have
i∞![OY ′∞ ] = cK(OY ′(Y
′
∞))
where i∞ : Y
′
∞ →֒ Y
′
= cK(OY ′(Y
′
0))
= cK(OY ′(PD + E))
where E is the exceptional divisor
= cK(OY ′(PD)) + cK(OY ′(E)) − v cK(OY ′(PD))cK(OY ′(E)),
which is, by Lemma 11.5, equal to
iPD ![OPD ] + iE ![OE ]− v cK(OY ′(PD)) · iE ![OE ]
where iPD and iE are the corresponding immersions. Moreover,
cK(OY ′(PD)) · iE ![OE ] = iE !(cK(OE(PD))) = iE ! ◦ iPD∩E ![OPD∩E ].
So, we have
i∞![OY ′∞ ] = iPD ![OPD ] + iE ![OE ]− v iE ! ◦ iPD∩E ![OPD∩E].
Notice that Y ′∞
∼= E ∼= PD and PD ∩ E ∼= D. By pushing the above equality down to
K0(G;D)[v, v
−1], we have
p![OPD ] = p![OPD ] + p![OPD ]− v
and we are done. 
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Lemma 11.7. Suppose A, B, C are invariant smooth divisors on Y ∈ G-Sm such that
A + B ∼ C, C is disjoint from A ∪ B and A + B + C is a reduced strict normal crossing
divisor. Then, as elements in K0(G;Y )[v, v
−1],
iC ![OC ] = iA![OA] + iB ![OB ]− iD ! ◦ p![OPD ]
where D
def
= A ∩ B, iA, iB, iC and iD are the corresponding immersions and p : PD
def
=
P(OD ⊕OD(A))→ D.
Proof. By Lemma 11.5, we have
iC ![OC ] = cK(OY (C))
= cK(OY (A+B))
= cK(OY (A)) + cK(OY (B))− v cK(OY (A))cK(OY (B))
= iA![OA] + iB ![OB ]− v cK(OY (A)) · iB ![OB ]
= iA![OA] + iB ![OB ]− v iB ! ◦ j![OD]
where j : D →֒ B. The result then follows from Lemma 11.6. 
Hence, the double point relation holds in K0(G;−)[v, v
−1], so does the blow up relation
and the extended double point relation. We also need an analogue of Proposition 6.1.
Lemma 11.8. Suppose char k = 0. For any G-irreducible Y ∈ G-Sm, L ∈ PicG(Y ) and S
as in (1),
V nK,S(L) = 0,
as elements in K0(G;Y )[v, v
−1], for sufficiently large n.
Proof. See the proof of Proposition 6.1. 
Now, suppose char k = 0. For any X ∈ G-Sm, since K0(G;X) can be considered as a
K0(G; Spec k)-module and K0(G; Spec k) ∼= R(G), we have a natural map
ΨK : R(G)[v, v
−1]⊗LG(F ) LZ
G,F (X)→ K0(G;X)[v, v
−1 ]
defined by sending b⊗
∑
I aI [f : Y → X,V
i1
S1
(L1), . . . , V
ir
Sr
(Lr)] to∑
I
bΦK(aI) f!(V
i1
K,S1
(L1) · · · V
ir
K,Sr
(Lr)),
which is actually a finite sum by Lemma 11.8.
Our main objective in this section is to prove the equivariant Conner-Floyd isomorphism,
i.e., ΨK defines a map
R(G)[v, v−1]⊗LG(F ) Ω
G(X)→ K0(G;X)[v, v
−1]
and it is an isomorphism. We will handle the well-definedness and surjectivity of ΨK first.
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Proposition 11.9. Suppose char k = 0. Then ΨK defines a canonical, surjective, R(G)[v, v
−1]-
module homomorphism
ΨK : R(G)[v, v
−1]⊗LG(F ) Ω
G(X)→ K0(G;X)[v, v
−1 ],
for any X ∈ G-Sm, and it commutes with the four basic operations.
Proof. First of all, it is not hard to see that ΨK commutes with the four basic operations.
By Lemma 11.5, the map ΨK respects the (Sect) axiom. For the (EFGL) axiom, we need
to show that, as elements in K0(G;Y )[v, v
−1] where Y ∈ G-Sm is G-irreducible,
V iK(L) · V
j
K(L) =
∑
s≥0
bi,js V
s
K(L),
V iK(L ⊗ α) =
∑
s≥0
d(α)is V
s
K(L),
V iK(L ⊗M) =
∑
s,t≥0
f is,t V
s
K(L) · V
t
K(M),
where bi,js , d(α)is, f
i
s,t are considered to be elements in R(G)[v, v
−1] via ΦK .
Notice that
V iK(L) · V
j
K(L)(12)
= V i−1K (L) · cK(L ⊗ αi) · V
j
K(L)
= V i−1K (L) · cK(L ⊗ αj+1 ⊗ β) · V
j
K(L)
where β
def
= α∨j+1 ⊗ αi
= V i−1K (L) · (cK(L ⊗ αj+1) + eK(β)− v eK(β)cK(L ⊗ αj+1)) · V
j
K(L)
= eK(β) · V
i−1
K (L) · V
j
K(L) + (1− v eK(β)) · V
i−1
K (L) · V
j+1
K (L).
So, inductively, we can write
V iK(L) · V
j
K(L) =
∑
s≥0
Bi,js V
s
K(L)
for some elements Bi,js ∈ R(G)[v, v−1] uniquely determined by the above process. Thus, it
is enough to show Bi,js = b
i.j
s .
Consider the multiplicative formal group law LmG (F )[v
−1]{{F}}. By Lemma 2.1 in [G2],
lα y(ǫ) = y(α) = e(α) + (1− ve(α))y(ǫ).
In other words, d(α)10 = e(α), d(α)
1
1 = 1 − ve(α) and d(α)
1
s = 0 when s > 1. Also, if we
apply lβ on the above equation, we have
lβ y(α) = e(α) + (1− ve(α))lβ y(ǫ) = e(α) + (1− ve(α))y(β).
Therefore,
(13) lα y(β) = y(α⊗ β) = lβ y(α) = e(α) + (1− ve(α))y(β).
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Now, we apply an analogue of the procedure in (12) to the element y(V i) · y(V j) ∈
LmG (F )[v
−1]{{F}} :
y(V i) · y(V j) = y(V i−1) · y(αi) · y(V
j)
= y(V i−1) · y(β ⊗ αj+1) · y(V
j)
where β
def
= α∨j+1 ⊗ αi
= y(V i−1) · lβ y(αj+1) · y(V
j)
= y(V i−1) · (e(β) + (1− ve(β))y(αj+1)) · y(V
j)
by equation (13)
= e(β) · y(V i−1) · y(V j) + (1− ve(β)) · y(V i−1) · y(V j+1).
Again, inductively, we can write
y(V i) · y(V j) =
∑
s≥0
B
i,j
s y(V
s)
for some elements B
i,j
s ∈ L
m
G (F )[v
−1]. Since e(β) is identified with eK(β), we have B
i,j
s =
B
i,j
s . Also,
y(V i) · y(V j) =
∑
s≥0
bi,js y(V
s)
by definition. Since {y(V s)} is a basis, bi,js = B
i,j
s = B
i,j
s .
Similarly, we have
V iK(L ⊗ α) = V
i−1
K (L ⊗ α) · cK(L ⊗ β)
where β
def
= α⊗ αi
= eK(β) · V
i−1
K (L ⊗ α) + (1− veK(β)) · V
i−1
K (L ⊗ α) · cK(L).
By induction, V i−1K (L ⊗ α) can be expressed by {V
s
K(L)} with uniquely determined coeffi-
cients and
V sK(L) · cK(L) = V
s
K(L) · V
1
K(L) =
∑
t
bs,1t V
t
K(L).
Hence,
V iK(L ⊗ α) =
∑
s≥0
D(α)is V
s
K(L)
for some uniquely determined elements D(α)is ∈ R(G)[v, v
−1]. On the other hand, in
LmG (F )[v
−1]{{F}}, we have
lα y(V
i) = lα y(V
i−1) · lα y(αi)
= lα y(V
i−1) · lβ y(ǫ)
where β
def
= α⊗ αi
= e(β) · lα y(V
i−1) + (1− ve(β)) · lα y(V
i−1) · y(V 1).
Hence, by the same reason, D(α)is = d(α)
i
s.
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Again,
V iK(L ⊗M) = V
i−1
K (L ⊗M) · cK(L ⊗M⊗ αi)
= eK(αi) · V
i−1
K (L ⊗M) + (1− veK(αi)) · V
i−1
K (L ⊗M) · cK(L ⊗M).
By induction, we can express V i−1K (L ⊗M) in terms of V
s
K(L)V
t
K(M). Also,
cK(L ⊗M) = V
1
K(L) + V
1
K(M)− vV
1
K(L)V
1
K(M).
Express the products by bi,js as before and we get
V iK(L ⊗M) =
∑
s,t≥0
F is,t V
s
K(L)V
t
K(M)
for some uniquely determined elements F is,t. On the other hand, in L
m
G (F )[v
−1]{{F}}, we
have
∆y(V i) = ∆y(V i−1) ·∆y(αi)
= ∆y(V i−1) ·∆(e(αi) + (1− ve(αi))y(ǫ))
= e(αi) ·∆y(V
i−1) + (1− ve(αi)) ·∆y(V
i−1) ·∆y(ǫ)
(The coproduct ∆ is a unital, LG(F )-module homomorphism).
Again, by induction, we can express ∆y(V i−1) in terms of y(V s)⊗ y(V t). Also, we have
∆y(V 1) = ∆y(ǫ) = y(ǫ)⊗ 1 + 1⊗ y(ǫ)− v · y(ǫ)⊗ y(ǫ).
Hence, F is,t = f
i
s,t by the same reason (because {y(V
s)⊗y(V t)} form a basis). That finishes
the proof of the well-definedness of
ΨK : R(G)[v, v
−1]⊗LG(F ) Ω
G(X)→ K0(G;X)[v, v
−1 ].
For the surjectivity of ΨK , we proceed by induction on the dimension of X. With-
out loss of generality, we may assume X to be G-irreducible. As a R(G)[v, v−1]-module,
K0(G;X)[v, v
−1] is generated by elements of the form [E ] where E is a G-linearized locally
free sheaf of finite rank over X. If dimX = 0, then E splits. So, we may assume the rank
of E is 1. Then, we have
ΨK([IX ]− v [IX , E
∨]) = [OX ]− v cK(E
∨) = [E ].(14)
That handles the dimX = 0 case.
Suppose dimX > 0. By the blow up relation in the equivariant K-theory, if Z ⊆ X is an
invariant, smooth closed subscheme, then we have
π![OX˜ ]− [OX ] = −iZ ! ◦ p1![OP1 ] + iZ ! ◦ p2![OP2 ]
where π : X˜ → X is the blow up of X along Z, iZ : Z →֒ X is the immersion, p1 and p2 are
the maps P1
def
= P(O⊕N∨Z →֒X)→ Z and P2
def
= P(O⊕O(1))→ P(N∨Z →֒X)→ Z respectively.
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Since dimπ = dim(iZ ◦ p1) = dim(iZ ◦ p1) = 0, if we multiply the above equation by [E ], we
have
π![π
∗E ]− [E ] = −[E ] · iZ ! ◦ p1![OP1 ] + [E ] · iZ ! ◦ p2![OP2 ]
= −iZ ! ◦ p1! [p
∗
1(E|Z)] + iZ ! ◦ p2! [p
∗
2(E|Z)].
Therefore,
π![π
∗E ]− [E ] = iZ !(x)
for some x ∈ K0(G;Z)[v, v
−1]. By the induction assumption, the right hand side is in the
image of ΨK . So it is enough to show that [π
∗E ] lies inside the image of ΨK . By Theorem
3.10, we may assume E splits. Hence, it is enough to show the surjectivity when rk E = 1,
which follows from equation (14). That finishes the proof of Proposition 11.9. 
For the injectivity of ΨK , we will follow the same procedure as in section 4.2 in [LMo],
start by constructing a left inverse of ΨK called the Chern character. Since its definition is
based on the higher Chern class operators (see section 8), we will assume char k = 0 for the
rest of this section.
For simplicity of notation, let
A(−)
def
= R(G)[v, v−1]⊗LG(F ) ΩG(−)
be a theory on G-V ar with the four basic operations. Then, A(−) will have
c(L ⊗M) = c(L) + c(M) − vc(L)c(M)
(as operators on A(X)) for any X ∈ G-V ar and L,M ∈ PicG(X) from the multiplicative
formal group law. Moreover, as pointed out in section 8, there is a canonical surjective ring
homomorphism
L
s
G(F )→ L
m
G (F )[v
−1] ∼= R(G)[v, v−1].
Therefore, the projective bundle formula (Theorem 8.1) and the extended homotopy prop-
erty (Proposition 8.2) hold in A(−). Furthermore, we have the splitting principle (Proposi-
tion 8.3 and Remark 8.4) and the higher Chern class operators for G-linearized locally free
sheaves are well-defined in A(−).
Other than the list of properties in Proposition 8.5, we will also need the Whitney sum
formula to define our Chern character. To this end, we first need the following Lemma.
Lemma 11.10. For all X ∈ G-V ar, L ∈ PicG(X), the endomorphism
u(L)
def
= 1− vc(L) : A(X)→ A(X)
has an inverse of the form
n∑
i=0
aiu(L)
i
for some n ≥ 0 and ai ∈ R(G)[v, v
−1].
EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT FORMAL GROUP LAWS 81
Proof. We will prove this by induction on dimX following a similar procedure as in the
proof of Theorem 8.1. In particular, we will show that u(L) is surjective and has a left
inverse of the given form (which is also a right inverse).
Suppose L is trivial, i.e., L ∼= β for some β ∈ G∗. Then,
u(L) = 1− vc(L) = 1− ve(β) = β∨ ∈ R(G)[v, v−1]
has an inverse of the form a0
def
= β. That handles the cases when L is trivial or dimX = 0
(by Proposition 3.7).
Now, suppose dimX ≥ 1. Similar to the proof of Theorem 8.1, we have a filtration of
invariant, closed subschemes Xj ∈ G-V ar
∅ = X0 ⊆ X1 ⊆ · · · ⊆ Xm = X
such that L|Xj−Xj−1 is trivial for all 1 ≤ j ≤ m. Let Y
def
= Xj, Z
def
= Xj−1, U
def
= Y − Z,
i : Z →֒ X and j : U →֒ X be the immersions. Then, we have the following diagram (1) :
0 −−−−→ i∗A(Z) −−−−→ A(X)
j∗
−−−−→ A(U) −−−−→ 0
u(L)
x u(L)x u(L|U )x
0 −−−−→ i∗A(Z) −−−−→ A(X)
j∗
−−−−→ A(U) −−−−→ 0
and the following diagram (2) :
A(Z)
i∗−−−−→ A(X)
u(L|Z)
x u(L)x
A(Z)
i∗−−−−→ A(X)
As in the proof of Theorem 8.1, the rows of diagram (1) are exact and both diagrams are
commutative. By induction and the trivial case, the left and right columns of diagram (1)
is surjective, so is its middle column. Moreover, by induction, the left inverse of u(L|Z) is
of the form
ψZ
def
=
n∑
i=0
aiu(L|Z)
i.
So we can extend it to a map
ψZ
def
=
n∑
i=0
aiu(L)
i : A(X)→ A(X),
i.e., i∗ ◦ ψZ = ψZ ◦ i∗. By the trivial case, the left inverse of u(L|U ) is of the form
ψU
def
=
m∑
i=0
biu(L|U )
i,
which can be extended to a map
ψU
def
=
m∑
i=0
biu(L)
i : A(X)→ A(X),
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i.e., j∗ ◦ ψU = ψU ◦ j
∗. Hence,
ψ
def
= ψZ + ψU − ψZ ◦ u(L) ◦ ψU
is a left inverse of u(L), which is of the form desired. 
Proposition 11.11. Suppose X ∈ G-V ar and E , E ′, E ′′ are G-linearized locally free sheaves
of finite ranks over X.
(1) If there is an exact sequence 0→ E ′ → E → E ′′ → 0, then
ci(E) =
i∑
j=0
cj(E
′)ci−j(E
′′)
(2)
ci(E)cj(E
′) = cj(E
′)ci(E)
Proof. (1) : By Theorem 6.11, it is enough to consider geometric cycle. Since
ci(E)[f : Y → X] = ci(E)f∗[IY ] = f∗ci(f
∗E)[IY ],
it is enough to consider [IX ] where X ∈ G-Sm is G-irreducible. By splitting principle
(Proposition 8.3 and Remark 8.4), it is enough to show that
ci(E)[IX ] = Si(c(L1), . . . , c(Lr))[IX ]
where E ∼= ⊕ri=1Li and Si is the symmetric polynomial with degree i.
Let
π : P
def
= P(E)→ X
be the projection and Hi
def
= P(⊕j 6=iLj) be an invariant smooth divisor on P. Then,
OP(Hi)⊗ π
∗Li ∼= OP(1).
Therefore,
0 = c(O(H1))c(O(H2)) · · · c(O(Hr))[IP]
=
r∏
i=1
c(O(1) ⊗ π∗L∨i )[IP]
=
r∏
i=1
(ξ + c(π∗L∨i )− vξc(π
∗L∨i ))[IP],
where ξ
def
= c(OP(1)), which is equal to
r∏
i=1
(u(π∗L∨i )ξ + c(π
∗L∨i ))[IP].
EQUIVARIANT ALGEBRAIC COBORDISM AND EQUIVARIANT FORMAL GROUP LAWS 83
By Lemma 11.10, u(π∗L∨i ) an isomorphism. So we have
0 =
r∏
i=1
(ξ + u(π∗L∨i )
−1c(π∗L∨i ))[IP].
Claim 1 : u(L∨)−1c(L∨) = −c(L) as endomorphisms on A(X) for all X ∈ G-V ar and
L ∈ PicG(X).
It is enough to show
c(L∨) = −u(L∨)c(L).
As before, it is enough to consider [IX ] where X ∈ G-Sm is G-irreducible. Then,
0 = c(L ⊗L∨)[IX ] = (c(L) + c(L
∨)− vc(L)c(L∨))[IX ] = (c(L
∨) + u(L∨)c(L))[IX ]
and the result follows. △
By Claim 1, we have
0 =
r∏
i=1
(ξ − c(π∗Li))[IP]
=
r∑
i=0
(−1)iξr−iSi(c(π
∗L1), . . . , c(π
∗Lr))[IP ]
=
r∑
i=0
(−1)ic(OP(1))
r−i ◦ π∗ ◦ Si(c(L1), . . . , c(Lr))[IX ].
The result then follows from the definition of the higher Chern class operators and the
projective bundle formula.
(2) : It follows from the splitting principle (Proposition 8.3) and part (1). 
Next, similar to [LMo], we need the following technical results (see section 4.2.1 in [LMo]).
Proposition 11.12. Suppose Y ∈ G-Sm is G-irreducible, P → Y is a quasi-admissible
tower. Then
[π : P→ Y ] = vdim π[IY ]
in A(Y ). The same holds in the equivariant K-theory, i.e.,
π![OP] = v
dimπ[OY ]
in K0(G;Y )[v, v
−1].
Proof. Let us consider the A(−) theory first. The arguments for the equivariant K-theory
will be analogous.
This proof is very similar to the proof of Proposition 6.8 and Theorem 6.13, so we will
only give a sketch. We will prove the statement by induction on dimY and then dimP.
First of all, by the blow up relation,
[BlowZY → Y ]− [IY ] = −[P1 → Z →֒ Y ] + [P2 → Z →֒ Y ]
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for some quasi-admissible towers P1,P2. By induction, we have [BlowZY → Y ] = [IY ]. We
can then apply π∗ ◦ π
∗ on both sides to get [P˜ → BlowZY → Y ] = [P → Y ]. By the same
arguments in step 1 of the proof of Proposition 6.8, we may assume P is given by invertible
sheaves (Step 1). In fact, we may further assume P is a admissible tower (Step 2).
By lemma 6.5 (and remark 6.6),
[P′ → Y ]− [P→ Y ] = [Q0 → D →֒ Y ]− [Q1 → D →֒ Y ]+ [Q2 → D →֒ Y ]− [Q3 → D →֒ Y ]
where P′ is P twisted by some invariant smooth divisor D ⊆ Y and Qi are quasi-admissible
towers over D. By the induction assumption, [P′ → Y ] = [P → Y ]. So we may assume
P ∼= Q × Y for some admissible tower Q → Speck. By the induction assumption, [Q] =
vdimQ[ISpec k] and we are done.
Now, we need to handle the case when dimY = 0. In this case, P ∼= Q × Y for some
admissible tower Q→ Speck. So we reduce to the case when Y = Spec k. The result then
follows from the same arguments (with multiplicative formal group law) in step 2, 3 and
claim 4 in the proof of Theorem 6.13.
For the equivariant K-theory, since the blow up relation, analogues of Lemma 6.5 and
remark 6.6 still hold, we can apply the same arguments to reduce to the case when P ∼= Q×Y
for some admissible tower Q→ Spec k. Then,
π![OP] = π! ◦ π
∗
1[OQ] = π
∗
Y ◦ πQ![OQ]
where πQ, πY are the structure morphisms. That reduces to the case when Y = Spec k.
The rest then follows from the same arguments (with multiplicative formal group law) in
step 2, 3 and claim 4 in the proof of Theorem 6.13. 
Corollary 11.13. Suppose Z is an invariant closed subscheme of Y such that Z, Y are
both in G-Sm. Then,
[BlowZY → Y ] = [IY ]
in A(Y ). The same holds in the equivariant K-theory.
Proof. By the blow up relation and Proposition 11.12. 
Now, similar to section 4.2.2 in [LMo], we define the Chern character
c˜h : K0(G;X)[v, v
−1 ]→ End (A(X))
c˜h(Evn)
def
= (rk E − vc1(E
∨))vn
for X ∈ G-Sm (Well-defined because of Proposition 11.11) and
ch : K0(G;X)[v, v
−1 ]→ A(X)
ch(Evn)
def
= c˜h(Evn)[IX ].
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Proposition 11.14. Suppose f : X ′ → X is a morphism in G-Sm, L,M ∈ PicG(X) and
E ,F are G-linearized locally free sheaves over X.
(1)
c˜h([E ]) ◦ f! = f∗ ◦ c˜h([f
∗E ]) if f is projective
c˜h([f∗E ]) ◦ f∗ = f∗ ◦ c˜h([E ]) if f is smooth
(2) If Z ∈ G-Sm is an invariant closed subscheme of X and π : BlowZX → X is
the blow up, then
ch([E ]) = π∗ch([π
∗E ])
(3)
c˜h(L ⊗M) = c˜h(L) ◦ c˜h(M)
(4)
c˜h(cK(L) · [M]) = c(L) ◦ c˜h(M)
(5)
c˜h(E ⊗ F) = c˜h(E) ◦ c˜h(F)
(6)
c˜h(cK(L) · [E ]) = c(L) ◦ c˜h(E)
Proof. Part (1) follows from the basic properties of the higher Chern class operators (Propo-
sition 8.5). Part (2) follows from Corollary 11.13. Parts (3) and (4) simply follow from
the multiplicative formal group law. Parts (5) and (6) follow from the splitting principle
(Proposition 8.3) and parts (3) and (4) respectively. 
Corollary 11.15. c˜h is a ring homomorphism and ch commutes with smooth pull-backs,
the first Chern class operators for G-linearized invertible sheaves and external products.
Proof. By Proposition 8.5 and 11.14. 
Proposition 11.16. ch commutes with projective push-forwards.
Proof. As this proof is highly similar to the proof of Proposition 4.2.9 in [LMo], we will
only give a sketch here.
Since the splitting principle holds in A(−) (Proposition 8.3) and the (Sect) axiom holds
in the equivariant K-theory (Lemma 11.5), the equivariant analogue of Lemma 4.2.8 in
[LMo] holds, by the same arguments. As in the proof of Proposition 4.2.9 in [LMo], by
Proposition 3.2, it is enough to consider the cases when i : Z →֒ X in G-Sm is a closed
immersion or when π2 : P(V )×X → X is a projection.
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For the case π : P(V ) × X → X, by the projection formula and the projective bundle
formula in the equivariant K-theory (see Theorem 10 in [Me2]) and the projective bundle
formula in A(−), one can reduce to showing
ch(π!(cK(O(1))
n)) = π∗ch(cK(O(1))
n)
with X = Speck and 0 ≤ n ≤ dimV − 1.
Let V ∼= β0 ⊕ · · · ⊕ βr for some βi ∈ G
∗, P
def
= P(V ), Hi
def
= P(⊕j 6=iβj) as an invariant
smooth divisor on P and
ξij
def
= c(OP(Hi)) ◦ c(OP(Hi+1)) ◦ · · · ◦ c(OP(Hj))
if 0 ≤ i ≤ j ≤ r (as in A(−) or K0(G;−)[v, v
−1]). Since OP(1) ∼= OP(Hi)⊗ βi, we have
cK(O(1)) = cK(O(Hr)⊗ βr) = e(βr) + (1− ve(βr))c(O(Hr)) = a+ bξ
r
r
for some a, b ∈ R(G)[v, v−1]. Inductively, it can be shown that, for 0 ≤ n ≤ r,
cK(O(1))
n = a0 + a1ξ
r
r + · · · + anξ
r−n+1
r
for some ai ∈ R(G)[v, v
−1]. Since ch(ξij) = ξ
i
j [IP], the statement will be true if we can show
that
ch(π![OP(V )]) = π∗ch(OP(V ))
for arbitrary G-representation V . By Proposition 11.12, both sides of the equation are
vdim P(V ). So we are done.
The case i : Z →֒ X follows from the exact same arguments as in the proof of Proposition
4.2.9 in [LMo]. 
We are now ready to prove one of our major results in this paper : the equivariant
Conner-Floyd isomorphism.
Theorem 11.17. Suppose char k = 0 and k contains a primitive e-th root of unity, where
e is the exponent of Gf . Then there is a canonical R(G)[v, v
−1]-module isomorphism
ΨK : R(G)[v, v
−1]⊗LG(F ) Ω
G(X)→ K0(G;X)[v, v
−1 ],
for any X ∈ G-Sm, and it commutes with the four basic operations.
Proof. By Proposition 11.9, it remains to show that ΨK is injective. As mentioned before,
we will show that the Chern character is a left inverse of ΨK . By Theorem 6.11, it is enough
to show that
ch ◦ΨK [f : Y → X] = [f : Y → X]
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for arbitrary geometric cycle [f : Y → X]. But since ΨK and ch both commute with
push-forwards (Proposition 11.9 and 11.16), we have
ch ◦ΨK [f : Y → X] = ch ◦ΨK ◦ f∗[IY ]
= f∗ ◦ ch ◦ΨK [IY ]
= f∗[IY ]
= [f : Y → X]
as desired. 
12. Realization functor
In this section, we will establish a realization functor from our equivariant algebraic
cobordism theory to Tom Dieck’s equivariant complex cobordism theory, when k = C and
G is a compact abelian Lie group.
Recall from section 1 in [T] that, for a compact Lie group G and a pointed G-manifold
X,
M˜U
2k
G (X)
def
= lim
−→
V
[SV ∧X,MU(dimC V + k,G)]
where V runs through all finite dimensional complex G-representations, SV is the one-
point compactification of V , MU(r,G) is the Thom space of the universal rank r complex
G-vector bundle and [−,−] denotes pointed G-homotopy set.
Then, the Tom Dieck’s equivariant complex cobordism abelian group for a G-manifold
X is defined to be
MU2kG (X)
def
= M˜U
2k
G (X
+)
where X+ is X with a separate base point.
This theory has a naturally defined pull-back for any G-map and a cup product :
MU2rG (X)×MU
2s
G (X)
∪
−→MU2r+2sG (X).
With this cup product,MUG(X) becomes a commutative ring, orMUG-algebra, with unity
[X+ →MU(0, G) = S0]. Also, pull-back is a ring homomorphism. For any equivariant line
bundle L→ X, we have an element
c1(L)
def
= [X+
a
→M(L)
b
→MU(1, G)] ∈MU2G(X)
where M(L) is the Thom space of L, a is given by the zero section and b is given by the
classifying map. We can then define a (first) Chern class operator
c1(L) :MU
2k
G (X)→MU
2k+2
G (X)
by sending x to c1(L) ∪ x. It also has a naturally defined external product :
MU2rG (X)×MU
2s
G (Y )
∧
−→MU2r+2sG (X × Y ).
88 CHUN LUNG LIU
It then forms a multiplicative equivariant cohomology theory.
For any r-dimensional complex G-representation W , we have a suspension isomorphism
MU2kG (X) →˜ M˜U
2k+2r
G (S
W ∧X+).
More generally, for any rank r equivariant vector bundle E → X, the map [M(E) →
MU(r,G)] given by the classifying map defines an element in M˜U
2r
G (M(E)), which is called
the Thom class of E and will be denoted by Th(E).
Suppose further that G is abelian. Then, we have the Thom isomorphism
MU2kG (X) →˜ M˜U
2k+2r
G (M(E))
defined by sending x to d∗(x∧Th(E)) where d :M(E)→ X+∧M(E) is given by projection
(see section 2 in [FuKa]). Moreover, this theory also has a canonical MUG-orientation
(following the terminology in [Kat]) :
Th(OP(U)(1)) ∈ M˜U
2
G(M(OP(U)(1))) = M˜U
2
G(MU(1, G))
where OP(U)(1) is the universal complex G-line bundle. Indeed, MUG(−) is the universal
complex oriented cohomology theory with orientation in degree 2 (when G is abelian, see
Theorem 1.2 in [CGKr2]).
As pointed out in Example 11.3 in [CGKr], for a compact abelian Lie group G and a
complex oriented cohomology theory E∗G(−), the pair EG, EG(P(U)) with y(ǫ) being the
complex orientation, defines a G-formal group law. In particular, for a complete G-flag F ,
the pair MUG, MUG(P(U)) ∼=MUG{{F}} (as MUG-module, by Theorem 9.6 in [G]) forms
a (G,F )-formal group law. Hence, there is a canonical ring homomorphism
ν : LG(F )→MUG.
By Theorem 13.1 in [G], ν is surjective and it is conjectured to be an isomorphism for all
compact abelian Lie group (see section 13 in [G]).
Our goal in this section is to define a realization functor :
ΨTop : ΩG(−)→MUG(−),
which commutes with the four basic operations. To this end, we first need to have a
projective push-forward (also known as Gysin homomorphism) in MUG(−). For simplicity,
we will assume G to be abelian for the rest of this section.
Recall the following definition of Gysin homomorphism from section 2 in [Kat]. Suppose
f : X → Y is a map in G-Sm such that X, Y are both equidimensional and projective
(In [Kat], X, Y are required to be MUG-oriented, i.e., their tangent bundles are MUG-
oriented. But in MUG(−), all equivariant vector bundles have Thom classes and hence,
MUG-oriented). Define the Gysin homomorphism
f! :MU
2k
G (X)→MU
2k−2 dim f
G (Y )
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as the composition
MU2kG (X)
a
→˜ M˜U
2k+2r
G (M(Nf ))
b∗
→ M˜U
2k+2r
G (S
VX ∧ Y +)
c
→˜ MU2k−2 dim fG (Y )
where VX is a G-representation, X →֒ VX is an equivariant embedding (in the sense of
Topology), Nf is the rank r normal bundle of the embedding X →֒ Y × VX , which will be
identified with the tubular neighborhood of X inside Y ×VX and it is assumed to be inside
Y × IntD(VX) (interior of the unit disk), a is the Thom isomorphism, b is the collapsing
map and c is the suspension isomorphism. By Lemma 2.2 in [Kat], the above definition is
independent of all choices made.
Since we would like to consider MUG(−) as a theory with four basic operations : pro-
jective push-forward, smooth pull-back, (first) Chern class operator and external product,
we will focus on the full subcategory of G-Sm consisting of projective objects, denoted by
G-ProjSm, for the rest of this section.
Proposition 12.1. For the theory MUG(−) on G-ProjSm,
(1) c(f∗L) = f∗(c(L))
(2) If x ∈MUG(X) and y ∈MUG(Y ), then x ∧ y = π
∗
1(x) ∪ π
∗
2(y)
(3) If x, y ∈MUG(X), then x ∪ y = ∆
∗(x ∧ y) where ∆ is the diagonal map
(4) f!(x ∪ f
∗(y)) = f!(x) ∪ y
(5) (D1)-(D4), (A1)-(A8) hold (see [LMo])
Proof. (1), (2), (3) follow directly from definition. (D2), (D3), (D4) are what we call
pull-back, (first) Chern class operator and external product, which we just defined.
(D1) and (4) : From Lemma 2.2 in [Kat].
(A1) : Follows from the fact that MUG(−) is a cohomology theory.
(A2) : Consider the following diagram
W
g′
−−−−→ X
f ′
y yf
Y
g
−−−−→ Z
which is Cartesian and W,X, Y,Z are objects in G-ProjSm. Choose equivariant embed-
dings eX : X →֒ VX and eY : Y →֒ VY . Then, we have a Cartesian diagram
X ×Z×VX (Y × VX)
a
−−−−→ X
b
y yc
Y × VX
d
−−−−→ Z × VX
where d = g × IVX , c = f × eX is an equivariant embedding and so is b. Notice that
X ×Z×VX (Y × VX)
∼= X ×Z Y =W
and a is isomorphic to g′. Also, if we denote the normal bundle of c : X →֒ Z × VX by Nf ,
then and the normal bundle of b :W →֒ Y × VX will be g
′∗Nf .
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To define Nf ′ for the Gysin homomorphism, we let VW
def
= VX × VY and consider the
equivariant embedding
Y × VX →֒ Y × VX × VY = Y × VW
which sends (y, v) to (y, v, eY (y)). Then the composition
W
b
→֒ Y × VX →֒ Y × VW ,
which sends (x, y) to (y, eX(x), eY (y)), will be an equivariant embedding and the corre-
sponding normal bundle Nf ′ of W is isomorphic to (g
′∗Nf )× VY .
Now, for an element t = [SV ∧X+ →MU(k,G)] ∈MUG(X),
f ′! ◦ g
′∗(t)
= [SV ∧ Y + ∧ SVX ∧ SVY → SV ∧M(Nf ′)→ S
V ∧W+ ∧M(Nf ′)→MU(r
′ + k,G)]
where r′
def
= rkNf ′ . On the other hand,
g∗ ◦ f!(t) = [S
V ∧ Y + ∧ SVX → SV ∧ Z+ ∧ SVX
→ SV ∧M(Nf )→ S
V ∧X+ ∧M(Nf )→MU(r + k,G)]
where r = rkNf , which is equal to
[SV ∧ Y + ∧ SVX ∧ SVY → · · · →MU(r + k,G) ∧ SVY →MU(r′ + k,G)]
in the direct system. By following the definitions, it can be seen that the above two maps
agree.
(A3) : Follows from (1) and (4).
(A4) : Follows from (1) and the fact that pull-back is a ring homomorphism.
(A5) : Follows from the fact that MUG(X) is a commutative ring.
(A6) : If X →֒ VX , Y →֒ VY , then X × Y →֒ VX × VY and Nf×g ∼= (π
∗
1Nf )⊕ (π
∗
2Ng).
(A7) : Follows from definition.
(A8) : Follows from (2). 
Next, we need an analogue of Proposition 6.1 inMUG(−). For an equivariant line bundle
L over Y ∈ G-ProjSm, let
V n(L)
def
= c(L⊗ α1) ◦ · · · ◦ c(L⊗ αn)
(Here we are considering αi as an equivariant line bundle over Y ).
Lemma 12.2. (Sect), (EFGL), double point relation, blow up relation, extended dou-
ble point relation hold in MUG(−). Moreover, for all G-irreducible Y ∈ G-ProjSm, L
equivariant line bundle over Y , finite set S as in (1),
V nS (L)(1Y ) = 0
in MUG(Y ), for sufficiently large n.
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Proof. For (Sect), let D ⊆ Y ∈ G-ProjSm be an invariant smooth divisor and L is the
line bundle corresponding to OY (D). We need to show c(L) = i!(1D) where i : D →֒ Y is
the closed immersion. Choose an equivariant embedding D →֒ VD. Let r be the rank of its
normal bundle Ni. Then,
i!(1D) = [S
VD ∧ Y + →M(Ni)→MU(r,G)]
and
c(L) = [Y + →M(L)→MU(1, G)] = [SVD ∧ Y + →M(L× VD)→MU(r,G)].
So they agree.
For (EFGL), see remark 4.3. The other properties follow from the same proofs as in
section 5 and Proposition 6.1, with the correspondence
[f : Y → X] = f!(1Y ).

Now, for all X ∈ G-ProjSm, we define a LG(F )-module homomorphism
ΨTop : LZG,F (X)→MUG(X)
by sending a[f : Y → X,L1, . . . ,Lr] to ν(a)f!(c(L1) · · · c(Lr)) where Li is the equivariant
line bundle corresponding to Li. The case of infinite cycles is covered because of Lemma
12.2.
Theorem 12.3. ΨTop descends to a canonical LG(F )-homomorphism
ΩG(X)→MUG(X),
for all X ∈ G-ProjSm, and it commutes with the four basic operations. When X is
equidimensional, there is a canonical grading on ΩG(X) and ΨTop : Ω
∗
G(X)→MU
2∗
G (X).
Proof. It clearly commutes with the operations. By Lemma 12.2, (Sect) and (EFGL) hold
in MUG(−) and hence, ΨTop : ΩG(X)→MUG(X) is well-defined.
For the (cohomological) grading, first of all, LG(F ) has a natural grading, by Remark
9.1. We then define
deg[f : Y → X,L1, . . . ,Lr]
def
= r − dim f.
Since ΩG(−) ∼= ΩG(−)fin (as in section 7) and this grading is preserved by (Blow), (Nilp),
(Sect), (EFGL), it defines a grading on ΩG(−) (It is not well-defined in LZG,F (−) because
of the infinite cycles). For a homogeneous element a ∈ LG(F ),
deg(a[f : Y → X,L1, . . . ,Lr]) = deg a+ r − dim f
and
deg(ν(a)f!(c(L1) · · · c(Lr))) = deg ν(a) + 2r − 2 dim f.
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Therefore, it is enough to show ν : LG(F )
∗ → MU2∗G . Notice that LG(F ) is generated by
e(α) and f1s,t. Moreover, deg e(α) = 1 and
ν(e(α)) = ΨTop(c(α)[ISpec k]) = c(α),
which is of degree 2. It remains to show the statement for f1s,t.
Let X
def
= P(α∨1 ⊕ α
∨
2 ) and Y
def
= X ×X. Then, in ΩG(Y ), we have
V 1(O(1, 1))[IY ]
=
∑
s,t
f1s,tV
s(O(1, 0))V t(O(0, 1))[IY ]
= c(O(1, 0))[IY ] + c(O(0, 1))[IY ] + f
1
1,1V
1(O(1, 0))V 1(O(0, 1))[IY ]
+ f12,1V
2(O(1, 0))V 1(O(0, 1))[IY ] + · · ·
= [P(α∨2 )×X →֒ Y ] + [X × P(α
∨
2 ) →֒ Y ] + f
1
1,1[P(α
∨
2 )× P(α
∨
2 ) →֒ Y ]
Push this equality down to Spec k, we have
[Y,O(1, 1)] = 2[X] + f11,1.
Hence,
ν(f11,1) = ΨTop([Y,O(1, 1)] − 2[X]).
It shows that deg ν(f11,1) = −2 = 2deg f
1
1,1. The result for general f
1
s,t follows from similar
arguments, inductively. 
Remarks 12.4. The proof of Theorem 12.3 also gives a geometric description to the ele-
ments f1s,t ∈ Ω
G(Spec k) and ν(f1s,t) ∈MUG.
13. Flag dependency
In this last section, we will show that our definition of ΩG(−) is indeed independent of
the choice of the complete G-flag F . We will use the same notations and assumptions on
G, k and F as in section 2, except that we will not assume α1 = ǫ anymore.
Throughout this paper, we have been using a flag-dependent definition of equivariant
formal group law over a commutative ring R. But there is indeed a flag-independent defi-
nition, which is called G-equivariant formal group law over R (see section 11 of [CGKr] for
details). Since it is shown in section 13 of [CGKr] that it is equivalent to the flag-dependent
definition we have been using, we will not include the details about this notion here.
Suppose F ′ is another complete G-flag given by
0 =W 0 ⊆W 1 ⊆W 2 ⊆ · · · .
Denote the 1-dimensional characters W i/W i−1 by βi. Again, we will not assume β1 = ǫ.
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According to the results in section 13 of [CGKr], there is a canonical map
φ : LG(F )→ LG(F
′)
defined as follow.
By definition, LG(F
′){{F ′}} is a (G,F ′)-equivariant formal group law over LG(F
′). By
Lemma 13.1 in [CGKr], it defines a G-equivariant formal group law over LG(F
′) (flag-
independent). By Lemma 13.2 in [CGKr], it then defines a (G,F )-equivariant formal group
law over LG(F
′). Then, φ : LG(F ) → LG(F
′) is the unique map given by the universal
property of LG(F ). By symmetry, there is also a canonical map φ
′ : LG(F
′)→ LG(F ).
Notice that we have the following commutative diagram :
R{{F}}
φ
−−−−→ R′{{F}}
ψ
−−−−→ R′{{F ′}}
φ′
−−−−→ R{{F ′}}
ψ′
−−−−→ R{{F}}x x x x x
R
φ
−−−−→ R′ R′
φ′
−−−−→ R R
where R
def
= LG(F ), R
′ def= LG(F
′), the maps ψ, ψ′ are the isomorphisms given by Lemma
13.1 and 13.2 in [CGKr] and φ, φ′ are the maps given by the universal properties of R, R′
respectively. Observe that φ, φ′, ψ and ψ′ all preserve product, G∗-action and coproduct.
Proposition 13.1. The compositions ψ′ ◦ φ′ ◦ ψ ◦ φ and φ′ ◦ φ are both identity maps. In
addition, ψ ◦ φ and φ are both isomorphisms.
Proof. First of all, as the notation suggests, ψ will send
y(γ)
def
= lγα∨1 y(α1) = lγα∨1 y(V
1) ∈ R′{{F}}
to
y(γ)
def
= lγβ∨1 y(β1) = lγβ∨1 y(W
1) ∈ R′{{F ′}}
and similarly for ψ′. In other words, ψ,ψ′ fix elements of the form y(γ).
Let f
def
= ψ′ ◦ φ′ ◦ ψ ◦ φ. By Lemma 13.2 in [CGKr],
y(V i) = y(α1) · · · y(αi),
the map f fixes y(V i). In R{{F}}, we have
y(V i)y(V j) =
∑
s
bi,js y(V
s).
Then, f fixes the left hand side and sends the right hand side to
∑
s(φ
′ ◦ φ(bi,js )) y(V s).
Therefore, ∑
s
bi,js y(V
s) =
∑
s
(φ′ ◦ φ(bi,js )) y(V
s)
and hence, φ′ ◦ φ(bi,js ) = b
i,j
s . By similar arguments, φ′ ◦ φ fixes all structure constants
and hence is an identity. By symmetry, φ ◦ φ′ is also an identity. So φ is an isomorphism.
Since f fixes y(V i) and elements in R, f is an identity. Again, by symmetry, ψ ◦ φ is an
isomorphism. 
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Let us denote the equivariant algebraic cobordism theories corresponding to F and F ′ by
ΩG,F (−) and ΩG,F
′
(−) respectively. Moreover, define the theories ΩG,F (−) and ΩG,F ′(−) by
imposing the (Sect) and (EFGL) axioms on LZG,F (−) and LZG,F ′(−) respectively. Notice
that since the LG(F )-submodule of LZG,F (−) corresponding to imposing the axioms is
actually a submodule of LZG,F (−), we have ΩG,F (−) ⊆ ΩG,F (−) and similarly, ΩG,F
′
(−) ⊆
ΩG,F ′(−).
For an object X ∈ G-V ar, let
ΨF,F ′ : LZG,F (X)→ LZG,F
′(X)
be the canonical map which sends a[f : Y → X, . . .] to φ(a)[f : Y → X, . . .], which induces
a map
ΨF,F ′ : LZ
G,F (X) →֒ LZG,F (X)
ΨF,F ′
−→ LZG,F ′(X)→ ΩG,F ′(X).
Our goal is to show that it descends to a map ΩG,F (X) → ΩG,F ′(X) with image inside
ΩG,F
′
(X).
First of all, for each infinite Chern class operator on LZG,F (−), we need to define an
associated infinite Chern class operator on LZG,F ′(−). For any i ≥ 0 and S as in (1), let
y(V iS)
def
=
∏
1≤j≤i
j /∈S
y(αj)
as an element in LG(F ){{F}}, if i ≥ maxS. Otherwise, set it to zero. Also, let a
i,S
j ∈
LG(F
′) be the unique coefficients satisfying the following equation :
ψ ◦ φ(y(V iS)) =
∑
j≥0
ai,Sj y(W
j).(15)
Lemma 13.2. For all j ≥ 0 and S as in (1),
ai,Sj = 0
for sufficiently large i.
Proof. Since F ′ is a complete G-flag, for sufficiently large i,
y(V iS) = y(W
j+1)y(γ1) · · · y(γn)
for some n and characters γk. As the map ψ ◦φ fixes elements of the form y(γ), it also fixes
the element
y(W j+1) = y(β1) · · · y(βj+1).
Therefore,
ψ ◦ φ(y(V iS)) = ψ ◦ φ(y(W
j+1)y(γ1) · · · y(γn))
= y(W j+1)ψ ◦ φ(y(γ1) · · · y(γn))
= y(W j+1)
∑
k≥0
a′ky(W
k),
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for some a′k ∈ LG(F
′). Therefore,
ψ ◦ φ(y(V iS)) =
∑
k, l≥0
a′k b
′j+1,k
l y(W
l).
The result then follows from the fact that b′j+1,kj = 0 for all k (by Proposition 14.1 in
[CGKr]). 
Now, we define an operator W iS(L) on LZ
G,F ′(X) as an analogue of V iS(L) (use βj in-
stead of αj). Then, for each infinite Chern class operator σ =
∑
I aIV
i1
S1
(L1) · · ·V
ir
Sr
(Lr) on
LZG,F (X), we define an associated infinite Chern class operator on LZG,F ′(X) :
ΨF,F ′(σ)
def
=
∑
J
∑
I
φ(aI)a
i1,S1
j1
· · · air ,Srjr W
j1(L1) · · ·W
jr(Lr)
(it is well-defined by Lemma 13.2).
Lemma 13.3. For all i ≥ 0 and S as in (1),
V iS(L) =
∑
j≥0
ai,Sj W
j(L)
as operators on ΩG,F ′(X).
Proof. Note that, as an operator on ΩG,F ′(X),
V iS(L) = c(L ⊗ α1)c(L ⊗ α2) · · · c(L ⊗ αi)
omitting L ⊗ αk whenever k ∈ S.
If i < maxS, then the statement is trivially true. Suppose i ≥ maxS. Denote the indices
from 1 to i which is not in S by j1, . . . , jn. Then, on one hand,
ψ ◦ φ(y(V iS)) = ψ ◦ φ(y(αj1) · · · y(αjn))
= lαj1β
∨
1
y(W 1) · · · lαjnβ∨1 y(W
1)
= (
∑
k1
d′(αj1β
∨
1 )
1
k1 y(W
k1)) · · · (
∑
kn
d′(αjnβ
∨
1 )
1
kn y(W
kn)),
which can then be expressed in terms of {y(W j)} by the equation
y(W k)y(W l) =
∑
p
b′k,lp y(W
p).
On the other hand,
V iS(L) = c(L ⊗ αj1) · · · c(L ⊗ αjn)
= W 1(L ⊗ αj1β
∨
1 ) · · ·W
1(L ⊗ αjnβ
∨
1 )
= (
∑
k1
d′(αj1β
∨
1 )
1
k1 W
k1(L)) · · · (
∑
kn
d′(αjnβ
∨
1 )
1
kn W
kn(L)),
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which can be expressed in terms of {W j(L)} by the equation
W k(L)W l(L) =
∑
p
b′k,lp W
p(L).
The result then follows from matching the coefficients and equation (15). 
By the map φ : LG(F )→ LG(F
′), we may consider ΩG,F
′
(−) as a LG(F )-module.
Proposition 13.4. For any X ∈ G-V ar, ΨF,F ′ defines a canonical LG(F )-module isomor-
phism
ΨF,F ′ : Ω
G,F (X) →˜ ΩG,F
′
(X)
and it commutes with the projective push-forward, smooth pull-back, external product and
the infinite Chern class operator, i.e., ΨF,F ′ ◦ σ = ΨF,F ′(σ) ◦ΨF,F ′.
Proof. The map
ΨF,F ′ : LZ
G,F (−)→ ΩG,F ′(−)
clearly commutes with the projective push-forward, smooth pull-back and external product.
For the infinite Chern class operator,
ΨF,F ′ ◦ σ[IY ] = ΨF,F ′(
∑
I
aIV
i1
S1
(L1) · · · V
ir
Sr
(Lr)[IY ])
=
∑
I
φ(aI)V
i1
S1
(L1) · · · V
ir
Sr
(Lr)[IY ]
=
∑
I
∑
J
φ(aI)a
i1,S1
j1
· · · air ,Srjr W
j1(L1) · · ·W
ir(Lr)[IY ]
by Lemma 13.3, which is equal to ΨF,F ′(σ) ◦ ΨF,F ′[IY ]. So, ΨF,F ′ commutes with the
basic operations. Clearly, it respects the (Sect) axiom. Moreover, by Lemma 13.3 and
the dictionary between y(V iS) and V
i
S(L), the map ΨF,F ′ also respects the (EFGL) axiom.
Therefore, ΨF,F ′ descends to a map Ω
G,F (−) → ΩG,F ′(−). Since ΩG,F (X) is generated by
elements of the form f∗ ◦ σ[IY ] and ΨF,F ′ commutes with the basic operations, the image
of ΨF,F ′ lies inside Ω
G,F ′(X). Hence, we have a canonical LG(F )-module homomorphism
ΨF,F ′ : Ω
G,F (X)→ ΩG,F
′
(X).
By symmetry, we also have ΨF ′,F : Ω
G,F ′(X) → ΩG,F (X). Then, ΨF,F ′ is an isomorphism
because ΨF ′,F ◦ΨF,F ′ and ΨF,F ′ ◦ΨF ′,F are both identity maps (by Proposition 13.1). 
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