Abstract-We design and implement a chaotic-based system, enabling ultra-fast random bit sequence generation. The potential of this system to realize bit rates of 160 Gb/s for 8-bit digitization and 480 Gb/s for 16-bit digitization is demonstrated. In addition, we provide detailed insight into the interplay of dynamical properties, acquisition conditions, and post-processing, using simple and robust procedures. We employ the chaotic output of a semiconductor laser subjected to polarization-rotated feedback. We show that not only dynamics affect the randomness of the bits, but also the digitization conditions and postprocessing must be considered for successful random bit generation. Applying these general guidelines, extensible to other chaos-based systems, we can define the optimal conditions for random bit generation. We experimentally demonstrate the relevance of these criteria by extending the bit rate of our random bit generator by about two orders of magnitude. Finally, we discuss the information theoretic limits, showing that following our approach we reach the maximum possible generation rate.
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I. INTRODUCTION
R ANDOM bit generators (RBGs) are widely used in recent digital technologies, including information security, complex numerical simulations, cryptography and gambling. Many of these applications have been using so-called pseudorandom number generators which are based on deterministic algorithms utilized to generate the pseudorandom bits. However, these pseudorandom generators have two fundamental limitations. First, the data generation speed is limited by the speed of the electronic hardware. Second, due to its deterministic and digital nature, the unpredictability is bounded by the periodicity of the bit sequence. Such disadvantages have led to the development of new systems capable of generating true random bits, known as physical random number generators (RNG). RNGs use a variety of random phenomena like a deterministic chaotic signal [1] , quantum mechanical uncertainty [2] , [3] or noise [4] - [7] , as sources of randomness. A promising approach for fast RNGs is the use of semiconductor lasers as source of chaos [8] . Semiconductor lasers with their inherent noise and fast temporal dynamics, allow for large spectral bandwidth and strongly diverging trajectories when subjected to external perturbations, such as delayed optical feedback. These properties of chaotic lasers have made high generation bit rates possible [9] , when used in combination with some form of postprocessing. Some examples of chaotic laser-based RBGs include a semiconductor laser with optical feedback [1] , [10] , [11] , optical injection [9] , [12] - [14] or photonic integrated circuits [15] , [16] .
In this work, we explore the capabilities, limitations, and key factors for a random bit generator based on a chaotic laser. Recently, we presented a simple RBG based on a single-mode laser with polarization-rotated feedback [16] , which emphasized simplicity and robustness of design and minimal postprocessing. This proof-of-concept study highlighted the optimization of laser dynamics, and produced a bit rate of 4 Gbit/s. However, this previous work indicated that dynamics are not the only important factor in a chaosbased RBG; digitization and postprocessing procedures also play critical roles. A deeper understanding of the interplay between dynamics, acquisition, and postprocessing is needed, and is one of the central purposes of this paper. These general principles can apply to any RBG that relies on the digitization of an analog chaotic signal, and lead to improvements in performance that optimizing dynamics alone cannot. After applying these guidelines to our RBG, we demonstrate the potential for greatly increased random bit rates: 160 Gbit/s for 8-bit digitization and 480 Gbit/s for 16-bit digitization. These rates represent an improvement by two orders of magnitude, and are among the fastest reported to date.
As ultrafast random bit rates are realized, fundamental limitations to achievable rates in a given system becomes a topic of importance and interest, but has remained unexamined in previous publications on random bit generation. This is another main focus of this paper. Such limitations may be explored in terms of Information Theory, as a branch of mathematics which sets limits on the capacity of systems to transmit and process information. Our simple RBG design, with minimal optical components and postprocessing steps, is an excellent vehicle for this fundamental study and allows experimental tests of theoretical limits in this context. These studies confirm that bit rates extracted in excess of those allowed by Information Theory do not lead to random bits. 
II. EXPERIMENTAL SETUP
The experimental setup comprises a compact, fiber-optics based realization of a semiconductor laser with delayed polarization-rotated optical feedback. Semiconductor lasers subjected to polarization-rotated feedback exhibit a rich variety of complex phenomena [18] . The system consists of a single semiconductor edge-emitting laser (Eblana Discrete Mode Laser) with a wavelength of 1.54 μm and with a threshold current of I th = 12.1 mA at 22°C [19] . The full width half-maximum (FWHM) of the optical spectra is ∼1 MHz at 15 mA and the laser package is built without optical isolators at the laser output. The value of the linewidth enhancement factor (α parameter) for this laser is about 1.8, determined with the Henning-Collins method [20] . This device has also been employed in optical coupling experiments exhibiting chaos synchronization at zero lag [21] . As illustrated in Fig. 1 , the laser diode (LD) is fiber-pigtailed and connected to a 1 × 2 90/10 optical coupler (OC) the principal output of which passes through a variable optical attenuator (ATT) used for controlling the feedback strength. A Faraday mirror (FM) is the source of polarization-rotated optical feedback. The Faraday mirror rotates the polarization state of light by 90°w ith respect to the original signal and reflects it. The light is then injected back into the laser, forming an external cavity with roundtrip delay time of τ = 91 ns. This simple and robust experimental system, made of standard fiber-based telecom components, is insensitive to changing environmental conditions, i.e. any polarization mode dispersion or birefringence that occurs anywhere along the optical fiber is exactly compensated for by the Faraday mirror. Moreover, the roundtrip delay is chosen sufficiently large such that the feedback phase has no influence on the dynamics.
The light exiting the 10% port of the optical coupler is used for detection. It first passes through an inline optical isolator (ISO), and then an attenuator (ATT) which controls the power impinging on the fiber-coupled photodetector (PD, Miteq 12.5 GHz bandwidth). The signal is then captured by a digitizing oscilloscope (LeCroy 816Zi, 16 GHz analog bandwidth, up to 80 GS/s sample rate) with an 8-bit analog-todigital converter (ADC). The acquisition settings are controlled with the data analysis functions of the oscilloscope. The electrical signal is finally postprocessed in an offline procedure.
III. EXPERIMENTAL RESULTS

A. Dynamics
The employed dynamics plays a crucial role in the success of random bit generation, since not all dynamical states may lead to the generation of sufficiently independent bits. A system with certain dominant frequencies in its dynamics could produce some recurrences in a bit sequence, showing a periodic non-random pattern. In the same manner, working in a dynamical region of periodic, quasi-periodic or steadystate operation would not produce random numbers because its output would not satisfy the condition of unpredictability. Consequently, dynamical schemes in which a chaotic signal is digitized for the generation of bits have been intensively investigated. For this approach, semiconductor lasers are an excellent source of chaos. The fast internal timescales of the semiconductor lasers allow for large bandwidth dynamics when subjected to delayed optical feedback [22] and thus, chaotic lasers enable the generation of random bits at ultrafast rates [1] , [10] , and [17] . Most of the studies focused on systems with optical feedback which preserve the polarization state of the light in the feedback loop. This polarization mantained feedback is utilized in many applications including chaotic transmission [23] , [24] . However, it is very difficult to guarantee a coherent feedback when light is transmitted in a standard optical fiber over a long distance. Other schemes of delayed optical feedback make use of polarization rotated feedback [18] , [25] . When a laser is subjected to polarization rotated feedback, the returned light has the orthogonal polarization to the outgoing electric field. As a result, the two polarization modes interact directly or through the carrier density, giving raise to chaotic instabilities. This type of delayed optical feedback has been less studied in the literature and the dynamical scenarios have not been fully understood.
Two conditions are considered to be necessary features to originate randomness: an autocorrelation function (AC) with a fast decay, and a broad radio-frequency power spectrum. Low AC conditions help to choose the operating point for the laser at which temporal correlations are the weakest and to assure that successive points are independent of one another by selecting an appropriate sample interval. A broad spectrum allows for fluctuations at frequencies of easily up to 10 GHz as the power spectrum in Fig. 2 illustrates and even beyond. The signature of the external cavity modes is not apparent on this scale, but can show up on the 10 MHz scale.
In [17] we performed a systematic study of dynamics of a laser with polarization rotated feedback, which was based on the change in height of AC peaks when varying feedback strength and injection current [17] . The resulting map showed regions with steady-state operation, regions with long-range correlations and regions with fast autocorrelation decay. We confirmed that regions with fast autocorrelation decay are more favorable for RBG. However, we reported that under some conditions bits extracted from dynamical regions that did not satisfy both requirements passed the standard test batteries successfully. Specifically, some regions with longrange correlations can also be used for random bit generation after the performance of a postprocessing procedure.
This finding suggests that in fact, dynamical conditions need to be considered along with the type of postprocessing utilized. If the postprocessing method is nonlinear, having a power spectrum with high bandwidth can be a sufficient dynamical condition to generate random bits. In contrast, if it is desired to keep most of the dynamical information and minimize the postprocessing steps, then both dynamical features are crucial for selecting a suitable operating point.
In order to obtain random bits we not only benefit from the dynamical properties of the laser but also from the different sources of noise present in our experimental scheme. Spontaneous emission noise, inherent to the laser, has a quantum nondeterministic origin and it is amplified in the system [26] - [29] . Additional sources of noise come from physical devices like the photodetector or the analog to digital converter. Its origin is different from the laser chaos and its effect is also present in the random bit generation process. To what extent the presence of this additional noise contributes to the generation of random bits is an interesting topic of discussion. However, its contribution to the dynamics of the system is unavoidable in real systems, which must be considered as a whole.
In the following, we relate the described optimum dynamics with the other factors that play a role in the randomness, extending previous work by introducing guidelines on the interplay of dynamical properties, acquisition conditions and postprocessing. Given the distribution of the original chaotic signal, resembling a gaussian distribution, and the simplicity of the postprocessing method applied, such conceptual guidelines are extensible to other random bit generators based on the digitization of a chaotic signal.
B. Acquisition Conditions
Analog to digital conversion for the amplitude corresponding to the chaotic output power, intrinsic to the acquisition hardware, are also critical to successful random bit generation. We observed that, despite having chosen an operating point according to the optimal dynamical properties of the system, the generated bit sequence does not always comply with the randomness criteria defined by the standard test batteries. Acquisition conditions contribute to this fact. It is necessary to properly adjust the amplitude of the analog signal to the amplitude acquisition scale of the oscilloscope using the full 8-bit range in a smart manner (Fig. 3) . As a general rule, the probability density function of the original time trace should Fig. 3 . Illustration of different acquisition conditions for an artificiallygenerated Gaussian signal. Fig. 3(a) shows a favorable amplitude distribution. Fig. 3(b) shows a distribution that contains too many extrema values while Fig. 3 (c) depicts a distribution with bins too sparsely populated. cover all the bins (Fig. 3(a) ). However some restrictions must be taken into account. Points that go off-scale, i.e. points in saturation, are recorded as extrema values by the analog-todigital converter (ADC) of the oscilloscope. If there are too many of those in a bit sequence, the blocks of zeros and ones are too frequent to be considered random. This would then require more postprocessing steps in the random number generator. This case is shown in Fig. 3(b) . The bins 0 and 255 are strongly over represented. In contrast, a signal too small will only span a small subset of the possible 8-bit range, as depicted in Fig. 3(c) . This results in failing the randomness tests as well.
Good results can be reproduced if the analog to digital conversion is chosen appropriately such that the amount of saturated points is controlled to be within allowed statistical deviation. This depends on the total number of samples and discrete bins in which the histogram is divided. The number of off-scale points is easy to restrain on-line from the oscilloscope. We set the vertical scale (without variable gain) on the oscilloscope such that the signal displayed was not too small (avoiding the case of Fig. 3(c) ), and then we used the variable attenuator to reduce the signal if there were too many saturated points (avoiding case of Fig. 3(b) ). In our experimental system, we found the best performance of our random number generator when the ratio of extrema values to maximum value (most populated bin) is around 0.09% for 5 million points divided into 200 bins.
Using 8-bit digitization matches the current technological state-of-the-art for high-speed hardware analog-to-digital converters (ADC), so we emphasize this case in our investigations. However, modern high-speed digitizing oscilloscopes employ integrated digital signal processing (DSP) to flatten the instruments frequency response and improve the group delay, which produces a 16-bit format. Therefore, we truncate the 16-bit data recorded by the oscilloscope to 8-bits, to mimic the function of a raw 8-bit ADC. We also explore the potential of our scheme for 16-bit digitization, since, although hardware ADCs are currently limited to sampling rates of hundreds of MSamples/s, higher sampling rates 12-bit or 16-bit ADCs are under current development.
We also found that, acquisition and digitization conditions influence the next step in the random bit generation: postprocessing. In particular, a poor adjustment in the acquisition process implies more stringent conditions in the postprocessing to ensure the randomness of the bits.
C. Postprocessing
It is always desirable to minimize postprocessing, not only to keep most of the original information, but also to improve efficiency in processing which may increase bit rates when implemented in real time. However, the effects of postprocessing methods on the original signal and the obtained random bits have not been thoroughly investigated. By studying this factor, we can understand how postprocessing reduces residual correlations, which in turn affects the randomness as well as the maximum sampling rate allowing for random bit generation.
A common postprocessing method is the truncation of the most significant bits (MSB). Bit truncation minimizes the manipulation of data and has proven efficient in enhancing randomness. The most significant bits are the bit positions in a binary number representing the higher exponents of 2. Fig. 4(a) shows the histogram for the laser signal for 32 Million samples, without the omission of any bits. The abscissa, named index, indicates the 2 8 different values one can code with 8 bits. The chaotic laser intensity does not cover all values with equal probability, having a noise baseline from where the chaotic oscillations arise. The more symmetric the parent distribution is, the easier it is to obtain random bits after the postprocessing. Our initial distribution resembles a Gaussian, in which certain values are clearly more likely to occur than others. This inequality in the parent distribution affects the randomness of the bits obtained. Through the exclusion of the MSBs a flatter histogram can be obtained.
The number of bits that need to be removed can be estimated by plotting histograms of the truncated values until a flat histogram within allowed statistical variation is obtained [12] . This technique has been used in previous works as a second postprocessing step after calculating at least one derivative of the experimental signal [10] , [30] . In contrast, here the presented statistical properties correspond to the original output of the laser as detected . Fig 4(b)-(d) shows the distribution for 6-to 4-bit samples from one chaotic waveform acquired at pump current I = 19.00 mA and feedback transmission T = 52.2%. Such dynamical conditions were considered as an optimal operating point for random bit generation in [17] . In Fig. 4 (b) the two most significant bits are excluded. The histogram becomes more uniform while its maximum starts to vanish. When only the five least significant bits are selected the histogram becomes flatter, as Fig. 4(c) illustrates. Keeping the 4 LSB of the 8-bit data, the distribution looks uniform (Fig. 4(d) ). Note that truncation from 8 to 4 bits and from 16 to 8 bits is a very easy and potentially fast procedure based on powers of two, and therefore with a low computational demand.
The autocorrelation function of the captured time-series data is also affected by bit truncation, in such a way that residual correlations in the original dynamics are destroyed, and thus allowing for an increase in the rate of random bit generation. This is illustrated in Fig. 5 , which compares the AC function of the full 8-bit signal in Fig. 5(a) with the AC function for the same data truncated to 4 bits in Fig. 5(b) . The typical AC peaks appearing at integer multiples of the delay time τ are extinguished completely for the truncated data. Therefore, although the AC function of the 8-bit data can provide useful criteria for choosing a dynamical regime and sample interval suitable for random bit generation [17] , truncation can modify the characteristics such that one can dispense with some of these criteria and associated limitations. The example of Fig. 5 , acquired for I = 21 mA and power transmission T of 24.7% and chosen for illustration purposes due to its high AC, indicates that the omission of the 4 MSBs represents a postprocessing procedure sufficient to eliminate natural correlations that appear in the original chaotic dynamics.
Revealing and less apparent visually information can be exctracted from the narrowing of the zeroth AC peak. In the full data set, the decay time of this peak is typically on the order of 100 ps, whereas for the truncated set this decay time is shorter. In this sense, the acquisition sampling rate might be crucial to determine the success or failure in the generation of random bits. The sample interval of data must exceed the width of the zeroth AC peak to ensure that successive points will be independent of one another. To investigate this fact, we analyzed the AC function of the truncated bit sequences with two sampling rates, 80 GSamples/s and 40 GSamples/s, but keeping the same analog bandwidth. The zeroth AC is plotted in Fig. 6 in a semilog scale to detect remaining correlations that in a linear plot would be hidden within the baseline. Fig. 6(a) shows a zoom to the zeroth AC peak of a sequence with samples separated by 12.5 ps, corresponding to a rate of 80 GSamples/s. Two neighboring samples (red dots) are correlated with a value of 0.04, whereas in Fig. 6(b) two neighboring samples, spaced 25 ps (acquired at 40 GSamples/s), have a correlation of two orders of magnitude smaller (0.0006).
From the random bit generation point of view, keeping the 4 LSBs, as illustrated in Fig. 5(b) , can modify the AC function such that the delay time signature completely disappears. This finding avoids the requirement of choosing a subset of points of the initial timetrace that would limit the final acquisition rate, as was the case in previous works [5] , [10] , [15] , [17] , [30] , and [31] . However, Fig. 6 clearly indicates that some residual correlations in truncated data might be still present. In this sense, the sampling rate is a key factor affecting such correlations. Time series acquired at 80 Gsamples/s provide more detailed information about the temporal waveform while keeping the same analog bandwidth. This extra information results in redundances after the postprocessing, which degrade the performance of the random bit generator based on a chaotic laser. The non-negligible residual correlation between two consecutive points in the AC function for 4 LSBs depicted in Fig. 6(a) is an evident example of this redundance. Despite having a very small neighbouring correlation value, the AC plotted in semilog scale proves that correlations are perceptible in the width of the zeroth AC peak and can affect the randomness of the bits. Therefore, increasing the sampling rate beyond a certain threshold results in higher values for the AC of two consecutive data points and restricts the final bit-generation speed. The postprocessing together with the sampling rate must guarantee an AC function for 4 LSBs with extinguished peaks at τ but also a sufficiently small neighboring correlation. Based on these investigations, a chaotic signal acquired at 40 GSamples/s and truncated to the 4 LSBs presents the best compromise in terms of acquisition and postprocessing. As will be shown in the next section, these conditions determine the success in the generation of random bits. 
D. Generation of Random Bit Sequences
To generate random bit sequences, we choose the optimal conditions regarding dynamics, acquisition-digitization and postprocessing. We started capturing samples at 40 GSamples/s at a dynamical condition of I = 15 mA and T = 24.7%. The chosen operating point exhibits a fast autocorrelation decay of the original dynamics and a broad power spectrum. The ratio of saturated points with respect to the maxima is kept to 0.09%. The sampling rate of 40 GSamples/s implies that sample points are separated 25 ps in time. Bits are truncated from the initial signal to its 4 LSBs, having a correlation value between neighbouring samples of 0.0006, as shown in Fig. 6(b) . To assess the statistical randomness of the bit sequences, we used the standard test suite for random number generators provided by the National Institute of Standards and Technology (NIST) [32] . The tests are performed using a bitstream of 1 Gbit. The results, as shown in Table I , prove that we succeeded in passing all the 15 NIST tests. Following this optimized approach we can extend the potential rate of Random Bit Sequence Generation from 4 Gbit/s to 160 Gbit/s, based on four bits per data point and a 25 ps interval between points. This new generation bit rate of 160 Gbit/s improves by two orders of magnitude the bit rate previously obtained with the same system [17] , being one of the highest presented so far using a simple and robust system and requiring only minimal postprocessing. In an attempt to increase the rate at which random bits are generated, we kept the same analog bandwidth but doubled the sampling rate to 80 GSamples/s. The rest of the parameters were kept constant. The ratio of saturated points with respect to the maxima is again set to 0.09%. We kept only the 4 LSBs from the original timetrace, which have samples every 12.5 ps. The correlation coefficient of two consecutive points for I = 15.00 mA and T = 24.7% is now 0.04 for the truncated data ( Fig. 6(a) ), significantly greater than the previous case. We tested the randomness of 1000 samples of 1 Million bits each with the NIST tests. The expected bit rate was 320 Gbit/s but the bit sequences did not pass the majority of the 15 tests, meaning that the truncated signals acquired at 80 GSamples/s are not random. To gain a better overview, we also analyzed high resolved data acquired at 80 GSamples/s for other injection current and feedback strength conditions. The samples were captured so that they satisfied the aboved mentioned acquisition requirements and were truncated to its 4 LSBs. The outcome of the NIST tests showed again for all tested operating conditions a dramatical failure. Tests like Longest Run, Serial or Approximate Entropy tend to fail in all the dynamical cases, with a typical number of failed test that lies between 6 and 10. This finding corroborates that increasing the sampling rate further without extending the analog bandwidth does not lead to the generation of random bits at higher speeds. This result will be also discussed in more detail in the next section.
Importantly, we checked that the successful generation of random bits reported in Table I is not a unique case. We extended our study to several operating conditions, namely different bias currents and feedback strengths. For each dynamical condition, we repeated the same criteria for the acquisition and postprocessing, based on the control of saturated values (around 0.09%) and 4 bit truncation. We acquired 1000 Samples of 1 Million bits for each dynamical case that underwent the NIST statistical test suite. Fig. 7 shows the number of failed NIST tests for different conditions of injection current and feedback strength. In the vicinity of the chosen operating point (I = 15.00 mA and T = 24.7%) conditions are more favorable for random number generation, for a wide range of feedback strengths. One test or no tests fail, meaning that the involved dynamics together with the chosen acquisition conditions and postprocessing can lead to successful random bit generation. Cases in which one NIST test fail might be optimized by adjusting slightly the analog to digital conversion. However, for injection currents larger than 23 mA, the number of failed tests tends to increase significantly. This result shows that in this case, the acquisition criteria and the omission of the 4 most significant bits is not sufficient to overcome the unsuitable dynamics of the laser with polarization-rotated optical feedback. Fig. 7 evidences that different operating conditions, namely different dynamical properties, also affect the success or failure of the bit streams in passing the NIST tests.
In order to study the full potential of the system, we repeated the process based on 16-bit numbers. 16-bit numbers are available in the oscilloscope after the DSP. The purpose was to discover the attainable generation rate if the ADCs had a resolution of 16 bits at high speeds. In this case, we acquired samples at the same operating condition: I = 15.00 mA and T = 24.7%. The data from the original signal were separated 25 ps and we adjusted the acquisition conditions again to have a proper number of saturated values. The number of most significant bits omitted was 4 and we retained the 12 LSBs. We evaluated the randomness using 1000 samples of 1 Mbit data. The results, presented in Table II , confirm that bit sequences obtained under the described conditions are sufficiently random that they pass the statistical tests of NIST. The maximum bit-generation rate for this potential case is 480 Gbit/s (= 40 gigasamples per second × 12 LSBs).
E. Information Theoretic Limits
In this section we explore the validity of the results from the previous section according to Information Theory. Information Theory sets the fundamental limits of information capacity in a channel in the context of communications. Therefore, it is interesting to know which are the fundamental limits of maximum generation bit rate depending on the analog bandwidth. In our scheme, we start from an analog system (chaotic laser) with dynamics of a certain bandwidth, as shown in Fig. 2 . The analog system generates a signal which is sampled and digitized via an ADC. The maximum amount of bits one can extract from the generated waveform at a certain rate has an upper bound defined by Nyquist's theorem. Nyquist's theorem for a finite bandwidth noiseless channel states that the maximum channel capacity is given by:
where H is the bandwidth of the dynamical system and the digitization and V are the quantization levels. This maximum channel capacity corresponds to the maximum extractable rate of bits one can extract from the given waveform. It is important to note that it does not make sense to distinguish signal and noise in this case, since the noise along with the chaotic dynamics is an integral part of the signal used for random bit extraction. We benefit from a wide bandwidth of our laser, that comprises frequencies up to 20 GHz, which is beyond the 3 dB cutoff frequency of 16 GHz. Such frequencies are present in the chaotic output of the laser and are also involved in the whole process of generation of random bits. Therefore, we assume in Nyquist's equation 20 GHz bandwidth (according to the Nyquist-Shannon sampling theorem) and the 256 discrete quantization levels (corresponding to 8 bit digitization), obtaining a maximum data rate of 320 Gbit/s. However, our signal is truncated to the 4 LSBs, so only 16 discrete levels are present in our realization. In this case, the maximum channel capacity for 20 GHz bandwidth and 16 quantization levels reduces to 160 Gbit/s. This result indicates that our experimental bit rate remarkably coincides with the maximum data rate provided by Information Theory given the bandwidth of our chaotic source. Thus, we have reached the highest bit generation rate possible with our system. One should take into account that Eq. (1) serves as hard upper bound to the attainable bit rate. Still, real systems, due to technical limitations, might not achieve it and approaching the maximum data rate requires optimization of the three factors described in the previous sections: dynamical conditions, acquisition and postprocessing. Still, we cannot exclude that more sophisticated tests for randomness than the NIST battery could find some remaining correlations in our random bits, which represents an interesting work to investigate in the future.
If we analyze now the case of the 80 GSample/s sampling rate, the failure in generating random bits at speeds of 320 Gbit/s corroborates experimentally the existence of an upper limit in the bit generation rate. This upper limit gives an estimation of the best achievable performance of the experiment beforehand and provides a clue to what extent generated bits can rely on the underlying dynamical process. The maximum attainable bit rate depends on the analog bandwidth of the system and cannot be improved by simply increasing the sampling rate further. Hence, tentative bit rates beyond the upper bound given by Eq. (1) cannot lead to the generation of random bits.
Finally, we studied the maximum data rate for 16-bit digitization given by Eq. (1). For 20 GHz bandwidth and 2 12 quantization levels, the maximum channel capacity is 480 Gbit/s. Again, both experimental and information theoretic rates coincide. This implies that we achieved the highest speed possible for our random bit generator when truncation to the 12 LSBs is the postprocessing step applied to the chaotic signal.
IV. CONCLUSION
In summary, we have addressed the factors to consider when designing a random number generator based on a chaotic laser: dynamical properties of the system, acquisition and digitization conditions and postprocessing of the original signal. We have shown how understanding the interplay between them is crucial to improve the performance of a random bit generator. In this study we have derived clear guidelines using simple procedures that can be applied to other chaos-based systems. In particular, an appropriate adjustment of the analog to digital conversion implies less stringent conditions in the postprocessing to ensure random bits. At the same time, bit truncation, as an easy postprocessing method, is a necessary but not sufficient condition for random bit generation and requires the combination of suitable dynamics and acquisition conditions. The zeroth AC peak of the truncated signal also provides important information for the maximum sampling rate allowed, showing residual correlations between neighbouring samples when the sampling rate is too high. Those small correlations have proven decisive for the randomness of the bits. We also connected the maximum achievable rate of random bit generation to Information Theory considerations. We investigated the existence of an upper bound to the bit generation rate related to the analog bandwidth of the system and confirmed that bit rates beyond the limit established by the Information Theory do not lead to the generation of random bits. With the proper balance, a simple system based on a semiconductor laser with feedback can be used to generate random bits with the information theoretically highest possible rates of to 160 Gbit/s for 8-bit digitization and 480 Gbit/s for 16-bit digitization. This new and deeper understanding of the interaction between involved mechanisms may have broad applicability and lead to significant improvements of other chaos-based random bit generators. Her current research interests include nonlinear dynamics of semiconductor lasers and its applications.
