Normal cycles of Lipschitz manifolds by approximation with parallel sets  by Rataj, J. & Zähle, M.
Differential Geometry and its Applications 19 (2003) 113–126
www.elsevier.com/locate/difgeo
Normal cycles of Lipschitz manifolds
by approximation with parallel sets
J. Rataj a,∗,1, M. Zähle b
a Mathematical Institute, Charles University, Sokolovská 83, 18675 Praha 8, Czech Republic
b Department of Mathematics, Friedrich-Schiller-University, D-07740 Jena, Germany
Received 11 June 2002
Communicated by T. Friedrich
Abstract
It is shown that sufficiently close inner parallel sets and closures of the complements of outer parallel sets to
a d-dimensional Lipschitz manifold in Rd with boundary have locally positive reach and the normal cycle of the
Lipschitz manifold can be defined as limit of normal cycles of the parallel sets in the flat seminorms for currents,
provided that the normal cycles of the parallel set have locally bounded mass. The Gauss–Bonnet formula and prin-
cipal kinematic formula are proved for these normal cycles. It is shown that locally finite unions of non-osculating
sets with positive reach of full dimension, as well as the closures of their complements, admit such a definition of
normal cycle.
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1. Introduction
Various approaches can be found in the literature how to determine curvature measures for nonsmooth
sets. Federer [5] introduced sets with positive reach in Rd which extend the family of convex bodies and
defined their curvature measures from a Steiner formula for the volume of the parallel body. This class
has further been extended to certain locally finite unions by Zähle [14,18] using an index function for the
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forms yield the corresponding curvature measures.) A slightly different index function was used by Fu [7]
to introduce normal cycles for s.c. geometric sets. Other approaches were developed by geometers who
defined curvature measures on manifolds by purely intrinsic methods. Even much earlier, Alexandrov [1]
defined the Gauss curvature measure for s.c. two-dimensional manifolds of bounded integral curvature
and this approach has further been developed by Fu in [10]. By the technique of algebraic geometry,
curvature measures for broad classes of sets including, e.g., subanalytic sets were studied by Bröcker and
Kuppe [2]. The main properties of curvature measures defined in any way are the Gauss–Bonnet formula
and the principal kinematic formula. It is difficult to compare the different approaches since the methods
are entirely different and it is even difficult to compare the set classes encompassed by them. However,
an important result of Fu [9, Theorem 3.2] assures a kind of uniqueness of the definition of a normal
cycle for compact subsets of Rd .
The aim of this work is to define normal cycles (and, consequently, curvature measures) for d-di-
mensional Lipschitz manifolds in Rd with boundary by approximation by parallel sets. It is shown that
close parallel sets to a d-dimensional Lipschitz manifold have locally positive reach and, therefore, their
normal cycles are (locally) defined. The normal cycle of the Lipschitz manifold itself is then defined as
flat limit of the normal cycles of the inner parallel sets, provided that the normal currents of the inner
parallel bodies have locally bounded mass (or, equivalently, that the unit normal bundles of the inner
parallel sets have locally uniformly bounded (d − 1)-dimensional Hausdorff measure). The existence
follows from the Federer’s compactness theorem for rectifiable currents [6, §4.2.17] and the uniqueness
from a theorem by Fu [9, Theorem 3.2].
When considering a (d − 1)-dimensional Lipschitz manifold, we may use the outer parallel sets again
to define the normal cycle.
The properties of Lipschitz manifolds make it possible to transfer the Gauss–Bonnet formula for the
Euler characteristic from the parallel sets to the manifold itself. The Gauss–Bonnet formula is necessary
in order to show the uniqueness of the definition of the normal cycle.
In the last section, the principal kinematic formula is shown for curvature measures defined by
approximation with inner parallel sets (in fact, a translative integral formula of the type [13, Theorem 1]
is proved as well).
A motivation for our approach was that it enables us to define directly curvature measures for clo-
sures of complements or boundaries of full-dimensional sets with positive reach, as well as for their non-
osculating locally finite unions. This approach makes the treatment of boundaries of full-dimensional sets
with positive reach possible as well (the normal current of the boundary is simply defined as the sum of
the normal currents of the set itself and of the closure of its complement). For their intersections, however,
further development would be needed by considering lower dimensional Lipschitz manifolds with bound-
aries. Intersections of a convex boundary with another convex body or of boundaries of two convex bodies
and related intersection formulae for the Euler characteristic were considered by Hug and Schätzle [11].
The basic setting is the d-dimensional Euclidean space Rd with standard scalar product denoted by
u · v, u, v ∈ Rd , and Euclidean norm | · |. Sd−1 stands for the unit sphere and SO(d) for the group of
rotations in Rd . λd denotes the Lebesgue measure, Hk the k-dimensional Hausdorff measure and we
shall write shortly dz for λd(dz). Standard notation and terminology from geometric measure theory
will be used as in [6]. If Ti, T ∈ Dk(U) are currents defined on an open set U ⊆ Rp, we shall write
(F ) limi→∞ Ti = T if limi→∞ FK((Ti − T )1K) = 0 for any compact set K ⊆ U , where FK is the flat
seminorm (see [6, §4.1.12]). By M(T ) we denote the mass norm of a current T (see [6, §4.1.7]).
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By a Lipschitz manifold in Rd we understand a manifold locally representable by Lipschitz graphs
(a strong Lipschitz manifold in the sense of [16]). Thus, a d-dimensional Lipschitz manifold X with
boundary ∂X in Rd is a set X ⊆ Rd such that there exists an atlas (φα: α ∈ I ) with the following
properties:
(a) For any α ∈ I there exist a unit vector nα , an open set Uα ⊂ n⊥α , a Lipschitz mapping φα :Uα → R
and an open set Vα ⊂Rd such that Vα ∩ subgrφα = Vα ∩X;
(b) ⋃α Vα is a locally finite cover of X.
By grf , subgrf we denote the graph and the subgraph of a function f , respectively. If not stated
otherwise, by a Lipschitz d-manifold we shall always mean a d-dimensional Lipschitz manifold in Rd
with boundary.
Let X be a Lipschitz d-manifold and x ∈ ∂X. The Clarke’s subgradient of X at x, denoted NX(x), is
the convex hull of all cumulative points at x of gradient (outer normal) vectors to X. NX(x) is a proper
convex cone (i.e., a convex cone not containing the origin).
We shall say that two Lipschitz d-manifolds X,Y osculate if for some z ∈ ∂X ∩ ∂Y , 0 ∈ NX(z)+
NY (z).
Lemma 1. If two Lipschitz d-manifolds X,Y do not osculate then X∩Y ,X∪Y are Lipschitz d-manifolds
and for any z ∈ ∂X ∩ ∂Y , both NX∩Y (z) and NX∪Y (z) are contained in NX(z)+NY (z).
Proof. Take x ∈ ∂X ∩ ∂Y ; since NX(z) and NY (z) are proper convex cones, NX(z)+NY (z) is a proper
convex cone as well and, hence, there exist a unit vector n and η > 0 such that u · n > η|u| for any
u ∈ NX(z) + NY (z). Both manifolds X,Y can be parametrized at a neighbourhood of z as graphs of
Lipschitz functions f,g, respectively, defined on a domain in n⊥. But then min{f,g} (max{f,g}) is
a Lipschitz function parametrizing X ∩ Y (X ∪ Y , respectively) at the same neighbourhood of z. The
second assertion follows then from the definition of the Clarke’s subgradient. ✷
For a subset A of Rd and ε > 0, we denote by Aε = {x ∈ Rd : dist(x,A) ε} the ε-parallel set to A,
and by A˜=Rd \A the closure of the complement to A. We denote also A−ε = (˜A˜)ε. Note that if X is a
Lipschitz d-manifold then A−ε is the set A eroded by the ball of radius ε for sufficiently small ε.
Proposition 1. Let X be a Lipschitz d-manifold and K a compact set in Rd . Then there exist η, ε0 > 0
such that for any 0< ε < ε0 and x ∈K ∩ X˜ε, reach(X˜ε, x) η(ε+ r), where r = minx∈K∩X˜ reach(X˜, x).
Proof. Fix an arbitrary point x0 ∈ K . Then there exist δ > 0, n ∈ Sd−1 and a Lipschitz mapping
φ :n⊥ →R such that Bδ(x0) ∩ subgrφ = Bδ(x0) ∩ X. Put ε0 = δ/2, take any 0 < ε < ε0 and x ∈
X˜ε ∩Bε0(x0) if the intersection is nonempty. We shall show that
(1)reach(X˜ε, x) η(ε+ r),
where η= (1+ (Lipφ)2)−1/2. The proof is then completed by a usual compactness argument.
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that there exist two distinct points y1, y2 ∈ X˜ε with
τ := dist(z, X˜ε)= |y1 − z| = |y2 − z|
(clearly τ < η(ε+ r)). By construction, the interiors of the balls Bε(y1), Bε(y2) do not meet X. Assume
without loss of generality that y2 = 0 and n · y1  0 (otherwise, interchange y1 with y2). If u ∈ ∂Bε ∩X
then, since intBε ∩X= ∅, the vector u belongs to the subgradient NX(x) and, by the Lipschitz property
of φ,
(2)u · n−εη.
Moreover, since u ∈ X, necessarily u /∈ intBε(y1), hence u · y1  |y1|2/2. If, moreover, r > 0, then the
ball of radius r touching Bε at u from outside must be contained in X, hence Br( ε+rr u)∩ intBε(y1)= ∅,
which yields
(3)u · y1  ε2(ε+ r) |y1|
2.
By construction, we have intBτ(z) ∩ X˜ε = ∅, hence Bε(y) ∩ X = ∅ for any y ∈ Bτ(z). Consequently,
considering points y close to the origin, whenever v · z  0 then v ∈ Tan(Bτ (z),0) and there must be
a point u ∈ ∂Bε ∩ X with u · v  0. In particular, the vector v = y1 + |y1|22τ n satisfies v · z  0 since
y1 · z= |y1|2/2 and n · z−|z| = −τ . However, due to (2) and (3) we have for any point u ∈ ∂Bε ∩X
u · v = u · y1 + |y1|
2
2τ
n · y1  ε2(ε+ r) |y1|
2 − |y1|
2
2τ
εη= ε|y1|
2
2τ(ε+ r)
(
τ − η(ε+ r))
which must be negative since τ < η(ε + r). This contradiction proves (1) and thus completes the
proof. ✷
In [17], the normal cycle (integral current without boundary) NZ is attached to any set Z ⊆ Rd with
positive reach. Proposition 1 guaranties that the normal cycles NX˜ε and NX−ε of X˜ε and X−ε are locally
defined for sufficiently small ε, provided that X is a Lipschitz manifold.
We shall say that a Lipschitz d-manifold X in Rd has locally bounded inner curvature (LBIC for
short) if
lim sup
ε→0+
M(NX−ε1K) <∞, K ⊆R2d compact.
Proposition 2. If a Lipschitz d-manifold X inRd has LBIC then any sequence εi → 0+ has a subsequence
(denoted again εi for simplicity) such that NX = (F ) limi→∞NX−εi exists and the limit NX is an integral
current without boundary.
Proof. Let Br be the closed ball of radius r in R2d and hr be a smooth function with support in Br+1
and equal to one on Br . The integral currents NX−εhr are supported in Br+1 and have bounded mass
uniformly in ε. We shall show that their boundaries have uniformly bounded mass as well. Indeed, since
NX−ε is a cycle we get for any differential form φ∣∣∂(NX−εhr)(φ)∣∣= ∣∣NX−ε (hr ∧ dφ)∣∣= ∣∣NX−ε (dhr ∧ φ)∣∣M(NX−ε )‖dhr‖‖φ‖,
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must be an FK -convergent sequence NX−εi hr , εi → 0+, converging to a rectifiable current. Choosing a
sequence rj →∞ and applying the diagonal method, we may choose a sequence εi → 0+ such that the
limit
(F ) lim
i→∞NX−εi hrj =:N
j
X
exists for any j . Since NkXhrj = NjX whenever rj  rk , the compactly supported rectifiable currents
N
j
X define naturally a rectifiable current NX by NX(φ) = NjX(φ) whenever suppφ ⊆ Brj . Clearly,
NX = (F ) limi→∞NX−εi , as desired. NX is again an integral current since integral currents are FK closed(see [6, §4.2.16(1)]), and it is clearly a cycle again. ✷
We call any integral current NX from Proposition 2 a normal current of X. We shall show later that
NX is unique and, therefore, that NX = (F ) limε→0+NX−ε . First, we consider the cases of certain unions
of sets with positive reach and their complements.
Proposition 3. Let X =⋃∞i=Xi ⊆ Rd be a non-osculating UPR representation in the sense of [14] and
let each Xi fulfill the full-dimensionality condition
(4)(x, n) ∈ norXi ⇒ (x,−n) /∈ norXi.
Then X is a Lipschitz d-manifold with LBIC and NX = limε→0+NX−ε is the normal cycle introduced
in [14].
Proof. Assume first that reachX > 0; we shall show that X is a Lipschitz d-manifold. Take x ∈ ∂X.
Due to (4) and since the unit normal bundle is closed, there exist n0 ∈ Sd−1, a neighbourhood V of x and
η > 0 such that n ·n0 > η whenever (y, n) ∈ norX for some y ∈X∩V . We may take an open ball for V .
It follows that
(5)Tan(X,y)⊃ T0 := {u: u · n0 −1+ η}, y ∈X ∩ V.
We shall show that even
(6)(y + T0)∩ V ⊂X, y ∈X ∩ V.
Assume the contrary. Then there exist a y ∈X∩V , z ∈ (y+ T0)∩V and τ > 0 such that (z+ (T0 ∩Bτ))
∩ X = ∅. Move z + (T0 ∩ Bτ) towards y along the segment [z, y] and stop at the first contact of
z′ + (T0 ∩ Bτ) with X. Then, at the touching point of z′ + (T0 ∩ Bτ) with X, property (5) is violated,
which is a contradiction.
Let f denote the restriction to ∂X ∩ V of the orthogonal projection onto the hyperplane n⊥0 . Then we
have by (6) |f (y) − f (z)|  η|y − z| for any y, z. Hence, f is invertible and its inverse is Lipschitz,
U = f (∂X ∩ V ) is open and φ :u → f −1(u) · n0 is the local Lipschitz chart for X in V . Thus we have
shown that X is a Lipschitz d-manifold.
If now X is admits a non-osculating UPR representation with full-dimensional sets of positive reach
then X is again a Lipschitz manifold, which can be shown by applying Lemma 1.
It remains to show that (F ) limε→0+NX−ε = NX . If reachX > 0 then this follows from [14,
Theorem 3.1] since X−ε converge to X in the Hausdorff distance and the reaches of X−ε are locally
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in [14, Theorem 3.1], nevertheless, the proof presented there obviously works with local lower bounds
as well.) If X =⋃i Xi is a locally finite union of non-osculating sets with positive reach, we can show
as above that
(F ) lim
ε→0+
N⋂
i∈F (Xi)−ε =N⋂i∈F Xi
for any finite index set F with
⋂
i∈F X
i = ∅, since
⋂
i∈F
(
Xi
)
−ε =
(⋂
i∈F
Xi
)
−ε
due to the non-osculating condition. The result follows now by additivity of normal cycles. ✷
Proposition 4. Let X ⊆ Rd be as in Proposition 3. Then X˜ is a Lipschitz d-manifold with LBIC and its
normal cycle is NX˜ = (F ) limε→0+NX˜−ε =−ρ#NX , where ρ is the mapping (x, n) → (x,−n).
Proof. Note that X˜−ε = X˜ε for sufficiently small ε. The desired equality follows from [14, Corollary 3.1]
(it is not difficult to see that the assumption of compactness of X can be avoided in the proof). ✷
3. Gauss–Bonnet formula
If A,B are two subsets of Rd , the notation A∼ B means that there exists a homeomorphism from A
onto B . By χ we denote the Euler–Poincaré characteristic.
Theorem 1. Let M ⊂ Rd be a Lipschitz d-manifold with compact boundary ∂M . Then for sufficiently
small ε > 0,
M ∼Mε, ∂M ∼ ∂(Mε) and M˜ ∼ M˜ε.
Lemma 2. Let M be as in Theorem 1. Then there exists a Lipschitz mapping v : ∂M → Sd−1 and a
positive number η so that for any m ∈ ∂M , u · v(m) (1 − η)|u| whenever u is a tangent vector to M
at m.
Proof. Let (φα: α ∈ I ) be an atlas of M with the properties (a), (b), and let (ζα: α ∈ I ) be a partition of
unity on ∂M subordinated to the cover (Vα). Since ∂M is compact we may assume that I is finite. Set
v˜(m)=∑α∈I ζα(m)nα and v(m)= v˜(m)/|v˜(m)|, m ∈ ∂M . For m,m′ ∈ ∂M we have∣∣v˜(m)− v˜(m′)∣∣=∑
α∈I
(
ζα(m)− ζα(m′)
)
nα 
∑
α∈I
∣∣ζα(m)− ζα(m′)∣∣ (∑
α∈I
Lip ζα
)
|m−m′|,
thus v˜ is Lipschitz (note that each ζα is clearly Lipschitz since it is continuously differentiable and has
compact support).
Further, let m ∈ ∂M be a regular boundary point, i.e., such that φα is differentiable at x if m ∈ Vα and
m= (x,φα(x)). Then Tan(M,m) must be a d-dimensional halfspace, say {x: x · n 0}, |n| = 1. From
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Indeed, assume that n, nα are not colinear and let t be the orthogonal projection of n to (nα)⊥ normed to
a unit vector. Then the directional derivative of φα at x in direction t satisfies∣∣Dφα(x)t∣∣=
√
1− (n · nα)2
|n · nα|
and the last expression must be bounded by Lipφα , which yields the desired inequality.
Hence we have also n · v˜(m) (L2 + 1)−1/2 and |v˜(m)| (L2 + 1)−1/2. Since v˜ is continuous and the
set of regular points is clearly dense in ∂M , the same inequality must hold for any m ∈ ∂M . Since clearly
|v˜(m)| 1, it is easy to verify that the mapping v is Lipschitz as well.
If m is again regular and u is a unit tangent vector to M at m then it follows from above that
u · v(m)
√
1− (L2 + 1)−1.
Since v is continuous and the tangent bundle of M is a closed set, the same inequality must hold for any
boundary point m ∈ ∂M , and the proof is complete. ✷
Proof of Theorem 1. The mapping v from Lemma 2 is defined so that
(7)η
2
t  dist
(
m+ tv(m),M) t
for any m ∈ ∂M and sufficiently small t (due to the compactness, the relation holds for t less than some
t0 > 0 independent of m). Set
tε(m)= min{t > 0: dist(m+ tv(m),M)= ε}, m ∈ ∂M.
By the implicit function theorem for Lipschitz functions, see, e.g., [4, §7.1], the function tε is Lipschitz
for sufficiently small ε, since (7) assures a linear increase of dist(m + tv(m),M) in t . We define the
function
f ε(m)=m+ tε(m)v(m).
Using an obvious geometric argument and (7), we have for any m,m′ ∈ ∂m∣∣f ε(m)− f ε(m′)∣∣= ∣∣(m+ tε(m)v(m))− (m′ + tε(m′)v(m′))∣∣
min
{|m−m′|, ∣∣(m+ εv(m))− (m′ + εv(m′))∣∣}
 |m−m′| − ε∣∣v(m)− v(m′)∣∣
 (1− εLipv)|m−m′|.
Thus f ε is one-to-one and the inverse (f ε)−1 is Lipschitz for sufficiently small ε. We shall show that
f ε maps ∂M onto ∂Mε. It is sufficient to show that any point outside of M sufficiently close to M
lies on some ray m+ tv(m), t > 0, m ∈ ∂M . Let m ∈ ∂M lie on the graph of the chart φα and in Vα ,
m= (x,φα(x)). The mapping
(y, t) → (y,φα(y))+ tv((y,φα(y)))
has full rank in (x,0) and, hence, by the inverse function theorem for Lipschitz maps [3], its image covers
a neighbourhood of m in Rd . Using again the compactness of ∂M , it follows that for ε sufficiently small,
∂Mε is covered by the image of f ε.
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the mapping
F : z → (f dist(z,M))−1(z)
is a retraction from Mε to M , and
z →
{
f ε ◦ F(z), dist(z,M) ε,
z, dist(z,m) > ε
is a retraction of M˜ to M˜ε. ✷
Corollary 1. If X is a Lipschitz d-manifold with compact boundary then χ(X˜)= (−1)d−1χ(X).
Proof. First, note the result is known if X is a C1,1 manifold since then, the generalized Morse theory
can be used (see [8]). If X is a Lipschitz d-manifold with positive reach then Xε is a C1,1 manifold for
0 < ε < reachX and, consequently,
χ(X˜)= χ(X˜ε)= (−1)d−1χ(Xε)= (−1)d−1χ(X)
for sufficiently small ε, by Theorem 1. Finally, if X is a general Lipschitz d-manifold then reach X˜ε > 0
and we have
χ(X˜)= χ(X˜ε)= (−1)d−1χ(Xε)= (−1)d−1χ(X)
for sufficiently small ε, again by Theorem 1. ✷
Theorem 2. Let X be a Lipschitz d-manifold in Rd with compact boundary and with LBIC and let NX
be (any) its normal cycle. Then NX satisfies the Gauss–Bonnet formula
NX(ϕ0)= χ(X),
where ϕ0 is the 0th curvature form.
Proof. By definition, we have NX = (F ) limi→∞NX−εi for some sequence εi → 0+. By the definition of
the flat convergence, NX(ϕ0)= limi→∞NX−εi (ϕ0). Further, NX−εi (ϕ0)= χ(X−εi ) since reachX−εi > 0.
Thus we get by Theorem 1 and Corollary 1
NX(ϕ0)= lim
i→∞χ(X−εi )= (−1)
d−1 lim
i→∞χ
(
(X˜)εi
)= (−1)d−1χ(X˜)= χ(X). ✷
4. Uniqueness and the principal kinematic formula
We shall start with an easy observation which follows from the definition of nonosculating Lipschitz
d-manifolds.
Lemma 3. Let X,Y be two nonosculating Lipschitz d-manifolds in Rd . Then, for sufficiently small ε > 0,
X−ε and Y−ε are nonosculating sets with locally positive reach and (X ∩ Y )−ε =X−ε ∩ Y−ε.
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following considerations, let X,Y be two Lipschitz d-manifolds in Rd with LBIC and let NX =
(F ) limi→∞NX−εi , NY = (F ) limi→∞NY−εi be its normal cycles defined through the same sequence
εi → 0+. The independence of these and further defined notions on the sequence εi will follow from
Theorem 3. Let norX, norY denote the support of NX , NY , respectively. Denote for δ  0
Rδ = {(x,m,y,n) ∈R4d : m · n > (−1+ δ)|m||n|}
and consider the mapping
f :
(
(norX× norY )∩R0)× [0,1] →Rd ×Rd × Sd−1
(x,m,y,n, t) →
(
x, y,
sin(1− t)θ
sin θ
m+ sin tθ
sin θ
n
)
,
where θ =  (m,n) ∈ [0, π) (cf. [14, §4]). Given δ > 0, let rδ be a C∞ function on R4d with values in
[0,1] such that 1Rδ  rδ  1Rδ/2 . We define a current on R3d by
NδX,Y := f#
((
(NX ×NY )rδ
)× [0,1])
(here [0,1] denotes the one-dimensional current given by Lebesgue integration over the oriented unit
segment). Note that the definition of NδX,Y differs slightly from that given in [14]; we use the smooth
function rδ here in order that the following approximation result holds. We denote by G the projection
(x, y, u) → x − y on R3d . For the definition of the slice 〈T ,G, z〉 of a current T on R3d by G at z, see
[6, §4.3.1].
Lemma 4. For any δ > 0 we have
(i) (F ) limi→∞NδX−εi ,Y−εi =NδX,Y ;(ii) there is a subsequence ε¯i of εi such that
(F ) lim
i→∞
〈
NδX−ε¯i ,Y−ε¯i
,G, z
〉= 〈NδX,Y ,G, z〉
for λd almost all z ∈Rd .
Proof. Assertion (i) follows from the definition of flat convergence since f is smooth, bounded and with
bounded derivative on the support of rδ . (i) implies by [6, §4.3.1] that
lim
i→∞
∫
FK
(〈(
NδX−εi ,Y−εi
−NδX,Y
)
1K,G, z
〉)
dz= 0
for any compact set K ⊆R2d . Assertion (ii) follows then by a standard measure-theoretic argument. ✷
As for sets with positive reach, we can define formally (by integration) the current
NX,Y := f#
((
(NX ×NY )1R0
)× [0,1])
for which, however, NX,Y (φ) is defined only if
∫ |φ|d‖NX,Y‖ < ∞, ‖NX,Y‖ being the supporting
measure of NX,Y . In such a case, NX,Y (φ)= limδ→0+NδX,Y (φ).
Let π be the projection (x, y, u) → (x, u).
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X ∩ (Y + z) has LBIC and
NX∩(Y+z) =NX
(
int(Y + z)× Sd−1)+NY+z(intX× Sd−1)+ π#〈NX,Y ,G, z〉
is its normal cycle.
Proof. First, note that in X,Y + z do not osculate and K is a compact set in R3d then 〈NX,Y1K,G, z〉 =
〈NδX,Y 1K,G, z〉 for some δ > 0 and hence, the slice is well defined. The assertion is true for sets
with positive reach (see [14]) and follows by approximation for Lipschitz manifolds with LBIC by
Lemma 4. ✷
Now we are able to prove the uniqueness of the normal cycle.
Theorem 3. There is a unique normal cycle associated with a Lipschitz d-manifold X in Rd with LBIC
in the sense of Proposition 2.
The proof is based of the Fu’s uniqueness theorem which will be reformulated in our notation.
A current T is called Legendrian if T α = 0 where α(x,n)=∑di=1 nidxi is the contact 1-form in R2d .
Given two (d − 1)-dimensional integral currents S,T supported in Rd × Sd−1, we define the current
J (S, T ) := f#
((
(S × T )1R0
)× [0,1]);
in particular, J (NX,NY )=NX,Y if the normal cycles NX,NY are defined. Again, J (S, T ) can be applied
only to such forms for which the integral with respect to the supporting measure converges. One can
show by standard methods that if S,T have locally (Hd−1, d − 1) rectifiable supports then the slice
〈J (S, ρT ),G, z〉 is well defined for almost all rotations ρ ∈ SO(d) and almost all z ∈Rd .
Fu [9, Theorem 3.2]. Given a compact set X ⊆Rd , there is at most one compactly supported Legendrian
cycle T on Rd × Sd−1 such that for almost all (v, t) ∈ Sd−1 ×R,(
T 
(
int(Hv,t)× Sd−1
)+ π#〈J (T ,NHv,0),G, tv〉)(ϕ0)= χ(X ∩Hv,t ),
where Hv,t = {x ∈Rd : x · v  t}.
Proof of Theorem 3. Assume first that X is compact. We shall show that NX = (F ) limi→∞NX−εi
satisfies the assumptions of the Fu’s theorem. The properties of being a cycle and Legendrian are clearly
preserved by flat limits. Since X and the halfspace Hv,t do not osculate for almost all (v, t), we may
apply Lemma 5 to X and Y =Hv,0 for almost all v ∈ Sd−1 and we get(
NX
(
int(Hv,t)× Sd−1
)+ π#〈NX,Hv,t ,G, z〉)(ϕ0)=NX∩Hv,t (ϕ0)
for almost all (v, t) (note that (NHv,t(intX×Sd−1))(ϕ0)= 0). Applying Theorem 2 for X∩Hv,t , we get
the desired formula.
For a general (not compact) set X, we get in the same way that NX∩C is uniquely defined for any cube
C not osculating with X. Considering a sequence of such cubes expanding to the whole space, we see
that NX is uniquely defined as well. ✷
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measure of X as signed Borel measure on R2d by
Ck(X;A)= (NX1A)(ϕk)
for any bounded Borel subset A ⊆ R2d , where ϕk is the kth Lipschitz–Killing curvature form [17].
Commonly, the term curvature measure is used for the first projections on Rd denoted here by
%Ck(X; ·)= Ck
(
X; · × Sd−1).
We define also %Cd(X; ·) as the restriction of the d-dimensional Lebesgue measure to X. The flat
convergence of the normal cycles implies obviously the weak convergence of the curvature measures.
Now we can state the principal kinematic formula for Lipschitz d-manifolds with LBIC. Let Gd denote
the group of all Euclidean motions in Rd (compositions of rotations and translations) and let µd be the
natural invariant measure on Gd normalized as product measure of the invariant probability measure over
the group of rotations with the Lebesgue measure over the set of translations.
Theorem 4. Let X, Y be Lipschitz d-manifolds inRd with LBIC. Then for any 0 k  d−1 and bounded
Borel subsets A, B of Rd we have,∫
Gd
%Ck(X ∩ gY ;A∩ gB)µd(dg)= c(d, r, s)
∑
1r,sd
r+s=d+k
%Cr(X;A)%Cs(Y ;B),
where
c(d, r, s)= >((r + 1)/2)>((s + 1)/2)
>((r + s − d + 1)/2)>((d + 1)/2) .
The proof will be split into several steps. Note that the differential (2d − 1)-forms ψr,s on R3d ,
0 r, s  d − 1, appearing in the translative integrals of curvature measures are defined in [13].
Lemma 6. Let X, Y be Lipschitz d-manifolds in Rd with LBIC such that (NX,Y1K)(ψr,s) is well
defined (locally finite) for any compact set K ⊆ R3d . Then for k = 0,1, . . . , d − 1 and for any bounded
measurable real function h on R2d × Sd−1 with compact support we have∫
π#〈NX,Yh,G, z〉(ϕk) dz=
∑
r+s=d+k
1r,sd−1
(NX,Yh)(ψr,s).
Proof. Applying [6, §4.3.2], we obtain∫
π#〈NX,Yh,G, z〉(ϕk) dz=
(
(NX,Yh)G#Ωd
)
(π#ϕk)= (NX,Yh)
(
G#Ωd ∧ π#ϕk
)
,
where Ωd denotes the volume d-form in Rd . The proof is completed by applying the identity
G#Ωd ∧ π#ϕk =
∑
r+s=d+k
1r,sd−1
ψr,s,
see [13, Eq. (7)] or [12, Lemma 2]. ✷
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Proposition 5. Let X,Y, k,h be as in Lemma 6 and assume further that X,Y + z do not osculate for λd
almost all z ∈ Rd . Then∫ ∫
Rd
h(x, x − z, u)Ck
(
X ∩ (Y + z), d(x, u))dz
=
∫ ∫
X
h(x, y, u)Ck
(
Y ;d(y,u))dx + ∫ ∫
Y
h(x, y, u)Ck
(
X;d(x,u)) dy
+
∑
r+s=d+k
1r,sd−1
(NX,Yh)(ψr,s).
Proof. Denote hz(x, u)= h(x, x − z, u). Using Lemma 5, we can write the left hand side of the integral
formula as∫ (
NX∩(Y+z)h(z)
)
(ϕk) dz =
∫ ((
NX
(
int(Y + z)× Sd−1))h(z))(ϕk) dz
+
∫ (
NY+z
(
intX× Sd−1)h(z))(ϕk) dz
+
(∫
π#〈NX,Y+z,G,0〉h(z)
)
(ϕk) dz
=: I1 + I2 + I3.
The first integral can be expressed as
I1 =
∫ ∫
1int(Y+z)(x)h(x, x − y,u)Ck
(
X;d(x,u))dz
=
∫ ∫
Y
h(x, y, u)Ck
(
X;d(x,u))dy.
Similarly, we find that
I2 =
∫ ∫
X
h(x, y, u)Ck
(
Y ;d(y,u))dx.
The proof is completed by applying Lemma 6 for I3. ✷
The proof of Theorem 4 will be finished by proving
Lemma 7. Let X,Y,A,B be as in Theorem 4. Then for almost all rotations ρ ∈ SO(d),
(a) X,ρY + z do not osculate for λd almost all z ∈Rd;
(b) (NX,ρY1K)(ψr,s) is well defined (finite) for any compact set K and 1 r, s  d − 1, r + s  d .
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(8)
∫
SO(d)
(NX,ρY1A×ρB×Sd−1)(ψr,s) ϑ(dρ)= c(d, r, s)%Cr(X;A)%Cs(Y ;B)
for any 1 r, s  d − 1, r + s  d .
Proof. It can be shown exactly in the same way as in [5, §6.11] that X,gY are nonosculating for µd
almost all g ∈ Gd . From this fact, (a) easily follows.
We shall show (8) in an equivalent form for smooth functions:∫
SO(d)
(
NX,ρYFρ
)
(ψr,s) ϑ(dρ)= c(d, r, s)
∫
v(x)%Cr(X;dx)
∫
w(y)%Cs(Y ;dy),
where Fρ(x, y, u)= v(x)w(ρ−1y) and v,w are C∞ smooth functions on Rd with compact supports. We
shall show that both sides of (8) can be approximated by the analogous expressions with X, Y replaced
with X−ε , Y−ε, respectively. The right hand side can clearly be approximated in this way. For the left-hand
side, note that(
NX,ρYFρ
)
(ψr,s)= lim
δ→0+
(
NδX,ρYFρ
)
(ψr,s)
whenever the left-hand side is well defined, and for any δ > 0,(
NδX,ρYFρ
)
(ψr,s)= (F ) lim
ε→0+
(
NδX−ε,ρY−εF
ρ
)
(ψr,s)
by Lemma 4(i). Applying [14, Theorem 4.2], we find that(
NδX−ε,ρY−εF
ρ
)
(ψr,s) const(δ)H2d−2
(
(norX−ε × norY−ε)∩K
)
,
where K =K1 × Sd−1 ×K2 × Sd−1 is a compact set such that supp v ⊆K1 and suppw ◦ ρ−1 ⊆K2 for
any ρ ∈ SO(d). Note that the Hausdorff measures of norX−ε and norY−ε are locally bounded uniformly
in ε due to the weak convergence of Cd−1(X−ε; ·), Cd−1(Y−ε; ·), respectively. We shall show that for any
compact set K ⊆R2d ,
(9)lim
δ→0+
sup
ε>0
∫
SO(d)
∫
K×Sd−1
|ψr,s|d
∥∥NX−ε,ρY−ε −NδX−ε,ρY−ε∥∥ϑ(dρ)= 0,
which implies both (b) and (8). Using again [14, Theorem 4.2], we get∫
K
|ψr,s|d
∥∥NX−ε,ρY−ε −NδX−ε,ρY−ε∥∥
 const
∫
norX−ε×norY−ε
1K(x, y)1{m·ρn<−1+δ}
(
1− (m · ρn)2)3−dH2d−2(d(x,m,y,n)).
A direct computation shows that
lim
δ→0+
∫
SO(d)
1{m·ρn<−1+δ}
(
1− (m · ρn)2)3−d ϑ(dρ)= 0
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above), (9) follows and the proof is complete. ✷
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