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a b s t r a c t
In this paper, we study a class of quasi-symmetric seventh degree system. By making two
appropriate transformations of system (3) and calculating general focal values carefully, we
obtain the conditions that the infinity and the elementary focus (− 12 , 0) become centers at
the same time.Moreover, 12 limit cycles including 6 small limit cycles from the elementary
focus and 6 large limit cycles from the infinity can occur under a certain condition. What
is worth mentioning is that similar conclusions are less and our work is new in terms of
research about quasi-symmetric systems up till now.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In the qualitative theory of planar differential equations, the second part of the well-known 16th Hilbert problem
remained unsolved since D. Hilbert proposed the 23 mathematical problems at the second international congress of
mathematics in 1900, which is also one of the 18 challengingmathematical problems for the 21st century posed by S. Smale
(see the introduction of article [1–3]). It is concerned with the maximum number of limit cycles and the relative position of
limit cycles of the real planar polynomial systems of degree n:
dx
dt
= Pn(x, y), dydt = Qn(x, y). (1)
Let H(n) be the maximum possible number of limit cycles of (1) when Pn and Qn are of degree at most n. This is an open
problem that has attracted more attention but which has been remarkably intractable in general. With the development of
computer calculational software, many good results have been obtained. Some survey articles [1–4] (and references therein)
have discussed this problem and reported the recent new improvements. The articles [5,6] showed H(2) ≥ 4, [7,8] gave
H(3) ≥ 12, [9] obtained H(4) ≥ 16 and [10] obtained H(5) ≥ 23. In addition, there are some results of H(n) for a general
n, for example: [11] showed H(n) ≥ n2 − n, while [12] obtained that H(n) grew at least as rapidly as n2/ ln n.
The above studies are concerned with the bifurcations of small limit cycles of elementary focus points. For the case of
infinity, being difficult, there are less results. In terms of the problems of limit cycles at infinity, several special systems have
been studied. Article [13] studied the following system
dx
dt
= λ1x− ηy+ Ax2 + (B+ 2D)xy+ Cy2 + (λ2x− y)(x2 + y2),
dy
dt
= ηx− λ1y+ Dx2 + (E − 2A)xy− Dy2 + (x+ λ2y)(x2 + y2),
(2)
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and obtained that system (2) had 5 large limit cycles (namely limit cycles around the infinity). Let the number of limit cycles
around infinity of the n degree system be I(n), then [13] gave I(3) ≥ 5. From then on, the other known results about the
bifurcations of large limit cycles are as follows: Article [14] gave I(3) ≥ 4, [15] gave I(3) ≥ 6, [16,17] gave I(3) ≥ 7, [18]
gave I(5) ≥ 6, [19] gave I(5) ≥ 8, [20] gave I(5) ≥ 9, [21] gave I(7) ≥ 9, and [22] gave I(7) ≥ 10. In addition, among the
research about infinity of a polynomial system, the problem of determining whether the infinity of a system can be a center
is also a significant and difficult problem; only several special systems have been investigated: cubic system in [13,15] and
quintic system in [23].
In this paper, we investigate the bifurcation of limit cycles and general center problems for a class of seventh degree
system with the following form
dx
dt
= −(xδ + y)(x2 + y2)3 − P(x, y),
dy
dt
= (x− yδ)(x2 + y2)3 + Q (x, y),
(3)
in which
P(x, y) = (1+ a1)x4y+ (3+ 2a1)x5y+ 4a4x3y2 + (a2 + 4a4)x4y2 − (a1 − a3 − 2a5)x2y3
+ (3+ 2a5)x3y3 + 2x(a6 + 2a4x)y4 − (a3 + 2a1x− 2a5x)y5 − a2y6
+ 1
2
x2(x− y)(x+ y)(x+ 3x2 + 3y2)δ,
Q (x, y) = 1
2
x5(1+ 3x)+ a4x4(1+ 2x)y− 12 (1+ 4a1 − 2a5)x
3y2 − (4a1 − a5)x4y2 − (a4 − a6)x2y3
− 2a2x3y3 − (2a3 + a5)xy4 − 12 (3+ 8a1)x
2y4 − y5(a6 + 2a2x+ 2a4x+ a5y)− x3y(x+ 3x2 + 3y2)δ,
and δ, ai(i ∈ {1, 2, 3, 4, 5}) are real numbers.
By making two appropriate transformations of system (3) and calculating the general focal values carefully, we obtain
that the infinity and the elementary focus (− 12 , 0) of (3) have the same general center conditions and the similar bifurcation
behaviors. So system (3) is called a class of quasi-symmetric seventh degree system. By simplifying the general focal values,
it is easy to obtain the conditions that the infinity and the elementary focus (− 12 , 0) of (3) become centers at the same
time. Moreover, we give the conclusion that 12 limit cycles including 6 small limit cycles from the elementary focus and
6 large limit cycles from the infinity can occur under certain conditions. Similar conclusions are less so far. What is worth
mentioning is that our work is new in terms of research about quasi-symmetric systems.
The paper is organized as follows. In Section 2, we introduce a kind of preliminary method to calculate focal values (or
Liapunov constants). In Section 3, wemake two appropriate transformations which let research on system (3) be reduced to
investigating a class of z2-equivariant cubic system in which six focal values with more simple expressions are given. Being
based on it, we find the condition that the infinity and the elementary focus (− 12 , 0) of (3) can be general centers and prove
them: in addition, we give the condition that 12 limit cycles including 6 small limit cycles from the elementary focus and 6
large limit cycles from the infinity can occur.
2. Some preliminary results
In order to use the algorithm of singular point values to compute focal values and construct the Poincaré succession
function, we need to discuss the relation between focal values and singular point values. Considering the following real
system
dx
dt
= δx− y+
∞∑
k=2
Xk(x, y),
dy
dt
= x+ δy+
∞∑
k=2
Yk(x, y),
(4)
in which Xk(x, y) = ∑α+β=k Aαβxαyβ , Yk(x, y) = ∑α+β=k Bαβxαyβ , under the polar coordinates x = r cos θ, y = r sin θ ,
system (4) takes the following form:
dr
dθ
= r
δ +
∞∑
k=2
rk−1ϕk+1(θ)
1+
∞∑
k=2
rk−1ψk+1(θ)
, (5)
in which
ϕk+1(θ) = cos θXk(cos θ, sin θ)+ sin θYk(cos θ, sin θ),
ψk+1(θ) = cos θYk(cos θ, sin θ)+ sin θXk(cos θ, sin θ), k = 2, 3, . . . .
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For sufficiently small h, let
d(h) = r(2pi, h)− h, r = r(θ, h) =
∞∑
m=1
vm(θ)hm (6)
be the Poincaré succession function and solution of Eq. (5) which satisfy the initial-value condition r|θ=0 = h. It is evident
that
v1(θ) = eδθ > 0, vm(0) = 0, m = 2, 3, . . . .
Definition 2.1. For system (4), in the expression (6), if v1(2pi) 6= 1, then the origin is called the rough focus (strong focus);
if v1(2pi) = 1, and v2(2pi) = v3(2pi) = · · · = v2k(2pi) = 0, v2k+1(2pi) 6= 0, then the origin is called fine focus (weak focus)
of order k, and the quantity of v2k+1(2pi), k = 1, 2, . . . is called the kth focal value at the origin; if v1(2pi) = 1, and for any
positive integer k, v2k+1(2pi) = 0, then the origin is called a center. 
By means of the transformation
z = x+ iy, w = x− iy, T = it, i = √−1,
system (4)|δ=0 can be transformed into the following complex system:
dz
dT
= z +
∞∑
k=2
Zk(z, w) = Z(z, w),
dw
dT
= −w −
∞∑
k=2
Wk(z, w) = −W (z, w),
(7)
in which z, w, T are complex variables and
Zk(z, w) =
∑
α+β=k
aαβzαwβ , Wk(z, w) =
∑
α+β=k
bαβwαzβ .
Obviously, the coefficients of (7) satisfy conjugate condition, i. e.
aαβ = bαβ , α ≥ 0, β ≥ 0, α + β ≥ 2.
System (4)|δ=0 and system (7) are called concomitant systems.
Lemma 2.1 (See [14,24]). For system (7), we can derive successively the terms of the following formal series:
M = 1+
∞∑
α+β=1
cαβzαwβ ,
such that
∂M
∂z
Z − ∂M
∂w
W +
(
∂Z
∂z
− ∂W
∂w
)
M =
∞∑
m=1
(m+ 1)µm(zw)m,
where c11 = 1, c20 = c02 = 0,∀ckk ∈ R, k = 2, 3, . . . , and for any integer m, µm is determined by the following formulas:
c1,1 = 1, c2,0 = c0,2 = 0,
if (α = β = 0 and β 6= 1) or α < 0, or β < 0, then cα,β = 0,
else
cα,β = 1
β − α
α+β+2∑
k+j=3
[(α − k+ 1)ak,j−1 − (β − j+ 1)bj,k−1]cα−k+1,β−j+1,
µm =
2m+4∑
k+j=3
[(m− k+ 2)ak,j−1 − (m− j+ 2)bj,k−1]cm−k+2,m−j+2.
µk in Lemma 2.1 is called the kth order singular point value at the origin of system (7). 
Lemma 2.2 (See [24]). For system (4) and any positive integer m, among v2m(2pi), vk(2pi) and vk(pi), there exists the following
relation
v2m(2pi) = 11+ v1(pi)
[
ξ (0)m (v1(2pi)− 1)+
m−1∑
k=1
ξ (k)m v2k+1(2pi)
]
,
where ξ (k)m are all polynomials of v1(pi), v2(pi), . . . , vm(pi) and v1(2pi), v2(2pi), . . . , vm(2pi) with rational coefficients. 
Obviously, we can imply that v2m(2pi) = 0 when v1(2pi) = 1, v2k+1(2pi) = 0, k = 1, 2, . . . ,m− 1.
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Lemma 2.3 (See [14,24]). For system (4)|δ=0, (7) and any positive integer m, the following assertion holds:
v2k+1(2pi) = ipi
(
µm +
m−1∑
k=1
ξ (k)m µk
)
,
where ξ (k)m , (k = 1, 2, . . . ,m− 1) are polynomial functions of coefficients of system (7). 
According to Lemmas 2.2 and 2.3, we have
Theorem 2.4. For system (4)|δ=0 and (7), the following relation holds:
v2m+1(2pi) = ipiµm,
when µk = 0, k = 1, 2, . . . ,m− 1. 
Lemma 2.5 (See [24]). For system (4), we have the following conclusions:
(a) System (4) can bifurcate m limit cycles at most in a small enough neighborhood at the origin of (4), if the following
conditions hold:
v1(2pi, )− 1 = λ0 l0+N + o( l0+N+1),
v2k+1(2pi, )− 1 = λk lk+N + o( lk+N+1), k = 1, 2, . . . , 0 < ||  1,
where l0, l1, . . . , lm,m,N are positive integers and lm = 0, λm 6= 0.
(b) If conditions in (a) hold, and λkλk−1 < 0, (k = 1, 2, . . . ,m), lk−1 − lk > lk − lk+1, (k = 1, 2, . . . ,m − 1), then∑m
k=0 λk lkh2k = 0 has m positive solutions, i.e.,
hk() =
√(
−λk−1
λk
)
 lk−1−lk + o
(

lk−1−lk
2
)
.
Accordingly, system (4) can bifurcate m limit cycles which are near circles x2 + y2 = (− λk−1
λk
) lk−1−lk . 
3. The reduction, center condition and bifurcation behavior of system (3)
After introducing themethod to calculate the focal values of system (4),we try tomake some appropriate transformations
so as to carry out our investigation.
By means of the Bendixson homeomorphous transformation
u = x
x2 + y2 , v =
y
x2 + y2 , (8)
and time transformation
dτ = (x2 + y2)3dt, (9)
system (3) can be transformed into the following real system
du
dτ
= δu− v + 3δ
2
u2 + 2a1uv + a2v2 + δ2u
3 + a1u2v + a2uv2 + a3v3,
dv
dτ
= u+ δv + 3
2
u2 + 2a4uv + a5v2 + 12u
3 + a4u2v + a5uv2 + a6v3.
(10)
After making the above two transformations, the infinity and the elementary focus point (− 12 , 0) of (3) respectively become
the origin and (−2, 0) of system (10). For system (10), we have the following theorem.
Theorem 3.1. System (10) is a class of z2-equivariant cubic system about point (−1, 0). 
Proof. By means of translation transformation
u = x− 1, v = y,
system (10) turns into
dx
dτ
= − δ
2
x− (a1 + 1)y+ δ2x
3 + a1x2y+ a2xy2 + a3y3,
dy
dτ
= −1
2
x+ (δ − a4)y+ 12x
3 + a4x2y+ a5xy2 + a6y3.
(11)
Obviously point (−x,−y) lies in (11) if (x, y) satisfies (11), then system (11) is a class of z2-equivariant cubic system about
the origin. Hence system (10) is a class of z2-equivariant cubic system about point (−1, 0). 
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Aftermaking transformations (8) and (9), system (3) becomes a symmetric system about elementary focus point (−1, 0),
so here we call system (3) a class of quasi-symmetric system. In fact, through investigating the center condition and
bifurcation behavior of the origin of system (10), those of the infinity and the elementary focus point (− 12 , 0) of (3) can
been forecast.
Definition 3.1. The infinity and the elementary focus (− 12 , 0) of (3) are called general centers (general kth fine focus) if the
origin and (−2, 0) of (10) are centers (kth fine focus)under a certain condition. 
Definition 3.2. The focal values of system (10) or (11) are called general focal values of system (3). 
In order to investigate the general centers problem and bifurcation behaviors of (3), subsequently we may as well study
system (10) or system (11).
Making the following transformation
z = u+ iv, w = u− iv, T = iτ , i = √−1, (12)
system (10)δ = 0 becomes
dz
dT
= z + Z2(z, w)+ Z3(z, w),
dw
dT
= −w −W2(z, w)−W3(z, w),
(13)
in which
Z2(z, w) = 18 (3− 4a1 + 2ia2 − 4ia4 − 2a5)z
2 + 1
4
(3− 2ia2 + 2a5)zw + 18 (3+ 4a1 + 2ia2 + 4ia4 − 2a5)w
2,
Z3(z, w) = 116 (1− 2a1 + 2a3 − 2ia4 − 2a5 + 2ia6)z
3 + 1
16
(3− 2a1 − 6a3 − 2ia4 + 2a5 − 6ia6)z2w
+ 1
16
(3+ 2a1 + 6a3 + 2ia4 + 2a5 + 6ia6)zw2 + 116 (1+ 2a1 − 2a3 + 2ia4 − 2a5 − 2ia6)w
3,
W2(z, w) = 18 (3− 4a1 − 2ia2 + 4ia4 + 2a5)w
2 + 1
4
(3+ 2ia2 + 2a5)zw + 18 (3+ 4a1 − 2ia2 − 4ia4 − 2a5)w
2,
W3(z, w) = 116 (1+ 2a1 − 2a3 − 2ia4 − 2a5 + 2ia6)z
3 + 1
16
(3+ 2a1 + 6a3 − 2ia4 + 2a5 − 6ia6)z2w
+ 1
16
(3− 2a1 − 6a3 + 2ia4 + 2a5 + 6ia6)zw2 + 116 (1− 2a1 + 2a3 + 2ia4 − 2a5 − 2ia6)w
3.
We note that
A1 = 2(1+ a5)a4 + (2+ a1 + a5)a2,
A2 = 2(1+ a1)(1+ a5)− a3,
A3 = 3a4 + (a1 + a5)(5a2 + 4a4),
A4 = 6(a1 + a5)(1+ a1)+ (5a2 − 2a4)a4.
Clearly system (13) belongs to the class of system (7), so we can use the formulas of Lemma 2.1 and the conclusion of
Theorem 2.4. By using computational software such as Mathematica to compute and simplify the focal values, we obtain
Theorem 3.2. The first 6 focal values of (11)δ = 0 at the singular points (−1, 0) and (1, 0) are as follows:
v3 = 14 (a2 + 2a1a2 − 2a4 + 2a2a5 − 2a4a5 + 3a6),
v5 = 136 (−3A2A3 + 2A1A4),
v7 = 1864h0h3,
v9 = 145360h0h4,
v11 = 1698544h0h5,
v13 = −4485562001a2(a2 − a4)(2a2 − a4)(4a2 − a4)(5a2 − a4)(2a2 + a4)(4a2 + a4)h0h6
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where
h0 = 3(a1 + a5)A2 − 2a4A1,
h3 = 30a2 − 54a1a2 − 84a21a2 + 70a32 − 105a2a3 + 36a4 + 36a1a4
− 70a22a4 − 84a3a4 − 52a2a24 + 16a34 + 126a2a5 + 126a1a2a5,
h4 = 108(1+ a1)2(5a2 − 8a4)− 12(1+ a1)(525a32 − 420a22a4 − 110a2a24 + 92a34)
+ 5(539a52 − 560a32a24 + 448a22a34 + 96a2a44 − 64a54),
h5 = [−4(1+ a1)2(128a2 − 97a4)+ 4(1+ a1)(3136a32 − 2401a22a4 + 440a2a24 + 94a34)
− a4(7007a42 − 784a32a4 + 2352a22a24 − 1256a2a34 + 16a44)](9+ 9a1 + 4a24),
h6 = 9038315a22 + 4146497a2a4 + 191510a24. 
With the help of a computer, we obtain
Lemma 3.1. The resultant of h4, h5 with respect to a1 is
R(h4, h5, a1) = a52(a2 − a4)3(2a2 − a4)(4a2 − a4)2(5a2 − a4)(2a2 + a4)(4a2 + a4)∆(a2, a4).
where
∆(a2, a4) = 20a32 − 35a22a4 − 20a2a24 − a34. 
By using Lemma 3.1 and letting v13 = 0, we have
Lemma 3.2. If the singular points (−1, 0) and (1, 0) of (11)δ = 0 are bi-center, then we have
a2(a2 − a4)(2a2 − a4)(4a2 − a4)(5a2 − a4)(2a2 + a4)(4a2 + a4)h0 = 0. 
Theorem 3.3. The first six focal values of (11)δ = 0 at the singular points (−1, 0) and (1, 0) are all zero, if and only if one of the
following conditions is satisfied:
(C1) : a4 = 0, a1 = −a5, a6 = −13a2;
(C2) : a4 = 0, a1 + a5 6= 0, a2 = a6 = 0;
(C3) : a1 + a5 6= 0, a6 = 13 (−a2 − 2a1a2 + 2a4 − 2a2a5 + 2a4a5),
2(1+ a1)(a1 + a5)2 − a24(1+ 2a1 + 2a5) = 0, h0 = 0;
(C4) : a3 = 2(1+ a1)(1+ a5), a6 = 13 (−a2 − 2a1a2 + 2a4 − 2a2a5 + 2a4a5),
A1 = 0;
(C5) : a4 6= 0, a1 = 12 (−2+ 3a
2
4), a2 = a4, a3 = a24(1− a24 + a5), a6 = a4(1− a24);
(C6) : a4 6= 0, a1 = 18 (−8+ 5a
2
4), a2 =
1
2
a4, a5 = −18 (8+ a
2
4),
a3 = − 532a
4
4, a6 =
1
4
a4(2− a24);
(C7) : a4 6= 0, a1 = − 132 (32+ 15a
2
4), a2 =
1
4
a4, a3 = 1512a
2
4(64+ 15a24),
a5 = − 132 (96+ 17a
2
4), a6 = −
3
16
a4(4+ a24);
(C8) : a4 6= 0, a1 = − 150 (50+ 21a
2
4), a2 =
1
5
a4, a3 = 11250a
2
4(250+ 63a24),
a5 = − 150 (200+ 39a
2
4), a6 = −
1
25
a4(35+ 9a24);
(C9) : a4 6= 0, a1 = −19 (9+ 4a
2
4), a2 = 0, a3 = 0, a6 =
2
3
a4(1+ a5);
(C10) : a4 6= 0, a1 = −18 (8+ 3a
2
4), a2 = −
1
2
a4, a3 = 316a
2
4(4+ a24 + 4a5),
a6 = 18a4(4− a
2
4 + 8a5);
(C11) : a4 6= 0, a1 = − 132 (32+ 15a
2
4), a2 = −
1
4
a4, a3 = 1512a
2
4(832+ 495a24),
a5 = 132 (160+ 111a
2
4), a6 =
1
16
a4(76+ 45a24). 
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Proof. At first, we prove the sufficiency.
Substituting each condition (Cj), (j = 1, 2, . . . , 11) into the above formulas of v3, v5, . . . , v13, respectively, it follows
that v3 = v5 = · · · = v13 = 0. Thus, the sufficiency of this theorem holds.
Next we prove that the fact that each (Cj) holds is the necessary condition for v3 = v5 = · · · = v13 = 0. By using
Lemma 3.2, we shall consider the following four cases.
(1) If a4 = 0 and h0 6= 0 then Lemma 3.2 implies that a2 = 0. Hence, the relationship
4v3 = 3a6 = 0,
h0 = 3(a1 + a5)(2+ 2a1 − a3 + 2a5 + 2a1a5) 6= 0
follows the condition C2.
(2) If h0 6= 0 and a2(a2 − a4)(2a2 + a4) = 0, by solving v3 = v5 = · · · = v13 = 0, we have
18a1 = −18+ 25a22 + 10a2a4 − 8a24,
12a3 = −a2(−20a2 + 8a4 + 5a2a24 + 7a34 − 20a2a5 + 8a4a5)
6a6 = 2a2 + 4a4 − 5a22a4 − a2a24 − 4a2a5 + 4a4a5.
Thus, when a2 = 0, we obtain the condition C9. When a2 − a4 = 0,we have the condition C5. When 2a2 + a4 = 0, it gives
rise to the condition C10.
(3) If h0 6= 0 and (2a2 − a4)(4a2 − a4)(5a2 − a4)(4a2 + a4) = 0. By solving v3 = v5 = · · · = v13 = 0, we have
6a4a1 = 160a32 − 6a4 − 45a22a4 − 10a2a24,
18a24a3 = a2(1920a32 − 1344a22a4 + 132a2a24 + 647a32a24 + 30a34 − 556a22a34 + 103a2a44 + a54),
6a34a5 = −(960a32 − 672a22a4 + 36a2a24 + 320a32a24 + 36a34 − 237a22a34 + 28a2a44 + 6a54),
9a24a6 = −(960a32 − 672a22a4 + 39a2a24 + 400a32a24 + 24a34 − 269a22a34 + 29a2a44 + 5a54).
So that, when 2a2− a4 = 0, we have the condition C6. When 4a2− a4 = 0, we obtain the condition C7. When 5a2− a4 = 0,
we have the condition C8. When 4a2 + a4 = 0, we obtain the condition C11.
(4) If h0 = v3 = v5 = 0. We consider the following three subcases.
(41) A1 = A2 = 0,. By solving A2 = 0, and v3 = 0, we obtain a3 and a6. It follows the condition (C4).
(42) |A1| + |A2| 6= 0, and |a4| + |a1 + a5| 6= 0. In this case, when h0 = 0, there exists a constant s 6= 0, such that
A1 = 3s(a1 + a5), A2 = 2sa4. It follows that
v5 = s6 [(a1 + a5)A4 − a4A3] =
s
2
[2(1+ a1)(a1 + a5)2 − a24(1+ 2a1 + 2a5)].
Thus, if |a4| + |a1 + a5| 6= 0, then when v5 = 0, we have a1 + a5 6= 0. It follows the condition (C3).
(43) |A1| + |A2| 6= 0, and a4 = a1 + a5 = 0. We see from v3 = 0 that a2 + 3a6 = 0. Thus we have the condition C1. 
By analyzing each one of the conditions of Theorem 3.3 carefully, we have the following conclusions (i.e., Theorem 3.4).
Theorem 3.4. A sufficient condition that the singular points (−1, 0) and (1, 0) of (11)|δ = 0 are bi-center is that one of
conditions (Cj) (j = 1, 2, . . . , 11) holds. 
Proof. We next prove that each condition of (Cj), (j = 1, 2, . . . , 11) is a sufficient condition such that system (11)δ = 0
has bi-center at the singular points (−1, 0) and (1, 0). Next we shall try to give all possible integral factors and invariant
integrals of (11)|δ = 0.
1. Suppose that the condition (C1) holds, system (11)|δ = 0 becomes
dx
dτ
= −(a1 + 1)y+ a1x2y+ a2xy2 + a3y3,
dy
dτ
= −1
2
x+ 1
2
x3 − a1xy2 − 13a2y
3,
(14)
which is a Hamiltonian system and has the Hamiltonian quantity
F1(x, y) = 14 [x
2 − 2(1+ a1)y2] − 124 [3x
4 − 12a1x2y2 − 8a2xy3 − 6a3y4].
2. Suppose that the condition (C2) holds, system (11)|δ = 0 becomes
dx
dτ
= y(−1− a1 + a1x2 + a3y2), dydτ =
1
2
x(−1+ x2 + 2a5y2). (15)
Denote that
g1(x, y) = 2+ a1 + a5 − a1x2 − a5x2 − 2a3y2 + 2a1a5y2 − 2a25y2,
g2(x, y) = −1+ x2 + 2a5y2.
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System (15) has an integral factor
M2(x, y) = f −11
and a first integral
F2(x, y) = f1f (a1+a5)2 ,
where
f1 = g21 − [2a3 + (a1 − a5)2]g22 ,
f2 =

(
g1 +
√
2a3 + (a1 − a5)2 g2
g1 −
√
2a3 + (a1 − a5)2 g2
) 1√
2a3+(a1−a5)2
, if 2a3 + (a1 − a5)2 > 0;
exp
2(−1+ x2 + 2a5y2)
2+ (a1 + a5)(1− x2 + a1y2 − a5y2) , if 2a3 + (a1 − a5)
2 = 0;
exp
(
2√−2a3 − (a1 − a5)2 arctan g2g1
)
, if 2a3 + (a1 − a5)2 < 0.
3. Suppose that the condition (C3) holds, system (11)|δ = 0 has an integral factor
M3(x, y) = f 2(a1+a5)3
and a first integral
F3(x, y) = f (1+2a1+2a5)3 f4,
where
f3 = (a1 + a5)x− a4y,
f4 = (2+ a1 + a5)[a4x+ 2(1+ a1)(a1 + a5)y] − (1+ a1 + a5)[a4x3 + 2(1+ a1)(a1 + a5)x2y
+ 2a4(1+ a5)xy2 + 2a3(a1 + a5)y3].
4. Consider the condition (C4).
Under the condition (C4), if a2 = a4 = 0, then, a6 = A1 = 0. Thus, when a1 + a5 = 0, the condition (C1) holds; when
a1 + a5 6= 0, the condition (C2) holds. In addition, if |a2| + |a4| 6= 0, then A1 = 0 implies that there exists a constant r such
that 2+ a1 + a5 = 2ra4, 1+ a5 = −ra2. In this case, the condition (C4) can be changed into
(C˜4) : |a2| + |a4| 6= 0, a1 = −1+ (a2 + 2a4)r,
a3 = −2a2(a2 + 2a4)r2, a5 = −1− a2r, a6 = a2(1− 2a4r).
Under the conditions (C˜4), system (11)|δ = 0 becomes
dx
dτ
= −(a2 + 2a4)ry+ (−1+ a2r + 2a4r)x2y+ a2xy2 − 2a2(a2 + 2a4)r2y3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y− (1+ a2r)xy2 + a2(1− 2a4r)y3.
(16)
which has an integral factor
M4(x, y) = f −(1+a1+a5)5 f −16
and a first integral
F4(x, y) = f5f6f a47 ,
where
f5 =
{
[1+ (1+ a1 + a5)(1− x2 − 2y2 − 2a5y2)]
1
1+a1+a5 , if 1+ a1 + a5 6= 0;
e1−x
2−2y2−2a5y2 , if 1+ a1 + a5 = 0,
f6 = x2 + 2a4xy− 2(1+ a1)y2,
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f7 =

x+ a4y−
√
2+ 2a1 + a24 y
x+ a4y+
√
2+ 2a1 + a24 y

1√
2+2a1+a24
, if 2+ 2a1 + a24 > 0;
exp
−2y
x+ a44y , if 2+ 2a1 + a
2
4 = 0;
exp
 −2√
−2− 2a1 − a24
arctan
y
x+ a4y
 , if 2+ 2a1 + a24 < 0.
5. Suppose that the condition (C5) holds, system (11)|δ = 0 becomes
dx
dτ
= −3
2
a24y+
1
2
(−2+ 3a24)x2y+ a4xy2 + a24(1− a24 + a5)y3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y+ a5xy2 + a4(1− a24)y3.
(17)
Denote that
g10 = 2a24(2+ a24 + 2a5)+ (−2+ a24 + 2a5)(2+ a24 + 2a5)(−x+ a4y)(x+ a4y)
+ (a24 − 2a5)(−2+ a24 + 2a5)(−x+ a4y)2(−x2 − 2a4xy− 2y2 + 2a24y2 − 2a5y2).
System (17) has an integral factor
M5(x, y) = f 28 f
−4+3a24+2a5
2
9
and a first integral
F5 = f9f 210,
where
f8 = x− a4y,
f9 =
{
[a24 + (−1+ a24)(−x2 + a24y2)]
1
1−a24 , if 1− a24 6= 0;
e−1+x
2−y2 , if 1− a24 = 0,
f10 =

g
1
−2+a24+2a5
10 , if − 2+ a24 + 2a5 6= 0;
exp
a24 − 2(x2 − a24y2)+ (−1+ a24)(−x+ a4y)2(−x2 − 2a4xy− 4y2 + 3a24y2)
4a24
, if − 2+ a24 + 2a5 = 0.
6. Suppose that the condition (C6) holds, system (11)δ = 0 becomes
dx
dτ
= −5
8
a24y+
1
8
(−8+ 5a24)x2y+
1
2
a4xy2 − 532a
4
4y
3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y− 18 (8+ a
2
4)xy
2 + 1
4
a4(2− a24)y3.
(18)
System (18) has an integral factor
M6(x, y) = f
5(a24−16)
6
11 f
a24−8
6
12
and a first integral
F6 = f 511f12f 613,
where
f11 = 2x− a4y,
f12 = 2x+ 5a4y,
f13 =
[8+ (−2+ a
2
4)(4− 4x2 + a24y2)]
1
−2+a24 , if − 2+ a24 6= 0;
exp
2− 2x2 + y2
4
, if − 2+ a24 = 0.
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7. Suppose that the condition (C7) holds, system (11)|δ = 0 becomes
dx
dτ
= 15
32
a24y−
1
32
(32+ 15a24)x2y+
1
4
a4xy2 + 1512a
2
4(64+ 15a24)y3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y− 132 (96+ 17a
2
4)xy
2 − 3
16
a4(4+ a24)y3.
(19)
System (19) has an integral factor
M7(x, y) = f
−8
3
14
and a first integral
F7(x, y) = f −514 f 315,
where
f14 = 48a24(4x+ 3a4y)− (8+ 3a24)(4x+ a4y)3,
f15 = 2560a44(4x+ 5a4y)− 80a24(16+ 5a24)(4x+ a4y)2(4x+ 3a4y)+ (8+ 3a24)(16+ 5a24)(4x+ a4y)5.
8. Suppose that the condition (C8) holds, system (11)|δ = 0 becomes
dx
dτ
= 21
50
a24y−
1
50
(50+ 21a24)x2y+
1
5
a4xy2 + 11250a
2
4(250+ 63a24)y3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y− 150 (200+ 39a
2
4)xy
2 − 1
25
a4(35+ 9a24)y3.
(20)
System (20) has an integral factor
M8(x, y) = f
−10
3
16
and a first integral
F8(x, y) = f −716 f 317,
where
f16 = 225a24(5x+ 3a4y)− (25+ 9a24)(5x+ a4y)3,
f17 = 1968750a64(5x+ 7a4y)+ 525a24(25+ 7a24)(25+ 9a24)(5x+ a4y)4(5x+ 3a4y)
− 78750a44(25+ 7a24)(5x+ a4y)(5x+ 3a4y)2 − (25+ 7a24)(25+ 9a24)2(5x+ a4y)7.
9. Suppose that the condition (C9) holds, system (11)δ = 0 becomes
dx
dτ
= 4
9
a24y−
1
9
(9+ 4a24)x2y,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y+ a5xy2 + 23a4(1+ a5)y
3.
(21)
System (21) has an integral factor
M9(x, y) = f −318 f
9−8a24+18a5
2
19
and a first integral
F9 = (3x+ 4a4y)f −218 f
9(3+2a5)
2
19 − 6(1+ a5)
∫
f
9(3+2a5)
2
19 dx
9+ (9+ 4a24)(−1+ x2)
,
where
f18 = 3x+ 2a4y,
f19 =
[9+ (9+ 4a24)(−1+ x2)]
1
9+4a24 , if 9+ 4a24 6= 0;
e
−1+x2
9 , if 9+ 4a24 = 0.
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10. Suppose that the condition (C10) holds, system (11)|δ = 0 becomes
dx
dτ
= 3
8
a24y−
1
8
(8+ 3a24)x2y−
1
2
a4xy2 + 316a
2
4(4+ a24 + 4a5)y3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y+ a5xy2 + 18a4(4− a
2
4 + 8a5)y3.
(22)
By using the transformation
ξ = 1
2
− 2(2x+ 3a4y)
(2x+ a4y)3 , η =
2y
2x+ a4y , dt =
1+ a4η
1− 2ξ dτ ,
system (22) becomes
dξ
dt
= 1
16
η(1− 2ξ) [−16+ 3a24(8+ a24 + 8a5)η2] ,
dη
dt
= 1
8
[
8ξ + (8− 3a24 + 8a5)η2 − a24(8+ a24 + 8a5)η4
]
.
(23)
The above transformation makes (1, 0) and (−1, 0) become the origin (0, 0) of (23). In addition,
ξ = (x− 1)+ hot., η = y+ hot., near (1, 0),
ξ = −(x+ 1)+ hot., η = −y+ hot., near (−1, 0).
Clearly, the vector field defined by (23) is symmetric with respect to the ξ -axis. It implies the conclusion that the singular
points (−1, 0) and (1, 0) of system (11)|δ = 0 are two centers.
11. Suppose that the condition (C11) holds, system (11)|δ = 0 becomes
dx
dτ
= 15
32
a24y−
1
32
(32+ 15a24)x2y−
1
4
a4xy2 + 1512a
2
4(832+ 495a24)y3,
dy
dτ
= −1
2
x− a4y+ 12x
3 + a4x2y+ 132 (160+ 111a
2
4)xy
2 + 1
16
a4(76+ 45a24)y3.
(24)
By using the transformation
ξ = 4y
4x+ 3a4y
√
12x+ 13a4y
3(4x+ 3a4y) ,
η = 1
2
− 8(4x+ 5a4y)
3
(4x+ 3a4y)5 −
4y2(12x+ 13a4y)(256x3 + 576a4x2y− 528a24xy2 − 540a44xy2 − 932a34y3 − 585a54y3)
3(4x+ 3a4y)6 ,
dt = (4x+ 3a4y)
3
16(4x+ 5a4y)
√
3(4x+ 3a4y)
12x+ 13a4y dτ ,
(25)
system (24) becomes the following Lienard system
dξ
dt
= η + 1
64
ξ 2[448+ 192a24 − a24(528+ 297a24)ξ 2],
dη
dt
= − 1
512
ξ(4− 3a24ξ 2)[4+ (48+ 27a24)ξ 2][32− a24(240a24 + 135a24)ξ 2].
(26)
The transformation (25) makes the singular points (−1, 0) and (1, 0) of (24) become the origin of (26) and we have
ξ = y+ hot., η = (x− 1)+ hot., near (1, 0),
ξ = −y+ hot., η = −(x+ 1)+ hot., near (−1, 0).
Obviously, the vector field of (26) is symmetric with respect to the η-axis. It implies that the singular points (−1, 0) and
(1, 0) of system (11)|δ = 0 are two centers.
Through the above analysis, it is evident that the conclusions of Theorem 3.4 are correct. 
Considering Theorem 3.4 and the fact that system (3)|δ = 0 can turn into system (11)|δ = 0 by making transformations
and (8) and (9), clearly the following theorem holds.
Theorem 3.5. A sufficient condition that the infinity and the elementary focus point (− 12 , 0) of (3) are two general centers at
the same time is that one of conditions (Cj) (j = 1, 2, . . . , 11) of Theorem 3.3 holds. 
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According to Theorem 3.2, we have
Theorem 3.6. The singular points (−1, 0) and (1, 0) of system (11)δ = 0 are at most 6-order fine focus. 
From Theorem 3.2 and Lemma 3.1, if the origin of system (11) is a weak focus of order 6, then we have
∆(a2, a4) = 20a32 − 35a22a4 − 20a2a24 − a34 = 0, a4h0 6= 0. (27)
Denote that a2 = λa4. It is easy to see that the function∆(λ, 1) has three zeros, i.e.,
λ1 = 712 +
√
97
6
cos θ0 ≈ 2.21225,
λ2 = 712 +
√
97
6
cos
(
θ0 − 2pi3
)
≈ −0.0555771,
λ3 = 712 +
√
97
6
cos
(
θ0 + 2pi3
)
≈ −0.406669,
(28)
where
θ0 = 13 arctan
(
36
√
2319
4451
)
. (29)
Thus, we have
Theorem 3.7. The origin of system (11) is a weak focus of order 6, if and only if
∆(λ, 1) = 0, h0 6= 0, (a1, a2, a3, a5, a6) = (a˜1, a˜2, a˜3, a˜5, a˜6), (30)
where
a˜1 = 118 [−18+ (−8+ 154λ+ 385λ
2)a24],
a˜2 = λa4,
a˜3 = − 164800a
2
4[2880(8+ 74λ+ 143λ2)+ (3578819+ 73223024λ+ 158462585λ2)a24],
a˜5 = − 190 [126+ (44+ 320λ+ 797λ
2)a24],
a˜6 = − 1675a4[45(4− 19λ)+ (502+ 6820λ+ 16105λ
2)a24]. 
Remark 1. Under the conditions of Theorem 3.7, we have
h0 = 1593806218257103750a
2
4(5468369+ 111981560λ+ 242266355λ2)h˜0,
where
h˜0 = 158348324868561a44 + 260090(1927442096+ 735778623λ− 734798180λ2)a24
+ 275(1591628188157+ 1932176311266λ− 1198485512456λ2).
It is easy to show that when λ = λ2 and λ = λ3, h˜0 (which is a polynomial of a24) has no positive zero. When λ = λ1, h˜0
has exact two positive zeros at a24 = ω1 and a24 = ω2, where ω1 ≈ 0.03274565, ω2 ≈ 0.03453237. Therefore, if a4 is a real
number and λ = λ2, λ3, then h0 is not equal to zero. When λ = λ1, h0 6= 0 if and only if a24 6= ω1, ω2.
Theorem 3.8. Suppose that (1, 0) is a fine focus of order 6 of (11), then by a Z2-equivariant small perturbation of the parameter
group (a1, a2, a3, a5, a6), the perturbed system (11)|δ = 0 has at least 12 small amplitude limit cycles, in which six limit
cycles are close to the singular (1, 0), and the other six limit cycles are close to the singular (−1, 0), i.e., they have the relative
position.
Proof. Under the conditions of Theorem 3.7, we see from Theorem 3.2 that the Jacobian determinant of the function group
(v3, v5, v7, v9, v11)with respect to the variables (a1, a2, a3, a5, a6) has the following form
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J =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂v3
∂a1
∂v3
∂a2
∂v3
∂a3
∂v3
∂a5
∂v3
∂a6
∂v5
∂a1
∂v5
∂a2
∂v5
∂a3
∂V5
∂a5
∂V5
∂a6
∂v7
∂a1
∂v7
∂a2
∂v7
∂a3
∂v7
∂a5
∂v7
∂a6
∂v9
∂a1
∂v9
∂a2
∂v9
∂a3
∂v9
∂a5
∂v9
∂a6
∂v11
∂a1
∂v11
∂a2
∂v11
∂a3
∂v11
∂a5
∂v11
∂a6
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂v3
∂a1
∂v3
∂a2
∂v3
∂a3
∂v3
∂a5
3
4
∂v5
∂a1
∂v5
∂a2
∂v5
∂a3
∂v5
∂a5
0
∂v7
∂a1
∂v7
∂a2
∂v7
∂a3
∂v7
∂a5
0
∂v9
∂a1
∂v9
∂a2
0 0 0
∂v11
∂a1
∂v11
∂a2
0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 539(8602456533509+ 175937693579696λ+ 380614976209391λ
2)
12538266255360
a134 h
3
0 6= 0.
It follows the conclusion of Theorem 3.8 according to the theory of article [25]. 
Considering Theorem 3.8 and the fact that system (3)|δ = 0 can turn into system (10)|δ = 0 by making transformations
(8) and (9) and system (10) becomes system (11) bymaking transformations u = x−1, v = y, clearly the following theorem
holds.
Theorem 3.9. Suppose that (1, 0) is a fine focus of order 6 of (11)|δ = 0, then by small perturbations of the parameter group
(a1, a2, a3, a5, a6), the perturbed system (3) has at least 12 limit cycles, in which six large limit cycles enclose the infinity, and the
other six limit cycles enclose the singular (− 12 , 0), namely they have the relative position.
Remark 2. As an example, we explain the relative position between the large limit cycles and the small limit cycles of
Theorem 3.9. If system (11) has two symmetric small limit cycles which are close to cycles (u ± 1)2 + v2 = k2ε2, (ε is a
sufficient small parameter and 0 < |ε|  1), then system (10) has two symmetric small limit cycles which are close to cycle
u2+ v2 = k2ε2 and cycle (u+ 2)2+ v2 = k2ε2. Under transformations (8) and (9), system (3) can bifurcate two limit cycles
including a large limit cycle and a small limit cycle, which are close to cycle (2x + 1)2/(x2 + y2) + 4y2/(x2 + y2) = k2ε2
(the position of small limit cycle) and cycle x2 + y2 = 1
k2ε2
(the position of large limit cycle).
Remark 3. Our results are that a string of large limit cycles encircle a string of small limit cycles under the same parameter
conditions for a quasi-symmetric seventh degree system (i.e., H(7) ≥ 6 and I(7) ≥ 5). This kind of conclusion is hardly seen
in the obtained results and our work is completely new. In addition, we give all center conditions which is difficult. What is
worth pointing out is that our results are interesting and significant in terms of nonlinear polynomial systems.
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