Network systems are widely used in today's digital communication systems and applications. Network delay is a very important factor affecting the efficiency and reliability of the system, and researchers often use a model to predict and understand the causes and patterns of delay. For our model, we propose beginning with the Hidden Markov Model (HMM) of the transmission network, which is used to analyze the network's operational situation and to predict the approximate state of the system into the future using the HMM prediction algorithm. Then, employing Latent Dirichlet Allocation (LDA), we put forward the Delay Factor Model (DFM) value for the delay. In the DFM, we need to map the delay's interval to an integer, designated as DII (Delay Interval Integer), and the factors returned define the hidden states of the HMM. From the view of the DFM, DII is generated from a factor and the previous DII randomly. We use the Gibbs Sampling approach to obtain an estimation of the DFM's parameters. By defining the HMM and DFM, we can forecast future delay with high accuracy, and the result can be shown to follow the peaks and troughs of the real operation of the network system's delay patterns.
I. INTRODUCTION
Digital communication network systems can be found in many varied applications, from simple to highly complex. Because of the importance of digital communication networks in so many key parts of the global system, large numbers of researchers devote their attention to this area. The ultimate goal of this research is to build a stable control system for network operation and to improve performance. Some researchers specialize in studying different properties of the of digital communication network system, for example that of network delay, to better understand the detailed structures and improve the predictions of future network situations.
In the past, researchers paid great attention to the control theory, which can be employed to improve the operating efficiency of the digital communication network system. Guo and Scherer [1] used the gain-scheduling control, which is validated with quantitative experimental results, and it The associate editor coordinating the review of this manuscript and approving it for publication was Songwen Pei.
shows good tracking capacity and high transparency under varied experimental conditions. Padhy et al. [2] built a novel synchrophasor measurement-based wide-area centralized damping controller to improve the stability of a power system in presence of time-varying delay and packet dropout in the communication network. Lee et al. [3] proposed a method to drop an object on the human hand and measuring external force and the movement distance of the hand to estimate the impedance parameter. Seuret et al. [4] proposed equivalent formulation of Moon et al.'s inequality, allowing us to discover strong links not only with the most recent and efficient matrix inequalities such as the reciprocally convex combination lemma and also its relaxed version but also with some previous inequalities such as the approximation inequality introduced in Shao (2009) or free-matrixbased inequality. Then, they [5] Access to the communication medium is orchestrated by a weighted try-once-discard or by an independent and identically-distributed stochastic protocol that determines which sensor node can access the network at each sampling instant and transmit its corresponding data. The proposed method can estimate the impedance of the human hand easily than the conventional methods using the robot arm or the dedicated equipment.
Today, it is very difficult to build a novel control system that is noticeably better than the systems we currently use. Accordingly, some researchers turn to understanding the essential operations of the of the digital communication network system, such as modeling the transmission network, intelligence control, and delay prediction. Many researchers in network delay closely follow developments in network research and other areas, as many new or varied algorithms are proposed, and it is essential that delay prediction results give useful information for other areas of network systems study.
Ultimately, the question of network delay is a problem of data prediction. Liu et al. [5] used the Maximum Entropy Principle (MEP) to forecast the RTT (Round Trip Time). They also used the MEP to measure the parameter values, and with these parameters, they used a linear algorithm to predict the future's RTT. This type of prediction model can be found in numerous other study areas, such as economics, and many classic algorithms (Grey Theory, Time Series Analysis) can be found in these applications [6] - [8] . The system models currently used to predict the regularity of our data are relatively simple and have low accuracy. (Some algorithms, like neural networks, may have high accuracy, but we cannot yet determine the detailed operations of this type of computation.)
From the view of network delay, researchers put their efforts into developing a mathematical function that can give consistent predictive results that are close to the regularities of the real world network delay. The goal is to develop a mathematical function that contains k delays that can use these k delays to predict the next one f (x + k) = f (x − k + 1) + f (x − k + 2) + · · · + f (x). But this method has some obvious disadvantages; (1) it cannot take the entire number of delays into consideration, (2) the choice of the value of k is too vital, i.e., if k is too large it will lead to a higher result than seen in real network operations, and vice versa.
Whether we can predict network delay regularities based on the delay function or use a model to describe the essential patterns of the regularities, once we have this predictive system, we will obtain high accuracy in the predictions. To put it simply, a model that can explain the essential regularities is referred to as a generative model (a generative model is a model based on data generated by extrapolative algorithms from a real world data starting point). The generative model is widely used in machine learning, knowledge discovery and data mining. The most important of these areas is ocean data. To some degree, the more data we have, the more we can do for the future.
Here, when we analyze the transmission network carefully, we can define values for some of its proprieties; (1) it is obvious that if we state that network delay is generated randomly, then the value of the delay will be random and predictable only by chance; (2) the value of the delay can be affected by the situation of the transmission network: if the network is running efficiently, the value of network delay is likely to be smaller, if it is not running well, it will be the opposite;
(3) there does not exist a boundary between that which is better or worse for the network situation, because and all the delays can be predicted by probability -though the overall network situation is good, there can still be large network delays in some parts of the system, but the number of them is very small.
Taking the above into account, we have two questions: (1) . Can we build a model of the transmission network so that we can determine the properties of the network and use them to analyze the network conditions or make better decisions for network operation and control? (2) . Can we determine the mechanisms of the causes of network delay so that we can use the model to predict the future network state?
As we mentioned, when the properties of network operation are known, we find that the situation we are faced with is similar to the Hidden Markov Model (HMM). HMM is used in the analysis of a situation where we only have the observations and we want to determine the hidden factors (hidden states). Our model of the digital transmission network is based on the data from delay patterns in real world operation, but from this, we want to predict the state of all network situations in the future with useful accuracy. This situation can be resolved using HMM, returning the approximate prediction or information via the HMM function. Furthermore, we do our best to identify the associations among the other network factors and network delay by using LDA (Latent Dirichlet Allocation). The model we propose, the Delay Factor Model (DFM), is based on LDA.
II. RELATED WORK
Delay network is a kind of ''challenged network [25] '' which is mainly applied in the space communication with high delay and the environment of heterogeneous collaborative networks lacking in continuous connection [26] . Network coding (NC) was firstly proposed as an effective algorithm by Lima et al. [27] for efficient transmission of large distributed systems with no central dispatching.
Although there exists some researches related to network coding security in the DN based on NC, most of them emphasis on a particular kind of attack. The eavesdropped-channel attack, Cao and Tang [28] uses network coding to encrypt part of the bundle. Compared with traditional DN routing algorithm, the data pollution attack of network coding is more infective. In paper [29] , network convolutional code is used to cope with the data pollution attack. The tampering attack leads to the false information received by the sink node. Yu et al. [30] provided the RSA public key signature scheme
The situation of the transmission network is regarded as the hidden states, and we should first define some processes of the delay, such as the interval map, so that if d ∈ [a i , a i + k], we map the delay d to a integer i, and we regard the integer i as an observation. With these, we can train the HMM and get a better prediction of future observations. Hidden Markov Model is a statistical model, It is used to describe a markov process with hidden unknown parameters. The difficulty is to determine the implicit parameters of the process from observable parameters. Latent Dirichlet Allocation is a document topic generation model, also known as a three-layer bayesian probability model, including word, topic and document three-layer structure. The so-called generative model means that we think that every word of an article is obtained by the process of ''selecting a certain topic with a certain probability and selecting a certain word from that topic with a certain probability''. Generation model is an extension of LDA and other models and many parameters are predefined in LDA. The HMM is used to give an approximate prediction, and the most important objective for us is to develop a Delay Factor Model (DFM) that can generate accurate network delay predictions. With an accurate DFM, we can analyze more of the network's properties. The DFM is a model that can describe the essential state and operation of the network. Here, first of all, we use the whole history dataset, not just part. We propose a DFM that can give an analysis of network delay data and then return results giving the direction of the network's situation and the pattern of future delay levels through the application of probability. Because of probability, we define which future network situation is more likely and which is less likely, and we use this probability expectation as a prediction parameter that can reduce prediction error. This is the advantage of the DFM, and we always were of the opinion that using a detailed mathematical function or equation to determine the regularities of network delay would be the leading problem. Furthermore, it has a low accuracy for future prediction because the regularities are always complex and may not be described by the function. Therefore, we turn to a model (DFM) that is used to describe the process of the delay. We regard the DFM as a generative model; essentially, DFM is an LDA transformation. We also use graph models to describe the DFM, and the calculation is also based on LDA. Vashist et al. [8] proposed LDA, and because of a reasonable hypothesis and better performance, it was soon applied to many areas of research.
For the generative model, we propose in this paper, we began by using Latent Semantic Analysis (LSA), which was originally developed as a technique for language analysis. LSA computes the Singular Value Decomposition (SVD) of the matrix, but unfortunately, if the matrix is sparse or even nonsingular, the element in the matrix cannot be computed. Thus, we sometimes cannot use LSA to solve the problems we face. Given this, Hoffman [9] put forward Probability Latent Semantic Analysis (PLSA). PLSA considers the probability for any given word to occur in the document (the document's generation). This results in PLSA determining more associations within the data and a more complete set of values for the matrix. LDA [10] is the expansion of PLSA. First of all, LDA is a simple topic model; the use of the topic model will have a positive effect on the model's self-organization, understanding and information retrieval. From the view of words, the topic is the latent semantic or pattern (clustering) of the words that appear together. However, from the view of probability, there exists a probability distribution between the topic and words, and there is an association between the words that appear together. The topic model is an instance of a Bayesian network; (1) each document has some topics; (2) the latent parameters can represent the architecture of the topic; (3) the topic model is based on the ''bag-of-words'', the entire set of words used, so there are no meanings assigned to the sequence of words. LDA considers that a document is generated from the multinomial distribution of the topics, and the words in the document are generated from the topics. The detailed process of the LDA is as follows:
(1) Choose the length N ∈ Poisson(ε) (2) Choose the topic distribution θ ∈ Dir(α) (3) For each word w n:
In reality, because a document usually only contains a few topics and the number of defined topics is usually less than the number of topics derived from word clustering, LDA works as a way to refine the analysis. As hypotheses are developed, LDA is becoming widely used in numerous applications, such as image processing and music. Therefore, in this paper, we propose a DFM based on LDA.
III. THE DELAY FACTOR MODEL A. NOTATIONS AND PROCESS OF THE DFM
We name the generative model that can be used to generate the network delay prediction the Delay Factor Model (DFM). In order to describe the process and explain the computation clearly, we use terms that are often used in LDA. These are as follows; (1) ''Word'' is defined as the transformation of a certain delay, and the transformation is the Interval Map, which will be described below; (2) ''Topic'' is defined as the digital communication network's situation, and delays are affected by the situation; (3) ''Document'' is a set of continuous related delays.
Also, in our equations, we use the following; V is the number of Words; M is the number of document; K is the number of topics; N m is number of Word tokens in Document m; θ m is the multinomial distribution of topics in Document m; ϕ k,v−1,v is the multinomial distribution of previous Word v − 1, Word v, Topic k; w m,n is the n-th token in Document m whose Topic is z m,n and Timestamp is t m,n ; and α, β are hyper parameters for Dirichlet distributions.
In previous network delay models, researchers often used data from only a few delays (using pre-k values to predict the next and k for a limited model of the network; here a few means hundreds) to perform the computation. It is obvious that this type of model cannot determine the information or the regularities we require because it only works with a small number of delays. DFM is an instance of a generative model that uses more data (theoretically, if we get enough delay data, we can model all of the regularities;
here, more means a large data pool of delay history records, numbering in the hundreds of thousands). Commonly, DFM uses the whole delay database instead of only a part of it. To begin with, we compute some notations using the following methods:
(1). Division of Delays: the delays are divided into M Documents randomly, and the length of each Document obeys a Poisson distribution (len∼Poisson(T )). (2) . K is the number of the network's situation.
then we map d i to an integer o, so that all the delays are mapped to a sequence of integers. The integer here is a Word (o is a Word w). In order to obtain high accuracy, we need to map the delay to the integer because the delay is a floating value, that is to say, almost every delay appears only once, and this has no meaning for the generative model. We perform this step to make the Word count suitable for probability analysis. (4) . Although, based on the above, we can define the Words and Documents, what we really need is a real value for delay. After the division of delays, each Document is a set of Words (integers). For each delay d i (Word w m,n ), we set a Timestamp t m,n = d i . Thus, we get, d i −→ w m,n and t m,n = d i . B. PARAMETER ESTIMATION Gibbs Sampling [9] , [10] is a method of MCMC [11] (Markov Chain Monte Carlo) that is used to estimate a model's parameters. With finite iterations, Gibbs Sampling can obtain the values of parameters by using the sampler method. Gibbs Sampling is also a method to determine the sampler X = (X 1 , X 2 , · · · , X N ), which has the joint probability p(x 1 , x 2 , · · · , x N ).
Because it is always too difficult to determine p(z i |z ¬i ), Blei et al. [10] and Blei and Jordan [14] used Variational Inference [15] , [16] (VI) instead of Gibbs Sampling. VI uses the KL value between distributions P and Q, which is greater than zero, and then transforms the problem to an optimization problem that can be solved by recursion. The advantage of VI is the speed of computation, but the disadvantage is it may return the local optimal rather than a network optimal result (Gibbs Sampling converges slowly but can find the optimal). In order to improve the speed of Gibbs Sampling, Rosen-Zvi et al. [17] and Steyvers et al. [19] proposed the Collapsed Gibbs Sampler (CGS), and Rosen-Zvi et al. [18] introduce a family of partially collapsed Gibbs samplers, containing as one extreme point an exact algorithm based on slice-sampling, Asuncion et al. [21] used the Gaussian approximation in the Collapsed Variational Bayesian (CVB) and ended by using the second-order Taylor expansion as the approximation. Depending on the CVB, Wang and McCallum [22] use the zero-order as the approximation, which is CVB0. CVB0 is faster than Gibbs Sampling; Stanford's Topic Model Tool (TMT) sets CVB0 as the default process. Many other researchers in other areas and fields use models based on the LDA and Gibbs Sampling to solve the problems they face and achieve better performance for their models.
In this paper, we use Gibbs Sampling [23] , [24] to estimate the DFM's parameters. First we compute the joint distribution p (w, z, t|α, β, ) , and by doing this, we get the conditional probability p(z di |w, z,z ¬di , α, β, ), where z −di means the Topics exclude z di . With the graph model of DFM we can get:
And with the probability p(w, z, t|α, β, ), finally with Q = arg max P(Q|O, µ)
the Gibbs Sampling we get:
where Q zmn represents how many times a Word v whose Topic is z given the previous Word n; N dz returns how many times a Word is assigned to a Topic z in the Document d. 1 and 2 z di ,w d,i−1 are the parameters of the Beta Distribution z di ,w d,i−1 . With Eq.1 and the expectation of the Dirichlet distribution, we can get an estimate of the parameter's multinomial distribution , ;
We also use the method of moments to estimate the Beta parameters.
C. THE APPROXIMATE PREDICTION
An HMM is noted as u = (A, B, S, O, π) , where A is the transition matrix, B is the emission matrix, S is the set of the hidden states, O is the set of the observations, and π is the initial probability that the HMM starts with in these different states. We know that HMM requires a large
number of computations to return the sequence of hidden states, and the computation is O(N 2 T ), where N is the number of hidden states and T is the length of the sequence. But when we reach a period (the network delay has the properties of a period, and T is the value of period), we can use the equation:
where, O i is the i th observation and Q is the sequence of hidden states. Thus, we can use this equation to reduce the number of computations. (The Viterbi algorithm computes the hidden states with the whole observational databank; when the amount of observation data is very large, the computation requires a very large number of computations and takes a long time to complete.) And it means when we want to determine We can use Q = arg max P(Q|O 1 O 2 · · · O T O i , O o · · · O l ,µ) to give the approximate computation, where O is the whole sequence. In the HMM, the number of hidden states is M , and the number of observations is N . If we want to predict the value for the k th delay, we also need the value for the M k comparisons, meaning that when k or M is large enough, the computation can be very difficult. Dynamic programming can be used here;
where, q t = S i means the time t's hidden state is S i ; b i (O j ) means the i th hidden state's j th observation and a ij is the probability that from hidden state ito hidden state h, δ t (i) is the maximum probability that HMM's state is S i at the future time t, t ≤ k. The prediction algorithm is as follows: (Step-1). Initiation, δ 1 (i) = a q l ,i • max
Using the prediction algorithm above, we can give a prediction of future observations.
IV. EXPERIMENTS AND RESULTS
The DFM is more complicated than the LDA; (1) the distribution of a Word is associated with the Topic and the previous Word; (2) DFM contains the Beta distribution, which should be computed during the Gibbs Sampling. We use the Python language, which is faster than Java. We use the Tindex to represent the Topic and the Windex for the Word. The dataset's size is approximately 1,100,000, and d max = 492.2745, d min = 0.0569.
A. HIDDEN STATES AND TOPIC
In order to get the value of K , we build the Hidden Markov Model (HMM) of the delay data. The situation of the transmission network is the hidden states, and we need to define some processes of the delay, such as the Interval Map above. Given that if d ∈ [a i , a i + k], we can map the delay d to an integer i, and we regard the integer i as an observation. We take the accuracy and computation into consideration, and with these, we use the Bayesian Information Criterion (BIC) to measure the value of the hidden state's number. At the same time, it can measure the HMM. The HMM model with different hidden states will have different BIC values, but the problem is the algorithmic training time required for the model. HMM's training time is O(M 2 T ), where M is the number of hidden states and T is the length of observations. Commonly, we should train the HMM from where a hidden state's value equals 1 to a larger value. Therefore, with our model, we use the K-Means to find an optimal starting point (here we train the HMM's hidden states from this start), and then we use this as the initial hidden state's value for the training algorithm.
The best sample quantity of the K-Means (the clustering's number k) is very difficult to deal with, and different k centers may lead to different results. Therefore, we often choose the k initial centers randomly and repeat several times. Figure 1 is the result of the K-Means analysis. In Fig 1 we can see that when k > 10, the cost function's value does not change rapidly. Therefore, we define the k as 10 (here, we must keep in mind that we just want to get a better starting point), so if the value of k is very large and it leads to a situation where we cannot get the best M result because the value of k is larger than M , we input a better k. There is no need to find the best k, and to continue training the algorithm we next start with k as the HMM.
We can get a better value for the hidden states after this computation (HMM's training algorithm).
Here, we find that the optimum number of hidden states is 30; furthermore, the hidden states have the same meanings as the Topics because we consider the delays are generated from the network's situations, or the Topics.
B. DFM'S ANALYSIS
With the HMM we get K = 30, V = 50 (we use Tindex to represent the topic and Windex to represent the Word), the value of V is set by ourselves. The bigger the V is, the higher the accuracy of the prediction, but at the same time, the number of computations is greatly increased. The Topic's index is determined to range from 1 to 30 and the Word's is from 1 to 50. First, we divide the d max -d min into 50 intervals. Each interval's length is 10, and the intervals are noted as I 1 = (0, 10], I 2 = (10, 20], · · · , I 50 = (490, 500]. For each time delay d i , if d i ∈ I o , than we map d i to the integer o, which is the Word. We analyze the delays to return the value of a period is 246. We then divide the delays into 2384 documents where the document's length is suited to a Poisson distribution (π (246)). With these documents and the preprocessing, we can also extract the Timestamps of the Words. We use these documents to train the DFM via equation (1) and get the parameter's estimation by using equation (2) . Fig.2 is the instance of the distribution of the topicpreword-word. The present Word's Topic is T12. If the previous Word is W23, we get the probability of W18, W19, W20, W21 or W22, which are much higher than other Words, especially W30, W43, and W50 (their probability is approximately 0.00014). The reasons for this are; (1) we use the interval's map for the Word, so we know W18, . . . , W22 are in the neighborhood of W23; (2) there exists a regularity in the delay's continuity, which also means the Word's continuity. This means it is more likely that there will be a smooth change (great change has a small probability); (3) if the previous Word is W23, it follows that its neighbors will have higher probabilities of being common Words (like W18, .., W22) and small probabilities of being the low or the high Words (like W0 or W50), especially given the Topic, T12. We get the same conclusions when the previous Word is W1, and we can get the probabilities of the whole Word set when the previous are given. The results we get are the same as shown in Fig.2 . We plot the probabilities for all the Words in the set and we get the counts of the Topic-Document and Topic-Word. We find that the counts are very small for T03, T12, T22 and T24. The reason for this is that in reality, large time delays and small time delays rarely appear. That is to say, for p(w n |w n−1 , z n ), there is a small probability when the w n is high enough or small enough, but there is as a high probability as when the w n is common. These two situations (the network is running well or not) are common in reality, and a prediction of this can be determined by applying the DFM.
ψ(z k , w n−1 ) is the Beta distribution when the present Word's Topic is z k and the previous Word is w n−1 ; Beta(z k ) is the Beta distribution of Topic z k (here, when we do the computation we also get a Beta distribution that contains the delays whose Topic is z k , and notated as Beta (z k )). First of all, we map the delays to the interval [0, 1] ; x = x−min max − min . From Fig.3, (1) we can see that the time delay is medium or smaller because the biggest value of the Probability Density Function (PDF) is ≈ 0.27, meaning the network's situation is good when the Topic is T1; (2) when the Topic is T1 and the previous Word is W3, the biggest value the PDF can reach is x ≈ 0.07. This means that the network delay is very small and the network's situation is optimal. The same result can be obtained by ψ (1, 3); (3) we use log(ψ (z k , w n−1 )) because the Beta( * )'s value is very large, and we use the comparisons between the log(ψ (1, 3) ) and log(ψ (1, 48) ). From Fig.4 we know the ψ (1, 48) represents a longer time delay, which means the network's situation is poor.
Depending on the DFM, we can use it to generate a new document, which means the set of Words.
We start with the W16 and use the Poisson distribution to get the length of the Document. Eventually we get all the Words (using Beta distribution we get the Word which belongs to [0, 1]). From Fig.4 , we can see that the majority of the Words are close to W17, meaning that the DFM has produced a stable model. Also, in Fig.4 , we find rapid changes in the start of the process, in reality because the network can change accidently so we may get rapid change during a short time, and this can reflect the real world (also at the time t = 130). Because of this more accurate prediction of rapid changes, the DFM model is more useful than commonly used prediction models. Not only do we get the probabilities but also we model the sudden changes that the common model cannot predict. The Timestamps and the Words we obtained using the models that have the same trend (from Fig.4 , the Timestamp's value is in [0, 1] and the Word's value is in [1, 50] ; we can multiply the Timestamps by the max − min to get the real time delay).
The DFM is a model of probability. As a result, when we repeat the process several times using the same data starting point we may end up with different results. This is an advantage of the DFM process; (1) each Word appears with a probability that predicts the future Word can be any of the Words in the set; (2) different Words have the different probabilities to appear (refer to Fig.1 ). Common models just return the val ue of the future and the value often returned is the same each time, and common models cannot provide an explanation of the prediction, it is dependent on the model and dataset used. These properties of the DFM, to provide explanations for predictions, to give variable results from the same data and to be able to process the information efficiently from a large dataset, are very important for accurate future predictions of digital communication network system operation.
C. PREDICTION
We take the HMM and the DFM into consideration for modeling the prediction. To begin with, we calculate the next Topic with the highest probability via the HMM's transition matrix. Then, depending on the process of DFM, we can define the Topics and Words. In order to get a better result, we use the transition matrix of its present state st (st in matrix) to replace the Topic's multinomial distribution θ t (in DFM, θ t is generated from the Dirichlet prior). With this, we can compare the predictive model of the DFM with the knowledge we have from real observation and have a much better understanding of the accuracy of the model. Thus, the Word we get is found by using the p w n |z k , w n−1 where zk is selected from the HMM's transition matrix.
The HMM's prediction algorithm is introduced above. For the prediction algorithm, also based on Matrix A and Matrix B, there exist some elements of the matrixes whose values are zero,   a 14 a 15 a 16 a 24 a 25 a 26 a 34 a 35 a 36   =   3.04 × e −002 1.45 × e −001 3.11 × e −001 2.99 × e −001 1.91 × e −001 6.25 × e −002 0.00 × e −000 0.00 × e −000 0.00 × e −000   In order to let the state have a probability compared to any other states we assign a minimal value (i.e. 1.00 × e −232 ) to replace any zero value that is returned. The 1-step prediction's result is shown in the lower graph of Fig 5. First of all, the principle of our algorithms is that we use the observation which has the highest probability as the next observation because, from the view of probability, use of the observation whose probability is the largest can minimize the computational cost. In Fig 5, we can see some continuous predictions (here, the real hidden states of these predictions may be the same, or have closed relations which means the transmission probability among these states is higher than in the wider system. Commonly, in reality, the communication network's situations are similar, (both good or both bad) or have the same values, and the result can be described as a line which is obvious in the lower graph in Fig 5. The mean absolute error of the 1-step prediction (lower graph of Fig 5) is 1.12 (this error is the error of identity observation). What is most important is how the DFM prediction follows the trend of real network situations. As well, the result is the same in the 20-step prediction (upper graph of Fig 5) . The prediction can be seen to follow similar peaks and troughs when compared to the graphed trends of real data, but this does not mean the prediction and the reality are the same. Using a prediction which is interval-based, from the view of probability we can predict the future delay's interval. For example, it might be 10, which gives the delay interval (90,100). Using this interval prediction, the network can make operation decisions in anticipation of the delay so that the effects are minimized from causing serious problems with the operations affected by the delay while having little or no effect on other operations not affected by the delay. What is more is we can estimate the network's future hidden state with the highest probability by using the approximate algorithm. For example if the hidden state at present is 5, we predict the probabilities for changing from the hidden state 5 to other states; to some extent, we can determine the most likely future network hidden status value by checking Matrix A and define the observation by checking Matrix B. This is a very quick method to estimate the future situations of a network (this does not compute the probability multiplications, this is the approximate result).
As shown in Fig.6 , with the HMM, we get an approximate prediction; but the DFM can return a more accurate prediction because the DFM uses the results of the HMM (Matrix A and Matrix B). With the DFM, we know p (t n |z k , W n−1 ) ∼Beta(a, b). So we use the expectation as the prediction. And in the HMM, we also use the map to define the observation, here o m →w i , w i+1 , · · · ,w i+k−1 means an observation contains k Words. Thus, we end up with; t n = i≤j≤i+k−1 E(p(t n |z k , w j )) = i≤j≤i+k−1 E(Beta(p j , q j ))
The RMSE (Root Mean Square Error) is 21.82. It is a most important feature of the prediction that it not only has high accuracy, but also can follow the trend of reality. In other words, the peaks and troughs of the delay status from the model, when compared to actual real world observation, follow the same pattern closely. The advantages of the DFM based prediction are obvious here.
(1) The minimal delay is about 20 and the maximum is about 280, meaning the delay value can change rapidly, and the common model's prediction often uses only data which has stable regularity, ignoring the more rapid changes over short times, so it does not offer the ability to accurately predict short term changes. (2) As we mentioned, the DFM based prediction can follow the peaks and troughs of reality, meaning the DFM model can rapidly estimate change and return predictions with a high degree of accuracy.
V. CONCLUSION
In this paper, we used a novel model for network analysis. First, we regarded the network's situation as the hidden state and the delay transformation as the observation. Then the Hidden Markov Model (HMM) was used to find the network's associations. With the training algorithm, we put forward a prediction method which showed better performance. The HMM here was used to give the approximate prediction, and later we proposed the Delay Factor Model (DFM) based on the Latent Dirichlet Allocation (LDA). In the DFM, we regarded the HMM's hidden states (network situation) as the Topics and define the Words as the delay's transformation. DFM is an instance of Bayesian networking. We used Gibbs Sampling to estimate the model's parameters by using conditional probability. Via this model, we analyzed the model's probability distribution, and we determined the regularities of the Topic and Word (network's situation and time delay). We put forward the prediction model based on the DFM and HMM and this model demonstrated good performance when compared to actual real world data.
