Oscillations in the concentration of free cytosolic Ca 2+ are an important and ubiquitous control mechanism in many cell types. It is thus correspondingly important to understand the mechanisms that underlie the control of these oscillations and how their period is determined. We show that Class I Ca 2+ oscillations (i.e., oscillations that can occur at a constant concentration of inositol trisphosphate) have a common dynamical structure, irrespective of the oscillation period. This commonality allows the construction of a simple canonical model that incorporates this underlying dynamical behavior. Predictions from the model are tested, and confirmed, in three different cell types, with oscillation periods ranging over an order of magnitude. The model also predicts that Ca 2+ oscillation period can be controlled by modulation of the rate of activation by Ca 2+ of the inositol trisphosphate receptor. Preliminary experimental evidence consistent with this hypothesis is presented. Our canonical model has a structure similar to, but not identical to, the classic FitzHugh-Nagumo model. The characterization of variables by speed of evolution, as either fast or slow variables, changes over the course of a typical oscillation, leading to a model without globally defined fast and slow variables. ) are a ubiquitous signaling mechanism, occurring in many cell types and controlling a wide array of cellular functions (1-6). In many cases, the signal is carried by the oscillation frequency; for example, Ca 2+ oscillation frequency is known to control contraction of pulmonary and arteriole smooth muscle (7, 8) , as well as gene expression and differentiation (9-11). Although there are cell types where the frequency of Ca 2+ oscillation appears to be less important than the mean [Ca 2+ ] (12), an understanding of how Ca 2+ oscillation frequency is controlled remains critical to our understanding of many important cellular processes. Interestingly, it appears that the signal may not be carried by the absolute oscillation frequency but rather by a change in frequency (13), leading to a signaling system that is robust to intercellular variability, even within the same cell type. A concept similar to that of the Ca 2+ toolbox is important in the mathematical modeling of Ca 2+ dynamics. Models try to extract fundamental mechanisms, omitting less important details so that the basic skeleton-the basic toolbox components-can become clear. In the construction of such skeleton models, the concept of dynamical structure becomes important. The behavior of a model can be qualitatively described by a set of bifurcations and attracting or repelling sets, and this description is essentially independent of the exact model equations and parameters used to realize the underlying dynamical structure (in that there can be many different equations and parameters that have the same dynamical structure).
O
scillations in the concentration of free cytosolic calcium ([Ca 2+ ]) are a ubiquitous signaling mechanism, occurring in many cell types and controlling a wide array of cellular functions (1) (2) (3) (4) (5) (6) . In many cases, the signal is carried by the oscillation frequency; for example, Ca 2+ oscillation frequency is known to control contraction of pulmonary and arteriole smooth muscle (7, 8) , as well as gene expression and differentiation (9) (10) (11) . Although there are cell types where the frequency of Ca 2+ oscillation appears to be less important than the mean [Ca 2+ ] (12), an understanding of how Ca 2+ oscillation frequency is controlled remains critical to our understanding of many important cellular processes. Interestingly, it appears that the signal may not be carried by the absolute oscillation frequency but rather by a change in frequency (13) , leading to a signaling system that is robust to intercellular variability, even within the same cell type.
Current understanding of Ca 2+ oscillations is based on the concept of the Ca 2+ "toolbox" (5) . According to this concept, cells can express a range of toolbox components [such as Ca
2+
ATPase pumps, voltage-gated Ca 2+ channels, or Ca 2+ channels in the endoplasmic/sarcoplasmic reticulum (ER/SR) membrane]; by changing the spatial and temporal expression of these toolbox components, cells can control exactly where and when [Ca 2+ ] is increased or decreased. Here, the most important toolbox components are those that act via the stimulation of phospholipase C to make inositol trisphosphate (IP3), which binds to IP3 receptors (IPRs) on the membrane of the ER/SR. IPRs are also Ca 2+ channels, and binding of IP3 opens these channels to allow a rapid flow of Ca 2+ out of the ER/SR, and a consequent rise in cytosolic [Ca 2+ ]. Pumping of Ca 2+ by Ca 2+ ATPases back into the ER/SR restarts the process, allowing for cyclical Ca 2+ release from the ER/SR and oscillations in cytosolic [Ca 2+ ]. IPRs are modulated by many different things, one of the most important of which is Ca 2+ itself, which both activates and inhibits the IPRs in a complex and not well understood network of positive-and negative-feedback reactions on different time scales.
A concept similar to that of the Ca 2+ toolbox is important in the mathematical modeling of Ca 2+ dynamics. Models try to extract fundamental mechanisms, omitting less important details so that the basic skeleton-the basic toolbox components-can become clear. In the construction of such skeleton models, the concept of dynamical structure becomes important. The behavior of a model can be qualitatively described by a set of bifurcations and attracting or repelling sets, and this description is essentially independent of the exact model equations and parameters used to realize the underlying dynamical structure (in that there can be many different equations and parameters that have the same dynamical structure).
One important question is how cells can generate Ca 2+ oscillations of widely differing periods, even though they appear to be using the same elements of the Ca 2+ toolbox. Although it is mathematically trivial to generate oscillations with different periods from a single model (simply by rescaling time), this is not, in general, an acceptable physiological explanation, because it relies on the arbitrary selection of parameter values that are often nonphysiological.
Here, we aim, firstly, to show that there is a common dynamical structure underlying Ca 2+ oscillations of widely varying period in different cell types (such a common structure is by no means guaranteed) and, secondly, to propose an experimentally testable
Significance
Oscillations in the concentration of free cytosolic calcium are an important control mechanism in many cell types. However, we still have little understanding of how some cells can exhibit calcium oscillations with a period of less than a second, whereas other cells have oscillations with a period of hundreds of seconds. Here, we show that one common type of calcium oscillation has a dynamic structure that is independent of the period. We thus hypothesize that cells control their oscillation period by varying the rate at which their critical internal variables move around this common dynamic structure and that this rate can be controlled by the rate at which calcium activates calcium release from the endoplasmic/sarcoplasmic reticulum.
physiological mechanism for how cells might generate oscillations of different periods, based on this dynamical structure.
Some early models of Ca 2+ oscillations (14) (15) (16) 
Results
The model is briefly described in Materials and Methods, with full details given in Supporting Information. Most importantly, the model contains a faster activation process and a slower inactivation process, but both of these processes operate on the rate of activation of the IPRs.
The model reproduces the following experimental results:
, p, increases, a stable limit cycle first appears and then disappears. When these oscillations exist, they do so for constant p. ii) The oscillation frequency increases as p increases or as the Ca 2+ influx increases. iii) Ca 2+ influx influences the frequency but is not necessary for the existence of oscillations.
Model Predictions. To determine whether the underlying dynamical structure can be uncovered experimentally, we use the model to predict the response of an oscillation to exogenous pulses of IP3.
The model response depends critically on the timing of the perturbation relative to the phase of the unperturbed oscillation. To verify this assertion, we compare different model responses with part of a 3D version of the bifurcation diagram, constructed by plotting c and h coordinates for equilibrium and periodic solutions and using p as the bifurcation parameter (Fig. 1) . A feature of particular importance is the surface of unstable periodic solutions that, near the upper Hopf bifurcation, takes the shape of the bell of a trumpet; we call this structure a "Hopf trumpet." There are three qualitatively different responses to a pulse of IP3.
i) If the pulse occurs between oscillation peaks, the model shows an immediate spike followed by a rise in oscillation frequency ( Fig. 1 A and B) . This result has previously been shown in airway smooth muscle cells (ASMCs) (17) . In this case, the pulse has carried the trajectory to a position, with a relatively large value of c, from which it moves quickly toward the upper part of the surface of attracting periodic solutions. The trajectory thus continues oscillating; because the oscillation frequency is an increasing function of p, the frequency is initially larger. ii) If the pulse occurs close to the lower portions of the decreasing phase of the spike, the trajectory is carried to a position, with relatively small c, from which it moves quickly to the lower part of the surface of attracting periodic solutions. In this region, h is changing slowly and the trajectory must move slowly along the surface before it can next spike ( Fig. 1 C  and D) , which results in a delay before the next peak, but the oscillations still reappear with an increased frequency. iii) If the pulse occurs slightly higher up the downstroke of the spike, the trajectory is carried to a position from which it moves quickly toward the branch of stable steady states, resulting in small fluctuations that subsequently are attenuated to a decreasing plateau. Once p has decreased far enough, the trajectory crosses the subcritical Hopf bifurcation and large-amplitude oscillations reappear.
Whether or not the pulsed orbit initially moves toward the surface of attracting periodic solutions or toward the curve of stable steady states depends on the orbit's position relative to a separating manifold which lies close to the Hopf trumpet. We discuss this manifold further in Discussion but, for now, use the Hopf trumpet as a convenient approximation to the true separating manifold.
Note that there is no general theoretical relationship between the phase of the pulse and whether or not the pulse takes the trajectory into the interior of the Hopf trumpet. The effect of the pulse depends crucially on the exact spatial relationship between the unperturbed oscillation and the trumpet. Furthermore, the pulse response will depend on the magnitude of the pulse. A large enough pulse will always take the trajectory beyond the high p end of the Hopf trumpet, leading to oscillations on a raised baseline. However, these responses to large perturbations are independent of the phase of the pulse. If oscillations on a raised baseline occur only for some pulses, and depend on the phase of the pulse, then this indicates the presence of a Hopf trumpet. The model also predicts the pulse responses as a function of phase and amplitude of the pulse. However, the difficulty of determining the exact amount of IP3 released by the flash, combined with the difficulty of doing pulses at a precise phase, make these predictions more difficult to test. In HSY cells, the IP3 pulse results in three distinct types of responses. When the pulse occurs between Ca 2+ spikes the result is an immediate spike in c followed by oscillations with increased frequency (Fig. 2A) . When the pulse occurs on the downward phase of the spike, there is a short delay before the spikes resume with an increased frequency (Fig. 2B) . When the pulse occurs close to the peak of a spike the response is an oscillation on a raised but decreasing plateau (Fig. 2C) .
In ASMCs, an IP3 pulse between oscillation peaks gives an immediate increase in oscillation frequency (Fig. 3A) , a pulse on the downward phase of the oscillation gives a short delay before oscillations resume with higher frequency (Fig. 3B) , and a pulse close to the peak of a spike causes an oscillation on a raised but decreasing plateau (Fig. 3C) . This third behavior is less obvious in ASMCs than in the other two cells types. The principal difficulty is that the oscillations in ASMCs are an order of magnitude faster than those in HSY or DT40 cells, making it difficult to ensure the pulse is correctly timed or short enough compared with the oscillation frequency.
In DT40-3KO cells, transfected with and stably expressing type II IPRs, all three behaviors can be clearly seen. Fig. 4A shows the increased frequency in response to a pulse of IP3 applied between Ca 2+ spikes, Fig. 4B shows the response when the pulse occurs on the downward stroke of the spike, and Fig. 4C shows the response when the pulse occurs right on the peak of the oscillation. The small increases immediately after the pulse in the responses in Fig. 4B (indicated by * in the figure) are due to a small signal contamination, from the responses of closely neighboring cells, in the region of interest (ROI). This portion of the signal demonstrates that the IP3 pulse elicits an immediate response in the neighboring cells but not in the cell under direct observation, because the pulse occurred during the downward phase of the spike.
Discussion
We have shown that three different cell types, with oscillation periods ranging from seconds to minutes, all respond to pulses of IP3 in a manner that is predicted by the geometric structure shown in Fig. 1 . In ASMCs, the oscillation moves around this structure quickly, giving an oscillation period of a few seconds, whereas in HSY and DT40 cells, the movement around the same structure is slower, giving a period of over a minute.
In all of these cell types, the Ca 2+ oscillations are of Class I; that is, they are oscillations that can occur at a constant [IP3] and in the absence of Ca 2+ influx. The model applies only to oscillations of this type and makes no statement about models that depend on simultaneous oscillations of Ca 2+ and IP3 or those that depend on Ca 2+ influx. We therefore conclude that the simple canonical model presented here captures the underlying dynamic properties of Class I Ca 2+ oscillators, irrespective of their period. In this sense, we claim that our canonical model can be used as a "FitzHughNagumo (FHN)-like" model of Class I Ca 2+ oscillations. However, although we know that the Hopf trumpet must have some component that projects to the p axis (because, otherwise, the model would not reproduce the correct oscillatory behavior as p increases), curvature of the Hopf trumpet, or its angle with the axes, may affect the response to a pulse. Thus, the canonical model will not, in general, produce all possible qualitative behaviors of a more complex model.
In addition, the Hopf trumpet retains predictive power only when the variable p is slow. Preliminary computations indicate that the manifold separating orbits with qualitatively different behavior (in the full 3D system, as shown in Fig. 1 ) is a surface lying near the surface of unstable periodic solutions (in the reduced 2D system). When p is slow, this manifold is well approximated by the Hopf trumpet, and consideration of the relative positions of the trumpet and the pulsed orbit give good predictions. However, as p becomes faster, the manifold and the Hopf trumpet diverge, and predictions based on the location of the trumpet may not be accurate.
The fact that the underlying dynamical structure of the canonical model appears to agree with observations in three different cell types tells us nothing about whether or not our actual model assumptions are correct. For example, it is likely there are many different models, each with different expression for the sarcoplasmic/endoplasmic reticulum Ca 2+ -ATPase (SERCA) pumps or different expression for the IPRs, that all exhibit a Hopf trumpet and would make similar predictions. Thus, we wish also to find out what are the possible biophysical mechanisms that might be used to generate oscillations of widely different periods, all with the same dynamical structure.
Model computations show that by changing only τmax, which controls the rate at which β (the rate of IPR activation by Ca 2+ ) responds to changes in [Ca 2+ ], the oscillation period can be made to vary over at least an order of magnitude (Supporting Information). Thus, the model predicts that cells with Class I Ca 2+ oscillations can control the oscillation period by modulating (among other things) how fast the rate of Ca 2+ activation of the IPR responds to changes in [Ca 2+ ]. We have only indirect evidence that the oscillation period is controlled by such a mechanism. We have previously reported (31, 32) that type I IPRs can be assembled from cDNA encoding two complementary peptide chains that correspond to the fragmentation products produced by the intracellular proteases caspase and calpain. Calpain cleavage occurs toward the C terminus of the IPR, resulting in an N-terminal fragment consisting of much of the cytosolic fraction of the protein (amino acids ) and a C-terminal fragment containing the channel pore (amino acids 1918-2749). Remarkably, these channels, in which peptide continuity has obviously been interrupted, are functional in terms of IP3-gated Ca 2+ release (31, 32) . Nevertheless, as shown in Fig. 5A , channel function is markedly altered by fragmentation. DT40-3KO cells stably expressing type I IPRs exhibit very little ability to support Ca 2+ oscillations in response to B-cell receptor crosslinking with anti-IgM antibody (31, 33) . In contrast, cells expressing the complementary receptor peptides corresponding to calpain cleavage products exhibit robust Ca
2+
oscillations with periods around 1-2 min (Supporting Information). Because no other change is made to the cell, the assumption is that only the properties of the IPR have been changed by the fragmentation.
This startling result can be qualitatively reproduced by the canonical model if it is assumed that cleavage of the IPR changes nothing but the parameter τmax (Fig. 5B) . When τmax is very large, an increase in c causes h to decrease and get trapped at a low value, because the rate at which h can recover (as c recovers to its resting state) is very slow. Thus, the IPR gets trapped in a closed state, and cannot reopen to cause a second Ca 2+ spike after the first has occurred (also see Materials and Methods). According to our preliminary analysis, it is possible that stable limit cycles still exist for large values of τmax but that their period is so high as to be practically unobservable.
Although it is likely that IPR fragmentation changes a number of aspects of the IPR, the preliminary results in Fig. 5 suggest that relatively simple changes in IPR activation kinetics are a possible explanation for the dramatic changes in Ca 2+ dynamics caused by fragmentation.
Photoreleased IP3 degrades more slowly than native IP3 (34), and thus the effects of the pulse persist long enough to be experimentally observable as an increase in oscillation period. Nevertheless, due to the difficulty of measuring [IP3], the exact time course of the [IP3] after the pulse is uncertain. The model simply assumes exponential decay of IP3 at a rate that is consistent with the experimental observations. Thus, the model makes no predictions about how long the oscillation period should remain elevated after the IP3 pulse.
Although our model is similar in many respects to the FHN model, there is one important difference. In the FHN model, there is a clear separation of time scales between the fast and slow variables. However, in our canonical Ca 2+ oscillation model, the time scale, τ h , of the "slow" variable, h, is a decreasing function of c. This feature, which is derived from the previous modeling work of ref. 35 , results in a model that gives more realistic Ca 2+ spikes than does the traditional FHN model. In this sense, our canonical model is similar to the models of refs. 36 and 37, both of which exhibit a similar time-scale fluidity. We note, however, that the model here, being based on specific Ca 2+ transport mechanisms, can make experimentally testable predictions about Ca 2+ dynamics, whereas neither the FHN model nor the models of refs. 36 and 37 can do so, because they are based on quite different underlying biophysical mechanisms.
In our discussion, so far, we have been treating Ca 2+ oscillations as deterministic. However, Ca 2+ oscillations are inherently stochastic. In stochastic models (13, 18, 38, 39) , the period of the interspike interval is set by the probability that enough IPRs will simultaneously release enough Ca 2+ to form a global Ca 2+ spike. Changes in interspike interval are then determined by the coupling within and between IPR clusters. According to this approach, the difference between the short period of ASMCs and the long period of HSY cells is simply that of diffusive coupling between IPRs and not a result of changes in the rate of Ca 2+ inhibition of the IPR. It is unclear how much changes in interspike interval result from purely stochastic mechanisms and how much from deterministic mechanisms. The most likely answer is that changes in both are required. Thus, our model points to a possible important change in deterministic behavior, although accepting that changes in spatial structure and IPR coupling is also very likely to be important.
Materials and Methods
Model Construction. We assume a spatially homogeneous cell, with four Ca ). To understand intuitively how this model behaves, it is helpful to consider the response to a step increase in c. When c is increased and held fixed, m∞ increases immediately, so β increases immediately, so Po increases immediately. More slowly, h will decrease to h∞, thus decreasing Po. Hence, in response to a step increase in c, Po will first increase and then decrease more slowly to a lower plateau. Note that the decrease in Po will occur with rate proportional to 1/τ h , which increases when c increases.
The response to a decrease in c depends on the value of τmax. A decrease in c leads to an immediate decrease in m∞ and thus a decrease in Po. If τmax is not too large, h then recovers to its high resting value, allowing the IPR to open in response to a subsequent increase in c. However, if τmax is large enough, h cannot recover quickly to its resting value and so remains low for a long time, preventing any subsequent increase in Po.
Hence, when τmax is large enough, a spike in c can lock the IPR into a closed state; the increase in c closes the IPR, which is then unable to escape quickly from the closed state, even when c decreases again. In this way, changes in τ h can effectively control the existence and the period of oscillations ( Fig. 5 ; also see Fig. S3 ).
Our canonical model has a similar mathematical form to the earlier models of refs. 14-16, in that the open probability is a function of an auxiliary variable, h, that, as c increases, decreases Po on a slow time scale. However, it is important to note that the biophysical interpretation is entirely different. In the earlier models, it was the inactivation of the IPRs that was a slow timedependent function of c. In contrast, in the model described here, the slow time dependence on c, and subsequent slow decrease in Po, is controlled by the rate of IPR activation.
Ca
2+ Signaling and Flash Photolysis of Caged-IP 3 in ASMCs. Precision cut lung slices (PCLSs) were prepared from female BALB/c mice (8-12 wk) as previously described (7) . HBSS was supplemented with 20 mM Hepes buffer (sHBSS) and adjusted to pH 7.4. PCLSs were initially incubated with sHBSS containing 20 µM Oregon Green 488 1,2-bis(o-aminophenoxy)ethane-N,N,N ,N -tetraacetic acid tetra(acetoxymethyl) ester, 0.1% Pluronic F-127 and 200 µM sulfobromophthalein (SB) in the dark at ≈30
• C for ≈1 h, and subsequently incubated with sHBSS containing 4 µM caged-IP 3 , 0.1% Pluronic F-127 and 200 µM SB for 1 h, followed by de-esterification in sHBSS containing 200 µM SB for 30 min. The intracellular Ca 2+ signaling of ASMCs in PCLSs was examined with a custom-built, video-rate scanning confocal microscope. To facilitate the flash photolysis, a pulse of UV light was generated from a mercury arc lamp with a band-pass filter (330 nm) and focused to a point into the custom-built confocal microscope as described before (40) . The fluorescence intensity in a ROI (8 × 10 pixels) within an ASMC was determined using custom-written software. Relative fluorescence intensity was expressed as Ft/F 0 , a ratio of the fluorescence intensity at a particular time (Ft) normalized to the initial time (F 0 ). Animal maintenance and experimental procedures complied with the requirements of the Animal Welfare Act, US Public Health Service Policy, and NIH guidelines and were approved by the Institutional Animal Care and Use Committee of the University of Massachusetts Medical School.
DT40-3KO Cell Culture and Constructs. DT40-3KO cells, an IPR-null background cell line, were grown in Roswell Park Memorial Institute 1640 medium supplemented with 1% chicken serum, 10% (vol/vol) FBS, 100 units/mL penicillin, 100 µg/mL streptomycin at 39
• C with 5% (vol/vol) CO 2 . The method for constructing plasmid expressing calpain fragmented IPR type I was described in ref. 31 . In brief, IPR type I cDNA flanked by the NheI and NotI sites at the 5 and 3 ends in pcDNA3.1 were used as templates. A short nucleotide sequence comprising, in the order of, a stop codon, NotI and NheI restriction sites, a Kozak sequence, and a start codon was inserted downstream of the sequence coding for glutamic acid 1917 by PCR. N-and C-terminal fragments were then extracted by digestions (NheI and NotI for N-terminal fragment and NotI for C-terminal fragment) and subcloned under two separate promoters in a two-promoter vector. DT40-3KO cells expressing mouse IPR type II, rat IPR type I, or rat calpain-fragmented IPR type I were generated by stably transfecting the cells with corresponding constructs using Amaxa nucleofactor (Lonza) followed by selection with 2 mg/mL G418 (Life Technologies).
DT40-3KO Single-Cell Imaging Assay. DT40 cells were first centrifuged at 200 ×g for 5 min. For Fura-2AM calcium imaging experiments, cells were resuspended in imaging buffer [10 mM Hepes, 5.5 mM glucose, 1.26 mM Ca 2+ , 137 mM NaCl, 0.56 mM MgCl 2 , 4.7 mM KCl, and 1 mM Na 2 HPO 4 (pH 7.4)] containing 2 µM Fura-2AM (teflabs) for 20 min. Fura-2 loaded cells were perfused with imaging buffer to establish the recording baseline followed by stimulation with imaging buffer containing anti-IgM (southern Biotech) to induce IPR activation. Calcium imaging was acquired by using a Till Photonics imaging system. For uncaging assay, after centrifugation, cells were resuspended in imaging buffer containing 1 µM Fluo-8 AM (teflabs) and 2 µM iso-Ins(1,4,5)P3/PM (caged) (enzolife) for 30 min; 50 nM trypsin was used to induce calcium response followed by a UV flash to uncage the IP 3 at the indicated time points. responses with 490-nm light from the Nikon mercury light source, cells were also illuminated with 400-nm light that was derived from U7773 for the photolysis of cell-permeable caged IP 3 .
