ABSTRACT: Sparse subspace learning has drawn more and more attentions recently. However, most of the sparse subspace learning methods are unsupervised or supervised, which cannot utilize the information offered by unlabeled data. In this paper, a new sparse subspace learning algorithm called Sparsely Preserving Based Semi-Supervised Dimensionality Reduction (SPSSDR) is proposed by adding the sparsely information into liner discriminant analysis. SPSSDR not only preserves the sparse relationship among samples, but also preserves the category structure of data; furthermore, it also utilizes some information offered by unlabeled data. The conducted experiments on challenging benchmark datasets validate the SPSSDR.
INTRODUCTION
Dimensional reduction aims to find a projection matrix to project the data from high dimensional space to lower dimensional space. It can bring many benefits such as removing irrelevant and redundant features, reducing the change of over-fitting, saving computational cost, improving prediction accuracy, and enhancing result comprehensibility. Many dimensional reduction algorithms have been proposed in the past several years According to the availability of class label information, dimensional reduction can be categorized as supervised dimensional reduction, unsupervised dimensional reduction, and semi-supervised dimensional reduction. In this paper, we focus on semi-supervised dimensional reduction.
Most existed semi-supervised dimensional reduction algorithms are based on manifold learning. Such as, enhanced semi-supervised local fisher discriminant analysis [1] , local structure preserving discriminative projections (LSPDP) [2] , constrained locality preserving projections (CLPP) [3] . However, these methods need to consider k-nearest-neighbor or e-ball to define the relationships among samples, which need to manually set many parameters.
To automatically define the relationships among samples, the dimensional reduction algorithms based on sparse subspace learning have drawn more and more attentions recently. For example, Qiao et al [4] proposed sparsely preserving projection (SPP), which has higher recognition accuracy than PCA and NPE. Zang and Zhang [5] combined the sparse reconstruction error and local within-class scatter of data to solve the projection matrix for dimensional reduction. Gui et al. [6] proposed a discriminant sparse neighborhood preserving embedding (DSNPE) algorithm by combing SPP and maximum margin criterion for face recognition. Quanxue Gao [7] proposed a new dimensionality reduction method called discriminative sparsely preserving projections (DSPP), which employs sparse representation model to adaptively build both intrinsic adjacency graph and penalty graph with weight matrix, and then integrates global within-class structure into the discriminant manifold learning objective function for dimensionality reduction. However, these algorithms cannot utilize the information offered by unlabeled data.
In this paper, we propose a discriminant Sparsely Preserving Based Semi-Supervised Dimensionality Reduction (SPSSDR) by combining sparse subspace learning and semi-supervised learning. To be specific, we adaptively construct the intrinsic adjacency graph with weighted matrix by using both labeled data and unlabeled data in minimizing L1-regularization objective function on sparse representation. However, in most of time, the coefficients of some far from samples also are very large, which is not conductive to construct the graph for a dimensional reduction used on classification. To overcome this defect, another item is added in the optimization objective of SPSSDR, which can penalize the distances among samples that are far from each other.
THE PROPOSED SPARSELY PRESERVING BASED SEMI-SUPERVISED DIMENSIONALITY REDUCTION
Given n training samples 
. The basic idea of the SPSSDR is to pursue a transformation matrix W, which transform the high-dimensional data to low-dimensional data XW, to maximally preserve the sparse relationship among samples with XW, to minimize the within-class distances, to maximize across-classes distances, and to penalize the distances among samples that are far from each other. Mathematically, the SPSSDR achieves this goal by
where a1 and a2 are two trade-off parameters.
W X L X W is to maximize the across-classes distances, which can be computed as: i j a of our method subject to an additional non-negative constraint. Obviously, Dj contains all the training samples in our method can makes that A can be constructed by both labeled data and unlabeled data, and then our method can utilize the information presented by unlabeled data, which are ignored by DSNPE and DSPP.
However, in most of time, the coefficients of some far from samples are also very large when the coefficients are computed by Eq.(6), which can be illustrated by Figure 1 . It can be seen from Figure 1 that a large number of coefficients are not changed with the Euclidean distances. As a result, the sparse relationships among these far from samples are also preserved in the low dimensional space, and then the transformed result XW may be not benefit for classification.
To overcome this defect, we also maximize the distances among samples that are far from each other, which is the goal of adding 1 
EXPERIMENTS
In this section, several benchmarks of multimedia are used to verify the effectiveness of the proposed SPSSDR, such as: ORL , and USPS 1 , COIL20 [8] , where the images on ORL and YaleB are resized to 32×32. All data sets are standardized to be zero-mean and normalized by standard deviation. The proposed SPSSDR are compared with following dimensional reduction algorithms: NPE [9] , LPP [10] , LDA [11] , DSNPE [7] , DSPP [6] , SPP [4] . The k of NPE, LPP and SPSSDR is set to 5, which is the number of labeled training samples of each class. Eq. (6) is optimized by a toolbox offered by Jun Liu et al 5 , where λ is set to 0.1. The dimensions of low dimensional space are taken from 10 to 160 with increasing step 20. SVM classifier has been individually performed on all data sets, and the linear kernel with the parameter C=1 is utilized. Accuracy is used to evaluate the classification result.
To compare our algorithm with other algorithm, for each data set, 5 samples of each class are randomly selected as labeled training samples, 3 samples of each class are randomly selected as unlabeled training samples, and the remaining samples are used as testing samples. This procedure is repeated by 50 times, and the average classification results across all trials were computed. The best performances among all selected numbers for all data sets are given in the second row to 5-th row of Table 1 . Furthermore, to facilitate comparison, the mean of performances of each algorithm on all data sets are also presented in the last row of Table 1 . Each item in Table. 1 is the mean ± standard deviation.
It can be seen from the second row to 5-th row of Table. 1 that SPSSDR are the best on all data sets. And it can be seen from the last row of Table. 1 that the mean of accuracies of SPSSDR on the 5 data sets is the highest, which is higher than the mean of accuracies of the second best algorithm about 2.79%. They prove that SPSSDR is better than the compared dimensionality reduction algorithms. Furthermore, we know that COIL20 is an image classification dataset, Isolet is an audio dataset, USPS is a handwritten digit dataset, and ORL and YaleB are two face datasets, which proves that SPMRFS can adapt to a variety of data types. 
CONCLUSION
In this paper, a new Semi-Supervised Dimensionality Reduction algorithm based on sparse subspace learning (SPSSDR) is proposed. The low dimension space obtained by SPSSDR can maximally preserve the sparse relationship among samples, minimize the within-class distances, and maximize across-classes distances. Furthermore, to overcome the defect that the coefficients of some far from samples are also very large in most of time, a new item is also added in optimization objective to penalize the distances among samples that are far from each other. Experiments show that SPMRFS has higher accuracies on 5 multimedia datasets. 
