In this paper, we propose a vector transport-free stochastic variance reduced gradient (SVRG) method with general retraction for empirical risk minimization over Riemannian manifold. Existing SVRG methods on manifold usually consider a specific retraction operation, and involve additional computational costs such as parallel transport or vector transport. The vector transport-free SVRG with general retraction we propose in this paper handles general retraction operations, and do not need additional computational costs mentioned above. As a result, we name our algorithm S-SVRG, where the first "S" means simple. We analyze the iteration complexity of S-SVRG for obtaining an ǫ-stationary point and its local linear convergence by assuming the Lojasiewicz inequality, which naturally holds for PCA and holds with high probability for matrix completion problem. We also incorporate the Barzilai-Borwein step size and design a very practical S-SVRG-BB method. Numerical results on PCA and matrix completion problems are reported to demonstrate the efficiency of our methods.
Introduction
The stochastic variance reduced gradient (SVRG) method proposed by Johnson and Zhang [15] has been shown to be very effective for empirical risk minimization problems that involve large-scale training data set in the objective. There have been many variants of SVRG for solving nonsmooth and convex problem [33] , nonconvex problem [2, 24, 3] , and optimization on manifold [17, 34, 35] . In this paper, we propose a vector transport-free SVRG with general retraction (S-SVRG) that minimizes empirical risk over manifold:
where M denotes a Riemannian manifold, and f i (X) : M → R is differentiable. Although [17, 34, 35, 3] also studied SVRG for solving (1.1), we will discuss later that our S-SVRG is more general and efficient, in the sense that it can handle general objective function, general retraction operation, and does not need additional computational costs such as parallel transport and vector transport that are required in [17, 34, 35] . For the ease of presentation, we mainly focus on discussing the case when the manifold in (1.1) is the set of orthonormal matrices:
f i (X), s.t. X ∈ St d,r := {X ∈ R d×r : X T X = I r }, (1.2) where f i (X) : St d,r → R is differentiable, I r is the r-th order identity matrix, and St d,r is the compact Stiefel manifold. The Grassmann manifold Gr d,r takes the quotient representation as St d,r /St r [10] , here St r := St r,r . Problem (1.2) has wide applications such as principal component analysis (PCA) [16] , the Karcher mean problem [17] , the joint diagonalization problem [30] , the domain adaptation problem [22] , and a recovering problem in dictionary learning [28] , just to name a few.
Related works
There are mainly two classes of SVRG methods for manifold optimization. [17, 34, 35] belong to the first class and they construct the stochastic variance reduced Riemannian gradients by invoking parallel transport or vector transport. Specifically, Kasai, Sato and Mishra [17] mainly consider SVRG on Grassmann manifold, and the retraction considered is exponential map 1 . Moreover, the algorithm in [17] requires diminishing step size to guarantee the global convergence and its local linear convergence requires the positiveness of the Riemannian Hessian at a non-degenerate local minimizer. Xu and Ke [34] consider SVRG for eigenvalue problem whose objective function is quadratic and the retraction used is polar decomposition. The linear convergence of the algorithm in [34] requires that the initial point is sufficiently close to the optimal solution. Zhang, Reddi and Sra [35] consider SVRG for general Riemannian manifold (R-SVRG), and the retraction used is the exponential map. However, R-SVRG restricts the objective function f on a compact set X of the considered manifold. [35] proves that the IFO-calls complexity (i.e., the total number of component gradient evaluations) of R-SVRG for achieving an ǫ-stationary point is O(ζ 1 2 n 2/3 /ǫ + n), where ζ depends on the sectional curvature and the diameter of X , and this result also requires that f is geodesically L-smooth and the sectional curvature of X has finite lower and upper bounds. Linear convergence of R-SVRG is shown under the condition that f is globally gradient dominated. Besides, [35] also shows the linear convergence of R-SVRG under the assumption that f is geodesically convex. However, it should be noted that every geodesically convex function on a compact manifold is a constant [5] . Papers in the second class include [26, 25, 32, 3] and they do not need parallel transport or vector transport. Shamir proposes the VR-PCA algorithm [26, 25] for solving PCA problem whose objective function is quadratic. Linear convergence is established under the assumption that the initial point is sufficiently close to the optimal solution. The Stiefel-SVRG proposed by Wu [32] is also for solving PCA problem, and linear convergence to stationary point is shown by proving that the Lojasiewicz inequality holds for PCA problem. Aravkin and Davis [3] propose a very general SVRG algorithm for solving nonconvex and nonsmooth composite problems that include (1.2) as a special case. The IFO-calls complexity of algorithm in [3] is also shown to be O(n 2/3 /ǫ + n). However, the retraction operation considered in [3] is gradient projection, and it is not clear how to extend the result to other retractions. The differences of the existing methods and our S-SVRG are summarized in Table 1 . It follows that ∇f (X) is also L-Lipschitz continuous over St d,r . We first introduce some basic notions of optimization on Riemannian manifold M. For each X ∈ M, the tangent space is denoted by T X M. We define the inner product on T X M as ·, · X and the corresponding induced norm E X = E, E X is an equivalent norm to the Frobenius norm, namely, there exist ν, γ > 0 such that
2)
The Riemannian gradient grad f (X) is the unique element of
where ·, · is the Euclidean inner product. The feasible gradient descent method is based on the notion of retraction. Given any X ∈ M, the retraction R(t) := R(X, tE) along the direction E ∈ T X M is a smooth map from T X M to M that satisfies
where
Starting from a given initial point X 0 , the feasible method based on the retraction updates the iterates as
where τ k > 0 is the step size and E k ∈ T X M.
In the following we give the definitions of stationary point and ǫ-stationary point of (1.1).
Definition 2.2 (Stationary point
Definition 2.4 (stochastic ǫ-stationary point). Suppose X r ∈ M is returned by a stochastic feasible method for (1.1), we call X r a stochastic ǫ-stationary point if
where the expectation is taken with respect to the whole stochasticity of the algorithm.
With slight abuse of notation, we still use grad f (X) to denote Riemannian gradient on St d,r . We now give a complete description of grad f (X). For each X ∈ St d,r , the tangent space at X is referred to T X St d,r := {Z ∈ R d×r : X T Z+Z T X = 0}. For any ρ > 0, define the inner product on
Each point in Gr d,r is essential an equivalent class [X] = {XQ r : Q r ∈ St r }, where St r stands for O r,r for short. The tangent space at [X] is given as T [X] Gr d,r = {Z ∈ R d×r : X T Z = 0} and the corresponding inner product is always taken as [10] . For simplicity of notation, we denote [X] by X. Given ρ ≥ 0, define the operator
3), we know the Riemannian gradient on St d,r can be defined as grad f (X) = D ρ (X, ∇f (X)) with ρ = 0 for Gr d,r and ρ > 0 for St d,r . Note that when X T ∇f (X) = ∇f (X) T X, we have grad f (X) ≡ D 0 (X, ∇f (X)). Besides, (2.2) holds for St d,r with ν = min {1, 1/(4ρ)} and γ = 1.
3 A S-SVRG method for problem (1.2) In this section we propose a S-SVRG method for solving (1.2). We first establish a sufficient decrease property of retraction of St d,r , which plays an important role in establishing the complexity results of S-SVRG.
Sufficient decrease property
Consider a retraction R(t) of St d,r with R(0) = X. 2 We aim to establish the so-called sufficient decrease property of f (R(t)), i.e., there is a sufficient reduction from f (X) to f (R(t)). By the compactness of St d,r , there exists a constant C > 0 such that
Following the proof of Lemma 3 in [7] , we know that R(t) satisfies the following properties.
hold for any t ≥ 0.
We have the following remarks regarding Proposition 3.1. For the particular case M = R n×r and R(t) = X + tE, we always have L 1 = 1 and L 2 = 0, for given X, E ∈ R n×r . For retractions on St d,r , we can compute L 1 and L 2 explicitly. For example, when R(t) is polar decomposition, we have L 1 = 1, L 2 = 1/2, and when R(t) is QR factorization, we have
Note that these estimations of L 1 and L 2 are much better than those in [9, 32] . The corresponding proofs are given in Appendix A.3.
Second, for any Z ∈ R d×r , there holds that
where the second inequality is due to (3.2) . Inequality (3.3) will be used later in our analysis.
We are now ready to present the sufficient decrease property, whose proof can be found in Lemma 3 of [7] . For completeness, we give a simple proof here. Lemma 3.2. For any t ≥ 0, there holds that
It follows from (2.3) that ∇f (X), R ′ (0) = grad f (X), R ′ (0) X , which together with (3.3) and (3.1) implies (3.4).
It is shown in Lemma 3 of [7] that if M is a compact Riemannian submanifold of some Euclidean space and f has Lipschitz continuous gradient in the convex hull of M, then (3.4) must hold because (3.1) and (3.2) hold. However, if M is not compact, it remains unknown whether (3.4) holds for some universal T R and t ∈ [0, T R ].
A S-SVRG method
Our S-SVRG method is described in Algorithm 1. The random event in Line 6 of Algorithm 1 is denoted by ξ s,k . Clearly, ξ s,k is mutually independent of each other. For fixed s, we simply denote
, where the operator D ρ (·, ·) is defined in (2.6).
Algorithm 1 A S-SVRG method for problem (1.2)
Choose the maximal inner iteration number K ≥ 1 and the mini-batch size |B| ≥ 1. Compute the full Euclidean gradient ∇f (X s,0 ) and set the step size τ s > 0.
5:
Generate a uniformly random sample B ⊆ {1, . . . , n} with replacement.
7:
Compute the stochastic Euclidean gradient G(X s,k , ξ s,k ) as
Compute the stochastic Riemannian gradient as 3
Update X s,k+1 along the direction −G R (X s,k , ξ s,k ), i.e.,
end for
11:
Set X s+1,0 := X s,K . Set X s r to be X s,k with probability p s,k , k = 0, . . . , K. 12: end for 13: return X r uniformly from {X s r } with s ∈ {0, 1, . . . , S − 1}.
We now show that the stochastic Riemannian gradient G R (X k , ξ k ) is unbiased and its variance can be well controlled. Lemma 3.3. For the sequences generated by Algorithm 1, it holds that
where the constant ν, defined in (2.2), equals to min {1, 1/(4ρ)}.
Proof. It is easy to see that
Taking the expectation over ξ k on both sides of (3.6), we have
which together with (2.3) and the uniqueness of grad f (X k ) implies (3.10). We now prove (3.11) . By (3.6) and (2.3), we have
Taking the expectation over ξ k on both sides of (3.14) leads to
On the other hand, we have
where the first inequality comes from Lemma 4 in [19] , and the second one is due to (2.1).
Combining the above inequality and (3.15), we have (3.11).
The following lemma plays a key role in establishing the iteration complexity. Its proof is relegated to Appendix B. 
hold for k = 0, . . . , K − 1. Then we have 18) where the function
Iteration complexity of S-SVRG
We first show that the function value over one epoch, i.e., one outer loop, has sufficient reduction in expectation.
Lemma 3.5. Consider Algorithm 1. For fixed s, it holds that 19) where
and 20) where β > 0 is a constant,L = L 2 1 + 4L 2 √ r and
Proof. The proof consists of three steps. First, we establish the sufficient reduction of the function value per inner iteration. By (3.10), we have (3.4) , and taking the expectation over ξ k on both sides of the resulting inequality, we have from X k = R(X k , 0), (3.9) and (3.22 ) that
Plugging (3.11) into (3.23) and using (2.2) with E = grad f (X k ), we obtain
Second, we prove the following inequality:
To prove this, we first obtain from X k = R(X k , 0) and (3.9) that
It follows from (3.3) and
which, together with the fact that X k − X 0 F ≤ 2 √ r, (3.26) and the definition ofL implies
Taking expectation over both sides of (3.27) with respect to ξ k , and using (3.10), we have
Combining (3.22) and (3.11), we have
On the other hand, it follows from the Cauchy-Schwarz inequality that
Plugging (3.29) and (3.30) into (3.28), we obtain (3.25). Finally, using (3.24), (3.25) and the fact that ξ k is independent of each other, considering the sequences 
We now bound the variance of grad f (X r ) in expectation.
where X * is the optimal solution of problem (1.2), and the expectation is taken over
) and the randomness of r.
Proof. First, note that p s,K = 0, we have
where the first inequality is due to (3.19) . Further note that
we know from (3.32) and
By choosing the parameters K, |B|, β and τ s carefully, we are ready to establish the iteration complexity result of S-SVRG. Theorem 3.7. Consider Algorithm 1. Given constants 0 ≤ µ ≤ 2/3 and κ > 0, we set the parameters as
where the constant c
To achieve a stochastic ǫ-stationary point (defined in Definition 2.4) of problem (1.2), the IFOcalls and RO(retraction oracle)-calls complexities are O(n 2/3 /ǫ + n) and O(n
(1−µ) ), respectively. In particular, when µ = 0, namely, |B| = ⌈(κn) 2/3 ⌉, the IFO-calls and RO-calls complexities become O(n 2/3 /ǫ + n) and O(1/ǫ + n 1/3 ), respectively.
Proof. Since all τ s are the same, again we drop the subscript s for simplicity.
We first give the lower bound of ∆ min . Note thatL ≥ L 2 1 ≥ 1 and 0 ≤ µ ≤ 2/3, with the choices of τ and |B| in (3.33), we havẽ
By the first inequality in (3.35) and the choice of β in (3.33), we have from (3.21) that
Plugging (3.35) and (3.36) into (3.20) with k = 0, and using the choice of τ in (3.33), we have
where the last inequality is due to (3.34) . Note that ∆ min = ∆ 0 , we thus have
Second, by choosing
we know from (3.38) and (3.31
, which together with (3.39) gives
. Using (3.33) and noting |B| ≤ 2K 2−3µ , we have
where c 2 = 1 + 4 max{1, 4κ 2/3 }, and
Thus it follows from (3.40) and (3.41) that #IFO-calls = S(n + 2K|B|) = O n 2/3 /ǫ + n .
Similarly, from (3.40) and (3.42), we have #RO-calls = 2SK = O n
Remark 3.8. Note that if we set the stochastic gradient G(X k , ξ k ) to the exact gradient ∇f (X k ), then Algorithm 1 reduces to the deterministic gradient descent method on manifold, and the complexity becomes O(n/ǫ), which was recently established in [7] .
A S-SGD method
As a by-product of S-SVRG, we can give a vector transport-free SGD with general retraction for solving (1.2) as in Algorithm 2. The stochastic event in Line 4 is denoted by ξ j . Note that St d,r is compact, following the proof of Lemma 3.3, we can also show that
for some constant σ. Using the similar techniques as in [12] , we can show in Theorem 3.9 that the IFO-calls and RO-calls complexities of S-SGD are both O(1/ǫ 2 ). For the sake of brevity, we omit the proof here.
Theorem 3.9. Let the step sizes {τ j } be chosen as
, whereD > 0 is some constant. Suppose that the probability mass function Pj(·) in Algorithm 2 is chosen as
where 1: Given X 0 ∈ St d,r , maximal iteration number N , step sizes {τ j } j≥0 , and probability mass function Pj(·) supported on {0, . . . , N − 1}. 2: Generate the random variablej according to Pj(·).
Pick a random i ∈ {1, . . . , n} uniformly and compute the stochastic Euclidean gradient G(X j , ξ j ) as G(X j , ξ j ) = ∇f i (X j ).
5:
Compute the stochastic Riemannian gradient as G R (X j , ξ j ) = D ρ X j , G(X j , ξ j ) .
6:
Update X j+1 = R X j , −τ j G R (X j , ξ j ) . 7: end for 8: return Xj.
Local linear convergence of S-SVRG
We first establish the local linear convergence of S-SVRG by assuming that the Lojasiewicz inequality holds, and then we prove that it holds with high probability for low-rank matrix completion problem. 
Theorem 3.11. Assume Assumption 3.10 holds. Consider Algorithm 1 with "X s+1,0 := X s,K " in Line 11 replaced by "X s+1,0 := X s r ." Suppose that the sequence {X s r } converges to a stationary pointX and suppose that all the iterate points lie in the set {X : X −X F ≤ δ}. We choose the parameters according to (3.33) and choose the probability
It holds that {X s r } converges toX linearly in expectation, i.e.,
Proof. First, by the Lojasiewicz inequality (3.44), we obtain from (3.19) that
. From (3.47) and (3.45), we have
From (3.33), we see that
which together with (3.48) and X s,0 = X s−1 r implies (3.46).
There are some existing works which consider the linear convergence of the SVRG on manifold. In [35] , Zhang, Reddi and Sra established the linear convergence of RSVRG for geodesically convex function. However, this result is trivial because every smooth geodescially convex function on a compact Riemannian manifold is a constant (see [5] ). Moreover, [35] also established the linear convergence result under the assumption that f (X) is globally τ -gradient dominated, i.e., there exists τ > 0 such that
where X * is the optimal solution. However, it should be noted that (3.49) is very difficult to be verified because X * is unknown. Kasai, Sato and Mishra [17] established the local linear convergence of R-SVRG under the assumption that the sequence converges to a non-degenerate local minimizer at which the Riemannian Hessian is positive definite. Xu and Ke [34] showed the linear convergence of their SVRRG for eigenvalue problem where they assume that the initial point is sufficiently close to the optimal solution. Note that none of the above three works gave a nontrivial example that satisfies their corresponding assumptions. Besides, Wu [32] established the local linear convergence of Stiefel-SVRG by using the fact that the Lojasiewicz inequality holds for PCA problem [20] .
In the following we show that the Lojasiewicz inequality (3.44) holds locally with high probability for matrix completion problems on Grassmann manifold.
Given a rank r matrix M ∈ R m×n with m ≥ n and M = U ΣV T , where U T U = mI r , V T V = nI r (note that this can be obtained by the SVD of M ). The matrix completion problem aims to recover M by partial observations on a subset Ω ⊂ {1, . . . , m} × {1, . . . , n}. As is done in [18] , we define
where W ∈ R m×r and Z ∈ R n×r satisfy W T W = mI r and Z T Z = nI r . Consider
where the parameter ̺ > 0, µ 0 is the incoherence parameter (see, e.g., [18] ) of M , W (i) and Z (j) are respectively the ith and jth columns of W T and Z T , and
The regularized matrix completion problem is formulated as follows [18] :
where u = (W, Z) and the Cartesian product Grassmann manifold M(m, n) = {(W ∈ R m×r , Z ∈ R n×r ) :
. . , m}, j ∈ {1, . . . , n} .
Denote u * = (U, V ). If u * ∈ M(m, n) ∩ K(3µ 0 ), from (3.51) and (3.50), we know F (u) ≡ 0, which means that u * is the optimal solution of (3.52). We now give the Lojasiewicz inequality result of (3.52), whose proof is relegated to Appendix C.
holds with probability at least 1 − 1/n 4 that
where the probability is taken with respect to the uniformly random subset Ω and δ, C, ǫ are some constants. For the definition of d(·, ·) and the specific conditions on δ, C and ǫ, see equation (22) and Lemma 6.5 in [18] .
Extensions
In this section, we extend the S-SVRG for problem (1.2) to more general manifold M. Similar to Assumption 2.1, throughout this section, we assume that f i (X) is differentiable and ∇f i (X) is L-Lipschitz continuous over M. The corresponding extension of S-SGD is also possible, and we omit the details for brevity.
Some special manifolds related to St d,r
The S-SVRG method can be naturally extended to optimization with the generalized orthogonality constraints
where M i is symmetric positive definite. Besides, the low-rank elliptope
where diag(X T X) is the diagonal vector of X T X. The low-rank spectrahedron {X ∈ R m×m : tr(X) = 1, X 0, rank(X) ≤ r ≤ m}, and the oblique manifold
where 1 p ∈ R p is the all-one vector, can be seen as special cases of (4.1) by some simple transformations. Specifically, letting X = H T H with H ∈ R r×m , the low-rank elliptope and the low-rank spectrahedron can be represented as {H ∈ R r×m : H i F = 1, i = 1, . . . , m} and {H ∈ R r×m : H F = 1}, respectively; the oblique manifold is equivalent to multiple sphere constraints as {X ∈ R m×p : X i F = 1, i = 1, . . . , p}, where X i is the ith column of X.
More general manifolds
S-SVRG (Algorithm 1) is still well-defined if St d,r is replaced by a general Riemannian manifold M. Since the tangent space is linear, we can still establish (3.10) and (3.11) . To obtain the complexity results, we need the following assumption.
Assumption 4.1. Consider the retraction R(t) with R(0) = X on M. We assume that there exists some positive constants L M 1 ≥ 1, L M 2 and the universal positive constant T M R such that
3)
If further assuming that ∇f i (X) is bounded on M, then we can obtain the same complexity result as shown in Theorem 3.7. The proof is given in Appendix D.1. Theorem 4.2. Consider Algorithm 1 for problem (1.1). Suppose that Assumption 4.1 holds. Moreover, we assume that
For any 0 ≤ µ ≤ 2/3 and κ > 0, we choose
, k = 0, . . . , K − 1 and p s,K = 0, where
To obtain a stochastic ǫ-stationary point of (1.2), the IFO-calls and RO-calls complexities are O(n 2/3 /ǫ + n) and O(n µ) ), respectively. In particular, when µ = 0, i.e., |B| = ⌈(κn) 2/3 ⌉, the IFO-calls and RO-calls complexities become O(n 2/3 /ǫ + n) and O(1/ǫ + n 1/3 ), respectively.
If the boundedness assumption (4.4) does not hold, as in [7] , we need the following assumption.
Assumption 4.3 ([7]
). For any t ≥ 0, we assume that there exits a universal positive constant
We thus can establish the iteration complexity results as follows. The proof is given in Appendix D.2. 
, K − k , To obtain a stochastic ǫ-stationary point of problem (1.2), the IFO-calls and RO-calls complexities are O n 2−θ 3−2θ /ǫ + n and O n θ 3−2θ /ǫ + n 1 3−2θ , respectively. In particular, when θ = 0, i.e., |B| = ⌈(κn) 2/3 ⌉, the IFO-calls and RO-calls complexities become O(n 2/3 /ǫ + n) and O(1/ǫ + n 1/3 ), respectively.
A practical S-SVRG-BB algorithm
One of the major issues in SGD is how to choose step size while running the algorithm. Recently, Tan et al. [29] proposed the SVRG-BB method, which incorporates the BB step size [4] to SVRG. The numerical results showed that SVRG-BB performs comparably to SVRG with besttuned step sizes. BB step size was also used in optimization on Riemannian manifold (see, e.g., [13, 14, 31] ). Motivated by these results, we propose to incorporate the BB step size to compute the step size τ s in S-SVRG. Similar as [31] , we define
and compute the BB step size by 
we immediately obtain the following result for S-SVRG-BB from Theorem 3.7.
Corollary 5.1. Consider S-SVRG-BB algorithm. Given constant 0 ≤ µ ≤ 2/3, we select K, |B|, β and τ s by (3.33), where the positive constant κ is chosen such that c = ρK µ−1 (ρ satisfies (5.3)) lies in (0, 1) and satisfies (3.34). To obtain a stochastic ǫ-stationary point of (1.2), the IFO-calls and RO-calls complexities are O(n/ǫ) and O(1/ǫ), respectively.
Numerical results
In this section, we compare VR-PCA [25] , R-SVRG [17] and SVRRG [34] with our S-SVRG and S-SVRG-BB for solving PCA and matrix completion (MC) problems. Note that for problem (1.2), SMART-SVRG [3] is a special case of S-SVRG where the retraction is the gradient projection. If we restrict f (X) to be a quadratic function (without linear term) and use the retraction of QR factorization or polar decomposition, our S-SVRG with fixed step size becomes Stiefel-SVRG [32] . We consider seven types of retractions (A.1)-(A.8) and we denote them by "qr", "pd", "wy", "jd", "gp", "exp" and "gr", respectively (see Appendix A.1 and A.2 for details). For each test instance, we run each method 20 times from random initial points. For each run, the initial random number generator seeds for different methods are the same. We stop each method at the sth epoch when grad f (X s,0 ) F ≤ 10 −6 or s is larger than or equal to the maximal epoch number 200. We always choose the batchsize |B| = 0.01n and set the maximal inner iteration number as K = 5n. For all the aforementioned SVRG-type methods, as done in [15] , we use K iterations of the S-SGD method to improve the quality of the random initial points. For PCA problem, we set ρ = 0 since there always hold X T G(X s,k , ξ s,k ) ≡ G(X s,k , ξ s,k ) T X and X T ∇f (X) ≡ ∇f (X) T X and thus
. For MC problem, we shall choose specific ρ for different methods since G R (X s,k , ξ s,k ) depends on ρ although we always have grad f (X s ) ≡ D 0 (X s , ∇f (X s )). The parameters τ min and τ max are chosen to be 10 −8 and 10 8 , respectively. In our numerical experiments, we use a new function φ(t) in 'jd' retraction (A.4) as
Note that such chosen φ(t) satisfies the condition (A.5) and it emphasis the role of X T E in (A.4) when t is small. Our codes were written in MATLAB (Release 2016b) and all the experiments were conducted in Ubuntu 16.04 LTS on a Dell workstation with a 3.5-GHz Intel Xeon E3-1240 v5 processor with access to 32 GB of RAM.
Principal component analysis
Given the observation data matrix A ∈ R d×n , the PCA problem can be formulated as
A i and A i being the ith column of A. It is easy to see that (6.1) is a special case of (1.2) with f i (X) = −tr(X T (A i −Ā)(A i −Ā) T X).
In our experiments, we generated A using to the following MATLAB code: We set d = 1, 000, n = 10, 000 and consider three choices of r: 10, 20, 40. We first compare S-SVRG with seven retractions and existing methods R-SVRG, VR-PCA and SVRRG. For these methods, we report their performance with best-tuned step sizes chosen from the set {1, 2, . . . , 100}. The results are reported in Table 2 . In this table, "retr." denotes the type of the retraction, " τ * " denotes the best-tuned step size, "epoch" gives the minimal, average and maximal number of epoches and the standard deviation. The term " nrm" denotes the average F-norm of Riemannian gradient at the point returned by each method while " err" is the average relative function value error to the optimal value. The average CPU time " t", evaluated by the tic-toc commands, is in seconds. We have the following observations from Table 2 . For the best-tuned step sizes, our S-SVRG is always faster than R-SVRG and SSVRG while the quality of the solution is similar. The performance of S-SVRG with the retraction of 'gp', (i.e., SMART-SVRG), is better than VR-PCA which also adopts the retraction of 'gp' but with additional twist procedures. In terms of the average number of epochs, S-SVRG with 'gp' is always the worst one among the seven tested retractions.
To investigate the efficiency of S-SVRG-BB, we compare the performance of S-SVRG-BB and S-SVRG with best-tuned step sizes. The comparison results are reported in Table 3 . From this table, we see that the S-SVRG-BB with the retraction 'jd' performs best, while the S-SVRG-BB with the retraction 'exp' performs worst, but all of them are comparable with S-SVRG with best-tuned step sizes. Finally, we plot the relative function value (f (X s,0 ) − f * )/|f * | for S-SVRG and S-SVRG-BB with the retraction 'jd' in Figure 1 , where f * is the optimal function value. From this figure, we see that both S-SVRG and S-SVRG-BB converge linearly, which is consistent with the linear convergence result shown in Theorem 3.11. We have similar observation for S-SVRG and S-SVRG-BB with other retractions and we omit the figures here for brevity.
Matrix completion
Let Ω ∈ {1, . . . , n} × {1, . . . , n}. For the rank-r matrix M ∈ R d×n , we define the projection matrix P Ω (M ) as P Ω (M ) ij = M ij if (i, j) ∈ Ω and P Ω (M ) ij = 0 otherwise. Given the observation P Ω (M ), we aim to recover missing values of M by solving the following matrix completion problem [17] min
where M i is the ith column of M , and P Ω i (·) is the ith column of P Ω (·). It is easy to see that (6.1) is a special case of (1.2) with
We generated the synthetic data matrix M as suggested in [17] with the condition number set to 10. The index set Ω is chosen randomly and uniformly from {1, . . . , n} × {1, . . . , n}, and its size is |Ω| = (n + d − r)r 2 . Since the best-tuned step sizes are not easy to obtain and S-SVRG-BB has proved to be very practical, we only report the results of S-SVRG-BB. To make a fair comparison, we also adopted the BB step size (5.1) for the existing methods R-SVRG, SVRRG and VR-PCA. The corresponding methods with BB step size are named as R-SVRG-BB, SVRRG-BB and VR-PCA-BB, respectively. The method SMART-SVRG-BB stands for the SMART-SVRG with BB step size, which is essentially S-SVRG-BB with 'gp' retraction. The numerical results over 20 runs are reported in Table 4 . The term 'tratio' denotes the ratio of running time of each method over the minimal running time of R-SVRG-BB, SVRRG-BB, VR-PCA-BB and SMART-SVRG-BB. For instance, when r = 20, d = 1000, n = 10000, 'tratio' for S-SVRG-BB-jd is 0.83, which means the CPU time of S-SVRG-BB-jd is only 0.83 times of that of SVRRG-BB. From Table 4 we see that using appropriate retraction, S-SVRG-BB can be faster than the four existing methods. It should be noted that since R ′ gr (0) = −2D 0 (X, ∇f (X)) (see (A.8)), the BB step size for 'gr' is essentially enlarged by resetting τ LBB
We can also enlarge the BB step size for other retractions, and we observe that the performance is always improved. However, for sake of space, we shall not report the corresponding results. 
Conclusions
In this paper, we proposed a vector transport-free SVRG with general retraction for solving empirical risk minimization over manifold. Our S-SVRG method has several important features: (i) it can tackle general nonlinear function; (ii) it works for a variety of retractions; (iii) it formulates the unbiased and variance reduced stochastic Riemannian gradient in a simple way, without any additional costs such as parallel or vector transport. We proved that the iteration complexity of S-SVRG for obtaining a stochastic ǫ-stationary point is O(n 2/3 /ǫ), which is far less than that of Riemannian gradient descent method. With the help of Lojasiewicz inequality, we established the linear convergence of S-SVRG. Moreover, we incorporated the BB step size to S-SVRG, and obtained a very practical S-SVRG-BB method. Numerical results on PCA and matrix completion problems showed the efficiency of the proposed methods.
A.1 Retractions on St d,r
Given X ∈ St d,r and E ∈ T X St d,r , we next introduce six retractions along the direction E.
(i) The exponential retraction, also known as geodesic, in [10] is given as 
where the projection operation P St d,r (X) =ŨṼ T , whereŨΣṼ T is the compact SVD of X. IfX is full column rank, such as whenX = X + tE,
(iv) Recently, based on the Cayley transformation, Wen and Yin [31] developed a simple and efficient retraction as 4
(v) Later on, in the point view of subspace, Jiang and Dai [14] proposed a family of retractions. For the generalized exponential retraction, generalized retraction of polar decomposition or QR factorization, see (8.2) -(8.4) in [14] . Besides, [14] also proposed a new efficient retraction as
where φ(t) is any function satisfying φ(0) = 0, and φ
When taking φ(t) = 1 2 t, [14] showed that (A.4) and (A.3) are equivalent.
(vi) Finally, the ordinary gradient projection retraction [14, 11] is given as
Note that R ′ gp (0) = −D 1/4 (X, ∇f (X)) instead of any E. X T E is invertible. Note that this holds naturally because X T E is skew-symmetric.
A.2 Retractions on Gr d,r
Given X ∈ Gr d,r and E ∈ T X Gr d,r , the exponential retraction proposed in [1] is
where E =ÛΣV T is the compact SVD of E. Some retractions on St d,r can be naturally taken as the retractions on Gr d,r .
Proposition A.1. Suppose E = 0, then the retractions (A.1) -(A.4) can serve as the retractions on Gr d,r . If X T ∇f (X) ≡ ∇f (X) T X, (A.6) is also a retraction on Gr d,r .
Proof. It only needs to show R(t) ∈ [X] for any t ≥ 0. We prove this by contradiction. Suppose that Y (t 0 ) ∈ [X] for some t 0 > 0, we have E T Y (t 0 ) = 0. For (A.1) and (A.2), we have X + t 0 E = R qr (t 0 )upp(X + t 0 E) and X + t 0 E = R pd (t 0 )(I r + t 2 0 E T E) 1 2 , respectively. For (A.4), we have X(2I r − J(t)) + t 0 E = R jd (t 0 )J(t 0 ). By any of the above three equalities, we always have t 0 E T E = 0, namely, E = 0. This leads to a contradiction. Thus the retractions (A.1), (A.2) and (A.4) are also well-defined retractions on Gr d,r . Note that (A.3) is equivalent to (A.4) with φ(t) = 1 2 t, we immediately know that (A.3) is also a well-defined retraction on Gr d,r . If X T ∇f (X) ≡ ∇f (X) T X, the direction E for (A.6) is given as E = −D 0 (X, ∇f (X)). With slight abuse of notation, let U ΣV be the compact SVD of X − t∇f (X). Then Y (t 0 ) = U V T and thus E T U = 0, which further implies that E T ∇f (X) = E T E = 0. This leads to a contradiction.
Very recently, using the Householder transformation, Gao et al. [11] proposed the gradient reflection retraction as
whereX = X − t∇f (X) and (X TX ) † denotes the pseudo-inverse ofX TX . By some simple computations, we can show that R ′ gr (0) = −2D 0 (X, ∇f (X)). Similar to Proposition A.1, it is easy to show that R gr (t) is a well-defined retraction on Gr d,r . The Householder transformation is also used in [27] to preserve the orthogonality constraints.
A.3 Estimation of L 1 and L 2 for polar decomposition Lemma A.2. For any X ∈ St d,r and E ∈ T X St d,r , consider the retraction of polar decomposition (A.2). Then equations (3.1) and (3.2) hold for any t ≥ 0 with L 1 = 1 and L 2 = 1/2.
Proof. First we naturally have R ′ (0) = E. For simplicity, denote H = I r + t 2 E T E 1 2 . Thus we have R(t) − R(0) = (X(I r − H) + tE) H −1 , which together with the fact that tr(X T ES) = tr(SE T X) = 0 for any symmetric S ∈ R r×r implies that
where the first equality is due to t 2 E T E = H 2 − I r which follows from the definition of H, and the inequality is due to 2 10) where the first inequality is due to (1 − (1 + z) 1/2 ) 2 ≤ z 2 /4 with z = t 2 λ i (E T E). It follows from Lemma A.9 and Lemma A.10 that (3.1) and (3.2) hold with L 1 = 1 and L 2 = 1 2 , respectively.
A.4 Estimation of L 1 and L 2 for QR factorization
For any A ∈ R n×n , as the same in [8] , we define the upper triangular matrix up(A) ∈ R n×n as up(A) ij = A ij if i < j, up(A) ij = A ii /2 if i = j and up(A) ij = 0 if i > j. We further have that 2 up(A) 2
Lemma A.3. For any X ∈ St d,r and E ∈ T X St d,r , consider the retraction of QR factorization (A.1). Then equations (3.1) and (3.2) hold for any t ≥ 0 with
Proof. Let the QR factorization of X + tE be
where Q(t) ∈ St d,r and R(t) ∈ R r×r is upper triangular with positive diagonal elements. We then have R(t) = Q(t) and
Differentiating both sides of (A.12) with respect to t, we have
is upper triangular, so we obtain
Differentiating both sides of (A.11) with respect to t, it follows from (A.13) that
We now bound the term t up R(t) −T E T ER(t) −1 F . Using (A.12), it is easy to verify
where the first inequality uses 1 + t 2 λ i (E T E) ≥ 2t λ i (E T E). Squaring both sides of (A.15) and using up(A) F ≤ √ 2/2 A F , we obtain
which together with (A.14) and (A.13), respectively, indicates
and
By the Mean-Value Theorem, there exists u ∈ (0, t) such that R(t) − R(0) = Q(t) − Q(0) = tQ ′ (u). Then R(t) − R(0) F = t Q ′ (u) F , which together with (A.17) implies that (3.1) holds with L 1 = 1 + √ 2/2. Again by the Mean-Value Theorem, noting that (A.11) and R(0) = I r , we have R(t) − R(0) − tE = Q(t)(R(0) − R(t)) = tQ(t)R ′ (u), where u ∈ (0, t). Then R(t) − R(0) − tE F ≤ t R ′ (u) F , which with (A.18) yields that (3.1) holds with L 2 = √ 10/2.
B Proof of Lemma 3.4
Proof. By recursively using (3.17) 
It is known that d c (u, u * ) ≤ d(u, u * ) (see, e.g., Remark 6.1 in [18] ). We now present a useful proposition.
Proposition C.1. Suppose that u * ∈ M(m, n) ∩ K(3µ 0 ). Then holds for all u ∈ M(m, n) ∩ K(4µ 0 ) with M(m, n) = g(m, r) × g(n, r).
Proof. First, we have
where the first inequality is due to the optimality of S. Now, let us bound the last two terms in (3.50). It is easy to show that G 1 (z) ≤ e for all u ∈ M(m, n) ∩ K(4µ 0 ) and d(u, u * ) ≤ δ with probability at least 1 − 1/n 4 . Finally, combing (C.7) and (C.2), noting that F (u * ) = 0, we have Theorem 3.12.
D Proofs for Theorem 4.2 and Theorem 4.4 D.1 Proof for Theorem 4.2
For fixed s, we again drop the subscript s for simplicity. Similar to Lemma 3.5, we have
where ∆ k is given in (4.7). The proof of (D.1) is the same as that of Lemma 3.5 except that
where the second inequality is due to (4.2). Note that Theorem 3.6 still holds. Next we estimate ∆ min . Again we have ∆ min = ∆ 0 . Note thatL M =L M 1 +L M 2 andL M 1 ≥ 1, together with (4.5) and 0 ≤ µ ≤ 2/3, we obtaiñ 
where the second inequality is due to (4.6). Similar to the proof for Theorem 3.7, we arrive at Theorem 4.2.
D.2 Proof for Theorem 4.4
where ∆ k is given in (4.11). The proof of (D.4) is the same as that of Lemma 3.5 except that (3.27) is replaced by 5) where the first inequality is due to the Cauchy-Schwarz inequality, X k = R(X k , 0) and (3.9), and the second inequality is due to (4.2). Note that Theorem 3.6 still holds. Next we estimate ∆ min . Again we have ∆ min = ∆ 0 . We can obtain from (4.9) that and thus ∆ min ≥ ντ /2. Similar to the proof for Theorem 3.7, we arrive at Theorem 4.4.
