The paper presents an efficient methodology of water body extent estimation based on remotely sensed data collected with UAV (Unmanned Aerial Vehicle). The methodology includes the data collection with selected sensors and processing of remotely sensed data to obtain accurate geospatial products that are finally used to estimate water body extent. Three sensors were investigated: RGB (Red Green Blue) camera, thermal infrared camera, and laser scanner. The platform used to carry each of these sensors was an Aibot X6-a multirotor type of UAV. Test data was collected at 6 sites containing different types of water bodies, including 4 river sections, an old river bed, and a part of a lake shore. The processing of collected data resulted in 2.5-D and 2-D geospatial products that were used subsequently for water body extent estimation. Depending on the type of used sensor, the created geospatial product, and the type of the water body and the land cover, three strategies employing image processing tools were developed to estimate water body range. The obtained results were assessed in terms of classification accuracy (distinguishing the water body from the land) and geometrical planar accuracy of the water body extent. The product identified as the most suitable in water body detection was four bands RGB+TIR (Thermal InfraRed) ortho mosaic. It allowed to achieve the average kappa coefficient of the water body identification above 0.9. The planar accuracy of water body extent varied depending on the type of the sensor, the geospatial product, and the test site conditions, but it was comparable with results obtained in similar studies.
Introduction
The problem of identifying water body extent with sufficient reliability occurs in many applications. As a part of the hydromorphological characterization of river valleys, the information about water body can serve as a factor in the assessment of hydrology, morphology, and flow continuity [1] . This information is also used for river management and restoration [2] . The actual knowledge about water body extent is very important in applications related to flood hazards. In general, the activities associated with flood hazards are of two kinds: protection and emergency. The protection rules were stated for European Union countries by the European Union legislation in directive 2007/60/EC [3] that introduces the requirement of river basin management plans to be developed for each river basin. In in the United States, the FEMA (Federal Emergency Management Agency) was established by the Presidential Reorganization Plan No. 3 of 1978 to coordinate the response to a disaster that has occurred and that overwhelms the resources of local and state authorities.
However, all abovementioned remote sensing data acquisition techniques meet their limitations in local scale applications. Because of that, it seems to be promising to use UAVs (Unmanned Aerial Vehicles) in water body extent mapping.
Several applications of UASs (Unmanned Aerial Systems) for flood forecasting, prevention, detection, monitoring, and flood damage assessment can be found in the literature. For instance, Casado et. al. [23] presented an UAV based framework for the identification of hydromorphological features in high resolution RGB (Red Green Blue) aerial images using an artificial neural network classifier. The same classifier was used in Reference [24] for the remote detection of flooded areas in UAV data. In the work of Casado et al. [1] , aerial images of various resolutions were tested in a similar task. Milani et al. [25] used UAV images to quantify spatial and temporal floodplain dynamics. Witek et al. [26] proposed a real-time flood warning system where UAS data is used for the verification of the overbank flow prognosis. River bank monitoring by means of UAV-photogrammetry and the improved point cloud filtering method are the subjects of the most recent study by Tan et al. [27] . Water level measurement from UAV platforms was investigated in Reference [28] . Van Iersel et al. [29] used the time series of UAV RGB images in order to classify land cover, including water area, and to classify vegetation in a river floodplain by means of random forests algorithm. The potential of UAS in flood risk analysis was also highlighted in the work of Wang [30] .
In contrast to the abovementioned research related to UAS, this investigation focuses on assessing the usefulness of various UAS remote sensing geospatial products in the recognition of water bodies. We assumed that this recognition should be fast to serve potentially in flood emergency applications.
For that reason, processing should be possibly simple and should be able to avoid time consuming classification algorithms (e.g., random forests). Moreover, all cited publications present the use of RGB images only; however, the passive remote sensing in the visual part of the electromagnetic spectrum is often limited, and thus, other sensors were also investigated in this work. In particular, three different sensors were tested: RGB camera, TIR (Thermal InfraRed) camera, and laser scanner. The platform used to carry each of these sensors was a multirotor UAV. At the data processing stage, three semiautomatic strategies based on image processing methods were developed and tested to identify areas covered by water.
Materials and Methods

Test Sites and Data Collection
The test data was collected at six test sites, which were chosen to cover various water bodies with respect to topography, vegetation, and water flow. We selected four sections of small or medium rivers, one old river bed, and a part of a lake shore. More detailed characteristics of test sites, including maps (ortho mosaics) are given in Table 1 .
The unmanned platform used for data collection was hexacopter Aibot X6 V2. The UAS data for each site was collected with three sensors:
• RGB camera: Nikon D800 + Nikkor AF-S 24-85 mm f/3.5-4.5G ED VR (Nikon Corporation, Shinagawa, Tokyo, Japan), • TIR camera: Optris PI Lightweight 450 (Optris GmbH, Berlin, Germany) and • Laser scanner (LiDAR): Velodyne HDL-32E (Velodyne LiDAR, San Jose, California, United States). RGB images were collected with s DSLR (Digital Single Lens Reflex) camera equipped with standard zoom lens that was fixed during data acquisition to a 24 mm focal length to get possibly the widest angles. The spectral range of the TIR sensor is 7.5-13 m and allows to map temperatures from −20 to 900°C. During image preprocessing, the temperatures were encoded into 8 bit gray values based on the range of the actual temperatures on the site. The GSD (Ground Sampling Distance) for the TIR images was ranging from about 12 to about 25 cm depending on the flight plan parameters for a particular site. Note that GSD for RGB images was about sixteen times smaller. In addition, GCPs (Ground Control Points) were measured with the GNSS (Global Navigation Satellite System) RTK (Real Time Kinematic) technique for further georeferencing of both types of imagery data. These measurements were performed using Leica GS14 receiver (Leica Geosystems, Heerbrugg, Switzerland). GCPs were signalized in the field as cardboard targets where one part was covered by RGB images were collected with s DSLR (Digital Single Lens Reflex) camera equipped with standard zoom lens that was fixed during data acquisition to a 24 mm focal length to get possibly the widest angles. The spectral range of the TIR sensor is 7.5-13 µm and allows to map temperatures from −20 to 900 • C. During image preprocessing, the temperatures were encoded into 8 bit gray values based on the range of the actual temperatures on the site. The GSD (Ground Sampling Distance) for the TIR images was ranging from about 12 to about 25 cm depending on the flight plan parameters for a particular site. Note that GSD for RGB images was about sixteen times smaller. In addition, GCPs (Ground Control Points) were measured with the GNSS (Global Navigation Satellite System) RTK (Real Time Kinematic) technique for further georeferencing of both types of imagery data. These measurements were performed using Leica GS14 receiver (Leica Geosystems, Heerbrugg, Switzerland). GCPs were signalized in the field as cardboard targets where one part was covered by a printed black and white marker and the second by aluminum foil. The black and white and the aluminum markers were used for RGB and TIR image georeferencing, respectively. Note that aluminum foil has a very low emissivity [31] ; thus, it was clearly visible in the TIR images even if the square target occupied only a few pixels in the image. A Velodyne HDL-32 sensor is a pulsed type laser scanner that is equipped with 32 laser diodes emitting near infrared laser beams. Although a used laser scanner is capable to detect two returns from a single emitted pulse, executed tests showed only several points created from the second echo; thus, the return number parameter was not used during further point cloud processing. For the LiDAR data georeferencing, a geodetic grade on-board GNSS and inertial navigation data as well as GNSS ground station data were collected. More detailed information of the collected data is given Table 2 . Examples of the data (images and point cloud) collected with each sensor are shown in Figure 1 . 
Data Preprocessing
Remotely sensed data collected with UAV requires preprocessing before the creation of accurate geospatial products that finally can be used to estimate the water body range. The type of products and methodology of preprocessing is linked with the type of used sensor. Because UAS mapping is similar to traditional airborne mapping [32] , a similar processing methodology may be applied.
The processing of RGB and TIR images was executed in two stages. The goal of the first stage is 
The processing of RGB and TIR images was executed in two stages. The goal of the first stage is to find the position and orientation of images at the time of data acquisition. This task is solved in the process known in photogrammetry as AT (Aero Triangulation) [33] . The AT uses typically GCPs so the AT results as well as subsequent products are georeferenced. The second stage aims on the creation of 3-D, 2.5-D, and 2-D geospatial products. The primary product is a 3-D point cloud that is created by an image dense matching algorithm (e.g., Reference [34] ). It should be noted that image dense matching algorithms are not versatile and that points cannot be created at certain circumstances. For example, collected RGB images points were usually not created for high vegetation (trees) and water areas, except the cases where the water was shallow and where the bottom of the water body was visible (a small part of the embankment on site Mietkow Lake and the bottom of the river bed on site Bobr) or where the water body was covered by duckweed (site Old river bed). In the case of TIR images that have a lower resolution, some points were created on the water surface, though they were noise points and had wrong heights. Created point clouds were not used directly in the water range detection process but served as an input to obtain other raster products. The first type of the product created based on the point cloud was a 2.5-D point cloud ortho image. In this case, the value of raster pixel (cell) indicates the height. These heights were not interpolated, but the pixel got the maximal height from all points falling into the cell (empty cells may also occur). The second of the created products was a 2-D ortho mosaic. It is also a raster product, but its pixel values are the same as for original RGB or TIR images. The ortho mosaic is created during the orthorectificacion process where images having perspective projection are rectified to orthogonal projection based on the DSM (Digital Surface Model) and then mosaicked [33] . The processing of RGB and TIR images was executed using the Agisoft Photoscan software (Agisoft LLC 11 Degtyarniy per., St. Petersburg, Russia), except the creation of the point cloud ortho image that was performed using the CloudCompare software (open source project, https://www.danielgm.net/cc/).
One of the assumptions of the project was to investigate the effectiveness of the water extent estimation using the data (product) obtained from each sensor individually. However, apart from tests for individual products, an attempt of image data fusion was also executed. It is well-known, that image classification may be improved by extending the spectral range of information through data fusion (e.g., Reference [35] ). To investigate whether the fusion of RGB and TIR data will bring a significant improvement in the results, ortho mosaics created from both types of images were combined into four-bands ortho mosaic using the ArcGIS software. Since RGB and TIR products have different spatial resolution, they required a resampling to uniform resolution. A GSD equal to 10 cm and bicubic resampling were used.
In addition, DSM interpolated using point cloud was initially considered as a product that may be useful for water extent identification, but initial experiments showed that its usefulness is limited, and it was omitted in further analysis.
The processing of UAS LiDAR data is different from image processing. Laser scanners, such as Velodyne, produce the point cloud in a scanner local coordinate system that changes its global position and orientation during the flight. In order to add appropriate georeferencing to this point cloud (transformation from local to global coordinate system, e.g., Reference [36] ), the trajectory of UAV in 6 degrees of freedom (position and orientation) needs to be reconstructed. This task is solved by integrating an on-board rover and a ground base GNSS station data with an on-board inertial data (linear accelerations and angular velocities) using an Extended Kalman Filter [37] . The use of high-grade on-board navigation sensors, especially the IMU (Inertial Measurement Unit), has a critical impact on the accuracy of the reconstructed trajectory and, consequently, on the accuracy of the created point cloud [36] . In this work, the georeferenced LiDAR point cloud was obtained using vendor provided software (NovAtel Inertial Explorer for trajectory reconstruction and Leica Pegasus AutoP for point cloud coordinate transformations).
In contrast to point clouds created from RGB image dense matching, LiDAR points were created for high vegetation. However, points for the bottom of the water body were not created even if the water was shallow and transparent. This is because the near infrared wavelength used by the Velodyne laser scanners is strongly absorbed by the water. Points on the water surface were created only if other objects were floating on its surface (e.g., duckweed on the site Old river bed). Based on the georeferenced point cloud, further geospatial products can be created. In this work, only a 2.5-D ortho image could be created. This product was created in the same manner as a corresponding product created from imagery data.
Since coordinates of GCPs and LiDAR points were given in the same coordinate system, all products created from the data collected with three different sensors did not require additional co-registration. The list of created geospatial products with respect to the sensor and their ground resolutions is given in Table 3 . This table shows also the density of the point cloud used to create subsequent products. Note: LiDAR sensor does not provide images, thus ortho mosaic could not be created.
Strategies of Water Body Range Estimation
Since the created 2-D and 2.5-D products were converted to raster images, image analysis tools can be used to estimate water body extent. This extent will be determined as a border between pixels recognized as water and non-water areas. Note that fast methods are preferred in this study; thus, simple image (raster) processing methods are favored.
Three semiautomatic strategies were developed and tested to identify water and non-water areas. These strategies are based on
thresholding of pixel values, and • image transforms.
Developed strategies are shown as a diagram in Figure 2 and described in more details in the following subsections. Numerical experiments of the classification were performed using the ArcGIS 10.1 software (Redlands, California, United States) and were evaluated using the authors' software.
 
Strategy 1: Supervised Classification
This strategy may be applied to both considered products-point cloud ortho image and ortho mosaic-as well as their combination.
The first step is optional data resampling. Since the UAS products may have different than desired (optimal) ground resolutions, a down-sampling or an up-sampling may be required to match the user-specified resolution. The bicubic resampling method is used in the experiments. Next, the image mask is created based on thresholding of the pixel values. The value of the threshold is selected manually by analyzing the histogram of the pixel values. This stage is optional and aims at reducing 
The first step is optional data resampling. Since the UAS products may have different than desired (optimal) ground resolutions, a down-sampling or an up-sampling may be required to match the user-specified resolution. The bicubic resampling method is used in the experiments. Next, the image mask is created based on thresholding of the pixel values. The value of the threshold is selected manually by analyzing the histogram of the pixel values. This stage is optional and aims at reducing the area of the image subjected for further processing stages to speed up the process. For example, an RGB ortho mosaic ground without vegetation has a high intensity (bright colors), and the water surface has low intensities (dark colors); thus, the high intensities can be removed. Similarly, a point cloud ortho image water area has a low intensity (low height), and the tree crowns have high intensities.
Next step is the supervised classification using a maximal likelihood method. The supervised classification of the image means grouping pixels to the classes specified by the user who provides training samples of each class in order to train the algorithm. The maximal likelihood method takes into account the statistical parameters of pixel distribution in each class. Probabilistic parameters (a priori probability, mean values, and covariance matrices) are calculated based on the training data. The classification was executed assuming that the distribution of the feature density follows the multidimensional normal distribution:
where m j is the vector of mean values, E j is the matrix of feature covariances, and k is the number of features.
Training samples were selected manually as a part of the image by coarse digitization of the areas belonging to these two classes (Figure 3a) . It was assumed that the training set for both classes (Water and Non-water) should include at least 40% of the raster pixels belonging to that class. The result of the classification is shown in Figure 3b . To obtain the vector data representation of the water body range, an automatic conversion of the class Water from a raster to vector format is performed. Since the classifier may produce small areas classified as water that in fact are non-water areas, the results of the classification need to be further filtered. It was executed by the modal filtering of the raster classification results using a 5 × 5 pixel mask [38] . Figure 3c shows the class Water after applying the modal filter. After the conversion to a vector format, an additional filtering (using Structured Query Language (SQL)) to remove non-relevant (small) areas classified as water can be performed. The user may specify a threshold for the area that should not be classified as the class Water. The final results after applying this filter with a threshold equal to 300 m 2 is shown in Figure 3d . The boundary of the class Water is the water body range.
Because the memory size of products created from high-resolution Nikon images is very large, this strategy was tested for two cases: the original GSD of products and after applying optional down-sampling to GSD equal to 10 cm. The comparison of the classification results obtained for both resolutions showed that this resampling does not have a significant impact on the estimation of the water body range. In addition, bicubic down-sampling worked similarly to low pass filter resulting in the reduction of the noise and possible data gaps that may occur during product creation.
where mj is the vector of mean values, Ej is the matrix of feature covariances, and k is the number of features. Training samples were selected manually as a part of the image by coarse digitization of the areas belonging to these two classes (Figure 3a) . It was assumed that the training set for both classes (Water and Non-water) should include at least 40% of the raster pixels belonging to that class. The result of the classification is shown in Figure 3b . To obtain the vector data representation of the water body range, an automatic conversion of the class Water from a raster to vector format is performed. Since the classifier may produce small areas classified as water that in fact are non-water areas, the results of the classification need to be further filtered. It was executed by the modal filtering of the raster classification results using a 5 × 5 pixel mask [38] . Figure 3c shows the class Water after applying the modal filter. After the conversion to a vector format, an additional filtering (using Structured Query Language (SQL)) to remove non-relevant (small) areas classified as water can be performed. The user may specify a threshold for the area that should not be classified as the class Water. The final results after applying this filter with a threshold equal to 300 m 2 is shown in Figure 3d . The boundary of the class Water is the water body range.
Because the memory size of products created from high-resolution Nikon images is very large, this strategy was tested for two cases: the original GSD of products and after applying optional downsampling to GSD equal to 10 cm. The comparison of the classification results obtained for both resolutions showed that this resampling does not have a significant impact on the estimation of the water body range. In addition, bicubic down-sampling worked similarly to low pass filter resulting in the reduction of the noise and possible data gaps that may occur during product creation. 
Strategy 2: Thresholding of Pixel Values
This strategy is similar to the previously described strategy based on supervised classification and may be applied to the point cloud ortho image only if specific condition exists. The condition for this strategy is that point cloud contains points that exist on or below the water surface, e.g., the bottom of the river or stones protruding from the water surface as in test site Bobr. In this case, the point cloud ortho image has a significantly lower intensity on areas covered by water because the intensity of the point cloud ortho image is related to the height. This causes one of the maxima in the intensity histogram to reflect water surface height, and the threshold value can be easily selected. Consequently, water areas can be distinguished by the thresholding of image values causing supervised classification to be unnecessary. The next steps, i.e., modal filtering, conversion to vector format, and SQL query, are the same as in the supervised classification strategy.
Strategy 3: Image Transforms
This strategy may be applied to the point cloud ortho image if previously described strategies cannot be used. This case occurs when points were not created (collected) for areas covered by water. This is the typical case for both acquisition techniques: image dense matching (product obtained from RGB or TIR images) as well as laser scanning. Because the properties of image texture for water surfaces are insufficient for the image dense matching process, matching points are not created for such areas. In the case of LiDAR sensors, the lack of points on the water surface is caused by a strong absorption of near infrared wavelengths by the water. Consequently, reflections are not detected unless a laser beam hits an object floating on the water. The lack of points for the water area, or very little number of them, eliminates the possibility of applying the supervised classification strategy because it is impossible to calculate the statistical parameters of pixel distribution in the class Water for the maximum likelihood method. Similarly, the lack of pixel values preclude thresholding in the image thresholding strategy. In this case, water areas can be identified using a sequence of contextual and discrete image transforms.
The first step of this strategy-data resampling-is the same as before. The next step is clipping of an image area to the area of the data using a concave hull algorithm that bases on the point (pixel) aggregation. This step is executed to distinguish between areas without the image or laser scan coverage and areas without points but is caused by other reasons, e.g., water surface. The following operations are executed inside the concave hull shape only. Next, the pixel binarization (reclassification) is performed. This operation gives new binary values (0 or 1) for pixels depending on their previous values. Areas without points (e.g., water) get 1 value (white color) and areas with points get 0 value (black color) regardless of point height (pixel value). An exemplary result of the binarization is shown in Figure 4a . The next steps, i.e., the modal filtering (Figure 4b ), conversion to vector format, and SQL query (Figure 4c ), are the same as in the supervised classification strategy.
supervised classification to be unnecessary. The next steps, i.e., modal filtering, conversion to vector format, and SQL query, are the same as in the supervised classification strategy.
The first step of this strategy-data resampling-is the same as before. The next step is clipping of an image area to the area of the data using a concave hull algorithm that bases on the point (pixel) aggregation. This step is executed to distinguish between areas without the image or laser scan coverage and areas without points but is caused by other reasons, e.g., water surface. The following operations are executed inside the concave hull shape only. Next, the pixel binarization (reclassification) is performed. This operation gives new binary values (0 or 1) for pixels depending on their previous values. Areas without points (e.g., water) get 1 value (white color) and areas with points get 0 value (black color) regardless of point height (pixel value). An exemplary result of the (a) (b) (c) Figure 4 . Examples of the processing according to the image transforms strategy: (a) the binarization results, (b) the class Water after applying the modal filter for the raster format and the conversion into a vector format, and (c) the final results of the classification (blue area) filtered using the SQL query and projected over the input image.
Evaluation of Identification
The evaluation of the identification of areas covered by water was performed based on a comparison between the reference water area and water areas identified using the investigated strategies. The reference water area was obtained using manual digitization executed on high resolution ortho mosaic created from RGB images. Due to the high resolution of RGB images and their indirect georeferencing, the horizontal accuracy of this product is the highest among all the products created from all tested sensors. Note that the obtained accuracy of the RGB image block adjustment for all sites was better than 4.5 cm and 6.5 cm for the horizontal and vertical directions, respectively. The quantitative evaluation of classification was executed based on the confusion matrix (error matrix) theory, where the number of objects belonging to each class for the reference (actual) and classified (predicted) data sets is given. In the case of two classes or analyzing a single class, the confusion matrix contains four values. Based on the confusion matrix, the following accuracy parameters can be calculated:
• User accuracy u w for the class Water:
• Producer accuracy p w for the class Water:
• Overall accuracy d:
• Kappa coefficient κ:
where
, TP is the number of analyzed objects correctly recognized by the classifier, FN is the number of analyzed objects incorrectly recognized by the classifier as remaining objects, FP is the number of remaining objects incorrectly recognized by the classifier as analyzed objects, and TN is the number of remaining objects correctly recognized by the classifier.
All accuracies may get a maximum value of 1, meaning no errors in the classification (100% of all objects are classified correctly). Similarly, a maximum value for the kappa coefficient also equals to 1. Note that in the image classification, the number of objects means the number of pixels. The above parameters are invariant to image resampling since all values in the confusion matrix are scaled proportionally if resampling is applied.
Geometrical Accuracy Assessment
Provided in the previous section, the accuracy parameters (user, producer, overall accuracy, and kappa coefficients) are global values that characterize the quality of classification. However, these parameters do not provide any information about the planar accuracy of the contour line that determines water body extent. Meanwhile, this aspect seems to be crucial especially in the context of flood extent determination. To asses this geometrical accuracy, distances were measured between the reference contour line obtained from high resolution RGB ortho mosaic by means of manual digitization and the water contour line received as a result of the water body identification using one of described earlier strategies. Each contour line was represented by a polyline. Then, vertices of the analyzed contour line were projected orthogonally onto the reference polyline and the distances between them (vertices and their projections) were calculated. The mean value of these distances were treated as residuals to the reference line; thus, accuracy parameters could be calculated. Two parameters were calculated: the mean value of residuals and their standard deviation. This analysis was performed for representative sections of the identified earlier contour line. Representative sections for most of the sites were selected as one riverbank, and the analyzed lines contained at least 200 vertices. Note that the calculated planar accuracy parameters are influenced by two factors: the geometrical accuracy of the geospatial product and the accuracy of detection of the water edge executed using one of described earlier strategies.
Results and Discussion
Identification of Water Body Range
Experiments of the water body range estimation were executed for all products for all test sites. The selection of the identification strategy for each experiment was executed based on test site features (Table 1 ) and the product. The identification of the water class on an ortho mosaic can be executed using only the supervised classification strategy. Because this strategy is the most time consuming and requires manual selection of the training samples, the identification of the water class on point cloud ortho images was executed with the image transform strategy for sites and point cloud ortho images where points were not created on the water surface or below it. This strategy was used even for the Old river bed site because most of the water area belongs to the Mala Panew river that was not covered by the duckweed. The image transform strategy could not be used for the point cloud ortho images created from RGB and TIR images for the Bobr site because the points were created on the water area. In this case, the thresholding of the pixel values and the supervised classification strategies were used for the point cloud ortho images created from the RGB and TIR images, respectively. The use of the supervised classification on this site for the TIR point cloud ortho image was caused because of the significant noise in the height of the points that were created for the water surface. The selected strategies are shown in Table 4 . The qualitative analysis of the results (Table 5) as well as the quantitative analysis ( Figure 5 ) show high consistency between the identified and reference classes Water for most of the experiments. The overall accuracy and kappa coefficient are greater than 0.8 for all experiments that use RGB and RGB+TIR ortho mosaics. According to Landis and Koch [39] , this value proves almost a perfect agreement between the classification results and reference data. Also, the point cloud ortho images obtained from RGB as well as from LiDAR data allow to achieve substantial agreement (kappa in the range of 0.6-0.8) for most of the test sites. This proves the efficiency of the proposed strategies. For a single sensor product, the best performance was achieved for the strategy based on the supervised classification that was applied to the ortho mosaic obtained from RGB images. In contrast, the same strategy applied to the same product but created from TIR images resulted in one of the lowest accuracies. Probably these results could be improved if the pixels have the original intensities of the TIR band instead of temperatures because an Optris camera records intensities in 16 bits depth but temperatures were coded only at 8 bits. The strategy based on the image transforms applied to a point cloud ortho image created from Velodyne data resulted in a sufficient quality; however, it was noticeably worse than the supervised classification strategy applied to an ortho mosaic. On average, the best was obtained for combined, four-bands ortho mosaic created from RGB and TIR images. This confirms the current knowledge that the automatic classification executed on visual spectral bands, such as RGB, should be supported with the spectral band from outside of the visual range. Note that visual spectral bands are usually strongly correlated. Additional infrared bands reduce the possibility of a wrong classification. Moreover, additional bands remove the need for the thresholding of RGB values, causing classification improvement and reduction of the processing time.
Geometrical Accuracy of Identified Water Body Range
The results of the geometrical accuracy analysis of the identified water body range are shown in Table 6 . The mean value reveals how far, in an average, the water contour line representing a particular sensor and product is from the reference contour line. This value varies in the range of a few decimeters for all sensors and geospatial products, except five cases. Lower accuracies, up to 3.4 m, were obtained usually for TIR products. This may be explained by the worse geometrical quality of a TIR sensor, the lower resolution of TIR products, and probably, mostly likely because of the worse quality of the water body range identification on TIR products. Surprisingly a large error equal to 2.53 m was achieved for the best single sensor product (RGB ortho mosaic). It can be explained by the test site conditions, i.e., a low water level at the edge of the reservoir and a high water transparency. Because of that, the bottom of the water reservoir in such places looked, in images, similar to dry land and was classified as non-water. A similar tendency can be observed for standard deviation values, which represent the variation of the water body contour line around the mean value. The best results for all sensors and products were achieved for the Swornica test site because the riverbank was almost free from high vegetation during data acquisition. In contrast, the heavily vegetated Old river bed site where part of the water area was covered with duckweed was challenging for all sensors. All accuracy parameters are significantly degraded under such environmental conditions.
To the authors' knowledge, this research methodology of geometrical accuracy assessment of water body extent determined using UAS geospatial products has been not applied previously. Because of that, we cannot directly compare our results with other studies; however, we can refer to the geometrical accuracy of DSM in the water body margin. The most recent results provided by de Castro Vitti et al. [40] show a similar accuracy to our best results-accuracy parameters received for RGB ortho mosaic ( Table 6 ). Note that described there, the DSM geometrical accuracy is not affected by the accuracy of water edge identification.
Potential of LiDAR Sensor in Vegetated Areas
The goal of this study was to evaluate the potential of particular UAV mapping sensors in the task of water body extent estimation in a possibly fast manner as it may be potentially used in an emergency situation, e.g., during a flood. Although better classification accuracy was obtained for RGB image products than for LiDAR products, laser scanner should not be removed from future investigations for two reasons. The first is the time needed to obtain the georeferenced point cloud. LiDAR points are created directly during data acquisition and need a georeferencing that is much faster than AT and a dense image matching necessary for passive sensors (cameras). The second reason is the ability of the LiDAR sensor to get some reflections from the ground even in densely vegetated areas. Note that this is possible even for the low-cost laser scanner that usually gives only one return from an emitted pulse because a high density of points causes some of laser beams to hit the ground between the foliage. The raw point cloud can be subsequently filtered to extract only ground points that will allow to estimate the water body extent in vegetated areas more reliably than products created from images. Obviously, an appropriate filtering algorithm should be developed since algorithms available for typical airborne LiDAR point clouds are not performing well if the point cloud density is very high. The comparison between point clouds created from RGB images and LiDAR data for the riverbank covered with the vegetation is shown in Figure 6b ,c, respectively while corresponding ground points extracted semiautomatically are shown in Figure 6d ,e, respectively. It can be clearly seen that the LiDAR point cloud contains more ground points causing the actual water range to be estimated more reliably. Note that the data was collected during summer when the vegetation was at its highest growth; thus, laser beams could not go through the most dense vegetation, and some parts of the area do not have ground points. 
Conclusions
The presented investigation showed that products created from data collected with various UAS sensors can be used for a fast and reliable identification of the water body extent at a local scale. The developed strategies showed that a water area can be effectively identified on 2-D or 2.5-D raster products without the need for the complex processing of 3-D data (e.g., point cloud). In contrast to most of the other works related to UAVs and water regions, this study proves that besides RGB cameras, TIR cameras are also useful, especially when it supports RGB bands. The planar accuracy of the water body range typically increased when the water body was identified on a combined RGB+TIR four-band ortho mosaic. Excluding the identified gross errors, the obtained planar accuracy of the identified water body range for most of the test sites equals to a few decimeters and is sufficient for many applications. The worst results were obtained for highly vegetated areas where the water surface was covered with duckweed. Such conditions seem to be the most challenging because stagnant water tends to be covered by duckweed causing points on the water surface to be created from all types of investigated sensors data. For that reason, distinguishing between water and non- 
The presented investigation showed that products created from data collected with various UAS sensors can be used for a fast and reliable identification of the water body extent at a local scale. The developed strategies showed that a water area can be effectively identified on 2-D or 2.5-D raster products without the need for the complex processing of 3-D data (e.g., point cloud). In contrast to most of the other works related to UAVs and water regions, this study proves that besides RGB cameras, TIR cameras are also useful, especially when it supports RGB bands. The planar accuracy of the water body range typically increased when the water body was identified on a combined RGB+TIR four-band ortho mosaic. Excluding the identified gross errors, the obtained planar accuracy of the identified water body range for most of the test sites equals to a few decimeters and is sufficient for many applications. The worst results were obtained for highly vegetated areas where the water surface was covered with duckweed. Such conditions seem to be the most challenging because stagnant water tends to be covered by duckweed causing points on the water surface to be created from all types of investigated sensors data. For that reason, distinguishing between water and non-water areas is extremely difficult. Moreover, the vegetation growing near to the embankment occludes the water body edge making it invisible on the created geospatial products; however, the given results and discussion shows the potential of UAS active remote sensing in the form of laser scanning in vegetated areas. The identification of water areas covered by high and medium vegetation may be possible for LiDAR products created from a filtered point cloud, i.e., all points that are laser reflections from the vegetation should be removed prior to product creation. In contrast to cameras, this is possible because some of the laser rays may go through the foliage and reach the ground. This method requires the development of the reference data based on field measurements and will be investigated in the future.
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