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Naslov: Paralelizacija Gram-Schmidtovega postopka na sistemu Intel Xeon
Phi
Gram-Schmidtov postopek je klasicˇen postopek za ortonormiranje mnozˇice
vektorjev v vektorskem prostoru s skalarnim produktom. Obstaja vecˇ imple-
mentacij Gram-Schmidtovega postopka. Klasicˇen, modificiran in iterativno
klasicˇen Gram-Schmidtov postopek. Izbrali smo klasicˇen Gram-Schmidtov
postopek. Paralelizacijo klasicˇnega Gram-Schmidtovega postopka smo re-
alizirali na koprocesorju Intel Xeon Phi. V programskem jeziku C smo s
pomocˇjo knjizˇnice OpenMP realizirali vecˇ funkcij klasicˇnega Gram-Schmidtovega
postopka. Izkazalo se je, da je najboljˇsa funkcija tista, ki enakomerno poraz-
deli delo med vse niti. Vsaka nit najprej vzporedno izracˇuna enako sˇtevilo
projekcij, nato pa se preostale projekcije izvedejo zaporedno, kjer vse niti
vzporedno izvedejo eno projekcijo. Implementacija na Intel Xeon Phi je do
trikrat hitrejˇsa kot na dveh Intel Xeon procesorjih. Faktor pohitritve se
zviˇsuje z velikostjo vhodne mnozˇice vektorjev.
Kljucˇne besede: paralelizacija, Gram-Schmidt, Intel Xeon Phi.

Abstract
Title: Parallelization of Gram-Schmidt algorithm on Intel Xeon Phi system
The Gram-Schmidt process is a classical process for orthonormalising a
set of vectors in inner product space. There are many implementations of
the Gram-Schmidt process - classical, modified and iterated classical Gram-
Schmidt process. In the thesis we have chosen the classical Gram-Schmidt
process. Parallelization of classical Gram-Schmidt process was implemented
on Intel Xeon Phi coprocessor. We have implemented many different func-
tions of classical Gram-Schmidt process in the C programming language with
a help of OpenMP library. The results show that the best function is the one
that evenly distributes work among all threads. First every thread calculates
the same amount of projections, then the rest of projections are calculated
sequentially, where the threads compute each projection in parallel. The
implementation of the same function on the Intel Xeon Phi is up to three
times faster than the same implementation on two Intel Xeon processors.
The speedup factor is increasing with the size of input vectors.




Gram-Schmidtov postopek je klasicˇen postopek za ortogonalizacijo mnozˇice
vektorjev v vektorskem prostoru s skalarnim produktom. Z njim transfor-
miramo bazo izbranega podprostora v ortogonalno bazo istega podprostora,
zato se ga uporablja npr. za izracˇun QR razcepa in resˇevanje sistemov line-
arnih enacˇb.
Gram-Schmidtov postopek se uporablja za ortogonalizacijo kvantno me-
hanicˇnih operatorjev in tudi v Lyapunovi stabilnostni analizi sistema delcev
[10].
Slucˇiak in drugi [42] so uporabili porazdeljen QR faktorizacijski algoritem
za ortogonalizacijo mnozˇice vektorjev v brezzˇicˇnem senzorskem omrezˇju.
Pomembna uporaba Arnoldijevega procesa in s tem posledicˇno Gram-
Schmidtovega postopka je v podprostoru Krilova za velike nesimetricˇne line-
arne sisteme. GMRES je ena izmed sˇiroko uporabljenih metod za resˇevanje
podprostora Krilova [28]. GMRES metoda je doprinesla veliko k ozˇivitvi
zanimanja za Gram-Schmidtov postopek.
Gram-Schmidtov postopek se uporablja tudi pri procesiranju signalov
[38, 41], izbiri podmnozˇice, medicini [39], obdelavi slik [34], genetiki, prepo-
znavi glasov, statistiki [8], modelih za ekonomijo, racˇunalniˇskih omrezˇjih [29],
racˇunalniˇskih iskalnikih, racˇunalniˇskih sistemih [36, 43, 27, 33, 47], simuli-
ranju tokov [12], glasbi [14], fiziki [21, 22, 37], elektrotehniki [25] in seveda
1
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v matematiki: pri Arnoldijevi iteracij [26], pri izracˇunu Lyapunovih ekspo-
nentov [32, 23], pri Choleskyjevi faktorizaciji [31], pri racˇunanju dela spektra
velikih skoraj nicˇelnih matrik [40], pri zviˇsanju hitrosti konvergence metode
najmanjˇsih kvadratov (angl. Least Mean Squares – LMS) v multipleksira-
nem s kodnim deljenjem (angl. Code Division Multiple Access – CDMA)
detektorju [20], pri algoritmih za priblizˇke matrik z majhnim rangom [11],
pri resˇevanju problemov nelastnih vrednosti [45].
1.1 Matematicˇni opis Gram-Schmidtovega po-
stopka
Izrek 1.1 Iz koncˇne mnozˇice linearno neodvisnih vektorjev {u1, . . . ,un}, v
koncˇno-dimenzionalnem Evklidskem vektorskem prostoru E, se lahko sestavi
ortogonalno mnozˇico nenicˇelnih vektorjev





vi, j ∈ {2, 3, . . . , n}, (1.1)
ki razteza isti podprostor prostora E kot mnozˇica {u1, . . . ,un}.
Dokaz (z indukcijo) najdemo v [9]. Cˇe zˇelimo ortonormirano bazo {e1, . . . , en},
zamenjamo vj z ej =
vj
‖vj‖ , pri cˇemer velja ‖vj‖ =
√〈vj,vj〉, za vsak
j ∈ {1, 2, . . . , n}. V nadaljevanju privzamemo, da je sˇtevilo vektorjev n
enako dimenziji prostora E.
1.2 Graficˇni prikaz izvajanja Gram-Schmidt-
ovega postopka
V tem poglavju bomo graficˇno predstavili Gram-Schmidtov postopek na vek-
torjih u1 = [3, 1]
T in u2 = [2, 2]
T v ravnini R2.
Na spodnjih Slikah 1.1 do 1.6 smo graficˇno predstavili Gram-Schmidtov
postopek za mnozˇico vektorjev {u1,u2}.
1.2. GRAFICˇNI PRIKAZ IZVAJANJA GRAM-SCHMIDTOVEGA
POSTOPKA 3
Na Sliki 1.1 sta prikazana zacˇetna vektorja mnozˇice {u1,u2}. Prvi korak
Gram-Schmidtovega postopka je normiranje prvega vektorja. V tem primeru
je to vektor u1 = [3, 1]
T . To prikazuje Slika 1.2, kjer vektor u1 nadomestimo
















Slika 1.1: Zacˇetna vektorja.
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Slika 1.2: Enotski vektor e1.
Nato naredimo projekcijo vektorja u2 na enotski vektor e1, kot prikazuje
Slika 1.3. Pri tem dobimo vektor u2,1 =
−−−−−→
proje1u2 = [2.4, 0.8]
T . Novo dobljeni
vektor u2,1 odsˇtejemo od vektorja u2. Prikaz je na Sliki 1.4.
Odsˇtejemo vektor u2,1 od vektorja u2 in dobimo nov vektor v2 = u2 −
u2,1 = [−0.4, 1.2]T , ki je pravokoten na vektor e1. Graficˇni prikaz je na Sliki
1.5. Na koncu Gram-Schmidtovega postopka je potrebno sˇe normirati vektor
u2−u2,1. Glej Sliko 1.6. S tem dobimo vektor e2 = [−0.316227766, 0.948683298]T .
Normirana vektorja e1 in e2 sta izhodna vektorja Gram-Schmidtovega po-
stopka.
Tako kot Gram-Schmidtov algoritem vrne razlicˇne rezultate za razlicˇne
vrstne rede vhodnih vektorjev, odvisno na katerem vektorju se bo postopek
zacˇel, tako se bo tudi graficˇni prikaz Gram-Schmidtovega postopka nasˇega
primera spremenil. Glej Slike 1.7 do 1.12.
Zacˇetno stanje je prikazano na Sliki 1.7 in je enako stanju na Sliki 1.1. Ker
je vhodna mnozˇica {u2,u1} bo Gram-Schmidtov postopek najprej normiral
4 POGLAVJE 1. UVOD
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Slika 1.4: Vektor −u2,1.
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Slika 1.6: Ortonormirana vektorja
e1 = [0.9486, 0.3162]
T in e2 =
[−0.3162, 0.9486]T .
vektor u2. To je prikazano na Sliki 1.8.
Nato se izvede projekcija vektorja u1 na enotski vektor e2 = [0.707106781,
0.707106781]T . Glej Sliko 1.9. Projekcijski vektor u1,2 = [2, 2]
T se prestavi
















Slika 1.7: Zacˇetna vektorja.
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Slika 1.8: Enotski vektor e2.
na konec vektorja u1. Glej Sliko 1.10.
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Slika 1.10: Vektor −u1,2.
Vektor u1,2 se odsˇteje od vektorja u1. Tako dobimo nov vektor v1 =
u1 − u1,2 = [1,−1]T . Glej Sliko 1.11. Na koncu se izvede sˇe normiranje
vektorja u1−u1,2 in dobimo e1 = [0.707106781, −0.707106781]T . Prikaz je na
Sliki 1.12. S tem smo dobili sˇe drugo izhodno mnozˇico Gram-Schmidtovega
postopka.
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Slika 1.11: Ortogonalen vektor u1 −
u1,2 = [1,−1]T .
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Slika 1.12: Ortonormirana vektorja
e1 = [0.7071,−0.7071]T in e2 =
[0.7071, 0.7071]T .
Iz Slik 1.1 do 1.12 je razvidno, da Gram-Schmidtov postopek vrne razlicˇna
rezultata za isto vhodno mnozˇico. Rezultat je odvisen od vrstnega reda vho-
dnih vektorjev.
Pri tako preprostem primeru imamo samo dve permutaciji vhodne mnozˇice.
Cˇe bi imeli n vhodnih vektorjev, bi imeli n! razlicˇnih mozˇnosti izhodnih or-
togonalnih vektorjev.
1.3 QR razcep
Naj bo A matrika reda m× n (m > n) in rank(A) = n. Znano je, da lahko
matriko A razstavimo kot produkt
A = QR,
kjer je matrika Q ortogonalna reda (m × n) in matrika R zgornje trikotna
reda (n× n) [15].
1.3. QR RAZCEP 7



























Cˇe poznamo QR razcep matrike A, potem iz linearnega sistema Ax = b
lahko izracˇunamo x [2]. Sistema Ax = b in Rx = QTb sta ekvivalentna, cˇe





Ker je matrika R obrnljiva, dobimo
Rx = QTb.
Z Gram-Schmidtovim postopkom iz matrike A dobimo matriko Q. S
pomocˇjo matrik A in Q nato izracˇunamo matriko R. Ko imamo matriki Q
in R, samo sˇe poiˇscˇemo resˇitev sistema.
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1.4 Alternativna QR razcepa
Poleg Gram-Schmidtovega postopka obstajajo tudi drugacˇni postopki za
izracˇun QR razcepa. QR razcep lahko izracˇunamo tudi s Householderjevimi
zrcaljenji ali Givensovimi rotacijami. Vsak ima svoje prednosti in slabosti.
Za matriko A velikosti m×n, zaporedje n− 1 Householderjevih transfor-
macij spremeni matriko A v zgornje trikotno obliko. Alternativno, zaporedje
m − 1 Givensovih rotacij prav tako spremeni matriko A v zgornje triko-
tno obliko [16]. Givensove rotacije omogocˇajo skrivanje komunikacij in imajo
pred Householderjevimi zrcaljenji prednost pri vzporedni implementaciji [13].
Z vsemi zgoraj nasˇtetimi postopki lahko izracˇunamo QR razcep. Ti se
razlikujejo v sˇtevilu operacij in matriki, ki jo vrnejo kot rezultat. Medtem ko
Gram-Schmidtov postopek za rezultat vrne ortogonalno matriko Q, House-
holderjeva zrcaljenja in Givensove rotacije vrnejo zgornje trikotno matriko R.
Sˇtevilo operacij za resˇitev sistema Ax=b s posameznimi postopki so podane
v Tabeli 1.1, kjer m predstavlja sˇtevilo vrstic in n predstavlja sˇtevilo stolpcev
vhodne matrike A [5].
1.4.1 Householderjeva zrcaljenja
Definicija Householderjevaga zrcaljenja [3]:
Za vektor w ∈ Rn, kjer je w 6= 0, definiramo
P = I − 2
wTw
wwT . (1.2)
P je simetricˇna in ortogonalna matrika, saj je P = P T in P 2 = I. Vsak
vektor x ∈ Rn lahko zapiˇsemo kot
x = αw+ u, (1.3)
kjer je u ⊥ w. Dobimo
Px = −αw+ u, (1.4)
kar pomeni, da je P zrcaljenje preko hiperravnine, ki je ortogonalna na w.
Matriko P imenujemo Householderjevo zrcaljenje.
1.4. ALTERNATIVNA QR RAZCEPA 9
Z mnozˇenjem matrike z ustreznimi Householderjevimi zrcaljenji lahko le-
























kjer je n sˇtevilo vrstic matrike.
1.4.2 Givensove rotacije
Definicija 1.1 Givensova rotacijska matrika G(i, j, φ) definira k-ti stolpec
G(i, j, φ)k kot [6]:
G(i,j,φ)k :=

(cosφ)ei + (sinφ)ej pri k = i
−(sinφ)ei + (cosφ)ej pri k = j
ek drugacˇe
(1.5)
Matrika cosφ − sinφ
sinφ cosφ

zavrti vektor v pozitivni smeri za kot φ [1]. Cˇe izberemo ustrezni kot φ, lahko
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Givensovo rotacijsko matriko Rn, ki zavrti izbrani vektor za kot φ v na-
sprotni smeri urinega kazalca, definiramo kot
G(i, j, φ) =

i j






0 . . . 1 0 0 0









j 0 . . . 0 sinφ 0 . . . 0 cosφ 0 . . . 0






0 . . . 0 . . . 0 . . . 1

,








kjer ∗ oznacˇuje poljubno nenicˇelno vrednost (vsaka ∗ drugo). Ustvarimo
rotacijsko matriko G1, ki bo unicˇila element v prvem stolpcu in drugi vrstici.






Pomnozˇimo G1 z leve strani z matriko A.






Pomnozˇimo matriko A1 z rotacijsko matriko G2(1, 3, φ
′).
A2 = G2A1 =










1.5. PRIMERJAVA S HOUSEHOLDERJEM IN GIVENSOM 11
Na koncu pomnozˇimo matriko A2 z rotacijsko matriko G3(2, 3, φ
′′).











1.5 Primerjava Gram-Schmidtovega postopka
s Householderjevimi zrcaljenji in Given-
sovimi rotacijami
Tabela 1.1: Sˇtevilo operacij za resˇitev sistema Ax=b s pomocˇjo QR razcepa.
postopek sˇtevilo operacij
Gram-Schmidt 2mn2
Householderjeva zrcaljenja 2mn2 − 2/3n3
Givensove rotacije 3mn2 − n3
Gram-Schmidtov postopek ima sˇe eno prednost. Gram-Schmidtov posto-
pek je iterativen. Kot je razvidno iz definicije Gram-Schmidtovega postopka
1.1, Gram-Schmidtov postopek pri vsaki iteraciji na izhod izpiˇse en ortonor-
miran vektor. Householderjeva zrcaljenja in Givensove rotacije kot rezultat
vrnejo matriko R, matriko Q pa pridobijo kot produkt refleksij oz. rotacij
[10].
Iterativnost in relativna preprostost Gram-Schmidtovega postopka sta
glavna razloga, da smo se odlocˇili za implementacijo Gram-Schmidtovega
postopka.
1.5.1 Primerjava rezultatov vseh treh QR razcepov
Za primer bomo vzeli ista vektorja kot v Poglavju 1.2. Iz Slike 1.6 je razvidno,
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Prvi stolpec predstavlja vektor e1 in drugi stolpec predstavlja vektor e2.
Algoritma za Householderjeva zrcaljenja in Givensove rotacije vrneta zgor-
nje trikotno matriko R. Ker zˇelimo primerjati ortogonalne matrike, moramo
za Householderjeva zrcaljenja in Givensove rotacije izracˇunati sˇe enacˇbo
Q = AR−1. Matrika Rh je rezultat Householderjevih zrcaljenj in matrika


















Givensove rotacije in Householderjeva zrcaljenja so izracˇunala drugacˇen
rezultat kot Gram-Schmidtov postopek. Obe Qh in Qg matriki vsebujeta
ortogonalne vektorje. To preverimo tako, da skalarno pomnozˇimo vektorja
med seboj in dobimo 0 za rezultat. Pri Gram-Schmidtovem postopku imamo
vecˇ mozˇnih pravilnih rezultatov, odvisno od izbire zacˇetnega vektorja. Tudi
pri Householderjevih zrcaljenjih in Givensovih rotacijah imamo vecˇ mozˇnih




Gram-Schmidtov postopek je klasicˇen postopek za dolocˇitev QR razcepa
in s tem temeljna operacija v linearni algebri. Poleg Gram-Schmidtovega
postopka obstajata sˇe dva zelo razsˇirjena algoritma za racˇunanje QR raz-
cepa: Householderjeva zrcaljenja in Givensova rotacija. Cˇeprav je Gram-
Schmidtov postopek pocˇasnejˇsi od Householderjevega zrcaljenja in Given-
sove rotacije, pa le-ta vrne prve ortogonalne vektorje po le nekaj iteracijah.
Gram-Schmidtov postopek v vsaki iteraciji izracˇuna nov ortogonalen vektor,
ki je pravokoten na vse svoje prednike. Na zacˇetku se ortogonalni vektorji
racˇunajo hitreje, saj jih je potrebno projecirati na manjˇso mnozˇico zˇe orto-
gonalnih vektorjev. Ta iterativna lastnost se uporablja tudi v Arnoldijevi
iteraciji. Gram-Schmidtov postopek se uporablja za ortogonalizacijo kvan-
tno mehanicˇnih operatorjev in tudi v Lyapunovi stabilnostni analizi sistema
delcev. Zˇe manj kot 1000 delcev je dovolj, da se Lyapunova stabilnostna
analiza racˇuna zelo dolgo. Zato je zelo pomembno, da se pohitri QR razcep.
Za pohitritev QR razcepa so napisali paralelni program, optimiziran posebej
za arhitekturo na kateri bo tekel [10]. Spoznali so, da je paralelni QR razcep
omejen s hitrostjo dostopa do pomnilnika. Za resˇitev tega problema so im-
plementirali Gram-Schmidtov postopek, ki se racˇuna po blokih. Algoritem
so napisali tako za arhitekturo CPU kot za arhitekturo GPU. Za doseganje
dobrih rezultatov priporocˇajo implementacijo paralelno blocˇnega algoritma.
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Koncˇna hitrost je v veliki meri odvisna tudi od prevajalnika.
Ghodsi in drugi so za izracˇun linearnega sistema enacˇb napisali paralelni
algoritem, ki temelji na Gram-Schmidtovem postopku [17]. Uporabili so
strukturo MIMD, jezik Fortran in knjizˇnico MPI. Cˇe je velikost problema
majhna, ni pohitritve med enim in petimi procesorji. Z vecˇanjem velikosti
problema se je izboljˇsevala ucˇinkovitost racˇunanja in vecˇala zakasnitev pri
komunikaciji.
Lingen in drugi so primerjali razlicˇne verzije Gram-Schmidtovega po-
stopka [30]. Klasicˇen Gram-Schmidtov postopek (angl. Classical Gram-
Schmidt – CGS), modificirani Gram-Schmidtov postopek (angl. Modified
Gram-Schmidt – MGS) in iterativni klasicˇen Gram-Schmidtov postopek (angl.
Iterated Classical Gram-Schmidt – ICGS). Primerjali so jih po numericˇni
pravilnosti in stabilnosti, cˇasu izvajanja in paralelni ucˇinkovitosti. Noben
algoritem se ni racˇunal po blokih. Cˇeprav je MGS numericˇno stabilen algo-
ritem, porabi veliko cˇasa za globalno komunikacijo. Numericˇno nestabilen
CGS ima prav toliko operacij s plavajocˇo vejico kot MGS, vendar zelo malo
globalne komunikacije. Numericˇno stabilnost CGS algoritma so popravili z
ICGS algoritmom. ICGS je v nekaterih primerih lahko hitrejˇsi kot MGS, pa
cˇeprav porabi dvakrat toliko operacij s plavajocˇo vejico. Program se je izvajal
na 64 procesorskem Cray T3E in grucˇi (angl. cluster) osmih delovnih postaj
SGI. Za vsakodnevno uporabo je ICGS najboljˇsa izbira, saj je natancˇnejˇsi in
stabilnejˇsi od MGS in mnogo natancˇnejˇsi in stabilnejˇsi od CGS.
Benjamin Milde in Michael Schnider sta pokazala ucˇinkovito realizacijo
algoritma CGS na graficˇni kartici GeForce 295, z uporabo knjizˇnice CUDA
[35]. Skalarni produkt n-tega elementa ortonormiranega vektorja in n-tega
elementa trenutnega vektorja sta odsˇtela od trenutne vrednosti n-tega ele-
menta trenutnega vektorja. Ta princip sta izvedla socˇasno za vse n-te ele-
mente preostalih vhodnih vektorjev. Z ucˇinkovito implementacijo in uporabo
knjizˇnice CUDA, sta dobro izkoristila graficˇne kartice.
Slucˇiak in drugi so uporabili porazdeljen QR faktorizacijski algoritem za
ortogonalizacijo mnozˇice vektorjev v brezzˇicˇnem senzorskem omrezˇju [42].
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Algoritem izvira iz CGS in uporablja porazdeljen nacˇin z uporabo algoritma
dinamicˇnega soglasja. QR faktorizacija je zelo razsˇirjena na podrocˇju proce-
siranja signalov, kjer se vecˇinoma uporablja v povezavi z metodo najmanjˇsih
kvadratov. Slucˇiak in drugi so razvili dva porazdeljena Gram-Schmidtova
postopka, ki izracˇunata matriko Q zaporedno [42]. Predpostavili so, da
je brezzˇicˇno senzorsko omrezˇje (angl. Wireless Sensor Networks – WSN)
staticˇno, povezano in brez napak pri prenosu. Vsako vozliˇscˇe izracˇuna ma-
triko Q glede na svojo lokalno matriko A in nato izvede oceno za matriko
R. Simulacije so pokazale, da je konvergenca dinamicˇno soglasnega algoritma
CGS mocˇno odvisna od zacˇetne distribucije vrstic po omrezˇju in topologije
omrezˇja. Uspeli so mocˇno zmanjˇsati sˇtevilo poslanih sporocˇil po omrezˇju, saj
le-ti porabijo veliko energije za energetsko omejena omrezˇja WSN.
Toma´s in Herna´ndez sta implementirala ICGS na platformi CUDA [44].
ICGS sta implementirala z knjizˇnico BLAS2 oziroma knjizˇnico CUBLAS.
Ugotovila sta, da je zmogljivost algoritma omejena s sˇirino pomnilniˇske po-
vezave. Zato je racˇunanje v dvojni natancˇnosti trajalo podobno dolgo kot
racˇunanje v enojni natancˇnosti. Z dobro implementacijo jedra (angl. kernel),
sta uspela pohitriti racˇunanje za faktor 20, kjer iterativna metoda tecˇe na
CPU in zaganja CUBLAS jedra.
Ghodsi in Taeibi-Rahni sta predstavila nov paralelni algoritem, ki teme-
lji na Gram-Schmidtovi ortogonalizaciji [18]. Algoritem najde skoraj tocˇno
resˇitev tridiagonalnega sistema. Tridiagonalni sistemi se velikokrat pojavijo
na podrocˇju linearne algebre, delnih diferencialnih enacˇb, ortogonalnih poli-
nomih in procesiranju signalov. Algoritem razdeli problem na enake particije,
kjer vsak procesor dobi svojo particijo. Bistvo algoritma je zmanjˇsanje komu-
nikacije med procesorji in posledicˇno pohitritev izracˇuna. Tu bistveno vlogo
odigra tridiagonalna matrika, saj za izracˇun trenutnega ortogonalnega vek-
torja potrebuje samo dva predhodna vektorja. Vhodno matriko sta razdelila
na bloke, vsakemu bloku na koncu odstranila zadnja dva stolpca in jih po
vrsti zlozˇila v zadnji prazen blok. Tako se lahko vsi bloki racˇunajo istocˇasno.
Vsak ne zadnji blok pa zelo malo komunicira z zadnjim blokom.
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Werneth in ostali so analiticˇno in numericˇno predstavili uporabo Gram-
Schmidtovega postopka na temeljnih funkcijah [46]. Pridobljena ortonor-
malna mnozˇica funkcij mocˇno olajˇsa racˇunanje v kvantni mehaniki. V cˇlanku
graficˇno prikazˇejo ujemanje numericˇno pridobljenih rezultatov z analiticˇnimi.
Ker racˇunalniki racˇunajo s priblizˇki sˇtevil, se lahko zgodi, da rezultati niso
tocˇni. Tudi pri Gram-Schmidtovi ortogonalizaciji se lahko zgodi, da matrika
Q ni vecˇ ortogonalna. Ortogonalnost se lahko popravi tako, da dvakrat
projeciramo predhodne Q vektorje na trenutni vhodni vektor. To pa pomeni,
da taksˇen algoritem porabi dvakrat vecˇ cˇasa za izracˇun ortogonalne matrike.
Luc Giraud in Julien Langou sta razvila L kriterij, ki realizira kompromis med




V tem poglavju na zacˇetku na kratko opiˇsemo procesorja, na katerih smo iz-
vajali meritve. To sta Intel Xeon procesor in Intel Xeon Phi koprocesor. Nato
predstavimo vseh 11 razlicˇic vzporednega Gram-Schmidtovega algoritma in
razlike med njimi. Na koncu sˇe podrobno opiˇsemo najboljˇso resˇitev.
3.1 Intel Xeon
Intel Xeon E5-2620 je strezˇniˇski procesor, ki je zasnovan na Sandy Bridge
mikroarhitekturi. Procesor ima 6 jeder, kjer ima vsako jedro 2 niti. Vsako
jedro vsebuje 256-bitno vektorsko enoto. Xeon procesor vsebuje 64 kB L1
predpomnilnika, 256 kB L2 predpomnilnika in 15 MB L3 predpomnilnika.
Procesor ima osnovno frekvenco 2 GHz in Intel Turbo Boost tehnologijo,
ki zviˇsa frekvenco enega jedra na 2,5 GHz. Racˇunalnik, na katerem so bile
opravljene meritve, vsebuje 2 procesorja in 66 GB delovnega pomnilnika.
3.2 Intel Xeon Phi
Intel Xeon Phi je koprocesor, osnovan na MIC (Many Integrated Core) arhi-
tekturi in vsebuje 61 jeder z 244 nitmi (4 niti na jedro) in deluje s frekvenco
1 GHz [24]. Procesorska jedra imajo svojega prednika v originalnih Pentium
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jedrih, katerim je bila dodana 64-bitna podpora, 4 niti na jedro, boljˇse upra-
vljanje z energijo, 512-bitna vektorska enota. Jedra so med seboj povezana z
visokohitrostnim dvosmernim obrocˇem in imajo 512 kB L2 predpomnilnika
ter so brez L3 predpomnilnika. Skupaj ima Intel Xeon Phi koprocesor 30
MB L2 predpomnilnika. Na kartici se nahaja sˇe 8 GB GDDR5 delovnega po-
mnilnika in 8 pomnilniˇskih krmilnikov. Intel Xeon Phi, ki je dostopen preko
PCIe vodila, smo uporabili na racˇunalniku iz prejˇsnjega razdelka.
3.3 Opis resˇitev
Kot smo zˇe v uvodu tega poglavja omenili, smo razvili 11 vzporednih razlicˇic
Gram-Schmidtovega algoritma. Za vsako novo napisano funkcijo smo izmerili
hitrost, da smo okvirno izvedeli, cˇe smo s spremembami v kodi pridobili na
cˇasu. Hitrosti vseh funkcij so predstavljene na Sliki 3.1. Povecˇava Slike 3.1
je na Sliki 3.2, kjer so prikazane meritve funkcij GS6, GS7, GS8 in GS9.
Analiza in primerjava resˇitev sledi v Poglavju 4.
Slika 3.1: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost matrike
10000 x 10000.
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Slika 3.2: Graf cˇasa izvajanj funkcij od GS6 do GS9 na Intel Xeon Phi za
velikost matrike 10000 x 10000.
Najprej smo napisali funkcijo GS0, ki nam je sluzˇila za preverjanje rezul-
tatov in za primerjavo cˇasa. Nato smo napisali funkciji GS1 in GS2, ki sta
prvi funkciji napisani vzporedno s pomocˇjo OpenMP knjizˇnice. Zaradi slabih
rezultatov funkcij GS1 in GS2 smo razvili funkciji GS3 in GS4, na katerih
smo se sˇe vedno ucˇili ter posledicˇno uporabljali premalo oz. prevecˇ OpenMP
anotacij. Vse funkcije smo na zacˇetku izmerili na najvecˇ 5000 vektorjih. Kro-
nolosˇko je sledila funkcija GS5, ki je prvicˇ pravilno uporabila vse OpenMP
anotacije, kar se vidi tudi na Sliki 3.1. Nato smo napisali sestrski funkciji
GS6 in GS7, ki sta sˇe izboljˇsali hitrost v primerjavi s funkcijo GS5. Vse
zgoraj omenjene funkcije delujejo nad dvema tabelama, in sicer iz vhodne
samo berejo podatke v izhodno pa zapiˇsejo rezultat. Za sˇe vecˇjo pohitritev
smo realizirali funkcijo GS8, ki deluje nad eno samo tabelo. Za konec smo
napisali sˇe funkcije GS9, GS10 in GS11, ki imajo osnovo v funkciji GS8 in se
razlikujejo samo v OpenMP anotacijah in razbitjih zank.
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3.3.1 Funkcija GS0
Na zacˇetku smo napisali zaporedno funkcijo Gram-Schmidtovega algoritma,
ki smo jo poimenovali GS0 in je predstavljena v Prilogi A.1. Funkcijo GS0
smo napisali z namenom preverjanja pravilnosti rezultatov in tudi z namenom
primerjanja hitrosti glede na vzporedne funkcije.
Vse funkcije, ki racˇunajo Gram-Schmidtov algoritem, na zacˇetku prepiˇsejo
vhodno matriko, ki jo preberejo na standardnem vhodu, v izhodno matriko.
V tej izhodni matriki se po koncu izvajanja funkcije nahaja koncˇna resˇitev.
3.3.2 Funkcija GS1
Funkcija GS1 je bila prva vzporedno napisana funkcija. Njena koda je v
Prilogi A.2. Prepis vhodne matrike v izhodno matriko se izvede vzporedno.
Nato smo zaporedno izracˇunali skalarni produkt prvega vhodnega vektorja
samega s seboj, ki smo ga potrebovali za vzporedno racˇunanje prvega enot-
skega vektorja. Vsak element prvega vektorja smo vzporedno pomnozˇili z
1/
√〈v,v〉 in tako dobili prvi enotski vektor.
Nato smo z uporabo OpenMP anotacije #pragma omp parallel for ordered,
zaporedno izracˇunali sˇe ostale ortogonalne vektorje. Anotacija parallel
for prevajalniku pove, da se bo zanka izvajala vzporedno. Anotacija order
pa pove, da se bo znotraj vzporednega bloka izvedla zaporedna koda.
#pragma omp parallel for ordered
f o r i=1 to n :
//od tu naprej izvajaj kot, da je koda zaporedna
{
∀vj kjer je j<i naredi:
dot← 〈vi,vj〉
vi ← vi − dot ∗ vj
f o r i=1 to n :
vi ← 1‖vi‖vi
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}
Psevdokoda 3.1: Projekcija ortogonalnih vektorjev na trenu-
tni vektor vi v funkciji GS1.
Za vsako iteracijo zanke se izvedejo vse projekcije ortonormiranih vek-
torjev na trenutni vektor vi zaporedno. Trenutni vektor normiramo, nato se
zanka ponovi.
3.3.3 Funkcija GS2
Funkcija GS2, predstavljena v Prilogi A.3, je izpeljana iz funkcije GS1. Spre-
menjen je izracˇun skalarnega produkta prvega vhodnega vektorja samega s
seboj. Sedaj se skalarni produkt izvede vzporedno s pomocˇjo reduction
anotacije iz knjizˇnice OpenMP.
Z anotacijo reduction oznacˇimo sˇtevilsko spremenljivko na kateri izve-
demo eno izmed asociativnih matematicˇnih operacij. Z anotacijo reduction
vsaka nit izvede asociativno operacijo nad svojo lokalno spremenljivko. Te
lokalne spremenljivke se ob koncu anotacije parallel sesˇtejejo v koncˇno glo-
balno spremenljivko. Glej Sliko 3.3.
Kot v funkciji GS1, se v funkciji GS2 izvede vzporedno normiranje pr-
vega vektorja. Nato se izracˇun vsakega novega ortogonalnega vektorja izvede
zaporedno z OpenMP anotacijo ordered.
Ker je nasˇ glavni cilj pohitriti Gram-Schmidtov postopek za velikost ma-
trike 10000, smo pohitrili izracˇun skalarnega produkta in projekcije vseh
ortogonalnih vektorjev na trenutnega. Glej Psevdokodo 3.2. To smo realizi-
rali z istimi anotacijami, kot pri skalarnem produktu prvega vektorja samega
s seboj.
#pragma omp parallel for ordered
f o r i=1 to n :
//od tu naprej izvajaj kot, da je koda zaporedna
{
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Slika 3.3: Slika izvajanja OpenMP reduction anotacije.
f o r j=0 to j<i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
vi ← vi − dot ∗ vj
}
#pragma omp parallel for
f o r i=0 to n :
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vi ← 1‖vi‖vi
Psevdokoda 3.2: Psevdokoda GS2.
Normiranje trenutnega vektorja se izvede vzporedno v dveh korakih. Naj-
prej vzporedno izracˇunamo skalarni produkt trenutnega vektorja samega s
seboj, nato pa v drugem koraku vzporedno pomnozˇimo vse elemente vektorja
z 1/
√〈v,v〉.
Vse to je bilo narejeno z namenom, da bi pridobili na hitrosti. Ker je
bil nasˇ glavni cilj razviti algoritem za velikost vektorjev 10000, smo realizi-
rali elementarne operacije kot so skalarni produkt, projekcija in normiranje,
vzporedno. Mislili smo, da bo to precej pohitrilo celoten algoritem.
Najprej smo procesorju dejali, da se bodo ortogonalni vektorji projecirali
vzporedno. Nato so se morale vse zˇe ustvarjene vzporedne niti izvesti zapore-
dno ena za drugo. Znotraj teh niti smo klicali nov vzporedni konstrukt, ki je
zahteval nove niti za vzporedno racˇunanje skalarnega produkta in projekcije.
Ker pa je zˇe zunanja zanka porabila vse niti, jih skalarni produkt in projek-
cija nista mogla izkoristiti. OpenMP knjizˇnica je za vsako iteracijo zanke
poskusˇala pridobiti nove niti za vzporedno izvajanje skalarnega produkta in
projekcije.
Glavni razlog za pocˇasnost je v uporabi OpenMP anotacije ordered, s
katero smo napisali zaporedno kodo. S tem smo v funkcijo GS2 vnesli samo
dodatno komunikacijo, ustvarjanje in brisanje niti. To je razlog, zakaj je
funkcija GS2 mnogo slabsˇa od funkcije GS1.
3.3.4 Funkcija GS3
Funkcija GS3 je izpeljana iz funkcije GS2 in ima enak izracˇun prvega orto-
gonalnega vektorja. Nato smo odstranili zaporedno OpenMP anotacijo za
izvajanje ortonormiranj vseh preostalih vektorjev, saj je to enako, kot cˇe
anotacije ni. Glej Psevdokodo 3.3.
#pragma omp parallel for ordered
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f o r i=1 to n :
//od tu naprej izvajaj kot, da je koda zaporedna
{
f o r j=0 to j<i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
vi ← vi − dot ∗ vj
}
#pragma omp parallelfor
f o r i=0 to n :
vi ← 1‖vi‖vi
Psevdokoda 3.3: Psevdokoda GS3.
Projekcije in normiranje na posamezen vektor se sˇe vedno izvedejo vzpo-
redno. Sprememba med GS3 in GS2 je tudi v tem, kako potekajo projekcije.
V zgornjih dveh funkcijah smo projecirali vse ortogonalne vektorje na trenu-
tni vektor, sedaj pa trenutni ortogonalni vektor najprej projeciramo na vse
preostale neortogonalne vektorje.
3.3.5 Funkcija GS4
Funkcija GS2 ima sˇe eno izpeljanko. To je funkcija GS4. V GS2 so se
posamicˇne projekcije na trenutni vektor izvajale zaporedno. Tukaj pa smo
hoteli projekcije pospesˇiti, zato smo dodali anotacijo parallel na zanko, ki
izvede projekcije ortogonalnih vektorjev na trenutni vektor. Glej Psevdokodo
3.4.
#pragma omp parallel for ordered
f o r i=1 to n :
//od tu naprej izvajaj kot, da je koda zaporedna
{
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#pragma omp parallel for
f o r j=0 to j<i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
vi ← vi − dot ∗ vj
#pragma omp parallel for
f o r i=0 to n :
vi ← 1‖vi‖vi
}
Psevdokoda 3.4: Psevdokoda GS4.
To smemo narediti, saj je rezultat enak, cˇe na izhodni vektor najprej pro-
jeciramo prvi ortonormiran vektor ali pa n-tega. Ker je preostanek kode enak
kot v funkciji GS2 in zunanja zanka sˇe vedno uporablja anotacijo ordered,
je pricˇakovano hitrost GS4 funkcije le za odtenek boljˇsa od funkcije GS2.
3.3.6 Funkcija GS5
Tudi funkcija GS3 je dobila svojo izpeljanko oziroma nadgradnjo v funkciji
GS5. Bolje recˇeno, funkcija GS5 je mesˇanica funkcije GS3 in GS4. Glej
Psevdokodi 3.3 in 3.4. Od funkcije GS3 je podedovala projekcijo prvega or-
togonalnega vektorja na vse ostale neortogonalne vektorje in sˇele na to proje-
ciramo drug ortogonalen vektor. Po funkciji GS4 pa je podedovala vzporedno
projeciranje ortogonalnih vektorjev na trenutni vektor. Ima pa funkcija GS5
dodano lastnost, da se pri vsaki projekciji hkrati v isti zanki izracˇuna sˇe ska-
larni produkt tega vektorja samega s seboj. Rezultat, ki ga potrebujemo za
normiranje trenutnega vektorja, pa je pravilen takrat, ko se izvede projekcija
na trenutni vektor. Ta skalarni produkt se lahko izvede med prvimi vzpo-
rednimi izvajanji ali pa med zadnjimi. Zato potrebujemo pogojni stavek, ki
shrani pravilni skalarni produkt, katerega potem uporabimo pri normiranju
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trenutnega vektorja. Glej Psevdoko 3.5. To smo naredili z razlogom, da smo
se znebili ponovnega racˇunanja skalarnega produkta za novi i-ti ortogonalen
vektor. Hkrati smo s tem izboljˇsali dostop do pomnilnika, saj se dot1 racˇuna
istocˇasno ob izvajanju projekcije, kar se pozna tudi na cˇasu izvajanja.
f o r i=1 to n :
#pragma omp parallel for
f o r j=n−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
sh ran i dot1 , ko j e i==j
#pragma omp parallel for
f o r i=0 to n :
vi ← 1‖vi‖vi
Psevdokoda 3.5: Psevdokoda GS5.
3.3.7 Funkcija GS6
Funkcija GS6 je izpeljanka funkcije GS5. Glej Psevdoko 3.6. Funkcija GS6
izracˇuna, koliko projekcij vektorjev bo izvedla vzporedno, glede na sˇtevilo
niti, ki jih ima program na voljo. Cˇe ima program na voljo k-niti, se bo
prvih m-projekcij izvedlo vzporedno, kjer se vsaka projekcija racˇuna zapo-
redno, ostale projekcije pa se izvedejo zaporedno, kjer se skalarni produkt
in sama projekcija izvedejo vzporedno. m je najvecˇji vecˇkratnik sˇtevila niti,
ki je manjˇsi ali enak trenutnemu sˇtevilu ortogonalnih vektorjev. To je bilo
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narejeno z namenom, da se bodo vse vzporedne projekcije koncˇale istocˇasno
in ne bo treba cˇakati ene niti, ki je dobila za izracˇun eno projekcijo vecˇ
kot ostale. Prav tako se normiranje trenutnega vektorja izvede najprej za
m-elementov vzporedno, preostanek pa se izracˇuna zaporedno. Enako velja
tudi za normiranje prvega vektorja. S funkcijo GS6 smo hoteli enakomerno
zasesti niti.
m← (velikost vektorja/st niti) ∗ st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← dot+ 〈v0,v0〉
f o r j=m−1 to j>=0:
dot← dot+ 〈v0,v0〉
#pragma omp parallel for
f o r j=n−1 to j>=m:
‖v0‖
f o r j=m−1 to j>=0:
‖v0‖
f o r i=1 to n :
m← i+ (velikost vektorja− i)%st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← 〈vi,vj〉
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
sh ran i dot1 , ko j e i == j
f o r j=m−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
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{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
sh ran i dot1 , ko j e i == j
#pragma omp parallel for
f o r j=n−1 to j>=m:
vj ← 1‖vj‖vj
f o r j=m−1 to j>=i :
vj ← 1‖vj‖vj
Psevdokoda 3.6: Psevdokoda GS6.
3.3.8 Funkcija GS7
V kronolosˇkem zaporedju sledi izpeljanka funkcije GS6. To je funkcija GS7.
Edina razlika med tema dvema funkcijama je v definiciji vhodne in izho-
dne matrike. Medtem, ko je v GS6 vhodna in izhodna matrika navadna
dvodimenzionalna tabela, smo tema dvema matrikama oz. tabelama v GS7
dodali attribute ((aligned(64))). Glej Psevdoko 3.7. S tem dodat-
kom smo hoteli zagotoviti, da so podatki poravnani, saj vemo, da procesor
vecˇinoma cˇasa dostopa do zaporednih podatkov, in s tem pohitriti izracˇun
Gram-Schmidtovega postopka. Glede na to majhno modifikacijo in enake
cˇase izvajanja med GS6 in GS7 lahko sklepamo, da so tabele v GS6 in vseh
ostalih funkcijah prav tako poravnane.
//inicializacija poravnane vhodne in izhodne tabele
m← (velikost vektorja/st niti) ∗ st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← dot+ 〈v0,v0〉
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f o r j=m−1 to j>=0:
dot← dot+ 〈v0,v0〉
#pragma omp parallel for
f o r j=n−1 to j>=m:
‖v0‖
f o r j=m−1 to j>=0:
‖v0‖
f o r i=1 to n :
m← i+ (velikost vektorja− i)%st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← 〈vi,vj〉
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
sh ran i dot1 , ko j e i == j
f o r j=m−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
sh ran i dot1 , ko j e i == j
#pragma omp parallel for
f o r j=n−1 to j>=m:
vj ← 1‖vj‖vj
f o r j=m−1 to j>=i :
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vj ← 1‖vj‖vj
Psevdokoda 3.7: Psevdokoda GS7.
3.3.9 Funkcija GS8
Funkcija GS8 je izpeljanka iz funkcije GS7. V GS8 smo se znebili ene tabele.
Glej Psevdokodo 3.8. Sedaj se bere in piˇse v eno tabelo. S tem se je nasˇ
algoritem spremenil v MGS, saj funkcija za skalarni produkt vzame vhodni
vektor in modificiran ortogonalen vektor. S tem korakom smo hoteli izboljˇsati
lokalno dostopnost spremenljivk. Hitrost izracˇuna se je v povprecˇju izboljˇsala
za 13 % glede na funkcijo GS7. Podroben opis te funkcije pa se nahaja v
Poglavju 3.4.
//inicializacija poravnane vhodne in izhodne tabele
m← (velikost vektorja/st niti) ∗ st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← dot+ 〈v0,v0〉
f o r j=m−1 to j>=0:
dot← dot+ 〈v0,v0〉
#pragma omp parallel for
f o r j=n−1 to j>=m:
‖v0‖
f o r j=m−1 to j>=0:
‖v0‖
f o r i=1 to n :
m← i+ (velikost vektorja− i)%st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← 〈vi,vj〉
vi ← vi − dot ∗ vj
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//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
sh ran i dot1 , ko j e i == j
f o r j=m−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
sh ran i dot1 , ko j e i == j
#pragma omp parallel for
f o r j=n−1 to j>=m:
vj ← 1‖vj‖vj
f o r j=m−1 to j>=i :
vj ← 1‖vj‖vj
Psevdokoda 3.8: Psevdokoda GS8.
3.3.10 Funkcija GS9
Funkcija GS9 kronolosˇko sledi funkciji GS8. Glej Psevdokodo 3.9. Tu je bil
postopek skoraj ravno obraten kot pri prehodu iz funkcije GS5 v GS6. V
funkciji GS9 se projekcije najprej izvedejo vzporedno za vecˇkratnik sˇtevila
niti, nato se preostanek projekcij izvede zaporedno, kjer se skalarni produkt
in same projekcije izvedejo vzporedno. Zacˇetno normiranje, zacˇetni skalarni
produkti in koncˇna normiranja se izvedejo v eni zanki z OpenMP anota-
cijo za vzporedno izvajanje. Mnenja smo, da zacˇetno normiranje in koncˇno
normiranje ne porabita toliko cˇasa, ker delujeta samo nad enim vektorjem,
kot skalarni produkti in projekcije pri projeciranju ortogonalnih vektorjev na
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trenutni vektor. S tem smo zˇeleli zmanjˇsati in poenostaviti Kodo A.5.
//inicializacija poravnane vhodne tabele
m← (velikost vektorja/st niti) ∗ st niti
#pragma omp parallel for
f o r j=n−1 to j>=0:
dot← dot+ 〈v0,v0〉
#pragma omp parallel for
f o r j=n−1 to j>=0:
‖v0‖
f o r i=1 to n :
m← i+ (velikost vektorja− i)%st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← 〈vi,vj〉
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
sh ran i dot1 , ko j e i == j
f o r j=m−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
sh ran i dot1 , ko j e i == j
#pragma omp parallel for
f o r j=n−1 to j>=i :
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vj ← 1‖vj‖vj
Psevdokoda 3.9: Psevdokoda GS9.
3.3.11 Funkcija GS10
Funkcija GS10 prav tako izhaja iz funkcije GS8. Glej Psevdokodo 3.10. Ska-
larni produkt in normiranje prvega vektorja ter normiranje n-tega izhodnega
vektorja se izvede locˇeno. Prvih m-elementov se izracˇuna vzporedno, ostanek
pa zaporedno. V funkciji GS10 se projekcije izvedejo zaporedno. V tej funk-
ciji smo hoteli preveriti ali je zaporedno izvajanje projekcij, znotraj katerih
se vzporedno izracˇuna skalarni produkt in projekcija, hitrejˇse od vzporednih
projekcij. Kot lahko vidimo iz Slike 3.1, je vzporedno apliciranje projekcij
mnogo hitrejˇse kot zaporedno izvajanje vzporednih projekcij.
//inicializacija poravnane vhodne tabele
m← (velikost vektorja/st niti) ∗ st niti
#pragma omp parallel for
f o r j=n−1 to j>=m:
dot← dot+ 〈v0,v0〉
f o r j=m−1 to j>=0:
dot← dot+ 〈v0,v0〉
#pragma omp parallel for
f o r j=n−1 to j>=m:
‖v0‖
f o r j=m−1 to j>=0:
‖v0‖
f o r i=1 to n :
f o r j=n−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
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{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
#pragma omp parallel for
f o r j=n−1 to j>=m:
vj ← 1‖vj‖vj
f o r j=m−1 to j>=i :
vj ← 1‖vj‖vj
Psevdokoda 3.10: Psevdokoda GS10.
3.3.12 Funkcija GS11
Zadnja realizirana funkcija GS11 ima svojega prednika v funkciji GS8. Glej
Psevdokodo 3.11. Vsa normiranja in skalarni produkti se izvedejo vzporedno
z eno OpenMP anotacijo. Vse projekcije se izvedejo zaporedno, znotraj ka-
terih se skalarni produkti in odsˇtevanja izvajajo vzporedno. Tudi ta funkcija
ne dosezˇe zˇelene pohitritve, saj ima enako napako kot funkcija GS10. Kot
smo ugotovili zˇe pri funkciji GS10, je za hitrost nujno potrebno vzporedno
izvajati projekcije. V tej funkciji pa smo zˇeleli videti ali lahko zaporedno
izvajanje projekcij, ki se izvedejo vzporedno, prehiti nasˇo najboljˇso funkcijo,
GS8.
//inicializacija poravnane vhodne tabele
#pragma omp parallel for
f o r j=n−1 to j>=0:
dot← dot+ 〈v0,v0〉
#pragma omp parallel for
f o r j=n−1 to j>=0:
‖v0‖
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f o r i=1 to n :
f o r j=n−1 to j>=i :
#pragma omp parallel for reduction(dot)
dot← 〈vi,vj〉
#pragma omp parallel for
{
vi ← vi − dot ∗ vj
//in hkrati izracunaj trenutni dot
dot1← 〈vi,vi〉
}
f o r j=n−1 to j>=i :
vj ← 1‖vj‖vj
Psevdokoda 3.11: Psevdokoda GS11.
3.4 Podroben opis funkcije GS8
Kot smo omenili zˇe v Poglavju 3.3, v funkciji GS8 uporabljamo samo eno
tabelo za racˇunanje vektorjev Gram-Schmidtovega postopka. Funkcija naj-
prej izracˇuna sˇirino tabele, nad katero se bo izvedla vzporedna koda. Glej
Kodo 3.12. Konstanta NUM OF VEC AND COMP predstavlja sˇtevilo elementov
vektorjev in hkrati tudi sˇtevilo vektorjev.
195 void GS8 ( double inputVectors [ ] [ NUM_OF_VEC_AND_COMP ] , i n t numOfThreads )
196 {
197 i n t firstIterations = ( NUM_OF_VEC_AND_COMP/numOfThreads ) ∗numOfThreads ;
Koda 3.12: Izracˇun dolzˇine tabele, ki se bo izvedla vzporedno.
Nato vzporedno izracˇunamo skalarni produkt za to dolzˇino tabele. Glej
Kodo 3.13. OpenMP reduction anotacija na koncu sesˇteje privatne spre-
menljivke dot2 vseh niti skupaj v globalno spremenljivko dot2. Anotacija
private pa poskrbi, da ima vsaka nit svojo instanco spremenljivke i. Pre-
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ostanek skalarnega produkta izracˇunamo zaporedno. Dolzˇina, ki se izvede
zaporedno, je vedno manjˇsa kot sˇtevilo niti numOfThreads.
199 #pragma omp p a r a l l e l f o r d e f au l t ( none ) shared ( inputVectors , f i r s t I t e r a t i o n s←↩
) p r i va t e ( i ) r educt i on (+: dot2 )
200 f o r ( i=0; i<firstIterations ; i++){
201 dot2 += inputVectors [ 0 ] [ i ]∗ inputVectors [ 0 ] [ i ] ;
202 }
203
204 f o r ( i=firstIterations ; i<NUM_OF_VEC_AND_COMP ; i++) {
205 dot2 += inputVectors [ 0 ] [ i ]∗ inputVectors [ 0 ] [ i ] ;
206 }
Koda 3.13: Izracˇun skalarnega produkta.
Nato se izracˇuna vrednost 1/
√
dot2, s katero se mnozˇi vsak element pr-
vega vektorja. To se izvede na enak nacˇin kot vsota dot2. Na zacˇetku se vsa
deljenja izvedejo vzporedno, ostanek pa se izracˇuna zaporedno. Na ta nacˇin
je prvi vektor normiran.
Po prvem normiranem vektorju se algoritem zaporedno sprehodi cˇez vse
ostale vektorje. Na vsakem koraku izracˇuna optimalno sˇirino tabele, nad
katero se bo pognala vzporedna Koda 3.14.
219 f o r ( k=1; k<NUM_OF_VEC_AND_COMP ; k++){
220 double dot1 = 0 ;
221
222 i n t firstIt = NUM_OF_VEC_AND_COMP ;
223 i f ( NUM_OF_VEC_AND_COMP−k>=numOfThreads ) {
224 firstIt = k+(( NUM_OF_VEC_AND_COMP−k )%numOfThreads ) ;
225 }
Koda 3.14: Izracˇun dolzˇine tabele, za vzporedno procesiranje.
Z znanim sˇtevilom vektorjev, ki se bodo izvedli vzporedno, lahko zacˇnemo
z izracˇunom projekcij ortogonalnega vektorja z indeksom k na preostale ne
ortogonalne vektorje, Koda 3.15.
227 #pragma omp p a r a l l e l f o r d e f au l t ( none ) shared ( inputVectors , dot1 , f i r s t I t )←↩
pr i va t e ( i , j ) f i r s t p r i v a t e ( k )
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228 f o r ( i=NUM_OF_VEC_AND_COMP −1; i>=firstIt ; i−−) {
229 // i z racun ska la rnega produtka k−tega in i−tega vek to r j a
230
231 double dotTmp = 0 ;
232 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){
233 inputVectors [ i ] [ j ] −= dot∗inputVectors [ k−1] [ j ] ;
234 dotTmp += inputVectors [ i ] [ j ]∗ inputVectors [ i ] [ j ] ;
235 }
236 // b e l e z en j e ska la rnega produkta i−tega vek to r j a
237 i f ( i==k ) {
238 dot1 = dotTmp ;
239 }
240 }
Koda 3.15: Projekcija ortogonalnega vektorja na neortogonalne vektorje.
Hkrati tudi racˇunamo skalarni produkt dotTmp potencialno novega orto-
gonalnega vektorja. Skalarni produkt novega ortogonalnega vektorja moramo
pridobiti preko pogojnega stavka if(i==k). Ker se ta zanka izvaja vzpore-
dno, ne moremo vedeti, kdaj se bo, cˇe se bo, izvedla projekcija k-tega orto-
gonalnega vektorja na i-tega. Izpolnjen pogoj pomeni, da so se na i-ti vektor
projecirali zˇe vsi ortogonalni vektorji, kar pomeni, da je sedaj ortogonalen
na vse vektorje, ki so v tabeli nad njim.
Cˇe sˇtevilo neortogonalnih vektorjev ni deljivo s sˇtevilom niti, se naslednje
projekcije posameznega k-tega vektorja izvajajo zaporedno na i-ti vektor.
Sam skalarni produkt in projekcija i-tega vektorja s k-tim se izvede vzpore-
dno, kot prikazuje Koda 3.16.
248 f o r ( i=firstIt−1; i>=k ; i−−) {
249 double dot = 0 ;
250 #pragma omp parallel f o r p r i va t e ( j ) reduction (+: dot )
251 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){
252 dot += inputVectors [ i ] [ j ]∗ inputVectors [ k−1] [ j ] ;
253 }
254
255 dot1 = 0 ;
256 #pragma omp parallel f o r shared ( dot ) p r i va t e ( j ) reduction (+: dotTmp )
257 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){
258 inputVectors [ i ] [ j ] −= dot∗inputVectors [ k−1] [ j ] ;
259 dot1 += inputVectors [ i ] [ j ]∗ inputVectors [ i ] [ j ] ;
260 }
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261 }
Koda 3.16: Preostanek projekcij ortogonalnega vektorja.
Na koncu se izvede samo sˇe normiranje k-tega vektorja, na enak nacˇin
kot Koda v 3.13. Celotna funkcija GS8 je zapisana v Dodatku A.4.
Poglavje 4
Primerjava resˇitev
V tem poglavju smo graficˇno predstavili hitrosti posameznih funkcij. Zˇe mala
sprememba v kodi lahko pomeni veliko spremembo v hitrosti v pozitivno ali
negativno smer. Novejˇse funkcije so izpeljanke iz prejˇsnjih starejˇsih funk-
cij. Te sorodne funkcije imajo tudi enako obliko grafov. Obliko grafov smo
razlozˇili v besedilu.
Pri vseh grafih se moramo zavedati, da so meritve opravljene le za dolocˇene
vrednosti vzdolzˇ x osi. Da bi se videl globalen trend, smo te tocˇke povezali
in meritve prikazali kot zvezne funkcije. Kjer je potrebno, smo namesto tega
pristopa uporabili stolpicˇne diagrame.
4.1 Analiza izbranih resˇitev
Kot vemo iz prejˇsnjih poglavij, je funkcija GS0 namenjena preverjanju resˇitev.
Funkciji GS1 in GS2 sta prvi funkciji napisani z OpenMP anotacijami. Pri
pisanju teh dveh funkcij smo se sˇe spoznavali z OpenMP knjizˇnico. Funkciji
GS8 in GS9 pa sta nasˇi najhitrejˇsi realizaciji.
V tem poglavju smo analizirali zgoraj omenjene funkcije. Za vsako iz-
med nasˇtetih funkcij imamo izmerjen cˇas, ki ga porabi za izracˇun Gram-
Schmidtovega postopka. Za vsako funkcijo smo izpeljali formulo, ki presˇteje
sˇtevilo operacij v plavajocˇi vejici. Za funkcije GS0, GS1, GS2, GS8 in GS9
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smo programsko presˇteli dejansko sˇtevilo operacij v plavajocˇi vejici.
Kot bomo videli na spodnjih primerih, nam grafi ujemanja modela cˇasovne
funkcije z izmerjenimi vrednostmi povedo, da je nasˇa formula, cˇez palec, do-
bra ocena za cˇasovno zahtevnost nasˇih funkcij, ne pa vedno tudi za oceno
hitrosti programa, a o tem kasneje.
4.1.1 Izracˇun operacij v plavajocˇi vejici za funkcijo GS0
Cˇasovno zahtevnost funkcije GS0 ocenimo s sˇtevilom operacij v plavajocˇi ve-
jici (FLOP), glede na sˇtevilo in dolzˇino vektorja, torej n. Celoten izracˇun
sˇtevila operacij, kjer Zm(n) oznacˇuje sˇtevilo operacij v zanki z oznako ZANKAm
v izvorni kodi funkcije GS0 (Priloga A.1), je sledecˇ:
Z1(n) = 2n
Z2(n) = 2 + n
Z3.1.1(n) = 2n
Z3.1.2(n) = 2n
Z3.1(n, i) = i(Z3.1.1(n) + Z3.1.2(n)) = i(2n+ 2n) = 4ni
Z3.2(n) = 2n




(Z3.1(n, i) + Z3.2(n) + Z3.3(n))








= 3n2 − n− 2 + 4nn(n− 1)
2
= 3n2 − n− 2 + 2n3 − 2n2
= 2n3 + n2 − n− 2
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GS0(n) = Z1(n) + Z2(n) + Z3(n)
= 2n+ (2 + n) + 2n3 + n2 − n− 2
= 2n3 + n2 + 2n
Funkcija GS0 zahteva 2n3 + n2 + 2n FLOPs.
Slika 4.1: Ujemanje modela in meri-
tve za funkcijo GS0.
Slika 4.2: Ujemanje modela in meri-
tve za funkcije GS0.
Na Sliki 4.1 je prikazano ujemanje izmerjenega cˇasa s cˇasom predvide-
nim po modelu, ki predstavlja sˇtevilo FLOP-ov potrebnih za izracˇun Gram-
Schmidtovega postopka. Slika 4.2 prikazuje isto na logaritemski skali.
4.1.2 Izracˇun operacij v plavajocˇi vejici za funkcijo GS1
Spodaj je izracˇun sˇtevila operacij s plavajocˇo vejico za funkcijo GS1, kjer p
predstavlja sˇtevilo niti. Koda funkcije GS1 se nahaja v Dodatku A.2.
Z1(n) = 2n
Z2(n) = 2 + n/p
Z3.1.1(n) = 2n
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Z3.1.2(n) = 2n
Z3.1(n, i) = i(Z3.1.1(n) + Z3.1.2(n)) = i(2n+ 2n) = 4ni
Z3.2(n) = 2n




(Z3.1(n, i) + Z3.2(n) + Z3.3(n))








= (n− 1)(3n+ 2) + 4nn(n− 1)
2
= 3n2 − n− 2 + 2n3 − 2n2
= 2n3 + n2 − n− 2
GS1(n) = Z1(n) + Z2(n) + Z3(n)
= 2n+ 2 + n/p+ 2n3 + n2 − n− 2
= 2n3 + n2 + n+ n/p
Ujemanje izmerjenih cˇasov s predvidenim je predstavljeno na Sliki 4.3.
Ujemanje cˇasov z logaritemsko skalo je na Sliki 4.4.
4.1.3 Izracˇun operacij v plavajocˇi vejici za funkcijo GS2
Izracˇun operacij s plavajocˇo vejico za funkcijo GS2.
Z1(n) = 2n/p
Z2(n) = 2 + n/p
Z3.1.1(n) = 2n/p
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Slika 4.3: Ujemanje modela in meri-
tve za funkcijo GS1.
Slika 4.4: Ujemanje modela in meri-
tve za funkcijo GS1.
Z3.1.2(n) = 2n/p
Z3.1(n, i) = i(Z3.1.1(n) + Z3.1.2(n)) = i(2n/p+ 2n/p) = 4ni/p
Z3.2(n) = 2n/p




(Z3.1(n, i) + Z3.2(n) + Z3.3(n))








= (n− 1)(3n/p+ 2) + 4n/pn(n− 1)
2
= 3n2/p+ 2n− 3n/p− 2 + 2n3/p− 2n2/p
= 2n3/p+ n2/p+ 2n− 3n/p− 2
GS2(n) = Z1(n) + Z2(n) + Z3(n)
= 2n/p+ 2 + n/p+ 2n3/p+ n2/p+ 2n− 3n/p− 2
= 2n3/p+ n2/p+ 2n
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Ujemanje izmerjenih cˇasov s predvidenim je predstavljeno na Slikah 4.5
in 4.6.
Slika 4.5: Ujemanje modela in meri-
tve za funkcijo GS2.
Slika 4.6: Ujemanje modela in meri-
tve za funkcijo GS2.
4.1.4 Izracˇun operacij v plavajocˇi vejici za funkcijo GS8
Predpostavimo, da je n/p vedno celo sˇtevilo, kjer n predstavlja sˇtevilo vek-
torjev in p sˇtevilo niti. Sledi izracˇun sˇtevila operacij s plavajocˇo vejico za
funkcijo GS8.
Z1(n) = 2n/p
Z2(n) = 2 + n/p
Z3.1.1(n) = 2n
Z3.1.2(n) = 4n
Z3.1(n, i) = i(Z3.1.1(n) + Z3.1.2(n))/p = i(2n+ 4n)/p = 6ni/p




(Z3.1(n, i) + Z3.2(n))
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= 2n− 2 + n2/p− n/p+ 6n/pn(n− 1)
2
= 2n− 2 + n2/p− n/p+ 3n3/p− 3n2/p
= 3n3/p− 2n2/p+ 2n− n/p− 2
GS8(n) = Z1(n) + Z2(n) + Z3(n)
= 2n/p+ 2 + n/p+ 3n3/p− 2n2/p+ 2n− n/p− 2
= 3n3/p− 2n2/p+ 2n+ 2n/p
Slika 4.7: Ujemanje modela in meri-
tve za funkcijo GS8.
Slika 4.8: Ujemanje modela in meri-
tve za funkcijo GS8.
Ujemanje izmerjenih cˇasov s predvidenim je predstavljeno na Slikah 4.7
in 4.8. Zelene tocˇke predstavljajo izmerjen cˇas, vijolicˇna funkcija pa pred-
stavlja nasˇo oceno za sˇtevilo operacij s plavajocˇo vejico. Razlog za rahlo
odstopanje tocˇk od funkcije je v tem, da ocena zajema samo sˇtevilo opera-
cij s plavajocˇo vejico, ne zajema pa sinhronizacij niti, povecˇevanj sˇtevcev,
shranjevanj podatkov in primerjave sˇtevil.
46 POGLAVJE 4. PRIMERJAVA RESˇITEV
4.1.5 Izracˇun operacij v plavajocˇi vejici za funkcijo GS9
Predpostavimo, da je n/p vedno celo sˇtevilo, kjer n predstavlja sˇtevilo vek-
torjev in p sˇtevilo niti. Sledi izracˇun sˇtevila operacij s plavajocˇo vejico, ki je
enak kot izracˇun za funkcijo GS8. Sprememba je samo v prvem in zadnjem
normiranju, kjer se le-to v celoti izvede v for zanki z OpenMP anotacijo za
vzporednost.
Z1(n) = 2n/p
Z2(n) = 2 + n/p
Z3.1.1(n) = 2n
Z3.1.2(n) = 4n
Z3.1(n, i) = i(Z3.1.1(n) + Z3.1.2(n))/p = i(2n+ 4n)/p = 6ni/p




(Z3.1(n, i) + Z3.2(n))








= 2n− 2 + n2/p− n/p+ 6n/pn(n− 1)
2
= 2n− 2 + n2/p− n/p+ 3n3/p− 3n2/p
= 3n3/p− 2n2/p+ 2n− n/p− 2
GS9(n) = Z1(n) + Z2(n) + Z3(n)
= 2n/p+ 2 + n/p+ 3n3/p− 2n2/p+ 2n− n/p− 2
= 3n3/p− 2n2/p+ 2n+ 2n/p
Ujemanje izmerjenih cˇasov s predvidenim je predstavljeno na Slikah 4.9
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in 4.10. Zelene tocˇke predstavljajo izmerjen cˇas, vijolicˇna funkcija pa pred-
stavlja nasˇo oceno za sˇtevilo operacij s plavajocˇo vejico.
Slika 4.9: Ujemanje modela in meri-
tve za funkcijo GS9.
Slika 4.10: Ujemanje modela in meri-
tve za funkcijo GS9.
4.2 Primerjava cˇasa izvajanja med posame-
znimi resˇitvami
Za lazˇjo predstavo, kako hitri so posamezni algoritmi, si poglejmo graf cˇasa
izvajanj vseh funkcij za velikost vektorjev 10000 na Intel Xeon Phi koproce-
sorju. Ti grafi so prikazani na Slikah od 4.11 do 4.14.
Kot se vidi na Sliki 4.11, so funkcije GS2, GS3, GS4, GS10 in GS11 mnogo
pocˇasnejˇse tudi od sekvencˇne funkcije GS0. Kljub temu, da GS2 racˇuna vse
skalarne produkte in projekcije vzporedno, je sˇe vedno mnogo pocˇasnejˇsa od
funkcije GS0. Razlog je v izvrsˇevanju projekcij na neortogonalne vektorje.
V funkciji GS2 se vsak ortogonalen vektor zaporedno projecira na vse ostale
vektorje. To smo dosegli z openMP ordered anotacijo. Anotacija ordered se
deklarira ob anotaciji parallel nato pa se znotraj parallel bloka deklarira
ordered blok. Ta blok se izvede kot, da je napisan zaporedno.
Funkcija GS4 ima enako napako kot funkcija GS2. Razlika med njima
je ta, da funkcija GS2 uporablja OpenMP ordered anotacijo za zaporedno
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Slika 4.11: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 10000 x 10000.
Slika 4.12: Graf cˇasa izvajanj funkcij od GS6 do GS9 na Intel Xeon Phi za
velikost matrike 10000 x 10000.
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Slika 4.13: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 10000 x 10000.
Slika 4.14: Graf cˇasa izvajanj funkcij GS6 – GS9 na Intel Xeon Phi za velikost
matrike 10000 x 10000.
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izvajanje projekcij, medtem ko funkcija GS4 projekcije izvaja vzporedno.
Se pravi funkcija GS4 vzporedno projecira ortogonalne vektorje na trenuten
vektor. Ker pa zunanja zanka funkcije GS4 porabi vse niti, ki so na voljo, se
tudi projekcije ne morejo izvrsˇiti vzporedno, ker jim primanjkuje virov.
Kot smo ugotovili zˇe iz zgornjih 2 funkcij, izvajanje projekcij zaporedno
ni hitra resˇitev. Enak problem imajo tudi funkcije GS3, GS10 in GS11,
kjer se projekcije ortogonalnih vektorjev izvrsˇijo zaporedno brez OpenMP
anotacij. Iz Slike 4.11 se lepo vidi, da funkcije GS3, GS10 in GS11 spadajo
v skupino brez zaporednih OpenMP anotacij, medtem ko funkciji GS2 in
GS4 uporabljata zaporedno OpenMP anotacijo pri izvajanju projekcij. Iz
grafa lahko sklepamo, da je uporaba OpenMP ordered anotacije, sˇe vedno
hitrejˇsa kot uporaba funkcije brez te anotacije. Anotacija ordered sˇe vedno
omogocˇa izvajanje kode znotraj parallel bloka vzporedno do neke mere.
Knjizˇnica OpenMP poskrbi, da vedno obstaja nit, ki izvaja sekcijo ordered,
ki se mora izvesti kot naslednja glede na ordered blok. Ker pa so vse zgoraj
nasˇtete funkcije slabsˇe od zaporedne implementacije GS0, jih v nadaljevanju
ne bomo vecˇ omenjali in prikazovali.
Kot smo zˇe zgoraj ugotovili, uporaba OpenMP anotacij ni vedno naj-
boljˇsa. Uporaba anotacij pri eni niti se ne obnese niti za hitrejˇse funkcije
Slike od 4.15 do 4.17. Ampak to nas ne zanima toliko, saj smo izbrali
knjizˇnico OpenMP z namenom, da pohitrimo Gram-Schmidtov postopek na
vecˇ jedrih/nitih.
Na Sliki 4.15 se opazi, da je funkcija GS5 od 24 niti naprej veliko slabsˇa
kot preostale funkcije. Razlika med funkcijo GS5 in ostalimi funkcijami je,
da funkcija GS5 izvede vse projekcije ortogonalnih vektorjev znotraj enega
stavka parallel for. Funkcija GS5 pa znotraj tega stavka parallel for
ponovno ustvari nove vzporedne sekcije in zahteva nove niti. Kot se vidi na
Grafu 4.15, to ni problem, do 24 niti, saj tu zunanja zanka ustvari 24 niti,
nato pa vsaka notranja zanka ustvari novih 24 niti, kar skupaj nanese 576 niti.
Intel Xeon Phi pa ima skupna na razpolago maksimalno 240 niti. Pri tem
sˇtevilu Intel Xeon Phi sˇe nekako lahko izvaja preklapljanje med konteksti,
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Slika 4.15: Graf cˇasa izvajanj funkcij GS5 do GS9 na Intel Xeon Phi za
velikost matrike 10000 x 10000.
Slika 4.16: Graf cˇasa izvajanj funkcij GS5 do GS9 na Intel Xeon Phi za
velikost matrike 10000 x 10000.
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Slika 4.17: Graf cˇasa izvajanj funkcij GS5 do GS9 na Intel Xeon Phi za
velikost matrike 10000 x 10000.
brez da bi se to poznalo na cˇasu izracˇuna. Cˇe pa vzamemo 60 niti, to nanese
3600 niti, znotraj 2 vzporednih blokov, kar pa je zˇe prevecˇ in preklapljanje
med konteksti povzrocˇa veliko izgubo cˇasa. Ostale funkcije (GS6 – GS9) pa
si najprej pravicˇno razdelijo delo, tako da vsaka opravi svojih 416 projekcij.
Zatem pa vedno projecirajo samo en vektor naenkrat, ampak znotraj te zanke
si razdelijo delo za izracˇun skalarnega produkta in projekcije. Pri velikosti
vektorja 10000 se to zˇe zelo pozna.
Za konec bomo primerjali sˇe graf funkcij od GS6 do GS9. Glej Sliki 4.12
in 4.14.
Na le-teh slikah se opazi, da sodita funkciji GS6 in GS7 v eno mnozˇico in
funkciji GS8 in GS9 v drugo. Glavna razlika med temi funkcijami je v tem,
da sta GS6 in GS7 klasicˇna Gram-Schmidt postopka, medtem ko sta funkciji
GS8 in GS9 modificirana Gram-Schmidt postopka.
Kot smo zˇe napisali v Poglavju 3.3, sta funkciji GS6 in GS7 enaki. Raz-
likujeta se samo v definiciji vhodne in izhodne matrike. Matriki v funkciji
GS7 smo dodali attribute ((aligned(64))). Kot vidimo iz Slike 4.12,
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pa to nima vpliva na samo hitrost algoritma. Kot kazˇe je prevajalnik zˇe brez
nasˇe anotacije poravnal matriki.
Funkcija GS9 je izpeljanka funkcije GS8, zato skoraj identicˇen graf ni no-
beno presenecˇenje. V GS9 smo zdruzˇili skalarni produkt nazaj pod eno for
zanko z eno OpenMP parallel anotacijo. Enako smo naredili za vsa normi-
ranja. Kot zˇe omenjeno, sta funkciji GS8 in GS9 predstavnici modificiranega
Gram-Schmidtovega postopka. Ker se racˇunanje opravlja nad velikimi vek-
torji, ne presenecˇa, da ima lokalni dostop do pomnilnika kar veliko vlogo pri
hitrosti izracˇuna. Razlika v cˇasu med funkcijama GS6 in GS8 je v povprecˇju
13 % v prid funkciji GS8. Najvecˇja razlika se naredi pri racˇunanju skalarnega
produkta, kjer za podatke ne rabimo vecˇ dveh tabel, ampak sedaj beremo
podatke iz ene tabele.
4.3 Primerjava meritev za razlicˇne velikosti
problema
Na zacˇetku smo testirali nasˇe GS funkcije na manjˇsih vektorjih in jih nato
postopno povecˇevali. Zacˇeli smo z manjˇsimi matrikami zato, da smo lazˇje
in hitreje preverili pravilnost izracˇuna. Vmesni koraki med velikostjo 1000
vektorjev in 10000 vektorjev pa nam sluzˇijo predvsem za oris obnasˇanja al-
goritmov, ko se vhodni podatki povecˇujejo. Kot lahko vidimo iz Slik 4.18
do 4.22 imajo vse slike priblizˇno enako obliko. Slike od 4.23 do 4.27 prika-
zujejo iste podatke na zvezni x osi in logaritemski skali y osi.
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Slika 4.18: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 1000 x 1000.
Slika 4.19: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 2500 x 2500.
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Slika 4.20: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 5000 x 5000.
Slika 4.21: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 7500 x 7500.
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Slika 4.22: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 10000 x 10000.
Slika 4.23: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 1000 x 1000.
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Slika 4.24: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 2500 x 2500.
Slika 4.25: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 5000 x 5000.
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Slika 4.26: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 7500 x 7500.
Slika 4.27: Graf cˇasa izvajanj vseh funkcij na Intel Xeon Phi za velikost
matrike 10000 x 10000.
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Pri racˇunanju z eno nitjo za vse razlicˇne velikosti vhodni podatkov so grafi
precej izenacˇeni. Pri vecˇanju sˇtevila niti se hitro pokazˇejo slabosti funkcij
GS3, GS10 in GS11. Pri manjˇsih vhodnih podatkih in nizkem sˇtevilu sˇe ni
opaziti odstopanja funkcij GS1, GS2, GS4, ki pa se z vecˇanjem vektorjev
hitro razkrijejo.
Slika 4.28 prikazuje cˇas izvajanja funkcije GS8 na Intel Xeon Phi kopro-
cesorju za vse velikosti vhodnih matrik. Velikost vhodnih podatkov je premo
sorazmerna s potrebnim sˇtevilom niti za najhitrejˇse izvajanje. Za majhno
sˇtevilo vhodnih vektorjev potrebujemo manjˇse sˇtevilo niti, da dosezˇemo ma-
ksimalno zmogljivost. Tako se GS8 funkcija najhitreje izvede pri 12 nitih za
1000 vhodnih vektorjev, pri 24 nitih za 2500, 5000 in 7500 vektorjev in pri
60 nitih za 10000 vhodnih vektorjev.
Slika 4.28: Graf cˇasa izvajanj najhitrejˇse funkcije GS8 na Intel Xeon Phi za
vse velikosti matrik.
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4.4 Intel Xeon ali Intel Xeon Phi?
V tem razdelku smo utemeljili izbiro med Intel Xeon in Intel Xeon Phi kopro-
cesorjem. Odlocˇitev je temeljila na faktorju pohitritve, ucˇinkovitosti in ceni.
V absolutnem pogledu pa je najbolje zagnati funkcijo GS8 na Intel Xeon Phi
pri 60 nitih, saj le-ta kombinacija izvede Gram-Schmidtov algoritem najhi-
treje. Najhitrejˇsa funkcija na Xeonu izvede Gram-Schmidtov postopek na
10000 vektorjih v 312 sekundah, medtem ko je najhitrejˇsa funkcija na Xeon
Phiju izvede Gram-Schmidtov postopek na 10000 vektorjih v 106 sekundah.
Intel Xeon Phi nalogo opravi v trikrat krajˇsem cˇasu kot Intel Xeon procesor.
Slika 4.29: Graf pohitritev GS8 funkcije glede na GS0 funkcijo na Xeon za
razlicˇne vhodne podatke.
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4.4.1 Pohitritev
Sedaj vemo, da je v absolutnem smislu najbolje zagnati Gram-Schmidtov
postopek na Intel Xeon Phi pri 60 nitih. Ne vemo pa, ali ima Xeon Phi
tudi najvecˇjo pohitritev. Na Sliki 4.29 vidimo, da je imel Xeon najvecˇjo
pohitritev za velikost problema 2500 z uporabo 6 niti. Intel Xeon Phi pa je
najvecˇ pridobil na 10000 vektorjih pri 60 nitih. Glej Sliko 4.30.
Slika 4.30: Graf pohitritev GS8 funkcije glede na GS0 funkcijo na Xeon Phi
za razlicˇne vhodne podatke.
Tudi cˇe pogledamo globalno, ima Intel Xeon Phi boljˇsi faktor pohitritve
za vse velikosti vhodnih problemov. Glej Slike od 4.31 do 4.35.
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Slika 4.31: Graf pohitritev Xeon proti Xeon Phi za 1000 vhodnih vektorjev.
Slika 4.32: Graf pohitritev Xeon proti Xeon Phi za 2500 vhodnih vektorjev.
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Slika 4.33: Graf pohitritev Xeon proti Xeon Phi za 5000 vhodnih vektorjev.
Slika 4.34: Graf pohitritev Xeon proti Xeon Phi za 7500 vhodnih vektorjev.
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Slika 4.35: Graf pohitritev Xeon proti Xeon Phi za 10000 vhodnih vektorjev.
4.4.2 Ucˇinkovitost
Izracˇunali smo, da nasˇ algoritem porabi 2n3 + n2 + 2n FLOPov, kot zahteva
osnovni GS (glej Poglavje 4.1.1), za izracˇun Gram-Schmidtovega postopka,
kjer je n enak sˇtevilu vektorjev. Sˇtevilo FLOP-ov in FLOPS-ov za posamezen
n je zapisano v Tabeli 4.1 in 4.2.
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Teoreticˇna zmogljivost Xeon procesorja je 96GFLOPS [7]. Teoreticˇna
zmogljivost Xeon Phi koprocesorja je 1TFLOPS [4].
Iz zgornjih tabel je razvidno, da na Intel Xeon maksimalno zmogljivost
dosezˇemo pri manjˇsih velikostih vhodnih vektorjev. Z vecˇanjem sˇtevila vho-
dnih vektorjev pada ucˇinkovitost Intel Xeon procesorja. Pri Intel Xeon Phiju
pa dosezˇemo zgolj 2 % teoreticˇne maksimalne zmogljivosti. Pri Intel Xeon
Phiju zmogljivost raste z vecˇanjem sˇtevila vhodnih podatkov.
Intel Xeon ima najvecˇjo deklarirano porabo 95 W. Intel Xeon Phi pa
porabi najvecˇ 225 W. Kot vidimo iz Grafa 4.36 Xeon Phi za racˇunanje Gram-
Schmidtovega postopka porabi priblizˇno 160 W pri 60 nitih. Za 120 niti
porabi priblizˇno enako, kar vidimo na Sliki 4.37. Za 240 niti se na Sliki 4.38
vidi, da je povprecˇna poraba sˇe vedno enaka. Iz dolin na grafu se vidi, da
koprocesor veliko cˇasa cˇaka na podatke in takrat znizˇa porabo.
Ker bo Intel Xeon Phi izracˇunal trikrat hitreje kot Intel Xeon, bi lahko
cˇez palec ocenili, da bo porabil samo 53 W energije, medtem ko bo Intel Xeon
porabil vseh 95 W. Intel Xeon Phi je cˇez palec skoraj dvakrat bolj varcˇen kot
Intel Xeon pri racˇunanju Gram-Schmidtovega postopka.
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Slika 4.36: Graf porabe funkcije GS8 na Xeon Phi za 10000 vhodnih vektorjev
na 60 nitih.
Slika 4.37: Graf porabe funkcije GS8 na Xeon Phi za 10000 vhodnih vektorjev
na 120 nitih.
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Slika 4.38: Graf porabe funkcije GS8 na Xeon Phi za 10000 vhodnih vektorjev
na 240 nitih.
4.4.3 Cena
Kot smo pokazali, je Intel Xeon Phi hitrejˇsi kot Intel Xeon in porabi za
odtenek manj energije. Slaba stran pa je njegova cena. Intel Xeon na katerem
smo izvajali meritve, stane 410 $, medtem ko je Intel Xeon Phi kar sˇestkrat
drazˇji in stane 2649 $.
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Poglavje 5
Sklepne ugotovitve
V magistrski nalogi smo implementirali vecˇ primerov Gram-Schmidtovega
algoritma, med katerimi se je najbolje odrezala funkcija GS8. Glej poglavje
3.4. GS8 je najhitrejˇsa, ker piˇse in bere iz ene tabele. S tem smo pohi-
trili dostop do podatkov. Prav tako je najhitrejˇsa, ker pravilno razporedi
delo med vse niti. Zacˇetni skalarni produkt in koncˇna normiranja se izve-
dejo vzporedno za najvecˇje mozˇno sˇtevilo elementov v tabeli, preostanek se
izvede zaporedno. Prav tako vsaka nit hkrati izvede enako sˇtevilo projekcij
ortogonalnih vektorjev. Nato pa vse niti skupaj projecirajo en ortogonalen
vektor na trenutni vektor.
Ni presenetljivo, da je funkcija GS8 najhitrejˇsa ravno pri 60 nitih. To je
natanko sˇtevilo fizicˇnih jeder, ki jih ima Intel Xeon Phi. Pri tem sˇtevilu niti je
funkcija najhitrejˇsa, saj privzeto OpenMP nastavi staticˇno razvrstitev (angl.
static scheduling). To pa pomeni, da vsaka nit dobi enako kolicˇino dela in
posledicˇno so vse niti enako obremenjene in porabijo priblizˇno enako cˇasa za
izracˇun. Cˇe uporabljamo manj niti, koprocesor ni v celoti izkoriˇscˇen, cˇe pa
uporabljamo prevecˇ niti, pa prihaja do zastojev pri menjavi podatkov v istem
predpomnilniku jedra. Moramo razumeti, da delamo z velikimi tabelami, kjer
samo en vektor zasede 80 kB predpomnilnika. Celoten L2 predpomnilnik
enega jedra Intel Xeon Phija pa je velikosti 512 kB.
Nasˇa resˇitev je primerljiva s prvo resˇitvijo iz [10]. Tudi tu se vidi, da
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obstaja mejno sˇtevilo jeder oz. niti, kjer vecˇanje sˇtevila niti ne pomeni hi-
trejˇsega izracˇuna. Najmanj 6 niti so dodelili enem Intel Xeon X5650 pro-
cesorju. Racˇunali so na dveh Xeon X5650 procesorjih. Tako kot pri nas je
bila podatkovna sˇirina vodila omejujocˇi faktor. Bradnes in ostali so v kodo
vpeljali racˇunanje po blokih in tako dosegli skoraj idealno pohitritev glede
na sˇtevilo niti [10].
Pri razvoju resˇitev pa smo naleteli tudi na nekaj problemov. Naleteli
smo na tipicˇen “Segmenatition fault” problem, kjer smo pisali podatke izven
tabele. Za majhno tabelo je aplikacija sˇe delovala, pri vecˇjih pa se je zacˇela
obnasˇati zelo nedeterministicˇno.
Naslednji izmed problemov je bil primer, kjer se koda ni vecˇ prevedla, cˇe
je bila velikost vektorjev vecˇja od 12000.
Pri izvajanju programov in preverjanju izkoristka niti smo ugotovili, da
ni nujno, da bo program izkoristil vse niti, ki so mu na voljo. To me je
na zacˇetku zelo motilo, dokler si nisem prebral dokumentacije, ki pravi da z
nastavitvijo spremenljivke okolja OMP NUM THREADS povesˇ maksimalno sˇtevilo
niti, ki jih OpenMP program lahko uporabi. Nikjer pa ne piˇse, da bo program
vedno porabil vse niti, ki so mu na voljo.
Pri prenosu kode iz Xeon na Xeon Phi smo imeli tezˇavo s stavkom reduction,
saj se program na Xeon Phi ni uspesˇno koncˇal, cˇe je vseboval ta stavek. S
prepisom kode in novejˇsim prevajalnikom se je napaka odpravila.
Dodatek A
A.1 Koda funkcije GS0
111 void GS0 ( double inputVectors [ ] [ NUM_OF_COMPONENTS ] , double outputVectors [ ] [←↩
NUM_OF_COMPONENTS ] ) {
112
113 i n t i , j , k ;
114 // j u s t r ewr i t e a l l to output
115 f o r ( i=0; i<NUM_OF_VECTORS ; i++){
116 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){
117 outputVectors [ i ] [ j ] = inputVectors [ i ] [ j ] ;
118 }
119 }
120 // normal ize f i r s t one
121 double dot = 0 ;
122 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 1
123 dot += outputVectors [ 0 ] [ j ]∗ outputVectors [ 0 ] [ j ] ;
124 }
125 dot = 1/sqrt ( dot ) ;
126 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 2
127 outputVectors [ 0 ] [ j ] = dot∗outputVectors [ 0 ] [ j ] ;
128 }
129
130 //do the c a l c u l a t i o n f o r a l l the r e s t
131 f o r ( i=1; i<NUM_OF_VECTORS ; i++){ //ZANKA 3
132 f o r ( j=0; j<i ; j++){ //ZANKA 3.1
133 //DOT
134 dot = 0 ;
135 f o r ( k=0; k<NUM_OF_COMPONENTS ; k++){ //ZANKA 3 . 1 . 1
136 dot += inputVectors [ i ] [ k ] ∗ outputVectors [ j ] [ k ] ;
137 }
138 //C1 − DOT(C1 ,O0)O0 and so on
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139 f o r ( k=0; k<NUM_OF_COMPONENTS ; k++){ //ZANKA 3 . 1 . 2
140 outputVectors [ i ] [ k ] −= dot∗outputVectors [ j ] [ k ] ;
141 }
142 }
143 // normal ize
144 dot = 0 ;
145 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 3.2
146 dot += outputVectors [ i ] [ j ]∗ outputVectors [ i ] [ j ] ;
147 }
148 dot = 1/sqrt ( dot ) ;
149 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 3.3




A.2 Koda funkcije GS1
257 void GS1 ( double inputVectors [ ] [ NUM_OF_COMPONENTS ] , double outputVectors [ ] [←↩
NUM_OF_COMPONENTS ] ) {
258
259 i n t i , j , k ;
260 // j u s t r ewr i t e a l l to output
261 #pragma omp parallel f o r \
262 shared ( outputVectors ) p r i va t e ( j )
263 f o r ( i=0; i<NUM_OF_VECTORS ; i++){
264 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){
265 outputVectors [ i ] [ j ] = inputVectors [ i ] [ j ] ;
266 }
267 }
268 // normal ize f i r s t one
269 double dot = 0 ;
270 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 1
271 dot += outputVectors [ 0 ] [ j ]∗ outputVectors [ 0 ] [ j ] ;
272 }
273 dot = 1/sqrt ( dot ) ;
274 #pragma omp parallel f o r \
275 shared ( outputVectors )
276 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 2
277 outputVectors [ 0 ] [ j ] = dot∗outputVectors [ 0 ] [ j ] ;
278 }
279
280 //do the c a l c u l a t i o n f o r a l l the r e s t
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281 #pragma omp parallel f o r ordered\
282 shared ( outputVectors ) p r i va t e (i , j , k , dot )
283 f o r ( i=1; i<NUM_OF_VECTORS ; i++){ //ZANKA 3
284 #pragma omp ordered
285 {
286 f o r ( j=0; j<i ; j++){ //ZANKA 3.1
287 //DOT
288 dot = 0 ;
289 f o r ( k=0; k<NUM_OF_COMPONENTS ; k++){ //ZANKA 3 . 1 . 1
290 dot += inputVectors [ i ] [ k ] ∗ outputVectors [ j ] [ k ] ;
291 }
292 //C1 − DOT(C1 ,O0)O0 and so on
293 f o r ( k=0; k<NUM_OF_COMPONENTS ; k++){ //ZANKA 3 . 1 . 2
294 outputVectors [ i ] [ k ] −= dot∗outputVectors [ j ] [ k ] ;
295 }
296 }
297 // normal ize
298 dot = 0 ;
299 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 3.2
300 dot += outputVectors [ i ] [ j ]∗ outputVectors [ i ] [ j ] ;
301 }
302 dot = 1/sqrt ( dot ) ;
303 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 3.3





A.3 Koda funkcije GS2
189 void GS2 ( double inputVectors [ ] [ NUM_OF_COMPONENTS ] , double outputVectors [ ] [←↩
NUM_OF_COMPONENTS ] ) {
190
191 i n t i , j , k , chunk = CHUNK_SIZE ;
192 // j u s t r ewr i t e a l l to output
193 #pragma omp parallel f o r \
194 shared ( outputVectors , chunk ) p r i va t e ( j )
195 f o r ( i=0; i<NUM_OF_VECTORS ; i++){
196 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){




200 // normal ize f i r s t one
201 double dot = 0 ;
202 #pragma omp parallel f o r \
203 shared ( outputVectors ) p r i va t e ( j ) \
204 reduction (+: dot )
205 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 1
206 dot += outputVectors [ 0 ] [ j ]∗ outputVectors [ 0 ] [ j ] ;
207 }
208 dot = 1/sqrt ( dot ) ;
209 #pragma omp parallel f o r \
210 shared ( outputVectors , chunk )
211 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 2
212 outputVectors [ 0 ] [ j ] = dot∗outputVectors [ 0 ] [ j ] ;
213 }
214
215 //do the c a l c u l a t i o n f o r a l l the r e s t
216 #pragma omp parallel f o r ordered\
217 shared ( inputVectors , outputVectors ) p r i va t e (j , k )
218 f o r ( i=1; i<NUM_OF_VECTORS ; i++){ //ZANKA 3
219 #pragma omp ordered
220 {
221 f o r ( j=0; j<i ; j++){ //ZANKA 3.1
222 //DOT
223 dot = 0 ;
224 #pragma omp parallel f o r \
225 shared ( inputVectors , outputVectors ) p r i va t e ( k ) \
226 reduction (+: dot )
227 f o r ( k=0; k<NUM_OF_COMPONENTS ; k++){ //ZANKA 3 . 1 . 1
228 dot += inputVectors [ i ] [ k ] ∗ outputVectors [ j ] [ k ] ;
229 }
230
231 #pragma omp parallel f o r \
232 shared ( outputVectors ) p r i va t e ( k )
233 //C1 − DOT(C1 ,O0)O0 and so on
234 f o r ( k=0; k<NUM_OF_COMPONENTS ; k++){ //ZANKA 3 . 1 . 2
235 outputVectors [ i ] [ k ] −= dot∗outputVectors [ j ] [ k ] ;
236 }
237 }
238 // normal ize
239 dot = 0 ;
240 #pragma omp parallel f o r \
241 shared ( outputVectors ) p r i va t e ( j ) \
242 reduction (+: dot )
243 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 3.2
244 dot += outputVectors [ i ] [ j ]∗ outputVectors [ i ] [ j ] ;
245 }
246
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247 dot = 1/sqrt ( dot ) ;
248 #pragma omp parallel f o r \
249 shared ( outputVectors , dot ) p r i va t e ( j )
250 f o r ( j=0; j<NUM_OF_COMPONENTS ; j++){ //ZANKA 3.3





A.4 Koda funkcije GS8
192 void GS8 ( double inputVectors [ ] [ NUM_OF_VEC_AND_COMP ] , i n t numOfThreads ) {
193 i n t i , j , k ;
194
195 // normal ize f i r s t one
196 double dot2 = 0 ;
197 i n t firstIterations = ( NUM_OF_VEC_AND_COMP/numOfThreads ) ∗numOfThreads ;
198
199 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors ,←↩
firstIterations ) p r i va t e ( i ) reduction (+: dot2 )
200 f o r ( i=0; i<firstIterations ; i++){ //ZANKA 1
201 dot2 += inputVectors [ 0 ] [ i ]∗ inputVectors [ 0 ] [ i ] ;
202 }
203
204 f o r ( i=firstIterations ; i<NUM_OF_VEC_AND_COMP ; i++) {
205 dot2 += inputVectors [ 0 ] [ i ]∗ inputVectors [ 0 ] [ i ] ;
206 }
207
208 dot2=1/sqrt ( dot2 ) ;
209 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors , ←↩
firstIterations ) firstprivate ( dot2 ) p r i va t e ( j )
210 f o r ( j=0; j<firstIterations ; j++){ //ZANKA 2
211 inputVectors [ 0 ] [ j ] = dot2∗inputVectors [ 0 ] [ j ] ;
212 }
213
214 f o r ( k=firstIterations ; k<NUM_OF_VEC_AND_COMP ; k++){
215 inputVectors [ 0 ] [ k ] = dot2∗inputVectors [ 0 ] [ k ] ;
216 }
217
218 f o r ( k=1; k<NUM_OF_VEC_AND_COMP ; k++){ // out //ZANKA 3
219 double dot1 = 0 ;
220
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221 i n t firstIt = NUM_OF_VEC_AND_COMP ;
222 i f ( NUM_OF_VEC_AND_COMP−k>=numOfThreads ) { // ce do l z i na vec ja ←↩
a l i enaka od s t e v i l a j ed e r
223 firstIt = k+(( NUM_OF_VEC_AND_COMP−k )%numOfThreads ) ;
224 }
225
226 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors , dot1 , ←↩
firstIt ) p r i va t e (i , j ) firstprivate ( k )
227 f o r ( i=NUM_OF_VEC_AND_COMP −1; i>=firstIt ; i−−) { //ZANKA ←↩
3 .1
228 double dot = 0 ;
229 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3 . 1 . 1




234 double dotTmp = 0 ;
235 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3 . 1 . 2
236 inputVectors [ i ] [ j ] −= dot∗inputVectors [ k−1] [ j ] ;
237 dotTmp += inputVectors [ i ] [ j ]∗ inputVectors [ i ] [ j ] ;
238 }
239 // pass the r i g h t dot1 f o r norma l i za t i on
240 i f ( i==k ) {




245 f o r ( i=firstIt−1; i>=k ; i−−) {
246 double dot = 0 ;
247 #pragma omp parallel f o r p r i va t e ( j ) \
248 reduction (+: dot )
249 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){




254 double dotTmp = 0 ;
255 #pragma omp parallel f o r shared ( dot ) p r i va t e ( j ) \
256 reduction (+: dotTmp )
257 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){
258 inputVectors [ i ] [ j ] −= dot∗inputVectors [ k−1] [ j ] ;
259 dotTmp += inputVectors [ i ] [ j ]∗ inputVectors [ i ] [ j ] ;
260 }
261 // pass the r i g h t dot1 f o r norma l i za t i on
262 i f ( i==k ) {
263 dot1 = dotTmp ;
264 }
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265 }
266
267 // normal ize
268 dot1 = 1/sqrt ( dot1 ) ;
269 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors ,←↩
firstIterations ) firstprivate (k , dot1 ) lastprivate ( j )
270 f o r ( j=0; j<firstIterations ; j++){ //ZANKA 3.2
271 inputVectors [ k ] [ j ] = dot1∗inputVectors [ k ] [ j ] ;
272 }
273 f o r ( i=firstIterations ; i<NUM_OF_VEC_AND_COMP ; i++){




A.5 Koda funkcije GS9
192 void GS9 ( double inputVectors [ ] [ NUM_OF_VEC_AND_COMP ] , i n t numOfThreads ) {
193 i n t i , j , k ;
194
195 // normal ize f i r s t one
196 double dot2 = 0 ;
197
198 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors ) p r i va t e ( i )←↩
reduction (+: dot2 )
199 f o r ( i=0; i<NUM_OF_VEC_AND_COMP ; i++){ //ZANKA 1
200 dot2 += inputVectors [ 0 ] [ i ]∗ inputVectors [ 0 ] [ i ] ;
201 }
202
203 dot2=1/sqrt ( dot2 ) ;
204 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors ) ←↩
firstprivate ( dot2 ) p r i va t e ( j )
205 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 2
206 inputVectors [ 0 ] [ j ] = dot2∗inputVectors [ 0 ] [ j ] ;
207 }
208
209 // l i k e GS3 but has p a r a l l e l second f o r loop
210 f o r ( k=1; k<NUM_OF_VEC_AND_COMP ; k++){ //ZANKA 3
211 double dot1 = 0 ;
212
213 i n t firstIt = NUM_OF_VEC_AND_COMP ;
214 i f ( NUM_OF_VEC_AND_COMP−k>=numOfThreads ) { // ce do l z i na vec ja ←↩
a l i enaka od s t e v i l a j ed e r
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215 firstIt = k+(( NUM_OF_VEC_AND_COMP−k )%numOfThreads ) ;
216 }
217
218 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors , dot1 , ←↩
firstIt ) p r i va t e (i , j ) firstprivate ( k )
219 f o r ( i=NUM_OF_VEC_AND_COMP −1; i>=firstIt ; i−−) { //ZANKA 3.1
220 double dot = 0 ;
221 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3 . 1 . 1




226 double dotTmp = 0 ;
227 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3 . 1 . 2
228 inputVectors [ i ] [ j ] −= dot∗inputVectors [ k−1] [ j ] ;
229 dotTmp += inputVectors [ i ] [ j ]∗ inputVectors [ i ] [ j ] ;
230 }
231 // pass the r i g h t dot1 f o r norma l i za t i on
232 i f ( i==k ) {




237 f o r ( i=firstIt−1; i>=k ; i−−) { //ZANKA 3.2
238 double dot = 0 ;
239 #pragma omp parallel f o r p r i va t e ( j ) \
240 reduction (+: dot )
241 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3 . 2 . 1




246 double dotTmp = 0 ;
247 #pragma omp parallel f o r shared ( dot ) p r i va t e ( j ) \
248 reduction (+: dotTmp )
249 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3 . 2 . 2
250 inputVectors [ i ] [ j ] −= dot∗inputVectors [ k−1] [ j ] ;
251 dotTmp += inputVectors [ i ] [ j ]∗ inputVectors [ i ] [ j ] ;
252 }
253 // pass the r i g h t dot1 f o r norma l i za t i on
254 i f ( i==k ) {




259 // normal ize
260 dot1 = 1/sqrt ( dot1 ) ;
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261 #pragma omp parallel f o r d e f au l t ( none ) shared ( inputVectors ) ←↩
firstprivate (k , dot1 ) lastprivate ( j )
262 f o r ( j=0; j<NUM_OF_VEC_AND_COMP ; j++){ //ZANKA 3.3
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