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We characterize topological phases in photonic lattices by unveiling a formal equivalence between
the singular value decomposition of the non-Hermitian coupling matrix and the diagonalization of an
effective Hamiltonian. Our theory reveals a relation between topological insulators and directional
amplifiers. We exemplify our ideas with an array of photonic cavities which can be mapped into
an AIII topological insulator. We investigate stability properties and prove the existence of stable
topologically non-trivial steady-state phases. Finally, we show numerically that the topological
amplification process is robust against disorder in the lattice parameters.
Introduction.– Topological photonics builds on ideas
from electronic band theory [1], such as the classification
of topological phases based on symmetries [2–5]. After
Haldane and Raghu’s pioneering work [6], early realiza-
tions of topological phases were implemented in photonic
spin Hall systems [7]. In the last years topological phases
have been investigated in photonic lattices by breaking
time-reversal symmetry with magnetic fields [8–12] or
periodic drivings [13–18]. Analogous ideas have been
explored in optomechanical systems [19–23] or even in
purely vibronic or mechanical systems [24–26], as well as
in spin-cavity setups [27, 28].
Photonic lattices present distinctive features with re-
spect to their electronic counterparts like dissipative de-
cay or pumping (loss/gain), as well as coherent driving
[29, 30]. The breaking of time-reversal invariance that
is a typical ingredient of topological phases leads to non-
reciprocal photon transport [31] and topological quantum
fluctuations [32]. Loss/gain in photonic lattices leads to
non-Hermitian coupling matrices in which the direct ap-
plication of topological insulator theory is highly non-
trivial. Theoretical works have shown zero-energy edge
states in non-Hermitian systems [33–36], and even ex-
tended topological band theory to non-Hermitian lattices
[37, 38]. Theoretical work has so far focused on topo-
logical properties of eigenvectors of non-Hermitian ma-
trices. Recent experiments have detected photonic zero
edge modes in the transmission properties of photonic
lattices with a chiral symmetry originated by a bi-lattice
structure [39–42], and shown non-reciprocal transmission
induced by a synthetic magnetic field in an optomechan-
ical system [43].
In this article we present a novel approach to the study
of topological photonic phases that focuses on the sin-
gular value decomposition (s.v.d) of the non-Hermitian
coupling matrix, H. Our approach establishes a link be-
tween the existence of non-trivial topological phases and
the amplification of a coherent input signal. We show
that the s.v.d of H is formally equivalent to the diago-
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nalization of an effective Hamiltonian, H, which posses
an intrinsic chiral symmetry and potentially also a set of
topological protected edge states. The latter govern the
response to a coherent drive and they lead to an exponen-
tial amplification effect. Our formalism allows us to ex-
ploit the existing classification of Hermitian lattices into
symmetry classes [2–5] and predict parameter regimes in
which a photonic lattice acts as an amplifier. We present
an example consisting of an array of coupled photonic
cavities and we find topologically non-trivial phases that
are stable over a wide range or parameters. Numerical
calculations show that our scheme is topologically pro-
tected against disorder. Finally we discuss a physical
implementation of our ideas in a photonic lattice subject
to periodic drivings.
Dissipative photonic lattice.– We consider a dissipative
lattice of local photonic modes with annihilation and cre-
ation operators aj and a
†
j , respectively, whose density
matrix operator dynamics is described by (~ = 1)
L(ρ) =
∑
j,l
Γ
(d)
jl
(
2ajρa
†
l − a†l ajρ− ρa†l aj
)
+
∑
j,l
Γ
(p)
jl
(
2a†jρal − ala†jρ− ρala†j
)
− i[
∑
j,l
Gjl a
†
jal, ρ]− i[
∑
j
(
∗jaj + ja
†
j
)
, ρ].(1)
Γ
(d)
jl and Γ
(p)
jl are Hermitian matrices that describe collec-
tive photon losses and incoherent pumping, respectively.
Diagonal terms, Γ
(d)
jj and Γ
(p)
jj , appear naturally because
of local photon losses or gain, being the latter induced
by an active medium or illumination with an incoher-
ent source. Non-diagonal dissipative terms (j 6= l) can
be controlled by using additional degrees of freedom (for
example auxiliary modes [19, 21–23]). Gjl are coherent
couplings describing the tunneling of photons between
cavities. Finally, the last term describes a resonant co-
herent drive with a site-dependent complex amplitude,
j . The latter can be induced by direct illumination of
the photonic lattice with a coherent field.
We define the non-Hermitian matrixH = Γ−iG, where
Γjl = Γ
(p)
jl −Γ(d)lj , which allows us to express the evolution
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2of the coherences, αj = 〈aj〉,
α˙j =
N∑
l=1
Hjlαl + 
′
j , (2)
with ′j = ij . Eq. (2) is a closed set of linear equations
that exactly describes the evolution of field coherences
in the lattice- The steady-state solution, αssj , is found by
solving α˙j = 0, and it can be expressed in terms of the
s.v.d., H = USV †, where U and V are unitary matrices
and S is a diagonal matrix, Snm = snδnm, with sn ≥ 0,
αssj = −
∑
n,l
Vjns
−1
n U
∗
ln
′
l. (3)
Small values of sn give a larger contribution to α
ss
j .
Mapping to an effective Hamiltonian.– Our work relies
on the observation that the s.v.d of H is equivalent to
the diagonalization of an effective Hamiltonian, H,
H = H ⊗ σ+ +H† ⊗ σ−, (4)
where we have introduced ladder spin operators acting
on an auxiliary spin-1/2, {| ↑〉, | ↓〉}. We define singular
vectors u(n), v(n), corresponding to the columns of U and
V , u
(n)
j = Ujn, v
(n)
j = Vjn,
H
(
u(n)⊗|↑〉 ± v(n)⊗|↓〉
)
= ±sn
(
u(n)⊗|↑〉 ± v(n)⊗|↓〉
)
.
(5)
The eigenvalues ofH come in pairs, ±sn, due to the chiral
symmetry,
(1⊗ σz)H(1⊗ σz) = −H, (6)
which exists by the very definition of H, independently
of the physical symmetries of the lattice.
The mapping H → H allows us to use the theoreti-
cal machinery of topological band theory (t.b.t.) [2–5]
and classify topological steady-states in translational in-
variant lattices. We consider periodic boundary solutions
and express H in a plane-wave basis,
H(~k) = Γ(~k)σx +G(~k)σy, (7)
where Γ(~k) and G(~k) are real functions due to the her-
miticity of the coupling matrices. t.b.t. relies on symme-
try operators T (time-reversal) and C (charge conjuga-
tion), written like T = UTK, C = UCK, where UT , UC
are unitary matrices and K is the complex conjugation
operator (K2 = 1, KiK = −i). Condition UTUC ∝ σz
must be fulfilled to account for the chiral symmetry ex-
pressed in Eq. (6). Time-reversal and/or charge con-
jugation symmetries are fulfilled if there exist unitary
matrices UT , UC , such that TH(~k)T−1 = H(−~k) and/or
CH(~k)C−1 = −H(−~k), respectively. We find the follow-
ing possible symmetry classes [3]:
(i) Γ(~k)2 +G(~k)2 6= Γ(−~k)2 +G(−~k)2 → AIII class (no
T , C symmetry).
(ii) Vectors (Γ(~k),−G(~k)) and (Γ(−~k), G(−~k)) are re-
lated by a rotation with angle θ on the x-y plane→
BDI class (T 2 = C2 = 1) with UT = exp(iσzθ/2),
UC = exp(iσz(θ + pi)/2).
(iii) Γ(~k) = Γ(−~k), G(~k) = G(−~k) → CI class (T 2 = 1,
C2 = −1) with UT = σx, UC = σy. This is the case
of real couplings matrices, Γjl = Γlj , Gjl = Glj .
(iv) Γ(~k) = −Γ(−~k), G(~k) = −G(−~k) → DIII class
(T 2 = −1, C2 = 1) with UT = σy, UC = σx.
This classification allows us to predict the existence or
not of edge states. Whereas the chiral symmetry in Eq.
(6) is always fulfilled by construction, the physical sym-
metries of the coupling matrices Γ, G, determine the sym-
metry class above. For example, if we have real dissipa-
tive couplings Γjl, but complex photon tunneling terms,
we get G(~k) 6= G(−~k), such that the system falls into the
AIII symmetry class.
Edge singular vectors and amplification.– Non-trivial
topological properties of H have dramatic consequences
in the steady-state. In particular, t.b.t predicts the exis-
tence of zero-energy eigenstates of H in non-trivial topo-
logical phases (see for example Ref. [44]), which in turn
implies the appearance of zero-singular values, snE that
are separated by a gap from the bulk singular values,
sn 6=nE . The characterization of topological insulators in
terms of symmetry classes (see [2–5]) can be used to pre-
dict the existence of those edge states. From t.b.t. ap-
plied to H, we also expect the emergence of right/left
edge singular vectors, u
(nE)
j /v
(nE)
j , whose amplitude is lo-
calized at the edges of the lattice.
We assume for simplicity that there is a single zero-
singular value nE = N , corresponding to a single zero-
energy state of H (as is the case in the one-dimensional
model below). In a finite size lattice, this typically im-
plies that sN ∝ e−L/χ, that is, the edge singular value
decays exponentially with the length of the system, L, di-
vided by a typical length, χ. The sum in Eq. (3) can thus
be approximated by αssj ≈ −
∑
l v
(N)
j s
−1
N u
(N)
l
∗
′l. That
expression can be simplified further in translationally in-
variant systems, in which the parity inversion operator,
Π, fulfills that ΠHΠ = HT. In this case we find the
condition V = ΠU∗, which leads to
αssj = −Πu(N)j
∗
s−1N
∑
l
u
(N)
l
∗
′l. (8)
We have arrived to our main result: the existence of
edge states of H leads to the amplification of a coherent
drive. Eq. (8) implies that αssj is amplified by a factor
1/sN ∝ eL/χ, and it is also proportional to the over-
lap between ′j and u
(N)
l . Furthermore, field coherences
αssj are distributed following the parity inverted singular
edge-state vector, Πu
(N)
j . This implies that amplification
is a directional process triggered by a coherent drive in
one of the system’s edges and leading to large values of
3the field in the opposite edge. By measuring the coherent
component of the field in the photonic cavity, for example
by means of homodyne detection methods, the existence
of singular edge-state can be experimentally proved.
One-dimensional example: non-reciprocal photonic
chain.– We consider an array of cavities with nearest-
neighbour dissipative couplings leading to
Γjl = (γp − 2td)δjl + tdδl,j+1 + tdδl,j−1,
Gjl = tce
iφδl,j+1 + tce
−iφδl,j−1. (9)
This photonic lattice is related to the Hatano-Nelson
model [45, 46]. Dissipative terms with rate td couple
nearest neightbors. The diagonal element Γ = γp−2td is
parametrized in terms of γp, which determines the net in-
coherent pumping of photons into the lattice. Finally, co-
herent couplings couple nearest-neighbor sites with com-
plex tunneling phase, φ. The effective Hamiltonian in the
plane-wave basis is
H(k) = (γp−2td+2td cos(k))σx + 2tc cos(k+φ)σy. (10)
The cases φ = 0, pi belong to the CI class. The generic
case with φ 6= 0 belongs to the AIII class and we can
expect non-trivial topological phases to appear [5]. We
characterize the properties of Hamiltonian (10) by using
the winding number, ν, as a topological invariant [47].
For this we write H(k) = Γ(k)σx + G(k)σy, such that
ν = 1 (non-trivial topological phase) if the ellipse formed
by the two-dimensional vector (Γ(k), G(k)) encompasses
the origin as k varies from 0 to 2pi, and ν = 0 otherwise.
Without loss of generality we can assume 0 ≤ φ < pi.
The condition for ν = 1 reads
2td (1− sinφ) < γp < 2td (1 + sinφ) , (11)
and tc 6= 0. Since the case φ = 0 and/or γp = 0 do
not admit non-trivial solutions, our model requires com-
plex photon tunneling couplings together with incoher-
ent pumping in the original photonic lattice. A numeri-
cal calculation confirms the appearance of zero singular
value modes, see Fig. 1.
We focus now in the case φ = pi/2, td = tc, which
can be mapped into the Su-Schriefer-Heeger (SSH) model
[48]. Eq (11) implies that non-trivial topological phases
exist if 0 < γp < 4td. Here we can analytically find
expressions for the edge states wave-functions which can
be written in terms of the localization length [49], ξ−1 =
− ln |1− γp2td |. In the following we assume the limit N 
ξ  1, to simplify the discussion, such that the edge
singular vector is u
(N)
j =
√
2/ξe−j/ξ, with singular value
sN = 2γpe
−N/ξ, leading to
αssj = −
1
γpξ
eN/ξe−(N+1−j)/ξ
∑
l
e−l/ξ′l. (12)
The signal is thus directionally amplified by coherently
driving the left end of the chain such that photon density
accumulates at the opposite end.
Figure 1: Purple/orange lines are the absolute value of the
n = N right/left singular vector of the 1D model (9) with tc =
td = 1, φ = pi/3, N = 50. Dotted lines: γp = 0 (topologically
trivial case). Continuous lines: γp = 1 (topologically non-
trivial case). Inset: Singular values for γp = 0, 1, 1.5, 2.,
showing the emergence of a zero singular value state at nE =
N .
Stability phase diagram.– We address now the stability
of the steady-state. Firstly, we define fluctuations a¯j by
the relation aj = α
ss
j + a¯j , and consider the correlation
matrix in the steady-state, Mjl = 〈a¯†j a¯l〉, which evolves
like
M˙jl =
∑
j′
H∗jj′Mj′l +
∑
l′
Hll′Mjl′ + 2Γ
(p)
lj . (13)
Together with Eq. (2), Eq. (13) provides us with a
complete characterization of the steady-state. Mjl con-
verges to a non-infinite value provided that < (λn) < 0.
Whereas the steady-state of the coherences can be ana-
lyzed by means of the s.v.d, see Eq. (3), fluctuations are
directly governed by eigenvalues of the non-Hermitian
matrix H.
Our one-dimensional example (9) can be exactly diag-
onalized [50] and we can seek topologically non-trivial
stable regimes. The eigenvalues of H with periodic
boundary conditions are λ(k) = γp − 2td + 2td cos(k) +
2itc cos(k + φ). Condition <(λ(k)) < 0 requires that
γp < 0, which is not compatible with the existence of
a non-trivial topological phase. However the situation
radically changes when we consider open boundary con-
ditions. Here an exact solution is also available, leading
to a set of n = 1, . . . , N eigenvalues of H,
λn = γp − 2td
+ 2
√
(itceiφ−td)(itce−iφ−td) cos
(
npi
N+1
)
.(14)
Assume that tc = td, then stable solutions exist if
γp < 2td
(
1−
√
cosφ
)
. (15)
An overlapping region between the stable and non-trivial
topological regimes defined by both conditions Eq. (15)
4and (11) can be found as long as | cos(φ)| < (−1 +√
5)/2 ≈ 0.62 . Our model thus requires a threshold
minimum value of φ for stable non-trivial topological
phases to exist. Numerical calculations in a wide range of
parameters confirm the existence of stable topologically
nontrivial phases in the steady-state phase diagram, see
Fig. 2.
Figure 2: Singular value gap, ∆s = sN−1− sN , for the model
defined by Eq. (9), N = 100. Dashed lines separate Topolog-
ical Insulator (TI) and Normal (N) phases. The intersection,
TI-S, is the region of stable non-trivial topological phases.
Continuous lines separate stable (S) and unstable (U) phases.
(a) φ = pi/2, tc = 1 and different values of td and γp. (b)
td = tc = 1 and different values of φ and γp.
Topological protection.– We check the robustness of
topological amplification by adding a diagonal disorder
term to the Hermitian coupling matrixG, δGj,l = δωjδj,l,
where δωj are Gaussian random variables with standard
deviation σ. We calculate the gap ∆s = sN−1 − sN for
increasing number of lattices sites (Fig. 3), and find that
the topological phase is robust for a wide range of σ.
Figure 3: Gap between the second and lowest singular value
of H given by Eqs. (9) with tc = td = γp = 1, as a func-
tion of disorder strength, averaged over 105/N realizations of
disorder. Inset: Field amplitude at site j = N induced by a
coherent drive at j = 1 with 1 = 1 in a chain with N = 100.
Physical implementations.– Our ideas can be imple-
mented by using schemes for non-reciprocal transport
and directional amplification [10, 12, 35, 51–55]. Com-
plex photon tunneling can be induced by using periodic
modulations in circuit QED [14, 56–59] or even vibronic
lattices [24, 25]. This approach allows for smaller system
sizes than, e.g., the use of magnetic fields.
We propose an implementation motivated by the su-
perconducting circuit setup presented in [16]. We de-
scribe below the main ideas - technical details can be
found in the Appendix..
The main system is a chain of N cavities (mode oper-
ators aj) coupled to an auxiliary chain (modes bj). Cav-
ities are arranged in the ladder configuration of Fig. 4.
The non-interacting cavity system is described by
H0 =
N∑
j=1
ωja
†
jaj +
N+1∑
j=1
ωjb
†
jbj . (16)
Nearby cavity frequencies are separated by ∆ω, such that
ωj = ω + ∆ω(j − 1)). The frequency gradient is used to
break time-reversal symmetry. Both main and auxiliary
cavities are subjected to photon leakage with rates κa
and κb, respectively.
Complex coherent couplings are induced by periodic
modulations,
Hc(t) = g(t)
N∑
j=1
(aj + a
†
j)(aj+1 + a
†
j+1), (17)
with g(t) = g0 cos(∆ωt + φd). In the interaction picture
with respect to H0 and in a r.w.a. valid if ∆ω  g0,
we obtain the photon tunneling terms of Eq. (9) with
tc = g0/2 and φ = φd.
The auxiliary cavities will provide us with collective
incoherent pumping. We consider the couplings
Haux(t) =
N∑
j=1
gR,j(t)(aj + a
†
j)(bj+1 + b
†
j+1)
+
N∑
j=1
gL,j(t)(aj + a
†
j)(bj + b
†
j), (18)
with periodic modulations gR,j(t) = g¯0 cos((ωj +ωj+1)t),
gL,j(t) = g¯0 cos(2ωjt). In the interaction picture with
respect to H0, and in a rotating wave approximation
(r.w.a.) valid if g¯0  ωj we get
H ′aux =
r.w.a.
g¯0
2
N∑
j=1
(aj(bj + bj+1) + H.c.). (19)
Consider now that auxiliary b-modes are very fast de-
caying (g¯0  κb), such that we can adiabatically elimi-
nate them [60] and get dissipative couplings Γjl = (2td−
κa)δjl + tdδl,j+1 + tdδl,j−1, with td = (g¯0)2/(4κb) (see
Appendix for details). We thus obtain a collective inco-
herent pumping induced by virtual photons being emit-
ted into the auxiliary cavities. Finally, we can obtain
5the dissipative coupling matrix in the form of Eq. (9) by
defining the net pumping rate γp = 2td − κa, such that
γp = 0 is precisely the value at which gain and loss are
balanced.
Figure 4: Scheme for a physical implementation of the 1D
topological amplifier (9). White circles: main local photonic
modes. Orange circles: auxiliary fast decaying modes for
reservoir engineering.
Topologically phases can be detected, for example by
adding a coherent drive at one edge and measuring the
coherences, 〈aj〉, in the steady state by homodyne de-
tection. Exponential amplification would signal the exis-
tence of a singular edge state.
Conclusions and Outlook.– This work presents a con-
nection between directional amplification and topological
insulator theory. Our approach leads to a classification
of topological phases of non-Hermitian matrices that is
directly connected to applications of photonic lattices as
amplifiers. We have presented an example that could be
implemented with circuit QED setups. In the future we
aim to investigate many-body effects [61], lasing phases
[62], disorder and/or long range interactions and cou-
plings [63].
Funded by the People Programme of the EUs Seventh
Framework Programme, Ref. PCIG14-GA-2013-630955.
Appendix A: Physical implementation of a
topological amplifier: Floquet and reservoir
engineering
In this appendix section we propose in more detail a
particular implementation of our one-dimensional model
in Eq. (9). For ease of reading, in this document we will
reproduce some of the equations from the main article.
Our proposal relies on the use of periodic drivings and
Floquet engineering. It could be implemented directly in
the microwave regime with a circuit QED experimental
setup like the one used in Ref. [16] (Martinis’ group).
However, the same or very similar ideas could be imple-
mented in other circuit QED setups [14, 56–59] or even
vibronic lattices [24, 25].
In the scheme presented here periodic drivings induce
complex photon tunneling terms without the need of us-
ing magnetic fields. The latter typically impose limita-
tions in the minimum size of the device. Thus, avoiding
magnetic fields is advantageous in implementations which
may aim to observe quantum effects or be used as quan-
tum detectors. In addition to induce complex photon
tunneling, we also need to control dissipative couplings.
As we show below, this can be achieved by introducing
a set of auxiliary modes that are used for reservoir engi-
neering.
Our scheme employs two arrays of photonic cavities
(see Fig. 4). For one hand, we use N main cavities,
hosting local modes with annihilation operators, aj , to
directly implement the dissipative topological phases. On
the other hand we introduce an array of N + 1 auxiliary
photonic cavities with local modes, bj , which we use to
induce dissipative couplings amongst the main cavities,
see Fig. 4. We assume that both the main and auxil-
iary cavities have frequencies that vary linearly with the
cavity position,
H0 =
N∑
j=1
ωja
†
jaj+
N+1∑
j=1
ωjb
†
jbj , ωj = ω + (j−1)∆ω.(A1)
Nearby cavity frequencies differ by a step, ∆ω, which will
allow us to break time-reversal invariance and control the
phase of the complex tunnelings. We also assume that
both the main and the auxiliary cavities are subjected to
photon leakage with rates κa and κb, respectively. The
Liouvillian, L0, describing uncoupled cavities reads
L0(ρ) = −i[H0, ρ] + Lκa(ρ) + Lκb(ρ), (A2)
with
Lκa(ρ) = κa
N∑
j=1
(
2ajρa
†
j − a†jajρ− ρa†jaj
)
Lκb(ρ) = κa
N+1∑
j=1
(
2bjρb
†
j − b†jbjρ− ρb†jbj
)
. (A3)
Later on we will work in a limit in which auxiliary cavities
are in a “bad” cavity limit of κb being large compared to
other energy scales in the system.
We introduce two set of couplings: Hc(t) is a time-
dependent coupling between the main a-cavities, whereas
Haux(t) is a coupling term between auxiliary b-cavities
and the main a-cavities. We assume that both couplings
are time-dependent. Below we show how a judicious
choice of time-dependent couplings and decay rates leads
directly to Eq. (9).
1. Complex photon tunneling terms
The coupling between cavities is subjected to a peri-
odic modulation,
Hc(t) = g(t)
N−1∑
j=1
(
aj + a
†
j
)(
aj+1 + a
†
j+1
)
. (A4)
6We assume a periodic modulation with a frequency that
matches the frequency difference between nearby cavities
and a finite phase φ,
g(t) = g0 cos(∆ωt+ φ). (A5)
It has been previously shown that such a choice of time-
dependent couplings can be used to induce a complex
photon tunneling term with phase φ, see for example
theoretical proposals [13, 14] and the circuit QED ex-
perimental result published in [16].
We select the resonant terms by direct inspection of
the coherent coupling expressed in the interaction picture
with respect to H0,
H ′c(t) = g0 cos(∆ωt+ φ)
∑
j
(
a†jaj+1e
−i∆ωt + H.c.
)
=
r.w.a.
g0
2
∑
j
(
a†jaj+1e
iφ + H.c.
)
, (A6)
where we have assumed the validity of the rotating wave
approximation (r.w.a.) and neglected terms evolving like
2∆ω, an assumption that holds in the limit
∆ω  g0, κ. (A7)
After the r.w.a. we thus arrive at the complex photon
tunneling term in Eq. (9) with phase φ determined by
the periodic modulation of the coupling and tc = g0/2.
2. Dissipative coupling
We also need to introduce a periodic modulation of
the coupling between the main and the auxiliary cavi-
ties. However, contrary to the previous case, we aim to
select now counter-rotating terms of the form ajbj , a
†
jb
†
j .
Our goal here is to use the auxiliary cavity array both to
inducing the dissipative couplings between nearest neigh-
bor cavities, td, and at the same time to inducing the
incoherent pump term, γp in Eq. (9). This is the most
economic choice to implement all the required dissipative
elements with a minimum need of auxiliary subsystems
for reservoir engineering.
To meet our goals we assume the configuration of cou-
pled triangles shown in Fig. 4, which leads to a-b cou-
plings of the form,
Haux(t) =
N∑
j=1
gR,j(t)
(
aj + a
†
j
)(
bj+1 + b
†
j+1
)
+
N∑
j=1
gL,j(t)
(
aj + a
†
j
)(
bj + b
†
j
)
. (A8)
We choose a periodic modulation of the couplings with
the same amplitude, g¯0, and frequencies tuned such that
non-conserving photon couplings are resonant,
gR,j(t) = g¯0 cos((ωj + ωj+1)t),
gL,j(t) = g¯0 cos(2ωjt). (A9)
Again we can express those coupling terms in the interac-
tion picture with respect to H0 and neglect fast rotating
terms, such that we finally get,
H ′aux =
r.w.a.
N∑
j=1
g¯0
2
(aj (bj + bj+1) + H.c.) . (A10)
This approximation is valid in the limit g¯0  ωj . In
the interaction picture with respect to H0 and under the
r.w.a., the dynamics of the joint main and auxiliary sys-
tems is thus described by the following Liouvillian,
L(ρ) = −i[H ′c +H ′aux, ρ] + Lκa(ρ) + Lκb(ρ).(A11)
For the next step of our derivation we neeed to assume
that auxiliary cavities decay very fast compared to the
couplings to the main cavities,
κb  g¯0/2. (A12)
Under this condition we can adiabatically eliminate the
auxiliary, b-modes, which can be assumed to be in the
vacuum state. Applying perturbation theory in the cou-
pling term, Haux, we can find an approximate master
equation for the reduced density matrix of the main, a-
modes, ρa = Trb(ρ), which reads
L(ρa) = −i[H ′c, ρa] + Lκa(ρa)
+
(g¯0)
2
4κ
N−1∑
j=1
(
2(a†j + a
†
j+1)ρa(aj + aj+1)
− (aj + aj+1)(a†j + a†j+1)ρa
− ρa(aj + aj+1)(a†j + a†j+1)
)
.(A13)
Eq. (A13) is a very intuitive result describing the
coupling of the main cavities by the virtual emis-
sion/absorption of a fast decaying auxiliary b-photon. To
prove this result we have to use perturbation theory in
Liouvillian space as carried out, e.g., in the theory of laser
cooling [60]. A formal derivation is provided in the next
section. For the moment, let us analyze the couplings
obtained in Eq. (A13). Let us first define
td =
(g¯0)
2
4κa
. (A14)
If we use the parametrization of Eq. (1) we obtain the
matrices
Γ
(p)
jl = 2tdδj,l + tdδj,l+1 + tdδj,l−1,
Γ
(d)
jl = kaδj,l. (A15)
To obtain the matrix Γjl in (9) we define γp = 4td − κa,
such that
Γjl = Γ
(p)
jl −Γ(d)jl = (γp−2td)δj,l+tdδj,l+1+tdδj,l−1. (A16)
Dissipative terms are thus parametrized by td and γp,
rather than by td and κa. This parametrization makes
7the discussion of different topological phases more trans-
paretn. Specifically γp represents the net incoherent pho-
ton pumping in the lattice. Let us consider the eigen-
states of Γjl in the case of periodic boundary conditions,
Γ(k) = (γp − 2td) + 2td cos(k). (A17)
If γp > 0, we find values Γ(k) > 0, indicating a net
positive photon pumping. The case κa = 4td → γp =
0, actually corresponds to a situation in which the net
photon gain induced by the auxiliary cavities is exactly
canceled by the photon loss in the main cavities.
3. Coherent driving of the main cavities
We have shown that the photonic lattice described by
Eq. (A13) yields the same non-Hermitian coupling ma-
trix, H, defined in our 1D example, Eqs. (9). However,
we need to add the coherent drivings that will be sub-
jected to the topological amplification mechanism pre-
sented in the main text. Assume a set of coherent fields
with frequencies Ωj and complex amplitudes such that
the coupling with the main cavities has the form
H(t) =
∑
j
(
je
−iΩjt + ∗je
iΩjt
) (
aj + a
†
j
)
. (A18)
In the previous subsections we have been working in the
interaction picture with respect to H0. In that picture
and after a r.w.a. we get
H ′(t) =
r.w.a.
∑
j
(
ja
†
je
−i(Ωj−ωj)t + ∗jaje
i(Ωj−ωj)t
)
.
(A19)
To recover the case that we have been analyzing in the
main text (that is, resonant coherent fields) we would
need driving frequencies on resonance with the linearly
varying cavity frequencies (Ωj = ω + (∆ω)(j − 1)).
In applications where a drive with a single frequency, ω
needs to be amplified, one could illuminate only a single
cavity, for example j = 1, such that j = δj,1 and Ω1 =
ω. Choosing now a localized singular edge mode would
allow to induce the topological amplification effect in the
resonant limit studied in the text, without the need of
using a multi-frequency coherent drive.
4. Circuit QED implementation
As mentioned above the scheme presented in the last
subsections can actually be applied to a variety of im-
plementations. The specific configuration chosen here
has the advantage that it can be directly realized in the
experimental setup developed in Ref. [16]. That refer-
ence shows the operation of the basic building block of
our scheme, namely, one of the triangular cavity config-
urations, together with periodic modulations of the cou-
plings, leading to the implementation of a synthetic gauge
field.
The required energy hierarchy for our proposal is
g¯0  κb  ω
κa, g0  ∆ω  Ω. (A20)
In [16], couplings are {g¯0, g0} = 4 MHz, ∆ω = 35 MHz,
and ω = 5.8 GHz. Photon loss is very slow in the ex-
periment, so that {κa, κb} = 0.1 MHz. The photon
decay rates are, however, easily tuned by fabrication, for
example, by enhancing the coupling rate of the supercon-
ducting cavities to the transmission lines that are used
for measurement or excitation. Values of κa ≈ 4 MHz
and κb ≈ 40 MHz would be enough to bring the system
in the desired parameter regime.
Finally in Ref. [16], the experiment is carried out in a
regime in which superconducting cavities have a strong
non-linear term. The latter can be suppressed in circuit
QED setups to bring the system into the linear regime
considered in this work. In any case, the inclusion on
non-linearities leading to photon-photon interaction is an
interesting feature that would lead to richer physics re-
lated to interacting topological phases.
Appendix B: Adiabatic elimmination of auxiliary
subsystems.
We present now the necessary steps to eliminate adi-
abatically the auxiliary cavities hosting fast decaying
modes, bj . Our starting point is Eq. (A11). We fol-
low here the formalism introduced by Cirac et al. for the
description of laser cooling in [60].
The basic idea is to carry out perturbation theory in
Liouville space. We focus on the following master equa-
tion,
ρ˙ = L(ρ) = Lκb(ρ) + LI(ρ), (B1)
which includes the fast photon leakage out of the auxil-
iary cavities, plus the interaction of the auxiliary and the
main cavities, LI(ρ) = −i[Haux, ρ]. We are considering
the limit κb  g¯0, such that LI can be considered a small
perturbation to the fast auxiliary mode decay.
We define the projection operator in Liouville space,
Pρ = ρa ⊗ |0〉b〈0|, (B2)
which projects a density matrix in a product state of
the reduced density matrix of the main modes times the
steady state of Lκb . Now we proceed by finding a per-
turbative equation for the dynamics of Pρ. For this
we define first the complementary projection operator
Q = 1− P, and write
P ρ˙ = PLIQρ,
Qρ˙ = QLκbQρ+QLIPρ+QLIQρ, (B3)
where we have used that LκbPρ = 0 and PLIP = 0. To
second order in the perturbative term, we can write
P ρ˙ = −
∫ t
0
dτPLIQeLκbτQLIPρ. (B4)
8We can use this equation to obtain a master equation for
the reduced density matrix,
ρ˙a =
∫ t
0
dτTr
(
[Haux, e
Lκbτ ([Haux, ρa ⊗ |0〉b〈0|])]
)
(B5)
Eq. (B5), together with the quantum regression theorem
allows us to write the different terms within the time
integral in terms of two-time correlation functions of the
auxiliary modes under the dynamics of Lκb ,
〈bj(τ)b†l (0)〉 = δj,le−κbτ . (B6)
Using the above result and after some rather straightfor-
ward algebra we arrive at the equation for the reduced
density matrix, Eq. (A13).
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