In this work we present an implementation of Hierarchic Genetic Strategy (HGS) for Independent Job Scheduling on Computational Grids. In our formulation of the scheduling problem, makespan and flowtime parameters are simultaneously optimized. The efficient assignment of jobs to machines that optimizes both objectives is crucial for many Grid systems. The objective of this work is to examine several variations of HGS operators in order to identify a configuration of operators and parameters that works best for the problem. Differently from classical GA algorithms, which maintain only an unstructured population of individuals, HGS performs by many small populations enabling a concurrent search in the optimization domain. From the experimental study we observed that HGS implementation outperforms existing classical GA schedulers for most of considered instances of a static benchmark for the problem.
INTRODUCTION
Grid technologies have primarily emerged for scientific and technical work, where geographically distributed computers, linked through Internet, are used to create virtual supercomputers of vast amount of computing capacity which enables to solve complex problems from e-Science domain. During the past years Grid Computing has shown its feasibility to achieve breakthroughs in meteorology, physics, medicine and other computingintensive fields. Grid computing is still in the development stage, and most projects are still from academia and large IT enterprises; it has however developed very quickly and more and more scientists are currently engaged to solve many challenges in Grid Computing.
One important challenge in Grid computing is the design and implementation of efficient Grid schedulers as a basis for the development of high performance Gridenabled applications. Scheduling problem in Grid systems can be seen as a family of problems, depending on the way how the problem is formalized (realistic vs. simulated), the number of objectives to optimize (single vs. multi-objective), the environment (static vs. dynamic), processing mode (immediate vs. batch), job dependencies (independent vs. dependent), etc.
In this work we consider the scheduling problem formulation, referred to as Independent Job Scheduling, in which: (a) expected time to compute values of jobs in machines are known; (b) two objectives, namely makespan and flowtime are optimized (bi-objective optimization); (c) the environment is dynamic; (d) jobs are processed in batch mode; and, (d) jobs are independent (or loosely coupled).
Independent job scheduling appears usually in data intensive computing such as data mining and massive processing applications. For this class of Grid-enabled applications, batch mode is appropriate given that such application manage voluminous data, could run periodically and also because large amount of data have to be transferred, replicated and accessed by the applications. In such case, jobs or applications are grouped in batches and scheduled as a group. Batch mode scheduling methods are simple and yet powerful heuristics that are distinguished for their efficiency by taking better advantage of job and resource characteristics since they dispose of the time interval between two successive activations of the batch scheduler.
The objective in this work is to design and implement batch schedulers based on a family of dependent genetic processes enabling a concurrent search in the optimization domain. We defined a Hierarchic Genetic Scheduler (HGS-Sched which is based on the Hierarchical Genetic Strategy (HGS) defined by (Kołodziej et al., 2001) .
HGS is an effective tool for solving continuous global optimization problems with multimodal and weakly convex objective functions. It was successfully applied to some practical engineering problems, for example for the estimation of the geometric errors of the Coordinate Measure Machine (Kołodziej et al., 2004) . The successful applications of HGS make it a candidate algorithm for the design of efficient batch schedulers in Grid systems for which time efficiency and high quality planning are crucial. The rest of the paper is organized as follows. We introduce the scheduling problem and its definition in Section "STATEMENT OF THE PROBLEM". Definitions of HGS-Sched procedures and a short description of applied genetic operators are given in Section "HIERARCHIC GENETIC SCHEDULER FOR GRID SYSTEMS". Section "EXPERIMENTAL STUDY FOR STATIC SCHEDULING" contains an experimental analysis of the performance of HGS-Sched and some selected singe-population genetic algorithms for the benchmark of static scheduling. The paper ends in Section "CON-CLUSIONS" with some final remarks.
STATEMENT OF THE PROBLEM
Scheduling of jobs to Grid resources is indispensable for Computational Grids to ensure high performance Gridenabled applications. Notice that the scheduling impacts, on the one hand, on Grid resource utilization, the efficiency of Grid applications and also on the QoS of the Grid system. Unlike traditional schedulers of conventional distributed systems, centralized Grid (global) schedulers have to manage the inherent heterogeneous structure of the Grid, the existence of local schedulers in different organizations or resources and the possible restrictions of the jobs to be scheduled (restrictions on the resources needed to complete the job, transmission cost, etc.).
In this work we consider the problem formulation based on the Expected Time to Compute matrix model. In this model (Ali et al., 2000) , it is assumed that we know:
• The estimation or prediction of the computational load of each job (e.g. in millions of instructions). This information is usually given from job specification or is extracted from execution traces.
• The computing capacity of each resource (e.g. in millions of instructions per second, MIPS).
• The estimation of the prior load of each one of the machines. Machines in the system could be idle (in such case the prior load is zero) or could be running some job and have a pending queue of jobs. In this later case, the prior load is equal to the current load of the machine plus the computing load due to the execution of the pending jobs in the queue.
• Further, the bi-objective optimization model is considered for the problem, namely the minimization of makespan and flowtime, where Fj denotes the time when jobj finalizes and Sched is the set of all possible schedules; the two objectives are integrated into a single objective function.
Makespan expresses the performance of a Grid systems; the smaller the values of makespan, the closer to the optimal is the scheduling of jobs to Grid resources, and hence, the faster is the executions of jobs in the Grid system. On the other hand, flowtime, expresses the response time to the submitted job execution requests of Grid users and therefore, flowtime is usually considered as QoS criterion in Grid systems.
HIERARCHIC GENETIC SCHEDULER FOR GRID SYSTEMS -(HGS-Sched)
Many kinds of genetic algorithms defined for the scheduling problems (see Braun et al. (2001) , Xhafa et al. (2007b) ) can be implemented as the law of evolution, which governs the progression from one generation to the next. GA's objective is to explore as much as possible the solution space using a population of individuals and to find the best solution for the problem at hand. Due to the large size of the solution space, an intelligent space exploration is thus critical for GAs and is usually achieved through the use of genetic algorithms. It should be noted that classical GAs running in sequential setting define a single evolutionary process.
The main idea of HGS-Sched is running a set of dependent evolutionary processes. This dependency relation has a tree structure with the restricted number of levels. Every single process "creates" a branch in this structure and can be defined as a sequence of evolving populations. The core of the structure governs the search procedures and it is active until the stopping criterion for the whole strategy is satisfied. The HGS-Sched mechanism is different than the mechanism of other hierarchical and branching schedulers presented in the literature (see (Brucker , 2007) for example).
For each branch we define a degree parameter, denoted by j ∈ N, the value of which corresponds to the accuracy of the search in this branch. There is a unique branch of the lowest degree 0 called root. The processes of lower degree (close to the root) represent chaotic search with a low accuracy. They detect the promising regions in Figure 1 : An example structure of HGS-Sched after execution of 3 metaepochs the optimization landscape, in which more accurate processes of higher order are activated. A new branch could be created after running a metaepoch in the parental one.
Let us denote by P e i,j populations evolving in branches of the different degrees, where e ∈ N is the global metaepoch counter, j,
is a degree of the branch, M is the maximal degree of a branch and i -is the unambiguous branch identifier, i = i 1 , . . . , i M ), i h = 0 for h > j, which describes the "history of creation" of the given branch (Schaefer, and Kołodziej) .
is a discrete evolution process terminating after k generations by the selection of the best adapted individual. The outcome of the metaepoch started from the population P e i,j may be denoted by:
for some i, j, where P e+l i,j is the resulting population and x is the best adapted individual in the metaepoch.
An example structure of HGS-Sched is shown in Figure 1.
The algorithm starts from an initial population generated (usually randomly) for the root. A procedure of activation of a new process of higher degree is called a Sprouting Operation. It is performed conditionally, according to the outcome of a Branch Comparison Operation. The definitions of these operations together with the description of all operators implemented in the genetic engine of HGS-Sched are presented in the rest of this section.
Genetic Engine in HGS-Sched Branches
We used in our implementation a genetic algorithm template, defined in Algorithm1 below, for the description of a general framework of the genetic engine in HGS-Sched branches.
Similar template can be found in (Xhafa et al., 2007b) . Representations of Individuals and Genetic Operators We used two methods of encoding of individuals for the representations of solutions of scheduling problems: direct and permutation-based representation (Xhafa et al., 2007b) . The advantage in using two representations is that different families of operators can be defined for each of them, increasing thus the possibilities for operator configurations in GAs.
In direct representation solutions are encoded into a schedule vector
T , where
. . , n, n is the number of jobs and m is the number of machines. Coordinate i indicates the number of machine, to which job i is assigned.
The following vector [1, 2, 1, 1, 3, 1, 2, 2, 3, 3] T is a simple example of the schedule for 3 machines and 10 jobs.
In permutation-based representation first we define for each machine a sequence of jobs assigned to it, then we concatenate all obtained sequences into one ordered sequence (a permutation) of coordinates of job-machine allocation vector. It is also necessary to define an additional vector of size m with number of jobs assigned to the machines. An individual's chromosome is defined as a pair of vectors:
where
The permutation-based representation for the schedule from the above example is as follows: ([1, 3, 4, 6, 2, 7, 8, 5, 9, 10] T ; [4, 3, 3] T . As can be seen, to machine 1 are assigned 4 jobs (1,3,4,6), to machine 2 are assigned 3 jobs (6,2,7), and so on.
Note that in the first representation many coordinates can have the same value, what does not cause in u in the permutation-based encoding. We applied both encoding methods in our work. We used direct representation for the individuals in base populations of the GA algorithm denoted by P t in Algorithm 1. The permutation-based representation is necessary for running some crossover procedures defined below.
As the fitness function we define the bi-objective for scheduling given by the following formula:
which is minimized in our work. The initial population for the root of the HGS-Sched structure is selected randomly. The processes of higher degrees start from the populations obtained as the outcomes of the Sprouting Operator defined in the next section.
The genetic procedures used in a main loop of Algorithm 1 are selected from the following set of operators:
• Selection operators: Linear Ranking Selection, NTournament Selection;
• Crossover operators: One Point Crossover, PMX, OX, CX;
• Mutation operators: Move, Swap, Rebalancing;
• Replacement operators: Simple Generational, Elitist Generational.
All those operators are defined in GA algorithm for the problem in (Xhafa et al., 2007b) . We briefly describe here the mutation operators whose definition is more problem dependent; the selection and replacement operators are defined as usually in GAs. Three definitions are considered for the mutation operator. Move moves a job from one machine to another one. Although the job can be appropriately chosen, this mutation strategy tends to unbalance the number of jobs per machine. The mutation Swap, keeps the number of jobs per machines unchanged by swapping two jobs in two different machines. Finally, Rebalancing makes use of the load balancing technique.
HGS-Sched Branching Operators
To extend the tree structure of HGS-Sched we introduced two branching operators:
HGS-Sched Sprouting Operator (SO) and Branch Comparison Operator (BC).
The SO operator, which is responsible for creation of new branches of higher degree, is defined by the following formula:
where x is the best adapted individual found in the parental branch P e i,j after execution of e-th metaepoch, P 0 i ,j+1 is an initial population for a new branch of degree j + 1 and i = i 1 , . . . , i j−1 , 1, 0, . . . , 0 .
The individuals in population P 0 i ,j+1 are selected from the s j -neighborhood (1 ≤ s j ≤ n) of the solution x defined in the following way. Let A sj be the operator which "cuts out" a s j -length prefix from a given chromosome x. It is defined as follows:
where |x| = n denotes the length of x. The s jneighborhood of solution x contains all individuals which can differ from x by the n−s j -length suffixes in their genotypes. It can be achieved by the permutation of jobs in the suffix in the permutation-based representation or job transfers to another machines in the suffix in the case of direct representation of individuals. The values of s j are different for branches of the different degrees. These parameters are calculated using the following formula:
where s ∈ [0, 1] is a global strategy parameter called neighborhood parameter, j-the branch degree, n-the number of jobs. The sprouting operation can be activated or not, depending on the outcome of Branch Comparison operator BC : Q → {0, 1} defined below:
where Q = {(X, Y, s j )} and X, Y -are the populations in branches of degrees j and j+1 respectively. In the case presented in Figure 1 the value of BC is 1. The value 0 means that the parental branch cannot sprout a branch, which is similar to existing branches of the same degree. This operator is activated after execution of at least two metaepochs in the root. The codes of procedures for those two operators are very similar to the codes of SO and PC procedures for HGS, which can be found in (Kołodziej et al., 2001 ).
EXPERIMENTAL STUDY FOR STATIC SCHEDULING
We have conducted a first experimental evaluation of the HGS implementation for the problem. Although our ultimate goal is to test and evaluate the HGS-based scheduler in a dynamic environment, we found it useful to initially use a static benchmark for evaluating the HGS implementation and compare it with state-of-the-art GAs results for the scheduling problem.
Our experiments were performed for benchmark of static instances for scheduling problem classified into 12 types of ETC matrix, according to three parameters: job heterogeneity, machine heterogeneity and consistency. Each instance consists of 512 jobs and 16 machines and is labelled by u x yyzz.0 like in (Braun et al., 2001 ) and (Xhafa et al., 2007b) :
-u means uniform distribution (used in generating the matrix).
-x means the type of consistency (c-consistent,ĩ-inconsistent and s means semi-consistent). An ETC matrix is considered consistent when, if a machine mĩ executes jobj faster than machine mj, then mĩ executes all the jobs faster than mj. Inconsistency means that a machine is faster for some jobs and slower for some others. An ETC matrix is considered semi-consistent if it contains a consistent submatrix.
-yy indicates the heterogeneity of the jobs (hi means high, and lo means low).
-zz indicates the heterogeneity of the resources (hi means high, and lo means low).
The benchmark tries to capture different real Grid scenarios by combining different characteristics of the Grid systems such as computing consistency, heterogeneity of resources and jobs.
The values of HGS-Sched parameters for all tests are given in Table 1 .
The parameter nb of metaepochs defines a global stop criterion for the whole strategy, which is the maximal number of metaepochs run in the root of the structure. We denoted by mut prob(j) the probability of mutation in the branch of degree j (mut prob(0) and mut prob(1) are the probabilities of mutation for the root and the branches of degree 1 respectively). We assume that the probability of crossover, denoted by cross prob, takes the same value in the branches of all degrees. The initial population of the root was created by a uniform random generator and linear ranking method was used as selection procedure.
We conducted the experimental study into two steps. First, we tried to find an appropriate combination of genetic operators for HGS-Sched. Then, in the second step, we made a short comparison analysis of the performances of our algorithm and GA-based schedulers presented in (Braun et al., 2001 ) and (Xhafa et al., 2007b) .
Tuning of Genetic Operators for HGS-Sched
A simple tuning process of genetic operators for HGSSched was performed for one instance of ETC matrix labeled by u c hihi.0. The sizes of populations in root and sprouted branches of degree 1 were 50 and 18, respectively. The intermediated populations consisted of 48 and 16 individuals in the case of Elitist replacement and 38 and 14 in the case of Simple Generational replacement. Each experiment was repeated 30 times under the same configuration of operators and parameters and the average makespan and flowtime values were computed. Table 2 shows the results obtained for four types of crossover operators and Rebalancing mutation. CX and OnePoint methods are more effective than OX and PMX, while the differences in makespan and flowtime values calculated for them are minor. We decided to choose the CX operator for our strategy engine, based on the results of similar analysis presented in (Xhafa et al., 2007b) . The results of the comparison analysis of the performance of three mutation operators are reported in Table 3. We combined them with CX procedure. Rebalancing method outperforms significantly Move and Swap mutations.
The values of fitness components calculated for two considered replacement procedures are given in Table 4 . The appropriate combination of genetic operators for HGS-Sched is completed with the Elitist Generational replacement method due its better performance.
Comparison Analysis of Genetic-Based Schedulers
Once fine tuned, the operators and parameters were used for a comparison analysis of three genetic algorithms, namely our implementation of HGS-Sched with GA schedulers defined in (Braun et al., 2001 ) and (Xhafa et al., 2007b) . It should be noted that the GA in (Xhafa et al., 2007b) outperformed the GA in (Braun et al., 2001) and, it was thus interesting to see the performance of our HGS-Sched with respect to the two GA algorithms.
All 12 instances of ETC matrix were used in our experimental study. In fact, the objective was not only to study the performance of the HGS-Sched but also to see its behavior regarding three group of instances: consistent, semi-consistent and inconsistent. Conclusions in this regard are interesting when the scheduler is to be designed for certain type of Grid infrastructures.
In order to make a fair comparison we considered that it is important to use not only the execution time, which is an arbitrary stopping condition, but also the amount of work done by the algorithm. The objective was thus to observe the performance of the algorithms, within the same amount of time, even though they use different genetic operators and parameter values.
We defined the work of GA in Eq. (10).
For HGS-Sched parameter W is calculated as given in Eq. (11).
×period of metaepoch× ×nb of metaepochs (11) where:
• M -is the maximal degree of the branch,
• nb br(j) -is the number of sprouted branches of degree j,
• pop size(j) -denotes the size of population in the branch of degree j.
Based on Eqs. (10) and (11), the amount of work calculated for analyzed schedulers are as follows:
• for GA in (Braun et al., 2001) As can be seen from the above values, the three algorithms perform a similar amount of work, ensuring thus a fair comparison between them.
Comparison of makespan values. We present in Table 5 the makespan values obtained by the three genetic algorithms under study.
From the results in Table 5 we can observe that HGSSched outperforms the GA by Braun et al. for all but one instance and the GA by Xhafa et al. for 75% of considered instances. Notice that HGS-Sched performs better for consistent and semi-consistent ETC matrices. This observation is useful in considering HGS-Sched as a basis for Grid scheduler that have consistent computing features. It is also interesting to observe that HGS-Sched Table 6 we conclude that HGSSched outperforms Steady State GA for all types of ETC matrices and it is better than Struggle GA in 8 instances. In the case of flowtime, HGS-Sched performed consistently for all three groups of instances (consistent, semiconsistent and inconsistent ETC matrices).
Results of Summative Evaluation. The results of the experimental study showed that HGS-based scheduler performs better that GA-based schedulers reported for the problem in the literature for both makespan and flowtime minimization. Although the experimental study has been conducted on a small set of instances and of rather small sizes, HGS algorithms can be considered suitable for the design of Grid schedulers. Regarding the effect of Grid characteristics (features of ETC matrix) such as consistency of computing and heterogeneity, the most significant differences in the obtained results for HGSSched and GAs were observed for the instances of inconsistent ETC matrices, where the reduction of makespan by the hierarchic scheduler was not so effective.
CONCLUSIONS
In this work we have presented the implementation of Hierarchic Genetic Strategies (HGS) for Independent Job Scheduling on Computational Grids for which both makespan and flowtime parameters are simultaneously optimized. Achieving high quality planning of jobs into machines is crucial for Grid systems due to their heterogenous and dynamic nature. To this end, we have examined several variations of HGS operators in order to identify a configuration of operators and parameters that works best for the problem aiming at the design of efficient batch schedulers. The HGS implementation was experimentally studied using a known benchmark of static instances for the problem and the obtained results were compared with those of two other GA schedulers from the literature. From the experimental study we observed that HGS implementation outperforms existing classical GA implementations in the literature for most of considered instances of a static benchmark for the problem. In particular, HGS performed very well for instances representing features of consistent and semiconsistent computing environments.
In our future work we plan to study the performance of the HGS scheduler using the Grid simulator in Xhafa et al. (2007a) . We would also like to design an interface for our HGS scheduler for its application to real Grid environments.
