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Abstract. Recent technological developments associated with changes in customer expectations have required continuous innovation from companies all over
the world, thereby driving these companies’ IT portfolios towards increasing
complexity and interdependency. Simultaneously, existing methods of IT portfolio management are not able to cope with this interconnectedness of IT projects,
and too little research has been performed on appropriate risk assessments of dependency structures. By considering such dependency structures as IT project
networks, we draw on centrality measures to assess the risk associated with inherent project dependencies. We examine different kinds of centrality measures,
whether and to what extent they are able to depict characteristics specific to IT
project networks. Based on the most appropriate measure, we derive criticality
values indicating projects crucial to the IT portfolio's success. These criticality
values should empower companies to successfully manage their IT portfolio.
Keywords: IT Projects, IT Portfolio, Dependencies, Centrality, Criticality

1

Introduction

Information technology (IT) has become a critical success factor in many industries.
However, despite various planning techniques, there is still a huge number of failed IT
projects. In this context, the “chaos report” is often quoted, which states that 80% of all
IT projects are only partly implemented or even fail completely [1]. Moreover,
FLYVBERG and BUDZIER contend that around 16% of IT projects cause on average
budget deficits of about 200% [2]. A questionnaire by the RADAR GROUP, surveying
560 IT decision makers in Scandinavia, concludes that one reason for IT project failure
is a lack of transparency regarding dependencies [3]. Since IT projects usually are not
accomplished in isolation or pairwise but rather within an aggregated portfolio of several IT projects, they incorporate higher-order dependencies [4]. This becomes even
more relevant, as recent technological developments and associated changes in customer expectations force companies to continuously come up with innovations [5].
Consequently, IT projects which previously would have been developed as one coherent solution, are now split into several standalone but interrelated IT services with customer impact, to satisfy the continuous demand for innovation. Therefore, IT project
portfolios, henceforth simply referred to as “IT portfolios”, tend to comprise many
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small projects rather than a few big ones. This further heightens the need from praxis
for a more detailed assessment of risk due to related dependencies.
In addition, literature considers the appropriate assessment of dependencies as a
crucial risk during the project-planning phase [6]. Although KUNDISCH and MEIER assert that compared to the claimed importance of this topic, relatively little research can
be found [7], there are at least some approaches of IT project and portfolio management
that tried to incorporate dependencies to some extent (e.g. [8-11]). However, existing
methods based on classical portfolio theory are not sufficient to cope with characteristics specific to IT portfolios [12]. Since the structure of dependencies between projects
in an IT portfolio is important for the success of each single IT project [13], each single
project can also be crucial to the overall success of the portfolio. This is known as
systemic risk and is characteristically based on direct and indirect dependencies within
network structures. Therefore, we consider IT portfolios as IT project networks, and
present a novel approach drawing on concepts from sociological research instead of
classical portfolio theory. By considering projects of an IT portfolio as nodes and dependencies amongst them as arcs, we can analyze the corresponding network based on
centrality measures, derived from the mathematical field of graph theory, and strive to
identify the most important node of the network [14]. Projecting this onto IT portfolios
we consequently aim to identify the most critical project of the IT project network.
Therefore, we set forth the following research question: “Can centrality measures be
used to assess the criticality of a project to its corresponding IT portfolio, based on
inherent project dependencies?”
To answer this question, we assess different kinds of common centrality measures
and outline whether and to what extent they can depict characteristics specific to IT
portfolios, in order to consider them appropriate. By determining which projects are
crucial to the success of the overall IT portfolio, the results should empower companies
to take appropriate actions (e.g. reallocation of dedicated resources) in order to successfully manage their IT portfolio. MEREDITH ET AL. [15] proposed a three-stage research
cycle for activities in the field of operations research. They cluster research into description, explanation and testing phase. Our research is located in the explanation stage
of this cycle, which is supposed to yield first concepts and models from which causal
relationships and testable hypotheses can be derived.
The remainder of the paper is organized as follows: Section 2 presents a literature
review of different kinds of dependencies in IT portfolios and their current assessment.
Section 3 outlines the basic principles of the approach, including preliminary considerations and an application example to facilitate comprehensibility and verify applicability. Finally, Section 4 summarizes, concludes, and depicts limitations of the approach.

2

Literature Review

To develop a novel method that properly assesses dependencies and contributes to existing literature, it is necessary to know which kinds of dependencies exist in IT portfolios and how they are currently appraised. Therefore, a keyword (dependency, inter-
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dependency, interaction, project, portfolio, information technology, information systems, model, approach, quantification, assessment) based search of different data bases
(AIS Electronic Library, EBSCOhost, EmeraldInsight, ProQuest, ScienceDirect,
Wiley) was conducted. Since not each database supports the same AND/OR conjunction
of search terms, in some cases the search term has been adapted. To account for different methods and approaches assessing dependencies in varying disciplines, the search
term has to be kept at a generic level. Consequently, the resulting set of articles is too
large to directly process it. To condense the number of articles we stick to the approach
of KUNDISCH and MEIER [7], including only articles being published in the top journals
of the Information Systems, Production and Operations Management, and Project
Management disciplines. Subsequently, the articles’ titles were conducted to decide
whether an article contributes to the research objective or not. If the title did not suffice
to decide whether the article properly contributes to the topic, the abstract was examined. By analyzing the articles it became apparent, that some of them, despite the initial
impression, did not properly contribute to the research objective and hence had to be
excluded afterwards. To complete the search procedure, we did a forward and backward
search of citations in the set of relevant articles, like recommended by WEBSTER and
WATSON [16].
Based on this investigation we can constitute that in existing IT portfolio literature,
there are different kinds of dependencies connecting two or more projects. While some
articles just mention certain types of dependencies, others try to introduce whole frameworks, structuring different categories of dependencies based on specific characteristics. Like SANTHANAM and KYPARISIS, LEE and KIM, TILLQUIST ET AL. or ZULUAGA
ET AL. most articles in literature present either some or all of the following dependencies: resource, technical, and benefit dependencies [8, 17-19]. Generally, resource dependencies refer to projects competing for any kind of resources. Technical dependencies most commonly refer to projects competing for technical systems or applications
[17]. However, technical systems and applications can also be considered as input resources of a project. Therefore, WEHRMANN subdivides resource dependencies into personnel and technical dependencies [9]. In contrast, KUNDISCH and MEIER introduce a
framework subdividing resource dependencies into allocation, performance, and sourcing interactions [10]. Benefit dependencies are also considered as synergies, and can be
realized if the benefit of one or more projects increases while being simultaneously
implemented with another project. One example could be the reuse of code fragments
for two similar software development projects. For further explanations and differentiations of synergies, refer to [12].
Structuring dependencies by characteristics, WEHRMANN ET AL. and ZIMMERMANN
differentiate between inter-temporal and intra-temporal dependencies [9, 13]. Intertemporal dependencies refer to projects taking place at different points in time; for example, if a project is based on a preceding one. Intra-temporal dependencies refer to
different projects taking place at the same point in time; according to WEHRMANN ET
AL., they involve structural dependencies, which refer to projects that are based on the
same processes, IT functionalities or data, and resource dependencies [9].
Determining how and to what extent dependencies between different projects exist
is a topic most commonly left to expert judgment. For such evaluations, scoring systems
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are often the method of choice (cf. [20-22]). However, the processing of resulting values, henceforth considered as dependencies, is handled differently. While most models
in the context of IT portfolio management incorporate dependencies within the risk
assessment, there are also some different approaches. Based on the differentiation between intra- and inter-temporal dependencies [9], we therefore subsequently briefly depict how current methods of IT portfolio management consider dependencies.
To account for intra-temporal dependencies, SANTHANAM and KYPARISIS propose a
non-linear optimization model, considering resource and technical dependencies as
auxiliary conditions to their objective function of selecting an optimized project
portfolio based on fixed budgets [17]. Further approaches considering dependencies as
auxiliary conditions in an optimization model can be found in works by Lee and Kim
and KUNDISCH and MEIER [8, 10]. Considering dependencies in terms of risk, e.g.
BUTLER ET AL., WEHRMANN ET AL. and BEER ET AL. refer to portfolio theory [23] to
determine a risk and return optimized IT portfolio [9, 11, 24]. They consider
dependencies by correlation coefficients based on covariances of the corresponding IT
projects. VERHOEF introduced a modified discounted cash flow method, which
evaluates dependencies implicitly while focusing on cost and time risks within the
interest rate [25]. Since many of the existing approaches incorporating intra-temporal
dependencies consider only dependencies between two different projects or depict them
predominantly by financial restrictions, they partially fall short [26]. Furthermore, some
approaches are adopted from financial methods. Therefore, they would have to fulfill
specific premises (e.g. portfolio theory), which are however not at all or only partially
applicable in the context of IT portfolios. Other methods again feature a very high level
of subjectivity (e.g. scoring methods) since they are almost purely based on expert
estimations.
Inter-temporal dependencies are most commonly considered based on real option
models. In this context, many approaches have been proposed (cf. [27-30]) using either
the Black-Scholes model or binomial trees. Since these methods are derived from financial option methods and have been adapted to real options, they are considered
somewhat inappropriate for evaluation of inter-temporal dependencies in an IT project
portfolio context, due to their underlying premises [31, 32]. For a more detailed discussion on whether restrictive premises of financial option methods can be adapted to real
options and whether the models can be appropriately used in this context, please refer
to [33, 34].
Based on the previous examination of current methods for IT portfolio evaluation,
we can conclude that existing approaches cannot be considered completely appropriate
regarding incorporation of dependencies prevailing in IT project networks. Besides, the
most important drawback is, to the best of our knowledge, none of the existent IT portfolio management techniques explicitly accounts for transitive dependencies between
IT projects. However, t an assessment of these transitive dependencies is crucial to an
appropriate risk assessment in network-like structures.
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3

Model

Concepts from the sociological research field of social network analysis have recently
been applied to several other research areas, such as supply chain management, logistics, and IT landscape management, in order to assess risk originating from dependencies within these network structures (cf. [35-37]). We interpret IT portfolios as IT project networks, by considering projects as nodes and dependencies amongst them as arcs.
Consequently, we can evaluate the adaption of social network measures to the research
area of IT portfolios by analyzing the appropriateness of different centrality measures,
in order to assess the risk of the portfolio's corresponding IT project network. Centrality
measures strive to identify the most important node of a network [14]. For IT project
networks, we henceforth assume that the centrality values of nodes represent criticality
values of projects, indicating their importance to the success of the corresponding IT
portfolio, based on the projects’ dependencies. Furthermore, we define the success of
an IT portfolio as its accomplishments, time- and budget-wise.
3.1

Modeling IT Portfolios as Networks

The mere assertion that two projects of an IT portfolio are somehow dependent is not
sufficient for a company to allocate resources adequately. To do so, the company needs
information on the direction of this dependency. Therefore, the IT project network of a
corresponding IT portfolio can be visualized as based on directed arcs. An arc pointing
from one project to another indicates a dependency of the initiating project (where the
arc originates) on the project where the arc ends. To assess the criticality of a project,
we consequently focus on incoming instead of outgoing arcs. Furthermore, dependencies between different projects are rarely equally weighted in reality. Ergo, to account
for different strengths of dependencies, we presuppose the arcs of an IT project network
to be weighted. However, the calculation of such bilateral dependency weightings does
not fall under the scope of this paper, as we rather focus on how to assess the coherence
of these identified dependencies within a network environment. We therefore assume
that it is possible to quantify any kind of dependencies for pairwise combinations of IT
projects. The validity of this assumption is borne out in theory, as corresponding quantification techniques based on expert judgments and scoring models are already used in
the field of IT portfolios (cf. [20-22]).
Before we are able to identify crucial projects by deriving criticality values based on
the projects’ dependencies, we first need to examine whether and which centrality
measures are appropriate to account for the specific characteristics of IT project networks.
3.2

Requirements to Centrality Measures in IT Project Networks

Since the only prerequisite for the application of centrality measures is the existence
of a network composed of nodes and arcs, such measures nowadays are widely applied,
although most of them were originally introduced in the social network context [38].
However, like social (cf. [39]) or supply networks (cf. [36]), IT project networks feature
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specific characteristics that must be considered in order to properly assess the projects’
criticality. These characteristics are based on a common understanding of dependencies
in IT portfolios. We subsequently outline the underlying logical consideration and derive some simple and generic requirements which a centrality measure must take into
account in order to be considered reasonably applicable in the IT portfolio context and
in the context of this paper. However, the derived requirements can rather be considered
as minimum requirements than as a comprehensive list, and do not feature any kind of
prioritization.
There are centrality measures that have been designed for either directed or undirected networks. However, with slight modifications, many of them can be applied to
both directed and undirected networks. As explained above, we can visualize IT project
networks as composed of directed arcs. Consequently, an appropriate centrality measure should account for directed relations as stated in the following requirement:
Requirement (Req.) 1: The measurement accounts for directed relations between projects.
Furthermore, we consider four influential factors in order to determine the importance
of an IT project to its corresponding portfolio: The strength of the dependencies (a), the
number of directly dependent projects (b), the number of indirectly dependent projects
(c), and the inherent importance of directly and indirectly dependent projects (d).
Regarding (a), we assume an IT project to be more important if it has strong
dependencies to other projects, as opposed to the case where these dependencies are
weak. By considering the arcs of an IT portfolio to represent corresponding
dependencies, the strength of dependencies can be depicted by weighted arcs.
Accordingly, the criticality value should increase with the weighting of arcs or rather
the strength of dependencies, as stated in the following requirement:
Requirement (Req.) 2: The result of the measurement for a specific project increases
with the strength of relations to dependent projects.
Regarding (b), we expect a project to be more important to its corresponding network
if there are many other projects in the network that directly depend upon it. For
example, a single project is more important to its corresponding portfolio if it has five
other projects which directly depend on it, in contrast with the case where it has just
three others directly dependent on it. Assuming arcs represent dependency relations, an
appropriate measure should hence consider that the criticality value of a single project
increases with the number of relations pointing directly from other projects of the
network towards it. This is stated in the following requirement:
Requirement (Req.) 3: The result of the measurement for a specific project increases
with the number of directly dependent projects.
Regarding (c), we expect a project to influence the criticality of another project, even
though it does not directly but rather indirectly depend upon the other project. Extending the example from above, a single project that has only three directly dependent
projects is not necessarily less important than the project which has five directly dependent projects. The importance does not solely depend on the number of directly
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dependent projects, but also on the number of indirectly dependent projects. Consequently, an appropriate measure should also consider that the criticality of a project
increases with an increasing number of indirectly or transitive dependent projects, as
stated in the following requirement:
Requirement (Req.) 4: The measurement accounts for transitive dependencies, as the
result increases with the number of indirectly dependent projects.
Regarding (d), we additionally expect a project to further influence the importance of
another project it depends on, if it has a high importance itself. This means that a project
with a dependent project ranked as important has a higher importance to the network
itself, as opposed to a project having a relatively unimportant dependent project.
Consequently, an appropriate measure should also consider that the criticality of a node
with a higher criticality on its own contributes more to the criticality of another node it
is dependent on, rather than a node with a lower criticality. This is stated in the
following requirement:
Requirement (Req.) 5: The result of the measurement of a specific project increases
with the importance of directly and indirectly dependent projects.
Although there are many different centrality measures, we in a first step will only introduce some of the most common ones in the following. In particular we will examine,
how and to what extent they account for Req. 1-5, and if they can reasonably be applied
in the IT project network context.
3.3

Examination of Different Centrality Measures

Closeness centrality is a centrality measurement that determines the importance or status of a node in a network based on how close a node is to the others in a network [14].
The calculation therefore is based on the summed distances of one node 𝑒 from all other
𝑛 − 1 nodes of the network. Considering 𝑑(𝑒, 𝑖) to represent the shortest path from
node 𝑒 to any other node 𝑖, the closeness centrality 𝐶𝐶 (𝑒) can be calculated [40]. However, since 𝐶𝐶 (𝑒) is dependent on the overall number 𝑛 of nodes in the network, we can
derive a corresponding standardized ̅̅̅
𝐶𝐶 (𝑒) [14]. Both 𝐶𝐶 (𝑒) and ̅̅̅
𝐶𝐶 (𝑒) are depicted in
the following equation:
𝐶𝐶 (𝑒) =

1
∑𝑛𝑖=1 𝑑(𝑒, 𝑖)

,

̅̅̅
𝐶𝐶 (𝑒) =

𝑛−1
(∑𝑛𝑖=1 𝑑(𝑒, 𝑖))

𝑤𝑖𝑡ℎ 𝑖 ≠ 𝑒

(1)

This measure is applicable to directed and undirected networks and thus fulfills Req.
1. It also accounts for weighted arcs, which in this case represent distances between
adjacent nodes. Since short distances are advantageous for the purpose of closeness
centrality, the measurement increases for declining strength of weights and therefore
does not fulfill Req. 2. Moreover, it falls short on Req. 3-5, since it neither increases
with the number nor the criticality of directly or indirectly dependent projects.
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Another measure of centrality, determining the status of a node by how often it is
located on the shortest path between all other pairwise combinations of nodes, is betweenness centrality. Assuming 𝑝𝑖𝑗 to be the number of shortest paths connecting any
node 𝑖 and 𝑗, and 𝑝𝑖𝑗 (𝑒) the number of paths containing node e, the betweenness centrality 𝐶𝐵 (𝑒) can be calculated [41]. Since also 𝐶𝐵 (𝑒) is dependent on the overall number 𝑛 of nodes in the network, we can derive a corresponding standardization ̅̅̅
𝐶𝐵 (𝑒) as
well [14]:
𝑛

𝑛

𝑝𝑖𝑗 (𝑒)
𝐶𝐵 (𝑒) = ∑ ∑
,
𝑝𝑖𝑗
𝑖=1 𝑗=1

𝑤𝑖𝑡ℎ 𝑖 ≠ 𝑒,

𝑝𝑖𝑗 (𝑒)
𝑝𝑖𝑗
̅̅̅
𝐶𝐵 (𝑒) =
(𝑛 − 1) ∙ (𝑛 − 2)
2
∑𝑛𝑖=1 ∑𝑛𝑗=1

𝑗 ≠ 𝑒,

(2)

𝑗<𝑖

Although this measure has been developed specifically for undirected relations, GOULD
has shown that it can also be used for directed relations based on geodesics between
pairs of entities [42]. Therefore, it fulfills Req.1. However, this measure considers transitive dependencies and thus can be used to analyze which projects are connected over
several stages of the IT project network, it does not fulfill Req. 3 and 4, as it does not
increase with the number of transitive or directly dependent projects. It also falls short
on Req. 2 and 5, since it does not increase for the strength of dependencies or the criticality of dependent projects.
Degree centrality can be calculated based on the number of arcs directly connecting
one node of a network to the others. The existence of connections between nodes in the
network is depicted in a so-called “adjacency matrix”, which consequently represents
the network structure. This adjacency matrix 𝑨 in the simplest case contains binary elements 𝑎𝑖𝑗 with 𝑎𝑖𝑗 = 1 if there is a relation between node 𝑖 = 1 … 𝑛 and node 𝑗 =
1 … 𝑛 and 𝑎𝑖𝑗 = 0 if not. By considering the number of nodes a specific node 𝑒 is
linked to, the degree centrality 𝐶𝐷 (𝑒) can be calculated. To enable comparability for
different network sizes, a standardized measure ̅𝐶̅̅̅
𝐷 (𝑒) has been proposed similar to
closeness and betweenness centrality [14, 38]:
𝑛

𝐶𝐷 (𝑒) = ∑ 𝑎𝑖𝑒 ,

̅𝐶̅̅𝐷̅(𝑒) =

𝑖=1

∑𝑛𝑖=1 𝑎𝑖𝑒
𝑛−1

(3)

By distinguishing between in- and out-degree centrality relating to incoming and
outgoing arcs of a node, this measurement is applicable to directed networks and therefore fulfills for Req. 1. Since the measure also increases with the number of directly
dependent projects and the strength of dependencies, it also fulfills Req. 2 and 3. However, degree centrality does not account for transitive dependencies and thus does not
fulfill Req. 4. It also falls short on Req. 5 since it does not increase with the importance
of dependent projects.
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In order to account for the phenomenon that more interconnected nodes contribute
more strongly to the status of nodes to which they are adjacent, other centrality
measures such as the eigenvector centrality have been developed [43]. Assuming 𝒗 =
(𝑣1 , … , 𝑣𝑛 )𝑇 to be an eigenvector for the maximum eigenvalue 𝜆𝑚𝑎𝑥 (𝑨) of the adjacency matrix 𝑨, the eigenvector centrality 𝐶𝐸 (𝑒) for a node 𝑒 is defined as follows [43]:
𝐶𝐸 (𝑒) = 𝑣𝑒 =

1
𝜆𝑚𝑎𝑥 (𝑨)

𝑛

∙ ∑ 𝑎𝑗𝑒 ∙ 𝑣𝑗

(4)

𝑗=1

𝑇

With 𝑨 being the transposed matrix of the adjacency matrix 𝑨, the respective matrix
representation of equation (4) can be derived:
𝑨𝑻 𝒙 = 𝒙

(5)

Eigenvector centrality quantifies to which extent nodes are related to others within
the same network [43]. For each node that depends upon another, it weights the corresponding binary value in the adjacency matrix 𝑨 by the eigenvector centrality of the
dependent one. When this concept is applied to IT project networks, the binary value,
indicating whether a project 𝑖 is dependent on another project 𝑗, is weighted by the criticality value of project 𝑗. Since this measure has been developed for directed networks,
it fulfills Req. 1. It also fulfills Req. 2, since it increases with the strength of dependencies. By calculating eigenvector centrality for a specific node, the value theoretically
also increases with the number of directly and indirectly dependent nodes, as well as
with their criticality. However, as the status of a node is solely influenced by its relations to other nodes, this method has a major drawback: If a node has no incoming
relations from others, its status equals 0 and it therefore does not contribute to the importance of other nodes [43]. Therefore, this measure in fact fulfills Req. 5, but falls
short on Req. 3-4.
To account for this drawback, eigenvector centrality has been further enhanced and
some derivatives have evolved. One of these derivatives introduced by BONACICH and
LLOYD, is alpha centrality [43]:
𝒙 = (𝑰−∝∗ 𝑨𝑇 )−1 ∗ 𝒆

(6)

This centrality measure overcomes the mentioned drawback of eigenvector centrality
by assigning an exogenous status to each node of the network. In equation (6) this exogenous status is represented by the vector 𝒆. This vector theoretically enables the ability to account for influences like project budged, which determine the exogenous status
of different nodes to different extents. However, as the assessment of a project´s exogenous status is not in scope of this paper but rather a topic for further research, we stick
to the work of BONACICH and LLOYD, who exemplarily considered 𝒆 as a vector of ones
[43]. Consequently, the initial (exogenous) status of each node of the network is set to
1, independent of its relations to other nodes. The remaining elements of the equation
are the identity matrix 𝑰, the transposed adjacency matrix 𝑨𝑇 and the scalar ∝ > 0, representing a ratio for the relative relations between the exogenous (assigned) and endogenous (inherent) status of the nodes. Consequently, if ∝ is close to its lower boundary
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0, the corresponding centrality values are close to the exogenous status of the nodes. In
1
contrast, if ∝ is close to its upper boundary
, where 𝜆𝑚𝑎𝑥 (𝑨) represents the
𝜆𝑚𝑎𝑥 (𝑨)

maximum eigenvalue of 𝑨, the corresponding centrality values are almost exclusively
based on the endogenous status, or rather on the network or relation structure.
Since this measurement in contrast to eigenvector centrality indeed increases with
the number of each directly and indirectly dependent node, it not only accounts for Req.
1, 2, and 5, but also for Req. 3 and 4. Moreover, it features the possibility of including
exogenous influences like project size or volume. Therefore, we consider this measure
as appropriate for the criticality assessment of projects in the sense of this paper. Table
1 summarized the results regarding the appropriateness of the five requirements for all
examined centrality measures in this section.
Table 1. - Examination of centrality measures - summary
Centrality Measure

Req. 1

Req. 2

Req. 3

Req. 4

Req. 5



















Closeness Centrality
Betweenness Centrality
Degree Centrality
Eigenvector Centrality
Alpha Centrality

3.4

How to Assess Critical Projects based on Alpha Centrality

Presuming that dependencies between IT projects can be quantified, and considering
these to equal network alike structures, alpha centrality allows the derivation of an
interpretable criticality value indicating an individual project’s importance to the
overall success of the IT project network. In doing so, it not only accounts for direct
dependencies, like the number of directly dependent projects, but also for indirect or
transitive dependencies. To facilitate the comprehensibility and illustrate the suitability
of alpha centrality in an IT portfolio context, this section briefly introduces the basic
principles of the measurement using the three simple topology examples shown in
Figure 1.
Example A:

Example B:

1

2

Example C:

1

2

5

1
1

5

5

1

5
1

4

3

4

3

4

Fig. 1. – Examples of simple IT project network topologies
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2

1

3

Alpha centrality uses an 𝑛 × 𝑛 adjacency matrix 𝑨 whose elements 𝑎𝑖𝑗 with 𝑖, 𝑗 =
1 … 𝑛 represent the connections of the network and consequently the projects’ dependencies. Considering arcs as unweighted, each element 𝑎𝑖𝑗 represents a binary value indicating whether project 𝑖 is directly dependent on project 𝑗 or rather whether 𝑖 contributes to the criticality of 𝑗. In the case of weighted arcs, each element 𝑎𝑖𝑗 represents the
weight of the corresponding dependency relation between 𝑖 and 𝑗.
In the following, the binary adjacency matrices of example A and B are depicted, as
well as the weighted adjacency matrix of example C.
0
0
𝑨𝐴 = 0
0
[0

0
0
0
0
0

0
0
0
0
0

0
0
0
0
0

1
1
1
1
0]

0
1
𝑨𝐵 = 0
0
[0

0
0
0
0
0

0
0
0
0
0

0
0
0
0
0

1
1
1
1
0]

0
5
𝑨𝐶 = 0
0
[0

0
0
0
0
0

0
0
0
0
0

0
0
0
0
0

1
1
1
1
0]

In example A, project 1, 2, 3, and 4 depend on project 5. Consequently, one would
assume the latter as most important, or rather most critical to the success of the overall
IT portfolio and therefore has the highest alpha centrality value. Assuming 𝒆 =
[1, 1, 1, 1, 1] to be a vector of ones and based on the corresponding adjacency matrix
𝑨𝐴 , we can calculate the alpha centrality vector 𝒙𝑻 = [1, 1, 1, 1, (1 + 4 ∝)] according
to (6). This vector verifies the presumed result.
In contrast to example A, project 2 additionally is dependent on project 1 in example
B. In this case, one would expect a direct increase in importance of project 1 and an
indirect increase in importance of project 5, as the status of project 1 increases and
therefore contributes more to the status of project 5. The corresponding alpha centrality
vector 𝒙𝑻 = [(1+∝), 1, 1, 1, (1 + 4 ∝ +∝2 )] is in line with the expectations.
While examples A and B implicitly assume equal intensities of the existing dependencies, example 3 includes different intensities represented by weighted arcs. Representing the logical weighted extension of the one in example B, the alpha centrality vector
of this example is 𝒙𝑻 = [(1 + 5 ∝), 1, 1, 1, (1 + 4 ∝ +5 ∝2 )].
3.5

Application Example

To demonstrate how this procedure can be used in practice, we illustrate the application
with an example. Since we were not yet able to gather corresponding data, the
intensities of project dependencies are assumed in this example. However, the other
circumstances are based on a real world observations. In our case, the company
incorporates an in-house IT provider that recently changed its software development
process from the waterfall model to a release-oriented model. As a result, its current IT
portfolio includes some projects that actually are sub-projects of an ensemble, which
due to innovation pressure has been subdivided into several standalone projects. Hence,
the portfolio features a high level of dependencies, and overall includes 15 projects,
ranging from small infrastructure to big software development projects, all of which
must be implemented within the next five years. In this context, the company faces the
question of how to allocate its limited resources in order to accomplish the portfolio on
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time and under budget. Therefore, a risk analysis shall be conducted in order to identify
the projects most critical to the IT portfolio, due to its inherent dependencies. To do so,
the company first needs to identify and quantify the dependencies between the projects;
this is usually accomplished based on interviews with the IT portfolio manager and
other experts from the project management office (PMO). In this example, the resulting
values have been normalized to range from 0 and 1, and the corresponding dependency
structure of the portfolio is shown in Figure 2.
Based on this dependency structure, we derived an adjacency matrix 𝑨 denoting
whether and to which extent the projects are related to each other. Each element 𝑎𝑖𝑗 >
0 of this 𝑛 × 𝑛 matrix indicates that project 𝑖 is dependent on project 𝑗. For the calculation of an alpha centrality value based on (6), we assumed the vector 𝒆 to be a vector
of ones. Since we rather wanted to examine the criticality of projects based on their
dependency structure than on their exogenous status, the scalar ∝ has been set to its
1
upper boundary value
, with 𝜆𝑚𝑎𝑥 (𝑨) = 0,8243. Based on (6) we were able to
𝜆𝑚𝑎𝑥 (𝑨)

derive criticality values for each project, listed in Table 2.
Table 2. – Example results

2

Nr.

1
𝜆𝑚𝑎𝑥 (𝑨)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

0.0000
0.0000
-1.7551
-5.0874
0.0000
0.0000
0.0000
-4.1937
0.0000
0.0000
-1.1413
-0.9893
0.0000
-0.7126
-1.0879

1.00

1
0.41

5

0.17

3

0.12

4

1.00

1.00

0.42
0.25

1.00

8
0.61

7

6

0.15
0.81

0.36

1.00
1.00

11

0.19

9
0.14

13
0.69

0.43

10

0.35

1.00

0.33
0.21

15

0.27

14

0.73

0.11
0.19

12

Fig. 2. – Example: Dependency structure

Although this is just a very simple example, it illustrates the importance of dependency
assessment quite well, as e.g. an allocation of resources based solely on project volume,
as well as an inaccurate assessment of dependencies, would probably have led to a failure with regard to time or budget of the IT portfolio.
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4

Summary, Conclusion and Limitations

The increasing demand for continuous innovations forces companies all over the world
to assemble IT portfolios containing a high level of dependencies, while lacking
appropriate methods to manage these dependence structures, as traditional methods
rather focus on of cost and benefits than on the accurate assessment of direct and
indirect dependencies. In order to empower companies to cope with the challenging
task of successfully managing their IT portfolios, we explicitly focus on the assessment
of the inherent dependency structure and derived a new procedure to assess the
criticality of projects based on their dependencies. We therefore consider IT portfolios
as IT project networks and draw on graph theory, as it is an approved means for the
assessment of dependencies in network alike structures. In particular, we illustrate
specific characteristics of IT project networks and evaluate different centrality
measures regarding their appropriate applicability in this context. In doing so, alpha
centrality was revealed as being a valuable approach in determining risk assessment of
IT portfolios. It not only accounts for direct but also transitive dependencies, and shows
that more critical projects contribute more strongly to the criticality of other projects
they depend on. We depict the suitability of this measure based on its basic principles,
and consequently propose an alpha centrality based assessment of dependencies to
identify projects crucial to the success of the overall IT portfolio. To facilitate the
comprehensibility and to verify the proposed procedure, we examine an exemplary IT
project network based on its dependencies. The plausible results of the example
application indicate that the proposed procedure is appropriate to analyze the
dependencies between IT projects, and to assess their criticality to the overall portfolio's
success. It furthermore highlights the practical implications of empowering companies
to properly assess direct and indirect dependencies in their portfolio, as both common
methods in practice as well as an inaccurate assessment of dependencies can lead to illconsidered decisions. Furthermore, the results especially emphasize that consideration
of transitive dependencies is crucial for an appropriate risk analysis of IT project
networks.
However, this approach is not without limitations and provides topics for further research. Referring to the three-stage cycle for research activities of MEREDITH ET AL.
[15], we were not yet able to proceed from the explanation to the testing stage based on
a real-world example, despite various efforts to gather data. We are currently in communication with a large IT consulting company in order to get data for the evaluation
of a real-world example, which will lead to further research. Moreover, we do not explicitly consider different kinds of dependencies; however, this is considered acceptable
as a first step, and the differentiation between various kinds of dependencies is a topic
for a follow-up paper. Furthermore, this approach explicitly assumes that for a pairwise
combination of IT projects, any kind of dependency can be quantified. Although, there
are already some approaches quantifying different kinds of dependencies, further research should be encouraged to investigate appropriate measures in this respect. By
assigning an initial status to each node of the network, independent of the networks
dependency structure, this approach accounts for exogenous influences to the project's
importance. Since determination of these exogenous influences is not in scope of this
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paper, they are assumed to be equally strong. However, exogenous influences, such as
project budget or mandatory requirements, can determine a project's importance to different extents in the real world. Therefore, continuing research is required to include
these kinds of influences in a comprehensive risk assessment of IT project networks.
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