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TWO LEVEL BRANCHING MODEL FOR VIRUS POPULATION
UNDER CELL DIVISION
LUIS OSORIO AND ANITA WINTER
Abstract. In this paper we study a two-level branching model for virus populations under cell
division. We assume that the cells are carrying virus populations which evolve as a branching
particle system with competition, while the cells split according to a Yule process thereby
dividing their virus populations into two independently evolving sub-populations. We then
assume that sizes of the virus populations are huge and characterize the fast branching rate
and huge population density limit as the solution of a well-posed martingale problem. While
verifying tightness is quite standard, we provide a Feynman-Kac duality relation to conclude
uniqueness. Moreover, the duality relation allows for a further study of the long term behavior
of the model.
1. Introduction and motivation
In this paper, we model the two-level population dynamics resulting from a system of virus
populations evolving in cells, which themselves undergo splitting. The virus population dy-
namics is modeled as a branching particle system with competition. In the limit of large virus
populations this results into continuous state branching with a logistic drift. Cells split as a
Yule process, i.e., they branch binary but are not affected from death. When a cell splits, it
divides the virus particles in a random way.
Our model generalizes the two-level branching models first developed and studied in [Wu91,
HD91, Wu92, Wu93, Eth93, Wu94]. These multilevel structures have been used, for example,
to describe the replication, updating and transfer of digitized data sets as they pass through
information networks. Moreover, modeling with multilevel structures found also applications
in population biology. For example, the genetic decomposition of a structured population of
individuals living in colonies may be altered through births and deaths within a given colony,
while the colony itself may disappear or replicate at random times. Moreover, such “division-
within-division” dynamics show also in gene amplification in cancer cells and elsewhere, plasmid
dynamics in bacteria, and proliferation of viral particles in host cells ([Kim97]).
In all the above papers technique from Laplace transforms leading to a deterministic duality
relation were used by the authors. In the presence of interaction between individuals (for
example, due to the competition) or between cells, these techniques are not available anymore.
The first model which considers such interaction in two-level branching model is [MR11]. Here
a multi-type model is considered in which the trait type of the virus can also determine the
Date: April 30, 2020
Yule final.tex.
Key words and phrases. two-level branching, logistic branching, Yule process, tree-indexed branching processes,
cell division, virus population.
Thanks for the founding provided by the DFG and CONACYT for the realization of this project.
1
2 LUIS OSORIO AND ANITA WINTER
dynamics of the hosts. Unfortunately, the study of the long time behavior of these processes
is very hard and was only studied in simple cases to highlight the difficulties. In [Daw18] a
class of probability measure-valued processes which model multilevel multi-type populations
undergoing resampling, mutation, selection, genetic drift and spatial migration is analysed. For
that a generalization of the function-valued and set-valued dual relation introduced in [DG14]
for the one-level model was provided.
In this paper we will restrict ourselves to mono-type populations but allow for a change in the
population sizes due to branching. Our interaction between particles will be due to competition
among particles in the same host. We will provide a Feynman-Kac dual relation which generalizes
the exponential dual relation developed in [HW07, GSWZ15] for systems of logistic branching
diffusions and in [Fou19] for more general continuous state branching processes with a logistic
drift. For our extension from the one-level to the two-level case we will adapt ideas from [HP20].
This equation is inspired from [Ban08, BT11] where criteria of survival and extinction are
given for virus or parasite populations growing inside cells. Again our paper contributes by in
contrast to these papers here allowing for interaction between the particles due to competition.
After stating our duality relation, the first basic long term behavior is established.
Recently, in [Mei19] a state space for evolving genealogies of two-level branching population
has been introduced in detail. The present paper aims to be the basis to use this state space
for studying evolving genealogies of virus and parasites populations in within splitting cells in
forthcoming work.
Outline. The rest of the paper is organized as follows: In Section 2 we introduce our model as
a measure-valued Markov process. We start with the individual based model, claim the tightness
after suitable rescaling and derive a well-posed martingale problem which characterizes the limit.
In Section 3 we prove the existence of a solution to this martingale problem by verifying the
tightness. In Section 4 we prove the uniform convergence of the generators from which we can
conclude the martingale problem that any limit point satisfies. In Section 5 we show uniqueness
of a solution by establishing the duality relation. In Section 6 we apply this duality relation to
obtain first results on the longterm behavior.
2. Introduction to the model and main results
In this section we introduce our models and state the main results. In Subsection 2.1 we
start with the individual based model. In Subsection 2.2 we present the scaling regime under
which the tightness is stated. In Subsection 2.3 we characterize the limit as the solution to a
well-posed martingale problem and state convergence. In Subsection 2.4 we discuss the basic
longterm behaviour.
As usual, given a Polish space (X,O) and a Banach space Y we denote by B(X;Y ), C(X;Y )
and DY (X;Y ) the spaces of functions from X to Y that are Borel-measurable, continuous and
ca`dla`g, respectively. We abbreviate B(X) = B(X;R), C(X) = C(X;R) and D(X) = D(X;R).
Moreover, we write Bb(X) and Cb(X) for the subspaces of bounded functions.
Furthermore, we denote byM1(X) andMf (X) the spaces of probability measures and finite
measures onX, respectively, defined on the Borel-σ-algebra ofX. For f ∈ B(X) and ν ∈ Mf (X)
with
∫ |f |dν <∞, we abbreviate
(2.1) 〈f, ν〉 :=
∫
f dν.
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We write =⇒ for weak convergence of a sequence (νn)n∈N to ν in M1(X) respectively Mf (X),
i.e., νn =⇒
n→∞
ν if and only if 〈f, νn〉 −→
n→∞
〈f, ν〉 for all bounded f ∈ C(X).
2.1. The two-level branching particle model. In this subsection we introduce our individual
based model in detail.
Denote by Nf
(
X
)
the subspace ofMf (X) of point measures. Fix an individual mass constant
ζ > 0. The virus population model with competition and cell division is a Markov process,
Zζ = (Zζt )t≥0, that takes values in the space
(2.2) Nf
(
ζN0
)
:=
{
ν ∈ Nf (R) : ν =
m∑
i=1
δzi , m ∈ N0, ζ−1z1, ..., ζ−1zN ∈ N0
}
and has the following dynamics: given its current state ν =
∑m
i=1 δzi , for some m ∈ N and
z1, ..., zm ∈ ζN0,
• Cell division. For all i = 1, ...,m and for each k ∈ {1, ..., ζ−1zi} at rate
(2.3) r
(
ζ−1zi
k
)
θζ
−1zi−k
(
1− θ)k
we have the following jump:
(2.4) ν 7→ ν − δzi + δζk + δzi−ζk.
That is, for each i = 1, ...,m at rate r > 0 the ith cell splits into two and each of the ζ−1zi
many virus particles currently living within the ith cell goes with probability θ ∈ (0, 1)
to one of the two new cells and with probability (1− θ) to the other. All virus particles
decide independently of all others to which new cell they will belong.
• Branching with competition within a cell.
– Birth. For all i = 1, 2...,m, each of the ζ−1zi particles in the i
th cell gives birth
at rate ζ−1σ+K, for σ > 0 and K ∈ R, to a new particle of mass ζ. The new virus
particle also lives in the ith cell. This leads to the following jump:
(2.5) ν 7→ ν − δzi + δzi+ζ .
– Natural death. For all i = 1, 2...,m, each of the ζ−1zi virus particles in the i
th
cell dies at rate ζ−1σ. This leads to the following jump:
(2.6) ν 7→ ν − δzi + δzi−ζ .
– Death due to competition. For all i = 1, 2...,m, each of the ζ−1zi virus particles
in the ith cell dies at rate λ(zi − ζ) due to its lost in competition against one of the
ζ−1zi − 1 other virus particles in the ith cell. This leads to the following jump:
(2.7) ν 7→ ν − δzi + δzi−ζ .
Remark 2.1 (state dependent splitting). One can generalize the above model by replacing the
above splitting rate r by a splitting rate which depends on the virus mass carried by the cell.
In Corollary 3.2 we consider the particular case where
(2.8) r(z) = r¯(1 + zp),
for some p ≥ 1, r¯ > 0. 
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To be more precise, let N(ds,di,dx) be the Poisson point process on R+ × N× R+ with the
intensity measure λ⊗η⊗λ, where λ denotes the Lebesgue measure and η the counting measure.
Consider a stochastic process Zζ = (Zζt )t≥0 taking values in Nf (ζN), i.e., Zζt is for all t ≥ 0 of
the form Zζt =
∑〈1,νt〉
i=1 δzi,t , which solves the following stochastic differential equation:
(2.9)
Zζt = Z
ζ
0 +
∫
[0,t]×N×[0,r]
ζ−1zi,s−∑
k=1
(
δζk + δzi,s−−ζk − δzi,s−
)
1
{1,...,〈1,Zζs−〉}
(i)1(rF θ
ζ−1zi,s−
(k−1),rF θ
ζ−1zi,s−
(k)](x)N(ds,di,dx)
+
∫
[0,t]×N×R+
(
δzi,s−+ζ − δzi,s−
)
1
{1,...,〈1,Zζs−〉}
(i)1(r,r+(ζ−1σ+K)ζ−1zi,s−](x)N(ds,di,dx)
+
∫
[0,t]×N×R+
(
δzi,s−−ζ − δzi,s−
)
1
{1,...,〈1,Zζs−〉}
(i)1(r+(ζ−1σ+K)ζ−1zi,s−,r+(2ζ−1σ+K+λ(zi,s−−ζ))ζ−1zi,s−](x)N(ds,di,dx)
where for n ∈ N0 and k ∈ {0, ..., n},
(2.10) F θn(k) :=
k∑
j=0
pθj,n :=
k∑
j=0
(
n
j
)
θj(1− θ)n−j.
Our first result states that this stochastic differential equation has a unique and Markovian
solution.
Proposition 2.2 (individual based model). Let Z0 ∈ Nf (ζN) satisfy E [〈1 + x,Z0〉] < ∞.
Then there exist a unique solution to equation (2.9). Each solution is a Markov process whose
generator Ωζ2-level acts on Bb(Nf (ζN)) as follows: for φ ∈ Bb(Nf (ζN))),
(2.11) Ωζ2-level := Ω
(r,θ),ζ
cell split +Ω
(σ,K,λ),ζ
virus branching
with
(2.12) Ω
(r,θ),ζ
cell splitφ(ν) = r
∫
R+
ζ−1z∑
k=0
pθk,ζ−1z
(
φ
(
ν − δz + δz−ζk + δζk
)− φ(ν))
and
(2.13)
Ω
(σ,K,λ),ζ
virus branchingφ(ν) := Ω
(σ,K,λ),ζ
virus birthφ(ν) + Ω
(σ,K,λ),ζ
virus deathφ(ν)
:=
(
ζ−1σ +K
)
ζ−1
∫
R+
z
(
φ
(
ν − δz + δz+ζ
)− φ(ν)) ν(dz)
+ ζ−1
∫
R+
(
ζ−1σ + λ(z − ζ))z(φ(ν − δz + δz−ζ)− φ(ν)
)
ν(dz).
Proof. Notice that for each M ∈ N and all t ≤ τM , where
(2.14) τM := inf
{
t > 0 :
∫
R+
(
1 + z
)
Zζt (dz) > M
}
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all coefficients in the above sde are bounded, and the sde has therefore a well-defined solution
up to time τM . We are going to show that τM −→
M→∞
∞, almost surely.
For that we proceed as in the proof of [FM04, Proposition 2.6]. That is, for all M ∈ N, T ≥ 0
and t ∈ [0, τM ∧ T ] and all φ ∈ Cb(Nf (ζN)),
(2.15)
φ(Zζt ) = φ(Z
ζ
0 ) +
∫
[0,t]×N×[0,r]
ζ−1zi,s−∑
k=1
(
φ
(
ν + δζk + δzi,s−−ζk − δzi,s−
)− φ(ν))
· 1
{1,...,〈1,Zζs−〉}
(i)1(rF θ
ζ−1zi,s−
(k−1),rF θ
ζ−1zi,s−
(k)](x)N(ds,di,dx)
+
∫
[0,t]×N×R+
(
φ
(
ν + δzi,s−+ζ − δzi,s−
)− φ(ν))
· 1
{1,...,〈1,Zζs−〉}
(i)1(r,r+(ζ−1σ+K)ζ−1zi,s−](x)N(ds,di,dx)
+
∫
[0,t]×N×R+
(
φ
(
ν + δzi,s−−ζ − δzi,s−
)− φ(ν))
· 1
{1,...,〈1,Zζs−〉}
(i)1(r+(ζ−1σ+K)ζ−1zi,s−,r+(2ζ−1σ+K+λ(zi,s−−ζ))ζ−1zi,s−](x)N(ds,di,dx).
In particular, for φ(ν) :=
∫
R+
(1 + z) ν(dz) we have
(2.16)∫
R+
(
1 + z
)
Zζt (dz)
=
∫
R+
(
1 + z
)
Zζ0 (dz) +
∫
[0,t]×N×[0,r]
1
{1,...,〈1,Zζs−〉}
(i)N(ds,di,dx)
+
∫
[0,t]×N×R+
ζ1
{1,...,〈1,Zζs−〉}
(i)1(r,r+(ζ−1σ+K)ζ−1zi,s−](x)N(ds,di,dx)
−
∫
[0,t]×N×R+
ζ1
{1,...,〈1,Zζs−〉}
(i)1(r+(ζ−1σ+K)ζ−1zi,s−,r+(2ζ−1σ+K+λ(zi,s−−ζ))ζ−1zi,s−](x)N(ds,di,dx)
≤
∫
R+
(
1 + z
)
Zζ0 (dz) +
∫
[0,t]×N×[0,r]
1
{1,...,〈1,Zζs−〉}
(i)N(ds,di,dx)
+
∫
[0,t]×N×R+
ζ1
{1,...,〈1,Zζs−〉}
(i)1(r,r+(ζ−1σ+K)ζ−1zi,s−](x)N(ds,di,dx).
Since the right hand side in the previous inequality is increasing in t, we have that
(2.17)
sup
t∈[0,τM∧T ]
∫
R+
(
1 + z
)
Zζt (dz)
≤
∫
R+
(
1 + z
)
Zζ0 (dz) +
∫
[0,τM∧T ]×N×[0,r]
1
{1,...,〈1,Zζs−〉}
(i)N(ds,di,dx)
+
∫
[0,τM∧T ]×N×R+
ζ1
{1,...,〈1,Zζs−〉}
(i)1[r,r+(ζ−1σ+K)ζ−1zi,s−](x)N(ds,di,dx).
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Thus, for every ζ ∈ (0, 1],
(2.18)
E
[
sup
t∈[0,τM∧T ]
∫
R+
(
1 + z
)
Zζt (dz)
]
≤ E[
∫
R+
(
1 + z
)
Zζ0 (dz)
]
+ r
∫
[0,T ]
E
[∫
R+
(
1 + z
)
Zζs−(dz)
]
ds+
∫
[0,T ]
E
[∑〈1,Zζs−〉
i=1
(ζ−1σ +K)zi,s−
]
ds
= E
[∫
R+
(
1 + z
)
Zζ0 (dz)
]
+
(
r + ζ−1σ +K
) ∫
[0,T ]
E
[∫
R+
(
1 + z
)
Zζs−(dz)
]
ds
≤ E[
∫
R+
(
1 + z
)
Zζ0 (dz)
]
+
(
r + ζ−1σ +K
) ∫
[0,T ]
E
[
sup
u∈[0,s]
∫
R+
(
1 + z
)
Zζu−(dz)
]
ds
It follows from the Gronwall inequality that for all m ∈ N,
(2.19) E
[
sup
t∈[0,τM∧T ]
∫
R+
(
1 + z
)
Zζt (dz)
] ≤ E[
∫
R+
(
1 + z
)
Zζ0 (dz)
] · e(r+ζ−1σ+K)T <∞.
This implies in particular that the sequence of stopping times τM tends to infinity as m→∞.
It follows that for every fixed value 0 < ζ ≤ 1 the process Zζ = (Zζt )t≥0 is well-defined.
Also, taking expectation in (2.15) we obtain
(2.20)
E
[
φ(Zζt )
]− E[φ(Zζ0 )]
= r
∫ t
0
E
[ ∫
R+
ζ−1z∑
k=1
pθk,zi,s−
(
φ
(
Zζs− + δk + δz−k − δz
)− φ(Zζs−)
)
Zs(dz)
]
ds
+
(
ζ−1σ +K
)
ζ−1
∫ t
0
E
[ ∫
R+
z
(
φ
(
Zζs− + δz+ζ − δz
)− φ(Zζs−)
)
Zs(dz)
]
ds
+ ζ−1z
∫ t
0
E
[ ∫
R+
(
ζ−1σ + λ(z − ζ))(φ(Zζs− + δz−ζ − δz)− φ(Zζs−)
)]
Zs(dz) ds.
Finally taking derivative in t = 0 in equation (2.20) it is clear that Zζ = (Zζt )t≥0 has the
claimed generator. 
Definition 2.3 (2-level branching particle model). In the following we refer to Zζ as the 2-level
branching particle model with competition and cell division.
2.2. The fast evolving two-level particle model. In order to model the dynamics of a virus
population, we want to take into consideration that particles of microorganisms have a small
individual mass and replicate very fast in comparison to the splitting rate of the hosting cells.
For this reason we next look for limit points in our family of population processes {Zζ ; ζ > 0},
for which simultaneously the birth and death rates were sped up by a factor ζ−1, as ζ → 0.
The next tightness result will be proved in Section 3.
Proposition 2.4 (tightness). Let θ ∈ [0, 1], r > 0, σ > 0, λ ≥ 0, K > 0 and {Zζ ; ζ > 0}
defined as before. Then the family of processes {Zζ ; ζ > 0} is tight.
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2.3. The martingale problem. In this subsection we present an analytic representation of
the limit process in terms of a martingale problem.
We begin by introducing a class of suitable test functions, which describes the procedure of
sampling m different cells (if there are at least m cells) and then evaluating the total number of
cells together with the mass in each of the sampled cells.
Definition 2.5 (polynomials). A polynomial is a function F g,f,m : Nf (R+)→ R of the form
(2.21) F g,f,m(ν) = g
(〈1, ν〉)
∫
(R+)m
f(z) ν⊗m,↓(dz),
where m ∈ N, g ∈ Cb(R+), f ∈ Cb(Rm+ ), and with
(2.22) ν⊗m,↓(dz) = ν(dz1)
(
ν(dz2)− δz1(dz2)
)
...
(
ν(dzm)−
m−1∑
j=1
δzj (dzm)
)
.
Denote by D the algebra generated by these monomials, and consider for each k ∈ N the
subspace
(2.23) D0,k := {F = F g,f,m : f ∈ Ck(Rm+ )}.
Notice that D and D0,k are convergence determining. Too see this observe that the classes are
linear combinations of test functions which evaluate samples taking in an i.d.d.-fashion and that
the latter class is closed under multiplication and apply, for example, [Lo¨h13, Theorem 2.7].
Consider the operator Ω2-level acting on
(2.24) D(Ω2-level) :=
{
F ∈ D0,2 : Ω2-levelF is well-defined and finite
}
,
where
(2.25) Ω2-level := Ω
(r,θ)
cell split +Ω
(σ,K,λ)
virus branching
is reflecting
(1) Ω
(r,θ)
cell split the changes due to splitting of cells.
(2) Ω
(σ,K,λ)
virus branching the changes of virus mass inside cells due to branching with competition
of virus particles.
We introduce the parts step by step:
Step 1 (Changes of virus mass inside cells due to splitting) Put
(2.26)
Ω
(r,θ)
cell splitF
g,f,m(ν)
:= r
∫
R+
(
g
(
1 + 〈1, ν〉)F 1,f,m(ν − δz0 + δθz0 + δ(1−θ)z0)− g(〈1, ν〉)F 1,f,m(ν)
)
ν(dz0).
Step 2 (Changes of virus mass inside cells due to branching with competition) Put
(2.27)
Ωσ,K,λvirus branchingF
g,f,m(ν)
:= g
(〈1, ν〉)
∫ m∑
j=1
(
zj(K − λzj) ∂∂zj f(z) + σzj ∂
2
∂zj2
f(z)
)
ν⊗m,↓(dz).
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We are now in a position to state our first main result which will be proven in the end of
Section 5.
Theorem 1 (well-posed martingale problem). Let P ∈ M1(Nf (R+)) with
(2.28)
∫
Nf (R+)
∫
R+
(
1 + z2
)
Z0(dz)P (dZ0) <∞.
Then the (Ω,D(Ω), P )-martingale problem is well-posed.
Moreover, if Z is the unique solution of the (Ω,D(Ω), P )-martingale problem and {Zζ ; ζ > 0}
is a tight family of virus population models with cell division such that L(Zζ0 )=⇒
ζ→0
P , then
(2.29) Zζ=⇒
ζ→0
Z,
weakly in the Skorohod space D([0,∞);Nf (R+)).
Definition 2.6 (2-level branching model). We refer to the solution of the above martingale
problem as the 2-level branching model with cell division and logistic branching diffusions.
2.4. Results on the long-term behavior. We conclude this section with a first result con-
cerning the long term behaviour.
The following will be proven in Section 6. It states that if we start with a virus population
living within a single initial cell, then at time t we have ert times a unit mean exponential
random variable many cells, and a typical cell is free of a virus particle.
Proposition 2.7 (basic long term behavior). Let Z be the 2-level branching model with cell
division and logistic branching diffusions starting in one cell, i.e., Z0 = ν with 〈1, ν〉 = k for
some k ∈ N, and X(k, 1) is a Gamma distributed random walk with parameters k and 1. Then
(2.30) e−rtZt=⇒
t→∞
X(k, 1)δ0.
3. The compact containment condition
Let for each ζ > 0, Zζ be the virus population model with competition and cell division
from Subsection 2.1 (in particular, (2.9)). In this section we verify the compact containment
condition, i.e., for all T ≥ 0 and ε ∈ (0, 1) there exists a compact subset Γ = ΓT,ǫ ⊂ Mf (R+)
such that
(3.1) inf
ζ>0
P
({
Zζt 6∈ ΓT,ǫ for all t ∈ [0, T ]
}) ≥ 1− ǫ.
For that we will make use of the following moment bounds:
Proposition 3.1 (uniform moment bounds). Let Zζ := (Zζt )t∈[0,∞) be the virus population
model with competition and cell division. Fix p ∈ N and T > 0.
(i) There exist a constant Cp > 0 such that for all ζ ∈ (0, 1] and t ∈ [0, T ],
(3.2) E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
] ≤ E[
∫
R+
(
1 + zp
)
Zζ0 (dz)
] · eCpt.
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In particular, if supζ∈(0,1] E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
]
<∞, then
(3.3) sup
ζ∈(0,1]
sup
t∈[0,T ]
E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
]
<∞.
(ii) Assume that sequence of initial conditions {Zζ0 ; ζ ∈ [0, 1]} satisfies that
(3.4) sup
ζ∈(0,1]
E
[ ∫
R+
(
1 + z2p
)
Zζ0 (dz)
]
<∞.
Then
(3.5) sup
ζ∈(0,1]
E
[
sup
t∈[0,T ]
∫
R+
(
1 + zp
)
Zζt (dz)
]
<∞.
Proof. (i) Using the equality (2.20) we have that for any p ≥ 1
(3.6)
E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
]
= E
[ ∫
R+
(
1 + zp
)
Zζ0 (dz)
]
+ r
∫ t
0
E
[ ∫
R+
ζ−1z∑
k=1
pθk,zi,s−
{
1 + kp + (ζ−1z − k)p − (ζ−1z)p}Zζs (dz)] ds
+ ζ−1
(
ζ−1σ +K
) ∫ t
0
E
[ ∫
R+
z
{(
z + ζ
)p − zp}Zζs (dz)] ds
+ ζ−2σ
∫ t
0
E
[ ∫
R+
z
{(
z − ζ)p − zp}Zζs (dz)] ds
+ ζ−1λ
∫ t
0
E
[ ∫
R+
(z − ζ)z{(z − ζ)p − zp}Zζs (dz)] ds.
Note that x 7→ xp is an increasing function, hence the last term is negative and for each
k ∈ {1, 2, ..., ζ−1z}, kp + (ζ−1z − k)p − (ζ−1z)p ≤ (ζ−1z)p . This implies that
(3.7)
E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
]
≤ E[
∫
R+
(
1 + zp
)
Zζ0 (dz)
]
+ r
∫ t
0
E
[ ∫
R+
(
1 + zp
)
Zζs (dz)
]
ds+ ζ−1K
∫ t
0
E
[ ∫
R+
z
{(
z + ζ
)p − zp}Zζs (dz)] ds
+ ζ−2σ
∫ t
0
E
[ ∫
R+
z
{(
z + ζ
)p
+
(
z − ζ)p − 2zp}Zζs (dz)] ds
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Notice also that (z+ζ)p−zp ≤ ζCp,1(1+z)p−1 and (z+ζ)p+(z−ζ)p−2xp ≤ ζ2Cp,2(1+z)p−2,
so that
(3.8)
E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
]
≤ E[
∫
R+
(
1 + zp
)
Zζ0 (dz)
]
+
(
r +KCp,1 + σCp,2
) ∫ t
0
E
[ ∫
R+
(
1 + zp
)
Zζs (dz)
]
ds.
Therefore the Gronwall inequality implies that
(3.9) E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
] ≤ E[
∫
R+
(
1 + zp
)
Zζ0 (dz)
] · e(r+KCp,1+σCp,2)t.
It follows that
(3.10) sup
ζ∈(0,1]
sup
t∈[0,T ]
E
[ ∫
R+
(
1 + zp
)
Zζt (dz)
]
<∞.
(ii) Proceeding as in [BT11], from the expression of the generator and from Doob’s representa-
tion theorem we obtain for any h ∈ Cb(R+) and ζ ∈ (0, 1] the following local martingales
(3.11)
Mh,ζt = 〈h,Zζt 〉 − 〈h,Zζ0 〉 − r
∫ t
0
∫
R+
ζ−1z∑
k=0
pθk,ζ−1z
{
h(ζk) + h(x− ζk)− h(x)}Zζs (dz) ds
− (ζ−1σ +K)ζ−1
∫ t
0
∫
R+
z
{
h(z + ζ)− h(z)}Zζs (dz) ds
− ζ−1
∫ t
0
∫ ∞
0
(
ζ−1σ + λ(z − ζ))z{h(z − ζ)− h(z)}Zζs (dz) ds
with quadratic variation given by
(3.12)
[Mh,ζ ]t = r
∫ t
0
∫
R+
ζ−1z∑
k=1
pθk,ζ−1z
{
h(ζk) + h(z − ζk)− h(z)}2 Zζs (dz) ds
+
(
ζ−1σ +K
)
ζ−1
∫ t
0
∫
R+
z
{
h(z + ζ)− h(z)}2 Zζs (dz) ds
+ ζ−1
∫ t
0
∫
R+
(
ζ−1σ + λ(z − ζ))z{h(z − ζ)− h(z)}2 Zζs (dz) ds.
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In particular, for any p ≥ 1, ζ ∈ [0, 1] and τpM = inf{t ≥ 0 :
∫
R+
(1+ zp)Zζt (dz) > M}, M ≥ 1,
(3.13)∫
R+
(
1 + zp
)
Zζ
t∧τp
M
(dz)
=Mp,ζ
t∧τp
M
+
∫
R+
(
1 + zp
)
Zζ0 (dz) + r
∫ t∧τp
M
0
∫
R+
ζ−1z∑
k=0
{
1 + (ζk)p + (z − ζk)p − zp}Zζs (dz) ds
+
(
ζ−1σ +K
)
ζ−1
∫ t∧τp
M
0
∫
R+
z
{(
z + ζ
)p − zp}Zζs (dz) ds
+
∫ t∧τp
M
0
∫
R+
(
ζ−1σ + λ(z − ζ))ζ−1z{(z − ζ)p − zp}Zζs (dz) ds
is a semi-martingale stopped at the stopping time τpM . Since z 7→ zp is an increasing function,
(z − ζ)p − zp is negative and for any k ∈ {1, 2, ..., ζx}, (ζk)p + (z − ζk)p − zp ≤ zp. Doing a
similar procedure as the one we did in equation (3.8), one can see that
(3.14)
sup
t∈[0,T ]
∫
R+
(
1 + zp
)
Zζ
t∧τp
M
(dz)
≤ sup
t∈[0,T ]
Mp,ζt∧τM +
∫
R+
(
1 + zp
)
Zζ0 (dz) +Bp,T sup
t∈[0,T ]
sup
t∈[0,T ]
∫
R+
(
1 + zp
)
Zζ
t∧τp
M
(dz)
Observe that due to Burholder-Davis-Gundis inequality,
(3.15) E
[
sup
t∈[0,T ]
Mp,ζ
t∧τp
M
] ≤ E[ sup
t∈[0,T ]
Mp,ζt
] ≤ E[[Mp,ζ ]1/2T ] ≤ 1 + E[[Mp,ζ ]T ]
where the last inequality is due to the fact that z1/2 ≤ z for z ≥ 1. Also the quadratic variation
of Mp,ζ satisfies for every times 0 ≤ T1 ≤ T2
(3.16)
[Mp,ζ ]T1 − [Mp,ζ ]T2
≤ 4r
∫ T2
T1
∫
R+
(
1 + z2p
)
Zζs (dz) ds+
(
ζ−1σ +K
)
ζ−1
∫ T2
T1
∫
R+
zC1,pζ
2z2p−2 Zζs (dz) ds
+ ζ−2σ
∫ T2
T1
∫
R+
zC2,pz
2p−2ζ2 Zζs (dz) ds
+ ζ−1λ
∫ T2
T1
∫ ∞
0
z2C2,pz
2p−2ζ2 Zζs (dz) ds.
Thus
(3.17)
E
[
[Mp,ζ ]T
] ≤ Cp
∫ T
0
E
[ ∫
R+
(
1 + z2p−1
)
Zζs (dz)
]
ds+ ζDp
∫ T
0
E
[(
1 + z2p
)
Zζs (dz)
]
ds
≤ CpT sup
s∈[0,T ]
E
[ ∫
R+
(
1 + z2p−1
)
Zζs (dz)
]
+ ζDpT sup
s∈[0,T ]
E
[ ∫
R+
(
1 + z2p
)
Zζs (dz)
]
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This allow us to deduce that there exit a constant Ap,T depending on p and T , such that
(3.18)
sup
ζ∈(0,1]
E
[
sup
t∈[0,T ]
∫
R+
(
1 + zp
)
Zζ
t∧τp
M
(dz)
] ≤ Ap,T sup
ζ∈(0,1]
sup
s∈[0,T ]
E
[ ∫
R+
(
1 + z2p
)
Zζs (dz)
]
<∞.
Finally, notice that as a consequence τpM →∞, almost surely, as M →∞. 
Corollary 3.2 (mass dependent splitting rate). Let r¯ > 0, b > 0, σ > 0, K > 0 and r : R+ →
R+ such that r(z) ≤ r¯(1 + zp) for all z ∈ R+. Let Zζ0 be a (Nf (ζN))-valued random variable
with E
[ ∫
R+
(
1 + z2p
)
Zζ0 (z)
]
< ∞. Then there exist a unique solution to equation (2.9) (with r
replaces by r(·)). This solution is a Markov process Zζ = (Zζt )t≥0 with values in Nf (ζN). Its
generator acts on functions φ ∈ CbNf (ζN)(R+) as follows:
(3.19)
Ωζφ(ν) =
∫
R+
r(z)
ζ−1z∑
k=0
(
φ(ν − δz + δz−ζk + δζk)− φ(ν)
)
pθk,ζ−1z ν(dz)
+
(
ζ−1σ +K
)
ζ−1
∫
R+
z
(
φ(ν − δz + δz+ζ
)− φ(ν)) ν(dz)
+ ζ−1
∫
R+
(
(ζ−1σ + λ(x− ζ))z(φ(ν − δz + δz−ζ)− φ(ν))ν(dz).
Proof. Follows directly from the previous result. 
We next state compact containment condition for our two level branching process with the
state dependent splitting rate.
Proposition 3.3 (compact containment). Let θ > 0, r¯ > 0, r(x) = r¯(1 + xp), σ > 0, λ ≥ 0,
K > 0, and (Zζt )t≥0 defined as before. Then the family {Zζ = (Zζt )t≥0; ζ > 0} satisfy the
compact containment condition.
Proof. Let ζ ∈ (0, 1]. We recall that sets MN0([0, a0]) consisting of the measures bounded by
N0 ∈ N with support on [0, a0] are compact sets on MF (R+) equipped with the weak topology.
Thus applying the Markov inequality it is clear that
(3.20)
P
({∃ t ∈ [0, T ] s.t. Zζt /∈MN0([0, a0])})
≤ P({∃ t ∈ [0, T ] s.t. 〈1, Zζt 〉 ≥ N0})+ P({∃ t ∈ [0, T ], x ∈ supp(Zζt ) s.t x > a0})
≤ 1
N0
E
[
sup
t∈[0,T ]
〈1, Zζt 〉
]
+
1
a0
E
[
sup
t∈[0,T ]
〈x,Zζt 〉
]
.
Thus by taking N0 and a0 big enough, we get that the compact containment is satisfied. 
Now we will use Aldous-Rebolledo criterion to prove that the family of process {Zζ ; ζ ∈ (0, 1]}
is tight (see [JM86]). Notice that due to [EK86, Theorem 3.9.1], it is enough to prove Aldous-
Rebolledo criterion only for the process (〈h,Zζt 〉)t≥0, where h ∈ C2b (R+). Before stating the
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next result we remark that equation applying Taylor’s theorem for the function h, (3.12) can be
re-written as
(3.21)
[Mh,ζ ]t =
∫ t
0
∫
R+
r(z)
ζ−1z∑
k=0
pθk,ζ−1z
(
h(ζk) + h(z − ζk)− h(z))2 Zζs (dz) ds
+
(
ζ−1σ +K
)
ζ−1
∫ t
0
∫
R+
z
(
ζh′(z) + o(ζ2)
)2
Zζs (dz) ds
+ ζ−1
∫ t
0
∫ ∞
0
(
ζ−1σ + λ(z − ζ))z(− ζh′(z) + o(ζ2))2Zζs (dz) ds
Proposition 3.4 (tightness). If the assumptions in Corollary 3.2 are satisfied, then the family
{Zζ ; ζ ∈ (0, 1]} is tight.
Proof. Fix a sequence (ζn)n∈N with ζn −→
n→∞
0. We need to prove that the family of semimartigales
{(〈h,Zζnt 〉)t≥0; n ∈ N} satisfies the Aldous criterion. Thanks to the Aldous-Rebolledo criterion
it is enough to apply Aldous criterion to both, the predictable finite variation process Ah,ζn =
(Ah,ζnt )t≥0 with A
h,ζn
t = 〈h,Zζnt 〉 − [Mh,ζn ]t and the quadratic variation process ([Mh,ζn ]t)t≥0.
Let ǫ > 0 and {τn; n ∈ N} be a family of stopping times bounded by T > 0 and α ∈ [0, δ]. Then
by Markov inequality,
(3.22) P
({|[Mh,ζn ]τn+α − [Mh,ζnn]τn | > ǫ}) ≤ 1ǫE
[|[Mh,ζn ]τn+α − [Mh,ζn ]τn |],
Applying to (3.21) similar techniques as in (3.17) and using the fact that h ∈ C2b (R+), we get
(3.23)
E
[|[Mh,ζn ]τn+α − [Mh,ζn ]τn |]
≤ 9‖h‖∞E
[ ∫ τn+α
τn
∫
R+
r(z)Zζns (dz) ds
]
+ σ‖h′‖2∞E
[ ∫ τn+α
τn
∫
R+
z Zζns (dz) ds
]
+ σ‖h′‖2∞E
[ ∫ τn+α
τn
∫
R+
z Zζns (dz)
]
+ Ch,α,σ,Ko
(
n−1
)
≤ 9α‖h‖∞E
[
sup
s∈[0,T ]
∫
R+
zp Zζns (dz)
]
+ 2ασ‖h′‖2∞E
[
sup
s∈[0,T ]
∫
R+
z Zζns (dz)
]
+Ch,α,r,σ,K,λo
(
n−1
)
which implies that
(3.24) lim sup
n→∞
P
({|[Mh,ζn ]τn+α − [Mh,ζn ]τn | > ǫ})) ≤ δCh,α,r,σ,K,λǫ .
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Taking δ sufficiently small we obtain the Aldous criterion for the martingale part. In a similar
way we find that
(3.25)
E
[|Ah,ζnτn+α −Ah,ζnτn |]
≤ 3‖h‖∞E
[ ∫ τn+α
τn
∫
R+
r(z)Zζns (dz) ds
]
+ ‖h′‖∞E
[ ∫ τn+α
τn
∫
R+
z(K − λz)Zζns (dz) ds
]
+ σ‖h′′‖∞E
[ ∫ τn+α
τn
∫
R+
z Zζns (dz) ds
]
+ Ch,α,r,σ,K,λ o
(
n−1
)
≤3α‖h‖∞E
[
sup
s∈[0,T ]
∫
R+
(
1 + zp
)
Zζns (dz)
]
+ αCK,λ‖h′‖∞E
[
sup
s∈[0,T ]
∫
R+
(
1 + z2
)
Zζns (dz)
]
+ ασ‖h′′‖∞E
[
sup
s∈[0,T ]
∫
R+
z Zζns (dz) ds
]
+ Ch,α,r,σ,K,λ o
(
n−1
)
from here it is easy to see, that there exist δ > 0 sufficiently small such that
lim sup
n→∞
P
({|Ah,ζnτn+α −Ah,ζnτn | > ǫ}) ≤ ǫ,(3.26)
which concludes the proof. 
4. Uniform generator convergence
Recall the family of 2-level branching particle model with competition and cell division,
{Zζ ; ζ ∈ (0, 1]}, from Definition 2.3 and their generators Ωζ2-level = Ω(r,θ),ζcell split + Ω(σ,K,λ),ζvirus branching
from (2.11) to (2.13) acting on bounded continuous functions. Furthermore recall the 2-level
branching model with cell division and logistic branching mechanism from Definition 2.6 and its
generator (Ω2-level,D(Ω2-level)) from (2.24) to (2.27).
In this section we prove the uniform convergence of the generators. Consider for each
(m,Mm) ∈ N× N and L ∈ N the following subspace
(4.1)
Lm,Mm,L
:=
{
F (g,m,f) ∈ D0,3 : g(x) · (xm ∨ xm+1) ≤Mm;
zi ∨ z2i
∂k
∂(zi)k
f((z1, ..., zm)) ≤ L,∀k = 1, 2, 3, (z1, ..., zm) ∈ Rm+
}
as well as
(4.2) L :=
∞⋃
m=1
⋃
Mm∈N
⋃
L∈N
Lm,Mm,L.
Remark 4.1 (particular class). We will later construct a duality relation which used the space
K of functions F = F q,m,x of the following form
(4.3) F (q,m,x)(ν) := q〈1,ν〉 ·
∫
Rm+
e−
∑m
k=1 xkzk ν⊗m,↓(d(z1, ..., zm)),
where q ∈ (0, 1), m ∈ N and (x1, ..., xm) ∈ Rm+ . Notice that K ⊂ L. 
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Proposition 4.2 (convergence determining). The set of functions K and L are convergence
determining in M1(Nf (R+)).
Proof. Notice that the sets of functions L and K defined in (4.2) respectively in Remark 4.1 are
dense sets of C(Nf (R+)). Moreover, the algebras generated by the functions in L respectively K
are closed under multiplication and separate points from M1(Nf (R+)). Therefore L and K are
convergence determining (use, for example, [Lo¨h13, Theorem 2.7] or [Mei19, Theorem 1.23]). 
The main result reads as follows:
Proposition 4.3 (convergence of generators). For all F ∈ L,
(4.4) lim
ζ→0
sup
ν∈Nf (ζNf )
∣∣Ωζ2-levelF (ν)− Ω2-levelF (ν)∣∣ = 0.
To prepare the proof of Proposition 4.3 we first show the following lemma.
Lemma 4.4 (preparatory calculations). Fix m ∈ N and ν ∈ Nf (R+).
(i) For ν-almost all z0 ∈ R+ the following holds:
(4.5)
ν⊗m,↓(d(z1, ..., zm))−
(
ν − δz0
)⊗m,↓
(d(z1, ..., zm))
=
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δz0(zi).
(ii) For all z0 ∈ R+ the following holds:
(4.6)
(
ν + δz0
)⊗m,↓
(d(z1, ..., zm))− ν⊗m,↓(d(z1, ..., zm))
=
m∑
i=1
ν⊗(m−1),↓(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δz0(zi).
(iii) For all (w, z) ∈ R2+ the following holds:
(4.7)
((
ν + δw + δz
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
=
m∑
i=1
ν⊗(m−1),↓(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δw(dzi)
+
m∑
i=1
ν⊗(m−1),↓(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δz(dzi)
+
∑
i 6=j∈{1,...,m}
ν⊗(m−2),↓(d(z1, ..., zi∧j−1, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm))⊗
⊗ δw(dzi)⊗ δz(dzj).
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(iv) For all x ∈ supp(ν) and w, z ∈ R+,
(4.8)
((
ν − δx + δw + δz
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
=
m∑
i=1
(
ν − δx
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗
(− δx + δw + δz)(dzi)
+
∑
i 6=j∈{1,...,m}
(
ν − δx
)⊗(m−2),↓
(d(z1, ..., zi∧j−1, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm))⊗
⊗ δw(dzi)⊗ δz(dzj).
Proof. (i) The statement is intuitively clear as picking m cells without repetition from the whole
cell population can be decomposed in picking m cell without repetition from all but a specific
cell and in picking (m− 1) without repetition from all but the specific one and then adding the
specific one to the sample. To prove it formally, we proceed by induction over m ∈ N. Notice
that the statement is trivial for m = 0 and m = 1. If m = 2, then
(4.9)
(
ν − δz0 + δz0
)⊗2,↓
(d(z1, z2))
=
(
ν − δz0
)⊗2,↓
(d(z1, z2)) +
(
ν − δz0
)
(d(z1))⊗ δz0(z2)
+ δz0(z1)⊗
(
ν − δz0 − δz1
)
(dz2) + δz0 ⊗ δz0(d(z1, z2))
=
(
ν − δz0
)⊗2,↓
(d(z1, z2)) +
(
ν − δz0
)
(d(z1))⊗ δz0(z2) + δz0(z1)⊗
(
ν − δz0
)
(dz2),
which is the claim for m = 2. Suppose next that the result is true for m0 − 1 for some m0 ∈ N.
Then by the induction hypothesis,
(4.10)
ν⊗m0,↓(d(z1, ..., zm0))
= ν⊗(m0−1),↓(d(z1, ..., zm0−1))⊗
(
ν −
m0−1∑
i=1
δzi
)
(dzm0)
=
(
ν − δz0
)⊗(m0−1),↓(d(z1, ..., zm0−1))⊗ (ν −
m0−1∑
i=1
δzi
)
(dzm0)
+
m0−1∑
i=1
(
ν − δz0
)⊗(m0−2),↓(d(z1, ..., zi−1, zi+1, ..., zm0−1))⊗ δz0(zi)⊗ (ν −
m0−1∑
i=1
δzi
)
(dzm0)
=
(
ν − δz0
)⊗m0),↓(d(z1, ..., zm0)) + ν⊗(m0−1),↓(d(z1, ..., zm0−1))⊗ δz0(dzm0)
+
(
ν − δz0
)⊗(m0−2),↓(d(z1, ..., zi−1, zi+1, ..., zm0−1))⊗ δz0(zi)⊗ (ν −
m0−1∑
i=1
δzi
)
(dzm0)
=
(
ν − δz0
)⊗m0),↓(d(z1, ..., zm0)) +
m0∑
i=1
(
ν − δz0
)⊗(m0−1),↓(d(z1, ..., zi−1, zi+1, ..., zm0−1))⊗ δz0(zi).
This completes the proof of our proposition.
(ii) follows by an analogous line of argument as in (i).
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(iii) follows by iterative application of (i).
(iv) Notice that
(4.11)
((
ν − δx + δw + δz
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
=
((
ν − δx + δw + δz
)⊗m,↓ − (ν − δx)⊗m,↓
)
(d(z1, ..., zm))
+
((
ν − δx
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
From Lemma 4.4 we therefore know that for all m ∈ N, w, z ∈ R+ and x ∈ supp(ν),
(4.12)
((
ν − δx + δw + δz
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
=
m∑
i=1
(
ν − δx
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δw(dzi)
+
m∑
i=1
(
ν − δx
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δz(dzi)
+
∑
i 6=j∈{1,...,m}
(
ν − δx
)⊗(m−2),↓
(d(z1, ..., zi∧j−1, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm))⊗
⊗ δw(dzi)⊗ δz(dzj)
−
m∑
i=1
(
ν − δx
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δx(dzi)
which gives the claim. 
Proof of Proposition 4.3. Fix F = F g,m,f ∈ L and ν ∈ Nf (R+). Then there exists {Mm; m ∈
N} ⊆ N and L ∈ N with F g,m,f ∈ L{Mm;m∈N},L. We proceed in two steps:
Step 1 (Cell split). Recall Ω
(r,θ),ζ
cell split from (2.12), and write
(4.13)
Ω
(r,θ),ζ
cell splitF
g,m,f (ν)
= Arcell number flowF
g,m,f (ν) +A
(r,θ),ζ
virus mass splitF
g,m,f (ν)
=: rg
(〈1, ν〉+ 1)
∫
Rm+
f
(
(z1, ..., zm)
)
ν⊗m,↓(z)
+ r
(〈1, ν〉+ 1)
∫
Rm+
f
(
(z1, ..., zm)
) ζ−1z∑
k=0
pθk,ζ−1z
((
ν + δζk + δz0−ζk − δz0
)⊗m,↓ − ν⊗m,↓)(dz) ν(dz0).
Step 1.1 (The term Arcell number flowF
g,m,f (ν)) This term is constant in ζ ∈ (0, 1]. It therefore
trivially follows that for all F ∈ L,
(4.14) lim
ζ→0
sup
ν∈Nf (ζNf )
∣∣Arcell number flowF (ν)−Arcell number flowF (ν)∣∣ = 0.
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Step 1.2 (The term A
(r,θ),ζ
virus mass splitF
g,m,f (ν)) For all ν ∈ Nf (R+),
(4.15)
A
(r,θ),ζ
virus mass splitF
g,m,f (ν)
= r · g(〈1, ν〉+ ζ)
∫
R+
∫
Rm+
f
(
(z1, ..., zm)
)
ζ−1z0∑
k=0
pθk,ζ−1z0
((
ν − δz0 + δζk + δz0−ζk
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm)) ν(z0)
Recall from Lemma 4.4(iv) that given z0 ∈ supp(ν),
(4.16)
ζ−1z0∑
k=0
pθk,ζ−1z0
((
ν − δz0 + δζk + δz0−ζk
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
=
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ...zm))⊗
ζ−1z0∑
k=0
pθk,ζ−1z0
(− δz0 + δζk + δz0−ζk)(dzi)
+
∑
i 6=j∈{1,...,m}
(
ν − δx
)⊗(m−2),↓
(d(z1, ..., zi∧j−1, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm))⊗
⊗
ζ−1z0∑
k=0
pθk,ζ−1z0δζk ⊗ δz0−ζk(d(zi, zj))
By the law of large numbers applied to a binomially distributed random variable, for all
Lipschitz functions f ∈ Cb(R+) with Lipshitz constant L and all z0 ∈ R+,
(4.17)
ζ−1z0∑
k=0
pθk,ζ−1z0
∣∣f(ζk)− f(θz0)∣∣ ≤ L
ζ−1z0∑
k=0
pθk,ζ−1z0
∣∣ζk − θz0∣∣
≤ Lζ
√√√√ζ−1z0∑
k=0
pθ
k,ζ−1z0
∣∣k − θζ−1z0∣∣2
≤ Lζ 12
√
z0θ(1− θ).
Analogously, we can argue that
(4.18)
ζ−1z0∑
k=0
pθk,ζ−1z0
∣∣f(z0 − ζk)− f((1− θ)z0)∣∣ ≤ Lζ 12√z0θ(1− θ).
and for all functions f˜ ∈ Cb(R2+) of the form f˜(x, z0 − x) = f(x) for some Lipshitz function f
with Lipshitz constant L and all z0 ∈ R+,
(4.19)
ζ−1z0∑
k=0
pθk,ζ−1z0
∣∣f˜(ζk, z0 − ζk)− f˜((1− θ)z0)∣∣ ≤ Lζ 12√z0θ(1− θ).
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We therefore find that for all with
∫
z ν(dz) <∞ that
(4.20)
∣∣A(r,θ),ζvirus branchingF g,m,f (ν)−A(r,θ)virus branchingF g,m,f (ν)∣∣
≤ Lr(m2 + 1)ζ 12
√
θ(1− θ)( sup
k∈N
g(k)km
) ∫
(
√
z0 ∨ 1) ν(dz0)
≤ Lr(m2 + 1)ζ 12
√
θ(1− θ)
( ∫
z0 ν(dz0) ∨Mm
)
.
Step 2 (Virus branching). Recall Ω
(σ,K,λ),ζ
virus branching from (2.13). Then
(4.21) Ω
(σ,K,λ),ζ
virus branchingF
g,m,f (ν) = g
(〈1, ν〉)Ω(σ,K,λ),ζvirus branchingF 1,m,f (ν),
while
(4.22)
Ω
(σ,K,λ),ζ
virus branchingF
1,m,f (ν)
=
(
ζ−1σ +K
)
ζ−1
∫
R+
z0
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0+ζ
)⊗m,↓ − ν⊗m,↓ν)(d(z1, ..., zm)) ν(dz0)
+ ζ−1
∫
R+
(
ζ−1σ + λ(z0 − ζ)
)
z0
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0−ζ
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm)) ν(dz0)
= ζ−2σ
∫
R+
z0
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0+ζ
)⊗m,↓
+
(
ν − δz0 + δz0−ζ
)⊗m,↓ − 2ν⊗m,↓)(d(z1, ..., zm)) ν(dz0)
+ ζ−1K
∫
R+
z0
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0+ζ
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm)) ν(dz0)
+ ζ−1λ
∫
R+
(z0 − ζ)z0
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0−ζ
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm)) ν(dz0)
=: Ωσ,ζnatural branchingF
1,m,f (ν) + ΩK,ζextra birthF
1,m,f (ν) + Ωλ,ζcompetitionF
1,m,f (ν).
We will once more treat the three terms separately.
Step 2.1 (Natural branching) Use that by Lemma 4.4(i), for all ν ∈ Nf (R+) and z0 ∈ supp(ν),
(4.23)
((
ν − δz0 + δz0±ζ
)⊗m,↓ − (ν − δz0)⊗m,↓
)
(d(z1, ..., zm))
=
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δz0±ζ(dzi),
together with
(4.24)
((
ν − δz0
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
= −
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗ δz0(dzi),
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to conclude that
(4.25)
((
ν − δz0 + δz0+ζ
)⊗m,↓
+
(
ν − δz0 + δz0−ζ
)⊗m,↓ − 2ν⊗m,↓)(d(z1, ..., zm))
=
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗
(
δz0+ζ + δz0−ζ − 2δz0
)
(dzi)
and
(4.26)∫
R+
z0
∫
Rm+
f
(
(z1, ..., zm)
)((
ν − δz0 + δz0+ζ
)⊗m,↓
+
(
ν − δz0 + δz0−ζ
)⊗m,↓ − 2ν⊗m,↓)(d(z1, ..., zm))ν(dz0)
=
∫
R+
z0
∫
Rm+
f
(
(z1, ..., zm)
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ..., zm))⊗
⊗
(
δz0+ζ + δz0−ζ − 2δz0
)
(dzi)ν(dz0)
=
∫
Rm+
m∑
i=1
((
zi − ζ
)
f
(
(z1, ..., zi−1, zi + ζ, zi+1, ..., zm) +
(
zi + ζ
)
f
(
(z1, ..., zi−1, zi − ζ, zi+1, ..., zm)
)
− 2zif
(
(z1, ..., zm)
))
ν⊗m,↓(d(z1, ..., zm)).
Thus for all ν ∈ Nf (ζN), by Taylor expansion around zi,
(4.27)
Ωσ,ζnatural branchingF
1,m,f (ν)
= ζ−2σ
∫
Rm+
m∑
i=1
(
(zi + ζ)f
(
(z1, ..., zi−1, zi + ζ, zi+1, ..., zm)
)
+ (zi − ζ)f
(
(z1, ..., zi−1, zi − ζ, zi+1, ..., zm)
)−
− 2zif
(
(z1, ..., zm)
))
ν⊗m,↓(d(z1, ..., zm))
−→
ζ→0
σ
∫
Rm+
m∑
i=1
zi
∂2
∂(zi)2
f
(
(z1, ..., zm)
)
ν⊗m,↓(d(z1, ..., zm))
=: Ωσnatural branchingF
1,m,f (ν).
Moreover, by the Taylor theorem,
(4.28)
∣∣Ωσ,ζnatural branchingF 1,m,f (ν)− Ωσnatural branchingF 1,m,f (ν)∣∣
≤ ζσ〈1, ν〉mLm,
and therefore
(4.29)
∣∣Ωσ,ζnatural branchingF g,m,f (ν)− Ωσnatural branchingF g,m,f (ν)∣∣ ≤ 4ζ · σMmLm.
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Step 2.2 (Extra birth) Use that by (4.23) together with (4.24), for all ν ∈ Nf (R+)
(4.30)
ΩK,ζextra birthF
g,m,f (ν)
= g
(〈1, ν〉)ζ−1K
∫
R+
z0
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0+ζ
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm)) ν(dz0)
= g
(〈1, ν〉)ζ−1K
∫
R+
z0
∫
Rm+
m∑
i=1
f
(
(z1, ..., zm)
)
ν⊗(m−1),↓(d(z1, ..., zi−1, zi+1, ..., zm))⊗
(
δz0+ζ − δz0
)
(dzi) ν(dz0)
= g
(〈1, ν〉)ζ−1K
∫
Rm+
m∑
i=1
(((
zi − ζ
)
f
(
(z1, ..., zi−1, zi + ζ, zi+1, ..., zm)
)− zif((z1, ..., zm))
)
ν⊗m,↓(dz)
−→
ζ→0
g
(〈1, ν〉)K
∫
Rm+
m∑
i=1
zi
∂
∂zi
f
(
(z1, ..., zm)
)
ν⊗m,↓(dz)
=: ΩKextra birthF
g,m,f (ν).
Following the same line of argument which lead to (4.29) yields for all ν ∈ Nf (ζN) that
(4.31)
∣∣ΩK,ζextra birthF g,m,f (ν)−ΩKextra birthF g,m,f (ν)∣∣ ≤ 2ζ ·KMmLm.
Step 2.3 (Competition) By (4.23) together with (4.24), for all ν ∈ Nf (R+)
(4.32)
Ωλ,ζcompetitionF
g,m,f (ν)
= g
(〈1, ν〉)ζ−1λ
∫
R+
z0(z0 − ζ)
∫
Rm+
f
(
(z1, ..., zm)
) ((
ν − δz0 + δz0−ζ
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm)) ν(dz0)
= g
(〈1, ν〉)ζ−1λ
∫
R+
z0(z0 − ζ)
∫
Rm+
m∑
i=1
f
(
(z1, ..., zm)
)
ν⊗(m−1),↓(d(z1, ..., zi−1, zi+1, ..., zm))⊗
⊗ (δz0−ζ − δz0)(dzi) ν(dz0)
= g
(〈1, ν〉)ζ−1λ
∫
Rm+
m∑
i=1
(((
zi + ζ
)
zif
(
(z1, ..., zi−1, zi − ζ, zi+1, ..., zm)
)− zif((z1, ..., zm))
)
ν⊗m,↓(dz)
−→
ζ→0
− g(〈1, ν〉)λ
∫
Rm+
m∑
i=1
z2i
∂
∂zi
f
(
(z1, ..., zm)
)
ν⊗m,↓(dz)
=: ΩλcompetitionF
g,m,f (ν).
Following the same line of argument which lead to (4.29) yields for all ν ∈ Nf (ζN) that
(4.33)
∣∣Ωλ,ζcompetitionF g,m,f (ν)−ΩλcompetitionF g,m,f (ν)∣∣ ≤ 2ζ ·KMmLm.
This finishes the proof of Proposition 4.3. 
We collect here what we have proven in the direction of establishing the well-posed martingale
problem stated in Theorem 1.
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Proposition 4.5 (existence of a solution). Let the family {Zζ ; ζ ∈ (0, 1]} be as define as in
Proposition 3.4. Assume additionally that Z is a limit point of {Zζ ; ζ ∈ (0, 1]}. Then Z is a
solution of the (Ω2-level,D(Ω2-level), P )-martingale problem, where P is the law of Z0.
Proof. The fact that Z solves the (Ω2-level,L, P )-martingale problem follows from [EK86, The-
orem 3.6.3]. The stronger claim that Z solves the (Ω2-level,D(Ω2-level), P )-martingale problem
follows from Proposition 4.2. 
5. Uniqueness of the martingale problem
In this section we establish a dual relation for our 2-level branching model. Such a duality
relation will then imply the uniqueness of the martingale problem and thus allow to finish the
proof of Theorem 1.
5.1. Duality relations for the Yule process. Recall our 2-level branching process with cell
division, Z = (Zt)t≥0, from Definition 2.6. Put Wt := 〈1, Zt〉 for t ≥ 0. Then the process
W := (Wt)t≥0 is a pure Markovian jump process on N which jumps from k to k + 1 at the cell
splitting rate r. In the literature W is often referred to as the Yule process.
As a preparation for our duality relation, we present some identities for W in this subsection.
Lemma 5.1 (distribution of the Yule process). For all t ≥ 0 and z ∈ [0, 1],
(5.1) Ew
[
zWt
]
= zwt ,
where (zt)t≥0 is the unique solution of the initial value problem
d
dtzt = −rzt(1− zt) and z0 = z.
In particular, if X(µ) denotes an exponential random variable with mean µ−1, then the fol-
lowing identity holds:
(5.2) Ew
[
zWt
]
= E
[
e−
1−z
z
wX(e−rt)
]
.
Proof. W is a Markov process whose generator ΩYule acts on bounded functions f : N → R as
follows:
(5.3) ΩrYulef(k) = rk
(
f(k + 1)− f(k)).
Fix z ∈ (0, 1] and apply (5.3) to fz(k) := zk. Then
(5.4) ΩrYulefz(k) = rk
(
fz(k + 1)− fz(k)
)
= −rz(1− z)kzk−1 = −rz(1− z) ∂
∂z
fz(k).
This yields the duality relation (5.1). Notice that the initial value problem is solved by
(5.5) zt =
1
1 + (z−1 − 1)ert =
e−rt
(z−1 − 1) + e−rt =
e−rt
1−z
z + e
−rt
= E
[
e−
1−z
z
X(e−rt)
]
,
which gives the claim. 
From here we derive immediately the well-known scaling result:
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Corollary 5.2 (scaling limit of the Yule process). Let W = (Wt)t≥0 be the rate r-Yule process
starting in w ∈ N. Then
(5.6) e−rtWt=⇒
t→∞
Γ(w, 1),
where Γ(w, 1) is a Gamma-distributed random variable with parameters w and 1.
Proof. By the branching property we may assume w.l.o.g. that w = 1. Put Wˆt := e
−rtWt for
t ≥ 0. Then by (5.2) (applied with z = e−λ) for all λ > 0,
(5.7)
E
[
e−λWˆt
]
= E
[
exp
(− 1− e−λe
−rt
e−λe−rt
X(e−rt)
)]
−→
r→∞
E
[
exp
(− λX(1))].
As Laplace transforms are convergence determining, the claim follows. 
Corollary 5.3 (a moment dual). Let W be the Yule process with parameter r > 0 started in
w ∈ N. Then the next moment duality holds for all m ∈ N,
(5.8) Ew[Wt(Wt + 1) · ... · (Wt +m− 1)] = w(w + 1) · ... · (w +m− 1)ermt.
Proof. Consider the dual function
(5.9) Hm,s
(
w, t
)
= w(w + 1) · ... · (w +m− 1)emr(s+t)
Then
(5.10)
ΩrYuleHm,s
(
w, t
)
= rw
(
Hm,s
(
w + 1, t
) −Hm,s(w, t)
)
= rw(w + 1) · ... · (w +m− 1) ((w +m)− w)emr(s+t)
= rmHm,s(w, t),
which implies the Feynman-Kac duality relation:
(5.11) Ew
[
Wt(Wt + 1) · ... · (Wt +m− 1)ermt
]
= Et
[
w(w + 1) · ... · (w +m− 1)erm(t+s)],
or equivalently, the claim in (5.9). 
5.2. The duality relation. In this subsection we state a novel Feynman-Kac duality. It com-
bines ideas from ([HW07, GSWZ15, HP20]) obtained for samples of logistic branching with and
without disasters.
The dual process is a Markov process K := (qt,Mt,Xt)t≥0 with state space (0, 1] ×K where
(5.12) K :=
⋃
m∈N
{m} × Rm+
and with the following dynamics: given the current state (q,m, (x1, ..., xm))
• q follows the ordinary differential equation
(5.13)
d
dt
qt = −rqt(1− qt).
• For all k = 1, ...,m the following jump happens at rate qr:
(5.14)
(
q,m, (x1, ..., xm)
) 7→ (q,m, (x1, ..., xk−1, θxk, xk+1, ..., xm)).
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• For all k = 1, ...,m the following jump happens at rate qr:
(5.15)
(
q,m, (x1, ..., xm)
) 7→ (q,m, (x1, ..., xk−1, (1 − θ)xk, xk+1, ..., xm)).
• For all 1 ≤ k1 6= k2 ≤ m the following jump happens at rate qr:
(5.16)
(
q,m, (x1, ..., xm)
)
7→ (q,m− 1, (x1, ..., xk1−1, θxk1 + (1− θ)xk2 , xk1+1, ..., xk2−1, xk2+1, ..., xm)).
• For all 1 ≤ k1 6= k2 ≤ m the following jump happens at rate qr:
(5.17)
(
q,m, (x1, ..., xm)
)
7→ (q,m− 1, (x1, ..., xk1−1, (1 − θ)xk1 + θxk2, xk1+1, ..., xk2−1, xk2+1, ..., xm)).
• In between two jumps of M , the coordinate processes Xk, k = 1, ...,m, perform inde-
pendent logistic Feller branching diffusion
(5.18) dXk(t) = Xk(t)(K − σXk(t))dt+
√
2λXk(t)dBk(t), t ≥ 0,
where the Bk for k = 1, ...,m denote independent Brownian motions, i.e., the strong
Markov process which generator (Ωlog-Feller,D(Ωlog-Feller)) acts on f ∈ C2(R+) ⊆ D(Ωlog-Feller))
as
(5.19) Ωlog-Fellerf(x) = −Ψ(x)f ′(x) + λxf ′′(x), x ∈ R+
with the branching mechanism Ψ(x) := −Kx+ σx2.
The dynamics that we have just defined can be described by the generator acting on functions
in B(Nf (R+)× (0, 1]×K) that are twice continuously differentiable in the x-variables and once
continuously differentiable in q variable. as follows:
(5.20) Ω∗dual = Ω
r,∗
cell number flow +Ω
(r,θ),∗
disaster +Ω
(λ,K,σ),∗
virus branching
with
(5.21) Ωr,∗cell number flowF (q,m, x) =: −r(1− q)q
∂
∂q
F (q,m, x)
and
(5.22)
Ω
(r,θ),∗
disasterF (q,m, x)
= +qr
m∑
i=1
(
F (q,m, (x1, ..., θxi, ..., xm)) + F (q,m, (x1, ..., (1 − θ)xi, ..., xm))− 2F (q,m, x)
)
+ qr
∑
1≤i<j≤m
(
F (q,m− 1, (x1, ..., xj−1, θxj + (1− θ)xi, xj+1, ..., xi−1, xi+1, ..., xm))− F (q,m, x)
)
+ qr
∑
1≤i<j≤m
(
F (q,m− 1, (x1, ..., xj−1, xj+1, ..., xi−1, θxj + (1− θ)xi, xi+1, ..., xm))− F (q,m, x)
)
,
and
(5.23) Ω
(λ,K,σ),∗
virus branchingF (q,m, x) =
m∑
i=1
(Kxi − σx2i )
∂
∂xj
F (q,m, x) +
m∑
i=1
λxi
∂2
∂x2i
F (q,m, x).
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Consider the dual function F : Nf (R+)× (0, 1] ×K→ R defined by:
(5.24) F
(
ν, (q,m, (x1, ..., xm))
)
= q〈1,ν〉 ·H(ν, (m, (x1, ..., xm)))
with
(5.25) H
(
ν, (m, (x1, ..., xm))
)
=
∫
e−
∑m
k=1 xkzk ν⊗m,↓(dz).
We have the following duality relation:
Theorem 2 (Feynman-Kac duality relation). Let Z be 2-level branching model with cell-division
and logistic virus branching diffusion, and K = (q,M, (X1, ...,XM )) the dual process defined
above. Then for all ν ∈ Nf (R+), m ∈ N, q ∈ (0, 1] and (x1, ...xm) ∈ R+
(5.26)
Eν
[
q〈1,νt〉
∫
e−
∑m
k=1 zkxk Z⊗m,↓t (dz)
]
= E(q,m,(x1,x2,...,xm))
[
er
∫ t
0 qsM
2
s ds q
〈1,ν〉
t
∫
e−
∑Mt
k=1 zkXk(t) ν⊗Mt,↓(dz)
]
.
Proof. We divide the proof in two steps. Recall Ω
(r,θ)
cell split from (2.26). In the first step we
show that this generator is dual to Ωr,∗cell number flow + Ω
(r,θ),∗
disaster plus a potential giving rise to the
Feynman-Kac term. In the second step we show that the generator Ω
(σ,K,λ),∗
virus branching is dual to
Ω
(λ,K,σ),∗
virus branching.
Recall the dual function F : Nf (R+)× (0, 1] ×K→ R from (5.24).
Step 1 We start with the generators which describe the division cell in the forward and the
merging of cells in the backward picture. We here show that
(5.27)
Ω
(r,θ)
cell splitF
(
ν, (q,m, x)
)
= Ωr,∗cell number flowF
(
ν, (q,m, x)
)
+Ω
(r,θ),∗
disasterF
(
ν, (q,m, x)
)
+m2qrF
(
ν, (q,m, x)
)
.
Applying Lemma 4.4(iv) it is clear that
(5.28)(
ν − δz0 + δz0θ + δz0(1−θ)
)⊗m,↓
(d(z1, ..., zm))− ν⊗m,↓(d(z1, ..., zm))
=
m∑
i=1
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ...zm))⊗
(
δz0θ + δz0(1−θ) − δz0
)
(dzi)
+
∑
1≤i 6=j≤m
(
ν − δz0
)⊗(m−2),↓
(d(z1, ..., zi∧j−1, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm)⊗ δz0(1−θ)(dzi)⊗ δz0θ(dzj).
In what follows we write fx(z1, ..., zm) := e
−
∑m
i=1 xizi , and use for i, j ∈ {1, ...,m} with i 6= j
and α ∈ (0, 1] the abbreviations:
(5.29) x(i)α = (x1, ..., xiα, ..., xm)
and
(5.30) x
(i,j)
α,β = (x1, ..., xi∧j−1, xiα+ xjβ, xi∧j+1..., xi∨j−1, xi∨j+1, ..., xm).
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Then
(5.31)
H
(
ν − δz0 + δz0θ + δ(1−θ)z0 , (x,m)
) −H(ν, (m, x))
=
∫
Rm+
fx(z1, ..., zm)
((
ν − δz0 + δz0θ + δz0(1−θ)
)⊗m,↓ − ν⊗m,↓)(d(z1, ..., zm))
=
∫
R
(m−1)
+
m∑
i=1
(
fx(i)
θ
+ fx(i)
(1−θ)
− fx
)
(z1, ..., zi−1, z0, zi+1, ..., zm)
(
ν − δz0
)⊗(m−1),↓
(d(z1, ..., zi−1, zi+1, ...zm))
+
∫
R
(m−2)
+
∑
1≤i 6=j≤m
fx(i,j)1−θ,θ
(z1, ..., zi∧j−1, z0, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm)
(
ν − δz0
)⊗(m−2),↓
(d(z1, ..., zi∧j−1, zi∧j+1, ..., zi∨j−1, zi∨j+1, ..., zm)).
Thus
(5.32)
Ω
(r,θ)
cell splitq
〈1,ν〉H(ν, (m, x))
= r
∫
R+
(
q〈1,ν〉+1H(ν − δz0 + δz0θ + δ(1−θ)z0 , (m, x))− q〈1,ν〉H
(
ν, (m, x)
))
ν(dz0)
= rq〈1,ν〉+1
∫ (
H(ν − δz0 + δz0θ + δ(1−θ)z0 , (x,m))−H
(
ν, (m, x)
))
ν(dz0)
+ r〈1, ν〉
(
q〈1,ν〉+1 − q〈1,ν〉
)
H(ν, (m, x))
= q〈1,ν〉+1Ω
(r,θ)
cell splitH(ν, (m, x)) + Ω
r,∗
cell number flowF
(
ν, (q,m, x)
)
Applying (5.31) implies that
(5.33)
q〈1,ν〉+1Ω
(r,θ)
cell splitH(ν, (m, x))
= qr · q〈1,ν〉
m∑
i=1
H
(
ν, (m, x
(i)
θ )
)
+ qr · q〈1,ν〉
m∑
i=1
H
(
ν, (m, x
(i)
(1−θ))
)
+ qr · q〈1,ν〉
∑
i 6=j∈{1,...,m}
H
(
ν, (m− 1, x(i,j)θ,1−θ)
)− qmr · q〈1,ν〉H(ν, (m, x))
= qr ·
m∑
i=1
(
F
(
ν, (q,m, x
(i)
θ )
)
+ F
(
ν, (q,m, x
(i)
(1−θ))
)− 2F (ν, (q,m, x)))
+ qr ·
∑
i 6=j∈{1,...,m}
(
F
(
ν, (q,m− 1, x(i,j)θ,1−θ)
)− F (ν, (q,m− 1, x)))+ qm2rF (ν, (q,m, x))
= Ω
(r,θ),∗
disasterF
(
ν, (q,m, x)
)
+ qm2rF
(
ν, (q,m, x)
)
,
which proves (5.27).
Step 2 We show here that
(5.34) Ω
(σ,K,λ)
virus branchingF
(
ν, (q,m, x)
)
= Ω
(λ,K,σ),∗
virus branchingF
(
ν, (q,m, x)
)
.
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To see this, note that
(5.35)
Ωσ,K,λvirus branchingF
(
ν, (q,m, x)
)
= q〈1,ν〉
∫
Rm+
m∑
i=1
(
zi(K − λzi) ∂∂zi fx
(
(z1, ..., zm)
)
+ σzi
∂2
∂zi2
fx
(
(z1, ..., zm)
))
ν⊗m,↓(dz)
= q〈1,ν〉
∫
Rm+
m∑
i=1
(
− zi(K − λzi)xifx
(
(z1, ..., zm)
)
+ σzix
2
i fx
(
(z1, ..., zm)
))
ν⊗m,↓(dz)
= q〈1,ν〉
∫
Rm+
m∑
i=1
((
xiK
∂
∂xi
+ λ
∂
∂(xi)2
)
fx
(
(z1, ..., zm)
)− σx2i ∂∂xi fx
(
(z1, ..., zm)
))
ν⊗m,↓(dz)
= Ω
(λ,K,σ),∗
virus branchingF
(
ν, (q,m, x)
)
,
which proves (5.34). 
We close this subsection by finishing the proof of Theorem 1.
Proof of Theorem 1. We have already seen that our family {Zζ ; ζ > 0} is tight and that every
limit process satisfies the martingale problem considered in the statement of Theorem 1. It
remains to show uniqueness. For that we use the duality relation stated in Theorem 2 together
with the fact that the family K if duality functions is convergence determining (compare with
Remark 4.1). Moreover, the uniqueness implies the convergence of Zζ as ζ → 0 to the unique
solution of the martingale problem follows. 
6. Proof on the long term behavior
In this section we apply our duality relation to prove Proposition 2.7.
Proof of Proposition 2.7. Consider ν ∈ Nf (R+) with 〈1, ν〉 = 1. Apply (5.26) with q = 1 and
m = 1. Then
(6.1) Eν
[ ∫
R+
e−zx Zt(dz)
]
= ert
∫
R+
Ex
[
e−zX(t)
]
ν(dz).
If we put Zˆt := e
−rtZt, then
(6.2) Eν
[ ∫
R+
e−zx Zˆt(dz)
]
=
∫
R+
Ex
[
e−zX(t)
]
ν(dz)−→
t→∞
1 =
∫
R+
e−z·x E
[
µ(dz)
]
for a random measure µ ∈ Mf (R+) with µ((0,∞)) = 0, almost surely, and 〈1, µ〉 is exponentially
distributed with mean 1. Thus the claim follows. 
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