Abstract. Features play a very important role in the task of pattern classification. Consequently, the selection of suitable features is necessary as most of the raw data might be redundant or irrelevant to the recognition of patterns. In some cases, the classifier cannot perform well because of the large number of redundant features. This work presents a novel evolving feature selection algorithms taking the advantages of conditional dependency to improve the predictive accuracy. Bayes Conditional dependency approach is used to discover dependency information among features. Different features play different roles in classifying datasets. Unwanted features will result in error information during classification which will reduce classification precision. The proposed feature selection can remove these distractions to improve classification performance. As shown in the experimental results, after feature selection using the proposed method to control false discovery rate, the classification performance of Decision Tree and Naïve Bayesian classifiers were significantly improved.
INTRODUCTION
Feature selection is one of the important and frequently used techniques in data pre-processing for data mining. It reduces the number of features, removes irrelevant, redundant, or noisy data, and brings the immediate effects for applications, speeding up a data mining algorithms and improving the mining performance. Selecting the right set of features for classification is one of the most important problems in designing a good classifier (Jiawei Han and Micheline Kamber, 2006) . Very often we don't know a-priori what the relevant features are for a particular classification tasks. One popular approach to address this issue is to collect as many features as we can prior to the learning and data-modeling phase. However, irrelevant or correlated features, if present, may degrade the performance of the classifier.
In the emerging area of data mining applications, users of data mining tools are faced with the problem of datasets that are comprised of large number of features and instances. Such kinds of datasets are not easy to handle for mining. The mining process can be made easier to perform by focusing on a set of relevant features while ignoring the other ones.
In general, feature selection techniques can be split into two categories -filter methods (Cover, 1977) and wrapper methods (Kohavi and John, 1998) . Wrapper methods generally result in better performance than filter methods because the feature selection process is optimized for the classification algorithm to be used. However, they are generally far too expensive to be used if the number of features is large because each feature set considered must be evaluated with the trained classifier. Filter methods are much faster than wrapper methods and therefore are better suited to high dimensional data sets. Diverse feature ranking and feature selection techniques have been proposed in the machine learning literature, Such as: Correlation-based feature selection, Principal Component Analysis, Information Gain attribute evaluation, Gain Ratio attribute evaluation, ChiSquare feature evaluation (Hall and Smith, 1998) and Support Vector Machine feature elimination (Guyon, Weston, Barnhill and Vapnik, 2002) . Some of these methods does not perform feature selection but only feature ranking, they are usually combined with another method when one needs to find out the appropriate number of features. Forward selection, backward elimination, bi-directional search, best-first search (Witten and Frank, 2005) , genetic search (Goldberg, 1989) , and other methods are often used on this task. The most often used criteria for feature selection is information theoretic based such as the shannon entropy measure I for a dataset. The main drawback of the entropy measure is its sensitivity to the number of attribute values (White and Lui, 1994) . Therefore C4.5 uses gain ratio. However, this measure suffers the drawback that it may choose attributes with very low information content (Lopez de Mantaras, 1991) .
Feature selection, as a data preprocessing strategy, has been proven to be effective and efficient in preparing high-dimensional data for data mining and machine learning problems. The objectives of feature selection include: building simpler and more comprehensible models, improving data mining performance, and preparing clean, understandable data. Feature selection is used to remove irrelevant and redundant features from original dataset for the purpose of improving detection performance of induced model. Feature selection aims to reduce the number of initial features, increase the accuracy of the supervised classifiers and reduce the time taken to build the data mining model. This work presents a novel feature selection framework which measures the conditional dependency between attribute pairs for the purpose of determining most relevant features for effective data classification. Firstly the dependency of all pairs of attributes in deciding the value of the class attribute was calculated. The dependency of two attributes is measured by the conditional probabilities of the class attribute given the values of the attributes. Overall objective of this work is to improve the detection performance of supervised learning model such that prediction of the class variable is improved over that of the original data with initial attribute set and also reduces the computational time.
In this paper, we present our study on features subset selection and classification with the DT's and NB algorithm. In Section 2, we briefly describe the Feature selection methods for data classification. The Proposed approach is described in Section 3. In Section 4, we describe our results. The conclusion is given in Section 5.
FEATURE SELECTION METHODS FOR DATA CLASSIFICATION
With respect to different selection strategies, feature selection methods can be categorized as wrapper, filter and embedded methods. Wrapper methods rely on the predictive performance of a predefined learning algorithm to evaluate the quality of selected features. Given a specific learning algorithm, a typical wrapper method performs two steps: (1) Searches for a subset of features (2) Evaluate selected features. It repeats (1) and (2) until some stopping criteria are satisfied or the desired learning performance is obtained. The workflow of wrapper methods is shown in table. It can be observed that the feature set search component first generates a subset of features, then the learning algorithm acts as a black box to evaluate the quality of these features based on the learning performance. The whole process works iteratively until the highest learning performance is achieved. The feature subset that gives the highest learning performance is output as the selected features. Unfortunately, a known issue of wrapper methods is that the search space for d features is 2d, which makes the exhaustive search impractical when d is large. Therefore, many different search strategies such as sequential search (Guyon and Elisseeff, 2003) , hill-climbing search, best-first search (Kohavi and John, 1997) , branchand-bound search (Narendra and Fukunaga, 1977) , genetic algorithms (Golberg, 1989) are proposed to yield a local optimum learning performance. However, the search space is still extremely large for high dimensional datasets. As a result, wrapper methods are seldom used in practice.
Filter methods are independent of any learning algorithms. They rely on certain characteristics of data to assess the importance of features. Filter methods are typically more efficient than wrapper methods. However, due to the lack of a specific learning algorithm guiding the feature selection phase, the selected features may not be optimal for the target learning algorithms. A typical filter method consists of two steps. In the first step, feature importance is ranked by a feature score according to some feature evaluation criteria. The feature importance evaluation process can be either uni-variate or multi-variate. In the uni-variate scheme, each feature is ranked individually regardless of other features, while the multi-variate scheme ranks multiple features in a batch way. In the second step of a typical filter method, low ranking features are filtered out and the remaining features are selected. In the past decades, many different evaluation criteria for filter methods have been proposed. Some representative criteria include feature discriminative ability to separate samples (Kira and Rendell, 1992b; Robnik-Sikonja and Kononenko, 2003) , feature correlation (Guyon and Elisseeff, 2003) , Filter methods select features that are independent of any learning algorithms, therefore they are computational efficient. However, they fail to consider the bias of the learning algorithms, and the selected features may not be optimal for the learning tasks. On the contrast, wrapper methods evaluate the importance of features by the given learning algorithms iteratively and can obtain better predictive accuracy for that specific feature selection method. A data perspective learning algorithm. However, due to the exponential search space, it is computational intractable in many applications when the feature dimension is high. Embedded methods provide a trade-off solution between filter and wrapper methods which embed the feature selection with the model learning, thus they inherit the merits of wrapper and filter methods. (1) They include the interactions with the learning algorithm. (2) They are far more efficient than the wrapper methods since they do not need to evaluate feature sets iteratively. The most widely used embedded methods are the regularization models which targets to fit a learning model by minimizing the fitting errors and forcing the feature coefficients to be small (or exact zero) simultaneously. Afterwards, both the regularization model and selected feature sets are output as results.
PROPOSED APPROACH
Feature selection is the process of removing features from the dataset that are irrelevant with respect to the task that is to be performed. Feature selection can be extremely useful in reducing the dimensionality of the data to be processed by the classifier, reducing execution time and improving predictive accuracy. Performance of classification algorithm is greatly affected by the presence of noisy information like both irrelevant and redundant features which will automatically degrade the performance of any supervised classifier. This work presents a novel algorithm for feature selection. Conditional dependency approach is used to discover dependency information among features. The basic idea of the algorithm is to test the dependency of all pairs of attributes in deciding the value of the class attribute. The dependency of two attributes is measured by the conditional probabilities of the class attribute given the values of the attributes. The objective is to improve the classification accuracy such that prediction of the class variable is improved over that of the original data with initial attribute set and also reduces the computational time.
We are concerned with the problem of feature selection. The main idea provided is to find out the dependent features and remove the redundant ones among them. The technology to obtain the dependency needed is based on conditional dependency approach. The purpose of the proposed method is to reduce the computational complexity and increase the classification accuracy of the selected feature subsets. The dependence between two attributes is determined based on the probabilities of their joint values that contribute to positive and negative classification decisions. If there is an opposing set of attribute values that do not lead to opposing classification decisions, then the two attributes are considered independent, otherwise dependent. One of them can be removed and thus the number of attributes is reduced. A new feature selection method using conditional dependency is implemented and evaluated through extensive experiments, comparing with traditional feature selection algorithms over fifteen datasets from UCI machine learning repository databases.
The main steps of the proposed algorithm are given below.
Let A = {a 1, a 2, a 3, ...a n } be the initial set of attributes and a 1 = {a 11 ,a 12 ..a 1n } ... a n = {a n1 , a n2 ...a nn }; Group attributes in set A into an attribute set of pairs. The proposed algorithm is enumerated as follows. P (sunny, hot/no) = 4/4 = 1.0000 P (over, mild/yes) = 1/6 = 0.1667 P (over, cool/yes) = 1/6 = 0.1667 P (rainy, cool/yes) = 4/6 = 0.6667 P (yes) = 6/10=0.6 P (no) = 4/10=0.4 P (X i ,X j / yes) = 0.1667*0.1667*0.6667=0.0185 P (yes / X i ,X j ) = P (Xi,Xj / yes) *P (yes) = 0.0185*0.6=0.0111 P (X i ,X j / no) = 1.000 P (no / X i ,X j ) = P (Xi,Xj / no) *P(no) = 1.000*0.4=0.4000 P(C / X i ,X j ) = P (yes / Xi,Xj) + P(no / Xi,Xj)= 0.0111 +0.4000=0.4111
For the attribute pair (Outlook, Humidity) the dependency is calculated as follows: P (sunny, high/no) = 3/4 = 0.750 P (sunny, normal/no) = 1/4 = 0.250 P (over, high/yes) = 1/6 = 0.167 P (over, normal/yes) = 1/6 = 0.167 P (rainy, high/yes) = 1/6 = 0.167 P (rainy, normal/yes) = 3/6= 0.500 P (yes) = 6/10 = 0.6 P (no) = 4/10 = 0.4 P (X i , X j / yes) = 0.167*0.167*0.167*0.500 = 0.0023 P (yes / X i , X j ) = P (Xi,Xj / yes) *P(yes) = 0.0023*0.6 = 0.0013 P (X i, X j / no) = 0.750*0.250 = 0.1875 P (no / X i , X j ) = P (Xi,Xj / no) *P(no) = 0.1875*0.4 = 0.075 P(C / X i , X j ) = P (yes/Xi,Xj) + P(no/Xi,Xj)= 0.0013+0.0750 = 0.0763
Similarly,
For the pair (Outlook, Windy) P(C / X i , X j ) = 0.0139
For the pair (Temperature, Humidity) P(C / X i , X j ) = 0.0026
For the pair (Temperature, Windy) P(C / X i , X j ) = 0.0034
For the pair (Humidity, Windy) P(C / X i , X j ) = 0.0291
From the above observation, we found that there exists a dependency between the attribute Outlook and Temperature. Any one attribute is removed based on the conditional dependency value.
EXPERIMENTAL RESULTS AND DISCUSSION
The proposed feature selection is applied to many datasets, and the performance evaluation is done using a software package called WEKA. We presented the performance evaluation on fifteen dataset such as Contact lens, Shuttle landing, DNA promoter, TicTocToe, Parity, Nursery, Adult, Chess, Monk, Weather, Splice, Spect heart, King-Rook vs King-Pawn, Car-evaluation and Balloon. All these datasets are recommended by UCI repository databases. A summary of dataset is presented in Table 2 .
For each dataset, we run seven feature selection methods such as Conditional dependency, CFS subset evaluation, Chi-square attribute evaluation, Gain ratio, Information gain, One attribute evaluation and Symmetrical uncertainty attribute evaluation respectively and record the running time and the number of selected features for each algorithm. We then apply ID3, C4.5 and NB on the original dataset (See Table 3 ) as well as each newly obtained dataset containing only the selected features from each algorithm (See Table 4 and 8) and recorded the overall accuracy using 10 fold cross-validation (See Table 5 -8) . A new feature selection algorithm using is implemented and evaluated through extensive experiments comparing with related feature selection algorithms. Our findings can be summarized as follows:
(i) We have implemented a new feature selector using conditional dependency and found that it performs better than the popular and computationally more expensive traditional algorithms by improving the performance of classifiers such as NB, C4.5 and ID3.
(ii) Improved NB classifier performance from 83.93 to 86.00 %, where 83.93 indicates the performance using Information gain.
(iii) Improved C4.5 classifier performance from 79.36 to 82.17 %, where 79.36 indicates the performance using Information gain. 
