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to optimality condltmns and duahty results is also considered (~) 2005 Elsevier Ltd. All rights 
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1. INTRODUCTION 
In recent years, many generalizations of convexity have appeared in the literature aiming to 
optimality conditions and duality theory. One of such generalizations is r-convexity introduced 
by Avriel [1] and Martos [2]. r-convex functions include the class of convex functions, whereas 
they themselves, as a class of functions, are contained in the class of quasi-convex functions. 
In 1977, Zang, Choo and Avriel [3] studied functions whose stationary points are global minima 
and applied their results to mathematical programming. 
A few years later, invex functions in problems of mathematical programming were introduced 
by Hanson [4]. He considered ifferentiable functions f • R ~ ~ R for which there exists vector- 
valued function ~ : R ~ × R ~ ~ R ~ such that, for all x, u C R ~, the inequality 
f (x)  - f(u) >_ [r/(x, u)] T V f(u) (1) 
holds. Hanson proved that  if, in a mathemat ica l  programming prob lem wi th  inequal i ty con- 
straints, instead of the convexity assumption,  the object ive funct ion and each of the constraints 
funct ion involved satisfy inequal i ty (1) with respect o the same funct ion r/, then the Kuhn-~lcker  
condit ions (being necessary condit ions for opt imal i ty)  are also sufficient condit ions for opt imal-  
ity. Hanson's  work inspired others to further invest igat ions concerning invexity Craven [5] was 
0898-1221/05/$ - see front matter (~) 2005 Elsevmr Ltd All rights reserved Typeset by .A.A4-%TEX 
do1 10 1016/j camwa.2005.01 024 
552 T ANTCZAK 
the first to introduce the term "mvariant convex". Craven and Glover [6], and also Ben Israel 
and Mond [7] and Martin [8], showed that the class of invex functions is equal to the class of 
functions whose stationary points are points of global minima. Of course, differentiable convex 
functions are invex. In a more general case, Ben Israel and Mond [7] considered functions (not 
necessarily differentiable) for which there exists a vector function 7 : Rn × R'~ ~ Rn such that, 
for all x, u E R n, the inequality 
f (u + A7(x, u)) <_ Af (x)  + (1 - A)f(u) (2) 
holds. Moreover, they found that differentiable functions atisfying (2) satisfy (1), too. On the 
basis of these observations, they named the class of functions atisfying condition (2) preinvex 
functions with respect o 7. 
In the later period many different modifications of definitions (1) and (2) were introduced (see, 
for example, [5,9-13]). 
In Section 3, using some inequalities with a weighted r-mean we introduce a new class of 
nonconvex (not necessarily differentiable) functions, being a modification and, at the same time, 
containing the class of preinvex functions with respect to 7. These functions are called r-preinvex 
functions with respect o 7. In the case when a function is differentiable, their analogues are 
r-mvex functions with respect o 7, defined in Section 5 (similarly as invex functions with respect 
to 7 are analogues of preinvex functions with respect o 7 in the case of differentiability func- 
tion). Premvex functions and invex ones are, respectively, extensions of convex functions and 
differentiable convex ones, and thus, analogously, r-preinvex functions and r-invex functions are 
extensions of some modifications of convex functions: respectively, of the so-called r-convex (not 
necessarily differentiable) functions and differentiable r-convex functions [1,2]. 
The main purpose of this paper is to apply r-preinvexity and r-invexity concepts to develop 
optimality conditions and duality theory. 
In Section 4, we present an application of the concept r-preinvexity to obtain some optimality 
results for a nonlinear optimization problem with inequality constraints. 
In Section 6, a minimization problem with differentiable scalar valued objective and inequality 
constraints i introduced and the sufficiency of Kuhn-Tucker conditions are established. 
Treatment of Wolfe dual for the minimization problem considered in Section 6 is presented 
in Section 7. We establish a number of Wolfe duality results under r-invexity assumption of 
Lagrangian function. 
Continuing the considerations concerning necessary and sufficient conditions for optimality in 
the primal problem and in the dual one, the so-called alternative approach is used to this kind 
of problem [8]. In this way, the conditions of the r-invexity with respect o 7 of another type 
are formulated. One of them turns out to be necessary and sufficient condition in (Wolfe) weak 
duality theorem, and the presence of the other makes the Kuhn-Tucker conditions be necessary 
and, at the same time, sufficient conditions for optimality m the primal problem (P). 
2. DEF IN IT IONS AND PROPOSIT IONS 
We shall recall a few fundamental definitions and properties characterizing invex and preinvex 
functions with respect to 77, that is, the definition of an invex set with respect to 71, the definitions 
of generalized invex functions with respect o 7, i.e., the definition of an pseudoinvex function 
and that of an quasi-invex function with respect o 7, which will be made use of in the further 
part of the paper. 
DEFINITION 1. (See [7].) Let S be a nonempty subset of R '~, 7 : S x S ~ R n, and let u be an 
arbitrary point of S. Then the set S is said to be invex at u with respect o 7, if for each x E S 
u÷A7(x ,u )  eS ,  VA e [0,1]. 
S is said to be an invex set with respect o 7 if S Is mvex at each u E S with respect o the same 
function 7 
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DEFINITION 2. [lf x E R n is a point such that Vf(x) = O, then x is called a stationary point of 
the function f .  
THEOREM 3. (See [7].) Let a [unction f : R n -~ R be differentiable on R n. The function f is 
invex on i f  and only i f  each of  its stationary points is a global minimum. 
THEOREM 4. Let f .  R ~ ~ R be a preinvex function with respect to 77 : Rn x R '~ ~ R ~ on R '~ 
I f  f is differentiable, then it is also mvex with respect o the same function 7 on R n. 
DEFINITION 5. We say that f : R ~ ~ R is pseudoinvex with respect o 7 on R n i f  there exists a 
[unction 7 : R ~ x R ~ ~ R ~ such that, for all x, u ~ R ~, the following relation holds: 
[7(x,u)] T Vf(u) _> 0 ~ f (x )  >_ f (u)  (3) 
DEFINITION 6. We say that f : R n --~ R is quasl-mvex with respect to 7 on R "~ ff  there exists a 
function 7 : Rn x R '~ --~ R ~ such that, for a1i x, u E R "~, the following relation holds: 
f (x )  ~ f (u)  ~ [7(x,u)] T Vf (u)  ~ O. (4) 
3. THE CLASS OF  r -PRE INVEX FUNCTIONS 
In this section, we introduce a new class of nonconvex functions to optimization theory, named 
r-preinvex functions with respect o 7, which comprises the class of preinvex functions with 
respect o ~ and, consequently, is their extensions, whereas r-preinvex functions with respect 
to 7 are extensions of r-convex functions (similarly as preinvex functions are generalizations of
convex functions). Moreover, we define a generalized class of r-preinvex functions with respect 
to 7, namely, the class of r-prepseudoinvex functions with respect o 7- 
Before introducing the definition of an r-preinvex function with respect o 7/, we recall the 
definition of a weighted r-mean (r is a real number) for a sequence of positive numbers [14], 
useful in further considerations. 
DEFINITION 7. (See [14] ) Let a E R m, q E R 'n be vectors whose coordinates are podtive 
and nonnegative numbers, respectively, and let r be any finite real numbers. I f  we assume that 
~,m I q, a weighted r-mean is defined by the formula 
Mr (a ;q ) :=M~(a l  . . . . .  am;q)= ~- lq~a[ ) '  m 
', 
[or r # 0, 
for r = O. 
DEFINITION 8. Let S be a nonempty invex subset of R '~. A function f : S --* R is called 
r -premvex at u E S on S with respect o 7 i f  there exists a vector-valued function ~ : S x S -* R n 
such that, for any x c R ~, and ql >- O, q2 >_ O, ql + q2 = 1, the following inequality is satisfied: 
f (qxU -[-q2(7(X,U)-~-U))~_~ log {Mr (e f(u), el(x); q)}, (5) 
I f  inequality (5) Is satisfied at any point u E S with respect o the same function 7, then f is said 
to be r-preinvex with respect to ~ on S 
Making use of the definition of a weighted r-mean, we may write down the above inequality as 
f (qlu + q2 (7(x, u) + u) ) <_ { log (qlerf(u) -~ q2erf(x)) X/r , if re0 ,  
ql f (u)  + q2f(x),  if r -- 0. 
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If we adopt q2 = A (the fact that ql + q2 = 1 implies that ql = 1 - A for any A E [0, 1]), then 
the defimtion of an r-preinvex function with respect o r/is expressed in the form 
< { log (~erS/~ + (1 - ~)erSI~>) 1/~ , if r # O, 
f (u + AT(x,u)) 
- Af(x)  + (1 - A)f(u), if r = 0, (6) 
which, of course, is satisfied for all x, u E R n, and any A E [0, 1]. 
REMARK 9. In order to define an analogous class of (strictly) r-incave functions with respect 
to 7, the &rection of the inequality in the definitions of these functions hould be changed to the 
opposite one. 
REMARK 10. By taking ~(x, u) = x - u in the definition of an r-preinvex (r-preincave) function 
with respect o 7, we obtain a definition of a (not necessarily differentiable) r-convex (r-concave) 
function [1,2]. 
DEFINITION 1 1. An r-preinvex (r-preincave) functlon with respect to ~ is called 
• presuperinvex (presubincave) with respect to ~ if r < O, 
• presubinvex (presuperincave) with respect to ~? l f r  > O. 
In the case when r = O, instead of the denomination "a O-preinvex function with respect to 7" 
("a O-premcave function with respect to ~") we shall use a shorter form, nameIy, we shall say 
that a function is preinvex with respect o 7] (preincave with respect to ~l). 
Now, we give the following definitions. 
DEFINITION 12. We say that a function f : S --+ R defined on an invex set S C R n with respect 
to ~ is strictly r-preinvex (strictly r-preincave) with respect o ~ at u C S on S if inequalities (6) 
are sharp and they hold for all x ¢ u and any A E (0, 1). 
I f  inequahties (6) are satisfied at any point u E S, then f is said to be strictly (p,r)-preinvex 
(strictly (p, r)-preincave) with respect o 7 on S. 
DEFINITION 13. Let S C R n be an invex set with respect o ~). We say that a function f : S --* R 
is weakly r-invex (weakly r-incave) with respect o 7 at u C S on S if the respective inequality (6) 
holds for some ~ E (0, 1). 
Now, we give an example of r-preinvex function (r ~ 0) with respect o some function ~ which 
it is not preinvex with respect o the same function ~. Thus, we show that the class of r-preinvex 
functions with respect o ~ is wider than the class of preinvex function with respect o the same 
function 7. 
EXAMPLE 14. We consider a nondifferentiable function f : R --* R defined by 
2 log( i -x ) ,  i fx  < O, 
f (x )  = 0, if x _> 0. 
It is a concave function in its domain, and hence, by Remark 10, it is 0-concave. It is not difficult 
to show, by Definition 8, that f is 1/2-preinvex with respect o the function 
x -u ,  i f xu>0,  
~(x,u) = 
u, if xu < O. 
But f is not preinvex function with respect o the same function ~ on R, for example, for u -- -1 ,  
x=2,  A = 0,5. 
In order to characterize the class of r-preinvex functions with respect to 7, we give a few 
theorems illustrating some basic properties of this class of functions. Since the proofs of these 
theorems are obvious, therefore, they have been omitted in the paper. 
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THEOREM 15. The foflowing propositions are true. 
(a) Let be an r-preinvex (r-preincave) function with respect to ~ on R n, and a any real 
number. Then the functlon f q- a is r-preinvex (r-preincave) with respect o r 1 on R ~. 
(b) Let be an r-preinvex (r-premcave) function with respect to ?7 on R n, and k any positive 
real number. Then the function k f is r /k-preinvex (r/k-preincave) with respect to 77 
on R n. 
(c) Let f and g be r-preinvex (r-preincave) with respect to ?7 on R n, and ce I and a2 any 
positive real numbers. Then the function defined by 
f log (c~xe "f(~) + ~2erg(~)) x/r , i f r  ¢~ 0, 0(x) 
t a~f(~) + ~g(~) ,  Jfr = 0, 
is r-preinvex (r-preineave) with respect o ~7 on R n 
(d) A function f : R ~ --~ R is r-preinvex wlth respect o ?7 if and only if - f  is (-r)-preincave 
with respect to 77. 
(e) Let g : R n --~ R be a function defined by g(x) := ( l / r )  log(x), where f is a function with 
positive rea] values, defined on R ~ and r is a real number not equal to O. Then, f is 
preinvex (preincave) with respect to r 7 on R ~ if and only if g is r-preinvex with respect 
to ~ on R ~ when r > 0 and r-preineave with respect to ~ on R ~ when r < 0 (r-preincave 
with respect o ~1 on R ~ when r > 0 and r-preinvex with respect o ~ on R ~ when r < 0). 
(f) Let f be a function with real values, defined on R r~, and g a function defined by g(x) := 
e rf(z), where r is any reM number. Then f is r-preinvex (r-preincave) with respect to ?7 
on R n if and only Jf g is r-preinvex (r-preincave) when r > O, and r-preincave (r-preinvex) 
when r < O. 
The next theorem concerns the relationships between the classes of r-preinvex (r-preincave) 
functions with respect o ?7 and of s-preinvex (s-preincave) functions with respect o the same 
function ?7, that is, the relationships between the classes of r-preinvex (r-preincave) functions 
with different values of the exponent r. To prove it, we recall some useful emma concerning the 
well-known relation between weighted means of an arbitrary sequence of nonnegative numbers of 
different orders [14]. 
LEMMA 16. I fa l  . . . . .  am = ao, then Mr(a; q) = Mr(a1, . . . ,  a,~; q) = ao. Otherwise, Mr(a; q) 
is a strictly increasing function of the variable r, that is, for -oo  < r < s <_ oo, the inequality 
Mr(a;q) < Ms(a;q) 
holds for all weight values q -- (ql,.--, qm). 
THEOREM 17. Let f : R n --~ R be an r-preinvex (r-preincave) function with respect o ?7 on R ~ 
Then f is (strictly) s-preinvex (s-preincave) with respect o ?7 on R "~ for any s > r (s < r). 
PROOF. Follows from Definition 8 and Lemma 16. | 
A characteristic property of the class of preinvex functions is the fact that each local minimum 
of a function belonging to this class is its global minimum [7]. We also prove the same result in 
the case of r-preinvex function 
THEOREM 18. Let f : R n --~ R be a r-preinvex function with respect to 71. Then each local 
minimum of the function f is its global minimum 
PROOF. Assume that f attains its local minimum at a point u 6 R n. We proceed by contradic- 
tion. Suppose that u is not a global minimum of the function f on R n, i.e., there exists a point x 
such that f (x )  < f (u) .  Let f be r-preinvex with respect o r/on R" with r > 0 (the proof in the 
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case when r < 0 is analogous; only the directions of some inequalities hould be changed to the 
opposite ones). Then, by Definition 8, for all x, u c R ~, and any ), E [0, 1], we have 
f (u + A~(x, u)) < i log (Ae rf(x) ÷ (1 - A)erf(u)~ . /  
r 
Multiplying both sides of the above inequality by r and since the exponential function is increas- 
ing, we get that the inequality 
e rf(u+A'7(x'u)) < (1 - A)e rf(u) + Ae rf(a:) 
holds for any ~ c [0, 1] Hence, and by f (x )  < f(u), the relation 
e ":(~+:''~(:~'~)) -e '~f(~ <_ ~ (::(~)- e "f:~)) < 0 
holds for any A E [0, 1]. Thus, we get the inequality 
f (u + A~(x, u)) < f(x), 
which, for sufficiently A close to zero, contradicts the definition of a local minimum of f at u. 
The proof in the case when r = 0 can be found in [7]. I 
A pseudoinvex function is some generalization of a pseudoconvex differentiable function. Now, 
we introduce an analogous generalization i the case of (not necessarily differentiable) r-preinvex 
functions with respect o ~, that is, we give a definition of a r-prepseudoinvex function with 
respect o T/. 
DEFINITION 19. We say that a function f : R "~ -+ R is r-prepseudoinvex with respect o ~ on R "~ 
if  there exist a function ~ : R n x R ~ --+ R ~ and a function ~ : R n x R n -+ R with strictly positive 
values, such that, for all x, u C R ~, and any A C [0, 1], the following relation is satisfied: 
f (x )  < f (u  + < log + _ , 
i f r  7 ~ 0 A e rI(~) -t- ,~(A -- 1)vg(x, u) > 0, 
: (x )  < S(u) ~ f (u  ÷ A~(x, u)) <_ S(u) ÷ A(A - 1)~)(x, u), i f r  = O. 
By means of two theorems below, we show that the class of r-preinvex functions with respect 
to ~ is equal to the class of r-prepseudoinvex function, but not necessarily with respect o the 
same function 77. 
THEOREM 20. I£ f : R n ~ R is r-preinvex with respect o ~] on R ~, then f is r-prepseudoinvex 
on R ~ with respect o the same function 
PROOF. We consider only the case when r > 0; in other cases the proof is analogous. Assume that 
f is r-premvex with respect to ~ on R ~, and that f (x )  < f (u) .  By assumption, f is r-preinvex with 
respect o ~ on R ~. Taking account of this assumption together with the inequality f (x )  < f (u) ,  
we obtain 
If we put O(x, u) = e T:(~) -e  r:(x), then we get 
\ l / r  
f (u  + A~/(x, u)) < log (e r:(~) + h(A - 1)79(x, u))  . 
By definition of the function O(x,u) together with the assumption f (x )  < f (u) ,  it follows that 
O(x,u) > 0 for M1 x ,u  e R ~. Besides, for a l lx ,  u E R n and any A E [0,1], the relation 
e ~:(~) + >,(A - 1)O(x, u) > 0 is satisfied. Consequently, by Definition 19, we conclude that f is 
r-prepseudoinvex with respect o the same function ~ on R ~. I 
Before we prove the converse relation we give the following proposition. 
r-Premvexity and r-Invexity 557 
PROPOSITION 21. Let f : R '~ ~ R be a r-prepseudoinvex function with respect o ~. Then each 
local min imum of the function f is its global minimum. 
PROOF. We proceed by contradiction. Suppose that • is a local minimum of f,  which is not its 
global minimum. Hence, there exists a point ~ such that f(~) < f(2). We consider only the ease 
when f is r-prepseudoinvex with respect o ~ on R n with r > 0 (the proof in the case when r < 0 
is analogous; only the directions of some inequalities hould be changed to the opposite ones). 
Then, by Definition 19, for any A E [0, 1], 
\ 1/r 
+ _< log (e + - , (7) 
By definition, ~(~,~) > 0. Then A(A-  1)~9(~,~) < 0 for any A E (0.1). Hence and since the 
logarithm function is an increasing function, it follows that 
10g (e ~f(~) -~- /~(/~- 1)Z9 (X, ffT))1/r < log (err(x)) 1/r--~ f(x). (s) 
Then, by (7) and (8), we obtain the inequality 
f (~ + A~(~, ~)) < f(~), 
which, for sufficiently A close to zero, is a contradiction to the definition of the local minimum of 
the function f at the point u. 
The proof in the case when r = 0 is similar and will be omitted. | 
THEOREM 22. I f  f : R n --~ R is r-prepseudoinvex with respect to q7 on R ~, then f is r-preinvex 
on R ~ but not necessarily with respect o the same function ~. 
PROOF. Follows from Proposition 21 and Theorem 18. | 
In the following example, we show that the class of r-prepseudoinvex functions with respect 
to y is wider than the class of r-preinvex function with respect o the same function U. 
EXAMPLE 23. We consider a nondifferentiable function f : R -~ R defined by 
j" -2x,  if x<0,  
f(x) I. -x ,  if x _> 0. 
If we set 
1 
~(x ,u )=e ~ and 0(x ,u )=~e , 
then, by Definition 19, f is 0-prepseudoinvex with respect o ~ on R. It is not difficult to show by 
Definition 8 that f is not r-preinvex with respect o the same function 7/for any real number . 
4. r -PRE INVEXITY  AND OPT IMAL ITY  
Consider the nonlinear mathematical programming problem 
f (x )  ~ min, 
(P) 
g,(x) < 0, i = 1 , . . . ,m,  
where X is a nonempty subset of R ~, and f,g~ • X ~ R, z = 1 . . . .  ,m, are not necessarily 
differentiable functions on X. 
Let 
D := {x e X .  g~(x) _< 0, ~ = 1, . . . , ,~} 
denote the set of all feasible solutions for (P). 
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DEFINITION 24. We say that 2 Is an optimal solution or a minimum solution of (P) if 2 C D 
and f(2) = min~D f (x )  
PROPOSITION 25. The set of all feasible solutions D is mvex with respect o ~ at each of its 
points at which g is r-preinvex with respect to ~. 
PROOF. We consider only the case when r ¢ 0. Let x, u be any feasible solutions in (P), that 
is, x, u E D. Then 
g(x) ~ O and g(u) ~ O. (9) 
Since g is r-preinvex with respect o ~ on D and x, u C D, then by Definition 8, the inequality (6) 
is satisfied. Hence, by (9), the inequality 
1/r 
g(u + ~(x, u)) < log (~:~(x~ + (1 - ~):~(~) _ < log (A + (1 - A)) :/~ _< 0 
holds for all A E [0, 1]. Thus, u + AT(x , u) C D for all A E [0, 1]. This means that D is an mvex 
set with respect o ~. 
In the case when r = 0 the proof is analogous. I 
THEOREM 26. Let f and g be r-preinvex at 2 on D with respect to the same function ~, and 
let 2 be a local minimum in (P). Then 2 is a global minimum in (P). 
PROOF We proceed by contradiction Suppose that 2 is a local minimum in (P), but it is not a 
global minimum point in (P). Then, there exists 2 E D, ~ ~ 2, such that 
f (~) < f (2). (10) 
Since g is r-preinvex with respect o U at 2 on D, by Proposition 25, D is an invex set with 
respect o ~?. By Definition 1, 
2 + k~(2, 2) e D, V A E [0, 1]. (11) 
By assumption, f is r-preinvex with respect o ~ on D. Hence, by (10) together with the 
monotoniclty of the exponential nd logarithm functions, it follows that the inequality 
f(2 + :,,~(~, )) < log (~::(~) +(1-  :,)::(-~>) :/~ 
+(1 _ _< f (~)  
holds for all A C [0, 1]. Thus, we have that the inequality 
f (2 + A~?(~, 2)) < f(2) 
holds for A sufficiently close to 0. This contradicts the assumption that 2 is a local minimum 
in (P). I 
THEOREM 27. Let 2 be a global minimum in (P) and ~ : D x D --+ R ~ be a vector-valued 
function satisfying the condition ~(x, u) ~ 0 for all x, u C D, such that x ~ u. I f  f is strictly 
r-preinvex at 2 on D with respect o ~ and g is r-preinvex at 2 on D with respect to r b then 2 
is the unique optimal solution in (P). 
PROOF. By Proposition 25, we have that D is an invex set at 2 with respect o r b We proceed 
by contradmtion. Let ~ ¢ • be another optimal solution in (P), then ~ E D and 
f (~) = f (2). (12) 
Since D is an invex set at 2, then (11) is satisfied. By assumption, f is strictly r-preinvex at 2 
with respect o ~ on D. Hence, and by (12), the inequality 
1/r 
: (2 + :,,7(:~, 2)) < log (:,::(~) + (1 - :,)e ":(~)) 
_-- - < f(2)  log (Ae ":(~, + (1 A)e ~:(~)) */~ 
holds for all A E [0, 1]. The inequality above means that 2 is not a global minimum in (P), 
contradicting the assumption. I 
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5. r - INVEX FUNCTIONS 
In this section, we introduce an extension of the concept of r-preinvexity for differentiable 
functions. We begin by introducing a generalization of differentiable r-preinvex functions, called 
r-invex functions. 
DEFINITION 28. Let f : S -~ R be a differentiable function on a nonempty set S C R ~. Then f 
is called r- invex with respect to ~ at u E S on S if, for all x E S~ the inequality 
r - r (13) 
f (x )  - f (u )  >_ [~(x, u)] T Vf (u) ,  i f r  = O, 
holds. 
I f  (13) is satisfied at each u E S with respect to the same function 77 then f is r- invex with 
respect to 7 on S. 
REMARK. Note that, in the case when r = 0, the above definition is, in fact, a Hanson's defini- 
tion [4] of invex function (1). 
REMARK 29 An r-incave function with respect o ~ is defined in an analogous way by changing 
the inequalities to the opposite ones in (13). 
REMARK 30. If we define the function 7 by the formula ~(x, u) = x - u m the definition of an 
r-invex (r-incave) function with respect o 7, then we obtain the definition of a differentiable 
r-convex (r-concave) function, respectively [1]. 
REMARK 31. If the inequalities (13) are sharp for all x ~ u then we obtain the definition of a 
strictly r-invex (strictly r-incave) function with respect o ~/at u on S. 
Now, we give a sufficient condition for r-invexity. 
THEOREM 32. We assume that f : R ~ --~ R is r-preinvex function with respect to 77 on R n. I f  f 
is a differentlable function in R n then f is r- invex with respect to the same function 7 on R n. 
PROOF. Assume that f is a differentiable r-preinvex function with respect o ~ on R n and r ¢ 0. 
We put r > 0 (the proof in the case when r < 0 is analogous; only the directions of some 
inequalities hould be changed to the opposite ones). Hence, by Definition 8, we have 
e r](~) [e r['(~+~n(~'~))-'(~)] -1 A -1 _~ e r f (x )  - -e  rj(u). 
By letting A --~ 0, we get the inequality 
which, after algebraic transformatmn, we obtain 
>_ [: + r [7(x, V:(u)]  
r r 
The proof in the case when r = 0 can be found in [7]. | 
The converse result is not true in general, that is, there exist r-invex functions with respect 
to '7, which are not r-preinvex with respect o the same function 7. To prove the converse theorem 
the function r] should satisfy the following condition C (see [15]). 
CONDITION C. We say that the function ~ . R n x R ~ --* R n satlsfies Condition C if, for any 
x, u ~ R n, the following relations" 
'7(~', u + A,7(x, ~,) = - : ,7 (x ,  u), 
~(~, ~ + ~,(~, ~)) = (1  - ~)7(=,  ~), 
are satisfied for any A E [0, 1]. 
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THEOREM 33. Let X C R ~ be an mvex set with respect o ~ and let f be a dlfferentiable function 
on R ~. Further, we assume that ~ satmfies Conditmn C. If f is r-invez with respect o U on X 
then f is also r-preinvex with respect o the same function ~. 
PROOF. We consider only the case when r ~ 0. Let x, u E X and let ~" = u + AU(x , u) for an 
arbitrary A E (0, 1). Since X is an invex set then • E X. By assumption, f is r-invex with 
respect o ~ on X. Then 
-el ~:()_>~ 111(~) [1 + rVf(~2)~(x, 2)], (14) 
r r 
and so 
Now, multiplying (14) by A 
l~:s(~> + (i - ~) 
11:(~) > le,:(~) [1 + rV f(2)rl(u, ~)]. (15) 
T T 
and (15) by 1 - A and adding, we obtain 
i : : (~) >_ i : : (~  [1 + ~v/(~) (~(x, ~) + (1 - ~)~(~, :))]. (16) 
r 
Then Condition C gives AU(x, ~) + (1 - A)U(u, ~) - 0. Hence, by (16), we have 
1 rf~ 1 rf2 1 -A : f (~)+(1-A) -e  ( )>-e  ( ) .  
r r r 
Since a logarithmic function is an increasing function, we obtain from (17) 
l \ r  
f(~) <_ log(Ae + (1- A)e "2(')) 
(17) 
and by the definiUon of 2, we have 
l \ r  
f(u + ~(x, u)) < log (~:s(.> + (i - ~) :~(~>) 
This means that f is also r-preinvex with respect o the same function ~ on X. | 
In Theorem 18, we established that a characteristic property of the class of r-preinvex functions 
is the fact that each local minimum of a function belonging to this class is its global minimum. 
As is known [6,7], invex functions are characterized by the fact that each stationary point (in 
the sense of Definition 2) of a function is its global minimum point (Theorem 3). It turns out 
that the same result is true for a wider class of generalized invex functions, that is, for r-invex 
functions. 
THEOREM 34 A function f is r-invex (r-incave) with respect o U on R n if and only if its every 
stationary point is a global minimum (maximum) in R ~. 
PROOF. "~"  Clearly, if f is an r-invex (r-incave) function with respect to U and u is its 
stationary point, then the relation Vf (u)  = 0 implies the inequality f (x)  >__ f(u) (f(x) <_ f(u)) 
for all x E R n. 
"~"  If V f (u )  = 0, it is sufficient o take U(x, u) -- 0. 
If Vf(u)  7~ 0, it should be taken, for r ~ 0, 
er(](x)-/(~)) - 1 , 
~(x, u) = r [Vf(u)] T V / (u )  gf(u).  
In the case r = 0 the proof can be found in [7]. | 
Now, we give relations between the class of r-mvex functions with respect o ~ and the classes 
of generalized invex functions with respect o ~, namely, the class of quasi-invex and pseudoinvex 
functions with respect o ~. 
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THEOREM 35. Let r be an arb i t rary  real number, and f : R n -~ R an r-invex function with 
respect o 71 on R n. Then f is quasi-invex with respect to ~ on R ~. 
THEOREM 36. Let r be an arbitrary real number, and f : R n ~ R an r-invex function with 
respect o ~l on R n. Then f is pseudoinvex with respect to ~1 on R n. 
The equivalence between the class of r-invex functions and the class of pseudoinvex functions 
can be proved, but not necessary with respect o the same function 7. Indeed, the following 
theorem is true. 
THEOREM 37. Let f : R n --* R be a differentiable function. I f  f is a pseudoinvex function on R ~ 
then f is r-invex on R ~ 
PROOF. If f : R n -~ R is a pseudoinvex function on R n and u 6 _~n is a stationary point then u 
is a global mimmizer. Indeed, if there exists another point x 6 R n such that f (x )  < f(u) ,  then 
from (3) there exists ~ : R n x R n ~ R n such that ~(x, u )V f (u )  < O. This contradicts with the 
definition of a stationary point, that is, Vf(u) = 0. Therefore, by Theorem 34, f is an r-invex 
function on R n (but not necessarily with respect o the same function 7). | 
6. r - INVEX FUNCTIONS AND KUHN-TUCKER CONDIT IONS 
As is known (see, for example, [16,17]), the Kuhn-Tucker conditions are necessary conditions 
for opUmality m mathematical programming problems. It is also a well-known fact that the 
Lagrangian in an optimization problem is convex, and the Kuhn-Tucker conditions become suf- 
ficient conditions for optimahty, as well [16,17] This fact also takes place in the case when the 
Lagrangian is an invex function with respect o ~ [4]. We now prove an analogous result in the 
case when the Lagrangian is assumed to be r-invex on D. 
Again we consider a nonlinear mathematical programming problem (P) with Section 4, but 
assuming that the objective function f and the constraint function g are differentiable functions 
on D. 
DEFINITION 38. The Lagrange functzon, or Lagrangian, associated with the constrained mini- 
mization problem (P) is the function L • X x R m --* R defined by 
L(x, ~) : :  f (x )  + (T g(x). 
The following result is well known (see, for example, [16,17]). 
THEOREM 39. Let a point • C D be an (local) optimal solution in problem (P). Further, we 
assume that the suitable constraint qualification [16] is fulfilled at 2. Then, the following Kuhn- 
Tucker optlmahty conditions are satisfied: 
V/(5:) + CVg(~)  : 0, 
C9(5:) : O, 
~cR m, ~>_0. 
(18) 
(19) 
(20) 
Now, we show that the Kuhn-T~cker necessary optlmahty conditions are also sufficient con- 
ditions for optimality of the point 2 E D in (P) under the assumption that the Lagrangian is 
r-invex with respect o U at • on D. 
THEOREM 40. Assume that a point 5: is feasible for problem (P) and let the Kuhn-Tucker 
optimality conditions (18)-(20) be satisfied at this point. I f  the Lagrangian is an r-invex function 
with respect to ~ at • on D, then • is a global minimum point in (P). 
PROOF. By assumption, the Lagrange function is r-invex with respect o ~ at 5: on D and Knhn- 
Tucker necessary optimality conditions are satisfied at this point. Thus, by Definition 8 together 
with (18), we get that the inequality 
r T 
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holds for all x c D. Thus, 
f(x) ÷ ~g(x)  >_ f(~) + Cg(~). (21) 
Using (19) together with (21), we get, for all x E D, 
f(x) - f(~) > --~Tg(x). 
By (20), it follows that ~Tg(x) > 0 for all x E D. Thus, we obtain, for all x E D, the inequality 
f(x) >_ f(~), 
by which we conclude that 5: is a global minimum point in (P). 
In the case when r = 0, the proof is similarly and it will be omitted. | 
7. WOLFE DUALITY 
In this section, we consider the Wolfe dual problem of the primal optimization problem (P) 
and establish some duality results under r-invexity hypothesis mposed on the Lagrazlglan. 
For this purpose, let us consider a Wolfe dual problem to (P) in the following form: 
L(y, 4) := f(Y) + ~Tg(y) -~ max, 
Vf(y) + ~TVg(y) = 0, (WD) 
~>0.  
Let 
W := {(y,~) e n ~ x R m . Vf(y) ÷ CVg(y)  = 0, ~ > 0} 
denote the set of all feasible solution of (WD). 
We denote by prn~ W the projection of the set W on R ~. 
THEOREM 41. WEAK DUALITY. / / for  any fixed ~ > O, ~ E R m, the Lagrangian is an r-invex 
function with respect o ~ on D U prR~ W, then the Wolfe weak duality holds between (P) 
and (WD). 
PROOF. Let x and (y, 4) be feasible for (P) and (WD), respectively Using r-invexity of the 
Lagrangian together with Vf(y) ÷ ~TVg(y) ---- 0, we get 
f(x) ÷ ~Tg(x) _> f(y) ÷ ( r  g(y). 
Since x is feasible for (P) and ~ _> 0, we have 
f(x) - f(y) - ~Tg(y) ~ _~Tg(x ) > 0, 
that is, the inequality f(x) > L(y, () holds for all x E D and (y, ~) E W. | 
THEOREM 42. STRONG DUALITY. Assume that 2 is an optimal point in primal problem (P). 
Then, there exists ~ E R m such that (2, ~) is feasible for dual problem (WD) and the objective + 
functions (P) and (WD) are equal at these points. If also the Lagrangian is r-invex with respect 
to 7? on D U PrR~ W, then (2, ~) is optimal for (WD). 
PROOF. Since ~ is an optimal point for (P), therefore, then there exists ~ E R~, such that the 
Kuhn-Tucker necessary conditions for optimality axe satisfied at (2, ~). Thus, it follows that (2, ~) 
is feasible for (WD). By weak duality theorem (Theorem 41) and since the Lagrangian is r-invex 
on D U pra. W, it follows that the following relation: 
f(~) ÷ Cg(~2) = f(~2) > f(y) ÷ ( r  g(y) 
is fulfilled for all (y, 4) E W. Thus, (5:, ~) is optimal for (WD) and the optimal values of (P) 
and (WD) are equal. | 
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THEOREM 43. RESTRICTED CONVERSE DUALITY. Let • and (9,~) be feasible points for (P) 
and (WD), respectively, such that f(~) = L(9, ~). If the Lagrangian is a strictly r-invex function 
with respect o ~l at f] on D U prR, W, then 2 and (9, ~) are optimal solutions in (P) and (WD), 
respectively. 
PROOF. We proceed by contradiction. Suppose that • is not optimal in (P) Then there exists 
E D, such that 
f (Y:) < f (2). 
Using the assumption f(2) = L(9, ~) together with the feasibility of ~ in (P) we get 
I(~) + (r 9(~) < f(9) + (r g(9). (22) 
By assumption, the Lagrangian is a strictly r-mvex function with respect o ~ at 9 on DUprR~ W, 
and therefore, by Definition 28 
:c(:(~)+::g(~)) > !¢.(:(y)+c.(~)) {: + ~ (v f(9)+ Cvg(9)) ,(~, ~)}. 
T r 
Thus by (22) we obtain 
r (V f(9) + ~Vg(9) )  , (£9)  < 0. 
By (23) we conclude that the following inequality: 
vf  (9) + Uvg (9) ¢ 0 
(23) 
holds, which contradicts V f(9) + ~-Vg(y) -- 0. | 
Now, we establish a Mangasarlan type strict converse duality theorem for problem (P) 
and (WD). 
THEOREM 44. STRICT CONVERSE DUALITY. Let 2 and (9,~) be points of optimal solution 
for (P) and (WD), respectively, such that 
(24) f(~) -~ f(Y) + ~rg(Y). 
Moreover, we assume that the Lagrangian is strictly r-invex with respect o ~1 at 9 on DUprR~ W. 
Then • = 9; that is, 9 is an optimal solution of (P) and further f(~) = L(9, ~). 
PROOF. We assume that • # 9 and exhibit a contradiction. 
By assumption, the Lagrangian is a strictly r-invex function with respect o z] at 9 on D t2 
prR~ W. Then, by Definition 28 
!er(s(=)+~9(~) > let(s(9)+cvg(9~) {1 + r [,(¢, 9)l" (US(9) + CVg(9))}. (25) 
r ?" 
Since (9, ~) is a feasible point for (WD) then 
v f(9) + Cvg(9) = 0. 
Thus, by (27) we get 
f(2) + ~Tg(~) > f(Y) + ~-Cg(Y). 
Since ~ E R~ and g(~) _< 0, by (28) we obtain 
f(~) > f(Y) + (rg(9). 
(26) 
This is a contra&ctlon to (24). | 
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8. AN ALTERNATIVE  APPROACH 
WITH A MODIF IED r-INVEX_~TY 
By continuing the considerations concerning necessary and sufficient conditions for optimality 
in the primal problem and in the dual one, our intention will be to give another type of a condition 
for r-invexity with respect o ~/that would simultaneously be a necessary and sufficient condition 
for the weak duality (of Wolfe) and to present an alternative (in relation to the assumptions of 
Theorem 40) condition with some modified kind of r-inve×ity with respect o 7, such that the 
Kuhn-Tucker conditions are necessary and sufficient conditions for optimality in problem (P). For 
the purpose, we made use of the so-called alternative approach to this kind of question [8]. The 
main idea of this approach consists of the fact that the function U occurring in the definition of 
r-invexity with respect to 7 depends not only on two points x, u c R n, as it originally happens in 
Definition 28, but also on the vector of Lagrange multipliers ~ E R~. In this way, the function 
occurring in the optimality conditions characterized by the presence of modified r-invexity with 
respect to 7/and obtained by applying the alternative approach under consideration i  problem (P) 
and the dual one has the following form: 7 " Rn x R n X R~ ~ R n. 
First, let us consider the problem of the existence of such condition with another type of 
r-invexity with respect o 7 in the case of dual problem (WD) and the weak duality theorem (of 
Wolfe) connected with it. 
In this effect, assume that the weak duality theorem (of Wolfe) holds for problem (WD) and 
consider suitable cases in order to define the "modified" function 7. 
(a) If there exists an i e {1,. . . ,  m} such that g,(x) > 0 or if f(u) >_ f(x) + CTg(x), then we 
set  
= 0. 
(b) If g(u) < 0 and f(u) < f(x) ÷~mg(x), then, by the Wolfe weak duality theorem, as follows 
from the form of dual problem (WD), the relation ~Tf(x) ÷ ~Tg(x) ~ 0 must be satisfied. 
And so, in this case, we set 
i - i] (l/r) ~- - - - - - J  [Vf(x) -~'~TVB(X)] , i f r  ¢ 0, 
(2s )  
~(u, z, ~) = ](u) - f (x ) -  ~ g(x) FVe(x~ ÷ ZTVgCx~] if r = 0. 
2 ' 
It is not difficult to see that, if we assume that g(u) < 0, ( _> 0, and x, u E R n, then we have 
the condition for the "modified" r-invexity with respect o 7, of the form 
r r 
f (x)  - ( f(x) + ~m g(x)) --[7(u, x, ~)]T [~f (z )+ ~TVg(x)], 
i f r  ~ 0, 
(29) 
i f r  =0.  
Also conversely, it is easy to show that if there exists a function U of the form defined in 
relations (27),(28), such that condition (29) is satisfied, then the weak duality theorem in the 
sense of Wolfe holds. 
We have thus proved the following. 
THEOREM 45. If there exists a function U : Rn x R ~ x R~ -~ R n of the form (27),(28), such that 
condition (29) for the "modified" r-invexity with respect o 7 is satisfied, then (29) is a necessary 
and suifficmnt condition of the weak duaIity theorem (in the sense of Wotfe) to hold. 
In the sequel, in an analogous way we give conditions characterized byanother type of r-invexity 
with respect o 7, under which the Kuhn-Tucker conditions are simultaneously necessary and 
sufficient optimality conditions m problem (P). 
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In order to answer the question when the Kuhn-Tucker conditions being necessary conditions 
for optimality in problem (P) are simultaneously sufficient ones, let us assume that each Kuhn- 
Tucker point in (P) is a global minimum point in this problem. 
To determine the condition characterizing another type of r-invexity with respect o 7, we shall 
define functions: r] : R n x R n x R~ ~ R ~, ~ : R ~ x R ~ x R~ --* R by considering the respective 
cases.  
(a) If either x is a no feasible point or u is a no feasible point, or if f (x )  > f(u), then we 
adopt 
~(u, x, ~) = 0, rl(u, x, [) = 0. (30) 
(b) If g(u) < O, g(x) < O, f (x )  < f (u) ,  then by assumption, u is not a Kuhn-ffhcker point 
in problem (P). Hence, as follows from the Kuhn-Tucker conditions, either Vf(u)  + 
CVg(u)  ~ 0 and we adopt 
~(u, x, ~) = 1, 
( I / r ) [er [  I(z)+~T'(z>-( l(u)+~sg(u>)] _ 1] 
, (u,  x, ~) = If(u) + fiTg(u)l 2 [Vf(u) + CVg(u)], 
f (x )  - f (u)  - ~Tg(u) 
i f r  ¢0 ,  
i f r  = 0, 
(31) 
or Vf(u) + ~TVg(u) ¢ 0 and ~g(u) < 0 and we adopt 
t~(u, x ,  ~) - f (x )  - f (u )  ~Tg(u ) , ~(u,x,~) = 0. (32) 
Note that, if we assume that g(u) < 0, g(x) <_ 0, ~ > 0, then the functions r1 and v9 satisfy the 
condition for the "modified" r-invexity with respect o ~, of the form 
r T 
f (x )  - ( f (u)  + [Tg(u)fl(u, X, ~)) - Iv(u, x, ~)]T [Vf(u) -[- ~TVg(u)], 
i f r  7~ 0, 
(33) 
i f r  =0 .  
Also conversely, it is easy to show that if there exist functions r/and 0 satisfying condition (33) 
for the "modified" r-invexity with respect o 7?, then each Kuhn-ff~cker point in problem (P) is 
the global minimum point in this problem. 
We have thus proved the following. 
THEOREM 46 I f  there exist functions ~ : R n x R n x Rr~ -~ R n, ~ : R n x R n x R~ -~ R 
of form (30)-(32), such that condition (33) for the "modified" r- invexity with respect to ~? is 
satisfied, then (33) is a condition for another type of r- invexity with respect to 71 and, in its 
presence, the Kuhn-Tucker conditions are necessary and sufficient conditions for optimality in 
problem (P). 
REMARK 47. As a matter of fact, the application of the alternative approach in order to obtain 
another type of r-invexity with respect o ~ in the questions concerning the weak duality theorem 
and the sufficiency of the Kuhn-~'hcker conditions, in the case when r -- 0 is no other thing than 
the approach described in [8], and therefore this case (r = 0) might have been omitted in our 
considerations. However, because of the purposefulness of illustrating the whole of the alternative 
approach and the conditions for the "modified" r-invexity with respect o ~], obtained in this way, 
for all values of r E R, we found it purposeful to consider the case when r = 0, as well. 
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