. We derive an estimate for the distance inside percolation clusters, measured in lattice spacings, from the origin to the boundary of the box of side length 2n in two-dimensional critical percolation, conditioned on the existence of an open connection. The estimate we obtain is the radial analog of the one found in the work of Damron, Hanson, and Sosoe. In the present case, however, there is no lowest crossing in the box to compare to.
1. I 1.1. Chemical distance. We consider Bernoulli percolation on the two dimensional lattice Z 2 , at the critical density p c = 1 2 . In this context, the chemical distance between two subsets A and B of Z 2 is the least number of edges in any path of open edges connecting A to B. We denote this distance by dist c (A, B) .
From the physics literature [6, 7, 8, 9, 10, 11, 20] , it is expected that there exists an exponent s > 1 such that if A and B are at Euclidean distance n, then:
Here, A ↔ B is the event that A and B are connected by a path of open edges. Despite remarkable progress on the derivation of other critical exponents, no approximation of the form (1) is known for any reasonable interpretation of ≈. See Schramm's survey [18] for a list of problems where the determination of the exponent s is listed as an important open problem. In particular, no clear connection to the SLE process, which is used to derive other critical exponents in two-dimensional percolation, has yet been discovered. It is not at all clear how to relate the chemical distance, measured in lattice spacings, to any conformal invariant classes. It is known from work of M. Aizenman and A. Burchard [1] that unlike in the supercritical case, the chemical distance for critical percolation is super-linear: there is η > 0 such that, with high probability dist c (A, B) ≥ n 1+η
if A and B are at Euclidean distance greater than or equal to n. The size of η is not made explicit in [1] , and no other lower bound is known.
In [14] , Kesten and Zhang noted that if one restricts attention to paths inside a square box B(n) = [−n, n] × [−n, n], and lets A = {−n} × [−n, n] and B = {n} × [−n, n] be the two vertical sides Rather than the shortest crossing across a box, in this paper we consider the expected distance from the origin to the boundary of a box B n , conditioned on the existence of an open connection. Unlike in the case of a horizontal crossing, there is no natural crossing to compare to in this case. Nevertheless, we show that a bound of the form (3) also holds for the radial chemical distance. Theorem 1.1. Let {0 ↔ ∂B n } be the event that there is an open connection from the origin (0, 0) to ∂B n (0). On {0 ↔ ∂B n }, the random variable S B n is defined as the chemical distance between the origin and ∂B n .
There exist some δ > 0 and constant C > 0 independent of n such that (4) E[S B n | 0 ↔ ∂B n ] ≤ Cn 2−δ π 3 (n).
Simulation results in [20] suggest that the critical exponent s in (1) for the chemical distance is approximately 1.1308. The value of π 3 (n) on the square lattice is expected to be on the order of n −2/3 , as on the triangular lattice, although this has not yet been proved. Thus, we expect the optimal value of δ to be approximately 0.2. This is out of reach of current methods.
1.2. Overview of the paper. We use the key estimate in [5] , see (18) in Section 3. This allows us to construct, with high probability, shortcuts around paths consisting of "three-arm" points (see the next section for detailed discussion).
As already mentioned, in the radial case, unlike the case considered in [5] , there is no canonical path of three-arm points connecting the origin to the boundary of B n . In Section 2, we present a construction developed in [4] to find a path γ of expected length n 2 π 3 (n) conditional on the existence of a path from the origin to ∂B n . Completing the argument in [4] requires a estimate comparing monochromatic to polychromatic arm probabilities, which we provide in Section 5.
In Section 3 we show how to use the key estimate in [5] to find a path of expected length of n 2−δ π 3 (n) by finding shortcuts around the path γ constructed in Section 2. The argument here assumes an estimate comparing the probability of a certain shortcut event around e, conditional on e belonging to γ, to the probability of the same shortcut event conditional on a three-arm event centered at e. This is obtained in Section 4.
The gluing constructions in Section 4 serve to show that constructing a shortcut around an edge e in γ has a probability cost comparable to constructing a shortcut around a generic three-arm point. The RSW/generalized FKG estimates here are more involved than those appearing in [4, 3, 5] because the definition of γ is more complicated that that of the lowest path.
In Section 5, we present a method to translate open or closed arms in a subregion of an annulus B(n, N) from the primal to the dual lattice of Z 2 and use this to compare monochromatic to polychromatic k-arm events. We also explain how this can be used to obtain an approximate color switching result for arm events on the square lattice, analogous to that known on the triangular lattice [16] .
1.3. Notations. In this section we summarize the notations we will use. We mostly follow the conventions established in [4] and [5] .
For most of this paper (except for when indicated in Section 5), we consider Bernoulli percolation on the square lattice Z 2 seen as a graph with the edge set E consisting of all pairs of nearest-neighbor vertices.
We let P be the critical bond percolation measure
on the state space Ω = {0, 1} E , with the product σ-algebra. An edge e is said to be open in the configuration ω ∈ Ω if ω(e) = 1 and closed otherwise.
Given ω ∈ Ω, we say that γ = (e k ) k=1,...,N is open in ω if ω(e k ) = 1 for k = 1, . . . , N.
The coordinate vectors e 1 , e 2 are e 1 = (1, 0), e 2 = (0, 1).
The dual lattice is written ((Z 2 ) * , E * ), where
with its nearest-neighbor edges.
Given ω ∈ Ω, we obtain ω * ∈ Ω * = {0, 1} E * by the relation ω * (e * ) = ω(e), where e * is the dual edge that shares a midpoint with e. For any V ⊂ R 2 we write
.
x ∼ y means x and y are nearest neighbors on the lattice Z 2 . When x is the origin (0, 0), we sometimes abbreviate B((0, 0), n) by B n or B(n). We denote by ∂B(x, n) the set
In this paper, we sometimes abuse notation and write B(e, n) for an edge e to mean the box B(e x , n) where e x is the lower-left endpoint of e, defined as the first of the two endpoints of e in the lexicographic order on Z 2 .
For the purpose of this paper, we define an annulus centered at x ∈ Z 2 as the difference between two boxes of different sizes centered at x:
We often abbreviate B((0, 0), n, N) as B(n, N) when x = (0, 0) is implied.
The distance notion in this paper is measured by the L ∞ norm
A color sequence σ of length k is a sequence An open (respectively, closed) primal arm in B(n, N) connecting ∂B n and ∂B N is a path of open (respectively, closed) edges in B(n, N) with one endpoint lying in ∂B n and another endpoint in ∂B N . We define an open (closed, resp.) dual arm in B(n, N) * connecting ∂B n and ∂B N to be a path on of open (respectively, closed) dual dual edges lying in (B(n, N)) * and connecting ∂B n to ∂B N . Equivalently, a dual arm σ is a dual path such the (primal) path obtained by shifting (−1/2, −1/2) is an arm connecting ∂B n and ∂B N .
For 0 < n < N, we define a k-arm event with color sequence σ to be the event that there are k disjoint paths whose colors are specified by σ in the annulus B(n, N) connecting ∂B n and ∂B N .
We note a technical point: for A k,σ (n, N) to be defined, n needs to be big enough for all k arms to be (vertex)-disjoint. We define n 0 (k) to be the smallest integer such that |∂B(n 0 (k))| ≥ k. Color sequences that are equivalent up to cyclic order denote the same arm event.
In Section 4, we use half-plane versions of the arm events above. The half-plane event A hp k,σ (n, N) is the event that A k,σ (n, N) occurs and all arms are contained in a half-plane {(x, y) ∈ R 2 : θ 1 x + θ 2 y ≤ 0} for some unit vector (θ 1 , θ 2 ).
We use special notation for the probabilities of certain arm events that occur frequently. We denote by π 2 (n, N) the two-arm probability for two arms, one open and one closed dual: π 2 (n, N) := P(A 2,OC (n, N)); by π 3 (n, N) the three-arm probability for the event that there are two open arms and one closed dual arm in B(n, N) π 3 (n, N) := P(A 3,OOC (n, N)); by π 4 (n, N) we denote the alternating four-arm probability A 4,OCOC π 4 (n, N) = P(A 4,OCOC (n, N)).
Monochromatic k-arm probabilities are denoted by π k : π k (n, N) := P(A k,O···O (n, N)) = P(A k,C···C (n, N)). 4 One of our results extends approximate color switching results to percolation on the square lattice (see Section 5) . Thus, all polychromatic k-arm events, regardless of their color sequences, have comparable probabilities.
A crucial feature of arm events is their "smoothness", expressed in the following two Propositions. See [16, Proposition 12] . Proposition 1.2. Let k ≥ 1 be an integer, and σ ∈ {O, C} k a color sequence. Then there are constants c, C > 0 such that, uniformly in n, cP(A k,σ (n/2, N)) ≤ P(A k,σ (n, N)) ≤ CP(A k,σ (n, 2N)), and, for n < n < N, N) ).
Generally, we reserve the letter A for arm events, the letter B for boxes, the capital letter C (with various fonts) for circuits and events related to circuits, and the small letter c for various constants. All other notations will be specified as needed.
1.4. The standard gluing construction. One technique that we will repeatedly use in the proof, presented in Section 4, of the main estimate Proposition 3.1, is the standard gluing construction using the generalized Fortuin-Kasteleyn-Ginibre inequality (FKG) combined with Russo-Seymour-Welsh (RSW) estimates. This methodology was first applied extensively in H. Kesten's papers on critical percolation [13] , [12] . Let us begin by stating the FKG and RSW estimates. [16] ). Consider two increasing events A + ,Ã + , and two decreasing events A − ,Ã − . Assume that there exist three disjoint finite sets of vertices A , A + and A − such that A + , A − ,Ã + andÃ − depend only on the sites in, respectively, A ∪ A + , A ∪ A − , A + and A − . Then we have
for any product measureP on Ω. Theorem 1.4 (Russo-Seymour-Welsh, [16] ). Let k > 0, and let H k (n) be the event that there is a horizontal open crossing of the rectangle [0, kn] × [0, n]. There exist δ k > 0 such that (7) P(H k (n)) ≥ δ k , n ≥ 1.
We illustrate the combination of the above results with an elementary construction showing that two pairs of arms, two open and two closed dual, from the origin to distance n and across the annulus B(n, N), respectively, can be glued to form the event A 2,OC (N). The example is represented schematically in Figure 1 , the blue box denotes the set of vertices A + , the red box denotes the set of vertices A − , and the rest of B N is A. Then, A + is the event signifying the two open arms, A − the two closed arms, withÃ + andÃ − signifying the crossings in the blue and the red boxes respectively. Then, generalized FKG states we have P(Ã + ∩Ã − ∩ A + ∩ A − ) ≥ P(Ã + )P(Ã − )P(A + ∩ A − ). By (7) , one has P(Ã + ) ≥ δ > 0 and P(Ã − ) ≥ δ > 0. Thus, P(A 2,OC (N)) ≥ cP(A 2,OC (n), A 2,OC (n, N)) = cP(A 2,OC (n))P(A 2,OC (n, N)).
F
1. An example of a gluing construction using the generalized FKG and RSW estimates.
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A -∂B(n)
The first step towards proving our main result is to find a replacement for the lowest path in [3] . Here we use ideas in the (unpublished) note [4] . The goal in this section is to derive the following lemma:
The lemma is proved by constructing, on the event {0 ↔ ∂B n }, a path γ from the origin to ∂B(n) with expected length of order n 2 π 3 (n). Clearly, we then have
In our construction, we frequently refer to the following quantity M = M(e), defined for each edge e inside B n : (9) M(e) := min(dist(e, 0), dist(e, ∂B n )).
Proof of Lemma 2.1. On the event {0 ↔ ∂B n }, let C 0 be the event that there is an open circuit around the origin in B n . The definition of γ, and our estimate for S n will depend on whether C 0 or C c 0 occurs.
2.1. Estimate on the event C c 0 . On {0 ↔ ∂B n } ∩ C c 0 , since there is no circuit, there exists a closed dual arm from the origin to the boundary. Let c be the first such path in the deterministic order of paths fixed in Section 1.3. We let γ be the open arm from the origin to ∂B n closest to the counterclockwise side of c. Here, "closest" is measured by the number of edges (or area) between γ and c. By duality, for each edge e ∈ γ, there is a closed dual path coming from an endpoint of e * to c.
For each edge e ∈ γ, there are two open arms and a closed dual arm from e to distance M(e). The open arms are obtained by following γ from e in either direction, and the closed dual arm is obtained following the closed dual path from e * to c, and then following c to the origin or ∂B n . Combining this fact with (8), we obtain:
By independence, we have (11)
, by quasi-multiplicativity as in [16, Proposition 12.2] , we have for some constant C > 0, (12) P(0 ↔ ∂B n ) ≥ CP(0 ↔ ∂B(dist(0, e)/2))P(∂B(dist(0, e)/2 + k) ↔ ∂B(n)). Using (11), (12) to estimate (10), we have
To bound the final quantity, we use the following result, proved for example in [13, Eqn. (7) ] and [3, Proposition 16] .
Applying this to (13) , we immediately obtain the desired bound By definition, there is a closed dual path c 1 from a dual neighbor of the origin to the endpoint of the dual edge to an edge of the inner-most circuit C 1 . On {0 ↔ ∂B n }, there is also an open path from the origin to C 1 . We let σ 1 the open path from the origin to C 1 that is closest to the counterclockwisde side of c 1 . Similarly, for m = 2, . . . , K, there is a closed dual path inside the region bounded by C m but outside C m−1 joining the endpoint of a dual edge to C m−1 to the endpoint of a dual edge to C m . We let c m be the first such dual path, and σ m be the open path connecting C m−1 to C m that is closest to the counterclockwise side of c m . Finally, by definition of K, there necessarily is a dual path joining a dual edge to C K to ∂B n . We let c K be the first such dual path. We define σ K+1 to be the open path joining C K to ∂B n that is closest to the counterclockwise side of c K .
The definition of the path γ from 0 to ∂B n is now as follows. The initial segment of γ is σ 1 . From the endpoint of σ 1 on C 1 , we follow the circuit C 1 in the counterclockwise (?) direction to the endpoint of σ 2 on the circuit. Then, we repeat this procedure for m = 2, . . . , K, concatenating σ m with the open subpathC m of C m obtained by following this circuit in the counterclockwise (?) direction, joining the endpoint of σ m belonging to C m to the endpoint σ m+1 on C m . Finally, we add σ K+1 to the path γ.
It remains to estimate the expected volume E[#γ | 0 ↔ ∂B n ]. Proceeding as in the previous case C c 0 (see (10)), it suffices to estimate the conditional probability that an edge e ∈ B n belongs to any portion of γ.
2.2.1.
The initial path σ 1 . Since σ 1 is the innermost circuit, if e ∈ σ 1 , then by duality there is a closed dual path from e to the origin. Following the open circuit σ 1 in either direction starting from e, there are also two open arms from e to distance at least dist(e, 0). Recalling the notation (9), we have the estimate: (14) P(e ∈ σ 1 | 0 ↔ ∂B n ) ≤ P(A 3 (e, M(e)) | 0 ↔ ∂B n ) π 3 (dist(e, 0)) ≤ π 3 (M(e)).
2.2.2.
The final path σ K+1 . For an edge e ∈σ K+1 , sinceσ K+1 is the outermost circuit, there is a closed dual path from e to the boundary. There are also two open arms along the open circuitσ K+1 to at least distance M(e). As in the previous case, we obtain the bound
In this case, we use the following lemma from [4] . We present here with the original proof for the reader's convenience. Proof. Let x be the endpoint ofσ m with the least Euclidean distance to either endpoint of e (breaking ties arbitrarily), and let y be the other endpoint. Let l be the smallest l such that 2l ≥ M or B(e, 2 l ) contains both x and y. Suppose first that 2 l ≥ M. In this case, we let l = log M . The two ends ofσ m inside B(e, 2 l−1 ) form two open arms from e to ∂B(e, 2 l ). The edge ofσ m with endpoint y has a dual edge connected by a dual closed path to c k . Since the same is true of the edge e * , we obtain a closed arm from e * which extends at least to distance dist(e, y) ≥ 2 l−1 .
If 2 l < M, we let l = l . As in the previous case, we obtain two open arms and a dual closed arm from e to distance 2 l−1 . In addition, both x and y are contained in B(e, 2 l ), and each lies on one of the open circuits C k and C k+1 around 0, whereas 0 B(e, 2 l−1 ) by the condition 2 l < M. By following the circuits in both directions starting from x, y, we obtain four open arms from ∂B(e, 2 l ) to ∂B(e, M).
On the event e ∈ ∪ K k=2 σ m , by Lemma 2.3, (11), (12) and a union bound over l = 1, . . . , log M , we have
where π 4 denotes the monochromatic four-arm event. We show in Section 5, Proposition 5.2, that the monochromatic and polychromatic arm probabilities are ordered:
Therefore, using Reimer's inequality in the form
Inserting this estimate into (16), we obtain P e ∈ ∪ K m=2 σ m | 0 ↔ ∂B n ≤ Cπ 3 (M(e)).
2.2.4.
The circuits C m for m = 1, . . . , K. 8 For this estimate, we again use a lemma from [4] . Lemma 12) . Suppose C 0 occurs and e ∈ C m for some 1 ≤ m ≤ K. There is 1 ≤ l ≤ log M(e) such that:
(1) e has two disjoint open arms and one closed dual arm to ∂B(e, 2 l−1 ) (2) If 2 l < M, there are four disjoint open arms from ∂B(e, 2 l ) to ∂B(e, M(e)).
Proof. By duality, since e ∈ C m , there is a closed dual path in int(C m ) connecting e * to a dual neighbor of 0 if m = 1 or to the dual of some edge e ∈ C m−1 if m > 1. Let l be the minimum l such that 2 l ≥ dist(e, e ) if m > 1 (or 2 l ≥ dist(e, 0) if m = 1). Then there are three arms from e to ∂B(e, 2 l ). If 2 l < M(e), since e ∈ B(e, 2 l ), we can find four arms from ∂B(e, 2 l ) by following the circuits C k and C m−1 from e and e in both directions.
Applying the above lemma and summing over l, (17) P(e ∈ C m | 0 ↔ ∂B n ) ≤ Cπ 3 (dist(e, 0)) ≤ Cπ 3 (M(e)). 9 2.2.5. Summation on C 0 . As in the case of the C c 0 , we bound the length of the shortest path by the length of the path γ defined at the beginning of this subsection.
Using (14), (15) , (17) and summing over the values of e and M as in (10), we find
P T 1.1
In this section, we combine the result in [5] , stated as Proposition 3.1, with the estimate of Lemma 2.1 to prove Theorem 1.1.
Let j be a sufficiently large integer, and , η > 0 be (small) parameters. In [5] , the authors define a sequence of events E j (e, , ν) such that Ann j which is edge-disjoint from σ, but whose endpoints u and v lie on σ. • Denoting by τ the portion of σ between u and v, we have e ∈ τ.
• The number of edges in r is at most ν times the number of edges in τ. We say that r is a ν-shortcut around e: #τ ≤ ν · #r.
See [5] , Section 5 and Appendix A for proofs of these statements.
The main result in [5] , Proposition 5.6, is that, for 0 < δ < 1 and for > 0 sufficiently small, there exist constants c,ĉ > 0 such that
The estimate (18) implies that, conditional on the existence of 3 arms to distance n δ/4 with probability at least 1 − n −η , there is a shortcut around e which saves n −c edges. See (19) . We will apply this to find shortcuts around the path γ constructed in Section 2.
Our main result follows from (18) and the Proposition, the anologue of Proposition 8 in [5] , with the lowest crossing of a box replaced by our path γ. 
Proposition 3.1 is proved in Section 4.
Proof of Theorem 1.1. Applying Proposition 3.1 and using (18) with some choice of δ > 0 and j ∈ δ 8 log n, δ 4 log n , we have
Choose δ > 0 small enough so that
and define the truncated boxB(n) = B(n − n δ ).
Along the path γ, we now choose a collection of (vertex)-disjoint n −c -shortcuts r l in the sense such that the total length of the corresponding detoured paths τ l is maximal. We define a path s from 0 to ∂B n by taking the union of all the shortcuts r l , together with all the edges of γ around which no detour exists.
Partitioning the edges in γ given 0 ↔ ∂B n into the truncated part of the box, the edges with n −c -shortcuts, and the edges without shortcut, we estimate the expected size of s as follows:
By (20) and Lemma 2.1, we now have
I γ: -
In this section, we derive the main estimate in Proposition 3.1 in Section 3: there is a constant C > 0 such that
where E(e, k) is any event that depends only on a box of size k such that 100k < M := min{dist(e, 0), dist(e, ∂B n )} centered at e and k < d ≤ M.
As in Section 2, we split the event {0 ↔ ∂B n } into the event C 0 that there exists an open circuit around the origin in B n and its complement C c 0 . In Sections 2.1 and 2.2 respectively, we have defined a path γ from the origin to ∂B n on each of these events. We estimate the conditional probability in (21) by splitting {0 ↔ ∂B n } ∩ {e ∈ γ} into a number of cases, depending on the location of e and which part of the path γ the edge lies on. By the decomposition
Hence it suffices to derive the estimate (21) with the left side replaced by P(E(e, k) | C, e ∈ γ), for C = C 0 or C = C c 0 . This involves intricate but standard gluing constructions using Russo-Seymour-Welsh and generalized Fortuin-Kasteleyn-Ginibre estimates. See Section 1.4 for a discussion of such constructions. In the interest of brevity, we do not spell out the full details of the applications of FKG and RSW, but only indicate the relevant connections and provide figures for the reader's guidance.
Estimate on C c
0 . Recall from Section 2.1 that C c 0 is the event that there is no open circuit around the origin in B n . To minimize repetition, we treat this basic case carefully, and later indicate the necessary modifications to the argument for all other cases.
Recall also from Section 2.1 that c is the first closed dual path from the origin to ∂B n in a fixed deterministic ordering of paths on the dual lattice. The path γ from the origin to ∂B n was constructed by choosing the closest open path to c on the counterclockwise side. Therefore, for each edge e ∈ γ, there must be a closed dual path connecting e and c, resulting in an intersection point of the two closed dual paths.
Applying (22) to the splitting
We find an upper bound for the numerator in (23) and, by a gluing construction, a lower bound for the denominator. We distinguish the two cases, depending on the location of e. 
The estimate for the denominator in (23) is somewhat more delicate, because we need to construct an event with probability of order P(A 2,OC (M/2))P(A 3,OOC (e, M/2))P(A 2,OC (5M/2, n)) which ensures the occurrence of {e ∈ γ}. The relevant construction is illustrated in Figure 2 . 
A dual neighbor 0 * of the origin is connected to ∂B * n by a closed dual path 2 , which necessarily contains the dual edge f * , the dual of the defect edge in the first item. Consider the closed curve obtained by joining the origin to 0 * , followed by 2 , then following the circuit with defect dC in the counterclockwise direction from f to the endpoint of 1 on dC, and finally following 1 back to the origin. Denote the region bounded by this curve by J. (5) The dual edge e * is connected to the arc k by a closed dual path lying inside J. In other words, k is connected to e * to the clockwise side of 1 .
The importance of the event D is revealed by the following
Proof. The closed dual connections from the origin to ∂B * n imply the occurrence of C c 0 . Any closed dual path from the origin to ∂B n must contain the edge f * , and thus cross the dual arc k. This includes the arc c in the definition of γ in Section 2. Thus e * is connected to c by a closed dual path starting at c such that the other endpoint is connected to the clockwise side of 1 . e must thus be part of the counterclockwise closest open path to c in B n , so e ∈ γ.
Standard gluing constructions using generalized FKG as in previous sections give the following. Proof. The proof involves a repeated application of the generalized FKG (6) and RSW (7) estimates, as well as Proposition 1.2, to construct the connections indicated in Figure 4 and force the occurrence of the event D, following two general principles:
• connections across boxes or annuli with aspect ratio on a fixed scale (either n or M) have probabilities lower bounded by constants independent of n, and • open (resp. dual closed) connections between differents scales n 1 n 2 have probability costs comparable to arm events across the annulus B(n 1 , n 2 ).
For the construction inside the box B, which contains the defect edge f , we use a second moment method. See Combining the previous two lemmas and using (5) , we obtain that the denominator in (23) is bounded below: P(e ∈ γ, C c 0 ) ≥ cP(A 2,OC (M/2))P(A 3,OOC (e, M/2))P(A 2,OC (2M, n)), where c > 0 is a positive constant. Together with the upper bound (24), this implies the estimate P(E(e, k) | C c 0 , e ∈ γ) ≤ CP(E(e, k) | A 3,OOC (e, M/2)), in Case A, M = dist(e, 0).
Case B.
e is closer to ∂B n . In this case, M = dist(e, ∂B n ), and we choose l such that l ≤ M.
To estimate the numerator in (23), we separate B n into three regions: the inner box B n/2 , the small box B(e, l) around e, and the region B(n/2, n) \ B(e, l). • the existence, inside the region B n ∩ (B(p(e), n/2)) \ B(e, l) of two arms, one open and one closed dual, from ∂B(e, l) to ∂B(p(e), n/2). Here p(e) is the orthogonal projection of the lower left endpoint of the edge e onto the boundary ∂B n .
By independence, this gives the upper bound:
P(E(e, k), e ∈ γ, C c 0 ) ≤ P(E(e, k), A 2,OC (n/2), A 3,OOC (l)) = P(A 2,OC (n/2))P(A hp 2,OC (l, n/2))P(E(e, k), A 3,OOC (l)).
For the lower bound, we introduce an event F that implies the event {e ∈ γ} ∩ C c 0 when M = dist(e, ∂B n ). See Figure 4 for an illustration. 
a dual neighbor 0 * of the origin is connected to ∂B * n by a closed dual path 2 , which necessarily contains the dual edge f * , the dual to the defect edge in the first item. Consider the closed curve formed by concatenating f * and the portion of 2 from f * to ∂B n , then following ∂B n in the counterclockwise direction from the endpoint of 2 on ∂B n to the endpoint of 1 on dC, and finally following dC in the clockwise direction until one reaches f . Denote by J the region bounded by this curve. (5) The dual edge e * is connected to the arc k by a closed dual path lying inside J. In other words, k is connected at e * to the clockwise side of 1 .
By the same argument as for Lemma 4.2, we obtain the following. By standard gluing constructions illustrated in Figure 4 , one has the following: Taken together, the last two lemmas give a lower bound for the denominator in (23) in case M = dist(e, ∂B n ): .
The upper bound for the numerator will be obtained by a union bound along the decomposition γ ⊂ ∪ K m=1 C m ∪ ∪ K+1 m=1 σ m , using estimates close to those obtained in Section 2 for the volume #γ . For the denominator, we use (27) P(e ∈ γ, C 0 ) ≥ P(e ∈ σ 1 , C 0 ) + P(e ∈ ∪ K m=2 σ m , C 0 ) + P(e ∈ σ K+1 , C 0 ). We then obtain lower bounds on the terms on the right side of (27) by RSW/FKG constructions which force a given edge to belong to one of the portions of γ. As in the previous case, the constructions used depend on the location of the edge e in B n .
Case A:
the edge e is closer to the origin than to ∂B n . In this case, we have M = dist(e, 0). 17 
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(28)
Estimate for e ∈ σ 1 . We estimate the conditional probability O (2M, n) ). We bound the denominator in (29), P(e ∈ σ 1 , C 0 ), below using a construction analogous to that in 
This gives the upper bound:
P(E(e, k), e ∈ σ K+1 , C 0 ) ≤ P(A 1,O (e, M/2))P(E(e, k), A 3,OOC (e, M/2))P(A 2,OC (2M, n)). By the construction illustrated in Figure 6 , we also have the lower bound P(e ∈ σ K+1 , C 0 ) ≥ cP(A 1,O (e, M/2))P(A 3,OOC (e, M/2))P(A 2,OC (2M, n)). Combining the previous two estimates, we obtain P(E(e, k) | e ∈ σ K+1 , C 0 ) ≤ CP(E(e, k) | A 3 (e, M/2)). To control the denominator in the last term of (28), we use the lower bound (35) P(e ∈ γ, C 0 ) ≥ P(e ∈ ∪ K m=1 σ m , C 0 ) ≥ cP(, A 3,OOC (e, M))P(A 1,O (M)).
Case B:
e is closer to ∂B n than the origin. In this case, we estimate the ratio P(E(e, k), e ∈ γ, C 0 ) P(e ∈ γ, C 0 ) using the lower bound (27) instead of (28). Since it requires constructions close to the boundary of the box B n , this case is more involved.
Denote by p x (e) the projection onto ∂B n of the lower left endpoint of e (the first of the two endpoints in the lexicographic order on Z 2 ) along the x-axis, and by p y (e) the projection of the lower left endpoint onto ∂B n along the y-axis. Finally, let p(e) be the 2 projection of the lower left endpoint onto ∂B n . To simplify the proofs of the estimates below, we will assume that M = dist(e, ∂B n ) = dist(e, p(e)) max{dist(e, p x (e)), dist(e, p y (e))} ≥ cn.
This amounts to assuming that the edge e is not close to a corner of the box ∂B n . The case when e is close to a corner is dealt with by similar constructions to those in this section, involving the use of quarter-plane arm events instead of half-plane events.
We make extensive use of the half-plane events A hp k,σ . Their relevance here is illustrated in Figure 8 . For example, if e ∈ ∂B n is at distance M n from the boundary and has two open arms to distance ∼ n, then this implies the simultaneous occurrence of the two-arm event (37) Using (36) and (37), we have M) ).
Estimate for e ∈ σ K+1 . When e is closer to the boundary (M = dist(e, ∂B n )), we use the following lemma to obtain an upper bound for the probability P(E(e, k), e ∈ σ K+1 , C 0 ). Proof. On C 0 , enumerate the successive innermost circuits as C 1 , . . . , C K . If e ∈ σ K+1 , then e and p(e) lie outside C K . We let j be the least integer such that B(p(e), 2 j ) ∩ C K ∅, and l ≥ j be the least l such that B(p(e), 2 l ) ∩ C K−1 ∅ if K ≥ 2. Otherwise, we set l = log(n/4) . It is now easy to check that the claims regarding the arm events hold.
Decomposing according to the distances 2 j , 2 l , we estimate P(e ∈ σ K+1 , C 0 ) P(A 1,O (n/4))P(E(e, k), A 3,OOC (e, M)) by the sum log(2k)< j≤l≤log(n/4) The main estimate for the denominator P(e ∈ γ, C 0 ) in this case is:
P(A
(40) P(e ∈ γ, C 0 ) ≥ P(e ∈ σ K+1 , C 0 ) ≥ cP(A 1,O (n/4))P(A 3,OOC (e, M))P(A hp 2,OC (p(e), M, n/4))). This is obtained by the construction illustrated in Figure 9 . Combining (39) and (40), we obtain the desired estimate: 
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Applying the lemma and decomposing according to the distance j as in (33), (38), we obtain the estimate (41).
For the denominator, we use the lower bound (40) already established for the the event {e ∈ σ K+1 }. Combining (41) and (42), we find M) ).
Estimate for e ∈ ∪ K+1 m=1 C m . This case can be handled very similarly to that in the previous section. By a variant of Lemma 4.7, we obtain the upper bound: We use the lower bound established for P(e ∈ γ, C 0 ) in (40). Combined with the upper bound (43), we obtain
C M P k-A E C S
In the final summation of Section 2, we have used the estimate (44) π 4 (n) ≤ π 4 (n).
Recall that π k denotes the monochromatic k-arm event and π k denotes the polychromatic k-arm event. An inequality like (44) was obtained for site percolation on the triangular lattice by Beffara and Nolin [2] as a consequence of an inequality of Reimer's, which we now state. On the triangular lattice, let E 1 = A k−1,B...B be a black (k − 1)-arm event, and E 2 = A 1,B be a black 1-arm event. We have E 2 = A 1,W . Applying Theorem 5.1, we have
The following theorem comparing monochromatic and polychromatic k-arm events has been expected on the square lattice, where it no longer follows directly from Reimer's inequality.
Theorem 5.2. For Bernoulli bond percolation on the square lattice, for any k ≥ 2, n 0 (k) < n < N, (46) π k (n, N) ≤ π k (n, N).
Remark. Minor modifications of the proofs below show the estimate (46) with the arm events A k,σ (n, N) replaced by the half-plane versions A hp k,σ (n, N). On the square lattice, Theorem 5.2 does not follow from Theorem 5.1 as on the triangular lattice. This is because flipping a configuration with an open arm creates a closed arm on the primal lattice instead of a closed dual arm. To overcome this difficulty, we introduce a procedure to shift the configuration in a region S from the primal lattice to the dual lattice.
A connected region in E is a connected set of edges. We consider regions that are defined by including all the edges in a two-dimensional domain bounded by some Jordan curves. For the purpose of our application, we consider connected regions S ⊂ B(n, N) enclosed by two disjoint (primal) arms from ∂B n to ∂B N , as well as portions of the boundaries of B n and B N . For technical reasons, we exclude the (topological) boundary of S in the definition of S except for the portion on ∂B N .
We define the event A k,σ (S) in a similar manner to the arm event A k,σ (n, N), but with the k disjoint arms (connecting ∂B n and ∂B N ) are restricted to lie in a subset S of B(n, N) instead. We also note that, since we have excluded the edges in the two disjoint arms that form parts of the boundary of S, say γ 1 , γ 2 , in the definition of the region S, the k arms in A k,σ (S) are automatically F 11. All solid lines are edges in S and all dotted lines are dual edges of the edges in S. e 2 inherits its status in ω from e 1 (in ω). e 3 inherits its status in ω from itself. disjoint from γ 1 , γ 2 . The goal is to find a bijection of configurations on S which maps the event A 1,C (S) to A 1,C * (S). Lemma 5.3. For any n < N and any connected region S ⊂ E enclosed by the four arcs: two disjoint paths from ∂B n to ∂B N , a sub-interval of ∂B n , and a sub-interval of ∂B N , we have P(A 1,C (S)) = P(A 1,C * (S)).
Proof. Our goal is to define a measure-preserving transformation T on configurations of the edges in S. We first set some deterministic ordering of all edges in B N . This induces an ordering of the edges in S, which we enumerate as e 1 , . . . , e m .
Given an initial configuration (ω(e 1 ), . . . , ω(e m )) ∈ {0, 1} S , we determine the image configuration (ω (e 1 ), . . . , ω (e m )) by the following correspondence:
• If (e i ) * − 1 2 (e 1 + e 2 ) ∈ S, then we let ω * ((e i ) * ) = ω (e i ) := ω((e i ) * − 1 2 (e 1 + e 2 )).
(Note that (e i ) * − 1 2 (e 1 + e 2 ) is on the primal lattice E.) In this case, we say that e i inherited its status in ω from (the status of) (e i ) * − 1 2 (e 1 + e 2 ) (in ω). • If (e i ) * − 1 2 (e 1 + e 2 ) S, then the status of e i in ω remains the same as in ω: ω (e i ) := ω(e i )
In this case, we say e i inherited its status in ω from itself.
We classify the edges of S into three sets:
(1) An edge e is in E 0 (T) if no edge inherits its status in ω from e in ω.
(2) An edge e is in E 1 (T) if exactly one edge (including possibly e itself) inherits its status in ω from e in ω. By counting the number of edges inheriting their status from each of the sets E i , i = 0, 1, 2, we have:
All solid lines are edges in S and all dotted lines are dual edges of the edges in S. Under transformation T, the red edges belong to E 0 ; the blue edges belong to E 2 ; and the black edges belong to E 1 .
We now assign new status to the edges in E 2 . Enumerate the edges in E 0 and E 2 according to the deterministic order fixed in the beginning so that
This definition guarantees that this transformation is invertible, as no information (status of edges in E 0 ) is lost. We define an analogous transformation T , which we will show to be the inverse of T. Given an initial configuration (ω (e 1 ), . . . , ω (e m )), first assign the status of each edge e i as follows.
ω(e i ) = ω ((e i ) * + 1 2 (e 1 + e 2 )), if (e i ) * + 1 2 (e 1 + e 2 ) ∈ S.
Under the transformation T , we define E 0 = E 0 (T ) to be the set of edges such that no edge inherits its status in ω, and E 2 = E 2 (T ) to be the set of edges such that two edges inherit their status in ω.
Here, "inheritance" is used analougously as it was used in the definition of the transformation T.
Then, E 0 and E 2 are exactly the sets E 2 and E 0 defined in terms of the transformation T.
To show that T is a bijective transformation, it suffices to show that T • T = I and T • T = I where I is the identity transformation. For any edge e in E 1 , E 1 = E 1 = E 1 (T ), T • T operates on a configuration ω by mapping the status of e to its "upper-right" neighbor edge, e * + 1 2 (e 1 + e 2 ), and mapping the status of that edge back to e. Therefore, T • T is the identity transformation on the configurations on E 1 . Similarly, T • T is also the identity on the configurations on E 1 .
For an edge e in E 0 , its status is passed to some deterministic edge in E 2 by T and passed back to e from the same edge by T . Therefore T • T, and similarly T • T , is the identity transformation on the configurations on E 0 and E 2 , and thus the entire set S.
It remains to note that T(A 1,C (S)) = A 1,C * (S). For any closed arm γ in a configuration ω ∈ A 1,C (S), T(ω) contains a closed dual arm, γ * , that is a translate of the arm γ by (1/2, 1/2). γ * is contained in S, and by definition connects (∂B n ) * and (∂B N ) * . All edges in γ * except for the edge adjacent to ∂B N are in E 1 , and thus inherit their status 27 from the corresponding edges in γ. The edge of γ * that is adjacent to (∂B N ) * inherits its status from the edge adjacent to ∂B N in γ because it cannot be an edge in E 2 and therefore its status is not reassigned in step (47).
To prove Theorem 5.2, we use a result in [16] , where Nolin proved that the probability of a k-arm event with some color sequence is comparable to the probability of the same event with extra landing conditions. A landing sequence {I i } 1≤i≤k on ∂B n is a sequence of disjoint sub-intervals of ∂B n in counterclockwise order. A landing sequence on ∂B N is defined analogously. The theorem cited below is originally stated with additional "well-separatedness" condition, which is omitted here. Applications to color switching. The color switching lemma in [16] is a useful tool for site percolation on the triangular lattice. The lemma states Lemma 5.5 ([16] , Proposition 20). For site percolation on the triangular lattice, let k ≥ 2, n 0 (k) < n < N. If σ, σ are two polychromatic color sequences, then P(A k,σ (n, N)) P(A k,σ (n, N)).
Using a generalization of Lemma 5.3, we extend this result, with essentially the same proof as in [16] , to the square lattice case. In Nolin's proof, there exist at least one black arm and one white arm. Then, prescribing a landing zone I 1 for the black arm and a landing zone I 2 for the white arm, one can find the black arm γ 1 arriving on I 1 that is closest to any white arm arriving on I 2 . Similarly, one can find the white arm γ 2 arriving on I 2 that is closest to γ 1 . Note that the existence of arms of both colors is crucial for this construction. Once γ 1 and γ 2 are determined, the two regions separated by γ 1 and γ 2 are independent of each other. We then flip the configuration in the 28 part of the plane that contains all landing zones except for I 1 , I 2 . Then, all other arms' colors are flipped.
Lemma 5.6. Consider percolation on the square lattice, and let k ≥ 3, n 0 (k) < n < N. If σ, σ are two polychromatic color sequences, then P(A k,σ (n, N)) P(A k,σ (n, N)). Having flipped the configuration in S, we use the transformation T defined in the proof of Lemma 5.3 to shift the configuration in the flipped region to the dual lattice.
Shifting a primal arm by (1/2, 1/2) guarantees that the resulting dual arm connects (∂B n ) * and (∂B N ) * . See the Notations Section 1.3 for the definition of a dual arm. On the other hand, shifting a dual arm by (1/2, 1/2) may result in the image arm not being connected to ∂B n . In any case, the image arm is at most distance 1 apart from ∂B n . It follows that T is a surjective transformation from A k−2,σ (S) to A k−2,σ * (S \ B(n, n + 1)). We have P(A k−2,σ (S)) ≥ P(A k−2,σ * (S \ B(n, n + 1))). Similarly, the inverse transformation T −1 is a surjective transformation from A k−2,σ * (S) to A k−2,σ (S \ B (N − 1, N) ), which yields: P(A k−2,σ * (S)) ≥ P(A k−2,σ (S \ B (N − 1, N) )). E-mail address: zw477@cornell.edu
Inserting this inequality into (48) we have

