This article reports two lexical decision experiments that provide evidence for the automatic activation of deletion neighbors: words that overlap with the presented word save for the deletion of one letter. Experiment 1 showed slower and less accurate "No" decisions for nonwords with deletion neighbors (e.g., come in scome), relative to control nonwords.
The effects of orthographic similarity on visual word identification have attracted considerable theoretical and empirical attention (for a review, see Andrews, 1997) . The research suggests that processing of a written word results in the automatic activation of orthographically similar words (the word's "orthographic neighbors"), and that this can affect the speed of lexical access. Establishing which words make up the similarity neighborhoood of a letter-string can offer valuable insights into the structure of lexical representations and the nature of input coding. Theoretical input coding schemes make predictions about the similarity of pairs of letter-strings, and hence which words are likely to be activated following presentation of a target letter-string. For example, some coding schemes predict that the words train and rain are coded in such a way that there is little or no overlap in their respective input codes; such schemes can be falsified if evidence is found that the representation of rain is automatically activated following presentation of train. Another key question concerns whether the activation of orthographic neighbors facilitates or inhibits word recognition: the answer to this question is critical for understanding the mechanisms underlying word identification. The present article reports two experiments that bear upon these issues.
The first lexical decision experiment to investigate orthographic neighborhood effects was reported by Coltheart, Davelaar, Jonasson, and Besner (1977) . They examined the effect of a metric which they called N, which is a count of the number of substitution neighbors (SNs) of a letter string -the number of words sharing the same letter in all but one position.
They found that N had no effect on the latency of "Yes" responses, but that "No" responses to Large-N nonwords were slower than to Small-N nonwords. A wealth of subsequent research has examined the effect on stimulus recognition of both the size of the similarity neighborhood and the frequency of the words contained in the neighborhood. Virtually all of this research has adopted the definition of orthographic neighbors employed by Coltheart et al. (1977) .
However, the N metric is probably only an approximate measure of the size of a word's (or nonword's) similarity neighborhood. The first indication of this was provided by evidence of transposed letter similarity effects (e.g., Andrews, 1996; Chambers, 1979) . A transposition neighbor (TN) of a letter-string is a word that is identical save for the transposition of two adjacent letters. The confusability of TN pairs like clam and calm suggests that the definition of a letter-string's neighborhood should be broadened to include not just words that can be formed by letter substitution but also words formed by letter transpositions.
In this article we present evidence for a further broadening of the similarity neighborhood to include words formed by letter deletions. We define a deletion neighbor (DN) of a word to be a letter string that differs from that word by the deletion of a single letter; for example, the DNs of plane are plan, pane, and lane. The conventional measure of orthographic similarity counts includes SNs like place and plant in the word plane's orthographic neighborhood, but excludes DNs like plan and lane, despite the fact that these words are fully contained within the word plane.
Given the extensive literature on the similarity of SNs, surprisingly few studies have considered the orthographic similarity of words that differ in length (though see Treiman, Mullennix,Bijeljac-Babic,&Richmond-Welty,1995; Van Heuven & Dijkstra,submitted; Ziegler & Perry,1998) , and even fewer have considered the similarity of DNs De Moor & Brysbaert, 2000; Drews & Zwitserlood, 1995) . De Moor and Brysbaert found an inhibitory effect of masked word primes that were DNs of the targets (e.g., rover -Dutch for "robber" -took longer to classify as a word when it was preceded by the DN over than when it was preceded by the unrelated word prime zich). A similar finding was reported by Drews and Zwitserlood using German stimuli. These findings are consistent with the idea that identification of a target word may be delayed by competition with its DNs; priming the target with a DN enhances this competition. However, the fact that the DNs are presented in this paradigm (albeit briefly) makes it difficult to conclude that DNs are automatically activated in normal reading.
Drews and Zwitserlood also reported another priming experiment in which they observed no priming from nonword primes that were supersets of the target word (e.g., pilst-PIL). If DNs are automatically activated, it might be expected that these primes would facilitate target processing, in the same way that other masked priming experiments have shown that nonword primes that are SNs or TNs of a target word facilitate lexical decisions to that target (e.g., Forster, Davis, Schoknecht, & Carter, 1987) . The absence of priming in this experiment may reflect the fact that the targets were not from low-density neighborhoods, which appears to be critical for obtaining facilitatory masked priming (Forster et al.,1987) ; it should also be noted that the primes were often several letters longer than the target, and hence the stimuli do not provide an ideal test of the similarity of DNs, as defined here. In any case, it must be concluded that priming experiments have yet to provide strong evidence for the automatic activation of DNs.
More convincing evidence has recently been reported by Bowers et al. (2005) , who observed interference effects from DNs in semantic categorization. For example, participants took longer to respond "No" when asked to decide whether the word apex (which has the DN ape) refers to a type of animal than to decide whether apex refers to a type of vehicle. This interference effect suggests that DNs were processed to the level of meaning and impaired performance when they required a different response than the presented word.
As Bowers et al. note, their results do not bear on the question of whether DNs compete with their superset words at the lexical level. The experiments reported in the present article used the lexical decision task (LDT) and may thus offer a more direct test of the dual claims that DNs are automatically activated during visual word recognition, and that they compete with the superset words within which they are contained.
Experiment 1
Previous LDT studies have shown that a single substitution or transposition neighbor is sufficient to produce an inhibitory effect on "No" responses to nonwords (e.g., Chambers, 1979; Forster & Shen, 1996) . In the present experiment we examined whether there is a similar inhibitory effect of orthographic similarity for nonwords that possess DNs, relative to matched control nonwords. We hypothesized that the lexical representations of DNs would be automatically activated during the processing of nonword stimuli (e.g., the nonword smade would lead to the automatic activation of its DN made), and that this lexical activation would Thirty-one undergraduate students from the University of Bristol participated. All were native English-language speakers, and had normal or corrected-to-normal vision.
Stimuli and Design
There were two conditions, each consisting of 26 5-letter pronounceable nonwords (the full list can be found in the Appendix). Nonwords in the DN condition consisted of an initial letter that was followed by a four-letter word (e.g.,smade). The DN word (in this case, made) had a CELEX written frequency of at least 10 per million; the median frequency was 170 per million. The combination of the nonword's initial letter and the initial letter of the four-letter word always resulted in a legal onset. To ensure perfect matching of onset and body units across the two nonword conditions, quadruples of items were selected consisting of two onset units and two body units. For example, the nonwords smade and droad in the DN condition were matched with the nonwords smoad and drade in the control condition; nonwords in the control condition had no DNs. The DN and control nonwords in each quadruple were matched with respect to N (mean=1.60 and 1.53 for the DN and control conditions, respectively). The two conditions were also matched on mean log bigram frequency (mean=2.55 and 2.57 respectively) and mean log trigram frequency (mean=1.46 and 1.35 respectively); values for these variables were calculated using the N-Watch computer program (Davis, in press ). There were 80 filler stimuli: 52 five-letter words, 14 four-letter words and 14 four-letter nonwords.
The mean CELEX written frequency of these words was 39 per million (range=2-472), and the mean N was 5 (range=0-17). None of the 4-letter words corresponded to the DNs that were embedded in the critical nonword condition.
Procedure
Participants were tested in a quiet room either individually or in groups of two or three.
They were told that words and nonwords would be displayed on the monitor in front of them, and that they should press one of two buttons to indicate whether each stimulus was a word or a nonword, responding as rapidly as possible while maintaining a reasonable level of accuracy. Word responses were made with the participant's dominant hand. Participants were initially presented with 20 sample trials consisting of ten words and ten nonwords. The experiment started with three filler trials, followed by the 132 experimental trials, the order of which was randomized for each participant. Stimuli were presented in lower case using the DMDX software for stimulus display (K.I. Forster & J.C.Forster, 2003) , and remained visible until the subject responded.
Results and Discussion
Latencies greater than 1500 ms (0.4% of the data) or less than 300 ms (0%) were excluded from the analysis, as was the data of one participant who had a very high error rate (39%)[Note 2]. For word stimuli, the mean RT was 604 ms and the mean error rate was .06. The inhibitory effect of DNs in this experiment parallels the effect of SNs and TNs on nonwords in other LDT experiments (e.g., Chambers, 1979; Forster & Shen,1996) , and it seems reasonable to conclude that these phenomena reflect the same underlying effect, whereby the similarity of a nonword to existing words gives rise to lexical activity that interferes with the correct "No" classification.
It is possible, however, that DN interference effect is specific to nonword stimuli, i.e., that DNs are only activated when the lexical processor fails to find a lexical representation matching the input stimulus. To examine this possibility, we sought in Experiment 2 to find evidence of automatic DN activation for word stimuli.
Experiment 2
Experiments with French, Dutch, and Spanish materials have found that the presence of a higher frequency neighbor inhibits the latency of "Yes" responses to word stimuli (e.g., Grainger & Jacobs, 1996; Grainger et al., 1989; Grainger,O'Regan,Jacobs,&Segui, 1992) . This effect has been replicated with English stimuli in some studies (e.g., Huntsman & Lima, 1996 ;Perea&Pollatsek,1998), but not others (e.g., Forster & Shen,1996; Sears et al., 1995) .
These empirical inconsistencies may be related in part to the use of an overly conservative definition of a word's orthographic neighborhood; this possibility is discussed below. They probably also reflect the difficulty of matching low frequency stimuli satisfactorily on all relevant variables (e.g., Forster & Shen, 1996) . For this reason, methodologies that enable a target word to be compared with itself are of particular value; a variety of such techniques have shown inhibitory effects of higher frequency SNs in English. For example, briefly delaying presentation of one of the letters of a target word has a significantly greater inhibitory effect on lexical decision latency when this results in a letter string that is potentially consistent with a higher frequency neighbor compared to one that is unambiguously consistent with the target (e.g., delaying the d in drew --enabling activation of the higher frequency neighbor grew --results in much slower latencies than delaying the letter w; Hinton,Liversedge,&Underwood,1998; Pugh,Rexer,Peter,&Katz,1994) . More recently, Davis, Bowers, and Hanley (2005) have used a training methodology in which new words are introduced into reader's lexicons, so that it is possible to examine performance on the same word when it is a lexical "hermit" and when it has an orthographic neighbor; results showed that the presence of a new neighbor exerted an inhibitory effect on the speed of semantic categorizations and lexical decisions.
Based on these considerations, we predicted that the presence of a higher frequency DN would exert an inhibitory effect on lexical decisions to low frequency words. To test this, we selected low frequency words with higher frequency DNs (e.g., comet,stable) and matched these as closely as possible to control words with no DNs. We also varied the position of the overlap between a word and its DN. Bowers et al. (2005) observed no difference in the magnitude of the interference effect for word-initial and word-final embedded subsets (e.g., the embedded word arm interfered with decisions to both army and farm). We attempted to confirm that interference from DNs can be obtained across both of these position conditions, and also included a third condition, in which the DN overlaps with the outer portion of a word (e.g., trace in trance). This type of overlap involves a disruption of letter contiguity, but preserves the exterior letters of the DN. In the light of evidence supporting the greater weight of exterior letters in visual word identification (e.g., Humphreys, Evett, & Quinlan, 1990; Jordan, 1990) , we expected that interference would also be observed in this condition.
Method
Participants 28 undergraduate students from the University of New South Wales participated. All were native English-language speakers, and had normal or corrected-to-normal vision.
Stimuli and Design
The stimuli consisted of 240 items: 120 low frequency words (mean CELEX frequency = 8 per million) and 120 nonwords. Half of the word stimuli possessed DNs that were of higher frequency than the stimulus word (mean CELEX frequency = 318 per million). The position of the DN word was varied factorially across three levels: 1) Initial overlap (e.g.,tablet), 2)
Final overlap (e.g.,turban), and 3) Outer overlap (e.g., trance). For each of these conditions, 60% of the words had five letters and 40% had six.
Each of the critical words was paired with a control word that did not possess a DN. A number of the control words contained smaller embedded words (e.g., are in snare, bat in batch). This is inevitable given the degree of lexical embedding in English and the constraints on frequency matching; the important point to note is that the influence of these subset words should act against the hypothesis being tested here. Experimental and control words were matched with respect to length, number of syllables, N, bigram frequency and word frequency (see Table 1 ). To ensure close frequency matches between experimental and control items, three different written word frequency norms were employed: CELEX English Corpus Types database (Baayen et al., 1995) , Kucera and Francis (1967) , and the Sydney Morning Herald word corpus (Dennis, 1995) . The conditions were also matched with respect to N and bigram frequency, using values calculated by the N-Watch computer program (Davis, in press ). None of the stimuli possessed transposition neighbors. The nonwords were filler stimuli that resembled the word stimuli with respect to their orthographic characteristics (e.g., 60%
contained 5 letters and the remainder contained 6 letters, and the distribution of N values was similar to that for the word stimuli).
Procedure
The procedure in this experiment was identical to that of Experiment 1, except that participants were always tested individually.
Results and Discussion
Mean correct RTs and error rates (averaged over subjects) are shown in Table 2 . Latencies greater than 1500 ms (1.5% of the data) or less than 300 ms (0%) were excluded from the analysis, as was one participant whose error rate exceeded 30%[Note 3]. Differences between DN and control words were tested over both participants and items, using repeated measures analyses in both cases. Words with higher frequency DNs were classified 27 ms more slowly than matched control words, F1(1,26)=31.86,MSE=911.11,p<.01, F2(1,57)=7.57,MSE =3334.76,p<.01. This DN interference effect interacted with position of overlap in the analysis over participants, F1(1,25)=3.69,MSE=1069.83,p<.05, but not in the analysis over items, F<1. There were no significant differences in the analyses of the error data. For nonword stimuli, the mean RT was 719 ms and the mean error rate was .10.
Although the stimuli were closely matched on frequency and orthographic variables, we did not attempt to match with respect to semantic variables such as word imageability when selecting stimuli, and this raises the possibility that the observed effect could reflect a confound with imageability[Note 4]. To assess this possibility, we collected ratings of imageability (on a scale from 1 to 7) for each of the words in the experiment from a sample of 10 raters drawn from the same student population as the participants in Experiment 2.
Although the difference in mean imageability between conditions was not large (4.4 vs. 3.7), it was statistically significant (p=.03). We therefore conducted a new analysis over the matched item pairs in which we included the difference in mean imageability ratings as a covariate. This resulted in the same pattern of effects for the RT data, with a significant DN interference effect, F2(1,56)=4.05,MSE=3026.91,p<.05, and no interaction with position of overlap (F<1); there were no differences in the ER data, as in the original analysis. It can be concluded that there is a genuine DN interference effect above and beyond any effect that is due to imageability.
In order to test whether differences in the pronunciation of the target and its deletion neighbor affected the results we conducted a post-hoc analysis in which we divided the stimulus pairs up according to whether the pronunciation of the DN was the same as when it was presented in the target word (e.g., star and stark were classified as "same", whereas close and closet were classified as "different")[Note 5]. Mean DN interference was 30 ms for "same" pronunciation items (n=36) and 25 ms for "different" pronunciation items (n=24); the interaction between the pronunciation factor and the DN interference effect did not approach significance, F2 (1, 54) =1.29, p>.25 . It therefore appears that this pronunciation factor does not influence the interference effect of deletion neighbors. This agrees with the conclusion drawn by Bowers, Davis, and Hanley (2005) .
A final post-hoc analysis examined whether DN interference was moderated by the number of substitution neighbors of the target. According to competitive activation models, the inhibitory effects of a given competitor should be masked when there are multiple competitors. We divided the items into two roughly equally-sized groups, one consisting of 29 targets with either no neighbors or one (lower frequency) neighbor, another consisting of 31 targets that had between two and nine neighbors. For the low-N group the DN interference was particularly strong (44 ms, p=.001), but for the group with multiple neighbors the DN interference effect was much weaker (13 ms), and not statistically significant (p>.4). [Note 6] Overall, the results were consistent with the predictions: higher frequency DNs interfered with lexical decision, and there was evidence of this interference effect for word-initial, word-final, and word-outer overlap conditions. The data showed a strong trend for greater interference for the latter condition, although the interaction between DN interference and position of overlap was not robust: it was observed in the analysis over participants when an absolute criterion was was used to exclude outliers, but not when a relative criterion was used (see Note 3), nor was it apparent in the analyses over items.
General Discussion
The present experiments provide evidence that the presentation of a target letter-string leads to the automatic activation of DNs, and therefore support the notion that the definition of a letter-string's similarity neighborhood should be extended to include DNs. Although it may seem unsurprising that words like plane and plan are perceptually similar, this finding has important methodological and theoretical implications. Previous research indicates that the similarity neighborhood of a letter-string affects the speed with which that letter-string can be processed in tasks like lexical decision, speeded naming, and perceptual identification (e.g., Andrews, 1997) . For this reason, it is standard practice to equate stimuli on N when investigating the effects of other variables, on the assumption that N is a measure of the density of a letter-string's similarity neighborhood. But if the standard N metric is only a rough measure of neighborhood density then the possibility exists that efforts to control stimuli with respect to similarity will be unsuccessful.
From a theoretical perspective it is also critical to establish which words comprise the similarity neighborhood of a letter-string, because this bears upon the nature of the input coding scheme employed by the word recognition system. The most common form of input coding scheme in current computational models is some form of position-specific coding, in which it is assumed that there are letter units that correspond to particular serial positions.
These schemes are well-suited to explaining the similarity of substitution neighbors, but face problems explaining the similarity of TNs (e.g., Andrews, 1996; Davis, 1999) , as well as DNs in which the common letters are misaligned. For example, the results of Experiments 1 and 2 suggest that the presentation of either the nonword scome or the word comet results in the automatic activation of the high frequency DN come. The similarity of scome and come cannot be explained by a simple position-specific coding scheme like that used in the DRC model (Coltheart et al., 2001) , because scome and come are not coded by any common letter units. Switching to a right-aligned form of slot coding would overcome this problem, but would then fail to explain the similarity of DNs that involve word-initial overlap (e.g.,comet and come). Finding a coding scheme that can accommodate these effects is an important problem that needs to be solved by computational models of visual word recognition.
One candidate scheme that does just this has been described by Davis (1999, submitted) .
A key aspect of this spatial coding scheme is its assumption of position-independent letter units; the relative activities across these units codes the relative order of the letters in a string.
This implies that words like plane, plan, lane, and pane are coded by similar patterns of activity across the same set of letter units, and hence that they will occupy a common similarity neighborhood. Davis (submitted) has suggested possible extensions to this scheme to explain data suggesting that exterior letters play a more important role in visual word identification than interior letters (e.g., Humphreys,Evett,&Quinlan, 1990; Jordan, 1990) . One possibility is that exterior letters tend to be identified earlier than interior letters (because they suffer from less lateral masking), so that word identification is characterised by "outside-in" processing (e.g., Grainger et al.,1992; Jordan,1990) . This leads to the prediction that the input stimulus is almost twice as similar to an outer-overlap DN than to an initial or final DN for the period during which only the exterior letters have been identified. [Note 7] This may account for the numerical trend we observed in Experiment 2 in the direction of greater interference for DNs involving word-outer overlap.
neighbors facilitate or inhibit the processing of a letter-string. In the case of nonwords, the answer to this question is clear: Whether the neighbor is formed by letter substitution, transposition, or deletion (as in Experiment 1), the effect of lexical neighbor activation is to interfere with "No" responses in LDT, resulting in slower and less accurate responses (Andrews,1996; Chambers,1979; Forster & Shen,1996) . This is consistent with the idea that the mechanism for making "No" decisions in LDT monitors on-line lexical activity (e.g., Coltheart et al.,1977; Davis,1999; Grainger & Jacobs,1996) . In the case of words, the answer is less clear; as noted earlier, experiments using English stimuli have produced mixed results.
One factor contributing to the absence of an inhibitory effect of higher frequency SNs in some experiments may be the difficulty of adequately matching stimulus conditions across all relevant variables. The present experiment used a very strict method of matching conditions with respect to word frequency, and post-hoc analyses revealed the inhibitory effect of higher frequency DNs was still obtained when differences in the imageability of the conditions were covaried out. Another factor contributing to the mixed empirical results may be related to the methodological issue raised by the present data, i.e., the use of an overly conservative definition of a word's orthographic neighborhood. For example, a word like acre has no higher frequency SNs, but it has both a higher frequency TN (care) and a higher frequency DN (are), and is therefore an inappropriate control item to use in an experiment examining whether words with higher frequency neighbors are identified more slowly. By the same logic, DN interference effects should be harder to detect for words that have multiple SNs.
This is exactly what we found in the post-hoc analysis of Experiment 2, which revealed that the DN interference effect was very robust for words with no SNs (or one lower frequency SN), but not for words with multiple SNs (a result that parallels the results of training experiments reported by . This pattern supports the prediction of competitive network models in which identification is achieved through competition among lexical representations in the similarity neighborhood of the input stimulus. The present work shows that this neighborhood needs to be extended to include deletion neighbors.
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