The use of LED-to-camera communication opens the door to a wide range of use cases and applications, with diverse requirements in terms of quality of service. However, while analytical models and simulation tools exist for all the major radio communication technologies, the only way of currently evaluating the performance of a network mechanism over LED-to-camera is to implement and test it. Our work aims to fill this gap by proposing a Markov-modulated Bernoulli process to model the wireless channel in LED-to-camera communications, which is shown to closely match experimental results. Based on this model, we develop and validate CamComSim, the first network simulator for LED-to-camera communications. the performance of a network mechanism over LED-to-camera is to implement and test it. This results in heavy measurement and parameterisation campaigns that need to be repeated anytime a new VLC protocol or feature is imagined. Having access to standard performance evaluation tools in this type of network would certainly accelerate studies in the field, and nicely complement experimental field tests. The work described in this paper aims to fill this gap by proposing models and tools that help in the assessment of LED-to-camera communication network mechanisms. Our contributions are threefold. First, we propose an analytical model for LED-to-camera communication systems in Sec. 3. Second, we design and implement CamComSim, a LED-to-camera communication simulator in Sec. 5. Finally, the model and the simulator allow us to benchmark several network redundancy mechanisms proposed in the literature. By checking against experimental results, we are able to confirm the correctness of our models in this context.
INTRODUCTION
Visible-light communication (VLC) is an enabling technology that exploits illumination to provide a short-range wireless communication link. VLC systems take advantage of the license-free light spectrum and their immunity to radio frequency (RF) interference. In such systems, information is often relayed by modulating the output intensity of a light-emitting diode (LED). Any electronic device which can detect the presence or absence of visible light can be utilized as a VLC receiver. While most of the work in the field is focused towards using photo-diodes as receivers, because of their fast response and high bandwidth, some studies demonstrated that smartphone cameras can also be used to detect high-frequency light patterns [1] .
Indeed, nowadays smartphone cameras widely use two types of image sensors, Charge Coupled Devices (CCD) or Complementary Metal Oxide Semiconductors (CMOS). These two technologies have some similarities, but one major distinction is the way each sensor Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. MSWiM '19, November 25-29, 2019 , Miami Beach, FL, USA © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6904-6/19/11. . . $15.00 https://doi.org /10.1145/3345768.3355922 exposes its pixels to light. CCD sensors use the Global Shutter readout mode, where all pixels are exposed simultaneously and then each pixel is read sequentially. This mechanism helps in capturing a still image of a moving object. On the other hand, CMOS sensors use the Rolling Shutter readout mode [2] , where each row is exposed in a row-sequential way with fixed time delay. Due to this mechanism, there is a significant time difference between the beginning of the exposure of the first and the last row, making them no longer simultaneous. When an LED is modulated at a frequency higher than the rolling shutter speed, stripes of different light intensity are captured in the image. A row of pixels appears illuminated when the LED was ON during the row exposure time. On the other hand, a row appears dark when the LED was OFF during the exposure time. The intensity and width of the strip depend on the transmitter modulation frequency, allowing us to encode information in these illuminated and dark bands, similarly to the use of a bar code.
This LED-to-camera communication based on the Rolling Shutter effect opens the door to a wide range of use cases and applications, with diverse requirements in terms of quality of service [3] . To cite a few examples, both line-of-sight (LOS) [4, 5] and non-line-of-sight (NLOS) [6, 7] communications have been demonstrated in these settings, as well as ultra-reliable localization solutions [8, 9] , sensing [10] , or even scene protection against intrusive photographs [11] . However, while analytical models and simulation tools exist for all the major RF technologies, the only way of currently evaluating machine or instrument and any regular smartphone. This low cost also explains the fact that practically every study on this topic uses an experimental approach. While experiments are essential in evaluating new protocols and services, running an experimental campaign every time one wishes to evaluate a new idea can become cumbersome.
Designing analytical models and implementing them in simulation tools is standard practice in the wireless networking field in order to accelerate the evaluation of new protocols and mechanisms. Indeed, network simulation has been largely studied in the case of wireless communication [12] . Nonetheless, VLC performance evaluation remains poorly investigated and VLC simulation tools are still missing. The main efforts on simulating VLC systems have focused on indoor channel simulation [13] , or on the 802.15.7 PHY [14, 15] and MAC [16] layers. These approaches rely on classical network simulation frameworks, such as those used for wireless and ad hoc networks, e.g. ns-2 [16] , ns-3 [14] , OMNET++ [15] or MATLAB [13] . All these works consider LED-to-Photodiode communication, hence LED-to-Camera communication is completely unexplored. Our work is the first effort in LED-to-Camera simulation reported in the literature, making CamComSim the first implementation of a LED-to-Camera VLC simulator.
MODELING LED-TO-CAMERA COMMUNICATION
In this section, we describe, for the first time in the literature from our knowledge, a LED-to-camera communication channel model. Based on the theory of Markov-modulated Bernoulli processes (MMBP) [17] , discussed in Sec. 3.1, this model can be applied to all LED-to-camera communication systems, not only to the particular case of ours. The proposed model is not only generic, but also very accurate, as demonstrated by its validation with extensive experimental results in Sec. 3.4. As an example, we use the analytical model to compare two simple redundancy mechanisms, required to cope with the inherent losses of LED-to-camera communication and described in Sec. 3.2 and Sec. 3.3.
Model design
In a LED-to-camera system, data is received as a series of dark and illuminated stripes in a picture frame captured by the camera. In the following, we note by f i the i-th frame captured by the camera and by δ f the time between the beginning of two consecutive frames. Obviously, even at the highest frame rate allowed by the camera, data is not continuously received, as a minimum time δ д exists between two frames. This is denoted as the inter-frame gap (IFG). Moreover, as depicted in Fig. 1 , the distance between the LED and the camera also has an impact: when the camera is farther away, the LED transmission is captured for a shorter time, resulting in a smaller ROI.
Gilbert-Elliot model:
A first idea to model LED-to-camera communication would be the Gilbert-Elliot model, which is widely used to model bursty losses [18] . This unique type of channel can intuitively be modeled by a two states Markov chain. In state S 1 , the system is capturing a frame. The camera is receiving packets, and the reception probability is 1 − p e where p e is the packet decoding error probability. In state S 2 , the camera is not capturing any pictures, therefore we consider the reception probability is 0. The transition probability between S 1 and S 2 (respectively S 2 and S 1 ) is denoted p (respectively q). The model assumes that p, q, p e are independent and constant. In this case, the probability of being in state S 1 under the steadystate regime can be easily computed as p s 1 = p p+q . The probability of being in state S 2 is so p s 2 = q p+q . The values of p and q are function of the duration of the IFG, δ д , the frame duration, δ f , and the camera capture time δ c , depicted in Fig. 1 , and linked as the following:
3.1.2 MMBP model: If the model introduced just before is straightforward and widely used, it lacks realism in our case, where the transitions between ON and OFF states are almost deterministic. Practically, in our system, the transition probability from a state to another depends on the residence time in this state.
To improve this approach, we model the LED-to-camera channel using a Markov-modulated Bernoulli process (MMBP), represented in Fig. 2 . In this figure, we depict a Markov chain with a total number of M +N states. Each of these states represents a reception time slot, i.e. the time duration needed in order to receive one physical layer message (denoted as PHY-SDU in the following). The transition between two states representing successive time slots is automatic, i.e. it happens with a probability of 1. In S O N states, the camera is receiving packets, and the arrival rate is
where p e is the packet decoding error probability. In S O F F states, the camera is not capturing any pictures, therefore we consider the arrival rate λ 2 = 0.
We denote as s a state in the Markov chain and we define state s + j as the state reached after j transitions, starting from state s. The probability of being in state s under the steady-state regime can be easily computed as π s = 1 N +M . At the same time, the probability of noticing no arrivals (i.e. no packet reception) in state s is p 0 (s). This can be written as:
As it can be seen from both models, the relatively high packet loss probability (compared with RF technologies) is an intrinsic property of the LED-to-camera communication channel. To overcome this problem, redundancy mechanisms are needed.
In the following, using classical redundancy mechanisms as an example, we show that the classical Gilbert-Elliot model is inaccurate, which highlights the need to rely on the MMBP theory. Then, we use the MMBP channel model to compare two simple, but widely used redundancy solutions: repeating a packet or repeating a sequence of packets.
Repeat Packet
The first strategy to cope with the inherent losses in the LED-tocamera communication system, used for example by Ferrandiz-Lahuerta et al. [7] , is to send each packet twice in a row, to increase the probability that at least one of the transmissions will be fully captured by the smartphone camera. We generalize this approach in the Repeat Packet (RP) strategy, where each packet is repeated r times, one after the other. In this case, the r value needs to be chosen in order to attain a desired reception probability, its optimal value depending on the inter-frame time and on the packet size.
In the following, we study the probability of receiving a packet at least once when considering the RP strategy, for the two models introduced above.
Gilbert-Elliott Model:
If we consider the Gilbert-Elliott model, the probability of receiving a packet at least once can be written as p RP s = 1 − p RP 0 , where p RP 0 represents the probability of failing to receive a packet r times in a row, written as:
MMBP Model:
If we consider the MMBP model, the probability of failing to receive a packet r times in a row p RP 0 can be written as:
The value of p RP 0 will depend on m s , defined as the number of S O N states during the r retransmissions, when the first packet transmission is in state s:
Depending on the values of r , M and N , several cases can be distinguished. We present results for the two most current cases:
This means that the number of retransmissions does not always cover the δ д period (which counts N states). In this case, p RP 0 can be written a follows:
. This is the most common case, where the number of repetitions is chosen to cover the entire inter-frame period. However, a reception is still not certain in this case, because of the decoding error p e . In this case: We compare the analytical results given by the two aforesaid models to experimentation results (obtained using our testbed described in [19] ) in Fig. 3 . This figure shows the success probability of receiving a message of N p = 50 packets of data, as a function of the number of retransmissions r .
The very different results between the Gilbert-Elliott model and the experimentation confirms that the stochastic transition assumptions of this model are quite far from reality. On the other hand, MMBP approximates quite well the experimental behavior, highlighting the need for this more complex, but finer grained model.
Repeat Sequence
A different approach to improve reliability is the Repeat Sequence (RS) strategy, consisting in the transmission of a sequence of N p packets, repeated r times. In contrast with the previous mechanism, RS does not try to cover the inter frame time at the packet level, and it does not ensure that a packet is received before sending the next one. Instead, the reliability and presumed efficiency is based on the fact that the probability of losing the same packets over different transmitted sequences is low.
In the case of an RS strategy with a sequence of N p packets retransmitted r times, the probability of receiving a packet at least once can be written as p RS s = 1 − p RS 0 . Using the MMBP model, the probability of failing to receive a packet r times in a row, p RS 0 , can be written as:
Evaluation results
We use our MMBP analytical model to study the RP and RS strategies by focusing on the probability of delivering the entire quantity of information in a given number of transmissions. We provide both analytical and experimental results, allowing us to validate the proposed MMBP model. Fig. 4 shows, for the two mechanisms, the probability of integrally receiving N p packets of data as a function of the number of retransmissions r . In this figure, we set M = 5 and N = 2; these values are in line with the packet length, the transmitter frequency and the camera capture interval experimentally observed for a distance of 5 cm between LED and camera. The results show quite a nice fit between the analytical and experimentation results, despite the assumptions required by our MMBP model.
To better understand the performance of the two retransmission strategies, we compare them in Fig. 5 . This figure shows that, for the RS strategy, 3 retransmissions are needed to achieve a reception probability higher than 0.9, while this value raises to 6 for the RP strategy. On the right side of the figure, we show that the performance of the two strategies depends on the ratio between the number of S O N and S O F F states, M : N . When this ratio changes from 5 : 2 to 2 : 5, which practically corresponds to increasing the distance between the LED and the camera, RP gives better results than RS. Indeed, for the RS method, the success probability sharply decrease when M < 3 and stays below 0.6 even for 10 retransmission.
Practically, this means that RP is more suitable when the distance between the LED and the camera is higher, while RS is better for short communication distances. This phenomenon was previously unknown in the research community, but it is straightforward to study with our analytical model
ROI MODEL
An important phenomenon in LED-to-camera communications comes as a direct consequence of the distance between the LED and the camera. Indeed, as this distance increases, the size of the region of interest (ROI) in the picture reduces and, as a consequence, cuts down the number of messages that the camera can receive per frame, i.e. the M states in Fig. 1 . To include this performance factor into our model, we propose an analytical function that gives the ratio between the ROI and the picture size. In the model discussed in Subsec. 3.1, this is the ratio of M states in the M + N states.
We apply photogrammetry rules to give the ROI ratio as a function of the distance d, the LED size l, the camera CMOS sensor size ss, the image size on the sensor i and the camera focal distance f c. According to the optical system depicted in Fig 6, basic lens optic rules give the following Eq. 9:
To obtain the ROI as the ratio of the total number of pixels in the picture, we need as input the CMOS sensor size ss. We apply Session: Visible Light Communication and mmWave the min function to normalise the ROI ∈ [0, 1] even if the image size on the sensor, i, is larger than the sensor size, ss. The result is given in the following Eq. (10):
To validate the results given by Eq. 10, we measure the ROI experimentally, using the testbed described in [19] , for distances from 0 to 40 cm. Fig. 7 plots in orange the ROI ratio we observed during our experiments and in green the analytical results computed with a Nexus 5 sensor with the following characteristics: f c = 35, ss = 5.7 and l = 10. This shows that the analytical curve approximates quite well the experimental ROI ratio. However, we notice that the experimental results are better for a distance between 10 and 30 cm, and they become worse than the model at 35 cm. In fact, the light radiance on the camera lens, that our model does not take into account, artificially increases the LED size on the picture when the camera is close to the LED. The difference at larger distance is a consequence of the ambient light which was measured at 650 lux during the experiments, also neglected in Eq. (10).
The ROI model described in this section and the MMBP reception model validated in the previous section are the basis of the simulator implementation discussed in the following.
THE CAMCOMSIM SIMULATOR
As discusse in Sec. 2, the simulation of LED-to-camera communication remains completely unexplored in the field. Our work is the first such effort reported in the literature, making CamComSim the first implementation of a LED-to-camera VLC simulator.
Simulator Implementation
5.1.1 Software architecture. CamComSim is an event-driven LEDto-camera simulator developed in Java, which makes it easy to maintain and distribute code, and it provides built-in multi-platform compatibility for systems with a Java Virtual Machine. Fig. 8 arbitrary data in the payload (real data could be used if available) and a unique sequence number in the header. The broadcast strategy abstraction is given in the strategy package. Here, the Strategy interface lets the users implement their transmission strategy. This package also contains the straightforward ReapeatPhysduStrategy (RP) implementation that consists in repeating each PHY-SDU r times, one after the other, as described in Sec. 3.2. When the last PHY-SDU of the message is reached, the process is repeated from the beginning. Finally, the scenario package proposes an interface to build a simulation, wiring together the Message , the Channel , the Led , the Camera and the Strategy with the Simulator kernel. Besides, the package utility provides helper classes used to compute the simulation results statistics, format and save the results as a JSON file and load or save the simulation parameters. The ui package contains a command-line interface (CLI) used to run a simulation scenario.
Simulator parameters.
Our simulator exposes a set of finely grained parameters to describe the LED-to-camera communication system behavior. Table 1 shows the parameters we use in this work and expose through the CamComSim CLI. The performance of the LED-to-camera communication is significantly affected by the distance d, the IFG noted δ д in Fig. 2 , and the LED size l. The values of these parameters should therefore be carefully chosen, according to the available hardware and envisioned scenario.
Further parameters, introduced in Sec. 4, that refer to the CMOS sensor characteristics, are optional but can be considered to refine the channel model, as they impact the ROI. However, smartphone manufacturers rarely provide this information, e.g. regarding the sensor size ss and the focal distance f c.
The PER p e is the consequence of the errors occurring in a M state when a PHY-SDU is well included in a picture but is wrongly decoded by the smartphone. These errors are bits substitutions induced by interference, low SNR, and artifacts on the picture. This value varies from a smartphone to another, but we did not observe major differences in our tests. The PhysduPayload payload size P and the PhysduPayload header size H configure the data encapsulation mechanism. Given these two settings, the PHY-SDU size is computed as P +H +SY NC + PB, where SY NC is the PHY-SDU delimiter symbol (4 bits in our tests), and PB is the number of parity bits (2 bits in our settings). This PHY-SDU size, along with d, l, δ f and the modulation frequency f , determines the number of the M time slots in Fig. 2 .
A transmission strategy among the Strategy interface implementations needs to be chosen as well. For now, we have implemented and considered only the RP strategy, for which the parameters are the size of the message to broadcast, G, and the number of consecutive PHY-SDU emissions, r .
Kernel Implementation.
The CamComSim kernel is implemented in the Simulator class. Its role is to produce PHY-SDU emission events (TX) and manage their result. The number of events, i.e. the number of PHY-SDU sent, is noted c and is updated at runtime. At each clock tick, c is incremented, a TX event is created and processed as follow: (1) the next PHY-SDU in the transmission strategy queue is associated with this event; (2) considering p e , f , P, H , c, the channel response function gives the event result. The result is one among: reception success, reception with errors or loss during IFG; (3) this result is stored in a list to further determine if all the PHY-SDU forming a message are received.
The simulator loops over (1), (2) and (3) until the stop condition is met, i.e. c has reached the maximum number of PHY-SDU emissions or the complete message is received. The simulation is repeated n r times using the Java class for multi-threading purpose ThreadPoolExecutor . Finally, the simulations results and statistics are saved in a JSON file for further processing.
CamComSim validation
In this section, we present LED-to-camera simulation results given by CamComSim. To assess the correctness of our simulator, we conduct a series of experiments with the testbed presented in [19] . We set the emitter symbol rate to 8 kHz and place it in standard indoor illumination conditions, near a window and illuminated with neon lights. The illuminance has been measured with a luxmeter at around 650 lux. We compare the testbed performance with the results given by CamComSim for a set of key parameters: the Session: Visible Light Communication and mmWave MSWiM '19, November 25-29, 2019 , Miami Beach, FL, USA message size G, the number of consecutive PHY-SDU emissions r , the distance d and the PHY-SDU payload length P.
PHY-SDU Retransmission.
As discussed in Sec. 3.2, to face the IFG bits erasure and ensure that all the packets are well received, a possibility is to transmit consecutively each PHY-SDU r times in a row. The ReapeatPhysduStrategy class in CamComSim implements this retransmission strategy. When each PHY-SDU has been transmitted r times, the message transmission restarts, until the message is completely received. To avoid infinite loops, we stop the simulation when 50000 PHY-SDU are sent, even if the message is not received entirely. In such case, we consider the goodput is 0.
The results highlight that the simulation and testbed goodput follow the same tendency when r varies. The best case is when r = 1, for which the goodput is 1.6 kbit/s according to CamComSim and 1.7 kbit/s for the testbed, an estimation error of only 6%. Based on these results, for all the simulations that follow we use the RP strategy implementation with r = 1. 
Message size.
We now consider the impact of the message size G on the goodput at a 5 cm distance, with r = 1 and a 24 bits length PHY-SDU. Fig. 10 shows that CamComSim results are very close to those of the testbed, confirming that the simulator well considers the impact of the message size. The goodput reduces when the message size increases, as the RP strategy leads to a large number of useless transmissions: the simulator gives 1.6 kbit/s of goodput for G = 50 bytes, while this falls to 670 bit/s when G = 1000 bytes. These results differ from the testbed in no more than 7%.
5.2.3
Distance. Fig. 11 shows the goodput and the throughput as a function of the distance, when the LED broadcasts a 50 bytes message. The PHY-SDU payload is set to 24 bits, with P = 19 and H = 5. The results show a good match between the simulation and real life results. At 10 cm, CamComSim gives 2.2 kbit/s of throughput, against 1.94 kbit/s experimentally. The results are closer for the goodput: 0.94 and 1.0 kbit/s respectively for simulation and experimentation, that is only 6% of difference. This section highlights that CamComSim gives results very close to the testbed for all the parameters we have studied. The difference is around 10% and often less. For all the cases we consider, CamCom-Sim respects the behavior of the LED-to-camera communication system implemented by the testbed.
Use case
In this section, we detail a case study for CamComSim, applied to a real life scenario. A common issue with cheap consumer electronics is the lack of diagnostics when a dysfunction happens. Manufacturers often blink the state LED with a pattern and color that match with an error code. Such a mechanism is easy to implement but leads to inaccurate diagnostics. For these cases, we propose to benefit from this LED to perform LED-to-camera communication and broadcast a log file that would include helpful information to diagnose a dysfunction. We consider a worst case file size of 1 kbyte that is large enough for events history or debug traces. Goodput (kbit/s) Figure 12 : The experimental goodput (blue) compared with the simulation goodput (green) for the use case as a function of the number of consecutive PHY-SDU emission at 5 cm (left) and 10 cm (right). Fig. 12 compares the goodput given by CamComSim with the goodput that our testbed achieved for the transfer of a 1 kbyte log file as a function of the number of PHY-SDU retransmissions r . Note that this is equivalent to G = 1000 bytes in Fig. 10 . The transmission restarts until the message is received. The left side plot shows the results when the LED and the smartphone are 5 cm apart, while the distance is 10 cm on the right side figure. At 5 cm, the simulation brings out that, to obtain the higher goodput, the emitter should send each PHY-SDU one or three times consecutively, i.e. r = 1 or r = 3. The goodput is respectively 680 and 720 bit/s in these cases. This finding is similar to the testbed, where the goodput is 570 bit/s when r = 1 and 540 bit/s when r = 3.
Because the ROI decreases with the distance, the behavior is different when the smartphone is 10 cm far from the LED. In this situation, r = 4 stands out clearly to be the best choice both for the simulation and the experiments. The goodput then becomes 620 bit/s on the testbed and 540 bit/s with CamComSim.
Since the results are very close to the reality, using CamComSim highly reduces the search space for the experimental optimization of a system. As shown by these results, the best value for r can be decided using simulations only, removing the need for a lengthy experimental campaign.
CONCLUSION
In this paper, we introduced CamComSim, the first simulator for the design, the prototyping and the development of protocols and applications for LED-to-camera communication. Our event driven simulator is based on an MMBP channel model, and it relies on a standalone Java application that is easily extensible through a set of interfaces. We have validated CamComSim comparing simulation results with the performance reached by a real life testbed. Then, we illustrated with a practical use case the complete usage of CamComSim to tune a broadcast protocol that implements the transmission of a 1 kbyte log file. The results highlight that our simulator is very precise and can predict the performance of a LED-to-camera system with less than 10% of error in most cases. The availability of accurate performance evaluation tools offers a great ease of use and the opportunity to tune protocols without the burden of always realizing experiments on a testbed.
