This paper presents sufficient conditions for the existence of a common quadratic Lyapunov functions for two classes of switched linear systems which possess negative row strictly diagonally dominant and diagonalizable stable state matrices, respectively. Numerical examples will be given to verify the correctness of the proposed theorems.
Introduction
The stability issues for a switched linear system of the form 
has attracted a wide range of researches in mathematical and in control theoretical. As is known, the stability of switched systems cannot be guaranteed under arbitrary switching signals even though the individual system is stable [1] . Generally, the solutions of switched systems cannot be obtained through directly solving their equations, rather, one estimates the trajectories of solutions employing Lyapunov's theorem. In fact, the existence of a common Lyapunov function for a switched linear system is sufficient and necessary for a switched linear system to be globally uniformly exponentially stable with respect to arbitrary switching signals [2] , [3] . There are also serval survey papers [4] - [6] , and books [1] , [7] and the references cited therein. However, this does not guarantee that the Lyapunov functions possess a quadratic form. Quadratic Lyapunov functions play a central role in the study of linear time-invariant systems. The heart of the existence problem of the common quadratic Lyapunov functions is the desire to seek effective criteria to determine whether a given collection of stable matrices {A σ(t) } has common quadratic Lyapunov functions. First, the existence of common Lyapunov functions is only a sufficient condition for a switched linear system to be exponentially stable under arbitrary switching signals σ(t). Second, no simple condition is known for determining if there exists a common quadratic Lyapunov function for a given switched linear system, although results has been obtained in some special cases. In [8] , Narendra and Balakrishnan have showed that a common quadratic Lyapunov function exists provided that {A σ } are commute pairwise, and then this result was extended to switched nonlinear system in [9] . In fact, the commutation of the system matrices can be weakened to the hypotheses of a nilpotent or a solvable compact set of matrices, in which case the matrices {A σ(t) } can be transformed into upper-triangle form and this guarantees the existence of common quadratic Lyapunov functions [10] . [11] discussed the existence problem of common quadratic Lyapunov functions using topological structure. In practical applications, the procedure of finding candidate Lyapunov functions should be as simple as possible, thereby reducing the difficulty of designing stable feedback control laws.
In this paper, we first consider a class of special matrices, which are called negative row strictly diagonally dominant matrices, a class which appears frequently in the field of social sciences, biology, economics, etc. [12] , [13] . It is shown that a common quadratic Lyapunov function can be constructed by positive diagonal matrices provided that there exist strictly positive solutions for some linear equations. With a slight abuse of notation, we shall show the existence condition for a common diagonal Lyapunov function in Theorem III and the principal result is presented to construct a common Lyapunov function. To obtain a more general result, we attempt to seek the condition of the existence of a common quadratic Lyapunov function by solving common Lyapunov equations, and this will be given in Theorem IV. Finally, examples for verifying the effectiveness of the theorems proposed in this paper will be given in Sect. 4.
Notation and Preliminaries
Throughout this paper our primary concern will be the common symmetrical positive definite solutions P of the Lyapunov equations
for any given positive matrices Q i . Here, A i is the stable state matrix of the individual subsystem. In addition, we shall use standard notation: R and C shall stand for the real and complex numbers, respectively. R n×n (C n×n ) denotes the space of square matrices of real (complex) entries with dimension n. For a matrix A ∈ R n×n (C n×n ), A T and A H stand for its transpose and conjugate transpose, respectively. 
Proof : Using the Levy-Desplanques theorem, we know strictly diagonally dominant matrices are nonsingular. As A i − λI , λ ≥ 0, i = 1, 2, . . . , m are nonsingular matrices, the matrices A i , i = 1, 2, . . . m have no positive real eigenvalues. Besides, suppose that its eigenvalues are complex numbers λ = a+bI, ab 0 ∈ R. Now, based on Gershgorin circle theorem, the eigenvalues of the matrices A σ should be contained in the union of sets consisting of n circles,
And thus matrices with negative row strictly diagonally dominant matrices are Hurwitz matrices. Now, let's consider the existence of a positive diagonal matrix with the Lyapunov equations A T i P + PA i , i = 1, 2, . . . , m negative definite. First, we select some A k ∈ {A i , i = 1, 2, . . . , m} and expand the Lyapunov equation as follows. 
If we can find properties for the matrix P such that the above matrix is negative definite for arbitrary i, and then the function V(x) will be a Lyapunov function for the switched linear system.
We now take two steps to discuss this issue. The first step is to discuss the existence of a positive diagonal matrix for the individual system, and the second step is to discuss the existence of a positive diagonal matrix for whole switched system.
Step 1: As we know, a symmetric matrix (3) is negative definite if the matrix is strictly negative diagonal dominant. We assume P is a diagonal matrix, writing P = diag(p 11 , p 22 , . . . , p nn ), where p ii > 0, i = 1, .., n, and we then obtain 
Now, the existence of a strictly positive solution to Eq. (6) is equivalent to saying that there exist strictly positive vectors ν such that Eq. (7) has a strictly positive solution p 0.
Define C = A η ∈ R n×(n+1) and rearrange Eq. (7) as follows.
where η 0 is a column vector, ζ > 0 is a scalar, and θ = (p T , ζ) T . Based on Theorem I, we know Eq. (8) has a strictly positive solution if and only if for any row vector ξ T ∈ R n , one has {ξ T C|ξ T C > 0} = ∅. To discuss the solutions of ξ T C > 0, we can rewrite it as
Likewise, we will introduce an arbitrary positive vector
If solutions of Eq. (9) exist, then there exists a vector b satisfying Step 2: In this step, our objective is to prove the existence of a common positive diagonal matrix P and give a method of finding the form of the solutions P for the switched system. We know if 
If the following equation
has solutions, then Π ∅ for κ 1 , κ 2 , . . . , κ m ∈ R n arbitrary strictly positive vectors. Then Eq. (14) is equivalent to
where I is the nm×nm identity matrix, χ = (κ
. If we assume that Eq. (15) has strictly positive solutions χ or equivalently, that {ϕ
, then there exists a positive diagonal matrix P satisfying the Lyapunov Eq. (2), which completes the proof.
In fact, we may discuss the solution of Eq. (12) through direct calculation. We first calculate the first I − minors (the definition in [15] ) A (1) 1 of the n − 1 columns of the matrix A. Because the diagonal elements of A are greater than zero, A is not I − de f inite (the definition in [15] ) with respect to any column and the I − rank of A is smaller than n. The expression of A (1) 1 can be calculated as follows. 
where a (1) i j , i, j = 1, . . . , n − 1 are defined as in [15] . The matrix A (1) 1 is also a column strictly diagonal dominant matrix. As the I − rank of a matrix is not altered if any two rows or any two columns are interchanged, A (i) 1 , i = 2, . . . , n are also column strictly diagonal dominant matrices and not Idefinite. The remaining A
For every i ∈ {1, 2, . . . , m}, we can calculate the solutions for p. Let Γ σ denote the solution set of p for every i and then the common solutions of Eq. (12) can be expressed as the m-fold intersection,
where f i (.), g i (.), i = 1, . . . , m are linear homogeneous functions in their arguments. And then we can find the set Γ i from the bottom up:
1. Select any positive p nn ; 2. Solve p (n−1)(n−1) for every σ and select their intersection; 3. Repeat 2) n − 1 times from bottom up.
Remark 1:
If the condition on A i , i = 1, 2, . . . , m is strengthened to both row and column strictly diagonal dominant matrices, then P may be an identity matrix. 
Remark 3: If V(x) = x
T Px is a common Lyapunov function for A i , i ∈ 1, 2, . . . , m, then it is the Lyapunov function for any arbitrary convex combination of the switched set.
Remark 4:
If the linearized individual nonlinear system for the switched systemsẋ = f i (x), i ∈ 1, 2, . . . , m possesses negative row strictly diagonally dominant matrices with existence of strictly positive solutions to Eq. (15), then the switched nonlinear system is locally asymptotically stable under arbitrary switching signals. 
Proof : Let V(x) = x T Px, and theṅ
There exists a positive definite P such that M T PM is diagonal and (
. . , m are negative definite, which completes the proof.
To find a common quadratic Lyapunov function for a general switched linear system, we may solve the common Lyapunov equations, and then common solutions can be obtained for a class of matrices for which there exists strictly positive solutions of a certain equation.
Theorem IV:
Consider the switched system (1) with Hurwitz matrices A i , i ∈ {1, 2, . . . , m}. If A i , i ∈ {1, 2, . . . , m} may be diagonalized and there exist strictly positive solutions for the equation Σ H Σξ = 0, then there exists a positive definite matrix P such that V(x) = x T Px is a common Lyapunov function for the switched system. 
Proof :
We begin with the following Lyapunov equation.
As is well known, the solutions of the individual Lyapunov equation can be expressed as
for every given positive definite matrix Q i . The above problem can be formulated as how to find the proper Q i , i = 1, 2, . . . , m such that
To solve this problem, we may let
In the complex domain, any Hurwitz matrices A i , i = 1, 2, . . . , m can be transformed into Jordan form. Therefore, there exist invertible matrices M i , i = 1, 2, . . . , m such that
As the M i may be complex matrices, substitute (22) into (21), and one obtains The equation can be transformed into
That is to say that
holds. Generally, we may take T i M i = Δ i which can be assumed to be a diagonal matrix. Then
As (Re(Λ i )) −1 , i = 1, 2, . . . , m are negative diagonal matrices and Δ i , i = 1, 2, . . . , m may be any arbitrary diagonal matrices, we may define −Δ
. , m, which may represent arbitrary positive diagonal matrices and Eq. (27) can be rewritten as
Evidently 
We can select the proper l 1 , l 2 , l 3 to obtain strictly positive solutions, and then construct the quadratic diagonal Lyapunov function for the switched system. We may as well assume that To verify the stability of the switched system under arbitrary switching signals, we use the "Repeating Sequence Stair" modular to generate a switching signal with period sequence 3, 1, 2, 1, 3, 2 ( Fig. 1) and  3,1,2,1,3,2,3,1,3,2,1,2,1,3,2,1,3,1,2,3 (Fig. 2) . The corresponding simulation results are shown in Fig. 3, and Fig. 4 using the ODE45 simulation environment with initial states
In addition, for verifying the theorem on contrapositive situation, we give matrices
, L 2 = −3 2 0.0199 −0.02 and a
Evidently, the two matrices are negative row strictly diagonally dominant.
First, substitute P into the Lyapunov equations, obtaining
2p + 0.0199 2p + 0.0199 −0.04 Simulation result generated by the first switching signal.
Fig. 6
Simulation result generated by the first switching signal.
Now, we can obtain Fig. 1 and Fig. 2 , and using the same simulation environment in Example1, simulation results are shown in Fig. 5 and Fig. 6 with initial condition x 1 (0) = 0.3, x 2 (0) = −0.4, x 3 (0) = 0.5.
In addition, for verifying the theorem on contrapositive situation, we take the matrices
we know easily that the two matrices are stable. As a convex combination
of A i , i = 1, 2 is not a stable matrix, the switched system generated by A 1 , A 2 is not stable under arbitrary switching signals (the Corollary 2.3 in [1] ).
Through a calculation, we find that there does not exist any strictly positive solutions satisfying the Eq. (31).
Discussion and Conclusion
In this paper, we presented a sufficient condition for a switched linear system in a class of negative row strictly diagonally dominant system matrices to have a common diagonal Lyapunov function under arbitrary switching signals. This class of matrices appear frequently in fields of networking, economics, biology, etc. Sometimes, some models can be described as the class of switched systems. From control theory point of view, it is necessary for us to design control laws to stabilize the class of switched systems with inputs, thereby prompting us to analyze the stability of the nominal switched system. Sometimes, the diagonal elements are considered as measures of the degree of stability for the isolated subsystems, which reflects the stability level.
The existence of a common quadratic Lyapunov function for a switched linear system has much attention, e.g., in [16] , which contains some recent results . Therefore, seeking a common quadratic Lyapunov function is important for making the design of a control system easy. Herein, we have shown the existence of a common quadratic Lyapunov function under certain restricted conditions on the system matrices and linear equations. These results can be generalized to a switched linear system with system matrices in the complex domain. However, the sufficient and necessary conditions for a switched linear system to have a common quadratic Lyapunov function is still an open problem. Future research will involve the exploration of such sufficient and necessary condition and the generalization of the results for finite dimensional switched linear systems to infinite dimensional systems. Such a class of generalization has appeared in bounded infinite dimensional commute linear operator in Hilbert space [17] , and Banach space [18] .
