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TILINGS AND TRACES
RODRIGO TREVIN˜O
Abstract. is paper deals with (globally) random substitutions on a nite set of prototiles. Us-
ing renormalization tools applied to objects from operator algebras we establish upper and lower
bounds on the rate of deviations of ergodic averages for the uniquely ergodic Rd action on the
tiling spaces obtained from such tilings. We apply the results to obtain statements about the con-
vergence rates for integrated density of states for random Schro¨dinger operators obtained from
aperiodic tilings in the construction.
1. Introduction
Consider the two substitution rules dened on the half hexagons in Figure 1, one of which
is the classical half hexagon substitution rule and the second one is obtained by modifying the
square of it. is paper is concerned about the random application of substitution rules such
as these in order to construct tilings of Rd and in the study of the statistical properties of such
tilings. Figure 2 gives an example of the types of tilings one can get through random application
of the substitution rules in Figure 1.
Figure 1. Two substitution rules on half hexagons.
Although rst introduced in [GL89], interest in random substitution tilings has surged recently,
(e.g. [FS14, GM13, BD14, Rus16, RS18, ST19]). Random substitutions come in two avors: locally
random constructions (e.g. [RS18]) and globally random constructions (e.g. [GM13, ST19]). e
typical features of globally random tilings are repetitivity, uniform patch frequencies and zero
entropy whereas locally random tilings typically have positive entropy and non-uniform patch
frequencies. is distinction is similar to that between minimal and mixing subshis.
All of the constructions in this paper are of the globally random avor and so, although it will
not be stated repeatedly that they are of global type, the reader should assume so throughout
paper. e present work can be seen as an extension or alternative to the work [ST19]. What
they both have in common is the use of Braeli diagrams to organize tilings which can be con-
structed from applications of substitution rules dened on the same set of prototiles and the use
of subshis as a “moduli space” of all tilings which can be obtained from a nite set of substitu-
tion rules, whereon the shi dynamics become renormalization dynamics. In [ST19] the topology
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Figure 2. A patch obtained from random applications of the half hex substitutions in Figure 1.
of the resulting tiling spaces was well-studied and exploited to obtain statistical results for the
tilings.
In this paper, the renormalization approach is combined with ideas from operator algebras to
study the properties of the random substitution tilings, although they are close in spirit to the
tools used by Bufetov in his study of deviation of ergodic integrals for several classes of systems
[Buf14, Buf13, BS13]. What is gained from this point of view is that there is no need to have a
full understanding of the topology of the tiling spaces constructed at random; what is lost is the
access to topological information of the tiling spaces constructed in the construction.
Here we also make some progress with issues of the boundar eects. By “boundary eects” I
mean the following: in most studies of uniquely ergodicRd-actions on metric spaces, when d > 1,
it has been usually hard to obtain information of the error terms of ergodic integrals of functions
over sets of volume∼ T d which are smaller than T d−1, which is the contribution of the boundary
of the averaging set to the integral ([Sad11, BS13, ST18a, ST19]). ese issues have been overcome
in other seings of higher rank abelian actions (e.g. [CF15]), but they have remained an obstacle
in the study of tilings. In this paper I show that given some setB there is a set arbitrarily-close set
Bε and a set of dilations ofBε such that the deviation behavior along those averaging sets are fully
described by the Lyapunov spectrum of our renormalization cocycle. Functionals from operator
algebras called traces play a prominent role here, being the analogue to cycles in Zorich’s theory
[Zor99], currents in Forni’s theory [For02], and nitely-additive measures in Bufetov’s theory
[Buf14]. Our cocycle is dened on a bundle of traces analogous to the cohomology bundle used
for the Kontsevich-Zorich cocycle.
In joint work with I. Putnam, the technique using traces here has also been applied to the study
of ergodic averages of translation ows on at surfaces, including those of innite genus. In fact,
for any minimal Rd-action on a metric space, as long as one has a renormalization scheme which
can be modeled by a Braeli diagram, one should expect these techniques to work as long as the
renormalization scheme is not degenerate in some sense, which is what happens for Rd actions
on nilmanifolds.
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An advantage of using a operator algebra approach is that it makes the connection to the
study of random Schro¨dinger operators more natural. In [ST18b] it was shown that asymptotic
properties of traces of random Schro¨dinger operators dened by certain aperiodic tilings are
controlled by traces obtained through the behavior of ergodic integrals on the tiling space. Here
a generalization is made and the connection is made more explicit: since traces on locally nite
subalgebras of AF algebras control the behavior of the ergodic integrals for randomly constructed
tilings, one can obtain traces on algebras of operators which control the asymptotic properties of
the integrated density of states for so-called random Schro¨dinger operators.
1.1. Statement of results. Given a set of prototiles {t1, . . . , tN} and N uniformly expanding
and compatible substitution rules F = {F1, . . . ,FN} on them (see the precise denition of
substitution rule in §2), there is a subshi of nite type XF ⊂ ΣN which parametrizes all the
tiling spaces which can be obtained by random applications of the substitution rules in F : given
x ∈ XF there is a corresponding compact metric space (called a tiling space) Ωx whose elements
are tilings with heirarchical structure dictated by the point x according to the substitution rules
in F .
e tiling spaces admit a Rd action, and for many of them this action is minimal. A measure
µ on XF is minimal if for µ-almost every x ∈ XF , Ωx admits a minimal Rd action. e shi
map σ : XF → XF denes a homeomorphism Φx : Ωx → Ωσ(x). As such, the shi drives the
renormalization dynamics.
e way of constructing Ωx from x is through a Braeli diagramBx: a point x ∈ XF establishes
how a sequence of substitutions from the family F are put together to obtain a tiling, and this
sequence is represented by an innite directed graph Bx whose structure is tied to that of Ωx.
As such, any point x ∈ XF denes a ∗-algebra LF (B+x ), called a locally nite algebra (this is
dened in §4), which is dense in an approximately nite dimensional (AF) C∗-algebra AF (B+x ).
e dual of LF (B+x ) ⊂ AF (B+x ) is the trace space of LF (B+x ), which is a nite dimensional
vector space over C. Note that since every element of K0(AF (B+x )) can be represented by an
element in LF (B+x ), the space of traces Tr(B+x ) can be seen as the dual toK0(AF (B+x )). e dual
to Tr(B+x ) as a vector space is the space of cotraces Tr∗(B+x ) and it is this space which has great
importance. We dene the trace bundle to be the set of pairs (x, τ ′) with τ ′ ∈ Tr∗(B+x ). e
shi σ : XF → XF induces a linear map σ∗ : Tr∗(B+x ) → Tr∗(B+σ(x)), yielding a linear cocycle
over the shi σ, which we call the trace cocycle. e Lyapunov spectrum of this cocycle, that is,
growth rate of cotrace vectors under the trace cocycle, is what controls the statistical properties
of the tilings.
Let L(Ωx) denote the set of Lipschitz functions on Ωx. For any Oseledets-regular x, there is
a map i+ : L(Ωx) → LF (B+x ) (see §5) and we denote by [af ] = i+(f) the image of f ∈ L(Ωx)
through this map. Before stating the rst theorem, some notation is needed. For a set B ⊂ Rd
we denote by T ·B the scaling (T · Id)B. A good Lipschitz domain is dened in §2.1, but for now
it suces to say that it is a set whose boundary is not too complicated.
eorem 1. Let F be a nite family of uniformly expanding and compatible substitution rules
on a nite set of prototiles {t1, . . . , tM} with XF ⊂ ΣN parametrizing the possible tiling spaces
and µ a minimal, σ-invariant ergodic Borel proability measure. ere exist numbers λ+1 ≥ λ+2 ≥
· · · ≥ λ+
d+µ
> 0 such that for µ-almost every x there are traces τ+1 , . . . , τ
+
d+µ
∈ Tr(B+x ) such that
if f ∈ L(Ωx) satises τ+i ([af ]) = 0 for all i < j for some j ≤ d+µ but τ+j ([af ]) 6= 0, B a good
Lipschitz domain and T ∈ Ωx then for every ε > 0 there exists a set Bε which is ε-close to B in the
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Hausdor metric, a sequence Tk →∞ and a convergent sequence of vectors τk such that:
(1) lim sup
k→∞
log
∣∣∣∣∫
Tk(Bε+τk)
f ◦ ϕt(T ) dt
∣∣∣∣
log Tk
= d
λ+j
λ+1
.
If in addition dλ+j ≥ (d− 1)λ+1 then:
(2) lim sup
T→∞
log
∣∣∣∣∫
T ·B
f ◦ ϕt(T ) dt
∣∣∣∣
log T
≤ dλ
+
j
λ+1
.
ere is a particular type of tiling space, called a solenoid, which satises a type of bound
known as Denjoy-Koksma inequality (the trace space is trivial for solenoids so eorem 1 does not
yield any information). e solenoid construction here is dependent on a family of substitution
rules given by a sequence of positive integers q¯ = (q1, q2, . . . ) each one greater than 1. ere is
also a concept of function of bounded variation on the solenoid Ωq¯ and the space of all functions of
bounded variation on Ωq¯ is denoted by BV(Ωq¯) (see §6). For q¯ ∈ NN denote by q(n) = q1q2 · · · qn.
eorem 2. Let Ωq¯ be a d-dimensional solenoid. en for any f ∈ BV(Ωq¯) and p ∈ Ωq¯,∣∣∣∣∣
∫
[0,q(n)]
d
f ◦ ϕ+s (p) ds− qd(n)
∫
Ωq¯
f dµ
∣∣∣∣∣ ≤ Var(f)
for all n > 0.
Let T be a repetitive tiling with nitely many prototiles. Consider the Delone set ΛT ⊂ Rd
obtained by puncturing every prototile in its interior and forming ΛT as the union of all the
corresponding punctures on tiles of T which correspond to punctures of the prototiles. ere is
a class of operators on `2(ΛT ), called the Lipschitz operators of nite range, denoted by LAx.
ese operators are dened in §7, but what is relevant here is that they contain operators of
interest in mathematical physics, namely self-adjoint operators of the form H = 4 + V , where
4 is a Laplacian-type operator and V is any potential reecting the aperiodic and repetitive
nature of all tilings in Ωx. In fact, for T ∈ Ωx and A ∈ LAx, we have the operator AT acting on
`2(ΛT ) and this assignment is equivariant with respect to the Rd action on Ωx. In §7 for almost
every x ∈ XF we dene a map Υx : LAx → LF (B+x ) and dene functionals τ ′i := Υ∗xτ+i by
pulling back some of the traces in Tr(B+x ). Whether or not τ ′i is a trace on Tr(LAx) is dependent
on the Lyapunov exponent λ+i (see Proposition 5). Denote by AT |B the restriction of AT to the
nite dimensional subspace `2(ΛT ∩B) ⊂ `2(ΛT ) dened by ΛT ∩B.
eorem 3. Let F be a nite family of uniformly expanding and compatible substitution rules on
a nite set of prototiles {t1, . . . , tM} with XF ⊂ ΣN parametrizing the possible tiling spaces and µ
a minimal, ergodic, σ-invariant Borel ergodic proability measure. ere exist numbers λ+1 ≥ λ+2 ≥
· · · ≥ λ+
d+µ
> 0 such that for µ-almost every x there are traces τ1, . . . , τd+µ ∈ Tr(B+x ) such that if
A ∈ LAx satises τi(Υx(A)) = 0 for all i < j for some j ≤ d+µ but τj(Υx(A)) 6= 0, for B a good
Lipschitz domain, for every ε > 0 there exists a set Bε which is ε-close to B in the Hausdor metric,
a sequence Tk →∞ and a convergent sequence of vectors τk such that:
lim sup
k→∞
log |tr(AT |Tk·(Bε+τk))|
log Tk
= d
λ+r
λ+1
.
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If, in addition, dλ+j > (d− 1)λ+1 , then τ ′i = Υ∗xτi is a trace and
lim sup
T→∞
log |tr(AT |T ·B)|
log T
≤ dλ
+
r
λ+1
.
ese estimates give rates of convergence for the integrated density of states (known as the
Shubin-Bellissard formula) for random Schro¨dinger operators, generalizing the results of [ST18b].
Let me point out that this statement has no immediate relation to any statement about gap la-
belling.
e last section of the paper, §8, shows some experimental results for the easiest non-trivial re-
sults I could come up with using half hexagons. It strongly suggests that in this case the Lyapunov
spectrum is non-singular but does have multiplicities.
Acknowledgements. I am deeply grateful to Lorenzo Sadun who pointed out a mistake in an
earlier version of this paper, and to Dan Rust for helpful discussions, especially bringing [GL89]
to my aention. is work was supported by NSF grant DMS-1665100.
2. Tilings
A tile t is a compact, connected subset ofRd. Here it will always be assumed that the boundary
∂t of a tile has nite d− 1 dimensional measure. A tiling T of Rd is a cover of Rd by tiles, where
two dierent tiles may only intersect along their boundaries. Here we will consider only cases
where the tilings are formed by a nite set of prototiles {t1, . . . , tM}. at is, every tile t ∈ T is
a translated copy of ti for some i. A patch of T is a nite connected union of tiles of T . A tiling
T is called repetitive if for any patch P there exists an RP > 0 such that any ball of radius RP
contains a translated copy of P in it. For any set A ⊂ Rd, denote by
O−T (A) = largest patch P of T completely contained in A.
A tiling has nite local complexity if for each R > 0 there exists a nite collection of patches
P1, . . . ,PN(R) such that for any x ∈ Rd the patch O−T (BR(x)) is a translated copy of one of the
patches Pi.
A substitution ruleF on a nite set of prototiles {t1, . . . , tM} is a rule which allows to express
each prototile tni in a subset {tn1 , . . . , tnF} ⊂ {t1, . . . , tM} as the nite union of scaled copies
of some of the prototiles. More precisely, suppose we identify each prototile ti with a subset of
Rd, and we assume without loss of generality that this subset contains the origin in its interior.
en a substitution rule consists of a collection of scaling maps F = {fi,j,k : Rd → Rd} with
i, j = 1, . . . ,M , k = 1, . . . , r(i, j) such that
(3) tni =
M⋃
j=1
r(ni,j)⋃
k=1
fni,j,k(tj)
and if for any i any two maps fi,j,k and fi,j′,k′ have fi,j,k(tj)∩fi,j′,k′(tj) 6= ∅, then the intersection
happens along the boundary of the images. In other words, each tni can be tiled by scaled copies
of the prototiles ti. A substitution is uniformly expanding if all maps fi,j,k ∈ F are of the form
fi,j,k(x) = rx+ τi,j,k for some r ∈ (0, 1) and τi,j,k ∈ Rd.
We will transform tilings by two types of operations: translations and deformations. Let T
be a tiling of Rd and τ ∈ Rd. en the tiling ϕτ (T ) := T − τ is the tiling of Rd obtained by
translating each tile of T by the vector τ ∈ Rd. is is the translation of T by τ .
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Dene a metric on the set of all translates of T by
(4) d (T , ϕt(T )) = min
{
1, d¯(T , ϕt(T ))
}
,
where
(5) d¯ (T , ϕt(T )) = inf
{
ε > 0 : O−T
(
B 1
ε
)
= O−ϕt+s(T )
(
B 1
ε
)
for some ‖s‖ ≤ ε
}
.
In words: two tilings are close if they agree on a large ball around the origin up to a small transla-
tion. e tiling space of T is dened as the metric completion of all translates of T with respect
to the metric above:
ΩT = {ϕt(T ) : t ∈ Rd}.
ere is a natural action of Rd on ΩT by translation, ϕt : T ′ 7→ ϕt(T ′). e action being
minimal is equivalent to T being repetitive. As such, if T is repetitive then for any two T1, T2 ∈
ΩT we have that ΩT1 = ΩT2 .
Suppose T is a tiling of Rd by a nite collection of prototiles. at is, there is a nite set of
tiles {t1, . . . , tM} such that every tile t ∈ T is translation equivalent to ti for some i. For each
i, pick a distinguished point in the interior of the prototile ti, and then distinguish a point in the
interior of each of the tiles in T by the translation equivalence between the tiles and prototiles.
e canonical transversal 0T ⊂ ΩT is the set
0T := {T ′ ∈ ΩT : the distinguished point in the tile t ∈ T ′ containing the origin is the origin}.
If T is repetitive then 0T is a true transversal for the action of Rd on ΩT since it intersects every
orbit.
Let P be a patch of T and t ∈ P a choice of one of the tiles in that patch. e the (P , t)-
cylinder set is dened as
(6) CP,t = {T ′ ∈ ΩT : P is a patch in T ′ and the distinguished point in t ∈ P is the origin}
and note that this is a subset of 0T . In fact, the topology of 0T is generated by cylinder sets
of the form CP,t and it has the structure of a Cantor set whenever T has nite local complexity.
Note that for two tiles t, t′ ∈ P there exists a vector τ = τ(P , t, t′) such that ϕτ (CP,t) = CP,t′ .
For a patch P with a distinguished point in its interior and ε > 0 the (P , t, ε)-cylinder set is
the set
(7) CP,t,ε =
⋃
‖t‖<ε
{ϕt(T ′) : T ′ ∈ CP,t} ⊂ ΩT .
For a repetitive T of nite local complexity the topology of ΩT is then generated by cylinder sets
of the form CP,t,ε with P being any patch in P and ε > 0 being arbitrarily small. is gives ΩT
a local product structure of Bε(0) × C, where Bε(0) ⊂ Rd is the open ball of radius ε and C is a
Cantor set.
Let T be a repetitive tiling of nite local complexity. Given a patch P ⊂ T and set B ⊂ Rd let
LT (P,B) be the number of copies of P completely contained inside of B. en
freqT (P ) = lim
T→∞
LT (P,BT )
Vol(BT )
is the asymptotic patch frequency of P in T . By (6) this gives a family of Borel measures on
0T parametrized by ΩT which are invariant under the holonomies τ(P , t, t′). In other words,
we have a function ν : ΩT × B(0T ) → R, where B(0T ) is the Borel σ-algebra of 0T , with
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ν(T ′,P) = freqT ′(P) for any patch P . e action of Rd on ΩT is uniquely ergodic if ν does
not depend on the rst coordinate, that is, freqT (P) is independent of T .
Given that the measures νT := ν(T , ·) are holonomy-invariant, by the local product structure
of ΩT , they dene Rd-invariant measures on ΩT which are locally of the form µT = Leb × ν,
where ν is dened by the restriction the frequency measure νT on the Cantor set dened by the
patch P . Whenever ϕs : ΩT → ΩT is uniquely ergodic we will denote by µ the unique invariant
measure.
2.1. Lipschitz domains. LetHm denote the m-dimensional Hausdor measure.
Denition 1. A set E ⊂ Rd is called m-rectiable if there exist Lipschitz maps fi : Rm → Rd,
i = 1, 2, . . . such that
Hm
(
E\
⋃
i≥0
fi(Rm)
)
= 0.
Denition 2. A Lipschitz domainA ⊂ Rd is an open, bounded subset ofRd for which there exist
nitely many Lipschitz maps fi : Rd−1 → Rd, i = 1, . . . , L such that
Hd−1
(
∂A\
L⋃
i=1
fi(Rd−1)
)
= 0.
Lipschitz domains have d− 1-rectiable boundaries.
Denition 3. A subset A ⊂ Rd is a good Lipschitz domain if it is a Lipschitz domain and
Hd−1(∂A) <∞.
3. Bratteli diagrams and tilings
A Bratteli diagram B = (V , E) is an bi-innite directed graph partitioned such that
V =
⊔
k∈Z
Vk and E =
⊔
k∈Z\{0}
Ek
with maps r, s : E → V satisfying r(Ek) = Vk s(Ek) = Vk−1 and if k > 1 and r(Ek) = Vk+1
s(Ek) = Vk if k < 0, and with r−1(v) 6= ∅ and s−1(v) 6= ∅ for all v ∈ V . We assume that |Vk|
and |Ek| are nite for every k.
Remark 1. e above denition is not the usual denition of a Braeli diagrams, as usually
their edge and vertex sets are indexed by N. e ones considered here are technically bi-innite
diagrams and the conventions of [LT16] will be followed.
e positive part B+ of B is the Braeli diagram B+ = (V+, E+) dened by the restriction to
the non-negative indices of the data of B. e negative part B is similarly dened.
A path in B is a nite collection of edges e¯ = (e`, . . . , em) such that ei ∈ Ei and r(ei) = s(ei+1)
for all i ∈ {`, . . . ,m− 1}. As such the domain of the range and source maps can be extended to
all nite paths by seing s(e¯) = e` and r(e¯) = em. Let E`,m be the set of all paths starting V` to
Vm. We can extend this to innite paths: let X+B = E0,∞ be the set of innite paths starting at
V0 and X−B = E−∞,0 be the set of innite paths ending at V0. e set X+B can be topologized by
cylinder sets of the form
C(e¯) = {p¯ ∈ X+B : (p`, . . . , pm) = (e`, . . . , em)},
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for some nite path e¯ ∈ E`,m with 0 ≤ ` < m. e set X−B is similarly topologized and as such
the spacesX±B are compact metric spaces which are Cantor sets. e space of all bi-innite paths
on B is then
XB ⊂ X−B ×X+B
and it inherits the subspace topology.
Two paths p, p′ ∈ X+B are tail-equivalent is there is an N > 0 such that pi = p′i for all i > N
and this is an equivalence relation, where we deonte classes by [e¯]. A minimal component of X+B
is a subset of the form [e¯]. A Braeli diagram B isminimal if [e¯] = X+B for all e¯ ∈ X+B or, in other
words, when there is only one minimal component. A measure µ onX+B is invariant under the
tail equivalence relation if for any N and paths p1, p2 ∈ E0,N with r(p1) = r(p2) we have that
µ(C(p1)) = µ(C(p2)).
3.1. Tilings fromdiagrams. Here we recall the tiling construction from [ST19]. Let {t1, . . . , tM}
be a set of prototiles and suppose that they admitN substitution rulesF1, . . . ,FN . Given a collec-
tion F = {F1, . . . ,FN} of substitution rules, we want to parametrize all possible tilings we can
obtain by dierent combinations of substitutions. As such, the space that organizes all of these
combinations is a σ-invariant, closed subset XF ⊂ ΣN = {1, . . . , N}Z¯ of the N -shi, where
Z¯ := Z − {0}, inheriting the order from Z. We will describe a procedure for constructing from
any x ∈ XF a Braeli diagram B+x and a construction assigning each path e¯ ∈ X+B a tiling Te¯.
Pick x = (x−, x+) = (. . . , x−2, x−1, x1, x2, . . . ) ∈ XF . We will start by dening the positive
part B+x of the Braeli diagram Bx. For k ≥ 0, Bx will have |Vk| be the number of tiles used in
the substitution Fxk+1 , that is, not the number of tiles which are tiled by the rule Fxk , but the
number of dierent tiles used in that substitution rule. We will order the vertices at each level
and identify vi ∈ V+k with tni for every k. Now, starting with k = 1, consider the substitution
ruleFxk . en for vj ∈ V+k−1 and vi ∈ V+k there are r(i, j) edges from vj to vi, and we identify the
corresponding map fi,j,k with the appropriate edge e ∈ E+k and denote it by fe. Since the maps
fe are contacting they are of the form fe(x) = θex + τe for some θe ≤ 1. is notation extends
to nite paths e¯ ∈ E0,k by fe¯ = fek ◦ · · · ◦ fe1 .
Let e¯ ∈ X+B and denote by e¯|k the truncation of e¯ aer its kth edge, that is, e¯|k ∈ E+0,k. e kth
approximant Pk(e¯) is the set
(8) Pk(e¯) =
⋃
e¯′∈E+0,k
r(e¯′)=r(e¯|k)
f−1e¯|k ◦ fe¯′(ts(e¯′))
viewed as a tiled patch, where the tiles are the sets f−1e¯|k ◦ fe¯′(ts(e¯′)) for a path e¯′ ∈ E+0,k with
r(e¯′) = r(e¯|k). e hypotheses on the maps fe guarantee that the approximants are nested, i.e.,
we have the inclusion of patches
{0} ⊂ ts(e¯) ⊂ P1(e¯) ⊂ · · · ⊂ Pk(e¯) ⊂ Pk+1(e¯) ⊂ · · · .
Patches of the form Pk(e¯) are called level k-supertiles.
Denition 4. For e¯ ∈ X+Bx , the tiling Te¯ is the largest tiled subset ofRd such thatPk(e¯) is a patch
of Te¯ for all k and each tile of Te¯ is contained in all but nitely many of the approximants Pk(e¯).
In other words,
Te¯ =
⋃
k>0
Pk(e¯).
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Some care needs to be given in order to produce tilings which 1) cover all of Rd and 2) have
nite local complexity, as nothing guarantees that the tiling in Te¯ to have either property. e
rst property needed is the following.
Denition 5. A collection F = {F1, . . . ,FN} of substitution rules is uniformly expanding if
there exist numbers θ1, . . . , θN ∈ (0, 1) such that each substitution rule fi,j,k ∈ F` is of the form
fi,j,k(x) = θ`x+ τi,j,k for some τi,j,k ∈ Rd .
Denition 6. A collection F = {F1, . . . ,FN} of substitution rules is compatible if, for any
x ∈ ΣN and e¯+ ∈ X+Bx such that Te¯ dened in Denition 4 covers all of Rd, then Te¯ has nite
local complexity.
Compatibility is automatic in for d = 1. e results of [GKM15] show that this is not asking
for too much in higher dimensions. e following are standard, see [ST19, Lemma 5].
Lemma 1. LetF = {F1, . . . ,FN} be a collection of compatible and uniformly expanding substitu-
tion rules dened on the same set of prototiles. For x ∈ XF consider the Braeli diagram Bx where
the edge set Ek is dened by Fxk . en:
(i) If e¯ ∼ e¯∗ ∈ X+Bx then there exists τ ∈ Rd such that Te¯∗ = Te¯ + τ .
(ii) ΩTe¯ only depends on the minimal component: ΩTe¯ = ΩTe¯′ for all e¯
′ ∈ [e¯].
Let X˚+B ⊂ X+B be the set of paths e¯ such that Te¯ covers all of Rd. Note that by the previous
Lemma, if B+x is minimal, then ΩTe¯1 = ΩTe¯2 for any e¯1, e¯2 ∈ X+B . In such cases we denote the
tiling space simply by ΩB or, if B is dened by a parameter x ∈ XF , we write Ωx. e following
is a consequence of the previous Lemma.
Corollary 1. Let F a family of N uniformly expanding and compatible substitutions, x ∈ XF ,
and Bx be a Braeli diagram such that the set E+k in B+x is dened by Fxk . Suppose B+x is minimal.
en the assignment e¯ 7→ Te¯ extends to a surjective map ∆¯x : X˚+Bx → 0x, where 0x is the canonical
transversal of ΩTe¯ , e¯ ∈ X˚+B .
e following is [ST19, Proposition 2].
Proposition 1. Let F a family of N uniformly expanding and compatible substitutions, x ∈ XF ,
B+x a minimal Braeli diagram such that the set E+k in B+x is dened byFxk . Suppose that µ(X˚+B ) =
1 for any probability measure µ on X+B which is invariant under the tail equivalence relation. en
the map ∆¯x in Corollary 1 provides a bijection between measures µ onX+B which are invariant under
the tail equivalence relation and measures on 0x which are holonomy-invariant.
Proposition 2. Let F a family of N uniformly expanding and compatible substitutions, and µ
a minimal, ergodic σ-invariant Borel probability measure on XF . en for µ-almost every x ∈
XF we have that there is a unique probability measure µx on X+Bx which is invariant under the
tail equivalent relation. Moreover, we have that µx(X˚+Bx) = 1 and there is a unique R
d-invariant
probability measure on Ωx.
Proof. For x ∈ XF , dene λ : XF → R by
λx = lim sup
k→∞
log |Ex0,k|
k
,
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for all x ∈ XF , where |Ex0,k| is the number of paths from V0 to Vk on Bx. Note that this is a σ-
invariant function, so it is constant µ-almost everywhere. Denote by λµ this value and Aµ ⊂ XF
the full µ-measure set such that λx = λµ for all x ∈ Aµ.
Let x ∈ Aµ ∩ suppµ be a Poincare´ recurrent point and let Bx be the corresponding Braeli
diagram. By minimality there exists a k∗ > 0 such that for any v ∈ V+0 and w ∈ V+k∗ there is
a path p¯ ∈ E+0,k∗ with s(p¯) = v and r(p¯) = w. Let Ux ⊂ XF be the cylinder set dened by
Ux = {y ∈ Σ¯N : yi = xi for all i = 1, . . . , k∗} and note that µ(Ux) > 0. Let ki → ∞ be the
sequence of rst return times to Ux for x. at is, σki(x) ∈ Ux for all i > 0 and σk(x) 6∈ Ux if
k 6= ki for some i. Note that by the denitions of Ux, ki and k∗ there is a positive matrix Mx such
that the number of paths between v ∈ V+ki and w ∈ V+ki+k∗ is given by Mx(v, w). Let λPF denote
the Perron-Frobenius eigenvalue of Mx. en for any ε there exists a Cε such that for v ∈ V+k′
with ki ≤ k′ < ki+1 we have that
(9) |E+0,ki| ≥ Cε
(
λx
eε
)i
.
Since µ(Ux) > 0 it follows from the estimate above that λµ ≥ log λPF − ε for any ε > 0, so
λµ > 0. So for any ε > 0 there is a Cε so that |E+0,k| ≥ Cεe(λµ−ε)k for all k > 0. It follows from
this, minimality and recurrence of x that for the two quantities
λ− := min
v∈{v1,...,vM}
{
lim inf
k→∞
log |E+v |
k
}
and λ+ := max
v∈{v1,...,vM}
{
lim sup
k→∞
log |E+v |
k
}
,
we have that λ− = λ+ ≥ λPF > 0. at µ(X˚+Bx) = 1 now follows by [ST19, Lemma 3] for any
Borel probability measure µ which is invariant under the tail-equivalence relation. at there is
a unique such measure follows from the main result of [Tre18], so the uniqueness of an invariant
measure on Ωx follows from Proposition 1. 
3.2. Renormalization. A σ-invariant probability measure onXF is calledminimal is µ-almost
every Bx is minimal. Note that being minimal is a σ-invariant property: Bx is minimal if and only
ifBσ(x) is. As such, for an σ-invariant ergodic Borel probability measure µ then the set of minimal
diagrams Bx has either full or null measure.
Let
X˚B = {(x−, x+) ∈ XB : x+ ∈ X˚+B }.
Proposition 3. Let F be a family of N uniformly contracting and compatible substitutions on a
set of prototiles, and suppose that Bx is minimal. en the map ∆¯x from Corollary 1 extends to a
continuous surjective map ∆x : X˚B → Ωx
Proof. Let e¯ = (e−, e+) ∈ X˚Bx . e discussion leading to Corollary 1 shows how e+ ∈ X˚+Bx
determines a point in the canonical transversal 0x ⊂ Ωx = ΩTe+ .
What e− determines is a vector τe− so that ∆(e¯) = ϕτe− (Te+). is is done as follows. Consider
the tile t containing the origin in Te+ . e assumptions about the subtitution rules imply that the
origin is in the interior of this tile, and it can be subdivided according to the substitution ruleFx−1
into |r−1(vt)| ≥ 1 tiles, where vt ∈ V0 is the vertex identied with the tile t containing the origin.
e edge e−1 corresponds to a choice of one of the smaller tiles which make up t. Now,Fx−2 gives
a rule for subdividing this tile into |r−1(s(e−1))| ≥ 1 smaller tiles and the edge e−2 corresponds
to choosing one of the smaller tiles in this subdivision. Carrying on recursively, aer ending
up with a small connected subset at level −k, the substitution rule Fx−k−1 yields a collection of
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smaller pieces which make up this connected subset and the edge e−k−1 of e¯ determines a choice
of one of the smaller pieces. Since S−(e¯) ≤ c, on average, the pieces are contracting at a rate of
e−ck. us performing this procedure innitely many times yields a unique point pe− ∈ t. e
vector τe− is now dened to be the unique vector which takes pe− ∈ t ∈ Te+ to the origin. at
is, the point ϕτe− (pe) = 0. is assignment can readily be seen to be continuous. 
Let Bx be a Braeli diagram determined by a family of substitution rules F1, . . . ,FN and a
point x ∈ XF . ere is a natural homeomorphism hx : XBx → XBσ(x) dened by the shiing
of indices in XBx by 1. is yields a homeomorphism of tiling spaces, which is proved in [ST19,
Proposition 6].
Proposition 4. Let F = {F1, . . . ,FN} be a family of uniformly expanding and compatible sub-
stitution rules and suppose that Bx is minimal. e shi σ : XF → XF induces a homeomorphism
of tiling spaces Φx : Ωx → Ωσ(x) satisfying Φx ◦∆x = ∆σ(x) ◦ hx. In addition, level-k supertiles on
Te¯ ∈ Ωx are mapped to level-k − 1 supertiles on Φx(Te¯) = Tσ(e¯) ∈ Ωσ(x).
4. LF Algebras and traces
A multimatrix algebra is a ∗-algebra of the form
M = M`1 ⊕ · · · ⊕M`n ,
where M` denotes the algebra of ` × ` matrices over C. Let M1 = M`1,1 ⊕ · · · ⊕ M`n,1 and
M2 = M`1,2 ⊕ · · · ⊕ M`n,2 be multi-matrix algebras and suppose φ : M1 → M2 is a unital
homomorphism of M1 into M2. en φ is determined up to unitary equivalence in M2 by a
`n,2× `n,1 non-negative integer matrix Aφ [Dav96, §III.2]. It follows that the inclusion of a multi-
matrix algebraM0 into a larger multimatrix algebraM1 is determined up to unitary equivalence
by a matrixA0 which roughly states how many copies of a particular subalgebra ofM0 goes into
a particular subalgebra ofM1.
Let B be a Braeli diagram and let A+k , k ∈ N, be the connectivity matrix at level k. In other
words, Ak(i, j)+ is the number of edges going from vj ∈ Vk−1 to vi ∈ Vk. An analogous matrix
A−k can be dened for k < 0. Starting withM0 = C|V0| the matrices A±k dene two families of
inclusions i±|k| :M±|k|−1 →M±|k| (up to unitary equivalence), one for + and one for−, where each
M±k is a multimatrix algebra. More explicitly, if
M±k = Mn±1 ⊕ · · · ⊕Mn±k
then starting with the vector h0 = (1, . . . , 1)T ∈ C|V0| and dening hk,+ = A+k hk−1,+ =
A+k · · ·A+1 (h0)T for k ≥ 0 and hk,− = hk−1,−A−k = h0A−1 · · ·A−k for k ≤ 0, we have that
M+k = Mhk,+1 ⊕ · · · ⊕Mhk,+nk and M
−
k = Mhk,−1
⊕ · · · ⊕Mhk,−nk
and the inclusions i±|k| : M±|k|−1 → M±|k| are dened up to unitary equivalence by the matrices
A±k . With these systems of inclusions one can dene the inductive limits
(10) LF (B+) :=
⋃
k
M+k = lim→ (M
+
k , i
+
k ) LF (B−) :=
⋃
k
M−k = lim→ (M
−
k , i
−
k )
which are ∗-algebras called the locally nite (LF) algebras dened by B. eir C∗-completion
AF (B+) := LF (B+), AF (B−) := LF (B−)
are the approximately nite-dimensional (AF) algebras dened by B.
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Denition 7. A trace on a ∗-algebraA is a linear functional τ : A → C which satises τ(ab) =
τ(ba) for all a, b ∈ A1. e set of all traces of A forms a vector space over C and it is denoted by
Tr(A). A cotrace τ ′ is an element of the dual vector space Tr∗(A) := Tr(A)∗.
For M`, the algebra of ` × ` matrices, Tr(M`) is one-dimensional and generated by the trace
τ` : a 7→
∑`
i=1 aii. For a multimatrix algebraM = M`1 ⊕ · · · ⊕M`n , the dimension of Tr(M) is
n and is generated by the traces τ`i ∈ Tr(M`i) for i = 1, . . . , n.
Let i+k : M+k−1 → M+k be the family of inclusions dened by the positive part of a Braeli
diagram B+. en there is a dual family of inclusions i∗k : Tr(M+k )→ Tr(M+k−1) (and an analo-
gous family i∗k : Tr(M−k )→ Tr(M−k−1)). e trace spaces of the LF algebras dened by a Braeli
diagram B are then the inverse limits
Tr(B+) := Tr(LF (B+)) = lim
←
(i∗k,Tr(M+k ))
Tr(B−) := Tr(LF (B−)) = lim
←
(i∗k,Tr(M−k ))
(11)
which are vector spaces. e respective spaces of cotraces are then
Tr∗(B+) = lim
→
((i∗k)
∗,Tr∗(M+k )) and Tr∗(B−) = lim→ ((i
∗
k)
∗,Tr∗(M−k )).
Remark 2. Note that since every class [p] of the dimension group K0(AF (B+)) can be repre-
sented by an element p ∈ LF (B+), the set Tr(B+) also denes the dual space Tr(K0(AF (B+))) :=
K0(AF (B+))′. As such, the trace spaces which will be used can be thought of as the dual of the
invariant K0(AF (B+)).
Let {Bx} be a family of Braeli diagrams parametrized by x ∈ X ⊂ ΣN , where X is a
closed, σ-invariant subset of ΣN (an example of this is XF , where F is a family of substitu-
tions on N tiles, as described in §3.2). In what follows, we will focus on the invariants dened
by the positive part of Bx, so we will drop the + superscripts used earlier. e shi induces a
∗-homomorphism σ∗ :Mx0 →Mσ(x)0 as follows. For a = (a1, . . . a|V+0 |) ∈Mx0 consider its image
ix1a = ((i
x
1a)1, . . . , (i
x
1a)|V+1 |) ∈ Mx1 . Composing this with the evaluation by T x1 which takes
a = (a1, . . . , a|V1|) ∈Mx1 to T x1 (a) = (τ1(a1), . . . , τ|V+1 |(a|V+1 |)) ∈M
σ(x)
0 , we obtain the map
σ∗ = T x1 ◦ ix1 : a 7→
(
τ1(i
x
1a), . . . , τ|V+1 |(i
x
1a)
)
=
(∑
j
ajA1(1, j), . . . ,
∑
j
ajA1(|V1|, j)
)
= A1(a1, . . . , a|V0|)
T ∈Mσ(x)0 = C|V1|.
As such, the map σ∗ : Mx0 = C|V0| → C|V1| = Mσ(x)0 coincides with the linear map A1 :
C|V0| → C|V1| dened by the rst matrix of the Braeli diagram. As such there is a dual map
σ∗ : Tr(Mσ(x)0 )→ Tr(Mx0) and so we have the isomorphisms
(12) Tr(B+x ) ∼= lim←
(
Tr
(
Mσk(x)0
)
, σ∗
)
and Tr∗(B+x ) ∼= lim→
(
Tr∗
(
Mσk(x)0
)
, σ∗
)
.
Now consider the composition σ∗ ◦ σ∗ = T σ(x)1 ◦ iσ(x)x ◦ T x1 ◦ ix1 : Mx0 →Mσ
2(x)
0 . Since both
Tr(Mσ(x)1 ) and Tr(Mx2) are isomorphic toC|V
+
2 | and there is a canonical correspondence between
1ere is no assumption that traces are positive (that is, τ(aa∗) > 0).
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their bases {τ1, . . . , τ|V+2 |} and {τ ′1, . . . , τ ′|V+2 |}, respectively, we have that
τ`
(
i
σ(x)
1 (T x1 ◦ ix1(a))
)
= τ ′` (i
x
2i
x
1(a))
for all ` ∈ {1, . . . , |V+2 |}. So we can now write the composition in detail:
T σ(x)1 ◦ iσ(x)x ◦ T x1 ◦ ix1(a) =
(
τ1
(
i
σ(x)
1 (T x1 ◦ ix1(a))
)
, . . . , τ|V+2 |
(
i
σ(x)
1 (T x1 ◦ ix1(a))
))
=
(
τ1 (i
x
2i
x
1(a)) , . . . , τ|V+2 | (i
x
2i
x
1(a))
)
=
(
(ix2i
x
1)
∗ τ1(a), . . . , (ix2i
x
1)
∗ τ|V+2 |(a)
)
=
(
(A2A1)
∗ τ1(a), . . . , (A2A1)
∗ τ|V+2 |(a)
)
,
where we have abused notation slightly in using τ` to denote both the `th canonical trace in
Tr(Mx2) and the one in Tr(Mσ(x)1 ). is immediately generalizes to
σ(k)∗ := σ∗ ◦ · · · ◦ σ∗ :Mx0 →Mσ
k(x)
0 dened by
a 7→
(
(Ak · · ·A1)∗ τ1(a), . . . , (Ak · · ·A1)∗ τ|V+k |(a)
)
.
(13)
4.1. e trace cocycle. Let F be a family of substitution rules on the set of prototiles t1, . . . , tM
and let XF be the subshi that it denes.
Denition 8. e trace bundle p : Tr(F) → XF is the bundle over XF where p−1(x) =
Tr(Mx0) for all x ∈ XF . e cotrace bundle q : Tr∗(F) → XF is the dual of the trace bundle,
where q−1(x) = Tr∗(Mx0) for all x ∈ XF .
Denition 9. e trace cocycle is the bundle map Θ : Tr∗(F) → Tr∗(F) dened by Θx :
(x, τ ′) 7→ (σ(x), σ∗(τ ′)) for all x ∈ XF , τ ′ ∈ Tr∗(Mx0).
Since Tr∗(Mx0) is a nite dimensional vector space we endow it with a norm ‖·‖. Note that for
all y ∈ XF close enough to xwe will have Tr∗(Mx0) = Tr∗(My0) and thus all these spaces inherit
the same norm. With a norm in every space Tr(Mx0), we now appeal to Oseledets theorem. Let
‖ · ‖op be the operator norm. Since the maps σ∗ can be singular but the base transformation
σ : XF → XF invertible, we can appeal to the semi-invertible Oseledets theorem [FLQ13] and
obtain a decomposition of the trace spaces which is invariant under the dynamics.
eorem4 (Semi-invertible Oseledets theorem [FLQ13]). LetF be a family of substitution rules on
t1, . . . , tM tiles and µ a minimal and σ-invariant Borel ergodic probability measure onXF . Suppose
that log+ ‖σ∗‖op ∈ L1µ. en there exist numbers λ±1 ≥ λ±2 ≥ · · · ≥ λ±r± , where λ+i > 0 and
λ−i ≤ 0, such that for µ-almost every x there is a measurable, σ∗-invariant family of subspaces
V ±j (x), V
∞(x) ⊂ Tr∗(Mx0) :
(i) We have Tr∗(B+x ) = E+x ⊕ E−x where
E±x =
r±⊕
i=1
V ±i (x), and Tr
∗(Mx0) = Tr∗(B+x )⊕ V ∞(x),
(ii) σ∗V ±j (x) = V ±j (σ(x)) and σ∗V ∞(x) ⊂ V ∞(σ(x)),
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(iii) For any v± ∈ V ±i (x) and v0 ∈ V ∞(x) we have that
lim
n→∞
log ‖σ(n)∗ v±‖
n
= λ±i and lim
n→∞
log ‖σ(n)∗ v0‖
n
= −∞.
e collection of numbers λ±i associated to the measure µ are the Lyapunov exponents of µ.
e set of all exponents is the Lyapunov spectrum of µ.
In (i) of the above theorem we have made the indentication of the cotrace space Tr∗(B+x ) with
subspace of Tr∗(Mx0) which consists of vectors which are not in the kernel of σ(k)∗ for all k > 0.
is is justied by (12). us the restriction of σ∗ to Tr∗(B+x ) is the linear map on the cotrace
space induced by the shi σ. ere is an analogous, dual, invariant decomposition of Tr(B+x ) as
Tr(B+x ) = T+x ⊕ T−x where
T±x =
r±⊕
i=1
T±i (x), and Tr(Mx0) = Tr(B+x )⊕ T∞(x),
Denote by {τ1, . . . , τ|V+0 |} the standard basis of Tr(Mx0) and by {δ1, . . . , δ|V+0 |} the dual basis for
Tr∗(Mx0). Oseledets theorem above gives a canonical identication of Tr∗(B+x ) with a subspace
of Tr∗(Mx0), so any cotrace in Tr∗(B+x ) can be wrien as
(14) τ ∗ =
|V+0 |∑
i=1
βi(τ
∗)δi ∈ Tr∗(B+x ) ⊂ Tr∗(Mx0).
We now dene a map
(15) j+x : Tr∗(B+x ) −→ LF (B+x ) ⊂ AF (B+x )
as follows. For τ ∗ ∈ Tr∗(B+x ), the image [aτ∗ ] = [j+x (τ ∗)] is dened through its representative in
Mx0 :
(16) j+x (τ ∗) =
(
β1(τ
∗), . . . , β|V+0 |(τ
∗)
)
∈
|V+0 |⊕
i=1
C =Mx0 ,
which is well-dened by the expression (14). We denote by [aτ∗ ] = [j+x (τ ∗)] its class in LF (B+x ).
Note that by (13), we have that
j+σ(x)(σ∗v) =
(
τ1(i
x
1j
+
x v), . . . , τ|V+1 |(i
x
1j
+
x v)
)
∈ C|V+1 | =Mσ(x)0 ,
where τ` is the canonical generator for Tr(Mn`), the trace space for the `th summand of the
multimatrix algebraMx1 . In general, (13) gives
j+
σk(x)
(σ(k)∗ v) =
(
τ1(i
x
k · · · ix1j+x (v)), . . . , τ|V+k |(i
x
k · · · ix1j+x (v))
)
=
(
σ∗(k)τ1(j
+
x (v)), . . . , σ
∗
(k)τ|V+k |(j
+
x (v))
)
∈ C|V+k | =Mσk(x)0 ,
(17)
where σ∗(k) is the dual to σ
(k)
∗ .
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5. Ergodic integrals
roughout this section we assume that we are working with a minimal, ergodic σ-invariant
Borel probability measure on XF , and that the collection F of substitutions are uniformly ex-
panding and compatible. roughout this section we also assume that x ∈ XF is an Oseledets
typical, Poincare´ recurrent point. Let
X˚0Bx :=
{
e¯ ∈ X˚B : ∆x(e¯) ∈ 0x
}
.
Denition 10. Let F be a family of substitution tilings on the tiles t1, . . . , tM and let Ωx =
∆x(X˚Bx) be the tiling space given by the minimal Braeli diagram Bx. A spanning system of
patches for Ωx is a collection Γ = {Γk}k≥0 of sets of patches Γk = {Pv}v∈V+k with the following
properties: for each v ∈ V+k there is a path e¯v = (e¯−v , e¯+v ) = (. . . , e−2, e−1, e1, e2, . . . ) ∈ X˚0Bx with
r(e¯+v |k) = v and in that case Pv = Pk(e¯+v ).
A spanning system of patches gives a catalogue of all the supertiles in a given space. Along
with this catalogue we can nd a subset of the tiling space itself which corresponds to each of
the patches in this catalogue. More specically, given a spanning system of patches Γ there is a
corresponding system of plaques. For each patch Pv given by the system Γ, the corresponding
plaque in Ωx is
P ′v :=
⋃
t∈Pv
ϕt(Te¯v) ⊂ Ωx.
We will denote byXΓB ⊂ X˚0B the set of paths parametrized by V+ which give the spanning system
of patches Γ.
Let L(Ωx) be the set of Lipschitz functions on Ωx and for each f ∈ L(Ωx) denote by Lf the
Lipschitz constant. Given a spanning system of patches Γ we dene for f ∈ L(Ωx) and each
k ∈ N the vector
V kΓ (f) =
∫
P ′v1
f ds¯, . . . ,
∫
P ′v|V+
k
|
f ds¯

=
∫
Pv1
f ◦ ϕs
(
Te+v1
)
ds, . . . ,
∫
Pv|V+
k
|
f ◦ ϕs
(
Te+v|V+
k
|
)
ds
 ∈ C|V+k |,
(18)
where ds¯ is the natural, leafwise volume form on Ωx. In words, the vectors are obtained by
integrating the function f along level-k super tiles of all possible types, and we use the plaquesP ′vi
given by the spanning system of patches. is will allow us to know how the function integrates
along bigger and bigger orbits.
Since dim Tr∗(Mσk(x)0 ) = |V+k | there is a canonical isomorphism between Tr∗(Mσ
k(x)
0 ) and
C|V+k | taking the dual of the generator τ`i ∈ Tr(M`i) to the ith standard basis vector in C|V
+
k | for
all i = 1, . . . , |V+k |, whereMσ
k(x)
0 = M`1 ⊕ · · · ⊕M`|V+
k
|
. As such, we can think of each V kΓ (f, e¯)
as an element of Tr∗(Mσk(x)0 ), we can compare V k+1Γ (f, e¯) with σ∗V kΓ (f, e¯). e ith component
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of the dierence is∣∣(V k+1Γ (f, e¯)− σ∗V kΓ (f, e¯))i∣∣ =∣∣∣∣∣∣
∫
Pvi
f ◦ ϕs
(
Te+vi
)
ds−
∑
e′∈r−1(vi)
∫
Ps(e′)
f ◦ ϕs
(
Te+
s(e′)
)
ds
∣∣∣∣∣∣ .(19)
Let ε ∈ (0, λ+1 ). Since each patch Pv for v ∈ V+k+1 is the union of patches given by level-k
supertiles, for any edge e ∈ E+k+1 the transverse distance between the plaques P ′r(e) and P ′s(e) is
(20) d(P ′r(e),P ′s(e)) ≤ Cεe−(λ
+
1 −ε)k
where the constantCε is independent of e and only depends on the familyF , µ and ε. For vi ∈ V+k
and e ∈ r−1(vi), let
Pvi,e := f−1e¯v |k ◦ fe
 ⋃
e′∈E+0,k−1:
r(e′)=s(e)
fe′(ts(e′))
 .
As such, there are the decompositions of each Pvi as patches tiled by level-k − 1 supertiles:
(21) Pvi =
⋃
e∈r−1(vi)
Pvi,e and P ′vi =
⋃
e∈r−1(vi)
P ′vi,e,
so it follows that∫
Pvi
f ◦ ϕs
(
Te+vi
)
ds−
∑
e′∈r−1(vi)
∫
Ps(e′)
f ◦ ϕs
(
Te+
s(e′)
)
ds
=
∑
e∈r−1(vi)
∫
Pvi,e
f ◦ ϕs
(
Te+vi
)
ds−
∫
Ps(e)
f ◦ ϕs
(
Te+
s(e)
)
ds.
(22)
Since both of the terms∫
Pvi,e
f ◦ ϕs
(
Te+vi
)
ds and
∫
Ps(e)
f ◦ ϕs
(
Te+
s(e)
)
ds
are integrating f along pieces of leaves which correspond to the patches given by level-(k − 1)
supertiles, the distance between these pieces is at most Cεe−(λ
+
1 −ε)k, we can use the Lipschitz
property to bound
(23)∣∣∣∣∣
∫
Pvi,e
f ◦ ϕs
(
Te+vi
)
ds−
∫
Ps(e)
f ◦ ϕs
(
Te+
s(e)
)
ds
∣∣∣∣∣ ≤ LfCεe−(λ+1 −ε)k
∫
Pvi,e
∣∣∣f ◦ ϕs (Te+vi)∣∣∣ ds.
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for any e ∈ r−1(vi). Returning to (19) and using (20)-(23):
∣∣(V k+1Γ (f, e¯)− σ∗V kΓ (f, e¯))i∣∣ ≤ ∑
e∈r−1(vi)
∣∣∣∣∣
∫
Pvi,e
f ◦ ϕs
(
Te+vi
)
ds−
∫
Ps(e)
f ◦ ϕs
(
Te+
s(e)
)
ds
∣∣∣∣∣
≤
∑
e∈r−1(vi)
LfCεe
−(λ+1 −ε)k
∣∣∣∣∣
∫
Pvi,e
f ◦ ϕs
(
Te+vi
)∣∣∣∣∣ ≤ ∑
e∈r−1(vi)
LfCεe
−(λ+1 −ε)kVol(Ps(e))‖f‖∞
≤
∑
e∈r−1(vi)
Cf,εe
−(λ+1 −ε)ke(λ
+
1 +ε)k‖f‖∞ ≤ Cf,ε,Fe2εk,
(24)
where we have used that Vol(Ps(e)) ≤ e(λ+1 +ε)k, which follows from the fact that Vol(Ps(e)) is
roughly the number of tiles in the level-k supertile Ps(e), which is exactly τs(e)(ik · · · i1(Id)), and
this is bounded by the largest growth rate of the trace cocycle.
By the estimate above we have that for any ε > 0:∥∥V k+1Γ (f, e¯)− σ∗V kΓ (f, e¯)∥∥ ≤ C∗ε e2εk,
for all k > 0, so we can now invoke Bufetov’s approximation Lemma [Buf14, Lemma 2.8], which
says that, given a sequence of matrices {Θk} dened by a cocycle and sequence of vectors {Vk}
such that ‖Vk+1 − ΘkVk‖ ≤ Cek then there exists a vector v∗ on the rst vector space whose
orbit shadows the vectors Vk at an exponential scale: ‖Θk · · ·Θ1v∗ − Vk+1‖ ≤ C ′ek.
Applied to our situation, by (23) and Bufetov’s approximation Lemma there exists a af,Γ ∈
E+x ⊂ Tr∗(B+x ) ⊂ Tr∗(Mx0) with the property that
(25) ‖j+
σk+1(x)
(
σ(k)∗ af,Γ
)− V k+1Γ (f)‖ ≤ C ′εe2εk
for all k > 0. us we get a map
i+Γ : L(Ωx)→ Tr∗(B+x )
with i+Γ (f) = af,Γ as dened above for any f ∈ L(Ωx). By composition with the map j+x in (15)
we get a map j+x ◦ i+x : L(Ωx)→ LF (B+x ).
5.1. Proof of the upper bound (2). For a tiling T of Rd of nite local complexity and a good
Lipschitz domain B with nonempty interior, we denote by T · B the set (T Id)B and by O−T (B)
all the tiles of T which are completely contained in B.
Given x ∈ ΣN , denote by θ(n)x = θxnθxn−1 · · · θx1 the product of the contracting constants
from the susbtitution maps. In other words, θxi is the contraction constant of the substitution
map Fxi . e following was proved in [ST19, Lemma 8].
Lemma 2. For a good Lipschitz domain B with nonempty interior, tiling Te¯ ∈ Ωx and T > 0 there
exists an integer n = n(T,B) and a decomposition
(26) O−Te¯(T ·B) =
n⋃
i=0
M(i)⋃
j=1
κ
(i)
j⋃
k=1
t
(i)
j,k
where t(i)j,k is a level-i supertile of type j with
(i) κ(n)j 6= 0 for some j and Vol(T ·B) ≤ K1θ−d(n)x ,
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(ii)
M(i)∑
j=1
κ
(i)
j ≤ K2Vol(∂(T ·B))θd−1(i)x for i = 0, . . . , n− 1.
(iii) R1θ−1(n)x < T < R
−1
1 R2θ
−1
(n)x
and n(R2T,B) > n(T,B).
for some K1, K2, R1, R2 > 0.
Let B be Lipschitz domain and T > 1. For Te¯ ∈ Ωx consider a level-i super tile t(i)j,k of type
j given by the decomposition given in Lemma 2 and f ∈ L(Ωx). For any ε > 0 and spanning
system Γ, as in (24), one has that
(27)
∣∣∣∣∣
∫
t
(i)
j,k
f ◦ ϕs(Te¯) ds−
∫
Pvj
f ◦ ϕs(Te¯vj ) ds
∣∣∣∣∣ ≤ CεLfe2εi
with vj ∈ V+i . Combining this with (25) we have that
(28)
∣∣∣∣∣
∫
t
(i)
j,k
f ◦ ϕs(T ) ds− j+σi(x)
(
σ(i)∗ i
+
Γ (f)
)
j
∣∣∣∣∣ ≤ C ′′ε e2εi,
where C ′′ε only depends on ε and F .
For any Oseledets regular x and a generating trace τx,k` ∈ Tr(Mσ
k(x)
0 ) there is a decomposition
τx,k` =
d±µ∑
m±=1
bm±,`,kτ
±
m,k + b∞,`,kτ∞,k,
where τ±m,k ∈ T±m(σk(x)) and τ∞,k ∈ T∞(σk(x)) are unit vectors. Note that in such decom-
position there is a N such that |bm±,`,k| ≤ N for all indices. is follows from the fact that
τ±m,k are unit vectors, τ
x,k
` are generating traces (i.e. unit vectors), and we are dealing with nite
dimensional vector spaces. Since i+Γ (f) ∈ E+x , using (26) and (17) it follows that∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds =
n(T )∑
i=0
M(i)∑
j=1
κ
(i)
j∑
k=1
∫
t
(i)
j,k
f ◦ ϕs(Te¯) ds
=
n(T )∑
i=0
M(i)∑
j=1
κ
(i)
j
(
j+
σi(x)
(
σ(i)∗ i
+
Γ (f)
)
j
+O(e2εi)
)
=
n(T )∑
i=0
M(i)∑
j=1
κ
(i)
j
(
σ∗(i)τ
x,i
j
(
j+x
(
i+Γ (f)
))
+O(e2εi)
)
=
n(T )∑
i=0
M(i)∑
j=1
κ
(i)
j
 d+µ∑
m=1
bm,`,iσ
∗
(i)τ
+
m,i
(
j+x (i
+
Γ (f))
)
+O(e2εi)

=
n(T )∑
i=0
M(i)∑
j=1
κ
(i)
j
 d+µ∑
m=1
bm,`,i
∥∥∥σ(i)∗ |V +m (x)∥∥∥ τ+m,0 (j+x (i+Γ (f)))+O(e2εi)
 .
(29)
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For any ε > 0, the bounds in Lemma 2 give
∣∣∣∣∣
∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣ ≤
n(T )∑
i=0
M(i)∑
j=1
κ
(i)
j
C1 d+µ∑
m=1
τ+m,0
(
j+x (i
+
Γ (f))
)
e(λ
+
m+ε)i

≤ C2
n(T )∑
i=0
Vol(∂(T ·B))θd−1(x)i
d+µ∑
m=1
τ+m,0
(
j+x (i
+
Γ (f))
)
e(λ
+
m+ε)i
≤ C3
n(T )∑
i=0
(θxi+1 · · · θxn)1−d
d+µ∑
m=1
τ+m,0
(
j+x (i
+
Γ (f))
)
e(λ
+
m+ε)i
(30)
where the fact that Vol(∂(T · B))(θe1 · · · θei)d−1 ≤ C3(θxi+1 · · · θxn)1−d was used. is last esti-
mate is a straightforward consequence of the estimates in Lemma 2 and the fact that Vol(∂(T ·
B)) ∼ Vol(T · B) d−1d for Lipschitz domains B and large T . If τ+m,0(j+x (i+Γ (f))) = 0 for all
m = 1, . . . , r − 1 but τ+r,0(j+x (i+Γ (f))) 6= 0 for some r ≤ d+µ , then
(31)
∣∣∣∣∣
∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣ ≤ C4
n(T )∑
i=0
(θxi+1 · · · θxn)1−dτ+r,0 ([af ]) e(λ
+
r +ε)i.
Now, for any ε > 0 we have that
(θxi+1 · · · θxn)1−d ≤ C ′εe
(
λ+1
d
+ε)(n−i)(d−1
)
.
for some C ′ε > 0. Indeed, for an Oseledets-typical x ∈ XF , the leading exponent λ+1 gives the
exponential rate of increase of the number of paths starting from V+0 of length k > 0 in B+x .
Since the paths of length k are in bijection with tiles in k-approximants, the number of paths of
length k also give estimates on the volumes of patches for level-k supertiles. us λ+1 gives the
exponential rate of increase of volume of supertiles. So
(32) lim
n→∞
log θx1 · · · θxn
n
= −λ
+
1
d
.
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erefore we can continue with (30):
∣∣∣∣∣
∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣ ≤ C5
n(T )∑
i=0
e
(
λ+1
d
+ε
)
(n−i)(d−1)
e(λ
+
r +ε)i = C5
n(T )∑
i=0
e
(
λ+1
d
+ε
)
(i−n)(1−d)
e(λ
+
r +ε)i
= C5
n(T )∑
i=0
exp
[(
λ+r − λ+1
d− 1
d
+ ε(2− d)
)
i+
(
λ+1
d− 1
d
+ ε(d− 1)
)
n
]
= C5 exp
[(
λ+1
d− 1
d
+ ε(d− 1)
)
n
] n(T )∑
i=0
exp
[(
λ+r − λ+1
d− 1
d
+ ε(2− d)
)
i
]
= C6 exp
[(
λ+1
d− 1
d
+ ε(d− 1)
)
n
] ∣∣∣∣1− exp [(λ+r − λ+1 d− 1d + ε(2− d)
)
n+ 1
]∣∣∣∣
≤ C7 exp
[
max
{
λ+1
d− 1
d
+ ε(d− 1), λ+r + ε
}
n
]
.
(33)
Dening
λ¯+r,ε := max
{
λ+1
d− 1
d
+ ε(d− 1), λ+r + ε
}
and using (iii) from Lemma 2, we have that
log
∣∣∣∣∣
∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣
log T
≤ log (C7) + λ¯
+
r,εn(T )
log(R−11 ) + log θ
−1
(x)n
.
(34)
Recall that by (32) we have that
lim
n→∞
log θ−1(x)n
n
= lim
n→∞
1
n
n∑
i=1
log θ−1xi =
λ+1
d
,
so it follows from (34) that
lim sup
T→∞
log
∣∣∣∣∣
∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣
log T
≤ lim sup
n→∞
log (C7) + λ¯
+
r,εn(T )
log(R−11 ) + log θ
−1
(x)n
=
λ¯+r,ε
λ+1
d.
(35)
Now, since∣∣∣∣∫
T ·B
f ◦ ϕs(Te¯) ds
∣∣∣∣ ≤
∣∣∣∣∣
∫
O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣+
∣∣∣∣∣
∫
T ·B−O−Te¯ (T ·B)
f ◦ ϕs(Te¯) ds
∣∣∣∣∣
≤ C8eλ¯+r,εn(T ) +O(∂(T ·B)) = C8eλ¯+r,εn(T ) +O(T d−1),
(36)
this completes the proof of the bound (2).
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5.2. Special averaging sets and proof of (1). Let x ∈ XF be a Poincare´-recurrent, Oseledets-
regular point and Te¯ ∈ Ωx for some e¯ = (e¯−, e¯+) = (. . . , e−2, e−1, e1, e2, . . . ) ∈ X˚Bx . For any
ε > 0 there exists a Tε > 0 such that
• T−1 · O−Te¯(T ·B) is ε-close to B in the Hausdor metric,
• O−Te¯ contains a ball of radius twice the minimal radius so that every ball of such radius
contains a copy of every prototile in its interior
for all T > Tε. Pick some T∗ > Tε and dene Bε = T−1∗ · O−Te¯(T∗ · B) and Pε(e¯) = T∗Bε =
O−Te¯(T∗ · B), which is a patch for all tilings in Ωx. e set Bε is at most ε close to B in the
Hausdor metric.
Let ki → ∞ denote the recurrence times, σki(x) → x, and suppose that σki(e¯) converges to
e¯∗ = (. . . , e∗−2, e
∗
−1, e
∗
1, e
∗
2, . . . ) ∈ X˚Bx along these times. Let kx be the smallest integer so that
for all v ∈ V+0 and w ∈ V+kx there is a path p ∈ E+0,kx with s(p) = v and r(p) = w. It follows
that there is a k′ε ≥ kx and nite set of paths E ′Bε ⊂ E+0,k′ε such that for all p ∈ E ′Bε one has that
r(p) = r(e¯|k′ε) and such that the patch Pε(e¯) decomposes as
(37) Pε(e¯) = ϕτe¯
 ⋃
e¯′∈E ′Bε
f−1e¯|k′ε
◦ fe¯′(ts(e¯′))
 ⊂ ϕτe¯ (Pk′ε(e¯+)) ,
where τe¯ ∈ Rd is completely determined by the negative part of e¯. By the choice of T∗ the patch
Pε(e¯) is decomposed as the union of tiles
(38) Pε(e¯) =
M⋃
`=1
κ(`)⋃
j=1
t`,j
where t`,j is a translate of the prototilie t`. Note that the number of tiles in the decomposition
(38) is |E ′Bε| from (37).
By minimality, there is a smallest kε > k′ε such that there is a path p′ ∈ Ek′ε,kε with s(p′) =
r(e¯|k′ε) and r(p′) = r(e¯∗|kε). is gives a nite set of paths EBε ⊂ E+0,kε obtained by concatenating
p′ to every path e′ ∈ E ′ε. As such, the patch decomposes as
Pε(e¯) = ϕτe¯
 ⋃
e¯′∈EBε
f−1e¯|k′εp′
◦ fe¯′(ts(e¯′))
 .
Considering the patch
P∗ε (e¯) =
⋃
e¯′∈EBε
f−1e¯∗|kε ◦ fe¯′(ts(e¯′)) ⊂ Pkε(e¯
∗+),
by Lemma 1, there is a τe¯,e¯∗ ∈ Rd such that P∗ε (e¯) = Pε(e¯) + τe¯,e¯∗ .
Let me take the time here to describe what is about to be done. So far we have constructed a set
Bε which is ε-close to B, but it is of a special type: when dilated by T∗, it becomes a patch which
has been denoted by Pε(e¯). Now, since x is Poincare´ recurrent, it there is a sequence of times
ki → ∞ such that all the tilings in Ωσki (x) admit Pε(e¯) as a patch. Recall that by Proposition 4
patches in Ωσki (x) correspond to “superpatches” in Ωx, that is, patches in Ωx made up of level-
ki supertiles. So we want to dilate Pε(e¯) along a sequence of times Ti so that, up to a small
translation, it becomes a patch made up of only level-ki supertiles, unlike general dilations of
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sets which, as Lemma 2 shows, invlolve supertiles of all levels. We do all this because the integrals
along this sequence of superpatches can be controlled very well.
For all i large enough the set E+ki,ki+kε is a copy of E+0,kε and as such it contains a copy E iBε of
EBε . In other words, since E+k is determined by Fxk and xki+j = xj for all large i and 0 < j ≤ kε
(by Poincare´ recurrence), we can make the identication E+ki+j = E+j for all large i. Moreover,
since kε ≥ kx, for i large enough there is a path from v to r(e¯ki+kε) for all v ∈ V+ki . Dene the
patches
(39) P iε(e¯) :=
⋃
ev∈EiBε
e¯′∈E0,ki
s(ev)=r(e¯′)
f−1e¯|ki+kε
◦ fe¯′ev(ts(e¯′))
and note that
P iε(e¯) =
⋃
ev∈EiBε
e¯′∈E0,ki
s(ev)=r(e¯′)
f−1e¯|ki+kε
◦ fe¯′ev(ts(e¯′)) =
⋃
ev∈EiBε
e¯′∈E0,ki
s(ev)=r(e¯′)
f−1e¯|ki+kε
◦ fev ◦ fe¯′(ts(e¯′))
=
⋃
ev∈EiBε
e¯′∈E0,ki
s(ev)=r(e¯′)
f−1e¯|ki
◦ f−1(eki+1,...,eki+kε ) ◦ fev ◦ fe¯′(ts(e¯′))
= f−1e¯|ki

⋃
ev∈EiBε
e¯′∈E0,ki
s(ev)=r(e¯′)
f−1e¯∗|kε ◦ fev ◦ fe¯′(ts(e¯′))
 = f
−1
e¯|ki
 ⋃
ev∈EBε
f−1e¯∗|kε ◦ fev(ts(ev))

= f−1e¯|ki
(P∗ε (e¯)) = f−1e¯|ki (Pε(e¯) + τe¯,e¯∗) = f
−1
e¯|ki
(T∗ ·Bε + τe¯,e¯∗) .
(40)
us, seing t(i)`,j := f
−1
e¯|ki
(t`,j + τe¯,e¯∗) by (38) it follows that
P iε(e¯) =
M⋃
`=1
κ(`)⋃
j=1
t
(i)
`,j
which expresses P iε(e¯) as the union of level-ki supertiles of Te¯.
Lemma 3. ere is a compact set K ⊂ Rd such that for all i large enough there exists a Ti > 0 and
τi ∈ K such that Ti · (Pε(e¯) + τi) = P ix(e¯).
Proof. By (40) we have that
P iε(e¯) = f−1e¯|ki (T∗ ·Bε + τe¯,e¯∗) = θ
−1
(ki)x
T∗ ·Bε + τ ie¯,e¯∗
for some τ ie¯,e¯∗ ∈ Rd. Dening Ti := θ−1(ki)xT∗ we have that P iε(e¯) = Ti · Bε + τ ie¯,e¯∗ . By our
assumption of recurrence we have that there exists a Rε such that for all i large enough, the
patch Pε(e¯) is found in any ball of radius Rε around any point in Rd for any T ∈ Ωσki (x) for all i
large enough. e scaling Ti relates the scales of Ωx and those of Ωσki (x). In other words, level-ki
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supertiles in Ωx correspond to tiles in Ωσki (x) and the dierence in scales is precisely Ti. By this
relationship of scale and repetitivity, any ball of radius TiRε in Tσki (e¯) contains a copy of the patch
P iε(e¯). So without loss of generality we can assume that τ ie¯,e¯∗ ∈ BTiRε(0). Leing τi = T−1i τ ie¯,e¯∗
we get that Ti · (Pε(e¯) + τi) = P ix(e¯). 
5.2.1. Implicit upper bound. Let f ∈ L(Ωx). By (40) for all i large enough there is the decompo-
sition ∫
Piε(e¯)
f ◦ ϕs(Te¯) ds =
M∑
`=1
κ(`)∑
j=1
∫
t
(i)
`,j
f ◦ ϕs(Te¯) ds
which, aer choosing ε′ > 0 and using (27) and (28), becomes, as in (29)∫
Piε(e¯)
f ◦ ϕs(Te¯) ds =
M∑
`=1
κ(`)
(
j+
σki (x)
(
σ(ki)∗ i
+
Γ (f)
))
`
+O(e2ε
′ki)
=
M∑
`=1
κ(`)σ∗(ki)τ
x,ki
j
(
j+x (i
+
Γ (f))
)
+O(e2ε
′ki)
=
M∑
`=1
κ(`)
d+µ∑
m=1
bm,`,kiσ
∗
(ki)
τ+m,ki
(
j+x i
+
Γ (f)
)
+O(e2ε
′ki)
=
M∑
`=1
κ(`)
d+µ∑
m=1
bm,`,ki
∥∥∥σ(ki)∗ |V +m (x)∥∥∥ τ+m,0 (j+x (i+Γ (f)))+O(e2ε′ki).
(41)
So if τ+m,0
(
j+x (i
+
Γ (f))
)
= 0 for all m < r but τ+r,0
(
j+x (i
+
Γ (f))
) 6= 0,
(42)
∫
Piε(e¯)
f ◦ ϕs(Te¯) ds =
M∑
`=1
κ(`)
d+µ∑
m=r
bm,`,ki
∥∥∥σ(ki)∗ |V +m (x)∥∥∥ τ+m,0 ([af ]) +O(e2ε′ki)
for all i, from which it follows that∣∣∣∣∫
Ti(Bε+τi)
f ◦ ϕs(Te¯) ds
∣∣∣∣ ≤ Ce(λ+r +ε′)ki
for all i. Since Ti is proportional to θ−1(ki)x , we can estimate as in (31)-(35) to obtain
lim sup
i→∞
log
∣∣∣∣∫
Ti(Bε+τi)
f ◦ ϕs(Te¯) ds
∣∣∣∣
log Ti
≤ λ
+
r + ε
′
λ+1
d.
5.2.2. Implicit lower bound. We partition the set of indices {1, . . . ,M} into two sets I+, I0. An
index ` is in I+ if
lim sup
i→∞
∣∣∣(j+
σki (x)
(
σ
(ki)∗ i+Γ (f)
))
`
∣∣∣∥∥σki∗ pi+`,xi+Γ f∥∥ > 0,
and ` ∈ I0 otherwise, where we recall pi+`,x : Tr∗(Mx0) → V +` (x) is the corresponding projec-
tion to the `th positive Oseledets subspace. e set I+ is not empty because 1) by assumption,
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τ+` ([af ]) = 0 for all ` < r and τ+r ([af ]) 6= 0, meaning that pi+`,xi+Γ f = 0 for all ` < r but
pi+r,xi
+
Γ f 6= 0; and 2) all norms are equivalent in nite dimensional vector spaces.
Now we recall (41) and express it with indices according to the partition I+, I0:∫
Piε(e¯)
f◦ϕs(Te¯) ds =
∑
`∈I+
κ(`)
(
j+
σki (x)
(
σ(ki)∗ i
+
Γ (f)
))
`
+
∑
`∈I0
κ(`)
(
j+
σki (x)
(
σ(ki)∗ i
+
Γ (f)
))
`
+O(e2ε
′ki),
which, aer rearranging, using the triangle inequality, and rearranging again, we get∣∣∣∣∫Piε(e¯) f ◦ ϕs(Te¯) ds
∣∣∣∣ ≥
∣∣∣∣∣∑
`∈I+
κ(`)
(
j+
σki (x)
(
σ(ki)∗ i
+
Γ (f)
))
`
∣∣∣∣∣
−
∣∣∣∣∣∑
`∈I0
κ(`)
(
j+
σki (x)
(
σ(ki)∗ i
+
Γ (f)
))
`
+O(e2ε
′ki)
∣∣∣∣∣
≥ C+‖σki∗ pi+r,xi+Γ f‖
(43)
for all i and some C+ > 0 small enough. Recalling that Ti is proportional to θ−1(ki)x and using (32):
lim sup
i→∞
log
∣∣∣∣∫Piε(e¯) f ◦ ϕs(Te¯) ds
∣∣∣∣
log Ti
≥ lim sup
i→∞
logC+‖σki∗ pi+r,xi+Γ f‖
log Ti
= lim sup
i→∞
ki
log Ti
log
∥∥σki∗ pi+r,xi+Γ f∥∥
ki
=
d
λ+1
λ+r .
(44)
6. Solenoids and the Denjoy-Koksma ineqality
For a function f : X → R on a Cantor set X and a clopen subset C ⊂ X , dene
Var(f, C) := sup
x,y∈C
|f(x)− f(y)|
and, for a partition P = {P1, . . . , Pn} of X into disjoint clopen subsets, dene
Var(f, P ) =
n∑
i=1
Var(f, Pi).
A Cantor set naturally carries a metric structure. In fact, Cantor sets carry ultrametric structures,
and so any ball B(x) ⊂ X is a clopen set. Let dX : X2 → R be an ultrametric on X . For any set
C ⊂ X let diamC = sup{dX(x, y) : x, y ∈ C}. Let P be the set of all partitions {P1, . . . , Pk}
of X by clopen sets with diamPi ≤  for all i. Finally, let
Var(f) = sup
P∈P
Var(f, P ) and Var(f) = sup
>0
Var(f).
A function f : X → R on a Cantor set X has bounded variation if Var(f) <∞. Note that if f
is a locally constant function on a Cantor set, then Var (f) = 0, so it is of bounded variation.
Denition 11. Let Ω be a the tiling space of an aperiodic, repetitive tiling of nite local com-
plexity. A continuous function f : Ω → R has bounded variation if there is a Vf < ∞ such
that Var(f |0) ≤ Vf for all transversals 0 ⊂ Ω which are Cantor sets.
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e set of continuous functions on Ω with bounded variation is denoted by BV(Ω). Note that
if f is a transversally locally constant function then it is in BV(Ω). Let q¯ = (q1, q2, . . . ) ∈ NN,
where qk > 1 for all k. For any such q¯ we will denote q(n) = q1 · · · qn.
Denition 12. A d-dimensional solenoid is the tiling space Ωq¯ associated to a family of sub-
stitutions F on a single prototile t1 =
[−1
2
, 1
2
]d. e Braeli diagram Bq¯ for such tiling spaces
have a single vertex at every level and |Ek| = qdk for all k ∈ Z, and it is also required here that
θe = q
−d
k for any e ∈ Ek. In this case the family F is allowed to be innite.
Remark 3. e denition for a solenoid above is slightly more general than the usual denition
of a solenoid as an inverse limit of Td under maps of the form qn · Id.
e goal of this section is to prove a type of bound known as a Denjoy-Koksma inequality
for solenoids. ere is a good introduction to the Denjoy-Koksma inequality by C. Matheus [Mat].
eorem. Let Ωq¯ be a d-dimensional solenoid. en for any f ∈ BV(Ωq¯) and p ∈ Ωq¯,∣∣∣∣∣
∫
[0,qn]d
f ◦ ϕs(p) ds− qd(n)
∫
Ωq¯
f dµ
∣∣∣∣∣ ≤ Var(f)
for all n > 0, where n = q−d(n).
Remark 4. It seems reasonable to conjecture that a Denjoy-Koksma inequality holds for any
tiling space Ωx obtained from compatible and uniformly expanding substitutions with AF (B+x )
is UHF (see [Dav96, §III.5]). It seems like for d = 1 the proof below can be combined with the
usual arguments intertwining to give a proof.
Proof. Let X+q¯ := X+Bq¯ . Since any substitution in the family F forces the border, the map ∆q¯ :
X+q¯ → 0q¯ is a homeomorphism of Cantor sets. As such, the topology of 0q¯ is generated by the
image of cylinder subsets ofX+q¯ under the map ∆q¯, and the ultrametric structure of0q¯ is inherited
from that of Xq¯. As such, for every k > 0, there are qd(k) pairwise-disjoint cylinder sets Cki ⊂ 0q¯,
parametrized by i ∈ {1, . . . , q(k)}d, one for each path p ∈ E0,k, whose union is0q¯. Moreover, since
it is well known thatX+Bq¯ admits a unique tail-invariant Borel probability measure, by Proposition
1, we have that diam Cki = ν(Cki ) = q−d(k) for all i for the unique holonomy-invariant measure ν
on 0q¯.
For any e¯ = (e¯−, e¯+) ∈ Xq¯, the kth approximant Pk(e¯+) is a tiled cube of side length q(k)
containing the origin, and it is tiled by qd(k) tiles isometric to [0, 1]d. For Te¯ = ∆q¯(e¯) ∈ Ωq¯ there
exists a vector τe¯ ∈
[−1
2
, 1
2
]d such that ϕτe¯(Te¯) ∈ 0q¯. By Lemma 1, there exist qd(k) vectors
τ1, . . . , τqd
(k)
such that ϕτi(Te¯) ∈ Cki . In other words, the points {ϕτi(Te¯)}i q−d(k)-equidistribute in
0q¯.
In fact, more is true: the vectors τ1, . . . , τqd
(k)
can be chosen to be nice elements of Zd. In
particular, one can choose them to be the elements of the set {0, . . . , q(k)−1}d. First, note that for
any s ∈ {0, . . . , q(k)−1}d,ϕs+τe¯(Te¯) ∈ 0q¯. is follows from the fact that there is a single prototile
(a unit cube) in the tiling and its center is the puncture. us, since ϕτe¯(Te¯) ∈ 0q¯, it follows that
ϕs+τe¯(Te¯) ∈ 0q¯. Moreover, for any s 6= s′ ∈ {1, . . . , q(k)}d, it follows that ∆−1q¯ (ϕs+τe¯(Te¯))|k 6=
∆−1q¯ (ϕs′+τe¯(Te¯))|k, so they q−d(k)-equidistribute in 0q¯.
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Now recall the proof of the classical Denjoy-Koksma inequality now for the dynamics restricted
to 0q¯ [Mat]. For e¯ ∈ 0q¯:∣∣∣∣∣∣∣
∑
i∈{0,...,q(k)−1}d
f ◦ ϕi(Te¯)− qd(k)
∫
0q¯
f dν
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
∑
i∈{0,...,q(k)−1}d
1
ν(Cki )
∫
Cki
(f ◦ ϕi(Te¯)− f(x)) dν(x)
∣∣∣∣∣∣∣
≤
∑
i∈{0,...,q(k)−1}d
1
ν(Cki )
∫
Cki
|f ◦ ϕi(Te¯)− f(x)| dν(x) ≤
∑
i∈{0,...,q(k)−1}d
sup
y,z∈Cki
|f(y)− f(z)|
≤
∑
i∈{0,...,q(k)−1}d
Var(f, Cki ) ≤ Varq−d
(k)
(f).
(45)
Up to this point everything has been done with reference to the transversal at zero 0q¯. It
turns out that for every point y ∈ [0, 1)d there is an associated transversal 0yq¯ ⊂ Ωq¯ obtained by
translating 0q¯ = 00q¯ by y. By composition with this translation the map ∆q¯ is a homeomorphism
between X+q¯ and 0yq¯ , and so for any k > 0 there is a partition {Cki (y)}i of 0yq¯ by qd(k) cylinder sets
of measure νy(Cki (y)) = q−d(k), where the measure νy on 0yq¯ is the translate of the measure ν on
0q¯. us the same arguments leading to (45) hold for the transversal 0yq¯ and so it follows that for
Te¯ ∈ 0yq¯
(46)
∣∣∣∣∣∣∣
∑
i∈{0,...,q(k)−1}d
f ◦ ϕi(Te¯)− qd(k)
∫
0
y
q¯
f dνy
∣∣∣∣∣∣∣ ≤ Varq−d(k)(f).
Finally, note that if p ∈ Ωq¯ and y ∈ [0, 1)d such that p ∈ 0yq¯ then∫
[0,qk]d
f ◦ ϕs(p) ds =
∫
[0,1]d
∑
i∈{0,...,q(k)−1}d
f ◦ ϕi+s(p) ds.
Puing it all together, let p ∈ Ωq¯ and y ∈ [0, 1)d such that p ∈ 0yq¯ . en:∣∣∣∣∣
∫
[0,qk]d
f ◦ ϕs(p) ds− qdk
∫
Ωq¯
f dµ
∣∣∣∣∣
=
∣∣∣∣∣∣∣
∫
[0,1]d
∑
i∈{0,...,q(k)−1}d
f ◦ ϕi+s(p) ds− qd(k)
∫
[0,1]d
∫
0
ϕs(y)
q¯
f dνϕs(y) ds
∣∣∣∣∣∣∣
≤
∫
[0,1]d
∣∣∣∣∣∣∣
∑
i∈{0,...,q(k)−1}d
f ◦ ϕi+s(p) − qd(k)
∫
0
ϕs(y)
q¯
f dνϕs(y)
∣∣∣∣∣∣∣ ds
≤
∫
[0,1]d
Varq−d
(k)
(f) ds = Varq−d
(k)
(f) ≤ Var(f).
(47)

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7. Random Schro¨dinger operators
is section will focus on applications of the results of §5 to algebras of operators coming from
the tiling spaces obtained by collections of substitution rules. Although it is natural in such cases
to focus on theC∗-algebras of operators obtained, here the focus is on ∗-algebras which are dense
in the C∗-algebras of usual interest. is is because the traces obtained are only densely dened
and one loses all but one trace by going to the completion C∗-algebras. is is mentioned for the
curious reader wondering how one completes the algebras constructed; it is not relevant for the
work here.
For a familyF of uniformly expanding and compatible substitutions dened on the same set of
prototiles and x ∈ XF let Bx be the associated Braeli diagram as constructed in §3 and assume
Bx is minimal. Recall that by construction, any tile t on any tiling T ∈ Ω has a distinguished
point in its interior, and they correspond to the placement of the origin inside of the prototiles
{t1, . . . , tM}. ese distinguished points are called punctures in [Kel95]. Once the puntures
have been chosen in the interior of the prototiles, there exists a % > 0 such that any ball of radius
less than % centered at the puncture of a tile t ∈ T ∈ Ωx does not intersect the boundary of t,
and this holds for all x ∈ XF and T ∈ Ωx. Let ΛT be the set of punctures of T , that is, the union
of all distinguished points of all tiles of T and dene
Gx :=
{
(p, T ′, q) ∈ Rd × Ωx × Rd : p, q ∈ ΛT
}
.
Denition 13. A kernel of nite range is a function k ∈ C(Gx) such that
(i) k is bounded;
(ii) k has nite range. In other words there is a Rk > 0 such that k(p, T , q) = 0 whenever
|p− q| > Rk;
(iii) k is Rd-invariant: k(p− t, ϕt(T ), q − t) = k(p, T , q) for any t ∈ Rd.
e set of all kernels of nite range associated to Ωx are denoted by Kfinx . For any k ∈ Kfinx
there is a family of representations {piT }T ∈Ωx in B(`2(ΛT )) dened, for k ∈ Kfinx by
〈KT δp, δq〉 = 〈(piT k)δp, δq〉 = k(p, T , q).
e family {KT } parametrized by Ωx is bounded in the product
∏
T ∈Ωx B(`2(ΛT )). Dening a
convolution product as
(a · b)(p, T , q) =
∑
x∈ΛT
a(p, T , x)b(x, T , q)
and involution by k∗(p, T , q) = k(q, T , p), Kfinx has the structure of a ∗-algebra. It follows that
the map pi : Kfinx →
∏
T B(`2(ΛT )) is a faithful ∗-representation. e image is denoted by Afinx
and it is the algebra of operators of nite range. e completion of this algebra is denoted byAx.
Denition 14. e set of Lipschitz kernels of nite range consists of kernels k ∈ Kfinx for
which there are constantsRk, Lk > 0 such that if for two T1, T2 ∈ Ωx one has thatBRk(0)∩ΛT1 =
BRk(0) ∩ ΛT2 then for any p, q ∈ BRk(0) ∩ ΛT1 one has that |k(p, T1, q)− k(p, T2, q)| ≤ LkRk .
e set of Lipschitz kernels of nite range is denoted by LKfinx ⊂ Kfinx . e image of LKfinx is
denoted by LAx = piLKfinx ⊂ Afinx and it is the set of Lipschitz operators of nite range. It
should be pointed out that most operators of interest in mathematical physics, such as operators
of the form H = 4+V , where V is a “localized” potential on dened on T , are contained in the
set LAx.
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Let u : Rd → R be a smooth bump function of integral 1, compactly supported in a disk of
radius less than %. is denes a family of functions wu,T : LAfinx → C∞(Rd) parametrized by
Ωx as follows. For A = pik ∈ Afinx and AT = piT k ∈ B(`2(ΛT )), let fuAT be dened by
fuAT (t) = wu,T (A)(t) =
∑
p∈ΛT
AT (p, p)u(p− t).
Lemma 4. ere exists a function h = huA ∈ L(Ωx) such that fuAT (t) = h ◦ ϕt(T ).
Proof. e assignment T 7→ fuAT (0) denes a function fuA·(0) : 0x → R. Note that for T , T ′ ∈ 0x
with d(T , T ′) ≤ ε, one has for some k ∈ LKfinx∣∣∣fuAT (0)− fuAT ′ (0)∣∣∣ = |k(0, T , 0)− k(0, T ′, 0)|u(0) ≤ u(0)Lkε,
so this is a Lipschitz function on 0x with Lipschitz constant Lku(0).
e function T 7→ fuA·(0) can be extended to Ωx by choosing a neighborhood U of 0x of size
ru and a product chart φu : U → Bru(0)× 0x and noting that the function dened by h = φ∗uu¯,
where u¯(t, T ) = fuAT (0)u(t) with ‖t‖ < ru, denes a Lipschitz function on Ωx. at this gives
fuAT (t) = h ◦ ϕt(T ) follows from the Rd invariance of the kernel k used to dene A. 
LetMu : LAfinx → L(Ωx) be the map given by Lemma 4 and denote the composition Υu,Γ :=
j+x ◦ i+Γ ◦ Mu : LAx → LF (B+x ). We can dene functionals τ ′i : LAx → C by pullback
τ ′i = Υ
∗
u,Γτ
+
i , i.e., τ ′i(A) = τ+i (Υu,Γ(A)), for A ∈ LAx, where τ+i ∈ T+i (x). e functionals τ ′i
may or may not be traces. By [ST18b, Proposition 1], we know some cases when they are.
Proposition 5. LetF1, . . . ,FN be a collection of uniformly expanding and compatible substitution
rules on a set of prototiles t1, . . . , tM and µ a minimal, σ-invariant ergodic Borel probability measure
on XF . en for µ-almost every x, for a spanning system of patches Γ on Ωx, the functional τ ′i =
Υ∗u,Γτ
+
i is a trace if
λ+i
λ+1
> d−1
d
. So Υu,Γ induces a map on traces
Υ∗u,Γ : Tr(B+x )++ → Tr(LAx),
where Tr(B+x )++ is the subspace of Tr(B+x ) generated by traces τ+i which satisfy λ
+
i
λ+1
> d−1
d
.
7.1. Proof ofeorem 3. Let d++µ be the dimension of the subspace Tr(B+x )++. Dene the d++µ
traces in Tr(LAx) to be {τ1, . . . , τd++µ }, where τi ∈ Υ∗u,ΓT+i (x) is any non-zero element. Now
pick AT ∈ LAx, a good Lipschitz domain B and T > 0. First, note that for two smooth bump
functions u, u′ of compact support in a ball of radius less than ρ and integral 1, it follows that∣∣∣∣∣
∫
O−T (E)
MuA ◦ ϕt(T )−Mu′A ◦ ϕt(T ) dt
∣∣∣∣∣ = 0, and∣∣∣∣∫
E
MuA ◦ ϕt(T )−Mu′A ◦ ϕt(T ) dt
∣∣∣∣ = O(|∂E|).
(48)
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for any measurable E of nite volume. In addition, it follows that∣∣∣∣∣tr(AT |O−T (E))−
∫
O−T (E)
MuA ◦ ϕt(T ) dt
∣∣∣∣∣ = 0∣∣∣∣tr(AT |E)− ∫
E
MuA ◦ ϕt(T ) dt
∣∣∣∣ = O(|∂E|).
(49)
for any measurable set E of nite volume, where the second estimate is from [ST18b, Equation
(22)]. us, if τi(A) = 0 for all i = 1, . . . , r for some r < d++µ but τr(A) 6= 0, by (33) it follows
that for any ε > 0
|tr(AT |T ·B))| =
∣∣∣∣∫
T ·B
MuA ◦ ϕt(T ) dt
∣∣∣∣+O(∂(T ·B))
≤ max
{
Cε,Aτr(A)T
d
λ+r
λ+1
+dε
, O(T d−1)
}(50)
independent of which bump function uwas used by (48). us by (35) and (36), if dλ+r ≥ (d−1)λ+1 ,
then
lim sup
T→∞
log |tr(AT |T ·B)|
log T
≤ λ
+
r
λ+1
d.
For ε′ > 0 we choose a set Bε′ as in §5.2 along with the sequence of times Ti → ∞ and vectors
τi ∈ Rd. By construction, Ti · (Bε′ + τi) = O−T (Ei), where Ei ⊂ Rd is some measurable subset of
nite volume. us, the results of §5.2 along with (48)-(49) imply that
lim sup
i→∞
log |tr(AT |Ti·(Bε′+τi))|
log Ti
=
λ+r
λ+1
d.
8. Variations on half hexagons
Let me close by giving some experimental results. Consider the two substitution rules on the
half hexagons in Figure 1 in the introduction. Although the substitution rule is only depicted for
one of 6 prototiles, the rest are obtained by rotating the rst rule by kpi/3, k = 1, . . . , 5. e rst
substitution rule depicted is the classical substitution rule in the half-hexagon with expansion
constant 2. e eigenvalues of the corresponding substitution matrix are 4, 2, 1, 1,−1,−1. e
second substitution rules has expansion constant 4 and the eigenvalues for the corresponding
substitution matrix are 16, 7 ± i√3, 2, 2, 2. Note that |7 ± i√3| > 4 = √16, so the second
substitution rule has “rapidly-expanding” eigenvalues.
For p ∈ (0, 1), let µp be the Bernouli measure on Σ2 which gives the cylinder set µp(C1) = p
and µp(C2) = 1 − p, where Ci = {x ∈ Σ2 : x1 = i}. e typical points for the measure µp
then give tiling spaces Ωx which are obtained from tilings which were constructed, on average
by applications of the substitution M1 with probability p and substitution M2 with probability
1−p. Figure 3 shows the (normalized) spectrum as a function of p. Perhaps not surprisingly, when
p > 1/2, there seem to be a pair of (normalized) Lyapunov exponents greater than 1, meaning
that there are non-trivial deviations of ergodic averages for tilings in a typical tiling space Ωx
with respect to the measure µp.
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Figure 3. Lyapunov spectrum for the measures µp as a function of p.
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