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Introduction
We propose the "big triangle small triangle" (BTST) technique to optimally solve nonconvex location problems. The algorithm is demonstrated on two problems: the obnoxious facility location problem and the Weber problem with attraction and repulsion (WAR). Three additional nonconvex location problems were solved using the technique introduced in this paper with excellent results. In , the location of a new retail facility using the gravity model is solved optimally. In , the gradual cover problem is optimally solved. In cover problems, demand is covered within a given distance and not covered otherwise. In the gradual cover formulation, there are two distances. If the facility is closer than the first distance, the demand is fully covered, and farther than the second distance it is not covered at all. Between these two distances the cover is decreasing linearly. In Berman et al. (2003) a nonconvex probabilistic minimax location problem in the plane is solved by BTST. There are no other optimal solution approaches to these three problems.
The Obnoxious Facility Location Problem
Consider a set of source points in the plane causing a nuisance that is spread through space with the magnitude of the nuisance decreasing inversely to the square of the distance from the source. Noise and light pollution are decreasing inversely to the square of the distance from the source. Pollutants transmitted into the air are spread this way if wind is ignored. Earthquakes' or explosions' magnitude decline by the square of the distance as well. One needs to find a point in an area of the plane to locate a facility where the hazard or nuisance is minimized. This problem is equivalent to locating an obnoxious facility such that the total nuisance to a set of points is minimized. This is one of the versions of the obnoxious facility location problem. Another objective used in modeling of the obnoxious facility location problem is maximizing the distance to the closest pollution source. For a review of obnoxious facility location, see Erkut and Neuman (1989) and Plastria (1995) . The first to suggest the total nuisance objective were Hansen et al. (1981) . They proposed the "big square small square" (BSSS) global optimization method for its solution. Plastria (1992) suggested an improvement on this technique that he termed "generalized big square small square" (GBSSS) technique. Carrizosa and Plastria (1998) discuss this problem as a special case of a general obnoxious facility problem. Berman et al. (2000) solved this problem when the location of a facility is restricted to a network and the source points can be anywhere in the plane.
The WAR Problem
Consider the Weber problem using Euclidean distances. The Weber problem is to find a location of a facility which minimizes the weighted sum of distances to a set of demand points. In the WAR problem, some of the weights may be negative. This may happen when proximity to some of the demand points may be disadvantageous, similar to the situations described in the obnoxious location problem. Tellier (1987) In this paper we propose to use triangles instead of squares, and following the popular tradition we term it "big triangle small triangle" (BTST). Using triangles rather than squares has two clear advantages. First, when the feasible region is a union of polygons, the triangles cover the whole feasible region and do not include any infeasible points. Thus, the messy and time-consuming feasibility test necessary when working with rectangles is avoided. We require only a single initial triangulation step of the feasible region. Second, the bound calculations for each cell are somewhat simplified and may be tighter, when no fixed points are inside the treated cell. Therefore, the triangulation includes the fixed points as vertices.
Problems Formulation
Consider a set of n source (or demand) points located at Xi = (xi, yi) for i = 1, ..., n. The Euclidean distance between a location X = (x, y) and source point i is di(X).
The Obnoxious Facility Problem
A pollution of magnitude wi > 0 is generated at point i. The total pollution at location X, F(X), to be minimized in a given area A, is If di(X) = 0 for some i, then F(X) is set to a large number. This is a strongly nonconvex objective function, and there are usually many local optima. Any "hole" between source points may contain one or more local optima.
The WAR Problem
Weights wi for i = 1, ..., n are associated with the demand points. Each weight can be either positive or negative. The objective function, to be minimized, is the standard Weber problem: 
A difference between two convex functions is generally neither convex nor nonconcave and thus may contain many local optima.
The Proposed Solution Algorithm
The proposed solution algorithm can be applied to feasible areas that are unions of convex polygons (with pairwise disjoint interiors). Any area can be approximated as closely as required by a union of convex polygons. Some of the source points may be outside the feasible area. The following describes the algorithm that finds the optimal solution within a relative accuracy of E.
1. The triangulation phase (Phase 1). The feasible area is a union of convex polygons. Triangulate each polygon by using its vertices and every source point in its interior. Source points that are not in the interior of the polygon are not used in the triangulation. Table 4 ), run time is proportional to n and is 0.04 ms per generator on a 600-MHz computer. This construction algorithm was improved to be robust against round-off errors by Sugihara and Iri (1994). 
Lower Bounds in a Triangle
1<,j<3
The lower bound, LB2, is very efficient and dramatically reduces run times, iterations, and number of triangles (see the computational results section below). From our computational experience we observed that it is better than LB, most of the time. Because LB1 is so easy to calculate, we suggest to use max{LB1, LB2} as a lower bound.
A Lower Bound for the WAR Problem in a Triangle
We constructed several lower bounds. A lower bound on F+(x, y) and an upper bound on F-(x, y) (3) can be easily constructed. However, the minimum value for F+(x, y) and the maximum value of F-(x, y) usually occur at different points in the triangle, and using two separate lower bounds is not effective. In fact, a problem with only n = 20 points, using an accuracy of E = 10-4, required more than our limit of 500,000 triangles for the branch-and-bound phase. Deducing from the experience in developing LB2, we realized that it is better to obtain a direct lower bound for the difference between the convex functions so that the two lower bounds are obtained at the same point. Both F+(x, y) and F-(x, y) are convex. Consider a point (a, b) in the triangle (we suggest to use the center of gravity for (a, b) ). Each of these functions can be bounded from below by the tangent plane, which is linear and thus convex and concave at the same time. We decided to create a concave function as a lower bound. Creating a convex function may complicate the process because the minimum of a convex function in a triangle can be anywhere in the triangle. However, creating a concave function for the derivation of a lower bound simplifies matters because the minimum is obtained at one of the three vertices of the triangles (as in LB2).
We therefore bound F+(x, y): 
Wez+ di ( x, y ) Therefore,
F(x, y) >T F(x, y) -F-(x, y). (11)
The right-hand side of Equation (11) 
Computational Results
We generated n source points in a square for various values of 10 < n < 10,000 and solved the problems in the convex hull of all source points. For accuracy, we applied E = 10-6 and in some cases E = 10-5. All programs were coded in FORTRAN, compiled by Microsoft FORTRAN PowerStation 4.0, and run on a Toshiba lap-top Portege 7200 
Experiments with the Obnoxious Problem
Two types of problems were tested: problems with equal weights and problems with weights randomly generated in [0, 1].
We then checked the performance of the algorithm for two different accuracies. In Tables 1 and 2 we depict the results for equal weights and random weights, respectively. Ten problems were run for each value of n. We report the minimum, maximum, and average for each of the performance measures: maximum number of triangles during the branch-and-bound process, the number of iterations Using equal weights was reduced by more than threefold to 59,663 when the accuracy was set to E = 10-5. The run time was reduced for this particular problem about fourfold, from about 3 hours to about 45 minutes. The number of iterations for this extreme case dropped more than threefold, from 451,871 to 136,402. We then tested the effect of using max{LB1, LB2} (which we simply call LB2) on the performance of the algorithm. We tested only accuracy of E = 10-6. The results for the same set of problems used in Tables 1 and 2 are  reported in Table 3 . This lower bound increased the efficiency of the algorithm by orders of magnitude. The maximum number of triangles in the branch-and-bound phase was reduced from a maximum of over 187,000 to a maximum of only 840, a reduction of over 200-fold! The maximum run time went down from a maximum of about three hours per problem to a maximum of less than three minutes per problem. The application of LB2 is extremely beneficial and should definitely be incorporated in the algorithm.
In Table 4 we report the breakdown of the run times for the triangulation phase, the scanning phase, and the branch-and-bound phase with random weights. The performance of the algorithm is very similar to the performance for problems with equal weights. We also depict the average number of triangles in the triangulation and the end of Phase 2. The triangulation phase was very fast. For Table 4 .
Averages for 10 runs using e = 10-6 and random weights. The results are summarized in Tables 5 and 6 . The algorithm is very efficient. Problems with n = 10,000 demand points were solved in less than 1 minute. The maximum number of triangles never exceeded 529.
Computational Comparison
We were hard pressed to find in the literature computational experiments of the obnoxious problem, but our algorithms seem to perform very well. There are more reports on the WAR problem. The most recent ones are by Maranas and Floudas (1994) and Tuy et al. (1995) . Both used E = 10-5, while we used E = 10-6. We compared our results with theirs for equal number of positive and negative weights.
Maranas and Floudas ran their experiments on an HP-730 workstation that is comparable to a bit slower than our platform. Their mean run time for the n = 10,000 problems was 389.45 seconds, compared to our mean run time of 52.45 seconds. The standard deviation of the run times is also much lower for our algorithm (3.35 seconds compared to 245.67 for their procedure). 
Discussion and Conclusions
The BSSS (or GBSSS) approach partitions the feasible area into squares to implement a branch-and-bound global search in the plane. We propose to replace the squares by triangles. The idea of using triangles rather than squares is presented in Tuy et al. (1995) . However, they partition the feasible area into triangles and do not consider the demand points themselves in the triangulation. There are two clear advantages to using triangles. First, if the feasible area is a union of convex polygons, then triangles provide a complete partition of the feasible area, and there is no need to check throughout the procedure whether a point is feasible or not. Second, such a triangulation guarantees that there are no source points in the interior of a triangle. Such points may well have discontinuities in the value of the objective function or its derivatives. When applying squares (or the triangulation proposed by Tuy et al. 1995) , the interiors may contain source points, and any lower bound based on these values may not be that tight. However, inside a triangle that contains no source points, the objective function is much "smoother," resulting in a more powerful lower bound.
This technique may be applied to any minimization of a nonconvex location problem. In each instance, one has to construct an effective lower bound and just apply the proposed algorithm. Our experience with the two problems tested in this paper and three additional problems reported 
