I present the first algorithm for stochastic finite-armed bandits that simultaneously enjoys order-optimal problem-dependent regret and worst-case regret. The algorithm is based on UCB, but with a carefully chosen confidence parameter that optimally balances the risk of failing confidence intervals against the cost of excessive optimism. A brief empirical evaluation suggests the new algorithm is at least competitive with Thompson sampling.
Introduction
Finite-armed bandits are the simplest and most well-studied reinforcement learning setting where an agent must carefully balance exploration and exploitation in order to act well. This topic has seen an explosion of research over the past half-century, perhaps starting with the work by Robbins [1952] . While early researchers focussed on asymptotic results [Lai and Robbins, 1985, and others] or the Bayesian setting [Gittins, 1979] , recently the focus has shifted towards finite-time frequentist guarantees and empirical performance. Despite the growing body of research there are still fundamental open problems, one of which I now close.
I study the simplest setting with K arms and a subgaussian noise model. In each time step t the learner chooses an action I t ∈ {1, . . . , K} and receives a reward µ It +η t where µ i is the unknown expected return of arm i and the noise term η t is sampled from some 1-subgaussian distribution that may depend on I t . For notational convenience I assume throughout that 1 ≥ µ 1 > µ 2 ≥ · · · ≥ µ K ≥ 0 and define ∆ i = µ 1 − µ i to be the gap between the expected means of the ith arm and the optimal arm. 1 The pseudo-regret of a strategy π is the difference between the expected rewards that would be obtained by the omnipotent strategy that always chooses the best arm and the expected rewards obtained by π.
where n is the horizon, I t is the action chosen at time step t and the expectation is taken with respect to the actions of the algorithm and the random returns. There are now a plethora of algorithms with strong regret guarantees, the simplest of which is the Upper Confidence Bound (UCB) algorithm by Auer et al. [2002] . It satisfies
This result is known to be asymptotically order-optimal within a class of reasonable algorithms [Lai and Robbins, 1985] . But asymptotic optimality is not the only yardstick by which the performance of an algorithm can be measured. When one considers the worst-case regret, it can be shown that sup µ R ucb µ (n) ∈ Ω nK log n .
Quite recently it was shown by Audibert and Bubeck [2009] that a modified version of UCB named MOSS enjoys a worst-case regret of
which improves on UCB by a factor of order √ log n and matches up to constant factors the lower bound given by Auer et al. [1995] . Unfortunately MOSS is not without its limitations. Specifically, one can construct regimes where the regret of MOSS isΩ(K/∆ 2 ). The improved UCB algorithm by Auer and Ortner [2010] bridges most of the gap. It satisfies a problem dependent regret that looks similar to Eq. (1) and a worst-case regret of
Still, there is a gap between its worst-case regret and the optimal, and besides this, the algorithm is empirically hopeless. Thompson sampling, originally proposed by Thompson [1933] , has gained enormous popularity due to its impressive empirical performance [Chapelle and Li, 2011] and recent theoretical guarantees [Kaufmann et al., 2012 , Korda et al., 2013 , Agrawal and Goyal, 2012a . Nevertheless, it is known that when a Gaussian prior is used, it also suffers an Ω( √ nK log K) regret in the worst-case [Agrawal and Goyal, 2012a] .
My contribution is a practical algorithm with optimal worst-case regret of O( √ nK) and a problem-dependent regret guarantee of
The new algorithm is an efficient index-based algorithm similar to the original UCB algorithm, but with a simple and novel confidence parameter that turns out to be precisely the right way to balance the risk of failing confidence intervals and the cost of overly conservative intervals. In contrast, UCB is far too conservative, while MOSS is sometimes not conservative enough.
The OC-UCB Algorithm
Letμ i,s be the empirical estimate of the reward of arm i based on the first s samples from arm i andμ i (t) be the empirical estimate of the reward of arm i based on the samples observed until time step t (non-inclusive). Define T i (t) to be the number of times arm i has been chosen up to (not including) time step t. The Optimally Confident Upper Confidence Bound (OC-UCB) algorithm accepts as parameters the horizon, the number of arms, and two tunable variables α > 2 and ψ ≥ 2. The function log + is defined by log + (x) = max {1, log(x)}. A table of notation is available in Appendix C.
Algorithm 1 OC-UCB 1: Input: K, n, α, ψ 2: Choose each arm once 3: for t ∈ K + 1, . . . , n do 4:
log ψn t 5: end for Before moving to the analysis I compare the new index to those used by UCB and MOSS, which are similar, but use a different quantity inside the logarithm.
.
An initial observation is that, unlike UCB, the index used by OC-UCB depends on the horizon n, which is potentially a disadvantage.
On the other hand, as t becomes large we expect n/t to be significantly smaller than t, which leads to improved regret. At first sight the new index looks relatively different to the one used by MOSS, but notice that if ∆ i = ∆ for all i ≥ 2, then we expect that T i (t) ≈ t/K for all i (for t sufficiently small), and in this special case the indices are approximately the same. When sub-optimal arms have different means, however, then n/t may be larger than n/(KT i (t)), and this is what saves the new algorithm from the sub-optimal dependence on 1/∆ 2 suffered by MOSS.
Theorems
I now present the theoretical results, which are bounds on the problem-dependent and problem-independent regret of OC-UCB. Theorem 1. If α > 2 and ψ ≥ 2, then there exists a constant C 1 (α, ψ) depending only on α and ψ such that
Theorem 2. If α > 2 and ψ ≥ 2, then there exists a constant C 2 (α, ψ) depending only on α such that
In this preliminary report I make no effort to reduce the constants appearing in the regret bounds and for this reason they are left unspecified. Instead, I focus on maximising the range of the tunable parameter α for which the algorithm is provably order-optimal asymptotically and in the worst-case. The functions C 1 and C 2 have a complicated structure, but satisfy
Empirically α = 4 and ψ = 2 led to good results, but further investigation is justified to determine good choices.
Remark 3.
It is possible to improve the range of ψ to ψ > 1 rather than ψ ≥ 2, but this would only complicate an already complicated proof.
I will prove Theorems 1 and 2 in subsequent sections. The main difficulty is that the index of arm i now strongly depends on t as well as the number times that arm i has been played. This introduces a coupling in the arms that is tricky to eliminate, especially since applying union bounds over all arms would introduce a multiplicative log K factor into the regret bound. Before the proofs I comment on a conjecture by Bubeck and Cesa-Bianchi [2012] and relate the quantities appearing above to those observed in the best-arm identification setting.
The Near-Correctness of a Conjecture
It was conjectured by Bubeck and Cesa-Bianchi [2012] that the optimal regret might be
where H = K i=2 ∆ −2 i is a quantity that appears commonly in the best-arm identification literature , Audibert and Bubeck, 2010 , Jamieson et al., 2014 . Unfortunately this result is not attainable.
Let µ 1 = 1 and µ 2 = 1 − ∆ and µ i = 0 for i > 2. Furthermore, suppose n = e∆ −2 and K = ∆ −3/2 . Note that this is in the interesting region where the optimal arm is (barely) identifiable from the sub-optimal arms. For larger n we will not see significant differences between any asymptotically optimal algorithms. Now in this setting Eq. (2) reduces to
while Theorem 1 would lead to
Now I argue that the first quantity is not possible. Suppose there exists a strategy π such that R π µ ∈ O(K) (of course all permutations of µ are considered) and let T >2 (n) = i>2 T i (n) be the number of times an arm with ∆ i = 1 is selected. Then by Markov's inequality
Thus the algorithm that runs π for n time steps and chooses I = arg max i T i (n) is going to satisfy I ∈ {1, 2} with probability at least 1 − δ, but it is known that such an algorithm requires at least Ω(K log 1/δ) = Ω(K log K) samples, so π does not exist [Mannor and Tsitsiklis, 2004] . 2 The main reason that Eq. (2) is unattainable is because of the mismatch between 1/∆ 2 that appears in H and the 1/∆ that is a coefficient to the regret. The existence of a single barely sub-optimal action does not make the problem of minimising regret significantly easier. The bound of Theorem 1, on the other hand, depends less heavily on the smallest gap and more on the number of arms that are nearly optimal. There are many situations where the conjecture does hold. Specifically, when H i = H, which is often approximately true (eg., if all sub-optimal arms have the same gap, but this is not the only case). I believe that the bound for OC-UCB given in Theorem 1 is essentially the right form of the regret, but ideally we would have a finite-time lower bound to confirm this.
Proof of Theorem 1
The proof is separated into four components. First I introduce some new notation and basic algebraic results that will hint towards to form of the regret. I then deal with the concentration of the empirical estimates of the return of each arm to the true expected return and apply these results to define a sequence of failure events that occur with low probability. Then the number of times a sub-optimal arm is pulled given a particular failure event does not occur is bounded. Finally all components are combined.
Throughout the proof I introduce a number of additional constants that are dependent and must satisfy certain constraints. The constraints are listed in Appendix B, where it is also shown that they can be satisfied.
Setup
I start by defining some new quantities and deriving some straight-forward algebraic inequalities.
where c 6 is a constant to be chosen subsequently and u i = u ∆i and u ∆ is defined by
where c 9 and c 10 are specified in Appendix B. Abusing notation I write δ ∆ = δ u∆ . It is easy to check that u ∆ is monotone nonincreasing. Note that these definitions are all dependent, so the quantities must be extracted by staring at the relations. We shall gain a better understanding of u ∆ and δ ∆ later when analysing the regret. For now it is best to think of u ∆ as the number of samples from a ∆-suboptimal arm that will (on average) be required before it is no longer sampled. The value of δ ∆ is the confidence level at which the claim in the previous sentence will (approximately) hold. I now derive some straight-forward inequalities.
Proof. The result follows from that fact that
Proof. The lemma follows trivially from the definition of δ T .
Let γ ∈ (1, α/2) and c γ > 1 be as given in Appendix B and defineδ ∆ bỹ
The result by adding δ ∆ and naive bounding.
Concentration
Lemma 7. Let X 1 , X 2 , . . . , X m be sampled i.i.d. from some 1-subgaussian distribution and letμ t = t s=1 X s /t be the empirical mean based on the first t samples. Suppose β ≥ 1. Then for all ∆ > 0,
The proof may be found in Appendix A and is based on a peeling argument combined with Doob's maximal inequality (e.g., as was used by Audibert and Bubeck [2009] , Bubeck [2010] and elsewhere). Define β i,∆ ≥ 1 by
Note that for fixed ∆ the random variables β i,∆ with i ∈ {1, . . . , K} are (mutually) independent.
Proof. Apply Lemma 7.
Then by Chernoff's bound and the union bound
. Now simply observe that this regularity condition is sufficient to guarantee that i:βi,∆=1
Proof. We make a similar argument as above. Let S k be as in the proof of Lemma 10 and S k,β = {i ∈ S k : β i,∆ ≥ β}. Then by Lemma 7 and Chernoff's bound we have
Now assume this event occurs and argue as before that this implies the desired result.
Remark 12. The only difficulty in proving Lemmas 10 and 11 is that the events need to be uniform over T and we cannot use a union bound over the arms. Both results would follow trivially from Markov's inequality for fixed T .
Failure Events
Define F ∆ to be the event that one of the following does not hold:
By Lemmas 8, 9, 10 and 11 in the previous section, and the union bound we have that
Bounding the Pull Counts
This section contains the most important component of the proof, which is understanding the behaviour of the algorithm when F ∆ does not hold. For the remainder I assume that F ≥∆ does not hold and abbreviate β i = β i,∆ . Unfortunately the proof is rather involved, so I try to give some intuition here. The main result of this section is showing that if ∆ j ≫ ∆, then arm j is chosen at most β j u j times. We need to show that if T j (t) = β j u j , then the error of the empirical estimate of the return of arm j and arm 1 are both around ∆ j and that the bonus for arm j is also not significant. To do this we will show that the pull-counts of near-optimal arms are at least a constant proportion of T j (t) and it is this that presents the most difficulty.
Lemma 13. Let t be some time step and i, j be arms such that:
Then I t = j.
Proof. We have:
where (a) follows since β i = 1 and F ≥∆ does not hold, (b) since µ i = µ 1 − ∆ i ≥ µ j − ∆ i , (c) since F ≥∆ does not hold, (d) and (e) since c 2 β j T i (t) ≤ T j (t) and because δ T is monotone non-decreasing, (f) since ψn/t ≥ 1/δ Ti(t) is assumed, (g) from the constraint on c 2 (Const1) and because T i ≤ min {u i /c 1 , u ∆ /c 1 }, (h) from the constraint on c 1 (Const9).
Lemma 14. Let t be some time step and j be an arm such that:
Proof. Using a similar argument as in the proof of the previous lemma.
where (a) follows since β 1 = 1 and because F ≥∆ does not hold, (b) since µ 1 = µ j + ∆ j , (c) by the definition of β j and because F ≥∆ does not hold, (d) by the assumption that c 2 β j T 1 (t) ≥ T j (t) or c 1 T 1 (t) ≥ u ∆ and because T j (t) = β j u j , (e) by the constraints on u j (Const11,Const12) and on c 1 (Const10). (f) is trivial, (g) since we assumed ψn/t ≤ c 7 /δ uj , (h) since ∆ j ≥ c 8 ∆, (i) from constraints (Const13) and (Const14).
Proof. Proceeding by induction. For t ≤ K the algorithm deterministically chooses each arm in order so for t = K we have T i (K) = 1 ≤ u i for all arms. Therefore nδ Ti(K) = K and so ψn/K ≥ 1/δ Ti(K) and ψn/K ≤ c 7 β j /δ Ti(K) for all i. Assume for all s < t that:
which together with Lemmas 13 and 14 imply that
c 2 β j for all i with β i = 1 and all j .
We now show that Eq. (8) and Eq. (9) are implied also at time step t, which will complete the proof by induction. If T j (t) ≤ u j β j and ∆ j ≥ c 8 ∆, then
where (a) is trivial, (b) from the previous display, (c) and (d) by naive simplification and because all constants are larger than 1, (e) follows from (Cond3) that defined the failure event and the definition of δ Tj (t) , (f) by the definition of c 7 . Therefore ψn/t ≤ β j c 7 /δ Tj(t) , which shows that Eq. (9) is also satisfied at time step t. Now I show that Eq. (8) is also satisfied at time step t. Let β i = 1 for some i. If δ Ti(t) = 1/2, then ψn/t ≥
where (a) follows from the previous case-based analysis, (b) from (Cond4), (c) from the definition of δ Ti(t) and (d) from the definition of c t . Therefore Eq. (8) and Eq. (9) hold also for s = t and so for all t. Therefore by Lemma 14 we have T j (t) ≤ β j u j for all j with ∆ j ≥ c 8 ∆ as required.
Regret Decomposition
Let Ω be the event space of all possible sequences of actions/observations and let R(ω) be the regret incurred given sequence ω ∈ Ω. Define∆ ℓ = 2 −ℓ/2 and let ℓ * = max ℓ ∈ {0, 1, 2, . . .} : ¬F ≥∆ ℓ . Then with ∆ min = ∆ 2 the minimum gap we have
where (a) is trivial, (b) follows since arms with ∆ i ≤ c 8∆ℓ cannot be pulled more than n times and if ∆ i ≥ c u∆ℓ and F ≥∆ ℓ does not hold, then by Lemma 15 we have T i (n) ≤ β i u i . (c) follows from the definition of the failure event and (d) is trivial. Now I work on bounding the second term in Eq. (10). First
where (a) follows from the definition of u ∆ , (b) from Lemma 4, (c) from the definitions of u i and u∆ ℓ , (d) by evaluating the geometric series and choosing c 4 = 9. Second, by exploiting the fact that ∆ 2 = ∆ min , then along identical lines as above we have
where c 5 = 12 is chosen by evaluating the geometric series. Therefore the second sum in Eq. (10) is bounded by
where (a) follows from the work in the section on failure events, where (b) follows from Lemma 6, (c) from the definition of u i , (d) from Eq. (11-13) and lazy simplification. Combining this with the first term in Eq. (10) we have
The result is completed by setting C 1 (α, ψ) = (c 9 + log(c 10 )) 2 + 930(c 4 c 8 + c 4 + c 5 )γc 6 c γ γ − 1 .
Proof of Theorem 2
The proof follows in the usual way by bounding the regret due to arms with ∆ i ≤ K/n by √ Kn. Let j = min j : ∆ j ≥ K/n .
Then following exactly the line of reasoning in the previous proof we have.
where the last line follows by substituting the definition of H i and solving the optimisation problem. As anticipated, the worst-case regret occurs when ∆ i ∝ K/n for all i > 1. Finally set C 2 (α, ψ) = 1 + C 1 (α, ψ).
Experiments
I tested OC-UCB in a few regimes and compared its performance with that of Thompson sampling and MOSS. All experiments were conducted using the index
which is chosen within the range of parameters for which our main theorems hold. This choice was not made on the basis of any tuning. A more comprehensive empirical evaluation may well yield better parameters. Error bars/bands in all figures indicate two standard errors. For Thompson sampling we used the improper flat prior exactly as written by Agrawal and Goyal [2012a] .
Two Arms
In the first experiment with two arms I fixed n = 10 4 and varied ∆. The results are depicted in Fig. 1 . Each data point was computed by taking the average of 37 000 i.i.d. trials. In the second experiment I fixed ∆ = 3/10 and varied n. Results are shown in Fig. 2 . Each data point was computed by taking the average of 46 000 i.i.d. trials. In both cases OC-UCB is outperforming both Thompson sampling and MOSS. Thompson sampling particularly is suffering from a high variance. It can happen (with very low probability) that it explores only a single arm.
Random Instances
Let K = 10 and n = 10 4 and set µ 1 = 1 and µ i = 1 − ∆ i where ∆ i ∼ U(0, 1) was sampled from a uniform distribution. Each data point is the average of 500 samples. Again note that OC-UCB is modestly outperforming its competitors on all instances. 
Conclusions
I have introduced the OC-UCB algorithm and shown that up to constant factors it enjoys both optimal problem-dependent and problemindependent regret. As far as I am aware, all other proposed algorithms are provably sub-optimal with respect to one or other of the two criteria. In our modest experiments the new algorithm empirically outperforms at least one version of Thompson sampling. The main conceptual contribution is a greater understanding of how to optimally select the confidence level when designing optimistic algorithms for solving the exploration/exploitation trade-off. The key idea is that the confidence level for bandits should depend dynamically on the number of arms that are plausibly optimal, and that this can be measured by the number of times each arm has been sampled.
There are a variety of interesting questions remaining, some of which I now describe.
Q1: Improving Analysis and Constants
The algorithm accepts parameters α and ψ. Much effort has been made to maximise the region for which order-optimal regret is guaranteed by Theorems 1 and 2. However the empirical choices are not supported by minimising the regret bound with respect to α and ψ (which in any case would be herculean task). For this reason, the biggest question is to find a clean analysis that permits small constants. This would obviously be nice in any case, as the current proof is not the most elegant.
Q2: Finite-Time Lower Bounds
While finite-time worst-case bounds exist, so far we are lacking non-asymptotic problem-dependent bounds. I conjecture that the upper bound given here is tight (in some sense). It would be great to confirm this with theory.
Q3: Anytime Algorithms
The OC-UCB algorithm, like MOSS and unlike Thompson sampling, is not anytime. It requires knowledge of the horizon n in advance. A doubling trick could be used, but this is seldom practical and there is some subtlety in obtaining simultaneously optimal problem-dependent and problem-independent bounds in this way. The open question is to understand the role of the knowledge of the horizon in the optimal regret (if there is any) and modify OC-UCB (or design a new algorithm) that does not require the knowledge of n. I would advise caution when assuming an algorithm is worse because it needs to know the horizon in advance. An occasionally reasonable alternative view is that such algorithms have an advantage because they can exploit available information. There may be cause to modify Thompson sampling (or other algorithms) so that they can also exploit a known horizon.
Q4: Exploiting Low Variance
There is also the question of exploiting low variance when the rewards are not Gaussian. Much work has been done in this setting, especially when the rewards are bounded (Eg., the KL-UCB algorithm by Garivier [2011] and UCB-V by Audibert et al. [2007] ), but also more generally [Bubeck et al., 2013] . It is not hard to believe that some of the ideas used in this paper extend to those settings (or vice versa). I briefly describe two obvious possibilities. Suppose B is a bound on the range of the noise andV i (t) is the empirical estimate of the variance of the rewards of arm i at time step t, then the following index should effectively exploit the low variance.
For Bernoulli noise it should be possible to adapt the KL-UCB algorithm in a similar way I OC-KL-UCB t = arg max i max μ ∈ [0, 1] : T i (t)d (μ i (t),μ) ≤ log ψn t + c log log ψn t ,
where d(p, q) is the KL divergence between Bernoulli distributions with parameters p and q. An evaluation of these algorithms is left for the future. Related is the question of how to trade robustness and expected regret. Merely increasing ψ (or α) will decrease the variance of OC-UCB, while perhaps retaining many of the positive qualities of the choice of confidence interval. A theoretical and empirical investigation would be interesting.
Extensions
Besides the improvement in finite-armed bandits, I am hopeful that some of the techniques may also be generalisable to the stochastic linear (or contextual) bandit settings for which we do not yet have worst-case optimal algorithms (see, for example, the work by Dani et al. [2008] , Abbasi-Yadkori et al. [2011] , Carpentier and Munos [2012] for upper bounds in various settings, and lower bounds by Rusmevichientong and Tsitsiklis [2010] ).
Finally, a more comprehensive empirical evaluation is currently under way to determine the practicality of the new algorithm over a greater range of problems and to understand how α and ψ affect the regret. δ T , δ ∆ see Eq. (3) δ ∆ see Eq. (5) u i number of samples that we expect to choose sub-optimal arm i (see Eq. (4)) γ ratio used in peeling argument β i,∆ definition given in Eq. (6) α, ψ parameters used by Algorithm 1 F ≥∆ failure event, see Eq. (7) 
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