This paper presents the results of a neural network hardware implementation for emitter identification. In future electronic warfare environments, pulse densities on the order of hundreds of thousands of pulses per second can be expected in any given mission. To identify hostile radar systems, a processor must be able to store enough signatures for emitters of interest that proper identifications of unknown emitters can be made. Furthermore, the processor must make this identification in "real-time". One method of performing this identification is to use neural networks. Neural networks are computing systems composed of simple processing elements called nodes; each node produces a single output from a combination of inputs from other nodes or the environment. Neural networks have been simulated performing complex pattern recognition tasks. However, these simulations were completed on serial computers, such as Sun Workstations, using high resolution, 16 to 32 bit, numbers. This paper presents the results obtained when the Electronically Trainable Neural Network (ETA") hardware is used to perform emitter identification from time-sampled emitter waveforms. The ETANN is a low ( 4 -6 b i t ) resolution, high speed(2 billion operations/sec) parallel processor implementing sigmoidalbased backpropagation networks. This hardware was chosen due to minimal interlayer processing times, 3us per layer, which can allow threat identifications to be made in a matter of microseconds. For this paper, a sigmoidal-based neural network was developed, via simulation on a DEC VAX station, to discriminate between 30 emitters. The network weights were loaded on the ETANN for performance comparisons. Due to resolution constraints, the accuracy of the ETANN was typically 10%-12% lower. However, the ETANN was able to make classifications in less than 6us. This significant processing speed, with only slight degradations in performance, makes neural network architectures viable alternatives for emitter identification.
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INTRODUCTION
The primary mission of an electronic warfare threat identification system is to detect the presence of hostile emitters and identify the emitters as quickly and accurately as possible. [l] Since pulse densities on the order of hundreds of thousands of pulses per second will be expected in any given mission, future threat identification systems must be able to make their identifications in real-time. One method of accomplishing this goal is to use a pattern recognition processing scheme based on neural network technology. This paper begins by covering some of the background associated with pattern recognition techniques and neural network processing in general. The state of the art in neural network hardware is briefly covered, followed by a discussion of the experiments used to demonstrate the hardware. After presenting the results of the hardware classification accuracies, the paper concludes by discussing the applicability of this hardware to threat identification systems.
BACKGROUND
The process of classifying an unknown emitter as one of several known emitters is a standard concept of pattern recognition. That is, for most pattern recognition tasks, samples of the environment, such as samples of the emitter's waveform, are sent as a K-dimensional feature vector, ii = [xl, xp, ... xK] to a pattern recognition machine which classifies ii as one of the M possible emitters. Such a pattern recognition machine makes an error whenever it identifies 8 as emitter J, EJ, when 8 is actually from emitter I, E, [2] . One method of minimizing classification errors is to assign 8 to E, if P(E,(8) > P(E,I8). Here, P(E1lii) is the a posteriori probability of emitter I given sample 8 [ 3 ] . As is usually the case, P (E, 1%) isn't known directly, but can be estimated from the probability distribution of ii for each of the M possible emitters and, using Bayes' rule, calculated as Here, p(%IE,) is the state conditional probability density function of ii and P ( E , ) is the a priori probability of emitter I.
The decision rule now becomes to identify the samples as being from Thus, by estimating the conditional densities from a set of P known data samples, we can develop pattern recognition machines, for emitter classification, which makes minimum numbers of classifications errors from a given set of known samples.
One type of pattern recognition system receiving a great deal of interest is the artificial neural network (A"). Neural Network, has VLSI circuitry been commercially produced implementing this ANN.
E T A " HARDWARE
The ETA" is Intel's analog neural network on a single chip. Each chip contains 64 neurons and 10240 modifiable synapses. This configuration allows each neuron to have 128 weights and 12 biases. As implemented by Intel [6] the 10240 weights and biases are stored as analog transconductance values. Each weight or bias produces an analog output from an analog input voltage and a stored "synaptic" voltage. As shown in figure 1 , the currents generated from these input/synapse combinations are summed, converted to a voltage and passed through a sigmoid function which outputs the following [7] 
EXPERIMENTS
The procedure to determine the classification accuracy of the ETANN was to collect "real" data, simulate a neural network on a main frame, determine the classification accuracy of this simulation, download the network weights to the ETA" and determine the classification accuracy of the ETANN. The data patterns used to train and test the neural network are from a set of time-sampled waveforms collected from 30 known emitters. Each training and test pattern was a 16-dimensional feature vector representing measurements of the emitters waveform at intervals along the pulsed waveform. Each feature of this data was then limited to values of +/-1 through a statistical normalization technique. Figure 2 shows typical composite waveforms from three emitters.
Several neural networks were constructed using the NeuralGraphics simulator, developed by the Air Force Institute of Technology, on a NEXT computer. The neural network topology chosen was the single hidden-layer network with 16 inputs, one for each waveform measurement, in the first layer, a variable number of nodes in the middle, or hidden layer, and 30 nodes, one node representing each emitter, in the last or output layer. Since previous research indicated the number of hidden nodes needed, with no constraints, ranged from 16 to 35 [7] , the simulations consisted of networks with 16, 20, 25, 30 and 35 hidden-layer nodes and 30 output layer nodes. Each node in the network computed its output based on equation 3; each weight was constrained to remain between t/-2 .
. With one o u t p u t node f o r e a c h class, t h e c l a s s i f i c a t i o n r u l e was t o choose t h e c l a s s as t h e h i g h e s t o u t p u t node. N e u r a l network a r c h i t e c t u r e s , w i t h t h e same t o p o l o g i e s o f t h e
s i m u l a t i o n s , were implemented u s i n g t h e E T A " hardware. The network w e i g h t s , as d e t e r m i n e d by e a c h s i m u l a t i o n , were downloaded t o t h e c h i p f o r a n a l y s i s o f t h e hardware. Again, t h e c l a s s i f i c a t i o n r u l e was t o choose t h e class a s t h e h i g h e s t o u t p u t node.
RESULTS

Table 1 shows t h e r e s u l t s , f o r v a r i o u s c o n f i g u r a t i o n s , o b t a i n e d from t h e n e u r a l network s i m u l a t i o n s and t h e networks implemented on t h e ETANN. From t h i s t a b l e , i t ' s e v i d e n t t h e best a v e r a g e performance o f t h e ETANN o c c u r r e d w i t h 35 nodes i n t h e hidder, l a y e r . With t h i s a r c h i t e c t u r e , w e t h e n a n a l y z e d t h e performance o f t h e E T A " a f t e r t h e networks were o p t i m i z e d v i a e x t e n s i v e t r a i n i n g .
T a b l e 2 shows t h e ETANN r e s u l t s f o r v a r i o u s s i m u l a t o r t r a i n i n g times. The i n c r e a s e i n a c c u r a c y of t h e E T A " from 75% t o 83%, w h i l e t h e s i m u l a t i o n i n c r e a s e d o n l y from 93% t o 94%, was p r o b a b l y
due t o overcoming some o f t h e l o s s i n r e s o l u t i o n o f t h e w e i g h t s from t h e s i m u l a t i o n t o t h e E T A " .
Once t h i s r e s o l u t i o n l o s s had been overcome, t h e network p e r f o r m a n c e s " l e v e l e d -o u t " f o r b o t h t h e s i m u l a t i o n and t h e ETANN. F i n a l l y , w e e v a l u a t e d t h e performance o f f i v e d i f f e r e n t E T A " c h i p s c o n f i g u r e d w i t h 35 nodes i n t h e h i d d e n l a y e r and t h e w e i g h t s o b t a i n e d by 1 7 7 t r a i n i n g i t e r a t i o n s . These r e s u l t s are shown i n T a b l e 3. Though e a c h ETANN c h i p was c o n f i g u r e d t h e same, and downloaded w i t h t h e same set of w e i g h t s , t h e a c c u r a c y o f t h e E T A " network v a r i e d
h e a n a l o g a r c h i t e c t u r e and d e v e l o p m e n t a l n a t u r e o f t h e c h i p s . The a n a l o g a r c h i t e c t u r e o f t h e c h i p s , i n which c u r r e n t s a n d v o l t a g e s are u s e d t o p e r f o r m t h e c a l c u l a t i o n s , a r e , i n p a r t , a f u n c t i o n o f t h e c h a r a c t e r i s t i c s o f i n d i v i d u a l c h i p s . T h i s makes t h e p r o c e s s i n g l e s s p r e d i c t a b l e , from c h i p t o c h i p , t h a n e q u i v a l e n t d i g i t a l a r c h i t e c t u r e s .
The c h i p ' s d e v e l o p m e n t a l s t a t u s i n d i c a t e s t h e i n i t i a l m a n u f a c t u r i n g p r o c e s s e s a r e n ' t y e t be s t a b l e enough t o a l l o w p r o d u c t i o n o f i d e n t i c a l c h i p s . w e i g h t s a s s o c i a t e d w i t h t h e ETANN c h i p and t h e c h i p s a n a l o g n a t u r e i n g e n e r a l . A method n e e d s t o be found t o i n c r e a s e t h e c l a s s i f i c a t i o n a c c u r a c i e s w i t h o u t r e s o r t i n g t o "on-chip" t r a i n i n g . F i n a l l y , t h e E T A " c h i p s a r e n o t y e t i n t e r c h a n g e a b l e . T h i s l a c k o f c o n s i s t e n c y from c h i p t o c h i p i s p r o b a b l y due t o t h e f a c t t h a t " f i r s t -g e n e r a t i o n " c h i p s were u s e d i n t h i s e x p e r i m e n t . Once t h e s e two problems are overcome, t h e E T A " c o u l d p r o v e a v i a b l e method o f i d e n t i f y i n g emitters i n r e a ltime . Table 3 : E T A " R e s u l t s f o r F i v e D i f f e r e n t Chips, Same Weight S e t
