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Abstract
The objective of this paper is ﬁrst to predict generalized Euclidean distances in the context of
discrete and quantitative variables and then to derive their statistical properties. We ﬁrst consider the
simultaneous modelling of discrete and continuous random variables with covariates and obtain the
likelihood. We derive an important property useful for its practical maximization. We then study the
prediction of any Euclidean distances and its statistical proprieties, especially for the Mahalanobis
distance. The quality of distance estimation is analyzed through simulations. This results are applied
to our motivating example: the ofﬁcial distinction procedure of rapeseed varieties.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Euclidean distances play a central role in multivariate statistical analyses for continuous
data as principal component analyses, discriminant analyses or multidimensional scaling
(see [13]). Denoting xk =
(
xk1, . . . , xkp
)
the row vector characterizing individual k, the
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Euclidean distance between individuals k and k′ is deﬁned as
D2
(
k, k′
) = (xk − xk′) (xk − xk′)′ ,
where  is a symmetric non-negative deﬁned matrix of order p. If  = V−1(x), then
D2(k, k
′) is the classical Mahalanobis distance [13]. Nuel et al. [16] studied Euclidean
distances when  and regression parameters are known.
This paper deals with the prediction of theoretical Euclidean distances when discrete
ordinal and continuous variables are observed. There is no standard deﬁnition for the corre-
lation between discrete variables. Different authors have studied the extension of the Maha-
lanobis distance. First, Krzanowski [10] derived several distances based on Bhattacharyya’s
measure of afﬁnity. Later Bar-Hen and Daudin [3] proposed to use the Kullback–Leibler
divergence measure as the measure of distance. More recently, Bedrick et al. [4] proposed
the use of threshold models to generalize the Mahalanobis distance in the case of analy-
sis of variance models. The main idea is that each discrete ordinal variable is a discrete
version of an underlying continuous variable. Gaussian underlying variables lead to probit
models. Poon and Lee [18] proposed to use the multivariate probit model (introduced by
Ashford and Sowden [2]) to model continuous and ordinal variables simultaneously. The
Mahalanobis distance studied by Bedrick et al. [4] is based on observed and unobserved
Gaussian variables. Recently, De Leon and Carrière [6] proposed to use simultaneously
the Bar-Hen and Daudin [3] and Bedrick et al. [4] approaches to estimate the Mahalanobis
distance in the case of the analysis of variance models when continuous, discrete ordinal
and nominal variables are observed.
We propose to generalize the Bedrick et al. [4] method in a predictive generalized linear
model. Our approach incorporates covariates in order to predict a generalized Euclidean
distance. Because such a metric can be assumed to be independent of the model, different
choices of metric can be made. For example, the Mahalanobis distance is based on the
inverse of the covariance of the residuals. Our approach allows the use of other kinds of
matrix; examples are given in Section 3.
Practical motivation of this study is plant varietal distinctness. In the current ofﬁcial
procedure, a distance based on phenotypic discrete and continuous traits is calculated. This
requires to compare each candidate variety to the whole set of registered varieties. This
implies a huge experimental design and many studies aim at using molecular markers to
predict this phenotypic distance.
In the ﬁrst section we present the models used to simultaneously model discrete ordinal
and continuous variables and the log-likelihood function. We also show how it is possible,
under certain assumptions, to simplify the estimation of the parameters. In the second
section, we present the statistical properties of generalized Euclidean distances. Finally, we
study the quality of the estimation using simulations and apply this methodology to the
varietal distinctness.
2. Multivariate probit model with covariates
2.1. Model
Let (Xk,Yk) =
(
Xk1, . . . , Xkp, Yk1, . . . , Ykq
)
, k = 1, . . . , n, be n independent Gaussian
vectors such as
(Xk,Yk) ∼ N (Mk,) , k = 1, . . . , n, (1)
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where Mk is the row vector of covariates associated with individual k,  =(
X1 , . . . , Xp, Y1 , . . . , Yq
) = (X, Y) the matrix of unknown parameters and  the
variance matrix supposed to be identical for all individuals. X refers to the p observed con-
tinuous variables, while Y refers to the q underlying variables. Yki is not directly observed
but measured via a discrete ordinal version Zki with ci, i = 1, . . . , q modalities deﬁned as
follows:
Zki = z ⇔ i,z−1Yki < i,z, i = 1, . . . , q, k = 1, . . . , n,
where i,z are unknown thresholds with −∞ = i,0 < · · · < i,z < · · · < i,ci = +∞.
The multivariate probit model with covariates [18] is deﬁned with model (1) and
P (Zk = z | Xk) = P (Yk ∈ A(z) | Xk)
with A(z) ⊆ q deﬁned as follows: A(z) = ]1,z1−1, 1,z1[× · · · × ]q,zq−1, q,zq [.
In the following  will be decomposed as  =
(
XX YX
YX RYY
)
.
Remark 1. For identiﬁability reasons, it is convenient, without loss of generality, to assume
that the variancematrixYY associatedwith unobserved variablesYk is a correlationmatrix
RYY.
In our application, X are phenotypic continuous traits, Z are phenotypic discrete traits, Y
are the unobserved continuous variable associated with Z and M are molecular markers. In
many practical situations, the continuous underlying variable actually exists but is difﬁcult
to measure. In this case, the discretization signiﬁcantly simpliﬁes the data collection, but
the number of modalities is arbitrary. The loss of information is obviously related to the
number of class and this question will be addressed in Section 4.
Remark 2. An implicit assumption of model (1) is that the covariates are the same for all
variables Xi and Yj . This is questionable since different phenotypic traits may be related
to different molecular markers.
2.2. Maximization of log-likelihood
The classical approach is based on the conditional distribution of quantitative observed
variables given qualitative ones, as proposed by Olkin and Tate [17]. However, the number
of parameters increases with the number of modalities of the discrete variables. When
quantitative and qualitative ordinal variables are simultaneously observed, the approach
proposed ﬁrst by Olkin and Tate [17] and generalized by Poon and Leee [18] to multivariate
situations offers an interesting method of using multivariate probit for conditioning discrete
variables by continuous one:
P (Z = z|X = x) = P (Y ∈ A(z)|X = x) , (2)
where the conditional distribution of Y is Gaussian with mean
E[Y|X = x] = Y|X = MY + (x − MX)−1XXXY
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and variance
V[Y|X = x] = YY|X = RYY − YX−1XXYX.
Thanks to this conditioning, X and Z|X are independent so the log-likelihood can be
expressed as
Z,X (,, ) =
n∑
k=1
Xk (X,XX) +
n∑
k=1
Zk |Xk (, Y,RYY,YX, X,XX) . (3)
Since X andXX appear in both terms of the right-hand side of (3), these terms cannot be
maximized separately. The following proposition gives the bijective transform that allows
separate maximizations of the two terms of the likelihood.
Proposition 1. Deﬁne ˜ = (˜i,zi ), b = (bi ), ˜Y = (˜Yi ) where
˜i,zi = i,zi
(
1 − YiX−1XX′YiX
)− 12
, (4)
bi =−1XX′YiX
(
1 − YiX−1XX′YiX
)− 12
,
rij =
(
ij − ′YiX−1XXYjX
) (
1 − YiX−1XX′YiX
)− 12 (1 − YjX−1XX′YjX
)− 12
,
˜Yi =
(
Yi − X−1XXXYi
) (
1 − YiX−1XX′YiX
)− 12
,
where YiX is the ith row of the XY and rij ’s are the elements of the partial correlation
matrix RYY|X.
We have
Z,X (,, ) =
n∑
k=1
Xk (X,XX) +
n∑
k=1
˜Zk |Xk
(
˜, ˜Y, R˜YY|X,b
)
(5)
where
˜Zk |Xk
(
˜, ˜Y,RYY|X,b
)
=
∫
A˜
q
(
y˜,Mk ˜Y + Xkb,RYY|X
)
denoting
• q(·, ,) is the q-dimensional Gaussian density, with mean  and variance ,
• A˜ = ]˜1,z1−1, ˜1,z1[× · · · × ]˜q,zq−1, ˜q,zq [.
The transformation (4) is bijective for all X,XX.
Proof. The proof is direct by noting that the inverse transformation of (4) is
i,zi = ˜i,zi
(
1 + b′iXXbi
)− 12 ,
′YiX =XXbi
(
1 + b′iXXbi
)− 12 ,
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ij =
(
rij + b′iXXbj
) (
1 + b′iXXbi
)− 12 (1 + b′jXXbj)− 12 ,
Yi = ˜Yi
(
1 + b′iXXbi
)− 12 + Xbi (1 + b′iXXbi)− 12 . 
As explained by Poon and Lee [18] or by Bedrick et al. [4] if the number of dependent
variables is greater than four, the calculation of the multivariate Gaussian probability func-
tion is difﬁcult (see [7,8]). They proposed to use a bivariate probit model to estimate the
correlations. This may lead to non-positive deﬁned matrix estimator. To solve this problem,
we replaced by a very small value (ε = 10−3) as proposed by SAS in Discrim Procedure
[19]. The modiﬁcation of the standard deviations of estimators induced by this transforma-
tion has not been taken into account, but does not seem to perturb the results signiﬁcantly.We
refer to Joe [8] for discussion concerning the methods and quality of parameters estimation
in a multivariate probit model framework.
More recently, De Leon [5] proposed the pairwise maximum likelihood (PML) method,
which is an extension of Poon and Lee’s approach. This approach provides a theoretical
framework allowing to derive asymptotic properties of the estimators.
3. Statistical properties of generalized predicted Euclidean distances
Different Euclidean distances are used in various statistical frameworks: in principal
component analysis, the metric is deﬁned by the identity matrix or the diagonal of the
inverse of the variance matrix; in discriminant problems, the Mahalanobis distance is the
classical one. Using linear model given by Eq. (1) and metric , we deﬁne the expected
distance between individuals k and k′ as
d2
(
k, k′
) = (Mk− Mk′) (Mk− Mk′)′ .
Our purpose is to estimate d2
(
k, k′
)
. Let  be the vector of unknown parameters:  =  if
is known, and  = (,) otherwise. We deﬁne the estimated distance between individuals
k and k′ as
dˆ2
ˆ
(
k, k′
) = (Mk ˆ− Mk′ ˆ) ˆ (Mk ˆ− Mk′ ˆ)′ .
Using the -method, we obtain the asymptotic distribution of dˆ2
ˆ
(
k, k′
)
:
Proposition 2. Let ˆ be the maximum likelihood estimator of  and Vˆ its asymptotic
variance. If the partial derivative J of d2
(
k, k′
)
with respect to  are not all null, then
dˆ2
ˆ
(
k, k′
)
is asymptotically Gaussian with mean d2
(
k, k′
)
and variance JVˆJ
′
.
In the case where  is known this result generalizes Nuel et al. [16].
Null derivatives can result from partially equal covariates between k and k′.
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3.1. The Mahalanobis distance
In the case of mixed continuous and discrete variables, Bedrick et al. [4] showed that the
generalized Mahalanobis distance can be decomposed into two independent terms. The ﬁrst
one is the Mahalanobis distance based on the observed continuous variables, denoted 2X
while the second is a quadratic form on the discrete variables conditionally to the continuous
ones, denoted QY|X. A direct application of this result to our case gives:
d2
−1(k, k
′) = 2X(k, k′) + QY|X(k, k′),
where
2X(k, k
′) = (Mk − Mk′)X−1XX′X(Mk − Mk′)′,
QY|X(k, k′) = (Mk − Mk′)˜YR−1YY|X˜
′
Y(Mk − Mk′)′.
Furthermore, as this function is a continuous and differentiable function of the trans-
formed parameters, Proposition 2 can be applied and the asymptotic variance is given by:
Lemma 1. The asymptotic variance of the estimator of the Mahalanobis distance
dˆ2
−1
(
k, k′
) = ˆ2X(k, k′) + QˆY|X(k, k′)
is equal to
V
[
dˆ2
−1
(
k, k′
)] = V [ˆ2X(k, k′)]+ V
[
(Mk − Mk′) ˆ˜YRˆ−1YY|X ˆ˜
′
Y(Mk − Mk′)′
]
.
These results are obtained using matrix differential calculus (see [14]). To make this result
computable, we have to rewrite as a function the variance of the parameters ˜ and RYY|X,
denoted V ˆ˜Y,RˆYY|X
[15]:
V
[
(Mk − Mk′) ˆ˜YRˆ−1YY|X ˆ˜
′
Y(Mk − Mk′)′
]
= J˜Y,RYY|XV ˆ˜Y,RˆYY|XJ
′
˜Y,RYY|X
,
where J˜Y,RYY|X = [J˜Y JRYY|X ] and
J˜Y = 2
{
(Mk − Mk′)˜YR−1YY|X ⊗ (Mk − Mk′)
}
,
JRYY|X =
[
(Mk − Mk′)˜Y ⊗ (Mk − Mk′)˜Y
] (
−R−1YY|X ⊗ R−1YY|X
)
R˙YY|X,
where R˙YY|X is the matrix of the partial derivatives of RYY|X with respect to its own
elements, that is therefore composed of ones and zeros, and ⊗ is the kronecker product.
Any consistent estimate of V ˆ˜Y,RˆYY|X
can be plugged into Lemma 1 to derive an estimate of
V
[
dˆ2
−1
(
k, k′
)]
. In this paper, we follow Joe and Xu’s [9] approach and use the Jackknife
method to estimate the variances of all the parameters.
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Nevertheless, the exact distribution of the estimator of the Mahalanobis distance can
be derived for a particular and useful case: when only continuous variables are observed,
we have
ˆ
2
X(k, k
′) = (Mk − Mk′) ˆXˆ−1XX
[
(Mk − Mk′) ˆX
]′
,
that is distributed as a sum of weighted non-central Fisher:
ˆ
2
X(k, k
′) ∼
p∑
i=1
i (k, k
′)F
[
1, n − p − rank(M) + 1, 	
2
i (k, k
′)
i (k, k′)
]
, (6)
where
(k, k′) = (	1(k, k′), . . . , 	p(k, k′)) = (Mk − Mk′)XPD− 12 Qkk′ ,
and i (k, k′) is the ith eigenvalue associated with the matrix decomposition
D−
1
2 P′(Mk − Mk′)′Vˆ(Mk − Mk′)PD−
1
2 = Qkk′	kk′Q′kk′ ,
where XX = PDP′ and Vˆ denotes the variance matrix, restricted to the estimators of .
The demonstration is given in [15].
3.2. Empirical distance
In the agronomic context, r replicates are often available. In this case we can deﬁne the
following model:
Xkij = 
ki + εkij , k = 1, . . . , n, i = 1, . . . , p, j = 1, . . . , r, (7)
X = N
+ E,
where N is the design matrix associated with the analysis of variance model based on
individuals, 
 a matrix of unknown parameters and E ∼ N (0,S). This model deﬁnes a
speciﬁc effect for each individual: it is not limited by the information contained in the
covariates M. The regression model given in Eq. (1) is nested in the model given by (7).
The S matrix corresponds to the experimental variability.
From a genetic point of view, it can make sense to base the metric on this experimental
variability. Using standard results about nested linear models [1], the estimators of the
regression parameters  (model 1) are independent of the estimator of the variance S of the
analysis of variance model (7). Then using Theorem 2, we obtain the following result for
the estimator of the distance:
dˆ2S−1
(
k, k′
) = (Mk − Mk′) ˆSˆ−1ˆ′ (Mk − Mk′)′
that converges to a Gaussian random variable with expectation d2S−1(k, k
′) and variance
JVˆJ
′
 with  = (,S).
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4. Simulations
This section investigates the quality of distance predictions. In particular, we study the
inﬂuence of the three following effects:
(i) estimation of the parameters of the linear model,
(ii) discretization of the continuous variables,
(iii) residual variance of the linear model.
In this purpose, we deﬁne the following four distances, denoting ‖A‖2B = ABA′:
DTHEO : the theoretical distance, which is the true distance,
DTHEO(1, 2) = ‖M1− M2‖2−1 .
DEMP : the empirical distance, which is based on the analysis of variance model using
quantitative variables,
DEMP(1, 2) = ‖(N1 − N2)‖2Sˆ−1 .
DLS : the least-square distance, which is based on the linear regression model for quanti-
tative variables,
DLS(1, 2) =
∥∥∥M1ˆLS − M2ˆLS∥∥∥2
ˆ
−1
LS
,
where ˆLS and ˆLS are the estimates of the parameters of model (1) when continuous
variables Y are observed.
DPR : the probit distance, which is based on discretized quantitative variables,
DPR(1, 2) =
∥∥∥M1ˆPR − M2ˆPR∥∥∥2
ˆ
−1
PR
,
where ˆPR and ˆPR are the estimates of the parameters when variables Y are discretized.
Pair differences between these distances allow us to understand separately the inﬂuence of
the effects under study, as shown in Fig. 1.
In many comparative studies, as varietal distinctness, the value of the distances is of
little importance: the conservation of distance ranks is the primary goal. We therefore used
Spearman’s  and Kendall’s  rank correlations (see [8,11]) that measure the degree of
global and local concordance between distances, respectively.
4.1. Simulation design
We have ﬁxed the number of dependent variables to 5 and the correlation matrix between
dependent variables to
R =
⎛
⎜⎜⎜⎜⎝
1.0 0.0 0.8 0.3 0.5
0.0 1.0 0.0 0.1 0.2
0.8 0.0 1.0 0.4 0.0
0.3 0.1 0.4 1.0 0.1
0.5 0.2 0.0 0.1 1.0
⎞
⎟⎟⎟⎟⎠ , (8)
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Fig. 1. Distance comparisons : DTHEO is the theoretical distance, DEMP the estimated theoretical based on the
analysis of variance model, DLS the estimated theoretical distance using the quantitative variables and DPR the
estimated distance when all quantitative variables are discretized and using the multivariate probit model.
which explores a various spectra of correlations. To study the estimation effect (i), we
considered 5, 10 or 20 regression parameters for both model (1) and (7) and 2, 5 and 10
replicates for model (7); for the discretization effect (ii) we considered q = 2, 3 and 5
modalities for each dependent variable; for the residual variability (iii) we considered 50,
100, 200, 500 and 1000 observations. This leads to 3× 3× 5 = 45 combinations, that were
each simulated 100 times. We have focused on the Mahalanobis distance. The case of other
distances and the effect of correlation on the estimation of Mahalanobis distance can be
found in [15].
To estimate the parameters of the probit model, we used the estimation scheme proposed
by Bedrick et al. [4] where q(q −1)/2 likelihoods on each pair of categorical responses are
individually maximized.
4.2. Estimation and variability effects in the continuous case
The correlations between the theoretical and empirical distances essentially measure the
effect of the residual variability on the distance prediction. Table 1 gives the Kendall and
Spearman correlations as a function of the number of replicates and regression parameters
for 50 observations. The correlations are surprisingly high. The worst situation occurs for
10 variables and two replicates where  = 0.87 but  = 0.97 shows that only minor local
inversions are observed.
The correlations between the theoretical and least-square distances essentially measure
the effect of both the residual variability and the estimation on the distance prediction. We
see in Table 2 that the correlations remain high even with a small number of observations.
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Table 1
Mean Kendall’s  and Spearman’s  correlations between the theoretical DTHEO and the empirical distances
DEMP for different numbers of replicates (r) and regression parameters (dim()) for 50 observations over 100
simulations (standard deviation)
r 2 5 10
Kendall’s 
dim() = 5 0.906 (0.015) 0.946 (0.006) 0.963 (0.004)
dim() = 10 0.870 (0.024) 0.929 (0.009) 0.949 (0.005)
Spearman’s s
dim() = 5 0.987 (0.004) 0.996 (> 10−3) 0.998 (> 10−3)
dim() = 10 0.976 (0.009) 0.993 (0.002) 0.996 (> 10−3)
Table 2
Mean Kendall’s  and Spearman’s  correlations between the theoretical DTHEO and the least-square distances
DLS for different numbers of observations (n) using ﬁve regression parameters over 100 simulations (standard
deviation)
n Kendall’s  Spearman’s 
50 0.934 (0.021) 0.993 (0.001)
100 0.941 (0.017) 0.994 (0.004)
200 0.969 (0.010) 0.998 (0.001)
500 0.980 (0.006) 0.999 (> 10−3)
1000 0.989 (0.004) 0.999 (> 10−3)
The least-square distance with no replicates turns out to be as accurate as the empirical
distance with ﬁve replicates.
These tables show that quantitative regression models provide good estimates of the
theoretical Mahalanobis distance when only few observations are available.
4.3. Estimation effect on the probit distance
Kendall’s and Spearman’s correlations presented in Table 3 measure the inﬂuence of the
model complexity (5, 10 or 20 regression parameters) on the probit distance. It appears that if
the number of observations is less than 200 the correlation decreases quickly. Nevertheless,
if the number of observations is equal to 1000, the correlations are good even if the number
of regression parameters is higher than 50 (see [15]).
The results for mixed case are presented in Table 4. They have to be compared to
Table 2 and to c = 3 column of Table 5. As expected, we observe intermediate perfor-
mances between the full continuous and the full discrete scheme. Therefore, the presence
of few continuous variables signiﬁcantly improves the results, especially when only a lim-
ited number of observations are available.
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Table 3
Kendall’s and Spearman’s correlations between the empirical DEMP and the probit DPR distances for different
number of observations (n) and number of regression parameters (dim()) when all dependent variables are
discrete with three modalities
dim() 5 10 20
Kendall’s 
n = 200 0.764 (0.079) 0.551 (0.197) 0.363 (0.172)
n = 500 0.823 (0.071) 0.744 (0.085) 0.573 (0.160)
n = 1000 0.901 (0.048) 0.843 (0.070) 0.661 (0.106)
Spearman’s s
n = 200 0.915 (0.053) 0.714 (0.213) 0.503 (0.218)
n = 500 0.950 (0.037) 0.902 (0.061) 0.746 (0.172)
n = 1000 0.982 (0.014) 0.956 (0.037) 0.836 (0.094)
Table 4
Mean Kendall’s  and Spearman’s  correlations between the theoretical DTHEO and the probit DPR distances
over 100 simulations (standard deviation). Two continuous and three discretized (with three modalities) variables
are considered
n Kendall’s  Spearman’s s
50 0.748 (0.081) 0.909 (0.054)
100 0.831 (0.055) 0.958 (0.027)
200 0.882 (0.035) 0.980 (0.011)
500 0.929 (0.023) 0.993 (0.005)
1000 0.951 (0.015) 0.996 (0.002)
4.4. Discretization effect on the probit distance
The ﬁve variables have been discretized either in 2, 3 or 5 ordinal modalities. The results
presented in Table 5 show that the number of thresholds has a signiﬁcant inﬂuence on
the distance estimation. If the variables are binary, and if the number of observations is
smaller than 200, the concordance between theoretical and probit distances is low. Although
measureswith fewmodalities aremore reliable, rough discretization appears to have a strong
impact on the quality of the distance prediction.
Moreover Spearman’s correlations are always higher than Kendall’s one. The global
ordering of the distances is therefore conserved, but there is lot of local inversions. This
ﬁrst conclusion infers that the use of the multivariate probit model with few observations
and with binary data is open to criticism if the objective is to predict correctly the ranking
of the distances. A practical conclusion is that number of modalities has to be related to the
number of observations. Our simulation provides some guidelines for this purpose.
We have studied (see [15]) the Kendall and Spearman correlations between DOBS, DLS
and DPR. It has been observed that estimation effects are less inﬂuent than the discretization
levels and the results are then very similar to those presented above.
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Table 5
Mean Kendall’s  and Spearman’s  correlations between the theoretical DTHEO and the probit distances DPR
for different numbers of observations (n) and number of modalities (c) over 100 simulations (standard deviation)
c 5 3 2
Kendall’s 
n = 50 0.529 (0.200) 0.466 (0.199) 0.427 (0.188)
n = 100 0.702 (0.099) 0.530 (0.019) 0.435 (0.191)
n = 200 0.825 (0.055) 0.764 (0.079) 0.648 (0.154)
n = 500 0.884 (0.044) 0.829 (0.070) 0.769 (0.085)
n = 1000 0.928 (0.039) 0.901 (0.041) 0.848 (0.062)
Spearman’s s
n = 50 0.691 (0.246) 0.617 (0.237) 0.579 (0.230)
n = 100 0.869 (0.084) 0.687 (0.229) 0.580 (0.234)
n = 200 0.952 (0.027) 0.915 (0.053) 0.814 (0.155)
n = 500 0.977 (0.017) 0.950 (0.037) 0.915 (0.059)
n = 1000 0.990 (0.009) 0.982 (0.014) 0.960 (0.031)
4.5. Accuracy of the predictions
We studied the bias and standard deviations of the estimated distances for various sample
sizes n (see Fig. 2). As expected, both decrease with n. The bias is always positive leading
to conservative procedure for distinctness studies. As previously noted for the ranks, the
results are satisfactory for sample sizes exceeding 200 observations.
The positiveness of these bias was pointed out by Nuel et al. [16] in the case of the
least-square distance. It comes out from the ﬁrst neglected term in the delta method, which
corresponds to the variance of the estimated regression coefﬁcients. The analytical form
of the bias for the probit distance is not directly tractable. However, further analyses (not
shown) of these simulations show that both bias and standard deviations decrease at the rate
of 1/n, suggesting the consistency of the estimates.
These simulations show that the quality of the results depends both on the number of
thresholds and on the number of observations. Intuitively, the higher the number of modal-
ities, the better the estimates. If variables are binary, the Mahalanobis distance can be
predicted or estimated using the latent Gaussian only if at least 1000 observations are avail-
able. If dependent variables are not binary, if the number of unknown regressor is smaller
than 10 and if the number of observations is larger than 200, this approach gives good
results.
5. Varietal distinctness
The phenotypic distinctness is required to ofﬁcially register (and commercialize in Eu-
rope) a new variety. In the case of rapeseed, the catalogue contains approximately 600
varieties and about 100 new candidate varieties are proposed each year and this number is
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Fig. 2. Distribution of the bias (top) and standard deviations (bottom) of the probit DPR (left) and least-square
DLS (right) distances as a function of the sample size.
ever growing. This implies an increasing number of comparisons, involving an ever heavier
experimental design. Molecular data could provide an alternative information to predict the
phenotypic distance, and therefore avoid a substantial quantity of ﬁeld work.
We present an application to a rapeseed data set composed of 67 winter varieties provided
by Groupe d’Étude et de contrôle des Variétés et des Semences (GEVES). These varieties
were chosen to be representative of the genetic variability of the rapeseed lines registered
in western Europe. These varieties were observed in two experimental locations during 4
years (1996–1999). The experiment consisted of a complete randomized block design with
two replicates. The total data set contains 2 × 2 × 4 × 67 = 1072 observations. The eight
phenotypic traits under study are presented in Table 6.
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Table 6
Morphological traits
Quantitative traits (p = 2)
X1 Flowering time
X2 Height (at full ﬂowering)
Ordinal traits (q = 6), each with c = 3 modalities
Z1 Leaf: intensity of green color
Z2 Leaf: number of lobes (fully developed)
Z3 Leaf: dentation of margin
Z4 Petals length
Z5 Petals width
Z6 Siliqua: growth habit
Themolecular data consist of 324 binaryAFLPmolecularmarkers described byLombard
et al. [12]: they were scored as dominant, i.e. presence versus absence of bands.
It is important to note that these varieties are all listed in the ofﬁcial catalogue: all of
them were declared as phenotypically distinct by experts. However, three varieties among
the 67 observed are known to be very similar: Apex, Goeland andLady. Distance predictions
based on molecular markers should end up with small distances between these varieties,
indicating that they have to be compared in a ﬁeld experiment.
5.1. Compression of the molecular information
In this dataset, the number of molecular markers is larger than the number of phenotypic
observations so the dimension of the covariate space has to be reduced. The problem of
variables selection is not trivial in a multivariate situation and is not treated here. We
performed a principal component analysis on molecular markers (results not shown) that
led us to conserve only the ﬁve ﬁrst principal axes. Comparedwith the numbers of covariates
and modalities, the numbers of observations is then sufﬁcient, according to our simulation
results. This approach leads to the same modelling for all phenotypic variables, which is
questionable from a biological point of view.
To take into account the year and location effects, we added the corresponding columns
to the M matrix of model (1). By subtraction Mk −Mk′ , these effects disappear, so distance
between varieties k and k′ is same in every location and year combination.
5.2. Results
We focus on the prediction of the Mahalanobis distance. Table 7 gives the estimated
covariances and correlations between continuous observed and latent variables. Two pairs
of traits are strongly correlated: the ﬁrst one is associated with leaves (number of lobes and
dentation of margin) and the second one with petals (length and width).
Descriptive statistics (see Table 8) show that predicted distances take a large range of
values. The distribution of the distances involving the three varieties under study is similar
to the distribution of distances between all varieties.
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Table 7
Covariances between continuous observed and latent variables
X1 X2 Y1 Y2 Y3 Y4 Y5 Y6
X1 12.14 1.03 0.75 −0.46 −0.03 −0.36 −0.54 0.23
X2 202.50 −0.75 2.02 −0.29 −0.75 −1.56 0.13
Y1 1 −0.02 −0.00 −0.04 −0.05 −0.15
Y2 1 0.43 −0.01 −0.13 −0.12
Y3 1 −0.01 −0.05 −0.04
Y4 1 0.72 0.01
Y5 1 −0.07
Y6 1
Table 8
Descriptive statistics for the predicted distances (×100)
Apex Goeland Lady Global
Number of distances 66 66 66 2211
Mean distance 164.59 165.67 168.01 178.61
Std deviation 58.78 59.21 57.48 70.72
First quartile 126.44 124.21 125.12 123.30
Third quartile 211.84 213.41 209.61 232.42
The three ﬁrst column represent the distances involving the three varieties under study. The last one (global) is
deﬁned among the 67× 66/2 possible distance.
Table 9
Predicted distance between the three varieties under study
Predicted Standard Rank among
distance deviation Apex Goeland Lady Global
Apex Goeland 6.69 12.94 1 1 — 1
Apex Lady 24.41 10.89 2 — 1 10
Goeland Lady 28.04 10.11 — 2 2 21
The ranks are deﬁned among the 66 comparisons involving the given variety. The global rank is deﬁned among
the 67 × 66/2 possible distances.
Table 9 presents the pairwise predicted distances between the same three varieties. For
each variety, the two others are predicted as the two closest. Moreover, the three distances
are among the smallest of the 67 × 66/2 = 2211 predicted distances. We performed a
clustering analysis (not shown here): these varieties are the ﬁrst to be gathered in a group
of size 3. Applying this methodology will therefore lead us to recommend the phenotypic
comparison of these three varieties.
In the present procedure, varieties considered as phenotypically closed after a 1 year
ﬁeld experiment are re-grown next to each other the following year to make a ﬁnal decision.
Predicted distances based on molecular markers would avoid the ﬁrst year of experiment
and provide useful information to efﬁciently design the comparisons of the second year.
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