Abstract-We consider lifetime quality-of-experience (QoE) management for video-on-demand (VoD) users in WiMAX networks. For efficient resource utilization while enhancing user experience, we propose run-time load balancing through joint scheduling among multiple base stations (BSs), referred to as macro scheduling. Macro scheduling employs a utilitymaximization approach. To achieve long-term proportional fairness (PF) and manage lifetime QoE, user and flow utilities are modeled as functions of their past service rates, in addition to current channel conditions and bandwidth needs.
I. INTRODUCTION
The IEEE 802.16e WiMAX technology promises high broadband data rates over large coverage areas in mobile, wireless contexts [1] . WiMAX is also envisioned for enterprise deployments for supporting wide range of high data-rate applications such as mobile workforce support, video-based training, etc.. Despite the promise of high data rates, the inherently varying and unreliable nature of the wireless channel poses significant challenges to providing guaranteed services and ensuring quality-of-experience (QoE) over WiMAX. In this paper, we propose a solution towards managing the lifetime QoE of video-on-demand (VoD) users.
The state-of-the-art resource allocation techniques in WiMAX consider single base stations (BSs) only. This approach suffers from two limitations: (1) subscriber station (SS) assignments are based merely on local knowledge of BSs and SSs, mainly, local signal strengths, and (2) SS reassignments are attempted only when there is a change in the relative qualities of the channels of an SS to its neighboring BSs or hand-offs become inevitable. Current approaches are hence unlikely to efficiently utilize the network's aggregated resources and can lead to local congestions.
We address the above two limitations for alleviating congestions, improving fairness, and enhancing QoE for VoD users. This is achieved by taking a global view of the network and jointly considering clusters of BSs for SS assignments and allocation of BS resources to SSs. To improve fairness, joint BS reassignment and allocation is performed periodically over scheduling epochs, regardless of changes in channel quality. We refer to this periodic, joint scheduling technique as macro-scheduling of base stations (MSBS). VoD flows can use playout buffers at the SSs to store future video frames and can be assumed to have backlogged queues. Therefore, to ensure long-term fairness and QoE and to improve resource utilization (even) in low-mobility scenarios, we consider assignments based on past rates of flows, in addition to their (long-term) bandwidth needs and channel conditions.
Motivating example: Let us consider the simple network in Fig. 1 . If assignments here are based on signal strengths only, then both A and B would be assigned to the first BS and C to the second. With an achievable data rate of 9 units/sec for A and B each, this assignment can meet the needs of neither A nor B, and under-utilizes BS2. (Assume that at each BS, transmission time is equally allocated to SSs because their long term needs are equal.) On the other hand, if the two BSs are jointly considered and either A or B is assigned to BS2 (instead of BS1), then the needs of at least one of them would be met (in addition to that of C). Further improvement is possible by noting that serving one of the flows, say A, exclusively from BS1 would lead to A's buffer building up. For instance, if A is served by BS1 in the first epoch (say, one sec) and B and C by BS2, then at the end of the epoch, A would have a surplus of three units, while B, a deficit of the same number of units. A can hence tolerate degraded service for a limited time in the future, and in the next epoch, may be assigned to BS2 while B is switched over to BS1 (if past service provided to A and B are considered). Thus, B's deficit can be offset by the increased service it receives from BS1, and at the end of the second epoch, both A and B would have been served 12 units each, their stipulated amounts over 2 epochs. By periodically switching A and B between BSs 1 and 2, the needs of both the SSs could be met over reasonable time scales.
Contributions
Our main contribution is to develop a joint BS scheduling framework for WiMAX networks, referred to as macroscheduling of BSs (MSBS), as described above, to improve QoE for VoD users. MSBS uses a utility-maximization approach to determine BS-SS assignments and allocations in each epoch. To ensure proportional fairness (PF) [2] , each flow's utility is a weighted logarithmic function of its allocation. In addition, to aid with lifetime QoE management and improve long-term fairness, each flow's utility is modeled to depend on its past service rate apart from current channel conditions and allocation. Further, we consider tuning the MSBS scheme to trade throughput for higher fairness and QoE, and adjusting the epoch duration at run-time to lower overhead. An experimental evaluation shows that MSBS can improve the number of satisfied VoD users by 35% in comparison to other common approaches while only minimally lowering aggregate throughput.
In the context of joint BS scheduling, we make the following secondary contributions. Jointly scheduling BSs to achieve PF is known to be NP-hard if each SS or flow can be assigned to at most one BS [3] . In this paper, we show that the problem is in fact NP-hard in the strong sense, precluding the possibility of even a pseudo-polynomial-time algorithm or fully polynomial time approximation scheme (FPTAS). Since approximation algorithms proposed in the literature [3] are not computationally efficient for online use, we propose efficient heuristics for the joint scheduling problem and evaluate their performance and computational efficiency.
The rest of the paper is organized as follows. Sec. II surveys related work. Our system model and notation are introduced in Sec. III. Sec. IV proves joint BS scheduling is NP-hard in the strong sense, and proposes heuristics. Sec. V presents an empirical evaluation, Sec. VI concludes.
II. RELATED WORK Li et al.'s PF scheduling for multi-rate WLANs is closely related work to this paper [3] . Li et al. consider maximizing the sum of logarithms of rates allocated to users in a network of access points (APs). They claim the problem can be shown to be NP-hard by adapting the reduction in [4] , and propose two approximation algorithms with approximation ratios 5.828 and 2 + . The work of Li et al. differs from ours in the following: Li et al. are mainly concerned with maximizing aggregate throughput while serving users in a fair manner, and not with QoE management for VoD flows. As such, they do not consider a flow's past service rate while modeling its utility function, and hence, their approach may not optimally utilize the resources of a network in the context of VoD. Also, their approximation algorithms are computationally expensive and not suitable for online use. On the other hand, the heuristics we propose perform as well as the approximation algorithms in practice while requiring significantly less time.
Improving resource utilization in a WCDMA-like system of multiple cells through a distributed and cross-layer coordination framework among BSs, SSs, and a central server, is considered in [5] . The approach therein does not take fairness into account and also requires specialized SSs.
In [6] , dynamic load balancing and mitigating loss due to interference by powering down BSs in a coordinated manner in CDMA networks is considered.
The suitability of PF in HSDPA systems for video streaming when the traffic is a mix of elastic and non-elastic applications is empirically studied in [7] . [8] proposes a scheduling algorithm for streaming services in OFDMA systems. However, allocations are considered for single cells only. The performance of weighted PF in terms of spectral efficiency, throughput, resource utilization, and fairness in WiMAX networks is studied in [9] . Several other works consider the subcarrier allocation problem in generic OFDMA systems for maximizing throughput and improving QoS subject to a power budget. Refer to [10] , [11] , and references therein. These do not consider WiMAX specific issues and cannot be easily extended to be used by WiMAX MAC schedulers.
III. SYSTEM MODEL AND DEFINITIONS

Model and Notation:
We consider joint allocation of resources to VoD flows of SSs in a cluster of BSs that can be thought of as constituting a WiMAX sub-network. B denotes the number of BSs in the sub-network, and N , the number of SSs. Each SS is assumed to be associated with a single VoD flow, so, when unambiguous, SS and VoD flow are used interchangeably. (Refer to [12] for extension that considers multiple VoD flows associated with a single SS.)
The number of OFDM slots in each frame at each BS in the downlink is denoted S. m ij (t) denotes the average rate, in terms of the average number of data bytes that can be packed in a slot, for SS i at BS j in a macro-scheduling epoch starting at time t. m ij (t) depends on the quality of the channel from SS i to BS j. x ij (t) denotes the number of slots allotted to flow i at BS j over all frames in a macro-scheduling epoch that begins at time t. w i > 0 is the weight assigned to flow i based on the bandwidth it requires (which is also the flow's playout rate).
R i (t) denotes the average rate at which flow i is served until t. T > 1 is the length of the averaging window that is used to update the average rate. Average rate is updated every epoch.
In all of the above notation, subscript j is omitted when only a single BS is considered, and for conciseness, time t is omitted. An ordered list of numbers y 1 , y 2 , . . . is denoted vector y. We now define the utility function to associate with flows. Flow utility function: Our goal is to determine an assignment of flows to BSs and an allocation of slots to flows at their assigned BSs that is in keeping with the bandwidth needs of flows such that playout stalls are minimized. VoD flows are less sensitive to latency than live-streaming or interactive applications, and can buffer future frames. A flow that has adequate buffer built up over the past in its lifecycle can afford being served at a lower rate in the current epoch despite its higher playout rate. Similarly, opportunistic scheduling, which favors flows with good channel conditions and can hence improve overall system throughput, can be used to prepare for future contingency provided doing so does not adversely impact other flows. We hence use a utility function that can guarantee proportional fairness (PF), which is known to balance maximizing aggregate throughput and user fairness.
PF scheduling is generally used for scheduling best-effort (BE) traffic. Scope for buffering and higher tolerance to latency place VoD in an intermediary class between BE and stringent real-time traffic. Also, latency-based scheduling, such as, modified largest weighted delay first [13] , proposed for real-time traffic is not designed to encourage streaming future frames, and as such, is less suited for VoD. We hence design a scheme based on PF utility function for VoD. This scheme can be tuned to improve QoE at the expense of throughput by restricting allocations to flows with large buffers.
In single-carrier transmission systems, in which only a single flow is scheduled at each decision time, PF can be achieved by scheduling that flow for which
is maximized [14] . The problem of extending PF scheduling to multicarrier systems, in which multiple channels are scheduled at each decision time, is considered in [15] . The authors consider single-BS scheduling and derive an objective function that should be maximized for allocations to guarantee long-term PF. Using an approach similar to theirs, it can be shown that long-term PF can be achieved in single-BS OFDMA systems by allocating slots in each epoch to flows such that
, which is the utility function for flow i, is given by
Recall that d i = (T − 1) ·R i and T > 1 holds. d i is the amount of data served to flow i in the past T − 1 epochs and
is the marginal utility obtained by allocating x i slots to flow i in the current epoch. Note that as T increases, more history, that is, a longer past, of flows is taken into account to arrive at allocations for the current epoch, and a longer T can be thought of as improving fairness over a longer term. When the number of BSs, B, exceeds one, it is easy to see that the utility function for flow i expands to
IV. MACRO-SCHEDULING OF MULTIPLE BSS (MSBS) Under MSBS, BS assignments and allocations are determined for SSs in each scheduling epoch. Each flow's utility is modeled using (2) . Since each SS (and hence flow) can be assigned to at most one BS in a scheduling epoch, the goal is to determine a many-to-one mapping from the set of flows to the set of BSs such that the sum of flow utilities is maximized. The problem solved in each epoch is as follows.
The constraint in (3) restricts the total number of slots allocated to all the flows in any BS to exactly S, while (4) requires the number of slots assigned to any flow to be a non-negative integer. (5) is the exclusivity constraint, confining each flow to a single BS. (3) and (5) implicitly restrict the number of slots assigned to any flow to at most S. If the number of BSs is one, the problem to be solved is
For simplicity, we assume that m i > 0, and hence b i > 0, holds for all i. Both MBSRA and SBSRA are convex programs with nonnegativity and integrality constraints. In [12] , we present a quadratic-time exact algorithm for solving SBSRA. The multiple BS version, however, turns out to be NP-hard in the strong sense. Let SBSRA-rel denote the unconstrained version of SBSRA, in which both the non-negativity and integrality constraints in (7) are relaxed. Our hardness proof for MBSRA uses the solution to SBSRA-rel, so we present it first. A. Solution to SBSRA-rel Since SBSRA-rel contains only an equality constraint and its objective function is concave, it can be solved using the technique of Lagrange multipliers [16] . Applying the technique, we have the following system of linear equations, where λ is the Lagrange multiplier.
Solving the above equations, we have
Since
bi holds for all i. The optimal solution is unique and can take negative values for some unknowns.
We next show that MBSRA is NP-hard in the strong sense.
B. Hardness Result for MBSRA
We prove that MBSRA is NP-hard in the strong sense by providing a reduction from the 3-PARTITION (3-part) problem, which is NP-complete in the strong sense. In [3] , Li et al. claim that a variant of MBSRA (that differs in some coefficients) can be shown to be NP-hard by adapting a reduction in [4] from the 3-dimensional matching problem.
3-part is a number problem [17] defined as follows. Definition 1 (3-part): Given set E of 3m elements, e 1 , e 2 , . . . , e 3m , a bound K ∈ Z + , and a size s(e i ) = s i ∈ Z + for each e i ∈ E such that K/4 < s i < K/2 and Proof: To prove the theorem, we show that the decision version of MBSRA is NP-complete in the strong sense. It is easy to see that the decision version is in NP. We provide a pseudo-polynomial reduction [17] from 3-part to it.
In 3-part, without loss of generality, assume that s 1 ≥ s i , for all 1 < i ≤ 3m. SBS-3part: Consider an instance, denoted SBS-3part, of the unconstrained version of the single-BS allocation problem SBSRA-rel, with the following parameters: N = 3m, S = mK, a i = w i = 1, and
As mentioned in Sec. IV-A, SBSRA-rel has a unique optimal solution when b i > 0. By (8), the unique optimal solution to SBS-3part is given by x = s, which is non-negative. The unique optimal objective value is given by
We now reduce an instance of 3-part to MBSRA. Reduction, MBS-3part: Construct an instance of MBSRA, denoted MBS-3part, from an arbitrary instance of 3-part as follows. Let B = m, N = 3m, S = K, and w i = 1, for
We claim that a solution to 3-part exists if and only if there is a solution to MBS-3part with objective value at least OPT as defined in (9) . ⇐: Assume MBS-3part has a solution with objective value at least OPT . We first show that this solution is unique with an objective value of OPT exactly and also identify the value of each x ij . For this, note that in the solution mentioned, for each i, at most one of x ij , for 1 ≤ j ≤ B, that corresponds to the BS that i is assigned to, is positive. Let β i denote this unique BS, if such a BS exists, and be undefined, otherwise (that is, when x ij = 0 for all j). The number of slots allotted to i is x iβi if β i exists, and 0, otherwise. Now, a feasible solution to SBS-3part can be constructed from the solution to MBS-3part as follows:
for all i, j, (ii) for each i, at most one of x ij is positive in any solution to MBS-3part, (iii) the total capacity of the K BSs in MBS-3part, K · m, is equal to the capacity of the single BS in SBS-3part, hence
B j=1
3m k=1 x kj = mK = 3m i=1 x i and (iv) the remaining parameters, N = 3m and the a i 's and w i 's, are identical in both the problems. Hence, unless β i is well defined and x iβi = s i > 0, for each i, the objective value of SBS-3part (given by 3m i=1 log(1 + xi 1+s1−si )) can be either increased or achieved with a solution different from s. This would contradict either the optimality of OPT for SBS-3part or the fact that its optimal solution is unique. Hence, MBS3part has a unique solution given by x ij = 0, for all j = β i and x iβi = s i , for all i, and it is easy to see that a solution to 3-part is obtained by simply assigning e i to set E βi . ⇒: Assume 3-part has a solution. Let element e i be assigned to set E k . Then, a solution to MBS-3part that achieves an objective value of exactly OPT can be obtained by assigning SS i to BS k.
Since the reduction can be performed in polynomial time and all numbers in MBS-3part (M , B, S, w i , b i , and OPT ) are polynomially bounded by the numbers in 3-part, the decision version of MBSRA is NP-complete in the strong sense. Hence, MBSRA is NP-hard in the strong sense.
In [3] , Li et al. proposed two approximation algorithms for solving a convex optimization problem with exclusivity and non-negativity constraints and a logarithmic utility function for the objective. (Their utility function is different from ours as they do not take past service into consideration. Also, they do not have integrality constraints as we have in (4).) Their approximation algorithms can be used for solving MBSRA as well. In the first algorithm, denoted cvapPF, the exclusivity constraint in (5), which restricts each SS to a single BS, and the integrality constraint in (4) are relaxed and a solution with non-exclusive, that is, fractional, assignment and fractional allocation is obtained. The non-exclusive assignment is then rounded to respect exclusivity using the technique based on bipartite graph construction proposed in [18] for the generalized assignment problem. (They do not consider rounding the fractional allocation.) Li et al. show that this method provides an approximation ratio of 5.828. Their second algorithm, nlapPF, discretizes an equivalent exact non-linear formulation of MBSRA to construct a relaxed linear program with nonexclusive assignments. The solution to the discretized program is then rounded to obtain a solution with approximation ratio 2 + .
cvapPF involves solving a convex program, and nlapPF, a linear program, in which the number of variables needed depends on the desired accuracy. Hence, the running times of both these algorithms are quite exorbitant, and are not suited for online deployment to be invoked periodically at runtime. We therefore propose efficient heuristics, and compare their performance with cvapPF and an upper bound to the theoretical optimal.
C. Heuristics
Solving MBSRA optimally requires simultaneously determining SS-BS assignments and allocation of slots to SSs, making the problem combinatorial. To lower complexity, our heuristics decouple the assignment part from the allocation. Highest Bandwidth First (hbf): The first heuristic, called highest bandwidth first (hbf), assigns an SS to the BS from which it is likely to receive the highest bandwidth (bw). When the load distribution is asymmetric, the highest-bw BS for an SS need not be the one with the strongest signal. To determine SS assignments, the single-BS allocation algorithm A SBS described in [12, Sec. V-C], is run at each BS with all SSs. Each SS is assigned to the BS at which the bw assigned by A SBS is the largest. In the second step, at each BS, allocations to just the SS's assigned to it are performed using A SBS again. In our simulations, hbf was more than three orders of magnitude faster than cvapPF. Approximating the fractional solution (ffrac): The convex and linear solvers of cvapPF and nlapPF are used for determining near-optimal solutions with fractional assignments (wherein an SS can be assigned to multiple BSs and allotted non-integral slots) that are then rounded. To lower running time, we consider heuristics for this step, and use A SBS to determine a fractional assignment. The idea is to iteratively determine allocations for SSs in successive BSs in B passes. In the first pass, in each BS, only those flows for which that BS provides the highest bw are allocated. In general, in the i th pass, in BS k, SSs for which BS k provides among the highest i bws are allocated. One aspect to note is that due to non-linearity, the utility function associated with an SS cannot be identical at all BSs. Let y i denote the number of bytes allocated to SS j in its top i BSs. Then, the utility function to be used at the BS with the next highest bw is obtained by adding y i /d i to the log term in (1). Also, in pass i, SS allocations in the BSs are revised using i rounds for better accuracy. More details are omitted for want of space and can be found in [12] . The complexity of this heuristic, termed ffrac (for fast fractional), is O(B 3 N 2 ), and in our simulation experiments was found to be more than an order of magnitude faster than the convex solver. The fractional solution provided by ffrac is then rounded as with cvapPF to ensure that each SS is assigned to at most one BS.
V. EMPIRICAL EVALUATION A. Experimental Setup
We use the macro-cell model and system parameters recommended by the WiMAX Forum [19, Sec. 2.1.1, Tables 2.1.1 -2.1.6] for our experiments. We simulate 19 cells, with a frequency reuse of three, placed in a regular, threetier hexagonal tessellation. Performance evaluation is over the serving set of the inner seven cells; the outermost tier of twelve cells model realistic interference. For the mobility experiments, we assumed pedestrian mobility at 3km/h [19] . Since the epoch durations over which the channel quality is estimated are long in comparison to channel coherence times, we model only large-scale effects, namely, path loss per the modified COST231 Hata urban propagation model and 8dB Log-Normal Shadowing. Interference only due to other BSs is modeled assuming edge users in neighboring cells can be allocated in non-overlapping subchannels.
SS locations are randomly generated in two modes, uniform and hotspot. SS count is set at 150, each SS is associated with a single VoD flow, and the playout rate of each flow is set at 640 kbps. Further increase in load led to a sharp drop in performance for all the algorithms. For the uniform case, each SS is placed randomly in a disc of radius 2R (from the centre of the tessellation), where R is the cell radius. For the hotspot case, N/2 users are placed in a disc of radius R and the remaining half are placed in the annulus of width R. Each scheduling epoch is set to 10 s in the initial experiments. Higher epoch durations are tested in a later experiment. Experiments are conducted over 250 epochs.
SSs are assumed to be provided with sufficiently large playout buffers. A simple player strategy that can play content as it is received without having to pre-buffer is assumed. Playout buffers are assumed to be empty at the start of each simulation run. Our measures of performance are mean statlling fraction (MSF), which is the percentage of time a user stalls in an epoch, and percentage of satisfied users (PSU) per epoch. Stalling duration in an epoch is computed based on the content delivered in the epoch, SS buffer contents at the beginning of the epoch, and playout rate. A user is satisfied in an epoch, if their VoD flow does not stall. A flow stalls when its buffer is empty and it is served at less than its playout rate.
We compare Li et al.'s cvapPF [3] , our heuristics hbf and ffrac, and the common strongest-signal first (ssf) heuristic, that assigns an SS to that BS to which its signal is the strongest. We also consider a variant of our MSBS scheme that can be tuned to improve QoE at the expense of aggregate throughput. In this variant, called bufballoc, flows that have sufficiently large buffers accumulated at the receivers are not allocated any bandwidth until their buffers fall below an upper threshold, which is a tunable parameter. We evaluate this variant with hbf as the underlying scheduling algorithm. Further, we evaluate the impact of pre-buffering, by letting each flow pre-buffer for a configurable amount of time before beginning to play. We show the results when pre-buffering is enabled for bufballoc (the scheme with pre-buffering is called pbufballoc).
We compare results for T = 50 epochs (500 s) for all the algorithms and also T = 1 epoch (10 s) for cvapPF (denoted cvapPF1), which is the equivalent of Li et al.'s algorithm in [3] . (cvapPF with T = 50 is denoted cvapPF50.) Comparison with cvapPF1 is to study the impact of lifetime QoE management that takes into account past history of service rates. Recall that T is the length of the averaging window for updating average service rate and can be increased to improve QoE. In the plots, opt denotes the fractional solution returned by the convex solver used as part of cvapPF50, and provides an upper bound on the optimal performance.
B. Discussion of Results
Simulation results for the hotspot scenario for stationary users are plotted in Fig. 2 . PSU and aggregate throughput are plotted by epoch in insets (a) and (b), respectively. cvapPF50, ffrac, and hbf have very similar PSU, and at steady state, with 94% PSU, lag opt by less than 2%. It should be noted that the running times of ffrac and hbf are lower than that of cvapPF50 by more than one order and three orders of magnitude, respectively. Hence, these heuristics are highly preferable to cvapPF in online settings. bufballoc, which restricts allocations to flows based on the playout buffer level, increases PSU by 4%, when the buffer threshold is set to 2 mins content. We also ran experiments for higher threshold values, and found that PSU increases with increasing threshold up to a limit and then falls and settles to the hbf level. pbufballoc, with pre-buffering for 2 mins before beginning to play out, significantly improves PSU (by 20%) during the initial epochs, and at steady state, settles to bufballoc levels. (PSU for bufballoc is higher than that of opt since it is modified to yield a solution that deviates from a PF allocation and is skewed in favor of improving fairness.) All of these algorithms, with T = 50, outperform cvapPF1, which ignores past history, by more than 30%, and ssf by 35%. These results show that for streaming flows with real-time constraints (albeit somewhat weak), an assignment based merely on signal strength or merely maximizing shortterm fairness are not efficient strategies.
Referring to inset (b), we see that the higher PSU of bufballoc and pbufballoc cost 10% in terms of throughput. ssf's throughput is the highest, as expected, since it always favors SSs with strong channels at all BSs. opt and our heuristics are quite close, while cvapPF1's throughput is the lowest. This is because ignoring past history may require allocation to SSs with weak channels but adequate buffers to guarantee shortterm fairness in every epoch, which can be wasteful.
MSF averaged over all users per epoch (MSF-EA) and averaged over the entire session per user (MSF-UA) are plotted in insets (c) and (d), respectively. Although PSU's for cvapPF1 and ssf are close, the higher aggregate throughput for ssf translates to a lower MSF-EA (of 0.06) than for cvapPF1 (0.2). MSF-EA for pbufballoc (the best) is 0.01, that is, a user stalls for 100 ms per epoch on average, and for the other algorithms considered ranges between 0.02 and 0.05. Referring to inset (d), the 75 of the 150 SSs that almost never stall are those who are away from the hotspot. For the remaining SSs in the hotspot, stalling fractions are as shown.
The above experiments were repeated with uniformly distributed users and mobile users moving at pedestrian speeds as well. In the uniform case, more users could be sustained with similar PSU and throughput as in the hotspot case (except with ssf) due to a better distribution of users. PSU and throughput were lower in the case of mobile users, as the system capacity is lowered due to mobility.
In inset (e), we study the performance for varying T , the extent to which past service is taken into account. We find that in our setup, the gains are minimal after T = 50, so considering history over the past 5-10 mins suffices.
The experiments described so far assumed that the users are static, all arriving at time 0. A more realistic scenario is one in which arrivals are staggered and users dynamically join and leave. Further, the focus has been more on evolutionary startup conditions and less on steady-state conditions. To evaluate the steady-state performance of our scheme under dynamic conditions and a shorter pre-buffering duration of 40 s, we simulated pbufballoc with the following parameters: 75 users join at time 0, the remaining 75 users arrive at the rate of 1 user per 5 seconds (0.2 arrivals/sec); after 150 users have arrived, existing users depart and new users join, each at a rate of 0.2/sec. The simulation was for 2000 epochs with an epoch duration of 20 s. PSU results in inset (f) show that the steady-state performance under dynamic conditions is close to that under static scenario. Also, performance during start-up is significantly improved (even with a shorter pre-buffering duration) and is close to the steady-state performance due to more realistic user arrivals. Lowering overheads: We measured the time taken by each of the algorithms and found that hbf and its variants require 13 ms on average per epoch. (ffrac required 1 s while cvapPF, 30 s). For an epoch duration of 10 or 20 s, the computational overhead due to the heuristics is thus minimal. This overhead can in fact be masked by performing the allocations towards the end of the previous epoch. Another overhead of MSBS is the time taken to reassign SSs to BSs at epoch boundaries. Efficient techniques that have been developed for minimizing handoff latencies for real-time sessions such as VoIP can be used to accomplish this task within 50 ms. This presents an overhead of 0.5% for a 10 s epoch (and 0.25% for a 20 s epoch). Further, not all SSs will be switched in every epoch and thus this overhead is also reasonable.
One way of lowering the overheads is by increasing the epoch duration. Since statically increasing the epoch duration beyond 20 s somewhat degrades the performance, we dynamically adjust the epoch duration at run-time using a simple control law to maintain PSU at a desired set-point. We start with an epoch duration of 20 s, decrease it when the PSU is stable above the set-point (set to 95%) and increase when the PSU falls and stays below the threshold. Results in inset (f) show that the simple adaptive approach degrades PSU by only 2% while increasing the average epoch duration to close to 50 sec, which is a 150% improvement. We believe that there is scope for increasing the epoch duration further using more sophisticated techniques.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have considered coordinated scheduling in a network of WiMAX BSs, called macro-scheduling of BSs (MSBS), for managing the QoE of VoD flows. Our utilitymaximization approach for guaranteeing long-term proportional fairness and managing lifetime QoE shows that MSBS can improve fairness for VoD flows significantly, and, specifically, accounting for past service history during scheduling can increase the percentage of satisfied users, by up to 35%.
As part of the QoE management problem, we showed that the network-wide PF scheduling problem is NP-hard in the strong sense. Since approximation algorithms previously proposed can require long running times, we have proposed efficient heuristics that can solve the problem more than three orders of magnitude faster, while yielding comparable results.
The work reported herein provides some guidelines for scheduling VoD flows. Using these guidelines to design efficient algorithms that can provide guaranteed services to real-time applications with more stringent requirements, such as video-conferencing, under WiMAX, will be considered in future work.
