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Abstract
In this paper, we present a hybrid model that combines a neu-
ral conversational model and a rule-based graph dialogue sys-
tem that assists users in scheduling reminders through a chat
conversation. The graph based system has high precision and
provides a grammatically accurate response but has a low re-
call. The neural conversation model can cater to a variety of
requests, as it generates the responses word by word as op-
posed to using canned responses. The hybrid system shows
significant improvements over the existing baseline system
of rule based approach and caters to complex queries with
a domain-restricted neural model. Restricting the conversa-
tion topic and combination of graph based retrieval system
with a neural generative model makes the final system robust
enough for a real world application.
1 Introduction
Chat interfaces have gained popularity due to the ubiquity of
smartphones and connectivity (Britz 2016). This has lead to
an influx of human-to-human conversation data that has mo-
tivated the research to design chatbots that can mimic human
ability to converse. There has been growing research interest
in building such models, which are either domain restricted
or open domain (Wang et al. 2011; Ameixa et al. 2014;
Li et al. 2016). Rule based retrieval models provide well
formed responses but suffer from low coverage due to the
complex nature of natural language. For example, chatbots
like A.L.I.C.E use Artificial Intelligence Markup Language
(AIML) (Wallace 2003), that stores query-response pairs
and compares the input to its respository to determine a
response. This is essentially a more sophisticated form of
hard-coding. The approach is inefficient in responding to
different representations of the same query. Such methods
are hard to scale and fail to harness the abundant conversa-
tion data available. Recent advancements in neural models
have brought generative approaches to the forefront because
they provide a variety of responses to complicated inputs
(Sordoni et al. 2015; Vinyals and Le 2015; Li et al. 2016;
Shang, Lu, and Li 2015), although such techniques are more
prone to grammatical errors.
In this work, we present a robust system that combines the
generative and the retrieval approach. We address requests
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to schedule and cancel reminders. The rule-based graph di-
alogue model works well for the expected chat flows. The
generative model is helpful in keeping the users from devi-
ating from the expected conversational flow by intercepting
at turns and directing the user to respond in accordance with
the desired flow.
Our system is developed for Haptik1, a personal assistant
application that uses human agents to respond to user re-
quests in the form of conversations. It caters to multiple ser-
vices, ranging from scheduling reminders to planning travel
itineraries. This paper focuses on automation of tasks in-
volved in the Reminders Service. The tasks involved are
scheduling reminders for specific tasks, notifying users with
a message/call at a desired time and modifying the sched-
uled reminders. Figure 1 presents an overview of Reminders
channel in Haptik application on a smartphone. A typical
conversation involves a user providing their intent and the
chatbot trying to collect the required information like date,
time, frequency and other contextual details like meeting
venue. If the chatbot collects all the required information,
it schedules a reminder. If at any point, the chatbot failed
to address the query, the conversation would then be handed
over to a human agent. Haptik provides UI elements aimed at
assisting the user while conversing, like predictive response
text giving the user an option to respond with either free-
form natural language text or structured text.
With the hybrid system, we show that a retrieval model sup-
ported by a generative neural conversational model is much
more robust than a simple rule assisted retrieval system. Our
model is easier to scale compared to the existing models and
is likely to offer improved results with more data thus mak-
ing it a fit for production environments in the industry.
2 Related Work
Two commonly used methods for responding to queries
are Retrieval-based and Generative-based. Retrieval-based
models use a repository of predefined responses and some
heuristic to pick an appropriate response based on the input
and context. The heuristic could be as simple as a rule-based
expression match, or as complex as an ensemble of machine
learning classifiers. These systems dont generate new text,
they only pick a response from a fixed set. Levin, Pierac-
1https://haptik.ai
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cini, and Eckert; YOUNG; Walker, Prasad, and Stent; Pier-
accini et al.; Wang et al. describe models that rely exten-
sively on hand-coded rules, typically either building statis-
tical models on top of heuristic rules or templates. Other
models like those described by Oh and Rudnicky; RATNA-
PARKHI; Banchs and Li; Ameixa et al.; Nio et al.; Chen,
Wang, and Rudnicky learn generation rules from a minimal
set of authored rules.
Generative models build new responses from scratch.
These models follow the line of investigation initiated by
Ritter, Cherry, and Dolan treating generation of conversa-
tional dialogue as a statistical machine translation problem.
The SMT model proposed by Ritter et al., is end-to-end,
purely data-driven, and contains no explicit model of dia-
log structure; the model learns to converse from human-to-
human conversational corpora. Sordoni et al. augments Rit-
ter, Cherry, and Dolan by re-scoring outputs using a seq2seq
model (Sutskever, Vinyals, and Le 2014) conditioned on
conversation history. Other researchers have recently used
seq2seq to directly generate responses in an end-to-end fash-
ion without relying on SMT phrase tables (Serban et al.
2016; Shang, Lu, and Li 2015; Vinyals and Le 2015). Ser-
ban et al. propose a hierarchical neural model aimed at cap-
turing dependencies over an extended conversation history.
Recent work by Li et al. measures mutual information be-
tween message and response in order to reduce the propor-
tion of generic responses typical of seq2seq systems. Yao,
Zweig, and Peng employ an intention network to maintain
the relevance of responses. Many systems learn to generate
linguistically plausible responses, but they are not trained to
generate semantically consistent ones because they are usu-
ally trained on a lot of data from multiple different users.
Most of the relevant works follow one of the above ap-
proaches. According to Britz, systems deployed at scale are
more likely to be retrieval-based for now, because of low tol-
erance for errors as users expect humans to be responding.
Both the approaches have some issues associated with them,
we try a novel approach of combining the two models, to
(a) Reminders tasks (b) Reminder chat flow
Figure 1: Overview of Haptik application on a smartphone.
Screenshot 1a lists down the tasks served by the Reminders
service, 1b shows a sample chat-flow for setting up a
Medicine Reminder using UI elements such as a text-form
create a system which that addresses the individual issues of
both the models.
3 Graph Based Model
We represent conversational flows as a graph that contains
a set of nodes that represent a conversational state. The di-
rectional edges represent transition between the connected
nodes. States represent certain steps or checkpoints in a task
oriented dialog and actions are a set of defined “actionables”
that the system can perform like calling third party APIs.
The approach is similar to (Levin and Pieraccini 1997) that
uses slot filling technique. The system uses heuristics to fill
the slots and navigate from one state to another without any
use of probability distribution. The reason to use such an ap-
proach is to build and modify the conversation flows when
required without any use of prior conversational data. This
approach doesn’t make grammatical errors.
Each conversational state has unique intent linked with it,
possible incoming user message templates and canned re-
sponses for the intent and set of actions to perform. For ex-
ample, the objective of the state “Wake up reminder” is to
set an alarm to wake up while the state “Drink water re-
minder” sets a reminder to drink water. States help keeping
track of intent, updating entities, making API calls, etc. For
e.g. goal of the state “set drink water reminder” is to set a
reminder to drink water by collecting/filling necessary en-
tities/slots and calling the API to set the corresponding re-
minder. We introduce a connection between the two states
with a directed edge, if one state is dependent on the other.
This additional feature considers the previous state into ac-
count, while moving to the next state. The set of states and
edges, forms a graph, defining some ideal chat-flows. The
queries/intents and responses on a particular state are finite
in number. Thus, when we traverse a graph, the traversal
represents one of the ideal chat flows that we expect an user
to follow. The states, actionables and the edges are hand-
crafted looking at the previous data and extracting the com-
mon chat-patterns followed by users.
Figure 2: Medicine Reminder State with predefined set of
templates
For identifying a state we compute cosine similarity be-
tween the input message and each of the phrases associated
with all possible next states after embedding them into the
vector space using TF-IDF features and use the state that has
the most similar phrase. Entity collection is performed us-
ing an in-house NER2. Consider, the snippet 2 of Medicine
Reminder, where we have predefined set of templates that
2https://haptik.ai/chatbot-ner
(a) chat-flow
(b) states, edges and actionables
Figure 3: Reminder View and Reminder Cancel states connected with a directed edge
define the intent of the state and predefined set of slot filling
table which map to responses to gather the necessary entity
information. Chat-flow for the same can be seen in Figure
1b. Consider another snippet 4 where an user is trying to
view reminders and canceling it using UI elements. There
are two states one to view reminders and other to cancel it.
While sophisticated retrieval based systems like a dual-
encoder based models (Lowe et al. 2015) have shown
promising results on coverage of queries, we instead use
the simple approach. Production systems undergo itera-
tions to make changes. The reasons could be user/company
demands, experimentation or to make user experience
smoother. The changes could be addition or removal of fea-
tures, addition of reminder types, short term campaigns or
advertising campaigns. Most of these changes require modi-
fications to graph structure like addition or removal of states,
edges, and actions. Our approach can adapt quickly to these
changes with minimal amount of data in each state whereas a
complex statistical approach might not adapt to the changes
quickly with less data. While a classifier based approach is
not a good fit for a production system like ours, we stick
with the sentence similarity based approaches and keep on
improving the technique for sentence matching.
4 Neural Conversational Model
4.1 Model Description
The neural conversational model described here is adapted
from the seq2seq model described by Sutskever, Vinyals,
and Le and modified for conversations by Vinyals and Le. A
recurrent neural network (RNN) takes a sequence of words
as input and predicts an output sequence. While training,
conversations up to a point are fed into a RNN that encodes
the information and produces a state or a thought vector. The
thought vector is fed into the decoder which produces the
output, token by token. We employ the use of the attention
mechanism described in (Bahdanau, Cho, and Bengio 2014)
which lets the decoder selectively have a look at the input se-
quence, which helps overcome the limitation of a fixed con-
text size regardless for long input sequences. In case of chat
conversations, where there are multiple conversation turns,
it is imperative to explore various semantic relations in input
sequence while decoding the state.
Each input sequence is prepared after preprocessing each
message and then concatenating multiple messages in a sin-
gle conversation. Different messages from the same speaker
are separated by a particular token while messages repre-
senting an end of turn i.e. switching of speaker between user
and agent are represented by a separate token. To enforce
a stricter limit on the length of the context, we restrict its
input length to a certain number of words, prioritizing the
most recent messages. The output messages are either text
messages, keeping the graph state unchanged or suggest a
transition to another node in the graph, for instance when
the model suggests an API call to be made.
To tackle the problem of variable length sequences, we
pad each input sequence and mark the end with a special to-
ken. The chat context can heavily differ in length and lead
to the problem of sparse vectors, in case of very short in-
put sequences. A bucketing approach is used where effec-
tively multiple models are used which differ in the length of
the input sequence and output sequence. Although these are
separate models, they share the same parameters and hence
are trained together. We use 3 layered bidirectional encoder
with GRU (Cho et al. 2014) cells and 512 hidden units and
unidirectional decoder with identical settings with attention
over encoder states. We minimize the cross entropy loss cal-
culated from the sampled softmax probability distribution
over decoder outputs at each time step using SGD. We also
employ recurrent dropout to avoid overfitting.
4.2 Data
We outline the data used for the Neural Conversation Model.
Data Collection The corpus we use comprises of dyadic
conversations from the Reminders domain. It is a collection
of messages exchanged between Haptik users and chat as-
sistants (responses from trained humans or the graph based
model described in section 3). Participants of the dialog
take alternate turns sending one or more messages per turn.
Human assistants use a web interface to respond to user
messages. Due to limitations discussed later in this sec-
tion, we use only most recently generated data (sample
data3) instead of the whole corpus. These include casual
queries, out of domain requests, push notifications sent to
the user. But Reminders being a narrow domain, such a rel-
atively smaller dataset still retains most requests we want to
cater to. The messages were observed to be mostly in En-
glish language but significant proportion of data also con-
sists of code-mixed and code-switched messages - primar-
ily English code-mixed with Hindi. Chat conversations of-
fer acronyms and many contractions along with their short
lengths. Each message has rich metadata accompanying it
like user info (age, gender, location, device, etc.), times-
tamps and type of message (e.g. simple text, UI element,
form, etc). The UI elements are represented in the Haptik
specific format in the text corpus.
Limitations As described earlier, production systems un-
dergo iterations to add new functionalities as well as to up-
date or stop supporting existing ones. These changes when
made may alter the format for structured responses gen-
erated from non-textual UI elements or may completely
change the way conversation flows. This introduces chal-
lenges in accumulating well varied data to train the model
on, as data collected from recently introduced changes
makes it available in significantly lesser proportions and
variations relative to the whole dataset.
Preprocessing Before we train the seq2seq model, we per-
form several preprocessing steps, for efficient training with
less data. With preprocessing we try to normalize the data,
reduce vocabulary size, convert raw text into actionables, re-
move unnecessary data.
1. Removal of out of domain conversations: Being a per-
sonal assistant app, users tend to ask queries from other
domains in Reminders service. The first step involves re-
moval of conversations from the data which do not belong
to Reminders domain.
2. Merge Reminder Notifications: Users usually set multi-
ple reminders on Haptik. For example, the drinking wa-
ter reminder asks for how frequently should a user be
reminded regarding the task. We often see a continuous
series of reminder notifications in a conversation. We re-
move all such notifications except for the last one in the
series. This reduces the number of outbound messages in
data by a significant amount.
3. Replace Entities: Using an in-house built NER, we re-
place the original text of the named entities such as date,
time, phone number, user name and assistant name by
placeholder tags like date , time and so on.
4. Extracting actions from the message: This is a crucial
part of the preprocessing step.The corpus consists of raw
text messages exchanged between an user and a Haptik
assistant. But being an utility product, just a text response
is not enough to cater the user queries. We need to identify
the action that needs to be performed. While scheduling or
3https://haptik.ai/conversation-data
canceling a reminder, an acknowledgment message is sent
to the user. In this step of preprocessing, we try to utilize
these messages and tag them as an action. Whenever an
action tag is predicted as a response by the neural model,
we perform that action by fetching the corresponding state
in the graph model, described in Section 3.
E.g. Assistant Message: Okay, done. We will remind you
to take your medicine, via a call at 2:00 PM on Tue, 18
April. Take care :)
Preprocessed message: api call reminder medicine
State: Medicine Reminder
5. Orthography: We convert the string to lowercase and re-
move all the punctuation marks. At the end of this step,
the data will contain characters only from the set {a-z}
and a special character (‘ ’).
Data Statistics The dataset reduced from 10.8M to 3M
messages after preprocessing. This is due to the removal of
assistant messages consisting of push messages sent to be-
gin a new conversation, merging of reminder notifications
and removal of most out of domain conversations filtered
out by the domain classifier, thus resulting in a decrease in
the number of conversations as well. This is also supported
by the balance introduced in the inbound and outbound mes-
sage counts after preprocessing. It is observed that the mean
number of messages exchanged dropped to half due to re-
moval of lengthy casual conversations. Step 3 reduced the
mean tokens per message to 6 owing to the replacement of
multi word entities with a corresponding tag for the entity.
Steps 3,5 resulted in the reduced vocabulary as expected. Fi-
nally, context-response pairs are generated from these 611K
conversations with context being a concatenation of mes-
sages up to a point in the conversation(pruned to last 160
words) we want to encode and the immediate assistant mes-
sage being the response we want the decoder to generate.
We split these 659K pairs into training and validation sets in
ratio 80:20.
Count of Raw text
After
pre-
processing
Conversations 1,093,443 611,897
Total messages 10,887,922 3,010,761
Total Inbound messages 1,675,428 1,145,543
Total Outbound messages 9,212,492 1,865,218
Messages per conversation* 10 5
Turns per conversation* 3 3
Tokens per message* 14 6
Vocabulary ≈ 186,077 ≈ 57,790
Context-Target pairs NA 659,542
Table 1: Statistics about the data collected .Vocabulary con-
sists of only alphabetic words converted to lowercase.* de-
notes mean over all counts.
5 Hybrid System
The graph based system performs well for near-ideal sce-
narios. As per evaluation explained in section 6, we see
that almost 70% of the conversations are catered by graph
based system. The rest 30% of the chats fail due to ei-
ther spelling mistakes, deviation from ideal chat-flows, code
mixed queries or change of domain within the same con-
versation. To handle these issues, we introduce the Neu-
ral Conversation Model into the system. While training the
Neural model we focus more on the queries from the rest
30% conversations, as the graph model is not able to han-
dle these queries.We train the model with 80% human re-
sponses and 20% graph responses. This trains the model to
respond to queries where the graph model fails and also en-
ables it to cover queries that belong to ideal flows which
because of spell errors or localization are not served by the
graph model. After building the neural conversation model
we combine the two systems to run in parallel in real time.
The flow diagram 4 shows the working of the hybrid system.
As expected, the hybrid system is able to handle the issues
discussed above. Examples in tables 2, 3, 4 show how hybrid
system help tackle the issues.
5.1 Real time Working
Diagram 4 provides an overview of the working of hybrid
system in real time. ‘Entities collected so far’ and ‘Context’,
these two attributes represent all the events till that point
in the conversation. For every query, we do some process-
ing and update these two boxes with the new information.
The ‘entities collected so far’ stores the domain specific (in
this scenario: Reminders) entities identified in the queries
asked so far (eg. date, time, name of medicine, etc.), whereas
the ‘Context’ stores the messages exchanged so far. There is
another object ‘state’ which stores the current graph based
state of the chat. As explained earlier a state can have an
associated action with it. Specifically in case of Reminders,
every state has an associated action except for a special state,
Generic State, which caters to most frequently asked com-
mon questions and also handles casual messages. When the
graph based system fails to respond, neural system is re-
quested to generate a response. If the neural engine emits
an action, the action is performed and new state is updated
to the state the action belongs to in the graph.
5.2 Thresholding
Incorrect responses in production systems are costly and
may drive users away. We use two checks to stop the sys-
tem from sending incorrect responses.
1. Sentence Similarity Score: In Graph Model, states are
identified based on phrases associated with it. The score
Sender Message
User: Hlo Ram
Neural: Hi Shyam!
User: Can u plz wake me up
Graph: Sure Shyam, I will wake you up!
I just need a few details.
Table 2: Spelling mistake handled
Figure 4: Working of the Hybrid System
User: Can you call to another number
that I’ll share now
Neural: I am sorry reminders can only be set
on the number registered with us.
Table 3: Deviation from ideal flow
User: Hlooo
Neural: Hi John
how may I help you?
User: Muje koi esi site ka
name btao jis se me
holywood movie downlod kr sku
(Tell me a website from where
I can download a Hollywood movie)
Neural: Hum aapko link nahi send
kar sakta hu.
(I can not send a link to you)
Table 4: Code mixing & out of domain handled
is computed between the input query and the associated
phrases. The state with the maximum score is considered
if it exceeds a certain threshold.
2. Heuristics on pipeline: The purpose of the Neural Model
is to encourage user to follow one of the ideal chat-flows
defined by the Graph Model, we shift the control when-
ever neural model fails to fulfill this purpose
• Turns taken: We shift the control of the chat if the
number of continuous responses sent by the neural
model exceeds a certain threshold. This case implies
that the neural model failed to bring the user back to the
chat-flow (as no response was sent by Graph Model).
• Responses not in favor of user: We identify a gener-
ated response as ‘not favorable’ based on some heuris-
tics. For example, if the response is “Sorry I cannot help
you with that”. This type of response suggests that the
response is not being able to cater the user efficiently.
We restrict the neural model not to send such responses
more than a threshold times in a conversation.
6 Results and Analysis
6.1 Evaluation Metric
Recent works in response generation have adopted evalua-
tion metrics from machine translation to compare a models
generated response to a target response Liu et al. show that
these metrics correlate very weakly with human judgments.
Production systems inherently provide supervised labels for
evaluation, such as task completion. Our systems generate
signals for task completion which can be used for evaluation.
A conversation is marked as complete when a task is com-
pleted successfully ( the reminder is set, canceled, etc.) and
is considered successfully handled if it was completed with-
out any human intervention. We measure the performance
of dialogue systems using percentage of chats that are com-
pletely handled by the dialogue system, without any kind
of human intervention. We call this End to End Automation
(E2E) Score. There is a secondary evaluation metric, AOR
Score, which calculates percentage of chats in which at least
one response is sent using automated dialogue system. For
the purpose of analysis, we report the scores calculated over
5 days of real conversations. An end to end completed chat
usually signifies that the user’s query is successfully under-
stood and the intended task is catered. The chats which are
not end to end completed but at least one message is sent by
dialogue system (AOR−E2E) are usually the ones where
initial messages from the user are catered while after some
messages, either user’s intent is not identified correctly or
the task requested is out of scope of the system.
6.2 Results
System E2EScore(%)
AOR
Score(%) AOR-E2E
Graph 69.23 88.21 18.98
Hybrid 77.11 93.81 16.7
Table 5: Results (the scores are mean of 5 days of results)
The increment of 7.9% in E2E score and 5.6% in AOR
score in the hybrid system clearly signifies that it out-
performs graph model by handling its bottlenecks (i.e.
spelling mistakes, deviation from ideal chat-flows, code
mixed queries or out of domain queries) as mentioned in
Section 5. The decrement in AOR − E2E score signifies
the conversion of at least 2% of chats where the Graph Sys-
tem was earlier breaking after sending some messages, now
being catered end to end by the the Hybrid system. Tables
2 3 4 are some of the examples where we find the Hybrid
system improving the automation.
6.3 Issues
Along with the improvements, new issues are introduced.
• Domain Shift: Users sometimes tend to start out of do-
main queries amidst of the conversation. Human agents
are trained to cater to queries which belong to the domain
of services offered by Haptik even when asked on Re-
minders channel. Such conversations are left unfiltered by
the domain classifier as they started off with Reminders
domain and thus make it into the training set. The model
when tested generates a correct text response for such
queries but fails to perform the correct actions because we
did not tag out of domain actions during preprocessing.
• Gender Dependency: Haptik assigns assistants ran-
domly on the user facing application and thus our model
was trained on responses by both male and female assis-
tants. The replies generated by the model don’t show con-
sistency in using a particular gender.
• Temporal Dependency: The model has no sense of time
while generating a response and often replies with the
same “Have a great day ahead” or “Good Morning” greet-
ing regardless the time of the day.
• Limited Vocabulary: The model was trained on a rela-
tively smaller vocabulary for a chatbot.This leads to gen-
eration of related but incorrect responses. It might also
happen that over time new words are introduced to the
vocabulary. Training word vectors for a wider vocabulary
can help addressing this issue. Recent works (Gu et al.
2016; Gulcehre et al. 2016; Merity et al. 2016) that em-
ploy copying mechanisms in seq2seq models can be used
to mitigate this problem to some extent. For example:
User: Happy Mahashivratri
Assistant (Model): Happy Diwali
7 Conclusion and Future Work
We have presented a hybrid approach to create robust pro-
duction ready closed domain chatbots. We showed how a
Generative Conversation Model can be used effectively to
enhance the Retrieval Dialogue systems. Some of the issues
like temporal and gender dependency could be solved us-
ing gender and time as features suring decoding. The graph
based system easily adapts to the product changes. Next,
we are focusing if the neural model can also be altered to
learn the new changes with limited efforts. We performed
some experiments, where we use the human data to con-
tinue training of the model. The major issue with this ap-
proach is to learn a new in-app feature. For e.g. when a
new API call is introduced, we want to add a new tag (e.g.
api modify reminder ) which does not exist already in the
vocabulary. Instead of going through the entire training pro-
cess again, during initial training we defined a vocabulary
size which is more than the actual vocabulary size to act as
buffer for new words in the future. Whenever new words are
added, we assign them a location in the buffer space and with
new training data, the embeddings for the tag are learned.
With initial experiments, we found that the model is able to
capture the new features with daily training.
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