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Abstract
We construct a new efficient algorithm for finding Gröbner–Shirshov bases for noncommutative algebras
and their representations. This algorithm uses the Macaulay matrix [F.S. Macaulay, On some formula in
elimination, Proc. London Math. Soc. 33 (1) (1902) 3–27], and can be viewed as a representation theo-
retic analogue of the F4 algorithm developed by J.C. Faugère. We work out some examples of universal
enveloping algebras of Lie algebras and of their representations to illustrate the algorithm.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Gröbner–Shirshov basis; Gröbner–Shirshov pair; Monomial basis; Macaulay matrix; Noncommutative
algebra; Representation; Simple Lie algebra; Universal enveloping algebra
Introduction
The Gröbner basis theory introduced by Buchberger provides an effective algorithm for solv-
ing the reduction problem for commutative algebras [7]. In [1], Bergman generalized this to the
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established an equivalent theory for Lie algebras by proving the Composition Lemma, and in [2],
Bokut applied this method to associative algebras. Since then, the Gröbner–Shirshov basis theory
has been a useful tool for understanding the structure of associative algebras and their represen-
tations.
For finite-dimensional simple Lie algebras, the Gröbner–Shirshov bases were completely
determined by Bokut and Klein [4–6]. For classical Lie superalgebras and their universal en-
veloping algebras, Bokut, Kang, Lee and Malcolmson developed the corresponding theory and
gave an explicit construction of Gröbner–Shirshov bases [3].
The Gröbner–Shirshov basis theory for representations of associative algebras was developed
in [9], where the notion of the Gröbner–Shirshov pair was introduced. More precisely, let AX
be the free associative algebra generated by a set X over a field. Suppose that (S,T ) is a pair of
subsets ofAX , I is the two-sided ideal ofAX generated by S, and J is the left ideal of the algebra
A =AX/I generated by (the image of) T . Then the left A-module M = A/J is said to be defined
by the pair (S,T ), and the pair (S,T ) is called a Gröbner–Shirshov pair for M if the set of (S,T )-
standard monomials forms a linear basis of M , or equivalently, if it is closed under composition.
In [9], Kang and Lee proved a generalized version of Shirshov’s Composition Lemma for a
Gröbner–Shirshov pair (S,T ). A Gröbner–Shirshov pair yields an explicit monomial basis of
the left A-module. The monomial basis is useful in many respects; for example, one can easily
compute the weight of each element in the basis. Moreover, one can give a colored oriented graph
structure on the monomial basis, which is called the Gröbner–Shirshov graph.
The Gröbner–Shirshov basis theory for representations of associative algebras is quite gen-
eral, and can be applied to the representation theory of various interesting algebras including
finite-dimensional simple Lie (super)algebras, Kac–Moody (super)algebras and (affine) Hecke
algebras. The Gröbner–Shirshov basis theory was successfully applied to the representation the-
ory of Hecke algebras (of A-type) and Ariki–Koike algebras in [11] and [12], respectively.
A new efficient algorithm, called the F4 algorithm, for computing Gröbner bases in commu-
tative algebras was introduced by Faugère [8]. The core step in the F4 algorithm is the reduction
process by performing the elementary row operations on the Macaulay matrix. In this paper, we
construct an analogue of the F4 algorithm for noncommutative algebras and their representa-
tions. The main idea is essentially the same as in the commutative case. However, in our setting,
we need to deal with a mixture of reduction procedures on two-sided ideals and on one-sided
ideals. To illustrate the algorithm, we work out some examples of universal enveloping algebras
and of their representations.
This paper consists of three sections. In the first section, we present a summary of the
Gröbner–Shirshov basis theory for noncommutative algebras and their representations developed
in [9,10]. In the next section, we describe an analogue of the F4 algorithms for noncommutative
algebras and for their representations, respectively, and we prove the validity of the algorithms.
In the last section, we give illustrations for finding Gröbner–Shirshov bases in the cases of
universal enveloping algebras of Lie algebras and their representations. The examples on the
finite-dimensional simple Lie algebras of type A2 and G2 are given. Another explicit calculation
of Gröbner–Shirshov pairs for irreducible B2-modules has been done in [13].
1. Gröbner–Shirshov basis theory
Let X be a set and X∗ be the free monoid of associative monomials on X. We denote the
empty monomial by 1 and the length of a monomial u by l(u). Thus we have l(1) = 0.
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for all a, b ∈ X∗.
Fix a monomial order ≺ on X∗ and letAX be the free associative algebra generated by X over
a field F. Given a nonzero element p ∈AX , we denote by p the maximal monomial (called the
leading monomial) appearing in p under the ordering ≺. Thus p = αp+∑βiwi with α,βi ∈ F,
wi ∈ X∗, α = 0 and wi ≺ p. The α is called the leading coefficient of p and is denoted by lc(p).
If lc(p) = 1, p is said to be monic.
Let (S,T ) be a pair of subsets of monic elements in AX , let I be the two-sided ideal of AX
generated by S, and let J be the left ideal of the algebra A =AX/I generated by (the image of) T .
Then we say that the algebra A =AX/I is defined by S and that the left A-module M = A/J is
defined by the pair (S,T ). The images of p ∈AX in A and in M under the canonical quotient
map will also be denoted by p.
Definition 1.2.
(a) Given a subset S of monic elements in AX , a monomial u ∈ X∗ is said to be S-standard if
u = asb for any s ∈ S and a, b ∈ X∗. Otherwise, the monomial u is said to be S-reducible.
(b) Given a pair (S,T ) of subsets of monic elements in AX , a monomial u ∈ X∗ is said to be
(S,T )-standard if u = asb and u = ct for any s ∈ S, t ∈ T and a, b, c ∈ X∗. Otherwise, the
monomial u is said to be (S,T )-reducible.
Lemma 1.3. (See [9,10].)
(a) Given a subset S of monic elements in AX , every p ∈AX can be expressed as
p =
∑
αiaisibi +
∑
γkuk, (1.1)
where αi, γk ∈ F, ai, bi, uk ∈ X∗, si ∈ S, aisibi  p, uk  p and uk are S-standard.
(b) Given a pair (S,T ) of subsets of monic elements in AX , every p ∈AX can be expressed as
p =
∑
αiaisibi +
∑
βj cj tj +
∑
γkuk, (1.2)
where αi,βj , γk ∈ F, ai, bi, cj , uk ∈ X∗, si ∈ S, tj ∈ T , aisibi  p, cj tj  p, uk  p and uk
are (S,T )-standard.
Remark 1.4. The proof of the above lemma actually gives us an algorithm of writing an element
p of AX in the form (1.1) and (1.2). Thus it may be considered as a division algorithm.
The term
∑
γkuk in the expressions (1.1) and (1.2) is called a normal form (or a remainder)
of p with respect to the subset S and the pair (S,T ), respectively. Note that it depends on the
monomial order ≺. In general, a normal form is not unique.
As an immediate corollary of Lemma 1.3, we obtain:
Proposition 1.5. (See [9,10].) Consider the algebra A = AX/I defined by S and the left
A-module M = A/J defined by the pair (S,T ), and view them as F-vector spaces. Then,
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(b) The set of (S,T )-standard monomials spans M = A/J .
Definition 1.6.
(a) A subset S of monic elements in AX is a Gröbner–Shirshov basis if the set of S-standard
monomials forms a linear basis of the algebra A = AX/I defined by the subset S. In this
case, we say that S is a Gröbner–Shirshov basis for the algebra A =AX/I defined by S.
(b) A pair (S,T ) of subsets of monic elements in AX is a Gröbner–Shirshov pair if the set of
(S,T )-standard monomials forms a linear basis of the left A-module M = A/J defined by
the pair (S,T ). In this case, we say that (S,T ) is a Gröbner–Shirshov pair for the module
M defined by (S,T ).
Let p and q be monic elements of AX with leading monomials p and q . We define the
composition of p and q as follows.
Definition 1.7.
(a) If there exist a and b in X∗ such that pa = bq = w with l(p) > l(b), then the composition
of intersection is defined to be (p, q)w = pa − bq . Furthermore, if a = 1, the composition
(p, q)w is called right-justified.
(b) If there exist a and b in X∗ such that a = 1, apb = q = w, then the composition of inclusion
is defined to be (p, q)a,b = apb − q .
Remark 1.8.
(1) In contrast to the commutative case, the role of a, b is important since there can be different
choices of overlaps for given p and q .
(2) We do not consider a composition of the type (p, q)a,b = p − aqb with b = 1, p = aqb.
This becomes critical when we consider the notion of closedness under composition for a
pair (S,T ).
(3) Given p, q and w = apb = q , denoting the composition of inclusion by the notation (p, q)w
is ambiguous. For example, if p = x2 +x3 and q = x1x22x3, then (p, q)w may be x1px2x3 −q
or x1x2px3 − q . So the monomials a and b must be specified.
Let p,q ∈ AX and w ∈ X∗. We define the congruence relation on AX as follows: p ≡
q mod (S,T ;w) if and only if p−q =∑αiaisibi +∑βj cj tj , where αi,βj ∈ F, ai, bi, cj ∈ X∗,
si ∈ S, tj ∈ T , aisibi ≺ w, and cj tj ≺ w. When T = ∅, we simply write p ≡ q mod (S;w).
Definition 1.9.
(a) A subset S of monic elements in AX is said to be closed under composition if
(i) (p, q)w ≡ 0 mod (S;w) and (p, q)a,b ≡ 0 mod (S;w) for all p,q ∈ S, a, b ∈ X∗ when-
ever the compositions (p, q)w and (p, q)a,b are defined.
(b) A pair (S,T ) of subsets of monic elements in AX is said to be closed under composition if
the subset S satisfies the condition (i) and
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position (p, q)w is defined,
(iii) (p, q)w ≡ 0 mod (S,T ;w) and (p, q)a,b ≡ 0 mod (S,T ;w) for all p ∈ S, q ∈ T ,
a, b ∈ X∗ whenever the compositions (p, q)w and (p, q)a,b are defined.
The following theorem is the main result of [9,10], which is a generalization of Shirshov’s
Composition Lemma (for Lie algebras and associative algebras) to the representations of asso-
ciative algebras.
Theorem 1.10. (See [9].) Let (S,T ) be a pair of subsets of monic elements in the free associative
algebra AX generated by X, let A = AX/I be the associative algebra defined by S, and let
M = A/J be the left A-module defined by (S,T ).
(a) If S is closed under composition and the image of p ∈AX is trivial in A, then the word p is
S-reducible.
(b) If (S,T ) is closed under composition and the image of p ∈AX is trivial in M , then the word
p is (S,T )-reducible.
As a corollary, we obtain:
Proposition 1.11. (See [10].)
(a) Let S be a subset of monic elements in AX . Then the following conditions are equivalent:
(i) S is a Gröbner–Shirshov basis.
(ii) S is closed under composition.
(iii) For each p ∈AX , the normal form of p with respect to S is unique.
(b) Let (S,T ) be a pair of subsets of monic elements in AX . Then the following conditions are
equivalent:
(i) (S,T ) is a Gröbner–Shirshov pair.
(ii) (S,T ) is closed under composition.
(iii) For each p ∈AX , the normal form of p with respect to (S,T ) is unique.
The part (ii) of (a) and (b) in Proposition 1.11 gives an analogue of Buchberger’s algorithm
as we describe in the following. Suppose that (S,T ) is a pair of subsets of monic elements in
AX , A = AX/I is the associative algebra defined by S, and M = A/J is the left A-module
defined by (S,T ). We will show how one can enlarge the pair (S,T ) to get a Gröbner–Shirshov
pair for the A-module M . This can be considered as an analogue of Buchberger’s algorithm.
However, in general, there is no guarantee that this process will terminate in a finite number of
steps. Nevertheless, such an algorithm works in many interesting cases.
For any subset R of AX , we define
R̂ = {p/α | α ∈ F is the leading coefficient of p ∈ R}.
Let S(0) = S = Ŝ. For i  0, set
S(i) =
{
(f, g)w ≡ 0, (f, g)a,b ≡ 0 mod
(
S(i);w) ∣∣ f,g ∈ S(i)},
S(i+1) = S(i) ∪ Ŝ(i).
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Let T (0) = T = T̂ . For i  0, set
T(i) =
{
(f, g)w ≡ 0 mod
(S, T (i);w) ∣∣ f,g ∈ T (i), (f, g)w is right-justified},
T (i+1) = T (i) ∪ T̂(i).
Then the set T c =⋃i0 T (i) is closed under the right-justified composition with respect to S .
We now consider the compositions between S and T c . Let X(0) = T c. For i  0, set
X(i) =
{
(f, g)w ≡ 0, (f, g)a,b ≡ 0 mod
(S,X(i);w) ∣∣ f ∈ S, g ∈ X(i)},
X(i+1) = (X(i) ∪ X̂(i))c.
Let T =⋃i0 X(i). Then the A-module M is defined also by the new pair (S,T ), and (S,T ) is
a Gröbner–Shirshov pair of M by construction.
2. Description of a new algorithm
In [8], J.C. Faugère introduced the F4 algorithm, a new efficient algorithm for computing
Gröbner bases in the commutative case. We construct an analogue of the F4 algorithm for non-
commutative algebras and their representations. The basic steps in the F4 algorithm are the
setting of reduction data, the reduction process by the elementary row operations and the ad-
junction of nontrivial compositions. We begin with some notations and definitions.
Let X be a finite set. We fix a monomial order ≺ on X∗. For a subset F of AX , we define
F = {f | f ∈ F } and M(F) = ⋃f∈F M(f ), where M(f ) ⊆ X∗ is the set of all monomials
appearing in f . We denote by Id(F ) the two-sided ideal of AX generated by F . For given monic
subsets S, T , T ′ of AX , the left ideal of AX generated by T is denoted by Ld(T ), and we denote
by Ld(T ) = Ld(T ′) if they are equal mod Id(S), i.e., if they are equal in A =AX/Id(S).
Definition 2.1. Consider noncommutative polynomials f,p,q ∈ AX with p,q = 0 and a pair
(P,Q) of subsets of AX .
(a) We say that f reduces to g mod p, and denote it by f −→
p
g, if there exist m ∈ M(f ) and
s, s′ ∈ X∗ such that sps′ = m and g = f − cm
lc(p)
sps′ where cm is the coefficient of m in f .
f is reducible mod p if there exists g ∈AX such that f −→
p
g, and in particular, f is top-
reducible mod p if there exists g ∈AX such that f −→
p
g and g ≺ f . We say that f reduces
to g mod P , denoted by f −→
P
g, if there exist sequences p1, . . . , pn ∈ P and g1, . . . , gn =
g ∈ AX such that f −→
p1
g1 −→
p2
· · ·−→
pn
g. f is reducible mod P if there exist sequences
p1, . . . , pn ∈ P and g1, . . . , gn ∈AX such that f −→
p1
g1 −→
p2
· · ·−→
pn
gn, and in particular, f
is top-reducible mod P if there exist sequences p1, . . . , pn ∈ P and g1, . . . , gn ∈ AX such
that f −→g1 −→· · ·−→gn and gn ≺ f .p1 p2 pn
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g, if there exist m,m′ ∈ M(f )
and s, s′, s′′ ∈ X∗ such that sps′ = m, s′′q = m′ and g = f − cm
lc(p)
sps′ − cm′
lc(q)
s′′q where cm
and cm′ are the coefficients of m and m′ in f , respectively.
The following are similarly defined: f is reducible mod (p, q), f is top-reducible mod (p, q),
f reduces to g mod (P,Q), f is reducible mod (P,Q), and f is top-reducible mod (P,Q).
Let A = (aij ) be an s × n matrix over the field F and MA = (m1, . . . ,mn) be an ordered set
of distinct monomials. We define Rows(A,MA) to be {∑nj=1 aijmj | i = 1, . . . , s} \ {0}, the set
of polynomials given by (A,MA).
Conversely, for a set F of polynomials in AX , we make M(F) an ordered set using the given
monomial order. Then we obtain the |F | × |M(F)| matrix AF , so-called the Macaulay matrix
of F [14], whose (i, j)-entry is the coefficient of j th monomial in the ith polynomial. The matrix
A˜ denotes the unique reduced row echelon form of A, and we call the set F˜ = Rows(A˜F ,M(F))
the reduced row echelon form of F .
Let (S,T ) be a pair of finite subsets of monic elements in AX .
Definition 2.2. We define the composition pairs of several types as follows.
(a) Comp1(p, q;w) := (pa, bq) for all p,q ∈ S, w ∈ X∗ whenever the composition of intersec-
tion (p, q)w = pa − bq is defined.
(b) Comp2(p, q;a, b) := (apb, q) for all p,q ∈ S, a, b ∈ X∗ whenever the composition of in-
clusion (p, q)a,b = apb − q is defined.
Compi (p, q;−) (i = 1,2) are called the composition pairs from S. The set of all composition
pairs from S is denoted by P(S).
(c) Comp3(p, q;w) := (p, bq) for all p,q ∈ T , w ∈ X∗ whenever the right-justified composi-
tion (p, q)w = p − bq is defined.
(d) Comp4(p, q;w) := (pa, bq) for all p ∈ S, q ∈ T , w ∈ X∗ whenever the composition of
intersection (p, q)w = pa − bq is defined.
(e) Comp5(p, q;a, b) := (apb, q) for all p ∈ S, q ∈ T , a, b ∈ X∗ whenever the composition of
inclusion (p, q)a,b = apb − q is defined.
Compi (p, q;−) (i = 3,4,5) are called the composition pairs from (S,T ). The set of all com-
position pairs from (S,T ) is denoted by P(S,T ).
Definition 2.3.
(a) The set of all composition data from S is defined by
D(S) = {f ∈AX ∣∣ there exists g ∈AX such that (f, g) ∈ P(S) or (g, f ) ∈ P(S)}.
(b) The set of all composition data from (S,T ) is defined by
D(S,T )={f ∈AX ∣∣ there exists g ∈AX such that (f, g)∈P(S,T ) or (g, f )∈P(S,T )}.
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Let us describe an analogue of the F4 algorithm for Gröbner–Shirshov bases for noncommu-
tative algebras.
Let S(0) = S. Assume, inductively, that the set S(i) of monic polynomials is given for i  0.
We set
Di = D
(
S(i)
)
, and Pi = Di \Di−1 (D−1 = ∅).
Let ai = min{degf | f ∈ Pi} and bi = max{degf | f ∈ Pi}, and let Pi(d) ⊆ Pi be the subset
consisting of elements of degree d , ai  d  bi . Define Fi(d) to perform the reduction process,
and one obtains F˜i(d)+, the set of nontrivial compositions, for each d inductively from ai to bi ,
as described in the following:
Let Pi(ai)(0) = Pi(ai), and assume, inductively on k, that Pi(ai)(k) is given for k  0. Note
that the monomials in Pi are reducible mod S(i). For each m ∈ M(Pi(ai)(k)) \Pi(ai)(k) which is
reducible mod S(i), choose a polynomial f ∈ S(i) and m′,m′′ ∈ X∗ such that m = m′fm′′. Set
Pi(ai)
(k+1) to be the set of all such m′fm′′, and define the set of all reduction data of degree ai
to be
Fi(ai) =
⋃
k0
Pi(ai)
(k).
Then perform the elementary row operation, the core step in the F4 algorithm, to obtain F˜i(ai).
Define
F˜i(ai)
+ = {f ∈ F˜i(ai) ∣∣ f /∈ Fi(ai)}.
The case for ai < d  bi can be treated in a similar way. Let Pi(d)(0) = Pi(d), and assume,
inductively on k, that Pi(d)(k) is given for k  0. For each
m ∈ M(Pi(d)(k)) \ Pi(d)(k) which is reducible mod S(i) ∪ d−1⋃
j=ai
F˜i(j)
+,
choose a polynomial f ∈ S(i) ∪⋃d−1j=ai F˜i(j)+ and m′,m′′ ∈ X∗ such that m = m′fm′′. Set
Pi(d)
(k+1) to be the set of all such m′fm′′, and define
Fi(d) =
⋃
k0
Pi(d)
(k).
After calculating the reduced row echelon form F˜i(d) of Fi(d), define
F˜i(d)
+ = {f ∈ F˜i(d) ∣∣ f /∈ Fi(d)}.
996 S.-J. Kang et al. / Journal of Algebra 313 (2007) 988–1004Now write Fi =⋃bid=ai Fi(d), F˜i =⋃bid=ai F˜i (d) and F˜i+ =⋃bid=ai F˜i(d)+. Finally, putting
S(i+1) = S(i) ∪ F˜i+
completes the ith step. After iterating this process, one obtains S =⋃i0 S(i).
In the rest of this subsection, we will prove that the set S is a Gröbner–Shirshov basis for the
noncommutative algebra A. We use the same notations as above.
Remark 2.4. For the purpose of illustrations in the next section, we use the degree-lexicographic
order ≺. For each fixed degree d from ai to bi , note that Fi(d) is a finite set because the number
of monomials less than a fixed monomial is finite.
Proposition 2.5. For any set S, we define VS to be the vector space spanned by S. For any subset
F−i ⊆ Fi such that |F−i | = |Fi | and F−i = Fi , the set Gi = F−i ∪ F˜i+ is a triangular basis of VFi .
That is, for any f ∈ VFi , there exist λk’s in F and gk’s in Gi such that f =
∑
λkgk , g1 = f and
gk  gk+1.
Remark 2.6. Note that, in order to have a subset F−i , we select only one polynomial from each
set of polynomials in Fi with the same leading monomial.
Proof. Let F˜i− = F˜i \ F˜i+. We know VFi = VF˜i by the properties of elementary row operations,
and clearly VGi ⊆ VFi = VF˜i . Since Gi consists of polynomials with pairwise distinct leading
monomials and F˜i = F˜i− ∪ F˜i+ = F−i ∪ F˜i+ = Gi , we have dimVF˜i = |F˜i | = |Gi | = dimVGi .
Hence VFi = VF˜i = VGi . 
Lemma 2.7. For all h ∈ F˜i+, we have h /∈ Id(S(i)). So F˜i+ = {f ∈ F˜i | f is not top-reducible
mod S(i)}.
Proof. Suppose that there exists h ∈ F˜i+ satisfying h ∈ Id(S(i)). Then h = mgm′ for some
g ∈ S(i) and m,m′ ∈ X∗. Since h is in M(F˜i+) ⊆ M(F˜i) = M(Fi) and is reducible mod g,
one gets mgm′ ∈ Fi (or another polynomial with the same leading monomial is in Fi ) by the
definition of Fi . But this is a contradiction to h /∈ Fi . 
Lemma 2.8.
(a) For each i  0, F˜i+ is a finite subset of Id(S(i)).
(b) For all f ∈ VPi , f reduces to 0 mod S(i) ∪ F˜i+.
Proof. Since the algorithm starts with a finite set S, the sets Pi , Fi , F˜i and F˜i+ are also finite.
Clearly, Pi ⊂ Id(S(i)), Fi ⊂ Id(S(i)) and F˜i ⊂ Id(S(i)). This proves part (a). Also F−i satisfying
the condition of Proposition 2.5 is a subset of Id(S(i)). Since Gi = F−i ∪ F˜i+ is a basis of VFi
and VPi is a subspace of VFi , we have proved (b). 
Using Lemma 2.8, we can prove that our algorithm yields a Gröbner–Shirshov basis S for the
noncommutative algebra A.
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such that S ⊆ S and Id(S) = Id(S).
Proof. We have S =⋃i0 S(i) = S ∪⋃i0 F˜i+. By Lemma 2.8(a), each S(i) is a finite subset
of AX such that S ⊆ S(i) ⊆ Id(S). For all p,q ∈ S(i) for which the compositions are defined,
(p, q)w and (p, q)a,b are in VDi =
⊕i
j=0 VPj . Hence by Lemma 2.8(b), (p, q)w and (p, q)a,b
reduce to 0 mod S(i+1). It follows that the set S is closed under composition, and by Proposi-
tion 1.11, S is a Gröbner–Shirshov basis for the algebra A. 
2.2. A linear algebraic algorithm for computing Gröbner–Shirshov pairs for representations of
noncommutative algebras
Now let us describe an analogue of the F4 algorithm for a Gröbner–Shirshov pair for the
A-module M . The algorithm for the left-ideal part T (i) (i  0) is essentially the same as the
algebra part except for some necessary modifications.
Assume that S(i) has been obtained for each i by the algorithm described in the previous
subsection. Let T (0) = T . Inductively, assume that we are given the set T (i) of monic polynomials
(i  0). Set
Di = D
(
S(i+1), T (i)
)
, and Pi = Di \Di−1 (D−1 = ∅).
Let ai = min{degf | f ∈ Pi} and bi = max{degf | f ∈ Pi}. Let Pi(d) ⊆ Pi be the subset
consisting of elements of degree d , ai  d  bi . Define the sets Fi(d) and F˜i(d)+ for each d
inductively from ai to bi as follows:
Let Pi(d)(0) = Pi(d), and assume, inductively on k, that Pi(d)(k) is given for k  0. For
each m ∈ M(Pi(d)(k)) \ Pi(d)(k) which is reducible mod (S(i+1), T (i) ∪⋃d−1j=ai F˜i(j)+) (mod
(S(i+1), T (i)) if d = ai ), choose f ∈ S(i+1) and m′,m′′ ∈ X∗ such that m = m′fm′′, or choose
f ∈ T (i) ∪⋃d−1j=ai F˜i(j)+ (f ∈ T (i) if d = ai ) and m′ ∈ X∗ such that m = m′f .
Set Pi(d)(k+1) to be the set of all such m′fm′′ or m′f , and define
Fi(d) =
⋃
k0
Pi(d)
(k).
Define
F˜i(d)
+ = {f ∈ F˜i(d) ∣∣ f /∈ Fi(d)},
where F˜i(d) is the reduced row echelon form of Fi(d).
As in the algebra case, we write
Fi =
bi⋃
d=ai
Fi(d), F˜i =
bi⋃
d=ai
F˜i(d) and F˜i+ =
bi⋃
d=ai
F˜i(d)
+.
Finally, putting
T (i+1) = T (i) ∪ F˜i+.
completes the ith step. After repeating this process, we define T =⋃i0 T (i).
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for the A-module M . We use the same notations as above.
Remark 2.10. Note that Fi(d) is a finite set and Proposition 2.5 holds, as in the algebra case.
Lemma 2.11. For all h ∈ F˜i+, we have h /∈ Id(S(i+1)) ∪ Ld(T (i)). So F˜i+ = {f ∈ F˜i | f is not
top-reducible mod (S(i+1), T (i))}.
Proof. By Lemma 2.7, h /∈ Id(S(i+1)). Suppose that there exists h ∈ F˜i+ satisfying h ∈ Ld(T (i)).
Then h = mg for some g ∈ T (i) and m ∈ X∗. Since h is in M(F˜i+) ⊆ M(F˜i) = M(Fi) and is
reducible mod g, one gets mg ∈ Fi (or another polynomial with the same leading monomial is
in Fi ) by the definition of Fi . A contradiction to h /∈ Fi . 
Lemma 2.12.
(a) F˜i+ is a finite subset of Id(S(i+1))∪ Ld(T (i)).
(b) For all f ∈ VPi , f reduces to 0 mod (S(i+1), T (i) ∪ F˜i+).
Proof. Since the algorithm starts with finite sets S and T , the sets Pi , Fi , F˜i and F˜i+
are also finite. Clearly, Pi ⊂ Id(S(i+1)) ∪ Ld(T (i)), Fi ⊂ Id(S(i+1)) ∪ Ld(T (i)) and F˜i ⊂
Id(S(i+1)) ∪ Ld(T (i)). Hence F−i satisfying the condition of Proposition 2.5 is a subset of
Id(S(i+1)) ∪ Ld(T (i)). Since Gi = F−i ∪ F˜i+ is a basis of VFi and VPi is a subspace of VFi ,
part (b) follows. 
Using this Lemma 2.12, we can prove that our algorithm gives a Gröbner–Shirshov pair
(S,T ) of the A-module M .
Theorem 2.13. The algorithm of this subsection computes a Gröbner–Shirshov pair (S,T ) such
that S ⊆ S , T ⊆ T , Id(S) = Id(S) in AX and Ld(T ) = Ld(T ) in A =AX/Id(S).
Proof. We have T =⋃i0 T (i) = T ∪⋃i0 F˜i+. By Lemma 2.12(a), each T (i) is a finite sub-
set of AX such that T ⊆ T (i) ⊆ Id(S) ∪ Ld(T ). For all p ∈ S(i+1), q, q ′ ∈ T (i) for which the
compositions are defined, (q, q ′)w , (p, q)w and (p, q)a,b are in VDi =
⊕i
j=0 VPj . Hence by
Lemma 2.12(b), they reduce to 0 mod (S(i+1), T (i+1)). It follows that the pair (S,T ) is closed
under composition. 
3. Examples
In this section, we give some examples to show how our algorithms work. The base field is
fixed to be the complex field C, and the degree-lexicographic order ≺ is used throughout this
section. We keep all the notional conventions in the previous sections. Note that D(S) consists
of all the components pa, bq , apb, q in each composition pair of types Comp1(p, q;w) and
Comp2(p, q;a, b), and that D(S,T ) consists of all the components p, bq , pa, bq , apb, q in
each composition pair of types Comp3(p, q;w), Comp4(p, q;w) and Comp5(p, q;a, b).
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Recall that the special linear Lie algebra sl3 is the Kac–Moody algebra associated with the
Cartan matrix
( 2 −1
−1 2
)
. Hence the algebra U− is the associative algebra defined by the set S =
{[[f2f1]f1], [f2[f2f1]]} of the Serre relations in AX , where X = {f1, f2} and [xy] = xy − yx.
We define f1 ≺ f2.
Let S(0) = S = {p := f 22 f1 − 2f2f1f2 + f1f 22 , q := f2f 21 − 2f1f2f1 + f 21 f2}. The possible
composition pair from S(0) is Comp1(p, q;f 22 f 21 ) = (pf1, f2q), which yields
P0(4) =
{
f 22 f
2
1 − 2f2f1f2f1 + f1f 22 f1, f 22 f 21 − 2f2f1f2f1 + f2f 21 f2
}
.
Note that each polynomial is homogeneous of degree 4.
Since f1f 22 f1 = f1p and f2f 21 f2 = qf2, we have
P0(4)(1) = {f1p,qf2} =
{
f1f
2
2 f1 − 2f1f2f1f2 + f 21 f 22 , f2f 21 f2 − 2f1f2f1f2 + f 21 f 22
}
.
None of the monomials in M(P0(4)(1))\P0(4)(1) are reducible mod S(0). From F0(4) = P0(4)∪
P0(4)(1), we get
AF0(4) =
⎛
⎜⎝
1 −2 0 1 0 0
1 −2 1 0 0 0
0 0 0 1 −2 1
0 0 1 0 −2 1
⎞
⎟⎠ and A˜F0(4) =
⎛
⎜⎝
1 −2 0 0 2 −1
0 0 1 0 −2 1
0 0 0 1 −2 1
0 0 0 0 0 0
⎞
⎟⎠ .
Since there is no polynomial with new leading monomial, we have F˜0(4)+ = ∅ and
S(1) = S(0). Therefore the algorithm terminates at the first loop; that is, S is already closed under
compositions and is a Gröbner–Shirshov basis.
3.2. Irreducible sl3-module V (Λ1 +Λ2)
Let V (λ) be the irreducible highest weight module over sl3 with highest weight λ = Λ1 +Λ2.
Then, as a left U−-module, V (λ) is defined by the pair (S,Tλ), where
S = S(0) = {p := f 22 f1 − 2f2f1f2 + f1f 22 , q := f2f 21 − 2f1f2f1 + f 21 f2},
Tλ = T (0) =
{
f 21 , f
2
2
}
.
As computed in the last subsection, S(1) = S(0). The possible composition pairs from (S(1), T (0))
are
Comp4
(
p,f 21 ;f 22 f 21
)= (pf1, f 22 f 21 ),
Comp4
(
q,f 21 ;f2f 31
)= (qf1, f2f 31 ),
Comp4
(
q,f 21 ;f2f 21
)= (q,f2f 21 ).
Note that each component of composition pairs is homogeneous of degree 3 or 4.
1000 S.-J. Kang et al. / Journal of Algebra 313 (2007) 988–1004First, observe that P0(3) = {f2f 21 − 2f1f2f1 + f 21 f2, f2f 21 }. Since none of the monomials
in M(P0(3)) \ P0(3) are reducible mod (S(1), T (0)), we have F0(3) = P0(3) and M(F0(3)) =
{f2f 21 , f1f2f1, f 21 f2}. Thus
AF0(3) =
(
1 −2 1
1 0 0
)
and A˜F0(3) =
(
1 0 0
0 1 − 12
)
.
Since the polynomial f1f2f1 − 12f 21 f2 has a new leading monomial,
F˜0(3)+ =
{
t1 := f1f2f1 − 12f
2
1 f2
}
.
Next, note that P0(4) = {f 22 f 21 − 2f2f1f2f1 + f1f 22 f1, f 22 f 21 , f2f 31 − 2f1f2f 21 + f 21 f2f1,
f2f
3
1 }. An explicit computation shows that
AF0(4) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 −2 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 −2 0 1 0
0 0 0 1 0 0 0 0 0 0
0 1 − 12 0 0 0 0 0 0 0
0 0 0 0 1 −2 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 − 12
0 0 1 0 0 −2 0 1 0 0
0 0 0 0 0 0 0 1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, A˜F0(4) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 −1 0 0 0 0
0 0 1 0 0 −2 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 −2 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Since the polynomial f 31 f2 has a new leading monomial, F˜0(4)
+ = {t2 := f 31 f2}. Thus
T (1) =
{
f 21 , f
2
2 , t1 := f1f2f1 −
1
2
f 21 f2, t2 := f 31 f2
}
.
From S(2) = S and T (1), we compute the set P1. The possible composition pairs are
Comp4
(
p, t1;f 22 f1f2f1
)= (pf2f1, f 22 t1), Comp4(q, t1;f2f 21 f2f1)= (qf2f1, f2f1t1),
Comp4
(
q, t2;f2f 31 f2
)= (qf1f2, f2t2), Comp4(p, t2;f 22 f 31 f2)= (pf 21 f2, f 22 t2),
Comp4
(
q, t2;f2f 41 f2
)= (qf 21 f2, f2f1t2),
which consist of monomials of homogeneous degree 5 or 6. We compute F1(5) and F˜1(5) to
obtain
F˜1(5)+ =
{
f2f1f2f1f2, f
2
1 f2f1f2
}
.
For the degree 6, we have F˜1(6)+ = ∅. Thus
T (2) =
{
f 21 , f
2
2 , t1 := f1f2f1 −
1
2
f 21 f2, t2 := f 31 f2, t3 := f2f1f2f1f2, t4 := f 21 f2f1f2
}
.
From S(3) = S and T (2), a computation shows F˜2+ = ∅, that is, the algorithm terminates.
Finally, we obtain
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T = T (2) = Tλ ∪ F˜0+ ∪ F˜1+ =
{
f 21 , f
2
2 , f1(f2f1)−
1
2
f 21 f2, f
3
1 f2, (f2f1)
2f2, f
2
1 (f2f1)f2
}
.
Note that the S-standard monomials are of the form f a1 (f2f1)bf c2 (a, b, c  0) and that the
set of (S,T )-standard monomials is given by
{
1, f1, f2, (f2f1), f1f2, f 21 f2, (f2f1)f2, f1(f2f1)f2
}
,
whose cardinality is 8, equal to the dimension of V (Λ1 + Λ2). This result coincides with that
of [9], and our linear algebraic algorithm works well in this case.
3.3. Lie algebra G2
Let us consider the exceptional Lie algebra G2. Recall that the simple Lie algebra G2 is a
Kac–Moody algebra associated with the Cartan matrix
( 2 −1
−3 2
)
. Hence the algebra U− is the
associative algebra defined by the set S = {[[f2f1]f1], [f2[f2[f2[f2f1]]]]} of the Serre relations
in AX , where X = {f1, f2} and [xy] = xy − yx. We define f1 ≺ f2.
Let S(0) = S = {q := f2f 21 − 2f1f2f1 + f 21 f2, p := f 42 f1 − 4f 32 f1f2 + 6f 22 f1f 22 −
4f2f1f 32 +f1f 42 }. The possible composition pair from S(0) is Comp1(p, q;f 42 f 21 ) = (pf1, f 32 q),
which yields P0(6) = {f 42 f 21 − 4f 32 f1f2f1 + 6f 22 f1f 22 f1 − 4f2f1f 32 f1 + f1f 42 f1, f 42 f 21 −
2f 32 f1f2f1 + f 32 f 21 f2}. Note that each polynomial is homogeneous of degree 6.
An explicit computation shows
AF0(6) =
⎛
⎜⎝
1 −4 0 6 0 0 −4 0 0 1 0 0 0 0
1 −2 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −4 6 −4 1
0 0 1 0 −2 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 −2 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 −2 1
⎞
⎟⎠ ,
A˜F0(6) =
⎛
⎜⎝
1 0 0 −6 4 0 4 −4 0 0 −4 6 0 −1
0 1 0 −3 1 0 2 −1 0 0 −2 3 −1 0
0 0 1 0 −2 0 0 2 0 0 0 0 −2 1
0 0 0 0 0 1 0 −2 0 0 0 0 2 −1
0 0 0 0 0 0 0 0 1 0 0 0 −2 1
0 0 0 0 0 0 0 0 0 1 −4 6 −4 1
⎞
⎟⎠ .
By applying the algorithm in a straightforward manner, we can compute S(1), S(2) and S(3), from
which we obtain F˜3
+ = ∅ and S(4) = S(3). That is, the algorithm terminates. Finally,
S = S(3) = S ∪ F˜0+ ∪ F˜1+ ∪ F˜2+
= {(f2f1)f1 − 2f1(f2f1)+ f 21 f2,
f2
(
f 32 f1
)− 4(f 32 f1)f2 + 6(f 22 f1)f 22 − 4(f2f1)f 32 + f1f 42 ,(
f 32 f1
)
(f2f1)− 3
(
f 22 f1
)2 + (f 22 f1f2f1)f2 + 2(f2f1)(f 32 f1)− (f2f1)2f 22
− 2f1
(
f 32 f1
)
f2 + 3f1
(
f 22 f1
)
f 22 − f1(f2f1)f 32 ,(
f 32 f1
)(
f 22 f1
)− 4(f 22 f1)(f 32 f1)+ 3(f 22 f1)2f2 − 2(f 22 f1f2f1)f 22
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(
f 32 f1
)
f2 − 21(f2f1)
(
f 22 f1
)
f 22 + 16(f2f1)2f 32 − 8f1
(
f 32 f1
)
f 22
+ 17f1(f 22 f1)f 32 − 22f1(f2f1)f 42 + 8f 21 f 52 ,(
f 22 f1f2f1
)
(f2f1)− 4(f2f1)
(
f 22 f1f2f1
)+ 5(f2f1)2(f 22 f1)− 2(f2f1)3f2 + 3f1(f 22 f1)2
− 2f1
(
f 22 f1f2f1
)
f2 − 7f1(f2f1)
(
f 32 f1
)+ 6f1(f2f1)(f 22 f1)f2 + 9f 21 (f 32 f1)f2
− 17f 21
(
f 22 f1
)
f 22 + 10f 21 (f2f1)f 32 − 2f 31 f 42 ,
(
f 22 f1
)(
f 22 f1f2f1
)− 4(f 22 f1f2f1)(f 22 f1)
+ 3(f2f1)
(
f 22 f1
)2 + 8(f2f1)(f 22 f1f2f1)f2 + 2(f2f1)2(f 32 f1)− 16(f2f1)2(f 22 f1)f2
+ 6(f2f1)3f 22 − 5f1
(
f 22 f1
)(
f 32 f1
)+ 24f1(f2f1)(f 32 f1)f2 − 26f1(f2f1)(f 22 f1)f 22
+ 12f1(f2f1)2f 32 − 25f 21
(
f 32 f1
)
f 22 + 46f 21
(
f 22 f1
)
f 32 − 36f 21 (f2f1)f 42 + 10f 31 f 52 .
Note that the S-standard monomials are of the form f a1 (f2f1)b(f 22 f1f2f1)c(f 22 f1)d ×
(f 32 f1)
ef
f
2 where a, b, c, d, e, f  0. This result matches with that of [5].
3.4. Irreducible G2-module V (Λ2)
Let V (λ) be the irreducible highest weight module over G2 with highest weight λ = Λ2. Then,
as a left U−-module, V (λ) is defined by the pair (S,Tλ), where
S = S(0)
= {q := f2f 21 − 2f1f2f1 + f 21 f2, p := f 42 f1 − 4f 32 f1f2 + 6f 22 f1f 22 − 4f2f1f 32 + f1f 42 },
T = T (0) = Tλ =
{
f1, f
2
2
}
.
As computed in the last subsection, we have
S(1) = {q := f2f 21 − 2f1(f2f1)+ f 21 f2,
p := f 42 f1 − 4
(
f 32 f1
)
f2 + 6
(
f 22 f1
)
f 22 − 4(f2f1)f 32 + f1f 42 ,
s1 :=
(
f 32 f1
)
(f2f1)− 3
(
f 22 f1
)2 + (f 22 f1f2f1)f2 + 2(f2f1)(f 32 f1)− (f2f1)2f 22
− 2f1
(
f 32 f1
)
f2 + 3f1
(
f 22 f1
)
f 22 − f1(f2f1)f 32
}
.
The possible composition pairs from (S(1), T (0)) are
Comp4
(
q,f1;f2f 21
)= (q,f2f 21 ), Comp4(p,f1;f 42 f1)= (p,f 42 f1),
Comp4
(
s1, f1;f 32 f1f2f1
)= (s1, f 32 f1f2f1).
Note that each composition data is homogeneous of degree 3, 5 or 6.
We continue this calculation to obtain S(4) = S(3) and F˜3+ = ∅. That is, the algorithm termi-
nates,
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f2
(
f 32 f1
)− 4(f 32 f1)f2 + 6(f 22 f1)f 22 − 4(f2f1)f 32 + f1f 42 ,(
f 32 f1
)
(f2f1)− 3
(
f 22 f1
)2 + (f 22 f1f2f1)f2 + 2(f2f1)(f 32 f1)− (f2f1)2f 22
− 2f1
(
f 32 f1
)
f2 + 3f1
(
f 22 f1
)
f 22 − f1(f2f1)f 32 ,(
f 32 f1
)(
f 22 f1
)− 4(f 22 f1)(f 32 f1)+ 3(f 22 f1)2f2 − 2(f 22 f1f2f1)f 22
+ 12(f2f1)
(
f 32 f1
)
f2 − 21(f2f1)
(
f 22 f1
)
f 22 + 16(f2f1)2f 32 − 8f1
(
f 32 f1
)
f 22
+ 17f1
(
f 22 f1
)
f 32 − 22f1(f2f1)f 42 + 8f 21 f 52 ,
(
f 22 f1f2f1
)
(f2f1)− 4(f2f1)
(
f 22 f1f2f1
)
+ 5(f2f1)2
(
f 22 f1
)− 2(f2f1)3f2 + 3f1(f 22 f1)2 − 2f1(f 22 f1f2f1)f2 − 7f1(f2f1)(f 32 f1)
+ 6f1(f2f1)
(
f 22 f1
)
f2 + 9f 21
(
f 32 f1
)
f2 − 17f 21
(
f 22 f1
)
f 22 + 10f 21 (f2f1)f 32 − 2f 31 f 42 ,(
f 22 f1
)(
f 22 f1f2f1
)− 4(f 22 f1f2f1)(f 22 f1)+ 3(f2f1)(f 22 f1)2 + 8(f2f1)(f 22 f1f2f1)f2
+ 2(f2f1)2
(
f 32 f1
)− 16(f2f1)2(f 22 f1)f2 + 6(f2f1)3f 22 − 5f1(f 22 f1)(f 32 f1)
+ 24f1(f2f1)
(
f 32 f1
)
f2 − 26f1(f2f1)
(
f 22 f1
)
f 22 + 12f1(f2f1)2f 32 − 25f 21
(
f 32 f1
)
f 22
+ 46f 21
(
f 22 f1
)
f 32 − 36f 21 (f2f1)f 42 + 10f 31 f 52 ,
T = T (3) = Tλ ∪ F˜0+ ∪ F˜1+ ∪ F˜2+
= {f1, f 22 , f 21 f2, (f 32 f1)f2, (f 22 f1f2f1)f2, f1(f2f1)f2, (f 22 f1)2f2, f1(f2f1)(f 22 f1)f2,
f 21
(
f 22 f1
)
f2
}
.
Note that the S-standard monomials are of the form f a1 (f2f1)b(f 22 f1f2f1)c(f 22 f1)d ×
(f 32 f1)
ef
f
2 , a, b, c, d, e, f  0, and that the set of (S,T )-standard monomials is given by{
1, f2, f1f2, (f2f1)f2,
(
f 22 f1
)
f2, f1
(
f 22 f1
)
f2, (f2f1)
(
f 22 f1
)
f2
}
,
whose cardinality is 7, equal to the dimension of V (Λ2). Hence we conclude that (S,T ) is a
Gröbner–Shirshov pair for the U−-module V (Λ2).
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