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Introduzione
Questa tesi si situa nell’ambito della teoria dei giochi combinatori come si
intende in [2,5,7,13,20]. La teoria dei giochi combinatori e` quella disciplina
che si pone come scopo principale la risoluzione dei giochi a due giocatori,
deterministici e a informazione completa.
Lo spunto e` stato quello di analizzare un particolare gioco combinatorio,
che in questa tesi chiameremo Astron, propostomi dal Prof. Alessandro Be-
rarducci, al fine di trovare esplicitamente una strategia vincente per uno dei
due giocatori. Si tratta di un gioco di natura topologica (vedi [4]) non pre-
cedentemente studiato, affine come presentazione, ma non come struttura,
al piu` famoso Sprouts (vedi [7, 14]).
Il primo passo di questa tesi e` stato quello di ridurre Astron ad un
gioco combinatorio. Esiste una ampia letteratura nella quale sono state
sviluppate tecniche specifiche per l’individuazione di strategie vincenti per
ampie classi di giochi combinatori. In particolare nell’ambito dei cosiddetti
giochi simmetrici risulta possibile, almeno in linea di principio, associare
ad ogni configurazione un opportuno numero ordinale, chiamato nimero,
che determina se la data configurazione e` vincente o perdente per un dato
giocatore (vedi [11,21,22]).
Talvolta nell’analisi dei giochi ci si limita a fornire soluzioni ultra-deboli
(nel senso di [1, 23]), cioe` risultati non costruttivi riguardanti l’esistenza
di una strategia vincente. E` esemplare il caso del gioco Hex, di cui sono
stati forniti numerosi risultati riguardo l’esistenza delle relative strategie
vincenti (vedi [9, 10]); ad oggi, nonostante si sappia che il primo giocatore
ha una strategia vincente, tale strategia e` ignota ed il gioco e` ancora giocato.
Diversamente in questa tesi non ci siamo limitati a stabilire l’esistenza di
strategie vincenti ma abbiamo anche cercato, tramite l’uso dei nimeri, di
fornire un algoritmo per trovare tutte le mosse perfette disponibili a partire
da una configurazione qualunque.
Computazionalmente pero` questo algoritmo basato sul calcolo dei nimeri,
nonostante sia comunque piu` efficiente dell’analisi esaustiva del gioco (vedi
[15]), puo` risultare comunque inefficace a seconda della complessita` del gioco
analizzato. Un risultato di periodicita` di Guy e Smith rende efficace il calcolo
dei nimeri per una particolare sottoclasse dei giochi simmetrici: i giochi ottali
(vedi [13]). Il rappresentante paradigmatico di questa classe e` il ben noto
gioco del Nim (vedi [5]), da cui il nome nimeri (vedi [7]).
Sfortunatamente pero` il gioco da noi analizzato, pur essendo riconduci-
bile ad un gioco combinatorio simmetrico, non rientra in questa sottoclasse.
Abbiamo dovuto pertanto sviluppare delle tecniche nuove per analizzarlo,
giungendo in tal modo ad una estensione del teorema di periodicita` di Guy
e Smith. Questo ci ha permesso di fornire una soluzione forte, con costo
computazionale costante, in particolari configurazioni. In realta` la nostra
tecnica si puo` applicare a qualsiasi configurazione, ma la complessita` del
gioco pone seri problemi di calcolo. Abbiamo inoltre formulato alcune con-
getture per estendere i risultati fin’ora ottenuti a casi piu` generali che ci
riserviamo di studiare in futuro.
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Capitolo 1
Da zero al teorema di
periodicita`
In questo capitolo verranno esposti i principali risultati della teoria com-
binatoria dei giochi relativi ai giochi simmetrici, con particolare attenzione
ai giochi ottali. La teoria presentata e` stata riorganizzata e rielaborata se-
guendo l’idea di modellare un gioco simmetrico con un insieme ben fondato
(nel senso di Zermelo-Fraenkel) come accennato in [20]; l’approccio scelto e`
una semplificazione di quello adottato in [7] dove i giochi vengono modellati
con una costruzione insiemistica piu` generale, ma ridondante nel caso dei
soli giochi simmetrici; inoltre in letteratura vi sono altri modi di descrive-
re questa teoria, come ad esempio modellare un gioco combinatorio con un
grafo [6].
La scelta di modellare i giochi simmetrici con gli insiemi ben fondati e`
stata fatta per poter sfruttare vari risultati della teoria degli insiemi, i quali
fanno da supporto alle definizioni e alle dimostrazioni di questa tesi e, al
contempo, mantenere una descrizione sintetica, efficace e generale (fornita
appunto dagli insiemi) che permetta di trattare semplicemente i tipi di giochi
cui siamo interessati.
1.1 I giochi simmetrici
1.1.1 Cosa e` un gioco combinatorio
Un gioco combinatorio e` un gioco:
• a due giocatori;
• sequenziale, cioe` un gioco in cui i giocatori muovono in sequenza uno
alla volta, alternandosi;
• a informazione completa, cioe` un gioco in cui non esistono elementi
rilevanti ai fini del gioco che sono sconosciuti ai giocatori;
2 Capitolo 1. Da zero al teorema di periodicita`
• senza elementi aleatori, cioe`, data una mossa di un giocatore, la posi-
zione successiva e` individuata in maniera univoca;
• ben fondato, cioe` un gioco in cui ogni partita termina in un numero
finito di mosse.
Esempi di giochi combinatori sono gli Scacchi, il Go e il Tris.
Un gioco combinatorio si dice simmetrico se, in ogni sua posizione, i due
giocatori hanno le stesse mosse a disposizione. I giochi menzionati come
esempio non sono simmetrici, infatti negli scacchi il giocatore che gioca con
i bianchi non puo` muovere i pezzi neri, e viceversa: negli scacchi le mosse
a disposizione dei due giocatori non solo sono diverse, ma sono addirittura
disgiunte.
Nei giochi combinatori simmetrici una partita finisce quando non ci sono
piu` mosse disponibili. Se il giocatore senza mosse disponibili viene dichiarato
perdente, si dice che si e` adottata la regola del normal play ; invece nel caso
in cui si dichiara vincitore, si dice che si e` adottata la regola del mise`re play.
Ad esempio, il gioco che consiste nel nominare a turno un numero na-
turale strettamente piu` piccolo del numero detto dall’avversario e` un gioco
combinatorio simmetrico; e` giocabile sia in normal play che in mise`re play
ed e` noioso in entrambe le versioni.
La struttura di un gioco e` rappresentata dalle mosse effettuabili, cioe` dai
collegamenti che indicano da quali posizioni si puo` muovere in quali altre
posizioni; una posizione P quindi si puo` identificare con l’insieme delle sue
opzioni, cioe` l’insieme delle posizioni raggiungibili con una mossa a partire
da P . Ma ognuna di queste posizioni puo` essere a sua volta identificata
con l’insieme delle sue opzioni, e cos`ı via. . . Questa osservazione fornisce un
efficace approccio per modellare i giochi combinatori simmetrici: l’uso degli
insiemi, in cui A ∈ B significa che A e` un’opzione di B (cioe` che si puo`
muovere da B in A).
Premesso cio`, cerchiamo la struttura che raccolga al suo interno gli in-
siemi in cui ogni partita termina in un numero finito di mosse, che nel
linguaggio degli insiemi si traduce nella condizione che non esistono succes-
sioni ∈-discendenti infinite. Tale struttura e` ben nota e prende il nome di
Gerarchia di Von Neumann.
Definizione 1.1.1. V e` la Gerarchia di Von Neumann, definita come segue:
V =
⋃
α∈On
Vα , Vα =

∅ se α = 0℘ (Vβ) se α = β + 1⋃
β<α
Vβ se α e` un ordinale limite
Adesso possiamo presentare quella che adotteremo come la definizione
formale di gioco combinatorio simmetrico:
1.1. I giochi simmetrici 3
Definizione 1.1.2. Un gioco combinatorio simmetrico G e` un elemento di
V.
Due giocatori giocano a un gioco scegliendo alternativamente un elemen-
to dell’insieme che ha scelto l’altro giocatore, fino a che non e` piu` possibile
farlo. Partendo da un insieme esplicito, un esempio e` la partita seguente:
passo 0 si concorda il gioco {∅, {∅}};
passo 1 giocatore 1 muove in {∅} ∈ {∅, {∅}};
passo 2 giocatore 2 muove obbligatoriamente in ∅ ∈ {∅};
passo 3 giocatore 1 non puo` muovere e ha perso.
Osservazione 1.1.3. Il fatto che gli elementi della gerarchia di Von Neu-
mann siano ben fondati garantisce che ogni partita termini dopo un numero
finito di mosse.
Da questo punto in poi considereremo esclusivamente giochi combinatori
simmetrici G ∈ V con la convenzione del normal play e li chiameremo “giochi
simmetrici” o piu` semplicemente “giochi”. Ogni gioco contiene dentro di se´
sia le informazioni riguardanti la posizione iniziale, sia le regole per giocare
al gioco stesso; tutto quello che sara` necessario sapere per individuare un
gioco e` l’insieme che lo rappresenta.
Il problema, nonche´ lo scopo della teoria combinatoria dei giochi, e` prin-
cipalmente quello di capire se esistono strategie vincenti per il primo o per
il secondo giocatore e, in caso affermativo, come trovarle. Intuitivamente,
una posizione ha una strategia vincente per il primo giocatore se ha tra le
sue opzioni una posizione con una strategia vincente per il secondo giocatore
(strategia che, dopo la mossa del secondo giocatore, puo` essere seguita fino
alla vittoria). D’altro canto, una posizione ha una strategia vincente per il
secondo giocatore se e solo se ogni sua opzione ha una strategia vincente per
il primo giocatore (se cos`ı non fosse, il secondo giocatore avrebbe una mossa
dalla quale non ci sono strategie vincenti per il primo giocatore).
Chiamando N (che sta per “Next player win”) la classe delle posizioni
con una strategia vincente per il primo giocatore eP (che sta per “Previous
player win”) la classe delle posizioni con una strategia vincente per il secondo
giocatore, abbiamo quindi la seguente osservazione:
Osservazione 1.1.4.
• G ∈P⇔ ∀g ∈ G g ∈ N
• G ∈ N ⇔ ∃g ∈ G g ∈P
Presentiamo innanzitutto un risultato che ci garantisce che il problema
di trovare una strategia vincente (per l’uno o l’altro giocatore) e` sempre ben
posto.
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Teorema 1.1.5. Le due classi P e N formano una partizione di V.
Dimostrazione. Per induzione ben fondata su (V,∈) dimostriamo che G ∈
N ⇔ G /∈P. Preso un giocoG, per ipotesi induttiva ∀g ∈ G (g ∈ N)⇔ (g /∈P).
Dalla tautologia
(∃g ∈ G g ∈P)⇔ ¬(∀g ∈ G g /∈P)
segue che
(∃g ∈ G g ∈P)⇔ ¬(∀g ∈ G g ∈ N).
Dall’Osservazione 1.1.4 segue quindi che G ∈ N ⇔ G /∈P, da cui la tesi.
Corollario 1.1.6. In ogni gioco esiste esattamente un giocatore con una
strategia vincente.
Stabilire se un dato gioco appartiene a P oppure a N puo` essere mol-
to difficle. Presentiamo adesso una classe di giochi, la quale sara` utile in
seguito, per i quali e` facile stabilire se appartengono aP oppure a N .
Esempio 1.1.7 (Generatori del Nim). Il gioco del Nim Nα, con α ∈ On,
definito da Nα = α e` un gioco in cui il primo giocatore ha una strategia
vincente se e solo se α 6= ∅.
1.1.2 Somma di giochi
Introdurremo adesso una nuova operazione su V, la somma, e ne analizze-
remo le sue proprieta`.
Definizione 1.1.8 (Somma di giochi). Dati due giochi G e H, la loro somma
e` l’insieme
G⊕H = {g ⊕H, G⊕ h | g ∈ G, h ∈ H}
Osserviamo innanzitutto che la definizione e` ben posta per il teorema di
ricorsione (Teorema 1.3.4). Adesso vediamo di capire quale sia l’idea sotto
tale definizione.
Intuitivamente, la somma di giochi A ⊕ B corrisponde al gioco in cui,
a turno, un giocatore sceglie uno dei due giochi e fa una mossa nel gio-
co scelto, lasciando invariati gli altri. La somma di giochi rappresenta in
maniera efficace l’idea di “pezzi di gioco indipendenti fra loro”, in cui le
mosse fatte in una parte del gioco (che puo` essere, per esempio, la prima
traversa della scacchiera) non influenzano quello che succede in altre parti
del gioco (ad esempio, l’ottava traversa della scacchiera); il motivo per cui
e` utile considerare la somma tra giochi e` perche´ quando una posizione di
gioco e` decomponibile come somma di giochi piu` semplici (appunto, le sue
parti “indipendenti”), la sua analisi si puo` ricondurre all’analisi delle sue
componenti (come specificato nel Teorema 1.1.23).
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Una proprieta` fondamentale della somma di giochi e` il fatto di poter fare
induzione sulla classe delle somme fra giochi (vedi Teorema 1.3.3). Vediamo
adesso di applicare questa induzione per dimostrare alcune proprieta` di base
della somma tra giochi:
Proposizione 1.1.9. Se G,H,K sono giochi, allora:
1. G⊕H e` un gioco.
2. G⊕∅ = G
3.
(
G⊕H)⊕K = G⊕ (H ⊕K)
4. G⊕H = H ⊕G
Dimostrazione.
1. Per induzione ben fondata su (V2,≺) (vedi la Proposizione 1.3.2). Per
ipotesi induttiva ∀g ∈ G g ⊕ H ∈ V e ∀h ∈ H G ⊕ h ∈ V; quindi,
grazie all’assioma di rimpiazzamento e al fatto che G e H sono insiemi,
esistono:
sup
g∈G
R(g ⊕H) = α sup
h∈H
R(G⊕ h) = β
dove R e` il rango di un insieme in (V,∈) (vedi Definizione 1.3.6). Posto
γ = max{α, β}, abbiamo che G⊕H ⊆ Vγ , da cui G⊕H ∈ Vγ+1.
2. Per definizione abbiamo che: G⊕∅ = {g⊕∅ | g ∈ G}, ma per ipotesi
induttiva g ⊕∅ = g, da cui la tesi.
3. Per definizione abbiamo che:
(G⊕H)⊕K = {G⊕h, g⊕H}⊕K = {(G⊕h)⊕K, (g⊕H)⊕K, (G⊕H)⊕k}
G⊕(H⊕K) = G⊕{h⊕K,H⊕k} = {g⊕(H⊕K), G⊕(h⊕K), G⊕(H⊕k)}.
Ma per ipotesi induttiva
{(G⊕ h)⊕K, (g ⊕H)⊕K, (G⊕H)⊕ k} =
{G⊕ (h⊕K), g ⊕ (H ⊕K), G⊕ (H ⊕ k)},
da cui la tesi.
4. Per definizione abbiamo che:
G⊕H = {G⊕ h, g ⊕H}, H ⊕G = {h⊕G, H ⊕ g}.
Ma per ipotesi induttiva
{G⊕ h, g ⊕H} = {h⊕G, H ⊕ g}
da cui la tesi.
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Esempio 1.1.10 (Nim). La piu` piccola classe di giochi contenente On e
chiusa per somma e` la classe dei giochi chiamata Nim e corrisponde alle
somme finite di giochi definiti nell’Esempio 1.1.7. Intuitivamente, nel caso
di somme Nn1⊕ . . .⊕Nnk (con k, n1, . . . , nk ∈ N), fare una partita al Nim si
puo` interpretare nel seguente modo: si predispongono tante scatole piene di
palline, e a turno ogni giocatore sceglie una scatola ed ne estrae un numero
positivo di palline (chi non puo` piu` estrarre ha perso). Le palline estratte
da una scatola non influenzano in alcun modo le palline nelle altre scatole:
ecco come questo gioco sia esprimibile tramite somma di giochi piu` semplici
(i giochi presentati nell’Esempio 1.1.7).
Il Nim, come vedremo in seguito, gioca un ruolo centrale nella teoria dei
giochi simmetrici.
1.1.3 Il campo dei nimeri
Definizione 1.1.11 (Mex). Dato un insieme S, si definisce
mex(S) = min{α ∈ On | α /∈ S}.
Definizione 1.1.12. Definiamo On2 come la struttura che ha come sup-
porto On e sulla quale mettiamo una somma e un prodotto come segue:
Somma α+2 β = mex{αˆ+2 β, α+2 βˆ | αˆ ∈ α, βˆ ∈ β}
Prodotto αβ = mex{αˆβ +2 αβˆ +2 αˆβˆ | αˆ ∈ α, βˆ ∈ β}
In letteratura la struttura On2 deve il suo nome al fatto che e` un campo
di caratteristica 2 che ha come supporto la classe On; viene anche chiama-
to campo dei nimeri (viene da “nimbers”, una parola composta a partire
da “numbers” e “Nim”) e di conseguenza i suoi elementi vengono chia-
mati, appunto, nimeri. Le operazioni appena definite vengono chiamate
rispettivamente somma Nim e prodotto Nim.
Nelle dimostrazioni a seguire, quando scriveremo αˆ intenderemo un ele-
mento che varia liberamente in α, per cui una scrittura del tipo {αˆ+2 αˆ+2 β}
sarebbe un’abbreviazione di {αˆ+2 αˆ+2 β | αˆ ∈ α}. In particolare, ripetizioni
dello stesso simbolo xˆ nella stessa espressione sono da considerare uguali, non
che ogni xˆ varia indipendentemente in x. Chiariamo con un esempio: presi
α = 3, β = 5 otteniamo, sostituendo nell’espressione precedente, l’insieme
{0 +2 0 +2 5, 1 +2 1 +2 5, 2 +2 2 +2 5}.
Analogamente, quando scriveremo α¯ intenderemo un elemento che varia
liberamente in On e che e` diverso da α.
Andiamo quindi a dimostrare alcune proprieta` dell’algebra Nim.
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Proposizione 1.1.13. Se α, β, γ sono nimeri, allora:
1. α = mex(α)
2. α+2 β e` un nimero.
3. α+2 0 = α
4. α+2 β = β +2 α
5. α+2 β = α+2 γ ⇔ β = γ
6. α+2 β = mex{α¯+2 β, α+2 β¯}
7. α+2 (β +2 γ) = (α+2 β) +2 γ
8. α+2 α = 0
Dimostrazione.
1. Ovvio.
2. Analogo al caso della somma tra giochi.
3. Ovvio.
4. Analogo al caso della somma tra giochi.
5. Senza perdita di generalita` assumiamo β > γ, da cui segue che α+2 β ∈
{α+2 γˆ, αˆ+2γ | αˆ ∈ α, γˆ ∈ γ}, che a sua volta implica che α+2β 6= α+2γ.
6. {α¯+2 β, α+2 β¯} ⊇ {αˆ+2 β, α+2 βˆ} ⇒ mex{α¯+2 β, α+2 β¯} ≥ α+2 β; ma
per il punto 5 abbiamo che α+2 β /∈ {α¯+2 β, α+2 β¯}, da cui la tesi.
7. Innanzitutto notiamo che
α+2 (β +2 γ) = mex{αˆ+2 (β +2 γ), α+2 ̂(β +2 γ)} ≤
mex{αˆ+2 (β +2 γ), α+2 (βˆ +2 γ), α+2 (β +2 γˆ)} ≤
mex{α¯+2 (β +2 γ), α+2 (β +2 γ)} = α+2 (β +2 γ)
dove l’ultima uguaglianza vale per il punto 6 e le maggiorazioni seguono
dai rispettivi contenimenti. Quindi abbiamo dimostrato che
α+2 (β +2 γ) = mex{αˆ+2 (β +2 γ), α+2 (βˆ +2 γ)}.
Dall’ipotesi induttiva otteniamo che
{αˆ+2(β+2γ), α+2(βˆ+2γ), α+2(β+2 γˆ)} = {(αˆ+2β)+2γ, (α+2 βˆ)+2γ, (α+2β+2)γˆ}.
Con lo stesso ragionamento fatto all’inzio, deduciamo che
mex{(αˆ+2 β) +2 γ, (α+2 βˆ) +2 γ, (α+2 β) +2 γˆ} = (α+2 β) +2 γ
cioe` la tesi.
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8. Dimostriamo per induzione che α+2 β = 0⇔ α = β. Osservando che
α+2 β 6= 0⇔ 0 ∈ {αˆ+2 β, α+2 βˆ} ⇔ (αˆ = β) ∨ (α = βˆ)
dove l’ultima equivalenza segue dall’ipotesi induttiva, possiamo quindi
concludere con
(αˆ = β) ∨ (α = βˆ)⇔ (α < β) ∨ (α > β)⇔ α 6= β.
Proposizione 1.1.14. Se α, β, γ sono nimeri, allora:
1. αβ e` un nimero.
2. αβ = 0⇔ α = 0 ∨ β = 0
3. α1 = α
4. αβ = βα
5. αβ = mex{α¯β +2 αβ¯ +2 α¯β¯}
6. α(β +2 γ) = αβ +2 αγ
7. α(βγ) = (αβ)γ
8. Se α 6= 0 e αβ = αγ allora β = γ
9. α 6= 0⇒ ∃β αβ = 1
Dimostrazione.
1. Analogo al caso della somma tra giochi.
2. Chiaramente α = 0 ∨ β = 0 ⇒ αβ = ∅ = 0. Viceversa, supponiamo
che α, β 6= 0, allora 0 ∈ α, 0 ∈ β, quindi prendendo αˆ = 0 e βˆ = 0
abbiamo che 0 ∈ {αˆβ +2 αβˆ +2 αˆβˆ}, da cui αβ 6= 0.
3. α1 = mex{αˆ1 +2 α0 +2 αˆ0} = mex{αˆ1}, ma per ipotesi induttiva
mex{αˆ1} = mex{αˆ} = α.
4. Per definzione abbiamo che αβ = {αˆβ +2 αβˆ +2 αˆβˆ}.
Ma per ipotesi induttiva abbiamo anche
{αˆβ +2 αβˆ +2 αˆβˆ} = {βαˆ+2 βˆα+2 βˆαˆ},
che (per la commutativita` della somma) e` uguale a
{βˆα+2 βαˆ+2 βˆαˆ} = βα
da cui la tesi.
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5. Chiaramente mex{α¯β +2 αβ¯ +2 α¯β¯} ≥ αβ. Supponiamo per assurdo
che valga la maggiorazione stretta, allora ∃α˜, β˜ (α˜ 6= α)∧ (β˜ 6= β) tali
che αβ = α˜β +2 αβ˜ +2 α˜β˜.
Dalla definizione di prodotto segue che:
(α > α˜) ∧ (β > β˜) e` un assurdo contro la definizione di αβ
(α˜ > α) ∧ (β > β˜) e` un assurdo contro la definizione di α˜β
(α > α˜) ∧ (β˜ > β) e` un assurdo contro la definizione di αβ˜
(α˜ > α) ∧ (β˜ > β) e` un assurdo contro la definizione di α˜β˜
da cui l’assurdo (α = α˜) ∨ (β = β˜).
6. Innanzitutto notiamo che
α(β +2 γ) = mex{αˆ(βγ) +2 α ̂(β +2 γ) +2 αˆ ̂(β +2 γ)}
≤ mex{αˆ(β +2 γ) +2 α(βˆ +2 γ) +2 αˆ(βˆ +2 γ), αˆ(β +2 γ) +2 α(β +2 γˆ) +2 αˆ(β +2 γˆ)}
≤ mex{α¯(β +2 γ) +2 α(β¯ +2 γ) +2 α(β¯ +2 γ), α¯(β +2 γ) +2 α(β +2 γ¯) +2 α¯(β +2 γ¯)}
≤ mex{α¯(βγ) +2 α(β +2 γ) +2 α¯(β +2 γ)} = α(β +2 γ)
dove l’ultima uguaglianza vale per il punto 5 e le maggiorazioni seguono
dai rispettivi contenimenti. Quindi abbiamo dimostrato che
α(β+2γ) = mex{αˆ(β+2γ)+2α(βˆ+2γ)+2αˆ(βˆ+2γ), αˆ(β+2γ)+2α(β+2 γˆ)+2αˆ(β+2 γˆ)}.
Dall’ipotesi induttiva e dalla Proposizione 1.1.13 punto 8 otteniamo
che
mex{αˆ(β +2 γ) +2 α(βˆ +2 γ) +2 αˆ(βˆ +2 γ), αˆ(β +2 γ) +2 α(β +2 γˆ) +2 αˆ(β +2 γˆ)} =
mex{αˆβ +2 αˆγ +2 αβˆ +2 αγ +2 αˆβˆ +2 αˆγ, αˆβ +2 αˆγ +2 αβ +2 αγˆ +2 αˆβ +2 αˆγˆ} =
mex{αˆβ +2 αβˆ +2 αγ +2 αˆβˆ, αˆγ +2 αβ +2 αγˆ +2 αˆγˆ}.
Raccogliendo ed usando la Proposizione 1.1.13 punto 6 concludiamo:
mex{αˆβ +2 αβˆ +2 αγ +2 αˆβˆ, αˆγ +2 αβ +2 αγˆ +2 αˆγˆ} =
mex{αβ +2 αγ, αβ +2 αγ} = αβ +2 αγ.
7. Innanzitutto notiamo che
(αβ)γ = mex{(̂αβ)γ +2 (αβ)γˆ +2 (̂αβ)γˆ}
≤ mex{(αˆβ +2 αβˆ +2 αˆβˆ)γ +2 (αβ)γˆ +2 (αˆβ +2 αβˆ +2 αˆβˆ)γˆ}
≤ mex{(αβ)γ +2 (αβ)γ¯ +2 (αβ)γ¯} = (αβ)γ
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dove l’ultima uguaglianza vale per il punto 5 e le maggiorazioni seguono
dai rispettivi contenimenti.
Dall’ipotesi induttiva, dal punto 6 e dalla commutativita` della somma
otteniamo che
(αβ)γ = mex{(αˆβ +2 αβˆ +2 αˆβˆ)γ +2 (αβ)γˆ +2 (αˆβ +2 αβˆ +2 αˆβˆ)γˆ}
= mex{(αˆβ)γ +2 (αβˆ)γ +2 (αˆβˆ)γ +2 (αβ)γˆ +2 (αˆβ)γˆ +2 (αβˆ)γˆ +2 (αˆβˆ)γˆ}
= mex{αˆ(βγ) +2 α(βˆγ) +2 αˆ(βˆγ) +2 α(βγˆ) +2 αˆ(βγˆ) +2 α(βˆγˆ) +2 αˆ(βˆγˆ)}
= mex{α(βˆγ) +2 α(βγˆ) +2 α(βˆγˆ) +2 αˆ(βγ) +2 αˆ(βˆγ) +2 αˆ(βγˆ) +2 αˆ(βˆγˆ)}
= mex{α(βˆγ +2 βγˆ +2 βˆγˆ) +2 αˆ(βγ) +2 αˆ(βˆγ +2 βγˆ +2 βˆγˆ)}
Con lo stesso ragionamento fatto all’inizio (sfruttando la commutati-
vita` del prodotto) concludiamo con
mex{α(βˆγ +2 βγˆ +2 βˆγˆ) +2 αˆ(βγ) +2 αˆ(βˆγ +2 βγˆ +2 βˆγˆ)}
= mex{α(̂βγ) +2 αˆ(βγ) +2 αˆ(̂βγ)} = α(βγ)
8. Utilizzando la proprieta` distributiva, vediamo che
αβ = αγ ⇒ αβ +2 αγ = 0⇒ α(β +2 γ) = 0
Ma per ipotesi abbiamo che α 6= 0, quindi β +2 γ = 0, cioe` la tesi.
9. Assegnato α 6= 0, cerchiamo un β che soddisfi
β = mex
{
0,
1 +2 (α+2 αˆ)βˆ
αˆ
}
Assumendo (induttivamente) che siano gia` stati trovati tutti gli 1αˆ , con
αˆ < α, prendiamo β = mexB, con B definito come segue:
B0 = {0}
Bn+1 =
{
1 +2 (α+2 αˆ)bn
αˆ
| bn ∈ Bn
}
B =
⋃
n∈N
Bn
Verifichiamo adesso che un tale β e` effettivamente l’inverso di α. Per
il punto 2 abbiamo che αβ 6= 0. Per concludere dimostriamo che
1 /∈ {αˆβ +2 αβˆ +2 αˆβˆ}.
Innanzitutto, supponiamo αˆ = 0. Allora ci basta verificare che 1 /∈
{αβˆ}, cioe` 0 /∈ {1 +2 αβˆ}. Per induzione su n:
1 +2 αbn+1 = 1 +2 α
(
1 +2 (α+2 αˆ)bn
αˆ
)
=
(α+2 αˆ)(1 +2 αbn)
αˆ
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Osservando che α+2 αˆ 6= 0 e che 1 +2 αbn 6= 0 per ipotesi induttiva, si
ottiene 1 +2 αbn+1 6= 0, cioe` αbn+21 6= 1.
Supponendo quindi αˆ 6= 0, vediamo che:
{αˆβ+2αβˆ+2 αˆβˆ} =
{
1 +2 αˆ
(
β +2
1 +2 (α+2 αˆ)βˆ
αˆ
)}
= {1+2 αˆ(β+2 βˆ∗)}
dove βˆ∗ varia tra gli elementi di β.
Inoltre, osserviamo che:
1 ∈ {1 +2 αˆ(β +2 βˆ∗)} ⇔ 0 ∈ {αˆ(β +2 βˆ∗)} ⇔ (αˆ = 0) ∨ (β +2 βˆ∗ = 0)
Ma αˆ 6= 0 per ipotesi e β +2 βˆ∗ 6= 0 per la Proposizione 1.1.13 punto 8
e punto 5, da cui la tesi. Inoltre e` chiaro che l’inverso sia unico.
Riassumendo, On2 e` un campo di caratteristica due; inoltre e` anche alge-
bricamente chiuso e il suo sottocampo ωω
ω
e` isomorfo alla chiusura algebrica
di F2 (per una dimostrazione si veda [7, pag. 56]).
Lo scopo dei seguenti risultati e` di stabilire un collegamento fra la somma
di ordinali e la somma Nim, per riuscire cos`ı ad ottenere una algoritmo di
calcolo piu` efficiente rispetto a quello che avremmo se utilizzassimo soltanto
la definizione. Da adesso in poi, per evitare ambiguita`, useremo il simbolo
+2 per la somma Nim e + per la somma fra ordinali, mentre il prodotto
(denotato da ·) e l’esponenziazione sono le usuali operazioni fra ordinali.
Per iniziare, andiamo ad analizzare la struttura additiva dei nimeri. Un
ordinale e` un insieme di ordinali piu` piccoli, i quali possono essere sommati
tramite la somma Nim: concentreremo la nostra attenzione sugli ordinali
per i quali la relativa restrizione della somma Nim risulta in una struttura
di gruppo.
Lemma 1.1.15. Se δ ∈ On2 e` un gruppo additivo per la somma Nim,
α, β ∈ On2 e β < δ, allora δ · α+ β = δ · α+2 β.
Dimostrazione. Per induzione sulla quantita` δ · α + β. Per definizione ab-
biamo
δ · α+2 β = mex{δ̂ · α+2 β, δ · α+2 βˆ}.
Consideriamo quindi i termini della forma δ · α +2 βˆ; dal momento che
tali termini verificano δ > β > βˆ, possiamo applicare l’ipotesi induttiva per
ottenere:
{δ · α+2 βˆ} = {δ · α+ βˆ} = {γ | δ · α+ β > γ ≥ δα}
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Consideriamo adesso i termini della forma δ̂ · α +2 β; innanzitutto tut-
ti e soli i termini della forma δ̂ · α sono esprimibili nella forma δ · αˆ + δˆ.
Utilizzando l’ipotesi induttiva si ha che:
{(δ · αˆ+ δˆ) +2 β} = {δ · αˆ+2 δˆ +2 β} = {δ · αˆ+2 δˆ∗}
dove i δˆ∗ variano su tutto δ, dato che in un gruppo la funzione x→ x+ a e`
biettiva. Ne consegue che
{(δ · αˆ+ δˆ)+2 β} = {δ · αˆ+2 δˆ∗} = {δ · αˆ+2 δˆ} = {δ · αˆ+ δˆ} = {γ | δ ·α > γ ≥ 0}
da cui la tesi.
Teorema 1.1.16. Se δ ∈ On2, allora δ e` un gruppo ⇔ ∃γ ∈ On2 2γ = δ.
Dimostrazione.
⇐) La proprieta` associativa, l’esistenza dell’elemento neutro e dell’inverso
sono gia` state dimostrate nella Proposizione 1.1.13, quindi l’unica cosa
che rimane da dimostrare e` che la somma Nim e` chiusa.
Presi due elementi α, β ∈ 2γ , per la forma canonica di Cantor in base
2 (Corollario 1.3.8) abbiamo che
α+2 β = (2
αn + · · ·+ 2α1) +2 (2βm + · · ·+ 2β1),
con γ > αn > · · · > α1, γ > βm > · · · > β1.
Applicando il teorema di divisione e l’ipotesi induttiva osserviamo che
(2αn + · · ·+ 2α2 + 2α1) = 2α2 · (2α˜n + · · ·+ 1) + 2α1 .
Supponendo per ipotesi induttiva1 che α2 e` un gruppo, utilizziamo
nella seconda uguaglianza il Lemma 1.1.15 per ottenere che:
2αn + · · ·+ 2α2 + 2α1 = 2α2 · (2α˜n + · · ·+ 1) + 2α1 =
2α2 · (2α˜n + · · ·+ 1) +2 2α1 = (2αn + · · ·+ 2α2) +2 2α1 =
= · · · = 2αn +2 · · ·+2 2α1 (1.1)
Possiamo ripetere lo stesso procedimento anche con β. A questo punto
notiamo che la somma α+2 β si pu`o esprimere nel seguente modo:
α+2 β = (2
αn + · · ·+ 2α1) +2 (2βm + · · ·+ 2β1) =
(2αn +2 · · ·+2 2α1) +2 (2βm +2 · · ·+2 2β1) =
2γp +2 · · ·+2 2γ1 = 2γp + · · ·+ 2γ1 (1.2)
1L’induzione e` un’induzione transfinita su γ; nel nostro caso possiamo applicare l’ipotesi
induttiva nelle uguaglianze 1.1 perche´ γ > αn > · · · > α1.
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con γ > γp > · · · > γ1, da cui 2γ > 2γp + · · · + 2γ1 = α +2 β cioe`
α +2 β ∈ 2γ . Da notare che nella terza uguaglianza sono state ope-
rate cancellazioni dovute al fatto che x + x = 0, mentre nell’ultima
uguaglianza abbiamo ragionato invertendo le uguaglianze 1.1.
⇒) Se δ = 2δn + · · · + 2δ1 non e` una potenza di 2 allora n ≥ 2, ne segue
(utilizzando la 1.1) che 2δn +2 · · ·+2 2δ1 e` una somma di elementi tutti
in δ la cui somma non appartiene a δ (perche´ nessun ordinale soddisfa
δ ∈ δ).
Isolando dalla dimostrazione del Teorema 1.1.16 l’affermazione 1.1 otte-
niamo che la somma standard e la somma Nim forniscono lo stesso risultato
se calcolate sulle forme canoniche di Cantor in base 2 (Corollario 1.3.8).
Corollario 1.1.17 (Algoritmo per la somma Nim).
2γn + · · ·+ 2γ1 = 2γn +2 · · ·+2 2γ1
Questo risultato ci consente, congiuntamente con il punto 8 della Pro-
posizione 1.1.13, di poter calcolare facilmente la somma Nim di due ordinali
in funzione delle relative forme canoniche come visto con le uguaglianze 1.2
nella dimostrazione del Teorema 1.1.16.
Esempio 1.1.18. Nel caso di numeri naturali, il precedente corollario ci dice
che la somma Nim si comporta esattamente come lo XOR bitwise, ovverosia
la somma bit per bit senza riporto. Facciamo un esempio di calcolo:
13+2 7 = (8+4+1)+2 (4+2+1) = 8+2 4+2 1+2 4+2 2+2 1 = 8+2 2 = (8+2) = 10.
Per una trattazione piu` approfondita della struttra di On2 come campo
si veda [7,17]. Grazie ai risultati precedenti siamo riusciti a dare un quadro
generale della struttura additiva. La struttura moltiplicativa e` molto piu`
complessa e per un’analisi approfondita si veda [16].
1.1.4 Il teorema di Sprague-Grundy
Quello che faremo adesso e` stabilire un collegamento tra la somma di giochi e
la somma Nim, in modo da poter sfuttare tutte le informazioni che abbiamo
su On2 nell’analisi dei giochi. E` chiaro che G,H ∈P ⇒ G⊕H ∈P, ed
anche che G ∈ N , H ∈P ⇒ G⊕H ∈ N . Il caso G,H ∈ N pone invece
qualche difficolta` in piu`: infatti gia` nel gioco del Nim si osserva che N1+N1 ∈
P, mentre N1 + N2 ∈ N . Il teorema di Sprague-Grundy risolve questo
problema, consentendo di stabilire se un dato gioco G = G1 ⊕ · · · ⊕Gn sta
o non sta in P a partire da opportune informazioni su G1, · · · , Gn. La
risposta risiede nella funzione G, definita come segue:
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Definizione 1.1.19. G e` la funzione classe definita per ricorsione, tale che
G(X) = mex{G(x) | x ∈ X}.
Osservazione 1.1.20. Se α e` un ordinale, G(α) = α. Ne segue che, per
ogni insieme X, G(G(X)) = X.
Lemma 1.1.21. Se X,Y sono due giochi, allora:
G(X ⊕ Y ) = G(X) +2 G(Y )
Dimostrazione. Per induzione. Innanzitutto notiamo che:
G(X) +2 G(Y ) = mex{ Ĝ(X) +2 G(Y ), G(X) +2 Ĝ(Y )}
≤ mex{G(x) +2 G(Y ), G(X) +2 G(y)}
≤ mex{G(X) +2 G(Y ), G(X) +2 G(Y )} = G(X) +2 G(Y )
dove l’ultima uguaglianza vale per la Proposizione 1.1.13 punto 6, men-
tre le maggiorazioni seguono dai rispettivi contenimenti. A questo punto
concludiamo con
G(X ⊕ Y ) = mex{G(x⊕ Y ), G(X ⊕ y)}
= mex{G(x) +2 G(Y ), G(X) +2 G(y)} = G(X) +2 G(Y )
dove la seconda uguaglianza e` dovuta all’ipotesi induttiva.
Teorema 1.1.22.
G(X) = 0⇔ X ∈P
Dimostrazione.
G(X) 6= 0⇔ 0 ∈ {G(x) | x ∈ X} ⇔ ∃x ∈ X x ∈P⇔ X ∈ N ⇔ X /∈P
dove la seconda equivalenza e` dovuta all’ipotesi induttiva e l’ultima al Teo-
rema 1.1.5.
Corollario 1.1.23 (Sprague-Grundy). X ⊕ Y ∈P⇔ G(X) = G(Y )
Da un punto di vista algebrico possiamo vedere (On2,+2) come un quo-
ziente di (V,⊕) in cui due giochi G,H appartengono alla stessa classe se e
solo se ∀X ∈ V X ⊕G ∈P⇔ X ⊕H ∈P; inoltre, rispetto a questa rela-
zione di equivalenza ∼, gli ordinali formano una classe di rappresentanti dato
che, per il Corollario 1.1.23, ogni gioco H soddisfa la relazione G(H) ∼ H.
I risultati fin’ora ottenuti ci consentono quindi di rimpiazzare liberamente
somme di giochi con somme di giochi equivalenti senza cambiare classe di
equivalenza; appare dunque chiaro come la formulazione originale del teore-
ma di Sprague-Grundy (ogni partita a un gioco simmetrico G e` equivalente
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a una partita al Nim, per un opportuno Nα) sia equivalente a quella fornita
in 1.1.23: basta infatti prendere α = G(G) ed abbiamo che la partita al Nim
Nα soddisfa Nα ∼ G.
Da un punto di vista algoritmico il Corollario 1.1.23 ha delle conseguenze
importanti. Assumiamo cheH = G1 ⊕ . . .⊕Gn: tutta la teoria che abbiamo
sviluppato fino a questo punto ci dice che per sapere se una data posizione
H e` vincente basta calcolare G(H); ma il fatto che G si spezza sulle somme
di giochi consente di andare oltre: per sapere se H e` vincente basta calcolare
G(G1) +2 . . .+2 G(Gn), che in generale e` molto piu` veloce da calcolare che
non G(H).
Esempio 1.1.24 (Soluzione del Nim). Ecco una applicazione pratica di
tutto il lavoro fatto: la soluzione del gioco del Nim (definito nell’Esempio
1.1.10). Per quanto visto fin’ora il gioco Nn1 ⊕ · · · ⊕ Nnk e` una posizione
vincente se e solo se G(Nn1 ⊕ . . .⊕Nnk) = n1 +2 . . .+2 nk 6= 0.
Tutte e sole le mosse vincenti sono quelle che abbassano un certo ni a un
nˆi in modo tale che n1 +2 . . .+2 nˆi +2 . . .+2 nk = 0. Per descriverle ancora piu`
esplicitamente, ragioniamo come segue: se ad esempio n1 +2 . . .+2 nk = t 6= 0,
prendiamo W = {ı¯ | t +2 nı¯ < nı¯}. Allora W 6= ∅ (perche´ la posizione e`
vincente)2 e le mosse vincenti sono tutte quelle che abbassano un nı¯ al
rispettivo t+2 nı¯.
Storicamente, per primo e` stato risolto il Nim (originariamente risolto
piu` di cent’anni fa in [5], sebbene con meno consapevolezza della teoria gene-
rale); in seguito il risultato ottenuto e` stato esteso a tutti giochi simmetrici
tramite il teorema di Sprague-Grundy (dimostrato indipendentemente dai
due autori, vedi [21,22] e [11]). Vediamo adesso un’altra applicazione:
Esempio 1.1.25 (Analisi di Dawson’s Kayles). Nel gioco di Dawson’s Kay-
les una mossa consiste nel buttare giu` (esattamente) due birilli adiacenti in
una fila di birilli. Chiamiamo Dn la posizione che consiste in una fila di birilli
di lunghezza n. Allora appare chiaro come la definizione formale del gioco
con n birilli sia la seguente: Dn = {Dm ⊕Dn−m−2}, con n− 2 ≥ m ≥ 0.
Usando il Corollario 1.1.23 possiamo calcolare facilmente G(Dn) e i ri-
sultati sono mostrati in Tabella 1.1. Ogni riga rappresenta un blocco di 34
nimeri consecutivi: la prima riga mostra da G(D0) fino a G(D33); la seconda
da G(D34) fino a G(D67), e cos`ı via. . .
1.2 I giochi ottali
Nonostante sia possibile in teoria scrivere un programma che calcoli i nimeri
di un qualsiasi gioco, di fatto si scopre che spesso il tempo necessario affinche´
2Fatto non banale da dimostrare senza usare la teoria presentata fin’ora.
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0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3
0+ 0 0 1 1 2 0 3 1 1 0 3 3 2 2 4 0 5 2 2 3 3 0 1 1 3 0 2 1 1 0 4 5 2 7
34+ 4 0 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 2 3 3 0 1 1 3 0 2 1 1 0 4 5 3 7
68+ 4 8 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 9 3 3 0 1 1 3 0 2 1 1 0 4 5 3 7
102+ 4 8 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 9 3 3 0 1 1 3 0 2 1 1 0 4 5 3 7
136+ 4 8 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 9 3 3 0 1 1 3 0 2 1 1 0 4 5 3 7
170+ 4 8 1 1 2 0 3 1 1 0 3 3 2 2 4 4 5 5 9 3 3 0 1 1 3 0 2 1 1 0 4 5 3 7
Tabella 1.1: Nimeri di Dawson’s Kayles.
il calcolo termini e` troppo lungo. Contemporaneamente, sarebbe desidera-
bile avere una descrizione completa di un dato gioco che si vuole analizzare,
come potrebbe essere una formula, e non solo la capacita` di calcolare nume-
ricamente i nimeri. Il teorema di Guy-Smith (dimostrato originariamente
in [13], poi esteso in [18]) tenta di risolvere questi problemi, per una classe
particolare di giochi simmetrici: i cosiddetti giochi ottali.
1.2.1 Prime definizioni
Definizione 1.2.1 (Codice ottale). Un codice ottale e` una sequenza di cifre
0.d1d2d3 . . . dove 8 > di ≥ 0 per ogni i.
Definizione 1.2.2 (Generatori ottali). Dato un codice ottale 0.d1d2d3 . . . ,
consideriamo la rappresentazione binaria delle sue cifre dk:
dk = δk,0 + 2δk,1 + 4δk,2 dove δk,i ∈ {0, 1}.
Utilizzando i coefficienti δk,i, definiamo ricorsivamente i generatori ottali Gn
associati al codice 0.d1d2d3 . . . Niente altro appartiene a Gn se non quello
che segue da queste regole:
• Se δk,0 = 1 allora ∅ ∈ Gk.
• Se δk,1 = 1 e n > k, allora Gn−k ∈ Gn.
• Se δk,2 = 1 e n− 2 > m > 0, allora (Gn−k−m ⊕Gm) ∈ Gn.
Definizione 1.2.3 (Gioco ottale). Un gioco ottale H relativo al codice
0.d1d2d3 . . . e` l’insieme dei giochi generati tramite somma a partire dai
generatori ottali associati del codice 0.d1d2d3 . . . .
Esempio 1.2.4. Il gioco del Nim con generatori n ∈ N e` rappresentato dal
codice ottale 0.333 . . . . Il fatto che δk,0 e δk,1 valgono sempre uno dice che si
puo` muovere da un Nn a un qualsiasi Nk con n > k ≥ 0, che e` precisamente
la definizione di generatori del Nim nel caso di indici naturali (vedi l’Esempio
1.1.7).
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Esempio 1.2.5. Il gioco Dawson’s Kayles e` rappresentato dal codice ottale
0.07. Il punto fondamentale e` che δ2,2 6= 0 e che quindi si pu`o muovere da
Dn in Dm ⊕ Dn−m−2 con n − 2 > m > 0. Le mosse in cui n − 2 = m > 0
oppure in cui n− 2 = m = 0 sono consentite invece rispettivamente da δ2,1
e δ2,0.
1.2.2 Il teorema di periodicita` di Guy-Smith
Il seguente teorema e` uno strumento che si e` rivelato molto efficace nell’a-
nalisi dei giochi ottali. Il suo enunciato afferma che, dato un gioco ottale
con generatori Gn, se la successione G(Gn) rimane periodica abbastanza a
lungo allora tale successione e` effettivamente periodica.
Teorema 1.2.6 (Teorema di periodicita` di Guy-Smith). Sia H un gioco
ottale con una codifica di in cui solo un numero finito di cifre sono diverse
da zero, e sia k = max{i | di 6= 0}. Chiamiamo Hn l’n-esimo generatore di
H. Se esistono n0, p ∈ N tali che:
G(Hn+p) = G(Hn) per ogni n tale che n0 ≤ n < 2n0 + p+ k (1.3)
allora
G(Hn+p) = G(Hn) per ogni n ≥ n0.
Dimostrazione. Innanzitutto osserviamo che ogni elemento di Hn e` della
forma Ha ⊕Hb con n− k ≤ a+ b < n (segue dalla codifica di H).
Adesso procediamo per induzione su n e prendiamo n ≥ 2n0 + p+ k.
Un elemento di Hn+p e` della forma Ha ⊕Hb con n+ p− k ≤ a+ b < n.
Dal fatto che n ≥ 2n0 + p + k abbiamo che a + b ≥ n + p − k ≥ 2n0 + 2p,
quindi senza perdita` di generalita`3 possiamo supporre che b ≥ n0 + p.
Per ipotesi induttiva G(Hb−p) = G(Hb), da cui
G(Ha ⊕Hb) = G(Ha) +2 G(Hb) = G(Ha) +2 G(Hb−p) = G(Ha ⊕Hb−p).
Ma gli elementiHa⊕Hb−p sono tutti e soli gli elementi diHn, quindi abbiamo
dimostrato che
{G(hn+p) | hn+p ∈ Hn+p} = {G(hn) | hn ∈ Hn},
cioe`, per la definizione di G, che G(Hn+p) = G(Hn).
Definizione 1.2.7 (Periodo e preperiodo). Se H e` un gioco come nelle
ipotesi del Teorema 1.2.6, sia p¯ il minimo p per cui esiste n0 tale che la
condizione 1.3 sia verificata, e fissato p¯ sia n¯0 il minimo n0 tale che la
condizione 1.3 sia verificata; allora p¯ e n¯0 si dicono rispettivamente il periodo
e il preperiodo di H.
3Dal momento che a+ b ≥ 2(n0 + p)⇒ (a ≥ n0 + p) ∨ (b ≥ n0 + p)
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Esempio 1.2.8. Osservando la Tabella 1.1 si puo` vedere che il gioco Daw-
son’s Kayles soddisfa la condizione 1.3 (perche´ 2 · 53 + 34 + 2 = 142 ≤ 203),
con preperiodo 53 e periodo 34. Ne consegue che a partire da quella tabella,
tramite semplici operazioni aritmetiche, possiamo ricostruire il nimero di
qualsiasi posizione di Dawson’s Kayles.
I giochi ottali (in normal play) sono tutt’ora oggetto di studio, in partico-
lare sono al centro di un importante congettura nella teoria combinatoria dei
giochi: ad oggi, nonostante notevoli sforzi di classificazione (come riportato
in [8]), non e` noto se tutti i giochi ottali con codice finito sono definitiva-
mente periodici [12]. Inoltre, i collegamenti trovati fra il codice di un gioco
e il suo periodo (o preperiodo) sono pochi e frammentati [2]. I risultati in
mise`re play sono assai piu` modesti (vedi [3, 7]): nonostante recenti sviluppi
della teoria (vedi [19]) molti giochi sono ancora irrisolti, tra cui anche lo
stesso Dawson’s Kayles.
1.3 Appendice al Capitolo 1
1.3.1 Complementi di teoria degli insiemi
Riportiamo qui alcuni risultati di teoria degli insiemi utili per questa tesi.
Definizione 1.3.1. Una relazione ≺ su una classe X si dice ben fondata se:
• Ogni sottoinsieme non vuoto di X ha un elemento minimale rispetto
a ≺.
• Per ogni x ∈ X si ha che {y | y ≺ x} e` un insieme.
La maggior parte delle definizioni e delle dimostrazioni di questa tesi si
basano sull’induzione e sulla ricorsione. Oltre ai casi piu` noti, come l’indu-
zione sugli ordinali oppure sulla gerarchia di Von Neumann con la relazione
∈, utilizziamo spesso anche l’induzione (e la ricorsione) sulla seguente classe:
Proposizione 1.3.2. Sia  la relazione su V2 = V× V cos`ı definita:
(X1, Y1)  (X2, Y2)⇔ (X2 ∈ X1 ∧ Y2 = Y1) ∨ (X2 = X1 ∧ Y2 ∈ Y1)
Allora  e` una relazione ben fondata su V2.
Dimostrazione. Supponiamo per assurdo che esista una successione Zn di-
scendente e infinita. Prese pi1, pi2 le proiezioni rispettivamente sulla prima
e sulla seconda componente, abbiamo che la successione pi1(Zn) verifica la
proprieta`
(
pi1(Zn+1) = pi1(Zn)
)∨(pi1(Zn+1) ∈ pi1(Zn)); ma nella successione
pi1(Zn) ci possono essere soltanto un numero finito di appartenenze (perche´
X e` ben fondato), quindi pi1(Zn) e` definitivamente costante. Ragionando
analogamente per la successione pi2(Zn), otteniamo che Zn e` definitivamente
costante, assurdo contro la definizione di .
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Riportiamo per completezza anche gli enunciati dei teoremi di induzione e
ricorsione ben fondata, uniti alla conseguente definizione di rango.
Teorema 1.3.3 (Induzione ben fondata). Sia X una classe e ≺ una re-
lazione ben fondata su X. Sia ϕ un predicato tale che, per ogni x ∈ X,
vale:
∀y ≺ x ϕ(y)⇒ ϕ(x)
allora ∀x ∈ X ϕ(x).
Teorema 1.3.4 (Ricorsione ben fondata). Sia X una classe , ≺ una rela-
zione ben fondata su X e G una funzione da X → X. Allora esiste una e
una sola funzione F definita su X tale che:
F (x) = G
(
F  {y | y ≺ x})
dove  indica la restrizione di una funzione a un insieme.
Osservazione 1.3.5. Da notare l’assenza del caso degli elementi minimali
nelle ipotesi del Teorema 1.3.3, che risulta essere vero “a vuoto”: infatti se
ϕ e` un predicato qualsiasi, ¬∃x ≺ ∅ (tale che ϕ(x)), quindi ∀x ≺ ∅ ϕ(x).
Definizione 1.3.6. Data una classe X con una relazione binaria ≺ ben
fondata su X, esiste un’unica funzione R da X in On tale che, per ogni
x ∈ X si ha:
R(x) = sup{R(y) + 1 | y ≺ x}
In questa tesi faremo inoltre uso di una variante di un risultato clas-
sico della teoria degli insiemi: la forma canonica di Cantor. La versione
solitamente enunciata afferma che ogni ordinale puo` essere scritto in ma-
niera unica in base ω; a noi servira` invece scrivere un ordinale in base 2.
Riportiamo per completezza entrambi i risultati:
Teorema 1.3.7 (Forma canonica di Cantor). Ogni ordinale α > 0 puo`
essere espresso in maniera unica nella forma
α = ωβ1k1 + · · ·+ ωβnkn
dove n ≥ 1, α ≥ β1 > · · · > βn, e k1, . . . , kn sono numeri naturali non nulli.
Corollario 1.3.8 (Forma canonica di Cantor in base 2). Ogni ordinale
α > 0 puo` essere espresso in maniera unica nella forma
α = 2γ1 + · · ·+ 2γn
dove n ≥ 1, α ≥ γ1 > · · · > γn.

Capitolo 2
Lo strano caso di Astron
2.1 Astron, visto da fuori
Astron e` nato come gioco giocabile con regole semplici e richiede ben poco
materiale: bastano un foglio e una penna, o gesso e lavagna. Le regole
informali sono le seguenti:
Inizialmente si disegnano alla lavagna varie
stelle, ciascuna con un numero finito di
punte, e si decide chi inizia.
A turno, ogni giocatore collega con una li-
nea continua una punta liberaa di una stella
a un’altra punta liberab, senza passare sopra
le figure gia` disegnate.
Chi non puo` piu` muovere ha perso.
aUna punta libera e` una punta che non e` stata
precedentemente collegata.
bSi possono anche collegare due punte libere della stessa stella.
Un esempio di partita e` mostrato in Figura 2.1.
Per poter sfruttare nell’analisi di questo gioco la teoria che abbiamo pre-
sentato, abbiamo bisogno innanzitutto di trasformare le regole in qualcosa
di matematicamente piu` trattabile. La scelta piu` naturale sembra quella di
descrivere Astron tramite il linguaggio della topologia; vedremo poi come, a
partire dalla descrizione topologica, arriveremo a dare una definzione com-
binatoria del gioco (che sara` quella poi che verra` presa come riferimento ed
usata durante tutto lo studio di Astron).
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(a) Inizio (b) Prima mossa
(c) Seconda mossa (d) Terza mossa
(e) Quarta mossa (f) Quinta ed ultima mossa
Figura 2.1: Esempio di partita ad Astron
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2.1.1 La descrizione topologica
La prima idea che viene in mente per formalizzare Astron, non fosse altro
che per la presenza della parola “continua” nelle regole del gioco, e` quella di
usare nozioni topologiche. In effetti, appare subito chiaro che la struttura
del gioco non e` sensibile a torsioni, stiramenti o contrazioni: e` invariante per
omeomorfismi. Il punto di quello che andremo a vedere non sara` pero` di dare
una definizione topologica di Astron (che ricalcherebbe in un qualche modo
le definizioni che orbitano intorno al gruppo fondamentale di una superficie),
quanto di capire quali configurazioni siano equivalenti e quali distinte, per
poi fornire una forma canonica della generica posizione del gioco. Piu` pre-
cisamente andremo a presentare delle trasformazioni tra posizioni, andremo
poi a considerare la relazione di equivalenza indotta da tali trasformazioni e
infine forniremo dei rappresentanti particolarmente semplici per ogni classe.
Topologicamente parlando niente vieta di considerare Astron su varie
superfici, senza limitarsi necessariamente al piano. Seguendo questa idea,
notiamo che togliere un numero finito di punti dalla sfera S2 non modifica
le mosse disponibili qualunque sia la configurazione di Astron che si sta
gia` considerando sulla sfera; infatti, prese due punte collegabili da un arco,
se togliamo un numero finito di punti le due punte rimangono collegabili
dal solito arco a patto di eventuali piccole modifiche locali per “aggirare”
i punti rimossi. Alla luce di questa osservazione appare chiaro come sia
equivalente giocare ad Astron su una qualsiasi superficie ottenuta togliendo
un numero finito di punti dalla sfera; per semplicita` fissiamo come superficie
di riferimento per Astron la sfera S2 vista come P1(C), il piano con un punto
all’infinito.
Sfruttiamo questa idea e andiamo nello specifico a considerare il com-
portamento di Astron sulla sfera.
Spostamento. E` possibile spostare una stella senza alterare la configura-
zione del gioco. Si puo` vedere come un compatto K contenuto in un
aperto U si possa spostare tramite un opportuno omeomorfismo di S2
che fissa U c, usa U \K come “cuscinetto” e sposta K. Un esempio e`
illustrato nella Figura 2.2.
(a) (b)
Figura 2.2: Omeomorfismo che sposta una stella
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Collassamento. E` possibile collassare un arco semplice, o un arco chiuso
senza oggetti al suo interno, senza alterare la configurazione del gioco.
Si puo` vedere come, tramite un’opportuna omotopia, si riesca in gene-
rale a contrarre un arco a un punto; anche i lacci sono contraibili, ma
la contraibilita` dei lacci e` legata alla struttura topologica della sfera
(perche´ il gruppo fondamentale della sfera e` banale) e sfrutta quindi
una particolare proprieta` della superficie che abbiamo scelto. Quanto
appena detto e` illustrato in Figura 2.3 e Figura 2.4.
(a) (b) (c) (d)
Figura 2.3: Collassamento di un arco
(a) (b) (c) (d)
Figura 2.4: Collassamento di un laccio
Inversione. E` possibile invertire la parte racchiusa all’interno di un laccio
con la sua parte esterna. Questa equivalenza e` facilmente enunciabile
sul piano, dove sappiamo quale sia la parte esterna ed quale la parte
interna di un laccio, ma e` piu` facilmente motivabile sulla sfera: infatti
si puo` vedere immediatamente come un laccio possa allargarsi, supe-
rare il punto all’infinto e richiudersi dalla parte opposta (vedi Figura
2.5).
(a) (b)
(c) (d)
Figura 2.5: Inversione
2.1. Astron, visto da fuori 25
2.1.2 La definizione combinatoria
Fino a questo punto le manovre eseguite hanno un significato prettamente
geometrico. Iniziamo con una osservazione di carattere diverso:
Osservazione 2.1.1 (Decomposizione tramite somma). Ogni posizione in
cui un laccio taglia la superficie che fa da supporto in due componenti con-
nesse e` equivalente alla somma (di giochi) della configurazione interna con
la configurazione esterna. Il motivo sotto questa equivalenza e` che un nuo-
vo collegamento tra punte non puo` “saltare” da una componente all’altra
(per continuita`), quindi ogni collegamento deve essere completato all’interno
della componente in cui giace la punta di partenza. Questa indipendenza
tra le varie componenti connesse si traduce a livello combinatorio nel con-
cetto di somma di giochi, come evidenziato nelle motivazioni sottostanti la
Definizione 1.1.8.
Possiamo adesso fornire la forma canonica cercata, che fara` da base per
la definizione combinatoria di Astron.
Teorema 2.1.2. Ogni configurazione di Astron e` equivalente a una somma
di configurazioni costituite da stelle senza alcun arco.
Dimostrazione. Supponiamo di partire da una configurazione con sole stelle
senza alcun arco. Consideriamo due tipi di mosse: quelle che collegano
due punte di stelle non collegate, dette mosse di congiunzione; quelle che
collegano due punte della stessa stella, dette mosse di disgiunzione.
Una mossa di congiunzione collegherebbe due stelle, supponiamo di n
ed m punte, le quali una volta collegate sarebbero equivalenti a una stella
unica con n+m− 2 punte (vedi l’equivalenza di collassamento). Quindi la
posizione risultante sarebbe equivalente ad una posizione con sole stelle non
collegate.
Per le mosse di disgiunzione la faccenda e` piu` complicata: quello che
accade e` che una mossa di disgiunzione trasforma una configurazione di stelle
disgiunte in una configurazione equivalente a una somma di configurazioni
di stelle disgiunte.
Innanzitutto una mossa di disgiunzione separa lo spazio in due compo-
nenti, le quali possono essere spezzate in due configurazioni in virtu` dell’Os-
servazione 2.1.1. E` importante notare che e` possibile scegliere liberamente
quali stelle relegare in una componente e quali nell’altra; questo fatto ed e`
un punto fondamentale della definizione combinatoria di Astron (Definizione
2.1.3).
Una volta spezzata la configurazione, applicando le equivalenze di inver-
sione e poi di collassamento a ciascun termine della somma ci si riconduce
ad una somma di configurazioni composte da stelle senza archi; in questo
processo la stella su cui abbiamo eseguito la mossa di disgiunzione e` stata
“spezzata” ed e` finita parte in una componente, parte nell’altra.
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Tutti i passaggi appena enunciati nella dimostrazione del Teorema 2.1.2
sono illustrati nella Figura 2.6.
(a) Mossa di disgiunzione
(b) Decomposizione tramite somma
(c) Inversione
(d) Collassamento
Figura 2.6: Equivalenze per mosse di disgiunzione
Chiarito come rappresentare efficacemente le varie posizioni di Astron,
vediamo adesso di dare una definizione combinatoria del gioco.
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Chiamata Ap1,··· ,ps la posizione composta da s stelle ognuna con pi punte
(senza alcun arco), sappiamo in virtu` del Teorema 2.1.2 che tali posizioni
costituiscono un insieme di generatori per Astron. Per completare la defi-
nizione combinatoria di Astron, non ci resta che esplicitare le relazioni fra i
generatori ricalcando le equivalenze presentate nella dimostrazione del Teo-
rema 2.1.2. Ecco la definizione di Astron come gioco combinatorio, che da
questo punto in poi verra` presa come riferimento.
Definizione 2.1.3 (Astron). In questa definizione, due giochi Ap1,··· ,ps e
Aq1,··· ,qt sono considerati equivalenti se si ottengono l’uno dall’altro rimuo-
vendo o aggiungendo indici nulli, oppure operando una permutazione di
indici.
Dati p1, · · · , ps ∈ N, il generatore di Astron Ap1,··· ,ps e` definito come
segue:
Ap1,··· ,ps =

Ap1+p2−2,··· ,ps con
s ≥ 2
p1 + p2 ≥ 2
Ap1,··· ,pk−1,ak ⊕Apk+1,··· ,ps,bk con
pk ≥ 2
ak + bk = pk − 2

2.2 Astron, visto da dentro
La definizione combinatoria di Astron appena fornita ci consente di analiz-
zare il gioco applicando tutte le tecniche sviluppate in precedenza. A questo
scopo si rivelera` particolarmente utile lo studio di alcune posizioni partico-
lari. D’ora in poi chiameremo A l’insieme generato dai giochi Ap1,··· ,ps con
qualsiasi numero di pedici, mentre chiameremo An l’insieme generato dai
giochi Ap1,··· ,ps con un numero di indici s ≤ n.
2.2.1 Una stella
Una scelta possibile e` quella di iniziare analizzando A1. In questo caso parti-
colarissimo le mosse di congiunzione non possono essere eseguite perche´ non
ci sono mai due stelle da congiungere; le mosse di disgiunzione si riducono
soltanto a scegliere come spezzare l’unica stella, dato che per il resto non c’e`
altro da partizionare. Andando ad esplicitare la Definizione 2.1.3 nel caso
di un pedice solo, si ritrova la definizione del gioco Dawson’s Kayles forni-
ta nell’esempio 1.1.25. Ne segue che A1 e` ottale (di codice 0.07) e che per
ogni n risulta An = Dn, gioco di cui abbiamo gia` fornito un’analisi completa
grazie al Teorema 1.2.6.
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2.2.2 Due stelle
Risolto A1, potrebbe venire in mente di vedere cosa succede nel caso di A2,
per poi cercare eventualmente di capire i meccanismi nel caso generale An.
Chiaramente A1 ⊆ A2, quindi l’analisi precedentemente eseguita risponde
gia` a una parte del problema. Viene inoltre da chiedersi se la soluzione
trovata per A1 sia estendibile ad altri casi, per esempio per risolvere A2.
Innanzitutto, andiamo a calcolare alcuni nimeri di A2. L’algoritmo di
calcolo adottato e` un algoritmo ricorsivo basato sulla funzione G (vedi De-
finizione 1.1.19)e sul Corollario 1.1.23, tenendo conto che per calcolare An
abbiamo gia` un dizionario completo fornito dalla Tabella 1.1. Il risultato
del calcolo e` mostrato in forma grafica nella Figura 2.7.
Figura 2.7: Nimeri di An,m con 800 ≥ n,m ≥ 0. I colori sono ordinati
secondo l’arcobaleno e indicano la grandezza approssimativa dei nimeri, dove
il rosso vale 0 crescendo fino al violetto che vale circa 50.
Osservando il risultato del calcolo dei nimeri di A2 e confrontandolo con i
nimeri di A1 (Tabella 1.1), non si nota alcuna relazione algebrica apparente.
L’unica cosa che sembra essere comune ai due giochi e` la presenza di una
periodicita`, come si puo` vedere nell’angolo in alto a destra della Figura 2.7.
Tale periodicita` e` stata dimostrata nel caso di A1 grazie al Teorema 1.2.6;
purtroppo A2 non e` ottale, quindi non possiamo procedere come nel caso
precedente.
Con il senno di poi, un cambiamento cos`ı drastico tra la struttura di
A1 e A2 c’era da aspettarselo, visto che in A2 compaiono delle nuove mosse
non presenti in A1: le mosse di congiunzione. Senza mosse di congiunzione
infatti, Astron si ridurrebbe esattamente a Dawson’s Kayles e si avrebbe
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Ap1,··· ,ps = Dp1 ⊕ · · · ⊕ Dps . Si puo` dire, in effetti, che la vera analisi di A
inizia dove A1 finisce.
2.2.3 Periodicita` con due stelle
Il fatto che A2 non sia ottale pone il problema di come procedere nell’analisi,
nello specifico dimostrare che e` periodico (come suggerito del resto dalla
Figura 2.7).
In questa tesi abbiamo sviluppato una nuova versione del teorema di
periodicita` di Guy-Smith (Teorema 1.2.6) applicabile a una classe di giochi
piu` vasta dei giochi ottali, la quale comprende e generalizza la definizione
data per Astron. Presenteremo qui solamente il risultato nel caso di Astron;
per la trattazione generale, si veda l’appendice a questo capitolo.
Innanzitutto, dato che in A2 vi sono generatori a due indici, bisogna
chiarire cosa si intende per periodicita`.
Definizione 2.2.1. Ad si dice periodico se esistono pi, τ ∈ N tali che, per
ogni generatore di Ad, si ha:
pi > pi ⇒ G(Ap1,··· ,pi,··· ,ps) = G(Ap1,··· ,pi+τ,··· ,ps)
Preso τ piu` piccolo possibile e preso poi pi piu` piccolo possibile, si dice che
τ e` il periodo di Ad e pi e` il suo preperiodo.
Detto cio`, vediamo perche´ A2 e` periodico.
Lemma 2.2.2. Supponiamo che esista n0 tale che:
G(Ap,q) = G(Ap+τ,q) per ogni q tale che 52 + τ < n0 ≤ q < 2n0 + τ + 2
Allora A2 e` τ -periodico.
Dimostrazione. L’idea e` di dimostrare il teorema sui generatori, confrontan-
do le mosse disponibili da un generatore campione e lo stesso generatore con
un indice incrementato di τ , cercando di dimostrare che sono equivalenti
(cioe` che hanno lo stesso nimero).
Congiunzione. Una mossa di congiunzione a partire da Ap+τ,q fornisce un
elemento della forma Ap+q+τ−2. Supponiamo che p > 54 + τ , allora
p+ q + τ − 2 > 52 + τ e quindi entrambe le posizioni sono nella zona
periodica di A1; ne segue allora che posso abbassare p+ q+ τ − 2 di τ
ed ottenere l’equivalenza cercata con le mosse di congiunzione di Ap,q.
Disgiunzione. Una mossa di disgiunzione a partire da Ap+τ,q puo` essere
di tre tipi: annulla un indice, decrementa un indice, oppure spezza un
elemento e partiziona la restante sequenza di indici in due sottosequen-
ze (vedi 1.2.1). Decrementare un indice pero` e` analogo a partizionare
in maniera banale gli indici e scegliere come seconda componente del-
la somma A0, questo caso non esplicitamente menzionato e` compreso
quindi nel caso delle partizioni banali.
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Disgiunzione, annullamento di un indice. Supponendo p > 54, non
e` possibile annullare l’indice p+ τ perche´ p + τ > p > 54 > 2 e
2 e` il massimo decremento che si puo` applicare ad un indice. Ne
consegue quindi che l’unica mossa di disgiunzione che annulla un
indice annulla q, ottenendo Ap+τ ; ma il numero di indici e` dimi-
nuito e p+ τ > 52 + τ , quindi siamo nella zona di periodicita` di
A1, ne segue quindi che la posizione sopra scritta risulta equiva-
lente per periodicita` a Ap, che e` l’unica mossa di disgiunzione che
annulla un indice partendo da Ap,q.
Disgiunzione, spezzamento. Supponiamo innanzitutto che valga la
stima 54 < n0 ≤ p < 2n0 + τ + 2. La periodicita` e` verificata fino
a 2n0 + τ + 2−1, vediamo di verificarla da 2n0 + τ + 2 in poi: per
fare cio` confrontiamo le mosse disgiunzione di Ap+τ,q con quelle
di Ap,q.
Se l’indice spezzato e` p + τ , si pu`o ragionare come nel Teorema
1.2.6 osservando che una delle due componenti p1, p2 in cui viene
spezzato p + τ deve essere piu` grande della soglia di periodicita`
di A1.
Alla luce di tutto quello che abbiamo dimostrato fin’ora, Ap+τ,q
e` equivalente a Ap,q se le relative mosse di disgiunzione che spez-
zano la q sono equivalenti, cioe` se vale la seguente equivalenza fra
posizioni generiche:
Ap+τ,q1 ⊕Aq2 ∼ Ap,q1 ⊕Aq2
che per cancellazione e` equivalente a dire
Ap+τ,q1 ∼ Ap,q1
Quella che abbiamo appena enunciato e` la base per fare un’indu-
zione sulle posizioni diA2, su cui la relazione (Ap1,q1 > Ap2,q2 ⇔ Ap2,q2
e` una componente di una opportuna mossa di disgiunzione che
spezza q1 a partire da Ap1,q1) e` una relazione ben fondata. L’idea
che sta sotto questo ragionamento e` quella di procedere a ritro-
so fino a che non sia piu` possibile trovare mosse di disgiunzione
con partizione banale senza spezzare q + τ oppure finire in A1.
Quando si capita in uno di quei due casi, si applica rispettivamen-
te il ragionamento della dimostrazione del Teorema 1.2.6 oppure
semplicemente la periodicita` per A1. Conclusa questa induzione,
segue anche l’induzione su p.
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Teorema 2.2.3 (Soluzione di A2). A2 e` periodico con periodo 34 e prepe-
riodo 583.
Dimostrazione. Nel calcolo mostrato in Figura 2.7 l’ultimo valore “irrego-
lare” presente e` il 583, dopodiche compare una periodicita` di periodo 34.
Con un calcolo piuttosto laborioso, si puo` verificare che tale periodicita` si
mantiene fino a 2 · 583 + 34 + 2 = 1202, verificando cos`ı le ipotesi del lemma
2.2.2.
2.3 Appendice al Capitolo 2
2.3.1 Generalizzazione del teorema di periodicita`
Come accennato, in questa tesi presentiamo un analogo del teorema di pe-
riodicita` di Guy-Smith (Teorema 1.2.6) applicabile a una classe di giochi
piu` vasta dei giochi ottali: la classe delle estensioni multiadditive di giochi
ottali.
La motivazione originale alla base della definizione di estensione mul-
tiadditiva e` stata quella di tentare di estendere la definizione di gioco ottale
in modo da comprendere anche gli Ak senza pero` sacrificare la possibilita`
di fornire un opportuno teorema di periodicita`; la generalizzazione che ne
e` conseguentemente scaturita consente poi di risolvere altri giochi rimasti
irrisolti, presentati in [4] (ad esempio, il gioco Stars and stripes).
L’estensione multiadditiva di un gioco ottale e` il gioco generato dai ge-
neratori ottali multiadditivi, che sono giochi indicizzati non da un singolo
numero (come nel caso ottale) ma da una sequenza finita di numeri natu-
rali. Tali generatori sono collegati fra loro da relazioni simili a quelle dei
generatori dei giochi ottali (vedi Definizione 1.2.1). Le estensioni additive
dei giochi ottali hanno due tipi di mosse, analoghe alle mosse di congiun-
zione e di disgiunzione per Astron, ed hanno un codice per tipo che regola
precisamente sotto quali condizioni possano essere eseguite certe mosse.
Il codice ottale regola sotto quali condizioni si possa eliminare un indice,
abbassare un indice senza annullarlo, oppure spezzare un indice in due sot-
toindici e partizionare il resto della sequenza in due sottosequenze, una per
ogni sottoindice. E` evidente come questa definizione sia un’estensione (nel
caso a piu` indici) della Definizione 1.2.3. Le mosse di questo tipo vengono
chiamate, seguendo la notazione di Astron, mosse di disgiunzione.
Il codice multiadditivo regola invece sotto quali condizioni si possano
sommare piu` indici, indicando quanti indici si possano sommare e di quan-
to vada modificata la somma. Ad esempio, nel caso di Astron si possono
sommare due indici e sottrarre 2 alla somma, che come visto in preceden-
za corrisponde a collegare due stelle. Come nel caso del codice ottale, per
sapere quali mosse sono consentite e quali no bisogna guardare la scrittura
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binaria delle cifre del codice multiadditivo. Le mosse di questo tipo vengono
chiamate, seguendo di nuovo la notazione di Astron, mosse di congiunzione.
Un’estensione multiadditiva non e` niente di piu` di quello che abbiamo
detto, comunque sia tutto quello che abbiamo presentato e` scritto in maniera
rigorosa, ma forse poco maneggevole e intelligibile, nella Definizione 2.3.1.
Definizione 2.3.1. A partire da un gioco ottale con codice ottale 0.d1d2d3 . . .
definiamo la sua estensione multiadditiva con codice multiadditivo c0.c1c2c3 . . . .
Consideriamo innanzitutto la rappresentazione binaria di ogni dk e di ogni
ck:
dk = δk,0 + 2δk,1 + 4δk,2 dove δk,i ∈ {0, 1}
ck = 4γk,2 + 8γk,3 + · · ·+ 2nγk,n dove γk,i ∈ {0, 1}.
Definiamo quindi l’estensione multiadditiva di codice cn del gioco ottale di
codice dn come l’insieme H generato tramite somma dai giochi Hp1,··· ,ps
definiti nelle formule seguenti.
In questa definizione, due giochi Hp1,··· ,ps e Hq1,··· ,qt sono considerati
equivalenti se si ottengono l’uno dall’altro rimuovendo o aggiungendo indici
nulli, oppure operando una permutazione di indici.
Hp1,··· ,ps =

Hc,pn+1,··· ,ps se
γk,n = 1
s ≥ n
0 ≤ c = −k +
n∑
q=1
pq
Hp2,··· ,ps se
δk,0 = 1
p1 = k
Hc,p2,··· ,ps se
δk,1 = 1
p1 > k
c = p1 − k
Hp1,··· ,pe−1,aj ⊕Hbe,pe+1,··· ,ps se
δk,2 = 1
s ≥ e ≥ 1
pe ≥ 2
ae + be = pe − k

Osservazione 2.3.2. Si noti che le mosse esplicitate nella definizione pos-
sono essere composte liberamente con permutazioni di indici, ottenendo cos`ı
una grande varieta` di mosse.
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Esempio 2.3.3. Il gioco A e` l’estensione multiadditiva di codice 0.04 del
gioco ottale 0.07.
Diamo solamente un altro paio di definizioni, volte ad evidenziare gli
elementi centrali del teorema di periodicita` per le estensioni multiadditive
di giochi ottali.
Definizione 2.3.4 (Bulbi). Data H un’estensione multiadditiva di un gioco
ottale si chiama bulbo di dimensione d l’insieme Hd generato tramite somma
dai giochi Hp1,··· ,ps con s ≤ d.
Osservazione 2.3.5. Si noti che tutti i bulbi Hd sono transitivi (come del
resto anche H) e che quindi nell’analisi (ricorsiva) di Hd non compaiono
giochi che non appartengano gia` ad Hd; vedremo in seguito come questa
proprieta` sia determinante nell’analisi di H.
Definizione 2.3.6. Un bulbo Hd di un’estensione multiadditiva di un gioco
ottale si dice τ -periodico se esistono pi, τ ∈ N tali che, per ogni generatore
di Hd, si ha:
pi > pi ⇒ G(Hp1,··· ,pi,··· ,ps) = G(Hp1,··· ,pi+τ,··· ,ps)
Lo spirito del teorema che segue e` analogo a quello del Teorema 1.2.6:
fornire una condizione, verificabile pserimentalmente, che possa garantire la
periodicita`; stavolta non per i giochi ottali, ma per la piu` vasta classe delle
estensioni multiadditive di giochi ottali.
Teorema 2.3.7 (Teorema di periodicita` per le estensioni multiadditive).
Data un’estensione multiadditiva di un gioco ottale H con codice ottale e
codice multiadditivo definitivamente nulli, chiamiamo k il massimo fra la
posizione dell’ultima cifra non nulla nel codice ottale e nel codice multiaddi-
tivo. Supponiamo che H1, · · · ,Hi, · · · ,Hs siano rispettivamente i-periodici
di preperiodo pii e periodo τ , chiamiamo pi il massimo di tali preperiodi;
supponiamo inoltre che esista n0 tale che:
G(Hq,p1,··· ,ps) = G(Hq+τ,p1,··· ,ps) per ogni q tale che pi+k+τ < n0 ≤ q < 2n0+τ+k
Allora anche Hs+1 e` τ -periodico.
Dimostrazione. L’idea e` di dimostrare il teorema sui generatori, confrontan-
do le mosse disponibili da un gioco campione e lo stesso gioco con un indice
incrementato di τ e cercando di dimostrare che sono equivalenti (cioe` han-
no lo stesso nimero). Si noti che la definizione di estensione multiadditiva
di gioco ottale, analogamente alla definizione di A, consente di riordinare
liberamente gli indici.
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Congiunzione. Una mossa di congiunzione a partire da Hq+τ,p1,··· ,ps forni-
sce un elemento che puo` essere di due tipi: il primo e` Hc,q+τ,pi1 ,··· ,pis′
nel caso in cui q + τ non sia stato sommato, il secondo e` del tipo
Hc+τ,pi1 ,··· ,pis′ nel caso invece in cui sia stato sommato. Supponiamo
che q > pi+ k+ τ , allora c > pi+ τ e quindi entrambe le posizioni sono
nella zona periodica di un opportuno bulbo di dimensione inferiore (il
numero di indici e` diminuito); ne segue allora che posso abbassare q o
c di τ ed ottenere l’equivalenza cercata con le mosse di congiunzione
di Hq,p1,··· ,ps .
Disgiunzione. Una mossa di disgiunzione a partire da Hq+τ,p1,··· ,ps puo`
essere di tre tipi: annulla un indice, decrementa un indice, oppure
spezza un elemento e partiziona la restante sequenza di indici in due
sottosequenze (vedi 1.2.1). Decrementare un indice pero` e` analogo a
partizionare in maniera banale gli indici e scegliere come seconda com-
ponente della somma H0, questo caso non esplicitamente menzionato
e` compreso quindi nel caso delle partizioni banali.
Disgiunzione, annullamento di un indice. Supponendo che q >
pi + k + τ , non e` possibile annullare l’indice q + τ perche´ q + τ >
q > pi + k > k e k e` il massimo decremento che si puo` ap-
plicare ad un indice. Ne consegue quindi che tutte le mosse di
disgiunzione che annullano un indice annullano un certo pi otte-
nendoHq+τ,p1,··· ,pi−1,pi+1,··· ,ps ; ma il numero di indici e` diminuito e
q > pi+k+τ > k, quindi siamo nella zona di periodicita` di un bul-
bo di dimensione inferiore, ne segue quindi che la posizione sopra
scritta risulta equivalente per periodicita` a Hq,p1,··· ,pi−1,pi+1,··· ,ps ,
che e` una generica mossa di disgiunzione che annulla un indice
partendo da Hq,p1,··· ,ps .
Disgiunzione, partizione non banale degli indici. Supponiamo in-
nanzitutto che valga la stima pi + k + τ < n0 ≤ q < 2n0 + τ + k.
La periodicita` e` verificata fino a 2n0 + τ + k− 1, vediamo di veri-
ficarla da 2n0 + τ + k in poi. Per fare cio` confrontiamo le mosse
disgiunzione di Hq+τ,p1,··· ,ps con quelle di Hq,p1,··· ,ps .
Se la mossa di disgiunzione partiziona gli indici in maniera non
banale, entrambe le componenti della somma di giochi risultante
appartengono ad un bulbo di dimensione inferiore; nel caso in cui
sia stato spezzato un indice tra p1, · · · , ps abbiamo una posizione
del tipo
Hq+τ,pi1 ,··· ,pis′ ⊕Hpj1 ,··· ,pjs′′
che risulta equivalente a
Hq,pi1 ,··· ,pis′ ⊕Hpj1 ,··· ,pjs′′
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dato che q > pi + k + τ . Nel caso invece in cui sia stato spezzato
q + τ si puo` concludere ragionando come nella dimostrazione del
Teorema 1.2.6, che la partizione degli indici sia banale o meno:
infatti uno degli indici q1, q2 in cui viene spezzato q + τ sara`
superiore alla soglia di periodicita`, e vi si potra` applicare l’ipotesi
induttiva di periodicita`.
Se la mossa di disgiunzione spezza un indice tra p1, · · · , ps e par-
tiziona i restanti indici in maniera non banale (cioe` una delle due
parti e` vuota), il caso e` un po’ piu` complicato. Alla luce di tutto
quello che abbiamo dimostrato fin’ora, Hq+τ,p1,··· ,ps e` equivalente
a Hq+τ,p1,··· ,ps se le relative mosse di disgiunzione che spezzano
gli indici non incrementati di τ e partizionano banalmente gli
altri indici sono uguali, cioe` se vale la seguente uguaglianza fra
posizioni generiche:
Hq+τ,pi1 ,··· ,pis′ ⊕Hps′′ ∼ Hq,pi1 ,··· ,pis′ ⊕Hps′′
che per cancellazione e` equivalente a dire
Hq+τ,pi1 ,··· ,pis′ ∼ Hq,pi1 ,··· ,pis′ .
Quella che abbiamo appena enunciato e` la base per fare un’indu-
zione sulle posizioni con s+1 indici, su cui la relazione (F  G ⇔
G e` una componente di una opportuna mossa di disgiunzione con
partizione banale a partire da F) e` una relazione ben fondata
su H. L’idea che sta sotto questo ragionamento e` quella di pro-
cedere a ritroso fino a che non e` piu` possibile trovare mosse di
disgiunzione con partizione banale senza spezzare q + τ oppure
calare di dimensione. Quando si capita in uno di quei due casi, si
applica rispettivamente il ragionamento della dimostrazione del
Teorema 1.2.6 oppure semplicemente la periodicita` per bulbi di
dimensione inferiore.
Conclusa questa induzione, segue anche l’induzione su q.
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