Abstract. Characteristic p multizeta values were initially studied by Thakur, who defined them as analogues of classical multiple zeta values of Euler. In the present paper we establish an effective criterion for Eulerian multizeta values, which characterizes when a multizeta value is a rational multiple of a power of the Carlitz period. The resulting "t-motivic"algorithm can tell whether any given multizeta value is Eulerian or not. We also prove that if ζ A (s 1 , . . . , s r ) is Eulerian, then ζ A (s 2 , . . . , s r ) has to be Eulerian. When r = 2, this was conjectured (and later on conjectured for arbitrary r) by Lara Rodríguez and Thakur for the zeta-like case from numerical data. Our methods apply equally well to values of Carlitz multiple polylogarithms at algebraic points and zeta-like multizeta values.
Introduction
In this paper we provide an effective criterion to determine when multizeta values in positive characteristic are Eulerian. √ −1 w is rational (see [T04] ). It is a natural question to ask if there is a criterion for determining which MZV's of depths at least 2 are Eulerian.
Let A be the polynomial ring in the variable θ over a finite field F q with quotient field k. Let A + be the set of monic polynomials in A and consider the series, for n ∈ N, ζ A (n) := ∑ a∈A + 1 a n ∈ F q ((
These values, called Carlitz zeta values, are analogues of classical special zeta values. We note that in this non-archimedean situation the series ζ A (1) does converge in F q (( 1 θ )). Let C be the Carlitz module andπ be a fundamental period of C. Recall that in the function field setting C plays the role of the multiplicative group G m andπ plays the role of 2π √ −1. We denote by exp C (z) = ∑ i≥0 z q i /D i the Carlitz exponential function, and by Γ n+1 ∈ A (for non-negative integers n) the Carlitz factorials (see §4.1 for definitions).
In [Ca35] , Carlitz derived an analogue of Euler's formula. More precisely, we write
where BC(n) ∈ k are called Bernoulli-Carlitz numbers (see [Go96] ). Carlitz established the formula
if n ∈ N is even (i.e., (q − 1)|n). We note thatπ n ∈ F q (( 1 θ )) if and only if n is even, and so Carlitz's result implies that ζ A (n)/π n ∈ k if and only if n is even.
In [AT90] , Anderson and Thakur related ζ A (n) to the last coordinate of the logarithm of C ⊗n (the n-th tensor power of the Carlitz module viewed as a Carlitz-Tate t-motive) at an explicitly constructed integral point Z n (see §5.1.2). As a consequence, one has that the rationality of ζ A (n)/π n is equivalent to Z n being F q [t]-torsion. In this case, it is clearly described when v n is F q [t]-torsion, and more precisely we have that v n is an F q [t]-torsion point if and only if n is even (see [AT90, Prop. 1.11.2, Cor. 3.8.4] and [Yu91, Thm. 3.1]). On the other hand, Yu showed that the transcendence of ζ A (n)/π n is equivalent to v n being non-torsion (see [Yu91, Cor. 2.6]), whence deriving that ζ A (n)/π n is algebraic over k if and only if ζ A (n)/π n is in k.
For s = (s 1 , . . . , s r ) ∈ N r , characteristic p multizeta values ζ A (s 1 , . . . , s r ), defined by Thakur [T04] , are generalizations of Carlitz zeta values. We set 
where the sum is taken over r-tuples of monic polynomials a 1 , . . . , a r with deg a 1 > · · · > deg a r , r is called the depth and w := s 1 + · · · + s r is the weight. These values are known to be non-vanishing by Thakur [T09a, Thm. 4] . As in the classical case, Thakur called ζ A (s 1 , . . . , s r ) Eulerian if the ratio ζ A (s 1 , . . . , s r ) /π w is in k. We mention that one encounters here the Eulerian multizeta values such as ζ A (q − 1, (q − 1) 2 ), or ζ A (q − 1, (q − 1)q, . . . , (q − 1)q r−1 ) (see [T09b, LRT14, Ch14] ), as compared with the classical Eulerian values ζ(2m, 2m), ζ(2, 2, · · · , 2). In contrast to the classical story, we already know that these ratios ζ A (s)/π w are either rational or transcendental over k. Indeed, by [C14, Cor. 2.3 .3] we have that either ζ A (s)/π w is in k or ζ A (s) andπ are algebraically independent over k, generalizing the depth one results of [Yu97, CY07] . However the "irrationality" remains a subtle question, i.e. verifying that a given specific even weight multizeta value of depth r > 1 is not Eulerian. The main result of the present paper (Theorem 6.1.1) is to give an effective criterion for Eulerian multizeta values of arbitrary depth. Inspired by Anderson-Thakur [AT09] , for any r-tuple s = (s 1 , . . . , s r ) ∈ N r we first explicitly construct an abelian t-module E ′ defined over A, which is a higher dimensional analogue of a Drinfeld module introduced by Anderson [A86] , and an integral point v s ∈ E ′ (A) such that ζ A (s 1 , . . . , s r ) is Eulerian if and only if v s is an F q [t]-torsion point in E ′ (A). Furthermore, whenever ζ A (s 1 , . . . , s r ) is Eulerian we find an explicit polynomial a s ∈ F q [t] that annihilates the integral point v s . This allows us to construct an algorithm for determining when a given MZV is Eulerian or non-Eulerian. Interesting observations come up from implementation of this algorithm which will be discussed in §6.
In the classical case, Brown [B12b, Thm. 3 .3] gave a sufficient condition for Eulerian MZV's in terms of motivic multiple zeta values, which are functions defined on the motivic period torsor for the motivic Galois group of the mixed Tate motives over Z, and whose images under the period map are the multiple zeta values in question. . However, ζ(1) does not converge and so a naive analogue of the truncation result for the classical Eulerian MZV's does not make sense. It would be interesting to ask whether some analogue of the characteristic p truncation is nevertheless valid for the classical Eulerian MZV's without 1 occurring in the coordinates.
The methods of constructing t-modules together with specific integral points which are developed in this paper also enable us to investigate similar phenomena for zeta-like multizeta values. As defined by Thakur, ζ A (s 1 , . . . , s r ) is called zeta-like if the ratio
is in k (equivalently it is algebraic over k by [C14, Thm. 2.3.2]). A criterion for zeta-like MZV's (see Theorem 5.3.6) is given in terms of F q [t]-linear relations for the corresponding two integral points on our t-modules. Working out this criterion, we also deduce the fact that having ζ A (s 1 , . . . , s r ) zeta-like implies that ζ A (s 2 , . . . , s r ) must be Eulerian (see Corollary 4.4.3). This fact was originally conjectured by Lara Rodríguez and Thakur [LRT14] .
In [C14] , the first author defined Carlitz multiple polylogarithms (abbreviated CMPL's) that are generalizations of Carlitz polylogarithms studied in [AT90] . Unlike the classical case, where there is a simple identity between multiple zeta values and multiple polylogarithms at (1, . . . , 1), the function field situation is more subtle. Anderson and Thakur [AT90] showed that each Carlitz zeta value (itself a multizeta value of depth one) is a k-linear combination of Carlitz polylogarithms at integral points, and it is generalized in [C14] that MZV's of arbitrary depth are k-linear combinations of Carlitz multiple polylogarithms at integral points. Following the terminology of Eulerian multizeta values, we call a nonzero value of a CMPL at an algebraic point Eulerian if it is a k-multiplẽ π raised to its weight power (see §4.3). In Theorem 4.3.2, we give a criterion to determine which CMPL's at algebraic points are Eulerian.
The main idea of this work comes from the perspective of t-motives. To handle the k-linear relations among the MZV's which interest us, we manage to lift these relations in a t-motivic way to k(t)-linear relations among specific power series in t (where k is a fixed algebraic closure of k), which can be viewed as simplified analogue of the motivic MZV's in the classical theory. The key tool we use to accomplish the process is the linear independence criterion of [ABP04, Thm. 3.1.1] (the "ABP-criterion") that has been used successfully in the last decade for dealing with transcendence/algebraic independence questions in positive characteristic. The very fact that our motivic MZV's satisfy Frobenius (Galois) difference equations (by work of Anderson-Thakur [AT09] ) also enables us to prove that the common denominator of the coefficients of the lifted relations is in F q [t] . This denominator gives rise to linear relations for the corresponding algebraic points under the F q [t]-action, and we exploit this phenomenon as much as we can in § §2-3.
The paper is organized as follows. In §2, we first set up the necessary preliminaries and state the criterion, Theorem 2.5.2, which equates the F q (θ)-linear dependence of values of certain special series at t = θ to F q [t]-linear dependence of elements of certain Ext 1 -modules. We apply [ABP04, Thm. 3.1.1] to give a proof of Theorem 2.5.2 in §3. We then apply Theorem 2.5.2 in §4 to establish the criteria for Eulerian MZV's, CMPL's at algebraic points to be Eulerian and zeta-like MZV's. Passing to t-modules in §5 we reformulate these criteria. In §6, we further prove that our criterion for Eulerian MZV's yields an algorithm for determining whether any given MZV is Eulerian or non-Eulerian. A rule specifying all Eulerian multizeta values is drawn from the data collected using this algorithm.
2. Preliminaries and statement of the main result 2.1. Notation. We adopt the following notation.
F q
= the finite field with q elements, for q a power of a prime number p.
, the polynomial ring in the variable θ over
, the completion of k with respect to the place at infinity.
= the completion of k ∞ with respect to the canonical extension of ∞. | · | ∞ = a fixed absolute value for the completed field C ∞ so that |θ| ∞ = q. deg = function assigning to x ∈ k ∞ its degree in θ. C ∞ [[t]] = ring of formal power series in t over C ∞ . C ∞ ((t)) = field of Laurent series in t over C ∞ .
We consider the following characteristic p multizeta values defined by Thakur [T04] : for any r-tuple of positive integers (s 1 , . . . , s r ) ∈ N r , (2.1.1)
where the sum is over (a 1 , . . . , a r ) ∈ A r + with deg a 1 > · · · > deg a r . Thakur [T09a] showed that each multizeta value is non-vanishing.
Frobenius modules.
We consider the following automorphism of the field of Laurent series over C ∞ , which is referred to as Frobenius twisting:
We extend Frobenius twisting to matrices with entries in C ∞ ((t)) by twisting entry-wise.
We letk [t, σ] 
Another example of an object in F is the n-th tensor power of the Carlitz motive denoted by C ⊗n , where n is a positive integer. The underlying space of C ⊗n isk[t], on which the action of σ is given by
In what follows, an object M in F is said to be defined by a matrix Φ ∈ Mat r (k[t]) if M is free of rank r over k [t] and the σ-action on a given k[t]-basis of M is represented by the matrix Φ.
For a Frobenius module M, we consider the tensor product
is the twisted polynomial ring in σ over k(t) subject to the relation σh 
For a matrix B ∈ Mat r×s (k(t)), we denote by den(B) the monic least common multiple of the denominators of the entries of B. Since by hypothesis det Φ 2 = c 2 (t − θ) s 2 for some c 2 ∈ k × and s 2 ≥ 0, we find that
). It follows that den(F (−1) ) divides den(F)(t − θ) s 2 . As we have den(F (−1) ) = den(F) (−1) , it follows that deg t den(F (−1) ) = deg t den(F) (−1) . Therefore, it suffices to show that den(F (−1) ) is relatively prime to t − θ, since then den(
Repeating the same argument above shows that den(F (−1) ) is divisible by each of
whence we obtain a contradiction since den(
2.3. Frobenius modules connected to Carlitz multiple polylogarithms. Given a poly-
Throughout this paper, we fix a fundamental periodπ of the Carlitz module C (see [Go96, T04] ). We put
where (−θ)
=π. We note that Ω satisfies the functional equation Ω (−1) = (t − θ)Ω. Given d-tuples s and Q as above, we define the series
We define E to be the ring consisting of formal power series ∑ ∞ n=0 a n t n ∈ k [[t] ] such that lim 
Proof. The proof is essentially the same as the proof of [C14, Lem. 5.3.5] by changing u i to Q i . We omit the details.
Let r be a positive integer. We fix two r-tuples s ∈ N r and Q ∈ k[t] r satisfying (2.3.1). We define the matrix
Define Φ ′ = Φ ′ s,Q to be the square matrix of size r cut from the upper left square of Φ:
In what follows, to avoid heavy notation we omit the subscripts s, Q when it is clear from the context. For 1 ≤ ℓ < j ≤ r + 1, we define the series
which is the same series in (2.3.2) associated to the two tuples (s ℓ , . . . , s j−1 ) and (Q ℓ , . . . ,
and note that we have
. Let Ψ ′ be the square matrix of size r cut from the upper left square of Ψ. So then Ψ ′(−1) = Φ ′ Ψ ′ . Note that Φ defines an object in F which is a t-motive in the sense of [P08] .
2.4. The Ext 1 -module. We continue the notation from the previous paragraphs. We denote by M and M ′ the objects in F defined by the matrices Φ and Φ ′ respectively. Note that M fits into the short exact sequence of Frobenius modules,
and so M represents a class in Ext 
then the Baer sum M 1 + B M 2 is the object in F defined by the matrix
Furthermore, for any a ∈ F q [t] multiplication by a induces an endomorphism of M ′ , and so the pushout a * M 1 ∈ F , which is defined by the matrix
The main theorem. We continue with the notation as above, but assume that r ≥ 2.
. We further assume that the series L w,Q (t) ∈ E associated to w and Q is non-vanishing at t = θ. We let N ∈ F be the Frobenius module that is defined by the matrix (2.5.1)
where
The following result gives a criterion for the k-linear dependence of the specific values L s,Q (θ), L w,Q (θ), 1 , which is applied to the settings of Eulerian MZV's, Eulerian CMPL's at algebraic points, and zeta-like MZV's in §4. Its proof occupies the next section.
Theorem 2.5.2. Let r ≥ 2 be a positive integer. We fix two r-tuples s ∈ N r and Q ∈ k[t] r satisfying (2.3.1). Let M and M ′ be the objects in F defined by the matrices Φ and Φ ′ , as in (2.3.4) and (2.3.5). For 1 ≤ ℓ < j ≤ r + 1, we let L jℓ be defined as in (2.3.6) and suppose that it satisfies the non-vanishing hypothesis
We let w := ∑ (
is linearly dependent over k if and only if the classes of M and N are
is also in k. For the applications to Eulerian MZV's and Eulerian CMPL's at algebraic points we single out the following result, which is a special case of the theorem above.
Corollary 2.5.5. Let notation and assumptions be given as in Theorem 2.5.2. Then we have that
L s,Q (θ)(= L r+1,1 (θ)) is
in k if and only if M represents a torsion element in the F
Proof. The proof of (⇒) is given in the case (II) of the proof of (⇒) of Theorem 2.5.2(a). The proof of (⇐) follows from the proof of (⇐) of Theorem 2.5.2(a) by putting b = 0.
where u : 
which is equivalent to that Define the matrix
and put
Then we have the difference equations
Now we assume that f r+2 (θ) = 0. Note if f r+2 (θ) = 0, then we have that
are linearly dependent over k, i.e., L r+1,1 (θ) ∈ k, and this case will be included in the case (II) below. If we putf := 1 f r+2 f ∈ Mat 1×(r+3) (k(t)), then all entries off are regular at t = θ.
Considering the Frobenius twisting-action (·) (−1) on the equationf ψ = 0 and subtracting the resulting equation fromf ψ = 0, we obtain
Explicit calculations show thatf −f (−1) Φ = (B, B 1 , . . . , B r+1 , 0), where
. . .
Assuming this claim first, we see that
where Φ ′ is defined in (2.3.5). Let M be the Frobenius module defined by the ma-
It follows that by Proposition 2.2.1 we have that the denominator of each
be the common denominator of f 0 / f r+2 , . . . , f r+1 / f r+2 , and take
Note that the vanishing of B r+1 implies f r+1 / f r+2 ∈ F q (t) and hence
. Multiplying by b on the both sides of (3.2.2) one finds exactly the identities (3.1.3), which imply that a * M + B b * N represents a trivial class in Ext
To prove the claim above, we consider (3.2.1), which is expanded as
For each 1 ≤ ℓ < j ≤ r + 1 and any non-negative integer n, by Proposition 2.3.3
which is nonzero by hypothesis. Since B and each B i are rational functions in k(t), B and B i are defined at t = θ q n for sufficiently large integers n. We further note that Ω has a simple zero at t = θ q i for each positive integer i.
Next, dividing (3.2.4) by Ω s r and then specializing at t = θ q n , we see from (3.2.5) that B r (θ q n ) = 0 for all sufficiently large integers n. It follows that B r = 0. Furthermore, using (3.2.4) and repeating the arguments above we can show that B r−1 = · · · = B 1 = 0, whence the desired claim.
Case (II). L r+1,1 (θ) ∈ k. In this case, we apply [ABP04, Thm. 3.
The arguments are the similar in this case as in the previous one, and we omit them. Moreover, they exactly show that the class of M is a torsion element in Ext 
and note that
This then implies that
We note that in fact each ν i is in F q [t], since the right-hand side of each equation above is in the Tate algebra T. For any positive integer n, by specializing both sides of (3.3.1) at t = θ q n and using (3.2.5) together with the fact that Ω has a simple zero at t = θ q n , we obtain that
Since we are working in characteristic p, taking the q n -th root of both sides of (3.3.2) shows that L r+1,1 (θ)(= L s,Q (θ)) and L w,Q (θ) are linearly dependent over k, and each of L r+1,2 (θ), . . . , L r+1,r (θ) is rational in k.
Applications to multizeta values and multiple polylogarithms
In this section, we apply Theorem 2.5.2 to establish criteria for MZV's and CMPL's at algebraic points to be Eulerian and for MZV's to be zeta-like.
4.1.
For a non-negative integer n, we express n as
and we recall the definition of the arithmetic Γ-function,
We put G 0 (y) := 1 and define polynomials G n (y) ∈ F q [t, y] for n ∈ N by the product
we define the sequence of Anderson-Thakur polynomials H n ∈ A[t]
by the generating function identity
We note that for 0 ≤ n ≤ q − 1 we have H n = 
It follows that if we put Q = (H s 1 −1 , . . . , H s r −1 ), then by (4.1.1) Q satisfies the hypothesis (2.3.1). Furthermore, specialization of the series
A criterion for Eulerian MZV's.
We continue with the notation defined in the previous section. Given s = (s 1 , . . . , s r ) ∈ N r , we let Q = (H s 1 −1 , . . . , H s r −1 ) and M (resp. M ′ ) be defined by Φ as in (2.3.4) (resp. by Φ ′ as in (2.3.5)). For this choice of Q each series L jℓ defined in (2.3.6) evaluates at t = θ as
These values are non-vanishing by the work of Thakur [T09a, Thm. 4], and so it satisfies the non-vanishing hypothesis (2.5.3). In particular,
(4.2.1)
Note that the hypotheses in Theorem 2.5.2 are satisfied and thus applying Corollary 2.5.5 in this situation, we obtain the following criterion to determine when a given multizeta value is Eulerian. 4.3. Application to multiple polylogarithms at algebraic points. We now consider Carlitz multiple polylogarithms [C14] , which are generalizations of Carlitz polylogarithms [Ca35, AT90] . We state a criterion to determine when a nonzero Carlitz multiple polylogarithm at an algebraic point is Eulerian and show how to deduce it from Corollary 2.5.5.
Given an r-tuple of positive integers s = (s 1 , . . . , s r ) ∈ N r , its associated Carlitz multiple polylogarithm, abbreviated CMPL, is defined by
We further denote by
the convergence domain of Li s . We can describe D s as
The weight of Li s is defined to be wt(s) := ∑ r i=1 s i and its depth is defined to be r. We do not know whether Li s (u) is non-vanishing for arbitrary u ∈ D s , but it is non-vanishing when u lies in the smaller domain We put Q := u = (u 1 , . . . , u r ) and let M (resp. M ′ ) be the Frobenius module defined by Φ as in (2.3.4) (resp. Φ ′ as in (2.3.5)). For 1 ≤ i < j ≤ r, we put
Note that in this setting we have L s,Q (θ) = Li s (u)/π wt(s) , and hence Li s (u) is Eulerian if and only if L s,Q (θ) ∈ k. Applying Corollary 2.5.5 and Theorem 2.5.2(b), we obtain the following result. If ζ A (s 1 , . . . , s r ) is zeta-like, then ζ A (s 2 , . . . , s r ) is Eulerian.
In what follows, we confirm this conjecture stated as Corollary 4.4.3, which is a consequence of the following theorem. For more conjectures concerning zeta-like MZV's, we refer the reader to [LRT14] .
The setting and results.
Given s = (s 1 , . . . , s r ) ∈ N r , put Q = (H s 1 −1 , . . . , H s r −1 ) and Q := H w−1 , where {H n } be the Anderson-Thakur polynomials given in §4.1 and
π w , and so by (4.1.1) the conditions of Theorem 2.5.2 are satisfied. Now let Φ (resp. X) be defined as (2.3.4) (resp. (3.1.1)), and let M (resp. N) be the object in F defined by Φ (resp. X). Then applying Theorem 2.5.2 we have the following criterion. 
Proof. Note that
Since by hypothesis ζ A (s 1 , . . . , s r ) is zeta-like, the result follows from Theorem 2.5.2(b).
Operating on t-modules
The purpose of this section is to reformulate our criteria via t-modules.
5.1. The structure of rational torsion points of C ⊗n . 
Definition of t-modules. We first review the definition of t-modules
where ∂φ a is the differential of the morphism φ a at the identity element of E. If exp E is surjective, then E is called uniformizable.
Anderson-Thakur special points.
For a positive integer n, the n-th tensor power of the Carlitz F q [t]-module denoted by C ⊗n is an n-dimensional t-module defined over A together with the F q -linear ring homomorphism
given by
[t] n = θI n + N n + E n τ, where
Note that for n = 1, the definition above is the Carlitz 
To connect with ζ A (n), Anderson and Thakur defined the following special points (see [AT90, (3.8. 2)]). 
Remark 5.1.2. For a positive integer n even, we put
where den BC(n) denotes the denominator of the n-th Bernoulli-Carlitz number. Then by the formula (1.0.1) of Carlitz, the property that Ker exp C ⊗n is a rank one
, we see that Z n is an a-torsion point in C ⊗n (A).
the set of f -torsion elements:
We further define the set of rational torsion points of C ⊗n :
Note that in [AT90, Prop. 1.11.2] Anderson and Thakur showed that C ⊗n (k) tor is trivial if n is odd (ie., (q − 1) ∤ n). The following result is the structure of C ⊗n (k) tor when n is even, and we thank Y.-L. Kuan for providing us a proof of the following lemma.
Lemma 5.1.3. Let n be a positive integer divisible by q − 1. We decompose n = p ℓ n 1 q h − 1 where p ∤ n 1 and h is the greatest integer such that (q h − 1) | n. Then [Ta10] . In what follows, we fix two r-tuples s = (s 1 , . . . , s r ) ∈ N r and Q ∈ k[t] r satisfying (2.3.1). Associated these two r-tuples, we let M (resp. M ′ ) be the Frobenius module defined by Φ as in (2.3.4) (resp. Φ ′ as in (2.3.5)). 
Then the map
Proof. We first show that the map µ is well-defined. Suppose that M is trivial in Ext So we have shown that µ is well-defined and also that µ is one to one. It is clear that µ is F q [t]-linear and also surjective. Now let us consider the n-th tensor power of the Carlitz module. The Frobenius module associated to C ⊗n is the n-th tensor power of the Carlitz motive denoted by 
and then we define ∆ :
It follows that ∆ is a morphism of F q -vector spaces with kernel (σ − 1)M ′ . We note that if (a 1 , . . . , a d ) tr ∈ Mat d×1 (k), then there is a natural lift to M ′ , since
We denote by (E ′ , ρ) the t-module defined over k with E ′ (k) identified with Mat d (k), on which the F q [t]-module structure is given by
so that
For example, we consider C ⊗n . As a k[σ]-module, C ⊗n is free of rank n with basis (t − θ) n−1 , . . . , t − θ, 1 . We let
be defined as above with respect to this basis. For (a 1 , . . . , a n ) tr ∈ Mat n×1 (k), we let
, and thus multiplication by t on Mat
In this way we identify C ⊗n /(σ − 1)C ⊗n and C ⊗n (k) 
and in fact E ′ is the t-module associated to the Anderson dual t-motive M ′ .
Remark 5.2.4. Combining the two theorems above we have that Ext
Examples of this type of isomorphism were also studied by Ramachandran and the second author [PR03] for extensions of tensor powers of the Carlitz module. See also [S97, p. 529], [Ta10] . We further mention that in fact M ′ is a rigid analytically trivial Anderson t-motive as we have Ψ ′(−1) = Φ ′ Ψ ′ and so the corresponding t-module E ′ is uniformizable.
Reformulation of the criteria via t-modules.
Proposition 5.3.1. Let n be a positive integer. Then for any nonzero polynomial f ∈ A[t], we have ∆ n ( f ) ∈ C ⊗n (A). Equivalently, there exist a 1 , . . . , a n ∈ A and g ∈ C ⊗n so that Proof. We first prove the case when ℓ = 1. We divide f by (t − θ) s 1 +···+s r and write
Note that by expanding γ in terms of powers of (t − θ) we see that γ 1 m 1 is an A-linear combination of {ν 1 , . . . , ν s 1 +···+s r }.
Next we divide g
1 ∈ A[t] by (t − θ) s 1 +···+s r and write
2 m 1 + σγ 2 m 2 . By expanding γ 2 in terms of powers of (t − θ) we see that σγ 2 m 2 ∈ Ξ. By dividing g 2 by (t − θ) s 1 +···+s r and continuing the procedure as above inductively we eventually obtain that f m 1 ∈ Ξ.
Now for ℓ ≥ 2 we suppose that multiplication by any element of A[t] on m i belongs to Ξ for 1 ≤ i ≤ ℓ − 1. We prove that f m ℓ ∈ Ξ by the induction on the degree of f in t, and note that the result is valid when deg t f ≤ s ℓ + · · · + s r − 1 by expanding f in terms of powers of (t − θ). So we suppose that deg t f ≥ s ℓ + · · · + s r .
We divide f by (t − θ) s ℓ +···+s r and write
However, by expanding γ 1 in terms of powers of (t − θ) we see that γ 1 m ℓ ∈ Ξ, and by hypothesis ∑ We observe that if some
Therefore we reduce the claim to the case of ν i ∈ S . To simplify the notation, we denote Proof. Note that if w is not divisible by q − 1, thenπ w / ∈ k ∞ and hence the k-linear dependence of {ζ A (s), ζ A (w),π w } is equivalent to that ζ A (s)/ζ A (w) ∈ k . Thus, the result (a) follows from Theorem 4.4.2 and the identification Ext 
where the Carlitz notation:
[ℓ] := θ q ℓ − θ, is adopted, and the weight two Eulerian MZV
This last relation has been extended inductively to arbitrary depth by Chen [Ch14] , yielding Eulerian MZV of arbitrary depth r with respect to any F q . See (6.2.1). Having Theorem 5.3.5 in our possession, we now write down an efficient algorithm for deciding whether any given MZV is Eulerian. 
. Since the map ∆ induces an F q [t]-module isomorphism between C ⊗s /(σ − 1)C ⊗s and C ⊗s (k), and ∆ maps θ to the vector (0, · · · , 0, θ i ) tr ∈ C ⊗s (A), we see that
So the result is valid by Remark 5.1.2.
Suppose that the result is valid for depth less than r. Let Φ ′′ be the square matrix of size r − 1 cut from the right lower square of Φ ′ in (2.3.5), and let M ′′ be the Frobenius module defined by Φ ′′ . Therefore we have the exact sequence of Frobenius modules
Note that the snake lemma implies the exact sequence of
Denote by (E ′′ , φ) the t-module underlying M ′′ /(σ − 1)M ′′ , and so we have the exact sequence of
Denote by π the projection map 
then by the induction hypothesis we see that
Since by Theorem 5.3.4 E ′ and E ′′ are defined over A and v s , vs are integral points, ρ b (v s ) ∈ C ⊗(s 1 +···+s r ) (k) tor . Thus the result follows by Lemma 5.1.3. Finally, we note that the claim above follows from the following commutative diagram Proof. The proof is outlined as (2) Let q = 2, s = (1, 2, 4). Then (E ′ , ρ) associated to ζ(1, 2, 4) is given by 
The following are two examples associated to non-Eulerian MZV's, v s is not
(3) Let q = 3, s = (4, 2). Then (E ′ , ρ) associated to ζ(4, 2) is given by (4) Let q = 3, s = (2, 2, 2). Then (E ′ , ρ) associated to ζ(2, 2, 2) is given by For each depth r, we introduce a sequence of r-tuples in N r as follows:
Euler Thus for q ≥ 3 there should exist depth r > 1 primitive Eulerian MZV's only in weights q 2 − q (depth 2), and q ℓ − 1 (in any depth) for ℓ ≥ r. For depth r = 2, only in weights q 2 − q, q 2 − 1, and each weight has only one primitive Eulerian MZV. For weight q ℓ − 1, ℓ ≥ 3, each weight has two primitive Eulerian MZV's, coming from the two families in (1) and (2). Lara Rodríguez and Thakur [LRT14] have also given precise formulas (valid for any q) for the family (2):
ζ A (q ℓ+2 − 1).
In the case q = 2, we predict that the primitive Eulerian MZV's are given by:
(1) The canonical family with every depth r ≥ 2, ℓ ≥ 1, ζ A (Euler r (ℓ)), of weight 2 r+ℓ−1 − 1.
(2) The extra family in depth r = 2, ℓ ≥ 1, When r = 2, this last equality also goes back to Thakur [T09b, Thm. 8] All MZV's in the above list have been confirmed to be Eulerian by [Ch14] and [LRT14] . Our computations suggest that the above list exhausts all primitive Eulerian multizeta values for F q [θ] . In other words, any r-tuple s of depth r > 1, not accounted by our list above should give non-Eulerian ζ A (s). Previously in [LRT14] , Lara Rodríguez and Thakur had also collected data basing on continued fraction computations to decipher the occurrence of Eulerian MZV's, and made precise conjectures characterizing Eulerian tuples. Their conjectures agree with the above list. Our "t-motivic" algorithm for determining Eulerian multizeta values is rooted by an entirely different principle, runs a bit more efficiently and is completely algebraic. It allows us to do computations inductively for higher depth because of the key Corollary 4.2.3, thereby leading to the above description which we believe is a complete list.
Summary of data certified by our computations All tuples s of depth r and weights w within the following respective bounds have been checked for the Eulerian property. The answers agree with the description above and the MZV's in the complementary part of the list above are non-Eulerian. When 3 ≤ q ≤ 11, all tuples having their weights within the bounds below have been checked, with no restriction on their depths except q = 2. q = 2, depth = 2, weight ≤ 256 q = 2, depth = 3, 4, 5, weight ≤ 128 q = 2, depth = 6, weight ≤ 64 q = 3, weight ≤ 243 q = 4, weight ≤ 256 q = 5, 7 weight ≤ q 3 8 ≤ q ≤ 19, weight ≤ q 2
