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TAMAGAWA NUMBERS AND OTHER
INVARIANTS OF LINEAR ALGEBRAIC
GROUPS OVER GLOBAL FUNCTION FIELDS
Zev Rosengarten ∗
Abstract
We study Tamagawa numbers and other invariants (especially Tate-Shafarevich
sets) of connected linear algebraic groups over global function fields. We prove a
simple formula for Tamagawa numbers of commutative groups and pseudo-reductive
groups. We also show that the Tamagawa numbers and Tate-Shafarevich sets of such
groups are invariant under inner twist, as well as proving a result on the cohomology
of such groups which extends part of Tate duality [Ros1, Th. 1.2.8] from commutative
groups to all pseudo-reductive groups. We also give counterexamples that show that
all of our main results fail even for general 2-dimensional non-commutative unipotent
groups, and we show that the Tamagawa numbers and Tate-Shafarevich sets of such
groups often exhibit various types of pathological behavior.
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1 Introduction
1.1 Tamagawa numbers
Let G be a linear algebraic group (i.e., a smooth affine group scheme) over a global field
k, and assume it is connected. For the adele ring A := Ak of k, the group G(A) is a
locally compact group, hence admits a (left or right) Haar measure, unique up to scaling.
Tamagawa observed that in fact one can pin down a certain canonical Haar measure on
this group, the Tamagawa measure.
Informally, the Tamagawa measure is obtained as follows. Consider the set of global
left (resp. right) invariant differential d-forms on G, where d is the dimension of G.
By translation-invariance, such forms are in one-to-one correspondence with elements of∧d(TeG)∗, the dth exterior power of the cotangent space of G at the identity. Thus, they
form a one-dimensional k-vector space. Given any one such nonzero form ω, once we fix a
Haar measure on each kv (we choose the one giving Ov measure 1 in the non-archimedean
case, dx on R giving R/Z measure 1, and |dz ∧ dz| on C giving C/Z[i] measure 2 as in
[Oes, Ch. I, §4.3]), we obtain left (resp. right) Haar measures µv on G(kv) for each place v
of k. Then we may define the “restricted product” measure∏
v
µv (1.1)
on the group G(A) if this converges in a suitable sense. The key observation here is that
this measure is independent of the choice of ω! Indeed, replacing ω by λω for some λ ∈ k×
multiplies this measure by
∏
v |λ|v , which equals 1 by the product formula. We thus obtain
a canonical measure on G(A).
The actual definition of Tamagawa measure in general involves some additional tech-
nical complications. For one, the measure (1.1) does not converge if G admits nontrivial
characters (that is, the group Ĝ(k) of k-homomorphisms G → Gm is nontrivial). For
this reason, one must insert certain “convergence factors” (and in the actual definition of
Tamagawa measure, one inserts specific convergence factors to ensure good behavior under
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Weil restriction of scalars). One may try to use this measure on G(A) to define a quotient
measure on the coset space G(k)\G(A).
If G admits nontrivial characters then the volume of this coset space is automatically
infinite, since such a character χ yields a nontrivial composite map
||χ|| : G(k)\G(A)
χ
−→ A×/k×
||·||
−→ R>0
(|| · || is the norm map sending an idele (av) to
∏
v |av |) whose image is full or an infinite
cyclic group. We therefore consider the subset
G(A)1 :=
⋂
χ∈Ĝ(k)
ker(||χ||)
of norm-1 adelic points of G. This inherits a canonical measure induced from that on G(A)
because G(A)/G(A)1 has a canonical Haar measure as a lattice (for function fields) or Eu-
clidean space (for number fields), and we define the Tamagawa number of G, denoted τ(G),
to be the volume of G(k)\G(A)1 . (For more details on Tamagawa measure, see [Oes, Chap.
I].) The choice between using a left-invariant versus right-invariant differential form makes
no difference, since the ratio between a nonzero left-invariant form and a nonzero right-
invariant form is an algebraic character (the determinant of the adjoint representation),
which in turn disappears when we restrict attention to the norm-1 adelic points.
It is by no means apparent that τ(G) is finite. The finiteness of τ(G) for reductive
groups is due to Borel (building on work of Harish-Chandra) [Bor1, Thm. 5.8] over number
fields, using ideas from classical reduction theory and class field theory, and is due to
Harder over function fields [Har2]. The general finiteness of τ(G) (for arbitrary connected
linear algebraic groups) is an easy reduction to the reductive case in the number field
setting, whereas over function fields it was established by Conrad [Con1, Thm. 1.3.6] who
made essential use of the classification of pseudo-reductive groups in [CGP] and Oesterlé’s
finiteness result in the solvable case [Oes, Ch. IV, §1.3].
The Tamagawa number of G contains very important arithmetic information. For ex-
ample, if q is a positive-definite quadratic form over Z, then the Siegel Mass Formula is
equivalent (via a very simple argument) to the statement that τ(SO(q)) = 2 [GL, §1.1]. As
another example, the equality τ(SLn) = 1 for the group SLn over Q is equivalent to the
classical volume computation
vol(SLn(R)/SLn(Z)) =
n∏
i=2
ζ(i).
It is therefore of significant interest to compute Tamagawa numbers of linear algebraic
groups. In the late 1950’s and early 1960’s, Weil [Wei3] computed the Tamagawa num-
bers of various classical groups over all global fields, including SLn, SO(q), and Sp2n, and
formulated his famous conjecture that all simply connected groups over global fields have
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Tamagawa number 1 (see the end of [Wei1]). This conjecture was proved over number fields
by Langlands, Lai, and Kottwitz ([Lan], [Lai], [Kot]), in conjunction with work of others,
and over function fields by Gaitsgory and Lurie [GL].
In 1981, Sansuc [San, Thm. 10.1] gave a formula for Tamagawa numbers of connected
reductive groups over number fields, modulo some deep results which were unknown at
the time but which have since been proven, especially Weil’s Tamagawa number conjecture
mentioned above. Sansuc’s formula is
τ(G) =
#Pic(G)
#X(G)
(1.2)
where Pic(G) is the Picard group of G (that is, the group of line bundles on G up to
isomorphism), and X(G) (also denoted X1(G)) is the Tate-Shafarevich set of G, defined
as
X(G) := ker
(
H1(k,G)→
∏
v
H1(kv , G)
)
;
i.e., the set of isomorphism classes of principal G-torsors over k that have points everywhere
locally. This is equivalent to the definition
X(G) = ker
(
H1(k,G)→ H1(A, G)
)
by the well-known Proposition 1.5 below.
The finiteness of Pic(G) for reductive G (over any field whatsoever) is part of Sansuc’s
work, whereas the finiteness of X(G) lies much deeper. For abelian varieties, this latter
finiteness is a major open problem, but for smooth connected affine groups G over global
fields, the finiteness of X(G) is known and due to Borel and Serre over number fields (where
passage to the reductive case is easy), Harder and Oesterlé in the reductive and solvable
cases respectively over global function fields, and Conrad in the general case over global
function fields; see [Con1, §1.3] and references therein for more details and references.
1.2 Beyond the reductive case
Modulo Weil’s Tamagawa number conjecture, recently proven over global function fields by
Gaitsgory and Lurie [GL], Sansuc’s proof works just as well for reductive groups over global
function fields. Over number fields, one may easily show that Sansuc’s formula (1.2) holds
for all connected linear algebraic groups, by reducing to the reductive case. Over function
fields, the gulf between reductive groups and general (connected) linear algebraic groups is
vast. Let us explain why this is.
Given a connected linear algebraic group G over a field k, the k-unipotent radical of
G, denoted Ru,k(G), is defined to be the maximal smooth connected normal unipotent
k-subgroup of G. (That there is a unique such maximal subgroup is a standard result in
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the structure theory of linear algebraic groups over general fields.) Then we have an exact
sequence of connected linear algebraic groups
1 −→ Ru,k(G) −→ G −→ H −→ 1 (1.3)
where the group H is pseudo-reductive, which means (by definition) that Ru,k(H) = 1.
When k is a perfect field, two very nice things happen. First, the group Ru,k(G) is
split unipotent; that is, it admits a filtration with successive quotients k-isomorphic to Ga,
since any smooth connected unipotent group over a perfect field is split [Bor2, Cor. 15.5(ii)].
Thus, this group is in a suitable sense rather simple to understand, and Sansuc’s formula
over perfect global fields, i.e., number fields, may be reduced to the case of the pseudo-
reductive quotient H. Second, over any field, one has (just by definition of k-unipotent
radical) an inclusion
Ru,k(G)k ⊂ Ru,k(Gk). (1.4)
The subgroup Ru,k(Gk) of Gk is characteristic (i.e., preserved by all k-automorphisms of
Gk), hence it is preserved by the action of Aut(k/k). If k is perfect, then by Galois descent
this k-subgroup descends to a k-subgroup of G, hence the inclusion (1.4) is an equality. In
particular, if k is perfect, then G is pseudo-reductive if and only if it is reductive (which
by definition means that Gk is pseudo-reductive). Thus, if k is perfect then the group H
in (1.3) is reductive and not just pseudo-reductive.
When k is imperfect, however, then both of these nice outcomes can fail to hold: Ru,k(G)
can be nonsplit and in fact can be very complicated, and H can be pseudo-reductive but not
reductive. Indeed, over every imperfect field, there are lots of nonsplit smooth connected
unipotent groups (we will study many examples in §7 and §8), as well as many pseudo-
reductive groups that are not reductive. (An interesting basic example of the latter is
Rk′/k(SLp)/Rk′/k(µp) for a nontrivial purely inseparable finite extension k′/k in character-
istic p > 0, where Rk′/k denotes Weil restriction of scalars; there are many other examples
with more intricate structure.)
In fact, Sansuc’s formula (1.2) fails even for forms of Ga. Indeed, by Theorem 1.1
below, in order to prove this failure it suffices to give an example of a form U of Ga over a
global function field k such that Ext1(U,Gm) 6= Pic(U) (see (1.5) below for the definition
of Ext1(U,Gm)). Examples of such U are provided by [Ros2, Prop. 9.9].
In order to modify Sansuc’s formula in the function field setting, therefore, we introduce
a subgroup of Pic(G) which keeps track of the group structure on G (unlike Pic(G), which
only depends on the scheme structure). Let m, pi : G × G → G (i = 1, 2) denote the
multiplication and projection maps. Then we let Ext1(G,Gm) ⊂ Pic(G) denote the set of
primitive line bundles on G. That is,
Ext1(G,Gm) := {L ∈ Pic(G) | m
∗
L ≃ p∗1L ⊗ p
∗
2L }. (1.5)
The reason for the notation is that any extension of G by Gm is in particular a Gm-torsor
over G, hence we get a homomorphism Ext1Yon(G,Gm)→ Pic(G), where the “Yoneda Ext”
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group Ext1Yon(G,Gm) denotes the set of k-isomorphism classes of extensions of G by Gm
made into a group via Baer sum. (Any such extension E is automatically represented by a
smooth connected affine k-group that is a central extension of G by Gm: the automorphism
scheme of Gm is étale, hence the k-group map E → AutGm/k induced by conjugation is
constant.) This induces an isomorphism Ext1Yon(G,Gm)
∼
−→ Ext1(G,Gm) [Ros2, Prop. 5.1].
We should also mention that when G is commutative, the notation Ext1(G,Gm) may
also be used to denote the derived-functor Ext in the category of fppf abelian sheaves on
Spec(k). This latter Ext group is canonically isomorphic to the group Ext1(G,Gm) defined
above [Ros2, Prop. 5.4], so there is no ambiguity in the notation. Another nice property of
the group Ext1(G,Gm) is that it is finite for any connected linear algebraic group G over
a global field k [Ros2, Thm. 5.5]. This result is truly arithmetic in nature, as it fails over
every local function field and over every imperfect separably closed field [Ros2, Prop. 9.7].
Let us also remark that if k is a perfect field then the inclusion Ext1(G,Gm) ⊂ Pic(G) is
an equality for any connected linear algebraic k-group G [Ros2, Prop. 2.7]. In particular,
this equality holds when k is a number field.
A crucial tool for making progress in the study of arithmetic invariants (including Tam-
agawa numbers) beyond the reductive and number field settings, and which plays a central
role throughout this paper, is a substantial generalization of classical Tate duality. Recall
that Tate duality, discovered by Poitou and Tate in the 1960’s, is a collection of results on
the cohomology of finite discrete Galois modules over global fields (with a restriction on the
order of the module in the positive characteristic setting). These include local duality theo-
rems as well as a global 9-term exact sequence which in particular involves duality theorems
between suitable Tate-Shafarevich groups of G and its fppf Gm-dual Ĝ := H om(G,Gm).
Recently, Česnavicius [Čes] generalized these results to all finite commutative group schemes
over global fields (the classical case being that of finite étale commutative group schemes
with étale dual), replacing Galois cohomology with fppf cohomology, and replacing various
restricted products with adelic cohomology.
Building upon Česnavičius’ work, the author generalized these results further to all affine
commutative group schemes of finite type over global fields in [Ros1]. The essential new
feature is to handle positive-dimensional unipotent coefficients and their Gm-dual sheaves
over global function fields. This applies in particular to all commutative linear algebraic
groups, hence its relevance to the current paper.
Another essential ingredient for the results in this paper is the classification of pseudo-
reductive groups obtained by Conrad, Gabber and Prasad [CGP], which we review in §2.
This classifies pseudo-reductive groups “up to the commutative case,” and commutative
pseudo-reductive groups are essentially a black box about which one can say very little.
It is therefore crucial that one have an alternative method for understanding commutative
groups, and this is provided by global Tate duality for positive-dimensional commutative
affine group schemes of finite type (as opposed just the 0-dimensional – i.e., finite – case),
henceforward referred to as “global Tate duality”, or simply “Tate duality.”
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1.3 Results
Now let us return to our discussion of global invariants of linear algebraic groups. Unfor-
tunately, Tamagawa numbers of non-commutative unipotent groups exhibit rather patho-
logical behavior. Indeed, many arithmetic quantities exhibit bad behavior beyond the
commutative and pseudo-reductive settings. The motto of this work is: “commutative
and pseudo-reductive groups behave nicely, and everything else is pathological.” Our first
example of nice behavior for commutative and pseudo-reductive groups is the following
generalization of Sansuc’s formula (1.2).
Theorem 1.1. Let G be a connected linear algebraic group over a global field k. Assume
that G is either commutative or pseudo-reductive. Then
τ(G) =
#Ext1(G,Gm)
#X(G)
.
This fails beyond the commutative and pseudo-reductive settings. See Proposition 7.8
for examples of (wound 2-dimensional non-commutative) unipotent groups in any positive
characteristic for which Theorem 1.1 does not hold.
Comparing Theorem 1.1 with (1.2), it is natural to ask when Ext1(G,Gm) = Pic(G).
As noted in §1.2, this fails even for general k-forms G of Ga. So the natural question in
light of Theorem 1.1 is whether this equality holds for pseudo-reductive groups. When G
is pseudo-semisimple (that is, pseudo-reductive and equal to its own derived group), the
answer is yes (even over general fields, with the extra assumption – valid for global function
fields – that [k : k2] ≤ 2 when char(k) = 2), by [Ros2, Thm. 7.1]. But for commutative
pseudo-reductive groups, the answer in general is negative. Here is a way to construct
counterexamples.
Let U be a wound form of Ga. If either p 6= 2 or p = 2 but U is not k-isomorphic
to a group of the form {Y 2 = X + aX2} ⊂ Ga ×Ga for some a ∈ k − k2, then for some
finite separable extension k′/k, Ext1k′(U,Gm) 6= 0, by [Ros2, Prop. 9.7]. (The conditions on
U are equivalent to having positive genus; here by “genus” we mean the dimension of the
smooth Picard scheme of the regular compactification, so it is preserved by passing to a
separable extension of k; see [Ros2, Def. 9.1, Prop. 9.4, Prop. 9.5].) Renaming k′ as k, our
assumptions about U also imply that Ext1(U,Gm) 6= Pic(U) [Ros2, Prop. 9.9].
At any rate, by passing to a finite separable extension, we obtain (in any characteristic)
a form U ofGa over a global function field k such that 0 ( Ext1(U,Gm) ( Pic(U). Let E be
the group scheme representing a nontrivial extension of U by Gm. That is, the (nontrivial)
extension class is given by an exact sequence
0 −→ Gm −→ E
pi
−→ U −→ 0. (1.6)
Note that E is commutative by [Ros2, Lemma 5.3]. We claim that E is pseudo-reductive.
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Indeed, if not, then E contains a nontrivial smooth connected unipotent k-subgroup W .
Since W is unipotent, W ∩Gm = 0, so π induces an inclusion W → U , which is necessarily
an isomorphism because U is 1-dimensional, connected, and smooth. But this then yields
a splitting of (1.6), violating the nontriviality of that extension. So E is commutative
pseudo-reductive. But we claim that Ext1(E,Gm) 6= Pic(E).
Suppose to the contrary that Ext1(E,Gm) = Pic(E). Then we have a commutative
diagram
Ĝm(k) Ext
1(U,Gm) Ext
1(E,Gm) 0
Ĝm(k) Pic(U) Pic(E)
in which the rows are exact (by [Ros2, Lemmas 3.3, 6.3] and because Ext1(Gm,Gm) ⊂
Pic(Gm) = 0). A simple diagram chase then shows that the middle vertical inclusion is
actually an isomorphism, contrary to our choice of U .
Theorem 1.1 is the analogue for linear algebraic groups of Bloch’s volume-theoretic for-
mulation of the Birch and Swinnerton-Dyer Conjecture for abelian varieties as discussed in
[Blo]. To explain the connection in the special case of finite Mordell–Weil group ([Blo] han-
dles any Mordell–Weil rank), let B be a g-dimensional abelian variety with finite Mordell–
Weil group over a global function field k with characteristic p > 0, and let B be its Neron
model over the smooth proper geometrically connected curve X with function field k. As
usual, let A denote the adele ring of k. By the theory of abelian varieties over finite fields,
the local L-factor for the abelian variety at a place v of k satisfies
Lv(B, 1) =
qgv
#B0
Fv
(Fv)
where Fv is the residue field of at v, qv := #Fv, and (for globalization purposes) Lv is
expressed as a function of the parameter s ∈ C rather than the more traditional q−sv .
The integral structure at v arising from the Néron model defines a canonical Haar
measure on B(kv) for each v, and a calculation using smoothness of the Néron model to
compute the volume of the preimage in B(kv) = B(Ov) of 0 ∈ B(Fv) shows that relative to
this measure we have
vol(B(kv)) =
#B(Fv)
qgv
=
#B0(Fv) ·#Φv(Fv)
qgv
= Lv(B, 1)
−1 ·#Φv(Fv)
where Φv := BFv/B
0
Fv
is the finite étale component group of the v-fiber (and the second
equality uses Lang’s Theorem to ensure that B(Fv) → Φ(Fv) is surjective). The quantity
cv := #Φ(Fv) is usually called the Tamagawa factor at v; for all but finitely many v we
have cv = 1. A reasonable definition of τ(B) as a “volume” for B(A)/B(k) is therefore
τ(B) :=
L(B, 1)−1
∏
v cv
#B(k)
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if L(B, 1) 6= 0. (There is a procedure that puts a canonically normalized Haar measure on
B(A) relative to which one can instead define τ(B) as the actual volume of B(A)/B(k),
but we do not discuss that here except in Remark 1.2 below.)
The group Ext1(B,Gm) consists of the translation-invariant line bundles on B. The
Weil–Barsotti formula identifies this with B′(k) where B′ is the dual abelian variety. Note
that B′(k) is finite, since B(k) is finite. The analogue of Theorem 1.1 in this situation is
therefore
L(B, 1)−1
∏
v cv
#B(k)
?
=
#B′(k)
#X1(B)
(assuming finiteness of X1(B)). This is precisely the Birch and Swinnerton-Dyer Conjec-
ture for B, including the non-vanishing of L(B, 1), since B(k) is finite.
Remark 1.2. In [Blo], Bloch treats the case of abelian varieties of arbitrary (potentially
nonzero) rank, and τ(B) is defined to be an actual volume (suitably normalized). Under
that definition and assuming finiteness of X1(B), by [Blo, Thm. 1.17] the equality τ(B) =
#B′(k)/#X1(B) is equivalent to the Birch and Swinnerton-Dyer Conjecture for such B.
Remark 1.3. In the general (possibly higher rank) case of the Birch and Swinnerton-Dyer
Conjecture, the analogue of Ext1(G,Gm) is the torsion subgroup
B′(k)tor = Ext
1(B,Gm)tor = Pic(B)tor,
the last equality coming from the fact that Pic(B)/Pic0(B) is torsion-free. It is therefore
natural to wonder whether we have the equality Ext1(G,Gm) = Pic(G)tor for all smooth
connected commutative affine group schemes G over the global function field k. This is false.
Indeed, for an affine group scheme G of finite type over any field, the group Pic(G) is torsion
[Ros2, Prop. 2.8], but it is not true in general even for commutative smooth connected affine
G (over global function fields) that Ext1(G,Gm) = Pic(G) [Ros2, Prop. 9.9].
In order to state the next theorem, we recall that an inner form G′ of a k-group G is
one whose isomorphism class lies in the image of the map H1(k,G/ZG) → H1(k,AutG/k)
induced by the map of group functors G/ZG → AutG/k which sends g to conjugation by
g, where the latter H1-set classifies fppf k-forms of G up to isomorphism. Here, ZG is the
scheme-theoretic center of G. We also say G′ is an inner twist of G, or is obtained from G
by inner twist. The relation “is an inner form of” is an equivalence relation. If G is smooth
then G/ZG is smooth, so then classes in H1(k,G/ZG) split over ks and hence inner twists
of G are ks/k-forms.
It is known that for reductive groups G, both the Tamagawa number τ(G) and #X(G)
are invariant under inner twist. Indeed, the invariance of #X(G) follows by applying [San,
Thm. 4.3] and twisting by a cohomology class. (For the definition of Galois twisting, as well
as twisting of sequences, see [Ser, Chap. I, §5,3].) The assumption in [San, Thm. 4.3] that
G has no E8-factor was stated because various cohomological results on simply connected
groups that Sansuc used in his paper were unknown at the time; they have since been
proven [Che].
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The invariance of τ(G) under inner twist for reductive groups over number fields (from
which it follows easily for all connected linear algebraic groups over such fields) was proved
by Kottwitz [Kot]. We will show that the same holds for pseudo-reductive groups over
global function fields (there is of course nothing to say for commutative groups):
Theorem 1.4. Let G be a pseudo-reductive group over a global function field k. Then τ(G)
and #X(G) are invariant under inner twist. That is, if G′ is an inner form of G, then
τ(G) = τ(G′) and #X(G) = #X(G′).
Once again, Theorem 1.4 fails beyond the pseudo-reductive (and of course, commuta-
tive) setting. In fact, the variation of both Tamagawa numbers and Tate-Shafarevich sets
over the set of all inner forms of G can be quite dramatic. See Proposition 8.1 for examples
of (wound non-commutative 2-dimensional) unipotent groups U over every global function
field such that one may find inner forms of U with arbitrarily small Tamagawa number and
arbitrarily large Tate-Shafarevich set. For results in the other direction, exhibiting certain
nice behavior of Tamagawa numbers under inner twist for all connected linear algebraic
groups over global function fields, see Propositions 8.2 and 8.3.
Note that G′ is automatically pseudo-reductive when G is, since pseudo-reductivity may
be checked over ks [CGP, Prop. 1.1.9]. In fact, thanks to Theorem 1.1, in conjunction with
Proposition 5.5 of this paper, the invariance of τ in Theorem 1.4 is equivalent to that of#X.
We will prove Theorem 1.4 by proving the invariance of τ , and then use this deduce the
invariance of #X. The inner invariance of τ will depend crucially on the now-established
Weil conjecture on Tamagawa numbers (that simply connected groups have Tamagawa
number 1). This order of reasoning, first proving Weil’s conjecture and then using it to
deduce the invariance of Tamagawa numbers under inner twist, is the exact opposite of the
reasoning used in the number field setting. There, Weil’s Tamagawa number conjecture,
was proved over number fields by showing that Tamagawa numbers are invariant under
inner twist (done by Kottwitz [Kot] by using the trace formula, modulo the same E8 issue
as mentioned above, arising from lack of knowledge of the Hasse principle for such groups, a
defect remedied by Chernousov [Che]), thus reducing one to the quasi-split case handled by
Lai [Lai] (building on work of Langlands [Lan]). The proof by Gaitsgory and Lurie [GL] of
Weil’s conjecture over function fields proceeds via a totally different geometric route (and
necessarily so, as the trace formula is not known in this context).
Before turning to our final result, we recall a well-known relation between adelic coho-
mology and the cohomology of the local completions of a global field k.
Proposition 1.5. Let G be a smooth connected group scheme over a global field k. Then the
map H1(A, G)→
∏
v H
1(kv, G) induced by the projection maps A→ kv induces a bijection
of pointed sets
H1(A, G)
∼
−→
∐
v
H1(kv, G).
Proof. For any set S of places of k, let AS denote the ring of S-adeles; that is, AS =∏′
v/∈S kv, the restricted product of the fields kv with respect to the integer rings Ov , where
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the product is taken over all v /∈ S. For any finite set S of places of k, we have H1(A, G) =∏
v∈S H
1(kv , G) × H
1(AS , G). We therefore obtain a map
∏
v∈S H
1(kv , G) → H
1(A, G) =∏
v∈S H
1(kv , G)×H
1(AS , G) defined as the identity on the first factor and the trivial map
on the second factor. The proposition is equivalent to the assertion that via these maps,
which are compatible for S ⊂ S′, the induced map
lim−→
S
∏
v∈S
H1(kv, G) −→ H
1(A, G)
is a bijection, where the limit is over all finite sets S of places of k. That is, we need to
show that for any α ∈ H1(A, G), there is a finite set S of places of k such that the image
αS ∈ H
1(AS , G) is 1.
So suppose that we have a G-torsor X over A. Since A = lim
−→S
∏
v∈S kv×
∏
v/∈S Ov (the
limit being over all finite sets S of places), by standard spreading-out arguments we see
that there is a finite non-empty set S of places of k containing the archimedean places such
that G spreads out to a smooth OS-group scheme G with connected fibers and such that X
spreads out to a G -torsor X over
∏
v/∈S Ov. We claim that X is a trivial torsor. This will
suffice. In order to prove this triviality, it suffices to show that for each v /∈ S, Xv := X ⊗Ov
has an Ov-point, since X (
∏
vOv) =
∏
v X (Ov) since X inherits quasi-projectivity from
G. But Xv is a Gv := G ⊗ Ov-torsor over Ov. Let Fv denote the residue field of Ov.
The special fiber GFv of Gv is connected, so by Lang’s Theorem, Xv(Fv) 6= ∅. Since Gv is
smooth, so is the Gv-torsor Xv, hence (since Ov is Henselian) the map Xv(Ov)→ Xv(Fv)
is surjective. In particular, Xv(Ov) 6= ∅, as desired.
Given any connected affine group scheme G of finite type over a global field k, we have
a complex of pointed sets
H1(k,G) −→ H1(A, G) −→ Ext1(G,Gm)
∗ (1.7)
which we will now define. The map H1(k,G) → H1(A, G) is induced by the diagonal
inclusion k →֒ A. Now we define the second map. Choose an extension
1 −→ Gm −→ E −→ G −→ 1 (1.8)
(which is automatically central since connectedness of G implies connectedness of E) and
an element α ∈ H1(A, G). We obtain for each place v of k the element αv ∈ H1(kv , G); αv is
trivial for all but finitely many v by Proposition 1.5. Due to the centrality of the extension
(1.8), we get a connecting map H1(kv , G) → H2(kv,Gm), this H2 being Q/Z, 12Z/Z, or 0,
depending on whether kv is non-archimedean, R, or C (by taking local Brauer invariants).
Thus we get for each place v of k an element ofQ/Z, all but finitely many of which are 0.
Adding these up produces an element ofQ/Z. This gives a map H1(A, G)×Ext1(G,Gm)→
Q/Z. One easily checks that this map is additive in the second argument, hence induces
a map of pointed sets H1(A, G) → Ext1(G,Gm)∗. Further, the image of any element of
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H1(k,G) under this map is 0, since the sum of the local invariants of a global Brauer class
is 0 by class field theory. This defines the second map in (1.7).
Remark 1.6. This complex is compatible with global Tate duality in the following sense.
Given a commutative affine group scheme G of finite type over a field k, let
Ĝ := H om(G,Gm)
denote the fppf Gm-dual sheaf. We have a functorial (in G and k) exact sequence
0 −→ H1(k, Ĝ) −→ Extcent(G,Gm) −→ Extcent(Gk, (Gm)k) (1.9)
defined as follows. (When G is disconnected, we have to specify that we are only considering
central extensions of G by Gm, as arbitrary such extensions need not be central.)
A central extension E of G by Gm splits fppf locally over k if and only if it splits over
k, by the Nullstellensatz and standard spreading-out arguments. Thus,
ker
(
Extcent(G,Gm)→ Extcent(Gk, (Gm)k)
)
consists of those extensions that split fppf locally, i.e., the fppf forms of the trivial extension
E = Gm × G (with the obvious extension structure). But one easily checks that the
automorphism functor of the trivial extension (as an extension of G by Gm) is Ĝ. It follows
that the above kernel is canonically (up to a universal choice of sign) isomorphic to H1(k, Ĝ).
But we have a complex
H1(k,G) −→ H1(A, G) −→ H1(k, Ĝ)∗ (1.10)
where the first map is induced by the diagonal inclusion k →֒ A, and the second by
cupping everywhere locally and adding the invariants. That is, given α ∈ H1(A, G) and
β ∈ H1(k, Ĝ), we have for each place v of k the cup product pairing
H1(kv, G) ×H
1(kv , Ĝ)→ H
2(kv ,Gm)
∼
−→ Q/Z
where the last map is once again the Brauer invariant. Thus, by taking the cup product of αv
and βv for each v and then adding the results, we obtain the second map in (1.10) above.
(By the compatibility of the cohomology with direct limits of rings [Ros1, Prop.D.0.1],
both αv and βv lift to H1(Ov , ·) for all but finitely many v, hence their cup product lands
in H2(Ov,Gm) = 0, so the sum above contains only finitely many nonzero terms.) The
sequence (1.10) is a complex, once again because the sum of the local invariants of a global
Brauer class is 0. Part of the statement of global Tate duality is that the sequence (1.10)
is exact for any affine commutative k-group G of finite type [Ros1, Thm. 1.2.8].
At any rate, the point we would like to make here is that for connected commutative
affine k-group schemes G of finite type, the two complexes (1.7) and (1.10) are compatible
via the first map in (1.9) (with the appropriate universal choice of sign). This compatibility
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is easily checked using the description of cup product (on H1) in terms of Čech cohomology.
It can also be proved just as in the argument for [Ros1, Lemma 2.4.9]. This compatibility,
in conjunction with Tate duality [Ros1, Thm. 1.2.8] implies that Theorem 1.8 below holds
for connected commutative linear algebraic groups. The general commutative case will play
an important role in the proof of Theorem 1.8 below for general pseudo-reductive groups.
Although Theorem 1.1 fails beyond the commutative and pseudo-reductive settings (see
Proposition 7.8), in attempting to study Tamagawa numbers beyond these cases the author
was naturally led to try to compare the fibers of the map
θG : H
1(k,G)→ H1(A, G) =
∐
v
H1(kv , G),
the latter equality coming from Proposition 1.5. The nonempty fibers of this map all have
the same size when G is commutative or pseudo-reductive, but this fails in general beyond
these settings; see Remark 1.7 below.
In studying Tamagawa numbers beyond the commutative and pseudo-reductive settings,
the author was also naturally led to the question of whether the complex (1.7) is exact.
This unfortunately fails in general (see Proposition 7.9), but Theorem 1.8 below shows that,
once again, everything behaves as it should for commutative and pseudo-reductive groups.
Remark 1.7. Although we will not use this anywhere, let us note that for a unipotent
U , the map H1(k, U) → H1(k, U/ZU ) is surjective, since H2(k, ZU ) = 0. Indeed, ZU is
commutative unipotent, and one can show that any commutative unipotent group over a
field has vanishing H2, by reducing to the case when the group is either split or αp. It
follows that inner forms of U may also be described as those in the image of the map
H1(k, U)→ H1(k,AutU/k).
This implies that as U ′ varies over the inner twists of U , the sets X(U ′) vary over the
fibers of the map
θU : H
1(k, U)→ H1(A, U) =
∐
v
H1(kv, U).
Indeed, if x ∈ H1(k, U) then the fiber of θU containing x is in bijection with the set X(Ux)
corresponding to the group U twisted by x, by [Ser, Chap. I, §5.3, Prop. 35]. In particular,
Proposition 8.1 provides over every global function field a (non-commutative wound 2-
dimensional) unipotent group U such that the map θU has arbitrarily large fibers. (All of
the fibers are finite, of course, due to the finiteness of the sets X(U ′) for all inner forms U ′
of U .)
In the same vein, Theorem 1.4 implies that when G is pseudo-reductive, all nonempty
fibers of the map θG have the same size (though that theorem is strictly stronger than this,
since the map H1(k,G) → H1(k,G/ZG) need not be surjective for pseudo-reductive G),
while Theorem 1.8 below tells us exactly which fibers are nonempty.
Our final main result generalizes part of global Tate duality for commutative finite type
affine k-group schemes from [Ros1] to pseudo-reductive groups.
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Theorem 1.8. If G is a commutative or pseudo-reductive group over a global function field
k, then the complex
H1(k,G) −→ H1(A, G) −→ Ext1(G,Gm)
∗
defined in (1.7) is an exact sequence of pointed sets. That is, the kernel of the second map
is the image of the first.
Remark 1.9. See Proposition 7.9 for a (necessarily non-commutative) wound 2-dimensional
unipotent group for which Theorem 1.8 fails over global function fields of every charac-
teristic, so the hypotheses in Theorem 1.8 are optimal. Even though Theorem 1.8 is true
over number fields (in fact, it is true for all connected linear algebraic groups over number
fields, by an easy reduction to the reductive case), we have only stated it and will prove it
for function fields in order to avoid issues with archimedean places, and because the main
focus of this paper is on the function field setting.
Let us summarize the contents of this paper. In §2 we review the classification of
pseudo-reductive groups obtained in [CGP]. In §§3-4 we show that “basic exotic” and
“basic non-reduced” pseudo-reductive groups have Tamagawa number 1; this is necessary in
order to prove Theorem 1.1 in characteristics 2 and 3 (so the reader who is willing to ignore
characteristics 2 and 3 may skip these sections or may take Proposition 3.1 as a black box
and then read the proof of Theorem 1.1, given in §5 without ignoring characteristics 2 and
3). In §5 we prove Theorems 1.1 and 1.4. In §6 we prove Theorem 1.8. Finally, in §§7-8 we
give examples of various pathologies that may occur for non-commutative unipotent groups
over global function fields, including counterexamples to all of the main results of this paper
beyond the commutative and pseudo-reductive cases (so the hypotheses in Theorems 1.1,
1.4, and 1.8 are optimal).
1.4 Notation and Conventions
Throughout this paper, k denotes a field and p denotes a prime number equal to the
characteristic of k when mentioned.
A linear algebraic group over k means a smooth affine k-group scheme. When k is a
global field, kv denotes the completion of k at a place v, Ov the ring of integers of kv when
v is non-archimedean, and Ak (or just A when there can be no confusion) denotes the ring
of adeles of k.
For any affine k-group scheme G of finite type, we define Ĝ to be the functor on k-
algebras given by
Ĝ(A) = HomA−gp(GA,Gm)
(so Ĝ(k) is the group of k-homomorphisms G→ Gm).
We must also make some remarks about the behavior of cohomology in exact sequences.
Given an affine group scheme G of finite type over a field k, one may define H1(k,G) as
the set of fppf G-torsors over Spec(k) up to isomorphism; this is a pointed set, and if G
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is commutative then it is even an abelian group. When G is commutative, one may also
define the higher cohomology groups. Note that the torsor sheaves classified by this H1-set
are all representable due to the effectivity of descent for affine schemes, since G is affine.
If G is smooth over k then the étale and fppf G-torsors agree, so we may define H1(k,G)
to be the set of isomorphism classes of étale or fppf G-torsors over Spec(k). The étale and
fppf cohomology groups Hi(k,G) agree for all i when G is smooth and commutative [BrIII,
Thm. 11.7]. When G is smooth, therefore, all of the defined cohomology groups may be
defined in terms of Galois cohomology by using the language of cocycles and coboundaries.
This is the language used in [Ser].
On the other hand, for some purposes it is necessary to work with cohomology over
general base schemes, or even fppf cohomology over fields, in which case the language of
Galois cocycles is insufficient. One may sometimes replace these with Čech cohomology, but
it is also useful to develop the entire theory in a more intrinsic manner, using the language
of torsors.
Given an exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1 (1.11)
of smooth affine k-group schemes, one may compute the associated cohomology exact se-
quence using Galois cohomology. In this language, much of the familiar formalism of long
exact sequences which comes out of (1.11) when the groups are commutative remains true
in the non-commutative setting. This is discussed in [Ser, Chap. I, §5].
Much of the discussion in [Ser] is done in the language of torsors as well as Galois
cocycles, though not all of it. We will at various points throughout this work require
results for cohomology sets of the form H1(Ak, G) where G is a smooth connected affine
group scheme over a global field k. Strictly speaking, the results in [Ser] do not apply
to these sets. There are, however, two ways around this. The first is to simply invoke
Proposition 1.5 to reduce assertions for adelic cohomology to the case of fields, where one
may use Galois cohomology and apply the results in [Ser] directly. The second approach
is to state and prove all of the results of [Ser, Chap. I, §5] in the more general context of
torsors over an arbitrary base rather than merely Galois (i.e., étale) cohomology over fields.
This is essentially done in [Con1, Appendix B].
Strictly speaking, [Con1, Appendix B] only treats the case of fields, but all of the
techniques and arguments used there for deriving properties of the long exact sequence
associated to the short exact sequence (1.11) work over a general base ring for affine groups,
since affineness ensures the effectivity of all descent datum, which is necessary if one wishes
to ensure that all fppf sheaf torsors are in fact representable by schemes. (If one does not
care about such representability, and is satisfied with working just with sheaf torsors, then
even this assumption is unnecessary.)
Throughout this work, we will refer to [Ser] and invoke Proposition 1.5, but we wanted
to make the reader aware of the more general results essentially proved in [Con1, Appendix
B] which allow one to work directly over the adele ring rather than invoking this “trick”.
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2 The classification of pseudo-reductive groups
The purpose of this section is to review for the reader the classification of pseudo-reductive
groups obtained in [CGP], which will play a major role in our work in this paper.
A central role in this classification is played by the so-called “standard construction”
(and the “generalized standard construction” in characteristics 2 and 3), which we now
recall. Let k be a field, and let k′ be a nonzero finite reduced k-algebra (that is, a product
of finitely many finite field extensions of k). Let G′ be a k′-group such that its fiber over
each factor field k′i of k
′ is a connected semisimple group that is absolutely simple and
simply connected. Let T ′ ⊂ G′ be a maximal torus (i.e., its k′i-fiber is a maximal k
′
i-
torus of k′i-fiber of G
′). Then T ′ acts on G′ by conjugation, and this action factors uniquely
through an action ξ by T ′/ZG′ , where ZG′ is the (scheme-theoretic) center of G′. Therefore,
C := Rk′/k(T
′) acts on Rk′/k(G′) by conjugation, and this action factors naturally through
the evident action Rk′/k(ξ) of Rk′/k(T ′/ZG′). Beware that the map
f : Rk′/k(T
′)→ Rk′/k(T
′/ZG′)
is not surjective when ZG′ has non-étale fiber over a factor field of k′ that is not étale over
k.
Suppose that we are given a factorization of f as
Rk′/k(T
′) =: C
φ
−→ C
ψ
−→ Rk′/k(T
′/ZG′),
with C commutative pseudo-reductive. (Neither φ nor ψ need be surjective.) Then C acts
on Rk′/k(G′) through ψ and the action of Rk′/k(T ′/ZG′). Let j : C →֒ Rk′/k(G′) be the
inclusion. One easily checks that the “anti-diagonal” map α : C → C ⋉ Rk′/k(G′) given by
(−φ, j) is an isomorphism onto a central subgroup. Thus, we may form the cokernel
G := (C ⋉ Rk′/k(G
′))/C .
This G is pseudo-reductive [CGP, Prop. 1.4.3]. A pseudo-reductive group is called standard
pseudo-reductive if it is either commutative or constructed in the above manner [CGP,
Definition 1.4.4, Thm. 4.1.1]. If char(k) > 3, then every pseudo-reductive group over k is
standard pseudo-reductive [CGP, Thm. 5.1.1(1)], so the reader who wishes to avoid extra
complications in characteristics 2 and 3 may just concentrate on the standard case.
Remark 2.1. The k-group G determines the data (k′/k,G′) and Rk′/k(G′) → G uniquely
up to unique isomorphism by [CGP, Props. 4.1.4(1), 4.2.4, 5.1.7(1), A.5.14].
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In characteristics 2 and 3, there exist “exotic” pseudo-reductive groups beyond the stan-
dard case. Let us describe these now. The first class of such groups are the basic exotic
pseudo-reductive groups, defined as follows. Pick p ∈ {2, 3}, and let k be a field of charac-
teristic p. Let G be a connected semisimple k-group that is absolutely simple and simply
connected with an edge of multiplicity p in its absolute Dynkin diagram. Then there is a
unique nontrivial factorization of the Frobenius isogeny FG/k : G→ G(p) as
G
pi
−→ G→ G(p)
with a specific non-central isogeny π called the very special isogeny. The group G is simply
connected with root system dual to that of G (so G is of the same type as G except in the
case when G has type Bn, Cn respectively with n ≥ 3, in which case G has type Cn, Bn,
respectively); see [CGP, §7.1] for more details.
Given a nontrivial finite extension k′/k of fields of characteristic p such that (k′)p ⊂ k,
we let f := Rk′/k(πk′). This map is not surjective, and its kernel is non-smooth and
positive-dimensional. The canonical k-subgroup G →֒ Rk′/k(Gk′) lies in the image of f (as
it is clearly the image of the k-subgroup G ⊂ Rk′/k(Gk′) that is a Levi k-subgroup [CGP,
Prop. 7.3.1]), and although f is not smooth it turns out that the preimage G := f−1(G) is
smooth and in fact even pseudo-reductive [CGP, Thm. 7.2.3]. This is almost the general
definition of a basic exotic pseudo-reductive group:
Definition 2.2. [CGP, Definition 7.2.6] Let k be an imperfect field of characteristic p ∈
{2, 3}. A basic exotic pseudo-reductive group is a k-group G that is k-isomorphic to a
k-group scheme of the form f−1(G) where:
(i) f = Rk′/k(π′) for a nontrivial finite extension k′/k such that (k′)p ⊂ k, where π′ :
G′ → G
′ is the very special isogeny for a connected semisimple k′-group G′ that is
absolutely simple and simply connected with Dynkin diagram containing an edge of
multiplicity p;
(ii) the subgroup G ⊂ Rk′/k(G
′
) is a Levi k-subgroup;
(iii) f−1(G)ks contains a Levi ks-subgroup of the group Rk′/k(G
′)ks = Rk′s/ks(G
′
k′s
).
The pseudo-reductivity of such G reduces to that of the construction preceding Defini-
tion 2.2 due to [CGP, Lem. 7.2.1].
Remark 2.3. Condition (iii) in Definition 2.2 is the most subtle. Several alternative equiv-
alent formulations of this condition are given in [CGP, Prop. 7.3.1], two of which are that
f−1(G) is k-smooth and that G ⊂ im(f). In particular, that result tells us that the pseudo-
reductive group G in Definition 2.2 admits a natural surjective map
f : G ։ G (2.1)
to a simply connected group; this map has kernel Rk′/k(ker(π′)) that is non-smooth with
positive dimension; see the remarks just before the statement of [CGP, Thm. 7.2.3].
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Remark 2.4. The k-group G uniquely determines the data (k′/k,G′, G, f) up to unique
isomorphism, by [CGP, Prop. 7.2.7(1), (2)].
Before we go on, let us prove a result about tori in basic exotic pseudo-reductive groups
that we will need in the sequel. Let G be a basic exotic pseudo-reductive group over a field
k. Then, as observed in Remark 2.3 above, there is a canonical surjection f : G ։ G to a
simply connected group with positive-dimensional non-smooth kernel. There is a bijection
between the sets of maximal k-tori of G and maximal k-tori of G defined as follows. Given
a maximal k-torus T ⊂ G, take T to be the unique maximal k-torus in f−1(T ). That there
is a unique such torus and that the map T 7→ T is a bijection between the sets of maximal
k-tori is [CGP, Cor. 7.3.4]. That corollary also says that the map T → T is an isogeny.
Now we need the following result, which is in the same spirit as [CGP, Prop. 7.3.3].
Lemma 2.5. Let k be an imperfect field of characteristic p ∈ {2, 3} such that [k : kp] is
finite. Let G be a basic exotic pseudo-reductive group over k arising from the finite nontrivial
purely inseparable extension k′ := k1/p, and let f : G ։ G be the canonical map onto a
simply connected group over k.
Let T ⊂ G be a maximal k-torus, and let T ⊂ f−1(T ) be the corresponding maximal
k-torus of G . Then the smooth connected commutative Cartan subgroup ZG (T ) maps onto
T and the induced map Hi(k, ZG (T ))→ Hi(k, T ) is an isomorphism for all i.
Note that if [k : kp] = p, then every basic exotic pseudo-reductive k-group arises as in
this lemma. That ZG (T ) is smooth connected commutative is part of [CGP, Prop. 1.2.4].
Proof. Since the maps G → G and T → T are surjective, it follows that f(ZG (T )) =
ZG(T ) = T . (Surjectivity holds because surjective maps of connected linear algebraic
groups always map Cartan subgroups onto Cartan subgroups.) Since the map ZG (T )(ks)→
T (ks) is Galois-equivariant, in order to prove the lemma it suffices to show that this map
is an isomorphism; clearly this implies that they have the same Galois cohomology.
It is harmless to rename ks as k (since the map k1/p ⊗k ks → k
1/p
s is an isomorphism),
so we may and do assume that k = ks. By [CGP, Prop. 7.3.3(1)] (this is where we use that
k′ = k1/p), the map G (k) → G(k) is an isomorphism, so the map ZG (T )(k) → T (k) is
injective. In order to show that it is surjective, we need to show that if g ∈ G (k) maps to
T (k), then g centralizes T . Since T (k) is Zariski dense in T (because k = ks), it suffices
to show that g centralizes T (k). Let t ∈ T (k). We need to show that g centralizes t. We
have f(gtg−1) = f(g)f(t)f(g)−1 = 1 because f(g), f(t) ∈ T (k). Since f is injective on
k-points, this implies that gtg−1 = 1; that is, g centralizes t.
Remark 2.6. While the k-subgroup ZG (T ) ⊂ f−1(T ) surjects onto T , it is not true that
ZG (T ) = f
−1(T ), since ker(f) 6⊂ ZG (T ), as can be seen using [CGP, Rem. 7.2.8] over ks.
The definition of a generalized standard pseudo-reductive group is analogous to that of a
standard pseudo-reductive group as follows. Let k be a field, k′/k a nonzero finite reduced
k-algebra (that is, a finite product of finite field extensions of k). Let G′ be a k′-group,
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each of whose fibers over the factor fields of k′ are either connected semisimple, absolutely
simple, and simply connected, or (this only happens when char(k) ∈ {2, 3}) are basic exotic
pseudo-reductive. Let T ′ ⊂ G′ be a maximal k′-torus, and let C := Rk′/k(ZG′(T ′)) be the
Weil restriction of the associated Cartan subgroup of G′. Then C acts on Rk′/k(G′) by
conjugation, and this action is trivial on the commutative group C .
Suppose we are given a commutative pseudo-reductive group C acting on Rk′/k(G′) so
that the action of C on C is trivial and a map φ : C → C such that the actions of C and
C on Rk′/k(G′) are compatible via φ. Let j : C →֒ Rk′/k(G′) denote the inclusion. One
easily checks that the map (−φ, j) : C → C ⋉ Rk′/k(G′) is an isomorphism onto a central
subgroup of C⋉Rk′/k(G′). Thus we may form the quotient G := (C⋉Rk′/k(G′))/C . Then
G is pseudo-reductive [CGP, Prop. 1.4.3].
Definition 2.7. [CGP, Definition 10.1.9] Let k be a field, and assume [k : k2] ≤ 2 if
char(k) = 2. A generalized standard pseudo-reductive group is a pseudo-reductive group
that is either commutative or constructed in the above manner.
The assumption on [k : k2] when char(k) = 2 is made because the “correct” notion
(given in [CP, Def. 9.1.5, Def. 9.1.7]) is different if char(k) = 2 and [k : k2] > 2, even though
the above definition makes perfectly good sense without this assumption. This assumption
will not matter for us, since it holds for all local and global function fields. We have kept
it, however, in order to be consistent with [CGP].
Let us also remark that one can make the definition more analogous to the definition
of standard groups, by noting that our assumptions on C and C are equivalent to the
existence of a factorization
C
φ
−→ C
ψ
−→ ZRk′/k(G′),C ,
where ZRk′/k(G′),C is the maximal smooth k-subgroup scheme (see [CGP, Lemma C.4.1]
for the notion of the maximal smooth subgroup) of the affine finite type k-group scheme
AutRk′/k(G′),C which represents the functor of automorphisms of Rk′/k(G
′) that are trivial
on C . (See [CGP, Lemma 10.1.7] for the representability of this latter functor by an affine k-
group scheme of finite type, and [CGP, Thm. 1.3.9] for its identification with Rk′/k(T ′/ZG′)
in the standard setting.) We have avoided this alternative formulation, however, because we
will not need it. If char(k) > 2 then every pseudo-reductive group is generalized standard
[CGP, Thm. 5.1.1].
Remark 2.8. The standard and generalized standard constructions above depend upon
beginning with a k′-group G′ whose fibers over the factor fields of k′ are each either (i)
connected semisimple, absolutely simple, and simply connected, or (ii) basic exotic, and
then making a choice of maximal k′-torus T ′ ⊂ G′ in order to carry out the construction.
An important point is that having fixed the k′-group G′ (which, together with k′/k,
is actually unique up to unique isomorphism due to [CGP, Prop. 10.2.4]), we may choose
whichever maximal k′-torus we want in the sense that any choice admits a canonically
associated variant of φ : C → C also giving rise to G, by [CGP, Prop. 10.2.2(3)]. This
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flexibility in choosing the torus T ′ will be extremely useful to us, particularly in the proofs
of Theorems 1.1 and 1.8.
Finally, there is one extra complication that can show up when char(k) = 2 (with
[k : k2] = 2; the situation is much more complicated when [k : k2] > 2, but fortunately
this never happens for local or global function fields): the possibility of “basic non-reduced”
pseudo-reductive groups [CGP, Def. 10.1.2]. We will not say much about the structure
of these groups here, because we will not need them too often. For such G, with n the
dimension of its maximal tori, there is a surjective k-homomorphism
f : G։ G := Rk1/2/k(Sp2n) (2.2)
for which the associated k1/2-map Gk1/2 → Sp2n descends the maximal geometric reductive
quotient over k and satisfies some other properties that we shall refer to as they arise later,
giving appropriate references to [CGP]. This map f will serve a role for us similar to that
of the map (2.1) in the basic exotic case. The term “non-reduced” refers to the fact that
the root system of Gks relative to a maximal ks-torus is the non-reduced root system BCn.
Here is the main classification result for pseudo-reductive groups in [CGP] allowing
char(k) = 2. A more general structure theorem, without any restrictions on [k : k2] when
char(k) = 2, is given by [CP, §1.6, Structure Theorem]. We will have no need for that more
general result, since the condition [k : k2] = 2 holds for all local and global function fields
of characteristic 2.
Theorem 2.9. [CGP, Thm. 5.1.1 and Prop. 10.1.4] Let G be a pseudo-reductive group over
a field k, and assume that [k : k2] ≤ 2 if char(k) = 2. Then G is generalized standard except
possibly if k is imperfect of characteristic 2, and in the latter case if G is not generalized
standard then G = G1 ×G2 where G1 is a generalized standard pseudo-reductive group and
G2 = RK/k(H) for a nonzero finite reduced k-algebra K and a K-group H whose fiber over
each factor field is basic non-reduced.
3 Tamagawa numbers of exotic groups: a general approach
The purpose of the present section and the next one is to show that basic non-reduced
groups (these only exist in characteristic 2) and basic exotic groups (these only exist in
characteristics 2 and 3) have Tamagawa number 1. This will play a crucial role in proving
Theorems 1.1 and 1.4 in these low characteristics, since such groups form some of the
elemental building blocks of pseudo-reductive groups over such fields. The reader who does
not mind ignoring characteristics 2 and 3 (or who simply first wishes to read the proof of
Theorems 1.1 and 1.4) may skip this section and the next one, taking Proposition 3.1 below
as a black box in these cases.
The goal of this section and the next is to prove the following result.
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Proposition 3.1. Let k be a global function field of characteristic p ∈ {2, 3}, and let G
be either a basic exotic k-group or a basic non-reduced k-group (char(k) = 2 in the latter
case). Then τ(G) = 1.
In order to prove this, we leverage the canonical map f : G ։ G from (2.1) and (2.2).
This map induces an isomorphism on k-points and a topological isomorphism on kv-points
and on Ak-points [CGP, Props. 7.3.3, 9.9.4]. Let fA : G(A)
∼
−→ G(A) denote the isomor-
phism on adelic points induced by f . Let µG denote the Tamagawa measure on G(A),
and similarly for µG. The group G is its own derived group: this follows from [CGP,
Thm. 7.2.3(1)] applied over ks in the basic exotic case, and from [CGP, Thm. 9.8.1(4),
Rem. 9.8.2] in the basic non-reduced case. Hence, Ĝ(ks) = 0, so G is algebraically uni-
modular and thus G(A) is unimodular as a topological group. The measure f−1(µG) is a
positive multiple of µG, since both are Haar measures on G(A).
The Tamagawa number of G is defined to be the volume of G(k)\G(A) with respect
to the quotient measure induced by µG, and similarly for G. We know τ(G) = 1 (by the
now-established conjecture of Weil on Tamagawa numbers of simply connected groups [GL]
for the basic exotic case, and the invariance of Tamagawa numbers under Weil restriction
[Oes, Chap. II, §1.3, Thm. (d)] together with the more classical evaluation τ(Sp2n) = 1 over
global function fields for the basic non-reduced case). Thus, Proposition 3.1 is equivalent
to the assertion that this multiplier is 1; i.e., that f−1(µG) = µG. This is the content of
the following proposition, which therefore implies Proposition 3.1.
Proposition 3.2. Let k be a global function field of characteristic p ∈ {2, 3}. For G as
in Proposition 3.1, via the isomorphism fA : G(A)
∼
−→ G(A) the Tamagawa measure on
G pulls back to the Tamagawa measure on G. That is, f−1(µG) = µG. In particular,
τ(G) = 1.
Since the two measures f−1(µG) and µG are positive multiples of one another, in order
to prove Proposition 3.2, it would suffice to show that they agree on some nonempty open
subset of G(A). This is roughly the idea, though not strictly what we will do. Rather,
we will compare local measures on the kv-points corresponding to the “open cell” inside G
coming from a suitable split k-torus S ⊂ G and then use our knowledge of the Tamagawa
numbers of the factors in the open cell decomposition to compare the corresponding product
measures. In fact, one cannot hope to directly compare the measures by restricting to the
adelic points of an open subscheme because given a smooth connected affine k-group G
and a nonempty affine open subscheme U ⊂ G, the subset U(A) ⊂ G(A) is not generally
open, and may even have measure 0, and its natural topology may be distinct from the
subspace topology inherited from G(A). (For example, take G = Ga, U = Gm ⊂ Ga.)
Nevertheless, we will be able to work on each local factor and then compute a product over
all places to compare the two measures f−1(µG) and µG on G(A). In fact, we will reduce
this comparison to the computation of the Tamagawa number of the centralizer of S as in
the following proposition.
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Proposition 3.3. Let k be a global function field of characteristic p ∈ {2, 3}, and let G be
either a basic exotic k-group or a basic non-reduced k-group (char(k) = 2 in the latter case).
Let S ⊂ G be a split k-torus, and let S := f(S) ⊂ G denote the associated split k-torus in
G. Suppose that τ(ZG(S)) = τ(ZG(S)). Then Proposition 3.2 holds for G.
Note that if we take S = 1 then ZG(S) = G and ZG(S) = G, so we obtain a tautology.
Thus, for Proposition 3.3 to be useful, we need a large split torus so that the group ZG(S)
is something we already understand. Fortunately, over global function fields basic exotic
groups always have relatively large split tori, as we shall see in §4.
(In fact, as we shall see, basic exotic groups over global fields which are built out of
simply connected groups of type F4 or G2 always have a split maximal torus. This is not
generally true for groups built out of types Bn or Cn, but these still have rather large
k-rank over a global field k; see Proposition 4.2. Basic non-reduced groups always have a
split maximal k-torus [CGP, Thm. 9.9.3(1)].)
We now turn to the proof of Proposition 3.3, which we will use to prove the equivalent
Propositions 3.1 and 3.2 in §4. Note that the map S ։ S is an isogeny, since ker(f) contains
no nontrivial torus by [CGP, Thms. 1.6.2(2), 9.8.1(3), Prop. 7.2.7(2)]. The informal idea of
the proof is to use “open cell” decompositions associated to (G,S) and (G,S) in order to
compare the Tamagawa measures on G(A) and G(A) by comparing them on these “open
cells”, but strictly speaking this is not quite what we will do.
To define these open cells, we need to review some “dynamic constructions”. Let K
be an arbitrary field, H a linear algebraic K-group (i.e., a smooth affine K-group). Fix a
cocharacter β : Gm → H (possibly trivial). Then we define a subfunctor UH(β) ⊂ H by
the formula
UH(β)(R) := {h ∈ H(R) | lim
t→0
β(t)hβ(t)−1 = 1}
for K-algebras R. Let us explain what we mean by this. The map (Gm)R → HR defined by
t 7→ β(t)hβ(t)−1 may or may not extend to a map cβ : A1R → HR. If it does, then it extends
uniquely, since HR is separated over R. Then we define limt→0 β(t)hβ(t)−1 := cβ(0).
The subfunctor UH(β) ⊂ H is represented by a split smooth connected unipotent
closed K-subgroup scheme of H (which we also denote by UH(β)) [CGP, Lemma 2.1.5,
Prop. 2.1.10]. Let ZH(β) denote the (scheme-theoretic) centralizer in H of β(Gm). Then
the multiplication map
mH : UH(β
−1)× ZH(β)× UH(β)→ H (3.1)
is an open immersion [CGP, Prop. 2.1.8(3)]. The image of this map is called the open cell
in H associated to β, or the open cell of the pair (H,β).
We need to generalize our situation somewhat. Recall that in the basic exotic case
over a general field k of characteristic p ∈ {2, 3}, G is constructed from a triple of data
(k′/k,G′, G), where k′/k is a nontrivial finite extension contained in k1/p, G′ is a connected
semisimple k′-group that is absolutely simple and simply connected with Dynkin diagram
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containing an edge of multiplicity p, and G ⊂ Rk′/k(G
′
) is a Levi k-subgroup with G′ the
very special quotient of G′. For k of characteristic 2 with [k : k2] = 2, a basic non-reduced
group G over k depends only on a positive integer n (and G is then pseudo-split with root
system BCn) [CGP, Thm. 9.9.3(1)].
Let k be an arbitrary imperfect field of characteristic p ∈ {2, 3} such that k′ := k1/p is
a finite extension of k. In the “basic exotic” case, let G denote the basic exotic group built
out of a triple (k′/k,G′, G), so f : G ։ G is the quotient map onto a simply connected
semisimple k-group. In the “basic non-reduced” in characteristic 2 with k′ = k1/2 quadratic
over k, let G be the basic non-reduced k-group with root system of type BCn (such G
is unique up to isomorphism). This data behaves well with respect to suitable separable
extensions as follows. In the basic exotic case, if K/k is a separable extension field such
that k1/p⊗kK → K1/p is an isomorphism (e.g. K = kv for a global field k), then GK is the
basic exotic group built from the data (K ′/K,G′K ′ , GK). In the basic non-reduced case,
under the same hypothesis GK is the basic non-reduced K-group with root system BCn.
Now we discuss the “open cell” associated to a split torus S ⊂ G (really to a suitable
cocharacter of that torus) in this general setting. Let S ⊂ G be a split k-torus, and
S := f(S) ⊂ G the associated split torus in G. We may choose a cocharacter β : Gm → S
so that ZG(β) = ZG(S) (and then automatically ZG(β) = ZG(S), where β := f ◦ β).
Indeed, this amounts to choosing β to be “sufficiently generic”; namely, one chooses β that
is not killed by any of the finitely many nontrivial S-weights for the adjoint action of S on
Lie(G).
Let us denote the groups UG(β) and UG(β−1) by U+ and U− respectively, and define
U
+
, U
−
⊂ G similarly, so the k-groups U+, U−, U+, U− are split unipotent. As instances
of (3.1), the multiplication maps
mG : U
− × ZG(S)× U
+ → G
mG : U
−
× ZG(S)× U
+
→ G
are open immersions. We refer to these open subschemes of G and G as the respective
open cells in G and G (they typically depend on a choice of cocharacter β : Gm → S,
though for maximal split S one can give descriptions in terms of minimal pseudo-parabolic
k-subgroups containing S [CGP, C.2.2–C.2.5]).
The maps U− → U−, U+ → U+, ZG(S) → ZG(S) induced by f are surjective [CGP,
Cor. 2.1.9]. Here is a refinement, an analogue for these subgroups of the results [CGP,
Props. 7.3.3, 9.9.4] at the level of the entire group:
Lemma 3.4. Let k be an imperfect field of characteristic p ∈ {2, 3} such that [k : kp] is
finite, and let G be either a basic exotic k-group built of the data (k′/k,G′, G) with k′ := k1/p
or else suppose that p = 2, [k : k2] = 2, and that G is a basic non-reduced k-group.
Let f : G ։ G denote the canonical map onto a simply connected quotient. Let β :
Gm → G be a cocharacter, β := f ◦ β : Gm → G, and let Z := ZG(β), U+ := UG(β),
U− := UG(β
−1) and define Z,U
+
, U
−
⊂ G analogously using β.
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(i) The maps Z(k) → Z(k), U+(k) → U
+
(k), and U−(k) → U
−
(k) induced by f are
isomorphisms.
(ii) If k is complete with respect to an absolute value, then the maps in (i) are topological
isomorphisms.
(iii) If k is a global function field then the maps Z(kv) → Z(kv), U+(kv) → U
+
(kv), and
U−(kv) → U
−
(kv) are topological isomorphisms, as are the maps Z(Ak) → Z(Ak),
U+(Ak)→ U
+
(Ak), and U−(Ak)→ U
−
(Ak).
Proof. Let us first observe that all of the maps in (i)–(iii) are injective because the analogous
maps for the entire group are bijections by [CGP, Props. 7.3.3, 9.9.4]. Let R := β(Gm), a
split torus in G, and let R := f(R) = β(Gm) ⊂ G.
First we note that the topological assertions are all automatic once we prove that the
maps are set-theoretic bijections. For example, suppose that the map Z(k) → Z(k) is a
bijection. If k is complete with respect to an absolute value, then since the topology on
Z(k) is the subspace topology inherited from G(k), and likewise for Z(k) ⊂ G(k), the fact
that G(k)→ G(k) is a homeomorphism [CGP, Prop. 7.3.3(ii), 9.9.4(2)] will then imply that
the map Z(k) → Z(k) is a topological isomorphism. Similarly, in (iii) one merely has to
show that the maps are bijections (since a closed immersion Y →֒ X of affine k-schemes of
finite type induces a closed embedding of topological spaces Y (A)→ X(A)).
We first prove (i) and (ii). We may replace k with a finite Galois extensionK and thereby
assume that G contains a split maximal torus T containing R. Indeed, this preserves
all hypotheses because k1/p ⊗k K
∼
−→ K1/p, and showing that the maps are bijective on
K-points implies the same on k-points by taking Galois invariants (since the maps are
Galois-equivariant).
We first prove that the map Z(k) → Z(k) is surjective. Suppose that z ∈ Z(k). By
[CGP, Props. 7.3.3, 9.9.4], there exists a unique g ∈ G(k) such that f(g) = z. We need to
show that g ∈ Z(k). That is, we need to show that g centralizes R := β(Gm). Since R is
smooth, its ks-points are Zariski dense, so by replacing k with ks, it suffices to show that
g centralizes R(k). So let r ∈ R(k). Then f(grg−1) = f(g)f(r)f(g)−1 = 1 because f(g)
centralizes f(r) ∈ R. But f induces an inclusion on k-points, so grg−1 = 1. That is, g
centralizes r.
Next we show that the maps on k-points of the “positive” and “negative” unipotent
groups are bijections. For the chosen split maximal torus T ⊂ G containing R, let T := f(T )
be the associated split maximal torus of G. Let Φ := Φ(G,T ) and Φ := Φ(G,T ) denote
the corresponding root systems.
Let us first treat the basic exotic case. The map f induces a bijection between the dual
root systems Φ and Φ that switches long and short roots. Indeed, let Φ> and Φ< denote
the long and short roots of Φ, respectively, and similarly for Φ. For a ∈ Φ<, the root
a := a ◦ f of T lies in Φ>, while for a ∈ Φ>, we have a ◦ f = pa for a root a ∈ Φ<, and this
correspondence yields a bijection between the roots of Φ and those of Φ [CGP, Prop. 7.1.5].
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By [CGP, Cor. 3.3.12], multiplication induces an isomorphism of k-schemes (not neces-
sarily of k-groups) ∏
a∈Φ
〈a,β〉>0
Ua → U
+ (3.2)
for any ordering of the elements of {a ∈ Φ | 〈a, β〉 > 0}, where Ua denotes the a-root group
for (G,T ). Taking the corresponding ordering of {a ∈ Φ | 〈a, β〉 > 0} similarly yields a
k-scheme isomorphism ∏
a∈Φ
〈a,β〉>0
Ua → U
+ (3.3)
(where Ua ⊂ G is the a-root group), and the isomorphisms (3.2) and (3.3) are compatible
via f . It therefore suffices to show that f induces bijections Ua(k)→ Ua(k) for each a ∈ Φ
(where a = a ◦ f).
If π′ : G′ → G′ denotes the very special isogeny, then ker(π′) is a height-1 normal k′-
subgroup scheme whose Lie algebra intersects Lie(U ′a) trivially if a ∈ Φ is long and contains
Lie(U ′a) if a is short. If a is a long root, therefore, then f induces an isomorphism Ua → Ua,
whereas if a is short, then the map Ua = Rk′/k(U ′a) → Ua induced by f is identified with
the map Rk′/k(Ga)→ Ga that on k-points is the pth power map k′ = k1/p → k (see [CGP,
Prop. 7.1.5(1), (2)]). This latter map is clearly an isomorphism. This proves (i) and (ii) for
the map U+(k)→ U+(k) when G is basic exotic. The proof for U−(k)→ U−(k) is exactly
the same.
The proof for basic non-reduced groups is similar, once again breaking up the posi-
tive and negative unipotent groups as a product of root groups to reduce the assertion to
proving that one obtains isomorphisms between rational points of root groups. By [CGP,
Thm. 9.8.1(3)], the map induced by f between each pair of root groups is either an isomor-
phism or else is the map
Rk′/k(Ga)×Ga → Rk′/k(Ga)
defined by (x, y) 7→ αx2 + y for some α ∈ k′ − k. Since [k′ : k] = 2, this map is a bijection
on k-points.
To prove (iii), we first note that the assertion about kv-points follows from (ii) once
we note that all hypotheses are preserved when we extend scalars from k to kv, since
kv ⊗k k
1/p ∼−→ k
1/p
v . The proof that the map on Ak-points is bijective is exactly the same
as the proof of (i), since H(Ak) = H(AL)Gal(L/k) for any finite Galois extension L/k and
any finite type affine k-scheme H.
Now we return to the setting when k is a global function field. Before continuing further,
let us recall precisely how the Tamagawa measure and Tamagawa number of a connected
linear algebraic group are defined. For a more detailed discussion, see [Oes, Chap. I]. Let
25
H be a connected linear algebraic over the global function field k. Choose a nonzero top-
degree left-invariant differential form ωH on H. For each place v of k, let µv denote the
Haar measure on kv which gives Ov measure 1. Then ωH together with µv induces a left
Haar measure µvH on H(kv).
Consider the continuous finite-dimensional C-linear representation V := C⊗ Ĥ(ks) of
Gal(ks/k). Then we have for each place v of k the local L-factor Lv(Ĥ, s) associated to this
representation:
Lv(Ĥ, s) := det(1− q
−s
v Fv | V
Iv)
where qv is the size of the residue field of Ov, Fv is the conjugacy class of any Frobenius
element in Gal(ks/k) for v, and Iv is the inertia group of v. Then the product L(Ĥ, s) :=∏
v Lv(Ĥ, s) is an Artin L-function, and it converges for Re(s) ≫ 0 and extends to a
meromorphic function on all of C with a pole at s = 1 of order r := dimCV Gal(ks/k) =
rk(Ĥ(k)). Let ρH := lims→1(s− 1)rL(Ĥ, s).
For a := (av) ∈ A×, define ||a|| :=
∏
v |av|v. Note that ||a|| ∈ q
Z, where q is the size of
the finite constant field of k. In order to define the Tamagawa number of H, note first that
any χ ∈ Ĥ(k) induces a map H(A) → A×, whence a map ||χ|| : H(A) → qZ ⊂ R>0. In
this way, we obtain a continuous map
θH : H(A)→ Hom(Ĥ(k), q
Z)
whose image has finite index in Hom(Ĥ(k), qZ). Let H(A)1 := ker(θH). Note that H(A)1
is an open subset of H(A), hence we may restrict a Haar measure on H(A) to H(A)1, and
the measure is determined by this restriction.
Then the Tamagawa measure on H(A) is defined to be the product measure
µH :=
(q1−g)dim(H)ρ−1H
(log(q))rk(Ĥ(k)) ·#coker(θH)
∏
v
(
Lv(Ĥ, 1) · µ
v
H
)
, (3.4)
where k is the function field of the smooth proper geometrically connected genus-g curve X
over Fq. This definition is independent of our choice ωH of nonzero left-invariant top-degree
form on H, since any other such form is of the form λ · ωH for some λ ∈ k× (so the two
resulting measures have ratio
∏
v |λ|v = 1 by the product formula). The infinite product
measure on the right side of (3.4) converges absolutely, so that the order of the product is
irrelevant. By this absolute convergence we mean the following. Spread H out to a smooth
affine OΣ-model H for some finite nonempty set Σ of places of k. Then the infinite product∏
v/∈Σ
Lv(Ĥ, 1) · µ
v
H(H (Ov))
converges absolutely. This follows from [Oes, Ch. I, §1.7 and §2.5, Prop. ]. The Tamagawa
number τ(H) of H is defined to be the volume of H(k)\H(A)1 with respect to the quotient
measure induced by the measure µH on the unimodular group H(A)1.
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This definition simplifies greatly when Ĥ(ks) = 0: in that case, we have
µH = (q
1−g)dim(H)
∏
v
µvH (3.5)
and τ(H) is the volume of H(k)\H(A) with respect to the quotient measure induced by
the measure µH on the unimodular group H(A).
Before proceeding further, we require the following lemma.
Lemma 3.5. Let X,Y be affine schemes of finite type over a global field k. Let g : X → Y
be a k-scheme morphism that induces a homeomorphism gA : X(Ak)
∼
−→ Y (Ak). Assume
that X(Ak) 6= ∅. Suppose given for each place v of k a Borel measure µv on Y (kv) such that
the restricted product measure
∏
v µv on Y (Ak) is absolutely convergent. For each place v
of k, let gv : X(kv)→ Y (kv) denote the natural map induced by g.
Then gv is a homeomorphism for all v, and the restricted product measure
∏
v g
−1
v (µv)
on X(Ak) is absolutely convergent, and
g−1
A
(∏
v
µv
)
=
∏
v
g−1v (µv)
as measures on X(Ak).
Proof. For some finite nonempty set Σ of places of k, we can choose affine OΣ-schemes X
and Y of finite type with respective generic fibers X and Y such that g spreads out to a
map of OΣ-schemes g′ : X → Y . Both assertions of the lemma follow immediately from
the definition of restricted product measures once we show that gv is a homeomorphism
for all v and X (Ov) → Y (Ov) is bijective for all but finitely many v. Since gA is a
homeomorphism and X(A) 6= ∅, each gv is clearly a homeomorphism. Since X ,Y are
affine, therefore, g′ induces inclusions X (Ov) →֒ Y (Ov) for all v /∈ Σ, and so we only need
to show that these maps are surjective for all but finitely many v.
In order to show this, choose x ∈ X(A). (There exists such x because X(A) 6= ∅
by assumption.) The point xv ∈ X(kv) lies in X (Ov) for all but finitely many v /∈ Σ,
so we can choose some finite set Σ′ of places of k that contains Σ such that x ∈ W :=∏
v∈Σ′ X(kv)×
∏
v/∈Σ′ X (Ov). Since gA is a homeomorphism, gA(W ) ⊂ Y (A) is nonempty
open, so
g(x) ∈
∏
v∈Σ′′
Uv ×
∏
v/∈Σ′′
Y (Ov) ⊂ gA(W )
for some finite set Σ′′ of places of k containing Σ and some nonempty open subsets Uv ⊂
Y (kv) (v ∈ Σ
′′). It follows that Y (Ov) ⊂ g′(X (Ov)) for v /∈ Σ′ ∪ Σ′′.
Now fix nonzero top-degree left-invariant differential forms ωZG(S), ωU−, ωU+, ωZG(S),
ω
U
− , ω
U
+ on the groups ZG(S), U−, U+, ZG(S), U
−, U+, respectively. Let f+,v :
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U+(kv)
∼
−→ U
+
(kv) denote the topological isomorphism induced by f , and similarly for
f−,v : U
−(kv)
∼
−→ U
−
(kv) and fZ,v : ZG(S)(kv)
∼
−→ ZG(S)(kv).
Since any two left Haar measures on a locally compact group are positive multiples of
one another, we have for each place v of k
f−1+,v(µ
v
U
+) = λ+,v · µ
v
U+ ,
f−1−,v(µ
v
U
−) = λ−,v · µ
v
U− ,
f−1Z,v(µ
v
ZG(S)
) = λZ,v · µ
v
ZG(S)
. (3.6)
for some constants λ+,v, λ−,v, λZ,v > 0. We first analyze the constants λ±,v.
Lemma 3.6. We have ∏
v
λ+,v = (q
1−g)dim(U
+)−dim(U
+
),
∏
v
λ−,v = (q
1−g)dim(U
−)−dim(U
−
),
and the products converge absolutely.
Proof. These equations are basically just saying that τ(U+) = τ(U+) and τ(U−) = τ(U−),
and both of these equalities hold because all of these groups are split unipotent, hence have
Tamagawa number 1.
Indeed, let us treat the “+” equality, the other being exactly the same but replacing “+”
everywhere with “−”. Since f induces a topological isomorphism f+,A : U+(A)
∼
−→ U
+
(A)
that restricts to a bijection on k-points, the assertion that τ(U+) = τ(U+) is the same
as saying that f−1+,A(µU+) = µU+ . By using the definition (3.5) of Tamagawa measure for
groups with no nontrivial ks-characters (such as unipotent groups), the definition (3.6) of
the λ+,v, Lemma 3.5, and the fact that the Tamagawa measure converges absolutely, we
see that this in turn is equivalent to the first equality in the lemma.
Next we turn to a study of the constants λZ,v. This is somewhat more complicated
because the groups ZG(S) and ZG(S) in general may have nontrivial characters. The key
point is to identify their character groups. We turn to this task now.
Lemma 3.7. Let F ′/F be a finite nontrivial purely inseparable extension of fields of char-
acteristic p. Then RF ′/F (µp) has no nontrivial F -characters.
Proof. We first show that the cokernel of the canonical inclusion i : µp →֒ RF ′/F (µp) is
unipotent. We have an inclusion RF ′/F (µp)/µp →֒ RF ′/F (Gm)/Gm, since any p-torsion
point of Gm lies in µp. So it suffices to show that RF ′/F (Gm)/Gm is unipotent. But this
group is p-power torsion, since for any F -algebra A,
[pn](RF ′/F (Gm)(A)) = ((A ⊗F F
′)×)p
n
⊂ A× = Gm(A)
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if n is chosen so large that (F ′)p
n
⊂ F . Since the smooth connected affine group
RF ′/F (Gm)/Gm
is killed by a power of p, it is unipotent.
Let U := RF ′/F (µp)/µp, so Û(F ) = 0 because unipotent groups have no nontrivial
characters over a field. It follows that the map
î : ̂RF ′/F (µp)(F )→ µ̂p(F ) = Z/pZ
is an inclusion, so it suffices to show that this map is 0. Suppose to the contrary that it is
not 0, so it is surjective. Any homomorphism RF ′/F (µp) → Gm lands in µp, and now the
character of µp given by the inclusion µp →֒ Gm lies in the image of î, so i has a section.
This means that we have an F -group splitting RF ′/F (µp) = µp × U . Thus we get an
inclusion U →֒ RF ′/F (µp), which via the universal property of Weil restriction corresponds
to an F ′-homomorphism UF ′ →֒ µp. Since UF ′ is unipotent, this latter map must vanish.
Hence, the inclusion of U into RF ′/F (µp) vanishes, so U = 1 and thus i is an isomorphism.
This is false because i isn’t an equality on F ′-points: µp(F ′) = 1 but µp(F ′ ⊗F F ′) 6= 1
because F ′ ⊗F F ′ is non-reduced.
Now we may identify the character groups of ZG(S) and ZG(S).
Lemma 3.8. Let fZ : ZG(S) ։ ZG(S) denote the map induced by f . Then the maps on
character groups ẐG(S)(k) → ẐG(S)(k) and ẐG(S)(ks) → ẐG(S)(ks) induced by fZ are
isomorphisms.
Proof. It suffices to prove the assertion about characters over ks, since the result over k
then follows by taking Galois-invariants. Let H := ker(fZ) = Zker(f)(S), so we have an
exact sequence
1 −→ H −→ ZG(S)
fZ−→ ZG(S) −→ 1.
This induces an exact sequence
0 −→ ẐG(S)(ks)
f̂Z−→ ẐG(S)(ks) −→ Ĥ(ks)
so it suffices to show that Ĥ(ks) = 0.
First suppose that G is basic non-reduced. Let T be a maximal ks-torus containing
S. Then (ker f)ks is directly spanned (under multiplication) by unipotent group schemes
normalized by Tks , due to [CGP, Thm. 9.8.1(4)] (since in the notation of that result, f is the
map ξG that is identified with iG by [CGP, Thm. 9.8.1(3)]). Hence, H = (ker f)∩ZG(S) is
directly spanned over ks by the Sks-centralizers of those unipotent group schemes, so Hks
is also directly spanned by unipotent group schemes. The group scheme Hks therefore has
no nontrivial characters, as desired.
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Now suppose that G is basic exotic. Recall that for k′ := k1/p we have ker(f) =
ker(Rk′/k(π
′)), where π′ : G′ ։ G′ is the very special isogeny associated to the simply
connected group G′ (and G is the preimage of a Levi k-subgroup G ⊂ Rk′/k(G
′
)). Since
ker π′ lies inside the kernel of the relative Frobenius isogeny FG′/k′ : G′ → G′
(p), which in
turn is killed by the p-power map (as this is inherited from an elementary computation for
GLN and its relative Frobenius isogeny), it follows that ker(f) is killed by the p-power map
and hence the same holds for H = (ker f) ∩ ZG(S).
We want to show that any ks-homomorphism χ : Hks → Gm is trivial. There is no harm
in checking the analogous vanishing over any finite separable extension of k, which in turn
we can increase further and rename as k to arrive at the case that χ is a k-homomorphism
and G admits a split maximal k-torus T ⊂ G containing S. Let T ′ be the corresponding
maximal k′-torus Tk′ ⊂ Gredk′ = G
′, which identifies Φ := Φ(G,T ) with Φ(G′, T ′) via the
equality T̂ (k) = T̂ ′(k) [CGP, Prop. 7.2.7(1),(2)].
It suffices to show that an open subscheme Ω of H containing the identity point is
contained in ker(χ). Indeed, then by translation over k it then follows that H0 ⊂ ker(χ),
so χ factors through the finite étale k-group H/H0. But H is p-torsion, so the same holds
for the étale quotient H/H0. Hence, this quotient has no nontrivial characters over ks since
Gm[p] = µp is infinitesimal, so χ = 1 as desired. Thus, it suffices to show that χ vanishes
on an open subscheme of H containing 1.
By definition, ker(π′) is the k′-subgroup scheme of G′ of height 1 with p-Lie algebra
inside g′ given by
Lie(ker π′) =
⊕
b∈∆<
Lie(b∨(Gm))
⊕⊕
b∈Φ<
g
′
b
 ,
where g′b is the b-weight space for the adjoint action of T on g
′, Φ< denotes the set of short
roots, and ∆< = ∆ ∩ Φ(G′, T ′) for some basis ∆ of the root system Φ.
Multiplication yields a T -equivariant (with respect to the T -conjugation action) open
immersion ∏
b∈∆<
Rk′/k(b
∨(µp))×
∏
b∈Φ<
Rk′/k(ker(FUb/k)) →֒ ker(f),
where Ga ≃ Ub ⊂ G′ is the b-root group (i.e., the maximal smooth connected k′-subgroup
of G′ normalized by T ′ for which the adjoint action of T ′ is the character b). The S-
centralizers are exactly the scheme-theoretic intersections with ZG(S), so the induced map
between S-centralizers is an open immersion. We want to compute this latter map.
The S-centralizer of the right side is (ker f) ∩ ZG(S) = H, and on the left side the
S-centralizer may be computed factor by factor. The first product on the left side clearly
commutes with the S-action (since even T -conjugation on it is trivial). In the second
product, the factors indexed by roots that are trivial on S also clearly have trivial S-action
and hence are their own S-centralizer. The other factors in the second product are unipotent
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group schemes, hence have unipotent scheme-theoretic S-centralizer. (In fact, they have
trivial S-centralizer, but we do not need this.)
We now have an open immersion∏
b∈∆<
Rk′/k(b
∨(µp))×
∏
b∈Φ<
b|S=0
Rk′/k(ker(FUb/k))×
∏
b∈Φ<
b|S 6=0
(
ZG(S) ∩ Rk′/k(ker(FUb/k))
)
→֒ H,
so it suffices to show that χ vanishes on this open subscheme of H. Such vanishing is clear
on each Rk′/k(ker(FUb/k)) and subgroups thereof, since these groups are isomorphic to the
unipotent group scheme Rk′/k(αp), and the vanishing on each Rk′/k(b∨(µp)) follows from
Lemma 3.7.
We are now ready to prove the analogue of Lemma 3.6 for the λZ,v under the assumption
that τ(ZG(S)) = τ(ZG(S)).
Lemma 3.9. If τ(ZG(S)) = τ(ZG(S)), then∏
v
λZ,v = (q
1−g)dim(ZG(S))−dim(ZG(S))
and the product converges absolutely.
Proof. The map fZ : ZG(S) → ZG(S) induces an isomorphism on k-points and topo-
logical isomorphisms on kv- and A-points. This last isomorphism restricts to a topolog-
ical isomorphism ZG(S)(A)1
∼
−→ ZG(S)(A)1 on norm-1 adelic points, thanks to Lemma
3.8. Since τ(ZG(S)) = τ(ZG(S)), the two left Haar measures µZG(S) and f
−1
Z (µZG(S)
)
on ZG(S)(A) must agree, as they are multiples of one another that give the coset space
ZG(S)(k)\ZG(S)(A)1 of the open subset ZG(S)(A)1 ⊂ ZG(S)(A) the same finite volume
with respect to the corresponding quotient measures. That is,
µZG(S) = f
−1
Z
(
µZG(S)
)
. (3.7)
Now we compute both sides of (3.7). We use the notation of (3.4). We have absolutely
convergent measures on ZG(S)(A)
µZG(S) =
(q1−g)dim(ZG(S))ρ−1ZG(S)
(log(q))rk(ẐG(S)(k)) ·#coker θZG(S)
∏
v
Lv(ẐG(S), 1) · µ
v
ZG(S)
(3.8)
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and using Lemma 3.5,
f−1Z
(
µZG(S)
)
=
(q1−g)dim(ZG(S))ρ−1
ZG(S)
(log(q))rk(ẐG(S)(k)) ·#coker θZG(S)
∏
v
Lv(ẐG(S), 1) · f
−1
Z,v
(
µvZG(S)
)
=
(q1−g)dim(ZG(S))ρ−1ZG(S)
(log(q))rk(ẐG(S)(k)) ·#coker θZG(S)
∏
v
Lv(ẐG(S), 1) · λZ,v · µ
v
ZG(S)
,
(3.9)
where in the last equality we have used the definition (3.6) of the λZ,v.
By Lemma 3.8, we have a commuting diagram in which the vertical isomorphisms are
induced by fZ and f̂Z
ZG(S)(A) Hom(ẐG(S)(k), q
Z)
ZG(S)(A) Hom(ẐG(S)(k), q
Z)
∼
θZG(S)
∼
θZ
G
(S)
This shows that
#coker θZG(S) = #coker θZG(S)
.
Lemma 3.8 also shows that
ρZG(S) = ρZG(S)
, rk(ẐG(S)(k)) = rk(ẐG(S)(k)), Lv(ẐG(S), 1) = Lv(ẐG(S), 1)
for all v. Thus, using (3.8) and (3.9), (3.7) implies that
(q1−g)dim(ZG(S))−dim(ZG(S))
∏
v
Lv(ẐG(S), 1) · µ
v
ZG(S)
=
∏
v
λZ,v · Lv(ẐG(S), 1) · µ
v
ZG(S)
as measures on ZG(S)(A). (Even though the factors Lv(ẐG(S), 1) appear on both sides, we
cannot cancel them because then the product measures will not “converge”, so the resulting
measures would not make sense.) Since the product on the right “converges” without the
factors λZ,v, we may “cancel” the product measure
∏
v Lv(ẐG(S), 1) · µ
v
ZG(S)
to deduce the
lemma.
We are now in a position to prove Proposition 3.3. So assume that τ(ZG(S)) =
τ(ZG(S)). Choose nonzero top-degree left-invariant differential forms ωG and ωG on G and
G respectively. Since f : G → G induces a topological isomorphism fv : G(kv)
∼
−→ G(kv)
on kv-points for each place v of k, we have
f−1v (µ
v
G
) = cv · µ
v
G (3.10)
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for some constants cv > 0, since both sides of this equation are left Haar measures on
G(kv). Since G and G are perfect groups, they have no nontrivial characters over ks.
Hence, using the definition (3.5) of Tamagawa measure in this case as well as Lemma 3.5,
we see that
∏
v cv converges absolutely, and to show that f
−1
A
(µG) = µG (and therefore
prove Proposition 3.3) is equivalent to the equality∏
v
cv
?
= (q1−g)dim(G)−dim(G). (3.11)
Let X,X denote the respective open cells that we have defined on G,G in the discussion
preceding Lemma 3.4. Since any nowhere-vanishing top-degree differential form on a smooth
k-scheme generates the invertible sheaf of top-degree differential forms, there are nowhere-
vanishing regular functions F and F on X and X respectively, such that
ωG|X = F · ωU− · ωZG(S) · ωU+,
ωG|X = F · ωU− · ωZG(S)
· ω
U
+ .
Thus, using the definition (3.6) of the constants λ+,v, λ−,v, λZ,v > 0, we have an equality
of measures on the nonempty open subset X(kv) ⊂ G(kv), hence on all of G(kv) since both
sides are left Haar measures on G(kv):
f−1v (µ
v
G
) =
∣∣∣∣F ◦ fF
∣∣∣∣
v
· λ+,v · λZ,v · λ−,v · µ
v
G.
Therefore, by the definition (3.10) of the cv , we obtain
cv =
∣∣∣∣F ◦ fF
∣∣∣∣
v
· λ+,v · λZ,v · λ−,v.
In particular, for each v the function
∣∣∣F◦fF ∣∣∣v is a nonzero constant on G(kv). But F and F
are nowhere-vanishing, so we can evaluate at 1 ∈ G(kv) to compute this constant. That is,
|(F ◦ f)/F |v = |r|v, where r := F (1)/F (1) ∈ k×; note that this is independent of v! We
have found r ∈ k× such that
cv = |r|v · λ+,v · λ−,v · λZ,v
for every place v of k. Using Lemmas 3.6, 3.9, and the product formula, we therefore obtain∏
v
cv =
∏
v
|r|v ·
∏
v
λ+,v ·
∏
v
λZ,v ·
∏
v
λ−,v
= 1 · (q1−g)dim(U
+)−dim(U
+
)(q1−g)dim(ZG(S))−dim(ZG(S))(q1−g)dim(U
−)−dim(U
−
)
= (q1−g)dim(G)−dim(G).
This is (3.11), so the proof of Proposition 3.3 is complete.
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4 Tamagawa numbers of exotic groups: computations
In this section we will prove Proposition 3.2 by constructing suitable split tori as in Propo-
sition 3.3. First suppose that G is a basic non-reduced group over the global function field k
of characteristic 2. Let k′ := k1/2 and G = Rk′/k(Sp2n) with f : G։ G the canonical map
as in §3. There is a bijection between the sets of maximal k-tori of G and maximal k′-tori
of Sp2n defined by sending a maximal k
′-torus T ′ ⊂ Sp2n to the unique maximal k-torus
T ⊂ f−1(Rk′/k(T
′)), and the map T → Rk′/k(T ′) induced by f yields an isomorphism onto
the maximal k-torus of Rk′/k(T ′) [CGP, Cor. 9.9.5].
In conjunction with Proposition 3.3, the following result completes the proof of Propo-
sition 3.1 (or equivalently, Proposition 3.2) for basic non-reduced G.
Proposition 4.1. Let G be a basic non-reduced group over a global function field k of
characteristic 2, with f : G ։ G the canonical map as above. For a split maximal k-torus
T ⊂ G, the natural map ZG(T ) → ZG(T ) is an isomorphism. In particular, τ(ZG(T )) =
τ(ZG(T )).
Proof. Since all split maximal tori in G are G(k)-conjugate to each other, and likewise
for G and for Sp2n over k
′, with both maps G(k) → G(k) → Sp2n(k
1/2) bijective, we
can arrange that T = Rk1/2/k(D) for the diagonal split maximal k
1/2-torus D ⊂ Sp2n.
By [CGP, Thm. 9.8.1(2),(4)] and [CGP, Rem. 9.8.2] the surjective map ZG(T ) → ZG(T )
between Cartan k-subgroups is an isomorphism.
Now we prove Proposition 3.2 for basic exotic groups by constructing a split torus
satisfying the hypotheses of Proposition 3.3. First we fix the same notation from the
start of §3. So k is a global function field of characteristic p ∈ {2, 3}, k′ := k1/p, G′ is a
connected semisimple k′-group that is absolutely simple and simply connected with absolute
Dynkin diagram containing an edge of multiplicity p, and we have the very special isogeny
π′ : G′ → G
′ and the induced map Rk′/k(π′) : Rk′/k(G′) → Rk′/k(G
′
) denoted as f . Let
G ⊂ Rk′/k(G
′
) be a Levi k-subgroup (necessarily simply connected with root system dual
to that of G′) such that for G := f−1(G) the ks-group Gks contains a Levi ks-subgroup of
Rk′/k(G
′)ks (it is equivalent that G ⊂ im(f), and also equivalent that G is k-smooth [CGP,
Prop. 7.3.1]), so G is a basic exotic pseudo-reductive k-group.
The following proposition will allow us to treat the various possible types of such G′
almost uniformly.
Proposition 4.2. Let G be a basic exotic group over a global function field k and f : G։ G
its canonical surjection onto a simply connected k-group. Assume that for some maximal
k-torus T ⊂ G and basis ∆ of the root system Φ(Gks , T ks) there is a (possibly empty)
subset A ⊂ ∆ of pairwise orthogonal roots such that the (scheme-theoretic) center ZG of G
is contained in
∏
a∈A a
∨(Gm).
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Then there is such a triple (T ,∆, A) for which the ks-torus (∩a∈A ker(a))0red ⊂ T ks
descends to a split k-subtorus S ⊂ T , and for the corresponding split subtorus S ⊂ T via
the isogeny T → T we have τ(ZG(S)) = τ(ZG(S)) = 1.
Remark 4.3. All maximal tori in G are G(ks)-conjugate, and NG(T )(ks)-conjugation (which
has no effect on ZG) acts transitively on the set of bases of the root system, so the hypothesis
concerning the existence of A is independent of the choice of T and ∆. Note in particular
that the existence of A only involves Gks and so is sufficient to check after making a
preliminary finite separable extension of k to split T .
Before turning to the proof of Proposition 4.2, let us use it to complete the proof of
Proposition 3.1 (or equivalently, Proposition 3.2) for basic exotic groups. The absolute
Dynkin diagram of G is of type G2 (in characteristic 3) or F4, Bn, or Cn (in characteristic
2; n ≥ 2 in the last two cases). We need to show the existence of A as in Proposition 4.2
for the split group Gks .
In the F4 and G2 cases we have ZG = 1, so we may take A = ∅. In the case that G
is of type Bn, we have ZG = a
∨(µ2) where a is the unique short root in any basis ∆, so
we may take A = {a}. Finally, when G is of type Cn we can take A ⊂ ∆ to be the set of
alternating roots in the associated Dynkin diagram beginning with the unique short root
at the end of the diagram; the center is then ZG = (
∏
a∈A a
∨)(µ2) ≃ µ2. (Note: this is not
the same as
∏
a∈A a
∨(µ2) ≃ µ
#A
2 when n ≥ 3.)
It remains to prove Proposition 4.2. This will occupy us for the remainder of this section.
Before we do this, let us prove some general results on the cohomology of algebraic groups
over global function fields that we shall require now and in the sequel. These results are
presumably well-known, but the author is unaware of a reference where they are explicitly
stated and proved, especially over function fields, so we prove them here for the reader’s
convenience.
Proposition 4.4. Let H be a connected semisimple group over a global field k, and let Σ
be a finite set of places of k. If Σ contains any real places, then further assume that H is
simply connected. Then there exists a maximal k-torus T ⊂ H such that X2(k, T ) = 0 and
such that H2(kv , T ) = 0 for all v ∈ Σ.
Proof. Enlarge Σ if necessary in order to assume that it contains a non-archimedean place
of k. First we find for each v ∈ Σ a maximal kv-torus Tv ⊂ Hkv such that H
2(kv , Tv) = 0.
If kv = R, then the existence of such Tv is [PR, §6.5, Lemma 6.18]. (This is where we need
the simply connected assumption if Σ contains real places.) If v is non-archimedean, then
[PR, §6.5, Thm. 6.21] provides a maximal kv-torus Tv ⊂ Hkv such that Tv is kv-anisotropic.
The proof is stated for characteristic 0 but works just as well in positive characteristic. By
local duality [Ros1, Thm. 1.2.1] (although for tori this result has been known for a long
time), anisotropicity implies that H2(kv, Tv) = 0.
By [Har1, Lemma 5.5.3] (it is stated for number fields, but the proof works just as well
over function fields), there exists a maximal k-torus T ⊂ H such that for each v ∈ Σ,
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Tkv is H(kv)-conjugate to Tv, so H
2(kv , T ) = 0 for all v ∈ Σ and Tkv is kv-anisotropic
for the non-archimedean places v ∈ Σ. By the comment on the top of page 408 of [Har1]
(just after [Har1, Lemma 5.5.4]; once again, the comment is made for number fields but
goes over without change to the function field setting), this anisotropicity implies that
X
2(T ) = 0.
Proposition 4.5. Let G be a connected semisimple group over a global function field k,
and consider the central extension
1 −→ Z −→ G˜
pi
−→ G −→ 1 (4.1)
with π the simply connected cover of G. Then the connecting map δ : H1(k,G)→ H2(k, Z)
is a bijection.
Proof. For the injectivity, suppose we have x, y ∈ H1(k,G) such that δ(x) = δ(y). Since
Z ⊂ G˜ is central, G acts on the whole sequence by conjugation, so we may twist the
sequence (4.1) by x (more precisely, by a cocycle representing x) to obtain a new sequence
1 −→ Z −→ G˜x −→ Gx −→ 1. (4.2)
(See [Ser, Chap. I, §5.3] for details on twisting.) Using the natural bijection H1(k,G) ∼−→
H1(k,Gx), which sends x to 1 [Ser, Chap. I, §5.3, Prop. 35], if we denote the image of y by
yx, then we see that we have δ(yx) = δ(xx) = δ(1) = 1, so we may assume that x = 1 and
δ(y) = 1 (since all hypotheses are preserved when passing to the twisted sequence (4.2)),
and we need to show that y = 1. This follows from the vanishing of H1(k, G˜x) which holds
because G˜x is simply connected [Har3, Satz A].
To prove that the connecting map is surjective, suppose that x ∈ H2(k, Z). Then
xv ∈ H
2(kv, Z) vanishes for all but finitely many places v of k by [Ros1, Prop. 6.1.1]. Let Σ
denote the finite set of places v such that xv 6= 0. By Proposition 4.4, there is a maximal
k-torus T˜ ⊂ G˜ such that X2(k, T˜ ) = 0 and H2(kv , T˜ ) = 0 for all v ∈ Σ. Let T := π(T˜ ) be
the associated maximal k-torus of G.
Consider the exact sequence
0 −→ Z
j
−→ T˜ −→ T −→ 0.
Then 0 = j(x) ∈ H2(k, T˜ ). Indeed, since X2(T˜ ) = 0, it suffices to show that j(xv) = 0
for all places v of k. For v /∈ Σ, we have xv = 0, so this is clear, while for v ∈ Σ, we have
H2(kv, T˜ ) = 0, so this is once again clear. It follows that x = δ′(α) for some α ∈ H1(k, T ),
where δ′ : H1(k, T )→ H2(k, Z) is the connecting map. Using the commutative diagram
0 Z T˜ T 0
1 Z G˜ G 1
i
we then see that x = δ(i(α)) ∈ δ(H1(k,G)).
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Now we turn to the proof of Proposition 4.2. Let G0 be the split form of G. Fix a split
maximal k-torus T 0 ⊂ G0 and a choice of basis ∆0 ⊂ Φ(G0, T 0), and let A0 ⊂ ∆0 be a set of
mutually orthogonal simple roots such that ZG0 ⊂
∏
a0∈A0
a∨(Gm) (as we have seen always
exists). For a0 ∈ Φ(G0, T 0), let SLa := D(ZG0((T 0)a0)), where (T 0)a0 := ker(a0)
0
red ⊂ T 0.
The group SLa0 is isomorphic to SL2, since G0 is simply connected.
Since the elements of A0 are mutually orthogonal, the root groups U±a0 commute with
the root groups U±b0 for distinct a0, b0 ∈ A0. Since SLa0 is generated by the correspond-
ing root groups U±a0 , it follows that the groups {SLa0}a0∈A0 commute with each other.
Therefore, the multiplication map
m :
∏
a0∈A0
SLa0 → G0
is a homomorphism. It restricts to an inclusion on an open neighborhood of 1 due to the
open cell decomposition of the simply connected G0 (since T 0 is the direct product of the
1-parameter subgroups arising from the coroots associated to ∆0), so m is birational onto
its image and hence is an inclusion of k-groups.
The k-group ZG0 ⊂ G0 is either trivial or µ2, as may be checked in the separate cases
when G0 is of type F4 or G2 (trivial) or Bn or Cn (µ2). We have
ZG0 ⊂
∏
a0∈A0
SLa0 ,
so
ZG0 ⊂
∏
a0∈A0
a∨0 (µ2).
The k-group ZG0 is either trivial or µ2, and in the latter case it is the diagonally embedded
µ2 according to the subset B0 ⊂ A0 of elements a0 ∈ A0 for which the projection to the
a0-factor is nontrivial. Hence, if we define H0 to be the copy of SL2 diagonally embedded
along B0 when G0 is of type B or C and define H0 = 1 for types F4 and G2 (in effect, B0
is empty), we have ZH0 = ZG0 .
Now the k-forms of G0 (such as G) are classified by the set H1(k,AutG0/k). The Dynkin
diagram of G0, which is either F4, G2, Bn, or Cn, has no nontrivial automorphisms, hence
AutG0/k = G
ad
0 := G0/ZG0 . Consider the commutative diagram of exact sequences
1 ZH0 H0 H
ad
0 1
1 ZG0 G0 G
ad
0 1
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The connecting maps associated to the top and bottom sequences induce a commutative
diagram
H1(k,H
ad
0 ) H
2(k, ZH0)
H1(k,G
ad
0 ) H
2(k, ZG0)
δ
δ
Since H0 and G0 are simply connected and k is a global function field, the well-known
Proposition 4.5 implies that the connecting maps above are bijections. Therefore, the left
vertical map is also a bijection.
It follows that any k-form ofG0, such as G, is obtained by twisting G0 by the conjugation
action of a 1-cocycle valued in H0. Since every class in H1(k,H
ad
0 ) is represented by one
valued in the normalizer of the split maximal torus [Ser, Ch. III, §2.2, Lemma 1], which in
turn lies inside N
G
ad
0
(T
ad
0 ) (since the reflections for the elements in A0 pairwise commute due
to the pairwise-orthogonality condition), there is a continuous 1-cocycle ζ : Gal(ks/k) →
H0(ks) normalizing T 0 such that (G,T ) is the ks/k-form of (G0, T 0) using the ζ-twisted
Galois action
σ′g := ζσ ·
σg · ζ−1σ
In particular, for any split k-torus S0 ⊂ T 0 that commutes with the k-group H0, (S0)ks
descends to a split k-torus S ⊂ G. We claim that the torus
S0 := (
⋂
a0∈A0
ker(a0))
0
red
is such a k-torus. Assuming this, we get a corresponding split torus S ⊂ T via the isogeny
T → T and we will check that ZG(S) and ZS(S) both have Tamagawa number 1.
In order to prove that S0 commutes with H0, recall that H0 is generated by the root
groups U±a0 for a0 ∈ A0. Thus, it suffices to show that S0 commutes with each of these
root groups. But the conjugation action of T 0 on the root group U±a0 ≃ Ga is given by the
character ±a0 which kills S0 by definition when a0 ∈ A0, so S0 centralizes U±a0 for a ∈ A0
as desired. Let A ⊂ ∆ ⊂ X(T ks) correspond to A0 ⊂ ∆0 ⊂ X(T 0) = X((T 0)ks) via the
identification T ks ≃ (T 0)ks . We have now built the split k-subtori S ⊂ T and S ⊂ T , and
we will show that τ(ZG(S)) = 1 = τ(ZG(S)).
Let us first show that τ(ZG(S)) = 1. As a first step, we show that S ⊂ ZG(S) is the
maximal central torus. Any central torus S′ ⊂ ZG(S) is contained in every maximal torus,
hence in T . The root groups Ua ⊂ Gks are contained in ZG(S)ks for a ∈ A, so S
′
ks ⊂ ker(a)
for such a. Therefore,
S
′
ks ⊂ (
⋂
a∈A
ker(a))0red = Sks ,
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so S is indeed the maximal central torus of ZG(S). Since ZG(S) is reductive, we therefore
have
ZG(S) = S ·D(ZG(S)).
It follows that the abelianization ZG(S)
ab of ZG(S) is a split torus. Further, the group
D(ZG(S)) is simply connected (this is well-known, but isn’t discussed in standard references;
a proof is given in the extensive hints for [Con2, Exer. 6.5.2(iv)]). Consider the exact
sequence
1 −→ D(ZG(S)) −→ ZG(S) −→ ZG(S)
ab −→ 1
Since D(ZG(S)) is simply connected, the following properties hold: it has no nontrivial
characters, H1(k,D(ZG(S))) = 1 [Har3, Satz A], and H
1(A,D(ZG(S))) = 1 (by Proposition
1.5 and [BT, Thm. 4.7]). The map ZG(S)(A)→ ZG(S)
ab(A) is therefore surjective and by
[Oes, Chap. III, §5.3, Thm.], we have
τ(ZG(S)) = τ(D(ZG(S))) · τ(ZG(S)
ab).
But τ(D(ZG(S))) = 1 because D(ZG(S)) is simply connected, and τ(ZG(S)
ab) = 1 because
ZG(S)
ab is a split torus. Therefore, τ(ZG(S)) = 1.
It remains to show that τ(ZG(S)) = 1. Let Tk′ ⊂ G′ = Gredk′ be the maximal k
′-torus
arising from T ⊂ G. Then we have a natural identification Φ := Φ(G′k′s , T
′
k′s
) = Φ(Gks , Tks)
[CGP, Prop. 7.2.7(2)]. Let ∆ ⊂ Φ be the basis corresponding to ∆ ⊂ Φ := Φ(Gks , T ks)
in the dual root system via the isogeny T → T [CGP, Prop. 7.1.5], and let A ⊂ ∆ be the
subset corresponding to A ⊂ ∆.
We first claim that the only roots b ∈ Φ that are trivial on S are those of the form ±a
with a ∈ A. We may suppose that b is positive with respect to ∆, and we want to show
b ∈ A. Since ∆ is a Z-basis of X(Tks) (as G
′
ks
is simply connected and X(Tks) ≃ X(T
′
ks
))
and b is trivial on
S = (
⋂
a∈A
ker(a))0red,
we have b =
∑
a∈A naa ∈ Φ with na ∈ Z≥0. There is some a1 for which na1 > 0. For
any a2 ∈ A distinct from a1, apply the reflection ra2 to get the root ra2(b) ∈ Φ. Since the
elements of A are mutually orthogonal, we have
ra2(b) = −na2a2 +
∑
a∈A−{a2}
naa ∈ Φ
with a1-coefficient na1 > 0, so all coefficients must be non-negative. This forces −na2 ≥ 0,
so na2 ≤ 0, yet by design na2 ≥ 0. Thus, na2 = 0 for all a2 ∈ A distinct from a1. This yields
b = na1a1 with na1 a positive integer. By reducedness of Φ, we conclude that b = a1 ∈ A
as desired.
For a root a ∈ Φ, let U ′a ⊂ G
′
ks
denote the corresponding root group. Let A< := A∩Φ<
denote the set of short roots in A and A> := A∩Φ> denote the set of long roots in A. Using
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the Tks-equivariant description of the open cell for (Gks , Tks) associated to ∆ given in [CGP,
Remark 7.2.8], together with the fact that the only roots killing Sks are the elements of A
and their negatives (as shown above), an elementary Sks-centralizer calculation factorwise
in the open cell for (Gks , Tks ,∆) yields that the open cell for (ZG(S)ks , Tks ,∆) is
Rk′s/ks(U
′
−A<)× U
′
−A> ×
∏
b∈∆<
Rk′s/ks(b
∨(Gm))×
∏
b∈∆>
b∨(Gm)×Rk′s/ks(U
′
A<)× U
′
A>
for the product varieties (also subgroups, by pairwise orthogonality of roots in A)
U ′A> =
∏
a∈A>
U ′a, U
′
A< =
∏
a∈A<
U ′a, U
′
−A> =
∏
a∈A>
U ′−a, U
′
−A< =
∏
a∈A<
U ′−a.
Since root groups for a maximal torus in a pseudo-reductive group are normalized by the
corresponding Cartan subgroup and the groups {SLa}a∈A pairwise commute (by pairwise
orthogonality of the roots in A), the semidirect product
(
∏
b∈∆<−A
Rk′s/ks(b
∨(Gm))×
∏
b∈∆>−A
b∨(Gm))⋉ (
∏
a∈A<
Rk′s/ks(SLa)×
∏
a∈A>
SLa) (4.3)
makes sense as a ks-subgroup of Gks yet its own open cell is an open subvariety of ZG(S)ks
and hence this group coincides with ZG(S)ks !
The groups SLa ⊂ G′ are perfect, and so likewise for each Rk′/k(SLa) [CGP, Cor.A.7.11],
so by (4.3) we get
D(ZG(S))ks =
∏
a∈A<
Rk′s/ks(SLa)×
∏
a∈A>
SLa (4.4)
If we define the finite reduced k-algebra F = k′A< × kA> (which is 0 when A is empty)
then this says the k-groups D(ZG(S)) and RF/k(SL2) are ks/k-forms of each other. We can
thereby get a description of D(ZG(S)): it is k-isomorphic to RK/k(H) for a finite reduced
k-algebra K and a smooth affine K-group H whose fiber over each factor field of K is a
form of SL2. Indeed, we need to show that any ks/k-descent datum on RF/k(SL2) arises
uniquely from a ks/k-descent datum on the k-algebra F and a descent datum on SL2 over
that. This is immediate from [CGP, Prop.A.5.14].
Summarizing, we have shown that
D(ZG(S)) = RK/k(H) (4.5)
for some (possibly 0) finite reduced k-algebra K and étale K-form H of SL2. Next we turn
to analyzing the group ZG(S)ab := ZG(S)/D(ZG(S)).
By (4.3) and (4.4), we have a ks-isomorphism
ψ : ((Gm)
n1 × (Rk′/k(Gm))
n2)ks ≃ ZG(S)
ab
ks (4.6)
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for some nonnegative integers n1, n2. The maximal torus of the commutative pseudo-
reductive k-group (Gm)n1 × (Rk′/k(Gm))n2 is split (since the maximal torus of Rk′/k(Gm)
is the canonically embedded Gm, as k′/k is purely inseparable). We claim that the max-
imal k-torus in the commutative pseudo-reductive k-group ZG(S)ab is also split. (This
abelianization is pseudo-reductive by (4.6) because pseudo-reductivity may be checked over
ks.)
In fact, we claim that the image of the split torus S in this commutative group is
its maximal k-torus. By (4.3) and (4.4), it is equivalent to show that the image of the
projection map from Sks ⊂ ZG(T )ks into the direct factor∏
b∈∆<
b|S 6=0
Rk′s/ks(b
∨(Gm))×
∏
b∈∆>
b|S 6=0
b∨(Gm) ⊂
∏
b∈∆<
Rk′s/ks(b
∨(Gm))×
∏
b∈∆>
b∨(Gm) = ZG(T )ks
is its maximal ks-torus. The maximal torus of the left side has dimension
#∆−#{b ∈ ∆ | b|S = 0} = #∆−#A,
which is the same as the dimension of S, so it suffices to show that the kernel of the
projection on Sks is finite. This kernel is
Sks
⋂ ∏
b∈∆
b|S=0
b∨(Gm) = Sks
⋂∏
a∈A
a∨(Gm).
For any point
∏
a∈A a
∨(ta) ∈ T with ta ∈ Gm, applying b ∈ A to this element yields
b(b∨(tb)) = t
2
b by mutual orthogonality of the elements of A. Hence, when that point
belongs to S we conclude from the triviality of b|S that t2b = 1 for each b ∈ A. This proves
the desired finiteness of the intersection.
We have shown that (4.6) yields an isomorphism over ks between two commutative
pseudo-reductive k-groups with split maximal k-tori. The following result ensures that this
isomorphism is actually defined over k.
Lemma 4.6. Let k be a field, and C,C ′ commutative pseudo-reductive k-groups whose max-
imal k-tori are split. Any ks-homomorphism φ : Cks → C
′
ks
descends to a k-homomorphism
C
∼
−→ C ′.
Proof. We need to show that σφ = φ for any σ ∈ Gal(ks/k). But a ks-homomorphism
between commutative pseudo-reductive ks-groups is determined by its restriction between
maximal ks-tori [CGP, Prop. 1.2.2], so we only need to show that the map that φ induces
between maximal ks-tori is defined over k. But any ks-homomorphism between split k-tori
is defined over k, so we are done.
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Summarizing, we have that
ZG(S)
ab ≃ Gn1m × (Rk′/k(Gm))
n2
for some nonnegative integers n1, n2. In particular,
τ(ZG(S)
ab) = 1. (4.7)
By (4.5), [Oes, Chap. IV, §2.3, Cor.], and [Har3, Satz A], we have H1(k,D(ZG(S))) = 1.
By [CGP, Cor.A.7.11], D(ZG(S)) is perfect, hence has no nontrivial characters. Finally,
(4.3) and (4.4) show that the map ZG(S)(A) → ZG(S)ab(A) is surjective. By [Oes,
Chap. III, §5.3, Thm.], we therefore have
τ(ZG(S)) = τ(D(ZG(S))) · τ(ZG(S)
ab),
so (4.7) therefore reduces us to showing that τ(D(ZG(S))) = 1. Since Tamagawa numbers
are invariant under Weil restriction [Oes, Chap. II, §1.3, Thm. (d)] and simply connected
groups have Tamagawa number 1, we may conclude by (4.5). The proof of Proposition 4.2,
hence also that of Proposition 3.1, is complete.
5 Tamagawa number formula and inner-twist invariance
In this section we prove Theorems 1.1 and 1.4.
5.1 Tamagawa number formula
First we treat the commutative case of Theorem 1.1, which is a consequence of Tate duality
for affine commutative group schemes of finite type. Even though the proof was given in
[Ros1], we give it again here for the reader’s convenience. Before we do this, we recall a
couple of definitions.
Let G be a commutative group scheme over a global field k. Then we define Xi(G) and
Q
i(G) to be the kernel and cokernel, respectively, of the map Hi(k,G)→ Hi(A, G). If G is
smooth and connected, then by [Ros1, Prop. 6.1.1], Hi(A, G) = ⊕vHi(kv, G) for i > 0, the
sum being over all places v of k. These definitions of X and Q therefore agree (for i > 0)
with the ones given in [Oes]. This agreement is important because we shall use results from
[Oes] involving these quantities in the proof below. We will actually give two formulas for
Tamagawa numbers of commutative linear algebraic groups, one of them a simplification of
a formula of Oesterlé’s.
Theorem 5.1. Let G be a connected commutative linear algebraic group over a global field
k. Then
τ(G) =
#Q1(G) ·#X2(G)
#X1(G)
=
#Ext1(G,Gm)
#X1(G)
.
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Proof. Define Ĝ to be the (possibly non-representable) Hom-functor H om(G,Gm) on the
category of k-schemes. By [Oes, Ch. IV, Thm. 3.2], we have
τ(G) =
#Q1(G) ·#X2(G)
#X1(G) ·#ker(λG)
,
where λG : Q2(G) → Ĝ(k)∗ is the map obtained from the last three nonzero terms in the
complex of [Ros1, Thm. 1.2.8]. The exactness of this complex (which is the content of [Ros1,
Thm. 1.2.8]) yields that λG is an isomorphism! This proves the first equality.
For the second equality, we need to show that #Ext1(G,Gm) = #Q1(G) · #X2(G).
As we have already remarked, Ext1(G,Gm) agrees with the derived-functor Ext [Ros2,
Prop. 5.4]. By [Ros1, Cor. 2.2.9], which concerns the derived-functor Ext, we have
Ext1(G,Gm) ≃ H
1(k, Ĝ).
Hence, H1(k, Ĝ) is finite by [Ros2, Thm. 5.5], and it suffices to show #H1(k, Ĝ) = #Q1(G) ·
#X2(G). But [Ros1, Thm. 1.2.8] provides an exact sequence
0 −→ Q1(G) −→ H1(k, Ĝ)∗ −→X2(G) −→ 0,
so the Q/Z-dual H1(k, Ĝ)∗ of the finite group H1(k, Ĝ) has size #Q1(G) ·#X2(G). Since
any finite abelian group has the same size as its Q/Z-dual, we are done!
Now we turn to the proof of Theorem 1.1 for pseudo-reductive groups, which actually
requires us to already know the result for commutative groups. In fact, the classification
theorem (Theorem 2.9) for pseudo-reductive groups explicitly classifies such groups modulo
the commutative case, about which one can say very little. It is therefore essential that we
have Theorem 5.1 for very general commutative groups; we shall use it below for groups
that may not even be pseudo-reductive.
Now let G be a pseudo-reductive k-group. Since the commutative case has already been
handled by Theorem 5.1, Theorem 2.9 allows us to assume that G is non-commutative and
either generalized standard or is a Weil restriction of a basic non-reduced group over a
finite extension k′ of k (in which case necessarily char(k) = 2 and [k : k2] = 2). We first
treat the generalized standard case. We keep the notation of §2, so k′ is a nonzero finite
reduced k-algebra, G′ is a k′-group scheme all of whose fibers over the factor fields of k′ are
either connected semisimple, absolutely simple, and simply connected, or else basic exotic
pseudo-reductive (the latter case is only a possibility when char(k) = p ∈ {2, 3}), T ′ ⊂ G′
is a maximal k′-torus (and we are free to choose T ′ to be any maximal k′-torus in G′ that
we wish; see Remark 2.8), C := Rk′/k(ZG′(T ′)) is the Weil restriction of the corresponding
Cartan subgroup of G′ (so C and Rk′/k(T ′) agree for the contribution from factor fields
of k′ with simply connected fiber), C is a commutative pseudo-reductive group acting on
Rk′/k(G
′) so that the action is trivial on C ⊂ Rk′/k(G′), and there is a map
C
φ
−→ C
43
such that the C-action on Rk′/k(G′) is compatible with the conjugation action of C via φ.
We have the anti-diagonal map C → C ⋉ Rk′/k(G′) defined by (−φ, j), where j : C →֒
Rk′/k(G
′) is the inclusion. This map is an isomorphism of C onto a central subgroup, and
G is the quotient
G = (C ⋉ Rk′/k(G
′))/C .
As we remarked above, we are free to choose the maximal torus T ′, which we do as follows.
We have a k′-group G′ that on each fiber over a factor field of k′ is simply connected, and
such that there is a specific surjective map of k′-group schemes
f : G′ → G
′
. (5.1)
Indeed, for any simply connected fiber H ′ of G′, we take the corresponding fiber of G′ to
also be H ′ and f to be the identity map. For a basic exotic fiber H ′ of G′, we have the
canonical surjection H ′ ։ H ′ to a simply connected group H ′ (Remark 2.3), and we take
the corresponding fiber of G′ to be H ′ and f to be the above surjection. There is a bijection
between maximal k′-tori of G′ and those of G′ given by sending a maximal torus T ′ of G′ to
the unique maximal torus T ′ ⊂ f−1(T ′), and the map T ′ → T ′ is an isogeny. This assertion
may be checked fiber by fiber, so there is only something to check on the basic exotic fibers,
where it is [CGP, Cor. 7.3.4] and was also discussed in section 2.
Now we use Proposition 4.4 to choose a maximal torus T ′ ⊂ G′ such that X2(T ′) = 0,
and we take T ′ ⊂ G′ to be the maximal torus corresponding to T ′ under the above bijection.
The key point to note is that
X
2(ZG′(T
′)) = 0. (5.2)
Indeed, this may be checked fiber by fiber. On the simply connected fibers, the centralizer
of T ′ agrees with the fiber T ′, which was chosen to have trivial X2. On the basic exotic
fibers, the centralizer has the same (vanishing!) X2 as the torus T ′ in G′, by Lemma 2.5
(and the isomorphism k1/p ⊗k kv ≃ k
1/p
v and compatibility of the basic exotic construction
with separable field extensions, such as kv/k).
Before continuing, we need a lemma.
Lemma 5.2. Suppose one has an exact sequence
1 −→ H ′ −→ H −→ H ′′ −→ 1
of connected linear algebraic groups over a global function field k such that H ′ks is rational;
H1(k,H ′) = 1; H1(kv,H ′) = 1 for all places v of k; Ext1(H ′,Gm) = 1; and τ(H ′) = 1.
Then τ(H)/#Ext1(H,Gm) = τ(H ′′)/#Ext1(H ′′,Gm).
The list of hypotheses on H ′ looks rather peculiar, but will be fulfilled in the cases we
need. This lemma should be thought of as saying that if the kernel H ′ is sufficiently “trivial”
(in the variety of ways listed above), then the Tamagawa numbers of H and H ′′ are related
in a very simple way.
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Proof. Our assumption that H1(kv ,H ′) = 1 for all places v of k implies by Proposition
1.5 that H1(A,H ′) = 1, so the map H(A) → H ′′(A) is surjective. Since H1(k,H ′) = 1,
we have X(H ′) = 1. Applying [Oes, Chap. III, Thm. 5.3], therefore, together with our
assumption that τ(H ′) = 1, implies that
τ(H) ·#coker(ĵ) = τ(H ′′) (5.3)
where j : H ′ → H is the inclusion and ĵ : Ĥ(k)→ Ĥ ′(k) is the induced map on k-rational
character groups. Due to the rationality of H ′ks and the vanishing of Ext
1(H ′,Gm), [Ros2,
Lemma 6.3] furnishes an exact sequence
0 −→ coker(ĵ) −→ Ext1(H ′′,Gm) −→ Ext
1(H,Gm) −→ 0.
This implies that #coker(ĵ) = #Ext1(H ′′,Gm)/#Ext1(H,Gm), which together with
(5.3), proves the lemma.
Returning to the proof of Theorem 1.1, we now construct an inclusion C →֒ B of
smooth connected affine k-group schemes such that B satisfies all of the requirements of
the H ′ in Lemma 5.2. That is: Ext1(B,Gm) = 1, Bks is rational, τ(B) = 1, H
1(k,B) = 1,
and H1(kv, B) = 1 for all places v of k. We will also construct B so that X2(B) = 0.
To see that there exists an inclusion into such a B, note that for some finite extension
k′/k, Ck′ is the product of a split torus and a split unipotent group, since this holds over
k and hence over some finite extension of k. The canonical inclusion C →֒ Rk′/k(Ck′)
does the job. Indeed, the latter group is clearly separably rational, and it has vanishing
Pic, hence vanishing Ext1(·,Gm). Since τ , H1(k, ·),H1(kv, ·), and X2 are invariant under
Weil restriction (τ by [Oes, Chap. II, Thm. 1.3(d)], and the cohomology groups due to the
exactness of pushforward through a finite map between categories of étale abelian sheaves),
we only need to show that Gm and commutative split unipotent groups have Tamagawa
number 1, vanishing H1 (over any field), and vanishing X2.
The vanishing of the H1’s is well-known and completely general, as is the vanishing
of H2(k′, U ′) for commutative unipotent U ′, while the vanishing of X2(k′,Gm) follows
from class field theory. The normalization factors in the definition of Tamagawa numbers
are essentially defined so that τ(Gm) = 1 [Wei2, Chap.VII, §§5-6]; indeed, this equality
is equivalent to the formula for the pole of the zeta function of the at 1 in the number
field case, while in the function field case that we are interested in now, it is equivalent to
computing the pole at 1 of the zeta function of the (smooth proper geometrically connected)
curve X of which k is the function field. To show that τ(U ′) = 1 for U ′ split unipotent, it
suffices by [Oes, Chap. III, Thm. 5.3] to show that τ(Ga) = 1, which also holds essentially
by definition [Oes, Chap. I, §5.14, Example 1].
Now consider the following pushout diagram, which makes sense because the top exten-
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sion is central
1 C C ⋉ Rk′/k(G
′) G 1
1 B F G 1
D D
t
i (5.4)
where the central pushout F is defined by this diagram, and the columns are short exact.
Lemma 5.2 applied to the second row of (5.4) yields
τ(F )
#Ext1(F,Gm)
=
τ(G)
#Ext1(G,Gm)
. (5.5)
Now we claim that the map X(F ) → X(G) is a bijection. Assuming this, (5.5) reduces
Theorem 1.1 for G to the same theorem for F . So let us prove this claim.
First we prove injectivity. Since the extension
1 −→ B −→ F −→ G −→ 1 (5.6)
is central, the abelian group H1(k,B) acts on the set H1(k, F ) and the orbits for this action
are exactly the fibers of the map H1(k, F ) → H1(k,B) [Ser, Ch. I, §5.7, Prop. 42]. Since
H1(k,B) = 0 by construction, the map H1(k, F ) → H1(k,B) is therefore injective. To
prove surjectivity of X(F )→X(G), we first note that the centrality of (5.6) implies that
there is a connecting map H1(k,B)→ H2(k,B) inducing the usual long exact cohomology
sequence [Ser, Ch. I, §5.7, Prop. 43]. The vanishing of X2(B) therefore implies that any
element of X1(G) lifts to H1(k, F ). But since H1(kv , B) = 0 for every place v of k, this lift
must actually lie in X1(F ), hence the map X(F ) →X(G) is surjective. This proves the
claim.
We are therefore reduced to proving Theorem 1.1 for the group F . The group Rk′/k(G′)
sits as a normal subgroup of F with commutative cokernel. That is, we have an exact
sequence
1 −→ Rk′/k(G
′) −→ F −→ E −→ 1 (5.7)
with E a connected commutative linear algebraic group. We claim that the group Rk′/k(G′)
satisfies the hypotheses of the groupH ′ in Lemma 5.2. Let us verify these various hypotheses
one by one.
We first need to show that τ(Rk′/k(G′)) = 1. We may work on each factor field of k′
and thereby assume that k′ is a field. Since Tamagawa numbers are invariant under Weil
restriction [Oes, Chap. II, Thm. 1.3(d)], it suffices to show that τ(G′) = 1 when G′ is either
simply connected or basic exotic pseudo-reductive. For simply connected G′, this is the
content of Weil’s Tamagawa number conjecture, recently resolved over function fields by
Gaitsgory and Lurie [GL]. For basic exotic groups, this is part of Proposition 3.1.
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In order to show that Rk′/k(G′) becomes rational over ks, it suffices to show that for each
factor field L of the finite product k′ of fields, the corresponding fiber of G′ becomes rational
over Ls. On the simply connected fibers this follows from the open cell decomposition
associated to a split maximal torus. On the basic exotic fibers, it similarly follows from the
open cell decomposition given by [CGP, Remark 7.2.8] associated to a split maximal torus
in a basic exotic pseudo-reductive group, where the root groups Uc, U ′c appearing there are
vector groups [CGP, Prop. 2.3.11], hence rational.
Next we check the vanishing of H1(k,Rk′/k(G′)) and
H1(kv,Rk′/k(G
′)) =
∏
w|v
H1(k′w,Rk′w/kv(G
′))
where the product is over all places w of k′ lying above v. By [Oes, Chap. IV, §2.3, Cor.],
H1(k,Rk′/k(G
′)) = H1(k′, G′) and similarly for the cohomology groups of the local fields,
so we may assume that k′ = k in order to show that these sets are trivial. We may also
work fiber by fiber and thereby assume that G′ is either simply connected or basic exotic
pseudo-reductive. In the simply connected case, the desired vanishing is [BT, Thm. 4.7] for
non-archimedean local fields, and [Har3, Satz A] for global function fields. The basic exotic
case follows from the simply connected one and [CGP, Prop. 7.3.3(1)].
Next we need to show that Ext1(Rk′/k(G′),Gm) = 1. For this we need the following
lemma.
Lemma 5.3. Let k be a field, H a connected linear algebraic k-group that is perfect (i.e.,
H = DH), and assume that the geometric reductive quotient (Hk)
red is simply connected.
Then Ext1(H,Gm) = 1.
Proof. Suppose that we have a (necessarily central) extension
1 −→ Gm −→ E −→ H −→ 1.
We will show that it admits a section, hence splits. Indeed, we will show that the map
DE → H is an isomorphism. For this, we may extend scalars to k. First, since H = DH,
we have an exact sequence
1 −→ µ −→ DE
pi
−→ H −→ 1.
We claim that µ is finite. Indeed, more generally, for any connected linear algebraic group
G over k, and any central Gm ⊂ G, we claim DG ∩Gm is finite. To see this, let U be the
unipotent radical of G. Then DG ∩Gm ⊂ Gm →֒ G/U , hence we may assume that G is
reductive. But then the claim follows from the well-known fact that for any reductive G
and its maximal central torus Z, DG ∩ Z is finite. This proves the finiteness of µ.
It only remains to show that µ = 1. But since µ ⊂ Gm, we have µ →֒ DE/U , where
U ⊂ DE is the unipotent radical. Hence we have an exact sequence
1 −→ µ −→ DE/U
pi
−→ H/π(U) −→ 1.
47
Since DE/U is reductive, so is H/π(U), which is therefore the geometric reductive quotient
of H, hence simply connected by assumption. It therefore has no nontrivial finite central
covers by a connected linear algebraic group, so µ = 1 as claimed.
To apply Lemma 5.3, it suffices to show that Rk′/k(G′) is perfect with simply connected
geometric reductive quotient. Both assertions may be checked fiberwise, so we may assume
that k′/k is a finite extension of fields, and that G′ is either simply connected or basic
exotic pseudo-reductive. The perfectness of Rk′/k(G′) for simply connected G′ is [CGP,
Cor.A.7.11]. The perfectness of this group for basic exotic G′ is part of [CGP, Prop. 8.1.2].
Next we check that the geometric reductive quotient of Rk′/k(G′) is simply connected. We
may extend scalars to ks and work on fibers to thereby arrange that k′/k is a finite purely
inseparable extension.
Consider the map Rk′/k(G′)k′ → G′ defined functorially on k′-algebras R′ by the map
G′(R′ ⊗k k
′)→ G′(R′) induced by the ring homomorphism R′ ⊗k k′ → R′ defined on pure
tensors by r′ ⊗ λ′ 7→ λ′r′. This map is surjective with smooth connected unipotent kernel
[Oes, §A.3.6], so Rk′/k(G′) has the same geometric reductive quotient as G′ (when k′/k is
finite and purely inseparable). Thus, we are done when G′ is simply connected, and it only
remains to show that a basic exotic group H over a field k has simply connected geometric
reductive quotient. But since by definition (Definition 2.2(iii)), Hks contains a Levi ks-
subgroup of Rk′s/ks(H
′
k′s
), with H ′ simply connected and k′s/ks a purely inseparable finite
extension, it suffices to show that Rk′s/ks(H
′
k′s
) has simply connected geometric reductive
quotient, and this follows from the argument given above.
Returning to the proof of Theorem 1.1 for the group F appearing in (5.7), we may now
finally apply Lemma 5.2 to conclude that
τ(F )
#Ext1(F,Gm)
=
τ(E)
#Ext1(E,Gm)
. (5.8)
Since E is commutative, Theorem 5.1 therefore implies that in order to show that τ(F ) =
#Ext1(F,Gm)/#X(F ), and thereby complete the proof of Theorem 1.1 except for the yet-
to-be-treated “basic non-reduced” case, it suffices to prove that the map X(F )→X(E) is
a bijection.
The injectivity of this map is easy, as follows. By the usual twisting argument (see, e.g.,
the first paragraph of the proof of Proposition 4.5), it suffices to show that H1(k,H) = 1
for any étale k-form H of Rk′/k(G′). In fact, by Lemma 5.4 below, any such H is itself
of the form Rk′′/k(H ′′) for some finite reduced k-algebra k′′ and some k′′-group H ′′ all of
whose fibers are either simply connected or basic exotic. Thus H has vanishing H1 by an
argument we have already seen: we may work on each factor field of k′′ and thereby assume
that k′′ is a field. [Oes, Ch. IV, §2.3, Cor. ] then reduces us to showing that H1(k′′,H ′′) = 1
so we may assume that k′′ = k. If H ′′ is simply connected, then the desired vanishing is
[Har3, Satz A], while if H ′′ is basic exotic, then it follows from the same result together
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with the fact that the canonical map H ′′ → H ′′ onto a simply connected group (see Remark
2.3) induces a bijection H1(k′′,H ′′)→ H1(k′′,H ′′) [CGP, Prop. 7.3.3(1)].
The following lemma is [Con1, Prop. 6.4.1]. We record it here for future use.
Lemma 5.4. Let k be a field, k′/k a nonzero finite reduced k-algebra, and G′ a k′-group such
that each fiber G′i of G
′ on a factor field k′i of k
′ is either connected semisimple, absolutely
simple, and simply connected, or else basic exotic pseudo-reductive. Let G := Rk′/k(G′).
Then any étale k-form H of G is of the same type. That is, there is a nonzero finite
reduced k-algebra k′′ and a k′′-group G′′ all of whose fibers are either connected semisimple,
absolutely simple, and simply connected, or else basic exotic pseudo-reductive, such that
H ≃ Rk′′/k(G
′′).
The proof that the map X(F ) → X(E) is surjective is trickier. This is where our
careful choice of maximal torus T ′ ⊂ G′ via Proposition 4.4 comes in. First note that it
suffices to lift any element of X(E) to H1(k, F ), as this lift is then necessarily in X(F ) due
to the vanishing of H1(kv ,Rk′/k(G′)) that we have already seen. Let M be the commutative
k-group scheme defined by the following pushout diagram
C C × C
B M
where the top horizontal map is the anti-diagonal map (−φ, id).
Since the action of C on Rk′/k(G′) is trivial on C by definition, we get a commutative
diagram with exact rows
1 C M E 1
1 Rk′/k(G
′) F E 1
j
where the map M → F is induced by the two maps i : B → F and
C × C
id×j
−−−→ C ⋉ Rk′/k(G
′)
t
−→ F
(see (5.4); recall that j is the inclusion map). In order to show that every element of X(E)
lifts to H1(k, F ), therefore, it suffices to show they all lift to H1(k,M). But for this it
suffices to show that X2(k,C ) = 0. Since C = Rk′/k(ZG′(T ′)), where T ′ was the torus
chosen at the beginning of this proof, and since pushforward by a finite map is an exact
functor between categories of abelian étale sheaves, we have X2(k,C ) = X2(k′, ZG′(T ′)),
and this vanishes by (5.2). The proof of Theorem 1.1 is now complete for generalized
standard pseudo-reductive groups, so it only remains to treat the “basic non-reduced” case.
These only show up in characteristic 2.
49
Now G = Rk′/k(G′) for a global field k (necessarily of characteristic 2), a finite extension
field k′/k and a basic non-reduced k′-group G′. We will show that all three of the quantities
appearing in Theorem 1.1 are 1. That is: X(G) = 1, Ext1(G,Gm) = 1, and τ(G) = 1.
By Lemma 5.3, Ext1(G,Gm) vanishes if G is perfect and Gredk is semisimple and simply
connected. The perfectness is part of [CGP, Ex. 10.1.3]. To identify Gred
k
we can make a
finite separable extension on k and thereby arrange that each factor field of k′ is purely
inseparable over k. Passing to k′ a field without loss of generality, by [CGP, Ex. 10.1.3],
Gks has root system BCn for some n ≥ 1, so G
red
k
≃ Sp2n by the end of [CGP, Thm. 2.3.10].
By [Oes, Ch. IV, §2.3, Cor. and Ch. II, §1.3, Thm. (d)], for X and τ we can replace
(G, k) with (G′, k′) so G is basic non-reduced. The vanishing of X(G) then follows from
[CGP, Prop. 9.9.4(1)]. So it only remains to show that τ(G) = 1 for basic non-reduced G.
This is part of Proposition 3.1. The proof of Theorem 1.1 is now complete!
5.2 Invariance under inner twist
Now we turn to the proof of Theorem 1.4, which proceeds along similar lines. We first prove
the inner-twisting invariance of Ext1(G,Gm). This is true over completely general fields.
Proposition 5.5. Let G be a smooth connected group scheme over a field k, and let G′
be an inner form of G. Then the groups Ext1(G,Gm) and Ext1(G′,Gm) are canonically
isomorphic, by an isomorphism depending only upon the cohomology class in H1(k,G/ZG)
by which one twists to get G′.
First we need to prove the following lemma.
Lemma 5.6. If G is a smooth connected group scheme over a field k, and
1 −→ Gm −→ E
pi
−→ G −→ 1
is an extension of G by Gm, then the induced map ZE → ZG from the center of E to the
center of G is fppf surjective.
Proof. Given g ∈ G (more precisely, g ∈ G(R) for some k-algebra R), we obtain a homo-
morphism φg : (ZG)R → (Gm)R as follows. For z ∈ ZG, lift z to an element z˜ ∈ E, and lift
g to g˜ ∈ E. Then define φg(z) := g˜z˜g˜−1z˜−1. Since z is central in G, this lands inside Gm,
and since Gm ⊂ E is central, it is independent of the choices of lifts z˜, g˜. One easily checks
that φg is a homomorphism. Indeed, for z, z′ ∈ ZG, we have
φg(zz
′) = g˜z˜z˜′g˜−1(z˜z˜′)−1 = g˜z˜g˜−1(g˜z˜′g˜−1z˜′−1)z˜−1 = g˜z˜g˜−1z˜−1(g˜z˜′g˜−1z˜′−1) = φg(z)φg(z
′)
where the penultimate equality uses the fact that g˜z˜′g˜−1z˜′−1 ∈ Gm is central in E. An
entirely analogous calculation shows that the map g 7→ φg is a homomorphism G →
H om(ZG,Gm). Indeed, we have
φgg′(z) = g˜g˜
′z˜(g˜g˜′)−1z˜−1 = g˜z˜(z˜−1g˜′z˜g˜′−1)g˜−1z˜−1 = g˜z˜g˜−1(z˜−1g˜′z˜g˜′−1)z˜−1 = φg(z)φg′(z)
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where in the penultimate equality we have used the fact that z˜−1g˜′z˜g˜′−1 ∈ Gm is central.
In this way we obtain a homomorphism φ : G → H om(ZG,Gm), and since we want
to show that any lift z˜ of any z ∈ ZG is central, what we want to show is that φ is trivial.
In order to do this, we may assume that k = k. Then by Chevalley’s Theorem, G is an
extension
1 −→ L −→ G −→ A −→ 1
with L a connected linear algebraic k-group and A an abelian variety over k. Let U ⊂ L
be the unipotent radical. Then U is normal in G because it is a characteristic subgroup
of the normal subgroup L. For any g ∈ G(k), we have φ(g)|U∩ZG = 1, since subgroups of
unipotent groups admit no nontrivial homomorphisms to Gm over a field. Therefore, E(k)
centralizes π−1(U ∩ZG) (where π denotes the map E → G), hence so does E, since E(k) is
Zariski dense in E since E is smooth and k = ks. It follows that φ factors as a map (which
we still call φ, by abuse of notation) φ : G→ H om(ZG/(U ∩ZG),Gm) ⊂ H om(ZG,Gm),
and we want to show that this map is trivial.
Let G := G/U . Then ZG := ZG/(U ∩ZG) ⊂ ZG, since G→ G is surjective. The group
G is an extension
1 −→ H −→ G −→ A −→ 1
with H reductive (and A is still an abelian variety). Therefore, we have an exact sequence
0 −→ Z1 −→ ZG −→ Z2 −→ 0
where Z1 ⊂ ZH is a central k-subgroup of the reductive group H, and Z2 ⊂ A is a closed
k-subgroup.
We claim that the composition G
φ
−→ H om(ZG,Gm) → H om(Z1,Gm) is trivial. In-
deed, since Z1 is a central k-subgroup of the reductive k-group H, it fits into an exact
sequence
0 −→ T −→ Z1 −→ F −→ 0
with T a k-torus and F a finite commutative k-group scheme. The composition G →
H om(Z1,Gm) → H om(T,Gm) is trivial, since G is connected while H om(T,Gm) is
represented by an étale k-group scheme. Therefore, the map G → H om(Z1,Gm) factors
through a map G → H om(F,Gm). But H om(F,Gm) is represented by a finite commu-
tative k-group scheme (the Cartier dual of F ), so since G is smooth and connected, this
map too is trivial, hence the map G→ H om(Z1,Gm) is trivial, as claimed.
The map φ therefore factors as a map φ : G → H om(Z2,Gm). Arguing as above,
it suffices to filter Z2 by k-group schemes Fi such that the sheaves H om(Fi,Gm) are
represented by finite k-group schemes. In fact, one can show by a simple trick with prime-
to-characteristic torsion that Z2 is an extension of a finite group scheme by an abelian
variety, but we do not need this. By [SGA3, VIIA, Prop. 8.3], there is an infinitesimal
subgroup scheme I ⊂ Z2 such that Z2 := Z2/I is smooth. The sheaf H om(I,Gm) is the
Cartier dual of I, hence represented by a finite commutative k-group scheme. Further, A/I
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is still an abelian variety, so Z02 is an abelian variety, hence H om(Z
0
2,Gm) = 0. (That
there is no nontrivial homomorphism over any base from an abelian scheme to Gm follows
from the assertion over a field together with [MFK, Prop. 6.1].) Finally, Z2/Z
0
2 is a finite
(étale) commutative k-group scheme, hence its Cartier dual is a finite k-group scheme. This
completes the proof of the lemma.
We also need the following basic lemma, which will be used to show that the isomorphism
is canonical.
Lemma 5.7. For a smooth connected group scheme G over a field k and g ∈ (G/ZG)(k),
“conjugation” by g on G induces the identity map on Ext1(G,Gm).
Proof. Consider an extension E of G by Gm, and pull it back by “conjugation” by g:
1 Gm E
′ G 1
1 Gm E G 1

pi′
F x 7→gxg−1
pi
Since E′ is a central extension of G, G acts on E′ by “conjugation”. This descends to
an action by G/ZG by Lemma 5.6. By abuse of notation, we still denote this action
using multiplication notation. Then one easily checks that the map E′ → E defined by
e′ 7→ F (g−1e′g) is an isomorphism of extensions.
Proof of Proposition 5.5. Let α ∈ H1(k,G/ZG), and fix a torsor/cocycle x (whichever lan-
guage you are more comfortable with) representing G. Suppose we have an extension
1 −→ Gm −→ E −→ G −→ 1 (5.9)
of G by Gm. Since the extension is central, G acts on E by “conjugation”. Since ZE → ZG
is surjective by Lemma 5.6, G/ZG acts on E by “conjugation”, so we may twist (5.9) by x
(see [Ser, Ch. I, §5.3]) to obtain a new sequence
1 −→ Gm −→ Ex −→ Gx −→ 1.
This map Ext1(G,Gm) → Ext1(Gx,Gm) is easily checked to be a well-defined homomor-
phism. It is an isomorphism, as may be seen by twisting back from Gx to G.
This yields an isomorphism from Ext1(G,Gm) to Ext1(Gx,Gm), but why is this isomor-
phism canonical, i.e., independent of the class of x? Given another torsor y representing α,
the groups Gx and Gy are k-isomorphic, but noncanonically so. This isomorphism is canon-
ical, however, up to “conjugation” by an element of (Gx/ZGx)(k). (This is not the same
thing as conjugation by an element of Gx(k)!) Such conjugation induces the identity map
on Ext1(Gx,Gm), by Lemma 5.7. Hence the isomorphism on Ext groups is independent of
the choice of torsor representing α.
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We will now prove the inner invariance of τ(G), and that of #X(G) then follows from
the just-proved Theorem 1.1 and Proposition 5.5. Keeping the notation above, we begin
with our pseudo-reductive k-group G, which we may assume to be either generalized stan-
dard or totally non-reduced. First we treat the totally non-reduced case. By Proposition
3.2, totally non-reduced pseudo-reductive groups have Tamagawa number 1, so it suffices
to show that an inner form of such a group is still totally non-reduced pseudo-reductive. In
fact, this holds for any étale form, as being totally non-reduced is a condition on the root
system of Gks , while pseudo-reductivity may be checked over ks [CGP, Prop. 1.1.9(1)].
Now assume that G is a generalized standard pseudo-reductive group over a global
function field k. Let us keep the notation from the proof of Theorem 1.1 for generalized
standard groups above. Let x ∈ Z1(k,G/ZG) be a 1-cocycle. We need to show that
τ(Gx) = τ(G). Since the extension in the second row of (5.4) is central, G acts on F by
conjugation. In order to show that G/ZG also acts on F , we need to show that the map
ZF → ZG is fppf surjective, for which it suffices to show that the map ZC⋉Rk′/k(G′) → ZG
is fppf surjective. This is the content of the following lemma.
Lemma 5.8. In the notation above, the map ZC⋉Rk′/k(G′) → ZG is fppf surjective.
Proof. Let x ∈ C ⋉Rk′/k(G′) (more precisely, x ∈ C ⋉Rk′/k(G′)(A) for some k-algebra A)
be a lift of some element of ZG(A). We want to show that x ∈ ZC⋉Rk′/k(G′). First, because
x maps to a central element of G, and because the map C ⋉ Rk′/k(G′) → G has central
kernel, the element xyx−1y−1 ∈ C ⋉ Rk′/k(G′) is central for every y ∈ C ⋉ Rk′/k(G′).
It follows by a formal computation that the map
ζ : (C ⋉ Rk′/k(G
′))A → (ZC⋉Rk′/k(G′))A
given by y 7→ xyx−1y−1 is a homomorphism. Indeed, we need to show that for any y, z ∈
C ⋉ Rk′/k(G
′), we have
xyx−1y−1xzx−1z−1 = x(yz)x−1(yz)−1.
Canceling xy from both sides, this is equivalent to
x−1y−1(xzx−1z−1) = zx−1z−1y−1.
Since xzx−1z−1 ∈ C ⋉ Rk′/k(G′) is central, the left side equals x−1(xzx−1z−1)y−1, which,
upon canceling, is the same as the right side.
The group Rk′/k(G′) is equal to its own derived group, as we saw immediately after the
proof of Lemma 5.3. It follows that ζ is trivial on Rk′/k(G′), since its target is commutative.
Therefore, x commutes with 1 × Rk′/k(G′) ⊂ C ⋉ Rk′/k(G′). It remains to show that it
commutes with C × 1.
Let x = (c, r) ∈ C⋉Rk′/k(G′). For any r′ ∈ Rk′/k(G′), x = (c, r) commutes with (1, r′).
Computing the Rk′/k(G′)-component of both sides of
(c, r)(1, r′) = (1, r′)(c, r)
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and letting ∗ denote the action of C on Rk′/k(G′), we find that
rr′ = (c−1 ∗ r′)r.
In particular, by taking r′ ∈ C ⊂ Rk′/k(G′), we find that r centralizes C because C acts
trivially on C ⊂ Rk′/k(G′). But we claim that ZRk′/k(G′)(C ) = C , which would imply that
r ∈ C (so x = (c, r) indeed commutes with C × 1, as desired). In order to see this claim,
we recall that C = Rk′/k(D′), where D′ = ZG′(T ′) for some maximal k′-torus T ′ ⊂ G′. The
Cartan subgroup D′ of G′ is its own centralizer in G′, since if g′ ∈ G′ centralizes D′, then in
particular it centralizes T ′ ⊂ D′, hence g′ ∈ D′. Since D′ is smooth, [CGP, Prop.A.5.15(1)]
implies that the centralizer in G of C = Rk′/k(D′) is Rk′/k(D′) = C , as claimed.
By Lemma 5.8, we may twist the second row of (5.4) by a cocycle x ∈ Z1(k,G/ZG) to
obtain a new central extension
1 −→ B −→ Fx −→ Gx −→ 1.
Note that Fx is just an étale twist of F , not necessarily an inner form. As in the deduction
of (5.5), Lemma 5.2 implies that
τ(Gx)
#Ext1(Gx,Gm)
=
τ(Fx)
#Ext1(Fx,Gm)
.
Comparing this with (5.5), it suffices to show that #Ext1(Gx,Gm) = #Ext1(G,Gm) and
that
τ(Fx)
#Ext1(Fx,Gm)
?
=
τ(F )
#Ext1(F,Gm)
. (5.10)
(In fact, we have #Ext1(Fx,Gm) = #Ext1(F,Gm) and τ(Fx) = τ(F ), but we will not
need this.) The first equality follows from Proposition 5.5, so it only remains to prove
(5.10).
The “conjugation” action of G on F leaves the normal subgroup Rk′/k(G′) ⊂ F invariant,
hence also induces an action on the quotient E, and this action is trivial because E is
commutative. Thus, the exact sequence (5.7) also gets twisted by x:
1 −→ (Rk′/k(G
′))x −→ Fx −→ E −→ 1.
The group (Rk′/k(G′))x is of the form Rk′′/k(G′′) for some finite reduced k-algebra k′′ and
some k′′-group G′′ whose fibers are all either simply connected or basic exotic pseudo-
reductive, by Lemma 5.4. Therefore, (Rk′/k(G′))x satisfies the hypotheses on the group H ′
in Lemma 5.2, as we discussed earlier in the proof of Theorem 1.1, so we have
τ(Fx)
#Ext1(Fx,Gm)
=
τ(E)
#Ext1(E,Gm)
.
Comparing this with (5.8) proves (5.10), and therefore completes the proof of Theorem 1.4.
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6 An exact sequence for pseudo-reductive groups
In this section we prove Theorem 1.8. The commutative case is part of Tate duality [Ros1,
Thm. 1.2.8] by Remark 1.6, so assume G is a non-commutative pseudo-reductive k-group.
Proposition 1.5 tells us that for a smooth connected group H over a global field k, the
natural map H1(A,H) →
∏
v H
1(kv,H) induces a bijection H1(A,H) →
∐
v H
1(kv,H).
The same holds for Hi for all i > 0 if H is commutative by [Ros1, Prop. 6.1.1].
By Theorem 2.9, we may assume that the pseudo-reductive G is either generalized
standard or G = Rk′/k(G′) for a nonzero finite reduced k-algebra k′ and a k′-group G′
fiber G′i over each factor field k
′
i of k
′ is basic non-reduced. In the latter case, we claim
that H1(A, G) = 1, so the desired exactness is clear. Indeed, we may work on each factor
field of k′ and thereby assume that k′ is a field. By [Oes, Ch. IV, §2.3, Cor.], we have
H1(Ak,Rk′/k(G
′)) = H1(Ak′ , G
′), so we may assume that G is basic non-reduced. Then
[CGP, Prop. 9.9.4(1)] implies that H1(A, G) = 1.
So we may and do assume that G is generalized standard and non-commutative. Then
G is built in the usual manner as follows. There is a nonzero finite reduced k-algebra k′ and
a k′-group G′ with fibers that are each either connected semisimple and simply connected
semisimple or basic exotic pseudo-reductive, a maximal k′-torus T ′ which we are free to
choose (see Remark 2.8), a commutative pseudo-reductive k-group C acting on Rk′/k(G′)
whose action is trivial on C := Rk′/k(ZG′(T ′)) ⊂ Rk′/k(G′), and a map φ : C → C such that
the action of C on Rk′/k(G′) is compatible with the conjugation action of C on Rk′/k(G′)
via φ, and a central extension
1 −→ C −→ C ⋉ Rk′/k(G
′) −→ G −→ 1, (6.1)
where the first map is (−φ, j), with j : C →֒ Rk′/k(G′) the inclusion.
Pick α ∈ H1(A, G) such that α 7→ 0 ∈ Ext1(G,Gm)∗. We need to show that α lifts
to H1(k,G). Having fixed α, we now choose the maximal k′-torus T ′ above as follows.
Recall that we have a canonical map f : G′ → G′ onto a k′-group with simply connected
semisimple fibers. Indeed, we take G′ to be the same as G′ on the simply connected fibers
of G′ over Spec(k′), and we take it to be the canonical simply connected quotient on the
basic exotic fibers; see Remark 2.3. Then there is a bijection between the maximal k′-tori
of G′ and those of G′ defined by sending a maximal torus T ′ ⊂ G′ to the unique maximal
k′-torus in f−1(T ′) [CGP, Cor. 7.3.4].
Let S be the finite set of places v of k such that 1 6= αv ∈ H1(kv , G). By Proposition
4.4, there is a maximal k′-torus T ′ ⊂ G′ such that X2(k′, T ′) = 0 and H2(k′w, T
′
) = 0
for all places w of v lying above a place of S. We take T ′ ⊂ G′ to be the maximal torus
corresponding to T ′ under the above bijection. Then we claim that
X
2(k,C ) = 0 (6.2)
and
H2(kv,C ) = 0 if αv 6= 1. (6.3)
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Indeed, we may proceed fiber by fiber over Spec(k′) and thereby temporarily assume that
k′ is a field and G′ is either simply connected or basic exotic. We first note that H2(kv,C ) =
H2(kv,Rk′/k(ZG′(T
′))) =
∏
w|v H
2(k′w, ZG′(T
′)) since finite pushforward is an exact functor
between categories of abelian étale sheaves; similarly, X2(k,C ) = X2(k′, ZG′(T ′)). Now
the simply connected case is immediate from our choice of T ′, since ZG′(T ′) = T ′ = T
′ on
those fibers. In the basic exotic case, we invoke Lemma 2.5, whose hypotheses are preserved
when passing from k′ to k′w, since this is a separable extension. The claim then follows from
the corresponding property for the torus T ′ arranged by design.
Because the extension (6.1) is central, there is a connecting map γ : H1(A, G) →
H2(A,C ) having the usual properties. Then γ(α) = 0. Indeed, for v such that αv = 1
the image clearly vanishes, while for all other v it vanishes by (6.3). Therefore, α lifts
to a class β ∈ H1(A, C ⋉ Rk′/k(G′)). We claim that we may choose β so that β 7→ 0 ∈
Ext1(C ⋉ Rk′/k(G
′),Gm)
∗. Assuming this, if Theorem 1.8 holds for C ⋉ Rk′/k(G′), then β
lifts to H1(k,C ⋉Rk′/k(G′)), hence α lifts to H1(k,G). Modulo the claim, Theorem 1.8 for
G therefore reduces to Theorem 1.8 for C ⋉ Rk′/k(G′).
In order to prove the claim, consider the following commutative diagram with exact
rows
H1(A,C ) H1(A, C ⋉ Rk′/k(G
′)) H1(A, G)
Ext1(C ,Gm)
∗ Ext1(C ⋉ Rk′/k(G
′),Gm)
∗ Ext1(G,Gm)
∗
j
g h
j∗
(6.4)
The exactness of the bottom row follows from [Ros2, Lemma 6.3] once we verify that Cks
is rational. Since C = Rk′/k(ZG′(T ′)), it suffices to show that ZG′(T ′)k′s is rational, and we
may prove this fiber by fiber and thereby assume (temporarily for the sake of this claim)
that k′ is a field and G′ is either simply connected or basic exotic pseudo-reductive. In
the simply connected case, ZG′(T ′) = T ′, which is rational over k′s, and in the basic exotic
case, the rationality follows from the description of ZG′(T ′) given just after [CGP, (7.2.2)]
in terms of the open cell decomposition associated to the split maximal torus T ′ks ⊂ G
′
ks
.
The first vertical arrow in the above diagram is surjective. Indeed, by the compatibility
of the map H1(A,C ) → Ext1(C ,Gm)∗ with the map arising in Tate duality H1(A,C ) →
H1(k, Ĉ )∗ (Remark 1.6), it suffices to show that this latter map is surjective. By global
Tate duality for C [Ros1, Thm. 1.2.8], the cokernel of this map is isomorphic to X2(C ),
which vanishes by (6.2).
A simple diagram chase in diagram (6.4) using the fact that α 7→ 0 ∈ Ext1(G,Gm)∗
now shows that there exists γ ∈ H1(A,C ) such that h(j(γ)) = h(β). Since the extension
(6.1) is central, the group H1(A,C ) acts on the set H1(A, C ⋉Rk′/k(G′)), and the fibers of
the map σ are the orbits of this action ([Ser, Chap. I, §5.7, Prop. 42] and Proposition 1.5).
Let us denote this action by ∗. Then we claim that h(−γ ∗ β) = 0, which will prove our
claim that we may choose β lifting α so that h(β) = 0, and thereby reduce us to proving
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Theorem 1.8 for the group C ⋉ Rk′/k(G′). Since the map h ◦ j is a group homomorphism
(because it equals j∗ ◦ g), this equality follows from the following lemma.
Lemma 6.1. Let ǫ ∈ H1(A,C ), ζ ∈ H1(A, C⋉Rk′/k(G
′)). Then h(ǫ ∗ ζ) = h(j(ǫ))+h(ζ).
Proof. Let E ∈ Ext1(C ⋉ Rk′/k(G′),Gm); this is a central extension
1 −→ Gm −→ E −→ C ⋉ Rk′/k(G
′) −→ 1
Let δ denote the connecting map H1(C⋉Rk′/k(G′))→ H2(Gm). Then the pairing between
E and an element α ∈ H1(A, C ⋉ Rk′/k(G′)) is given by adding up the elements δ(αv) ∈
H2(kv,Gm) ≃ Q/Z for all places v of k. Thus, by definition of h, the assertion reduces to
a local one. That is, we need to show that for ǫ ∈ H1(kv,C ), ζ ∈ H1(kv , C ⋉ Rk′/k(G′)),
δ(ǫ ∗ ζ) = δ(j(ǫ)) + δ(ζ).
Consider the following pullback diagram with exact rows
1 Gm E
′ C 1
1 Gm E C ⋉Rk′/k(G
′) 1
 j
pi
where E′ is defined by the above pullback diagram. Let δ′ : H1(C ) → H2(Gm) denote
the connecting map for the top sequence in the diagram. Then the equality we need to
show is equivalent to δ(ǫ ∗ ζ) = δ′(ǫ) + δ(ζ). If we choose 1-cocycles ζσ, ǫσ representing ζ
and ǫ (where the notation means that ǫσ ∈ C (ks) is the image of σ ∈ Gal((kv)s/kv) under
the chosen cocycle representing ǫ), then by definition ǫ ∗ ζ is represented by the 1-cocycle
ǫσζσ (see [Ser, Chap. I, §5.7]). Now δ(ζσ) is computed by lifting ζσ to a 1-cochain valued
in E(ks), and then taking its differential to get a 2-cocycle valued in Gm, and similarly for
δ′. The desired equality is therefore immediate if we know that E′ = π−1(C ) is central
in E (by choosing a lift ǫσ ∈ E′(ks) of ǫσ, a lift ζσ ∈ E(ks) of ζσ, and then using the lift
ǫσζσ ∈ E(ks) of ǫσζσ).
To prove this centrality, let T ⊂ C be the maximal torus. Then π−1(T ) ⊂ E is central.
Indeed, it is a normal torus (since T ⊂ C is normal (even central) in C⋉Rk′/k(G′)), and the
conjugation action of E on it induces a map E → Autpi−1(T )/k which is constant because E
is connected and the automorphism scheme of a torus is étale. Thus, π−1(T ) is central in
E.
The group E(k) is Zariski dense in Ek (because E is geometrically reduced, even
smooth), so it suffices to check that E(k) centralizes E′
k
. So fix e ∈ E(k) and consider
the commutator map φe : E′k → E
′
k
given by e′ 7→ ee′e−1e′−1. We want to show that
this map is trivial. Since C ⊂ C ⋉ Rk′/k(G′) is central, the image of φe actually lives in
ker(E′
k
→ Ck) = (Gm)k. We claim that φe : E
′
k
→ (Gm)k is a homomorphism. Assuming
this, if we let U := C /T , a unipotent group, then since π−1(T ) ⊂ E′ is central in E, φe
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descends to a homomorphism φe : Uk → (Gm)k, which is trivial because unipotent groups
admit no nontrivial characters over a field.
It remains to prove the claim. This is a formal calculation once one notes that for any
e′ ∈ E′ (more precisely, e′ ∈ E′(R) for some k-algebra R), φe(e′) = ee′−1e−1e′−1 ∈ Gm is
central in E. Then we compute that for c, d ∈ E′,
φe(cd) = e(cd)e
−1(cd)−1 = ece−1(ede−1d−1)c−1 = ece−1c−1(ede−1d−1) = φe(c)φe(d)
where in the penultimate inequality, we have used the centrality of ede−1d−1 observed
above.
We are therefore reduced to proving Theorem 1.8 for the group C ⋉ Rk′/k(G′). This
follows immediately from Theorem 1.8 for the commutative group C together with the
following lemma.
Lemma 6.2. The maps H1(k,C ⋉ Rk′/k(G
′)) → H1(k,C) and H1(A, C ⋉ Rk′/k(G
′)) →
H1(A, C) induced by the projection C ⋉ Rk′/k(G
′)→ C are bijections.
Proof. We first prove the lemma for H1(k, ·). That the map is surjective follows from
the existence of a section to the projection C ⋉ Rk′/k(G′) → C, namely, the map C →
C ⋉ Rk′/k(G
′) given by c 7→ (c, 1). For the injectivity, consider the exact sequence
1 −→ Rk′/k(G
′) −→ C ⋉ Rk′/k(G
′) −→ C −→ 1
where the first map is the obvious one r 7→ (1, r) and the second map is projection. A
standard twisting argument shows that in order to prove the desired injectivity, it suffices
to show that for any x ∈ H1(k,C⋉Rk′/k(G′)), after twisting the sequence by x, the resulting
kernel (Rk′/k(G′))x has vanishing H1.
Any such kernel is itself of the form Rk′′/k(G′′) for some finite reduced k-algebra k′′
and some k′′-group G′′ all of whose fibers are either simply connected semisimple or basic
exotic pseudo-reductive, by Lemma 5.4. Thus, the desired vanishing boils down to the
vanishing of the global H1 that we have already seen several times for such groups: we
may work fiber by fiber over Spec(k′′), so we may assume that k′′ is a field. Then [Oes,
Ch. IV, §2.3 Cor.] implies that H1(k,Rk′′/k(G′′)) = H1(k′′, G′′). If G′′ is simply connected,
then this H1 vanishes by [Har3, Satz A]. If G′′ is basic exotic, then the canonical surjection
f : G′′ ։ G
′′ to a simply connected group (see Remark 2.3) induces a bijection on H1’s,
by [CGP, Prop. 7.3.3(1)], so the H1-vanishing follows from the vanishing in the simply
connected case once again.
The proof for H1(A, ·) is exactly the same, but using Proposition 1.5 and the vanishing
of the local cohomology (rather than the global cohomology) of simply connected groups
[BT, Thm. 4.7].
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7 Pathologies with unipotent groups: Tamagawa numbers
and exact sequences
The purpose of this section is to show that Theorems 1.1 and 1.8 both fail beyond the
commutative and pseudo-reductive settings, and in particular, we will give counterexamples
with unipotent groups. In fact, we will show that they fail even for general 2-dimensional
(non-commutative) unipotent groups over global function fields of any characteristic. In
order to do this, we will use certain groups constructed by Ofer Gabber.
First we briefly recall the notion of woundness for unipotent groups. A wound (or k-
wound) unipotent group over a field k is a smooth connected unipotent k-group scheme
U such that any map of k-schemes A1k → U from the affine line to U is the constant
map to some u ∈ U(k). This is equivalent to saying that U does not contain a copy of
Ga [CGP, Def. B.2.1, Cor. B.2.6]. Woundness is insensitive to separable field extension.
That is, if U is a smooth connected unipotent k-group, and K/k is a (not necessarily
algebraic) separable field extension, then U is k-wound if and only if UK is K-wound [CGP,
Prop.B.3.2]. Clearly, smooth connected k-subgroups of wound unipotent k-groups are still
wound. So are extensions of wound groups by other wound groups, as may be checked by
using the formulation in terms of containing a copy of Ga. Quotients of wound groups,
however, need not be wound (even quotients by smooth connected subgroups). Over a
perfect field, all smooth connected unipotent groups are split [Bor2, Thm. 15.4(iii)], hence
no nontrivial wound unipotent groups exist over such fields. Over imperfect fields, however,
there are many. We will give some examples below (see (7.1)).
Now we introduce Gabber’s construction of wound non-commutative unipotent groups
over any imperfect field [CGP, Example B.2.9]. Let k be an imperfect field of characteristic
p, and let a ∈ k − kp. Consider the smooth connected wound 1-dimensional unipotent
groups Va,Wa defined by
Va := {X = X
p2 + aY p
2
} ⊂ G2a, Wa := {X = −(X
p + aY p)} ⊂ G2a. (7.1)
One checks that these groups become isomorphic to Ga over k(a), k(a1/p
2
), respectively.
We claim that they are wound. Indeed, it suffices to show that they are not k-isomorphic
to Ga. We will in fact show that they are not isomorphic to A1k as k-schemes. In order to do
this, it suffices to show that for the unique regular compactifications V a,W a of the smooth
curves Va,Wa, the complements V a−Va,W a−Wa do not consist of a single rational point.
(In fact, this method of checking woundness is completely general; for a smooth connected
1-dimensional unipotent group G over any field k, the regular compactification G of G
always consists of a single point that becomes rational over some finite purely inseparable
extension of k, and G is wound if and only if this point is rational over k [Ros2, Prop. 9.3].)
But one easily checks that V a,W a are given by the projectivizations of the equations in
(7.1) defining Va,Wa:
V a := {XZ
p2−1 = Xp
2
+ aY p
2
} ⊂ P2k,
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W a := {XZ
p−1 = −(Xp + aY p)} ⊂ P2k.
The points at infinity on these curves are not k-rational, since a /∈ kp.
Then we may construct an extension Ua of Va by Wa by using the following nonzero
alternating bi-additive 2-cocycle h : Va × Va →Wa:
h
(
(x, y), (x′, y′)
)
:= (xx′p − xpx′, xy′p − x′yp). (7.2)
(For generalities on the relation between extensions of algebraic groups and 2-cocycles, see
[DG, Chap. II, §3.2]. We will not require general results about this relation.) We let
Ua :=Wa × Va (7.3)
as k-schemes, with group law
(w, v) · (w′, v′) := (w + w′ + h(v, v′), v + v′). (7.4)
This defines a group law with identity (0, 0) and inverse (w, v)−1 = (−w,−v), and projection
onto Va is a surjective group homomorphism with kernel identified with Wa via the map
w 7→ (w, 0). Further, if p > 2, then Ua is non-commutative. It is wound unipotent because
Va,Wa are. Note that Ua(k)→ Va(k) is surjective, since Ua =Wa × Va as Va-schemes.
When p = 2, Gabber’s non-commutative construction is somewhat more complicated.
First consider general p (not necessarily equal to 2), and consider the group
W+a := {X = X
p + aY p} ⊂ G2a.
Consider the k-morphism b : Va →W+a defined by b(x, y) := (x
p+1, xyp) and the symmetric
bi-additive 2-coboundary h+ := −db : Va × Va →W+a defined by
h+(v, v′) := b(v + v′)− b(v)− b(v′) = (xx′p + xpx′, xy′p + x′yp), (7.5)
where v = (x, y), v′ = (x′, y′). Now choose ζ ∈ Fp2 − Fp, and consider the bi-additive
2-cocycle hζ : Va × Va →W+a defined by
hζ(v, v
′) := h+(v, ζv′) = h+(ζpv, v′). (7.6)
This is not symmetric, hence defines a non-commutative group U ζa as follows. Let
U ζa =W
+
a × Va (7.7)
as k-schemes, with group law given by
(w, v) · (w′, v′) := (w + w′ + hζ(v, v
′), v + v′). (7.8)
The identity of U ζa is (0, 0), and inversion is given by (w, v)−1 = (−w − hζ(v,−v),−v).
Further, projection onto Va is a surjective group homomorphism with kernel identified with
W+a via the map w 7→ (w, 0). Unfortunately, this only defines U
ζ
a over Fp2(a).
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Remark 7.1. For the counterexamples that we construct in this section, the groups Ua
constructed above whenever p > 2 or p = 2 and F4 ⊂ k will suffice, since we will only deal
with global function fields containing Fp2 . In §8, we will construct examples of unipotent
groups with strange behavior over every global function field, so we will require the groups
constructed in a more complicated manner below when p = 2 but F4 6⊂ k. The reader who
wishes to avoid this complication may simply restrict attention to fields of characteristic
p > 2 and fields of characteristic 2 containing F4. In this case, Lemma 8.11 simplifies as
explained in Remark 8.12, and one can ignore the more complicated case when F4 6⊂ k in
the proof of Lemma 8.13.
In order to deal with fields k of characteristic 2 such that F4 6⊂ k, we now define a
Galois descent datum on U ζa in order to descend it to an extension of Va by W+a over the
rational function field F2(a) ⊂ k.
Let p = 2, soW+a =Wa. Let σ denote the nontrivial automorphism of F4(a) over F2(a).
Then ζ is a primitive cube root of unity, hence its Galois conjugate over F2 is ζ−1 = ζ +1.
For the Galois conjugate group U ζ+1a , note that
hζ+1 = hζ + h
+ = hζ − db,
so we get an F4(a)-isomorphism [σ] : U
ζ
a
∼
−→ U ζ+1a ≃ σ∗(U
ζ
a ) defined by
(w, v) 7→ (w + b(v), v).
One checks that σ∗([σ]) ◦ [σ] : U ζa → U
ζ
a is the identity map, so [σ] defines a descent datum
on U ζa , which therefore (because of effectivity of descent for affine schemes) descends to a
non-commutative extension of Va by Wa over F2(a), which we again denote by Ua. The
corresponding group over k is just the base change of this one from F2(a) to k. Note that
Ua(k)→ Va(k) is surjective if F4 ⊂ k, since then Ua =Wa × Va as Va-schemes.
We will use the groups Ua to construct counterexamples to the main theorems of this
paper in the non-commutative unipotent setting. In order to do this, let us take k := Fq(T ),
q := p2n, and a := T (T − 1). Denote the groups Wa, Va, Ua simply by W,V,U , respectively.
This notation will be in force throughout the rest of this section unless explicitly stated
otherwise. We will show that the conclusions of Theorems 1.1 and 1.8 fail for U . In order
to do this, we begin with some calculations.
Lemma 7.2. X(V ) = 0.
Proof. Using the exact sequence
0 −→ V −→ G2a
f
−→ Ga −→ 0
where f(x, y) := x− xp
2
− T (T − 1)yp
2
, we see that H1(k, V ) ≃ k/f(k2), and similarly for
kv. Therefore,
X(V ) ≃
{λ ∈ k | λ ∈ f(k2v) for all v}
f(k2)
.
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So suppose that λ ∈ k lies in f(k2v) for every place v of k. We want to show that λ ∈ f(k
2).
For each v, write λ = f(xv, yv) for some xv, yv ∈ kv. By strong approximation, we may
choose x, y ∈ k such that x−xv, y− yv ∈ Ov for all v 6=∞ such that λ /∈ Ov and such that
x, y ∈ Ov for all other v 6=∞. Then λ− f(x, y) = f(xv − x, yv − y) ∈ Ov for all v 6=∞, so
by replacing λ by λ− f(x, y), we may assume that λ ∈ Ov for all v 6=∞.
Renaming, we have λ = f(x∞, y∞) for some x∞, y∞ ∈ k∞. I claim that for any
z ∈ k∞, there exists α ∈ k such that α ∈ Ov for all v 6= ∞ and ord∞(α − z) > 0.
Indeed, writing z =
∑
n≥−N cnT
−n for some cn ∈ Fq, we may take α :=
∑
n≤0 cnT
−n.
Applying this to x∞, y∞, we see that there exist x, y ∈ k such that x, y ∈ Ov for all
v 6= ∞, while ord∞(x − x∞), ord∞(y − y∞) > 0. Then λ− f(x, y) ∈ Ov for v 6= ∞, while
λ− f(x, y) = (x∞−x)− (x∞−x)
p2−T (T − 1)(y∞− y)
p2 ∈ m∞, the maximal ideal of O∞.
It follows that λ− f(x, y) = 0.
Lemma 7.3. If p > 3, then
W (k) = {(λ, 0) ∈ k × k | λ+ λp = 0}.
If p = 3, then
W (k) =
{(
λ+
µ
T + 1
,
µ
T + 1
)
∈ k × k
∣∣∣∣λ+ λ3 = µ+ µ3 = 0} .
In particular,
#W (k) =
{
9, p = 3,
p, p > 3.
Remark 7.4. If p = 2, then W is a smooth affine plane conic, hence rational, so W (k) is
infinite.
Proof. The last assertion follows from the first two and the fact that x + xp = 0 has no
repeated roots and all of its roots lie in Fp2 ⊂ Fq, since they satisfy xp
2
= (xp)p = (−x)p =
−xp = x.
In order to prove that the points listed are all of the k-points of W , we first claim that
if (x, y) ∈ W (k) and p > 3, then ordv(x) ≥ 0 for all places v of k, hence x ∈ Fq. Indeed,
suppose to the contrary that some ordv(x) < 0 (so x 6= 0). Then ordv(x+xp) = ordv(xp) =
p · ordv(x) < 0, so x+ xp 6= 0. Using the equation
x+ xp = −T (T − 1)yp (7.9)
(forcing y 6= 0), we see that p ·ordv(x) = ordv(T (T −1))+p ·ordv(y), so p | ordv(T (T −1)).
Since p > 2, this implies that ordv(T (T−1)) = 0, and in particular, v 6= 0, 1,∞. We deduce
that ordv(x) = ordv(y).
Now taking differentials of (7.9) for the field extension k = Fq(T ) over Fq yields dx =
ypd(T (T−1)) = (2T−1)ypdT 6= 0. In particular, ordv(dx) = p·ordv(x)+ordv((2T −1)dT ).
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The last quantity on the right side of this equation is at most 1, hence if p > 3, then (since
ordv(x) ≤ −1)
ordv(dx) = p · ordv(x) + ordv((2T − 1)dT ) < 3 · ordv(x) + 1 ≤ ordv(x)− 1 (7.10)
and this is a contradiction, since we always have ordv(dx) ≥ ordv(x) − 1. Thus, if p > 3,
then x ∈ Fq. If y 6= 0, then it would follow that T (T − 1) ∈ kp, a contradiction. Therefore,
y = 0 and x+ xp = 0.
If p = 3, then the strict inequality between the outer terms in (7.10) still holds unless
ordv(x) = −1 and ordv((2T − 1)dT ) = 1, i.e., v = −1. Thus, if p = 3, then x ∈ Ov for all
v 6= −1 and ord−1(x) ≥ −1. It follows that x = λ+µ/(T +1) for some λ, µ ∈ Fq. Plugging
this into (7.9), we find that
λ+ λ3 +
µ
T + 1
+
µ3
(T + 1)3
= −T (T − 1)y3. (7.11)
Now we claim that y ∈ Ov for v = 0, 1. Indeed, otherwise the left side of (7.11) lies in Ov
while the right side does not. So we may reduce (7.11) modulo m0 and m1, and doing so
yields two equations in λ + λ3 and µ + µ3 which we solve to find that both equal 0. This
shows that x is of the type asserted in the lemma. One then simply solves for y.
Lemma 7.5. Ext1(W,Gm) 6= 0.
Remark 7.6. One can show, by an argument similar to the one used to prove Lemma 7.2,
that X(W ) = 0. In conjunction with the argument in the proof below and the fact that
Ext1(W,Gm) is p-torsion (because W is), this then shows that in fact
Ext1(W,Gm) =
{
Z/2Z, p = 2,
(Z/pZ)2, p > 2.
We will never use this.
Proof. Making the change of variables X 7→ −X/T (T − 1), we see that
W ≃ {Y p = X + (T (T − 1))p−1Xp}. (7.12)
First suppose that p = 2. By [Ros2, Prop. 9.9], Ext1(W,Gm) = Pic(W ). By [Ros2,
Prop. 9.4], therefore, in order to show that Ext1(W,Gm) 6= 0, it is enough (in fact, equiva-
lent) to show that if C is the regular compactification of the smooth affine curveW , then the
unique point Q of C −W is not k-rational. But one easily checks that the projectivization
{Y p = XZ + (T (T − 1))X2} ⊂ P2k
of the equation (7.12) for W is a regular curve, hence is the regular compactification C
sought. The point Q at ∞ is the one defined in the affine patch X 6= 0 by the equation
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Y 2 = T (T − 1), which is of course not a rational point. This completes the proof when
p = 2 (and in fact shows that Ext1(W,Gm) ≃ Z/2Z in this case by [Ros2, Props. 9.2, 9.4],
since the regular compactification C of W has genus 0).
Now suppose that p > 2. We will show that Ext1(W,Gm) 6= 0 by computing τ(W ),
and in particular we will show that
τ(W ) = p2 > 1.
This is sufficient by Theorem 1.1. In order to do this, we apply [Oes, Chap.VI, §7.5, Prop.],
which says that
τ(W ) =
q1−g+Npl
#W (k)
(7.13)
where g is the genus of the curve X = P1
Fq
of which k is the function field (g = 0 in this
case), and N and l are defined as follows. Let b = (T (T − 1))p−1 for notational simplicity.
We have
N =
∑
v
[
ordv(db)
p(p − 1)
]
[k(v) : Fq],
where the sum is over all places v of k, the brackets denote the maximum integer function,
and k(v) is the residue field of X at v. The integer l is defined to be the number of places
v of k such that the following holds: the quantity ordv(db) + 1 is a multiple m(p − 1) of
p− 1, and for some (equivalently, any) uniformizer π at v, the image of the element
π1−m(p−1)
m
db
dπ
(7.14)
in k(v) is a (p−1)th power. (The integerm is coprime to p, since one cannot have ordv(db) ≡
−1 (mod p) in characteristic p by a local calculation with power series: if b =
∑
n≥N cnπ
n
with cn ∈ k(v) ⊂ k, then db =
∑
n≥N ncnπ
n−1, so ordv(db) = min{n − 1 | ncn 6= 0}, and
the minimal such n is obviously nonzero modulo p.)
First, we compute that
db = −(2T − 1)(T (T − 1))p−2dT,
so
ordv(db) =

1, v = 1/2,
p− 2, v = 0, 1,
1− 2p, v =∞,
0, otherwise.
Thus, N = −1. We still need to compute l. If p > 3, then the only places v for which
ordv(db) + 1 is a multiple of p − 1 are v = 0, 1,∞. If p = 3, then this also holds for
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v = 1/2 = −1. We will check below that in all of these cases, the quantity (7.14) is a
(p − 1)th power in k(v), so that l = 3 for p > 3 and l = 4 when p = 3. Applying (7.13),
therefore, together with Lemma 7.3, we see that τ(W ) = p2 for p > 2, as desired.
It remains to check that (7.14) is a (p − 1)th power in k(v) in all of the cases listed
above. In fact, a straightforward computation using the uniformizers π = T, T − 1, T−1,
and 2T − 1 at the places v = 0, 1,∞, and 1/2 (when p = 3), respectively, shows that the
image of (7.14) in k(v) equals −1 in these cases. Further, the residue field in all of these
cases is Fq. The element −1 is a (p− 1)th power in Fq precisely when (−1)(q−1)/(p−1) = 1.
We have (−1)(q−1)/(p−1) = (−1)1+p+···+p
2n−1
= 1, so −1 is indeed a (p − 1)th power in
Fq.
Lemma 7.7. Let G be a smooth connected unipotent group over an arbitrary field k.
Then the pullback map Ext1(Gab,Gm) → Ext1(G,Gm) is an isomorphism, and the map
Ext1(G,Gm)→ Ext
1(DG,Gm) is 0.
Proof. Indeed, it suffices to show that the canonical map H1(k, Ĝ)→ Ext1(G,Gm) appear-
ing in the exact sequence (1.9) is an isomorphism, since Ĝ = Ĝab. But for this it suffices
to show that Ext1
k
(G,Gm) = 0. In fact, Pic(Gk) = 0 because Gk is split unipotent, hence
isomorphic as a k-scheme to some affine n-space, so we are done (see (1.5)).
We may now show that the conclusions of Theorems 1.1 and 1.8 fail for the group U .
Proposition 7.8. For k = Fp2n(T ) and a = T (T − 1) ∈ k, let Va and Wa be as in (7.1).
Define the 2-dimensional wound non-commutative k-group extension U of Va by Wa as
follows:
• If p > 2 then define U = Ua as in (7.3) with group law (7.4) resting on h as in (7.2).
• If p = 2 then upon choosing a primitive cube root of unity ζ ∈ F4 ⊂ Fp2n , define
U = U ζa as in (7.7) with group law (7.8) resting on hζ as in (7.6) and (7.5).
Then Theorem 1.1 fails for U . That is, τ(U) 6= #Ext1(U,Gm)/#X(U).
Proof. We have the exact sequence
1 −→ W −→ U −→ V −→ 1.
The maps U(k) → V (k) and U(A) → V (A) are surjective. (When p = 2, this uses the
fact that F4 ⊂ k.) We claim that the map X(W )→ X(U) is a bijection. For injectivity,
we’ll now show that even the map H1(k,W ) → H1(k, U) is injective. Since W ⊂ U is
central, two elements of H1(k,W ) have the same image in H1(k, U) if and only if they
differ by an element of δ(V (k)), where δ : V (k) → H1(k,W ) is the connecting map [Ser,
Chap. I, §5.5, Prop. 39(ii) and §5.6, Cor. 2]. But this connecting map is trivial, since
U(k) → V (k) is surjective. Similarly, the map H1(kv ,W ) → H1(kv , U) is injective for all
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v. For surjectivity, we note that any element of X(U) maps to X(V ) = 0 (Lemma 7.2),
hence lifts to an element of H1(k,W ), which must lie in X(W ) by the injectivity of the
maps H1(kv ,W )→ H1(kv , U).
Since W is unipotent, Ŵ (k) = 0, so by [Oes, Chap. III, §5.3, Thm.],
τ(U) = τ(W )τ(V ).
By Theorem 1.1 applied to the commutative groups V andW , and Lemma 7.2, we therefore
obtain
τ(U) =
#Ext1(W,Gm) ·#Ext
1(V,Gm)
#X(W )
.
Now we claim that W = DU . This may be seen directly, but it also follows from dimension
considerations as follows. Since V is commutative, DU ⊂W . Since U is non-commutative,
DU is a nontrivial smooth connected k-group, hence, since W is 1-dimensional, we must
have DU =W . Thus, V = Uab. By Lemma 7.7 and the fact that X(W ) ∼−→X(U) proved
above, we therefore obtain
τ(U) =
#Ext1(W,Gm) ·#Ext
1(U,Gm)
#X(U)
.
Lemma 7.5 now shows that τ(U) 6= #Ext1(U,Gm)/#X(U).
Proposition 7.9. Theorem 1.8 fails for the wound 2-dimensional non-commutative group
U over the global field k = Fp2n(T ). That is, the complex
H1(k, U) −→ H1(A, U) −→ Ext1(U,Gm)
∗
of pointed sets is not exact.
Proof. Once again, we have the exact sequence
1 −→ W −→ U −→ V −→ 1.
For any α ∈ H1(A,W ), the image of α in H1(A, U) maps to 0 ∈ Ext1(U,Gm)∗. Indeed,
this follows from the commutative diagram
H1(A,W ) H1(A, U)
Ext1(W,Gm)
∗ Ext1(U,Gm)
∗
in which the bottom map is 0 by Lemma 7.7, since W = DU , as was shown in the proof of
Proposition 7.8. It therefore suffices to construct an element α ∈ H1(A,W ) whose image
in H1(A, U) does not lift to a class in H1(k, U).
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We claim that an element α ∈ H1(A,W ) has image in H1(A, U) that lifts to a global
class in H1(k, U) if and only if α itself lifts to H1(k,W ). Assuming this, we only need to
show that Q1(W ) := coker(H1(k,W ) → H1(A,W )) is nonzero. But H2(k,W ) = 0 [Ros1,
Lemma 2.4.4], so by global Tate duality for affine schemes [Ros1, Thm. 1.2.8], we have an
isomorphism Q1(W ) ≃ H1(k, Ŵ )∗. But we have an isomorphism H1(k, Ŵ ) ≃ Ext1(W,Gm)
[Ros1, Cor. 2.2.9], so the desired nonvanishing follows from Lemma 7.5. It only remains to
prove the claim.
Clearly, if α lifts to H1(k,W ), then its image in H1(A, U) lifts to a global class. Con-
versely, let j : H1(A,W ) → H1(A, U) denote the map induced by the inclusion W →֒ U ,
and suppose that j(α) lifts to u ∈ H1(k, U). Then the image of u in H1(k, V ) lies in X(V ),
which vanishes by Lemma 7.2. Thus, u lifts to some class w ∈ H1(k,W ). Let wA denote
the image of w in H1(A,W ). Then j(α) = j(wA). But, as we discussed in the proof of
Proposition 7.8, the map j is injective due to the surjectivity of the map U(A) → V (A).
Therefore, α = wA. That is, α lifts to the class w ∈ H1(k,W ). This proves the claim and
the proposition.
8 Pathologies with unipotent groups: inner twisting
In this section we will show that Theorem 1.4 fails beyond the commutative and pseudo-
reductive cases. In fact, we will show that it fails quite dramatically, by giving examples of
wound non-commutative 2-dimensional unipotent groups having inner forms with arbitrar-
ily small Tamagawa number and arbitrarily large Tate-Shafarevich set. We will actually
show that all of the groups Ua constructed by Gabber (see the beginning of section 7) have
this property. This is the main result of this section.
Proposition 8.1. Let k be a global function field, a ∈ k − kp. Choose ǫ,M > 0. Then the
group Ua has an inner form U ′ such that τ(U ′) < ǫ and #X(U ′) > M .
The reader who is willing to ignore fields k of characteristic 2 such that F4 6⊂ k to avoid
complications that arise in the proof of Proposition 8.1 over such fields should see Remark
7.1.
Proposition 8.1 naturally leads one to ask whether the unboundedness goes in the reverse
direction. That is, clearly #X(U ′) cannot be made arbitrarily small (it is bounded below
by 1), but can τ(U ′) be made arbitrarily large? The answer is no, as the following result
shows.
Proposition 8.2. Let G be a connected linear algebraic group over a global function field.
Then there is a constant M (depending on G) such that τ(G′) < M for all inner forms G′
of G.
Though not a pathology, the following is another aspect of the behavior of Tamagawa
numbers under inner twist.
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Proposition 8.3. If G is a connected linear algebraic group over a global function field of
characteristic p, and G′ is an inner form of G, then τ(G)/τ(G′) ∈ pZ.
Remark 8.4 (Questions). Suppose that U is a smooth connected non-commutative wound
unipotent group over a global function field k. Does Proposition 8.1 hold for U? Or does a
weaker version at least hold, in which one may find inner forms of U with arbitrarily small
Tamagawa number, and inner forms with arbitrarily large X, but possibly not at the same
time? Is it true that τ(U ′) · #X(U ′) is bounded both above and below as U ′ varies over
all inner forms U ′ of U? (See Lemma 8.8 below.)
Let us turn first to the proofs of Propositions 8.2 and 8.3. A key to proving both results
is the following lemma.
Lemma 8.5. Let G be a connected linear algebraic group over a field k. If the k-unipotent
radical Ru,k(G) is wound and nontrivial, then G contains a nontrivial smooth connected
central unipotent k-subgroup.
Remark 8.6. The wound assumption is critical, as one sees by considering the group G =
Gm⋉Ga, with the action given functorially by t ·x = tx. In fact, as we will see in the proof
below, the key point is that wound unipotent groups admit no nontrivial torus action.
Proof. Let U := Ru,k(G). Consider the descending central series DiU of U , defined in-
ductively by D0U := U , and for n ≥ 0, Dn+1U := [U,DnU ], the commutator group of U
and DnU . Since U is unipotent, it is a nilpotent group; that is, DiU = 0 for i sufficiently
large. Let n be the maximal nonnegative integer such that DnU 6= 1. Then W := DnU is a
nontrivial wound smooth connected central characteristic subgroup of U ; this last adjective
means that it is preserved by all automorphisms and that this remains true after extension
on k.
Let P := G/U be the maximal pseudo-reductive quotient of G, and let π : G → P
denote the quotient map. We will first show that W is central in π−1(DP ). The group W
is normal in G, since it is a characteristic subgroup of the normal subgroup U . Further,
since W is central in U , DP acts on W by “conjugation”, namely, by lifting to π−1(DP )
and then acting by conjugation. We need to show that this action is trivial. But DP is
equal to its own derived group [CGP, Prop. 1.2.6], hence is generated by its k-tori [CGP,
Prop.A.2.11]. It therefore suffices to show that any torus in DP acts trivially on the wound
group U . But wound unipotent groups admit no nontrivial torus action [CGP, Prop.B.4.4].
Therefore, U is central in π−1(DP ).
This centrality implies that the smooth connected commutative affine group C := P/DP
acts on U by conjugation. Letting T ⊂ C be the maximal torus, T acts trivially on U , again
because tori cannot act nontrivially on wound unipotent groups. Therefore, the unipotent
quotient V := C/T acts on U . We need to show that U contains some nontrivial smooth
connected subgroup on which V acts trivially.
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Consider the unipotent group H := V ⋉ U . If H is commutative, then V acts trivially
on U , and we are done. Otherwise, D1H = DH is nontrivial, and all of the groups DiH
(i > 0) are contained in the normal subgroup U E H. Since H is unipotent, there is a
maximal positive integer m such that DmH 6= 1. Then V acts trivially on DmH, so we are
done.
We also need the following simple lemma.
Lemma 8.7. Suppose that we have an exact sequence
1 −→ U −→ G −→ H −→ 1
of connected linear algebraic groups over a global function field k, with U split unipotent.
Then τ(G) = τ(H).
Proof. We claim that we have
τ(G) = τ(H)τ(U). (8.1)
Assuming this, then applying the lemma when G,H are themselves split unipotent, and
using the fact that τ(Ga) = 1 [Oes, Chap. I, §5.14, Example 1], we deduce by induction
that τ(U) = 1 for all split unipotent groups U , hence returning to the general case above
(where G,H are not necessarily split unipotent), τ(G) = τ(H).
In order to prove (8.1), we first note that Û(k) = 0, since U is unipotent. It therefore
suffices by [Oes, Chap. III, §5.3, Thm.] to show that X(U) = 1 and that the map G(A)→
H(A) is surjective. In fact, since U is split unipotent, we have H1(k, U) = H1(kv, U) = 1 for
every place v of k, from which both assertions follow, the second also requiring Proposition
1.5.
Let us now prove Propositions 8.2 and 8.3.
Proof of Propositions 8.2 and 8.3. We proceed by induction on dim(G), the 0-dimensional
case being trivial. (Actually, by phrasing things in terms of a minimal counterexample, we
don’t need to worry about the 0-dimensional case.) Suppose that G contains a nontrivial
normal split unipotent subgroup U . Letting H := G/U , then we have an exact sequence
1 −→ U −→ G −→ H −→ 1.
Then G/ZG acts on this sequence, hence given any cocycle α ∈ Z1(k,G/ZG), we may twist
the above sequence by a cocycle representing α to get a new sequence:
1 −→ Uα −→ Gα −→ Hα −→ 1.
The group Uα is still split unipotent, as this may be checked over ks. By Lemma 8.7,
τ(G) = τ(H) and τ(Gα) = τ(Hα). The propositions therefore follow for G by induction,
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since Hα is an inner twist of H. (It is the twist of H by the image of α under the map
H1(k,G/ZG)→ H
1(k,H/ZH ).)
We may therefore assume that G contains no nontrivial normal split unipotent sub-
groups. Since the maximal split unipotent k-subgroup of Ru,k(G) is preserved by all ks-
automorphisms, so by the Zariski density of G(ks) in the smooth group G it is normal in
G, it follows that Ru,k(G) is wound unipotent. If Ru,k(G) = 1 then G is pseudo-reductive
and we are done by Theorem 1.4. So it only remains to treat the case in which Ru,k(G)
is wound and nontrivial. Then by Lemma 8.5, G contains a nontrivial smooth connected
central unipotent subgroup U ⊂ G. Let H := G/U . Then we have the exact sequence with
central kernel
1 −→ U
j
−→ G
pi
−→ H −→ 1. (8.2)
Given a cocycle α ∈ Z1(k,G/ZG), we may twist (8.2) by α to obtain the new sequence
1 −→ U
jα
−→ Gα
piα−→ Hα −→ 1,
where the group U is unchanged since G/ZG acts trivially on it (because U is central in
G). By [Oes, Ch. III, §5.3, Thm.], we have
τ(G) ·#
(
H(A)
π(G(A))H(k)
)
= τ(U)τ(H) ·#ker(X(j)), (8.3)
τ(Gα) ·#
(
Hα(A)
πα(Gα(A))Hα(k)
)
= τ(U)τ(Hα) ·#ker(X(jα)). (8.4)
(We have used that Û(k) = 0, since U is unipotent. The finiteness of the coset spaces
of adelic points is part of the statement of the cited result in [Oes, Chap. III], given the
already-known finiteness of the other quantities appearing.) Strictly speaking, to make
this conclusion we first need to verify that the subgroup π(G(A)) ⊂ H(A) is normal, and
similarly with the twisted map on adelic points. This follows from the fact that this image is
the kernel of the map H(A)→ H1(A, U), which is a group homomorphism because U ⊂ G
is central (by [Ser, Chap. I, §5.6, Cor. 2] and Proposition 1.5).
Let us first prove Proposition 8.2 for G. Using (8.4), we see that
τ(Gα) ≤ τ(Gα) ·#
(
Hα(A)
πα(Gα(A))Hα(k)
)
= τ(U)τ(Hα) ·#ker(X(jα))
≤ τ(U) ·#X(U) · τ(Hα).
The quantity τ(Hα) is bounded above independently of α (but of course depending on G)
by Proposition 8.2 for H, which holds by induction, so we are done.
In order to prove Proposition 8.3 for G, comparing (8.3) and (8.4) and using the fact that
the proposition holds for H by induction, we see that it suffices to show that the quantities
#
(
H(A)
pi(G(A))H(k)
)
, #
(
Hα(A)
piα(Gα(A))Hα(k)
)
, #ker(X(j)), and #ker(X(jα)) are powers of p. We
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will show this for the “untwisted” quantities #
(
H(A)
pi(G(A))H(k)
)
and #ker(X(j)). The proofs
for the twisted quantities are the same.
First, as we have already mentioned, the connecting map H(A)→ H1(A, U) is a group
homomorphism with kernel π(G(A)). It follows that H(A)/π(G(A)) is a p-primary abelian
group, since this holds for H1(A, U). Therefore, the finite quotient H(A)/π(G(A))H(k)
is a finite p-primary group, hence its order is a power of p. Similarly, in order to show
that ker(X(j)) ⊂X(U) has p-power order, it suffices to show that it is a subgroup. Since
U ⊂ G is central, we have an action of the group H1(k, U) on the set H1(k,G), which we
will denote by ∗, such that the map H1(k, U)→ H1(k,G) induced by the inclusion U →֒ G
is α 7→ α ∗ 1, where 1 ∈ H1(k,G) is the trivial element [Ser, Chap. I, §5.7]. Therefore,
ker(X(j)) is the intersection of X(U) with the stabilizer of 1 ∈ H1(k,G) for this action,
hence it is a subgroup.
Now we turn to Proposition 8.1. Recall the groups Va,Wa, Ua defined at the beginning
of section 7 for any imperfect field k and any a ∈ k − kp. We begin with a lemma.
Lemma 8.8. Suppose that we have a central extension
1 −→ G′ −→ G −→ G′′ −→ 1
of connected linear algebraic groups over a global function field k such that G′′ is commu-
tative. Suppose that either X(G′′) = 0 or that G′′(k) is finite. Then there are constants
c, d > 0 (depending on G) such that for all inner forms G˜ of G,
c < τ(G˜) ·#X(G˜) < d.
Proof. Given functions F,H from the set Z1(k,G/ZG) of cocycles valued in G/ZG to the
positive reals, let us write F ≈ H is there exist constants c, d > 0 such that c · H(β) <
F (β) < d ·H(β) for all β ∈ Z1(k,G/ZG). We have the exact sequence
1 −→ G′ −→ G −→ G′′ −→ 1.
Twisting by an element β ∈ Z1(k,G/ZG), we obtain the sequence
1 −→ G′
jβ
−→ Gβ
piβ
−→ G′′ −→ 1
where G′, G′′ are left unchanged, because G′ is central in G and the quotient G′′ is commu-
tative. Note that πβ(Gβ(A)) ⊂ G′′(A) is a normal subgroup. Indeed, it is the kernel of the
map G′′(A)→ H1(A, G′), which is a group homomorphism because G′ ⊂ Gβ is central, by
[Ser, Chap. I, §5.6, Cor. 2] and Proposition 1.5. By [Oes, Chap. III, §5.3, Thm.], therefore,
we have
τ(Gβ) ·#
(
G′′(A)
πβ(Gβ(A))G′′(k)
)
= τ(G′)τ(G′′) ·#ker(X(jβ))(# coker(ĵβ))
−1, (8.5)
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where ĵβ : Ĝβ(k)→ Ĝ′(k) is the induced map on character groups. We claim that the right
side above is ≈ 1. The only point that is not immediate is that #coker(ĵβ) ≈ 1. This holds
because Ĝβ(k) = Ĝabβ (k), and inner twisting has no effect on the abelianization, so that in
fact #coker(ĵ) is invariant under inner twisting.
Since the right side of (8.5) is ≈ 1, we need to show that
#
(
G′′(A)
πβ(Gβ(A))G′′(k)
)
≈ #X(Gβ). (8.6)
Let us endow ker(X(πβ)) with the structure of abelian group as follows. Any element of
ker(X(πβ)) lifts to H1(k,G′). Since G′ ⊂ Gβ is central, the abelian group H1(k,G′) acts
on the set H1(k,G); denoting this action by ∗, the map H1(k,G′) → H1(k,G) is given by
α 7→ α ∗ 1 [Ser, Chap. I, §5.7], and similar statements hold for adelic cohomology thanks to
Proposition 1.5. Therefore, we see that the map
{x ∈ H1(k,G′) | xA ∗ 1 = 1 ∈ H
1(A, G)}
{x ∈ H1(k,G′) | x ∗ 1 = 1}
→ ker(X(πβ))
is a bijection from the abelian group on the left to the set on the right. Thus, by transfer
of structure, we obtain an abelian group structure on ker(X(πβ)).
We will now construct an exact sequence of finite groups
X(G′) −→ ker(X(πβ))
ψ
−→
G′′(A)
πβ(Gβ(A))G′′(k)
φ
−→ Q1(G′) (8.7)
where we recall that Q1(G′) := coker(H1(k,G′) → H1(A, G′)) is finite by [Oes, Chap. IV,
§2.6, Prop. (b)]; note that this definition of Q1(G′) agrees with the definition Q1(G′) :=
coker(H1(k,G′) → ⊕vH
1(kv, G
′)) given in [Oes] by Proposition 1.5. The map X(G′) →
ker(X(πβ)) is the one induced by the map G′ → G. The map φ is the one induced by the
connecting map G′′(A)→ H1(A, G′), which is a homomorphism because G′ ⊂ G is central,
by [Ser, Ch. I, §5.6, Cor. 2] and Proposition 1.5. To define ψ, consider the following exact
diagram of pointed sets
G′′(k) H1(k,G′) H1(k,Gβ) H
1(k,G′′)
Gβ(A) G
′′(A) H1(A, G′) H1(A, Gβ)
δβ j H
1(piβ)
piβ (δβ)A
Given α ∈ ker(X(πβ)), lift α to an element w ∈ H1(k,G′). Then the image wA of w
in H1(A, G′) maps to 0 ∈ H1(A, Gβ), hence lifts to some element v ∈ G′′(A). We then
define ψ(α) to be the class of v in G′′(A)/πβ(Gβ(A))G′′(k). One easily checks that this is
well-defined, independent of the choice of lifts w, v. This uses the fact that two elements
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of H1(k,G′) have the same image in H1(k,Gβ) if and only if they differ by an element of
δβ(G
′′(k)) (since G′ ⊂ Gβ is central [Ser, Chap. I, §5.6, Cor. 2]), and two elements of G′′(A)
have the same image under (δβ)A if and only if they differ by an element of πβ(Gβ(A)) due
to [Ser, Chap. I, §5.4, Cor. 1] and Proposition 1.5.
We need to check that the maps in (8.7) are group homomorphisms. The map X(G′)→
ker(X(πβ)) is by the definition of the group structure on ker(X(πβ)). To see that the
maps ψ, φ are group homomorphisms, again using the definition of the group structure on
ker(X(πβ)) in the case of ψ, it suffices to note that the connecting map (δβ)A is a group
homomorphism, because G′ ⊂ Gβ is central ([Ser, Chap. I, §5.6, Cor. 2] and Proposition
1.5).
Now we check exactness of the sequence (8.7). First, if α ∈ ker(X(πβ)) lifts to X(G′),
then it is clear that ψ(α) = 0, as we may then take w ∈X(G′), and v = 0 in the definition
of ψ(α) above. Conversely, suppose that α ∈ ker(X(πβ)) satisfies ψ(α) = 0. In terms
of the definition of ψ given above, this means that the element v ∈ G′′(A) lifting wA lies
in πβ(Gβ(A))G′′(k). Modifying v by an element of πβ(Gβ(A)), therefore, as we may, we
may assume that v lifts to some element v′ ∈ G′′(k). But then modifying the element
w ∈ H1(k,G′) by δβ(v′) - again, as we may - we may assume that w ∈ X(G′). That is, α
lifts to X(G′). This proves exactness at ker(X(πβ)).
Next we check exactness atG′′(A)/πβ(Gβ(A))G′′(k). First, it is clear from the definition
that φ◦ψ = 0, since in the above notation, φ◦ψ(α) is the class of (δβ)A(v) = wA in Q1(G′),
which is 0. Conversely, suppose that we have a class in G′′(A)/πβ(Gβ(A))G′′(k) represented
by v ∈ G′′(A) such that φ(v) = 0 ∈ Q1(G′); that is, (δβ)A(v) = wA for some w ∈ H1(k,G′).
Then by definition, the class of v is ψ(j(w)) with j(w) ∈ ker(X(πβ)). So (8.7) is exact.
The exactness of (8.7) implies that #ker(ψ) and #coker(ψ) are both ≈ 1, hence
#
(
G′′(A)
πβ(Gβ(A))G′′(k)
)
≈ #ker(X(πβ)).
Therefore, in order to prove (8.6), and hence the lemma, it is the same to show that
#X(Gβ) ≈ #ker(X(πβ)). (8.8)
When X(G′′) = 0, we have X(Gβ) = ker(X(πβ)), so (8.8) is immediate. So we now
assume that G′′(k) is finite and prove (8.8) in this case.
In order to do this, it suffices to show that the nonempty fibers of the map X(πβ) :
X(Gβ) → X(G
′′) all have size ≈ #ker(X(πβ)), i.e., all nonempty fibers have about
the same size. (More precisely, they all have size bounded above and below by positive
constants times the size of the fiber above the trivial element, where the constants depend
only on G, not on β.)
For this, we note that for any x ∈ X(Gβ), the elements of X(Gβ) lying in the same
fiber as x are those of the form α ∗x where α ∈ H1(k,G′) satisfies αA ∗ 1 = 1 ∈ H1(A, Gβ),
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since this is the same as αA ∗xA = 1, because xA = 1 (as x ∈X(Gβ)). Two such elements
α,α′ satisfy α ∗ x = α′ ∗ x if and only if (α− α′) ∗ x = x. Twisting the exact sequence
1 −→ G′ −→ Gβ −→ G
′′ −→ 1
by the cohomology class x to obtain a new sequence
1 −→ G′ −→ Gx −→ G
′′ −→ 1, (8.9)
this amounts to saying α − α′ 7→ 1 ∈ H1(k,Gx). But this in turn is equivalent to the
condition α − α′ ∈ δx(G′′(k)), where δx is the connecting map associated to the sequence
(8.9). Thus, we obtain a bijection between the fiber of the map X(πβ) which contains x
and
{α ∈ H1(k,G′) | αA ∗ 1 = 1 ∈ H
1(A, Gβ)}
δx(G′′(k))
.
Since G′′(k) is finite, the sizes of these sets are all
≈ #{α ∈ H1(k,G′) | αA ∗ 1 = 1 ∈ H
1(A, Gβ)}
which is independent of the element x ∈ X(Gβ). That is, the nonempty fibers are all
approximately the same size. The proof of the lemma is complete.
In order to apply Lemma 8.8 to the extension
1 −→ W −→ U −→ V −→ 1,
we need the following lemma.
Lemma 8.9. The group Va(k) is finite for any global function field k and any a ∈ k − kp.
See the beginning of §7 for the definition of Va.
Proof. If p > 2, then this is a special case of [Oes, Chap.VI, §3.1, Thm.]. When p = 2
we need a different argument that is in the same spirit as the proof of Lemma 7.3. Let
(x, y) ∈ Va(k), so
x+ x4 = ay4. (8.10)
Let v be a place of k such that ordv(x) < 0 (so x /∈ Fq and hence y 6= 0). Then ordv(a) +
ordv(y
4) = ordv(ay
4) = ordv(x+ x
4) = ordv(x
4) = 4 · ordv(x). That is,
ordv(y
4) = 4 · ordv(x)− ordv(a) (8.11)
On the other hand, differentiating (8.10) yields dx = y4da, and da 6= 0 ∈ Ω1kv since
a /∈ kv−k
p
v (because kv/k is a separable extension). Therefore, since ordv(dx) ≥ ordv(x)−1,
using (8.11) we obtain
ordv(da)− ordv(a) + 4 · ordv(x) ≥ ordv(x)− 1
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when ordv(x) < 0. This yields for all v a lower bound on ordv(x). Further, for all but
finitely many v, ordv(a) = ordv(da) = 0, so we actually obtain ordv(x) ≥ 0. Thus, we
obtain a divisor D on the curve X of which k is the function field such that div(x) ≥ D for
all (x, y) ∈ Va(k) with x 6= 0. Therefore, there are only finitely many possible values of x,
hence only finitely many k-points of Va.
Lemmas 8.8 and 8.9 show that for an inner form of U , having small Tamagawa number
is equivalent to having large Tate-Shafarevich set. Thus, in order to prove Proposition
8.1, it suffices to find an inner form having one of these properties, and the other follows
automatically. We will force τ to be small directly, thereby also obtaining largeness of
X. In order to do this, it is essential that we be able to compute the connecting map
V (k)→ H1(k,W ) arising from twists of the exact sequence
1 −→ W −→ U −→ V −→ 1.
Since it is no more difficult, we will do this in greater generality than for the groups Ua.
So generalizing for now, let us temporarily assume that we have a central extension of
unipotent groups over a field k
1 −→W
t
−→ U
ξ
−→ V −→ 1 (8.12)
with W,V smooth connected 1-dimensional unipotent k-groups. (The assumption on di-
mension is not so important; we make it mainly for simplicity of exposition and because
this assumption will hold for the groups Wa, Va to which we will apply this discussion.) For
any such groups, by [CGP, Prop.B.1.13] there exist exact sequences
0 −→ W
l
−→ G2a
g
−→ Ga −→ 0, (8.13)
0 −→ V −→ G2a
f
−→ Ga −→ 0.
In this way, we obtain identifications H1(k,W ) ≃ k/g(k2) and H1(k, V ) ≃ k/f(k2).
Remark 8.10. Suppose given a class α ∈ H1(k, U). Then we may twist the sequence
(8.12) by α to obtain a new sequence. Actually, strictly speaking we must twist by a
cocycle representing α. The isomorphism class of this twist (as an extension of V by W ) is
independent of the choice of cocycle representing α, up to non-canonical isomorphism. Since
this isomorphism class is all that matters for our purposes, we can abuse notation and speak
of “twisting by α”. Further, since W ⊂ U is central, twisting by α is the same as twisting
by the image α of α in H1(k, V ) ≃ k/f(k2) (again, strictly speaking we are twisting by a
cocycle representing this image), and this, too, is independent of the cocycle representing
this image. All of these assertions follow from the fact that the action of U on the extension
class of U as an extension of V by W factors as the composition U → V → Aut(U,V,W )/k
(where this last symbol denotes the automorphism functor of the extension U of V by W ),
since fppf forms of this extension are classified by H1(k,Aut(U,V,W )/k).
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Represent the image of α in H1(k, V ) ≃ k/f(k2) by some β ∈ k, so that we obtain a
twisted sequence
1 −→W −→ Uβ −→ V −→ 1. (8.14)
We want to compute the connecting map δβ : V (k)→ H1(k,W ).
Consider the following pushout diagram with exact rows and columns.
1 W U V 1
1 G2a M V 1
Ga Ga
t
l
ξ
j
i
g pi
(8.15)
Now M is in particular a G2a-torsor over V , and H
1(V,G2a) = 0 because V is affine, so
the map M → V admits a scheme-theoretic (but not necessarily group-theoretic) section
V →M . By translating this section by some element of G2a(k) = k
2, we may assume that
it carries the identity of V to the identity of M . It follows that the group structure on M is
given by some Hochschild 2-cocycle h : V ×V → G2a. (See [DG, Chap. II, §3.2] for details.)
We will not need to worry about this generality. Let us make the simplifying assumption
that our 2-cocycle is bi-additive. We now explain what we mean by all of this.
We may identify M = G2a × V as G
2
a-torsors over V , with 0 ∈ M(k) mapping to
((0, 0), 0) ∈ (G2a×V )(k), so i is identified with the canonical inclusion G
2
a ≃ G
2
a×{0V } →֒
G2a×V . Suppose that there is a bi-additive map h : V ×V → G
2
a such that the composition
law on M is given by
(x, v) · (x′, v′) = (x+ x′ + h(v, v′), v + v′).
Any bi-additive h as above defines a group law on G2a × V in this manner with identity
((0, 0), 0) and inverse (x, v)−1 = (−x− h(v,−v),−v). We assume that the group structure
on M arises in this manner. Then for β ∈ k representing a class in k/f(k2) ≃ H1(k, V ), we
would like to compute the connecting map δβ : V (k)→ H1(k,W ) associated to the twisted
sequence (8.14). This is accomplished by a lemma that involves a couple of additional
assumptions, as we now discuss.
Setup: For a field k, let V,W be smooth connected k-group schemes arising as kernels
in short exact sequences
0 −→ V −→ G2a
f
−→ Ga −→ 0
0 −→W
l
−→ G2a
g
−→ Ga −→ 0
(so Vk,Wk ≃ Ga). Let U be an extension of V by W . Choose a finite extension k
′/k such
that we have an isomorphism Wk′ × Vk′
φ′
−→ Uk′ of Wk′-torsors over Vk′ . (Note that this
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automatically happens over some finite extension k′/k, since over k we have Wk ≃ Ga and
H1(Vk,Ga) = 0 because Vk is affine.)
Consider the pushout diagram (8.15), and pick an isomorphism G2a × V
φ
−→ M as G2a-
torsors over V . Let n : Vk′ → (G2a)k′ denote the “difference” between the two isomorphisms
Mk′ ≃ (Ga)
2
k′ × Vk′ of G
2
a-torsors over Vk′ given by φ and the pushout η
′ of φ′ along the
inclusion l : Wk′ →֒ (G2a)k′ . That is, n = s − s
′ (difference defined via the G2a-action on
M), where s is given by the composition
Vk′
(0,id)
−−−→ (Ga)
2
k′ × Vk′
φk′−−→Mk′
and the map s′ is given by the same formula but with φk′ replaced by the pushout η′ of φ′.
Lemma 8.11. Suppose that the group law above on M (via the isomorphism φ) is given by
(α1, v1) · (α2, v2) = (α1 + α2 + h(v1, v2), v1 + v2) (8.16)
for a bi-additive h : V ×V → G2a (the inclusion G
2
a →֒ U is identified with α 7→ (α, 0) since
φ((0, 0), 0) = 0). Further assume that via the inclusion V = ker(f) →֒ G2a, h extends to a
bi-additive map G2a ×G
2
a → G
2
a, still denoted by h.
Choose
−→
X ∈ k2s such that f(
−→
X ) = β. Let v ∈ V (k). Then
g(h(
−→
X, v))− g(h(v,
−→
X )) + g(n(v)) ∈ k
and its image in H1(k,W ) ≃ k/g(k2) equals δβ(v), where δβ : V (k)→ H1(k,W ) ≃ k/g(k2)
is the connecting map associated to the twisted sequence (8.14).
Remark 8.12. We will apply Lemma 8.11 to the groups Ua, Va,Wa constructed at the be-
ginning of §7. Note that if U = W × V as V -schemes with group structure given by a
bi-additive map h : V × V → W that extends to a bi-additive map h : G2a ×G
2
a → G
2
a,
then we may take this h to be the h in Lemma 8.11, k′ = k, φ to be the pushout of φ′,
and n = 0. This holds in particular for the groups Ua, Va,Wa except when char(k) = 2 and
F4 6⊂ k.
Proof. Consider the pushout diagram (8.15) with exact rows and columns, where M is
defined as the pushout of the first square. The group V acts by “conjugation” on the whole
diagram, so (strictly speaking, making use of Remark 8.10 to avoid ambiguities with a
cocycle representing the class of β in k/f(k2) ≃ H1(k, V )) we may twist by the class of
β ∈ k in k/f(k2) ≃ H1(k, V ) to obtain a twisted diagram
1 W Uβ V 1
1 G2a Mβ V 1
Ga Ga
l
ξβ
iβ
g piβ
(8.17)
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We claim that for v ∈ V (k), δβ(v) ∈ H1(k,W ) ≃ k/g(k2) is computed as follows. Lift v
to an element m ∈Mβ(k) (such m exists because H1(k,G2a) = 0). The class of πβ(m)
−1 ∈
Ga(k) = k in H1(k,W ) ≃ k/g(k2) is δβ(v). Indeed, the connecting map V (k)→ H1(k,W )
is defined by sending v to the fiber ξ−1β (v) above v with its natural W -action, and similarly
for the connecting map Ga(k) = k → H1(k,W ) in the first vertical sequence above. Thus,
we need to construct an isomorphism of W -torsors ǫ : g−1(πβ(m)−1)
∼
−→ ξ−1β (v).
Given x ∈ g−1(πβ(m)−1) (more precisely, x is an R-valued point of this fiber for some
k-algebra R), consider iβ(x) · m ∈ Mβ . This maps to 0 ∈ Ga under πβ, hence lifts to
an element u ∈ Uβ. Since iβ(x) 7→ 0 ∈ V , and m 7→ v, it follows that u 7→ v, hence
u ∈ ξ−1β (v). This defines our map, and it is a straightforward diagram chase to see that
this is a morphism of W -torsors and hence an isomorphism.
So the main difficulty for computing δβ explicitly is to compute a lift m of v. In fact,
since H1(V,G2a) = 0 (because V is an affine scheme), we know a priori that there must even
be a scheme-theoretic (not necessarily group-theoretic) section s : V →Mβ . The key is to
actually write this down.
The map H1(k,Mβ) → H1(k, V ) is a surjection (even a bijection, actually), since
H2(k,G2a) = 0. Thus, Mβ is actually obtained by twisting the bottom sequence in (8.15)
by a 1-cocycle valued in M that maps to a cocycle in V cohomologous to β. Denote this
cocycle by ζσ.
A 1-cocycle valued in V corresponding to β is computed as follows. Let
−→
X = (x, y) ∈ k2s
be as in the statement of the lemma, so f(x, y) = β. Then the class of β in H1(k, V ) ≃
k/f(k2) is represented by the 1-cocycle σ 7→ (σx, σy)− (x, y). Thus, via M → V we have
ζσ 7→ (
σx, σy)− (x, y) + σv′ − v′ ∈ V (ks) for some v′ ∈ V (ks) (independent of σ). Now the
group Mβ, which we might also denote Mζ , is defined by Galois descent by just taking Mks
and twisting the Galois action by ζ. More precisely, the new action is given by
σ′m = ζσ ·
σm · ζ−1σ
for m ∈M(ks). This only depends on ζσ through its image in V since G2a is central in M .
All of the maps in diagram (8.17) are the same as those in diagram (8.15) over ks, and are
equivariant with respect to this new action, so give maps over k.
The problem is that the obvious section Vks → (G
2
a)ks × Vks
φks−−→ Mks which is 0 on
the G2a-component is usually not Galois-equivariant with respect to this new action. So we
need to construct a section that is Galois-equivariant. It is a straightforward computation
to see that the section
v 7→ φ
(
h(v, (x, y)) − h((x, y), v) + h(v, v′)− h(v′, v), v
)
∈Mks (8.18)
does the job. (When carrying out the computation, one must recall that, via φ, the V -
component of ζσ is (σx, σy)− (x, y) + σv′ − v′ and the group law on M goes over to 8.16.)
By our discussion above, the connecting map δβ is obtained by negating πβ of the right
side of (8.18) for v ∈ V (k) to get an element of k representing a class in H1(k,W ) ≃
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k/g(k2). How do we compute πβ in terms of the components on M given by φ? Recall that
η′ : (G2a)k′ × Vk′
∼
−→Mk′ is the isomorphism of (G2a)k′-torsors over Vk′ obtained by pushing
out φ′ along the inclusion lk′ :Wk′ →֒ (G2a)k′ . We know how to compute πβ in terms of the
components given by η′. Indeed, with respect to these components, πβ is given simply by
taking the G2a-component and applying g. In fact, M is identified with (G
2
a × U)/ψ(W ),
where ψ is the anti-diagonal inclusion w 7→ (l(w), t(w)−1). Then πβ is computed by lifting
m ∈M to an element of G2a × U , projecting onto G
2
a, and applying g.
But via the isomorphism η′, the G2a-component of a lift of m
′ ∈ Mk′ (more precisely,
m′ ∈M(R′) for some k′-algebra R′) to (G2a × U)k′ is identified with the G
2
a-component of
η′−1(m′), since η′ is the pushout of an isomorphism φ′ : Wk′ × Vk′ → Uk′ of Wk′-torsors
over Vk′ . Thus, we need to apply g to the G2a-component of η
′−1 applied to the right side
of (8.18) (for v ∈ V (k)) and then negate the result. This new G2a-component is just the
G2a-component of that right side minus n(v) (since for m ∈ M mapping to v, n(v) is by
definition the difference between the G2a-components of φ
−1(m) and η′−1(m)):
h(v, (x, y)) − h((x, y), v) + h(v, v′)− h(v′, v) − n(v).
Now we must apply g. Using the fact that g is a homomorphism, we obtain:
g(h(v, (x, y))) − g(h(x, y), v) − g(n(v)) + g(h(v, v′)− h(v′, v)).
We claim that
h(v, v′)− h(v′, v) ∈W (ks). (8.19)
Assuming this, it is annihilated by g, so the above equals
g(h(v, (x, y))) − g(h(x, y), v) − g(n(v)). (8.20)
Note that this quantity must lie in k, since it equals πβ of a lift of v ∈ V (k) to Mβ(k).
Finally, the negative of (8.20) represents the class of δβ(v) ∈ H1(k,W ) ≃ k/g(k2). This
completes the proof of the lemma, modulo the claim (8.19).
In order to prove (8.19), we note that via φ′, the group structure on Uk′ is given by a
map h′ : Vk′×Vk′ →Wk′ . That is, via the isomorphism φ′ : Wk′×Vk′
∼
−→ Uk′ of Wk′-torsors
over Vk′ , the group law on Mk′ goes over to the composition law given by the formula
(w1, v1) · (w2, v2) = (w1 + w2 + h
′(v1, v2), v1 + v2).
Indeed, this follows from the fact that φ′ is an isomorphism of Wk′-torsors over Vk′ .
Then h′, thought of as a map Vk′ × Vk′ → Wk′ = ker(gk′) →֒ (G2a)k′ , yields in the
same manner the group structure on Mk′ via the pushout η′ of φ′ along the inclusion
l : Wk′ →֒ (G
2
a)k′ . It follows from the general relationship between Hochschild cohomology
and group scheme extensions that (h−h′)(v1, v2) = (dq)(v1, v2) := q(v1+v2)−q(v1)−q(v2)
for some map q : Vk′ → (G2a)k′ [DG, Chap. II, §3, no. 2.3, Prop.]. We will show this directly
here. (The general argument is the same as the one we give below.)
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Indeed, the formula for computing the components of φ−1(m), η′−1(m) in terms of one
another for m ∈M are
(α, v)φ = (α− n(v), v)η′ ,
(α, v)η′ = (α+ n(v), v)φ.
We then compute that
(α1 + α2 + h(v1, v2), v1 + v2)φ = (α1, v1)φ · (α2, v2)φ
= (α− n(v1), v1)η′ · (α− n(v2), v2)η′
= (α1 + α2 − n(v1)− n(v2) + h
′(v1, v2), v1 + v2)η′
= ((α1 + α2 + h
′(v1, v2) + (dn)(v1, v2), v1 + v2)φ
for (dn)(v1, v2) := n(v1 + v2)− n(v1)− n(v2). Comparing the first and last terms, h− h′ :
Vk′ × Vk′ → (G
2
a)k′ is equal to dn and hence is symmetric. Therefore,
(h− h′)(v, v′) = (h− h′)(v′, v)
so h(v, v′) − h(v′, v) = h′(v, v′) − h′(v′, v) ∈ W , since h′ has image lying in Wk′ ⊂ (G2a)k′ .
This proves (8.19) and completes the proof of the lemma.
Now we return to the groups Ua, Va,Wa constructed by Gabber (see the beginning of
§7). We once again drop the a subscript for notational convenience and denote these groups
by U, V,W .
Lemma 8.13. Let k be an imperfect field of characteristic p, and let a ∈ k−kp. Let U, V,W
denote the groups Ua, Va,Wa constructed at the beginning of §7. Let f, g : G2a → Ga denote
the maps f(x, y) := x − xp
2
− ayp
2
, g(x, y) := x + xp + ayp, so that V = ker(f) and
W = ker(g). For β ∈ k representing a class in H1(k, V ) ≃ k/f(k2), let δβ : V (k) →
H1(k,W ) ≃ k/g(k2) denote the connecting map associated to the twisted sequence
1 −→W −→ Uβ −→ V −→ 1.
Then for (c, d) ∈ V (k) ⊂ G2a(k) = k
2, the class δβ(c, d) ∈ H1(k,W ) ≃ k/g(k2) is repre-
sented by: 
c2β, p = 2 and F4 ⊂ k,
c2β + c3, p = 2 and F4 6⊂ k,
2cpβ, p > 2.
Proof. We will use the notation from the beginning of §7. We first treat the case p > 2.
The group U as a W -torsor over V is W × V , and the group structure is (w, v) · (w′, v′) =
(w + w′ + h(v, v′), v + v′), where h : V × V → W is the bi-additive map defined by
h((x, y), (x′, y′)) = (xx′p − xpx′, xy′p − x′yp). This of course extends to a bi-additive map
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G2a ×G
2
a → G
2
a defined by the same formula, and by abuse of notation we still denote this
map by h. By Remark 8.12, we may apply Lemma 8.11 with k′ = k and n = 0 to compute
δβ .
Choose (x, y) ∈ k2s such that
f(x, y) = x− xp
2
− ayp
2
= β. (8.21)
Applying Lemma 8.11, a straightforward computation shows that δβ(c, d) ∈ H1(k,W ) ≃
k/g(k2) is represented by the element of k given by
g(h((x, y), (c, d))) − g(h((c, d), (x, y)))
= 2
(
xcp − xpc+ xpcp
2
− xp
2
cp + xp(adp
2
)− cp(ayp
2
)
)
. (8.22)
Since (c, d) ∈ V (k), we have
c− cp
2
− adp
2
= 0. (8.23)
Solving for ayp
2
and adp
2
in (8.21) and (8.23), and substituting into (8.22), a straightforward
computation shows that the right side of (8.22) equals 2cpβ.
Now suppose that p = 2. The calculation when F4 ⊂ k is substantially the same as
the one above, since in this case the group U is once again defined by a bi-additive map
hζ : V × V →W that extends to a bi-additive map hζ : G2a ×G
2
a → G
2
a. Namely, the map
is hζ((x, y), (x′, y′)) = (ζ2xx′2 + ζx2x′, ζ2xy′2 + ζx′y2) for a primitive cube root of unity
ζ ∈ F×4 . We choose (x, y) ∈ k
2
s such that
f(x, y) = x+ x4 + ay4 = β. (8.24)
Then Lemma 8.11 tells us that δβ(c, d) ∈ H1(k,W ) ≃ k/g(k2) is represented by the element
of k given by
g(h((x, y), (c, d))) − g(h((c, d), (x, y)))
= cx2 + c2x+ c2x4 + c4x2 + x2(ad4) + c2(ay4), (8.25)
where we have used the equality ζ2 = ζ + 1. Since (c, d) ∈ V (k), we have
c+ c4 + ad4 = 0. (8.26)
Using (8.24) and (8.26) to solve for ay4 and ad4, and then substituting back into (8.25), a
straightforward computation shows that the right side of (8.25) equals c2β.
It remains to treat the case when p = 2 and F4 6⊂ k. This is trickier because in this case
U is not defined directly by a bi-additive map V × V → W , but rather one defines Uk(ζ)
by such a map, and then defines U by Galois descent. We use the notation of Lemma 8.11.
Let us begin by working over k(ζ). Then we have an isomorphism Wk(ζ)×Vk(ζ)
φ′
−→ Uk(ζ) of
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Wk(ζ)-torsors over Vk(ζ), and correspondingly, we obtain an isomorphism (G2a)k(ζ)×Vk(ζ)
η′
−→
Mk(ζ) of G2a-torsors over Vk(ζ), in which the group structure on Mk(ζ) (via the map η
′) is
defined by the bi-additive map hζ : Vk(ζ)×Vk(ζ) → (G2a)k(ζ) given by hζ(v, v
′) = h+(ζ2v, v′)
for h+(v, v′) = b(v + v′) − b(v) − b(v′) with b : V → W ⊂ G2a defined by the formula
b(x, y) = (x3, xy2).
If σ denotes the nontrivial element of Gal(k(ζ)/k), then (see the beginning of §7) the
Galois descent datum on U ζ which defines U is given by the isomorphism [σ] : U ζ ∼−→
σ∗(U ζ) = U ζ+1 given by (w, v) 7→ (w + b(v), v). Thus, the Galois action on U ζ = Uk(ζ)
obtained via base change from the group U is σ(w, v) = (σw− b(σv), σv). Correspondingly,
the Galois action on (G2a)k(ζ) × Vk(ζ)
φ′
−→
∼
Mk(ζ) is σ(α, v) = (σα− b(σv), σv).
The scheme-theoretic section v 7→ η′(0, v) ofM → V over k(ζ) is not Galois-equivariant.
We need to find a Galois-equivariant one, which will then descend to a section V →M over
k. One easily checks that the section v 7→ φ′(−ζb(v), v) does the job (using that ζ2+1 = ζ
since p = 2).
We now have two G2a-torsor isomorphisms of Mk(ζ) with G
2
a × Vk(ζ): φ
′ and the one
coming from this new section. The formulas for changing coordinates between these two
identifications are
(α, v)new = (α− ζb(v), v)φ′ ,
(α, v)φ′ = (α+ ζb(v), v)new. (8.27)
(In terms of the language of the setup preceding Lemma 8.11, the “new” coordinates are
the φ-coordinates.) Thus, we compute the group law on Mk(ζ) in the new coordinates as
follows:
(α, v)new · (α
′, v′)new = (α− ζb(v), v)φ′ · (α
′ − ζb(v′), v′)φ′
= (α+ α′ − ζb(v)− ζb(v′) + hζ(v, v
′), v + v′)φ′
= (α+ α′ + hζ(v, v
′) + ζ
(
(b(v + v′)− b(v)− b(v′)
)
, v + v′)new.
It follows that via φ : G2a × V
∼
−→ M , the k-group law on M transports over to the one
on G2a × V given by the 2-cocycle hnew(v, v
′) : V × V → G2a defined by hnew(v, v
′) :=
hζ(v, v
′) + ζ (b(v + v′)− b(v)− b(v′)). Explicitly, the role of ζ “cancels out” because one
easily computes that
hnew((x, y), (x
′, y′)) = (xx′2, xy′2).
This is a bi-additive map V × V → G2a that extends to a bi-additive map G
2
a ×G
2
a → G
2
a
via the same formula, so we may apply Lemma 8.11 to compute δβ using hnew as h there.
Equation (8.27) shows that in the notation of that Lemma, n(v) = ζb(v).
We will first compute g(n(v)) for v = (c, d) ∈ V (k), using that g(x, y) = x+ x2 + ay2.
Since (c, d) ∈ V (k), we have
c+ c4 + ad4 = 0. (8.28)
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Using the relation ζ2 = 1 + ζ, we obtain
g(n(v)) = g(ζb(v))
= g(ζc3, ζcd2)
= (c6 + ac2d4) + ζ(c3 + c6 + ac2d4)
= c2(c4 + ad4) + ζc2(c+ c4 + ad4)
= c2(c) + ζc2(0)
= c3,
where the penultimate equality uses (8.28). To summarize:
g(n(v)) = c3. (8.29)
Let (x, y) ∈ k2s satisfy
f(x, y) = x+ x4 + ay4 = β. (8.30)
Then by Lemma 8.11, δβ(c, d) ∈ H1(k,W ) ≃ k/g(k2) is represented by the element of k
given by
g(hnew((x, y), (c, d))) − g(hnew((c, d), (x, y))) + g(n(v)) = g(xc
2, xd2)− g(cx2, cy2) + c3.
By explicit computation of the latter via the definition of g, the right side is equal to
cx2 + c2x4 + c2(ay4) + xc2 + x2c4 + x2(ad4) + c3, (8.31)
where we have used (8.29) and that p = 2. Solving (8.30) and (8.28) for ay4 and ad4
respectively, and plugging into (8.31) shows that (8.31) equals c2β + c3.
We are now ready to prove Proposition 8.1. By Lemmas 8.8 and 8.9, it is enough to
find an inner form U ′ of U with arbitrarily small Tamagawa number. Suppose given β ∈ k
representing an element in H1(k, V ) ≃ k/f(k2). Then we may “twist by β” to obtain the
exact sequence
1 −→W
jβ
−→ Uβ
piβ
−→ V −→ 1.
Since W is unipotent, Ŵ (k) = 0. Further, πβ(Uβ(A)) ⊂ V (A) is a normal subgroup,
since it is the kernel of the map δβ : V (A)→ H1(A,W ), which is a group homomorphism
because W ⊂ U is central (by [Ser, Chap. I, §5.6, Cor. 2] and Proposition 1.5). By [Oes,
Chap. III, §5.3, Thm.], therefore, we obtain
τ(Uβ) ·#
(
V (A)
πβ(Uβ(A))V (k)
)
= τ(W )τ(V ) ·#ker(X(jβ)).
The right side is bounded above independently of β (but of course depending on U),
so in order to make τ(Uβ) arbitrarily small, we need to show that for any M > 0, there
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exists β ∈ k such that #(V (A)/πβ(Uβ(A))V (k)) > M . Since V (k) is finite (Lemma 8.9),
in order to do this it suffices (changing M) to find β ∈ k such that
#
(
V (A)
πβ(Uβ(A))
)
> M.
In order to do this, in turn, it suffices to show that for any finite set S of places of k, there
exists β ∈ k such that for all v ∈ S, the map Uβ(kv)→ V (kv) is not surjective.
For each v ∈ S, choose (cv, dv) ∈ V (kv) ⊂ G2a(kv) = kv × kv with cv 6= 0. This is
possible because V (kv) is a positive-dimensional Lie group over kv, hence infinite. Now the
point (cv, dv) does not lie in πβ(Uβ(kv)) if and only if δβ(cv , dv) ∈ H1(kv,Wv) is nonzero.
By Lemma 8.13, this is equivalent to
β /∈

c−2v g(k
2
v), p = 2 and F4 ⊂ kv,
c−2v g(k
2
v) + cv, p = 2 and F4 6⊂ kv,
(2cpv)−1g(k2v), p > 2.
(8.32)
The map g : k2v → kv is induced by a smooth algebraic map (becauseW is smooth), hence it
is open. Therefore, the subgroups g(k2v) ⊂ kv are open, hence closed. Weak approximation
then provides β ∈ k satisfying (8.32) for all v ∈ S provided that we show that these groups
are not all of kv. That is, we need to show that g : k2v → kv is not surjective. This is
equivalent to showing that H1(kv,W ) 6= 0. This follows from [Ros2, Prop. 9.12]. The proof
of Proposition 8.1 is complete.
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