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Abstract
We give deterministic versions of randomized approximation algorithms for several ranking and clustering
problems that were proposed by Ailon, Charikar and Newman[1]. We show that under a reasonable
extension of the triangle inequality in clustering problems, we can resolve Ailon et al.’s open question
whether there is an approximation algorithm for weighted correlation clustering with weights satisfying
the triangle inequality.
1 Introduction
We consider problems in which we need to aggregate information from diﬀerent sources. These problems
arise in many contexts, for example in building meta-search engines for Web search, where we want to get
robust rankings that are not sensitive to the various shortcomings and biases of individual search engines
by combining the rankings of the individual search engines [2]. Another example comes from biology, where
the goal is to ﬁnd classiﬁcations of genes by integrating data from diﬀerent experiments [3]. We refer the
reader to [1] for more background and applications.
In a recent paper, Ailon, Charikar and Newman [1] proposed randomized approximation algorithms for
several problems related to the aggregation of inconsistent information. The problems they considered can
be divided into two categories: ranking and clustering problems. In the ranking problems, we are given a set
of objects and (possibly contradictory) information about the relative ranking of each pair of objects, and
wish to ﬁnd a ranking that minimizes the sum of pairwise discrepancies with the input information (this
optimality criterion is due to Kemeny [5]). In rank aggregation, for example, we are given k rankings of the
same n objects, and want to combine these into one ranking that minimizes the sum over all pairs i,j such
that i is ordered before j of the number of input rankings that ordered j before i. In the clustering problems,
we wish to partition a set of objects into clusters, and are given (again, possibly contradictory) information
about the relation between any pair of objects. In correlation clustering, this information consists of a ‘+’
indicating that a pair should be clustered together or ‘−’ indicating that a pair should be separated. In
consensus clustering, we are given k clusterings of the same n objects, and want to ﬁnd a clustering that
minimizes the number of pairwise disagreements with the k input clusterings.
We will model these problems as graphs, where each vertex represents an object, and the information
relating objects i and j is represented by nonnegative weights on the edge i,j. In the case of a clustering
problem, we deﬁne weights w
+
ij and w
−
ij. In consensus clustering, w
+
ij (w
−
ij) gives the fraction of input
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1clusterings that put i and j in the same cluster (in separate clusters). Correlation clustering can be modeled
as a 0/1 weighted case. The goal is now to minimize the sum of w
−
ij over all i,j in the same cluster plus the
sum of w
+
ij over all i,j that are not in one cluster.
For a ranking problem, we will have a weight wij and a weight wji and wish to minimize the sum of
wji over all pairs i,j such that i is ranked before j. For example in the case of rank aggregation, wij gives
the fraction of input rankings that rank i before j, and wji gives the fraction of input rankings that rank j
before i. We will refer to these problems as the weighted feedback arc set problem on tournaments.
We will give approximation algorithms for the case when the weights satisfy probability constraints (i.e.
wij + wji = 1 or w
+
ij + w
−
ij = 1) and/or the triangle inequality (i.e. wij + wjk ≥ wik or w
−
ij + w
−
jk ≥ w
−
ik
and w
−
ij + w
+
jk ≥ w
+
ik). Note that the weights in all applications mentioned above satisfy either probability
constraints, or both probability and triangle inequality constraints.
Ailon et al. [1] give algorithms for these problems that all fall into one general framework. The algorithm
recursively generates a solution, by choosing a random vertex as “pivot” and ordering all other vertices
with respect to the pivot vertex according to some criteria. In the ﬁrst algorithm they give for the ranking
problem, a random vertex k is chosen as pivot, and a vertex j is placed on the left of the pivot k if wjk ≥ wkj
or on the right otherwise. Next, the algorithm recurses on the two instances induced by the vertices on each
side. In the case of a clustering problem, a vertex j is placed in the same cluster as the pivot vertex k if
w
+
jk ≥ w
−
jk. The algorithm recurses on the instance induced by the vertices that are not placed in the same
cluster as the pivot vertex.
We propose similar algorithms that are deterministic. We will show that by solving an LP relaxation of the
problem to be solved, we can deterministically choose a pivot and obtain the same or improved guarantees
than these pivoting algorithms by Ailon et al. [1]. We summarize our results in Figure 1. Fleischer has
informed us that she also obtained a deterministic algorithm for feedback arc set in tournaments, using a
diﬀerent method [4].
An open problem in Ailon et al. is whether there exists an approximation algorithm for weighted cor-
relation clustering when the weights satisfy only the triangle inequality and not probability constraints. A
triangle inequality in the case of weighted minimum feedback arc set implies that the cost of ordering k
before i cannot be more than the cost of ordering k before j and j before i (wik ≤ wjk + wij). Therefore
it seems appropriate in the case of weighted correlation clustering to have the following two inequalities:
(1) w
−
ik ≤ w
−
ij + w
−
jk and (2) w
+
ik ≤ w
−
ij + w
+
jk, which say (1) the cost of clustering i and k together (w
−
ik)
cannot be more than the cost of clustering i and j together and clustering j and k together (w
−
ij + w
−
jk),
and (2) the cost of separating i and k (w
+
ik) cannot be more than the cost of clustering i and j together
and separating j and k (w
−
ij + w
+
jk). As noted above, both type (1) and type (2) constraints are satisﬁed
by weights resulting from the aggregation of k input clusterings. We show that under these assumptions on
the weights our algorithm yields a 2-approximation. Note that Ailon et al. [1] only assume the ﬁrst type of
constraints.
Ailon et al. [1] also propose a way to use pivoting to round the same LP relaxation. In this algorithm,
not only the vertex chosen as pivot is random, but a vertex is ordered before or after the pivot/in the same
or a separate cluster as the pivot, with a certain probability that is given by the optimal LP solution. The
approximation guarantee of this LP rounding algorithm is better than ours in the case when the weights
satisfy only probability constraints, and we note that our algorithm is not faster than their LP rounding
algorithm, as we need to solve the same LP relaxation.
Finally, Ailon et al. [1] show that better (< 2) approximation guarantees can be achieved when the
weights are a convex combination of actual rankings or clusterings, by taking the best of their pivoting
algorithm and picking a random permutation/clustering from the input permutations/clusterings. We have
not been able to prove a similar result for our derandomized algorithm.
2Ranking Clustering
ours ACN ACN-LP ours ACN ACN-LP
Probability constraints 3 5 5
2 3 5 5
2
Triangle inequality 2 3 - 2 - -
Probability constraints + Triangle inequality 2 2 2 2 2 2
Aggregation 2 11
7
4
3 2 11
7
4
3
Figure 1: The ﬁrst column summarizes the results in this paper. The approximation guarantees from the pivoting
algorithm by Ailon, Charikar and Newman [1] are in the column ACN. The approximation guarantees from their
LP rounding scheme are in column ACN-LP. The last row gives the results when taking the best of the algorithm
generated solution and a random input permutation/clustering.
2 Weighted Minimum Feedback Arc Set in Tournaments
Given a set of vertices V , and nonnegative weights wij and wji for each pair of nodes i and j, we want to
ﬁnd a ranking that minimizes the weight of the backward arcs, i.e. the sum over all i,j such that i is ranked
before j of wji. We will give an approximation algorithm for the case when the weights satisfy probability
constraints, i.e. for any pair of vertices i,j, wij +wji = 1, or the triangle inequality, i.e. for any triplet i,j,k,
wij + wjk ≥ wik.
If we let xij = 1 denote that i is ranked before j, then any feasible ranking satisﬁes xij + xji = 1 and
xij +xjk +xki ≥ 1 (since if xij +xjk +xki = 0, then j is ranked before i, k is ranked before j but i is ranked
before k, which is not possible). Hence the following linear program gives a lower bound on the minimum
weight feedback arc set:
min
X
i<j
￿
xijwji + xjiwij
￿
s.t. xij + xjk + xki ≥ 1 for all distinct i,j,k
(LP) xij + xji = 1 for all i  = j
xij ≥ 0 for all i  = j
Given an optimal solution x∗ to (LP) for instance (V,w), we form the tournament G = (V,A), where
(i,j) ∈ A if x∗
ij > 1
2, arbitrarily deciding whether (i,j) ∈ A, or (j,i) ∈ A, if x∗
ij = 1
2. We will use the optimal
solution x∗ to (LP) to ﬁnd a vertex to pivot on, and given a pivot vertex k, we will put vertex j to the left
or right of k depending on whether (j,k) ∈ A or (k,j) ∈ A.
Obviously, for pairs {j,k} where k is the pivot, the cost we incur is at most twice the cost for {j,k}
in the optimal solution to (LP). However, if k is the pivot vertex, then for pairs (j,i) that are in a
triangle with k in A, i.e. pairs such that (i,k),(k,j) and (j,i) ∈ A, the algorithm orders i before j, even
though (j,i) ∈ A, or x∗
ij ≤ 1
2. Let Tk(A) denote the set of pairs (j,i) that are in a triangle with k, so
Tk(A) = {(j,i)|(i,k),(k,j),(j,i) ∈ A}. To bound the cost for the pairs in Tk(A), we choose a pivot that
minimizes the ratio of the cost incurred by the algorithm for these pairs and the cost for these pairs in the
optimal solution to (LP).
In the following, let A be the arc set of the tournament formed as above based on the optimal solution x∗,
and for V ′ ⊆ V let AV ′ = {(i,j) ∈ A|i ∈ V ′,j ∈ V ′}, wV ′ = {wij|i ∈ V ′,j ∈ V ′}, x∗
V ′ = {x∗
ij|i ∈ V ′,j ∈ V ′},
and let c∗
ij = x∗
ijwji + x∗
jiwij.
3FAS-Pivot(V,AV ,wV ,x∗
V )
Pick pivot k ∈ V minimizing
P
(j,i)∈Tk(AV ) wji
P
(j,i)∈Tk(AV ) c∗
ji
Set VL ← ∅,VR ← ∅
For all j ∈ V \{k}
If (j,k) ∈ AV then
VL ← VL ∪ {j}
Else ((k,j) ∈ AV )
VR ← VR ∪ {j}
Return order FAS-Pivot (VL,AVL,wVL,x∗
VL), k, FAS-Pivot(VR,AVR,wVR,x∗
VR)
Theorem 2.1 FAS-Pivot is a 3 (2) -approximation algorithm for the weighted minimum feedback arc set
problem on tournaments when the weights satisfy the probability constraints (triangle inequality).
Proof : In an iteration where k is pivot, we decide the order between, and hence incur a cost for pairs {j,k},
and for pairs {i,j} such that i and j do not both end up on the same side of k. Note that if a cost is incurred
for a pair of vertices, then no other cost is incurred for this pair in later iterations.
Clearly, the cost we incur for pair {j,k}, when k is the pivot, is at most 2(wjkx∗
kj +wkjx∗
jk). Similarly, for
a pair {i,j} such that (i,k),(k,j),(i,j) ∈ A the cost we incur is accounted for by the twice contribution of
{i,j} to the objective value of (LP). Hence the only problematic pairs are those in Tk(AV ), and if we show
that it is possible in each iteration to choose a pivot such that
P
(j,i)∈Tk(AV ) wji
P
(j,i)∈Tk(AV ) c∗
ji
≤ α, or
P
(j,i)∈Tk(AV ) wji ≤
α
P
(j,i)∈Tk(AV ) c∗
ij, for α = 3 when the weights satisfy probability constraints, and α = 2 when they satisfy
the triangle inequality, then we are done.
Note that if x∗ is feasible for (LP) on (V,wV ), then for any V ′ ⊂ V , x∗ is also feasible for (LP) on the
subgraph (V ′,wV ′). We will show that for a graph (V,wV ), a feasible solution x∗ to (LP) on (V,wV ) and a
tournament AV such that (i,j) ∈ AV only if x∗
ij ≥ 1
2, there exists a pivot k such that
X
(j,i)∈Tk(AV )
wji ≤ α
X
(j,i)∈Tk(AV )
c∗
ji
by showing that
P
k∈V
P
(j,i)∈Tk(AV ) wji ≤ α
P
k∈V
P
(j,i)∈Tk(AV ) c∗
ji.
Let T be the set of triangles {(i,k),(k,j),(j,i)} ∈ AV , and for a triangle t ∈ T, let w(t) =
P
a∈t wa and
c∗(t) =
P
a∈t c∗
a. Then X
k∈V
X
(j,i)∈Tk(AV )
wji =
X
t∈T
X
(j,i)∈t
wji =
X
t∈T
w(t)
and
X
k∈V
X
(j,i)∈Tk(AV )
c
∗
ji =
X
t∈T
X
(j,i)∈t
c
∗
ji =
X
t∈T
c
∗(t).
We will show that for any t ∈ T, c∗(t) ≥ 1
αw(t), where α is 3 (2) for the probability constraints (triangle
inequality) case. For a = (j,i), let ¯ wa = wij. Then for a given triangle t in T
c∗(t) =
X
a∈t
( ¯ wax∗
a + wa(1 − x∗
a)) =
X
a∈t
wa +
X
a∈t
( ¯ wa − wa)x∗
a.
4Suppose without loss of generality, that t = {a1,a2,a3}, with ¯ wa1 − wa1 ≤ ¯ wa2 − wa2 ≤ ¯ wa3 − wa3. To give
a lower bound on c∗(t), we consider the case that ¯ wa1 − wa1 ≥ 0 and the case that ¯ wa1 − wa1 < 0.
In the ﬁrst case, ¯ wa − wa ≥ 0 for all a ∈ t. By deﬁnition of T, we know that x∗
a ≥ 1
2 for all a ∈ t. Hence
c∗(t) =
X
a∈t
wa +
X
a∈t
( ¯ wa − wa)x∗
a ≥
X
a∈t
wa +
1
2
X
a∈t
( ¯ wa − wa) ≥
1
2
X
a∈t
wa ≥
1
α
w(t).
In the second case, when ¯ wa1 − wa1 < 0, we know from feasibility of x∗ that
P
a∈t x∗
a ≤ 2, and again by
the deﬁnition of T that x∗
a ≥ 1
2 for each a ∈ t. Therefore
c∗(t) =
X
a∈t
wa +
X
a∈t
( ¯ wa − wa)x∗
a
≥
X
a∈t
wa + ( ¯ wa1 − wa1) +
1
2
( ¯ wa2 − wa2) +
1
2
( ¯ wa3 − wa3)
= ¯ wa1 +
1
2
( ¯ wa2 + ¯ wa3) +
1
2
(wa2 + wa3).
In the case of probability constraints, ¯ wa + wa = 1, and hence the above is equal to 1 + ¯ wa1 ≥ 1. Since
w(t) ≤ 3, it follows that c∗(t) ≥ 1
3w(t). When the weights satisfy the triangle inequality, ¯ wa2 + ¯ wa3 ≥ wa1,
so the above is not less than ¯ wa1 + 1
2w(t) ≥ 1
2w(t).
2
Remark 2.2 The algorithm proposed by Ailon et al. [1] orders j left or right of pivot vertex k depending on
whether wjk ≥ wkj or vice versa (breaking ties arbitrarily). Using the same ideas as above we can derandomize
this algorithm, but this gives an approximation guarantee of 5 when the weights satisfy probability constraints.
3 Correlation and Consensus Clustering
Given a set of vertices V , and nonnegative weights w
+
ij,w
−
ij for each pair i,j ∈ V , we want to ﬁnd a clustering
that minimizes the sum of w
+
ij over all i,j in diﬀerent clusters plus the sum of w
−
ij over all i,j in the same
cluster. We consider two kinds of constraints on the weights: probability constraints (w
+
ij + w
−
ij = 1) and
the triangle inequality (w
−
ij + w
−
jk ≥ w
−
ik and w
+
ij + w
−
jk ≥ w
+
ik).
Let x
+
ij = 1 denote that i and j are in the same cluster, x
+
ij = 0 that i are j are not in the same cluster,
and let x
−
ij = 1−x
+
ij. For three vertices i,j,k, it is impossible that i and j are in the same cluster (x
−
ij = 0),
j and k are in the same cluster (x
−
jk = 0), but i and k are not in the same cluster (x
+
ik = 0), hence for any
feasible clustering x
−
ij + x
−
jk + x
+
ik ≥ 1. The following linear program thus gives a lower bound on the value
of an optimal clustering:
min
X
i<j
(x
+
ijw
−
ij + x
−
ijw
+
ij)
(LPCC) s.t. x
−
ij + x
−
jk + x
+
ik ≥ 1 for all distinct i,j,k
x
+
ij + x
−
ij = 1 for all i  = j
x
+
ij = x
+
ji for all i  = j
x
+
ij,x
−
ij ≥ 0 for all i  = j
Given an optimal solution x∗ to (LPCC) on (V,w+,w−), we form the graph G = (V,E+,E−) such that
for each i,j ∈ V either {i,j} ∈ E− if x∗−
ij ≥ 1
2, or {i,j} ∈ E+ if x∗+
ij ≥ 1
2 (breaking ties arbitrarily, so that
E− ∩ E+ = ∅).
We will adapt the algorithm from the previous section, so that if k is chosen as pivot vertex, we put j
into the same cluster as k if {j,k} ∈ E+ and we separate j from k if {j,k} ∈ E−. The algorithm will then
recurse on all vertices that are not put into the same cluster as k.
5We say {i,j} is in a “bad triplet” ([1]) with pivot k if either {i,j} ∈ E− but i and j are clustered together
because {j,k} ∈ E+ and {k,i} ∈ E+, or if {i,j} ∈ E+ but i and j are separated because {j,k} ∈ E− and
{k,i} ∈ E+. Note that {i,j} is thus in a bad triplet with k if exactly two edges among {j,k},{k,i},{i,j}
are in E+.
If V is the vertex set on which the edges E+,E− are deﬁned, let T
+
k (V ) = {{i,j} ∈ E+|{j,k} ∈
E+,{k,i} ∈ E−} and T
−
k (V ) = {{i,j} ∈ E−|{j,k} ∈ E+,{k,i} ∈ E+}. In the algorithm we will choose a
pivot k that minimizes the ratio of the cost for the pairs in T
+
k (V ) ∪ T
−
k (V ) in the algorithm and the cost
for these pairs in the optimal solution to (LPCC).
In the following, for V ′ ⊆ V , let E
+
V ′ = {{i,j} ∈ E+|i ∈ V ′,j ∈ V ′},E
−
V ′ = {{i,j} ∈ E−|i ∈ V ′,j ∈
V ′},wV ′ = {w
+
ij,w
−
ij|i ∈ V ′,j ∈ V ′},x∗
V ′ = {x∗+
ij,x∗−
ij|i ∈ V ′,j ∈ V ′} and let c∗
ij = x∗+
ijw
−
ij + x∗−
ijw
+
ij.
CC-Pivot(V,E
+
V ,E
−
V ,wV ,x∗
V )
Pick pivot k ∈ V minimizing
P
{i,j}∈T
+
k (V ) w
+
ij +
P
{i,j}∈T
−
k (V ) w
−
ij
P
{i,j}∈T
+
k (V )∪T
−
k (V ) c∗
ij
Set C ← {k},V ′ ← ∅
For all j ∈ V \{k}
If {j,k} ∈ E
+
V then
C ← C ∪ {j}
Else ({j,k} ∈ E
−
V )
V ′ ← V ′ ∪ {j}
Return C, CC-Pivot(V ′,E
+
V ′,E
−
V ′,wV ′,x∗
V ′)
Theorem 3.1 CC-Pivot is a 3 (2)-approximation algorithm for correlation and consensus clustering when
the weights satisfy the probability constraints (triangle inequality).
Proof : In an iteration where k is pivot, we decide whether or not to break up into separate clusters pairs
{j,k}, and pairs {i,j} such that i is clustered with k and j is not, or both i and j are clustered with k (as
the cluster containing k is not broken down into smaller clusters). If a cost is incurred for a pair of vertices,
then no other cost is incurred for this pair in later iterations. As before, the cost we incur for pair {j,k}
is not more than 2(x∗+
jkw
−
jk + x∗−
jkw
+
jk). Similarly, for a pair {i,j} such that i is clustered with k, j is not
clustered with k, and {i,j} ∈ E− , and for a pair {i,j} such that i and j are both clustered with k and
{i,j} ∈ E+, the cost we incur is accounted for by twice the contribution of {i,j} to the objective value of
(LPCC).
The remaining possibilities are the pairs {i,j} in T
+
k (V ) ∪ T
−
k (V ). We need to show that there exists a
pivot in each iteration such that
P
{i,j}∈T
+
k (V ) w
+
ij +
P
{i,j}∈T
−
k (V ) w
−
ij ≤ α
P
{i,j}∈T
+
k (V )∪T
−
k (V ) c∗
ij where α
is 3 and 2 in the probability constraints case and triangle inequality case respectively. We will show that for
any feasible solution x∗,
X
k∈V
￿ X
{i,j}∈T
+
k (V )
w
+
ij +
X
{i,j}∈T
−
k (V )
w
−
ij
￿
≤ α
X
k∈V
X
{i,j}∈T
+
k (V )∪T
−
k (V )
c∗
ij.
Let T be the set of bad triplets ({i,j},{j,k},{k,i}) such that {i,j} ∈ E+,{j,k} ∈ E+,{k,i} ∈ E−. For
a triplet t = ({i,j},{j,k},{k,i}) ∈ T, let w(t) = w
+
ij +w
+
jk +w
−
ki, c∗(t) = c∗
ij +c∗
jk +c∗
ki. Note that if one of
the vertices (say vertex v) of a bad triplet is chosen, then the edge connecting the remaining two vertices is
either in T +
v (V ) or in T −
v (V ). Hence we get
X
k∈V
￿ X
{i,j}∈T
+
k (V )
w
+
ij +
X
{i,j}∈T
−
k (V )
w
−
ij
￿
=
X
t∈T
w(t)
6and
X
k∈V
X
{i,j}∈T
+
k (V )∪T
−
k (V )
c
∗
ij =
X
t∈T
c
∗(t).
As in the proof of Theorem 2.1, we need to show c∗(t) ≥ 1
αw(t). Although the arguments are identical
to those in the proof of Theorem 2.1, we give them again here as the notation used is quite diﬀerent. For
e ∈ E+, let we = w+
e , ¯ we = w−
e ,x∗
e = x∗+
e , and for e ∈ E− let we = w−
e , ¯ we = w+
e ,x∗
e = x∗−
e . For a triangle
t = ({i,j},{j,k},{k,i}) ∈ T, note that w(t) = w
+
ij + w
+
jk + w
−
ki =
P
e∈t we and x∗
e ≥ 1
2 for all e ∈ t.
As in the proof of Theorem 2.1, we rewrite c∗(t) =
P
e∈t( ¯ wex∗
e+we(1−x∗
e)) =
P
e∈t we+
P
e∈t( ¯ we−we)x∗
e.
If ¯ we−we ≥ 0 for all e ∈ t, then the fact that x∗
e ≥ 1
2 for all e ∈ t gives that c∗(t) ≥
P
e∈t we+
P
e∈t( ¯ we−
we)1
2 ≥ 1
2
P
e∈t we = 1
2w(t).
If there exists e ∈ t such that ¯ we −we < 0, let e′ ∈ argmine∈t{¯ we −we}. By feasibility of x∗ for (LPCC)
we have that
P
e∈t x∗
e ≤ 2 and since x∗
e ≥ 1
2 for all e ∈ t, we get
c
∗(t) =
X
e∈t
we +
X
e∈t
( ¯ we − we)x
∗
e ≥
X
e∈t
we + ( ¯ we′ − we′) +
1
2
X
e∈t:e =e′
( ¯ we − we) = ¯ we′ +
1
2
X
e∈t:e =e′
( ¯ we + we).
If the weights satisfy probability constraints, then ¯ we′ + 1
2
P
e∈t:e =e′( ¯ we + we) = ¯ we′ + 1 ≥ 1 and
w(t) =
P
e∈t we ≤ 3, so c∗(t) ≥ 1
3w(t).
If the weights satisfy the triangle inequality, then w
−
ij + w
−
jk ≥ w
−
ki,w
−
ij + w
+
ki ≥ w
+
jk and w
−
jk + w
+
ki ≥
w
+
ij, or
P
e∈t:e =e′ ¯ we ≥ we′ for all e′ ∈ t. Hence c∗(t) ≥ ¯ we′ + 1
2
P
e∈t:e =e′( ¯ we + we) ≥ 1
2
P
e∈t:e =e′ we +
1
2
P
e∈t:e =e′ ¯ we ≥ 1
2
P
e∈t we = 1
2w(t). 2
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