An iterative algorithm that reconstructs the attenuation map and emission activity distribution from SPECT emission data is proposed. The algorithm is based on the quasilinearized attenuated Radon transform. At each iteration of the algorithm, emission activity distribution is reconstructed using the attenuation map from the previous iteration. Then, the attenuation map is estimated by using the current emission image. To effectively locate the attenuation map within a possible class of solutions the attenuation map is constrained by an optimal basis set, which is derived from a cross-correlation of a priori images known as a "knowledge set." Computer simulations show that the proposed algorithm has the capability to reconstruct the emission activity distribution and the transmission map without the use of transmission measurements. The proposed method has been tested using clinically acquired data.
I. INTRODUCTION
At present, research on transmissionless attenuation correction is being pursued by many researchers. This approach does not require an additional transmission scan. The obvious advantages are reductions in patient radiopharmacetical dose and procedure costs. Related methods can be roughly divided into two groups. The first group of methods is based on an analytical relationship between emission and transmission projections. For example, Data Consistency Conditions (DCCs) derived by Natterer [l] suggest that true emission projections should satisfy these conditions for given transmission projections, Using DCCs leads to a highly underdetermined problem. Some constraints on attenuation map distribution should be imposed. An approach using a uniform attenuator and DCCs was previously reported [2] - [4] . DCCs can also be used for nonuniform attenuation correction [5] . However, use of DCCs may lead to a very ill-posed problem since they are highly sensitive to systematic errors. The second group of methods consists of applying algebraic approaches so that the emission activity and attenuation map distribution can be evaluated simultaneously [6]-[ 121. The advantages of these methods are that they can be applied to problems with arbitrary geometries, such as 2D or 3D. In addition to this, the latter methods lead to better-determined problems in comparison to methods that use DCCs. However, using apriori information is often necessary to stabilize and linearize the problem.
In this paper we use the latter approach to estimate both The research presented in this manuscript was partially supported by NIH Grant RO1 HL39792 and Marconi Medical Systems, Inc. nonuniform attenuation and emission activity distribution, taking advantage of the fact that the attenuation maps have similar forms.
METHODS

A. Principal Component Analysis (PCA)
One of the applications of PCA, which is useful in inverse problems, is feature extraction. Suppose one has a set {Xi) of N members of a "knowledge set" (KS) of images of similar structure, where each Xi has a dimension n. The eigenvectors of the cross-correlation matrix would form an optimal set of orthogonal basis vectors for the image space. Let Z be a test image of a similar structure to set {Xi}, Z can be approximately represented as a truncated linear expansion using only those m ( m e n , m << N ) basis vectors that correspond to the largest eigenvalues h The first eigenimage (principal eigenvector) v1 presents the average image over the set. Its contribution to the expansion is more important than the contributions of other eigenimages, and we emphasize it in the following expression:
The goal of an inverse problem is the evaluation of a set of expansion coefficients (principal components) { pj}. Beginning from j=2, the expansion coefficients are statistically uncorrelated and have a zero mean, and their variances are equal to the corresponding eigenvalues. This property can be used for regularization constraint.
B. Application of PCA to Linearization of the Attenuated Radon Transform
Radon transform:
SPECT data p(t,@) can be represented by the attenuated p = SPf or p ( t , + > = e -D~(~~e L ) f ( r ) i q r e -t ) dr (2) 
R2
where f(r) represents 2D emission activity distribution, p(r) represents 2D attenuation coefficients distribution, and vector O=[cos $, sin@lT. The angle @ defines the orientation of the detector and t defines the position on the detector. The exponential multiplier contains a semiline integral of attenuation map distribution: Dp(r,e) = f$r+~e) d~.
The exponential multiplier in (2) can be expanded up to the linear term, using approximation (1):
The first eigenimage term v1 in (1) should be kept in exponential form as in (4), because of its significant contribution to the approximation of the attenuation map. Semiline integrals taken from the first eigenimage can be large. Keeping this term in exponential form allows reconstruction of accurate attenuation coefficient values. The rest of the terms in (1) can undergo expansion due to their relatively small contributions.
Using expansion (4), (2) is reduced to m j = 2 C. Algorithm
1) Objective Function and Minimizer
The goal behind the transmissionless approach is to evaluate two functions: f and 1-1 from an emission data set p .
Hereafter we deal with these functions as a set of discrete values
A and pi, where index i corresponds to a pixel position.
For the given p1 andf, (5),represents a system of linear equations with respect to vector p = { p2, ..., pm]:
where the jth column of matrix A is the projection vector derived from multiplication o f f and Dvj and Ap is the difference projection vector, derived using only the first eigenimage, according to the right hand of (5). This system of linear equations can be solved in the least squares sense, using quadratic regularization with matrix and regularization parameter ' I:
For the given f, reconstruction of the attenuation map distribution is equivalent $0 nonlinear optimization over one parameter pl, because PLS is a known function of this parameter:
We will refer to the above objective function as the LS (leastsquares) norm. According to (8) , reconstruction of the attenuation map is a quasilinear problem with a relatively small number of unknowns. However, functionfis not known in (8) .
On the other hand, for the given { pj}, (5) represents a system of linear equations with respect tof: We have chosen an iterative approach to solve (8) , which consists of two steps: p-step and$ step, at each iteration. In the p-step, the LS norm in (8) is minimized for a given function f to reconstruct the attenuation map. At thefstep, emission distributionfis evaluated using the reconstructed attenuation map. Even though in eachf-step or pstep the optimization problem is linear or quasilinear, it is not a linear problem on the whole. Taking into account that the transmissionless problem is underdetermined, the solution can have local minima.
Two algorithms can be used to solve a system of linear equations ( 5 ) with respect to f for fixed {pj}. One is the Maximum Likelihood Expectation Maximization (ML-EM) algorithm. The advantage of this aIgorithm is that it does not allow the presence of negative values in 5 therefore it uses a priori information about non-negativity. This algorithm maximizes the Likelihood functional, that may be inconsistent with minimization of the LS norm, especially in presence of systematic errors in projection data. This inconsistency leads to the algorithm traveling over local minima, corresponding to high activity/high attenuation, or low activity/low attenuation solutions. We found that using the ML-EM algorithm in the fstep leads to a fast initial decrease of the LS norm. After some iteration number, however, the LS norm can begin to increase. After that point, we suggest switching to the Conjugate Gradient (CG) algorithm to reconstruct f. The iterative CG algorithm is supposed to minimize the least squares norm of (5) with respect to f with y = 0 . The CG algorithm is consistent with the minimization of the LS norm in (8), when regularization is not used. We found that using the regularization term also leads to convergence. This can be explained by the fact that when systematic errors are present in projection data the residual term of the LS norm in optimization problem (8) is much larger than the corresponding regularization term.
2) Regularization Term
It was shown that tissue preference regularization, which biases reconstructed attenuation coefficients toward the tissue attenuation coefficients, is critical in the transmissionless problem 171. If it is not used, the algorithm is not able to distinguish between high activitylhigh attenuation or low activity/low attenuation reconstructions. The regularization in (7) is based on eigenvalues. The corresponding eigenvalues are approximately the standard deviations of distribution of expansion coefficients over KS, beginning from the second coefficient. The regularization term biases the solution towards the first eigenimage, that is the average image over KS. The first eigenimage has a fixed boundary. The use of only the first eigenimage allows definition of the value of the first expansion coefficient that corresponds to the correct values of the attenuation coefficients. It can be claimed that regularization in (7) is equivalent to tissue preference regularization.
3) Initial condition
The emission image and attenuation map reconstruction problem can have the local minima that correspond to high activity/high attenuation or low activity/low attenuation. Consequently, the selection of an appropriate initial condition is important. In our approach the natural initial condition is the first eigenimage. Only the first principal component, which defines the values of attenuation coefficients of the first eigenimage, needs to be evaluated. To perform this task we use discrete Data Consistency Conditions that were suggested in [13]. The goal behind discrete DCCs use is solving the system of equations 91p f = p , wherefis re laced by an inversion of attenuated Radon transform f = 9IPlv,p. Finally, the initial condition is defined by a one-parameter optimization problem: -9 (9) We used the ML-EM algorithm with 50 iterations to invert the attenuated Radon transform.
4) Summary of reconstruction algorithm steps:
Starting from an initial attenuation map, 1)f-step. Reconstruct emission activity distribution using the ML-EM (ML-f-step) or the CG algorithm (CG-f-step) and the attenuation map from previous p-step reconstruction.
2) p-step. Reconstruct attenuation map distribution, according to (8) .
3) Repeat steps 1) and 2) until convergence.
To find a solution in form (7) we used the LU decomposition. Minimization problems (8) and (9) were performed using the iterative Brent's method in one dimension [14] . The 50 iterations of the ML-EM algorithm with initial uniform f were applied at the ML-f-step. Consequently, noise was suppressed in reconstruction off at the ML-f-step. At the CG-f-step we used 200 iterations of the CG algorithm with f reconstructed from the previous iteration step as an initial condition. This choice was motivated by the fact that the CG-fstep is consistent with the p-step.
D. Figures of merits
The suggested algorithm is expressed in the following We will evaluate the suggested method based on the reconstruction of an attenuation map. Let preco" be the reconstructed map and pfrue be the true (reference) map.
Normalized square differences (NSD) between the reconstructed and reference attenuation maps can be evaluated as:
The NSD value is labeled in the lower right corner of the attenuation map reconstruction in the following figures.
In computer simulations, we also evaluated the influence of the reconstructed attenuation map on attenuation-corrected (AC) emission images. Thirty iterations of the ML-EM algorithm were used for final reconstruction of the emission image. The reference emission image has a Region of Interest (ROI) of uniform activity. Bias and normalized standard deviation (signal-to-noise ratio) over the ROI were used in evaluations: 
RESULTS
The description of the KS can be found in [15] . We obtained approximately 1200 PET transmission images of actual patient data from a database at Emory Crawford Long Hospital. From these data, a "knowledge set" or image-family consisting of 64x64 cross-sectional images of 933 male and female patients of different ages was formed. Those not selected (approximately 150 patients) in the family or "knowledge set" were available for use as test images. All cross-sectional images were obtained from PET transmission reconstructions, which initially were 96x96 and had already been scaled to (0,255). Therefore the true values of the attenuation coefficients were lost. However, our approach only requires that all cross-sections have approximately the same tissue attenuation coefficients. All images were refined by removing truncated edges and reconstruction artifacts. The first eigenimage represented an image of the average of the set. See Fig. 1 .
A. Computer simulations
Two patient attenuation maps were chosen from the patient studies that were not in the KS. These two patient sizes were larger and smaller than average patient size. See Fig. 2(a) . Soft tissue attenuation coefficients were approximately set to 0.125 cm-'. The first 100 eigenvectors were used in approximation (1). This choice gives an NSD about 10% between the reference attenuation map and its truncated basis expansion.
A uniform disc emission activity phantom with a uniform background was used in computer simulations. In the case of Figure 1 : The eigenvector of the correlation matrix corresponding to the largest eigenvalue is an average image over the "knowledge set." using a larger patient attenuation map, the phantom had a circular background boundary in order to check cross-talk artifacts. In the case of using a smaller patient attenuation map, the phantom was more realistic and had a patient boundary. The background had an activity of 1 and the disc had an activity of 10. Projection data were generated over 360" with 120 views, the detector size was 64 and a parallel-beam geometry was used. Poisson noise was added to the projections. Due to the chosen phantom activity the noise level was approximately the same as in the case of an actual patient study. In the case of a larger phantom the total projection count was approximately equal to 180,000. In the case of a smaller phantom this value was approximately 63,000.
To verify approximation (3) we checked to see if it is possible to reconstruct the attenuation map by using the true$ Figure 2 presents results of optimization problem (8) . In the case of a larger phantom (Fig. 2(c) top) , it is possible to reconstruct the attenuation map without using regularization. In the case of a smaller phantom, regularization could be used to improve the reconstructed image by suppressing the influence of high-frequency principal eigenvectors. The actual value of the reconstructed attenuation map coefficients had approximately the correct values. Reconstructions in Fig. 2 were not sensitive to the Poisson noise in emission projections. The reconstructions from noise-free computer simulated projections, y = 0 . The top images are the estimated attenuation map and the bottom images are the emission activity reconstructions from an actual iteration step. (a) Reconstructions after 60 iterations, using the ML-EM algorithm in thef-step; and (b) Reconstructions after an additional 50 iterations, using the CG in thef-step. I35 not able to distinguish between low activityhow attenuation and high activityhigh attenuation cases. Very small changes in the LS norm were associated with increases in the attenuation coefficients in comparison with the true attenuation coefficients. Figure 3 represents reconstructions, after a relatively small number of iterations, when reconstruction attenuation coefficients are still close to the initial condition. The situation was changed when the regularization term was applied. After some number of iterations the LS norm began slowly to increase, when the ML-EM algorithm was used in the f-step. The correct value of the attenuation coefficients were finally reached. This supports our suggestion that regularization in (7) helps in converging to the correct value of the attenuation coefficients. The regularization also suppressed the high frequency influence in the reconstruction. See Fig. 4 . Hereafter, the regularization parameter was chosen by trial and error.
We are providing a more detailed description of reconstruction from noisy data. The behavior of the LS norm, when the ML-EM algorithm was used in thef-step, is presented in Fig. 5(a) . This curve corresponds to the reconstructions of the larger phantom displayed in Fig. 6 . The LS norm rapidly decreased at the beginning. After a certain number of iterations it began to slowly increase. The likelihood function of the ML-EM algorithm had a similar behavior (not shown). Initially, it rapidly increased. At approximately the same number of iterations it achieved the maximum value. This point corresponds approximately to the correct values of the attenuation coefficients. Further divergence was attributed to a lower value of the attenuation coefficients in the reconstructed map, even though the attenuation maps look similar. Figure 5(a) also shows the value of the LS norm, if the "true" emission distribution (that is the ML-EM reconstruction, 50 iterations, from noisy data, using the true attenuation map for AC) is used in problem (8) with y = 0 . Using the ML-EM algorithm in thef-step led to a lower value of the LS norm in comparison with the ideal value, even in the presence of the regularization term. A similar observation was made in noise-free 2 Number of iterations reconstruction simulations. This observation implies that the transmissionless problem is underdetermined and it is necessary to use regularization. Figure 5(b) shows the behavior of the LS norm after additional iterations when the CG algorithm was used at thef-step. Applying the CG algorithm leads to a further significant decrease in the value of the LS norm. In comparison with the ML-EM algorithm, the CG algorithm allows the occurrence of negative values in the reconstructed emission distribution. In this wider class of solutions there are solutions with even lower values of the LS norm in comparison with the ML-f-step solution. The difference between the values of the LS norm in the p-step and in thef-step corresponds to the value of the regularization term in the LS norm. As can be seen in Fig. 5(b) , the regularization term value is lower than the residual term value by one order of magnitude. Only the residual term is minimized in thef-step, while in the p-step the sum of the residual and the regularization term is minimized. Because of the relatively small value of the regularization term in the case of inconsistent noisy data, the algorithm converged. Figs. 3 and 4 . While the emission reconstructions of the ML-f-step had good quality, the final CG emission reconstructions from the last CG-fstep were very noisy and contained negative components. The CG emission reconstruction can be considered as a subproduct of the attenuation map reconstructions. In order to compare the influences of the attenuation maps on attenuation correction we reconstructed the emission images, presented in Figs. 6-9, by applying 30 iterations of the ML-EM algorithm. The reconstructed attenuation maps were used for AC as a whole, i.e. not using approximation (3). Tables 1 and 2 small iteration number in ML-EM reconstruction suppressed noise in the emission images; however, small bias was induced even in the case of AC with true attenuation map. The bias property showed that the values of attenuation coefficients were estimated correctly. The use of the CG algorithm led to lower bias in comparison with the use of the ML-EM algorithm, because convergence to the local minimum initially defined by the use of the ML-EM algorithm was achieved. The nstd property showed that the use of the reconstructed map for AC led to better image quality in comparison with the case when no AC was performed. This is especially true in the case of a larger size patient, in which attenuation was stronger than in a smaller size patient. Note that the number of iterations in the ML-f-step is much larger for a smaller phantom. The initial condition (the first eigenimage) estimation contained values that were much greater than the true attenuation coefficients, and this resulted in a larger number of iterations before reaching the breaking point.
B. Patient Studies
To test the proposed methods we used patient data acquired by Picker's PRISM 2000XP SPECT system with parallel collimators and a scanning line-source. The number of views was 120 and the number of detector bins was 128. Projections were then rescaled to 64 bins to match the KS. A slice of the attenuation map corresponding to the emission image of the heart was chosen, and it was different than a typical slice from the KS. Figure 10 presents the ML-EM algorithm reconstructions of both distributions. Figure 11 shows reconstructions using the suggested method. The position and size of the KS were matched to the patient using affine transformation on the first eigenimage and the Naterer's DCCs [16] . The suggested method can match the boundary of the attenuation map of the patient. However, the lungs were not reconstructed well. In comparison with the computer simulations there are model mismatch errors. While the random errors add high frequency components in the reconstructed image the model-mismatch errors usually add structured components. Regularization methods can easily remove the high frequency components in the reconstructed image because it suppresses the influence of high frequency basis vectors. However, structured noisy components from the model-mismatch errors may be projected to a subspace spanned by basis vectors with larger eigenvalues. One of the ways to improve the reconstruction is to accurately model the projection matrix. The high value of the NSD can be explained by the fact that actual values of the attenuation coefficients reconstructed by the ML-EM algorithm from transmission data may differ from the values of the reconstruction obtained by transmissionless method, because emission and transmission scans correspond to different source energies.
IV. DISCUSSION
This paper presents a method to reconstruct both the emission activity and the attenuation map distribution, using emission data only. This method is based on a priori information. It involves linearization and stabilization.
The computer simulations show the feasibility of using a priori information in this highly undertermined problem. Because of strong constraints, reconstructions did not show cross-talk artifacts between the emission and transmission images. This type of artifact is usually observed when the emission and transmission distribution are reconstructed simultaneously. The reconstructed images from noisy data had good quality. This is an advantage of the method presented in comparison with the analytical DCCs approach that is very illposed. The use of the ML-EM algorithm in the f-step leads to good quality emission images during reconstruction, but the algorithm has a divergence point. Further application of the CG algorithm in the fstep allows the algorithm to continue to converge. The method has been tested using clinically acquired data. Model mismatch errors require further investigation.
We should note that no attempt was made to optimize the implementation because the main goal behind this paper was the feasibility of using a priori information in this highly underdetermined problem. In fact, the algorithm alternates between the reconstructions off and p. In our opinion, this clarified the evolution of the reconstructions. The approach, usually applied in IntraSPECT algorithms [7] , [12] whenf and p are iteratively updated at the each algorithm step, can be utilized here. Future work will include removing inconsistencies in the algorithm, such as an optimization of different objective functions. Probably the best solution will be to apply discrete DCCs, even though that will lead to highly nonlinear problem.
