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ABSTRACT 
In this thesis, novel search spaces and local search 
algorithms for the job shop scheduling problem are 
developed and tested. The proposed method integrates 
problem specific heuristics common to Operations Research 
and local search approaches from Artificial Intelligence 
in order to obtain desirable properties from both. The 
key concept of the proposed method is to base the search 
neighborhood definition on a heuristic and problem pair. 
Since the heuristic is a mapping from a problem to a 
solution, the pair is an encoding of a specific solution. 
By perturbing the heuristic or the problem, a neighboring 
solution is created. This perturbed neighborhood forms 
the basis for local search. Such an encoding allows the 
direct application of probabilistic search methods like 
simulated annealing, tabu search, and genetic algorithms. 
Applications of the propos~d method are developed for job 
shop scheduling problems with the minimum makespan 
criteria for comparison purposes. One of the major 
! 
benefits of the pr.oposed method is that it is objective 
,,,, 
, 
independent. Other benefits include~the ability to handle 
large problems efficiently, and the opportunity of 
superimposing more sophisticated search methods. 
Comparisons with sampling techniques, probabilistic 
dispatching, and the shifting bottleneck heuristic yield 
very encouraging results. 
1 
,} 
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CHAPTER I. INTRODUCTION 
Combinatorial optimization encompasses a variety of 
problems such as scheduling and sequencing problems. 
Combinatorial optimization is the task of taking a finite 
number of indivisible objects and arranging them in an 
order which is best according to some stipulated criteria. 
How should aircraft preparing to land, for example, be 
sequenced in order to minimize delays? What is the best 
routing for a telephone call from Peru to Bethlehem? All 
of these problems have an extremely large number of 
discrete choices and sometimes numerous constraints. 
Furthermore, the number of choices grows exponentially 
with the number of objects. Many such problems, including 
job shop scheduling, are characterized by an extreme 
difficulty of solution. In the job shop scheduling 
problem (JSP), N jobs are to be manufactured in a shop 
that consists of M~machines under specific conditions. 
Each job must be processed on some or all machines in a 
"' 
given order prescribed by precedence constraints. The 
precedence constraints may be different for each job. 
Each machine can only process one job at a time. 
Operation times vary with the jobs and the machines. Once 
begun, an operation is not interrupted. The problem is to 
determine, on each machine, a sequence for processing the 
} 
2 
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jobs in order to optimize some established performance 
measure. One of the most common objectives is to minimize 
the total elapsed time for the completion of all 
operations; the makespan. Other common objectives include 
the minimization of lateness past given job due dates and 
average flow time. 
Job shop scheduling is among the hardest of 
combinatorial optimization problems. Not only is it 
NP-hard (Garey and Johnson 1979), but even among other 
NP-hard problems the JSP appears empirically very hard to 
solve. TSP problems with hundreds of cities or set 
covering problems with hundreds of constraints and 
thousands of variables have been solved, but it is 
extremely hard to optimaly schedule ten jobs on ten 
machines. Its complexity is due to the computational 
infeasibility associated even with small sized problems. 
An upper bound on the total number of schedules is 
(n!)**m, where n equals the number of jobs and m 
' 
represents the number of machine:, Although some 
schedules are infeasible because of precedence 
constraints, the total number of fea~i1le schedules is 
still extremely large. 
Due to the complexity of these problems, heuristic 
solution procedures seem an attractive alternative. In 
this thesis, novel heuristic procedures for the JSP are 
proposed and tested. All testing is performed on job shop 
3 
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scheduling problems with makespan as the objective 
function. While makespan has been criticized as an 
unrealistic objective, it is used for comparison purposes 
because of the availability of problems solved to 
optimality and good alternative heuristics. The proposed 
method integrates fast, problem specific heuristics with 
local search. The key concept is to base the search 
neighborhood definition on a heuristic and problem pair. 
Since the heuristic is a mapping from a problem to a 
solution, the pair is an encoding of a specific solution. 
By perturbing the heuristic or the problem, a neighborhood 
of solutions is created. This neighborhood forms the 
basis for local search. 
Due to its generic nature, the proposed method shows 
several important advantages. First, it is independent to 
the objective function. That is, it can be applied to 
scheduling problems with various constraints and different 
performance measures. Second, it allows the 
superimposition of sophisticated probabilistic search 
1 ,., 
strategies such as simulated annealing, tabu search, and 
genetic algorithms. Finally, it is capable of handling 
large job shop i6heduling problems (500 or more 
operations) efficiently. 
4 
CHAPTER II. BACKGROUND 
. \ 
Solution techniques for the JSP can be usefully 
divided into complete or implicit enumeration procedures, 
and heuristic procedures. Complete enumeration solutions 
consist of sampling all possible schedules to exhaustion 
and then selecting the optimal one. The sampling is 
achieved by sequencing all jobs on all machines in all 
possible ways. Due to the enormous number of possible 
combinations ( (n!)**m in the worst case), even for 
relatively small problems, such a procedure becomes 
infeasible. Thus, enumeration procedures for the JSP 
typically rely on implicit enumeration methods such as 
branch and bound. Early work was performed by Brooks and 
White (1965), Balas (1969), Florian et al. (1971), Baker 
(1974), Rinnooy Kan (1976), and Barker and McMahon (1985), 
among ot ~rs. The various procedures differ primarily 
to the branching strategy and the generation 
of bounds. hile much progress has been made in this 
approach, job shop scheduling has proven to be 
particularly difficult. Recent advances by Adams et al. 
(1988), and earlier and Pinson (1989) are encouraging for 
relatively small problems, but larger problems still 
remain unsolvable. 
5 
. , 
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2.1 HEURISTIC PROCEDURES 
For large problems, the vast computational effort 
required to perform implicit enumeration renders such an 
approach infeasible. Thus, heuristic solution procedures 
are an attractive alternative. Heuristic solution 
procedures for combinatorial optimization problems can be 
grouped into two major classes: problem specific and local 
search. Problem specific procedures are developed for 
specific problems and use specific problem knowledge. 
Unfortunately, these procedures are limited to the problem 
, 
for which theY ar~ designed. On the other hand, local 
search methods are very generic. These methods are 
procedures that search a neighborhood of solutions for 
improvement. Thus a good neighborhood definition is 
essential. Without well chosen neighborhood definitions, 
local search will fail to exploit problem specific 
knowledge. It could be said that these methods address 
how to search the solution space, not where to search 
~ (Storer et al, 1990). 
2.1.1 PROBLEM SPECIFIC PROCEDURES 
Most of the job shop scheduling heuristics in the 
literature are based on priority dispatching rules 
combined with schedule construction algorithms, and 
6 
; 
sampling techniques. Priority dispatching rules are 
logical decision rules for choosing an operation from a 
specified subset to be scheduled next. Thus, the 
scheduling decisions are made sequentially over time 
rather than all at once. Decision criteria that have been 
used include SPT (shortest processing time), MWR (most 
work remaining), LPT (longest processing time), and MOR 
(most operations remaining). Panwalker and Iskander 
(1977) list over 100 such rules. Extensions of these 
methods based on linear combinations of dispatching rules 
(Panwalker and Iskander, 1977), and time sequenced lists 
of dispatching rules (Wu, 1987), have also been studied 
extensively. Priority dispatching rules are usually 
combined with schedule construction algorithms. Schedule 
construction algorithms generate schedules by performing a 
sequence of steps. Such an algorithm starts from an empty 
partial schedule. With each step the partial schedule is 
augmented by scheduling one more operation. When all 
operations are scheduled, the algorithm terminates with a 
complete schedule. Baker (1974) identifies four types of 
schedule construction methods: schedul~ with excess idle 
time, semiactive, active, and nondelay. The smallest 
dominant set of schedules are the active schedules. In 
other words, in optimizing any regular performance measure 
it is sufficient to consider only active schedules. 
However, there is empirical evidence which suggests that 
7 
the nondelay schedules provide good solutions (Conway et 
al,1967). Thus schedule construction algorithms are 
usually designed to produce active schedules (schedules 
where no operation can be started earlier withou
t delaying 
some other operation) which are usually also required to 
be nondelay schedules (schedules where no machine is kept 
idle at a time when it could begin executing an 
operation). Giffler and Thompson (1960) proposed a 
systematic method to generate -active schedules, 
and Baker 
(1974) presented a modification of their algorithm to 
generate non-delay schedules. These are one pas
s 
procedures of the greedy type, in that they cons
truct a 
solution through a series of decisions based on 
what seems 
locally best. These decisions, once made, are f
inal. 
I 
Even though implicit enumeration is impractical 
for 
' 
the solution of large problems, the generation o
f only one 
schedule by priority dispatching and constructio
n 
algorithms will usually provide a nonoptimal sol
ution. In 
order to generate a sample of schedules, the pro
cedure by 
which a single schedule is obtained can be repea
ted with 
some simple variation. In this way, the best am
ong 
different schedules can be selected (Baker, 1974). The 
first significant experimentation with sampling
 procedures 
was reported by Giffler and Thompson (1960), who used 
random samples from the population of active sch
edules. 
Instead of usirig a priority dispatching rule whi
ch always 
8 
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resolves a scheduling conflict in the same way, a sampling 
procedure resolves conflicts randomly. Specifically, the 
• 
conflicting operations are assigned an equal probability 
of being chosen. When the random sampling algorithm is 
repeated many times, a set of different solutions is 
generated. A somewhat more sophisticated random sampling 
mechanism can be created if the selection of the operation 
is not purely random but biased toward priority 
dispatching. Such a method would combine priority 
dispatching with a probabilistic mechanism. This type of 
sampling technique is referred to in the literature as 
probabilistic dispatching, and is covered in detail by 
Conway et al. (1967). Probabilistic dispatching 
invariably provides better results than the corresponding 
deterministic priority dispatching rule. However, from 
the available studies, it is not clear whether the 
improvement is worth the added computational requirements. 
Conway et al. (1967) conclude, for example, .,,that 
probabilistic dispatching will provide only dimin~shing 
returns with larger problems. Both of these sampling 
methods will serve as a basis for comparison later in this 
paper. 
Another important heuristic is the "Shifting 
Bottleneck" heuristic of Adams et al. (1988) for the JSP 
with a makespan objective. In this method the problem is 
• 
decomposed into a series of one machine problems with 
9 
{ 
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ready times and tails. The ready times represent the 
completion of processing of jobs on previous machines 
while the tails model additional system time subsequent to 
the current machine. This heuristic has been shown to 
achieve excellent results, and will also serve as a means 
of comparison later i~ this paper. 
2.1.2 LOCAL SEARCH METHODS 
Local search, on the other hand, is based on what is 
perhaps the oldest optimization method: trial and error. 
Local search relies on iterative improvement by moving 
from an incumbent solution to a better neighboring 
solution. A key factor is the selection of a good 
neighborhood for the problem at hand. This choice is 
usually based on intuition, because little theory is 
available as a guide. One can see a clear trade-off, 
however, between small and large neighborhoods. A larger 
neighborhood would seem to promise better local optima, 
but wi11·take longer to search. Thus, should the search 
~ 
be based on small or large neighborhoods? These type of 
i 
questions are usually answered empirically, and the design 
of effective local search algorithms has been, and 
remains, very much an art (Papadimitriou and Steiglitz, 
1982). Local search methods for scheduling problems 
usually rely on neighborhoods based on interchanging jobs 
10 
• 
I 
• 
• e ,f ... ~ 
in the incumbent solution sequence. Pairwise and adjacent 
interchanges (swaps) are the most common. The traditional 
search methods employed are hillclimbing and steepest 
descent procedures. Botp of these procedures work 
similarly. In the steepest descent procedure, the wtlole 
neighborhood of the incumbent solution is examined in 
search of the best possible solution. This best solution 
then becomes the new incumbent solution. In hillclimbing, 
as soon as a better solution is encountered it becomes the 
new incumbent. Thus, the difference between the two 
procedures lies in the extent of the search before a new 
solution is accepted. These local search methods have 
been most frequently applied to single machine and flow 
shop applications, and are discussed in Baker (1974) and 
French (1982). 
When neighborhoods are employed, traditional local 
search algorithms will "get stuck" in local optima. To 
get around this problem, randomness may be introduced in 
order to allow the algorithm to escape the local optima. 
The simplest method is to restart local search from 
several randomly chosen initial solutions. Recently, more 
( 
sophisticated probabilistic search methods have been 
developed, the most promising of which are simulated 
annealing, genetic algorithms, and tabu search. These 
methods use randomization to escape local optima, ahd 
exercise control on the randomization to regulate 
11 
• 
~-
convergence of the algorithm. As with any local search, 
the neighborhood definitions employed are extremely 
important. 
These new probabilistic search methods have been 
applied to sequencing problems, especially to the 
traveling salesman problem (TSP). Simulated annealing 
applications to the TSP may be found in Kirkpatrick et al. 
(1983), Kirkpatrick (1984), Cerny (1985), Golden and 
Skiscim (1986), and Lundy and Mees (1986). All of these 
applications are based on 2-opt neighborhoods. A 2-opt 
neighborhood is the set of solutions obtainable by 
swapping 2 edges int~~ current tour with 2 new edges such 
that the result is still feasible. The results of these 
works have been mixed. In its current form simulated 
annealing seems to be most promising for very large 
problems (Storer et al, 1990). Golden and Skiscim (1986) 
present empirical results which show that simulated 
annealing is generally inferior to problem specific 
heuristics for TSP's with 50 to 100 cities. Few if any 
applications of simulated annealing to scheduling problems 
have been attempted. 
Tabu search (Glover, 1986) is another probabilistic 
,• 
search method that has been applier to sequencing 
problems.i Tabu search has been applied to the TSP 
{Glover, 1989) and to the job shop scheduling problem (Eck 
and Pinedo, 1989). Tabu search has also been applied to a 
12 ) 
. ~-
special one machine scheduling problem with set up costs 
and delay penalties (Barnes and Glover, 1989). 
Genetic algorithms have also been applied to 
sequencing problems, but with limited success. Genetic 
algorithm applications to the TSP may be found in Goldberg 
and Lingle (1985), Greffenstette et al. (1985), 
Greffenstette (1987), Liepins et al. (1987), and Oliver et 
al. (1987). In the only application of genetic algorithms 
to scheduling known to us, Davis (1985) proposed a new 
problem representation to develop a genetic algorithm for 
a simplified job shop scheduling problem with two job 
types and set up costs. The method utilizes job 
preference lists constructed for each machine in each of 
several time windows. The list consists of job types and 
the actions "wait" and "idle". A decoding procedure 
' \ 
constructs a schedule from the preference lists in order 
to evaluatethe objective function. One of the major 
obstacles in the application of genetic algorithms to 
scheduling problems has been the difficulty of producing 
well defined problem representations. 
13 
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CHAPTER III. NEW NEIGHBORHOOD DEFINITIONS FOR THE JSP 
Current applications of local search methods to 
combinatorial optimization are based on neighborhoods 
defined in the solution space of the problem. When a 
single heuristic is applied to the JSP problem, a solution 
is generated. The solution represents the actual sequence 
of jobs in every machine. By interchanging or swapping 
job,s in the initial solution, a neighborhood of solutions 
is created. This neighborhood definition is the basis for 
current local search. This project presents two novel 
search neighborhoods: heuristic space and problem space. 
Given a heuristic and problem pair, a search space 
can be generated by defining a set of parameterized 
heuristics. By changing the parameters, a set of 
different heuristics is created. By applying these 
different heuristics to the same problem, a set of 
different solutions is generated. Thus, the parameters of 
the heuristic become the search space. For example, by 
dividing the scheduling decisions into groups or windows 
and then applying one of several dispatching rules to each 
.... 
window, a parameterization of the dispatching rule 
heuristic is achieved. Every window will be assigned a 
dispatching rule. A neighborhood is then generated by 
changing only one rule in the rule string. In other 
.) 
14 
c., 
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( 
words, the neighborhood consists of all rule strings 
differing from the incumbent by only one element in the 
string. Another parameterization of the dispatching rule 
heuristic can be achieved by defining a new dispatching 
r\Ue as the weighted linear combination of dispatching 
C .... , 
rules. For example, the new rule= w(l)SPT + w(2)MWR 
' ' \ 
where w(i) represents ·the different weights for each 
deterministic dispatching rule. The parameter space 
I (w(l), w(~) ) serves as a basis for local search. 
Defining neighborhoods in parameter space will obviously 
depend on the nature of the parameterization, but it is 
generally a straightforward task. 
Problem space neighborhoods are generated by 
perturbing the original problem data. A set of solutions 
is created by the application of a single heuristic to 
perturbed versions of the original problem. The perturbed 
data is used to generate, neighboring solutions but the 
' 
solutions must be evaluated using the original data. 
Thus, perturbed data is used to obtain neighboring 
solution sequences but original data is used to compute 
the solution's makespan. In the job shop scheduling 
problem, for example, perturbed versions of the original 
• 
,problem can be achieved by changing the processing times. 
These perturbed processing times can be used to generate 
the sequencing of jobs on each machine but original 
processing times have to be used to determine the 
15 
solution's makespan. Every solution produced by this 
method is a solution generated by a good problem specific 
heuristic. If only slight perturbations of the original 
data are used, only reasonable solution sequences should 
be generated. Thus one can expect that the search 
neighborhood will consist, primarily, of good solutions. 
3.1 THE BASE HEURISTIC 
. ., 
The fast problem specific heuristic used to generate 
the search space is based on a hybrid version of the well 
known concepts of active schedules (Giffler and Thompson, 
1960), non-delay schedules (Baker 1974), and priority 
dispatching rules. Giffler and Thompson (1960) proposed a 
systematic method by which active schedules can be 
generated in a tree structure. A node in the tree 
represents a partial schedule and each arc from a node 
represents the scheduling of one member of the set of 
currently schedulable operations. Schedulable operations 
are unscheduled operations with scheduled immediate 
predecessors. Thus each node represents a scheduling 
decision, the arcs represent the possible choices, and the 
leaves of the tree are the enumerated set of schedules. 
0 
Baker (1974) introduced a slight modification of this 
algorithm which generates non-delay schedules. The set of 
non-delay schedules does not allow a machine to remain 
16 ) 
I 
idle when it could be proces$ing an available job. The \. 
set of active schedules has the property that no operation 
can be started earlier without delaying another operation. 
Active schedules form a much larger set and include all 
non-delay schedules as a subset. It can be easily shown 
that for makespan problems, the optimal solution resides 
in the active set. No such guarantee exists for the 
non-delay set. On the other hand, Baker (1974) states 
that non-delay dispatching is a better basis for schedule 
generation than active dispatching. Empirical 
experimentation shows that non-delay dispatching usually 
provides better results (schedules with lower makespans) 
than active dispatching. The proposed hybrid method 
generates schedules that lie between active and non-delay 
schedules. The algorithm is parameterized by delta. When 
delta=O, the set of non-delay schedules is generated. As 
delta increases from Oto infinity, the cardinality of the 
set of schedules also increases until the set of active 
schedules is generated. Delta represents the maximum time 
a machine will be kept idle waiting to process a more 
critical operation soon to b~come available. This 
algorithm is O(N**2) where N equals the number of jobs 
. 
·{storer et al. 1990). 
17 
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3.2 HEURISTIC SPACE 
Given a single dispatching rule, the hybrid scheduler 
generates a schedule. In heuristic space, a space of 
solutions can be defined by a set of dispatching rules. 
This concept can be extended by dividing the time line 
into different time windows, and then assigning a 
dispatching rule to each window. In the same way, a 
parameterization of the heuristic can be achieved by 
defining new dispatching rules as the weighted linea,r \ 
combination of existing deterministic dispatching rules 
such as SPT and MWR. Alternatively, one can assign a 
dispatching rule to the first X scheduling decisions, a 
second rule to the next X decisions, etc. The set of 
different ways to assign dispatching rules to windows 
defines the heuristic space. By applying a set of these 
heuristics to a particular problem, a set of solutions is 
created. There are a variety of possible ways of defining 
neighborhoods in heuristic space. Weighted dispatching 
rules were tested extensively, but with limited success. 
In this thesis, a set of heuristics is generated by 
assigning dispatching rules to a certain number X of 
scheduling decisions. Such a neighborhood is defined by a 
rule string which differs from the incumbent string by 
only a single element. Thus, a neighborhood is generated 
by changing only one dispatching rule in the rule string. 
18 
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Relevant parameters in heuristic space are the number of 
windows (W) and the number of dispatching rules (R). With 
W windows and R dispatching rules, the total size of the 
heuristic space equals R**W, while the size of each 
neighborhood equals R*W. The larger the number of 
windows, the larger the search space becomes. Thus a rule 
of diminishing returns applies when selecting an 
appropriate number of windows. Experiments with 5, 10, 
and 20{Windows and six dispatching rules (SPT, LPT, MOR, 
-) 
LOR, MWR, LWR) have been conducted. The value of delta 
and the length of the search will also affect the success 
of this method. Values of delta in the range Oto 10% of 
the maximum processing time, and different search lengths 
have also been investigated. The search length refers to 
the number of calls to the fast base heuristic, and thus 
to the number of schedules generated. Details of the 
experiments and the testing results are presented later. 
To instantiate the idea, a simple hill climbing local 
search, shown in Figure 1, is described. Later in this 
paper, more sophisticated probabilistic search methods 
will be discussed. 
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Initialize: create an incumbent heuristic by assigning 
randomly selected dispatching rules to each 
window 
Iterate through the following routine L times: 
1. Select a window at random 
2. Assign a randomly selected rule to the window 
3. Apply new heuristic to problem and obtain sequence 
and makespan 
4. If new makespan is better or equal to the 
incumbent makespan, keep new rula 
Else keep incumbent rule 
5. Go to 1 
Figure 1. Hill climbing algorithm for Heuristic space 
20 
3.3 PROBLEM SPACE 
The second search space investigated here, problem 
space, is defined by perturbing the problem data. 
Processing times for operations are perturbed by a random 
amount to produce dummy processing times. Specifically, 
' 
if index (i,j) represents operation j of job i, the 
processing times of operations P(i,j) are perturbed by a 
random amount to yield dummy processing times DP(i,j). 
These dummy processing times are used at the scheduling 
decision points in the application of the dispatching 
rules in order to trick the scheduling algorithm into 
providing different sequences. When operations are 
actually scheduled, real processing times are used to 
construct the schedule and compute the makespan. The 
hybrid schedule generator with the SPT rule is used as the 
problem specific heuristic. Thus, schedulable operations 
with the smallest dummy processing times are scheduled 
next. The dummy processing times are generated by adding 
a random uniformly distributed amount, with mean zero, to 
the real processing times. Specifically, 
DP(i,j) = P(i,j) + U(i,j) 
where U(i,j) are iid Uniform (-theta, theta). 
The parameter theta controls the size of the perturbation. 
The value of theta determines the size of the 
neighborhood, as theta increases the neighborhood also 
21 
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increases. Again, the value of delta determines the type 
of schedules being generated. As delta increases, the 
• 
schedules go from non-delay to active. Thus as delta 
increases, so does the search space. 
~ 
To iilustrate the point, a variation of hill 
climbing, shown in Figure 2, is described. Later in this 
paper, more sophisticated local search techniques will be 
presented. 
Initialize: makespan=infinity and IDP(i,j)=P(i,j) 
A. Iterate S times 
Iterate N times 
1. DP(i,j)=IDP(i,j)+U(i,j) 
2. Apply heuristic based on DP(i,j), obtain 
solution and makespan 
3. If new makespan is better than incumbent then 
,-, keep and set BDP ( i, j) =DP ( i, j) 
4. Go to 1 
Set IDP(i,j)=BDP(i,j) 
Go to A 
P{i,j) is a vector of real processing times 
IDP{i,j) is a vector of incumbent processing times 
DP(i,j) is a vector of dummy processing times 
... 
BDP(i,j) is a vector of best dummy processing times 
a vector of ii~ U(-theta,theta) U(i,j) • lS 
• Figure 2. Pseudo steepest descent algorithm 
for Problem space 
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This algorithm, referred to here as pseudo steepest 
descent, is a variant of hill climbing which investigates 
N neighbors of the incumbent solution before accepting a 
new solution. Intuitively, when the dummy processing 
times diverge from the real processing times, the quality 
of solutions investigated will degrade. This is because 
an excessively perturbed problem becomes a completely 
different problem than the original one. The good problem 
specific heuristic's solution for the original problem may 
not necessarily provide a good solution for a completely 
different problem. Parameter N determines the number of 
solutions examined before current processing times are 
actually perturbed, thus it regulates the speed of 
divergence of the dummy processing times. When N is equal 
to 1, the above algorithm reduces to simple hill climbing. 
Initial experimentation with such a hill climbing 
procedure provided unsatisfactory results due to the rapid 
divergence of dummy processing times from the real 
processing times. Instead, the proposed procedure forces 
the dummy processing times to remain closer to the 
original processing times. By examining N solutions 
before perturbing the incumbent processing times, -the 
-~ . divergence of dummy processing times is ~educed 
significantly. In the pseudo steepest descent algorithm, 
the incumbent dummy processing times IDP(i,j) are 
initialized to the real processing times P(i,j). After N 
23 
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neighbors have been examined, the best solution is 
determined and its dummy processing times are saved as 
BDP(i,j). The IPD(i,j) are only then set equal to these 
processing times. This procedure is repeated s times 
resulting in the generation of a total of (S*N) schedules. 
This search procedure is parameterized bys and N. 
Experiments have been performed to suggest appropriate 
values for these parameters, as well as for values of 
theta and delta. 
An extremely important issue in problem space is the 
immense size of the search space. Problem space is 
dimensioned by the total number of operations. Thus even 
for small problems with 100 total operations, for example, 
the dimension of problem space will be of the order 
(R**lOO) where R is the set of real numbers. Methods to 
reduce the search space size and to search the most 
promising areas in problem space are essential and should 
be examined. Total search space size can be reduced by 
perturbing only a selected number of operations. For 
example, only operations in the critical path could be 
perturbed. Alternatively, only operations from certain 
jobs could be perturbed. Even when the total search space 
size is reduced, the search should also concentrate on the 
most promising areas. As was discussed earlier in this 
section, intuitively, the closer the perturbed problem 
remains to the original one, the better the solutions. 
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Proximity to the original problem can be achieved by a 
variety of ways. The previously proposed algorithm, 
pseudo steepest descent, for example, controls and reduces 
the divergence of the dummy processing times from the 
original ones by examining N neighbors before accepting a 
new solution. Proximity to the original problem can also 
be achieved by introducing upper and lower limits to the 
dummy processing times. These limits will establish the 
maximum distance that dummy processing times will be 
allowed to diverge from original ones. Alternatively, a 
bicriteria objective function for the JSP can be 
formulated. The new objective function will not only 
depend on the makespan, but also on the distance from the 
original problem. Such an objective function will try to 
minimize the makespan and at the same time force the 
perturbed problem to remain close to the original one. 
Many of these concepts will be applied later in this paper 
during the implementation of the more sophisticated 
probabilistic search techniques. 
·~· 
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CHAPTER IV. PARAMETER TUNING OF ALGORITHMS 
Due to the fact that both heuristic and problem space 
algorithms involve a variety of parameters, experiments 
were performed to determine appropriate settings. For 
heuristic space, the parameters investigated are delta 
(the amount of time a machine is allowed to remain idle), 
W (the number of windows), and L (length of the search). 
The length of the search is measured as the number of 
times the fast base heuristic is invoked. For problem 
space, the parameters tested are delta (the amount of time 
a machine is allowed to remain idle), theta (the size of 
the perturbation), N (the number of neighbors 
investigated), and L (length of the search). The 
different parameter levels tested in the experiments are 
shown in Table 1. These levels were chosen based on 
preliminary informal runs of the algorithms. 
HEURISTIC SPACE 
---------------
DELTA 
w 
L 
0 
5 
1000 
5 
10 
2000 
10 
20 
PROBLEM SPACE 
-------------
DELTA 0 
THETA 10 
N 100 
5 
20 
200 
L 1000 2000 
,, 
TABLE 1. Algorithm Parameter Levels for the Full 
Factorial Tuning Experiments 
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The new neighborhood definitions were tested on five 
problems each consisting of 50 jobs and 10 machines. Each 
job had to visit every machine once, thus each job 
consisted of 10 operations and the total number of 
operations was 500. Processing times were generated 
uniformly between 1 and 100. Originally, the machine 
precedence constraints were also generated randomly. The 
problems generated by this procedure were rather 
unchallenging and are subsequently referred to as "easy" 
problems. In an effort to generate hard problems, each 
job was forced to pass first through machines 1 through 5, 
and then through machines 6 through 10. The routing on 
each of the two sets of 5 machines was generated randomly. 
The problems generatep by such a method are referred to 
as "hard" problems. This method is a simplified version 
of the method used by Muth and Thompson (1963) to generate 
challenging problems. 
For each search space, full factorial experimental 
designs aimed at parameter tuning have been performed. By 
providing different random number seeds to the algorithms, 
two replicates were run in each cell. Both experiments 
were analyzed by ANOVA with the five problems as blocking 
factors. In heuristic space, the number of windows was 
highly significant (p=.0000) and delta was borderline 
significant ·cp=.054), while the length of the search 
proved to be insignificant (p=.58). In the same w~y, no 
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interaction effect was significant. Results indicate that 
twenty windows and delta equal to ten are the best 
combinations. Despite the insignificance of L, it is 
clear that the longer the length of the search, the higher 
the probability of finding better solutions. In problem 
space, both theta and N are highly significant (p=.0000), 
while delta is again only borderline significant (p=.056). 
Again, no interaction effect is significant. Theta equal 
to 20, delta equal to 10, and N equal to 200 seem to 
provide the best results . 
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CHAPTER V. INITIAL TESTING 
All testing was performed on job shop scheduling 
problems with makespan as the objective function. While 
makespan has been criticized as an unrealistic objective 
(Storer et al, 1990), it is used for comparison purposes 
because of the availability of problems solved to 
optimality and alternative heuristics. One of the major 
benefits of the proposed method is its applicability to 
scheduling problems with any objective. 
The proposed algorithms were tested on a set of 
r~ 
problems ranging from 200 to 500 operations generated by 
the easy and hard methods described in chapter IV, and on 
two classical problems with known optimal solutions. The 
solutions are compared with solutions from the shifting 
bottleneck heuristic ( Adams et al., 1988), which to date 
is one of the best job shop scheduling heuristics . 
5.1 SHIFTING BOTTLENECK·HEURISTIC IMPLEMENTATION 
' ( 
The shifting bottleneck heuristic SB1 works by 
decomposing the JSP into a series of one machine 
scheduling problems with ready times and tails. An 
important issue is the method used to solve these one 
machine problems. Schrage (1971) proposed a fast one pass 
29 
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heuristic. earlier (1982) proposed an exact branch and 
bound solution procedure that exhibited extremely fast 
convergence to the optimal solution of randomly generated 
test problems. Carlier's algorithm uses Schrage's 
heuristic as a starting schedule, and defines efficient 
branching and bounding strategies based on properties of 
this initial schedule. Adams et al. used a different one 
machine algorithm which appears to be a compromise between 
the methods of Schrage and earlier. Unfortunately, we 
were unable to reproduce this algorithm from the details 
provided. Thus, two SB1 heuristics were constructed, one 
using Schrage's heuristic, and the other using Carlier's 
branch and bound method. As was expected, the method 
"' 
based on earlier's algorithm produced significantly better 
solutions. Furthermore, on the two test problems from 
Adams et al. that are accessible in the literature, the 
./ 
method based on Carlier's algorithm outperformed the Adams 
et al. compromise (Table 3). Yet as further testing 
continued, problems were encountered with the earlier 
method. earlier (1982) reported test results on one 
machine problems with randomly generated ready times, 
processing times, and tails indicating that the algorithm 
.,, 
rarely exceeds 100 nodes. In this impl~mentation a limit 
of 5000 branch and bound nodes was set internal to the 
earlier algorithm in SB1. This limit was often exceeded 
in the experiments, causing the overall algorithm to fail. 
30 
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The rate of failure was directly related to both the size 
of the problem, and the method used to generate it (easy 
or hard). It appears that the one machine problems 
; 
( 
resulting from the deco~position of a JSP are considerably 
more difficult than those tested by earlier. Thus, it was 
often necessary to generate several test problems in order 
to find one that could be solved. 
Another important issue involves the possible 
1 creation of cycles in the conjunctive graph used by SB1 to 
represent schedules. Adams et al. mentioned that it is 
possible that the solution to a one machine problem may 
result in a cycle in the conjunctive graph. This is 
equivalent to the creation of a deadlock in the schedule. 
Adams et al. reported that such a problem was not 
encountered in any of their test problems. It should be 
noted, though, that their test problems were generated by 
the easy method. We experienced more difficulty with 
cycling, especially on test problems generated by the hard 
method. Results regarding cycling, and the exceeding of 
the 5000 node limit in Carlier's method are presented in 
Table 2. 
Since the goal of this experiment was to compare the 
relative quality of solutions, no attempt was made to 
optimize the run time performance of SB1. This 
implementation could undoubtedly be improved greatly, and 
thus comparisons of algorithm run times should be 
31 
Total Problems 
Generated (earlier) 
Number Times 5000 
Nodes Exceeded 
Number of Times 
Cycling Occurred 
10X20 
HARD 
5 
0 
0 
Problem Size and Type 
15X20 
HARD 
15 
5 
3 
10X50 
HARD 
10 
6 
3 
10X50 
EASY 
5 
0 
2 
____________________ .... ______________________________________ _ 
Total Problems 
Generated (Schrage) 
Number of Times 
Cycling Occurred 
5 
0 
9 
2 
11 5 
6 0 
------------------------------------------------------------
Total Problems Solved 
By Both Methods 
5 5 1 3 
-------------------------------------------------------------
Ave Run Time (earlier) 
(CPU Seconds)* 
Ave Run Time (Schrage) 
(CPU Seconds)* 
24 
22 
112 
100 
519 193 
362 154 
Ave Run Time Problem 125 190 440 440 
Space Heur. (CPU Secs) 
----------------------------~~-------~--~-------------------
* Run Times reported only for completed problems 
TABLE 2. Results From Application Of the Shifting Bottleneck 
Heuristic Based On Carlier's and Schrage's One Machine 
Algorithms 
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-interpreted as, at best, order of magnitude results. 
5.2 TEST PROBLEMS 
The two classical problems tested are well known 
problems from Muth and Thompson (1963): the lOXlO (ten 
machines, ten jobs), and the 5X20 (five machines, twenty 
jobs). The remaining problems were generated using the 
hard and easy methods discussed earlier. By changing the 
random number seeds, five problems were generated in each 
of the following groups: 10X20 hard, 15X20 hard, 10X50 
hard, and 10X50 easy. 
5.3 HEURISTICS ~ESTED 
Heuristic and problem space as described in figures 1 
& 2, and a combined method were tested. The combined 
~- method uses the best solution from heuristic space as the 
base heuristic for problem space. Values of delta equal 
to O (non-delay schedule) and 10 were tested for each 
algorithm. The number of windows used in heuristic space 
was twenty. The heuristic space search length wa~ L=5000, 
and the solutions after L=50 and L=5000 were recorded. The 
problem space search length was L=2000 (N=200), and theta 
was 20. All algorithms were written in Fortran and run on 
a Sun system 4/280. Experimental results appear on Tables 
/\ 
( 
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3, 4, and 5. 
5.4 TEST RESULTS 
The results are very encouraging, indicating that on 
average, all of the proposed methods are better than the 
shifting bottleneck heuristic. In the same way, the 
relative advantages of the proposed methods seem to 
increase on the larger problems. Furthermore, problem 
space seems to outperform both heuristic space and the 
combined method. Finally, delta appears to be more 
significant in heuristic space than in problem space. 
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Solution 
Method lOxlO 
Problem 
5x20 
-------~-- -------------------------------------------
OPTIMAL 
SBIC 
SB! 
SBIS 
PSO 
PS10 
HSLO 
HSLlO 
HSSO 
HSS10 
cso 
CS10 
930 
963 
1015 
1048 
984 
976 
1009 
1006 
1052 
1037 
1056 
1006 
1165 
1262 
1290 
1302 
1193 
1186 
1244 
1206 
1267 
1222 
1191 
1194 
---------------------------------------------------
I 
Solution Method Key: 
OPTIMAL: 
SBIC: 
SBI: 
SBIS: 
PSO: 
PS10: 
HSLO: 
HSLlO: 
HSSO: 
HSS10: 
CSO: 
CS10: 
Optimal solution reported in earlier and Pinson (1989) 
Shifting bottleneck with Carlier's algorithm 
Shifting bottleneck results reported in Adams, et al. 
Shifting bottleneck with Schrage's heuristic 
Problem space with delta=O and L=2000 
Problem space with delta=lO and L=2000 
Heuristic space with delta=O and L=SOOO 
Heuristic space with delta=lO and L=SOOO 
Heuristic space with delta=O and L=50 
Heuristic space with delta=lO and L=SO 
Combined space with delta=O {best heuristic plus PSO) 
Combined space with delta=lO (best heuristic plus PS10) 
TABLE 3. Comparison of Heuristic Results (Makespan) on Classical 
Test Problems from Muth and Thompson =·(.1963) 
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Problem SBIC SBIS cso CS10 PSO PS10 HSLO HSLlO HSSO HSS10 
---------
---------.-----------------------------------------------------
1583 1870 1547 1575 1551 1518 1557 1517 1641 1555 
10X20 1737 1711 1651 1601 1636 1599 1615 1625 1664 1716 
HARD 1657 1818 1626 1626 1604 1617 1619 1636 1672 1686 
1714 1932 1686 1642 1653 1646 1748 1676 1801 1783 
1574 1761 1632 1636 1658 1637 1605 1620 1662 1741 
--------
---------------------------------------------------------
1849 2068 1949 1953 1936 1917 2020 1937 2104 1971 
15X20 1976 2099 1851 1808 1821 1792 1839 1850 1880 1856 
HARD 2023 2342 2038 2026 2024 2027 2081 2016 2141 2144 
1971 2336 1918 1920 1928 1953 1979 1933 2024 2048 
1996 2053 1972 1940 1985 2010 1981 1994 2003 2088 
--------
---------------------------------------------------------
3423 3602 3293 3303 3309 3346 3322 3375 3445 3419 
10X50 unkn 3570 3386 3376 3278 3389 3370 3405 3522 3501 
HARD unkn 3739 3472 3487 3494 3485 3453 3516 3595 3600 
unkn 3488 3189 3200 3229 3260 3232 3194 3424 3367 
unkn 3439 3174 3225 3181 3257 3233 3225 3258 3262 
--------
---------------------------------------------------------
unkn 2924 2924 2924 2924 2929 2924 2924 2924 2924 
10X50 2794 2807 2794 2794 2794 2809 2794 2794 2794 2805 
EASY 2852 2852 2852 2852 2852 2855 2852 2852 2852 2859 
2843 2843 2843 2843 2843 2899 2843 2843 2843 2853 
unkn 2823 2823 2823 2823 2823 2823 2823 2824 2859 
------------------------------------------------------------------
Solution Method Key: 
SBIC: 
SBIS: 
PSO: 
PS10: 
HSLO: 
HSLlO: 
HSSO: 
HSS10: 
CSO: 
CS10: 
TABLE 4. 
Shifting bottleneck with Carlier's algorithm 
Shifting bottleneck with Schrage's heuristic 
Problem space with del;ta=O and L=2000 
Problem space with delta=lO and L=2000 
Heuristic space with delta=O and L=5000 
Heuristic space with delta=lO and L=5000 
Heuristic space with delta=O and L=50 
Heuristic space with delta=lO and L=50 
Combined space with delta=O (best heuristic plus PSO) 
Combined space with delta=lO (best heuristic plus PS10) 
Comparison of Heuristic Results (Makespan) on 
Randomly Generated Test Problems 
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Problem SBIC SBIS cso CS10 PSO PS10 HSLO HSLlO HSSO HSLlO 
--------- -----------------------------------------------------------
lOXlO 
• 
5X20 
--------
10X20 
HARD 
--------
15X20 
HARD 
--------
10X50 
HARD 
--------
10X50 
EASY 
--------
AVE 
o.o 
6.4 
8.8 9.7 
9.8 0.4 
4.5 2.2 
0.7 0.6 
1.3 
0.0 
4.8 
4.9 
4.5 
1.7 
9.2 
6.8 
7.7 
3.0 
---------------------------------------------------------
4.4 23.3 2.0 3.8 2.2 0.1 2.6 0.0 8.2 2.5 
8.6 7.0 3.3 0.1 2.3 0.0 1.0 1.6 4.1 7.3 
3.1 13.3 1.4 1.4 0.0 0.8 0.9 2.0 4.2 5.1 
4.4 17.7 2.7 0.0 0.7 0.2 6.5 2.1 9.7 8.6 
0.0 11.9 3.7 3.9 5.3 4.0 2.0 2.9 5.6 10.6 
---------------------------------------------------------
a.a 11.8 5.4 5.6 4.7 3.7 9.2 4.8 13.8 6.6 
9.8 17.1 3.3 0.9 1.6 0.0 2.6 3.2 4.9 3.6 
0.3 16.2 1.1 0.5 0.4 0.5 3.2 0.0 6.2 6.3 
2.8 21.8 0.0 0.1 0.5 1.8 3.2 0.8 5.5 6.8 
2.9 5.8 1.6 0.0 2.3 3.6 2.1 2.8 3.2 7.6 
' 
---------------------------------------------------------
3.9 9.4 0.0 0.3 o. 5· 1.6 0.9 2.5 5.0 3.8 
unkn 8.9 3.3 3.0 0.0 3.4 2.8 3.9 7.4 6.8 
unkn 8.3 0.6 1.0 1.2 0.9 0.0 1.8 4,. 1 4.3 
' 
unkn 9.4 0.0 0.3 1.3 2.2 1.3 0.2 7.4 5.6 
unkn 8.3 0.0 1.6 0.2 2.6 1.9 1.6 2.6 2.8 
---------------------------------------------------------
unkn 0.0 o.o o.o 0.0 0.2 0.0 o.o 0.0 0.0 
o.o 0.5 0.0 0.0 0.0 0.5 0.0 0.0 0.0 0.4 
o.o 0.0 0.0 0.0 o.o 0.1 o.o 0.0 0.0 0.2 
0.0 0.0 0.0 0.0 0.0 2.0 0.0 0.0 0.0 0.4 
unkn o.o 0.0 o.o 0.0 0.0 0.0 0.0 0.0 1.3 
---------------------------------------------------------
2.9 9.5 1.7 1.3 1.2 1.3 2.3 1.6 4.9 4.6 
------------------------------------------------------------------
Solution Method Key: 
SBIC: 
SBIS: 
PSO: 
PS10: 
HSLO: 
HSLlO: 
HSSO: 
HSS10: 
cso: 
CS10: 
\ 
"-
• 
Shifting bottleneck with Carlier's algorithm 
Shifting bottleneck with Schrage's heuristic 
Problem space with delta=O and L=2000 
Problem space with delta=lO and L=2000 
Heuristic space with delta=O and L=5000 
Heuristic space w_ith delta=lO and L=5000 
Heuristic space with delta=O and L=50 
Heuristic space with delta=lO and L=50 
Combined space with delta=O (best heuri.stic plus PSO) 
Combined space with delta=lO (best heuristic plus PS10) 
TABLE 5. Comparison of Heuristic Results (Makespan) on Test 
Problems: Percent fro~)est Sol~t~on 
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CHAPTER VI. PROBABILISTIC SEARCH METHODS 
/Dae to the very promising results obtained from the 
_/ 
new neighborhood definitions, the use of more 
sophisticated local search methods seems appropriate. 
When neighborhoods are employed, traditional local search 
algorithms, like those presented earlier, will get stuck 
in local optima. To get around this problem, randomness 
may be introduced in order to allow the algorithm to 
escape the local optima. The simplest method is to 
restart local search from several randomly chosen initial 
solutions. Recently, more sophisticated probabilistic 
search procedures have been developed, the most promising 
,, 
of which are simulated annealing, genetic algorithms, and 
tabu search. These procedures use randomization to escape 
local optima, and exercise control of the randomization to 
regulate convergence of the algorithm. 
6.1 SIMULATED ANNEALING 
Simulated annealing, originally developed by 
Metropolis (1953), is a technique derived from statistical 
mechanics and based on an analogy to .the annealing process I 
of metals. · Kirkpatrick et al (1983) were the first to 
,;, 
., I (. i " , 
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propose and demonstrate the application of such techniques 
to problems of combinatorial optimization. Starting from 
an incumbent solution, this method generates a neighboring 
solution and evaluates its objective function. If the new 
,.. ~ 
solution is better, it is accepted as th~J'riew incumbent. 
Otherwise, it is accepted with a certain probability p. 
The probability p depends on the difference between 
objective functions, odiff, and the temperature parameter 
t. Specifically, p = EXP(-odiff/t). Thus, the 
probability p of accepting an inferior solution as 
incumbent is controlled by the temperature parameter t. 
Initially temperature is high so that virtually all 
solutions are accepted and the algorithm acts like a 
random walk over the search space. As the algorithm 
precedes, the temperature is gradually lowered until only 
better solutions are accepted causing the algorithm to 
perfor1n like hillclimbing. Therefore, important 
parameters for the simulated annealing algorithm are 
initial temperature, cooling rate, number of transitions 
at each temperature, and terminating probability. The 
cooling rate refers to the rate at which the temperature 
will be lowered. The number of transitions at each 
temperature determines the number of solutions examined 
before a new.solution is accepted and the temperature is 
lowered. Finally, the terminating probability defines the 
lower limit for parameter p. These parameters determine 
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the speed of convergence and quality of solution. A major 
• • drawback is the fact that all of these parameters must be 
determined empirically. The selection of an effective and 
.1 
~ 
efficient~annealin~ schedule requires a certain amount of 
art (Davis, 1987). 
When simulated annealing is applied to heuristic and 
problem space, very promising results are obtained. A 
major problem with the simulated annealing algorithm, 
though, is the setting of the variety of relevant 
parameters. Experiments showed that better results were 
achieved by starting with low initial temperatures, and by 
cooling down at a very slow rate. The cooling rate is the 
constant factor by which the temperature is decreased. 
Thus, at each iteration, the new temperature equals the 
old temperature times the cooling rate. Specifically, the 
initial temperature tis set equal to 2 and the cooling 
rate to .995. Due to the extremely slow cooling rate, no 
transitions are needed at the different temperattires. The 
terminating probability is set to .0001 to assure that 
once in every ten thousand iterations an inferior solution 
will be accepted allowing the algorithm to escape local 
optima. All of these parameters influence the value of 
I 
I 
,_ 
probability pin the simulated annealing algorithm. Due 
to the fact that these parameter values must be determined . J 
empirically, future research could provide better 
l , 
~ 
parameter settings. 
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6.1.1 SIMULATED ANNEALING IN HEURISTIC SPACE 
In heuristic space, the simulated annealing algorithm 
is similar to simple hill climbing. The objective 
function used in heuristic space is makespan. Thus, a new 
solution is accepted if its makespan is better or if 
parameter pis greater than a uniform random variable 
(0,1). Initially parameter pis large, allowing virtually 
all solutions to be accepted and causing the algorithm to 
act like a random walk over the search space. As the 
algorithm precedes, parameter p gradually becomes smaller 
allowing only better solutions to be accepted. This 
forces the algorithm to work similarly to hill climbing. 
6.1.2 SIMULATED ANNEALING IN PROBLEM SPACE 
As discussed earlier, due to the immense magnitude of 
problem space, it is important to reduce the total search 
space size and remain close to the original problem. 
Total search space is reduced by perturbing the processing 
times of only N-1 jobs, where N equals the total number of 
jobs. The search space can be further reduced in this 
manner by perturbing a fewer number of jobs. However, by 
restricting the possible set of schedules, optimal or some 
near optimal solutions may be excluded. By perturbing N-1 
jobs the possible set of schedules is not restricted, and 
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thus no solution is eliminated from the search space. 
As mentioned earlier, closeness to the original 
problem is also important. Intuitively, when the dummy 
processing times diverge from the original ones, the 
quality of solutions will degrade. In order to force the 
perturbed problem to remain close to the original one, the 
bicriteria method discussed in section 3.3 is employed. 
For the simulated annealing algorithm in problem space, a 
new objective function omakesp is developed. In problem 
space, if index (i,j) represents operation j of job i, the 
objective function contains a penalty depending on the 
distance from the original problem, where the distance 
equals the summation over i & j of (ABS(P(i,j)-PD(i,j))). 
Specifically, omakesp = makespan + (distance/distdiv). In 
other words, the closer the perturbed problem is to the 
original problem, the smaller the distance, and the lower 
the penalty. An important factor influencing the distance 
penalty is the size of the distance divisor distdiv. As 
' \. ..... ... 
thJ distance divisor becomes larger, less weight is given 
to the distance penalty. Empirical testing determined 
that distdiv equal to 5 provided better results. Because 
the algorithm tries to minimize the objective function, it 
will force the perturbed problemLto remain close to the~ 
original one. Thus new solutions are accepted if the new 
makespan is better, the new omakesp is better, or 
param·eter p is_ greater t,han a uniform (O, 1) random 
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variable. Parameter pis again gradually lowered in order 
to force the algorithm to become more selective .. as the 
number of iterations increases. 
The bicriteria method is, thus, an improved variation 
of pure simulated annealing. The new method not only 
• 
forces the perturbed problem to remain close to the 
} 
original one, but it also adds a new condition to the 
simulated annealing algorithm to avoid getting stuck in 
local optima. The new procedure will now accept a worse 
solution as incumbe~t when parameter pis greater than a 
uniform random variable (0,1) or the new omakesp is better 
than the current one. There are two situations which can 
produce a better new omakesp: lower real makespan or 
smaller distance from the original problem. This novel 
bicriteria method opens a whole new area for study. To 
keep things simple the current distance penalty is a 
linear function, but further experimentation could provide 
.,., 
better penalty functions. In the same way, the current 
distance divisor distdiv is constant throughout the 
algorithm. 
,-., 
By changing the distance divisor, the weight 
of the distance penalty will be)affected greatly. Further 
experi·mentation could provide a dynamic method for 
altering the distdiv factor at different stages of the 
algorithm. Finally, delta could also be included in the 
!",~· 
penalty function. Currently, delta remains constant 
~ 
t 
throughout the algorithm. 
( 1. 
' 1 • Future research could provide 
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methods for appropriately changing delta values. It is 
clear that the innovative new bicriteria method has many 
merits, but further research is needed to determine the 
exact importance of such a method. 
The simulated annealing algorithms are tested on the 
same set of easy and hard problems ranging from 200 to 500 
operations, and the two classical problems presented 
earlier. The results of the simulated annealing 
algorithms appear in Tables 6 to 10. The simulated 
annealing algorithms for heuristic and problem space are 
shown in Figures 3 and 4, respectively. 
' 
1 
V 
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Initialize: create an incumbent solution by assigning 
randomly chosen dispatching rules to each 
window 
Iterate through the following routine L times: 
1. Select a window at random 
2. Assign a randomly selected rule to the 
window 
3. Apply new heuristic to problem and obtain 
... 
new makespan and sequence 
4. If new makespan is better or equal to the 
incumbent makespan, or parameter pis 
greater than uniform random variable (0,1) 
then keep new rule ( p = EXP(-odiff/t) ) 
Else keep incumbent rule 
Figure 3. Simulated annealing algorithm for Heuristic 
space 
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Initialize; makespan=omakesp=infinity, and 
IDP(i,j)=P(i,j) where index (i,j) represents 
operation j of job i 
A. Iterate S times 
1. DP(i,j)=IDP(i,j)+U(i,j) where 1U(i,j) are 
iid U(-theta,theta) 
dist= summation over i and j of 
ABS(P(i,j)-DP(i,j)) 
2. Apply heuristic based on DP(i,j), obtain 
solution and makespan 
, 
omakesp=makespan+(dist/distdiv) 
. 
, 3. · If new makespan is better than incumbent, 
or new omakesp is better than incumbent, 
or parameter pis greater than uniform 
random variable (0,1) then keep and set 
IDP(i,j)=DP(i,j) 
set new makespan as incumbent 
set new omakesp as incumbent 
Else keep incumbent IDP, makespan, and 
omak~sp 
4. Go to A 
,, 
Figure 4. Simulated annealing algorithm for Problem space 
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6.2 TABU SEARCH 
Tabu search (Glover, 1986) is another type of 
probabilistic local search. In tabu search, the algorithm 
avoids getting stuck in a local optima by making certain 
I 
moves restricted or tabu. Hence the name, tabu search. 
The basic philosophy behind tabu search is to make the 
best possible move which is not tabu. Typically, tabu 
solutions are those that have been most recently visited. 
Thus even though the algorithm is performing a steepest 
descent, for example, sometimes the best move which is non 
tabu will cause the algorithm to find and accept an 
inferior, uphill, solution. This type of move is what 
causes the algorithm to escape local optima. Specifically, 
tabu search proceeds by assuming there is no value in 
choosing a poor move e~Cept for the purpose of avoiding an 
"" already examin~path. 
possible move which has 
Thus, this method seeks the best 
not been examined recently. 
Initially, the procedure heads directly to a local optima. 
~ ·. . 
Yet the search process .,is not interrupted with local 
optimality, as in simulated annealing, since the ability 
to identify a best available move still exists. To avoid 
' 
~. .... ) 
retracing the .,pat'h previously taken, the procedure reqords 
information about moves recently made by the use of a tabu 
list. The function of this list is not to prevent a move 
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from being repeated, but to prevent it from being reversed 
(Glover, 1986). 
In its,simplest form, the tabu list records the most 
recent t moves of the algorithm, where tis a parameter. 
It is/clear that the tabu list's length tis a very 
important parameter. A small list length could produce 
unwanted cycling. Empirical results show that seven is a 
good list length (Glover, 1986). Tabu lists are updated 
by recording moves in the order in which they occur. Each 
time a new element is added to the list, the oldest 
element is removed. 
Perhaps, the most important issue in tabu search is 
the definition of tabu moves. Tabu search is designed for 
"swapping" type moves, thus tabu move definitions are not 
obvious in heuristic and problem space. In our scheduling 
problems, for example, a possible definition would be to 
set the makespan as tabu. Thus the algorithm will search 
the neighborhood for the best makespan which is not tabu. 
~ 
\ 
Other tabu setting al_t:ernatives could include the actual 
sequence of jobs each machine or the assignment of 
, 
rules to windows. If the assignment of rules to windows 
is set as tabu, for example, then the same rule could not 
' be applied to the same window for a specified number \of 
move~. The definition of tabu moves is the most 
troublesome aspect of tabu search as applied to heuristic 
z and problem space. Based o~ preliminary experimentation, 
~) 
"l'" 
I I 
; 
48 
the best solutions were achieved by setting the makespan 
as tabu. Thus, in this thesis, for both heuristic and 
problem space, the makespan is set as tabu. The 
limitations of this approach reside on the fact that 
different sequences may produce the same makespan. Thus 
when a certain makespan is set as tabu, many sequences may 
be forbidden by the algorithm. On the other hand, setting 
the makespan as tabu is straightforward computationally. 
6.2.1 TABU SEARCH IN HEURISTIC SPACE 
In heuristic space, tabu search becomes a variant of 
j 
steepest descent. At every step of the algorithm, the 
whole neighborhood is investigated in search of the best 
makespan which is not tabu. The length of the tabu list 
is set equal to seven due to previous empirical results 
(Glover, 1986). Unfortunately, some cycling problems were 
encountered in heuristic space causing the algorithm to 
"get stuck" in local optima. In an attempt to reduce the 
cycling problems the list length was increased, but 
without any success. These cycling considerations seem to 
indicate that tabu search may not be the best searching 
., 
mechanism for heuristic space. 
" 
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6.2.2 TABU SEARCH IN PR03LEM SPACE 
In problem space, it is always important to reduce 
the total search space size and remain close to the 
original problem. Total search space size is again 
reduced by perturbing only N-1 jobs, where N is the total 
number of jobs. As discussed earlier, the perturbed 
problem should also remain close to the original one. 
However, due to the fact that the makespan defines the 
tabu moves, the bicriteria method discussed earlier can 
not be applied. In order to keep the perturbed problem 
close to the original one, the previously presented 
notions of pseudo steepest descent and upper and lower 
limits are employed. These limits force the perturbed 
processing times to remain within a certain maximum 
distance from the original ones. Like most of the other 
parameters, the upper and lower limit settings must be 
determined empirically. The upper limit is set equal to 
220, while the lower limit is set to -120. More 
experimentation could provide better upper and lower 
limits. 
In problem space, tabu search is a variant of the 
pseudo steepest descent procedure described in chapter 
III. The algorithm investigates a prescribed number of 
neighbors in search of the-·'·best makespan which is not 
tabu. Again, the makespan is defined as tabu and the tabu 
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list length is set equal to seven. Due to the random 
perturbations, cycling is not encountered in problem 
space. 
The tabu search algorithms are tested on the same 
problem set de9cribed earlier, and the results appear in 
Tables 6 to 10. Tabu search algorithms for heuristic and 
problem space are shown in figures 5 and 6, respectively. 
Initialize: create incumbent heuristic by assigning 
dispatching rules to each window 
Set tabu(i)=infinity, for i = 1 to 7 
, 
I. Iterate L times 
A. Iterate through each window 
1. Iterate through each rule 
2. Apply new heuristic to problem and obtain makespan 
3. If makespan is better than incumbent and is not 
tabu, then keep and set new rule=incurnbent rule 
Else, keep incumbent rule 
Go to 1 
Go to A 
Set incumbent rule=new rule 
Set tabu(l)=makespan 
Update tabu list, tabu(i)=tabu(i-1) for i = 2 to 7 
/ 
j 
j 
\ . 
'. r 
,· / { .. -./ 
Figure 5. Tabu search algorithm for heuristic space 
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Initialize: makespan=tabu(k)=infinity and IDP(i,j)=P(i,j) 
where index (i,j) refers to operation 
j of job i 
A. Iterates times 
Iterate N times 
1. DP(i,j)=IDP(i,j)+U(i,j) where U(i,j) 
are iid U(-theta,theta) 
If DP(i,j) > upper limit, then 
DP ( i I j ) = !DP ( i I j) 
If DP(i,j) < lower limit, then 
DP(i,j) = IDP(i,j) 
2. Apply heuristic based on DP(i,j), obtain 
solution and makespan 
3. If new makespan is better than incumbent and 
is not tabu, then keep and set 
BDP(i,j) = DP(i,j) 
4. Go to 1 
Set IDP(i,j)=BDP(i,j) 
Set tabu(l)=makespan 
,.Update tabu list, tabu(k)=tabu(k-1) for k = 2 to 7 
Figure 6. Tabu search algorithm for problem space 
' . 
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6.3 GENETIC ALGORITHMS 
Genetic algorithms are based on an analogy to 
evolution and the process of natural selection. In 
evolution, the problem each species faces is one of 
searching for beneficial adaptations to a complicated and 
changing environment. The knowledge that each spe'~ies has 
' 
gained is embodied in the makeup of the chromosomes qf its 
members. Genetic algorithms try to use such knowledge so 
that the better solution populations can evolve as 
populations of animals do. Specifically, populations of 
good solutions are maintained and bred to form offspring 
solutions. The three key components of genetic algorithms 
are a chromosomal representation, genetic operators, and a 
fitness evaluation function. During each iteration 
(generation) of the algorithm a finite population of 
solutions is maintained, and the fittest representations 
are assigned a higher probability of surviving (survival 
of the fittest) and reproducing. In the job shop 
~-
scheduling problem, for example, solutions with a lower 
makespan will be assigned a higher probability of 
surviving and reproducing. These representations then 
-
reproduce by the genetic operators. Asexual reproduction 
enables the fittest representations to survive from one 
generation to another. Sexual reproduction combines good 
representations via a crossover operator. In simplified 
53 \ 
form, the crossover operator produces offspring solutions 
by combining parts of the father and mother chromosomal 
solution representations. Finally, mutation (random 
alteration of an element in the chromosomal solution) 
provides variation and occasionally can introduce 
beneficial material into the chromosomal representation. 
Important parameters for these type of algorithms are 
the percentages of asexual A and sexual S reproduction, as 
well as the mutation operator and mutation probability 
mutprob. Other important factors are the population size 
N and the fitness evaluation function. Extensive 
preliminary experimentation showed that best results were 
achieved by setting asexual reptoduction to 20%, sexual 
reproduction to 80%, and population size to 50. The 
mutation probability was set to 15% in order to prevent 
premature convergence. The mutation operator and the 
fitness evaluation function are described, in detail, for 
each sp~cific search space, later in this section. 
One of the primary obstacles in the application of 
genetic algorithms to scheduling problems in the past has 
been the development of chromosomal representations. 
Combining parent solutions so that the result is a 
feasible schedule has proven difficult. This is not the 
case for the proposed neighborhood definitions. 
/~- -, \ 
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6.3.1 GENETIC ALGORITHMS IN HEURISTIC SPACE 
In heuristic space, a chromosomal solution 
representation can be easily achieved. The representation 
is simply the dispatching rule string. Thus the length of 
the solution representation is directly related to the 
number of windows, which in this thesis is twenty. Such a 
representation can be easily reproduced by combining rules 
from the father and the mother solution representations 
using the crossover operator. The crossover operator 
randomly picks a site within the offspring solution 
representation string. Dispatching rules from the father 
solution are used until the randomly chosen site, while 
dispatching rules from the mother solution are applied 
from the site to the end of the string representation. 
Due to the novel neighborhood definitions, such offspring 
I 
solutions are guaranteed to be feasible. 
As mentioned earlier, the fitness evaluation function 
and the mutation operator are relevant components, and 
must be defined for any genetic algorithm application. In 
heuristic space, the mutation operator changes the 
dispatching rule of a randomly selected window. The 
fitness evaluation function FIT gives representations with 
a lower makespan, a higher probability of surviving and 
reproducing. Specifically, for each representation i, the 
FIT(i) = ((max-makespan(i))**pow)/sum where 
• 
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sum is the summation over i of ((max-makespan(i))**pow). 
The power pow determines the selectivity of the fitness 
function. The higher the power, the more selective the 
evaluation function becomes. With a high power, only the 
fittest few solutions will survive, diversity will be 
lost, and the algorithm will converge to a population of 
identical solutions. Empirical testing showed that pow 
equal to 4 provided good results. 
6.3.2 GENETIC ALGORITHMS IN PROBLEM SPACE 
In problem space, a chromosomal representation is 
easily achieved by considering the perturbed processing 
. 
times. The representation is simply the vector of 
perturbed processing times. This representation can be 
reproduced by combining perturbed processing times from 
the father and the mother chromosomal solution 
J 
representations using the crossover operator. The 
crossover operator randomly picks a site within the 
offspring solution representation vector. Perturbed 
processing times from the father solution are used until 
the randomly chosen site, whiie perturbed processing times 
from the mother solution are applied from the site to the 
end of the vector representation. As in heuristic space, 
such offspring solutions are guaranteed to be feasible. 
As discussed earlier, the mutation operator and the 
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fitness evaluation function are important factors in any 
genetic algorithm. In problem space, the mutation 
operator alters the perturbed processing times. 
\ 
Specifically, 
the mutated DP(i,j) = DP(i,j) + U(-50,50) 
where U is a uniform random variable. 
The fitness evaluation function used in problem space is 
the same function described for heuristic space. 
The proposed algorithms are tested on the same 
problem set discussed earlier. Test results are presented 
in tables 6 to 10. 
Genetic algorithms for heuristic and problem space 
are shown in figures 7 and 8, respectively. 
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Initialize: create a population of N incumbent 
heuristics by assigning dispatching 
rules to each window 
Iterate L times 
1. Apply heuristics to problem and obtain 
makes pans 
2. Calculate fitness value FIT of the 
representations 
3. Reproduce asexually A chromosomal solution 
representations with higher probability due 
to their fitness value 
3.5. For each solution representation if rnutprob 
is greater than uniform random variable 
(0,1), apply mutation 
4. Reproduce sexually S chromosomal 
representations with higher probability due 
to their fitness value 
4.5. For each solution representation if mutprob 
is greater than uniform random variable 
------'-, ./-) 
r (0,1), apply mutation 
5. Set the N new heuristics as the incumbent 
heuristic population 
Figure 7. Genetic algorithm for heuristic space 
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Initialize: create population of N solutions 
by setting DP(i,j) = ~(i,j)+U(i,j) 
where U is a vector of iid U(-50,50) and 
index (i,j) represents a vector of 
operation j of job i 
Iterate L times: 
1. Apply heuristic based on DP(i,j) to each 
problem in the population, obtain solution 
and makespan 
2. Calculate fitness value FIT of the 
representations 
3. Reproduce asexually A chromosomal solution 
representations with higher probability due 
to their fitness value 
3.5. For every solution representation if mutprob 
is greater than uniform random variable 
(0,1), apply mutation 
4. Reproduce sexually S chromosomal solution 
representations with higher probability<;~e 
to their fitness value I 
. . 
4.5. For every solution representation if mutprob 
is greater than uniform random variable 
(0,1), apply mutation 
5. Set the N new representations as the 
incumbent solution population 
Figure 8. Genetic algorithm for problem space 
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CHAPTER VII. TESTING 
All testing is again performed on job shop scheduling 
problems with makespan as the objective function. The 
proposed algorithms were tested on the same set of 
problems presented in section 5.2. The solutions are 
compared with solutions from probabilistic dispatching, 
random and problem space sampling techniques, and the 
simple pseudo steepest descent procedure which provided 
the best results in the initial testing. 
The implementation of the sampling techniques and the 
pseudo steepest descent procedure, for comparison 
purposes, is a straightforward task. The pseudo steepest 
descent procedure is simply the same algorithm implemented 
during the initial testing and shown in figure 2, but with 
a longer search length (25000 calls, instead of 2000). 
The sampling techniques implemented in this thesis are 
random and problem space sampling. Problem space sampling 
is achieved by a slight modification of the algorithm 
shown in figure 2. Instead of updating the incumbe~t 
processing times and thus searching the space, sampling is 
achieved by iterating through the procedure without 
p~rforming any updating. The second sampling technique is 
random sampling. In random sampling, all of the 
60 
• 
schedulable jobs are given an equal probability of being 
selected. This can be easily and efficiently achieved in 
problem space by setting theta equal to infinity. As 
theta approaches infinity, the effect is to randomly 
select one of the schedulable jobs. Thus this method is 
equivalent to random sampling. Due to computational 
considerations, though, this method is more efficient. 
Specifically, the proposed method does not require the 
calculation of probabilities at every scheduling decision. 
Probabilistic dispatching is a slightly more involved 
procedure. The probabilistic dispatching method applied 
in this thesis is based on Nugent's (1964) shortest 
processing time IPT(c) function, where c is the parameter 
which controls the overall strength of the deterministic 
dispatching rule. When c = infinity, all randomness is 
eliminated and the function reduces to a SPT dispatching 
rule. If c = 1, probabilities of selection are in 
proportion to the operation's processing times. If c = 2, 
the probabilities of selection are in proportion to the 
square of the processing times, and so on. Nugent's 
(1964) work seems to indicate that setting c = 2 provides 
the best results, so in this thesis an IPT function with c 
equal to 2 wa~ implemented. 
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7.1 HEURISTICS TESTED 
Testing was performed on heuristic and problem space. 
Values of delta equal to O (non-delay schedule) and 10 
were tested for each algorithm. The number of windows 
used for all algorithms in heuristic space was twenty. 
The problem space heuristics were run with N = 200 and 
theta= 50. The search length for all algorithms was 
25000 calls to the base heuristic, and solutions after 
5000 and 25000 calls were recorded. All three 
probabilistic search methods implemented in this thesis, 
as described in figures 3 to 8, contain a variety of 
relevant parameters that must be determined empirically. 
In the simulated annealing algorithms the initial 
temperature is set equal to 2, the cooling rate equals 
.995, and the terminating probability equals .0001. In 
tabu search the list length is equal to 7, and the 
makespan is defined as tabu. In genetic algorithms the 
population size is 50, asexual reproduction is 20 %, 
sexual reproduction is 80 %, and the mutation probability 
equals .15. A more detailed explanation of the different 
probabilistic search methods and their parameter settings 
can be found in chapter VI. All algorithms are written in 
Fortran and run on a Sun system 4/280. Experimental 
results are shown in tables 6 to 10. Runtimes for the 
different methods are reported in table 11. 
. ' 
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7.2 TEST RESULTS 
The results indicate that, on the average, all 
proposed methods are better than the sampling techniques, 
probabilistic dispatching, and the shifting bottleneck 
heuristic. These results are very significant. The 
proposed methods provide, on the average, better solutions 
than the other procedures previously applied to the job 
shop scheduling problem with a makespan objective. 
An important point is the fact that the differences 
become more evident as the size of the problem increases. 
As the problem size increases, the quality of the 
solutions provided by the sampling techniques and 
probabilistic dispatching decreases. Compare the 
solutions provided for the 10x20 and 10x50 hard problems, 
for example, by random sampling and probabilistic 
dispatching. For random sampling, the percent above the 
best solution increases from 9.2 % to 15.6 % . 
Probabilistic dispatching performs in a similar fashion, 
I 
• 
with the percent above the best solution going from 6.7 % 
to 10.6 % . 
Another important point is that even though problem 
space seems to outperform heuristic space, the performance 
of heuristic space improves on the larger problems. The 
implications of such results are very important. Real 
world scheduling applications will usually contain 
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thousands of operations, thus making heuristic space more 
1'. 
appealing. 
An interesting note is that there seems to be no 
significant advantage when delta equals 10 over the 
non-delay schedules. It is clear that an increase in the 
value of delta causes an increase in the size of the 
search space. In the sampling techniques, where no search 
is being performed, it is logical to assume that a bigger 
delta will increase the sampling space and thus provide 
worse solutions on the average. When delta equals 10, the 
opportunity of getting better solutions is higher because 
of an increase in the size of the search space. Yet, 
there seems to be a diminishing returns effect. 
The average run time results presented in table 11 
are also very interesting. The average run time for all 
the propo~d methods is approximately equal, probably due 
to the fact that the search length for all algorithms is 
25000 calls to the same base heuristic. A comparison of 
run times between the proposed methods and probabilistic 
dispatching, though, shows that probabilistic dispatching 
run times are higher. This is due to the 
fact that, in probabilistic dispatching, probabilities 
must be calculated at every scheduling decision for all 
schedulable operations. Thus, the proposed methods not 
\ 
only provide better results than probabilistic 
dispatching, but are also more efficient. When run times 
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of the proposed algorithms and the shifting bottleneck 
heuristic are compared, similar results are obtained. The 
shifting bottleneck heuristic's run time is approximately 
equal to a search length of 5000 calls to the base 
heuristic in the proposed methods. After 5000 calls, 
though, the proposed methods already outperform the 
shifting bottleneck heuristic. 
The growth rate of the proposed algorithms (runtime 
vs size) appears to be linear with respect to the number 
of jobs. Yet, at the present time there is not enough 
data to prove such a conjecture. Future research will 
certainly provide more insight on the exact growth rate of 
the proposed methods. 
An important issue directly related to the run times 
of the proposed algorithms is the relevance of such a long 
.. 
search (25000 calls to the base heuristic). Results seem 
to indicate that there is not much progress achieved after 
the first 5000 calls. Makespan results versus search 
length for two search methods, genetic algorithms and 
pseudo steepest descent, for the 10x20 and 10x50 hard 
I I ,,/J 
problems, are presented in figure 9. It is clear that, 
for pseudo steepest descent in problem space, there is no 
significant progress after the first 5000 calls. In other 
words, after the first 5000 calls there is a strong 
diminishing returns effect. It appears that the last 
,., .. 
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20000 calls to the base heuristic is an extremely high 
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price to pay in order to obtain such small decreases in 
makespan. For genetic algorithms, though, there is not 
such a clear transition point. It is clear that most of 
the progress is also achieved in the first 5000 calls, but 
it seems that a longer search is still desirable. 
Other interesting results are the fact that genetic 
algorithms outperform all other algorithms almost every 
time, and that, surprisingly, simple pseudo steepest 
descent in problem space performs better than tabu search 
and simulated annealing. The somewhat disappointing 
results from tabu search and simulated annealing, though, 
seem to be caused more by parameter tuning problems than 
by faults in the search methods. In this thesis algorithm 
parameters were primarily tuned for the classical 
problems, and on these problems all three probabilistic 
search methods perform approximately equal. A final note 
regarding the quality of problem space involves the lOXlO 
problem from Muth and Thompson. When algorithm parameters 
are specifically tuned for this problem, all three 
probabilistic search methods find a makespan solution 
equal to 936. This is an extremely good solution, due to 
the fact that the optimal solution is 930. 
f 
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Problem 
Solution After 5000 Calls After 2soto Calls 
Method lOxlO 5x20 lOxlO 5x20 
---------
________ ._ __________________________________ 
TABUHO 1000 1244 1000 1244 
TABUHlO 1021 1206 1021 1206 
TABUPO 1005 1185 968 1180 
TABUPlO 994 1173 954 1173 
SAHO 1002 1259 1002 1250 
SAHlO 997 1214 997 1206 
SAPO 1005 1198 968 1178 
SAPlO 971 1194 965 1194 
GAHO 1009 1244 998 1244 
GAHlO 1020 1230 1011 1214 
GAPO 960 1180 960 1180 
GAPlO 960 1182 960 1180 
RASAO 1023 1237 1004 1237 
RASAlO 985 1258 985 1242 
PSAO 981 1193 981 1193 
PSAlO 999 1188 999 1188 
PRDISO 984 1190 984 1190 
PRDIS10 997 1219 988 1201 
PSHO 984 1182 984 1182 
PSHlO 976 1183 976 1181 
---------------------------------------------------Solution 
TABUHO: 
TABUHlO: 
TABUPO: 
TABUPlO: 
SAHO: 
SAHlO: 
SAPO: 
SAPlO: 
GAHO: 
GAHlO: 
GAPO: 
GAPlO: 
RASAO: 
RASAlO: 
PSAO: 
PSAlO: 
PRDISO: 
PRDIS10: 
PSHO: 
PSHlO: 
Method Key: 
Tahu search in Heuristic space with delta=O 
Tahu search in Heuristic space with delta=lO 
Tabu search in Problem space with delta=O 
Tahu search in Problem space wuth delta=lO 
Simulated annealing in Heuristic space with delta=O Simulated annealing in Heuristic space with delta=lO Simulated annealing in Problem space with delta=O Simulated annealing in Problem space with delta=lO Genetic algorithm in Heuristic space with delta=O Genetic algorithm in Heuristic space with delta=lO Genetic algorithm in Problem space with delta=O Genetic algorithm in Problem space with delta=lO 
Random sampling with delta=O 
Random sampling with delta=lO 
Problem space sampling with delta=O 
Problem space sampling with delta=lO 
Probability dispatching with delta=O 
Probability dispatching with delta=lO 
Pseudo steepest descent in Problem space with delta=O Pseudo steepest descent in Problem space with delta=lO 
TABLE 6. Comparison of Heuristic Results (Makespan) on Classical Test Problems from Mut~Jl and Thompson ( 1963) 
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-----------------------
---~~--------- -
Problem THO THlO TPO TPlO SAHO SAHlO SAPO SAPlO PSHO PSHlO 
--------
-----------------------------------
-----------------------
1584 1531 1607 1595 1575 1534 1622 1556 1538 1515 
10X20 1605 1605 1643 1612 1607 1612 1592 1621 1610 1599 
HARD 1612 1608 1611 1598 1614 1605 1617 1639 1604 1610 
1750 1696 1655 1638 1651 1695 1609 1611 1649 1627 
1605 1676 1627 1634 1599 1649 1675 1618 1614 1603 
--------
----------------------------------
-----------------------
1914 1876 1963 1968 1904 1874 1968 1939 1906 1915 
15X20 1773 1760 1844 1855 1804 1768 1855 1867 1821 1792 
HARD 2018 2011 2045 2033 2035 2019 2000 2043 2024 1994 
1923 1935 1997 1974 1948 1918 2018 1922 1928 1906 
1983 1964 2012 2009 2001 1959 1980 2040 1985 2009 
--------
----------------------------------
-----------------------
3328 3320 3455 3441 3328 3408 3464 3413 3255 3305 
lOXSO 3476 3501 3571 3539 3485 3514 3603 3577 3494 3484 
HARD 3231 3275 3400 3444 3299 3300 3403 3459 3309 3346 
3212 3215 3341 3310 3255 3227 3291 3335 3203 3260 
3207 3206 3362 3337 3241 3231 3286 3293 3162 3238 
--------
----------------------------------
-----------------------
2924 2924 2924 2936 2924 2924 2924 2944 2924 2924 
10X50 2794 2794 2813 2824 2794 2794 2794 2794 2794 2799 
EASY 2852 2852 2852 2858 2852 2852 2852 2852 2852 2852 
2843 2843 2858 2896 2843 2843 2963 2900 2843 2873 
2823 2823 2823 2827 2823 2823 2823 2828 2823 2832 
---------------------------------
---------------------------------
Solution Method Key: 
THO: 
THlO: 
TPO: 
TPlO: 
SAHO: 
SAHlO: 
SAPO: 
SAPlO: 
PSHO: 
PSHlO: 
Tahu search in heuristic space with delta=O 
Tabu search in heuristic space with delta=lO 
Tabu search in problem space with delta=O 
Tahu search in problem space with delta=lO 
Simulated annealing in heuristic space with delta=O 
Simulated annealing in heuristic space with delta=lO 
Simulated annealing in problem space with delta=O 
Simulated annealing in problem space with delta=lO 
Pseudo steepest descent in Problem space with delta=O 
Pseudo steepest descent in Problem space with delta=lO 
TABLE 7. Comparison of Heuristic Results (Makespan) on 
Randomly Generated Test Problems after 5000 Calls 
(' 
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• 
Problem GAHO GAHlO GAPO GAPlO RSAO RSAlO PSAO PSAlO PDO PDlO 
--------- .... --------------------------
--------------------------
----
1579 1560 1521 1501 1649 1639 1551 1513 1576 1553 
10X20 1640 1637 1579 1572 1659 1680 1631 1627 1667 1659 
HARD 1579 1603 1563 1550 1659 1691 1598 1624 1621 1640 
1615 1638 1600 1566 1684 1662 1670 1673 1712 1661 
1641 1621 1580 1516 1709 1726 1634 1639 1676 1646 
---------
-------------------------
-------------------------
-------
1902 1909 1918 1893 1985 2047 1941 1962 1984 1950 
15X20 1793 1807 1796 1792 1901 1916 1795 1808 1859 1859 
HARD 2008 2021 1951 1977 2127 2143 2044 2021 2055 2068 
1942 1909 1889 1870 2025 2038 1958 1946 1981 1952 
1949 1947 1944 1926 2088 2071 1994 1978 2038 2039 
--------
-------------------------
-------------------------
-------
3386 3334 3284 3290 3663 3660 3387 3397 3618 3543 
10X50 3447 3478 3356 3395 3729 3782 3533 3543 3630 3657 
HARD 3297 3261 3212 3200 3649 3638 3344 3370 3492 3479 
3260 3234 3209 3237 3539 3563 3275 3275 3420 3450 
3245 3230 3178 3176 3547 3499 3236 3248 3448 3461 
--------
-----------------------
-----------------------
-----------
2924 2924 2924 2924 2957 2974 2946 2972 2924 2928 
10X50 2794 2794 2794 2802 2871 2880 2818 2842 2794 2796 
EASY 2852 2852 2852 2852 2915 2891 2852 2888 2852 2853 
2843 2843 2844 2845 2930 2976 2861 2903 2843 2845 
2823 2823 2823 2823 2823 2834 2823 2833 2823 2823 
--------------------------
--------------------------
--------------
Solution Method Key: 
GAHO: 
GAHlO: 
GAPO: 
GAPlO: 
RSAO: 
RSAlO: 
PSAO: 
PSAlO: 
PDO: 
PD10: 
Genetic algorithm in Heuristic space with delta=O 
Genetic algorithm in Heuristic space with delta=lO 
Genetic algorithm in Problem space with delta=O 
Genetic algorithm in Problem space with delta=lO 
Random sampling with delta=O 
Random sampling with delta=lO 
Problem space sampling with delta=O 
Problem space sampling with delta=lO 
Probability dispatching with delta=O 
Probability dispatching with delta=lO 
TABLE 7. Comparison of Heuristic Results (Makespan) on 
Randomly Generated Test Problems after 5000 
Calls {Continued) 
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Problem THO THlO TPO TPlO SAHO SAHlO SAPO SAPlO PSHO PSHlO 
---------
-------------------------------------------------------------1529 1523 1575 1574 1537 1510 1556 1556 1524 1501 
10X20 1605 1605 1584 1607 1607 1605 1592 1607 1610 1593 
HARD 1573 1578 1588 1585 1614 1587 1610 1590 1582 1559 
1689 1690 1621 1628 1651 1667 1609 1611 1633 1627 
1605 1618 1621 1625 1599 1607 1652 1590 1591 1562 
-------- ----------------------------------------------------------1880 1876 1940 1934 1898 1866 1927 1876 1896 1914 
15X20 1773 1738 1844 1855 1804 1768 1819 1835 1809 1792 
HARD 1998 2009 2027 2033 2004 2019 2000 2020 2024 1971 
1921 1935 1963 1896 1892 1914 1985 1899 1863 1904 
1929 1962 1989 2005 1935 1928 1979 1999 1962 1928 -• 
--------
---------------------------------------------------------3328 3320 3455 3441 3326 3309 3436 3413 3255 3239 l 
10X50 3476 3500 3508 3539 3441 3483 3517 3488 3445 3391 
HARD 3231 3274 3400 3442 3284 3253 3335 3400 3268 3316 
3212 3215 3327 3310 3214 3227 3289 3297 3174 3218 
3207 3180 3362 3337 3217 3188 3269 3279 3141 3236 
--------
------------------------------.---------------------------2924 2924 2924 2924 2924 2924 2924 2924 2924 2924 
10X50 2794 2794 2794 2805 2794 2794 2794 2794 2794 2794 
EASY 2862 2852 2852 2853 2852 2852 2852 2852 2852 2852 
2843 2843 2858 2876 2843 2843 2855 2858 2843 2848 
2823 2823 2823 2827 2823 2823 2823 2828 2823 2824 
------------------------------------------------------------------
Solution Method Key: 
THO: 
THlO: 
TPO: 
TPlO: 
SAHO: 
SAHlO: 
SAPO: 
SAPlO: 
PSHO: 
PSHlO: 
Tabu search in heuristic space with delta=O 
Tahu search in heuristic space with delta=lO 
Tahu search in problem space with delta=O 
Tahu search in problem space with delta=lO 
Simulated annealing in heuristic space with delta=O 
Simulated annealing in heuristic space with delta=lO 
Simulated annealing in problem space with delta=O 
Simulated annealing in problem space with delta=lO 
Pseudo steepest descent in Problem space with delta=O 
Pseudo steepest descent in Problem space with delta=lO 
TABLE 8. Comparison of Heuristic Results (Makespan) on 
Randomly Generated Test Problems after 25000 Calls 
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Problem GAHO GAHlO GAPO GAPlO RSAO RSAlO PSAO PSAlO PDO PD10 
--------
-... --------------------------------------------------------1574 1560 1501 1470 1649 1631 1539 1513 1571 1553 
10X20 1623 1623 1579 1540 1659 1675 1609 1622 1602 1651 
HARD 1559 1584 1519 1536 1639 1634 1598 1607 1615 1597 
1609 1620 1592 154-8 1675 1662 1662 1650 1668 1661 
1599 1617 1580 1506 1691 1666 1602 1600 1663 1646 
--------
---------------------------------------------------------
1887 1909 1856 1845 1985 2010 1923 1923 1955 1931 
15X20 1773 1807 1760 1762 1901 1916 1776 1771 1826 1813 
HARD 1977 1995 1925 1940 2096 2114 2016 2005 2055 2005 
1902 1907 1844 1811 2019 2020 1934 1919 1967 1952 
1936 1945 1930 1892 2046 2057 1987 1978 2029 2015 
--------
---------------------------------------------------------3386 3327 3197 3208 3594 3660 3364 3393 3525 3543 
10X50 3436 3442 3289 3344 3702 3677 3499 353·1 3603 3618 
HARD 3273 3261 3170 3157 3628 3631 3344 3354 3468 3458 
3236 3199 3092 3106 3530 3555 3268 3275 3393 3390 
3205 3224 3097 3102 3462 3499 3208 3224 3378 3397 
--------
---------------------------------------------------------
2924 2?24 2924 2924 2957 2931 2924 2947 2924 2924 
10X50 2794 2794 2794 2794 2812 2839 2794 2808 2794 2794 
EASY 2852 2852 2852 2852 2886 2877 2852 2868 2852 2852 
2843 2843 2843 2843 2910 2944 2843 2866 2843 2843 
2823 2823 2823 2823 2823 2834 2823 2832 2823 2823 
------------------------------------------------------------------
Solution Method Key: 
GAHO: 
GAHlO: 
GAPO: 
GAPlO: 
RSAO: 
RSAlO: 
PSAO: 
PSAlO: 
PDO: 
PDlO: 
Genetic algorithm in Heuristic space with delta=O 
Genetic algorithm in Heuristic space with delta=lO 
Genetic algorithm in Problem space with delta=O 
Genetic algorithm in Problem space with delta=lO 
Random sampling with delta=O 
Random sampling with delta=lO 
Problem space sampling with delta=O 
Problem space sampling with delta=lO 
Probability dispatching with delta=O 
Probability dispatching with delta=lO 
TABLE 8. Comparison of H~uristic Results (Makespan) on 
Randomly Generated Test Problems after 25000 
Calls (Continued) 
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Problem THO THlO TPO TPlO SAHO SAHlO SAPO SAPlO PSHO PSHlO 
... 
___ ._, ____ ------- ... -------------------------------------------------
lOXlO 
5X20 
4.8 
6.1 
7.0 
2.8 
5.3 
1.0 
4.2 
0.0 
5.0 
7.3 
4.5 
3.5 
5.3 
2.1 
1.8 3.1 2.3 
1.8 0.8 0.9 
-------- ---------------------------------------------------------
10X20 
HARD 
7.8 
4.2 
6.1 
13.0 
6.6 
4.1 
4.2 
5.9 
9.6 
11.3 
9.3 
6.7 
6.1 
6.9 
8.0 
8.5 
4.7 
5.2 
5.8 
8.5 
7.1 
4.4 
6.3 
6.7 
6.2 
4.4 
4.7 
5.7 
9.5 
9.5 
10.3 
3.4 
6.5 
3.9 
11.2 
5.9 
5.3 
7.9 
4.1 
7.4 
4.6 3.1 
4.5 3.8 
5.6 6.0 
6.5 5.1 
7.2 6.4 
-------- ---------------------------------------------------------
15X20 
HARD 
3.7 
2.0 
4.8 
6.2 
4.8 
1.7 
1.3 
4.5 
6.8 
3.8 
6.4 
6.1 
6.2 
10.3 
6.3 
6.7 
6.7 
5.6 
9.0 
6.2 
3.2 
3.8 
5.7 
7.6 
5.8 
1.6 
1.7 
4, • .g , 
~.9 
3.5 
6.7 
6.7 
3.9 
11.4 
4.7 
5.1 
7.4 
6.1 
6.1 
7.8 
3. 3 
4.8 
5.1 
6.5 
4.9 
3.8 
3. 1 
3.6 
5.2 
6.2 
-------- ---------------------------------------------------------
10X50 
HARD 
4.1 
5.7 
2.3 
3.9 
3.6 
3.8 
6.4 
3.7 
4.0 
3.5 
8.1 
8.6 
7.7 
8.1 
8.6 
7.6 
7.6 
9.1 
7.1 
7.7 
4.1 
6.0 
4.5 
5.3 
4.6 
6.6 
6.8 
4.5 
4.4 
4.3 
8.4 
9.5 
7.8 
6.4 
6.1 
6.8 1.8 3.4 
8.8 6.2 5.9 
9.6 4.8 6.0 
7.9 3.6 5.4 
6.3 2.1 4.6 
-------- ---------------------------------------------------------
10X50 
EASY 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.7 
0.0 
0.5 
0.0 
0.4 
1.1 
0.2 
1.9 
0.1 
0.0 
0.0 
0.0 
o.o 
0.0 
o.o 
0.0 
0.0 
o.o 
0.0 
0.0 
0.0 
0.0 
4.2 
0.0 
0.0 o.o 0.0 
0.0 0.0 0.2 
0.0 0.0 0.0 
2.0 0.0 1.1 
0.2 0.0 0.3 
-------- ----------------------------------------------------------AVE 4.1 3.8 5.5 5.2 4.2 3.9 5.4 4.9 3.4 3.5 
-------------------------------------------------------------------Solution Method Key: 
THO: Tabu search in heuristic space with delta=O 
THlO: Tabu search in heuristic space with delta=lO 
TPO: Tahu search in problem space with delta=O 
TPlO: Tabu search in problem space with delta=lO 
SAHO: Simulated annealing in heuristic space with delta=O 
SAHlO: Simulated annealing in heuristic space with delta=lO 
SAPO: Simulated annealing in problem space with delta=O 
SAPlO: Simulated annealing in problem space with delta=lO 
. PSHO: Pseudo steepest descent in Problem space with delta=O 
PSHlO: Pseudo steepest descent in Problem space with del t 1a=lO 
TABLE 9. Comparison of Heuristic Results (Makespan) on Test 
Problems after 5000 Calls: Percent from Best Solution 
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Problem GARO GAHlO GAPO GAPlO RSAO RSAlO PSAO PSAlO PDQ PD10 
-------- --------
-----------------
-----------------
---------------
lOXlO 
5X20 
5.8 
6.1 
6.9 
4.9 
0.6 
0.6 
0.6 
0.8 
7.2 
5.5 
3.2 
7.2 
2.8 
1.7 
4.7 3.1 4.5 
1.3 1.4 3.9 
-------- ----------------
----------------
----------------
---------
7.4 6.1 3.5 2.1 12.2 11.5 5.5 2.9 7.2 5.6 
10X20 6.5 6.3 2.5 2.1 7.7 9.1 5.9 ' 5.6 8.2 7.7 
HARD 3.9 5.5 2.9 2.0 9.2 11.3 5.2 6.9 6.7 8.0 
4.3 5.8 3.4 1.2 8.8 7.4 7.9 8.1 10.6 7.3 
9.0 7.6 4.9 0.7 13.5 14.6 8.5 8.8 11.3 9.3 
--------
__ ._, ________
___________
___________
___________
___________
__ 
3.1 3.5 4.0 2.6 7.6 10.9 5.2 6.3 7.5 5.7 
15X20 3.2 4.0 3.3 3.1 9.4 10.2 3.3 4.0 7.0 7.0 
HARD 4.3 5.0 1.4 2.7 10.5 11.3 6.2 5.0 6.8 7.4 
7.2 5.4 4.3 3. 3 11.8 12.5 8.1 7.5 9.4 7.8 
3.0 2.9 2.7 1.8 10.4 9.5 5.4 4.5 7.7 7.8 
-------- -----------------
-----------------
-----------------
------
5.9 4.3 2.7 2.9 14.6 14.5 5.9 6.3 13.2 10. 8 
10X50 4.8 5.7 2.0 3.2 13.4 15.0 7.4 7.7 10.4 11. 2 
HARD 4.4 3.3 1.7 1.4 15.6 15.2 5.9 6.7 10.6 10. 2 
5.4 4.6 3.8 4.7 14.5 15.2 5.9 5.9 10.6 11. 6 
4.8 4.3 2.6 2.6 14.5 13.0 4.5 4.9 11.3 11.8 
--------
___________
___________
___________
___________
_________ _.. _
__ 
0.0 0.0 o.o 0.0 1.1 1.7 0.8 o.o 0.1 0.0 
10X50 0.0 0.0 o.o 0.3 2.8 3.1 0.9 1.7 0.0 0.1 
EASY 0.0 0.0 0.0 0.0 2.2 1.3 0.0 1.2 0.0 0.0 
0.0 0.0 0.0 0.1 3.1 4.7 0.6 2.1 0.0 0.1 
o.o 0.0 0.0 0.0 o.o 0.4 0.0 0.4 0.0 0.0 
--------
-----------------
-----------------
-----------------
------
AVE 4.1 3.9 2.1 1.7 8.9 9.2 4.5 4.7 6.5 6.3 
-----------------
-----------------
-----------------
-----------------
Solution Method Key: 
GAHO: 
GAHlO: 
GAPO: 
GAPlO: 
RSAO: 
RSAlO: 
PSAO: 
PSAlO: 
PDO: 
PD10: 
Genetic algorithm in Heuristic space with delta=O 
Genetic algorithm in Heuristic space with delta=lO 
Genetic algorithm in Problem space with delta=O 
Genetic algorithm in Problem space with delta=lO 
Random sampling with delta=O 
Random sampling with delta=lO 
Problem space sampling with delta=O 
Problem space sampling with delta=lO 
Probability dispatching with delta=O 
Probability dispatching with delta=lO 
TABLE 9. Comparison of Heuristic Results ·cMakespan) on Test 
Problems after 5000 Calls: Percent from Best 
Solution {Continued) 
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Problem THO THlO TPO TPlO SAHO SAHlO SAPO SAPlO PSHO PSHlO 
----.----- -------------------------
-------------------------
--------
lOXlO 
5X20 
4.8 
6.1 
7.0 
2.8 
1.5 
0.6 
0.0 
0.0 
5.0 
6.6 
4.5 1.5 
2.8 0.4 
1.2 3.1 2.3 
1.8 0.8 0.7 
--------
-----------------------
-----------------------
------------
4.0 3.6 7.1 7.1 4.6 2.7 5.9 5.9 3.7 2.1 
10X20 4.2 4.2 2.9 4.4 4.4 4.2 3.4 4.4 4.5 3.4 
HARD 3.6 3.9 4.5 4.3 6.3 4.5 6.0 4.7 4.1 2.6 
9.1 9.2 4.7 5.2 6.7 7.7 3.9 4.1 5.5 5.1 
6.6 7.4 7.6 7.9 6.2 6.7 9.7 5.6 5.6 3.7 
-------- -----------------------
-----------------------
-----------
1.9 1.7 5.1 4.8 2.9 1.1 4.4 1.7 2.8 3.7 
15X20 2.0 0.0 6.1 6.7 3.8 1.7 4.7 5.6 4.1 3.1 
HARD 3.8 4.4 5.3 5.6 4.1 4.9 3.9 4.9 5.1 2.4 .,. 
6.1 6.8 8.4 4.7 4.5 5.7 9.6 4.9 2.9 5.1 
2.0 3.7 5.1 6.0 2. 3 1.9 4.6 5.7 3.7 1.9 
--------
----------------------
----------------------
-------------
4.1 3.8 8.1 7.6 4.0 3.5 7.5 6.8 1.8 1.3 
10X50 5.7 6.4 6.7 7.6 4.6 5.9 6.9 6.1 4.7 3.1 
HARD 2.3 3.7 7.7 9.0 4.0 3.0 5.6 7.7 3.5 5.0 
3.9 4.0 7.6 7.1 3.9 4.4 6.4 6.6 2.7 4.1 
3.6 2.7 8.6 7.7 3.9 2.9 5.6 5.9 1.4 4.5 
--------
-------------------------
-------------------------
-------
0.0 o.o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
10X50 0.0 0.0 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.0 
EASY 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.5 1.2 o.o 0.0 0.4 0.5 0.0 0.2 
0.0 o.o 0.0 0.1 o.o 0.0 0.0 0.2 0.0 0.0 
--------
----------------------
----------------------
-------------
AVE 3.4 3.4 4.5 4.4 3.5 3.1 4.1 3.8 2.7 2.5 
-------------------------
-------------------------
----------------
Solution Method Key: 
THO: 
THlO: 
TPO: 
TPlO: 
SAHO: 
SAHlO: 
SAPO: 
SAPlO: 
PSHO: 
PSHlO: 
Tabu search in heuristic space with delta=O 
Tabu search in heuristic space with delta=lO 
Tabu search in problem space with delta=O 
Tabu search in problem space with delta=lO 
Simulated annealing in heuristic space with delta=O 
Simulated annealing in heuristic space with delta=lO 
Simulated annealing in problem space wi'hn··--del ta=O 
Simulated annealing in problem space with delta=lO 
Pseudo steepest descent in Problem space with delta=O 
Pseudo steepest descent in Problem space with delta=lO 
TABLE 10. Comparison of Heuristic Results (Makespan) on Test 
Problems after 25000 Calls: Percent from Best Solution 
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Problem GAHO GAHlO GAPO GAPlO RSAO RSAlO PSAO PSAlO PDQ PD10 
-------- ---------------------------------------------------------
lOXlO 
5X20 
4.6 
6.1 
6.0 
3.5 
0.6 
0.6 
0.6 
0.6 
5.2 
5.5 
3.2 
5.9 
2.8 
1.7 
4.7 3.1 
1.3 1.4 
3.6 
2.4 
-------- ---------------------------------------------------------
10X20 
HARD 
7.1 
5.4 
2.6 
3.9 
6.2 
6.1 
5.4 
4.3 
4.7 
7.4 
2.1 
2.5 
0.0 
2.8 
4.9 
0.0 12.2 
0.0 7.7 
1.1 7.9 
0.0 8.2 
0.0 12.3 
11.0 
8.8 
7.6 
7.4 
10.6 
4.7 
4.5 
5.2 
7.4 
6.4 
2.9 6.9 
5.3 4.0 
5.8 6.3 
6.6 7.8 
6.2 10.4 
5.6 
7.2 
5.1 
7.3 
9.3 
-------- ---------------------------------------------------------
15X20 
HARD 
2.3 
2.0 
2.7 
5.0 
2.3 
3.5 
4.0 
3.6 
5.3 
2.8 
0.6 
1.3 
0.0 
1.8 
2.0 
0.0 7.6 
1.4 9.4 
0.8 8.9 
0.0 11.5 
0.0 8.1 
8.9 
10.3 
9.8 
11.5 
8.7 
4.2 
2.2 
4 • "7 
6.8 
5.0 
4.2 
1.9 
4.2 
6.0 
4.5 
6.0 
5.1 
6.8 
8.6 
7.2 
4.7 
4.3 
4.2 
7.8 
6.5 
-------- ---------------------------------------------------------
10X50 
HARD 
5.9 
4.5 
3.7 
4.7 
3.5 
4.1 
4.7 
3. 3 
3.5 
4.1 
0.0 
0.0 
0.4 
0.0 
0.0 
0.3 12.4 
1.7 12.6 
0.0 14.9 
0.5 14.2 
0.2 11.8 
14.5 
11.8 
15.0 
15.0 
13.0 
5.2 
6.4 
5.9 
5.7 
3.6 
6.1 10.3 
7.4 9.5 
6.2 9.9 
5.9 9.7 
4.1 9.1 
10.8 
10.0 
9.5 
9.6 
9.7 
-------- ---------------------------------------------------------
10X50 
EASY 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
1.1 
0.6 
1.2 
2.4 
o.o 
0.2 
1.6 
0.8 
3.6 
0.4 
0.0 
0.0 
0.0 
0.0 
0.0 
0.8 
0.5 
0.5 
0.8 
0.3 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
-------- ---------------------------------------------------------
AVE 3.3 3.5 0.9 0.3 8.0 8.2 3.7 3.9 5.5 5.3 
-------------------------------------------------------------------Solution Method Key: 
GAHO: 
GAHlO: 
GAPO: 
GAPlO: 
RSAO: 
RSAlO: 
PSAO: 
PSAlO: 
PDO: 
PD10: 
Genetic algorithm in Heuristic space with delta=O 
Genetic algorithm in Heuristic space with delta=lO 
Genetic algorithm in Problem space with delta=O 
Genetic algorithm in Problem space with delta=lO 
Random sampling with delta=O 
Random sampling with delta=lO 
Problem space sampling with delta=o· 
Problem space sampling with delta=lO 
Probability dispatching with delta=O 
Probability dispatching with delta=lO 
\ .. 
- -~ ... 
TABLE 10. Comparison of Heuristic Results (Makespan) on Test 
Problems after 25000 Calls: Percent from Best 
Solution (Continued) 
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lOXlO 5X20 
Method 
Problem Size and Type 
10X20 
HARD 
15X20 
HARD 
10X50 
HARD 
10X50 
EASY 
------
-----------------------------------------------------TH 470 634 1089 1640 3813 3934 
TP 789 1020 1716 2420 5790 5174 SAH 574 984 1377 2105 4784 4768 SAP 626 783 1340 2010 4793 4438 GAH 660 835 1446 2144 4780 4936 
GAP 691 867 1699 2344 5276 5093 
RSA 698 1066 1640 2397 5270 5100 
PSA 412 960 1610 2415 5544 5068 
PD 901 1266 2136 3011 8630 7930 
PSH 415 968 1650 2402 6100 5150 
------------------------------------------------------------
Solution Method Key: 
TH: Tahu search in heuristic space 
TP: Tabu search in problem space 
SAH: Simulated annealing in heuristic space 
SAP: Simulated annealing in problem space 
GAH: Genetic algorithms in heuristic space 
GAP: Genetic algorithms in problem space 
RSA: Random Sampling 
PSA: Problem space sampling 
PD: Probabilistic dispatching 
PSH: Pseudo steepest descent in problem space 
TABLE 11. Av~rage Run Times in CPU seconds (50000 Calls) 
for the Different Algorithms 
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base heuristic for selected algorithms 
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CHAPTER VIII. SUMMARY 
This thesis presents novel search spaces and local 
search algorithms for the job shop scheduling problem. 
The key to the proposed method is the heuristic and 
problem solution encoding. Such an encoding enables the 
incorporation of problem specific information into the 
definition of the search space through the use of known 
heuristics. The result is to cluster good solutions close 
together thus making it easier to perform local search. 
Such an encoding also allows the direct application of 
probabilistic search methods like simulated annealing, 
tabu search, and genetic algorithms. 
The quality of solutions produced by the proposed 
heuristics was demonstrated on test problems with a 
makespan objective. These results are very encouraging 
when compared to sampling techniques, probabilistic 
dispatching, and the shifting bottleneck procedure. 
Furthermore, the proposed method shows some clear 
~ 
benefits. First, the proposed method is objective 
independent. That is, it can be applied to scheduling 
problems with any regular or non-regular objective 
function. Second, due to the novel search space 
definitions, sophisticated probabilistic search procedures 
such as simulated annealing, tabu search, and genetic 
78 
algorithms can be directly superimposed. Finally, because 
run times seem to increase linearly with the number of 
jobs, the proposed method is able to handle large problems 
(500 or more operations) efficiently. 
79 
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