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ABSTRACT Hybrid analog/digital schemes for precoding/combining have proved to be a low-complexity
and/or low-power strategy to obtain reasonable beamforming gains in multiuser millimeter-wave (mmWave)
multiple-input multiple-output (MIMO) systems. Hybrid precoding/combining performs jointly baseband
processing and analog processing in the radio frequency (RF) domain. In these systems, the number of RF
chains limits the maximum number of streams simultaneously handled by the transceivers. In the uplink of
a multiuser mmWave MIMO system, the hardware reduction based on hybrid transceivers is limited by the
number of data streams that must be simultaneously served by the centralized node. Most works approach
hybrid transceiver design by considering more RF chains than data streams, an unrealistic assumption when
the number of nodes is large. On the other hand, statistically independent information is conventionally
assumed in multiuser mmWave systems. This assumption does not hold in scenarios like wireless sensor
networks (WSNs), where the sources produce correlated information. In this paper, by enabling inter-user
correlation exploitation, we propose a grouping approach to handle a high number of individual sources
with a limited number of RF chains through distributed quantizer linear coding (DQLC) mappings. The
allocation of the users per group and the hybrid design of the combiner at the common central node to
serve the grouped users is also analyzed. We also propose a hybrid minimum mean square error (MMSE)
combining design in order to exploit the spatial correlation between the sources in a conventional uncoded
mmWave uplink. Simulation results show the performance advantages of the proposed approaches in various
hardware-constrained system settings.
INDEX TERMS Millimeter-wave communications, multiuser channels, joint source-channel coding, hybrid
combining, source correlation.
I. INTRODUCTION
Millimeter-wave (mmWave) MIMO systems are being con-
sidered for future wireless communications systems [1], [2].
The unfavorable free-space omnidirectional path loss in
mmWave band due to the small wavelengths can be compen-
sated with large gains obtained with antenna arrays having a
huge number of elements, i.e., with massiveMIMO technolo-
gies [3]. A major issue in massive MIMO is that dedicating
one RF chain per antenna leads to inefficient and unaffordable
The associate editor coordinating the review of this manuscript and
approving it for publication was Yiming Huo .
solutions in terms of RF cost and power consumption [1], [4].
This problem is commonly handled by decoupling the fully
digital precoder/combiner into a baseband part and an analog
processing RF part utilized specifically to change the antenna
signals phase via variable phase shifters [5]. This strategy is
extensively considered in the state-of-the-art under the name
of hybrid analog-digital architecture for mmWave and allows
to significantly reduce the number of RF chains [4], [6]–[10].
According to their connectivity level, hybrid mmWave
MIMO architectures can be distinguished in two
classes [11]: fully-connected structure (FCS) [12]–[14]
where each antenna is connected to each deployed RF chain,
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and partially-connected structure (PCS) [15]–[18] which
consists on connecting each RF chain only to some antenna
groups in order to reduce even more the power consump-
tion to the detriment of the beamforming gain. However,
precoding/combining strategies for both schemes assume
at least the same number of RF chains as individual data
streams simultaneously handled, i.e., NRF ≥ Ks. Specifically,
FCS leads to the same performance as that of totally digital
beamforming under the condition NRF ≥ 2Ks [19], where
NRF is the number of RF chains of the transceiver and Ks is
the number of data streams to be handled.
Multiuser hybrid precoding/combining has been investi-
gated in [12], [13], [20], [21]. Although these approaches
were developed for the downlink, they can be implemented in
the uplink by invoking the mean square error (MSE) duality
to transform the combiners in the downlink into the precoders
in the uplink [22]. In [12], an iterative projected gradient
(PG) algorithm has been developed to approach the hybrid
precoding for multiuser wideband channels. In [21], a first
step is designed to maximize the desired signal power of
each user by using the analog precoder, while the inter-
user interference is then cancelled in a second step fol-
lowing a zero-forcing (ZF) strategy to design the baseband
precoder. The algorithms proposed in [13] and [20] have
been developed formulti-stream transmissions in narrowband
and wideband scenarios, respectively. These algorithms are
based on a greedy approach where the user data streams are
allocated iteratively to the available RF chains by evaluating
the impact of allocating the new stream on the overall system
performance according to a specific metric (e.g., sum-rate).
In these algorithms, the first step is developed to maximize
the desired signal power per user and partially cancel the
inter-user interference. Then, the residual interference is can-
celled in a second step by adopting a ZF strategy for the
baseband precoder. Nevertheless, the hybrid factorization in
these works is performed under the assumption Ks = N rRF.
Nowadays, applications like WSNs or the Internet of
Things (IoT) demand the capability of serving simultane-
ously a huge amount of nodes. Considering that the number
of RF chains must usually be at least equal to the num-
ber of transmitted streams, this situation would lead to the
need of a tremendous amount of RF chains at the common
receive node, N rRF. These requirements become even more
severe when working with critical data which need to be
sent with a minimum latency. For this reason, in this work,
we explore a new strategy for the design of practical mmWave
massive MIMO systems which are able to deal with these
requirements in terms of hardware complexity and delay.
Specifically, we propose a novel approach which enables
the transmission of a number of streams significantly larger
than the number of RF chains available at the receiver with
minimum delay. This approach is based on the idea of using
some appropriate non-orthogonal multiple access (NOMA)
technique to ensure that the streams corresponding to sev-
eral users are effectively superimposed during the transmis-
sion so that the information can then be decoded with an
acceptable level of distortion by means of a single RF chain at
reception.
Since we are mainly interested in applications having
minimum latency, an appealing candidate for the encoding
operation is the use of DQLC [23], [24]. This mapping func-
tion was proposed for the distributed encoding of Gaussian
symbols in a multiple access channel (MAC) scenario where
all the users transmit their encoded symbols simultaneously.
Another suitable properties of this mapping function are that
the encoding and decoding of the user information can be
performed with negligible delay and low computational cost,
as well as it is able to exploit the source correlation between
different users (spatial correlation). The latter feature is also
important since there exists a large number of scenarios where
this premise occurs. Therefore, the proposed DQLC-based
scheme provides a suitable solution to reduce the number
of required RF chains (N rRF) in the context of mmWave
massive MIMO applications with a large number of potential
transmitters and delay constraints.
The design of the DQLC-based scheme poses interesting
challenges in the different parts of the communication link.
First, it is required to define some coherent strategy to gather
the users to be served by the same RF chain at reception.
In addition, digital combiners should be designed to cancel
inter-group interferences since the DQLC decoding is quite
sensitive to this type of interferences. Finally, we focus on
the common base station (BS) combiner design and derive
a hybrid solution to exploit the intra-group correlation via
a MMSE combiner instead of the conventional ZF strategy
applied in [13], [20], [21].
A. CONTRIBUTIONS
In this paper, we propose a low-complexity system which
enables the correlation exploitation and allows the reduction
of the number of RF chains for multiuser mmWave massive
MIMO communications by considering a FCS-based hybrid
combiner at the common BS. For completeness, we also
address the design of practical solutions to exploit the source
correlation in a less restrictive scenario where the number of
RF chains is allowed to be equal to the number of available
streams to be transmitted. In such a scenario, a MMSE-based
hybrid design of the combiner inspired by [13] and [21] is
proposed to exploit the inter-user correlation for the uplink
of conventional ungrouped mmWave MIMO systems.
The main contributions of this work are summarized as
follows:
• Proposing a hybrid MMSE combiner to exploit the spa-
tial correlation in the uplink of ungrouped correlated
sources in mmWave.
• Proposing a user grouping approach to reduce hard-
ware complexity through the use of DQLC mapping to
superimpose user symbols in hybrid multiuser mmWave
MIMO systems.
• Proposing a scheduling algorithm to define the grouped
served users and allocate the users per group.
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FIGURE 1. Block diagram of the multiuser mmWave MIMO system with G groups that contain gi users each.
• Proposing a novel approach to face the hybrid combiner
design for user grouping in mmWave MIMO systems.
B. ORGANIZATION
The rest of the paper is structured as follows. The system
model is detailed in Section II. The grouping and the alloca-
tion algorithms, as well as the scheduling policy to serve the
users, are analyzed in Section III. A novel hybrid combining
approach to serve the grouped users is proposed in Section IV.
Precoding and combining design for conventional systems
with ungrouped correlated sources are discussed in SectionV.
The computational complexity of the proposed algorithms is
analyzed in Section VI. Simulation results are presented in
Section VII, and Section VIII is devoted to the conclusions.
C. NOTATION
The following notation is employed in this paper: a is a
scalar, a is a vector, and A is a matrix. [A]i,j is the entry
on the i-th row and the j-th column of A, whereas [A]i,:
represents the i-th row of A. Transpose, conjugate transpose,
and pseudoinverse of A are represented by AT , A∗, and A†,
respectively, whereas ‖A‖F denotes the Frobenius norm ofA.
span (·) represents the subspace spanned by the columns of
the input matrix. blkdiag (·) is the operator that constructs
a block diagonal matrix from input matrices. Calligraphic
letters are employed to denote sets and sequences, |A| repre-
sents the cardinality of A and A \ b represents the exclusion
of the element b from A. Finally, b·e stands for the rounding
operation and expectation is denoted by E[·].
II. SYSTEM MODEL
Figure 1 shows the uplink of a multiuser mmWave sys-
tem where K users send data to a common BS. The set
K = {1, . . . ,K } contains the subset of active users, Ks,
and the subset of idle users, KI, such that K = Ks ∪ KI.
We assume that these users are divided intoG groups by using
an appropriate scheduling algorithm and according to a given
performance criterion. Accordingly, Gi, ∀ i = 1, . . . ,G,
represents the i-th group of users. As observed in Figure 1,
Gs ≤ G groups are simultaneously served, i.e., Ks =
∪
Gs
i=1Gi. We assume that GI = G − Gs groups of users are
idle, leading to KI = ∪GIi=1Gi. We denote the number of
active and inactive users by Ks = |Ks| and KI = |KI|,
respectively. Finally, the vector which contains the number
of users per group is denoted by g = [g1, . . . , gGs , . . . , gG],
where gi = |Gi| is the number of users allocated in the
i-th group. Note that the following equality always holds∑Gs
i=1 gi = Ks.
We assume that each user sends a single stream of discrete-
time continuous-amplitude symbols to a common receiver
with Nr antennas. We also assume that each user is equipped
with Nt transmit antennas. The source symbols of the K users
are represented by the vector s = [s1, s2, . . . , sK ]T which
is assumed to follow a zero-mean spatially correlated mul-
tivariate complex-valued Gaussian distribution with covari-
ance matrix Cs = E[ss∗], such that [Cs]k,k = 1, ∀ k ,
and [Cs]i,j = ρi,j, 0 ≤ ρi,j ≤ 1, ∀ i, j with
i 6= j.
At each channel use, each active user sends one complex-
valued encoded symbol as fi,j(si,j), ∀ i = 1, . . . ,Gs, ∀ j =
1, . . . , gi, where fi,j(·) represents the mapping function that
encodes si,j, the source symbol of the j-th user in the i-
th group. Note that sub-index i is employed to index the
considered group, whereas sub-index j identifies the j-th user
accommodated in the i-th group, i.e., this pair of indices
actually represents the user Gi(j).
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Therefore, the vector corresponding to all encoded served
user symbols per channel use is represented by
f(s) =
[
f1,1(s1,1), . . . , f1,g1 (s1,g1 ), . . . , fGs,gGs (sGs,gGs )
]T
,











After encoding the source information, the resulting
encoded symbols are precoded prior to be transmitted over the
channel. Hybrid precoding is considered at the users due to
the hardware constraints. The hybrid precoder of the j-th user
in the i-th group is denoted as pHi,j = PRFi,jpBBi,j, and it is
implemented by using N tRF = 2 transmit chains. We assume
this amount of RF chains per user, which is enough to lead
essentially to the performance obtained by the unconstrained
precoder implementation, sincewe focus on the single-stream
scenario (see [19, Appendix A]). The baseband precoder is
pBBi,j ∈ CN
t
RF×1 and the analog precoder is PRFi,j ∈ PRF
such that PRF ⊂ CNt×N
t
RF is the set of feasible RF precoder
matrices with unit modulus entries. An individual power con-
straint is imposed at each user, such that ‖PRFi,jpBBi,j‖
2
F ≤
Ti,j, ∀ i, j.
At the receiver, the Ks served data streams are collected by








where Hi,j ∈ CNr×Nt describes the mmWave channel
response of the j-th user in the i-th group, and the vector n =[
n1, n2, . . . , nNr
]T represents the complex-valued additive
white Gaussian noise (AWGN) such that n ∼ NC(0, σ 2n I).
The received signal in (1) can also be rewritten in a more
compact way as
y = HPHf(s)+ n, (2)
by considering the stacked channel matrix H =
[H1,1, . . . ,HGs,gGs ], whereas the matrix containing all the
hybrid precoders of the served users is described by PH =
blkdiag
(
pH1,1, . . . ,pHGs,gGs
)
. For convenience, we define
the equivalent channel response for the i-th group as
H̃i =
[
Hi,1pHi,1 , . . . ,Hi,gipHi,gi
]
, ∀ i = 1, . . . ,Gs, (3)




H̃1, . . . , H̃Gs
]
. (4)
Hence, (2) can alternatively be written as
y = H̃f(s)+ n. (5)
We assume that the receiver has N rRF ≤ K available
RF chains. Because of this hardware limitation, a hybrid
combiner WH = WRFWBB is implemented at the BS to
decouple the superimposed MAC signal before applying the
demapping functions to estimate the source symbols. The






where WBB ∈ CN
r
RF×Gs represents the baseband combiner
and WRF ∈ WRF denotes the RF combiner with constant
value entry constraints. WRF ⊂ C
Nr×N rRF represents the set
of feasible RF combiners with that property.
It is important to highlight that the hybrid combiner actu-
ally produces Gs channel symbols, which are then processed
by the demapping functions
q(z) = [q1(z1), . . . , qGs (zGs )]
T
to obtain an estimation of the served user symbols ŝ =
[ŝ1,1, . . . , ŝGs,gGs ]
T by employing just N rRF = Gs RF chains.
Thus, the demapping function qi(zi) : C→ Cgi will provide
an estimation for the source symbols transmitted by the gi
users at the i-th group as
ŝi = qi(zi) = [ŝi,1, . . . , ŝi,gi ]
T , ∀ i = 1, . . . ,Gs. (7)
Since we are considering complex-valued continuous-
amplitude source symbols, the information will recover with
a certain level of distortion. In this work, the observed distor-
tion is measured as the MSE between the source symbols and








|si,j − ŝi,j|2. (8)
An interesting discussion arises when considering sce-
narios where the number of total users is significantly
larger than the number of available RF chains at reception,
i.e., N rRF  K . In this situation, we can opt for two opposite
allocation policies. One is to exactly select the same num-
ber of active users as the number of available RF chains
(i.e., gi = 1, ∀ i and Gs = N rRF). In this case, the objective
will be to recover the source symbols with the minimum
possible distortion although this may imply the number of
inactive users to be very large. The other is to gather the
users into large groups in order to serve most of the users
simultaneously with the available RF chains. In this case,
we neglect the impact on the communication reliability.
An intermediate solution would be to find a trade-off between
the number of served users and the level of distortion obtained
after decoding the user symbols. In Section III, we will
address the problem of designing the different components
of the communication system and the scheduling algorithm
to obtain a suitable balance between these two performance
indices: the number of served users and signal distortion.
In addition, the first scenario is considered in Section V for
completeness.
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A. CHANNEL MODEL
We consider the following geometric channel model suitable















This narrowband block-fading channel model comprises Ncl
scattering clusters, constituted by Nray rays each [27] with
γ =
√
NtNr/NclNray. The parameter βn,m represents the com-
plex path gain of them-th ray in the n-th cluster. φt(θ t) are the
azimuth (elevation) angles of departure (AoD) at each trans-
mitter and φBS(θBS) represent the azimuth (elevation) angles
of arrival (AoA) at the BS. The transmit and receive array
response vectors are denoted by at(φt, θ t) and aBS(φBS, θBS).
We assume a uniform square planar array (USPA) at both
ends, hence, the array response vectors are defined as [28]





1, . . . , ej
2π
λ
d(p sin (φ) sin (θ )+q cos (θ )),



















N represents the antenna array size, λ is the
wavelength and d stands for the inter antenna spacing, which
is fixed to λ/2. The indices 0 ≤ p <
√
N and 0 ≤ q <
√
N are employed to determine the position of the antenna
elements in the array.
III. USER GROUPING IN mmWave HYBRID SYSTEMS
Existing works on hybrid analog/digital MIMO transceivers
have mainly focused on the case Ks ≤ N rRF < 2Ks. In order
to circumvent this constraint and reduce N rRF, we consider a
design strategy where K users are gathered into G groups
so that the users at each group use a DQLC mapping to
encode and superimpose their source symbols. Considering
this encoding strategy, the information corresponding to all
the users in the same group could be recovered from a single
RF chain at the receiver by designing the mapping functions
and the different filters in an appropriate way. Note that this
approach allows reducing N rRF down to the number of served
user groups Gs (Gs ≤ Ks). In addition, DQLC encoding
presents some additional advantages such as zero delay and
efficient exploitation of the spatial correlation at each user
group.
A. DISTRIBUTED QUANTIZER LINEAR CODING (DQLC)
DQLC is a joint source-channel coding (JSCC) technique
proposed for the non-orthogonal transmission of multivari-
ate Gaussian sources over the MAC [23]. This mapping
constitutes a specific case of vector quantizer linear coding
(VQLC) by imposing a zero-delay encoding constraint [29].
The conventional implementation of DQLC establishes that
gi − 1 users of the i-th group transmit a quantized version
of its symbol whereas the symbol of the remaining user
is just scaled by a power factor so that it can be placed
between two quantization steps of the encoded user symbols.

















2 , j < gi
αi,jsi,j, j = gi
, (11)
where αi,j represents a gain factor and 1i,j represents the
quantization step of the quantizer employed for the j-th user
in the i-th group. As mentioned, a specific DQLC mapping
is individually applied into the Gs ≤ G groups containing
the users served, and therefore the parameters αi,j and 1i,j
must conveniently be optimized for the gi users at each group.
A detailed description about the DQLC implementation and
parameter optimization can be found in [23], [24], [30].
In [30], in-depth treatment about this optimization is pro-
vided, where only one group of users is considered. In this
work, we consider several groups and therefore the poten-
tial inter-group interference has to be taken into account
in the parameter design. We follow an alternative approach
to [30] by considering the signal-to-interference-plus-noise
ratio (SINR)—affected by the inter-group interference due to
the hybrid implementation of the combiner at the BS—as the
metric to optimize the DQLC parameters. In the proposed









represents the equivalent channel response for the encoded
symbols after filtering, and ñ = W∗Hn is the equivalent
AWGN with the same statistics as the original noise. There-
fore, the SINR values can directly be computed from the
equivalent channel matrix R and from the noise variance.
From the above equation, we can decompose the input signal




[R]i,jfj(sj)+ ñi, ∀ i = 1, . . . ,Gs, (14)











where the auxiliary indices l(·) determine the first component
of the equivalent channel matrix corresponding to the group
given by the argument, and they can be computed in a simple
way as l(i) =
∑i−1
t=1 gt + 1. Note that the first term in (15)
corresponds to the desired signal for the i-th group, the second
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term represents the interference caused by the signal transmit-
ted by other groups, and the third term is the i-th component
of the equivalent noise after filtering.
At the receiver side, different methods have been adopted
in order to perform DQLC demapping. One is sequential
decoding where an estimation of the quantized symbols is
first computed, and the obtained symbols are then used to
estimate the scaled symbol (cf. [29, Section III]). Another
is the approximated MMSE estimation with sphere decoding
[24, Section III], which in general exhibits a better perfor-
mance for more than two users per group. Therefore, we will
use this latter decoding algorithm since it can be applied to
an arbitrary number of users per group (cf. [24] or [30] for
details).
B. USER GROUPING
As introduced in the previous sections, the key point to reduce
the hardware requirements in the considered mmWave-based
massive MIMO system is the grouping of users into disjoint
groups and the application of an optimized DQLC scheme
to encode the source symbols at each group. Therefore,
the design of an adequate allocation policy to define the
grouping configuration is essential to achieve a good trade-off
between the system performance (i.e., observed distortion)
and the number of served users. In this subsection, the pro-
posed user grouping allocation by considering the correlation
and the channel state information (CSI) is presented. The
scheduling policy involves both the grouping operation, that
determines the number of users per group, and the allocation
of the specific users that will be accommodated in each group.
The design of the proposed scheduling policy is clearly
influenced by some important issues related to the experi-
mental behaviour of DQLCmappings over wireless channels.
In particular, the following considerations should be taken
into account:
• From [30], [31] it is clear that the DQLC mapping is
able to improve the system performance by exploiting
spatial correlation. Hence, the scheduling approach will
be designed to guarantee the exploitation of the inter-
user correlation per group. Thus, it is always preferable
to allocate users with high levels of correlation in the
same group, if possible.
• Another interesting issue related to DQLC performance
can be observed from (15). As will be seen below,
the receive combiner should be designed to cancel the






when the inter-group interferences are perfectly can-
celled. According to the particular way of encoding the
source symbols with DQLC to deal with the superimpo-
sition caused by the non-orthogonal transmission over
the MAC, the distortion of the recovered symbols will
be lower when the components of the equivalent channel
matrix involved in the above equation point to the same
direction.
As observed in (16), each received symbol comprises
two different parts: the sum of all encoded symbols in
a group weighted by the equivalent channel responses,
and the noise component. As shown in [23], [30], the key
for an appropriate DQLC decoding is to ensure that the
sum of the encoded symbols corresponding to the next
users does not cause that the quantized symbol of the
considered user crosses to a different quantization inter-
val. Note that DQLC decoding could be interpreted as
particular form of successive interference cancellation,
where the sum of the symbols for the next users would
be the remaining interference, and the decoding would
only be possible if such interference did not move the
considered quantized symbol to a different interval. In
this way, the probability of a crossing event will be
lower when the channel coefficients point to the same
direction. For this reason, a reasonable scheduling strat-
egy would be to gather in the same group those users
whose channel subspaces intersect. Hence, it will be
possible to find a common precoding direction providing
reasonable equivalent channel gains for some of them.
In this sense, a particular metric is employed to provide
a joint measure of the degree of similarity among the
user channels and the joint gain of such channels.
• As shown in [24], [30], the performance of
DQLC-based systems degrades as the number of users
increases in the MAC. This fact inevitably leads to a
trade-off between the number of users per group and the
system performance. The impact of adding a new user to
a group can be determined from the approximation to the
sum-MSE for DQLC transmissions considering a single
group, which was derived in [30]. From the analysis
of this error expression and from the results obtained
in [30], it is possible to sense that the adding of a new
user approximately leads to a duplication of the error
(for high signal-to-noise ratio (SNR) values). Indeed,
the specific increase on the distortion with each new
user actually depends on the SNR value, but the relevant
fact is that, for a given SNR, this increase is similar
regardless of the number of users in the group. Thus,
the performance loss of adding a new user to a group
with 2 users is similar to adding it to a group with 6 users
irrespective of the considered SNR value. Moreover,
the gain with respect to an uncoded transmission of the
source symbols becomes negligible beyond a certain
number of users per group (about 7). Considering these
two arguments, it is important to prevent oversized
groups which can lead to a performance degradation.
In this sense, the maximum number of users per group
can explicitly be limited by introducing the parameter
gmax ≤ 7.
• We have experimentally observed that a balanced
configuration of the number of users per group
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provides better performance than unbalanced ones. This
behaviour can also be explained from the analysis of
the approximation for the sum-MSE expression in [30],
since the fact of increasing the group size necessarily
implies to increase the size of the quantization intervals
employed at the encoding operation, which significantly
penalizes the system performance (higher distortions).
Hence, considering the sum-MSE as the performance
metric and the assumption that each new user implies to
double the overall error, it is easy to see that the resulting
distortion will be lower when the individual contribu-
tions are balanced. To illustrate this point, let us consider
an example scenario where the distortion observed for
each user is 0.1 when using a DQLC schemewith 2 users
per group. In addition, we aim at serving 6 users with
2 groups. In this case, we could consider two grouping
options: a) 3 users per group or b) 2 users in a group and
4 users in the other. For the first possibility, the overall
error will be 6 × 0.2, whereas in the latter it would be
2 × 0.1 + 4 × 0.4. The same analysis could be done
under the more general assumption on the impact of
the number of users per group explained in the previous
point.
• Finally and related to the importance of preventing huge
distortions caused by the fact that a quantized symbol
is erroneously decoded (i.e., if it is detected as a point
on an erroneous interval), it is important to ensure that
the quantized symbols correspond to those users in the
group whose channel matrices have larger singular val-
ues [30].
Taking into account all previous issues, we have developed
a scheduling procedure which comprises two intertwined
parts: the grouping strategy and the allocation policy. The
grouping algorithm must determine the group configuration,
i.e., the number of groups and the number of users per group,
whereas the allocation algorithm is responsible of select-
ing which users are grouped into each group. The differ-
ent steps of these two proposed algorithms are described in
Algorithm 1 and Algorithm 2.
1) GROUPING ALGORITHM
As observed, Algorithm 1 determines the vector g, which
contains the number of users per group, given the set of all
available users, K, and the number of available RF chains
at reception, N rRF. Basically, the aim of the algorithm is to
find a balanced group configuration under the premise that
the number of groups, G, should be as close as the number
of available RF chains with G ≥ N rRF. This condition is
imposed to limit the number of users which cannot be served
simultaneously.
In the first iteration, the size of the first group is determined
considering the total number of users and the number of
available RF chains (step 4). Note that this size is limited
to gmax users. Next, g1 users will be allocated to the current
group by invoking the allocation algorithm (step 5). Note that
the actual number of users allocated to the group does not
Algorithm 1 Grouping
Input: K, N rRF, gmax
1: Initialize: i = 0, gi = 0 ∀ i, ` = N rRF, K = |K|
2: repeat
3: i← i+ 1






5: Gi←Algorithm 2 with ĝi and K
6: gi← |Gi|
7: K← K \ Gi
8: K ← K − gi
9: if gi 6= ĝi then
10: `← dK/gmaxe
11: else
12: `← `− 1
13: until K = 0
Output: g = [g1, . . . , gGs, . . . , gG], {Gi}Gi=1
necessarily have to be equal to the size determined a priori
for such a group. As we will see later, this situation occurs
because it was not possible to find users with enough correla-
tion or whose channels are sufficiently similar. After this step,
the sequence and the number of unallocated users are updated
(steps 7 and 8), and the counter ` for the number of available
groups is updated (steps 9 to 12). This counter is initially set
to N rRF and it is decreased by one at each iteration. However,
it may be necessary to occasionally increase it if the available
groups are not enough to gather all the remaining users due to
the constraint on the maximum group size. This sequence of
steps is repeated at each algorithm iteration until all the users
are allocated to any group.
2) ALLOCATION ALGORITHM
Algorithm 2 allocates the users to their corresponding groups.
As observed, this algorithm provides the sequence of users Gi
for the i-th group given the set of users which have not
been allocated yet, the source correlation matrix, the channel
responses, the desirable size for the group and a set of design
parameters.
As mentioned in the beginning of this section, two dif-
ferent factors decisively impact into the performance of the
DQLC-based systems: the level of correlation between the
source symbols corresponding to the users which are gathered
into the same group, and the similarity of their channel matri-
ces (i.e., the ability for aligning their channels). The impact of
a high correlation level is in general more positive than that of
the similarity, although it depends on the overall correlation
in the system. For example, the impact of the first factor is
obviously lacking for scenarios with uncorrelated sources.
In order to model this behaviour, we introduce the factors δρ
and δs which define the weight of the correlation criterion and
of the similarity one, respectively, in the proposed metric for
selecting users for a same group. In addition, a correlation
threshold γρ and a similarity threshold γs are introduced
to discard some users that, even when the constraint of the
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maximum users per group is fulfilled, could severely degrade
the system performance when including them in the group.
In general, the optimization of these design parameters
would lead to an exhaustive search in a four-dimension
parameter space or to highly non-convex optimization prob-
lems involving non-linearities and discontinuities due to the
DQLC mapping function. For this reason, we have consid-
ered a heuristic approach – based on the insight provided
by the issues related to the DQLC behaviour – to lower
the computational cost for the selection of the parameters.
Note also that the thresholds γρ and γs drive the general
behaviour of the scheduling procedure: either incorporating
as many users as possible by choosing low values for these
thresholds, or introducing a smaller number of users but
guaranteeing a high level of the received signal quality. Thus,
the tuning of these parameters is conducted depending on the
overall source correlation and the system requirements.
Algorithm 2 summarizes the steps of the proposed alloca-
tion strategy. As observed, this algorithm firstly includes the
user with the best channel by evaluating the largest singular
value of the user channels as follows
G(1) = k s.t. ‖HK(k)‖2 ≥ ‖HK(j)‖2, ∀ j 6= k. (17)
As observed, the sequence G will include the users which are
already allocated to the considered group at each iteration.
It is worth remarking that we introduce a change in the
notation for the allocation algorithm to highlight that the
group configuration is not definitively established. Therefore,
instead of using index i for the groups and j for the users in the
group, we will use K(k) and G(k) to refer to the k-th user in
the set of unallocated users and the k-th user already allocated
to the i-th group, respectively.
Then, the algorithm iteratively includes the next users by
considering the metric
mk = δρ ρ̃k + δsCsimk , (18)
where ρ̃k is the mean of the cross-correlation of the users
in G and the candidate user K(k), whereas the parameter
Csimk measures the convenience of including user K(k) in
G according to its channel response. As mentioned, this
parameter should represent the joint gain of such chan-
nels. Following this premise, we define the composite chan-
nel for the L users already in the sequence G as Hc =[
HTG(1),H
T




. Then, the composite channel








We now employ the auxiliary vector pi defined as the right
singular vector associated with the larger singular value of
the decomposition ofHc and, similarly, p′i forH
′
c to compute












Input: K, g, Cs, {Hk}Kk=1, γρ , γs, δρ , δs




3: K← K \ G(1)
4: Hc = Hk
5: [S, 6,D]← svd(Hc)
6: p1 = [D]:,1
7: for i = 2 : g do
8: for k = 1:|K| do







11: [S, 6,D]← svd(H′c)
12: p′ = [D]:,1








15: G̃(i) = arg max
k∈K
|δρ ρ̃k + δsCsimk |
16: if CsimG̃(i) > γs and ρ̃G̃(i) > γρ then
17: G(i) = G̃(i)







20: [S, 6,D]← svd(Hc)
21: pi = [D]:,1
22: else return
Output: G
Note that this metric prioritizes users with channels lying in
similar subspaces, and takes into account the channel norm to
avoid users with low SNRs.
After evaluating the metric in (18) for the set of all the
unallocated users, the algorithm selects those users with the
highest values for this metric as candidates for being included
into the considered group. Then, if the value for the mea-
sure obtained for Csimk and the average cross-correlation
ρ̃k exceed the given thresholds, that user will actually be
included in the sequence G.
3) REMARKS
As a result of applying the previous grouping and allocation
algorithms, we will obtain the sequences Gi, ∀ i = 1, . . . ,G
with the user indices per group, and the vector gwhich stacks
the number of users per group. Thus, the proposed scheduling
procedure provides a suitable grouping configuration with
G groups and gi users for the i-th group. The users in each
group are also sorted to ensure that the quantized users corre-
spond to those whose equivalent channel matrices have larger
singular values.
Next, Gs = N rRF groups of users will be accommodated
by considering the hardware constraint at the BS (N rRF).
It is remarkable that Algorithm 1 provides the groups
sorted according to the metric mk . Hence, only the users
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corresponding to the first Gs groups will be selected to trans-
mit their encoded symbols after the scheduling procedure.
In summary, the proposed scheduling is characterized by:
• Its objective is to serve the maximum number of users
but they must be allocated to the groups in a consistent
way to minimize the impact on the system performance.
• The grouping configuration must be as balanced as pos-
sible according to a consistent user allocation.
• The number of groups must be as small as possible
(with G ≥ N rRF).
• The trade-off between the number of served users and
the resulting distortion in the decoded symbols can be
managed through the thresholds γρ and γs. By choos-
ing small values for such thresholds, we allow large
groups incorporating some users which could negatively
increase the impact on the observed distortion. Con-
versely, by choosing large threshold values, only users
with minimum impact on the observed distortion are
allowed to be incorporated into the served groups. This
leads to groups with few users such that the actual
number of served users will be small.
• Although the behaviour of the scheduling algorithm
is fundamentally determined by the above thresholds,
an additional constraint is introduced by limiting the
maximum size of the groups to gmax. The value of this
parameter should be chosen only to prevent oversized
groups in scenarios where the number of users is much
larger than the number of RF chains, but not to explicitly
define the trade-off between served users and system
performance.
C. UNCONSTRAINED PRECODING AND COMBINING
In this section, the design of the user precoders and the receive
combiner is addressed for the DQLC-based grouped sys-
tem considered in the previous subsections. Unconstrained
fully digital precoding for MIMO systems has been studied
for correlated sources [32], [33]. In particular, we choose
the projected Gradient precoding strategy [32, Section III]
in order to exploit the inter-user correlation at each group.
On the other hand, the digital combiner should be designed to
cancel the inter-group interferences in order to avoid penal-
izing the performance of the DQLC scheme. This strategy
hence ensures to split the communication system into non-
interfering groups where the users of a group transmit their
source symbols using an optimized DQLC scheme, whereas
a single RF chain is employed to recover such symbols at the
receiver.
The unconstrained digital combiner at the receiver, W∗ ∈
CGs×Nr , is designed to satisfy the following condition
[W∗]l,:Hi,jpHi,j = 0,
∀ i 6= l, with l, i = 1, . . . ,Gs, and j = 1, . . . , gi. (21)
Thus, the l-th row of the combiner is onto the nullspace of
the equivalent channels corresponding to the users of the
remainingGs−1 groups. Note that the inter-user interference
is just cancelled between those users contained in different
groups.
In order to exploit the spatial correlation in the groups,
while the inter-group interference is cancelled, Algorithm 3
has been implemented. As observed, at the i-th iteration,
the precoders for the users of the i-th group are computed
by means of the gradient-based precoding strategy developed
in [32] considering the part of the correlation matrix corre-
sponding to the users of such a group Ccl.
In a similar way, the i-th row of the combiner is also cal-
culated under the premise of satisfying the condition in (21).
We follow an approach similar to [13] where the filter is com-
puted in two-separate stages, but adapting it to the require-
ments of the proposed grouped system. First, a projector T ∈
CNr×Nr is used to project the user channels of the i-th group
to the orthogonal subspace of the equivalent channels of the
users in the i − 1 previous groups. This projector is initially
defined as T = INr and is then updated at each iteration as
T = T− BiB∗i , (22)
where Bi is the basis for the span of the projected equivalent
channels at the i-th group, i.e. TH̃i, with
H̃i =
[
Hi,1pHi,1 , . . . ,Hi,gipHi,gi
]
. (23)
Then, each column of W̃ can be calculated as the conven-
tional MMSE combiner taking into account only the users










with hGi = T
∑gi
j=1Hi,jpHi,j.
Next, in a second step, the residual interferences can be
cancelled by projecting the candidate combiner columns onto
the nullspace of the equivalent channels of the users sched-
uled in other groups. DefiningNi as the basis for the subspace
spanned by the columns of the matrix
IGi =
[
H̃1, . . . , H̃i−1, H̃i+1, . . . , H̃GS
]
,






Hence, the digital combinerW∗, yields a MAC signal decou-
pled and stacked in the vector z ∈ CGs×1 such that the





 ∀ i = 1, . . . ,Gs,
(26)
and each element zi contains aweighted sum of the gi encoded
symbols from the i-th group. The individual symbols are then
estimated by using the demapping function qi(zi).
Note that Algorithm 3 employs a matrix factorization algo-
rithm to determine, the hybrid precoders, and the digital
and hybrid combiners, considering the limited number of
RF chains.
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1: Initialize: PH = [ ],W = [ ],T = INr ,
Hcomp = [ ],Hinter = [ ], l = 0
2: repeat
3: l ← l + 1
4: for u = 1, . . . , gl do
5: Hcomp = [Hcomp THl,u]
6: Ccl← Inter-user correlation per group
7: PHcl = blkdiag
(








8: Hinter = [Hinter TH̃i]
9: Bi←basis for span(Hinter)
10: T = T− BiB∗i
11: hGl = T
∑gl
j=1Hl,jpHl,j









13: PH = blkdiag (PH,PHcl)
14: until l = N rRF
15: for l = 1, 2, . . . ,Gs − 1 do
16: IGl =
[
H̃1, . . . , H̃l−1, H̃l+1, . . . , H̃GS
]










20: WH =WRFWBB← Algorithm 4 (H,PH,W,R)
Output: PH,WH
D. COMBINING WITH A LIMITED NUMBER
OF RF CHAINS
The functionality of the combiner at the BS—which is critical
to face the demapping process—can be performed by a hybrid
combiner. By deploying N rRF ≥ 2 Gs RF chains, we can use
the closed-form expression in [19] therefore canceling com-
pletely the inter-group interference with the resulting hybrid
combiner. When Gs ≤ N rRF < 2Gs, a factorization algorithm
from [12], [14] or [16] can be employed to decouple the
overall digital combiner into the baseband and RF compo-
nents. In this case, a gap in the system performance will
be observed because of the inter-group interference cannot
be totally cancelled. In Section IV we show that the perfor-
mance offered by the algorithms in [12], [14], [16] for the
grouped system can be considerably exceeded by following a
different approach to address the optimization problem when
N rRF = Gs.
IV. HYBRID COMBINING FOR USER GROUPING
IN mmWave MIMO SYSTEMS
The problem of hybrid transceiver design is typically
formulated as the solution to the following optimization






which represents a non-convex optimization problem due to
the constraint on the RF combiner. Since the aim of the hybrid
combiner is also to minimize the inter-group interferences
even satisfying the condition in (21), we rather focus on
preserving the structure of the matrix which integrates the
equivalent channel responses of the served users and the
unconstrained digital combiner, i.e., R = W∗HPH. Note
that the approach in (27) only guarantees that the hybrid
combiner is close to the digital one in the Euclidean space,
but it does not impose any constraint on the structure of the
joint equivalent response.
The desirable structure for the matrix R ∈ CGs×Ks is
R =

r1,1 . . . r1,g1 0 . . . 0 0 . . . 0








0 . . . 0 0 . . . 0 rGs,1 . . . rGs,gGs

where the zero entries represents inter-group interference,
while the non-zero elements are the desirable post-combining
equivalent channel gains. Following this premise, we state an
optimization problem where the cost function aims at mini-
mizing the difference between the joint equivalent response
considering the hybrid combiner and the above matrix R.
Thus, we first define the distortion between the response
obtained with the digital combiner in (25) and the response
obtained with the hybrid combiner, i.e.,















We next determine a PG algorithm to solve the non-
convex optimization problem in (29) under the assumption











Then, at each iteration of the algorithm, the unconstrained







which is then projected onto the set of feasible solutionsWRF
according to the aforementioned RF hardware constraints.
The initial matrix is given by the projection of the digital com-
binerW onto the setWRF, and the step sizeµ is diminished in
order to reach a local optimum. The well-known least squares
(LS) solution is employed to update the baseband combiner
by using the closed-form expression
WBB = R(P∗HH
∗WRF)†. (32)
The iterative algorithm is stopped when the distortion d falls
below a certain threshold value δ or when the maximum num-
ber of iterations ε is reached. Algorithm 4 summarizes the
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Algorithm 4 PG
Input: H ∈ CNr×NtKs ,PH ∈ CNtKs×Ks ,
W ∈ CNr×Gs ,R ∈ CGs×Ks , µ0, δ, ε













, ∀ i, j
3: µ← µ0
4: repeat














, ∀ i, j

























< δ or ` ≥ ε
12: WH =WRFWBB
Output: WH
proposed strategy to solve the hybrid factorization problem
for the combiner at the BS.
V. HYBRID COMBINER FOR CORRELATED SOURCES
In this section, we move to a scenario where the number
of RF chains is assumed equal to the number of users,
i.e., N rRF = K , and where the user information is spa-
tially correlated. Therefore, we can consider the conventional
ungrouped solution where all the users simultaneously trans-
mit one source symbol per channel use employing an uncoded
scheme, that is, the mapping function applied to each user is
just a scale factor to satisfy the power constraints. Note that
the scenario approached in this section can be seen as a one-
user-per-group system where the equality N rRF = K = Gs
also holds. In this scenario, we focus on the common hybrid
receiver design at the BS, but exploiting the source correla-
tion. Hybrid transceivers for multiuser has been addressed
in various scenarios [13], [21], [34] using ZF strategies. In
these schemes, unlike the group-based approach, the inter-
user interference must be cancelled for uncorrelated sources,
but this strategy would no longer be adequate in the presence
of correlation.
A. PROPOSED HYBRID MMSE COMBINER
We propose a combiner design where the conventional can-
cellation of the inter-user interference using a ZF strat-
egy—which completely ignores the spatial correlation—is
replaced with a MMSE combiner which exploits the source
correlation by incorporating the correlation matrix Cs. The
user precoders stacked inPH are calculated by considering the
gradient-based precoding strategy proposed in [32] in order
to also exploit the spatial correlation.
In the computation of the hybrid combiner, the RF com-
ponent WRF is first obtained by projecting the digital




1: PH = blkdiag
(
































MMSE combiner WMMSE ∈ CNr×Ks onto the set of feasible
combiners—which consists on keeping only the phases of its













by using a MMSE-based approach, incorporating the cor-
relation matrix Cs and employing the equivalent channels




H1pH1, . . . ,HKspHKs
]
stacks the equivalent
channel vectors for the Ks served users in the ungrouped
system.
The Algorithm 5 summarizes the procedure to compute the
hybrid combiner which exploits the inter-user correlation for
an uncoded system with Ks = K served users and N rRF = Ks
receive chains at the BS.
VI. COMPUTATIONAL COMPLEXITY OF THE PROPOSED
ALGORITHMS
In this section, the computational complexity of algorithms 2,
3, 4 and 5 is analyzed. The Algorithm 1 has been excluded
from this analysis since the computational cost of the oper-
ations required in this algorithm is negligible. Table 1 sum-
marizes the steps with highest computational cost for each
algorithm and the overall complexity order.
The steps 11, 13 and 20 have been included to analyze
the computational complexity of Algorithm 2. As observed,
steps 11 and 20 require to perform an SVD, and therefore their




, whereas the complexity
of step 13 is O (NrNtgmax). Since Algorithm 1 is an iterative
procedure where each operation is repeated gmax iterations








The step 5 (channel projections), the step 7 (gradient
precoding), the step 9 (basis for the subspace span(Hinter)),
the step 12 (MMSE combiner), the step 17 (basis for
the subspace span(IGl )) and the step 19 (composite chan-
nel matrix) are considered to evaluate the computational
complexity of Algorithm 3. In this algorithm, the steps 7
(computation of the user precoding by using the gradient
VOLUME 8, 2020 55333
D. Pérez-Adán et al.: User Grouping for the Uplink of Multiuser Hybrid mmWave MIMO
TABLE 1. Computational complexity of the proposed algorithms.
algorithm [32], which requires ε iterations at most) and 12
(computation of each MMSE combiner row) are the more
complex operations, leading to an overall computational com-






s ε) by consider-
ing that these steps are repeated N rRF times. The steps 5,


















Although the complexity of these operations is increased by
the number of iteration needed in the Algorithm 3 to accom-
modated the user groups per RF chains, they still involve
a lower computational complexity than the one reached in
steps 7 and 12.







the main contribution to the computational complexity cor-
responds to the operation computed in the step 6 to obtain
the RF combiner as the number of RF chains is assumed
to be a small value in hybrid systems. It is remarkable
that the computational complexity of the whole algorithm
is increased by the number of iterations ε required to reach
55334 VOLUME 8, 2020
D. Pérez-Adán et al.: User Grouping for the Uplink of Multiuser Hybrid mmWave MIMO
the convergence, which yields to an overall complexity order
O(NrNtN rRFKsε).
Finally, the computational complexity of Algorithm 5 is
also analyzed. The complexity of the steps 1, 2, 4 and 5
is summarized in Table 1. As observed, the steps 1 and 2
require the highest computational complexity, since they
involve the computation of the gradient precoding [32] and
the MMSE combiner. The complexity order for these oper-
ations is O(NrN 2t K 2s ε) and O(N 3r ), respectively. Since the
complexity of the steps 4 (O(NrN rRFKs)) and 5 (O(K
3
s )) is
lower than those of the steps 1 and 2, the overall complexity
order for this algorithm will be O(NrN 2t K 2s ε) + O(N 3r ).
VII. SIMULATION RESULTS
In this section, we evaluate the performance and impact of
the proposed solutions by providing numerical results and
comparisons to other suitable schemes.
Let us consider an exponential correlation model where the
coefficients of the covariance matrix are given by [Cs]i,j =
ρ|i−j|, ∀ i, j, with ρ the correlation factor. At each time
instant, the user symbols are assumed to be generated from a
multivariate circularly-symmetric Gaussian distribution with
zeromean and covariancematrix according to the exponential
correlation model. In the computer experiments, we assume
that the maximum size of the user groups is limited to
gmax = 4, since this value provides enough flexibility to
the scheduling algorithm while mitigating the potential loss
caused by larger groups. A MIMO configuration with Nt =
16 antennas per user and Nr = 49 antennas at the BS is
considered. In order to randomly simulate the user chan-
nels, the maximum and the minimum number of clusters
and rays per user is set to Nclmax = 4, Nraymax = 3 and
Nclmin = 1, Nraymin = 1, respectively. Then, the chan-
nel response of the j-th user in the i-th group is randomly
modeled by assigning Ncli,j ∈ {Nclmin, . . . ,Nclmax} clusters
compounded by Nrayi,j ∈ {Nraymin, . . . ,Nraymax} rays. The
path gain parameter βn,m is modelled as a random variable
following a standard complex-valued Gaussian distribution,
that is, βn,m ∼ CN (0, 1). The angles of departure and arrival
(AoA/AoD) follow the Laplacian distributionwhere themean
angles are uniformly randomly distributed in [0, 2π ), whereas
the angular spread is fixed to 10 degrees like in [16].
The performance of the considered communication sys-
tems is assessed in terms of the average signal-to-distortion
ratio (SDR) which is computed as


















represents the average MSE between the source symbols and
the estimated ones obtained after the demapping operation.
The results reported in this section were computed by aver-
aging the SDR over N = 1000 channel realizations.
FIGURE 2. Performance of the different hybrid strategies for the uncoded
scenario with K = 10 users, NrRF = 10 and ρ = 0.80.
Without loss of generality, we assume σ 2n = 1, such that
the SNR per user can be defined from its corresponding
power constraint, i.e., SNR (dB)i,j = 10 log10(Ti,j), ∀ i =
1, . . . ,Gs and j = 1, . . . , gi. For simplicity, the same power
constraint is imposed to all the users such that a single SNR
value can be considered for all the users in the simulations.
Finally, the parameter ε (maximum number of iterations) in
Algorithm 4 is set to 1000 and the same number of itera-
tions is fixed for the other algorithms of matrix factorization
in [12], [14] and [16] as well as for the gradient precoding
algorithm in [32].
Several experiments have been carried out to evaluate
the performance of the different proposed methods. First,
we evaluate the hybrid MMSE-based strategy for uncoded
systems developed in Section V. The performance achieved
by the proposed PG algorithm in Section IV to solve the
hybrid combining for user grouping is compared to the
conventional strategies for matrix factorizations derived in
[12, Algorithm 1], [14, Algorithm 4] and [16, MO-AltMin
Algorithm]. Next, we evaluate the performance gain obtained
with the scheduling and the allocation policies presented in
Section III. In this context, we also analyze the impact of the
thresholds γρ and γs as well as the weight factors δρ and δs.
Finally, the performance of DQLC techniques is compared
to a conventional NOMA approach – based on the uncoded
transmission of the source symbols with power allocation –
in the grouped system.
A. UNCODED SCENARIO
In this section, we evaluate the behaviour of the proposed
hybrid MMSE approach for uncoded correlated sources.
Figure 2 shows the SDR obtained by considering differ-
ent strategies for the design of the hybrid combiner in the
uncoded scenario with K = 10 users, N rRF = 10 RF chains
and correlation factor ρ = 0.8. In this setup, all the users are
assumed to transmit their source information simultaneously,
VOLUME 8, 2020 55335
D. Pérez-Adán et al.: User Grouping for the Uplink of Multiuser Hybrid mmWave MIMO
FIGURE 3. Performance gain GMMSE (dB) of the proposed hybrid MMSE
algorithm over H-LISA vs number of users for different correlation factors
ρ ∈ {0.75,0.85,0.95}, and SNR (dB) ∈ {−10 dB,−5 dB}.
i.e., Ks = K . The conventional fully digital MMSE com-
biner, the Hybrid-Linear Successive Allocation (H-LISA)
algorithm and the strategy proposed in Algorithm 5 for hybrid
implementation are compared. In addition, the gradient pre-
coding strategy [32] has jointly been used with the digital
MMSE combiner and the proposed Hybrid MMSE com-
biner. Recall that the approach H-LISA, inspired on digital
Linear Successive Allocation (LISA) for traditional digital
precoding, is based on two stages to finally cancel the inter-
user interference by applying ZF in the second stage [13,
Section III]. The algorithms from [12], [14], [16] present
significantly worse performance than H-LISA for the case
N rRF = Ks, and hence they have not been included in the
figure. As expected, the hybrid implementation based on
MMSE provides higher performance than that of the hybrid
implementation based on the H-LISA algorithm, especially
for low SNR values. On the other hand, the loss of the pro-
posed MMSE-based hybrid design with respect to the fully
digital MMSE combiner is almost negligible for all the range
of SNR values. Thus, the impact of the proposed factorization
algorithm on the system performance is minimum for the
restrictive scenario given by the constraint N rRF = K .
We now evaluate the performance gain of the proposed
hybrid MMSE combiner over the H-LISA algorithm. The
gain is defined as GMMSE (dB) = SDRH-MMSE (dB) −
SDRHL (dB), where SDRHL represents the SDR (dB)
obtained by using the H-LISA algorithm and SDRH-MMSE
the one provided by the proposed hybrid MMSE combining
approach. In Figure 3, this gain is plotted versus the number of
served users, Ks, considering several correlation factors and
two particular SNR values, SNR (dB) ∈ {−10 dB,−5 dB}.
As expected, the performance gain obtained by using the
proposed MMSE solution is higher for the lower SNR levels,
since the MMSE exploits the spatial correlation. Figure 3
also illustrates that the performance gain increases with the
correlation factor and the number of users.
FIGURE 4. Performance obtained for different strategies of combining in
a scenario with K = 6 users, NrRF = 2, ρ = 0.80, and scheduling
parameters γρ = 0, γs = 0, δρ = 0.2 and δs = 0.8.
B. HYBRID COMBINING DESIGN
The performance achieved by the proposed PG algorithm in
Section IV to solve the hybrid combining for user grouping
is compared to that of the conventional strategies for matrix
factorizations derived in [12, Algorithm 1], [14, Algorithm 4]
and [16, MO-AltMin Algorithm].
Figure 4 shows the SDR achieved by considering K = 6
users, N rRF = 2, ρ = 0.8 and different strategies for the
combining process. Specifically, the fully digital combiner,
the strategies of factorization employed in [12], [14], [16],
and the proposed hybrid combining are compared. In this
simulation we have considered γρ = 0 and γs = 0, i.e., Ks =
K users are served at each channel realization. We have
also considered δρ = 0.8 and δs = 0.2 because those
values provide good performance for the grouped system
in the considered correlation level. In any way, the same
grouping and allocation policies are considered for all the
cases. It is shown that the proposed hybrid strategy does
not lead to a significant loss in terms of SDR regarding the
digital combiner (less than 1 dB). Figure 4 also illustrates that
the proposed hybrid algorithm significantly outperforms the
combiners based on the factorization of the digital solution
in [12], [14] and [16], which saturate in the medium and high
SNR regime. This saturation of the system performance when
employing the algorithms in [12], [14] and [16] is motivated
because the parameter optimization of DQLC is performed
according to the SINR of the users per group, which satu-
rates when using these matrix factorization algorithms. Note
that these algorithms disregard the desired structure before
the demapping functions, and thus the interference between
users corresponding to different groups will not be properly
cancelled.
C. SCHEDULING
We now evaluate the performance gain provided by the
scheduling procedure designed in Section III. We also
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FIGURE 5. Performance for K = 5 users, NrRF = 2 and ρ = 0.80 and
different policies of scheduling and allocation.
analyze the impact of the thresholds γρ and γs as well as
the weight factors δρ and δs. Recall that the optimization of
these design parameters would lead to an exhaustive search
in a four-dimension parameter space or to highly non-convex
optimization problems involving non-linearities and discon-
tinuities in the DQLCmapping function. We have considered
a heuristic approach to choose these parameters, which is
based on the insight provided by the issues related to the
DQLC behaviour presented in Section III. In this section,
some numerical results are presented to confirm the validity
of the considered approach.
In the first experiment, the proposed scheduling to deter-
mine the groups and accommodate the users is evaluated by
comparison with two benchmark scenarios. System perfor-
mance for three scheduling policies are plotted in Figure 5:
1) random grouping and allocation, 2) the proposed schedul-
ing following jointly Algorithm 1 and Algorithm 2, and 3) the
optimal combinatorial strategy. We assume a small number
of users (K = 5) to be served in order to compute the
performance of all the grouping and allocation possibilities,
and select the optimal solution with an affordable computa-
tional complexity. The proposed PG algorithm is employed
to perform the hybrid combining process.
The performance comparison is carried out for two dif-
ferent correlation factors ρ ∈ {0.50, 0.80}, so that the cor-
responding design parameters of the proposed scheduling
should be determined for each case. In particular, such param-
eters are γρ = 0.5, γs = 0.35, δρ = 0.8 and δs = 0.2 for ρ =
0.80, whereas we consider γρ = 0.2, γs = 0.35, δρ = 0.5 and
δs = 0.5 for ρ = 0.50. As observed, the similarity threshold
is the same because the same channel model is used, while the
rest of parameters are conveniently adjusted depending on the
correlation level. For the sake of fairness, the same number of
served users Ks is imposed on each strategy at each channel
realization.
As observed in Figure 5, the proposed scheduling provides
a remarkable performance gain with respect to the random
TABLE 2. Gap (dB) between the performance obtained by the optimal
scheduling and the proposed policies for ρ = 0.80.
strategy for both correlation factors and in the whole range
of SNRs. However, the more interesting conclusion is that
the proposed policies closely approach the performance of
the optimal combinatorial solution with much lower compu-
tational cost. These results are especially important since they
confirm the suitability of the proposed scheduling procedure
for the DQLC-based grouped system, at least for a small
number of users. It is not possible to ensure that this behaviour
holds for scenarios with a larger number of users because
of the impossibility of implementing the combinatorial strat-
egy with an affordable computational complexity. For the
considered scenario, the number of grouping possibilities
boils down in general to two possible configurations, but the
number of allocation options is already 30 in the worst case,
when Ks = 3, since in this case g1 = 1 and g2 = 2, and the
number of allocation possibilities is
K ×
(K − 1)!
g2! (K − 1− g2)!
, (36)
i.e., for the first group, we can select one of the K = 5
users, and then we have to select g2 = 2 users among the
four available ones (combinations without repetition). Note
that a combinatorial explosion is inevitable as the number of
available users to be allocated increases. For a specific group










On the other hand, Table 2 and Table 3 show the perfor-
mance loss in dB of the proposed scheduling with respect
to the optimal combinatorial solution for ρ = 0.80 and
ρ = 0.50, respectively. As observed, different parameter
configurations are included in these tables showing that the
weight factors δρ and δs depend on the overall correlation of
the users. As expected, it is preferable to lower the weight
of the correlation-based metric, δρ , as the overall correlation
in the system decreases. Another interesting observation is
that the loss of the proposed scheduling with different weight
factors is quite stable, and therefore the use of the optimal
values for these parameters is not critical.
The extreme situation occurs when the source symbols are
uncorrelated, i.e., ρ = 0. Table 4 shows the performance
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TABLE 3. Gap (dB) between the performance obtained by the optimal
scheduling and the proposed policies for ρ = 0.50.
TABLE 4. Gap (dB) between the performance obtained by the optimal
scheduling and the proposed policies for ρ = 0.
loss regarding the optimal scheduling as in the previous case
but for ρ = 0 and considering three different strategies:
1) the proposed scheduling with δρ = 1 and δs = 0;
2) the proposed scheduling with δρ = 0 and δs = 1; and
3) the random scheduling. Note that the first approach would
correspond to the case where the grouping configuration
is obtained according to Algorithm 1. The user allocation,
however, is actually random since the users are not correlated.
The second approach corresponds to the proposed strategy
with grouping and allocation depending on the channel simi-
larity metric. Hence, the difference between both approaches
is an interesting measure of the impact of allocating the users
with the proposed Algorithm 2, even when no correlation is
present. As observed, this gain goes from 0.3 dB to 1.3 dB for
high SNR values. On the other hand, the difference between
the second and fourth columns is a measure of the gain
provided by the proposed grouping procedure.
In the next experiment, we measure the gain of the pro-
posed scheduling with respect to the random strategy as the
number of available users K increases. This gain is defined
as
Gsc (dB) = SDRsc(dB)− SDRrm(dB), (38)
where SDRsc(dB) and SDRrm(dB) represent the SDR (dB)
obtained by the proposed policies and the random policies,
respectively. Figure 6 plots the gains obtained for N rRF = 4,
ρ ∈ {0.50, 0.80, 0.95} and SNR (dB) = 10 dB, against the
number of users K . The thresholds and the weight fac-
tors employed in the scheduling procedure are shown in
TABLE 5. Values of the scheduling parameters for the different
correlation factors.
FIGURE 6. Gsc (dB) versus K with NrRF = 4, SNR (dB) = 10 dB and
ρ ∈ {0.95,0.80,0.50}.
Algorithm 5 for the considered correlation factors. The mean
number of served users, K̃s, is also represented at each
SNR level. As intuitively expected, the performance gain
offered by the proposed algorithms increases with the num-
ber of users. In that case, the performance of the random
scheduling will be increasingly degraded since the proba-
bility of grouping low-correlated users with different and
low-capacity channels is higher. Figure 6 also shows that
the gain Gsc (dB) increases when the correlation becomes
higher. This is because the spatial correlation exploitation is
also incorporated in the proposed grouping and allocation
policies.
Finally, we evaluate the impact of varying the threshold
parameters γρ and γs on the number of served users for the
grouped system. As commented, we can balance the trade-off
between the number of served users and the system perfor-
mance by adjusting these thresholds conveniently. Figure 7
shows the impact of increasing the correlation threshold, γρ ,
for K = 16, N rRF = 4 and ρ = 0.9. The results confirm that a
low correlation threshold prioritizes the maximization of the
number of served users, whereas a high correlation threshold
would preserve the level of signal quality by grouping just
the most correlated sources in the same group. The choice
of the weight parameters δρ and δs also plays an important
role in order to deciding the grouping and the allocation of
the users. Figure 7 also shows that increasing the similarity
weight factor implies to reduce the number of served users,
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FIGURE 7. Mean served users K̃s versus the correlation threshold γρ ,
K = 16, NrRF = 4 and ρ = 0.9.
FIGURE 8. Mean served users K̃s versus the similarity threshold γs for
K = 16, NrRF = 4 and ρ = 0.9.
as observed for the setting δρ = 0.5, δs = 0.5. This is because
the ordering of the sets of candidate users to be allocated
gives more weight to the channel similarity and, therefore,
users with lower correlation level can be prioritized, although
they will then be disregarded when applying the correlation
threshold.
A similar effect is shown in Figure 8 where the mean value
of served users, K̃s, is plotted versus the similarity threshold,
γs. It can be observed that increasing γs reduces Ks. Con-
versely, by giving less importance to the channel similarity
through the weight factor δs, the probability of discarding
users increases, because users with low channel similarity can
be prioritized in the allocation ordering.
D. NOMA CODING SCHEME
We now evaluate the performance of the DQLC-based
encoding scheme employed to implement the grouping
approach. We specifically compare the performance of the
FIGURE 9. SDR (dB) performance for K = 24 users, NrRF = 8 and
ρ ∈ {0,0.85,0.95}, γρ = 0, γs = 0.
grouped system with DQLC to that of a grouped scheme
with a conventional NOMA approach based on the uncoded
transmission of the source symbols with an appropriate power
allocation [35], [36]. The same scheduling procedure is
applied in both cases to determine the number of groups
and users per group. In order to ensure the same number
of served users, Ks, for both approaches, we set γρ = 0
and γs = 0, i.e., a conservative strategy is assumed where
no users are disregarded in the allocation stage. In addition,
the parameters δρ and δs are equally tuned depending on
the correlation factor: δρ = 0 and δs = 1 for ρ = 0,
and δρ = 0.8 and δs = 0.2 for ρ ∈ {0.85, 0.95}. Finally,
the PG algorithm is considered for the hybrid combiner at
the BS.
Figure 9 shows the SDR (dB) achieved for the two NOMA
strategies considering K = 16, N rRF = 8 and three dif-
ferent correlation factors ρ ∈ {0, 0.85, 0.95}. As observed,
the performance of the uncoded scheme is in general higher
for the low SNR regime, but saturates above some SNR value
depending on the correlation. In other words, the uncoded
scheme is better than the DQLC scheme just for low SNR
values in highly correlated scenarios. These results match
to the theoretical statements derived in [35] for the non-
orthogonal transmission over the MAC and the experimental
results obtained in [23], [30] for the same scenario. The
key point is that the uncoded transmission provides the best
performance below a certain SNR threshold, but is no longer
optimal above it. Also, this threshold moves to a lower value
as the source correlation decreases. This behaviour is clearly
observed in the results shown in Figure 9.
VIII. CONCLUSION
This work addressed the problem of user grouping for
the uplink of multiuser hybrid mmWave MIMO. A hybrid
analog-digital MMSE precoding/combining approach that
exploits the spatial correlation in the mmWave uplink when
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N rRF = Ks has been derived. User grouping and allocation
have been proposed to support the case N rRF < Ks.
The resulting scheduling procedure can be configured in
a simple way to perform at different points in the trade-
off between the number of served users and symbol dis-
tortion. Finally, a new approach for the computation of
the hybrid combiner from the fully digital one has been
presented.
Results show that the proposed scheduling procedure
provides reasonable gains compared to a random allo-
cation policy and, in addition, it closely approaches the
optimal combinatorial solution. The hybrid design of the
BS combiner offers large gains over the conventional algo-
rithms of matrix factorization. Finally, the results show
the feasibility of the grouped system to serve simultane-
ously a large number of them with a lower number of
RF chains.
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