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Abstract
Let V (0) denote the mod p Moore spectrum and L2 denote the Bousfield localization functor
with respect to v−12 BP. The E2-term E∗2 (L2V (0)) of the Adams–Novikov spectral sequence for
computing homotopy groups pi∗(L2V (0)) is E∗2 (L2V (0)) = Ext∗Γ (A,A) over the Hopf algebroid
(A,Γ ) = (E(2)∗,E(2)∗E(2)) for the Johnson–Wilson spectrum E(2), and obtained immediately
from the chromatic E1-termH ∗M11 = Ext∗Γ (A,A/(v∞1 )) for the generator v1 ofA= Z/p[v1, v±12 ].
In this paper, we determine the module structure of the E2-term E∗2 (L2V (0)) at the prime 2 after
determining H∗M11 . Ó 1999 Elsevier Science B.V. All rights reserved.
Keywords: Adams–Novikov spectral sequence; Mod 2 Moore spectrum; Bousfield localization
AMS classification: 55Q10; 55Q45; 55P60
1. Introduction
The 2nd Johnson–Wilson spectrum E(2) associates the Hopf algebroid (A,Γ ) =
(E(2)∗/(p),E(2)∗E(2)/(p))= (Z/2[v1, v±12 ],A[t1, t2, . . . ] ⊗BP∗ A) with |vi | = 2pi − 2
for each prime number p. Here BP∗ = Z(p)[vi : i > 0 ] acts on A by sending vi to vi
if i 6 2 and to 0 otherwise, and on A[t1, t2, . . . ] through BP∗BP = BP∗[t1, t2, . . . ] by
the right unit ηR of the Hopf algebroid (BP∗,BP∗BP) associated to the Brown–Peterson
spectrum BP. The cohomology groups Ext∗Γ (A,A) of the Hopf algebroid Γ is then
the E2-term E∗,∗2 (L2V (0)) of the Adams–Novikov spectral sequence for computing the
homotopy groups pi∗(L2V (0)) of the mod p Moore spectrum V (0), where L2 denotes the
Bousfield localization functor with respect to E(2) (cf. [4]). In [2], Miller, Ravenel and
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Wilson introduced the chromatic spectral sequence converging to the E2-term for more
general situation. In our case, the E1-terms of the chromatic spectral sequence are H ∗M11
and H ∗M01 , where H ∗M = Ext∗Γ (A,M) for a Γ -comodule M , and M11 = A/(v∞1 ) and
M01 = A. H ∗M01 was determined in [3], and so it suffices to determine H ∗M11 for the
E2-term E
∗,∗
2 (L2V (0)).
The E1-term H ∗M11 is determined for the prime p > 3 by the author and Tamura [8],
and at p = 3, by the author [7]. In this paper, we determineH ∗M11 at the prime 2, which is
stated in Theorem 2.6, and obtain the E2-term E∗,∗2 (L2V (0)) in Theorem 2.7 of the next
section.
This paper is organized as follows: In the next section, we state our results. In Section 3,
we prove Theorem 2.7 by Theorem 2.6 assuming a lemma which is proved in the last
Section 9 by showing a relation h410 = v41g. Theorem 2.6 is proved in Section 4 assuming
Lemma 4.5, which will be proved in Section 5 by the lemmas that involves hard but routine
computations. These hard lemmas are proved in Section 7. Section 6 is devoted for setting
up a back ground for the computations that will be done in the following sections. Two
lemmas that appear in Sections 6, 7 without proofs are proved in Section 8.
2. Statement of the result
Throughout this paper we consider everything localized at the prime number 2. Consider
the Bousfield localization functor Ln :S2→ S2 on the category S2 of 2-localized spectra
with respect to the Johnson–Wilson spectrum E(n) for each integer n> 0. Here E(n)∗ =
Z(p)[v1, . . . , vn−1, v±1n ]. Then for each spectrumX, we have the Adams–Novikov spectral
sequence converging to the homotopy groups pi∗(L2X) with E2-term
E∗2 (L2X)= Ext∗E(2)∗E(2)
(
E(2)∗, E(2)∗(X)
)
.
Let N denote a cofiber of the localization map V (0)→ L1V (0). Note that
L1V (0)= holim−−−→n Σ
−8nV (0),
where the limit is taken over the Adams map A :Σ8V (0)→ V (0). Then E(2)∗(N)
are traditionally denoted by M11 , and E
∗
2 (L2N) = H ∗M11 using the notation H ∗M =
Ext∗
E(2)∗E(2)(E(2)∗,M) after [2]. The cofiber sequence V (0)→ L1V (0)→ N induces
the short exact sequence
0→E(2)∗
(
V (0)
)→ v−11 E(2)∗(V (0))→M11 → 0
and so the long exact sequence
· · · −→E∗2
(
L2V (0)
)−→E∗2(L1V (0)) j∗−→H ∗M11
∂−→E∗+12
(
L2V (0)
)−→ · · · (2.1)
of the Adams–Novikov E2-terms. The E2-term E∗2 (L1V (0)) was determined by Ravenel
[3], and so it suffices to computeH ∗M11 in order to determine the E2-term E∗2 (L2V (0)).
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For H ∗M11 , we have another short exact sequence 0→ K(2)∗
ϕ→ M11
v1→ M11 → 0,
where
K(2)∗ = (Z/2)[v±12 ] and M11 =
{
x/v
j
1 | j > 0, x ∈K(2)∗
}
.
Applying the functor H ∗—to this, we have the long exact sequence
· · · −→H ∗K(2)∗ ϕ−→H ∗M11
v1−→H ∗M11
δ∗−→ · · · . (2.2)
By this we will compute H ∗M11 from H ∗K(2)∗, which is known as follows:
Theorem (Ravenel [3]). As a K(2)∗-module,
H ∗K(2)∗ = P(g)⊗E(ρ2)⊗K∗.
Here
K∗ =M ⊗E(β)⊕N ⊗E(ζ1) (2.3)
for
M =K(2)∗[h10, h11]/(h10h11, v2h310 − h311) and
N =K(2)∗{ζ1, ζ2, ζ3, ζ4}.
Here the generators g, ρ2, β , ζi and h1j have homology dimensions 4, 1, 3, i and 1,
respectively, and internal degrees 0 except for |h1j | = 2j+1. Note that we here use notations
ζi (i = 1,2,3 and 4) for Ravenel’s ζ2, α0, ζ˜2 and α˜0, respectively.
In order to state our results, we introduce some notations: k(1)∗ = (Z/2)[v1], K(1)∗ =
(Z/2)[v±11 ], and P(n){x/vk1} denotes the k(1)∗-module generated by x/vk1 isomorphic to
(Z/2)[v1, v±2n2 ]/(vk1). In particular, P(0)=K(2)∗.
Consider now the following sets:
F1 = (Z/2)[h11]/(h311)⊗E(β),
F2 =E(h10, v2h10, β),
F3 = {v31 , v21h10, v1h210, h310},
(2.4)F(0)= {ζ1, ζ2, ζ3, ζ4},
F (n)= {v2n−12 ζ1, v2
n−1
2 ζ2, v
2n−1
2 ζ3, v
2n−1
2 ζ4} (n > 0),
F (n)∗ = {v2n−1+12 ζ 21 , v1v2
n−1+1
2 ζ1ζ2, v
2
1v
2n−1+1
2 ζ1ζ3, v
3
1v
2n−1+1
2 ζ1ζ4} (n > 1).
Notice thatK(1)∗/k(1)∗ is isomorphic to the vector space {1/vj1 | j > 0} with k(1)∗ action
defined by v1(1/vj1 ) = 1/vj−11 and v1(1/v1) = 0. For a set A, Q(A) denotes the k(1)∗-
module isomorphic to a direct sum of copies of K(1)∗/k(1)∗ generated by the elements
x/v
j
1 for j > 0 and x ∈A.
We define B∗f to be the direct sum of the following k(1)∗-modules:
(1) F1 ⊗ P(1){v2/v1},
(2) F2 ⊗ P(2){v22/v21},
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(3) F(1)⊗P(2){v22/v31},
(4) (F(1)⊕ F(n))⊗P(n+ 1){v2n2 /v3·2n−11 } for n > 1 and
(5) (F3 ⊕F(n)∗)⊗ P(n+ 1){v2n2 /v3·2n−1+31 } for n > 1.
Put
B∗ = Bf ⊕Q(I) (2.5)
for the set
I = (Z/2)[h10]/(h410)⊗E(β)⊕
(
F(0)⊕ F(1))⊗E(ζ1)− {0}.
Theorem 2.6. The E2-term of the Adams–Novikov spectral sequence for computing the
homotopy groups pi∗(L2N) is P(g)⊗E(ρ2)⊗B∗.
Moreover, consider the sets T , T˜ , J and H defined to be
T = (Z/2)[h10]/(h410),
T˜ = (Z/2)[h0]/(h40) for h0 = h10/v1,
J =E(ρ2)⊗
(
βT ⊕ ζ1F(1)⊕ F(0)⊗E(ζ1)
)⊕ ρ2(T ⊕F(1))− {0}, and
H = k(1)∗ ⊗ (T ⊕ v31ρ2T˜ ).
Then we have our main theorem:
Theorem 2.7. The E2-term of the Adams–Novikov spectral sequence for computing the
homotopy groups pi∗(L2V (0)) is
E∗2
(
L2V (0)
)= P(g)⊗ (Q(∂(J ))⊕H ⊕E(ρ2)⊗ ∂(Bf )),
for ∂ in (2.1).
3. Proof of Theorem 2.7
In this section we prove Theorem 2.7 by Theorem 2.6 assuming a lemma which will be
proved in the last section.
Recall the cofiber sequence V (0)→ L1V (0) j→ N , and the long exact sequence (2.1),
where E∗2 (L1V (0)) is isomorphic to H ∗M
0
1 , on which we have
Theorem (Ravenel [3]). H ∗M01 =K(1)∗[h10] ⊗E(ρ1).
For the map j∗ in (2.1), we have
Lemma 3.1. The map j∗ sends the generators as follows:
j∗
(
vt1h
4s+k
10
)= v4s+t1 hk10gs and j∗(vt1h4s+k10 ρ1)= v4s+t+k−31 v2ζ1+kgs
for k, s, t ∈ Z with s > 0 and 06 k 6 3.
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Here note that vt1h
k
10g
s and vt1ζ1+kgs are zero in H ∗M11 if t > 0.
The proof of this lemma is given in the last section.
Proof of Theorem 2.7. Since (Im j∗) ∩ Bf = φ, the map ∂ :P(g) ⊗ E(ρ2) ⊗ Bf →
H ∗M11 is a monomorphism. The set I ⊗E(ρ2) equals to
E(ρ2)⊗
(
Tβ ⊕ ζ1F(1)⊕ F(0)⊗E(ζ1)
)⊕E(ρ2)⊗ (T ⊗ F(1))− {0}.
Then Lemma 3.1 shows that Im j∗ is the direct sum ofQ(P(g) ⊗ T ) andQ(P(g) ⊗ F(1)),
by which we obtain the set J .
Now turn to Kerj∗. Note that H ∗M01 consists of two types of element s v
t
1h
4s+k
10 and
vt1h
4s+k
10 ρ1 for s ∈ Z and 0 6 k 6 3. Then vt1h4s+k10 (respectively vt1h4s+k10 ρ1) is in Ker j∗
if 4s + t > 0 (respectively 4s + t + k − 3 > 0), that is, vu1 (h10/v1)4shk10 (respectively
vu1 (h10/v1)
4s(v3−k1 h
k
10ρ1)) ∈Ker j∗ if t =−4s + u (respectively t =−4s+ 3− k+ u) for
u> 0. These give us H . 2
4. Proof of Theorem 2.6
Consider the long exact sequence (2.2), and modules K∗ and B∗ defined in (2.3) and
(2.5). It is easy to see that v1(B∗)⊂ B∗ by the definition of B∗. We further see that
Lemma 4.1. The connecting homomorphism δ∗ :H ∗M11 →H ∗+1K(2)∗ satisfies
ϕ(K∗)⊂ B∗ and δ∗(B∗)⊂K∗.
Therefore, we have the long sequence
· · · δ∗−→K∗ ϕ−→B∗ v1−→ B∗ δ∗−→K∗+1 −→ · · · . (4.2)
Lemma 4.3. Suppose that Lemma 4.1 holds. Then the sequence (4.2) is exact.
PutD∗ = P(g)⊗E(ρ2)⊗B∗. Noticing thatH ∗K(2)∗ = P(g)⊗E(ρ2)⊗K∗, we have
the following
Corollary 4.4. We have the long exact sequence
· · · −→H ∗K(2)∗ ϕ−→D∗ v1−→D∗ δ∗−→H ∗+1K(2)∗ −→ · · · .
Proof of Theorem 2.6. By the construction, the diagram
· · · −→H ∗K(2)∗ ϕ D∗ v1 D∗ δ∗ H ∗+1K(2)∗ −→ · · ·
· · · −→H ∗K(2)∗ ϕ H ∗M11
v1
H ∗M11
δ∗
H ∗+1K(2)∗ −→ · · ·
is commutative. Since the upper sequence is exact by Corollary 4.4, we see H ∗M11 =D∗
by [2, Remark 3.11]. 2
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Now turn to the proofs of Lemmas 4.1 and 4.3. For this, we prepare the following lemma
which will be proved in the next section.
Lemma 4.5. The connecting homomorphism δs :HsM11 →Hs+1K(2)∗ acts as follows:
(1) For ξ ∈ F1 with homology dimension s,
δs(v2ξ/v1)= ξh11.
(2) For ξ ∈ F2 with homology dimension s,
δs(v
2
2ξ/v
2
1)= v2ξh10.
(3) For v2ζs ∈ F(1) with homology dimension s and n > 1,
δs(v
3
2ζs/v
3
1)= v22ζ1ζs.
(4) For ξ ∈ F(1)∪ F(n) with homology dimension s,
δs(v
2n
2 ξ/v
3·2n−1
1 )= v2
n−1
2 ξζ1.
(5) For v3−s1 hs10 ∈ F3 and n > 1,
δs(v
2n
2 h
s
10/v
3·2n−1+s
1 )= v2
n−1
2 ζs+1.
(6) For vs−11 v2
n−1+1
2 ζ1ζs ∈ F(n)∗ and n > 1,
δs+1(v3·2
n−1+1
2 ζ1ζs/v
3·2n−1+4−s
1 )= v2
n
2 h
s−1
10 β.
This is restated as follows:
Lemma 4.6. The elements of B∗ are sent by the connecting homomorphism
δs :H
sM11 →Hs+1K(2)∗
as follows:
δ0(v
2t+1
2 /v1)= v2t2 h11,
δ0(v
4t+2
2 /v
2
1)= v4t+12 h10,
δ0(v
2n+1t+2n
2 /v
3·2n−1
1 )= v2
n+1t+2n−1
2 ζ1 (n > 1),
δ1(v
4t+2
2 h10/v
2
1)= v4t+12 h210,
δ1(v
4t+3
2 h10/v
2
1)= v4t+22 h210,
δ1(v
2n+1t+2n
2 h10/v
3·2n−1+1
1 )= v2
n+1t+2n−1
2 ζ2 (n > 1),
δ1(v
2t+1
2 h11/v1)= v2t2 h211,
δ1(v
2n+1t+2n+1
2 ζ1/v
3·2n−1
1 )= v2
n+1t+2n−1+1
2 ζ
2
1 (n > 0),
δ1(v
2n+2t+3·2n
2 ζ1/v
3·2n
1 )= v2
n+2t+2n+1
2 ζ
2
1 (n > 0),
δ2(v
4t+3
2 h
2
10/v
2
1)= v4t+22 h310,
δ2(v
2n+1t+2n
2 h
2
10/v
3·2n−1+2
1 )= v2
n+1t+2n−1
2 ζ3 (n > 1),
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δ2(v
2t+1
2 h
2
11/v1)= v2t+12 h310,
δ2(v
2n+2t+3·2n
2 ζ2/v
3·2n
1 )= v2
n+2t+2n+1
2 ζ1ζ2 (n > 0),
δ2(v
2n+1t+2n+1
2 ζ2/v
3·2n−1
1 )= v2
n+1t+2n−1+1
2 ζ1ζ2 (n > 0),
δ2(v
2n+2t+3·2n+1
2 ζ
2
1 /v
3·2n+3
1 )= v2
n+2t+2n+1
2 β (n > 0),
δ3(v
2n+1t+2n
2 h
3
10/v
3·2n−1+3
1 )= v2
n+1t+2n−1
2 (ζ4 + ζ1ζ3) (n > 1),
δ3(v
2n+1t+2n+1
2 ζ3/v
3·2n−1
1 )= v2
n+1t+2n−1+1
2 ζ1ζ3 (n > 0),
δ3(v
2n+2t+3·2n
2 ζ3/v
3·2n
1 )= v2
n+2t+2n+1
2 ζ1ζ3 (n > 0),
δ3(v
2n+2t+3·2n+1
2 ζ1ζ2/v
3·2n+2
1 )= v2
n+2t+2n+1
2 βh10 (n > 0),
δ3(v
2t+1
2 β/v1)= v2t2 βh11,
δ3(v
4t+2
2 β/v
2
1)= v4t+12 βh10,
δ4(v
2t+1
2 βh11/v1)= v2t2 βh211,
δ4(v
4t+2
2 βh10/v
2
1)= v4t+12 βh210,
δ4(v
4t+3
2 βh10/v
2
1)= v4t+22 βh210,
δ4(v
2n+1t+2n+1
2 ζ4/v
3·2n−1
1 )= v2
n+1t+2n−1+1
2 ζ1ζ4 (n > 0),
δ4(v
2n+2t+3·2n
2 ζ4/v
3·2n
1 )= v2
n+2t+2n+1
2 ζ1ζ4 (n > 0),
δ4(v
2n+2t+3·2n+1
2 ζ1ζ3/v
3·2n
1 )= v2
n+2t+2n+1
2 βh
2
10 (n > 0),
δ5(v
2t+1
2 βh
2
11/v1)= v2t+12 βh310,
δ5(v
4t+3
2 βh
2
10/v
2
1)= v4t+22 βh310,
δ5(v
2n+2t+3·2n+1
2 ζ1ζ4/v
3·2n
1 )= v2
n+2t+2n+1
2 βh
3
10 (n > 0).
As a corollary, we obtain the following:
Lemma 4.7. The cokernel of the map δ∗ :B∗ →K∗ is the vector space generated by the
following elements:
v2t2 h10, v
4t+3
2 h10, v
2t+1
2 h11, ζ1, v
2t+1
2 ζ1, and
v2
n+1t+3·2n−1
2 ζ1 (n > 1);
v4t2 h
2
10, v
4t+3
2 h
2
10, v
2t+1
2 h
2
11, ζ2, v
2t+1
2 ζ2,
v2
n+1t+3·2n−1
2 ζ2 (n > 1), and v
2n+1t+3·2n−1+1
2 ζ
2
1 (n > 1);
v4t2 h
3
10, ζ3, v
2t+1
2 ζ3, v
2n+1t+3·2n−1
2 ζ3 (n > 1),
v2
n+1t+3·2n−1+1
2 ζ1ζ2 (n > 1), β, v
2t+1
2 β, and v
4t+3
2 β;
ζ4, v
2t+1
2 ζ4, v
2n+1t+3·2n−1
2 ζ4 (n > 1), v
2n+1t+3·2n−1+1
2 ζ1ζ3 (n > 1),
βh10, v
4t+2
2 βh10, v
4t+3
2 βh10, and v
2t+1
2 βh11; and
v2
n+1t+3·2n−1+1
2 ζ1ζ4 (n > 1), v
4t+3
2 βh
2
10, βh
2
10, and v
2t+1
2 βh
2
11.
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Proof of Lemmas 4.1 and 4.3. By Lemma 4.7, we see that ϕ(x) = x/v1 ∈ B∗ for each
element x of the cokernel of δ∗ :B∗ →K∗. Thus we have the first relation of Lemma 4.1.
Lemma 4.6 shows immediately the other one of Lemma 4.1.
Now turn to the proof of Lemma 4.3. Note that we have the commutative diagram:
· · · δ∗ K∗ ϕ B∗ v1 B∗ δ∗ K∗ ϕ · · ·
· · · δ∗ H ∗K(2)∗ ϕ H ∗M11
v1
H ∗M11
δ∗
H ∗+1K(2)∗
ϕ · · ·
.
Since the lower sequence is exact, a composition of any two of three maps ϕ, v1 and δ∗ are
trivial.
Suppose that ϕ(x)= 0, then x ∈ Im δ∗ by Lemma 4.7. Thus B∗ δ∗→ K∗ ϕ→ B∗ is exact.
In B∗, x/vj1 = 0 if and only if j = 1, and so the sequence K∗
ϕ→ B∗ v1→ B∗ is exact.
Let {gk} denote the set of generators of B∗. Take an element x =∑k λkva(k)1 gk of B∗. If
δ∗(x) = 0, then ∑k λkδ∗(gk) = 0 since δ∗(va(k)1 gk) = 0 if a(k) > 0. By Lemma 4.6, we
see that {δ∗(gk)} is linearly independent. Therefore, λk = 0 for λk in ∑k λkδ∗(gk) = 0.
Thus x is a linear combination of va(k)1 gk with a(k) > 0, that is, x is a multiple of v1 and
B∗ v1→ B∗ δ∗→K∗ is exact. 2
5. Proof of Lemma 4.5
In this section, we work in the cobar complexΩ∗E(2)∗/(2). Here we consider the Hopf
algebroid
(A,Γ )= (E(2)∗,E(2)∗E(2))= (Z(2)[v1, v±12 ],E(2)∗[t1, t2, . . . ] ⊗BP∗ E(2)∗).
In Γ , we have relations t4i ≡ v2
i−1
2 ti mod (2, v1) for i > 0, and so
x4 ≡ vn2x mod (2, v1) for x ∈ Γ, (5.1)
for any x ∈ Γ with |x| = 2n. The cobar complex Ω∗M for a Γ -comodule M is a
differential graded moduleΩsM =M⊗A Γ ⊗A · · ·⊗A Γ (s copies of Γ ) with differential
ds :Ω
sM → Ωs+1M given by: ds(m ⊗ x) = ϕ(m) ⊗ x + ∑si=1(−1)im ⊗ ∆i(x) −
(−1)sm⊗ x for∆i(x)= γ1⊗· · ·⊗∆(γi)⊗· · ·⊗ γs with x = γ1⊗· · ·⊗ γs . Hereafter, we
consider only Γ -comodules induced from E(2)∗ and so the coaction ψ will be denoted by
ηR .
We assume the following lemmas:
Lemma 5.2 [2, Proposition 5.14, (5.15)]. In the cobar complex Ω1E(2)∗,
d0(v2)≡ v1t31 mod (2, v31),
d0(v
2
2)= v21v2t1 + v31(τ + v2z1) mod (2, v41),
d0(v
2n
2 )= v3·2
n−1
1 v
2n−1
2 z
2n−1
1 mod (2, v
7·2n−2
1 ) (n > 1),
where τ = t2 + t31 and z1 = v−12 τ + v−22 t22 .
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Lemma 5.3. In the cobar complexΩ∗A, for i ∈ {0,1,2,3}, there exists a cochain z′′i such
that z′′i ≡ v32zi mod (2, v1) and
di(z
′′
i )≡ v31v2z1 ⊗ zi mod (2, v41).
Here zi ∈ΩiA denotes a cochain that represents ζi ∈HiK(2)∗.
Lemma 5.4. In the cobar complex Ω∗A, for n > 1 and i ∈ {0,1,2,3},
di
(
v2
n
2 t
⊗i
1
)≡ v3·2n−1+i1 v2n−12 zi+1 mod (2, v3·2n−1+41 ).
Here t⊗i1 =
i︷ ︸︸ ︷
t1 ⊗ · · · ⊗ t1.
Lemma 5.5. In the cobar complex Ω∗A, for n > 0 and i ∈ {1,2,3,4},
d1
(
v3·2
n+1
2 z1 ⊗ zi
)≡ v3·2n+4−i1 v2n+12 B ⊗ t⊗(i−1)1 mod (2, v3·2n+5−i1 ).
Here B ∈Ω3A denotes a cochain that represents β ∈H 3K(2)∗.
Lemma 5.6. For the elements of (2.4), h10, v2h10 and h11 are represented by t1, t41 and t21 ,
respectively, which are cocycles of Ω1A/(2). We also have a cocycle z′i ∈ΩiA/(2) such
that z′2ni represents v2
n
2 ζi of F(n+ 1) for n> 0.
This lemma follows immediately from Lemma 6.9.
Proof of Lemma 4.5. By definition, we have
δs([x/vj1 ])= [y] if ds(x)≡ vj1y mod (2, vj+11 ) ∈Ωs+1A,
where [x] denotes a homology class of x . Suppose that x is a cocycle of Ω∗A/(2). Then
vs2x/v
j
1 is also a cocycle if so is v
s
2/v
j
1 , and we have
δ∗(vs2ξ/v
j
1 )= δ∗(vs2/vj1 )ξ for ξ = [x].
By Lemma 5.2, δ0(v2/v1) = h11, and so the part (1) follows from Lemma 5.6. The
part (2) follows similarly from Lemma 5.6 by using δ0(v22/v21) = v2h10. We obtain the
part (3) by Lemma 5.3, and the part (4) by Lemmas 5.2 and 5.6. The parts (5) and (6)
follow from Lemmas 5.4 and 5.5, respectively. 2
6. Cocycles of Ω∗K(2)∗ and Ω∗E(2)∗/(2)
We begin with some formulæ on ∆ :Γ → Γ ⊗ Γ . Note that the differential d1(x) =
∆(x)+ x ⊗ 1+ 1⊗ x for x ∈Ω1A.
d1(t1)= 0,
d1(t2)=D(2)+ v1D1,
d1(t3)=D(3)+ v2D21 + v1D2,
d1(t4)≡D(4)+ v2D22 mod (2, v1),
(6.1)
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where
D(n)=
n−1∑
k=1
tk ⊗ t2kn−k,
D1 = t1 ⊗ t1,
D2 ≡ t2 ⊗ t2 + t1 ⊗ t21 (t2 ⊗ 1+ 1⊗ t2) mod (2, v1).
First, we work in the cobar complex Ω∗K(2)∗ = Ω∗A/(2, v1). We consider about the
generators ζi of H ∗K(2)∗. Due to Ravenel’s computation [3], the generators ζi are
represented by the following cocycles:
z˙1 = v−12 τ + v−22 t22 ,
z˙2 = v−12
(
t3 ⊗ t21 + z1⊗ t2
)
,
z˙3 = v−22
(
z1 ⊗D2 + t3 ⊗ t1 ⊗ t41 + t32 ⊗ t21 ⊗ t21
)
,
z˙4 = v−22
(
z2 ⊗D2 + u2 ⊗ t1 ⊗ t41 + u22⊗ t21 ⊗ t21
)
.
Here τ = t2+ t31 , t3 = v−22 (t3+ t1t22 ) and u2 = v−12 (t3⊗ τ + z1⊗ t1t2+ t32⊗ t21 ). But here
in this paper, we use following
z1 = v−12 τ + v−22 t22 , and
zi+1 = v−12 (ui ⊗ t21 + zi ⊗ t2) (i = 1,2,3)
(6.2)
for cochains ui such that di(ui) = zi ⊗ t1. Then this is a cocycle by Lemma 6.6 below.
The existence of ui is also stated in Lemma 6.8, which will be proved in Section 7. Recall
now [1, Theorem 2.1]
H ∗K(2)∗[t1] =K(2)∗[v3, h20] ⊗Λ(h21, h30, h31, ρ2),
and consider the inclusion ι :K(2)∗ →K(2)∗[t1]. Then we have
Lemma 6.3. The inclusion ι∗ :H ∗K(2)∗ →H ∗K(2)∗[t1] sends ζi to hi−120 (h20 + h21).
Proof. By the change of rings theorem, H ∗K(2)∗[t1] is obtained as a cohomology of
the cobar complex Ω∗ΣK(2)∗ for Σ = K(2)∗[t2, t3, . . . ] ⊗BP∗ K(2)∗. Note that h2i is
represented by t2i2 , which is a cocycle ofΩ
∗
ΣK(2)∗. Since ι∗ is induced from the projection
Γ →Σ . Now the lemma follows from the definition of z˙i . 2
This shows that the elements z˙i and zi represents ζi up to Ker ι∗. So we redefine ζi to be
a homology class represented by zi .
Lemma 6.4. The cochain zi+1 is a cocycle that represents an element of the Massey
product 〈ζi, h10, h11〉. That is, ζi+1 ∈ 〈ζi , h10, h11〉. Besides, 〈ζi , h11, h10〉 = 〈ζi, h10, h11〉.
Proof. Since di(ui) = zi ⊗ t1 and d1(t2) = t1 ⊗ t21 , we see that the first half follows
immediately by definition.
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Since 〈ζi , h11, h10〉ζi = ζi〈h11, h10, ζi〉, 〈ζi , h11, h10〉 = 〈h11, h10, ζi〉 mod Ker ζi . Note
that Ker ζi = 0 at degree 0, and we see that those two are equal. Note that τ ⊗ zi + t21 ⊗ u∗i
for u∗i = ui + zi t1 represents 〈h11, h10, ζi〉, and is shown to be homologous to zi ⊗ t2 +
ui⊗ t21 by di(zi∆(τ)+u∗i ∆(t21 )). Therefore, we obtain 〈h11, h10, ζi〉 = 〈ζi, h10, h11〉. Thus
we obtain the latter half. 2
It is shown in [3] the relations ζ 31 = 0, 〈h10, ζ1, ζ 21 〉 = 0, 〈ζ1, ζ 21 , h11〉 = 0, which implies
the existence of cochains Z, Bi (i = 0,1) such that
d2(Z)= z1 ⊗ z1 ⊗ z1,
d2(B0)= u1⊗ z1 ⊗ z1 + t1 ⊗Z, and (6.5)
d2(B1)=Z⊗ t21 + z1 ⊗ z1 ⊗ u21.
Using these cochains, we define
B = v−12
(
B0 ⊗ t21 + u1 ⊗ z1 ⊗ u21 + t1 ⊗B1
)
,
R = v−12 t˜4 + v−22 t˜42 + v−12
(
t21u1 + t1u1 + t31
)
for t˜4 = v−42 t4 + v−22 t32 + t31 z1.
Lemma 6.6. The cochains t1, t21 , zi , B and R are all cocycles ofΩ∗K(2)∗, that represent
h10, h11, ζi , β and ρ2, respectively.
Proof. By (6.1), t1 and t21 are cocycles. Since d1(τ )= t21 ⊗ t1, we see that z1 is a cocycle.
Suppose that zi is a cocycle. Then we see zi+1 is a cocycle by Lemma 6.4. By (6.5), B is
seen to be a cocycle.
We compute to see that
d1(t˜4)= t1 ⊗ t32 + t˜3 ⊗ t21 + v2z1 ⊗ z1 (6.7)
for t3 = v−22 (t3 + t1t22 ) and t˜3 = v−22 (t3 + t41 t2). By this, we see that R is a cocycle. 2
Now we work in the cobar complex Ω∗A/(2). For cochains ui , we have the following
Lemma 6.8. In the cobar complex Ω∗A, there exists ui ∈ΩiA for each i ∈ {1,2,3,4},
di(ui)≡ zi ⊗ t1 + v1zi+1 mod (2, v21)
for i < 4, and
d4(u4)≡ z4 ⊗ t1 + v1z1g mod (2, v21).
Put
t ′1 = v2t1 + v1τ, v31z′1 = d0(v22)+ v21 t ′1 + v41 t21 .
and define
v1z
′
i+1 = di(u4i )+ z′i ⊗ t1.
Notice here that t ′1 = v41ρ1 for ρ1 in [2], which is ρ′1 in [6]. Then we have the following
which proves Lemma 5.6:
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Lemma 6.9. Cochains t2ε1 for ε = 0,1, t ′1 and z′i for i = 1,2,3,4 are all cocycles. Besides,
z′i ’s satisfy z′i ≡ v2zi mod (2, v1).
Proof. By (6.1), we see that t2ε1 are cocycles. An easy computation shows that t ′1 is a
cocycle, and then gives a cocycle z′1. Now recall [5] that
d0(v3)= v2t41 + t1ηR(v22)+ v1t22 + v21V + v41 t2 ∈ BP∗BP/(2) (6.10)
for V = v2t21 +v1v2t1+v21 t31 . Since v3 = 0= d0(v3) in Γ =E(2)∗E(2), we have a relation
t41 ≡ v2t1 + v1v−12 t22 ≡ t ′1 + v1v2z1 mod (2, v31). (6.11)
By Lemma 5.2, we see
d0(v
2
2)= v21 t41 + v41 t21 ≡ v21 t ′1 + v31v2z1 + v41 t1 mod (2, v51),
and so z′1 ≡ v2z1 mod (2, v21) by definition.
By Lemma 6.8 and (6.11),
di(u
4
i )≡ z4i ⊗ t41 ≡ v2z4i ⊗ t1 + v1
(
t21 z
4
i ⊗ t1 + v−12 z4i ⊗ t22
)
mod (2, v21).
Write wi so that z′i = v2z4i + v1wi . Then di(u4i ) ≡ z′i ⊗ t1 + v1(wi ⊗ t1 + t21 z4i ⊗ t1 +
v−12 z4i ⊗ t22 ), and wi ⊗ t1+ t21 z4i ⊗ t1+ v−12 z4i ⊗ t22 ∈ 〈v2ζi, h10, h11〉, which is homologous
to v2zi+1. Therefore, we see that z′i+1 ≡ v2zi+1 mod (2, v1), and z′i+1 is a cocycle since
so is z′i . 2
7. Proofs of Lemmas 5.3–5.5
We begin with the following relation:
Lemma 7.1. In the cobar complex Ω∗A,
d1(v
3·2n+1
2 z1 ⊗ z1)≡ v3·2
n+3
1 v
2n+1
2 B mod (2, v
3·2n+4
1 )
for n > 0.
Proof of Lemma 5.4. The case for i = 0 is in Lemma 5.2. Now suppose that the lemma
holds for the case for i . Then we compute
ds(v
2n
2 t
⊗i
1 ⊗ t1)≡ v3·2
n−1+i
1 v
2n−1
2 zi+1 ⊗ t1 mod (2, v3·2
n−1+4
1 ).
Now the case for i + 1 follows from Lemma 6.8 by adding di+1(v3·2n−1+i1 v2
n−1
2 ui+1). 2
Proof of Lemma 5.5. The case for i = 1 follows from Lemma 7.1. Assuming the case i ,
we compute
di+2
(
v3·2
n+1
2 z1 ⊗ zi ⊗ t1
)≡ v3·2n+4−i1 v2n+12 B ⊗ t⊗(i−1)1 ⊗ t1 mod (2, v3·2n+5−i1 ).
Thus, we have the case for i + 1 by Lemma 6.8. In fact, v3·2n+12 z1 ⊗ zi ⊗ t1 = v3·2
n
2 z
′
1 ⊗
di(ui) + v1v3·2n2 z′1 ⊗ zi+1, and so the left hand side is v1di+1(v3·2
n+1
2 z1 ⊗ zi ⊗ t1) by
Lemma 6.8. 2
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Proof of Lemma 5.3. Since we see that
d0(v
3
2)≡ v1t ′21 + v61z′1 + v71 t21 , (7.2)
d0(v32)≡ v1v22 t21 + v31τ 2 mod (2, v41). By Lemmas 6.8 and 6.4,
di(u
8
i + t81 z8i )≡ t81 ⊗ z8i ≡ v22 t21 ⊗ z4i + v21v−22 t42 ⊗ z4i mod (2, v41).
Now put z′′i = v32z4i + v1(u8i + t81 z8i ), and we obtain z′′i ≡ v32zi mod (2, v1) and di(z′′i ) ≡
v31v
2
2z
2
1 ⊗ z4i . Since z21 ≡ z1 mod (2, v1) by (5.1), the other part of the lemma follows. 2
8. Proofs of Lemmas 6.8 and 7.1
Lemma 8.1. In the cobar complex Ω∗K(2)∗, z2i is homologous to zi modulo z1 ⊗ zi−1,
where z0 = 0. Moreover, zi = t1⊗(ui+zi∆i−1(t1))2+ t2⊗zi and zi2 are also homologous
to zi modulo z1 ⊗ zi−1.
Proof. By Lemma 6.3, the element that is represented by z2i is sent to h
i−1
21 (h20 + h21) by
the map ι∗. In Ω∗K(2)∗, we have d1(t4)= t2 ⊗ t2 + t22 ⊗ t22 , and so h220 = h221. Therefore
ι∗([zi])= ι∗([z2i ]). Similarly we see that ι∗([zi])= ι∗([zi2]). Since Ker ι∗ is generated by
z1 ⊗ zi−1, we have the lemma. 2
Lemma 8.2. In the cobar complex Ω∗K(2), we have cochains ui for i = 1,2,3,4 such
that
di(ui)= zi ⊗ t1.
Proof. Since d1(t3)= z1 ⊗ t1 for t3 in (6.7), we put u1 = t3. Let wi denote a cochain that
gives the homologous relation of Lemma 8.1. That is, di−1(wi) = zi + z2i + kzi−1 ⊗ z1.
Besides, we obtain
d1(t1t2)= t21 ⊗ t21 + t1 ⊗ t31 + t1 ⊗ t2 + t2 ⊗ t1 = t21 ⊗ t21 + t1 ⊗ τ + t2⊗ t1.
Now put inductively that
ui+1 = v−12 (ui ⊗ τ + zi ⊗ t1t2 + u2i ⊗ t21 +wi ⊗ t21 ⊗ t21 + kzi−1 ⊗ u21 ⊗ t21 ),
and we compute
di+1(ui ⊗ τ )= zi ⊗ t1 ⊗ τ + ui ⊗ t21 ⊗ t1,
di+1(zi ⊗ t1t2)= zi ⊗
(
t21 ⊗ t21 + t1 ⊗ τ + t2 ⊗ t1
)
,
di+1
(
u2i ⊗ t21
)= z2i ⊗ t21 ⊗ t21 ,
di+1
(
wi ⊗ t21 ⊗ t21
)= (z2i + zi + kzi−1 ⊗ z1)⊗ t21 ⊗ t21 ,
di+1
(
kzi−1 ⊗ u21 ⊗ t21
)= kzi−1 ⊗ z1⊗ t21 ⊗ t21 ,
and have the lemma. 2
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Lemma 8.3. The cocycle z′1 in Lemma 6.9 satisfies
z′1 = v2z41 + v1v−22 t̂38 + v21v−12 t̂34 + v31x
for t̂3 = v−22 (t3 + t41 t2) and x = z1 + v−12 (t˜4 + t21 t̂3).
Proof. By the definition of z′1, d0(v22) = v21 t ′1 + v31z′1 + v41 t21 . On the other hand, we see
that d0(v22)= v21 t41 + v41 t21 . Then we see that v1z′1 = t ′1 + t41 . By (6.10), we see that
t41 ≡ v2t1 + v1v−12 t22 + v31T + v41v−12 t2 mod (2, v51)
for T = v−22 t1t22 + t1. Therefore,
v1z
′
1 = v2t1 + v1τ + t41 = v1v2z1 + v31T + v41v−12 t2 mod (2, v51),
z′1 = v2z1 + v21T + v31v−12 t2 mod (2, v41).
Here we compute z1. Since t42 ≡ v32 t2 + v1v−12 t23 + v21v32T + v31v2τ 2 mod (2, v41) seen by
0= ηR(v4), z21 = v−22 t22 + v−22 t61 + v−42 t42 and so
z21 = v−22 t22 + v−22 t21
(
v2t1 + v1v−12 t22 + v31T
)
+ v−42
(
v32 t2 + v1v−12 t23 + v21v32T + v31v2τ 2
)
= v−22 t22 + v−12 t31 + v1v−32 t21 t22 + v31v−22 t21T
+ v−12 t2 + v1v−52 t23 + v21v−12 T + v31v−32 τ 2
= z1 + v1v−12 t̂32 + v21v−12 T + v31v−22
(
v−52 t
6
2 + t21T + v−12 τ 2
)
= z1 + v1v−12 t̂32 + v21v−12 T + v31v−42
(
t32 + t31 t22 + v2t22
)
.
Therefore,
z41 = z21 + v21v−22 t̂34
= z1 + v1v−12 t̂32 + v21v−12 T + v31v−42
(
t32 + t31 t22 + v2t22
)+ v21v−22 t̂34.
Noticing that t̂32 = v−22 t̂38 + v21v−202 (t44 + t321 t43 )= v−22 t̂38 + v21v−52 (t4 + t81 t3), we see that
z41 = z1 + v1v−12 t̂38 + v21v−22
(
t̂3
4 + v2T
)+ v31v−42 w
for w = t32 + t31 t22 + v2t22 + v−22 (t4 + t81 t3). Since t˜4 = v−42 t4 + v−22 t32 + t31 z1, w = v2τ 2 +
v22 t˜4 + v2t21 t̂3 and so we have the first equality. For the latter half, we have
z41 · v2 = ηR(v2)z41 = v2z41 + v1v−22 t81 z41 + v21v−12 t41 z41 + v31(z21 + v−22 t61 )z41,
since
d0(v2)≡ v1v−22 t81 + v21v−12 t41 + v31z21 + v31v−22 t61 .
Furthermore, we see that
v−22 t
8
1 z
4
1 + v−32 t̂38 = v−32 (t38 + t81 ) and v−12 t41 z41 + v−22 t̂34 = v−22 (t34 + t41 ),
and hence we obtain x by using relations t61 = v2t31 and z61 = z1. 2
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Lemma 8.4. In the cobar complex ΩiA/(2, v21), we have a cochain u′i and a cocycle z′i
such that z′i ≡ v2zi mod (2, v1) and
di(u
′
i )= z4i · v2 ⊗ t1 + v1v−12 z4i ⊗ t22 = v2z4i ⊗ t1 + v1v2zi+1.
Proof. For i = 1, define z′1 by
d0(v
2
2)= v21 t ′1 + v31z′1.
Now suppose that we have a cocycle z′i for i > 1. Define a cochain ri to fit in
z4i · v2 = z′i + v1ri , and we see th at di(ri)≡ z4i ⊗ t21 mod (2, v1). Here · denotes the action
of A from the right. We make a calculation
di(r
2
i )= z4i ⊗ t41
= z4i ⊗ v2t1 + v1v−12 z4i ⊗ t22
= z4i · v2 ⊗ t1 + v1v−12 z4i ⊗ t22
= z′i ⊗ t1 + v1
(
ri ⊗ t1 + v−12 z4i ⊗ t22
)
.
We see that ri ⊗ t1 + v−12 z4i ⊗ t22 represents 〈ζi , h11, h10〉, which also includes v2z2i+1 by
Lemma 6.4. Now define u′i = r2i and z′i+1 to fit in di(u4i )= z′i ⊗ t1 + v1z′i+1. 2
Proof of Lemma 6.8. By Lemma 8.4, we make a computation
di(u
′
i · v−12 )= z4i · v2 ⊗
(
v−12 t1 + v1v−22 t31
)+ v1v−12 z4i ⊗ v−12 t22
+ r2i ⊗ v1v−12 t21
= z4i ⊗ t1 + v1
(
z4i ⊗
(
v−12 t
3
1 + v−22 t22
)+ v−22 r2i ⊗ t21 )
= z4i ⊗ t1 + v1
(
zi ⊗ z1 + v−12
(
zi ⊗ t2 + v−12 r2i ⊗ t21
))
. 2
Proof of Lemma 7.1. First of all, we show the existence of a cochain W such that
d2(W)≡ z′1 ⊗ z41 ⊗ z41 + v31B.
For this sake we give an explicit presentation of Z in (6.5):
Z = v−12
(
t3 ⊗ t32 + t3z21 ⊗ t21 + z1⊗ t˜4
)
.
Besides, a direct computation shows that C = v−12 t33 satisfies
d1(C)≡Z2 +Z+ z1 ⊗R mod (2, v1).
Using B0 of (6.5), we put B ′0 = B20 + t21 ⊗C + t̂32⊗R and obtain
d2(B
′
0)≡ t̂32 ⊗ z1 ⊗ z1 + t21 ⊗Z mod (2, v1).
Note that
d0(v2)≡ v1v−22 t81 + v21v−12 t41 + v31y mod (2, v41)
for y = z1 + v−12 t31 by (5.1). Then if we put v2z41 = z′1 + v1v−22 t̂38 + v21v−12 t̂34 + v31x for
x = y + v−32 τ t22 + v−202 (t44 + t321 t43 ), then we compute
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d2(v2Z
4)= z′1 ⊗ z41 ⊗ z41 + v1v−22
(
t̂3
8 ⊗ z41 ⊗ z41 + t81 ⊗Z4
)
+ v21v−12
(
t̂3
4 ⊗ z41 ⊗ z41 + t41 ⊗Z4
)+ v31(x ⊗ z41 ⊗ z41 + y ⊗Z4)
by Lemma 8.3. These give
d2
(
v1v
−2
2 B
′4
0
)= v1v−22 (t̂38 ⊗ z41 ⊗ z41 + t81 ⊗Z4)+ v31v−42 t41 ⊗B ′40 ,
d2
(
v21v
−1
2 B
4
0
)= v21v−12 (t̂34 ⊗ z41 ⊗ z41 + t41 ⊗Z4)+ v31v−22 t21 ⊗B40 .
Thus
d2
(
v2Z
4 + v1v−22 B ′40 + v21v−12 B40
)≡ z′1 ⊗ z41 ⊗ z41 + v31(x ⊗ z1 ⊗ z1 +X),
where X = y ⊗Z+ t1 ⊗B ′0 + t21 ⊗B0.
For a while we abridge v2’s. Note that B1 is given by using B ′0 as follows:
B1 = B ′0 + z1t̂3 ⊗ z1 + z1 ⊗ z1 t̂32 + t21 z1 ⊗ z1 + z1 ⊗ t32 +Z∆(t21 ).
Furthermore, we have
d1
(
Z∆(z1)+Z
)= z1 ⊗Z+Z⊗ z1, t21 ⊗B0 + d2(B0∆(t21 ))
= B0 ⊗ t21 + t21 t̂3 ⊗ z1 ⊗ z1 + t̂3 ⊗ t21 z1 ⊗ z1
+ t̂3 ⊗ z1 ⊗ t21 z1 + t31 ⊗Z+ t1 ⊗Z∆(t21 ) and
t̂3
2
z1 + z1t21 = z1(t̂32 + z1t21 )= z1t32 + z1t21 .
Therefore,
X+ d2
(
B0∆(t
2
1 )+ t̂3 ⊗ z1 t̂32 + t̂3 ⊗ t32 +Z∆(z1)+Z
)= B +X1 ⊗ z1
for X1 = t1 ⊗ (z1t̂32 + t21 z1)+ t21 t̂3 ⊗ z1 + t̂3⊗ t32 + t̂3⊗ t21 z1 +Z. We also compute
d1(z1 t˜4)= t1z1 ⊗ t32 + t1 ⊗ z1t32 + z1t̂3 ⊗ t21 + t̂3 ⊗ t21 z1 + z1 ⊗ t˜4 + t˜4 ⊗ z1,
which shows that X1 is homologous to
t21 t̂3 ⊗ z1 + t1 ⊗
(
t21 z1 + t32
)+ t˜4 ⊗ z1,
since
Z = t3 ⊗ t32 + z1t3 ⊗ t21 + z1 ⊗ t˜4, z1 t̂3 = z1t3 and
t̂3 ⊗ t32 + t3 ⊗ t32 + t1z1 ⊗ t32 = t1 ⊗ t32.
On the other hand, x = z1 + t˜4 + t21 t̂3 and x ⊗ z1⊗ z1 +X is homologous to B +X2, that
is to say, we have some cochain Y such that
d2
(
v2Z
4 + v1v−22 B ′40 + v21v−12 B40 + Y
)= z′1 ⊗ z41 ⊗ z41 + v31(B +X2)
for X2 = t1 ⊗ (t21 z1 + t32) ⊗ z1 + t2 ⊗ z1 ⊗ z1. Here we note that X2 is homologous to
z2 ⊗ z1. Now replace B by B +X2 for the representative β ∈ 〈h10, ζ1, ζ 21 , h11〉. 2
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9. Proof of Lemma 3.1
We assume the following
Lemma 9.1. In H 4A/(2, v51), h410 = v41g.
Proof of Lemma 3.1. Since hs10 is represented by t
⊗s
1 , j∗ sends it to t
⊗s
1 , which equals
to v4t1 t
⊗k
1 ⊗ gt if s = 4t + k with 0 6 k < 4, by Lemma 9.1. Similarly follows the other
one. 2
Now turn to the proof of Lemma 9.1. Consider a cochain D =D2 + t1 ⊗ t1∆(t41 ), then
d2(D)= t41 ⊗ t1 ⊗ t1 + t21 ⊗ t21 ⊗ t21 .
Therefore we compute
d2(v
−1
2 D)≡ t1 ⊗ t1 ⊗ t1 + v−12 t21 ⊗ t21 ⊗ t21 + v1t∗1 ⊗D
+ v1v−22 t22 ⊗ t1 ⊗ t1 + v31v−12 T ⊗ t1 ⊗ t1 + v41v−22 t2⊗ t1 ⊗ t1,
where d0(v−12 )= v1t∗1 .
Here put C = t1 ⊗ v−12 D + (v−12 t2 + v1v−22 t21 t2) ⊗ t21 ⊗ t21 + v1v−22 t1 ⊗ τ 2 ⊗ t21 +
v1v
−1
2 σ1 + v1v−22 t3 ⊗ t1 ⊗ t1, where σ1 = t21 ⊗ σ + σ ⊗ t21 for σ = t1 ⊗ t31 + t31 ⊗ t1.
Then we have the following
Lemma 9.2. In the cobar complex Ω4A,
d3(C)≡ t1 ⊗ t1 ⊗ t1 ⊗ t1 + v1t1 ⊗ t∗1 ⊗D + v1v−22 t2 ⊗ d(D)
+ v21(S +D∗ ⊗ t1 ⊗ t1)+ v31
(
C1 ⊗ t21 +C0 ⊗ t1 ⊗ t1
)+ v41C2 mod (2, v51),
where
S = σ ⊗ t21 ⊗ t21 + t21 ⊗ σ ⊗ t21 + t21 ⊗ t21 ⊗ σ
C0 = t41 ⊗ t3 + t1 ⊗ v−12 T + v−42 t51 ⊗ t22
C1 = v−42
(
τ 2 ⊗ t2 ⊗ t21 + t41 ⊗ t21 t2 ⊗ t21 + t1τ 2 ⊗ t21 ⊗ t21 + t41 ⊗ t1 ⊗ τ 2
)
+ v−22 t1⊗ t21 ⊗ t21
C2 = v−32
(
t21 ⊗ t2 + t31 ⊗ t21
)⊗ t21 ⊗ t21 + v−42 τ 2 ⊗ σ1
+ v−22
(
t31 ⊗ T + t1⊗ t2
)⊗ t1 ⊗ t1.
Proof. First note that
v−12 t1⊗ t21 = t1 ⊗ v−12 t21 + v1v−22 t31 ⊗ t21 + v31v−42 t1τ 2 ⊗ t21 + v41v−32 t31 ⊗ t21 .
We make a direct calculation:
d3(t1 ⊗ v−12 D)
≡ v1t1 ⊗ t∗1 ⊗D2 + t1 ⊗ v
−1
2 t
2
1 ⊗ t21 ⊗ t21A +
(
t1 ⊗ t11 + v1v
−2
2 t1 ⊗ t22D
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+ v31v−42 t51 ⊗ t22 7 + v
3
1v
−1
2 t1 ⊗ T 7 + v
4
1v
−2
2 t
3
1 ⊗ T + v41v−22 t1 ⊗ t28
)⊗ t1 ⊗ t1,
d3
(
(v−12 t2 + v1v−22 t21 t2)⊗ t21 ⊗ t21
)
≡ (t1 ⊗ v−12 t21A + v1(v−22 t2 ⊗ t21 3 + v−12 t1 ⊗ t1B + t1 ⊗ t41C)+ v21v−22 σ 4
+ v31v−42
(
τ 2 ⊗ t2 + t41 ⊗ t21 t2 + t1τ 2 ⊗ t21
)
6
+ v41v−32 (t21 ⊗ t2 + t31 ⊗ t21 )8
)⊗ t21 ⊗ t21 ,
d3(v1v
−2
2 t1 ⊗ τ 2 ⊗ t21 )≡
(
v31v
−4
2 t
4
1 ⊗ t1 ⊗ τ 2
6
+ v1v−22 t1 ⊗ t41 ⊗ t21C + v
3
1v
−2
2 t1 ⊗ t21 ⊗ t21 6
)⊗ t21 ,
d3(v1v
−1
2 σ1)≡ v21v−22 t21 ⊗ σ14 + v
4
1v
−4
2 τ
2 ⊗ σ1
8
+ v1v−12
(
t1 ⊗ t1 ⊗ t21 ⊗ t21B + t
2
1 ⊗ t21 ⊗ t1 ⊗ t1E
)
,
d3(v1v
−2
2 t3 ⊗ t1 ⊗ t1)≡
(
v31v
−4
2 t
4
1 ⊗ t3
7
+ v1v−22
(
t1 ⊗ t22D + t2 ⊗ t
4
1 3
+ v2t21 ⊗ t21E + v1D
∗
5
))⊗ t1 ⊗ t1. 2
Next consider cochains
Y2 = t1 ⊗D∆(t1)+D∆(t1)⊗ t1 + t1 ⊗ t41 ⊗ t31 + t41 ⊗ t31 ⊗ t1,
X3 = t31 ⊗ t31 ⊗ t21 + t31 ⊗ t21 ⊗ t31 + t21 ⊗ t31 ⊗ t31 .
Since we see that d2(D∆(t1))=D⊗ t1+ t1⊗D+ t51 ⊗ t1⊗ t1+ t41 ⊗ (t21 ⊗ t1+ t1⊗ t21 )+
(t21 ⊗ t21 ⊗ t21 )∆2(t1), we obtain
d3
(
t1⊗D∆(t1)
)= t1 ⊗ (D⊗ t1A + t1 ⊗D1 + t51 ⊗ t1 ⊗ t12
+ t41 ⊗ (t21 ⊗ t1 + t1 ⊗ t21 )B + (t
2
1 ⊗ t21 ⊗ t21 )∆2(t1)
)
3
,
d3(D∆(t1)⊗ t1)=
(
D⊗ t12 + t1 ⊗DA + t
5
1 ⊗ t1 ⊗ t12 + t
4
1 ⊗ (t21 ⊗ t1 + t1 ⊗ t21 )C
+ (t21 ⊗ t21 ⊗ t21 )∆2(t1)
)⊗ t1
4
,
d3(t1 ⊗ t41 ⊗ t31 )= t1 ⊗ t41 ⊗ (t21 ⊗ t1 + t1 ⊗ t21 )B,
d3(t
4
1 ⊗ t31 ⊗ t1)= t41 ⊗ (t21 ⊗ t1 + t1 ⊗ t21 )⊗ t1C.
On the other hand,
d3(t
3
1 ⊗ t31 ⊗ t21 )≡ (t1 ⊗ t21 1 + t
2
1 ⊗ t14)⊗ t
3
1 ⊗ t21 + t31 ⊗ (t1 ⊗ t21 3 + t
2
1 ⊗ t1A)⊗ t
2
1 ,
d3(t
3
1 ⊗ t21 ⊗ t31 )≡ (t1 ⊗ t21 1 + t
2
1 ⊗ t1B)⊗ t
2
1 ⊗ t31 + t31 ⊗ t21 ⊗ (t1⊗ t21A + t
2
1 ⊗ t12),
d3(t
2
1 ⊗ t31 ⊗ t31 )≡ t21 ⊗ (t1 ⊗ t21B + t
2
1 ⊗ t15)⊗ t
3
1 + t21 ⊗ t31 ⊗ (t1⊗ t21 4 + t
2
1 ⊗ t12),
and so
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d3(Y2)= t1 ⊗ t1 ⊗D +D∗ ⊗ t1 ⊗ t1 + t1 ⊗
(
t21 ⊗ t21 ⊗ t21
)
∆2(t1)
+ (t21 ⊗ t21 ⊗ t21 )∆2(t1)⊗ t1 and
d3(X3)= t1 ⊗
(
t21 ⊗ t21 ⊗ t21
)
∆2(t1)+ (t21 ⊗ t21 ⊗ t21 )∆2(t1)⊗ t1
+ σ ⊗ t21 ⊗ t21 + t21 ⊗ σ ⊗ t21 + t21 ⊗ t21 ⊗ σ.
Therefore we have
Lemma 9.3.
d3(Y2 +X3)≡ t1 ⊗ t1 ⊗D +D∗ ⊗ t1 ⊗ t1 + S mod (2)
for S in Lemma 9.2.
Put t̂3 = v−22 (t3 + t41 t2). Then
d1(t3)= t1 ⊗ t22 + t2 ⊗ t41A + v2t
2
1 ⊗ t21 + v1D2,
d1(t
4
1 t2)= t41 ⊗ t2 + t2 ⊗ t41A + t
5
1 ⊗ t21 + t1 ⊗ t61
+ v1(t51 ⊗ t1 + t1 ⊗ t51 ),
and we have
d1(t̂3)≡ v−22
(
t1 ⊗ t22 + t41 ⊗ t2 + v2t21 ⊗ t21 + t51 ⊗ t21 + t1 ⊗ t61 + v1D2
)
+ v1
(
t51 ⊗ t1 + t1 ⊗ t51
)
mod (2)
≡ t1 ⊗ z1 mod (2, v1).
Lemma 9.4. Put t2 = v−22 t2 + v21v−22 t̂3 + v31v−42 t22 . Then
d1(t2)≡ t1 ⊗ t∗1 + v1v−22 t1 ⊗ t1 + v21v−32 t21 ⊗ t21 + v31v−42 D2 mod (2, v41).
Proof. Since v1t∗1 = d0(v−12 ), we see that t21 ≡ v22 t∗1 + v21v−22 τ 2 + v31v−12 t21 . Then an easy
computation shows the lemma. 2
Collecting these, we have
d3
(
C + v21v−22 (Y2 +X3)+ v1v−42 t2⊗D
)
≡ t1 ⊗ t1 ⊗ t1 ⊗ t1 + v31V3 + v41V4 mod (2, v51),
where
V3 =C1 ⊗ t21 +C0 ⊗ t1 ⊗ t1 + v−32 t21 ⊗ t21 ⊗D + v−22 t̂3 ⊗ d(D),
V4 =C2 + v−42 (t41 ⊗ (Y2 +X3)+ t22 ⊗ d(D)+D∗ ⊗D)
+ v−12 t1 ⊗ t2 ⊗ t1 ⊗ t1.
By a routine calculation, we obtain that d3(U3) ≡ V3 + v1W3 mod (2, v1) for W3 ∈
t1X1 +X2t1 and
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U3 = (t1 t̂3 + t̂32)⊗ t1 ⊗ t1 + t21 ⊗D∆(t21 )+D∆(t21 )⊗ t21
+ (t21 ⊗ t22 )∆(t1)⊗ t1 + (t1 ⊗ t21 ⊗ t22 )∆(t1)
+ t1⊗ t1 ⊗ t21 τ 2 + t1 ⊗D + σ ⊗ t31 + t31 ⊗ t31 ⊗ t1 + t21 ⊗ t21 ⊗ τ.
Therefore, we have an element U such that
d3(U)= t1 ⊗ t1 ⊗ t1 ⊗ t1 + v41(V4 +W3).
Then we see that V4+W3 is a cocycle ofΩ∗K(2). Now consider the map ι∗ of Lemma 6.3.
Put ξ = [V4 +W3] and send this to H ∗K(2)[t1] by ι∗. Then we obtain ι∗(ξ)= h420. Now
put
[V4 +W3] = λ1ζ4 + λ2ζ1⊗ ζ3 + λ3h310ρ2 + λ4ζ3ρ2 + λ5ζ1ζ2ρ2 + λ6βρ2 + λ7g
and send to H ∗K(2)∗[t1] by ι∗. Then we have
h420 = λ1(h20 + h21)h320 + λ4(h20 + h21)h220ρ2 + λ6h21h30h31ρ2 + λ7h420.
Therefore, we obtain homologous relation
h410 = v41
(
g+ (λ1ζ1 ⊗ ζ3 + λ3h310ρ2 + λ5ζ1ζ2ρ2)
)
.
We redefine the generator g by the right hand and we obtain Lemma 9.1.
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