Abstract In this paper, by using classical Faedo-Galerkin approximation and compactness method, the existence of martingale solutions for the stochastic 3D Navier-Stokes equations with nonlinear damping is obtained. The existence and uniqueness of strong solution are proved for β > 3 with any α > 0 and α ≥ 
Introduction
We are concerned with very general classes of stochastic Navier-Stokes equation with damping. The damping is from the resistance to the motion of the flow. It describes various physical situations such as drag or friction effects, and some dissipative mechanisms [2, 18] . Importance of such problems for climate modeling and physical fluid dynamics is well known [16, 31] Large deviation have applications in many areas, such as in thermodynamics, stochastic mechanics, information theory and risk management, etc., [32] . A small time large deviation principle for the two-dimensional stochastic Navier-Stokes equations driven by multiplicative noise was established in [34] . Using weak convergence method, a large deviation principle of Freidlin-Wentzell type for stochastic tamed 3D Navier-Stokes equations driven by multiplicative noise was proved in [27] . The small time large deviation principle for the stochastic 3D tamed Navier-Stokes equations was obtained in [26] .
Using Galerkin approximation, Prokhorov's theorem and Skorokhod's embedding theorem, the existence of martingale solutions for a stochastic 2D and 3D Navier-Stokes equations on unbounded domain is obtained [4] . The presence of the nonlinear damping |u| β−1 u in (1.1) is beneficial to the regularity of the martingale solution. Using the nonlinear structure and delicated analysis we overcome some difficulties (such as t 0 D |u · ∇u| 2 dxds), we could prove the existence and uniqueness of strong solution for problem (1.1) for β > 3 for any α > 0 and α ≥ 1 2 as β = 3. If we used the method in [35] with further delicate analysis, we still need the condition α ≥ 1 2 for β ≥ 3, so our result improve the early results even for deterministic case.
As for the existence of local solution for stochastic 3D Navier-Stokes equations with damping, we could use the monotonicity method as in [20] . Our purpose will prove the global existence of strong solution which depends on the various estimates of solution, the LDP and ergodicity etc also depend on such estimates of solution, so we use the Galerkin approximation, a priori estimate and weak convergence here.
The paper is organized as follows. In section 2, we recall basic definitions and introduce some auxiliary operators. Martingale solutions will be obtained in section 3. In section 4, we prove the existence and uniqueness of strong solution for β > 3 with any α > 0 and α ≥ 1 2 as β = 3. In section 5, we prove the small time large deviation principle for the stochastic 3D Navier-Stokes equation with damping for β > 3 with any α > 0 and α ≥ 1 2 as β = 3.
Preliminaries
In this section, we introduce some basic definitions, important lemmas which will be needed in this paper. 
Let H 1 (D, R 3 ) stands for the Sobolev space of all u ∈ L 2 (D, R 3 ) for which there exists weak derivatives
It is a Hilbert space with the scalar product defined by
where
Let C ∞ c (D, R 3 ) be the space of all R 3 −valued functions of class C ∞ with compact supports included in D and let
For the equation (1.1), we consider the abstract form as a stochastic evolution equation
with u(0) = u 0 .
We define the bilinear operator
all u, v, z ∈ V , and also define the linear operator A, as Au = −∆u and assume µ = 1 and g(u) = α|u| β−1 u.
By the incompressibility condition, refer in Temam [31] 
In particular, For all s > 0, the following standard scale of Hilbert spaces is defined by
Consider the natural embedding j : V ֒→ H and its adjoint j * : H → V . Suppose that s > 5 2 , we get that V s is dense in V and the embedding j s : V s ֒→ V is continuous. By (Lemma 2.5 [17] ), then there exists a Hilbert space U such that U ⊂ V s , U is dense in V s and the natural embedding ι s : U ֒→ V s is compact.
We get
Fixing n ∈ N and let H n = span{e 1 , e 2 , · · · e n } denote the linear space spanned by the vectors e 1 , e 2 , · · · , e n . Let P n denote the operator from U ′ to span{e 1 , e 2 , · · · e n } given by
We consider the following functional spaces, similarly to those considered in [23] :
with the topology T 3 generated by the seminorms (q T ).
Let H w be the Hilbert space H endowed with the weak topology. Let 
We introduce the ball
Let B w be the ball B endowed with the weak topology and q be the metric compatible with the weak topology on B. We will introduce the following subspace of the space
The space C([0, T ]; B w ) is metrizable with
and let T denote the supremum of the corresponding topologies. Then a set K ⊂ Z is T − relatively compact if the following three conditions hold
Let (S, ̺) denotes a separable and complete metric space. Let (Ω, F , P) denote a probability space with filtration F = (F ) t∈[0,T ] satisfying the ordinary condition [22] , let (X n ) n∈N denote a sequence of continous F−adapted S−valued processes.
Applying the deterministic compactness criterion formulated in Lemma 2.1, we get the following Lemma 2.2.
Lemma 2.2 (Tightness criterion [21] ) Assume that (X n ) n∈N denote a sequence of continuous F−adapted U ′ −valued processes such that (a) there exists a positive constant C 1 such that
LetP n be the law of X n on Z. Then there exists a compact subset K ε of Z such that for (1) g is continuously differential in R 3 and the Jacobian matrix is defined by, for any
Moreover, g ′ (u) is positive definite and for any u, v, w ∈ R 3 :
where c denote a positive constant depending on β and α.
(2) g is monotonic in R 3 , i.e., for any u, v ∈ R 3 :
Assumption A. There exists positive constants
Existence of martingale solutions
We shall consider the following stochastic evolution equation
Definition 3.1 We say that there exists a martingale solution of the equation (3.1) iff there exists a stochastic basis (Ω,F ,F,P) with filtrationF = {F t } t≥0 , a cylindrical
Wiener processŴ on the space Y and a progressively measurable process u :
holds true for any t ∈ [0, T ] and all v ∈ V.
Theorem 3.1 Let following assumptions (A.1) − (A.3) be satisfied, (A.1) W (t) be a cylindrical Wiener process in a separable Hilbert space Y defined on the stochastic basis (Ω, F , F, P) with a filtration F = {F t } t≥0 and H ⊂ Y ;
where, u ∈ V , for some constants λ 0 , ρ and η ∈ (0, 2].
Then there exists a martingale solution (Ω,F ,F,P, u) of problem (3.1) such that
However, G extends to a mapping G :
Let H n = span{e i , 1 ≤ i ≤ n} be the orthogonal projection of H on H n , and let P n :
Consider the following classical Faedo-Galerkin approximation in the space H n :
Using the Itô formula and the Burkholder-Davis-Gundy inequality [8] , we will prove the following Lemma 3.1. Let p satisfy the following condition
for some constants η ∈ (0, 2], λ 0 ≥ 0 and ρ ∈ R.
So inequality (3.3) should be written equivalently in the following form
The following estimate and Lemma 3.2 are based on the similar method used by Brzeźniak and Motyl in [4] .
For any n ∈ N , the solution u n of the Galerkin equations defines a measure L(u n ) on (Z, T ). Using Lemma 2.2 and (3.5), we will prove the tightness of this set of measures.
Proof of Theorem 3.1.
By Lemma 3.2, we have the set of measures {L(u n ), n ∈ N } is tight on the space (Z, T ), and by [Corollary 3.12 [4] ], then there exists a subsequence (n k ) k , a probability space (Ω,F ,P), and Z−valued random variablesũ,ũ n k , k ≥ 1 such that
We denote the subsequence (
Let us define the processM n (t) with trajectories in
The following proof is based on the similar method used by Brzeźniak and Motyl in [4] . Sinceũ n and u n have the same laws, for all s, t ∈ [0, T ], s ≤ t all functions h bounded continuous on C([0, s]; U ′ ), and all ψ, ζ ∈ U .
Proof. Let us fix s, t ∈ [0, T ], s ≤ t and ψ ∈ U . By Lemma 3.3(a), we get thatũ n →ũ in C([0, T ], H w ),P−a.s. and by (2.2), we get P n ψ → ψ in H.
And because
We get that g(ũ n (t)) → g(ũ(t)). We infer that assertion (a) holds.
Lemma 3.6 (Lemma 5.7 [4] ) For all s, t ∈ [0, T ] such that s ≤ t and all ψ, ζ ∈ U :
Lemma 3.7 (Lemma 5.8 [4] ) For all s, t ∈ [0, T ] such that s ≤ t and all ψ, ζ ∈ U , we have
Now, we apply the idea analogous to which used by Da Prato and Zabczyk ( [9] , Section 8.3), [17] and [4] . By the martingale representation theorem [9] , we will get conclude.
This completes the proof of Theorem 3.1.
Existence and uniqueness of strong solution
In order to get the strong solution for the stochastic Navier-Stokes equation with damping, we have the following crucial lemma.
We first introduce the Galerkin systems associated to the original equation and establish some uniform a priori estimates. Recall that
is an orthonormal basis of H. For any n ≥ 1, let H n = span{e 1 , e 2 , · · · , e n } and let
We consider the classical Faedo-Galerkin approximation in the space H n defined by
The following lemma is the main preliminary step in the proof of Theorem 4.2.
Lemma 4.1 Suppose that β > 3 with any α > 0 and α ≥
Proof. We apply Itô formula to |∇u n | 2 2 for t ∈ [0, T ],
using Young's inequality and (4.4) to estimate J 1 (t), we deduce
The Hölder's inequality and Young's inequality imply that
Taking the supremum and expectation over the interval [0, t] on the equality (4.3), we estimate the last two items. By the Assumption A, we have
Now applying Burkholder-Davies-Gundy inequality and Young's inequality, we have
Similarly, we have
We have
Choosing sufficiently small ε and Gronwall's inequality, we deduce
For α ≥ 1 2 as β = 3, we can get the above estimate easily. This completes the proof of Lemma 4.1. Now we will study the weak convergence of approximating sequences. Using the priori estimate in the Lemma 3.1 and Lemma 4.1, we deduce the existence of a subsequence of Galerkin elements u n and process
for which the following limits hold: 
Uniqueness of strong solution
(4.12) Definition 4.1 (Pathwise uniqueness) We say that the pathwise uniqueness holds for Eq. (3.1) if whenever we are given two weak solutions of Eq. (3.1) defined on the same probability space together with the same Brownian motion
(Ω, F , P ; (F ) t≥0 ; W ; u 1 ),
(Ω, F , P ; (F ) t≥0 ; W ; u 2 ), the condition P {u 1 (0) = u 2 (0)} = 1 implies P {ω :
The following Yamada-Watanabe theorem holds in this case( [25, 28] ). Proof. Let u 1 and u 2 be two solutions of Eq. (3.1) defined on the same probability space together with the same Brownian motion and starting from the same initial value.
Then U satisfies the following equation
Let r(t) = a t 0 ||u 2 || 4 ds, t ∈ [0, T ], where a is a positive constant. Let
Then by Itô's formula, we have
and hence
Therefore for every ε > 0 there exists C ε > 0 such that
(4.14)
By Lemma (2.3), we have
Let a = C ε , we get
By (4.12), (4.13), (4.14) and (4.15), we have
Let us choose ε > 0 such that 2 − ε − L > 0, we have This completes the proof of Theorem 4.2.
Remark If W (·) be a H−valued Brownian motion on (Ω, F , P ) with the covariance operator Q, which is a positive, symmetric, trace class operator on H and G(t, u) satisfy the following hypotheses (A.1)-(A.4), using similar method, we get existence and uniqueness In this section, we denote the following inner products
and norms | · | 2 = (·, ·) 
Consider the small time process u(εt), we have the following equation: 
is absolutely continuous and such that
Theorem 5.1 Assume (A.1)-(A.5) are satisfied, ξ ∈ H, then there exists a sequence {ξ n } ∞ n=1 ⊂ V such that ξ n → ξ, for β > 3 with any α > 0 and α ≥ Proof. This section is devoted to the proof of Theorem 5.1, which will be split into a number of lemmas. Let v ε (·) be the solution of the stochastic equation 5) and ν ε be the law of v ε (·) on the C([0, 1]; H). By [9] , we obtain that ν ε satisfies a large deviation principle with the rate function I(·). First, we will prove that the two families of probability measure µ ε and ν ε are exponentially equivalent, that is, for any δ > 0, we
Then Theorem 5.1 follows from (5.6) and Theorem 4.2.13 in [11] for ξ. The Theorem 4.2.13 in [11] satisfies that if one of the two exponentially equivalent families satisfies a large deviation principle, so does the other.
The following result is an useful estimate of the probability that the solution of (5.4) leave an energy ball. It will play an important role in the rest of the paper.
Lemma 5.1 Let u ε (t) be the solution of (5.4), then we have
where (|u ε | H V (1)) 2 = sup 0≤t≤1 |u ε (t)| 2 + 2ε 1 0 ||u ε (t)|| 2 dt. Proof. Applying Itô's formula to |u ε (t)| 2 , we deduce
that is,
For the first term, we deduce
By virtue of (A.2), we have
Substituting (5.9) and (5.10) into (5.8), we deduce
Hence, we have the following inequality
For p ≥ 2, there exists a constant c such that
For estimating the stochastic integral term, we will use the following result from [1, 10] that there exists a positive constant C such that, for any p ≥ 2 and for any continuous martingale (M t ) with M 0 = 0, one has 12) where M * t = sup 0≤s≤t |M s | and || · || p stands for the L p −norm. 13) where (A.2) has been used. In other words,
Combining (5.11), (5.13) and (5.14), we obtain
Applying the Gronwall's inequality, we get
Hence, we get the following inequality
Letting M → ∞ on both side of the above inequality, this completes the proof of Lemma 5.1.
For ξ ∈ H, since V is dense in H, then there exists a sequence {ξ n } ∞ n=1 ⊂ V such that
Let u ε n (·) be the solution of (5.4) with the initial value ξ n . By the proof of Lemma 5.1, it is easy to see that we get the following equality
Let v ε n (·) be the solution of (5.5) with the initial value ξ n , and we have the following result whose proof is similar to the Lemma 5.1.
Lemma 5.2 For any fixed
Proof. Applying Itô's formula to ||v ε n (t)|| 2 , we deduce
By (A.3) and inequality (5.12), we obtain
According to the proof of Lemma 5.1, we have
Similarly, we can easy to get the following equality 
Proof. For any M > 0, define a stopping time
We deduce
Let k be a positive constant. Applying Itô's formula to e −kε 
For any given R > 0, by Lemma 5.1, there exists a positive constant M such that for any ε ∈ (0, 1], we get the following inequalities The following lemma have that for any fixed integer n, the two families {u ε n , ε > 0} and {v ε n , ε > 0} are exponentially equivalent. Similarly, we get For any M , (5.48) implies that there exists a positive number ε 0 , such that for any ε < ε 0 , P ( sup 
