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Abstract
Traﬃc Light Control System (TLCS) is widely used in our daily life. It is of great importance to ensure the
correctness of TLCS. In this paper, bounded model checking (BMC) is chosen to verify a simple but practical
TLCS. To this end, Propositional Projection Temporal Logic (PPTL) used as the property speciﬁcation
language and the process of BMC for PPTL are brieﬂy introduced. Then, a TLCS is described and its
corresponding Kripke structure is given. Finally, two related properties speciﬁed by PPTL formulas are
veriﬁed for the system using the BMC approach. The veriﬁcation result using our bounded model checker,
BMC4PPTL, shows that the behavior of TLCS is consistent with the speciﬁcation.
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1 Introduction
Techniques for automatic formal veriﬁcation of ﬁnite state transition systems have
been studied in recent years. The most widely used approach is called Model Check-
ing [4,6]. As a trusted, strong and automatic veriﬁcation technique, model checking
has been widely used in many ﬁelds such as veriﬁcation of hardware, software and
communication protocols. With model checking, the system to be veriﬁed is mod-
eled as a ﬁnite state machine and the speciﬁcation is formalized in terms of temporal
logic formulas. In practice, linear-time temporal logic (LTL) [16] and branching-
time temporal logic (CTL) [4] are popular.
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SPIN [14] based on LTL and SMV [15] depended on CTL are two well-known
model checkers. However, as known, automata-based model checking algorithms
can easily lead to state space explosion when the number of states in the system is
large. To ﬁght this problem, several approaches, such as Symbolic Model Checking
(SMC) [2], Abstract Model Checking (AMC) [5], and Compositional Model Check-
ing [7], have been proposed with success. The combination of SMC with BDDs
[15,8] pushed the barrier to systems with 1020 states and more [2]. But the bottle-
neck of SMC is the amount of memory that is required for storing and manipulating
BDDs. The boolean functions required to represent the set of states can grow expo-
nentially. Bounded model checking (BMC) is an important progress in formalized
veriﬁcation after symbolic model checking [1]. The basic idea of BMC is to search
for a counterexample in executions whose length is bounded by some integer k. If
the property is not satisﬁed, an error is found. Otherwise, we cannot tell whether
the system satisﬁes the property or not. In this case, we can consider increasing
k, and perform the process of BMC again. The BMC problem can be eﬃciently
reduced to a propositional satisﬁability problem, and can therefore be solved by
SAT solvers rather than BDDs. Modern SAT solvers can handle propositional sat-
isﬁability problems with hundreds of thousands of variables.
With model checking and bounded model checking, the mostly used temporal
logics are LTL, CTL and their variations. However, the expressiveness of LTL and
CTL is not powerful enough, actually, not full regular. There are at least two types
of properties in practice which cannot be speciﬁed by LTL and CTL: (1) some time
duration related properties such as a property P holds after 100th time unit and
before 200th time unit; (2) some periodically repeated properties P . Propositional
Projection Temporal Logic (PPTL)[9,11] is a useful formalism for speciﬁcation and
veriﬁcation of concurrent systems. The expressiveness of PPTL is full regular [17]
which allows us to verify full regular properties and time duration related properties
of systems in a convenient way.
To combine the advantages of BMC and PPTL, the bounded semantics of PPTL
formulas and the process of BMC for PPTL have been presented in [12]. The
bounded model checker for PPTL named BMC4PPTL has been developed so that
automatical veriﬁcation can be conducted. With BMC4PPTL, we describe the
model by the input language used in NuSMV [3] and specify the property by a PPTL
formula. When a PPTL formula R is a chop construct in the form of R ≡ Q1;Q2, R
is false if Q1 only has inﬁnite models and we don’t consider this case in this paper.
In our daily life, TLCS plays an important role to make the traﬃc be safe and
eﬃcient. So it is of great importance to ensure the correctness of TLCS. In this arti-
cle, ﬁrst we describe a TLCS by a Kripke structure M according to the requirement
speciﬁcation. Then one safety property and one periodically repeated property to be
veriﬁed are speciﬁed by PPTL formulas. After that, the BMC approach is employed
to ﬁnd a counterexample. The veriﬁcation is done automatically by BMC4PPTL
and the results show that the system is consistent with the speciﬁcation.
This paper is organized as follows. The next section presents the preliminaries,
including the Kripke structure used for the description of a model and the property
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speciﬁcation language PPTL. In addition, the process of BMC for PPTL is intro-
duced. In section 3, a simple but practical TLCS is described and its corresponding
Kripke structure is given. In section 4, two related properties are veriﬁed using
the BMC approach. The veriﬁcation results using BMC4PPTL for checking these
properties are shown. Finally, the conclusion is drawn in section 5.
2 Preliminaries
2.1 The Kripke Structure
A Kripke structure M is a quadruple M = (S, I, T, L) where S is the set of states
which are deﬁned by valuations to a set of boolean variables (atomic propositions)
A, I ⊆ S is the set of initial states, T ⊆ S × S is the transition relation and
L : S → 2(A) is the labeling function. Labeling is a way to attach observations to
the system: for a state s ∈ S the set L(s) contains exactly those atomic propositions
that hold in s. The set of initial states I and the transition relation T are given as
functions in terms of A.
2.2 Propositional Projection Temporal Logic
Let Prop be a countable set of atomic propositions. The formula P of PPTL is
given by the following grammar:
P ::= p | © P | ¬P | P1 ∨ P2 | (P1, · · ·Pm) prj P
where p ∈ Prop, P1, · · · , Pm and P are all well-formed PPTL formulas. © (next)
and prj (projection) are basic temporal operators. The semantics have been deﬁned
in [10].
Normal Form (NF) [13] is a useful notation in our method. We assume Qp is
the set of atomic propositions appearing in the PPTL formula Q. Then, the NF
can be deﬁned as follows:
NF (Q) ≡ ∨n0j=1(Qej ∧ empty) ∨
∨n
i=1(Qci ∧©Q′i)
where Qej and Qci are conjunctions of atomic propositions (or their negations)
in Qp, Q
′
i is an arbitrary PPTL formula.
Any PPTL formula Q can be rewritten into its normal form [13].
Example 2.1 Given a PPTL formula f , f ≡ ¬(true;¬(©q)) ∧ ¬(p; q), we can get
NF (f) ≡ p ∧ ¬q ∧©(q ∧© q ∧¬q) ∨ ¬p ∧©(q ∧© q)
2.3 The Process of Bounded Model Checking for PPTL
The bounded semantics of PPTL formulas and the process of BMC for PPTL have
been deﬁned in [12]. In this subsection, we brieﬂy introduce the process of BMC
for PPTL which is mainly used in this paper.
Given a ﬁnite state transition system M (a Kripke structure), the property of
the system in terms of a PPTL formula f , and a bound k, the procedure of BMC
can be described as a process for constructing a proposition formula [M, f ]k. Let
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(s0, · · · , sk) be a ﬁnite sequence of states on a path π. The deﬁnition of formula
[M, f ]k consists of two components: Mk, the ﬁrst component, is a propositional
formula that constrains (s0, · · · , sk) to be a valid path starting from an initial state;
Xk, the second component, a propositional formula that constrains π to satisfy
f with bound k. To deﬁne the second component, we ﬁrst give the deﬁnition of
loop condition, which is a propositional formula that is evaluated to true only if the
path π contains a loop.
For a Kripke structure M , and k ≥0,
Mk
def
= I(s0) ∧
∧k−1
i=0 T (si, si+1)
Loop condition:
L(k,l)
def
= T (sk, sl) (0 ≤ l ≤ k)
Lk
def
=
∨k
l=0 L(k,l)
General translation (BMC to SAT):
Xk
def
= (¬Lk ∧ f(0,k)) ∨
∨k
l=0(L(k,l) ∧ f(0,k,l))
[M, f ]k
def
= Mk ∧Xk
In the deﬁnition of Xk, the translation rule of f(i,k,l)(i, l ≤ k) for a PPTL formula
f over an inﬁnite path π with a (k, l) − loop and f(i,k)(i ≤ k) for a PPTL formula
f over a ﬁnite path π with no loop have been deﬁned in [12]. Putting everything
together we can get the following boolean formula:
[M, f ]k
def
= I(s0) ∧
∧k−1
i=0 T (si, si+1) ∧ [(¬Lk ∧ f(0,k)) ∨
∨k
l=0(L(k,l) ∧ f(0,k,l))]
As we can see, the right side of the deﬁnition can be divided into two parts:
the ﬁrst part I(s0) ∧
∧k−1
i=0 T (si, si+1) ∧ (¬Lk ∧ f(0,k)) indicates a path with no loop
and the translation without loop is used; the second part I(s0)∧
∧k−1
i=0 T (si, si+1)∧
(
∨k
l=0(L(k,l) ∧ f(0,k,l))) represents that a path with a (k, l) − loop and all possible
starting points l of a loop and the translation for a (k, l) − loop is conjoined with
the corresponding loop condition L(k,l).
3 Modeling of TLCS
Traﬃc light control system (TLCS) is common in our daily life. When cars and
pedestrians cross an intersection, traﬃc lights make them pass or stop. A poorly
designed TLCS will cause traﬃc chaos. The normal function of traﬃc lights requires
sophisticated control and coordination to ensure that cars move as smoothly and
safely as possible and that pedestrians are protected when they cross the roads. A
variety of diﬀerent control systems are used to accomplish this, ranging from sim-
ple clockwork mechanisms to sophisticated computerized control and coordination
systems that self-adjust to minimize delay to people using the road. An intuitive
model of a crossing is shown in ﬁgure 1.
As we all know, the duration of the green lights for the main road should be
longer than that of the red lights in the rush hours because there are more cars
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Fig. 1. An intuitive model of a crossing
and pedestrians in the main road while the duration is equal at other time. In
fact, an east-west traﬃc light and a west-east traﬃc light change simultaneously, so
we use one light to represent both for clarity in our model. Similarly, we use the
south-north traﬃc light to represent the north-south and south-north traﬃc lights.
Now a simple rule is made for the light control system. We assume there are two
modes in the system. Mode 1 represents the rush hours and mode 0 represents the
other time. When the current time is between 7 o’clock and 9 o’clock or between
17 o’clock and 19 o’clock, the system is in mode 1. The system can translate from
mode 0 to mode 1 and from mode 1 to mode 0 according to time o’clock.
The procedure of the TLCS system can be stated as follows:
(1) The system starts at 0 o’clock and the next step is (2);
(2) The mode of the system is set as 0. The green light of the east-west direction
and the red light of the south-north direction are on. This state lasts 25 seconds
and the next step is (3);
(3) The yellow light of the east-west direction ﬂashes and the red light of the
south-north direction is on. This state lasts 5 seconds and the next step is (4);
(4) The red light of the east-west direction and the green light of the south-north
direction are on. This state lasts 25 seconds and the next step is (5);
(5) The red light of the east-west direction is on and the yellow light of the
south-north direction ﬂashes. This state lasts 5 seconds. According to the current
time, the mode is set for the next state. If the current time is between 7 o’clock
and 9 o’clock or between 17 o’clock and 19 o’clock, the next step is (6), otherwise
the next step is (2);
(6) The mode of the system is set as 1. The green light of the east-west direction
and the red light of the south-north direction are on. This state lasts 30 seconds
and the next step is (7);
(7) The yellow light of the east-west direction ﬂashes and the red light of the
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south-north direction is on. This state lasts 5 seconds and the next step is (8);
(8) The red light of the east-west direction and the green light of the south-north
direction are on. This state lasts 20 seconds and the next step is (9);
(9) The red light of the east-west direction is on and the yellow light of the
south-north direction ﬂashes. This state lasts 5 seconds. According to the current
time, the mode is set for the next state. If the current time is between 7 o’clock
and 9 o’clock or between 17 o’clock and 19 o’clock, the next step is (6), otherwise
the next step is (2).
The implementation of the system is shown as a Kripke structure in Fig.2. There
are eight states in the Kripke structure. Each state s is represented by four state
variables s[3], s[2], s[1] and s[0]. s[3] = f(t) is used for representing the mode at
the current time t of the state s. The current time is measured in seconds. The
function f returns 1 when the traﬃc is in rush hours otherwise returns 0. For
0 ≤ t < 24× 3600, the deﬁnition of f is shown as follows:
f(t)
def
=
⎧⎨
⎩
1 if 7× 3600 ≤ t < 9× 3600 or 17× 3600 ≤ t < 19× 3600
0 otherwise
Because the red light of either the south-north direction or the east-west direction
is on at every state, we can use s[2] to represent the red light of the south-north
direction is on and ¬s[2] to represent the red light of the east-west direction is on.
As the yellow light of the south-north or east-west direction and the green light of
the south-north or east-west direction, only one kind of lights works at one state
for a time. So we can use s[1] ∧ s[0] to represent the green light of the south-north
direction is on, s[1] ∧ ¬s[0] to represent the green light of the east-west direction is
on, ¬s[1]∧ s[0] to represent the yellow light of the south-north direction ﬂashes and
¬s[1] ∧ ¬s[0] to represent the yellow light of the east-west direction ﬂashes.
The initial starting time of the system is at 0 o’clock and it takes 60 seconds to
execute a loop each time. From the deﬁnition of f(t), we know that t = 7× 3600 is
the switching time when the system translates from mode 0 to mode 1. When the
current time is between 0 o’clock and 7 o’clock, the system runs on the left circle.
The mode of each state on the left circle is 0 according to the evaluation of f(t).
Because 7× 3600 is divisible by 60, the system may translate from mode 0 to mode
1 only when the last state in the loop has been executed. When t reaches 7× 3600,
the function f(t) returns 1 and the system goes to the right circle representing the
mode for the rush hours. During the execution time, the mode changes and the
system runs with the corresponding circle. From the description above, we can see
that the procedure represented by the Kripke structure is consistent with the steps
of the TLCS system.
When system reaches at s4, the loop of the left or right side must have been
executed n times in total where n is an integer. The mode of s4 is 1 and the current
time t is between 7×3600 and 9×3600 or between 17×3600 and 19×3600. We can
use 60 × n to represent t because it takes 60 seconds to execute a loop each time.
Now we assume t is between 7× 3600 and 9× 3600. Then we can get the following
inequality:
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7× 3600 ≤ 60× n < 9× 3600
⇒ 420 ≤ n < 540
⇒ 420 ≤ n ≤ 539
⇒ 420 + 1/2 ≤ n+ 1/2 ≤ 539 + 1/2
⇒ 420 < n+ 1/2 < 540
⇒ 7× 3600 < 60× n+ 30 < 9× 3600
In the same way, we can get the following inequalities:
7× 3600 < 60× n+ 35 < 9× 3600
7× 3600 < 60× n+ 55 < 9× 3600
7× 3600 < 60× n+ 60 ≤ 9× 3600
From the range of 60× n+ 30, 60× n+ 35 and 60× n+ 55, we can know that
the mode of s5, s6, s7 is 1 which is the same as that of their last state. When s7 has
been executed, the mode of its next state can be 0 or 1 because f(t) returns 0 or 1
for 7× 3600 < t ≤ 9× 3600. So in the Kripke structure, there are two output arcs
from the state s7. When t is between 17 × 3600 and 19 × 3600, we can obtain the
same result.
In a similar way, we can also prove that there is one arc from s0, s1, s2 and there
are two output arcs from the state s3 on the left side.

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Fig. 2. The Kripke structure of TLCS M
The set of initial states is represented as follows:
I(s) := ¬s[3] ∧ ¬s[2] ∧ s[1] ∧ ¬s[0]
The transition relation is represented as follows:
T (s, s′) := (¬s[3] ∧ ¬s[2] ∧ s[1] ∧ ¬s[0] ∧ ¬s′[3] ∧ ¬s′[2] ∧ ¬s′[1] ∧ ¬s′[0])
∨ (¬s[3] ∧ ¬s[2] ∧ ¬s[1] ∧ ¬s[0] ∧ ¬s′[3] ∧ s′[2] ∧ s′[1] ∧ s′[0])
∨ (¬s[3] ∧ s[2] ∧ s[1] ∧ s[0] ∧ ¬s′[3] ∧ s′[2] ∧ ¬s′[1] ∧ s′[0])
∨ (¬s[3] ∧ s[2] ∧ ¬s[1] ∧ s[0] ∧ ¬s′[3] ∧ ¬s′[2] ∧ s′[1] ∧ ¬s′[0])
∨ (¬s[3] ∧ s[2] ∧ ¬s[1] ∧ s[0] ∧ s′[3] ∧ ¬s′[2] ∧ s′[1] ∧ ¬s′[0])
∨ (s[3] ∧ ¬s[2] ∧ s[1] ∧ ¬s[0] ∧ s′[3] ∧ ¬s′[2] ∧ ¬s′[1] ∧ ¬s′[0])
∨ (s[3] ∧ ¬s[2] ∧ ¬s[1] ∧ ¬s[0] ∧ s′[3] ∧ s′[2] ∧ s′[1] ∧ s′[0])
∨ (s[3] ∧ s[2] ∧ s[1] ∧ s[0] ∧ s′[3] ∧ s′[2] ∧ ¬s′[1] ∧ s′[0])
∨ (s[3] ∧ s[2] ∧ ¬s[1] ∧ s[0] ∧ s′[3] ∧ ¬s′[2] ∧ s′[1] ∧ ¬s′[0])
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∨ (s[3] ∧ s[2] ∧ ¬s[1] ∧ s[0] ∧ ¬s′[3] ∧ ¬s′[2] ∧ s′[1] ∧ ¬s′[0])
The structure can be described by the input language for NuSMV which is used
in our bounded model checker, BMC4PPTL, as shown in ﬁgure 3.
Fig. 3. The program in the NuSMV language for TLCS
4 Bounded Model Checking for TLCS
First we consider a safety property. At any state, the yellow or green light of the
south-north direction works when the red light of the east-west direction is on, and
the yellow or green light of the east-west direction works when the red light of the
south-north direction is on. We can specify this safety property by a PPTL formula
as follows:
F1 ≡ ((s[2] ∧ ¬s[1] ∧ s[0]) ∨ (s[2] ∧ s[1] ∧ s[0]) ∨ (¬s[2] ∧ ¬s[1] ∧ ¬s[0])
∨ (¬s[2] ∧ s[1] ∧ ¬s[0]))
≡ ((s[2] ∧ s[0]) ∨ (¬s[2] ∧ ¬s[0]))
≡ (s[2] ↔ s[0])
The property F1 can be represented as p, where p is s[2] ↔ s[0].
With BMC for PPTL, we are trying to ﬁnd a counterexample of the property
F1, which means we are looking for a witness for ¬F1. The existence of such a
witness indicates that the property F1 is false. If, on the other hand, no such
witnesses can be found, it means that this property holds up to the given bound.
Assume the bound k = 3. Unfolding the transition relation, we can get the
following formula:
M3 ≡ I(s0) ∧ T (s0, s1) ∧ T (s1, s2) ∧ T (s2, s3)
The loop condition is:
L3 ≡
∨3
l=0 L(3, l) ≡
∨3
l=0 T (s3, sl)
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By means of normal form of PPTL formulas, we can work out NF (¬F1):
NF (¬F1) ≡ NF (¬p) ≡ (¬p ∧ ε) ∨ (¬p ∧more) ∨ (©♦ ¬p)
According to the translation rules for PPTL formulas, we can get the translation
of ¬F1 for the path with a (3, 0)− loop as follows:
(¬F1)(0,3,0)
≡ (¬p)(0,3,0)
≡ (♦¬p)(0,3,0)
≡ ((¬p ∧ ε) ∨ (¬p ∧more) ∨©(♦¬p))(0,3,0)
≡ ¬p(s0) ∨ (♦¬p)(1,3,0)
≡ ¬p(s0) ∨ ¬p(s1) ∨ (♦¬p)(2,3,0)
≡ ¬p(s0) ∨ ¬p(s1) ∨ ¬p(s2) ∨ (♦¬p)(3,3,0)
≡ ¬p(s0) ∨ ¬p(s1) ∨ ¬p(s2) ∨ ¬p(s3) ∨ (♦¬p)(0,3,0)
In the equation above, (♦¬p)(0,3,0) occurs again when it is decomposed. By using
the ﬁxpoint theory, we can get the following equation:
(¬F1)(0,3,0) ≡ ¬p(s0) ∨ ¬p(s1) ∨ ¬p(s2) ∨ ¬p(s3)
Putting everything together we can get the following boolean formula:
[M,¬F1]3
≡ I(s0) ∧ T (s0, s1) ∧ T (s1, s2) ∧ T (s2, s3) ∧ (¬L3 ∧ (¬F1)(0,3) ∨
∨3
l=0(L(3, l)
∧ (¬F1)(0,3,l)))
As shown in ﬁgure 2, there exists one path whose length is 3. Because this path
has a (3, 0)− loop, it results in the following formula:
[M,¬F1]3 ≡ I(s0) ∧ T (s0, s1) ∧ T (s1, s2) ∧ T (s2, s3) ∧ (L(3, 0) ∧ (¬F1)(0,3,0))
We ﬁnd that there is no assignment satisfying the formula [M,¬F1]3, which
means that there is no counterexample of the property F1 when the bound is 3.
By our bounded model checker for PPTL, we can get the result for F1 when the
bound is 3 as shown in ﬁgure 4.
Fig. 4. The result of BMC4PPTL for F1 when the bound is 3
As expected, the system satisﬁes this safety property in 3 time steps. If we wish,
we can increase the bound and perform the process of BMC again.
Now we check a periodically repeated property which shows the advantages of
PPTL. In the system, there are two modes. As we can see in ﬁgure 2, the states 0010
and 0111 alternately appear in the left path. The state 0010 lasts 25 seconds and the
state 0111 lasts 25 seconds because this path dose not represent the rush hours. The
green light of the east-west direction and the red light of the south-north direction
are on in state 0010. The red light of the east-west direction and the green light
of the south-north direction are on in state 0111. So in mode 0, a property which
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means that every other state in which the green light of the east-west direction and
the red light of the south-north direction are on appears can not be satisﬁed. This
is a typical example for showing the limitation of the expressive power of LTL. This
property cannot be described by an LTL formula since the property is full regular.
Certainly, we can specify this property by a PPTL formula as follows:
F2 ≡ (q ∧ ε); (©2(q ∧ ε))∗
In the formula above, q represents ¬s[3] → (¬s[2] ∧ s[1] ∧ ¬s[0]) where ¬s[3]
means that the system runs in mode 0 and ¬s[2]∧s[1]∧¬s[0] stands for the state in
which the green light of the east-west direction and the red light of the south-north
direction are on.
Let us consider a case where the bound k = 2. Unfolding the transition relation,
we can get the following formula:
M2 ≡ I(s0) ∧ T (s0, s1) ∧ T (s1, s2)
The loop condition is:
L2 ≡
∨2
l=0 L(2, l) ≡
∨2
l=0 T (s2, sl)
According to the translation rules for PPTL formulas, we can get the translation
of ¬F2 for the path without loops as following:
(¬F2)(0,2)
≡ (¬((q ∧ ε); ((©© (q ∧ ε))∗)))(0,2)
≡ ((¬q ∧ ε) ∨ (q ∧©¬(©(q ∧ ε); ((©© (q ∧ ε))∗))) ∨ (¬q ∧©true))(0,2)
≡ q(s0) ∧ (©¬(©(q ∧ ε); ((©© (q ∧ ε))∗)))(0,2) ∨ ¬q(s0)
≡ q(s0) ∧ (¬(©(q ∧ ε); ((©© (q ∧ ε))∗)))(1,2) ∨ ¬q(s0)
≡ q(s0) ∧ (ε ∨ (true ∧©¬((q ∧ ε); ((©© (q ∧ ε))∗))))(1,2) ∨ ¬q(s0)
≡ q(s0) ∧ (©¬((q ∧ ε); ((©© (q ∧ ε))∗)))(1,2) ∨ ¬q(s0)
≡ q(s0) ∧ (¬((q ∧ ε); ((©© (q ∧ ε))∗)))(2,2) ∨ ¬q(s0)
≡ q(s0) ∧ (¬q(s2) ∨ ((q ∧©¬(©(q ∧ ε); ((©© (q ∧ ε))∗))))(2,2)) ∨ ¬q(s0)
≡ q(s0) ∧ (¬q(s2) ∨ q(s2) ∧ false) ∨ ¬q(s0)
≡ ¬q(s0) ∨ ¬q(s2)
Putting everything together we can get the following boolean formula:
[M,¬F2]2
≡ I(s0) ∧ T (s0, s1) ∧ T (s1, s2) ∧ (¬L2 ∧ (¬F2)(0,2) ∨
∨2
l=0(L(2, l) ∧ (¬F2)(0,2,l)))
As shown in ﬁgure 2, there exists one path whose length is 2. Because this path
has no loops, the formula above can be simpliﬁed as the follows:
[M,¬F2]2 ≡ I(s0) ∧ T (s0, s1) ∧ T (s1, s2) ∧ (¬L2 ∧ (¬F2)(0,2))
The assignment 0010, 0000, 0111 satisﬁes [M,¬F2]2. This assignment corre-
sponds to a path from the initial state 0010 to the state 0111 that violates the
periodically repeated property.
The veriﬁcation result using BMC4PPTL for F2 with the bound 2 is shown in
ﬁgure 5.
From the result in ﬁgure 5, we can see that a counterexample is found out when
the bound is 2. The veriﬁcation result of F2 is consistent with what we expect.
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Fig. 5. The result of BMC4PPTL for F2
5 Conclusion
In this paper, we analyze a simple but practical traﬃc light control system. The
Kripke structure is given according to the requirement speciﬁcation. Then, we
use the BMC for PPTL to verify two related properties. The veriﬁcation result
using our model checker, BMC4PPTL, shows that the system is consistent with
the requirement speciﬁcation. However, we have not investigated the complexity
of the process of BMC. To examine our method, several case studies with larger
examples are required. Besides, it is necessary for us to further improve our BMC
tool BMC4PPTL in the near future.
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