This article gives an analog of Taylor's trick in the context of motives for absolute Hodge cycles. The aforementioned trick, first sketched by Taylor in a letter to Clozel, gives two conditions ensuring that an mn-dimensional -adic Galois representation is divisible by m. We give a detailed proof of this result, and extend it to motives by using Tannakian duality.
Introduction
Taylor's trick originates in the following basic question: For a number field F , let ρ : Gal(F /F ) → GL mn (Q ) be a continuous semisimple representation, unramified almost everywhere. Which conditions ensure that ρ ρ ⊕m for some n-dimensionalρ? In a letter to Clozel in 1991, Taylor showed that it is enough to assume (a) for unramified v, the eigenvalues of ρ (Frob v ) have multiplicity at least m, and (b) for some v| , and some τ : F v →Q , each Hodge-Tate number has multiplicity m. See Proposition 1 below. The proof uses the Sen operator, introduced in [6] , whose eigenspaces give the Hodge-Tate decomposition.
This scenario occurs naturally when one wants to associate Galois representations with algebraic automorphic representations Π on GL n (A F ). In the setup of [3] , one takes a CM field F = E F + , where E is imaginary quadratic, F + is totally real and imposes further restrictions on Π . Namely, Π ∞ should be cohomological (equivalently, regular
where τ (G) ∈ {1, 2} is the Tamagawa number (Is it one in this case?). Hard work in [3] then verifies that R n−1 ξ,ι (π f ) ss does indeed satisfy conditions (a) and (b) mentioned earlier, after twsiting by ψ, and therefore, by Taylor's trick (that is, Proposition 1 given later),
(ψ).
A natural question then arises: whether the R ι (Π ) are the -adic realizations of a motive?
We are cautiously optimistic that one can show R n−1 ξ,ι (π f ) comes from a motive, cut out of the cohomology of a self-product of the universal abelian scheme A U over X U (for suitable U ), when one imposes certain special hypotheses on F and π . To remove these special hypotheses, a key input would then be a motivic analog of the usual patching lemma, a direction we plan to pursue in the near future. The goal of this paper is to provide a version of Taylor's trick in the motivic setting. Unfortunately, in addition to analogs of (a) and (b), we have to make a rather strong assumption on the Galois image (implying that Gal(F /F ) acts semisimply, for example), which, however, is expected to be vacuous, as predicted by the Tate conjecture. As motivation, no pun intended, let us mention that the motivic patching lemma would also yield motives attached to certain automorphic representations Π on GL n (A F + ). This, in turn, would explain that the oddness (When n is odd, and R ι (Π ) is irreducible; this was proved by Taylor in [9] by giving another geometric realization of complex conjugation. The same method should work when nis even and some component is a discrete series.) of the book project Galois representations R ι (Π ). Here, following Gross, by odd we mean that R ι (Π )(cσ ) is conjugate to φ Π σ ( j) for every embedding σ : F + → C (and every extensionσ toF ). Here φ Π σ is the Langlands parameter, and j ∈ W R such that
is an isobaric sum of discrete series (and a character if n is odd); so in that case, odd simply means that trR ι (Π )(cσ ) ∈ {0, ±1}
We now formulate the main result of this paper. First, we must establish some notation. Throughout, we fix a number field F and a subfield L ⊂Q, possibly of infinite degree over Q. Let M = M + (t) be a pure motive over F , for absolute Hodge cycles, with
is an effective motive. That is, X is a smooth projective variety defined over F , which is not necessarily connected, but for simplicity we assume it is of pure dimension, so that
where C d AH is the finite-dimensional Q-space of absolute Hodge cycles of codimension d. We refer to [1, 4] for the definitions. A succinct survey is given in [5] . We let r be the rank of M (over L), and let w be its weight. The motive M has various realizations, related by comparison isomorphisms:
(1) Betti: For each embedding σ : F → C, one has an r-dimensional vector space
cσ . Thus, when σ is real, we get an infinite Frobenius Frob σ on M σ . 
(5) λ-adic comparison isomorphism: For each extensionσ :F → C of the embedding σ : F → C, one has a natural comparison isomorphism
They are compatible with the Galois action, in the sense that
Furthermore, when σ is a real embedding, and cσ ∈ Γ F is the complex conjugation,
Our main result in this paper is the following motivic analog of Taylor's trick. (ii) For all but finitely many v (and some finite place λ), each eigenvalue of
(iii) There exists an embedding σ :
Then there is a motiveM over F , with coefficients in a finite extensionL of L, of weight w and rank n (overL), unique up to isomorphism, such that 
, and that it intersects every connected component, see [7, p. 386] . In fact,
we can get by with something slightly weaker. In Theorem 1, one can replace (i) and (ii) with the following condition: For every semisimple g ∈ G F,M (σ,Q ), every eigenvalue of g on M λ ⊗ L λQ has multiplicity at least m.
A Result in Representation Theory
Throughout this section, G denotes a fixed reductive algebraic group defined over an algebraically closed field k of characteristic zero. We take G • to be its identity component, which is a normal subgroup.
We let g be the Lie k-algebra of G • . Then, our goal in this section is to prove the following lemma on multiplicity removal for algebraic representations of G.
mn. Assume it satisfies the following two hypotheses.
(1) For every semisimple g ∈ G, each eigenvalue of r(g) on W has multiplicity at least m. (In particular, r(g) has at most n distinct eigenvalues.) (2) There exists a semisimple X ∈ g ⊗ k K, for some algebraically closed field K/k,
Then there is an algebraic k-representationr : G → GL(W), of dimension n, uniquely determined up to isomorphism, such that r m ·r =r ⊕m .
Moreover,r has precisely n distinct weights for any maximal torus.
Proof. We first fix a Borel pair (B, T) in G
• , and let N be its normalizer in G, This is an algebraic subgroup of G, containing T as a normal subgroup, and N/T is naturally identified with π 0 (G). Indeed, it is easy to see that
since G • acts transitively on the set of Borel pairs, and N G • (T) = T. We choose T such that the semisimple element X in (2) belongs to its Lie algebra t ⊗ k K.
For each algebraic character λ ∈ X(T), we let W λ denote the associated weight space. 
Here U is the unipotent radical of B, and W U λ is the subspace of U -invariants.
Step 1: #W = n and dim k W λ = m, for all λ ∈ W.
We first observe that the inequality #W ≤ n holds: Choose a t ∈ T such that the λ(t) are distinct, for all weights λ. Then r(t) has #W distinct eigenvalues on W. By (1) it has at most n distinct eigenvalues, proving the inequality. To get the equality, note that the eigenvalues of dr(X) on W ⊗ k K are of the form dλ(X), for λ ∈ W. By (2), these must be distinct, and #W = n. Finally, since the dλ(X) are all distinct, W λ is the dλ(X)-eigenspace of dr(X), which is m-dimensional by (2).
Step 2:
We first prove the equality when λ ∈ W + is maximal. Pick t ∈ T as in Step 1. Then 
W{λ}.
It is therefore enough to show that each W{λ} is divisible by m.
Step 3: W{λ} Ind
First observe that there is a natural bijection N/N λ G/G λ . Therefore,
Comparing dimensions, we need only embed the induced representation into W{λ}. This is done by mapping a function f to the tuple of all r(g) f(g −1 ).
We are now reduced to showing that each W[λ] is divisible by m, when viewed as a G λ -representation. This follows once we show that each copy of V(λ) in W is N λ -invariant, and that all copies are isomorphic as G λ -modules. We will deduce this from the following key step:
Step 4: N λ acts on W λ by a character, for all λ ∈ W.
Fix some g ∈ N λ . Since a power of g lies in T, it is a semisimple element (Jordan decomposition). We assume r(g) has at least two distinct eigenvalues on W λ , and obtain a contradiction. 
In particular, we see that
Taking j = b above, we deduce the following constraints,
If this holds for all t ∈ T, we must have
Step 5: Each simple G
Fix some g ∈ N λ , and a nonzero vector v ∈ V U λ . A straightforward computation shows that r(g)v is a highest weight vector in r(g)V, which is again a simple
Step 4, r(g)v is a nonzero multiple of v, and hence the intersection V ∩ r(g)V is nonzero. Consequently, r(g)V = V.
Step
6: Any two simple G • -submodules of W[λ] are isomorphic as G λ -modules.
Let V and V be two copies of V(λ) in W, and pick highest weight vectors v and v .
Then there is a unique isomorphism of G
We conclude that, as G-modules, W m ·W, where we may take the modulẽ Here V is any copy of V(λ) in W. This shows the existence of the desiredr.
Step 7: The representationr is uniquely determined up to isomorphism.
The character ofr is uniquely determined, indeed tr(r) = mtr(r); so this follows from the Jacobson density theorem applied to the group algebra of G.
Remark. The earlier-mentioned proof was sketched in [3] , as part of the proof of Lemma I.2.2 on p. 27. However, we feel that some steps in the latter proof are a bit imprecise. For example, there is no need to make the assumption that λ is a vertex of the convex hull of the set of weights. Moreover, the last inductive step (involving the complement Z ) seems somewhat unjustified.
3 Some Zariski Closed Subsets of GL n Let k be a fixed algebraically closed field. For positive integers m, n∈ Z >0 , we define X m,n to be the set of matrices g ∈ GL n (k) such that each eigenvalue of g has algebraic multiplicity at least m. Our goal in this section is the following.
Lemma 2. X m,n is a Zariski closed subset of GL n .
Proof. Let p g (x)
= det(xI − g) be the (monic) characteristic polynomial of g. Its coefficients are polynomials in the entries of g. Then X m,n is the set of g such that p g ∈ X m,n , the set of degree n monic polynomials p ∈ k [x] such that each root of p has multiplicity ≥ m. The set of all degree n monic polynomials is naturally identified with k n , and it is sufficient to show that X m,n ⊂ k n is Zariski closed. To do that, take an arbitrary monic polynomial p ∈ k[x] of degree n. Then, a root α ∈ k has multiplicity at least m if and only if
Thus, any root of p(x) is a root of p (i) (x) for all 0 ≤ i < m, but possibly of a different multiplicity. Since the multiplicities are at most n, we see that
The converse is obvious. We conclude that
To see that this is Zariski closed, we argue as follows: By the division algorithm in R[x],
where R is the polynomial ring over k in the variables y 0 , . . . , y n−1 and z 0 , . . . , z d , there are unique polynomials q, r ∈ R[x] such that deg x (r) < n and
Thus, x n + a n−1 Remark. This is probably well known to the experts. A brief outline of the earliermentioned argument is given in the first five lines of the proof of Lemma I.2.2 in [3] .
Note that there is a typo there: The exponent should be an, not a.
An Application to Galois Representations
We fix a number field F , an algebraic closureF , and consider -adic representations of the Galois group Γ F = Gal(F /F ). That is, continuous representations
where W is a finite-dimensional vector space overQ . For a finite place v, ρ v = ρ| Γ Fv is well-defined up to equivalence. We say ρ is unramified at v if ρ v is trivial on the inertia
well-defined conjugacy class in GL(W). When v is a finite place of F dividing , we say that ρ is Hodge-Tate at v when 
As an application of the results in the previous two sections, we are able to remove the multiplicity in Galois representations satisfying certain hypotheses. This is commonly referred to as Taylor's trick, since it was first described in a letter from R. Taylor 
For each fixed μ, a standard argument in p-adic Hodge theory shows that
Of course, here we take into account the multiplicity of i in the multiset H T τ μ (ρ v 
We denote by g theQ -Lie algebra of G,
Then Φ corresponds to a tuple (Φ μ ), where Φ μ acts by multiplication by i on each copy
n distinct eigenvalues, of multiplicity m, if we choose μ such that τ = τ μ (such exists, extend τ to an isomorphismτ :F v →Q , and check that the embedding μ =τ −1 | L works).
Pick any extension of μ to an embeddingμ :Q → C F v . We take this to be the extension in condition (2),
Finally, from Lemma 1 we get an algebraic representationr :
Thenρ is continuous, semisimple (since G is reductive), and it is easily checked from the definitions that ρ ρ ⊕m .
Remark. This Proposition is a key ingredient in the proof of Theorem C in [3] . Indeed, what we did above is essentially just the proof of Proposition VII.1.8 on p. 226 in [3] . In their setup, ρ is cut out of the cohomology of some compact unitary Shimura variety. 
The motivic Galois group G F (σ ) is an affine group scheme over Q. 
