Scaling analysis, in which one infers scaling exponents and a scaling function in a scaling law from given data, is a powerful tool for determining universal properties of critical phenomena in many fields of science. However, there are corrections to scaling in many cases, and then the inference problem becomes ill-posed by an uncontrollable irrelevant scaling variable. We propose a new kernel method based on Gaussian process regression to fix this problem generally. We test the performance of the new kernel method for some example cases. In all cases, when the precision of the example data increases, inference results of the new kernel method correctly converge. Because there is no limitation in the new kernel method for the scaling function even with corrections to scaling, unlike in the conventional method, the new kernel method can be widely applied to real data in critical phenomena.
Critical phenomena relate many fields of science. Because of a scale invariant at a critical point, a scaling law exists and different systems share a set of values of scaling exponents. This is a universality of critical phenomena. The set of exponent values defines a universality class of critical phenomena. The classification of various critical phenomena has been extensively studied from the viewpoint of universality. Scaling laws exist not only in the thermodynamic limit but also in finite-size systems. In particular, by using a finite-size scaling law for finite-size systems, we have confirmed various universality classes [1] . However, such studies have often suffered from corrections to scaling. For example, in the study of spin glass transition, we often experience difficulties attributed to strong corrections to scaling, because the size of the system calculated is very limited. In the study of exotic quantum criticality (e.g. the deconfined quantum criticality [2] , which is beyond the Landau-GinzburgWilson paradigm), the existence of corrections to scaling increases the difficulty in distinguishing exotic quantum criticality from a weak first-order transition [3] [4] [5] [6] [7] . Corrections to scaling are caused by the existence of irrelevant scaling variables which is generally predicted by renormalization-group theory. Therefore, treating corrections to scaling is an important issue in research on critical phenomena.
The purpose of this work is to present a new approach to treat corrections to scaling. With or without corrections to scaling, the most conventional method in the scaling analysis of critical phenomena is the least-squares method. It is based on chi-square statistics to infer scaling exponents and a scaling function from data. If we propose a certain model function for the scaling, the leastsquares method has no limitation. However, because we usually do not know the specific model scaling function, we assume a polynomial as the model function in the least-squares method (see Ref. [8] ). Unfortunately, since it is difficult to set the degree of the polynomial so that it approximates the scaling function in the range of data points, we have to limit the range of data to a narrow region near a critical point (see Fig. 4 in Ref. [9] ). The Bayesian inference method [9] was recently proposed to resolve this inconvenient problem; it is based on the kernel method (Gaussian process regression). Recent studies of various critical phenomena have proved the effectiveness of the kernel method [6, [10] [11] [12] [13] [14] . In this work, we extend the Bayesian inference method to the problem of corrections to scaling. The new kernel method is flexible even with corrections to scaling, because only the smoothness of the scaling function related to relevant scaling variables is assumed. Thus, it can be a promising tool for studying critical phenomena whose data cannot be treated by using the conventional approach. In this Letter, we will first give a brief introduction to corrections to scaling and the Gaussian process regression. We will then consider the ill-posed inference in the scaling analysis with corrections to scaling, and we will propose a new composite kernel method. After we test the performance of the new kernel method for example data sets in detail, we will summarize this work.
Corrections to scaling.-The free energy near a critical point can be rewritten as a function of scaling variables. In this Letter, for the sake of simplicity, we consider a finite-size scaling law with a relevant scaling variable (t) and an irrelevant one (u). Although the irrelevant scaling variable vanishes in the thermodynamic limit, it has an effect in a finite-size region, causing a correction to scaling in the finite-size scaling law as
where L is the size of the system, and scaling (critical) exponents c 1 and c 3 are positive. The scaling function in the thermodynamic limit is F [·, 0]. The universality class of critical phenomena is defined by the exponent values of the relevant scaling variables. The correction to scaling is F [tL c1 , uL
, 0]. The object of the scaling analysis is to determine the critical exponents from a data set of A(t, u, L). Using the new rescaled
and δA is the data precision of A. Thus, the scaling analysis is a statistical inference of critical exponents so that data points collapse on a surface F .
Gaussian process regression.-We often use the leastsquares method for the scaling analysis. However, because one has to assume the form of the unknown scaling arXiv:1410.3622v1 [cond-mat.stat-mech] 14 Oct 2014 function as a polynomial, this sets limits on the data in a narrow region near a critical point. To resolve this difficulty, a Bayesian inference method was proposed [9] . In particular, we explored the use of Gaussian process regression in a scaling analysis. Gaussian process regression relies on a kernel function that defines the covariance of the data, so is called a kernel method. Regarding data points as a Gaussian process with a kernel function, we define a likelihood of data points for the regression of a scaling function. The property of regression function can be represented by a kernel function. If we use a Gaussian kernel, the smoothness of the regression function (scaling function) can be represented by a few parameters. Thus, no limitation on the range of data is needed in the kernel method. Because the scaling function in Eq. (1) smoothly depends on scaling variables, it can be represented by a Gaussian kernel of a two-dimensional space of X 1 and X 2 . However, because of the scaling function's ambiguity, as discussed in the following, the representation does not work.
Resolution of ill-posedness on inference.
-In general, although we can change a relevant scaling variable t, we cannot directly change an irrelevant scaling variable u. We often assume that the irrelevant scaling variable u is constant. Then, the right-hand side of Eq. (1) can be rewritten as
Finally, the trivial scaling function can be defined as H. In other words, since there is an ambiguity for the definition of a scaling function, the inference problem in the scaling analysis is ill-posed under the limited data in which u is constant. The assumption of smoothness of a scaling function does not resolve this ambiguity. To resolve it, we consider a Taylor expansion of a scaling function F [X 1 , X 2 ] by an irrelevant rescaled variable X 2 at a point (X 1 , 0) as
where
and f 0 is a scaling function in the thermodynamic limit. When we introduce the cutoff of the degree of the Taylor expansion, the functional form of the irrelevant rescaled variable X 2 is always a polynomial without ambiguity. In addition, the function f n depends only on the relevant scaling variable. Therefore, there is no ill-posedness in the inference problem for the scaling function. If we maintain the dependence on the relevant variable as the general functional form as f n , then the Gaussian process regression can be defined by a composite kernel written as
where M is the cutoff of the Taylor expansion. Here, we assume that variables X 1 and X 2 are statistically independent. Since the kernel function represents the covariance between two points i and j, the total kernel is a simple product of kernels for each variable: a Gaussian kernel for f n (X 1 ) and a polynomial kernel for X n 2 . The Gaussian function part in Eq. (3) represents the smoothness of f n . Therefore, it does not set any limits on the data near a critical point. We notice that the case of M = 0 is the original kernel without a correction to scaling in Ref. [9] . Thus, the present approach is a systematical extension of the kernel method of the scaling analysis for the correction to scaling.
Performance of composite kernel.-We will now test the performance of the composite kernel method. In the following, for the sake of simplicity, we set the cutoff of the Taylor expansion as M = 1. We call the original kernel in Ref. [9] as the one-dimensional (1D) Gaussian kernel; it is equal to M = 0 in Eq. (3).
We first apply the composite and original kernel methods to two artificial data sets with different types of correction forms. The first data are defined as
and the second data are defined as (5) is generated by adding a Gaussian noise with mean 0 and variance (δA) 2 to the above definitions [see the inset of Fig. 1(a) ]. The number of data points for each system size is 17. In both cases, because of the correction term, the crossing point between different system-sizes shifts from the critical point. The minimum size of the correction term is about 4% of the thermodynamic scaling function at the critical point.
Using kernel methods, we infer Z c and c 1 from a data set of A with a precision δA. Here we fix c 2 as zero, because A in Eq. (4) and Eq. (5) is dimensionless. In the inference process, we use a hybrid Monte Carlo method for normalized rescaled variables (see Supplemental Material) to construct samples of parameters by using the likelihood of Gaussian process regression [15] . It is much effective for a Monte Carlo sampling of continuous variables. By introducing an artificial momentum for a sampling variable, we define a Hamiltonian dynamics for a set of sampling variables. Based on the dynamics, we construct a new sample so that the statistical process satisfies the detailed balance. Figures 1(a) and 1(b) show inference results for Z c and c 1 as a function of precision δA, respectively. We average out results of ten data sets. Whereas inferences from the 1D Gaussian kernel quickly converge to incorrect values, those from the composite kernel effectively converge to the correct ones. However, it is necessary for the data precision to be within 10% for the size of the correction term. The case of Eq. (5) may be harder than that of Eq. (4), because the deviation from the correct value of c 1 from the 1D Gaussian kernel is larger. However, the composite kernel succeeds in its inference from high-precision data in both cases without knowledge of the correction form. We notice that the composite kernel has the same performance as the 1D Gaussian kernel in the case of no correction to scaling. In general, it is difficult to infer the value of the irrelevant scaling exponent with precision. However, when the data precision is improved, the result of the inference should converge to a correct value. The inset of Fig. 1(b) shows inference results of irrelevant scaling exponents c 3 obtained by using the composite kernel. Although the variances of the inferred c 3 values are large in both cases, they effectively are improved by the data precision. Finally, the inference results converge to a correct value.
In the case of a nondimensionless observable, we also need to infer c 2 in the scaling law of Eq. (1). We test the case of a nondimensionless observable defined
Here, we set c 2 as -1, and the values of other parameters are equal to those in the dimensionless case of A. Figure 2 shows the average of inference results of c 2 as a function of precision δB. The composite kernel succeeds in the inference of c 2 when the precision is within 10% for the size of the correction term. The performances for other parameters are similar to those in the dimensionless case.
Lastly, we apply kernel methods to the scaling analysis of the Ising model on cubic lattices. The Hamiltonian is written as H ≡ −J ij S i S j , where the spin variables are S i = ±1 and ij denotes a pair of nearest neighboring sites on a cubic lattice. The finite-temperature phase transition defines the three-dimensional Ising universality class, which widely covers a variety of critical systems. However, to confirm the universality class precisely, we have to take into account corrections to scaling in the scaling analysis [16] . We calculated Binder ratios,
2 , from L = 4 to 32 by using the cluster algorithm with an improved estimator [17] . The simulation code is based on the ALPS library [18] . The range of Binder ratios is [1.1, 2.2]. The number of temperature values for each system size is 17. To ensure high precision, we took about 10 8 samples for each point (see Supplemental Material). We applied two kernel methods to the Binder ratios on selected system sizes as a sequence of N set systems up to L max . Figure 3(a) shows the inference results of an inverse critical temperature β c J and a critical exponent 1/ν as a function of L max . The β c J results obtained by using the 1D Gaussian kernel, in which a correction to scaling is not assumed, slowly converge when L max increases. In contrast, results obtained by using the composite kernel quickly converge. For critical exponents 1/ν(= c 1 ) and ω(= c 3 ), we ob- The size of the correction to scaling can be roughly estimated from the inferred scaling function and data. Then, we confirmed that the data precision is within 2% for the estimated size of the correction to scaling. Therefore, if the data precision is high enough, the composite kernel can succeed in a scaling analysis of real data with a correction to scaling.
Summary and Conclusion.-In this work, we proposed the composite kernel method for a scaling analysis with corrections to scaling. This kernel has no ill-posedness in the inference problem for the scaling analysis. The key to the new kernel is the separation of relevant and irrelevant variables in the inference problem. It is based on the Taylor expansion by an irrelevant variable. We introduce the explicit form of corrections as a polynomial of irrelevant variables. In contrast, we do not need the explicit form of the scaling function related to the relevant variables. Therefore, the composite kernel method can be widely applied to real data in critical phenomena. We tested the performance of the new kernel method for example data sets that have corrections to scaling: three types of artificial data and a real data set of the Ising model on cubic lattices. The new kernel succeeded in the scaling analysis for all cases. In addition, we found that the data precision is important for successful scaling analysis. If the data precision is low, we cannot statistically distinguish a correction to scaling from the data noise. A precision within 10% for the correction term is necessary for succeeding in the scaling analysis by using the composite kernel method. Testing for a variety of critical phenomena requires further studies. We did not discuss statistical tests to check the quality of the scaling analysis. The goodness of fit is an important test in the least-squares method, and the similar chi-square test may be extended to the kernel method. The cutoff of the Taylor expansion in Eq. (2) was not discussed in detail.
To select a suitable cutoff, Bayesian information criterion may be useful.
NORMALIZATION OF RESCALED VARIABLES
In Gaussian process regression, we first use a nonlinear optimization to find a good starting point for Monte Carlo sampling. Although there is no absolute scale for rescaled variables, we found that the normalization of rescaled variables increases the numerical stability of the optimization process at the first stage of Gaussian process regression. In this work, we set the unit of length scale by the largest system size as
where L max and L min are the largest and smallest system sizes in a data set, respectively. The values of X 1 and Y and E for the largest system are independent of relevant scaling exponents (c 1 and c 2 ). The scaling factor R X is defined so that the width of X 1 for the largest system is 2. The scaling factor R Y and the shift parameter Y 0 are defined so that Y for the largest system is in [−1 : 1].
BINDER RATIOS OF ISING MODEL ON CUBIC LATTICES
We calculated Binder ratios by using the SwendsenWang cluster algorithm with an improved estimator. The number of Monte Carlo sweeps for a data point is about 10 8 . Figure 4 shows Binder ratios from L = 4 to 32. They almost share a single crossing point. The inset shows Binder ratios near it. In the thermodynamic limit, Binder ratios have a crossing point at a critical temperature. The crossing point between neighboring system sizes shifts, indicating the existence of corrections to scaling. Figure 5 shows the precision of data in Monte Carlo calculations. Because of critical slowing down, the precision becomes worse near a critical point. Figure 6 shows the finite-size scaling plot when we apply the composite kernel method to the data set of L = 12, 16, 24, and 32 (N set = 4 and L max = 32). 
