In this paper, some deficiencies of a method proposed by Burdet and Johnson in 1977 for solving integer programming problems are discussed. Examples where the algorithm fails to solve the IP and ways to fix these errors are given.
Introduction
In 1977, Burdet and Johnson [2] proposed an algorithms to solve integer programs. The algorithm uses idea of lifting a subadditive dual feasible function. This function is lifted until at least one duality or subadditivity constraint gets violated. At this time, the function gets fixed for those points and lifting continues until the algorithm finds the optimal solution to IP. Although this method works for a large family of problems, it has some deficiencies and flaws which make it fail to work in general.
Consider the Pure Integer Programming Problem (IP) and its subadditive dual: min cx s.t. Ax = b x ≥ 0, integer
max F (b) s.t. F (a j ) ≤ c j , ∀j F ∈ Γ m , F (0) = 0
where A ∈ Q m×n and b ∈ Q m and Γ m = {F : R m → R|F subadditive }. Gomory introduced in [3] the group problem (corner relaxation) of an IP as:
where
B A N for basis B and set of nonbasic variables N. The non-negativity constraints on the basic variables are relaxed. Now if we add these constraints back into the problem in terms of non-basic variables, the problem will be equivalent to IP. It will be in the following form:
The Algorithm
Let S I and S L denote the set of feasible points to IP (1) and its LP relaxation respectively. If π is a subadditive function i.e. π(x) + π(y) ≥ π(x+y) for all x, y, then the inequality j∈N π j x j ≥ π 0 is valid for (4) where π j = π(δ j ), δ j is the j-th unit vector and π 0 ≤ min{π(x)|x ∈ S I }. Based on the idea from [1] and [4] , π(x) is defined from a subadditive function ∆ on R N + with a finite generator set E by π(x) = min
{cy + ∆(x − y)} where I(x) = E ∩ S(x) and S(x) = {y ∈ Z N + |y ≤ x}. E ⊂ Z N + is called the Generator Set. Initially E = {0}. However, it will be expanded sequentially in the algorithm. Given the generator set E, the Candidate Set C is defined to be
If π(y 1 + y 2 ) ≤cy 1 +cy 2 , for all y 1 , y 2 ∈ E and y 1 + y 2 ∈ C, then π is subadditive. Assume that G and H have m 1 and m 2 rows respectively. For 2m 1 + 2m 2 real numbers
Burdet and Johnson defined the generalized diamond gauge
where the minimum is taken over 2m 1 + 2m 2 possible values:
and
Burdet and Johnson defined the gauge function ∆ 0 as:
There are other functions used in [2] , but ∆ 0 gives the best lower bound among them. Burdet and Johnson's algorithm may be written in the following form:
Initialization: Assume that min x∈S {π(x)} > 0 for some S ⊇ S I . Scale π such that this minimum is equal to one. Let α 0 = min j=1,...,n {c
The initial subadditive function is π(x) = α 0 ∆(x) and the initial bound is α 0 , E = {0} and C = {δ i : i = 1, ..., n}; while cx = π 0 for some x in C and feasible to IP (1):
Move x
* from C to E and update C: adjoin to C all the points x > x * and x ∈ Z n + with the property that for every y < x and y ∈ Z n + , we have y ∈ E.
4. Evaluate π 0 = min y∈E∩S(x) {cy + min x∈S α 0 ∆(x − y)}.
(optional)
Solve the following LP and update π 0 accordingly:
Deficiencies and ways to fix errors
Burdet and Johnson claimed that one could use the algorithm without using the parameter optimization. It is stated that enumeration must be done to some extent in order to proceed (which is correct), but completion of parameter adjustment is not necessary. In the following example, we show that either with or without using parameter adjustment the algorithm fails to solve the IP. However, without parameter optimization the algorithm may fail in general.
Example 1. Consider the following integer program and its equivalent form:
The optimal solution is x * = (2, 1, 1, 0) with z * = 5. Note that one constraint ( 1 2
) has been removed since it is redundant. With our previous notation, we have:
and h 0 = 1.
Choose ∆ 0 with S = S L . Scale γ and α so that min x∈S {π(x)} = 1. Note that x = (1, 0) will minimize ∆ 0 on S since any point x that we choose from S, will have x 1 − x 2 ≥ 1. So we have:
z 2 can take values 2k for k = 0, 1, 2, ... and z 1 = 1 + 2k. Obviously k = 0, will give the optimal value and this gives us α + = α − = 1. γ could be any value. We choose γ + = γ − = 1. Note that for k ≥ 0, α + = α − = α and γ + = γ − = γ for some α and γ, we have , so At this point if we continue without parameter optimization, π 0 will always remain at 1 and the points (k, 0) for k ≥ 2 will enter C and then E one by one. As result, (2, 1) which corresponds to the optimal solution will never enter C and hence the algorithm will never find the optimal solution. This can be seen by noting that
Otherwise if we use parameter adjustment, the LP will have the form
Note that the first constraint can be written as π 0 ≤ α + . Also we have ∆ 0 (0, 1) = max{ 
This LP gives α + = α − = 1, γ + = γ − = 6 and π 0 = 1. With these new parameters, we will have: ∆ 0 (0, 1) = 3, ∆ 0 (2, 0) = 2 and x * = (0, 1). New E = {(0, 0), (1, 0), (0, 1)} and C = {(2, 0), (1, 1), (0, 2)}. α 0 = 1 and π 0 = 1. At this point if one continues without parameter optimization, since ∆ 0 (0, 2) = 0, the points (k, 0) for k ≥ 2 will enter C and then E one by one and (2, 1) will never enter C. So again we continue with parameter optimization. The parameter adjustment LP becomes equivalent to
This LP gives α + = α − = 1, γ + = γ − = 8 and π 0 = 0. With these new parameters, we will have:
New E = {(0, 0), (1, 0), (0, 1), (1, 1)} and C = {(2, 0), (0, 2)}. α 0 = 1 and π 0 = 1. First Note that for any α and γ, ∆ 0 (0, 2) = 0. From this iteration on, since (2, 0) is in C and ∆ 0 (0, 2) = 0, again the points (k, 0) for k ≥ 3 will enter C and then E one by one and (2, 1) will never enter C and this algorithm will never terminate. Since we have in the constraints of parameter adjustment LP that ∆ 0 (k, 0) ≤ k which gives kα + ≤ k and α + ≤ 1, α + will never change. Consequently, π 0 will never increase to more than 1 with these settings because of the first constraint in parameter adjustment LP namely π 0 ≤ α + which will remain in the LP in all iterations since (0, 0) ∈ E in all iterations. In iteration k ≥ 3, the LP will have the following form:
This problem can be fixed by imposing an upper bound for each variable. In this case, eventually π 0 and α 0 will increase. For instance in the example above, if we have x 1 ≤ K, then (0, 2) will enter C if we get to a point that we have E = {(0, 0), (1, 0) , ..., (K, 0)} and C = {(K + 1, 0), (0, 2)}. This means that entering (K + 1, 0) to E will not help since it does not belong to X I . See [6] for imposing bounds on variables.
The number of steps for the enumeration part of the algorithm is proportional to the coordinates of the optimal solution. For example if x * is optimal solution for some IP with x * i = 1000 for some i, it will take 1000 iterations to find the optimal solution. The reason is that x * must enter C at some iteration and π 0 has to increase tocx * . Even if we move multiple points from C to E at each iteration, the x i for the points in C will increase only by one unit at most. However, this algorithm may work better for binary problems.
The following example shows that during the algorithm, strong duality may not hold all the time. This problem can be fixed by performing some preprocessing first. If δ i / ∈ X I then x i must be eliminated from IP by letting it be zero.
