For each parameter set, steady-state pERK levels were computed for the autocrine feedback loop, and are plotted as function of the fold change of K 2 from its actual value in the parameter set. K 2 is the gain of the ERK-induced shedding module. The stable steady state is depicted using a solid black line. The red line indicates the unstable steady state at pERK = 0. Results are shown for the 10 best parameter estimates determined based on the root-mean-squared deviation between model predictions and experimental data. As seen, predictions using the various parameter estimates are in excellent agreement with each other. Thus, despite the uncertainty in the absolute values of certain parameters (Table S3) , our results regarding the behavior of the autocrine system (Fig. 8 of the manuscript) would remain essentially unchanged.
SUPPLEMENTARY METHODS: COMPUTATIONAL MODELING OF EGFR TRANSACTIVATION DYNAMICS

Mathematical model description and assumptions
Module-based approaches where a biological network is partitioned into functional modules at a coarse-grained level are being increasingly applied to understand biological systems [1] [2] [3] [4] . For system-level analysis of a modular network, each module can be treated as a proverbial 'black box' whose internal mechanisms do not have to be explicitly represented or even known.
Molecular interactions within a module are only important with respect to their effect on how the module converts an input to an output; they can otherwise be ignored in analyzing the system properties. A modular network model is thus a natural choice for the EGFR transactivation circuit where details of the molecular mechanisms are unknown, but the coarse-grained modular structure of the network has been established.
We developed a block diagram representation for the transactivation system based on the network structure deduced in the manuscript (Fig 7) . We defined the system as containing five distinct Linear Time-Invariant (LTI) modules (modules 1-5 in Fig. 7 ) that are involved in converting the three inputs (LPA, TGFα and HGF concentration time-series) to the levels of ligand shedding rate and ERK activation. The input-output dynamics of these modules are described using transfer functions (TFs). There are two distinct classes of processes in this system − ligand shedding and ERK activation. We chose two distinct ligand shedding modules:
i) an LPA induced shedding module with input being the LPA concentration profile, ii) an ERK induced shedding module with input being the level of phosphorylated ERK. The outputs of each of these modules is a shedding rate and the overall ligand shedding rate, is the sum of these outputs. We chose three distinct ERK activation modules: i) an autocrine ligand induced ERK module with input being the ligand shedding rate, ii) a TGFα induced shedding module with input being the TGFα concentration profile, iii) a HGF induced shedding module with input being the HGF concentration profile. The output of each of these modules is the level of phosphorylated ERK (pERK), and the overall pERK level is the sum of these outputs. In order to make the model realistic, we assumed that the net ligand shedding rate and ERK activity are each saturable. We filtered the additive outputs of the LTI ligand shedding modules, and ERK activation modules using static (memoryless) sigmoidal functions (modules 6 and 7 respectively in Fig. 7) . Thus, saturation of the ligand shedding rate and ERK activation are assumed to be inherent properties of these processes themselves, and are considered to be independent of the type of stimuli that activate these processes. Finally, we integrated the filtered ligand shedding The outputs are the time dependent levels of pERK, y 7 (t) and shed ligand, y 8 (t) (Fig. 6 ) . We assume that the inputs are step functions, i.e. the ligand concentration increases to the specified dose at time 0, and stays at this value. Given the input doses of LPA, TGF and HGF, the model predicts the time courses of ERK activation and ligand shedding. The development of the mathematical model -our specific choices for the transfer function forms for modules 1-5 -and parameter estimation procedures for the entire model are detailed below.
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Transfer functions for modules 1 to 5, and interpretation of their functional forms
For a linear system, the output, O(t), in the time domain can be obtained by convoluting its unit impulse response, G(t) with the input, I(t). G(t), is the system output when the input is a single sharp pulse at t=0 with an area under the integral of 1. The input-output relationship can be written in the time-domain as:
This relationship can be expressed in a more convenient algebraic form by taking the Laplace transform of Eq. S1,
which yields O(s) = G(s)I(s). G(s)
is known as the transfer function (TF) of the system. Note that for a unit impulse input, the Laplace transform of the input I(s) = 1, and
when the input is a unit impulse, the output is given by G(s).
The functional form of G(s) encodes the qualitative characteristics of the system response. For instance when the TF is a constant, i.e. G(s) = K, we have a simple gain system with the shape of the output time-series being identical to that of the input. For G(s) = K/(τs+1), the impulse response in the time domain is an instantaneous rise from 0 to a maximum value, followed by an exponential decay with rate 1/τ and half-life τ log e 2; this is called a first-order system. For G(s) = K/(τ 1 s+1)(τ 2 s+1), the impulse response is a rise from zero at t=0 to a maximum value in a finite amount of time, followed by a decay to zero; this is a second-order system. The overall response decay time is controlled by the larger of the two time constants,
, the output profile mirrors that of the input after a dead-time of t d where the output does not change; we refer to this as a system with dead-time. From a practical standpoint, the K in the numerator of the aforementioned TFs is the gain of the system and specifies how the system amplifies (attenuates) the input. The τ values in the denominator are time constants, which specify the lag between the input and output, i.e. the sluggishness of the response. The t d value in a term of type An 's' term in the numerator of the TF amounts to taking the derivative of the input. In our experiments the inputs are step changes in the ligand concentration. A unit step change input has a laplace transform I(s) = 1/s. An 's' term in the numerator of the TF, converts this input to an impulse. For instance, when G(s) = Ks/(τs+1), the output in response to a step input
This output in the time domain would be an instantaneous rise from 0 to a maximum value, followed by an exponential decay with rate 1/τ.
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Note that the output would decay to 0 even though the input remains at a constant non-zero value. Thus, the output 'adapts' to the constant presence of a stimulus and returns to its original value. When G(s) = Ks/(τ 1 s+1)(τ 2 s+1), we again have an adaptive response, but the output in response to a step input would be a rise to a maximum value in a finite amount of time, and would eventually decay to zero.
Transfer function forms chosen for the five system modules
In conceptual terms, we have a system identification problem where we need to determine the transfer function forms for the modules as well as their parameters from the measured input and output time-series. This problem can be posed as a non-linear optimization where the error between the model predictions for the output time-series and the experimental output timeseries is minimized by adjusting the model functions and parameters. Although this is conceptually simple, non-linear optimization has pitfalls. Inclusion of too many parameters can result in multiple optima, make parameter estimation unreliable, and complicate the interpretation of the results. Thus, automatically identifying a form for the module transfer functions as part of the optimization would complicate the data analysis. As an alternative, we chose to specify the simplest possible transfer function forms for each of the modules based on the qualitative dynamic features of the EGFR transactivation circuit. The optimization problem is then reduced to the task of determining the TF parameters alone. The TF forms chosen for the five system modules and the rationale for their selection are provided in Table S2 . The step response encoded by these TF forms is shown in Fig. S5 .
Governing equations for the mathematical model
Transfer functions are a concise way to represent the solution of linear ordinary differential equations (ODEs). Each of the five LTI modules can be described by a particular ODE which when solved yields its transfer function. Note that a first-order system (module 1) is described by a first order ODE, a second order system (modules 3, 4 and 5) by second order ODEs and a system with just a dead time (module 2) is described by an algebraic equation in the time domain. Since our overall model is nonlinear, it is more convenient to express its governing equations in the time domain rather than in the form of transfer functions in the Laplace domain.
Let y i (t) be the output of module i in Figure 7 at time t. Then, for step changes in the LPA, TGF and HGF concentrations to values L, T and H respectively, the change in the system variables y i (t) over time are described by the following ODEs: 
For modules 3-5, which are described by second order ODEs, we need to specify two initial conditions, one for the variable itself, and another for the derivative of the variable. The initial conditions for the ODE system are as follows: Figure 2C .
The above differential equations need to be solved in conjunction with the following algebraic equations:
Note that in Eq. S2 the input ligand concentrations appear as initial conditions and not in the equations themselves. This is due to the fact that modules 1, 2 and 3 contain an "s" term in the numerator, which converts the step input to an impulse. For any given set of input strengths,
and parameter values, we solved equations S2 and S3 in MATLAB (Mathworks, Natick, MA) using the delay-differential equation solver dde23 to obtain the outputs that we are interested in:
the level of ERK activation, y 7 (t), and the amount of shed ligand, y 8 (t).
Parameter estimation
The mathematical model for the transactivation system contains 13 unknown parameters. There are the 9 transfer function parameters for the core LTI Fig. 2A .
The experimental data consists of time course measurements for ERK and shedding at fixed ligand doses, and dose response measurements at fixed times. Say for a particular inputoutput combination (e.g. input = LPA, output = pERK), the time course is measured at a ligand dose D e and the dose response is measured at a time point t e . In order to simultaneously fit the time course and dose response data, we scaled the dose response curve so that the dose response value at time t e would equal the value determined in the time course experiment for D=D e and t=t e . In essence, we assume that the shape of the dose response curve is invariant while the values themselves could depend on the cell culture conditions. This is supported by the data shown in Fig. S4 . We generated model predictions for pERK and shed ligand at the appropriate dose and time point values dictated by our experimental measurements. We then obtain estimates for the model parameters. We defined search ranges for each of the parameters (Table S3 ) and performed 100 optimization iterations starting from random positions within the chosen parameter bounds. The root-mean-squared value of the residual vector (RMSD) was determined for each of these solutions. Parameter sets that yielded an RMSD within 1% of the minimum value were analyzed to determine the uncertainty in the individual parameters (Table S3) . We computed the mean, standard deviation, CV, and the 10 th , 50 th and 90 th percentile values for each of the 13 model parameters using all qualifying solutions (Table   S3 ).The best-fit parameter set that resulted in the lowest RMSD was used to obtain the results in Figs. 7 and 8 of the manuscript. Despite the uncertainties in some of the parameters, our predictions for the overall behavior of the transactivation circuit remain unchanged when we use any of the parameter sets that yield a good match between model and experiment (Fig. S7) .
Model fits to the experimental data using the best fit parameter set are shown in Fig. S6 .
Although the model does not perfectly capture each individual time-series or dose response curve, the overall fit is reasonable given the fact that we are simultaneously fitting data from 11 individual experiments using a relatively small set of parameters. The R 2 values (Fig. S6) are acceptable for all of the curves except for the HGF-induced shedding dose response where R 2 = 0.47. This is likely due to using the closed-loop response to three distinct inputs to obtain the parameters for the common positive feedback loop. Our ability to obtain a reasonable fit to the data suggests that the model is internally self-consistent and that each of the three stimuli for the most part activate an invariant feedback loop. The discrepancies in the fit could reflect subtle differences in the manner in which the three inputs engage the autocrine circuit.
Steady-states and system stability
Once, we obtained the parameters of the mathematical model, we performed a steady-state stability analysis to examine the properties of the autocrine feedback loop. Equations S2 and S3
can be used to determine the steady-state level of pERK in the system in response to a perturbation. In our model, the ligand shedding response to LPA, and the ERK activation response to TGF and HGF are each modeled as transients that decay to zero at long enough times (see Table S2 ). In this scenario, modules 1, 4 and 5 can be ignored in determining the τ τ τ τ
Setting the derivatives to equal 0 in Eq. S4, allows us to calculate the steady-state values for y 3 , which can then be used to compute the steady-state levels for all the other system variables.
We find that there are two possible steady-states for y 7 the readout for ERK activation: one at y 7 SS = 0, and the second given by the following expression:
we have a single steady-state at y 7 SS = 0. For K 2 K 3 K 6 K 7 > K S6 K S7 , in addition to the 0 steady-state, the non-zero steady-state given by Eq. S5 would be positive and hence viable. The actual basal state of the system would depend upon the stability of each of these steady-states.
To determine the stability around a steady-state value, we can examine how the linearized version of the model behaves in the vicinity of the steady-state. Linearizing the term in the right hand side of Eq. S3 converts it to a linear ordinary differential equation, which can be used to compute a transfer function. This transfer function describes how the system responds to small perturbations, when it starts from the specified steady-state. For stability, the roots of the terms in the denominator of the transfer function should have negative real parts. Using this requirement, we can show that the steady state at y 3 = 0 (and y 7 = 0) is only stable if
Further, the steady-state given by Eq. S5 is only stable if K 2 K 3 K 6 K 7 > K S6 K S7 . These results were used to generate Fig. 8A of the manuscript.
The steady-state analysis indicates that if the feedback in the system is sufficiently strong, the system would prefer the nonzero steady state, and would thus be in a pre-activated basal state prior to ligand addition. For the dynamic simulations shown in Figs. 8B and 8D of the manuscript we used the specified value of K 2 , and fixed values for the other system parameters, to compute the system steady-state as described above. This steady-state was used as the initial condition for computing the pERK dynamic response to TGF . Here, we use sigmoidal saturation functions to account for the fact that ERK and shedding are saturable processes. This renders the model more realistic and enables us to generate predictions for inputs and feedback strengths that the model is not explicitly trained on. 
PP2
SRC 10 ++ --Shown is the degree of inhibition of phospho-ERK levels that was observed following 30 min treatment with the indicated concentration of inhibitors and 10 min stimulation with the indicated agonists. Results are average of duplicate experiments. Phospho-ERK levels were measured using a Luminex assay as described in Methods. "-" indicates no inhibition, "+" indicates ~25% inhibition, "++" indicates ~50% inhibition and "+++" indicates ~100% inhibition. LPA was used at 20μM, EGF at 10ng/ml and HGF at 20ng/ml. 
Supplementary
Input is a step change in LPA, and the ligand shedding rate after a transient increase decays with time (Fig. 2C) . We don't have strong evidence suggesting the presence of a finite response rise time.
Module 2:
TGFα and HGF induce immediate ERK activation ( Fig. 2A) , but the ligand shedding shows the presence of a dead-time. No evidence for a decaying response.
ERK activation modules:
Autocrine ligand induced ERK ( ) ( )( ) 
Step changes in TGFα and HGF induce transient ERK activation with a finite rise time (Fig. 2A) . G 4 and G 5 were chosen based on this information. ERK activation was assumed to occur with similar dynamics irrespective of the stimulus (TGFα, HGF, autocrine ligand). Hence, the characteristic response times (τ) were assumed to be the same for G 3 , G 4 and G 5 . The input to module 3 is a shedding rate, which is already a derivative of the ligand concentration. Hence the 's' term was dropped from the numerator of G 3 .
The TF forms chosen were the simplest possible ones that could explain the qualitative dynamic features of the EGFR transactivation circuit (Fig. 2 in the manuscript) . The responses of these TF forms to unit step inputs are presented in Fig. S5 . Parameters were estimated by fitting the model to the experimental data. Bounds were placed on the individual parameters as indicated in the "Search range" columns above. The optimization was run 100 times with initial values randomly chosen within the indicated parameter bounds. The best fit column shows the parameter set that yielded the minimum root-mean-squared deviation (RMSD) between model and experiment. Solutions that had an RMSD value within 1% of the best fit RMSD were used to compute parameter statistics -mean, standard deviation (SD), coefficient of variation (CV), and the 10 th , 50 th and 90 th percentiles. The variability in any given parameter reflects the inability of the model to obtain a unique estimate for its value. Parameters with CV > 0.1 are highlighted in red. Of these, the parameters K 1 and K 2 and K S6 form a mutually correlated set, which together determine the magnitude of ligand shedding. Similarly the parameters K 3 , K 4 , K 5 and KS 7 comprise a correlated set, which together determine the magnitude of ERK activation. These correlations contribute to the uncertainties in these parameters.
The uncertainty in τ 2 is due to the lack of sufficient data to accurately estimate the rise time for ERK activation.
