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Thermotropic liquid crystals are known to display rich phase
behavior on temperature variation. Although the nematic phase is
orientationally ordered but translationally disordered, a smectic
phase is characterized by the appearance of a partial translational
order in addition to a further increase in orientational order. In an
attempt to understand the interplay between orientational and
translational order in the mesophases that thermotropic liquid
crystals typically exhibit upon cooling from the high-temperature
isotropic phase, we investigate the potential energy landscapes of
a family of model liquid crystalline systems. The configurations of
the system corresponding to the local potential energy minima,
known as the inherent structures, are determined from computer
simulations across the mesophases. We find that the depth of the
potential energy minima explored by the system along an isochor
grows through the nematic phase as temperature drops in contrast
to its insensitivity to temperature in the isotropic and smectic
phases. The onset of the growth of the orientational order in the
parent phase is found to induce a translational order, resulting in
a smectic-like layer in the underlying inherent structures; the
inherent structures, surprisingly, never seem to sustain orienta-
tional order alone if the parent nematic phase is sandwiched
between the high-temperature isotropic phase and the low-tem-
perature smectic phase. The Arrhenius temperature dependence of
the orientational relaxation time breaks down near the isotropic–
nematic transition. We find that this breakdown occurs at a
temperature belowwhich the system explores increasingly deeper
potential energy minima.
inherent structure
The spectrum of static and dynamical features exhibited bythermotropic liquid crystals on transit across the nematic
phase from the isotropic to the smectic phase upon cooling has
been a subject of immense fundamental and practical interests
over the years (1, 2). Although the phase transitions from the
isotropic to the nematic and then to the smectic phase in
thermotropic liquid crystals have been studied extensively, cer-
tain fundamental issues like the role of fluctuations (3) and the
order of these transitions (4–6) are far from being completely
resolved. The de Gennes–McMillan coupling (1, 5), which refers
to the occurrence of the smectic ordering being intrinsically
coupled with an increase in the nematic ordering, is known to
provide a mechanism that can drive an otherwise continuous
nematic to smectic-A (NA) phase transition first order when the
NA transition is sufficiently close to the isotropic–nematic (I-N)
transition. However, the present understanding suggests that the
I-N transition as well as the N-A transition are weakly first order.
On the other hand, much of the interests in dynamics in liquid
crystals have centered on the long-time decay of orientational
relaxation across the I-N transition (1). Recent optical Kerr
effect (OKE) measurements (7) with ultrashort laser pulses,
however, have revealed signatures of complex dynamics over a
wide range of time scales from ultrafast to slow, rather similar to
the relaxation scenario observed in supercooled molecular liq-
uids (8–10), even though the latter do not undergo any phase
transition. The most intriguing feature of the complex dynamics
is the power-law decay observed at short-to-intermediate times
(7, 8).
An approach that explores the potential energy surface of a
system has provided a wealth of information about complex
dynamics in supercooled liquids as well as in proteins (11–15). In
this approach, the potential energy surface is partitioned into a
large number of ‘‘basins,’’ each defined as the set of points in the
multidimensional configuration space such that a local minimi-
zation of the potential energy maps each of these points to the
same local minimum. The configuration corresponding to the
minimum is known as an ‘‘inherent structure’’ (IS) (11). In an
appealing landscape study of a binary Lennard–Jones mixture, it
was found that the onset of nonexponential relaxation in the
supercooled regime corresponded to a temperature below which
the dynamics of the system was influenced by its energy land-
scape (15).
Here, we explore the evolution of the IS of a family of model
liquid crystalline systems across the mesophases in an attempt to
understand the interplay between orientational and translational
order and the plausible correlation of the manner of exploration
of the underlying energy landscape with some of the dynamical
features observed. To this end, we have studied a system of 256
ellipsoids of revolution along three isochors at a series of
temperatures and also along two isotherms at a series of
densities. We have used the Gay–Berne pair potential (16),
which is an elegant generalization of the extensively used iso-
tropic Lennard–Jones potential, to explicitly incorporate anisot-
ropy in both the attractive and the repulsive parts of the
interaction with a single-site representation for each ellipsoid of
revolution. The Gay–Berne pair potential, which is well estab-
lished to serve as a model potential for systems of thermotropic
liquid crystals, defines a family of models, each member of which
is characterized by the values chosen for the set of four param-
eters {, , , } (17). In the Gay–Berne model potential, 
defines the aspect ratio, which is the ratio of molecular length to
breadth, of the ellipsoid of revolution, and  is the energy
anisotropy parameter defined by the ratio of the depth of the
minimum of the potential for a pair of molecules aligned parallel
in a side-by-side configuration to that in an end-to-end config-
uration, whereas  and  are two exponents that are adjustable
(16–18). It follows that  provides a measure of the shape
anisotropy, which is essential for the existence of the me-
sophases, whereas a measure of the anisotropy in the well depth
is provided by . The anisotropy in the well depth also is
controlled by the other two parameters,  and  (17). We have
used the original and the most-studied parameterization { 3,
  5,  2,  1} (17). The isochors and isotherms have been
so chosen that the range of the nematic phase along these varies
considerably. Apart from the isotropic phase, this system is
known to exhibit nematic and smectic-B phases (but no smec-
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tic-A) (18). The system size in the present study has been optimal
given that the landscape studies have often been restricted to a
smaller system size, whereas long wavelength fluctuations in the
vicinity of a phase transition suggest a bigger one to be under-
taken. The system size we have chosen here, however, is large
enough so that the system tracks the phase diagram reported
earlier (17). To check possible system-size effects on our results,
we have further considered systems with 500 and 864 ellipsoids
of revolution. We also have studied systems of Gay–Berne
ellipsoids of revolution by varying separately the aspect ratio 
and the energy anisotropy parameter  to explore robustness of
our results as we will discuss later.
Results and Discussion
Fig. 1a displays the average IS energy as the change in temper-
ature drives the system across the mesophases along three
different isochors. Fig. 1b shows the concomitant evolution of
the average orientational order parameter S both for the IS and
the corresponding prequenched ones. The orientational order
parameter of an N-particle system is defined as the largest
eigenvalue of the ordering matrix Q: Q  1N¥i1
N 1
2
(3eiei 
), where ei is the -component (in the space-fixed frame)
of the unit orientation vector eˆi along the long axis of the ith
ellipsoid of revolution (19). The orientational order parameter
serves in particular to characterize the transition of the system
from the isotropic to the nematic phase. It is evident that the
average IS energy remains fairly insensitive to temperature in the
isotropic phase before it starts undergoing a steady fall below a
certain temperature that corresponds to the onset of the growth
of the orientational order. As the orientational order grows
through the nematic phase, the system continues to explore
deeper potential energy minima until a plateau is reached on
arrival at the smectic phase. The arrival at a smectic phase is
signaled by the appearance of a one-dimensional density wave in
the parallel radial distribution function g(r) computed from the
molecular dynamics trajectory (18). We will return to this point
later while investigating the structural features of the IS. The
advent of the smectic phase also is accompanied by a further
small increase in the orientational order parameter, which
appears to attain saturation upon further cooling.
In Fig. 1a Inset, we show the mean square fluctuation in the
energy of the IS of the system as a function of temperature. The
nonmonotonic temperature dependence is evident with the
appearance of a maximum when the system is in the nematic
phase. The temperature behavior of the mean square fluctuation
in the IS energy shows that the system explores potential energy
minima spanning over a broader energy range as it settles into
the nematic phase. This finding suggests the critical role of
fluctuation effects in the nematic phase. The average potential
energy for a state point obtained from the molecular dynamics
trajectory, however, decreases rather smoothly in all three
phases with decrease in temperature as illustrated in Fig. 1b
Inset. It is evident that the signature of the I-N transition is quite
weak in the average potential energy in contrast to that of the
nematic–smectic transition.
It follows from Fig. 1b that quenching leaves the system in an
IS that is orientationally more ordered than the corresponding
prequenched ones. We now examine how the IS evolve as
revealed by the pair distribution functions obtained by averaging
over the quenched configurations. An analysis through parallel
radial distribution function g(r) (18), that depends only on r 
rn, the pair separation r parallel to the director n, reveals a
remarkable feature as illustrated in Fig. 2a. The onset of the
growth of the orientational order in the vicinity of the I-N
transition induces a translational order in a layer in the under-
lying quenched configurations. Such a smectic layering is char-
acterized by the one-dimensional density wave along the layer
normal that appears in g(r). The amplitude of the density wave
in IS grows stronger as the orientational order increases through
the nematic phase and tends to attain saturation as the smectic
phase sets in. The IS never sustain orientational order alone even
when the parent phase is nematic. Thus, the stability of the
nematic phase is due to a subtle balance between the energy and
the entropy, the former favoring it over the isotropic phase and
the latter over the smectic phase.
Fig. 2b shows the evolution of the perpendicular radial dis-
tribution function (18), g(r), for the IS along an isochor as
temperature drops. The gradual enhancement of order is evi-
Fig. 1. The potential energy landscape explored by the system of 256
Gay–Berne ellipsoids of revolution with {  3,   5,   2,   1}. (a) The
temperature dependence of the average IS energy per particle eIS along three
isochors at densities   0.31, 0.32, and 0.33. (Inset) The root-mean-square
fluctuation in IS energyeIS, computed froma subset of 200 configurations for
each state point, as a function of temperature T at the same three densities.
(b) The evolution of the average orientational order parameter S with tem-
perature both for the IS (filled symbols) and the corresponding prequenched
ones (open symbols). (Inset) The temperature dependence of the average
potential energy Epot at a state point obtained from averaging over the
molecular dynamics trajectory. For clarity, Epot is shown for the state points
along only one isochor corresponding to the density  0.32. The state points
considered in our simulations correspond to (i) the isotropic (I) phase for T 	
1.297 and the smectic-B (Sm-B) phase for T 
 0.595 along the isochor at  
0.31; (ii) I for T	 1.495 and Sm-B for T
 0.706 at  0.32; (iii) I for T	 2.089
and Sm-B for T
 0.803 at  0.33. Along all of the three isochors, the nematic
(N) phase appears in betweenalongwith apretransition regiononeither side.
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dent. The split in the peaks that follow the dominant one is
typical of quenched configurations and hence inconclusive for
the IS to be categorized as either smectic-A or smectic-B. We
therefore have computed the sixfold bond orientational order
parameter (20), 6, for the IS to characterize the smectic phase
further on the basis of hexagonal symmetry. As shown in Fig. 2c,
we find that as the system traverses the nematic phase upon
cooling, concomitant with the growth of the translational order
in the IS, 6 also grows until it attains saturation with the advent
of the smectic-B phase in the system. It therefore seems rea-
sonable to conclude that as the system makes a passage across
the nematic phase from a high-temperature isotropic to a
low-temperature smectic-B phase, the underlying potential en-
ergy minima evolve from an isotropic to a smectic-B phase
through an intermediate smectic-A with no signature of the
nematic phase.
Fig. 3 illustrates the correlation of the energy landscape
behavior with the dynamics the system exhibits. The orienta-
tional dynamics of the system at the single particle level may be
described by the first- and second-rank single-particle orienta-
tional time correlation functions Cl
s(t)(l  1, 2), which are
defined by
C
l
st

i
Pleˆit eˆ i0

i
Pl eˆ i0 eˆ i0
, [1]
where Pl is the lth rank Legendre polynomial and the angle
brackets stand for ensemble averaging. We define relaxation
times l
s(T) as the time when Cl
s(t)  e1. The dramatic slowdown
of orientational dynamics with decreasing temperature near the
I-N transition gets manifested in the temperature dependence of
these relaxation times. Fig. 3 shows that in the isotropic phase far
from the I-N transition region l
s(T) exhibits the Arrhenius
behavior, i.e., l
s(T)  0,l exp[El(kBT)], where the activation
energy El and the infinite temperature relaxation time 0,l are
independent of temperature. We find that the Arrhenius behav-
ior breaks down near the I-N transition and this breakdown
occurs at a temperature that marks the onset of the growth of the
depth of the potential energy minima explored by the system.
An analysis of finite-size effects seems to be important for the
results being presented here because long-range correlations in
the vicinity of phase transitions might play a role in determining
the relative stabilities of the nematic and smectic phase IS. We
therefore have considered a system of 500 Gay–Berne ellipsoids
of revolution with the same set of parameter values along the
isochor at   0.32. As evident from Fig. 4, which is published
as supporting information on the PNAS web site, the basic
features of the potential energy landscape as explored by the
system remain essentially similar. Similar observations have been
Fig. 2. The characterization of the IS. (a) The parallel radial distribution
function g(r) for the IS at all 15 temperatures considered along the isochor at
p  0.32. Note that the curves for the highest five temperatures are nearly
superposed on each other. For others, the amplitude of the peaks increases as
temperature drops. (b) The corresponding perpendicular radial distribution
function g(r) for the IS at a subset of temperatures at the same density. (c)
The evolution of the sixfold bond orientational order parameter6 for the IS
with temperature at three densities.
Fig. 3. The breakdown of the Arrhenius behavior in orientational dynamics.
The inverse temperature dependence of the single-particle orientational
relaxation times l
s, l  1 (filled symbols) and l  2 (open symbols), in the
logarithmic scale. The straight lines are the Arrhenius fits for the subsets of
data points, with each set corresponding to a fixed density:   0.31 (circles),
  0.32 (squares), and   0.33 (triangles).
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made with a system size of 864 when checked for some of the
state points along the same isochor (data not shown).
Because the I-N transition is sharper along an isotherm for
density variation for the system under consideration than it is
along an isochor with temperature variation (17), we explored
the corresponding evolution of the average IS energy along two
isotherms at temperatures T 1.0 and 1.1 (data not shown). The
average IS energy is on a slow decline even in the isotropic phase.
The rate of this decrease with density change now exhibits a
maximum, which marks the I-N transition.
To check the generality of our results within the family of the
Gay–Berne models, we considered variation of  and . We
explored the evolution of the average IS energy along an isochor
corresponding to a density   0.235 for the Gay–Berne system
with {3.8, 5, 2, 1}. The aspect ratio   3.8 is so chosen as a
smectic-A phase, then appears in between the nematic phase,
which persists over a wider range of temperatures, and the
low-temperature smectic-B phase (18). However, a similar ob-
servation has been made regarding the manner of exploration of
the potential energy minima and the characteristics of the
underlying IS for the parent nematic phase (see Fig. 5, which is
published as supporting information on the PNAS web site), as
found with the Gay–Berne system of ellipsoids of revolution
having aspect ratio 3. Such observation precludes the possibility
that the results reported here are due to crystallite formation in
the two-phase region close to the solid phase. Given that the
Gay–Berne pair potential has the propensity to smectic order
controlled by the energy anisotropy parameter  (16), it would
be quite illuminating to investigate how the exploration of the
energy landscape evolves as  is reduced (21). We therefore
studied two Gay–Berne systems, one with {3, 2.5, 2, 1} and the
other with {3, 1, 2, 1}, each along the isochor at density  0.32.
Although the manner in which the system explores the potential
energy landscape on its transit across the nematic phase remains
essentially similar for both systems (see Figs. 6 and 7, which are
published as supporting information on the PNAS web site), the
IS for the system with   1 no longer have a translational order
when the parent phase is nematic. We note that no smectic phase
appears for the Gay–Berne system with {3, 1, 2, 1}, even at low
temperatures at density   0.32.
Let us now summarize the main results of the present study on
the energy landscape view of phase transitions and slow dynam-
ics in thermotropic liquid crystals. We determined the IS of a
family of Gay–Berne model systems as these systems are cooled
along isochors from the high-temperature isotropic phase. We
found that the depth of the potential energy minima explored by
a system on an average grows through the nematic phase as
temperature drops along an isochor. This finding is to be
contrasted to its observed insensitivity in the isotropic phase and
the low-temperature smectic-B phase. The onset of the growth
of the orientational order in the parent phase is found to induce
a translational order, resulting in a smectic-like layer in the
underlying IS. This striking result is found to be valid whenever
the systems sustain a thermodynamically stable low-temperature
smectic phase. This finding is confirmed for the most-studied
parameterization of the family of Gay–Berne model systems {3,
5, 2, 1} and the variants {3.8, 5, 2, 1} and {3, 2.5, 2, 1} with respect
to the aspect ratio  and the energy anisotropy parameter ,
respectively. It is of particular interest to consider the Gay–Berne
system with the parameterization {3, 1, 2, 1}. In this case, we
could not find a low-temperature smectic phase at the density
studied. Simultaneously, the translational order in a smectic
layer was found to be missing from the IS when the parent phase
is nematic. The two contrasting observations on the structural
features of the IS together suggest that the underlying IS do not
sustain orientational order alone if the parent nematic phase is
sandwiched between the high-temperature isotropic phase and
the low-temperature smectic phase. We further found that the
breakdown of the Arrhenius temperature dependence of the
orientational relaxation time near the I-N phase transition
occurs at a temperature below which the system explores in-
creasingly deeper potential energy minima.
The similarity in the manner of the exploration of the potential
energy landscape in the present system and in a model system of
glass-forming liquids (15) is remarkable, even though the latter
does not undergo a phase transition. In ref. 15, which dealt with
only translational degrees of freedom, it was shown that the
temperature, below which the depth of the potential energy
minima explored by the system started growing, marked the
onset of the breakdown of the Arrhenius behavior in the
temperature dependence of the structural relaxation time. We
found, surprisingly, a similar result here for single-particle
orientational relaxation times. The striking resemblance might
imply a unique underlying landscape mechanism for slow dy-
namics in condensed-matter physics. Although a Gaussian dis-
tribution for the density of the potential energy minima (22) may
give rise to temperature-dependent average IS energy as ob-
served here across the nematic phase, it is likely that the
breakdown of the Arrhenius behavior is correlated with some
other feature of the landscape (12). It would be interesting to
explore whether connectivity among the basins plays a role.
However, unlike in supercooled liquids (15), the temperature-
dependent exploration of the underlying potential energy land-
scape in the present system is found to remain unchanged (within
the limit of the statistical error) with varying cooling rates (see
Fig. 8, which is published as supporting information on the PNAS
web site). The lack of the cooling rate dependence of the average
IS energy data suggests that equilibrium for the configuration
space in the parent system is maintained in the present case
within the molecular dynamics time scale.
It certainly would be of considerable fundamental and prac-
tical importance if the nematic phase cannot sustain an IS of its
own kind. We find it striking that the onset of the growth of the
orientational order in the parent phase induces a one-
dimensional translational order in the underlying IS if the parent
nematic phase is sandwiched between the high-temperature
isotropic phase and the low-temperature smectic phase. An
explicit demonstration of the coupling between the orientational
order parameter and the smectic order parameter , the latter
being a measure of one-dimensional translational order (23), is
shown in Fig. 9, which is published as supporting information on
the PNAS web site, obtained from our simulations at the
nematic–smectic transition region. That such a coupling is
evident in the underlying IS with the advent of the nematic phase
itself might be the demonstration of the critical role of the
entropy in stabilizing the nematic phase at higher temperatures.
Materials and Methods
Molecular dynamics simulations were performed with N 
256, 500, and 864 Gay–Berne ellipsoids of revolution con-
tained in a cubic box with periodic boundary conditions. All
quantities are given in reduced units defined in terms of the
Gay–Berne potential parameters 0 and 0: length in units of
0, temperature in units of 0kB, where kB is the Boltzmann
constant, and time in units of (0
2m0)1/2, where m is the mass
of the ellipsoids of revolution. As is customary (18), we set the
mass as well as the moment of inertia of the ellipsoids equal
to unity. The intermolecular potential U was truncated at a
distance rcut  ( 	 1)0 and shifted such that U(rij  rcut) 
0, where rij is the separation between two ellipsoids of revo-
lution i and j, as in the previous work (18). The equations of
motion were integrated by using the velocity-Verlet algorithm
(24) with integration time steps of t  0.0015. Equilibration
was done by periodic rescaling of linear and angular velocities
of particles. This equilibration was done for a time period of
tq that defines the cooling rate together with the change in
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temperature. After this rescaling, the system was allowed to
propagate with a constant energy for a time period of te to
ensure equilibration upon observation of no drift of temper-
ature, pressure, and potential energy. The data collection was
in a microcanonical ensemble. At each state point, local
potential energy minimization was executed by the conjugate
gradient technique for a subset of 200 statistically independent
configurations or, equivalently, for configurations taken from
a run length of 50 times the structural relaxation time.
Minimization was performed with three position coordinates
and two Euler angles for each particle, the third Euler angle
being redundant for ellipsoids of revolution.
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