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ON THE MULTIDIMENSIONAL NAZAROV LEMMA.
IOANN VASILYEV
Abstract. In this article we prove a multidimensional version of the Nazarov
lemma. The proof is based on an appropriate generalisation of the regularised
system of intervals introduced in [6] to several dimensions.
1. Introduction
In the paper [6] by V. Havin, F. Nazarov and J. Mashreghi the authors prove
the following result.
Theorem A. Let Ω ∈ L1(R, dx/(1 + x2)) ∩ Lip(R) be a positive function. Then
for each ε > 0 there exists a function Ω1, satisfying
(1) Ω(x) ≤ Ω1(x) for all x ∈ R;
(2) Ω1 ∈ L
1(R, dx/(1 + x2));
(3) HΩ1 ∈ Lip(ε,R), where H is the Hilbert transform on the real line.
This theorem, sometimes called Nazarov’s lemma was crucial in [6] for the beau-
tiful “geodesic” proof of the so-called First Beurling–Malliavin theorem. The latter
theorem is among the deepest results in harmonic analysis. To illustrate this, we
mention the articles [6],[7],[5],[2],[3],[1], where Theorem A was shown to apply
many results in the theory of exponential systems. We especially emphasize that
Theorem A is a cornerstone of the proof of the famous Second Beurling–Malliavin
Theorem. On top of that, Theorem A was recently used by J. Bourgain and S.
Dyatlov in the theory of resonances for hyperbolic surfaces, see [4].
This article is devoted to the multidimensional version of Nazarov’s lemma.
Before stating our main result, let us first recall some definitions and fix some
notations.
Definition 1. The multidimensional Poisson measure dPn is defined by the
following formula
dPn(x) :=
dx
(1 + |x|2)
n+1
2
.
If n = 2, we shall omit the subscript 2 and simply write dP instead of dP2.
The corresponding weighted Lebesgue space L1(dP ) is the space of all functions
f satisfying
∫
R2
fdP <∞.
Definition 2. The Riesz transformations of a function f ∈ L1(dP ) for j = 1, 2
are defined as the following principal value integrals
Rjf(x) := c2−
∫
R2
( tj − xj
|t− x|3
−
tj
(1 + |t|2)3/2
)
f(t)dt.
The author was supported by the Russian Science Foundation (grant No. 18-11-00053).
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Here, the normalization constant cd is given by cd := (piγd−1)
−1, where γd−1 is the
Euclidean volume of the (d−1)-dimensional Euclidean ball. It is also worth noting
that the integrals above converge for almost all x ∈ R2.
Remark 1. The space of Lipschitz functions, i.e. functions f satisfying for all
x, y ∈ R2 the following inequality: |f(x)−f(y)| ≤ C|x−y| with C > 0 independent
of x, y, will be denoted by Lip(R2). By Lip(κ,R2) we shall denote all Lipschitz
functions with the Lipschitz constant C satisfying C ≤ κ.
Remark 2. We accumulate here the list of the frequently used technical abbrevi-
ations and notations. For a square (in this article we consider only squares with
facets parallel to the coordinate axes) a ⊂ R2 its edge length is denoted by l(a), ca
will stand for the centre of a and αa with α positive will be the square centred at
ca and whose edge length equals αl(a).
We are now ready to present the main result of this article.
Theorem 1. (the two–dimensional Nazarov lemma) Let Ω ∈ L1(dP )∩Lip(R2) be
a positive function. Then for each ε > 0 there exists a function Ω1, satisfying
(A) Ω(x1, x2) ≤ Ω1(x1, x2) for all (x1, x2) ∈ R
2;
(B) Ω1 ∈ L
1(dP );
(C) R1Ω1 ∈ Lip(ε,R
2),R2Ω1 ∈ Lip(ε,R
2).
Note that Theorem 1 is a two–dimensional generalization of Theorem A. Of
course, a similar result holds if the space R2 is replaced by a general Euclidean
space. We state and discuss the corresponding result in the Appendix (see Theo-
rem 3).
Remark 3. Our proof of Theorem 1 relies on the one dimensional pattern of [6].
However, there is a subtlety: the construction of the regularized system of intervals
from [6] which is the crucial step of the proof of Theorem A should be nontrivially
adapted for the case of several dimensions (see Remark 6 and Theorem 3). More-
over, we show that the regularization is a quite general operation, since it can be
successfully applied to an arbitrary family of mutually disjoint dyadic squares, see
Remark 5. On top of that, as we shall see, most of the estimates from the proof of
Theorem A are harder in Rn.
We hope that our lapidary style will not disturb the reader. In fact, one of the
goals of this article was to write down a more “concrete” and self-contained version
of the proof of Theorem A.
Several comments are in order. As we have already mentioned, the principal
step of our proof of Theorem 1 is a suitable generalisation of the regularized
family of intervals, constructed in [6] to several dimensions. Note that this one-
dimensional regularized system of intervals is of its own interest and has already
obtained applications in harmonic analysis. For instance, in [8] P. Zatitskiy and
D. Stolyarov use an appropriate variant of this construction and apply it to some
questions related to the Bellman function method.
Alas, our Theorem 1 does not imply the multidimensional Beurling–Malliavin
theorem. However, it is possible to deduce from Theorem 1 that every function
that satisfies the conditions of the Beurling–Malliavin theorem can be minorized
by the absolute value of a function with the spectrum in an arbitrary thin strip.
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Unfortunately, our main construction from Theorem 1 does not work if the Riesz
transforms are replaced by the double Hilbert transform. The corresponding ques-
tions alluded in this paragraph seem to the author both hard and intriguing.
The author had asked V.P. Havin in 2014 whether Theorem 1 holds true. Pro-
fessor Havin suggested that Theorem 1 can be derived directly from Theorem A
using the rotation method of A. Caldero´n and A. Zygmund. However, I am still
not able to deduce Theorem 1 from Theorem A directly, i.e. without modifying
the proof of the latter theorem.
Acknowledgements. The author is kindly grateful to Sergei V. Kislyakov for a
number of helpful suggestions.
2. The proof of the two–dimensional Nazarov lemma
So, let us prove Theorem 1.
Proof:
We shall first prove the following local version of the two–dimensional Nazarov
lemma.
Lemma 1. (the local Nazarov lemma) Let Q ⊂ R2 be a square and let δ > 0 and
κ > 0 be real numbers. Suppose that f ∈ Lip(κ,Q) is a nonnegative function such
that ‖f‖L∞(Q) ≤ δl(Q). Then there exists a function F ∈ C
∞(R2), such that
(1) F = 0 outside 3/2Q,
(2) f(x1, x2) ≤ F (x1, x2) for all (x1, x2) ∈ Q,
(3) ‖∇(R1F )‖∞ . δ, ‖∇(R2F )‖∞ . δ,
(4) δ2/κ2
∫
R2
F (x1, x2)dx1dx2 .
∫
Q
f(x1, x2)dx1dx2.
Remark 4. The signs . and & indicate that the left-hand (right-hand) part of an
inequality is less than the right-hand (left-hand) part multiplied by a constant a C
independent of Q.
Proof: First, we assume, as we can, that δ = 1 and that Q = [−1/2, 1/2]2 =: Q∗.
Indeed, we can assume this with no loss of generality since in the general case
we can consider the function f˜(x) = f (xl(Q) + cQ) / (δl(Q)) . Note that then
‖f˜‖L∞(Q∗) ≤ l(Q
∗) ≡ 1 and f˜ ∈ Lip(κ/δ,Q∗). Hence there exists a majorant F˜
of the function f˜ which equals 0 outside 3/2Q∗ and satisfying properties 3 and 4
with δ = 1 and κ′ = κ/δ. Then the function F (u) := δl(Q)F˜ ((u− cQ)/l(Q)) will
be the needed majorant of the function f . Second, from now on we assume, once
again without loss of generality, that κ ≥ 1. Indeed, if κ < 1, then it suffices
to consider the function f˜(x) = 1/κf(x). Third, we recall one useful definition,
borrowed from [6].
Definition 3. We call a dyadic square a essential, if ‖f‖L∞(a) ≥ l(a)/2. The set
of all essential squares will be denoted Af .
Since the inequality f(x) > 0 is equivalent to f(x) > 2−l0 with some l0 ∈ N,
{x ∈ Q∗ : f(x) > 0} =
⋃
a∈Af
a.
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Next, we define Amf , the subset of Af composed of its maximal elements (by
inclusion). Note that ⋃
a∈Af
a =
⋃
a∈Am
f
a.
We will now associate to each square a ∈ Amf its two dimensional “tail” t(a).
Informally these tails are defined as follows. The tail t(a) is a family of dyadic
squares that is composed of a countable number of finite series tp(a), p = 1, 2, . . .
of cells. The squares from the family tp(a) all have the edge length equal to
l(a)/2p and the union of cells from the series tp(a) forms the set {x ∈ R
2 :
l(a)/2 +
∑p−1
q=1([2.5]
q)/2ql(a) ≤ ‖x− ca‖∞ < l(a)/2 +
∑p
q=1([2.5]
q/2q)l(a)}, where
‖ . . . ‖∞ stands for the sup norm in the plane. See the picture below.
In this picture the biggest square in the center is a. The squares of the edge length
l(a)/2 that surround a form the family t1(a). The squares of the edge length l(a)/4
that constitute t2(a).
Here is the formal definition of the tails. If a = [m2−k, (m+1)2−k)× [n2−k, (n+
1)2−k) with some m, k, n ∈ N, then t(a) = {tp(a)}
+∞
p=0, where t0(a) := a and for
p ≥ 1,
tp(a) := tp,up(a) ∪ tp,down(a) ∪ tp,right(a) ∪ tp,left(a)∪
tp,uprght(a) ∪ tp,uplft(a) ∪ tp,dwnrght(a) ∪ tp,dwnlft(a).
These eight sets are defined in the following manner. First, we set µp := [(2.5)
p],
α1 := 2, β1 := −2 and for p ≥ 2, αp = 2
p + µ12
p−1 + · · · + µp−12 and βp =
−µ12
p−1 − · · · − µp−12− µp. Second, define the squares
Qp,i,j := [m2
−k+j2−k−p, m2−k+(j+1)2−k−p)×[n2−k+i2−k−p, n2−k+(i+1)2−k−p).
The eight sets are now defined as follows
tp,up(a) = {Qp,i,j}
(αp+µp−1,αp−1)
(i,j)=(αp,βp+µp)
tp,down(a) = {Qp,i,j}
(βp+µp−1,αp−1)
(i,j)=(βp,βp+µp)
tp,left(a) = {Qp,i,j}
(αp−1,βp+µp−1)
(i,j)=(βp+µp,βp)
tp,right(a) = {Qp,i,j}
(αp−1,αp+µp−1)
(i,j)=(βp+µp,αp)
tp,uprght(a) = {Qp,i,j}
(αp+µp−1,αp+µp−1)
(i,j)=(αp,αp)
tp,uplft(a) = {Qp,i,j}
(αp+µp−1,βp+µp−1)
(i,j)=(αp,βp)
tp,dwnrght(a) = {Qp,i,j}
(βp+µp−1,αp+µp−1)
(i,j)=(βp,αp)
tp,dwnlft(a) = {Qp,i,j}
(βp+µp−1,βp+µp−1)
(i,j)=(βp,βp)
.
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Note that #tp(a) . µ
2
p. To understand this, consider the area of the bigger square
centred at ca of edge length l(a) + 2
∑p
q=1([2.5]
q/2q)l(a), that consists of about
#tp(a) smaller squares of edge length 2
−k−p.
Next, we are going to define one system of squares that we shall call τ. First,
we pose Bf := {t(a)}a∈Am
f
and afterwords we define τ := {c ∈ Bmf : c ⊆ Q
∗}. We
shall prove one important property of the system τ. To this end, we recall one
notation. For a square a ∈ τ its neighborhood N(a) is defined as
(Nτ (a) =)N(a) = {b ∈ τ : d(a, b) ≤ 2l(a),
1
2
≤
l(a)
l(b)
≤ 2},
where d stands for the Hausdorff distance between sets. Note that #N(a) . 1.
Indeed, this follows from the fact that if l(a) = 2−k0 with some k0 ∈ N, then l(b)
for b ∈ N(a) can take only three values: 2k0−1, 2k0, 2k0+1. In the following lemma
we establish a property of the system τ that we shall need.
Lemma 2. Suppose that a ∈ τ and b ∈ τ\N(a). It follows that if l(b) ≤ 2l(a) then
d(2a, 2b) ≥ l(a)/2, and if l(b) = 2kl(a) for some natural k ≥ 2, then d(2a, 2b) ≥
2µk−2l(a).
Proof: We shall first prove the following claim. If a, b ∈ τ and l(a) = 2kl(b) for
some k ≥ 2, k ∈ N, then d(a, b) ≥ l(a)µk−1/2
k−1. Indeed, if b ∈ t(a), then it is
obvious from the definition of t(a). Hence, a, b ∈ Amf . Note that if a ∈ t(c) for
some c ∈ τ, then b is covered by the squares from t(c). (In fact, the whole R2 is
covered by them.) We deduce that
b =
⋃
j∈J
bj
for some bj ∈ t(c). Indeed, all the squares from the last line are dyadic, but the
inclusion bj ⊂ b can never happen since b is maximal. Let b
⋆ be the closest
square from {bj}j∈J to the square a. Then d(a, b) = d(a, b
⋆) and at the same time
a, b⋆ ∈ t(c). By the already proved, we infer the inequality d(a, b) ≥ l(a)µk−1/2
k−1,
and our claim is proved.
Let us now finish the proof of the lemma. If b ∈ τ\N(a), l(b) ≤ 2l(a) and
l(a) ≤ 2l(b), then d(a, b) ≥ 2l(a) and thanks to the triangle inequality, we infer
the following chain of inequalities
d(2a, 2b) ≥ d(a, b)− d(a, 2a)− d(b, 2b) ≥ d(a, b)−
l(a)
2
−
l(b)
2
≥
l(a)
2
.
On the other hand, if b ∈ τ\N(a), l(b) ≤ 2l(a) and l(a) > 2l(b), then l(a) ≥ 4l(b)
and hence
d(2a, 2b) ≥ d(a, b)−
l(a)
2
−
l(b)
2
≥
(µ1
2
− 1
)
l(a) =
l(a)
2
.
It remains to rule out the case when l(b) > 2l(a). In this case, l(b) = 2kl(a) with
some natural k ≥ 2, and hence
d(2a, 2b) ≥ d(a, b)− l(b) ≥
µk−1
2k−1
l(b)− l(b) ≥ 2µk−2l(a),
and the needed property is proved. 
The proof of the following remark is now an easy exercise.
6 IOANN VASILYEV
Remark 5. Let A be an arbitrary system of mutually disjoint dyadic squares.
Consider the regularized family Bm where B = {t(a)}a∈A. Suppose that a ∈ B
m
and b ∈ τ\NBm(a). It follows that if l(b) ≤ 2l(a) then d(2a, 2b) ≥ l(a)/2, and if
l(b) = 2kl(a) for some natural k ≥ 2, then d(2a, 2b) ≥ 2µk−2l(a).
As a direct consequence of the lemma, we deduce that the multiplicity #{α ∈
2τ : x ∈ α} is uniformly bounded in x ∈ R2. Indeed, if b ∈ τ\N(a), then
d(2a, 2b) > 0 and
sup
x∈R2
#{α ∈ 2τ : x ∈ α} ≤ sup
a∈τ
#N(a) . 1.
We are ready now to define the function F . We first fix a “cup” function φ, i.e.
φ ∈ C∞(R2) satisfying 0 ≤ φ(x) ≤ 1 for all x ∈ R2, φ ≡ 0 outside 3/2Q∗ and
φ ≡ 1 on Q∗. Second, for a square a ∈ τ we pose
φa(x) = l(a)φ
(x− ca
l(a)
)
.
Simple calculation shows that R1φb(x) = l(b)R1φ ((x− cb)/l(b)) . Hence,
‖∇(R1φb)‖∞ . 1.
We finally define F as the following sum F =
∑
a∈τ φa.
Now we have to check the required properties of the majorant F. The first
one follows readily from the definition of F. To prove the second one, note that
for all a ∈ τ holds ‖f‖L∞(a) ≤ l(a). Indeed, suppose the contrary, i.e. that
‖f‖L∞(a0) > l(a0) for some a0 ∈ τ . This means that
‖f‖L∞(2a0) ≥ ‖f‖L∞(a0) > l(a0) =
l(2a0)
2
,
which in turn signifies that 2a0 is an essential square and hence 2a0 ∈ τ . Con-
tradiction with the definition of τ. From here we deduce that if x ∈ a ∈ τ , then
|F (x)| ≥ l(a) ≥ ‖f‖L∞(a) ≥ f(x).
Next we estimate the integral of the function F . To this end, we prove a variant
of the Hadamard–Landau inequality which is appropriate for our goals.
Lemma 3. Let f and κ be as above. Suppose that a ∈ τ. Then
∫
a
f & ‖f‖3L∞(a)/κ
2.
Proof: Let x′ ∈ a be a point such that f(x′) = ‖f‖L∞(a). Then f(x) ≥ f(x
′) −
κ|x− x′|, and hence
∫
a
f ≥ Vol(Γψ), where ψ(x) = (f(x
′)− κ|x− x′|) a and Γψ
is the subgraph of the function ψ. Denote by Cx′ the set
Cx′ = {(x1, x2, x3) ∈ R
3 : 0 ≤ x3 ≤ f(x
′), κ|x′ − (x1, x2)| ≤ f(x
′)− x3},
(here | . . . | is the usual Euclidean norm on the plane). Note that Cx′ is nothing
but a cut cone centered at the point (x′, f(x′)). Since κ ≥ 1 ≥ ‖f‖L∞(a)/l(a), we
deduce that∫
a
f ≥ Vol(Γψ) ≥
1
4
Vol(Cx′) & ‖f‖L∞(a)
(‖f‖L∞(a)
κ
)2
=
‖f‖3L∞(a)
κ2
,
where Vol denotes the usual Euclidean volume in R3. So, the lemma is proved. 
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We use this result to estimate the integral of the function F :
(1)
∫
R2
F ≤
∑
b∈Am
f
∫
R2
φb +
∑
c∈Am
f
∑
b∈t(c)\c
∫
R2
φb ≤
∑
b∈Am
f
l(b)3 +
∑
c∈Am
f
∑
b∈t(c)\c
l(b)3 .
∑
b∈Am
f
‖f‖3L∞(a) +
∑
c∈Am
f
∞∑
p=1
∑
b∈tp(c)
l(b)3 .
∑
b∈Am
f
κ2
∫
b
f +
∑
c∈Am
f
∞∑
p=1
#tp(c)
(
l(c)
2p
)3
.
κ2
∫
Q∗
f +
∑
c∈Am
f
l(c)3 . κ2
∫
Q∗
f,
where the inequality before the last one follows from the fact that #tp(c) . µ
2
p ≤
(2.5)2p < 23p.
It is now left to derive the inequalities on the derivatives of the Riesz transfor-
mations of the function F . We shall only prove the estimate ‖(R1F )
′
I‖L∞(R2) . 1;
the other estimates are left to the reader as an exercise. We shall first obtain this
estimate for x ∈
⋃
b∈τ 2b. Let a(= a(x)) be the square from τ such that x ∈ 2a.
We infer the following inequality
|(R1F )
′
I(x)| ≤∑
b∈N(a)
|(R1φb)
′
I(x)|+
∑
b∈τ\N(a),
l(b)≤2l(a)
|(R1φb)
′
I(x)|+
∞∑
k=2
∑
b∈τ\N(a),
l(b)=2kl(a)
|(R1φb)
′
I(x)| =: S1+S2+S3.
We shall estimate the terms S1, S2 and S3 separately. We begin with the sum
S1, whose estimate turns out to be easy
S1 ≤ #N(a) sup
b∈τ
‖(R1φb)
′
I‖L∞(R2) . 1.
We further proceed to the second term. We use an easy estimate on the kernel
of the Riesz transformation, the discussed property of the system τ and the fact
that the covering {2b}b∈τ has finite multiplicity to write
S2 .
∑
b∈τ\N(a),
l(b)≤2l(a)
∫
R2
φb(t)
∂
∂x1
( t1 − x1
|t− x|3
)
dt .
∑
b∈τ\N(a),
l(b)≤2l(a)
∫
R2
φb(t)
|t− x|3
dt .
∑
b∈τ\N(a),
l(b)≤2l(a)
∫
b
l(a)dt
|t− x|3
. l(a)
∫
{|u|≥l(a)/2}
du
|u|3
. 1.
The third term can be estimated using the same property of τ :
S3 .
∞∑
k=2
∑
b∈τ\N(a),
l(b)=2kl(a)
∫
2b
φb(t)dt
|t− x|3
≤
∞∑
k=2
2kl(a)
∑
b∈τ\N(a),
l(b)=2kl(a)
∫
2b
dt
|t− x|3
.
∞∑
k=2
2kl(a)
∫
{|u|≥2µk−2l(a)}
du
|u|3
. 1,
and the lemma for x ∈
⋃
b∈τ 2b follows.
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Next, if a point z ∈ R2 is situated at a positive distance from the set
⋃
b∈τ 2b,
then denote x to be the closest point to z of this set, and let a(= a(x)) be a square
as above. We infer the following estimates
|(R1F )
′
I(z)| ≤
∑
b∈τ\N(a)
|(R1φb)
′
I(z)| +
∑
b∈N(a)
|(R1φb)
′
I(z)| .
∑
b∈τ\N(a)
∫
R2
φb(t)
|t− x|3
dt +#N(a) sup
b∈τ
‖(R1φb)
′
I‖L∞(R2).
Referring to the estimates of the terms S1, S2 and S3 above, we conclude that the
lemma is proved in full generality. 
Remark 6. The choice of the sequence µp is not the only possible. For instance,
one can take sequence µp = [λ]
p with any λ ∈ (2, 23/2), see the second line of the
formula (1). See also the discussion in the Appendix.
Let us prove the theorem. Denote µ to be the Lipschitz constant of the func-
tion Ω. Note that we may assume in the theorem that Ω(x) = 0 for |x| ≤
max(Ω(0)/µ, 1) =: σ. Indeed, if it is not the case consider the function Ω˜(·) =
max(0,Ω − M)(·), where M := maxx∈B(0,σ) Ω(x). If Ω˜1 is a majorant of Ω˜,
then Ω1 := Ω˜1 +M will be a majorant of Ω. As a consequence we deduce that
Ω(x) ≤ 2µ|x|. Indeed, this is now obvious if |x| ≤ σ, and otherwise Ω(x) ≤
Ω(0) + µ|x| ≤ 2µ|x|.
We shall next prove the following inequality
(2) Ω(x) . |x|
(∫
{t:|t|≥|x|}
Ω(t)dP (t)
)1/3
.
Indeed, this is obvious once |x| ≤ σ, and for |x| > σ we first write
(3)
∫
{t:|t|≥|x|}
Ω(t)dP (t) ≥
∫
{t:3|x|≥|t|≥|x|}
Ω(t)dP (t) &
∫
{t:3|x|≥|t|≥|x|}
Ω(t)
dt
|x|3
.
Since Ω is Lipschitz, arguing as in Lemma 3 (i.e. comparing the integral of the
function Ω with the volume of a cut cone) we infer the inequality
(4)
∫
{t:3|x|≥|t|≥|x|}
Ω(t)dt & Ω(x)3.
Estimates (3) and (4) prove (2). As a consequence, we may assume that Ω(x) ≤
ε|x|. Indeed, since Ω ∈ L1(dP ), we first find for the given ε > 0 a real R > 0 big
enough to guarantee
∫
{t:|t|≥R}
Ω(t)dP (t) ≤ ε3, and further modify the function Ω
for |x| ≤ R as in the previous paragraph, if needed.
We consider the following decomposition of the plane
R
2 = C0,0,0 ∪
∞⋃
k=0
⋃
(i,j)∈{−1,0,1}2,
(i,j)6=(0,0)
Ci,j,k,
where C0,0,0 = [−1, 1)
2 and Ci,j,k = [i2
k, (i + 1)2k) × [j2k, (j + 1)2k). We apply
Lemma 1 to the squares Q := Ci,j,k and the corresponding functions f := Ω Ci,j,k
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for each triplet (i, j, k) as above. Note that then, referring to the inequality Ω(x) ≤
ε|x| we conclude that ‖f‖L∞(Q) ≤ εl(Q)/2 and hence we can choose δ = ε/2 in
Lemma 1. This yields functions Fi,j,k. We are ready to define the majorant Ω1 :
Ω1 :=
∞∑
k=0
∑
(i,j)∈{−1,0,1}2
Fi,j,k.
We shall now check the required properties of Ω1. The property (A) follows
obviously from Lemma 1. We proceed to (B)∫
R2
Ω1(t)dP (t) =
∑
i,j,k
∫
R2
Fi,j,k(t)dP (t) .
∑
i,j,k
∫
3/2Ci,j,k
Fi,j,k(t)
dt
23k
.
∑
i,j,k
1
ε2
∫
3/2Ci,j,k
Ω(t)
dt
23k
.
1
ε2
∫
R2
Ω(t)dP (t) <∞.
So, it is left to check that the third conclusion holds. First, fix a point x ∈ R2.
Second, denote by S(x) the square from the family F = {Ci,j,k}{−1,0,1}2×N such that
x ∈ S(x). Next, denote by V (x) the subfamily of F consisting of the neighbour
squares of S(x) and by W (x) its completion: W (x) = F\V (x). Finally, write the
function Ω1 as a sum of two functions as follows:
Ω1 =
∑
(i,j,k)∈W (x)
Fi,j,k +
∑
(i,j,k)∈V (x)
Fi,j,k =: ω1 + ω2.
Since there is only a finite number of squares in the family V (x), we conclude that
|(R1ω2)
′
I(x)| . #V (x) sup
(i,j,k)∈V (x)
‖∇(R1Fi,j,k)‖∞ . ε,
where we have just used 3 in the last estimate. On the other hand, since spt(ω1) ⊆⋃
(i,j,k)∈W (x) 3/2Ci,j,k we deduce that
spt(ω1) ⊆ {t ∈ R
2 : |t− x| ≥
l(S(x))
4
} ⊆ {t ∈ R2 : |t− x| ≥
|x|
16
}.
Hence we arrive at the following chain of inequalities
|(R1ω1)
′
I(x)| =
∣∣∣(∫
R2
ω1(t)
t1 − x1
|t− x|3
dt
)′
I
∣∣∣ = ∣∣∣∫
R2
ω1(t)
∂
∂x1
( t1 − x1
|t− x|3
)
dt
∣∣∣.∫
R2
ω1(t)
1
|t− x|3
dt .
∫
R2
Ω1(t)dP (t) .
1
ε2
∫
R2
Ω(t)dP (t) . ε,
and the Theorem is proved.

3. Appendix
Here we state and discuss the multidimensional version of Theorem 1.
Proposition. (the multidimensional Nazarov lemma) Let Ω ∈ L1(dPn)∩Lip(R
n)
be a positive function. Then for each ε > 0 there exists a function Ω1, satisfying
(1) Ω(x) ≤ Ω1(x) for all x ∈ R
n;
(2) Ω1 ∈ L
1(dPn);
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(3) R1Ω1 ∈ Lip(ε,R
n), . . . , RnΩ1 ∈ Lip(ε,R
n), where R1, . . . , Rn are the Riesz
transformations in Rn.
Proof: The proof is almost identical to the one of Theorem 1 so we leave it
to the reader as an exercise. We only remark that the parameters of the main
construction will now depend on the dimension n. In more details, in this case
one can choose the corresponding sequence µp as follows: µp = [λ]
p with any λ
satisfying 2 < λ < 2(n+1)/n.

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