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Abstract
The first-order Melnikov function of a homoclinic loop through a nilpotent saddle for general planar
near-Hamiltonian systems is considered. The asymptotic expansion of this Melnikov function and formulas
for its first coefficients are given. The number of limit cycles which appear near the homoclinic loop is
discussed by using the asymptotic expansion of the first-order Melnikov function. An example is presented
as an application of the main results.
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1. Introduction
Consider a planar near-Hamiltonian system
x˙ = H¯y + εf (x, y, a),
y˙ = −H¯x + εg(x, y, a), (F )ε
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with a ∈ Rn. Suppose the unperturbed system (F )ε=0 has a family of period orbits {Γh} =
{(x, y): H¯ = h}. Then, associated to a given perturbation of the above system, there exists a
so-called the first-order Melnikov function of the following form
M(h,a) =
∮
Γh
f dy − g dx. (1)
An essential step for the study the weak Hilbert’s 16th problem [1] is to calculate the number of
isolated zeros of M(h,a). There has been many works on this topic, for example, [3,12–14,19]
and references therein. When h is taken as a critical value h0, the graph of H¯ (x, y) = h0 contains
a singular point. For example, it may be a singular cycle consisting of singular points and regular
orbits connecting them. The study on the asymptotic expansion of Melnikov function M(h,a)
at critical values is an interesting problem which is closely related to the weak Hilbert’s 16th
problem and limit cycle bifurcation near the corresponding singular cycle for near-Hamiltonian
system (F )ε. To the best our knowledge, the pioneer to discuss the expression of this Melnikov
function at a homoclinic critical value is Robert Roussarie. Roussarie in [15] studied (F )ε=0 with
the level set L = {(x, y): H¯ (x, y) = 0}, which is a singular cycle called a homoclinic loop. The
homoclinic loop L passes through a hyperbolic saddle. He obtained the following asymptotic
expansion as h tends to h0 = 0,
M(h,a) = c0(a) + c1(a)h ln |h| + c2(a)h + c3(a)h2 ln |h| + c4(a)h2 + · · · .
From the asymptotic expansion, he also obtained the conditions that at most k limit cycles can be
generated by L when the quantity |ε| + |a − a0| is very small, where k  1 and a0 ∈Rn satisfy
cj (a0) = 0, j = 0, . . . , k − 1, ck(a0) = 0.
The formulas for computing c0, c1, c2 were given in [9]. The formula for c3 up to a constant was
given in [11]. Recently, an exact formula for c3 was found by [8]. A way to find three limit cycles
near a homoclinic loop by using c0, c1, c2 and c3 was given in [11] and [8].
Thus, it is clear that the asymptotic expansion of M(h,a) is an essential ingredient for the
study of bifurcation problems of (F )ε . However, except for the expansions near an elementary
center or a homoclinic loop through a hyperbolic saddle point, it seems that few work has been
done on the asymptotic expansions of M(h,a) at such a critical value h0 that the level curve
H¯ (x, y) = h0 contains a non-elementary singular point such as nilpotent singular points. To
mention some recent works we will introduce some notation such as a cusp, a nilpotent saddle
and a nilpotent center respectively below.
Suppose that the system (F )ε has a singular point at the origin, and the origin is a nilpotent
singular point for (F )ε=0, i.e. the Jacobian matrix of system (F )ε=0 at the origin has a double
zero eigenvalue and it is not zero matrix.
By the method in [10] and [18], system (F )ε can be transformed into the following system
x˙ = Hy + εf1(x, y, a),
y˙ = −Hx + εg1(x, y, a), (E)ε
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Fig. 1. Nilpotent singular point under (3).
and the Hamiltonian has the form
H(x,y) = H0(x) + y2H2(x, y) (2)
near the origin, where H0(x) and H2(x, y) are C∞ with H0(x)= ∑j3 hj,0xj , and H2(0,0) = 0.
Suppose that k  3 is an integer such that
hk,0 = 0, hj,0 = 0 for j < k. (3)
By (2) and a theorem in [17], it is easy to see that the origin is
(i) a cusp of system (E)ε=0, if k is odd;
(ii) a center of system (E)ε=0, if k is even with hk,0 > 0;
(iii) a nilpotent saddle of system (E)ε=0, if k is even with hk,0 < 0.
See Fig. 1.
In the first and third cases, the level curve H(x,y) = 0 may contain a loop homoclinic to
the origin, which is called a cuspidal loop or nilpotent saddle loop respectively. In the second
case, the origin is called a nilpotent center. Limit cycle bifurcations near a nilpotent center and
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a cuspidal loop for general plane system were studied in [7] and [10] respectively. For the per-
turbation of a cuspidal loop of non-Hamiltonian systems, see [5] and the references therein. In
investigation of bifurcation problems with codimension more than 3, we often meet the problem
of bifurcation of the nilpotent saddle loop, for example, bifurcations of a nilpotent saddle-node of
codimension 4 (cf. [4,16]). However, to our knowledge there are not any works about the study
on a nilpotent saddle loop through a nilpotent saddle for near-Hamiltonian system. In this paper,
we will study the asymptotic expansion of the first-order Melnikov function at a critical value
corresponding to a nilpotent saddle loop and give the computing formulas for the first coefficients
appeared in the expansion. Then by this asymptotic expansion and these coefficients, we discuss
the existence and number of limit cycles of (E)ε .
This paper is organized as follows. In Section 2, we study the Melnikov function near the
nilpotent saddle loop and give the asymptotic expansion of the first-order Melnikov function at
the nilpotent saddle loop for (E)ε . In Section 3. We discuss the existence and number of limit
cycles of (E)ε . We also provide an example to show the application of these theorems.
2. Asymptotic expansion of the first-order Melnikov function
As is shown in Section 1, we first consider the system (E)ε=0 in this section, which satisfies
the following conditions:
(C1) The unperturbed system (E)ε=0 has a nilpotent saddle point at (0,0).
(C2) The Hamiltonian of the system (E)ε=0 has the following form
H(x,y) =
∑
i2m
hi,0x
i + y2
∑
i+j0
hi,j x
iyj ≡ H0(x) + y2H2(x, y) (4)
near the origin, where h2m,0 < 0, m 2, H2(0,0) = 12 .
Without loss of generality, we take
h2m,0 = − 12m. (5)
(C3) System (E)ε=0 has a nilpotent saddle loop L0 satisfying H(x,y) = 0, and that for
0 < −h  1, the equation H(x,y) = h defines a smooth closed orbit Lh near L0. See
Fig. 2.
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H2(0,0) = 12 , then we call the equilibrium of system (E)ε=0 at (0,0) a nilpotent saddle of order
m − 1.
Hereafter, we suppose the above conditions (C1)–(C3) are satisfied. We will prove
Theorem 1. The first-order Melnikov function of system (E)ε near the nilpotent saddle loop L0
has the following expansion
M(h,a) =
∑
j0
c
(0)
j,m(−h)j +
2m−1∑
k=1
(−h) k+m2m
∑
j0
c
(1)
j,k,m(−h)j + ln(−h)
∑
j1
c
(2)
j,m(−h)j ,
where 0 < −h  1, c(i)j,m (i = 0,2) and c(1)j,k,m are functions depending on the parameter vector a.
We are going to split the proof of Theorem 1 into three steps in the following subsections. The
first step is to use a formula for the derivative of the function M(h,a) which is an integral of the
divergence f1x + g1y along Lh. And in this step the integral is to be divided into two parts I1(h)
and I2(h), where I1(h) is taken over a local part of Lh near the origin. The part I2(h) is smooth.
The main task is to study the expansion of I1(h) by using some transformation techniques, which
is done in the second step. The last step is to find the expansion of M(h,a) from the expansion
of its derivative. The following is the detailed process.
2.1. Analysis of the function ∂M(h,a)
∂h
Note that it is easier to obtain the expansion of the function of ∂M(h,a)
∂h
than that of M(h,a).
In this subsection, we are firstly going to study the proprieties of the function ∂M(h,a)
∂h
to find the
expansion of it. In the following, let M(h,a) = M(h) and ∂M(h,a)
∂h
= M ′(h).
From [6], we have
Lemma 2. For the function M ′(h), it holds that
M ′(h) = ±
∮
Lh
(f1x + g1y) dt,
where “+” (resp., “−”) is taken when Lh expands (resp., shrinks) with h increasing.
In order to obtain the expansion of M ′(h) near the nilpotent saddle loop L0, from Lemma 2,
we only need to consider the smooth closed orbit Lh for 0 < −h  1, namely Lh = {(x, y) |
H(x,y) = h, 0 < −h  1}. Then we can write Lh = L1h ∪ L2h, where L1h = {(x, y) |
H(x,y) = h, x0(h)  x  xa} ⊂ U, x0(h) satisfies Hy(x0(h),0) = 0, xa > 0 is a small con-
stant, and U is a small rectangular neighborhood of the origin O(0,0). See Fig. 3. Then for
system (E)ε , from Lemma 2, we have
M ′(h) =
∮
(f1x + g1y) dt,
Lh
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which can be also rewritten as the following form
M ′(h) =
∫
L1h
(f1x + g1y) dt +
∫
L2h
(f1x + g1y) dt  I1(h) + I2(h). (6)
Obviously, we have
I2(h) = I2(0) + Φ(h), Φ(h) = O(h) ∈ C∞, I2(0) =
∫
L20
(f1x + g1y) dt, (7)
where L20 = limh→0L2h.
2.2. Asymptotic expansion of the function I1(h)
It follows from equality (7) that we can obtain the expansion of M ′(h) if we know the expan-
sion of the function I1(h). Therefore, it is crucial to find the expansion of I1(h), which is also
the right thing that we will investigate in the following.
Firstly, let us give some preliminary lemmas, which present some property of the func-
tion I1(h).
Let d0,0 = (f1x + g1y)|(0,0). Then f1x + g1y = d0,0 + O(|x, y|). Hence for system (E)ε ,
from (6), we know
I1(h) =
∫
L1h
(f1x + g1y) dt =
∫
L1h
d0,0 +O(|x, y|)
Hy
dx =
∫
L1h
d0,0 + O(|x, y|)
y(1 + O(|x, y|)) dx
≡
∫
L1h
d0,0 +∑i+j1 mi,j xiyj
y
dx. (8)
Clearly, there is no easy way for us to calculate integral (8) directly. In order to do that, let us
introduce some important transformations, which is the key step and also provides us a way to
complete the calculation of integral (8).
Consider the equation
H(x,y) = h or y2H2(x, y) = w2
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w = ± y√
2
√
2H2(x, y) = ± y√
2
(
1 +O(|x, y|)). (9)
Assume that G±(x, y,w) = ± y√2 (1 + O(|x, y|)) − w. Then the implicit function theorem im-
plies that there exist two functions
y+(x,w) =
√
2w
(
1 +
∑
i+j1
r+i,j x
iwj
)
, y−(x,w) = −
√
2w
(
1 +
∑
i+j1
r−i,j x
iwj
)
(10)
such that
G+
(
x, y+,w
)= 0, G−(x, y−,w)= 0. (11)
Following the idea of [10,18], we can prove the following lemma.
Lemma 3. The coefficients r±i,j in (10) satisfy
r+i,j = (−1)j r−i,j . (12)
Proof. Let
w˜ = y√
2
(
1 + O(|x, y|)). (13)
Then (13) has a unique solution
y = y˜(x, w˜) = √2 w˜
(
1 +
∑
i+j1
ri,j x
iw˜j
)
.
Hence, by (9) and (10)
y+(x,w) = y˜(x,+w) =
√
2w
(
1 +
∑
i+j1
ri,j x
iwj
)
, (14)
y−(x,w) = y˜(x,−w) = −
√
2w
(
1 +
∑
i+j1
(−1)j ri,j xiwj
)
, (15)
which implies that Eq. (12) holds. 
Note that we can write L1h = L+1h ∪ L−1h, where L±1h = {(x, y±(x,w)) | w =
√
h −H0(x),
x0(h) x  xa}. Then, by (8), (12), (14) and (15), we have
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xa∫
x0(h)
d0,0 +∑i+j1 mi,j xi(y+)j
y+
dx +
x0(h)∫
xa
d0,0 +∑i+j1 mi,j xi(y−)j
y−
dx
=
xa∫
x0(h)
d0,0 +∑i+j1 mi,j xi(√2w(1 +∑l+k1 r+l,kxlwk))j√
2w(1 +∑l+k1 r+l,kxlwk) dx
+
x0(h)∫
xa
d0,0 +∑i+j1 mi,j xi(−√2w(1 +∑l+k1 r−l,kxlwk))j
−√2w(1 +∑l+k1 r−l,kxlwk) dx
≡
xa∫
x0(h)
d0,0 +∑i+j1 n+i,j xiwj√
2w
dx +
x0(h)∫
xa
d0,0 +∑i+j1 n−i,j xiwj
−√2w dx. (16)
Lemma 4. The coefficients n±i,j in (16) satisfy
n+i,j = (−1)jn−i,j . (17)
Proof. Let
ψ(x,w, rl,k) =
d0,0 +∑i+j1 mi,j xi[√2w(1 +∑l+k1 rl,kxlwk)]j
1 +∑l+k1 rl,kxlwk .
Then, we have
ψ
(
x,w, r+l,k
)= d0,0 + ∑
i+j1
n+i,j x
iwj , ψ
(
x,−w, (−1)k r−l,k
)= d0,0 + ∑
i+j1
n−i,j x
iwj .
Recalling that r+l,k = (−1)kr−l,k from Lemma 3 gives
ψ
(
x,−w, (−1)k r−l,k
)= ψ(x,−w, r+l,k)= d0,0 + ∑
i+j1
(−1)jn+i,j xiwj .
It follows that n−i,j = (−1)j n+i,j , which completes the proof. 
Recall that H0(x) =∑i2m hi,0xi = − x2m2m H1(x), where H1(x) = 1 + O(x). Introducing a
new variable u such that
u = x[H1(x)] 12m , (18)
we know that H0(x) = −u2m2m . And the inverse of (18) has the form
x =
∑
φju
j ≡ φ(u), (19)j1
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have
I1(h) =
xa∫
x0(h)
d0,0 +∑i+j1 n+i,j xiwj√
2w
dx +
xa∫
x0(h)
d0,0 +∑i+j1 n−i,j xiwj√
2w
dx
=
xa∫
x0(h)
√
2(d0,0 +∑i+2n1 n+i,2nxiw2n)
w
dx
=
ua∫
(−2mh) 12m
√
2(d0,0 +∑i+2n1 n+i,2n(φ(u))iw2n)
w
d
(
φ(u)
)
=
ua∫
(−2mh) 12m
√
2(d0,0 +∑i+2n1 di,2nuiw2n)
w
du
≡ √2
(
d0,0 I0,0 + d1,0 I1,0 +
∑
i+2n2
di,2nIi,2n
)
, (20)
where
Ii,2n =
ua∫
(−2mh) 12m
uiw2n
w
du =
ua∫
(−2mh) 12m
ui
(
h + u
2m
2m
)n− 12
du, w =
√
h + u
2m
2m
,
ua is a constant and satisfies φ(ua) = xa, and coefficient di,2n is independent of (u,w).
Noting that integral (20) has infinite integral terms. It is impossible for us to calculate one by
one. Then it is natural for one to investigate the properties of the integral to find a way to reduce
the infinite terms into finite terms. Recall the following lemma.
Lemma 5.
∫
xm
(
b1 x
n + b2
)p
dx = x
m−n+1
b1(np +m + 1)
(
b1 x
n + b2
)p+1
− (m − n+ 1)b2
b1(np + m + 1)
∫
xm−n
(
b1 x
n + b2
)p
dx, (21)
∫
xm
(
b1 x
n + b2
)p
dx = x
m+1
np +m + 1
(
b1 x
n + b2
)p
+ np b2
np + m+ 1
∫
xm
(
b1 x
n + b2
)p−1
dx. (22)
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Ik,0 (k = 0,1, . . . ,2m − 1), which can be used to express the other integrals appeared in (20).
We state these by the following lemma.
Lemma 6. For 0 < −h  1, Ik,0 (k = 0, . . . ,2m − 1) has the following expansion
Ik,0 = Δk,m(−h) k−m+12m + Sk ln(−h) +
∑
j0
pj,k,m(−h)j ,
where Sk = 0 (k = m − 1), Sm−1 = −
√
2m
2m , Δk,m and pj,k,m are constants, and Δk,m = 0 for
k = m − 1 and k = 2m− 1.
Proof. Let h = −λ2m2m and u = λv . Then
Ik,0 =
ua∫
(−2mh) 12m
uk√
h + u2m2m
du =
ua∫
λ
√
2muk√
u2m − λ2m du
= √2mλk−m+1
1∫
λ
ua
1
vk−m+2
√
1 − v2m dv
= √2mλk−m+1
( 1∫
1
2
1
vk−m+2
√
1 − v2m dv +
1
2∫
λ
ua
1
vk−m+2
√
1 − v2m dv
)
.
Let
D
(0)
k,m =
1∫
1
2
1
vk−m+2
√
1 − v2m dv. (23)
Noting that
1√
1 − v2m =
∑
j0
A¯j v
2mj , where A¯0 = 1, A¯j = (2j − 1)!!2j j ! , j  1,
we have
Ik,0 =
√
2mλk−m+1
(
D
(0)
k,m +
∑
j0
A¯j
1
2∫
λ
ua
v2mj−k+m−2 dv
)
. (24)
The next step is to calculate the integral (24). In order to do so, we split it into three subcases
according to its properties.
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For this case, we have −k + m − 2 0. Then
Ik,0 =
√
2mλk−m+1
(
D
(0)
k,m +
∑
j0
A¯j
v2mj−k+m−1
2mj − k + m− 1
∣∣∣∣
1
2
λ
ua
)
= √2mλk−m+1
(
D
(0)
k,m +
∑
j0
A¯j
( 12 )
2mj−k+m−1
2mj − k + m− 1
)
− √2m
∑
j0
A¯j
(−h)j (2m)j
(2mj − k + m− 1)(ua)2mj−k+m−1 .
Noting that 2mj −m− k − 1 0. Then series ∑j0 A¯j ( 12 )2mj−k+m−12mj−k+m−1 is convergent to a constant.
Let
D
(1)
k,m = D(0)k,m +
∑
j0
A¯j
( 12 )
2mj−k+m−1
2mj − k +m − 1 , 0 k m − 2, (25)
and
pj,k,m = −A¯j (2m)
j+ 12
(2mj − k +m − 1)(ua)2mj−k+m−1 , j  0, 0 k m − 2.
Hence
Ik,0 =
√
2mD(1)k,mλ
k−m+1 +
∑
j0
pj,k,m(−h)j = Δk,m(−h) k−m+12m +
∑
j0
pj,k,m(−h)j ,
where
Δk,m = D(1)k,m(2m)
k+1
2m for 0 k m − 2. (26)
Case 2. k = m − 1.
When k = m − 1, we know −k +m − 2 = −1. Then from (24) we can obtain
Ik,0 = Im−1,0 =
√
2m
(
D
(0)
m−1,m +
∑
j0
A¯j
1
2∫
λ
ua
v2mj−1 dv
)
= √2m
(
D
(0)
m−1,m + A¯0
1
2∫
λ
v−1dv +
∑
j1
A¯j
1
2∫
λ
v2mj−1 dv
)ua ua
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(
D
(0)
m−1,m −
1
2m
ln(2m) + lnua
2
+
∑
j1
A¯j
( 12 )
2mj
2mj
)
−
√
2m
2m
ln(−h) − √2m
∑
j1
A¯j
(−h)j (2m)j
2mj(ua)2mj
≡ Sm−1 ln(−h) +
∑
j0
pj,k,m(−h)j ,
where
Sm−1 = −
√
2m
2m
, pj,k,m = −
√
2mA¯j (2m)j
2mj(ua)2mj
, k = m − 1, j  1,
p0,k,m =
√
2m
(
D
(0)
m−1,m −
1
2m
ln(2m) + ln ua
2
+
∑
j1
A¯j
( 12 )
2mj
2mj
)
, k = m − 1.
Case 3. m k  2m − 1.
For m k  2m − 1, we know −k +m − 2−2 and
2mj − k + m − 2 2m− k + m − 2m − 1 0
as j  1. Then from (24)
Ik,0 =
√
2mλk−m+1
(
D
(0)
k,m + A¯0
1
2∫
λ
ua
v−k+m−2 dv +
∑
j1
A¯j
1
2∫
λ
ua
v2mj−k+m−2 dv
)
= √2mλk−m+1
(
D
(0)
k,m +
vm−k−1
m − k − 1
∣∣∣∣
1
2
λ
ua
+
∑
j1
A¯j
v2mj−k+m−1
2mj − k +m − 1
∣∣∣∣
1
2
λ
ua
)
= √2mλk−m+1
(
D
(0)
k,m +
1
2
m−k−1
m − k − 1 +
∑
j1
A¯j
1
2
2mj−k+m−1
2mj − k +m − 1
)
+
∑
j0
pj,k,m(−h)j
≡ Δk,m(−h) k−m+12m +
∑
j0
pj,k,m(−h)j ,
where
Δk,m = (2m)k+12m
(
D
(0)
k,m +
∑
j0
A¯j
1
2
2mj−k+m−1
2mj − k +m − 1
)
, m k  2m − 1, (27)
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pj,k,m =
√
2m
um−k−1a (k + 1 −m)
, j = 0, m k  2m − 1,
pj,k,m = −(2m)
j+ 12 A¯j
u
2mj−k+m−1
a (2mj − k + m − 1)
, j  1, m k  2m− 1.
Especially, for k = 2m − 1, we have
Δ2m−1,m = D(0)2m−1,m −
1
2
−m
m
+
∑
j1
A¯j
1
2
2mj−m
2mj −m
= 2
m
√
1 − 4−m
m
−
1
2
−m
m
+ 1
2m(1 + √1 − 4−m)
≡ 0. (28)
From the above analysis, we know Lemma 6 holds. 
Now we are ready to obtain the expansion of I1(h). Note that
Ik,2n =
ua∫
(−2mh) 12m
ukw2n
w
du =
ua∫
(−2mh) 12m
uk
(
h+ u
2m
2m
)n− 12
du.
By (21), for all k  2m, we have
Ik,2n = −2m(−2m + k + 1)h2mn + k −m + 1 Ik−2m,2n +
2muk−2m+1a
2mn+ k −m + 1
(
h + u
2m
a
2m
)n+ 12
≡ −2m(−2m + k + 1)h
2mn + k −m + 1 Ik−2m,2n +
∑
j0
tj,k,m,n(−h)j , (29)
where tj,k,m,n is a constant. Hence we can obtain the expansion of Ik,2n (k  2m) if that of
I0,2n, . . . , I2m−1,2n are known. Further, by (22) we have
Ik,2n = (2mn− m)h2mn+ k −m + 1Ik,2n−2 +
uk+1a
2mn+ k −m + 1
(
h + u
2m
a
2m
)n− 12
≡ (2mn− m)h
2mn+ k −m + 1Ik,2n−2 +
∑
j0
sj,k,m,n(−h)j , (30)
where sj,k,m,n is a constant. Therefore we can get the expansion of Ik,2n if we know the expansion
of Ik,0 with k = 0,1, . . . ,2m − 1. Using the same method again, we can obtain the expansion
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and (30)
Ik,0 = 2m(2m − k − 1)h
k −m + 1 Ik−2m,0 +
∑
j0
tj,k,m,0(−h)j , (31)
Ik,2 = mh
m + k + 1Ik,0 +
∑
j0
sj,k,m,1(−h)j . (32)
Let
Fm =
∑
k4m
dk,0Ik,0 +
∑
k2m
dk,2Ik,2 +
∑
k0, n2
dk,2nIk,2n.
Hence from (29)–(32) and Lemma 6 we have
Fm = h2
( ∑
k4m
4m2(2m − k − 1)(4m − k − 1)dk,0
(k − m+ 1)(k − 3m + 1) Ik−4m,0
+
∑
k2m
2m2(2m − k − 1)dk,2
(m + k + 1)(k −m + 1) Ik−2m,0 +
∑
j0
α
(0)
j,k,m(−h)j
+
∑
k0, n2
(2mn −m)(2mn − 3m)dk,2n
(2mn + k −m + 1)(2mn + k − 3m+ 1) Ik,2n−4
)
= ln(−h)
∑
j2
α
(1)
j,m(−h)j +
m−1∑
k=1−m
(−h) k2m
∑
j2
α
(2)
j,k,m(−h)j ,
where α(i)j,k,m (i = 0,1,2) is a constant depending on the parameter vector a.
Moreover, from Eqs. (20), (29)–(32) we have
I1(h) =
2m−1∑
k=0
dk,0Ik,0 +
2m−1∑
k=0
(dk,2Ik,2 + d2m+k,0I2m+k,0) + Fm
=
2m−1∑
k=0
dk,0Ik,0 + h
2m−1∑
k=0
(
m
m + k + 1dk,2 −
2m(k + 1)
m + k + 1 d2m+k,0
)
Ik,0
+
∑
j0
α
(3)
j,k,m(−h)j + Fm
≡
2m−1∑
dk,0Ik,0 + h
2m−1∑
Uk,mIk,0 +
∑
α
(3)
j,k,m(−h)j + Fm,k=0 k=0 j0
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Uk,m = m
m + k + 1dk,2 −
2m(k + 1)
m + k + 1 d2m+k,0. (33)
Noting that Δ2m−1,m = 0. Lemma 6 and straightforward computing yield that
I1(h) =
2m−2∑
k=0
dk,0Δk,m(−h) k−m+12m −
2m−2∑
k=0
Uk,mΔk,m(−h) k+m+12m
+ Sm−1(dm−1,0 +Um−1,mh) ln(−h) +
∑
j0
α
(4)
j,m(−h)j + Fm
=
m−1∑
k=1−m
(−h) k2m
∑
j0
α
(5)
j,k,m(−h)j + ln(−h)
∑
j0
α
(6)
j,m(−h)j , (34)
where α(4)j,k,m, α
(5)
j,k,m and α
(6)
j,k,m are constants depending on the parameter vector a.
2.3. The expansion of M(h)
In this subsection, we are ready to give the expansion of M(h) by using the expansion
of M ′(h).
From Eqs. (6) and (20), we know
M ′(h) = √2I1(h) + I2(0) +Φ(h). (35)
Therefore, for system (E)ε , Lemmas 2 and 6 and Eqs. (34) and (35) yield
M(h) = √2
(
−
2m−2∑
k=0
2mdk,0Δk,m
k + m + 1 (−h)
k+m+1
2m +
2m−2∑
k=0
2mΔk,mUk,m
k + 3m + 1 (−h)
k+3m+1
2m
)
− √2dm−1,0Sm−1(−h) ln(−h) +
√
2Um−1,mSm−1
2
h2 ln(−h)
+ ln(−h)
∑
j3
α
(7)
j,m(−h)j +
m−1∑
k=1−m
(−h) k2m
∑
j3
α
(8)
j,k,m(−h)j +
∑
j0
α
(9)
j,m(−h)j ,
which can be simplified into the following form
M(h) =
∑
j0
c
(0)
j,m(−h)j +
2m−1∑
k=1
(−h) k+m2m
∑
j0
c
(1)
j,k,m(−h)j + ln(−h)
∑
j1
c
(2)
j,m(−h)j ,
where c(1)j,k,m, c
(0)
j,m and c
(2)
j,m are constants depending on the parameter vector a. Thus the proof
of Theorem 1 has been finished.
From the above analysis and Lemma 2, it is easy to obtain the following remarks.
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M(h) in Theorem 1 satisfy the following
c
(0)
0,m = M(0) =
∮
L0
g1 dx − f1 dy,
c
(1)
0,k,m = −
2
√
2mdk−1,0Δk−1,m
m + k , k = 1, . . . ,2m − 1,
c
(1)
1,k,m =
2
√
2mUk−1,mΔk−1,m
3m + k , k = 1, . . . ,m − 1,
c
(0)
1,m =
∮
L0
(f1x + g1y) dt for c(1)0,1,m = · · · = c(1)0,m−1,m = 0,
c
(2)
1,m = −
√
2dm−1,0Sm−1 =
√
m
m
dm−1,0,
c
(2)
2,m =
√
2Um−1,mSm−1
2
= −
√
m
4m
(dm−1,2 − 2md3m−1,0),
where expressions of Uk,m and Δk,m can be found from Eqs. (23), (25)–(27) and (28). We also
notice from Lemma 6 that Δm−1,m = 0, which implies c(1)0,m,m = 0.
Remark 8. From Section 1, it is easy to see that the result of Theorem 1 still holds for sys-
tem (F )ε , whose unperturbed system is Hamiltonian system and it has a nilpotent saddle loop
through the nilpotent saddle point (0,0).
Remark 9. In this paper, we mainly investigate the degenerate case, namely the case for m 2.
In fact, the result of Theorem 1 also holds for case m = 1, which corresponds to the case that the
origin is a hyperbolic saddle point. That is to say, for system (F )ε , if the unperturbed system is
Hamiltonian system and the level set H = 0 gives a homoclinic loop passing through a saddle
point at (0,0). Then using the method shown in the process of the proof of Theorem 1, we can
also obtain the expansion of the first-order Melnikov function M(h,a) has the following form
near h = 0
M(h,a) = c0(a) + c1(a)h ln |h| + c2(a)h + c3(a)h2 ln |h| + c4(a)h2 + · · · ,
which is the same as the result of Roussarie [15].
2.4. Further study for the case m = 2
Let
c1(a) = c(0)0,m, ck+1(a) = c(1)0,k,m, k = 1, . . . ,m − 1,
cm+1(a) = c(2) , cm+2(a) = c(0) ,1,m 1,m
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c2m+1+k(a) = c(1)1,k,m, k = 1, . . . ,m − 1, c3m+1(a) = c(2)2,m.
Obviously, c1(a), . . . , c3m+1(a) are the first 3m+1 coefficients of M(h) in Theorem 1. Remark 7
presents the relationship between the coefficient ci(a) (i = 1, . . . ,3m+ 1) of the function M(h)
and system (E)ε. And it is easy to see from the process of the proof of Theorem 1 that we can
give the expressions of the first 3m+1 coefficients of M(h) for any positive integer m. Moreover,
we can also compute the values Δk,m in Lemma 6 and ci(a) (i = 1, . . . ,3m+ 1) in Remark 7 by
using mathematic tools such as Maple 10.0. In the following, we will take m = 2 as an example
to show how to calculate these values and give the relationship between the coefficient ci(a) and
the parameter vector a for m = 2. For simplicity, in the following, let ci(a) = ci .
For m = 2, from (4) and (5), it follows that H(x,y) has the following formal expansion at the
origin
H(x,y) = −1
4
x4 +
∑
j5
hj,0x
j + y2
∑
i+j0
hi,j x
iyj .
Then for m = 2, we have the following lemma.
Lemma 10. For 0 < −h  1, Ik,0 (k = 0,1,2,3) has the following expression
Ik,0 = Δk,2(−h) k−14 + Sk ln(−h) +
∑
j0
pj,k,2(−h)j , (36)
and
Sk = 0 (k = 0,2,3), S1 = −12 , Δ0,2 > 0, Δ1,2 = Δ3,2 = 0, Δ2,2 < 0. (37)
Proof. By Lemma 6, it is obvious that expansion (36) holds and Sk = 0 (k = 0,2,3), S1 = − 12 ,
Δ1,2 = Δ3,2 = 0. In the following, we focus on the proof of the other values in (37). Let h = −λ44
and u = λ
v
. Then from Lemma 6 we know
I0,0 =
ua∫
(−4h) 14
1√
h + u44
du = Δ0,2(−h)− 14 +
∑
j0
pj,0,2(−h)j ,
where
Δ0,2 = 2D(1)0,2 = D(0)0,2 +
√
2
∑
j1
A¯j
( 12 )
4j+1
4j + 1 ,
D
(0)
0,2 =
1∫
1
1√
1 − v4 dv
.= 0.8078193345
2
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pj,0,2 = −
∑
j0
22j+1A¯j
(4j + 1)(ua)4j+1 .
And
Δ0,2 =
√
2D(0)0,2 +
√
2
2
+ √2
∑
j1
A¯j
( 12 )
4j+1
4j + 1
= √2D(0)0,2 +
√
2
2
+
√
2
320
F
([
1,
5
4
,
3
2
]
,
[
2,
9
4
]
,
1
16
)
> 0,
since
1
320
F
([
1,
5
4
,
3
2
]
,
[
2,
9
4
]
,
1
16
)
.= 0.003209443178
is a hypergeometric series.
Further, from Lemma 6
I1,0 =
ua∫
(−4h) 14
u√
h + u44
du = −1
2
ln(−h) +
∑
j0
pj,1,2(−h)j
and
I2,0 =
ua∫
(−4h) 14
u2√
h + u44
du ≡ Δ2,2(−h) 14 +
∑
j0
pj,2,2(−h)j ,
where
Δ2,2 = 2
√
2D(0)2,2 − 4
√
2 + 2√2
∑
j1
A¯j
( 12 )
4j−1
4j − 1
= 2√2D(0)2,2 − 4
√
2 + 2
√
2
48
F
([
3
4
,1,
3
2
]
,
[
7
4
,2
]
,
1
16
)
< 0,
since D(0)2,2 =
∫ 1
1
2
1
v2
√
1−v4 dv
.= 1.379663569 and
1
48
F
([
3
4
,1,
3
2
]
,
[
7
4
,2
]
,
1
16
)
.= 0.021266314
is a hypergeometric series.
From the above analysis, we know Lemma 10 holds. 
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Theorem 2. Let (4) be satisfied and m = 2. Then for system (E)ε , near the value h = 0
(0 < −h  1) corresponding to nilpotent saddle loop L0 through a nilpotent saddle point (0,0),
we have
(1) M(h) =
∑
j0
c
(0)
j,2(−h)j + (−h)
3
4
∑
j0
c
(1)
j,1,2(−h)j + (−h)
5
4
∑
j0
c
(1)
j,3,2(−h)j
+ ln(−h)
∑
j1
c
(2)
j,2(−h)j
= c1 + c2(−h) 34 + c3(−h) ln(−h) + c4(−h) + c5(−h) 54 + c6(−h) 74
+ c7(−h)2 ln(−h) +
∑
j2
c
(0)
j,2(−h)j + (−h)
3
4
∑
j2
c
(1)
j,1,2(−h)j
+ (−h) 54
∑
j2
c
(1)
j,3,2(−h)j + ln(−h)
∑
j3
c
(2)
j,2(−h)j ;
(2) the coefficients c1, . . . , c7 in the above asymptotic expansion satisfy
c1 = M(0), c2 = −4
√
2d0,0Δ0,2
3
, c3 =
√
2d1,0
2
,
c4 =
∮
L0
(f1x + g1y) dt for c2 = c3 = 0,
c5 = −4
√
2d2,0Δ2,2
5
,
c6 = 8
√
2(d0,2 − 2d4,0)Δ0,2
21
, c7 =
√
2(2d5,0 − d1,22 )
4
,
where the expressions of di,0 (i = 1,2,4,5) and di,2 (i = 1,2) are given in the following theorem.
Theorem 3. Let m = 2 and
f1(x, y, a) =
∑
i+j1
ai,j x
iyj , g1(x, y, a) =
∑
i+j1
bi,j x
iyj .
Then by using Maple 10.0, we can obtain the expressions of constants mi,j in (8), r±i,j in (12),
n±i,j in (17) and di,j in (20). Especially, we have
d1,0 = (2h5,0 − h1,2)(a1,0 + b0,1) + b1,1 + 2a2,0,
d0,2 =
(
15h2 − 6h0,4
)
(a1,0 + b0,1) − 6h0,3(a1,1 + 2b0,2) + 2a1,2 + 6b0,3,0,3
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(
−3h5,0h1,2 + 32h
2
1,2 + 3h6,0 +
21
2
h25,0 − h2,2
)
(a1,0 + b0,1) + 3a3,0 + b2,1
+ (3h5,0 − h1,2)(2a2,0 + b1,1),
d1,2 = 6(5h1,2h0,3 − h1,3 − 2h5,0h0,3)(a1,1 + 2b0,2) + (4h5,0 − 6h1,2)(a1,2 + 3b0,3)
+ (15h20,3 − 6h0,4)(2a2,0 + b1,1) + (30h1,2h0,4 − 105h1,2h20,3 − 6h1,4
+ 30h5,0h20,3 + 30h1,3h0,3 − 12h5,0h0,4
)
(a1,0 + b0,1) + 6b1,3
+ 4a2,2 − 12h0,3(a2,1 + b1,2),
d4,0 =
(
5h8,0 − 252 h5,0h
3
1,2 − 5h5,0h3,2 +
15
2
h21,2h6,0 −
45
2
h2,2h
2
5,0 −
195
2
h1,2h
3
5,0
+ 585
2
h6,0h
2
5,0 − 5h1,2h7,0 +
3315
8
h45,0 +
45
2
h26,0 − h4,2 +
3
2
h22,2 − 5h2,2h6,0
+ 3h3,2h1,2 − 45h5,0h1,2h6,0 − 152 h2,2h
2
1,2 +
135
4
h21,2h
2
5,0 + 15h5,0h2,2h1,2
+ 135
4
h21,2h
2
5,0 +
35
8
h41,2 + 45h7,0h5,0
)
(a1,0 + b0,1) + (5h5,0 − h1,2)(4a4,0 + b3,1)
+
(
5h6,0 + 452 h
2
5,0 − 5h5,0h1,2 +
3
2
h21,2 − h2,2
)
(3a3,0 + b2,1)
+
(
5h7,0 − 52h
3
1,2 − 5h5,0h2,2 + 45h6,0h5,0 + 3h2,2h1,2 − h3,2 −
45
2
h1,2h
2
5,0
− 5h1,2h6,0 + 1952 h
3
5,0 +
15
2
h5,0h
2
1,2
)
(2a2,0 + b1,1) + 5a5,0 + b4,1,
d5,0 =
(
−h2,2 − 6h5,0h1,2 + 30h25,0 + 6h6,0 +
3
2
h21,2
)
(4a4,0 + b3,1)
+
(
9h5,0h21,2 + 60h6,0h5,0 − h3,2 + 3h2,2h1,2 − 6h5,0h2,2 −
5
2
h31,2
− 30h1,2h25,0 − 6h1,2h6,0 + 140h35,0 + 6h7,0
)
(3a3,0 + b2,1)
+
(
18h5,0h2,2h1,2 − h4,2 − 6h5,0h3,2 − 152 h2,2h
2
1,2 − 6h1,2h7,0 + 60h7,0h5,0
− 140h1,2h35,0 − 60h5,0h1,2h6,0 + 3h3,2h1,2 +
35
8
h41,2 − 15h5,0h31,2
− 30h2,2h25,0 + 45h21,2h25,0 +
3
2
h22,2 + 9h21,2h6,0 + 420h6,0h25,0
− 6h2,2h6,0 + 30h26,0 + 6h8,0 + 630h45,0
)
(2a2,0 + b1,1)
+
(
90h2,2h1,2h25,0 + 18h2,2h1,2h6,0 − 45h5,0h2,2h21,2 − 60h2,2h6,0h5,0
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− h5,2 + 6h9,0 + 2772h55,0 + 420h5,0h26,0 +
35
2
h2,2h
3
1,2 −
15
2
h1,2h
2
2,2
− 15
2
h3,2h
2
1,2 + 3h2,2h3,2 + 60h7,0h6,0 + 3h4,2h1,2 +
105
4
h5,0h
4
1,2
− 6h5,0h4,2 + 9h5,0h22,2 − 15h31,2h6,0 − 6h3,2h6,0 − 75h31,2h25,0 − 6h2,2h7,0
+ 9h21,2h7,0 − 30h3,2h25,0 + 210h21,2h35,0 − 30h1,2h26,0 − 140h2,2h35,0
− 630h1,2h45,0 − 6h1,2h8,0 + 2520h6,0h35,0 + 60h8,0h5,0 + 420h7,0h25,0
− 63
8
h51,2
)
(a1,0 + b0,1) + (6h5,0 − h1,2)(5a5,0 + b4,1) + 6a6,0 + b5,1.
Proof. Let f0 = ∂f1∂x , g0 = ∂g1∂y ,div = f0 + g0 and
S(x, y) = d0,0 +
∑
i+j1
mi,j x
iyj , P1 = div−S(x, y)Hy(x, y)/y.
Then from P1 = 0, using Maple 10.0, we have
m1,0 = −2h1,2(a1,0 + b0,1) + b1,1 + 2a2,0,
m0,1 = −3h0,3(a1,0 + b0,1) + a1,1 + 2b0,2,
m2,0 =
(
4h21,2 − 2h2,2
)
(a1,0 + b0,1) + b2,1 − 2h1,2b1,1 − 4h1,2a2,0 + 3a3,0,
m0,2 =
(−4h0,4 + 9h20,3)(a1,0 + b0,1) + a1,2 − 3h0,3a1,1 − 6h0,3b0,2 + 3b0,3,
m1,1 = (−3h1,3 + 12h1,2h0,3)(a1,0 + b0,1) + 2a2,1 + 2b1,2 − 4h1,2b0,2
− 6h0,3a2,0 − 2h1,2a1,1 − 3h0,3b1,1,
m3,0 =
(
4h21,2 − 2h2,2
)
(2a2,0 + b1,1) +
(
8h2,2h1,2 − 2h3,2 − 8h31,2
)
(a1,0 + b0,1)
+ b3,1 − 2h1,2b2,1 + 4a4,0 − 6h1,2a3,0,
m0,3 =
(
9h20,3 − 4h0,4
)
(a1,1 + 2b0,2) +
(
24h0,3h0,4 − 5h0,5 − 27h30,3
)
(a1,0 + b0,1)
+ a1,3 − 3h0,3a1,2 + 4b0,4 − 9h0,3b0,3,
m1,2 = (−3h1,3 + 12h1,2h0,3)(a1,1 + 2b0,2) +
(
9h20,3 − 4h0,4
)
(2a2,0 + b1,1)
+ (−54h1,2h20,3 − 4h1,4 + 18h1,3h0,3 + 16h1,2h0,4)(a1,0 + b0,1)
+ 2a2,2 + 3b1,3 − 6h1,2b0,3 − 6h0,3a2,1 − 2h1,2a1,2 − 6h0,3b1,2,
m2,1 =
(
4h21,2 − 2h2,2
)
(a1,1 + 2b0,2) + (−3h1,3 + 12h1,2h0,3)(2a2,0 + b1,1)
+ (12h0,3h2,2 + 12h1,3h1,2 − 3h2,3 − 36h0,3h21,2)(a1,0 + b0,1)
+ 3a3,1 + 2b2,2 − 9h0,3a3,0 − 4h1,2a2,1 − 4h1,2b1,2 − 3h0,3b2,1,
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(
4h21,2 − 2h2,2
)
(3a3,0 + b2,1) +
(
8h2,2h1,2 − 8h31,2 − 2h3,2
)
(2a2,0 + b1,1)
+ (−24h2,2h21,2 + 8h3,2h1,2 + 16h41,2 − 2h4,2 + 4h22,2)(a1,0 + b0,1)
− 2h1,2(4a4,0 + b3,1) + 5a5,0 + b4,1,
m5,0 =
(
4h21,2 − 2h2,2
)
(4a4,0 + b3,1) +
(
8h2,2h1,2 − 8h31,2 − 2h3,2
)
(3a3,0 + b2,1)
+ (−24h2,2h21,2 + 8h3,2h1,2 + 16h41,2 − 2h4,2 + 4h22,2)(2a2,0 + b1,1)
+ (8h4,2h1,2 − 24h3,2h21,2 + 64h2,2h31,2 − 2h5,2 − 24h1,2h22,2 − 32h51,2
+ 8h3,2h2,2
)
(a1,0 + b0,1) + b5,1 + 6a6,0 − 10h1,2a5,0 − 2h1,2b4,1.
For y+(x,w) =
√
2w(1 +∑i+j1 r+i,j xiwj ), let P2 = w2 − y2+H2(x, y+). Then from P2 = 0,
we can obtain
r+0,1 = −h0,3
√
2, r+0,2 = 5h20,3 − 2h0,4, r+1,1 =
√
2(4h0,3h1,2 − h1,3),
r+0,3 =
√
2
(−16h30,3 + 12h0,4h0,3 − 2h0,5), r+1,0 = −h1,2,
r+2,0 =
3
2
h21,2 − h2,2, r+3,0 = −
5
2
h31,2 + 3h2,2h1,2 − h3,2,
r+1,2 = −35h1,2h20,3 + 10h1,3h0,3 + 10h1,2h0,4 − 2h1,4,
r+2,1 =
√
2
(−12h0,3h21,2 + 4h1,3h1,2 + 4h2,2h0,3 − h2,3),
r+4,0 = −
15
2
h2,2h
2
1,2 +
35
8
h41,2 + 3h3,2h1,2 +
3
2
h22,2 − h4,2,
r+5,0 =
35
2
h2,2h
3
1,2 −
15
2
h3,2h
2
1,2 −
63
8
h51,2 + 3h4,2h1,2 −
15
2
h1,2h
2
2,2 + 3h3,2h2,2 − h5,2.
Let G(x,w) = d0,0 + ∑i+j1 n+i,j xiwj ,P3 = G(x,w)y+/(√2w) − S(x, y+). Then from
P3 = 0 we have
n+0,1 = −2
√
2h0,3(a1,0 + b0,1) +
√
2(a1,1 + 2b0,2),
n+1,0 = −(a1,0 + b0,1)h1,2 + 2a2,0 + b1,1,
n+0,2 =
(
15h20,3 − 6h0,4
)
(a1,0 + b0,1) − 6h0,3(a1,1 + 2b0,2) + 2a1,2 + 6b0,3,
n+2,0 =
(
3
2
h21,2 − h2,2
)
(a1,0 + b0,1) − h1,2(2a2,0 + b1,1) + 3a3,0 + b2,1,
n+1,1 = −2
√
2(h1,3 − 4h1,2h0,3)(a1,0 + b0,1) − 2
√
2h1,2(a1,1 + 2b0,2)
+ 2√2(a2,1 + b1,2) − 2
√
2h0,3(b1,1 + 2a2,0),
n+3,0 =
(
3
2
h21,2 − h2,2
)
(2a2,0 + b1,1) +
(
3h2,2h1,2 − 52h
3
1,2 − h3,2
)
(a1,0 + b0,1)
− h1,2(3a3,0 + b2,1) + 4a4,0 + b3,1,
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(
3
2
h21,2 − h2,2
)
(3a3,0 + b2,1) +
(
3h2,2h1,2 − 52h
3
1,2 − h3,2
)
(2a2,0 + b1,1)
+
(
−15
2
h2,2h
2
1,2 +
35
8
h41,2 + 3h3,2h1,2 +
3
2
h22,2 − h4,2
)
(a1,0 + b0,1)
− h1,2(4a4,0 + b3,1) + 5a5,0 + b4,1,
n+5,0 =
(
3
2
h21,2 − h2,2
)
(4a4,0 + b3,1) +
(
3h2,2h1,2 − 52h
3
1,2 − h3,2
)
(3a3,0 + b2,1)
+
(
−15
2
h2,2h
2
1,2 +
35
8
h41,2 + 3h1,2h3,2 +
3
2
h22,2 − h4,2
)
(2a2,0 + b1,1)
+ b5,1 + 6a6,0 +
(
35
2
h2,2h
3
1,2 −
15
2
h3,2h
2
1,2 −
63
8
h51,2 + 3h4,2h1,2
− 15
2
h1,2h
2
2,2 + 3h3,2h2,2 − h5,2
)
(a1,0 + b0,1) − h1,2(5a5,0 + b4,1).
Let x =∑i1 piui and P4 = H0 + u44 . Then from P4 = 0 we have
p1 = 1, p2 = h5,0, p3 = 72h
2
5,0 + h6,0, p4 = 8h6,0h5,0 + 16h35,0 + h7,0,
p5 = 1172 h6,0h
2
5,0 +
9
2
h26,0 + h8,0 +
663
8
h45,0 + 9h7,0h5,0,
p6 = 70
(
h5,0h
2
6,0 + h7,0h25,0
)+ h9,0 + 10(h7,0h6,0 + h8,0h5,0)
+ 462h55,0 + 420h6,0h35,0.
Hence from (4), (20), by using Maple 10.0 we can obtain the expression of di,j appeared in
Theorem 2. 
3. The existence and number of limit cycles
As stated in Section 1, one can study the number of isolated zeros of the first-order Melnikov
function M(h), which is crucial to study the weak Hilbert 16th problem. Moreover, the study
of the above problem can give an upper bound of the number of limit cycles of system (F )ε ,
which is one of the main topics in the bifurcation theory. Therefore, Melnikov function M(h)
plays an important role in studying the existence and number of limit cycles of system (F )ε for ε
small. See [2,11,13,15]. In this section, we are going to use the expansion of the function M(h)
to estimate the number of limit cycles of system (E)ε . To be precise, we will give the relationship
between the first coefficients of the expansion of M(h) and the existence and number of limit
cycles of system (E)ε in a neighborhood of the nilpotent saddle loop of system (E)ε=0.
Note that the first 3m + 1 coefficients of M(h) in Theorem 1 satisfy
c1 = c(0)0,m, ck+1 = c(1)0,k,m, k = 1, . . . ,m − 1,
cm+1 = c(2) , cm+2 = c(0) ,1,m 1,m
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c2m+1+k = c(1)1,k,m, k = 1, . . . ,m − 1, c3m+1 = c(2)2,m.
By Theorem 1, it is easy to prove the following theorem by using the method as was shown
in [18].
Theorem 4. Suppose there exists a parameter vector a0 = (a1,0, a2,0, . . . , an,0) ∈Rn with n 2
such that
ci(a0) = 0, i = 1, . . . , j (j  3m), cj+1(a0) = 0, rank ∂(c1, . . . , cj )
∂a
∣∣∣∣
a0
= j.
Then for some (ε, a) near (0, a0), system (E)ε can have j limit cycles near the nilpotent saddle
loop of system (E)ε=0.
Obviously Theorem 4 is important for us to study the bifurcation of limit cycle for sys-
tem (E)ε . As an application of Theorem 4, we consider the following system.
Example 11.
x˙ = y,
y˙ = x(x − 1)3 + εy(μ1 +μ2x + μ3x2 + x3), (G)ε
where ε is a small parameter and a = (μ1,μ2,μ3) is a parameter vector.
Now taking the transformation X = 1 − x,Y = y and T = −t and still denote X,Y and T by
x, y and t , respectively, then system (G)ε can be taken into the following form
x˙ = y = P(x, y),
y˙ = x3(1 − x) + εg(x, y, a) = Q(x,y), (G1)ε
where
g(x, y, a) = y[−(μ1 +μ2 + μ3 + 1) + (3 + μ2 + 2μ3)x − (3 +μ3)x2 + x3].
The Hamiltonian of the unperturbed system (G1)ε=0 has the form
H(x,y) = 1
2
y2 − 1
4
x4 + 1
5
x5.
It has two singular points: nilpotent saddle point O = (0,0) and center C = (1,0). Moreover
equation H(x,y) = 0 corresponds to a nilpotent saddle loop L = L1 ∪O ∪L2, where
L1: y = x
2
10
√
50 − 40x, 0 x  x1 = 54 ,
L2: y = −x
2 √
50 − 40x, 0 x  x1 = 5 .10 4
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c1 =
∮
L
g(x, y) dx
= −(μ1 + μ2 +μ3 + 1)G01 + (3 + μ2 + 2μ3)G11 − (3 + μ3)G21 +G31,
where Gij =
∮
L
xiyj dx. Using Maple 10.0 we have
G01 = 2584
√
2, G11 = 125504
√
2, G21 = 6252772
√
2, G31 = 1562572072
√
2.
For c2, we have
c2 = −4
√
2Δ0,2
3
gy |(0,0) = 4
√
2Δ0,2
3
(μ1 +μ2 +μ3 + 1).
For c3, from Theorems 1–3, we have
c3 =
√
2d1,0
2
=
√
2
2
(
13
5
− 2μ1
5
+ 3μ2
5
+ 8μ3
5
)
.
When c2 = c3 = 0, we have
c4 =
∮
L
gy(x, y) dt =
∮
L
−(1 + μ1)x2 + x3
y
dx = 25
√
2
6
− 5√2(1 +μ1).
Then the equations c1 = c2 = c3 = 0 have a unique solution
a0 =
(
μ∗1,μ∗2,μ∗3
)= ( 1
26
,
14
13
,−53
26
)
. (38)
Substituting (38) into c4 we have c4(a0) = 25
√
2
39 = 0.
By Theorem 4, summarizing the results obtained above gives the following
Theorem 5. For |ε|  1, there exists some parameter vector a = (μ1,μ2,μ3) near a0 =
(μ∗1,μ∗2,μ∗3) such that system (G)ε can have at least 3 limit cycles near the nilpotent saddle
loop of system (G)ε=0.
References
[1] V.I. Arnold, Geometrical Methods in the Theory of Ordinary Differential Equations, Springer-Verlag, Berlin, 1988.
[2] S.N. Chow, J.K. Hale, Methods of Bifurcation Theory, Springer-Verlag, New York, 1996.
[3] F. Chen, C. Li, J. Llibre, Z. Zhang, A unified proof on the weak Hilbert 16th problem for n = 2, J. Differential
Equations 221 (2) (2006) 309–342.
[4] F. Dumortier, Peter Fiddelaers, Quadratic models for generic local 3-parameter bifurcations on the plane, Trans.
Amer. Math. Soc. 326 (1) (Jul., 1991) 101–126.
H. Zang et al. / J. Differential Equations 245 (2008) 1086–1111 1111[5] F. Dumortier, R. Roussarie, Bifurcations of cuspidal loops, Nonlinearity 10 (1997) 1369–1408.
[6] M. Han, Bifurcations of invariant tori and subharmonic solutions for periodic perturbed systems, Sci. China
Ser. A 37 (11) (1994) 1325–1336.
[7] M. Han, J. Jiang, H. Zhu, Limit cycle bifurcations in near-Hamiltonian systems by perturbing a nilpotent center,
2007, submitted for publication.
[8] M. Han, Y. Yang, A. Tarta, Y. Gao, Limit cycles near homoclinic and heteroclinic loops, 2007, submitted for publi-
cation.
[9] M. Han, Y. Ye, On the coefficients appearing in the expansion of Melnikov function in homoclinic bifurcations,
Ann. Differential Equations 14 (1998) 156–162.
[10] M. Han, H. Zang, J. Yang, Melnikov functions near a cuspidal loop and limit cycle bifurcations, 2008, submitted
for publication.
[11] M. Han, T. Zhang, Some bifurcation methods of finding limit cycles, Math. Biosci. Eng. 3 (1) (2006) 67–77.
[12] E. Horozov, I.D. Iliev, Linear estimate for the number of zeros of Abelian integrals with cubic Hamiltonians, Non-
linearity 11 (1998) 1521–1537.
[13] J. Li, Hilbert’s 16th problem and bifurcations of planar polynomial vector fields, Internat. J. Bifur. Chaos Appl. Sci.
Engrg. 13 (1) (2003) 47–106.
[14] C. Li, W. Li, J. Llibre, Z. Zhang, Polynomial systems: A lower bound for the weakened 16th Hilbert problem,
Extracta Math. 16 (2001) 441–447.
[15] R. Roussarie, On the number of limit cycles which appear by perturbation of separatrix loop of planar vector fields,
Bol. Soc. Brasil. Mat. 17 (2) (1986) 67–101.
[16] D. Xiao, Bifurcations on a five-parameter family of planar vector fields, J. Dynam. Differential Equations, in press.
[17] Z. Zhang, T. Ding, W. Huang, Z. Dong, Qualitative Theory of Differential Equations, Science Press, Beijing, 1985
(in Chinese); English ed.: Transl. Math. Monogr., vol. 101, Amer. Math. Soc., Providence, 1992.
[18] Zang Hong, Bifurcation of limit cycles for polynomial systems, PhD dissertation, Shanghai Jiao Tong University,
Shanghai, March 2007.
[19] Y. Zhao, Z. Zhang, Abelian integrals for cubic vector fields, Ann. Mat. Pura Appl. (4) 176 (1999) 251–272.
