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Seismic interferometry recovers the Green’s function between two receivers by cross-correlating
the field measured from sources that surround the receivers. In the seismic literature, it has been
widely reported that this processing can produce artifacts in the Green’s function estimate called
“spurious multiples” or the “virtual refracted wave.” The spurious multiples are attributed to the
head wave and its multiples and travels in the seabed. The head wave phenomenon is shown to be
observable from both controlled active sources and from ocean ambient noise and for both vertical
and horizontal arrays. The processing used is a generalization of the passive fathometer to produce
cross-beam correlations. This passive fathometer is equivalent to the seismic interferometry techniques for delay and sum beamforming but not for adaptive beamforming. Modeling and experimental data show the head wave is observed in ocean noise and can be used to estimate the seabed
C 2018 Acoustical Society of America. https://doi.org/10.1121/1.5024332
sound speed. V
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I. INTRODUCTION

In seismic interferometry, signals measured on two or
more receivers from the acoustic field produced by a set of surrounding sound sources are cross-correlated and integrated to
produce an estimate of the Green’s function, or impulse
response, between these receivers. For active seismic interferometry,1–3 the ideal configuration uses controlled point sources
that surround a set of receivers. In some practical configurations, the controlled sources may not surround the receivers.
Without controlled sources, the naturally occurring surface
noise field (e.g., from wind and waves or ships) can be used but
will not usually surround the receivers. This was demonstrated
with ocean noise where it was identified that the sound sources
along the line that connects the two receivers are the ones that
primarily contribute to the Green’s function estimate.4–6 The
Green’s functions that result from this cross-correlation process
can also produce what has been described as spurious multiples
or virtual refraction and has been widely reported on using simulated data with active sound sources distributed near the seasurface and measured on horizontal arrays.7–9 The virtual
refraction is a signal that arrives earlier in the estimated
Green’s function time series than is physically realizable. In
this paper, this virtual refraction is shown to be due to head
waves observed on both horizontal and vertical arrays with
either active sources10,11 or ocean ambient noise. A comparison
is made between cross-correlation beamforming and seismic
interferometry used to observe the head wave. The crosscorrelation beamforming approach12,13 has advantages that
may prove valuable for seismic interferometry applications.
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Wind and ocean waves create noise that can be used for
remote sensing. These remote sensing methods are used for
characterizing seabed properties,14–17 array element localization,18 Green’s function recovery,5,19 ocean tomography,20
backscatter estimation,12 or the passive fathometer.15 In ocean
acoustics, head waves have been observed in ocean noise by
cross-correlating beams.13 As head waves propagate in the
seabed, they can be used for inferring seabed geo-acoustic
properties.10 Using time-domain cross-correlation beamforming, a passive method for measuring head waves and identifying seabed properties such as sound speed is developed.
The passive fathometer15,21–25 method uses a vertical
array of hydrophones to beamform surface generated noise.
One beam is steered directly upward towards the surface noise
and a second beam directly downward towards the seabed.
The echo of the surface noise signal from the seabed is
observed through time-domain cross-correlation of the upward
and downward beams. This method can determine the travel
time from the array to the seabed and the sub-bottom interfaces. This is, in effect, a fathometer and sub-bottom profiler but
is passive, using only the naturally occurring surface noise.
In the initial development of the passive fathometer,
anomalous peaks in noise field correlations were observed.15
Wave fronts appeared in simulated data on a hydrophone
array and as stated, “These wave fronts that occur at the critical angle suggest this process is detecting the head wave.”15
It was hypothesized that these anomalies could be due to the
excitation of head waves,26 however, there was little to support that claim other than the wavefronts propagating at the
critical angle. More recently, this head wave hypothesis has
been bolstered using modeling as well as measured data.13
The technique for observing these anomalous arrivals is a
generalization of the passive fathometer processing and results
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are illustrated in Fig. 1 using ocean noise on a vertical array.
The methodology used is described in Sec. IV and the experiment and data are described in Sec. V C. The cross-beam passive fathometer in Fig. 1 shows the cross-correlation between
beams at different steered angles. The cross-beam correlation
produces a time-lag that is converted to one-way travel distance by dividing by 2c (c is the ocean sound speed). The
original passive fathometer returns occur by cross-correlating
just the endfire beams (690 ), while the additional strong correlations occur by cross-correlating beams of 610 . These
peaks are due to the surface wave noise exciting head waves
that reradiate into the water column at the seabed critical
angle (10 ). For the data in Fig. 1, the averaging time for the
noise data is about 1 min. The beam widths vary depending
on the steering direction with the endfire beams being widest
so the spatial averaging depends on the steering direction.
Although surface wind noise data are used here, other noise
sources such as ship or aircraft noise27 could be used. The
spurious components visible at distances less than 5 m are due
to the convolution of signals that do not propagate in the
beam direction (details are given in Fig. 1 of Ref. 23).
These strong cross-correlation peaks in the noise field as
shown in Fig. 1 are the subject of this paper and are investigated as they relate to the head wave. In Sec. II, the head
wave is described and illustrated using a simulation of active
sources received on a horizontal array. This is similar to the
seismic interferometry work in Refs. 9 and 28. That work is
extended here to include passive processing using surface
(breaking wave) noise as the sound sources. In Sec. III, the
method is expanded to application on vertical arrays for both
active and passive configurations. Section IV describes the
cross-beam processing which extracts the head waves from
naturally occurring ambient noise. In Sec. V, four experimental data sets are examined to illustrate the processing in
different locations using various array configurations and
frequency bands. In some experimental data the head waves
are relatively clear, however, in some cases not as much.

GðrB ; rA ; xÞ þ G ðrB ; rA ; xÞ
þ
/ GðrB ; r; xÞG ðrA ; r; xÞd 2 r;

(1)

@S

where x is the angular frequency,  indicates the conjugation operation, GðrB ; r; xÞ and GðrA ; r; xÞ represent the
frequency domain Green’s functions between a source on
the closed boundary @S and a receiver positioned at rB or rA .
The frequency domain Eq. (1) is transformed to the time
domain,
GðrB ; rA ; sÞ þ GðrB ; rA ; sÞ / cðrB ; rA ; sÞ;

(2)

where GðrB ; rA ; sÞ þ GðrB ; rA ; sÞ corresponds to the superposition of causal and anti-causal Green’s function, while
the right-hand side c(rB ; rA ; s) is the cross-correlation function between receivers at rB and rA .
To estimate the exact Green’s function, theory dictates
that receivers are surrounded by a closed surface [indicated
by the closed integral in Eq. (1)]. In that case, Eq. (2) indicates that the Green’s function between rB and rA is recovered by measuring the field at these two points due to all the
surrounding sources and then taking a cross-correlation. In
practice, however, it is usual for the source aperture to be
incomplete resulting in the appearance of what has been
referred to as nonphysical arrivals, virtual refracted waves or
spurious multiples.7,30–33 These equivalent quantities are
here referred to as the head wave.
To illustrate the head wave, simulations are used similar
to those in Ref. 28, see Fig. 2. The full wavefield from each
source (stars) to all receivers (triangles) was simulated using
wavenumber integration. The full wavefield from the active
sources (solid stars) and noise sources (hollow stars) was
obtained from the ocean acoustic and seismic exploration
synthesis (OASES) package.34,35 The noise sources are

II. SEISMIC INTERFEROMETRY WITH HORIZONTAL
ARRAYS

In seismic interferometry, the Green’s function GðrB ; rA Þ
can be extracted from the cross-correlation of the pressure
field in two locations given by position vectors rA and rB . For
sources far from the receivers, the basic equation is29

FIG. 1. (Color online) Beam cross-correlation of noise. The passive fathometer returns occur by cross-correlating endfire beams at 690 , while the anomalous correlations occur by cross-correlating beams of 610 . The x-axis is
one-way travel distance.
J. Acoust. Soc. Am. 143 (2), February 2018

FIG. 2. (Color online) Model geometry showing ocean water column over a
half-space and array geometry. The active source boundary (solid stars) containing 500 sources spaced every 4 m at 0.3 m depth. Noise sources (hollow
stars) are located everywhere on the surface. H1 to H200 form a horizontal
array, 904 m from source S500, sensor spacing 0.5 m, and array depth 20 m.
V1 to V200 forms a vertical array, 1004 m from source S500, with the same
aperture and spacing as the horizontal array, and the depth of V1 is 20 m. hc
is the critical grazing angle.
Siderius et al.
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randomly phased and placed very near the surface, approximating the noise field generated by breaking waves.36
Two types of sources (controlled active and surface
noise) and arrays (horizontal and vertical) form four acquisition geometries, which are, horizontal array active source
(HA), horizontal array passive noise (HP), vertical array
active source (VA), and vertical array passive noise (VP).
For the passive case, the source is the noise generated at the
sea-surface from wind and waves but potentially could be
from other sources such as ship noise.
For near surface sources, propagating waves are assumed
only downgoing from the source (i.e., the surface bounce path
is not separable from the downward path), and both upgoing
and downgoing at the receiver (see Fig. 3). The head wave
travel time from source S to receiver rj is the sum of travel
times along the path in the water lwater and seabed lseabed:
lwater lseabed 2mZ  zs 6zj 1
þ
¼
v1
v2
sin hc
v1

1
þ xj  xs  ð2mZ  zs 6zj Þcothc
v2
xj  xs 2mZ  zs 6zj ð2mZ  zs 6zj Þ cos2 hc
¼
þ

v2
v1 sin hc
v1 sin hc
xj  xs ð2mZ  zs 6zj Þsin hc
¼
þ
;
(3)
v2
v1

tsj ¼

where m is the number of bounce points from the bottom
interface at depth Z that occur between the source and jth
receiver, and using Snell’s law for grazing angles,
v2 ¼ v1 =cos hc , where v1 and v2 are sound speeds in the
water and seabed. The signs in front of zs and zj in Eq. (3)
correspond to the direction of the propagating waves. At the
source, there is just a downgoing wave (i.e., zs ) and at the
receiver, there are both downgoing waves (þzj ) and upgoing
(zj ). From Eq. (3), the travel time difference28 between
receivers rj and r1 is [Dm ¼ 0; 61; 62; … is the difference in
the ray paths between rj and r1 and is illustrated in Fig. 4(a)],


2Dm Z6zj 7z1 sin hc
xj  x1
þ
:
(4)
dt ¼ tsj  ts1 ¼
v2
v1
The results for observing the head wave for each of the four
measurement configurations is described in the remainder of
Sec. II and in Sec. III.
A. Horizontal array active (HA)

The head wave enters the seabed, travels within the seabed and re-radiates back into the water column. Head waves

FIG. 3. (Color online) diagram showing head wave from source S to
receiver rj. Waves are downgoing (d) from the source and both upgoing (u)
and downgoing (d) at the receiver.
1184
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exist only for v2 > v1 and because it travels in the seabed at
speed v2, it is re-radiated back into the water column at
exactly the critical grazing angle hc, as determined by
Snell’s law. For measurements in the water column, these
head waves arrive ahead of other water borne arrivals.
Therefore, the cross-correlation can appear to have precursor
arrivals which led to this also being described as spurious
multiples in the cross-correlation.7
The arrival of these head waves on horizontally separated receivers is diagrammed in Fig. 4. The head wave
enters the seabed and then has various ray paths to the
receivers. The receivers are not necessarily near the surface
and therefore have both upgoing (u) and downgoing (d)
receptions. There are then four combinations of possible
head waves labeled: dd, du, ud, and uu as shown in Fig. 4.
For the horizontal array geometry, in Figs. 2 and 4, there
is only a single array depth, z (dropping subscripts on z since
z1 ¼ zj ¼ z). The travel time difference for the different
paths from Eq. (4) is
dt ¼

xj  x1 ð2Dm Z 6 z 7 zÞsin hc
þ
:
v2
v1

(5)

For a given Dm, this produces three distinct travel times (corresponding to terms in parenthesis of 2Dm Z þ 2z;
2Dm Z; 2Dm Z  2z) and is periodic in time with 2Z sin hc =v1
[or, for this configuration is 2  150  sinð20:4 Þ=1500
¼ 0:07 s]. This interval is not related to array orientation or
array spacing, since it is only a function of v1, v2 (via sin hc )
and Z.
To observe the head wave, the processing involves measuring the acoustic field at H1 through H200 due to the controlled, impulsive point sources near the surface (note, these
sources are offset horizontally from the array). This is followed by cross-correlating over all sources NS (500 here)
and summing to create a virtual source at H1,3
cA
j1 ðsÞ ¼

NS
X

hk F 1 ðpjk ðxÞp1k ðxÞÞ;

(6)

k¼1

where hk is a NS  point spatial shading window (e.g.,
Hanning window), F 1 is the inverse Fourier transform
operation, and pjk ðxÞ is the sound pressure at receiver Hj
from source Sk at frequency x. The cross-correlation cA
j1 ðsÞ
is an estimate of the time domain (s) Green’s function
between the jth receiver and the receiver acting as the virtual
source at receiver 1. For all the simulations shown the frequencies computed are every 0.25 Hz from 400 to 1000 Hz.
In Fig. 5(a), the envelope of cA
j1 ðsÞ shows the time
domain Green’s function with the left most receiver (H1 ) acting as the virtual source. That is, the plot in Fig. 5(a) is similar to what would be observed if the left most receiver (H1 )
were a source and the time-domain response is plotted for all
j receivers H1  H200 in rows of the plot. Note however, that
because this active configuration uses only sources that are
to one side and are offset horizontally it is not the same
response as for a true source at H1 . For example, the arrivals
are not symmetrical as that requires sources to be distributed
Siderius et al.

FIG. 4. (Color online) Ray diagram
showing paths producing four head
waves for two horizontal array elements, which are, dd, du, ud, and uu
where d and u are short for downgoing
and upgoing waves at the receiver.
Panel (a) shows two source paths, a
Dm ¼ 0 order head wave is shown
from source S2 and a Dm ¼ 1 order
head wave from source S1.

on both sides of the array. Figure 5(a), also shows the
expected arrival times for various head wave correlations as
discussed below (the possible combinations of paths are
illustrated in Fig. 4). In Fig. 5(a), the dark areas indicate the
arrival of wavefronts. The Dm along the top of Fig. 5(a),
refers to difference in cross-correlation head wave order
between Hj and H1. Three groups of head waves with
Dm ¼ 61, and Dm ¼ 0, are observed in Fig. 5(a), while for
Dm ¼ 0, the response is somewhat masked by the direct
wave. Some of the higher order path differences (e.g.,
Dm ¼ 62) are too weak to observe. The head wave propagates in the water column at the seabed critical angle. This
can be seen from the slope of the head waves in Fig. 5(a)
(e.g., the slope of the dashed and dash-dotted lines). To combine data, the rows of Fig. 5(a), are summed with time delays
applied to each row in order to align the head wave response
when summing. That is, cA
j1 ðsÞ is summed over all receivers
j ¼ 1; …; NR with time delay ðxj  x1 Þ=v applied,
YH ðs; vÞ ¼

NR
X
j¼1



xj  x1
:
h j cA
s
þ
j1
v

B. Horizontal array passive (HP)

For passive ocean acoustic configurations the active
sources are replaced with noise from the surface (HP case).
In contrast to Eq. (6), the passive correlation cPj1 is defined as
cPj1 ðsÞ ¼ F 1 ðpj ðxÞp1 ðxÞÞ;

(8)

(7)

The envelope of YH ðs; vÞ on a dB scale is shown in Fig. 5(b)
and is similar to results in Ref. 28. To estimate the seabed
sound speed v2, the time delay ðxj  x1 Þ=v is applied with
hypothesized sound speed v. By summing the time-delayed
sequences for a range of sound speeds v, a s-v plot is produced with a maximum occurring at v ¼ v2, when the head
waves sum constructively, as shown in Fig. 5(b). The isolated peaks at 6 0.07 s are from correlations Dm ¼ 61, and
they correspond to the correct sound speed v2 (1600 m/s).
Figure 5(c) shows the sound speed spectrum obtained by
summing over s the results in Fig. 5(b) for 0:04 < s < 0:2 s.
It peaks at the correct seabed sound speed v2 (1600 m/s). The
process described here is equivalent to a time-delay beamformer with delay times computed over values of seabed
sound speed as opposed to the typical process of delaying
over the steering angle.37,38 This relationship to beamforming is described in Sec. IV.
To better show the summing process, Fig. 6 presents a
waterfall plot of results in Fig. 5(a) after delaying according
to v2. All the traces are added coherently, producing the
J. Acoust. Soc. Am. 143 (2), February 2018

mean trace at the top, which corresponds v ¼ 1600 m/s in
Fig. 5(b).

FIG. 5. (Color online) (a) Envelope of cA
j1 ðsÞ in Eq. (6) for geometry HA in
Fig. 2 with virtual source at H1. The cross-correlation head wave arrival
times Eq. (5) are shown as dashed and dash-dotted lines. In (b), the s-v spectrum is shown by delay and sum of envelopes in (a) according to Eq. (7)
with the expected locations of peaks (white circles). (c) Sound spectrum by
summing results in (b) for 0:04 < s < 0:2 s.
Siderius et al.
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where pj ðxÞ, j ¼ 1,…, NR, is the sound pressure at receiver Hj
due to ocean surface noise. For noise, the sources are already
summed in pj ðxÞ before the correlation and because the sources are not correlated with each other this also produces an estimate of the Green’s function (see Ref. 3). The envelope of
cPj1 ðs), j ¼ 1,…, NR, is shown in Fig. 7(a). As with the previous
case, there are four types of head wave arrivals (Fig. 4), but
only three distinct arrival times. Comparing to the HA case
(Fig. 5), the direct wave and head wave correlations Dm ¼ 61
with positive slope, are visible in both HA and HP cases.
However, the HP case has sources distributed on both sides of
the array as opposed to only on the left side for the HA case.
This leads to also having the negative slope head waves for
HP. Surface reflected (“SR”) waves and bottom reflected
(“BR”) waves are symmetrical in the time domain because
sources are on both sides of the arrays and these were not visible in the HA case due to the placement of sources far from the
array in that case (none directly overhead) which eliminated
these arrivals. In the HP case, the sources more completely surround the array so the approximation to the true Green’s function is better than for the HA case and therefore the SR and BR
waves are much more visible in the HP case.
The s-v spectrum is obtained by summing the positive
slope head waves in Fig. 7(a) using Eq. (7) with cPj1 instead
of cA
j1 . The envelope of YH in dB is shown in Fig. 7(b). The
peaks at 6 0.07 and 6 0.14 s correspond to the seabed sound
speed 1600 m/s. The sound speed spectrum in Fig. 7(c) is
obtained by summing results in Fig. 7(b) over the same interval as for Fig. 5(c).
III. SEISMIC INTERFEROMETRY WITH VERTICAL
ARRAYS
A. Vertical array active (VA)

In this section, results are described for using a vertical
array to observe the head wave and estimate seabed sound
speed. The diagram for each head wave correlation is shown in
Fig. 8. These four head wave arrivals will repeat according to
the values of Dm and for each set the separation period is 0.07 s
as for the horizontal array. For the vertical array configuration
as shown in Fig. 2, the travel time difference equation becomes


2Dm Z6zj 7z1 sin hc
:
(9)
dt ¼
v1

FIG. 7. (Color online) Similar as Fig. 5, but for geometry HP. In panel (a),
the envelope of cPj1 ðsÞ is shown and the surface-reflected wave (SR) and
bottom-reflected wave (BR) are indicated. In (b), the s-v spectrum is shown
and in (c) the sum of results in panel (b).

The first type of wave dd and the fourth type uu are symmetrical in time, as are the second type du and the third type
ud. This leads to just two distinct arrival times. The correlation, cA
j1 ðs), where j ¼ 1,…, NR, is obtained from Eq. (6), with
Hj and H1 replaced by Vj and V1 and the envelope is shown in
Fig. 9(a). Head wave arrivals corresponding to Dm ¼ 0, as
well as Dm ¼ 61 can be seen in Fig. 9(a). In contrast to the
HA case shown in Fig. 5(a), even though sources are similarly
positioned only on one side of the array, the head waves have
both positive and negative slopes [as shown in Fig. 9(a)] due
to the receivers being in a vertical array. The dashed and
dash-dotted lines predict the arrival times of the head waves.
The positive slope head waves in Fig. 9(a) are summed and
transformed to the s–v domain according to
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
NR
X
2
(10)
h j cA
ðs
þ
ðz

z
Þ
v2
YV ðs; vÞ ¼
j
1
1  v Þ:
j1
j¼1

FIG. 6. Waterfall plot of Fig. 5(a) after time delaying according to the seabed sound speed. The direct wave is suppressed, and only every ninth trace
is shown. The top trace shows the mean trace for all 200 traces.
1186
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Figure 9(b) shows the s-v spectrum (envelope of YV on a dB
scale) for receivers V1 to V200. The peaks at 0.07, 0, and
þ0.07 s are due to summing the positive slope head waves for
Dm ¼ 0; Dm ¼ 61 and the resulting peak is at the correct seabed sound speed v2 (1600 m/s). As with the horizontal array, the
procedure to produce the s-v plot of Fig. 9(b) is equivalent to
delay and sum beamforming with time delays based on seabed
sound speed rather than steering direction. Figure 9(c) sums
over the same time interval as in Fig. 5(c) and obtains the correct seabed sound speed. The peaks in Figs. 9(b) and 9(c) are
Siderius et al.

narrower in sound speed than for the horizontal array. This is
due to the different rate of slope change with seabed sound
speed between the horizontal and vertical arrays. For a horizontal array, the rate of slope change with seabed sound speed
is constant, ½@ 2 ðxj  x1 Þ=½@ðdtÞ@v2  ¼ 1, while it is always
negative for a vertical array, ½@ 2 ðzj  z1 Þ=½@ðdtÞ@v2 
¼ ½ðv2 =v1 Þ2  13=2 .
B. Vertical array passive (VP)

In this section a vertical array is considered with the sources being random surface wave noise. The time-domain correlation is cPj1 ðs), with j ¼ 1,…, NR, and is obtained from Eq. (8)
for Vj and V1 and the envelope is shown in Fig. 10(a).
Comparing this to case VA in Fig. 9(a), similar V-shaped
head waves are observed. However, all the head waves
between time lags of 0.2 to þ0.2 s are observable, instead of
just Dm ¼ 0 and Dm ¼ 61 as in Fig. 9(a). The reason is that
the head waves have contributions from noise located over
the entire surface, while the active VA has only sources on
the left side beyond the critical offset (distance where the incident ray is at the critical angle). Additionally, because of the
overhead sources for the VP geometry, it is possible to
retrieve direct and reflected waves between receivers as used
in the passive fathometer.15 The direct, surface reflected, and
bottom reflected waves are all symmetrical in the time
domain. Figure 10(b) shows the s–v spectrum obtained by
delay and summing the positive slope head waves in Fig.
10(a) using Eq. (10) with cPj1 . All peaks occur at the seabed
sound speed of 1600 m/s. Figure 10(c) sums the response
shown in 10(b) over the same interval as for Fig. 5(c).
IV. THE CROSS-BEAM PASSIVE FATHOMETER

In Secs. II and III, a single receiver was chosen to be the
virtual source (H1 for the horizontal array and V1 for the vertical array). The correlations were computed using the single
virtual source on the array and then delayed and summed to
produce the s–v plots. However, there is nothing special
about the receiver chosen to be the virtual source. Other
receivers could as well have been chosen. To accomplish
this, the processing is formulated as a beamformer. This will
correlate all combinations of receivers and sum results.
Further, this processing allows for optimal gain by using
adaptive methods such as the minimum variance

FIG. 9. (Color online) Similar as Fig. 5, but for geometry VA. In panel (a),
the envelope of cA
j1 ðsÞ is shown. In (b), the s-v spectrum is shown and in (c)
the sum of results in panel (b).

distortionless response (MVDR) which will be described
later in this section.
The original passive fathometer uses measured noise
data from a vertical array and beamforming. But, the processing only uses two beams—a vertically straight up beam
and a straight down beam (i.e., endfire beams). However,
beam cross-correlations can be performed on many other
combinations of beams. This beamforming framework
allows one to draw on many techniques to improve signalto-noise ratio and beam resolution. Although time-domain
processing is possible, here all data averaging and beamforming is done in the frequency domain and then transformed to the time domain.
To beamform the data in the frequency domain, the
complex pressure along the hydrophone array is written as a

FIG. 8. (Color online) Ray diagram
showing paths producing four types of
head waves for two vertical array elements, which are labeled as (a) dd, (b)
ud, (c) du, and (d) uu, respectively.
The meaning of labels follows that of
Fig. 4.

J. Acoust. Soc. Am. 143 (2), February 2018
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vector, p ¼ ½p1 ; :::; pL T for each of the L hydrophones (suppressing the frequency dependence and T indicates transpose
operation). For conventional beamforming, the weight for
the lth hydrophone steered at angle h is
wl ¼ h l e

izl xðsin h=v1 Þ

(11)

for plane waves arriving at grazing angle h on hydrophones
at depth of zl and applying a shading window hl. Writing the
steering weights as a vector, w ¼ ½w1 ; …; wL T , a beam at
angle h is wH p, where H represents the Hermitian (conjugate
transpose). The conventional beam power for a given direction h is
Bðx; hÞ ¼ wH pðwH pÞH ¼ wH ppH w:

(12)

The frequency domain form of the correlation function Eq.
(8) for a single virtual source is
CPj1 ðxÞ ¼ pj ðxÞp1 ðxÞ:

(13)

L
X

pl pH
l :

(15)

l¼1

Forming the CSDM allows for the complex data to be averaged before beamforming. The beam power can be written
in terms of the CSDM,
Bðx; hÞ ¼ wH Cw:

(16)

A. Cross-beam and beam power correlations

The original passive fathometer is a cross-beam correlation between the þ90 beam and 90 beam. However, for
the cross-beam passive fathometer all positive angles h are
correlated with the corresponding negative angles h (conjugate beams). There is only a slight difference between the
beam power output Eq. (16) and the beam cross-correlation
at each steering angle (from 0 to 90 ) which is22,23
Bc ðx; hÞ ¼ wH Cw ;

This can be extended to include all receivers,
CPjk ðxÞ ¼ pj ðxÞpk ðxÞ:

C¼

(14)

In matrix form, CPjk forms the entries of the matrix C,
referred to as the cross-spectral density matrix (CSDM). For
L snapshots of pressure field pl, C is estimated from the
ensemble average,

(17)

with subscripts c indicating cross-beam and  is the conjugation operation on w. This is transformed into the time
domain,
bc ðs; hÞ ¼ F 1 ½Bc ðx; hÞ:

(18)

The cross-beam processing corresponds to the du and ud
paths in Fig. 8.
In addition to the cross-beam correlation, peaks are visible in the beam power time domain response. This is a correlation of a beam with itself. This is essentially, looking at the
dd and uu paths shown in Fig. 8. In terms of the beam processing, this is simply correlating a beam at angle h with
itself, which is just the beam power Eq. (16). Or, in the time
domain,
bðs; hÞ ¼ F 1 ½ Bðx; hÞ:

(19)

B. Seismic interferometry versus beamforming

The cross-correlation processing described previously for
seismic interferometry can be compared to the beamforming
framework. For a single virtual source (in a vertical receiver
array) at V1 , the s–v summing in Eq. (10) can be written in
terms of the angle h instead of velocity by using Snell’s law,
sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
 2ﬃ
v1
1
h ¼ sin
1
;
(20)
v
leading to
YV ðs; hÞ ¼

NR
X
j¼1

FIG. 10. (Color online) Similar as Fig. 5, but for geometry VP. In panel (a),
the envelope of cPj1 ðsÞ is shown and other paths such as the direct wave (D),
surface-reflected (SR), bottom-reflected (BR) and bottom-surface reflected
wave (BSR) are indicated.
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hj cPj1



sin h
:
s þ ðzj  z1 Þ
v1

(21)

Correlations are also possible for virtual sources other than
at the position of receiver 1. Extending this to include any
Siderius et al.

receiver 1; …; NR requires the correlations to be taken over
all combinations (cPjk ), and YV therefore requires a double
sum,

YV ðs; hÞ ¼



sin h
hj hk cPjk s þ ðzj  zk Þ
:
v1
k¼1

NR X
NR
X
j¼1

(22)

This is expressed in the frequency domain by using the time
shifting property of the Fourier transform,
YV ðx; hÞ ¼

NR X
NR
X
hj hk CPjk ðxÞeiðzj zk Þxðsin h=v1 Þ
j¼1 k¼1

NR
NR
X
X
¼
hj eizj xðsin h=v1 Þ hk CPjk ðxÞeizk xðsin h=v1 Þ
j¼1

k¼1

NR
NR
X
X
¼
wj
CPjk ðxÞwk ¼ wH Cw ;
j¼1

(23)

k¼1

where we have substituted the steering vector Eq. (11). This
is equal to the beam power Eq. (16). Since this is a crosscorrelation, the time delay can also be applied as a sum
zj þ zk instead of a difference. In that case,
YV ðx; hÞ ¼

NR X
NR
X
hj hk CPjk ðxÞeiðzj þzk Þxðsin h=v1 Þ
j¼1 k¼1

¼

NR
NR
X
X
hj eizj xðsin h=v1 Þ hk CPjk ðxÞeizk xðsin h=v1 Þ
j¼1

k¼1

NR
NR
X
X
¼
wj
CPjk ðxÞwk ¼ wH Cw ;
j¼1

(24)

k¼1

which is equal to the cross-beam correlation Bc ðx; hÞ in Eq.
(17). This expression can be transformed to the time domain,
F 1 ½YV ðx; hÞ and is equal to the time domain cross-beam
correlation bc ðs; hÞ in Eq. (18).
The arrival times for the cross-beam noise correlation is
given by Eq. (4). As with Eq. (9), for a vertical array the first
terms involving the range of the receivers cancels as does
the zs term since the noise sources are very near the surface
and only have down going propagation. Further, for the
cross-beams, only the paths with opposite signs are considered and all arrivals are aligned through beamforming as if
they are all at z1. This simplifies Eq. (4) to
dt ¼ ðZðm  nÞ  z1 Þ

2 sin hc
:
v1

(25)

One caveat to this comparison between beamforming
and seismic interferometry is important. In beamforming,
relative sensor locations are used. That is, a single sensor
is taken at the phase reference when constructing steering
vectors. This impacts the cross-beam correlations comparisons to interferometry and leads to an offset in bc ðs; hÞ that
depends on the reference sensor. For example, here the
beamforming uses the sensor at z1 as the phase reference
~
leading to a modified steering vector w,
J. Acoust. Soc. Am. 143 (2), February 2018

~ l ¼ wl eiz1 xðsin h=v1 Þ ¼ eiðzl z1 Þxðsin h=v1 Þ :
w

(26)

When processed for the time domain cross-beam correlation
bc ðs; hÞ, the beamforming has a time shift relative to the
interferometry of 2z1 ðsin hc =v1 Þ.
To illustrate, the acoustic interferometry and beamforming results are compared using the simulations in Sec. III. In
Fig. 11, beamforming results and interferometry results are
identical with the exception of the interferometry results are
centered at lag time zero and this differs from the beamformer by a lag time 2z1 ðsin hc =v1 Þ  9:3 ms: Based on seabed sound speed of 1600 m/s, the peaks [Eq. (25)] are shown
as the open circles in Fig. 11.
This section showed that seismic interferometry, when
considering all receivers as virtual sources, is equivalent to
delay and sum beamforming. If the delay introduced is
6ðzj þ zk Þ, the result is equivalent to cross-beam processing.
If the delay is 6ðzj  zk Þ, the result is equivalent to the beam
power correlation. The significance of this is that once cast
as a beamforming operation, adaptive methods can be
applied to enhance the results and this will be described next
in Sec. IV C.
C. Adaptive beamforming

With the seismic interferometry processing cast as a
beamforming operation, one can exploit many of the beamforming techniques for improving performance, for example
using adaptive beamforming. As for the original passive
fathometer, adaptive beamforming often provides improved
cross-correlation estimates.22 Here, MVDR is used37,38 for
the data analyzed. To adaptively beamform using MVDR,
~ are computed according to
the steering weights w
~ ¼
w

C1 w
;
wH C1 w

(27)

where w is the previously defined delay and sum weight.
~ is used in Eq. (17), but for adaptive
The adaptive weight w
processing, the weights for beams at þh are not necessarily
equal to the conjugate of beams at h as for conventional
~
~  ðhÞ]. Therefore the expression
processing [i.e., wðhÞ
6¼ w
for the adaptive beam power and cross-beam correlation are
~
~
~ H CwðhÞ;
Bðx;
hÞ ¼ wðhÞ

(28)

~ H CwðhÞ:
~
B~c ðx; hÞ ¼ wðhÞ

(29)

As before, the time-series is the inverse Fourier transform of
~
B~c ðx; hÞ or Bðx;
hÞ.
V. EXPERIMENTAL RESULTS

Results from several experiments demonstrate the
head wave detection performance of the cross-beam with
adaptive processing. In these experiments, the arrays are
much shorter and use fewer hydrophones than in the previous simulations. The experimental arrays vary in length
from 3 to 16 m. However, correlation peaks can be seen
and used to determine seabed sound speed. Four
Siderius et al.
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at this location is not known but can be compared to results
from an analysis that was done at a nearby location and at
the same plateau using a time-frequency geo-acoustic
inversion and a controlled source. They found an average
sound speed in the top 6 m of 1530 m/s (Ref. 39, Table III)
which is close to the 1525 m/s found here.
B. ASCOT’01 experiment

FIG. 11. (Color online) Comparison of cross-beam correlation (a) and interferometric processing (b) for 100 m vertical array with seabed sound speed
of 1600 m/s and water depth of 150 m (see Fig. 2). Circles indicate the
expected locations. The two panels are identical with the exception that the
interferometric processing centers the correlations around time zero. The
difference in time lag is 2z1 ðsin hc =v1 Þ  9:3 ms in this case.

experiments will be described and each of these were in
different locations and times using equipment that varied
(e.g., array lengths, hydrophone spacing). The experiments were conducted by the NATO centre for maritime
research and experimentation (CMRE). The cross beam
processing was used in all cases with adaptive processing
Eq. (29). The beam correlation results as a function of
angle (h) were converted to a sound speed dependence
using Snell’s law.
A. GLISTEN’15 experiment

The GLISTEN’15 experiment is the most recent of the
data sets (September 6, 2015) and was conducted off the
coast of the island of Capraia, Italy. Noise data were collected on a moored array in about 100 m water depth at the
location 43 6:6780 N; 10 20:0280 E. The array had 32 hydrophones with 0.15 m spacing. Some of the hydrophones
were not operating correctly and so a sub-set of 22 hydrophones (contiguous at 0.15 m spacing) was used for this
analysis. The data were sampled at 50 kHz and Fourier
transformed using 16 384 point snapshots for the CSDM,
C, averaging after taking the fast Fourier transform (FFT).
At this spacing, the cut-off frequency for beamforming is
5000 Hz. Using the entire 5000 Hz band led to many artifacts in the passive fathometer output. However, by limiting to a 500 Hz band (1500–2000 Hz) the results showed a
reasonable set of arrivals in approximately the expected
location based on water depth and array depth. For this
data period, the wind speed was measured to be around
15 kn and a 5 min average of data was processed to make
the figure. Results are shown in Fig. 12(a) along with calculated expected lag times. The exact seabed sound speed
1190
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The ASCOT’01 experiment took place off the United
States east coast. The array was moored in about 100 m of
water at the location 42 40:1630 N; 70 10:6140 W and had 64
hydrophones of which 32 at 0.5 m spacing were used for this
analysis allowing beamforming up to 1500 Hz. The data
were sampled at 6 kHz and Fourier transformed using 2048
point snapshots for CSDM averaging after taking the FFT.
For this experiment, the focus was on recording a variety of
broadband transmissions and was therefore not ideal for
noise experiments. However, on June 15, 2001 the transmissions were limited in duration and frequency so the array
data could be used for noise in the 50800 Hz band (the
actual band used for analysis was a 500 Hz band from
200700 Hz). Total averaging time for the data was 6 min.
The wind speed was not recorded but the sea-state was
recorded as 23 which is sufficient for producing surface
wave noise. The results are not very conclusive, but the purpose for including them here is to show that in some cases
less defined peaks occur. The likely location of peaks was
consistent with a higher seabed sound speed. Results are
shown in Fig. 12(b) with a more broken pattern in the correlations compared to the other experiments. The cause for this
is unclear at this point but may be due to seabed layering or
scattering or simply insufficient wind noise. No comparison
data for seabed sound speed were available for this site.
C. Boundary’03 experiment

The Boundary’03 experimental data set is the same one
that was used in the original passive fathometer development.15,22 The experiment was conducted off the coast of
Sicily, Italy. A free drifting array was used and had 32
hydrophones spaced at 0.18 m for a maximum frequency of
4.2 kHz and a sampling frequency of 12 kHz. The array was
mostly isolated from other sources of sound so measurements were essentially noise due to wind and waves. The
data were sampled at 12 kHz and Fourier transformed using
4096 point snapshots for the FFT. Total averaging time was
3.5 min. The wind varied during the experiment but was, on
average, approximately 15 kn. The exact array position was
not recorded while drifting but the array depth was designed
to keep the hydrophones between 70 and 80 m and the water
depth was approximately 130 m. In Fig. 1, the cross-beam
processing was applied over the entire band of 504000 Hz
using Eq. (29), however, in that figure the y-axis is in angle
space rather than being converted to sound speed. In Fig.
12(c) results are shown with the band limited to 500 Hz
(35004000 Hz) and is in terms of sound speed rather than
angle. Limiting the bandwidth improved the localization of
the peaks (comparing Figs. 1 and 12). Since the array was
drifting in this experiment there were no complementary
Siderius et al.

FIG. 12. (Color online) Cross-beam correlation using experimentally measured
ambient noise data for four sites with
different conditions and equipment. (a)
GLISTEN’15, (b) ASCOT’01, (c)
Boundary’03, and (d) MAPEX2000 data.

experiments to verify seabed properties at the exact location.
However, the results are on the Malta Plateau where many
locations have been surveyed and had geo-acoustic inversions performed40,41 and the seabed sound speed estimated
here is consistent with those.
D. MAPEX2000 experiment

The MAPEX2000 experiments were conducted near
the island of Sicily, Italy. These data were collected relatively near the drifting array measurements described
above for the Boundary’03 data. For the MAPEX2000
experiment, the array was moored in about 130 m water
depth at the location, 36 26:6730 N; 14 46:5350 E and these
data were taken on Nov. 22, 2000. The array had 64 hydrophones of which 32 of them spaced at 0.5 m (i.e., 1500 Hz
array design frequency) were used for this analysis. The
J. Acoust. Soc. Am. 143 (2), February 2018

data were sampled at 6 kHz and Fourier transformed using
2048 point snapshots for averaging after taking the FFT.
Total averaging time was 7.5 min. The 500 Hz band from
200700 Hz is used here. The wind speed, as measured on
the research vessel anemometer (located near the array)
was 1520 knots during the experimental time. Results are
shown in Fig. 12(d). For comparison, the site where this
data was collected is near the site where geo-acoustic
inversions were performed using a controlled source42
where the seabed sound speed was found to be 1554 m/s in
the top 18.9 m.
The seabed sound speed can also be estimated for each
of these datasets by summing the cross-beam responses
(shown in Fig. 12) over lag time as was done for the simulation data. The maxima should occur at locations of seabed
sound speed. Figure 13 shows the seabed sound speed maxima for each of the previous experiments described. In all
Siderius et al.
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VI. DISCUSSION AND CONCLUSION

FIG. 13. (Color online) Sum over time lag of cross-beam response showing
seabed sound speed maxima. GLISTEN’15 (solid), ASCOT’01 (dashed),
Boundary’03 (dash-dot), and MAPEX2000 (dotted) data.

cases, a peak is evident which indicates the likely value for
the seabed sound speed.
To illustrate, the beam power correlations for the simulation described previously in Sec. IV is considered again
here using beam power rather than cross-beams. In panel (a)
of Fig. 14 the beam power correlation is shown for the simulation and in panel (b), the beam power correlation for the
Boundary’03 experiment is shown for the same conditions
and processing parameters as previously described for the
cross-beams. Although the beam power correlations are perfectly symmetric in time lag, both the positive and negative
times are shown for easier comparison with the results from
the cross-beams. The Boundary’03 result was the only one
of the four previously presented experimental data sets that
showed clear beam power correlation peaks. The other sites
were not nearly as clean and the reason for this is unclear at
this point.

Using simulations, the head wave was shown here to be
detectable not only on horizontal arrays but also with vertical
arrays using either ocean noise or controlled, active sources.
The experimental data confirm the detection of these head
waves in ocean ambient noise. The Boundary’03 data provided the best example. In that case, the cross-beams showed
clearly localized arrivals in time and sound speed very similar to what was shown in the simulations. The water depth,
array depth and water column sound speed were inserted
into Eq. (25) and the sound speed in the sediment was
adjusted to 1530 m/s to predict cross-beam correlation arrivals. These were included as circles in Fig. 12 and align with
the measured peaks reasonably well. Note that the actual
water column sound speed is not uniform so slight refraction
could cause some error in predicted versus measured positions. The Boundary’03 data also showed predictable peaks
for the beam power correlations.
The other three data sets were of varying quality. The
GLISTEN’15 data had some hydrophone issues which may
have contributed to lower quality of the cross-beam estimates. The ASCOT’01 data showed the poorest peak locations but this experiment was not designed to measure noise.
The array gain was likely not optimized for noise measurements and there were nearby research vessels as well as
active transmissions. The data had to be sliced out of various
files to construct a noise average. The wind speed was not
extremely high so the overall quality of this experimental
data for this analysis is far from ideal. The MAPEX2000
data were of reasonable quality and show a significant
amount of energy in the cross-correlation at around 1517
m/s. The peaks are not as well localized in time as for the
simulations or Boundary’03 data. This may be due to a variety of factors that are not well understood (e.g., layering in
the seabed or scattering).

FIG. 14. (Color online) In panel (a) a
simulation of beam power correlation
is shown for the geometry described in
Sec. IV. In (b), experimental data are
shown for the beam power correlation
from the Boundary’03 experiment.
Note, the time axes are not the same in
the two panels.

1192

J. Acoust. Soc. Am. 143 (2), February 2018

Siderius et al.

The head wave has here been explored using both horizontal and vertical arrays and previous work was expanded
on to include not only active sources but also ambient noise
such as that generated in the ocean from surface waves. Both
modeling and experimental data show that this head wave
can be passively observed in the ocean using ambient noise
on vertical hydrophone arrays. The seismic interferometric
processing described is identical to delay-and-sum, crosscorrelating beams when all receivers are combined as virtual
sources. The cross-beam correlation processing was further
optimized using adaptive beamforming. Although the beamforming framework is equivalent to the interferometry processing in the seismic literature, the beamforming approach
can provide processing gain especially for the adaptive
methods.
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