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Abstract
A general inductive probabilistic framework for clustering and classi-
ﬁcation is introduced using the principles of Bayesian predictive in-
ference, such that all quantities are jointly modelled and the uncer-
tainty is fully acknowledged through the posterior predictive distri-
bution. Several learning rules have been considered and the theoreti-
cal results are extended to acknowledge complex dependencies within
the datasets. Multiple probabilistic models have been developed for
analysing data from a wide variate of ﬁelds of applications. State-of-
art algorithms are introduced and developed for the model optimiza-
tion.
iii
iv
Acknowledgements
I am grateful for the funding provided by the Finnish Doctoral Programme
in Stochastics and Statistics (FDPSS) and the Finnish Center of Excellence
in Computational Inference Search(COIN).
I would like to express my most special appreciation and thanks to
my supervisor Professor Jukka Corander, who has also been a tremendous
mentor for me. I would like to thank you for your guiding and encouraging
which help me ﬁnally ﬁnish this thesis. Your advices have been priceless. I
also wish to thank Sirkka-Liisa Varvio for the kind help in MBI programme
and introducing me to the BSG research group.
I wish to express my gratitude to all my co-authors: Va¨ino, Henrik,
Paul, Johan, Yaqiong, Jing and Prof. Timo Koski. I also want to thank
present and former members of our research group: Lu C.,Lu W., Alberto,
Mikhail, Jukka S., Jukka K., Elina, Minna, Hailin and others. Without
your assistance, my PhD journey could be much longer and more tough.
I want to thank Swee Chong Wong, Hongyu Su, Chengyu Liu, Zitong Li
and all the other friends for sharing experience in science and life, and for
drinking with me to go through the Finnish winter.
Special thanks to my parents for your love and all of the sacriﬁces
that you have made for me. Finally, I would like express appreciation to
my beloved wife Yitian who always stay with me and support me to go
through all the diﬃcult moments.
Helsinki, May 2015
Jie Xiong
v
List of original articles
This thesis consists of ﬁve articles and an introductory part. We refer
to the articles by Roman numerals I-V.
I. Jukka Corander, Jie Xiong, Yaqiong Cui, and Timo Koski. Optimal
Viterbi Bayesian predictive classiﬁcation for data from ﬁnite alpha-
bets. Journal of Statistical Planning and Inference, 143(2): 261-275,
2013.
II. Va¨ino¨ Ja¨a¨skinen, Jie Xiong, Jukka Corander, and Timo Koski.
Sparse Markov chains for sequence data. Scandinavian Journal of
Statistics, 41(3):639-655, 2013.
III. Henrik Nyman, Jie Xiong, Johan Pensar and Jukka Corander.
Marginal and simultaneous predictive classiﬁcation using stratiﬁed
graphical models. Advances in Data Analysis and Classiﬁcation, DOI:
10.1007/s11634-015-0199-5, 2015.
IV. Jie Xiong, Va¨ino¨ Ja¨a¨skinen, and Jukka Corander. Recursive learn-
ing for sparse Markov models. Bayesian Analysis, doi:10.1214/15-
BA949, 2015.
V. Paul Blomstedt, Jing Tang, Jie Xiong, Christian Granlund, and
Jukka Corander (2014). A Bayesian predictive model for clustering
data of mixed discrete and continuous type. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 37(3):489-498 2014.
Author’s contribution to Articles I-IV
I. JX and JC shared the main responsibility in writing the article and
the main responsibility for the implementation and empirical testing.
JX also had the main responsibility for deriving the asymptotic results.
II. JX contributed mainly to developing the method, implementation
and empirical testing, while VJ also contributed to these. VJ and JC
had the main roles in writing the article.
III. JX contributed to developing the method and implementation.
HN contributed mainly in designing the model, implementation and
empirical results. HN and JC had the main roles in writing the article.
IV. JX had a main role in developing the method, implementation
and empirical testing, while VJ also contributed to implementation
and empirical testing. JX and JC had the main role in writing the
article.
V. JX participated in implementation and empirical testing, while
PB and TJ had the main role. PB had the main responsibility for
developing the methods, implementation, and empirical testing. PB
and JC contributed mainly to writing the article.

Contents
1 Introduction 1
2 Bayesian Predictive Inference 3
2.1 Bayesian Clustering . . . . . . . . . . . . . . . . . . . . 5
2.2 Semi-Supervised and Supervised Predictive Classiﬁcation 6
3 Graphical Models for Bayesian Learning 15
3.1 Sparse Markov Models . . . . . . . . . . . . . . . . . . 15
3.2 Hidden Markov Models . . . . . . . . . . . . . . . . . . 19
3.3 Stratiﬁed Graphical Models . . . . . . . . . . . . . . . 20
3.4 Hierarchical Modelling . . . . . . . . . . . . . . . . . . 22
4 Algorithms for Bayesian Learning 23
4.1 EM algorithm . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Stochastic Greedy Search . . . . . . . . . . . . . . . . . 24
4.3 Deterministic Recursive Learning . . . . . . . . . . . . 26
4.4 MCMC Algorithms . . . . . . . . . . . . . . . . . . . . 27
5 Discussion 31
References 35
ix
x Contents
Chapter 1
Introduction
Machine learning became a popular topic in the 90’s due to the devel-
opment of computational resources and the interaction of Computer
Science and Statistics research. There are multitudinous clustering
and classiﬁcation principles existing with their own diﬀerent appli-
cations. Among these methods, Bayesian predictive inference meth-
ods have attracted considerable popularity in multiple studies with
their versatility both from the theoretical and applied perspective(Huo
et al., 1997; Nadas, 1985; Jiang et al., 1998; Huo and Lee, 1997; Watan-
abe et al., 2004). In the contemporary world, the amount of data for
analysing is growing exponentially in a wide variate of ﬁelds of science
and industry(Hilbert and Lo´pez, 2011). To deal with this data explo-
sion, new methods shall be developed to quickly identify, analyse and
validate complex information in Big Data.
Clustering and Classiﬁcation are the most common tasks in ma-
chine learning and statistics, and there are multitudinous clustering
and classiﬁcation principles existing with their own diﬀerent applica-
tions(Bishop, 2006; Duda et al., 2012; Hastie et al., 2009; Ripley, 1996).
Among these methods, Bayesian predictive inference methods have
attracted considerable popularity in multiple studies with their ver-
satility both from the theoretical and applied perspective(Huo et al.,
1997; Nadas, 1985; Jiang et al., 1998; Huo and Lee, 1997; Watanabe
et al., 2004).
In this thesis, we focus on the Bayesian predictive learning princi-
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ples based on generative probabilistic models, where the uncertainty is
fully acknowledged through the posterior predictive distribution. Es-
pecially, we operationalize the idea of predictive learning introduced
by Geisser (1993), and apply it with multiple probabilistic models for
analysing data from diﬀerent sources.
The background of the ﬁve articles are provided and the key issues
are highlighted in the following chapters. In Chapter 2, the approach
of making Bayesian predictive inference is introduced together with
the clustering and classiﬁcation rules. In Chapter 3, the models devel-
oped and utilized in the articles are presented brieﬂy. The algorithms
designed for the learning tasks are described in Chapter 4. Finally,
the comparison between the models and algorithms, as well as the
directions for future research are discussed in Chapter 7.
Chapter 2
Bayesian Predictive
Inference
Statistical analysis generally laid the emphasis on inferences or deci-
sions about parameters of statistical models until de Finetti proposed
an observabilistic view on inference (Geisser, 1993; de Finetti, 1974).
This view is based on understanding that direct inference about ob-
servables would better serve the purpose of statistical modelling in
many diﬀerent contexts.
However, in most of the cases, such an ultimate predictive ap-
proach becomes a diﬃcult and tedious task. A conventional Bayesian
approach models the distribution of data based on parameters, which
are integrated out in the ﬁnal model by introducing prior densities for
the parameters. The ﬁnal model should have a capability to provide
calculable probability for the observed data and a predictive probabil-
ity distribution for future data.
Example 2.0.1. Thumbtack tossing Consider tossing a metal thumb-
tack with a round curved head onto a soft surface. We keep track of
whether the thumbtack ends up with the point up or down.
In Example 2.0.1, without any information to distinguish tosses,
it is reasonable to model the outcomes of the individual tosses as in-
dependent and identically distributed (i.i.d.) Bernoulli random quan-
tities with Xi = 1 indicating the ith toss is point up and Xi = 0
3
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meaning that toss is point down.
In the frequentist framework, one is interested in a parameter, say
θ, which has an unknown ﬁxed value in [0, 1] and claim that the tosses
Xi are i.i.d. with P (Xi = 1) = θ. Such an model of a sequence of n
tosses is represented by the following likelihood function
P (X1 = x1, . . . , Xn = xn) =
n∏
i=1
θxi(1− θ)1−xi, (2.1)
whose value is maximized when θ taking the value as the relative fre-
quency of observing tosses point up, that is
∑n
i=1
xi
n
.
Unlike in the above frequentist approach, a predictive Bayesian
model aims at encapsulating a certain form of dependence among the
observations. In this example, such a model can be constructed based
on the following assumptions:
• The tosses Xi are judged to be independent, Bernoulli random
quantities conditional on a random parameter θ.
• θ is associated with a probability distribution p(θ).
• According to the strong law of large numbers, θ = limn→∞yn/n,
yn =
∑n
i=1 xi.
The prior predictive probability of the data sequence, also known
as the marginal likelihood function, can be then expressed as
P (X1 = x1, . . . , Xn = xn) =
∫ 1
0
n∏
i=1
θxi(1− θ)1−xip(θ)dθ, (2.2)
In the above model, the quantities x1, . . . , xn are a random sam-
ple from Bernoulli distribution with parameter θ which corresponds
to the joint conditional distribution in (2.1), where the parameter θ is
treated as random variable assigned the prior distribution p(θ). This
construction is generally referred to as a prior predictive model.
For making inferences about future observations based on the al-
ready observed data, a similar representation as in the prior predic-
tive model is used. However, the prior distribution p(θ) for θ has
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to be updated by the information in the acquired observations. In
the thumbtack tossing example, for future tosses xn+1, . . . , xm, the
conditional probability function P (Xn+1 = xn+1, . . . , Xm = xm|X1 =
x1, . . . , Xn = xn) given x1, . . . , xn has the form∫ 1
0
m∏
i=n+1
θxi(1− θ)1−xip(θ|x1, . . . , xn)dθ, (2.3)
where
p(θ|x1, . . . , xn) =
∏n
i=1 θ
xi(1− θ)1−xip(θ)dθ∫ 1
0
∏n
i=1 θ
xi(1− θ)1−xip(θ)dθ
. (2.4)
This is called a posterior predictive model, which provides the basis
for deriving the conditional predictive distribution of a generic random
quantity deﬁned in terms of the future observations.
2.1 Bayesian Clustering
Clustering is a typical task in unsupervised learning(Bishop, 2006)
and can be interpreted as prior predictive inference in the Bayesian
approach. In Articles II, IV, V, Bayesian clustering methods are imple-
mented for learning the hidden structure underlying data. In Articles
II and IV, the primary aim is to optimize Markovian models for se-
quence data, while in Article V we aim to ﬁnd the optimal assignment
for data items into a non-predetermined set of classes.
Given the observed data X, let S denote a set of all the possible
partitions of X. The task of clustering is ﬁnding an optimal partition
S ∈ S to represent the structure of X according to certain criteria.
In Bayesian clustering, S is typically treated as a latent variable and
we are mostly interested in the posterior distribution P (S|X) of S
according to the Bayes’ rule:
P (S|X) =
P (X|S)P (S)
P (X)
, (2.5)
where the likelihood function P (X|S) is speciﬁed by a prior predictive
model
P (X|S) =
∫
P (X|S,Θ)P (Θ|S)dΘ, (2.6)
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and
P (X) =
∑
S
P (X|S)P (S) (2.7)
Assuming a simple zero-one loss function, the optimal cluster-
ing solution can be obtained by identifying the maximum a poste-
riori (MAP) estimate of the partition S. Let x(n) denote a dataset
contains n items, s(n) = (s1, s2, . . . , sn) the labels assigned to the items
and S(n) represent the set of all possible assignments. The MAP esti-
mate is deﬁned as:
sˆ(n) = arg max
s(n)∈S(n)
p(s(n)|x(n))
= arg max
s(n)∈S(n)
p(x(n)|s(n))p(s(n)) (2.8)
= arg max
s(n)∈S(n)
∫
p(x(n)|s(n), θ)p(θ|s(n))dθ
∫
p(s(n)|φ)p(φ)dφ (2.9)
In combinatorial mathematics, Bell number B(n) counts the num-
ber of possible partitions in S(n). As illustrated in Figure 2.1, the
number increases faster than exponential as a function of n (Cameron,
1990). As a consequence, in most of the cases it is infeasible to eval-
uate p(s(n)|x(n)) for all possible partitions in S(n). However, there are
various stochastic and deterministic algorithms that can in principle
estimate the posterior distribution and thus approximate the MAP
estimate. Markov chain Monte Carlo algorithms are adopted in Ar-
ticle I. Stochastic greedy searching algorithms are used in Article II,
III and V. A deterministic recursive algorithm is introduced in Article
IV. The details of these algorithms are discussed in Chapter 4.
2.2 Semi-Supervised and Supervised Pre-
dictive Classiﬁcation
Classiﬁcation is a typical task in supervised learning(Bishop, 2006).
To make inference about the partition S for the observed data X, a set
of training data Z is provided with a priori speciﬁed partition label
set T . In Article I, the following two distinct settings for classiﬁcation
are considered: supervised classiﬁcation, where the universe of all the
possible labels is a priori given, and semi-supervised classiﬁcation,
2.2 Semi-Supervised and Supervised Predictive Classiﬁcation 7
number of items in the dataset
0 20 40 60 80 100 120 140 160 180 200
nu
m
be
r o
f p
ar
tit
io
n 
so
lu
tio
ns
100
1050
10100
10150
10200
10250
10300
Figure 2.1: The Bell number increases exponentially as a function of size
of the dataset.
where only part of the universe of possible labels is a priori deﬁned,
such that items are allowed to form previously unknown groups during
the classiﬁcation task. The term semi-supervised classiﬁcation is gen-
erally used in various distinct ways. Apart from the deﬁnition used
in this thesis, it may refer to an unsupervised clustering task with
additional constraints (Basu, 2005). The classiﬁcation task is similar
to clustering in terms of ﬁnding the best allocation of the data X and
the posterior distribution of S has the following form:
P (S|X,Z, T ) =
P (X|S,Z, T )P (S|Z, T )
P (X|Z, T )
. (2.10)
However, in supervised classiﬁcation, as seen from the above ex-
pression, prior information P (Θ|S) of the parameter is updated by the
training dataset Z and label set T , and therefore can be referred to
as the posterior predictive inference. Therefore in supervised classiﬁ-
cation
P (X|S,Z, T ) =
∫
P (X|S,Θ)P (Θ|S,Z, T )dΘ. (2.11)
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and
P (S|T ) =
∫
P (S|Φ)P (Φ|T )dΦ, (2.12)
where Θ and Φ denote the generating parameters of the model for
features and labels, respectively.
In semi-supervised classiﬁcation, only part of the information about
model parameters can be updated in the light of the training data,
which leads to a combination of prior and posterior predictive infer-
ences. The corresponding distributions have the form
P (X|S,Z, T ) =
∫
P (XT |ST ,Θ)P (XU |SU ,Θ)P (Θ|ST , SU ,Z, T ))dΘ.
(2.13)
and
P (S|T ) =
∫
P (ST , SU |Φ)P (Φ|T )dΦ, (2.14)
where XT and ST represent the part of data and the labels for which
information has been updated using training data, and XU and SU
represent the part of data and its partition for which information is
not available from the training data.
Marginal Classiﬁer
In classiﬁcation tasks, it is conventional to classify the each item in
X individually and independently of the other candidate items. This
approach is based on the generating i.i.d. assumption, where the fea-
tures of any item are independent of the features of any any other
item conditional on the ﬁxed generative probability measure. In the
Bayesian framework, this assumption leads to the standard marginal
predictive classiﬁer (Ripley, 1996).
Deﬁnition 2.2.1. Supervised predictive marginal classiﬁer. Let x(n) =
(x1,x2, . . . ,xn) denote a dataset containing n items, and s
(n) = (s1, s2, . . . , sn)
represent the labels of the items. Given a training dataset z(m) with m
items and its corresponding labels t(m) = (t1, t2, . . . , tm), a supervised
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predictive marginal classiﬁer yields the following posterior distribution
for the label si of the xi in x
(n).
p(si|xi, z
(m), t(m)) =
p(xi|si, z
(m), t(m))p(si|t
(m))∑
si∈T
p(xi|si, z(m), t(m))p(si|t(m))
, (2.15)
where p(xi|si, z
(m), t(m)) =
∫
p(xi|si, θ)p(θ|si, z
(m), t(m))dθ is the pre-
dictive probability distribution of xi with label si, and p(si|t
(m)) =∫
p(si|φ)p(φ|t
(m))dφ is the prior probability of label si and T is the set
of possible values of labels deﬁned in t(m).
The optimal solution of the classiﬁcation task corresponding to
zero-one loss can be obtained by ﬁnding the mode of the posterior
distribution in 2.15:
sˆi = argmax
si∈T
p(si|xi, z
(m), t(m))
= argmax
si∈T
p(xi|si, z
(m), t(m))p(si|t
(m)). (2.16)
A predictive marginal classiﬁer that assigns the label si with value
sˆi by applying the MAP estimate minimizes the averaged risk of mis-
classiﬁcation (Ripley, 1996). This is proven in Nadas (1985) in an
application to speech recognition.
For semi-supervised marginal classiﬁcation, besides T , si can take
a value c∗ referring to unknown classes which are not present in t(m)
and therefore we have semi-supervised predictive marginal classiﬁer
deﬁned as follows:
Deﬁnition 2.2.2. Semi-supervised predictive marginal classiﬁer. Let
x(n) = (x1,x2, . . . ,xn) denote a dataset containing n items, and s
(n) =
(s1, s2, . . . , sn) represent the labels of the items. Given a training
dataset z(m) withm items and its corresponding labels t(m) = (t1, t2, . . . , tm),
a semi-supervised predictive marginal classiﬁer yields the following
posterior distribution for the label si of the xi in x
(n).
p(si|xi, z
(m), t(m)) =
p(xi|si, z
(m), t(m))p(si|t
(m))∑
si∈{T ,c∗}
p(xi|si, z(m), t(m))p(si|t(m))
, (2.17)
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where p(xi|si, z
(m), t(m))p(si|z
(m), t(m)) =
∫
p(xi|si, θ)p(θ|si)dθ
∫
p(si|φ)p(φ)dφ
when si = c
∗, since no predictive information can be retrieved from the
training data if the item is assigned to an unknown class.
The optimal solution of the classiﬁcation can be obtained by the
following MAP estimate:
sˆi = arg max
si∈{T ,c∗}
p(si|xi, z
(m), t(m))
= arg max
si∈{T ,c∗}
p(xi|si, z
(m), t(m))p(si|t
(m)). (2.18)
Simultaneous Classiﬁer
In classiﬁcation, the items in X can be considered independent with
each other only conditionally on a given generative probability mea-
sure, which is not in practice exactly known. Therefore, marginal
dependence exists between the test items in the predictive probability
distribution and inductive learning theory based on predictive mod-
elling implies that items should be treated simultaneously.
Deﬁnition 2.2.3. Supervised predictive simultaneous classiﬁer. Let
x(n) = (x1,x2, . . . ,xn) denote a dataset contains n items, and s
(n) =
(s1, s2, . . . , sn) represent the labels of the items. Given a training
dataset z(m) withm items and its corresponding labels t(m) = (t1, t2, . . . , tm),
a supervised predictive simultaneous classiﬁer yields the following joint
posterior probability p(s(n)|x(n), z(m), t(m)) for the labels s(n) of all items
in x(n).
p(s(n)|x(n), z(m), t(m)) =
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m))∑
s(n)∈T (n) p(x
(n)|s(n), z(m), t(m))p(s(n)|t(m))
, (2.19)
and
p(x(n)|s(n), z(m), t(m)) =
∫
p(x(n)|s(n), θ)p(θ|s(n), z(m), t(m))dθ (2.20)
p(s(n)|t(m)) =
∫
p(s(n)|φ)p(φ|t(m))dφ (2.21)
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where T (n) represent the set of all the possible solutions of label as-
signment for items in x(n), with the values of labels deﬁned in t(m).
The optimal solution sˆ(n) can be obtained by ﬁnding the MAP
estimator:
sˆ(n) = arg max
s(n)∈T (n)
p(s(n)|x(n), z(m), t(m))
= arg max
s(n)∈T (n)
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m)). (2.22)
A simultaneous predictive classiﬁer which assigns the labels s(n)
with value sˆ(n) by maximizing the posterior ( 2.19), is optimal under
the 0-1 loss function rewarding only decisions where all predicted la-
bels are correct (Ripley, 1996). Ripley (1996) claimed that marginal
classiﬁer is less accurate when n > 1, since one can beneﬁt from fur-
ther learning about the uncertainty of the model parameters by using
other items in x(n), when the values of parameters are unknown.
For a semi-supervised simultaneous classiﬁer, items in x(n) are al-
lowed to form unknown groups which are not deﬁned in t(m), and
therefore each element in s(n) can take values other than those in
T . These values for potential unknown groups are denoted as C, and
{T , C}(n) represents all the possible solutions for the semi-supervised
simultaneous classiﬁcation.
Deﬁnition 2.2.4. Semi-supervised predictive simultaneous classiﬁer.
Let x(n) = (x1,x2, . . . ,xn) denote a dataset containing n items, and
s(n) = (s1, s2, . . . , sn) represent the labels of the items. Given a train-
ing dataset z(m) with m items and its corresponding labels t(m) =
(t1, t2, . . . , tm), a supervised predictive simultaneous classiﬁer yields
the following joint posterior probability p(s(n)|x(n), z(m), t(m)) for the
labels s(n) of all items in x(n).
p(s(n)|x(n), z(m), t(m)) =
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m))∑
s(n)∈{T ,C}(n) p(x
(n)|s(n), z(m), t(m))p(s(n)|t(m))
, (2.23)
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where
p(x(n)|s(n), z(m), t(m)) =
∫
p(x(n)
T
|s(n)
T
, θ)p(x(n)
U
|s(n)
U
, θ) (2.24)
p(θ|s(n)
T
, s(n)
U
, z(m), t(m))dθ
and
p(s(n)|t(m)) =
∫
p(s(n)
T
, s(n)
U
|φ)p(φ|t(m))dφ (2.25)
The optimal solution sˆ(n) can be obtained by ﬁnding the MAP
estimate:
sˆ(n) = arg max
s(n)∈{T ,C}(n)
p(s(n)|x(n), z(m), t(m))
= arg max
s(n)∈{T ,C}(n)
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m)). (2.26)
The above simultaneous classiﬁer is an optimal rule under the zero-
one loss function
L1(s
(n), s(n)∗) =
{
0 if s(n) = s(n)∗
1 if s(n) = s(n)∗,
(2.27)
which imposes a constant loss on all label sequences s(n) apart from
the sequence of true label s(n)∗(Bernardo and Smith, 1994). However,
Ripley (1991) showed that in the context of image analysis, the si-
multaneous MAP rule is not optimal under a more pragmatic loss
function
L2(s
(n), s(n)∗) =
n∑
i=1
I(si = s
∗
i ) (2.28)
which aims at ensuring that the rate of incorrect labels is minimized.
Marginalized Classiﬁer
The optimal classiﬁer under the loss function L2 can be established
by considering the marginal distribution each si from the joint poste-
rior distribution derived in predictive simultaneous classiﬁer. Such a
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principle is referred to as a marginalized classiﬁer, in contrast to the
standard marginal classiﬁer which treats all test items independent of
each other. Under marginalized predictive framework, all the labels of
remaining items in x(n) denoted as s
(n)
−i is considered as nuisance pa-
rameters in the classiﬁcation task for assigning label si for each item
xi.
Deﬁnition 2.2.5. Supervised predictive marginalized classiﬁer. Let
x(n) = (x1,x2, . . . ,xn) denote a dataset containing n items, and s
(n) =
(s1, s2, . . . , sn) represent the labels of the items. Given a training
dataset z(m) withm items and its corresponding labels t(m) = (t1, t2, . . . , tm),
a supervised predictive marginalized classiﬁer yields the posterior dis-
tribution of si by marginalization of the joint posterior distribution in
(2.19) over all the possible classiﬁcation solutions of remaining items
in x(n)
p(si|x
(n), z(m), t(m)) =
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m))∑
si∈T
∑
s
(n−1)
−i ∈T
(n−1)
−i
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m))
, (2.29)
where sn−1−i = (s1, . . . , si−1, si+1, . . . , sn) denote the labels of all the
items in x(n) except xi, and T
(n−1)
−i represent a set of all the possible
values of sn−1−i deﬁned by t
(m).
The optimal classiﬁcation solution sˆi can be obtained by the MAP
estimate:
sˆi = argmax
si∈T
p(si|x
(n), z(m), t(m))
= argmax
si∈T
∑
s
(n−1)
−i ∈T
(n−1)
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m)). (2.30)
The marginal uncertainty about the classiﬁcation assignment of
si represented by marginalized classiﬁer follows from the application
of the law of total probability on the simultaneous classiﬁer. The
marginalization operation applied to the simultaneous classiﬁer aims
at quantifying the total evidence in the data for supporting any par-
ticular origin of xi. This can be of particular interest in applications
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where classiﬁcation is related to some sensitive information about the
items (e.g. in forensics applications) and classiﬁers need be based on a
cautious strategy, which eventually prevents classiﬁcation in the pres-
ence of a too large uncertainty about the origin of a particular item.
A semi-supervised marginalized Classiﬁer can be derived analogi-
cally from the posterior distribution ( 2.23) from semi-supervised pre-
dictive simultaneous classier.
Deﬁnition 2.2.6. Semi supervised predictive marginalized classiﬁer.
Let x(n) = (x1,x2, . . . ,xn) denote a dataset containing n items, and
s(n) = (s1, s2, . . . , sn) represent the labels of the items. Given a train-
ing dataset z(m) with m items and its corresponding labels t(m) =
(t1, t2, . . . , tm), a supervised predictive marginalized classiﬁer yields the
posterior distribution of si by marginalization of the joint posterior
distribution in (2.19) over all the possible classiﬁcation solutions of
remaining items in x(n)
p(si|x
(n), z(m), t(m)) =
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m))∑
si∈{T ,C}
∑
s
(n)
−i ∈{T ,C}
(n−1)
−i
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m))
, (2.31)
The optimal solution sˆi can be obtained by the MAP estimate:
sˆi = argmax
si∈T
p(si|x
(n), z(m), t(m))
= arg max
si∈{T ,C}
∑
s−i∈{T ,C}(n−1)
p(x(n)|s(n), z(m), t(m))p(s(n)|t(m)). (2.32)
Chapter 3
Graphical Models for
Bayesian Learning
In Chapter 2, diﬀerent Bayesian unsupervised and supervised learning
principles were introduced. However, all these principles are model
based, i.e. the likelihood function P (X|H) and the prior distribution
P (H) need be speciﬁed. In this chapter, we consider statistical models
for representing sequence data.
3.1 Sparse Markov Models
One of the simplest models to encode sequence data is the Markov
chain. Given ﬁnite alphabet set with J symbols, we label the symbols
with integers and denote the alphabet set as X = 1, . . . .J .
Deﬁnition 3.1.1. Markov chain (MC). Let {Xt}
∞
t=0 be a sequence of
random variables. If for all t ≥ 1 and j0, j1, . . . , jt ∈ X ,
P (Xt = jt|Xt−1 = jt−1, . . . , X0 = j0) = P (Xt = jt|Xt−1 = jt−1),
(3.1)
then {Xt}
∞
i=0 is called a Markov chain.
The possible values of Xt form a countable set X called the state
space of the chain. The Markov property in Deﬁnition 3.1 indicates
that the conditional probability distribution for the current variableXt
of the sequence depends only on the state of the previous variableXt−1,
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and not additionally on the state of earlier variables. In a time homo-
geneous Markov chain, the transition probabilities P (Xt = i|Xt−1 =
j), a, b ∈ X are independent of t and therefore can be represented by
the following transition Matrix Θ with pi|j = P (Xt = j|Xt−1 = i):
Θ =
⎛
⎜⎝
p1|1 . . . p1|J
... . . .
...
pJ |1 . . . pJ |J
⎞
⎟⎠ (3.2)
For modelling sequence data having a more complicated depen-
dence structure, higher order Markov chains can be considered:
Deﬁnition 3.1.2. Markov chain (MC) of mth order. Let {Xt}
∞
n=0 be
a sequence of random variables. If for all t ≥ m and j0, j1, . . . , jt ∈ X ,
P (Xt = jt|Xt−1 = jt−1, . . . , X0 = j0) = (3.3)
P (Xt = jt|Xt−1 = jt−1, . . . , Xt−m = jt−m),
for a positive integer m, then {Xn}
∞
n=0 is called a Markov chain of
mth order.
For a time homogenous Markov Chain of mth order, the size of
transition Matrix Θ is |J |m×J . The number of free parameters of the
model grows exponentially with the order m. Therefore, estimating a
Markov chain with large m requires a large amount of data and may
imply substantial computational cost. However, in a higher order
Markov model, the eﬀective length of dependence is not necessarily a
constant. By pruning any redundant dependency, model complexity
can be signiﬁcantly reduced. Such approaches are termed as Variable
order Markov models, with pioneering work introduced in Rissanen
et al. (1983)
Deﬁnition 3.1.3. Variable length Markov chain (VLMC). Let {Xt}
∞
t=0
be a time homogeneous Markov chain of mth order. Denote by cpre :
Xm → ∪mj=0X
j a function which maps xt−1, . . . , xt−m → xt−1, . . . , xt−l
where
l = l(xt−1, . . . , xt−m) =
min{k ∈ Z+0 ;P (Xt = jt|Xt−1 = xt−1, . . . , Xt−m = xt−m) =
P (Xt = jt|Xt−1 = xt−1, . . . , Xt−k = xt−k) for all jt ∈ X},
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such that l = 0 corresponds to independence. Then l is a variable
length memory and cpre(·) is the preliminary context function. Final
context function c(·) is obtained by lumping together some of the values
of cpre(·) that share the second to last symbol. A Markov chain of
mth order with a variable length memory l is called a Variable length
Markov chain of order p where p is the smallest integer such that
l(xn−1, . . . , xn−m) ≤ p ≤ m for all xn−1, . . . , xn−m ∈ X
m.
In Article II, we consider modelling data sequences using Bayesian
inference on sparse Markov chain, which need not correspond to a
hierarchical representation of contexts used in variable length Markov
chains. The sparse Markov models are more general and can further
reduce the parameter space of the original Markov model and therefore
lead to attractive properties on multiple applications, e.g. prediction
and data compression.
Deﬁnition 3.1.4. Sparse Markov chain (SMC) Consider a time ho-
mogeneous Markov chain MC(m) of order m. Let S = {s1, . . . , sk} be
a partition of X = {1, . . . , J}m such that pi|· = pj|· = θc for all pairs
of {i, j}, i, j ∈ sc, c = 1, . . . , k, and P = {θ1, . . . , θk} is the set of k
distinct transition probability vectors. The pair (S,P) forms a sparse
Markov chain model from MC(m).
Bayesian Representation for Sparse Markov Chain
Consider an SMC model deﬁned by the pair (S,P), where we have k
vectors of parameters {pc|· : c = 1, ..., k}. An analytical expression for
the marginal likelihood of observed sequence data given S was derived
in Article II. Let θ ∈ Θ denote collectively the set of quantitative
parameters of an SMC model. A conjugate multivariate Dirichlet prior
for the matrix of transition probabilities (see e.g. Koski, 2001) has the
expression
p(θ|α, q) =
k∏
c=1
[
Γ(α)∏J
j=1 Γ(αqj)
J∏
j=1
p
αqj−1
c|j
]
, α > 0, qj > 0,
J∑
j=1
qj = 1
(3.4)
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The likelihood of an observed data sequence x = x0x1 · · ·xn under the
SMC model can be expressed as
p(x|θ, S) ∝
∏
i∈Xm
J∏
j=1
p
ni|j
i|j =
k∏
c=1
J∏
j=1
p
nc|j
c|j , (3.5)
where ni|j is the observed count of transitions from the state i to j in
x and nc|j =
∑
i∈sc
ni|j , and the initial distribution is not of interest
in the model and thus omitted.
Consequently, the marginal likelihood p(x|S) of x is available an-
alytically by applying the properties of Dirichlet distribution, such
that
p(x|S) ∝
∫
θ∈Θ
p(x|θ, S)p(θ|α, q)dθ (3.6)
∝
∫
θ∈Θ
[
k∏
c=1
Γ(α)∏J
j=1 Γ(αqj)
J∏
j=1
p
αqj−1
c|j
J∏
j=1
p
nc|j
c|j
]
dθ
∝
k∏
c=1
Γ(α)∏J
j=1 Γ(αqj)
∏J
j=1 Γ(nc|j + αqj)
Γ((
∑J
j=1 nc|j) + α)
,
where Γ(·) is the Gamma function. Inference about S can be done
using the posterior distribution
p(S|x) ∝ p(x|S)p(S). (3.7)
For simplicity, a uniform prior p(S) = 1/B(|X |m) can be assigned over
the space of all possible partitions of Xm to obtain the posterior prob-
ability of S, where B(n) is the Bell number of n. However, alternative
priors could also be adopted. For example, a Dirichlet process (DP)
prior assigns the following probability on the partitions
p(S) ∝ βk
k∏
c=1
Γ(|sc|), (3.8)
where β is a concentration parameter governing the implied probabil-
ity mass over possible values of k. A uniform prior on k, given an
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upper limit K ≤ |X |m, distributes evenly the same probability mass
1/K over all partitions with a given number of classes k. Since the
number of ways of partitioning a set of |X |m elements into k non-empty
subsets is given by the Stirling number of the second kind , the prob-
ability of a partition S with k clusters equals: p(S) = K−1
{
|X |m
k
}−1
.
Both of these alternative priors imply penalties for any particular par-
tition when k increases and therefore favour the partition with smaller
k. It should nevertheless be noted that the Dirichlet prior for the tran-
sition probability vectors already imposes an increasing penalty as a
function of the number of clusters in the partition.
3.2 Hidden Markov Models
Hidden Markov models (HMM) are applied with particular success to
deal with multiple types of time-ordered data, e.g. speech recogni-
tion (Huang et al., 1990; Huo and Lee, 1997; Huo et al., 1997; Huo
and Lee, 2000) and image recognizing problems (Yamato et al., 1992),
where diﬀerent HMMs are used to construct the model for the feature.
Given a Markov chain, a hidden Markov model associates each state
of the Markov chain with a probability distribution to generate an
observation, while the state of the underlying Markov chain remains
unobserved. In article I, Hidden Markov models are introduced to
model the predictive classiﬁcation framework for sequential data.
Deﬁnition 3.2.1. Let x(n) = (x1,x2, . . . ,xn) denote a dataset con-
taining n items, and s(n) = (s1, s2, . . . , sn) represent the labels of the
items. A standard hidden Markov model for classiﬁcation structure is
constructed as follows:
(A) The label sequence s(n) = {st}
n
t=1 follows a Markov chain with
a ﬁnite state space C = {1, ..., k} with k states. The transition
probabilities
ψi|j = p(st = j|st−1 = i), t  2, i, j ∈ C, (3.9)
are assumed to be time-homogeneous. Thus, the transition matrix
is represented by
ψ = (ψi|j)
k,k
i=1,j=1, ψi|j  0,
k∑
j=1
ψi|j = 1. (3.10)
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The initial state s1 at time 1 is speciﬁed by an initial distribution
ψInit = (ψInit1 , ..., ψ
Init
k ), (3.11)
where ψIniti = p(s1 = i).
(B) The sequence of item vectors x(n) = {xt}
n
t=1 with a ﬁnite state
space X and their label sequence s(n) = {st}
n
t=1, at any time t are
related by the conditional probability distributions
p(xt|st = c, θc) =
d∏
j=1
rj∏
l=1
θ
1l(xtj)
cjl . (3.12)
where 1l(xtj) is an indicator function which equals 1, if xt has
the value l on the dimension j and otherwise 0.
(C) For any sequence of labels s(n) = {st}
n
t=1, the probability of ob-
serving item vector sequence x(n) = {xt}
n
t=1 is
p(x(n)|s(n), θ) =
n∏
t=1
p(xt|st = c, θc) =
n∏
t=1
d∏
j=1
rj∏
l=1
θ
1l(xtj)
stjl
(3.13)
3.3 Stratiﬁed Graphical Models
In general the features of observed data are not necessarily condition-
ally independent given a label and can even have more complicated
dependent structure than the Markov chain form discussed previously.
Madden (2009) showed that the Bayesian network model introduced
by Friedman et al. (1997) has the potential to represent data structure
more faithfully and outperform the naive Bayes model in classiﬁcation
task if proper parameter estimation is applied. In Article III, graphical
models (GM) are introduced into the predictive classiﬁcation frame-
work and it is further developed to allow local context-speciﬁc inde-
pendences on top of the conditional independences.
A graphical model (GM) for data X is deﬁned by the undirected
graph G = G(Δ, E) with a set of nodes Δ and of a set of undirected
edges E ⊆ (Δ×Δ) and a joint distribution PΔ over the variables XΔ
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satisfying a set of independences introduced by G. The outcome space
for the variables XA, where A ⊆ Δ, is denoted by XA and a certain
outcome is denoted by xA ∈ XA. In Nyman et al. (2014), stratum is
introduced to deﬁne the context-speciﬁc independences.
Deﬁnition 3.3.1. Stratum Let the pair (G,PΔ) be a GM for Δ. For
all {δ, γ} ∈ E, let L{δ,γ} denote the set of nodes adjacent to both δ and
γ. For a non-empty L{δ,γ}, deﬁne the stratum of the edge {δ, γ} as the
subset L{δ,γ} of outcomes xL{δ,γ} ∈ XL{δ,γ} for which Xδ and Xγ are
independent given XL{δ,γ} = xL{δ,γ} , i.e. L{δ,γ} = {xL{δ,γ} ∈ XL{δ,γ} :
Xδ ⊥ Xγ |XL{δ,γ} = xL{δ,γ}}
The corresponding graphical models are called stratiﬁed graphical
models(SGM).
Deﬁnition 3.3.2. stratiﬁed graphical Model (SGM) A stratiﬁed graph-
ical model is deﬁned by the triple (G,L, PΔ), where G is the underlying
graph, L equals the joint collection of all strata L{δ,γ} for the edges of
G, and PΔ is a joint distribution on Δ which factorizes according to
the restrictions imposed by G and L. The correspond graph is referred
to as stratiﬁed graph (SG), and denoted by GL.
Consider an SG with a decomposable underlying graph G having
the cliques C(G) and separators S(G). The SG is decomposable if no
strata are assigned to edges in any separator and all stratiﬁed edges
in every clique have at least one node in common.
Deﬁnition 3.3.3. Decomposable Stratiﬁed Graph Let (G,L) consti-
tute an SG with G being Decomposable. Further, let EL denote the
set of all labelled edges, EC the set of all edges in clique C, and ES
the set of all edges in the separators of G. The SG is deﬁned as de-
composable if
EL ∩ ES = ∅ (3.14)
and
EL ∩ EC = ∅ or ∩
{δ,γ}∈EL∩EC
= ∅ for all C ∈ C(G) (3.15)
Let X denote the data with |Δ| dimensions. For a given decom-
posable graphical model, we can deﬁne the likelihood of the dataset
as
P (X|G) =
∏
C∈C(G) PC(XC)∏
S∈S(G) PS(XS)
, (3.16)
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where C(G) and S(G) are the cliques and separators, respectively,
of the graph G. The analytic form of the predictive probability dis-
tribution is introduced in Article III and applied with the classiﬁers
discussed in Chapter 2.
3.4 Hierarchical Modelling
Most model-based clustering algorithms assume that the features of
the data are either continuous or discrete, and these types are not
presented simultaneously within the same feature (Cheeseman et al.,
1996; Morlini, 2012). In Article V, the data with mixed discrete and
continuous type within the same feature are represented by a model
with multiple level structure.
Consider the Bayesian predictive clustering frame work discussed
in Chapter 2. Assume that the jth feature observed data Xj is as-
sociated with cumulative distribution function Fj(x) for the observed
value x ∈ R, we deﬁne Dj := {x : Fj(x) − Fj(x−) > 0} ⊂ R, to
be the set of discontinuity points with respect to Fj , where Fj(x−)
denotes the left-hand limit of Fj at x.By the properties of the distri-
bution function and by virtue of Dj being countable, the type of Xj
is discrete if ∑
x∈R
[Fj(x)− Fj(x−)] = 1, (3.17)
continuous if ∑
x∈R
[Fj(x)− Fj(x−)] = 0, (3.18)
and mixed if
0 <
∑
x∈R
[Fj(x)− Fj(x−)] < 1, (3.19)
At the ﬁrst level, we consider the observed value for random variable
boolean(Xj ∈ Dj) with a probability distribution b(x ∈ Dj). The dis-
crete observed values and continuous values are modelled separately
by a discrete distribution fd and a continuous distribution fc, respec-
tively. In Article V, multinomial distribution is adopted to model
the categorical data, and continuous observations are described as an
additional category and further modelled by Gaussian distribution.
Chapter 4
Algorithms for Bayesian
Learning
4.1 EM algorithm
In Chapter 2, we concluded that the solutions of Bayesian cluster-
ing and classiﬁcation can be obtained by ﬁnding maximum a poste-
riori (MAP) estimates of the predictive posterior distributions. The
expectation-maximum (EM) algorithm introduced by Dempster et al.
(1977) is an iterative approach for solving the maximum a posteri-
ori (MAP) problems. In the case of Bayesian clustering introduced
by Ja¨a¨skinen et al. (2014), the EM algorithm is applied with a latent
variable s(n) and the unknown parameter θ to ﬁnd the solution:
Data: input data: x(n), 	
1 Initialize θ0 for θ and k = 0;
2 repeat
3 Expectation Step: Calculate Q(θ|θk) =
E
s(n)(ln p(θ, s
(n)|x(n), θk)) =
∑
s(n)
ln p(θ, s(n)|x(n), θk);
4 Maximization Step: Set θk+1 ← argmax
θ
Q(θ|θk) and
k = k + 1
5 until θk+1 − θk < 	;
6 Return sˆ(n) according to argmax
s(n)
p(s(n)|x(n), θk)
Algorithm 1: Expectation-Maximization for Bayesian Clustering
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The algorithm converges when the diﬀerence between θk and θk+1
is below a pre-deﬁned threshold. A upper bound of the number of
iterations can also be set to control the time limit of the algorithm.
For each iteration, it holds that
p(θk+1|x
(n))  p(θk|x
(n)). (4.1)
Therefore the EM algorithm leads to monotonically increasing proba-
bilities approaching a local maximum of the target function.
4.2 Stochastic Greedy Search
Greedy Search for Bayesian Clustering
For Bayesian clustering tasks with large number of underlying clusters,
EM algorithm can be computationally expensive and have poor perfor-
mance in terms of the speed of convergence. In Article II, we present
a stochastic search algorithm to learn the sparse Markov model. This
greedy algorithm is introduced by Marttinen et al. (2006) for identify-
ing evolutionary groups and conserved parts of the protein sequences.
Given a Markov chain of order m deﬁned on X with J symbols, under
the deﬁnitions in 3.1, we have the following algorithm to estimate the
SMC structure:
1. Initialize St, t = 0 with |X |
m singleton clusters and store for all
pairs of states u, v ∈ Xm the similarity between posterior mean
estimates of their transition probability vectors
su,v =
J∑
j=1
(
nu|j + αqj∑J
j=1(nu|j + αqj)
−
nv|j + αqj∑J
j=1(nv|j + αqj)
)2
, (4.2)
2. Given the current value of p(x|St), apply the following operators
iteratively until no more change can be done in St:
(a) Move each state u ∈ Xm to the class c in St in a random
order, if the moving leads to p(x|St+1) > p(x|St).
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(b) For each pair of classes c1, c2 = 1, . . . , k, calculate p(x|S
∗)
for the S∗ which merges classes c1, c2 in St. Set St+1 = S
∗
if p(x|S∗) > p(x|St), otherwise set St+1 = St.
(c) For each class c = 1, . . . , k, use complete linkage algorithm
e.g. (Mardia et al., 1979) with the similarity deﬁned in (4.2)
to split the class into two non-empty subsets of states, and
set St+1 = S
∗ if p(x|S∗) > p(x|St) for the resulting S
∗,
otherwise set St+1 = St.
This greedy algorithm converges to a local maximum when no moves
can increase p(x|St). Starting from diﬀerent initial states may be used
to ﬁnd better solutions.
Greedy Search for Semi-Supervised and Supervised
Classiﬁcation
In the classiﬁcation scenario, the search space of the algorithm is given
by the training data. In Article I, for the supervised simultaneous
classiﬁer, we have the following greedy searching algorithm to ﬁnd the
maximum a posteriori estimates of the predictive posterior distribu-
tion.
Data: input data: x(n), training data: z(m), training labels: t(m)
Result: labels s(n)
1 Initialize each component si in s
(n);
2 repeat
3 for i = 1, . . . , n do
4 With the remaining assignment ﬁxed, assign new value
for si according to
si ← argmax
si∈T
p(s(n)|x(n), z(m), t(m)) (4.3)
5 end
6 until no change occurs in s(n);
7 sˆ(n) = s(n);
Algorithm 2: Greedy search for supervised simultaneous classiﬁer
This algorithm can be straightforwardly generalized to the semi-
supervised classiﬁer by extending the search space of each label to
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include even classes lacking training data.
Data: input data: x(n), training data: z(m), training labels: t(m)
Result: labels s(n)
1 Initialize each component si in s
(n);
2 repeat
3 for i = 1, . . . , n do
4 With the remaining assignment ﬁxed, assign new value
for si according to
si ← arg max
si∈{T ,C}
p(s(n)|x(n), z(m), t(m)) (4.4)
5 end
6 until no change occurs in s(n);
7 sˆ(n) = s(n);
Algorithm 3: Greedy search for semi-supervised simultaneous clas-
siﬁer
By modifying the proof by Gyllenberg et al. (1997), we can show
that these greedy searching algorithms increase the value of target
function monotonically and will converge to local maxima over the
space of the classiﬁcation structure in a ﬁnite number of steps.
4.3 Deterministic Recursive Learning
In some learning tasks, the search space for the algorithm can be
large. For example, for learning the SMC, as the order of the Markov
chain increases, the parameter space grows exponentially and even the
stochastic greedy optimization method may not converge fast enough.
In Article IV, we developed a recursive algorithm for optimizing the
partition for an SMC model by considering Delaunay triangulation of
the parameter space of a higher order Markov Chain.
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Data: Input sequence: {Xt}
n
t=1
Result: Sparse Markov model (S,P)
1 calculate the transition counts from {Xt}
n
t=1 for MC(m);
2 estimate each transition probability distribution p of MC(m)
using the posterior mean based on the transition counts;
3 obtain Delaunay triangulation G of Xm by using values of free
parameters in p as coordinates;
4 calculate the log Bayes factor
logBFuv = logP (x|M({u, v}))− logP (x|M({u}, {v})) for each
edge u, v in G;
5 ﬁnd the edge (u∗, v∗) with max log Bayes factor value w.;
6 set U = u∗,V = v∗ and W = w, ;
7 while W > 0 do
8 merge V to U by the following steps: ;
9 a) add the suﬃcient statistics counts of V to U ;
10 b) for each node r in G who has a connection with V, if
edge (U , r) does not exist, redirect the edge (V, r) to (U , r);
11 c) delete V from G;
12 update the Bayes factors for all the edges (include the edges
added by merging) connected to U .;
13 ﬁnd the an edge (u∗
′
, v∗
′
) with max log Bayes factor value
w
′
;
14 set U = u∗
′
,V = v∗
′
and W = w
′
;
15 end
Algorithm 4: Deterministic recursive learning for sparse Markov
models
This methods yields a consistent estimate of the SMC structure in
a local neighbourhood when the sequence length tends to inﬁnity and
considerably faster than the stochastic optimization used in Article II.
4.4 MCMC Algorithms
The EM algorithm and stochastic greedy search algorithms provide
solutions to the maximum a posteriori (MAP) estimation problems
which lead to numerical point estimates of the parameters associ-
ated with Bayesian learning. However, in some tasks, like the super-
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vised and semi supervised marginalized classiﬁcation, some alternative
methods are required to evaluate the whole posterior distribution in-
stead of only point estimates. Markov chain Monte Carlo algorithms
represent a class of stochastic methods for sampling from the posterior
distribution. By simulating from a reversible Markov Chain, the sta-
tionary distribution of the samples converges to the target posterior
distribution.
Metropolis Hastings
Metropolis-Hastings(MH) algorithm uses a random acceptance/rejection
rule to generate a Markov chain to approximate the posterior distribu-
tion. The acceptance ratio of a proposal S∗ generated with probability
q(S∗|S), given the current value S, can be calculated with
r =
m(S∗)q(S|S∗)
m(S)q(S∗|S)
(4.5)
The proposal value S∗ is accepted with probability min(r, 1), otherwise
rejected.
One important issue for the Metropolis-Hastings algorithms is to
choose good search operators and proposal distribution to ensure a de-
cent average acceptance ratio(Robert and Casella, 2013). In Bayesian
clustering, Corander et al. (2004) used a search operator with four
move types:
1. With probability 0.5, combine two randomly chosen classes ci, cj .
2. With probability 0.5, split a randomly chosen class ci into two
new classes, whose sizes are uniformly distributed between 1
and |ci| − 1(the cardinality minus one), and whose elements are
randomly chosen from ci
3. Move an arbitrary sampling unit from a randomly chosen class
ci with cardinality |ci| > 1, into another randomly chosen class
cj .
4. Choose one sampling unit randomly from each of two randomly
chosen classes ci and cj , and exchange them between the classes.
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This strategy is similar to that used in Dawson and Belkhir (2001).
The proposal probabilities for the four move types have the following
expressions:
1.
(
k
2
)−1
/2, where k is the current number of clusters
2. [|ci|/2]
−1
(
|ci|
|cj |
)−1
for |cj| < |si|/2, and [|ci|/2]
−1
(
|ci|
|cj |
)−1
/2 for |cj| =
|ci|/2, where cj is one of the two new classes from the split of ci,
with minimal cardinality |cj|.
3. τ(S)−1(k−1)−1, |ci|
−1, where τ(S) is the number of classes with
cardinality larger than one, and ci is the chosen class.
4.
(
k
2
)−1
|ci|
−1|cj|
−1.
Gibbs Sampler
The Gibbs sampler oﬀers an alternative way of implementing an MCMC
algorithm(Geman and Geman, 1984). In Article I, it is adopted in the
supervised and semi-supervised marginalized classiﬁer. In Gibbs
sampler, we simulate each single component si, i = 1, . . . , n of s
(n) =
(s1, . . . , sn) iteratively from its full conditional distribution.
Data: input data: x(n), training data: z(m), training labels: t(m)
Result: labels s(n)
1 Initialize each component si in s
(n) as s(n)(0);
2 for each iteration iter = 0, 1, . . . do
3 s(n)(temp) ← s(n)(iter);
4 for i = 1,. . . , n do
5 draw a new value for si(temp) from T according the
posterior full conditional distribution:
p(si|x
(n), s−i, z
(m), t(m)) ∝ p(s(n)|x(n), z(m), t(m))
6 end
7 s(n)(u+ 1) = s(n)(temp)
8 end
Algorithm 5: Gibbs Sampler for supervised marginalized classiﬁer
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Similar to the greedy searching algorithms for simultaneous clas-
siﬁer, this algorithm can also be generalized to the semi-supervised
classiﬁer by extending the search space of each label to include even
classes lacking training data.
Data: input data: x(n), training data: z(m), training labels: t(m)
Result: labels s(n)
1 Initialize each component si in s
(n) as s(n)(0);
2 for each iteration iter = 0, 1, . . . do
3 s(n)(temp) ← s(n)(iter);
4 for i = 1,. . . , n do
5 draw a new value for si(temp) from {T , C} according the
posterior full conditional distribution:
p(si|x
(n), s−i, z
(m), t(m)) ∝ p(s(n)|x(n), z(m), t(m))
6 end
7 s(n)(u+ 1) = s(n)(temp)
8 end
Algorithm 6: Gibbs Sampler for semi-supervised marginalized clas-
siﬁer
In fact, the Gibbs sampler is a special case of Metropolis-Hastings
algorithms. Generally, it is easier to use since the new state generated
from the proposal distribution is always accepted, which has made
the algorithm hugely popular. However, its convergence may still be
prohibitively slow for large target spaces.
Chapter 5
Discussion
In this thesis, we have presented predictive framework for Bayesian
clustering and classiﬁcation, as well as several models adopted for
analysing speciﬁc type of datasets. In Article I, diﬀerent rules for
predictive Bayesian sequential classiﬁcation are introduced, and the
asymptotic properties of the classiﬁers are explored. In Article II,
sparse Markov model is deﬁned and its properties are investigated
for analysing sequence data. Article III develops predictive inference
for data with complex dependent features with graphical models and
introduced stratiﬁed graphical models to allow label based indepen-
dence between the features. The learning algorithm for SMC is further
developed in Article IV by introducing a recursive deterministic ap-
proach that uses Delaunay triangulation and Bayes factors. Finally,
the Bayesian clustering and classiﬁcation frameworks are enabled to
allow features with continuous and discrete values in one dimension
by a hierarchical way of modelling.
One of the main topic in the thesis is model based inference in
machine learning, especially in the classiﬁcation scenario.
HMM vs i.i.d.
In Article I, diﬀerent strategies of Hidden Markov models are intro-
duced into the classiﬁcation framework to formulate the predictive
distribution for time-ordered sequential data. Compare to the i.i.d
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model, the HMMs are illustrated to have superior performance in
terms of classiﬁcation accuracy on the synthetic and strong robust-
ness even when the data do not follow closely the assumptions of the
generating models.
SMC vs VLMC
In Article II, sparse Markov models are compared against diﬀerent
state-of-the-art variable order Markov models in data compression and
diﬀerent sequence classiﬁcation applications. Sparse Markov models
need not have a hierarchical structure as in context tree based vari-
able order Markov models, which leads to a reduced parameter space
and enhanced performance in data compression and sequence classiﬁ-
cation. However, learning the SMC structure requires more computa-
tional resources than those context tree based methods.
SGM vs GM
In Article III, the Naive Bayes model, graphical models and stratiﬁed
graphical models are compared for predictive classiﬁcation. Naive pre-
dictive Bayes classiﬁer is simple and straightforward to use, however
it often oversimpliﬁes the model by assuming full conditional inde-
pendence among the features. By introducing a graphical model, the
dependence structure among the features can be captured to some ex-
tent. However, the stratiﬁed graphical models extend the graphical
models to have a more precise and sparse representation of the depen-
dence structure by introducing context-speciﬁc independences among
the features. The SGM classiﬁers are illustrated to improve the rate
of success with which the items are classiﬁed.
A second topic of this thesis is optimization algorithms for Bayesian
clustering. Diﬀerent algorithms are developed and adopted to handle
large datasets and complicated optimization tasks.
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Greedy Searching vs MCMC
We considered both greedy search algorithms and Markov chain Monte
Carlo Samplers for Bayesian computation. MCMC samplers provide
unbiased approximation to the full posterior distribution, but are com-
putationally expensive and may even fail in practice to ﬁnd the rep-
resentative areas of the posterior as illustrated for clustering applica-
tions(Corander et al., 2006). In some circumstances, non-reversible
Markov chains can be applied to achieve a faster exploration of the
search space(Corander et al., 2006; Corander and Tang, 2007). In most
of the cases covered by this thesis, point estimates of the optimal so-
lution are preferred rather than the full posterior distribution. For
this purpose, the greedy searching algorithms converge much faster
than the MCMC samplers. However, these algorithms for maximum
a posteriori (MAP) estimation do not provide estimates of the uncer-
tainty, which can be problematic if the posterior distribution is not
suﬃciently concentrated around its mode. Nevertheless, it is possible
to also use the greedy search algorithms to ﬁnd the initial state of
the MCMC samplers to ensure more rapid convergence of the Markov
chain.
Future Work
There is still plenty of room in the research area of this thesis for future
improvement. From the model point of view, it would be valuable to
improve some of the models to handle massively larger datasets. From
the algorithmic point of view, it would be attractive to extends the
algorithms to handle much higher-dimensional optimization problems.
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