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Abstract—Recent years have seen an increasing use of Signal
Temporal Logic (STL) as a formal specification language for
symbolic control, due to its expressiveness and closeness to natural
language. Furthermore, STL specifications can be encoded as
cost functions using STL’s robust semantics, transforming the
synthesis problem into an optimization problem. Unfortunately,
these cost functions are non-smooth and non-convex, and exact
solutions using mixed-integer programming do not scale well.
Recent work has focused on using smooth approximations of
robustness, which enable faster gradient-based methods to find
local maxima, at the expense of soundness and/or completeness.
We propose a novel robustness approximation that is smooth
everywhere, sound, and asymptotically complete. Our approach
combines the benefits of existing approximations, while enabling
an explicit tradeoff between conservativeness and completeness.
Index Terms—Autonomous systems; Robotics; Intelligent sys-
tems
I. INTRODUCTION
TEMPORAL logics provide an intuitive way to specifyhigh-level objectives for autonomous systems. Logics like
Linear Temporal Logic (LTL), Computation Tree Logic (CTL)
and Signal Temporal Logic (STL) can express many desirable
system behaviors. Certain temporal logic formulas can even
be derived from natural language commands [1]–[3].
Given a temporal logic specification, the symbolic control
problem is to design a trajectory that satisfies the specification.
Early work on this problem focused on finding discrete abstrac-
tions of continuous systems. Given a finite transition system
and a specification, automata-theoretic methods can be used to
check or enforce satisfaction (see e.g., [4]–[8] and references
therein). However, these methods tend to scale poorly with
system dimension and specification complexity.
With this in mind, much recent work has focused on STL
specifications, which are defined over continuous signals [9].
Output trajectories provide a convenient such signal, especially
for robotics [10]–[13]. Furthermore, STL robust semantics
allows us to cast the synthesis problem as an optimization
problem. Robust semantics define a “robustness measure”
which maps a signal to a scalar which is positive only if the
signal satisfies the specification. Symbolic control is as simple
as finding a control sequence that maximizes robustness.
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Unfortunately, the standard robustness measure is non-
smooth and non-convex for most interesting specifications,
due to the use of min and max operators. Nonetheless, the
optimization can be solved exactly using Mixed-Integer Pro-
gramming (MIP) [14]. This approach is both sound (any sat-
isfying trajectory found by MIP does satisfy the specification)
and complete (if a satisfying trajectory exists, the MIP-based
algorithm will find it). However, the MIP approach scales
poorly with the system dimension, the length of trajectory
considered, and the complexity of the specification. This stems
from the fact that a new integer variable is introduced for every
predicate at each timestep, and the fact that MIP complexity
is exponential in the number of integer variables [14].
To address this issue, recent work has focused on smooth
approximations of the robustness measure. By enabling the
use of fast gradient-based optimization methods, this approach
tends to perform well on a wide variety of problems, and
offers considerable speed and scalability improvements over
MIP [12], [13], [15]–[17], though it may not find the global
maximum unless the specification is convex [17].
In [12], the widely known Log-Sum-Exponential (LSE)
approximation of min and max was used to define an approx-
imate robustness measure. This LSE approximation is smooth
everywhere, and an analytical form of the gradient accelerates
optimization. Furthermore, this method is asymptotically com-
plete, meaning that the approximation can be arbitrarily close
to the true robustness. This approach is not sound, however,
since it is based on an overapproximation of the max operator.
To address this soundness issue, [13] introduced an approx-
imation of the robustness measure based on arithmetic and
geometric means. This Arithmetic-Geometric Mean (AGM)
robustness retains many of the computational advantages of the
LSE approach [13], but ensures soundness. Additionally, AGM
robustness is more conservative in the sense that trajectories
derived using the AGM approach tend to be more robust to
external disturbances. This comes at a price, however, since
the AGM robustness is not smooth everywhere [13].
In this letter, we propose a simple approximation of the ro-
bustness measure that combines the advantages of the LSE and
AGM robustness approximations. Like the LSE robustness,
our proposed approximation is asymptotically complete and
smooth everywhere. Like the AGM robustness, our proposed
approximation is an under-approximation of the true robustness
measure, and therefore our method is sound. Furthermore, like
the AGM robustness, our method can introduce extra con-
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servativeness to increase robustness to external disturbances.
Unlike the existing approaches, however, our approximation
allows us to explicitly regulate the degree of conservativeness
with several tunable parameters, and to trade off this extra
conservativeness with asymptotic completeness.
The remainder of this letter is organized as follows: a brief
introduction to STL is provided in Section II. Our main results
are presented in Section III. Section IV provides simulation
comparisons of our approach with other smooth robustness
measures, and Section V concludes the letter.
II. BACKGROUND
In this letter, we consider nonlinear discrete-time systems
of the following form:{
xt+1 = f(xt,ut),
yt = g(xt,ut),
(1)
where xt ∈ X ⊆ Rn is the system state, ut ∈ U ⊆ Rm is
a control input, and yt ∈ Y ⊆ Rp is an output signal. Given
such a system, an initial condition x0, and a bounded-time STL
specification ϕ, our goal is to design a control sequence u =
u0u1...uT such that the resulting output signal y = y0y1...yT
satisfies ϕ. We assume that f(·, ·) and g(·) are continuous and
locally Lipschitz.
A. STL Robust Semantics
In this section we give a brief introduction to the syntax and
semantics of STL. Further details can be found in [14]. STL
syntax is defined as
ϕ := pi | ¬ϕ | ϕ1 ∧ ϕ2 | ϕ1U[t1,t2] ϕ2, (2)
where pi = (µpi(yt) − c ≥ 0) is a predicate defined by the
function µpi : Rp → R. Many STL synthesis methods require
µpi(·) and system (1) to be linear [14], but this restriction is
not necessary for our approach. Negation (¬) and conjuction
(∧) can be used to derive other boolean operations like
disjuction (∨) and implication ( =⇒ ). Similarly the temporal
operator until (ϕ1U[t1,t2] ϕ2) can be used to construct eventu-
ally (F[t1,t2] ϕ) and always (G[t1,t2] ϕ) operators. We restrict
ourselves to bounded-time STL formulas, i.e., t2 is finite.
We define the meaning, of STL using qualitative or “ro-
bust” semantics. These semantics associate a scalar value (the
robustness measure) with a signal. The signal satisfies a given
specification if and only if the associated robustness measure
is positive. Given signal y = y0y1...yT , we denote the suffix
starting at timestep t as (y, t) = ytyt+1...yT . The STL robust
semantics are defined as follows:
Definition 1 (STL Robust Semantics).
• y  ϕ ⇐⇒ ρϕ((y, 0)) > 0
• ρpi((y, t)) = µpi(yt)− c
• ρ¬ϕ((y, t)) = −ρϕ((y, t))
• ρϕ1∧ϕ2((y, t)) = min
(
ρϕ1((y, t)), ρϕ2((y, t))
)
• ρF[t1,t2] ϕ((y, t)) = maxt′∈[t+t1,t+t2]
(
ρϕ((y, t′))
)
• ρG[t1,t2] ϕ((y, t)) = mint′∈[t+t1,t+t2]
(
ρϕ((y, t′))
)
• ρϕ1U[t1,t2] ϕ2((y, t)) = maxt′∈[t+t1,t+t2]
(
min
([
ρϕ1((y, t′)),mint′′∈[t+t1,t′]
(
ρϕ2((y, t′′))
)]T))
.
B. Optimization and Smooth Approximations
The STL robust semantics allow us to cast the synthesis
problem (find a control sequence to satisfy a specification)
as an optimization problem over the control sequence u =
u0u1...uT as follows:
max
u
ρϕ((y, 0)) (3)
s.t. xt+1 = f(xt,ut) (4)
yt = g(xt,ut) (5)
xt ∈ X ,ut ∈ U ,yt ∈ Y (6)
If the optimal control sequence generates an output signal y∗
such that ρϕ((y∗, 0)) > 0, then we have found a trajectory
that ensures satisfaction of the specification.
Unfortunately, this problem is non-smooth and non-convex
in general. For the special case of linear systems and linear
predicates, (3) can be encoded as a Mixed Integer Program
(MIP) [14]. But the MIP approach has serious scalability
restrictions: the resulting algorithm has exponential complexity
in both the number of predicates and the number of timesteps
T considered. This makes the MIP approach impractical for
high-dimensional systems, complex specifications, and long-
duration tasks.
The lack of smoothness in the robust semantics is due to
the use of min and max operators. To deal with this , [12]
proposed using the following smooth approximations to define
an approximate robustness measure:
max([a1, ..., am]
T ) ≈ 1
k
log
( m∑
i=1
ekai
)
(7)
min([a1, ..., am]
T ) ≈ −1
k
log
( m∑
i=1
e−kai
)
. (8)
This log-sum-exponential (LSE) approximation is smooth,
and an analytical form of the gradient exists. The resulting
robustness approximation, which we will refer to as “LSE
robustness” is also smooth everywhere, and approaches the
true robustness as k → ∞ [12]. We refer to this property as
asymptotic completeness: as k →∞, positive LSE robustness
becomes a necessary and sufficient condition for satisfying the
specification1. The resulting optimization is still non-convex,
but smooth optimization techniques like Sequential Quadratic
Programming (SQP) can find a local maximum [12], [15].
These gradient-based techniques significantly outperform
MIP in terms of scalability, and despite finding only local
1Note that the notion of asymptotic completeness used in this letter is a
property of the robustness measure, not of the synthesis algorithm. This is
in contrast to the common usage of the term “completeness” in the formal
methods literature to refer to an algorithm which finds a solution if one exists.
maxima, perform well on a variety of difficult problems [12],
[13], [15]. For finite k, however, LSE robustness can over-
approximate the true robustness. This is because
max([a1, ..., am]
T ) ≤ 1
k
log
( m∑
i=1
ekai
)
,
and means that LSE robustness is not sound: a signal may
have positive LSE robustness but not satisfy the specification.
To address this issue, [13] proposed a new under-
approximation of the robustness. This robustness measure is
based on arithmetic and geometric means, and we will refer
to it as “AGM robustness”. AGM robustness is sound: positive
AGM robustness is a sufficient condition for satisfying a
specification2. Additionally, the conservativeness introduced
by this under-approximation leads to additional robustness
against disturbances and modeling errors. The price of this
additional conservativeness is that the gradient of AGM robust-
ness is not defined everywhere. This means that convergence
to a local maximum cannot be guaranteed with gradient-based
optimization techniques.
In this letter, we propose a deceptively simple smooth
approximation of STL robustness which combines the best of
AGM and LSE robustness. Like LSE robustness, our proposed
measure is asymptotically complete and smooth everywhere.
Like AGM robustness, our proposed robustness measure is
sound and can introduce additional conservativeness (see Table
I for a visual comparison). Furthermore, our approach offers an
explicit tradeoff between conservativeness and completeness.
For large parameter values, our proposed robustness measure
approaches the true robustness. For smaller parameter val-
ues, our proposed robustness measure is a significant under-
approximation of the true robustness and results in more
conservative system behavior. This smooth robustness measure
is introduced in the following section.
III. PROPOSED SMOOTH ROBUSTNESS
Following the spirit of [12], we define a smooth robustness
measure via a pair of approximations, one for maximum and
one for minimum. By replacing instances of min and max
in Definition 1, we obtain a smooth approximation of the
robustness function.
A. Several Smooth Approximations
For minimum, we use the log-sum-exponential approxima-
tion
m˜in([ai, .., am]
T ) = − 1
k1
log
( m∑
i=1
e−k1ai
)
, (9)
where k1 > 0 is an adjustable parameter. This function is an
under-approximation of the true minimum, and approaches the
2 In this letter, we use “soundness” to describe when a positive robustness
value implies satisfaction, and “completeness” to refer to the converse. This
matches the standard use of the terms in reference to algorithms [18], but is
in contrast with the terminology used in [13], where “soundness” is used to
refer to both of these properties.
TABLE I
COMPARISON WITH RELATED WORK.
[12] [13] Ours
Sound 7 3 3
(Asymptotically) Complete 3 3 3
Differentiable Everywhere 3 7 3
true minimum as k1 → ∞. This is expressed formally in the
following Lemma:
Lemma 1. Consider a vector a = [a1, a2, . . . , am]T . The
smooth minimum (9) is an under-approximation of the true
minimum, and an associated error bound is given by:
min(a)− m˜in(a) ≤ log(m)
k1
. (10)
Proof. The approximation is the least accurate when the input
arguments are all equal:
a1 = a2 = · · · = am.
min(a)− m˜in(a) = am − −1
k1
log
m∑
i=1
e−k1ai
= am − −1
k1
log (me−k1am) ≤ logm
k1
,
Where equality holds only in the worst case. Noting that m >
0 and k1 > 0, it is clear that min(a) > m˜in(a).
Additionally this function has a well defined gradient:
∇aim˜in(a) =
ek1ai∑m
j=1 e
k1aj
,
which will ultimately enable more efficient optimization over
our approximate robustness measure.
For the maximum function, we adopt the following well-
known approximation [19]:
m˜ax([a1, a2, . . . , am]
T ) =
∑m
i=1 aie
k2ai∑m
i=1 e
k2ai
(11)
where k2 > 0 is an adjustable parameter. As with the minimum
approximation (9), this is an under-approximation of the true
maximum, which approaches the true maximum for large k2.
This is formalized in the following Lemma:
Lemma 2. Consider a vector a = [a1, a2, . . . , am]T . Assume
(without loss of generality) that m ≥ 2 and that a is sorted
from largest to smallest. Then the smooth maximum (11) is an
under-approximation of the true maximum, and an associated
error bound is given by
max(a)− m˜ax(a) ≤ a1 − am
ek2(a1−a2)
m−1 + 1
. (12)
Proof.
max(a)− m˜ax(a) = a1 −
∑m
i=1 aie
k2ai∑m
i=1 e
k2ai
=
a1
∑m
i=2 e
k2ai −∑mi=2 aiek2ai
ek2a1 +
∑m
i=2 e
k2ai
.
Letting K =
∑m
i=2 e
k2ai , we have
max(a)− m˜ax(a) ≤ a1K − amK
ek2a1 +K
≤ a1 − am
ek2(a1−a2)
m−1 + 1
,
where the last inequality holds since K ≤ (m− 1)ek2a2 .
By using an under-approximation for maximum, we can
be confident that if our smooth robustness indicates satisfac-
tion (our robustness measure is positive) then the associated
trajectory does in fact satisfy the formula. Additionally this
approximation has a well defined gradient:
∇aim˜ax(a) =
ek2ai∑N
j=1 e
k2aj
[1 + k2(ai − m˜ax(a))].
Remark 1. The smooth maximum (11) suggests that there
may be a deeper connection between our proposed smooth
robustness and AGM robustness. Specifically, taking k2 = 0,
m˜ax(a) is the arithmetic mean of vector a.
B. Smooth Robustness
We can now use the approximations m˜in and m˜ax to define
a new smooth robustness measure for STL:
Definition 2 (Smooth STL Robust Semantics).
• ρ˜ϕ((y, 0)) > 0 =⇒ y  ϕ
• ρ˜pi((y, t)) = µpi(y(t))− c
• ρ˜¬pi((y, t)) = −ρ˜pi((y, t))
• ρ˜ϕ1∨ϕ2((y, t)) = m˜ax
(
ρ˜ϕ1((y, t)), ρ˜ϕ2((y, t))
)
• ρ˜ϕ1∧ϕ2((y, t)) = m˜in
(
ρ˜ϕ1((y, t)), ρ˜ϕ2((y, t))
)
• ρ˜F[t1,t2] ϕ((y, t)) = m˜axt′∈[t+t1,t+t2]
(
ρ˜ϕ((y, t′))
)
• ρ˜G[t1,t2] ϕ((y, t)) = m˜int′∈[t+t1,t+t2]
(
ρ˜ϕ((y, t′))
)
• ρ˜ϕ1U[t1,t2] ϕ2((y, t)) = m˜axt′∈[t+t1,t+t2]
(
m˜in
([
ρ˜ϕ1((y, t′)), m˜int′′∈[t+t1,t′]
(
ρ˜ϕ2((y, t′′))
)]T))
.
• ρ˜ϕ1R[t1,t2] ϕ2((y, t)) = m˜axt′∈[t+t1,t+t2]
(
m˜in
([
ρ˜ϕ2((y, t′)), m˜int′′∈[t+t1,t′]
(
ρ˜ϕ1((y, t′′))
)]T))
.
Remark 2. In formulating this smooth robustness, we assume
(without loss of generality) that STL formulas are written in
disjunctive normal form, i.e., the negation operator is only
applied to predicates pi, and we introduce the release operator
ϕ1R[t1,t2] ϕ2. Any STL formula can be re-written to be in
disjunctive normal form, and the resulting formula has length
linear in the length of the original formula [10].
Note that this smooth robust semantics provides only a
sufficient condition for satisfaction in the general case. A
positive smooth robustness measure is a necessary condition
for satisfaction only in the limit as k1 →∞, k2 →∞.
The soundness of our proposed smooth robustness measure
is stated formally in the following Theorem:
Theorem 1. For any discrete-time signal y and any bounded-
time STL specification ϕ, if ρ˜((y, 0)) > 0 then the signal y
satisfies the specification, i.e., y  ϕ.
Proof. Recall from Lemmas 1 and 2 that m˜in(a) ≤ min(a)
and m˜ax(a) ≤ max(a).
It is then clear from Definitions 1 and 2 that ρ˜ϕ((y, t)) <
ρϕ((y, t)) for any ϕ in disjunctive normal form:
• ρ˜pi((y, t)) = ρpi((y, t))
• ρ˜¬pi((y, t)) = ρ¬pi((y, t))
• ρ˜ϕ1∧ϕ2((y, t)) ≤ ρϕ1∧ϕ2((y, t))
• ρ˜ϕ1∨ϕ2((y, t)) ≤ ρϕ1∨ϕ2((y, t))
• ρ˜ϕ1U[t1,t2] ϕ2((y, t)) ≤ ρϕ1U[t1,t2] ϕ2((y, t)).
• ρ˜ϕ1R[t1,t2] ϕ2((y, t)) ≤ ρϕ1R[t1,t2] ϕ2((y, t)).
Since ρϕ((y, 0)) > 0 is sufficient for satisfaction of ϕ, it
follows that
ρ˜ϕ((y, 0)) > 0 =⇒ ρϕ((y, 0)) > 0 =⇒ y  ϕ,
and so the Theorem holds.
The advantage of this soundness property is that if a pro-
posed solution is found to have positive smooth robustness, the
user can be assured that the trajectory satisfies all constraints.
Other robustness approximations either retain this property at
the expense of smoothness everywhere (as in the case of AGM
robustness) or they sacrifice it for smoothness (as in the case
of LSE robustness). Our proposed approximation, on the other
hand, is both smooth and sound.
Additionally, our proposed smooth robustness is asymptot-
ically complete, as formalized in the following Theorem:
Theorem 2. For any discrete time signal y, any finite STL
specification ϕ, and real-valued scalar  > 0, there exists
k¯1, k¯2 such that |ρϕ((y, 0))− ρ˜ϕ((y, 0))| ≤  for all k1 ≥ k¯1,
k2 ≥ k¯2.
Proof. Recall from Lemma 1 that for k1 ≥ log(m) , we have
|min(a)− m˜in(a)| ≤ . (13)
Similarly, from Lemma 2 we have that for k2 ≥
1
a1−a2 log
(
a1−am
 (m− 1)− 1
)
,
|max(a)− m˜ax(a)| ≤ . (14)
With this in mind, it is easy to see that the Theorem holds
by induction on the definition of ρ˜ϕ:
• |ρ˜pi((y, t))− ρpi((y, t))| = 0
• |ρ˜¬pi((y, t))− ρ¬pi((y, t))| = 0
• |ρ˜ϕ1∧ϕ2((y, t))− ρϕ1∧ϕ2((y, t))| ≤  by (13)
• |ρ˜ϕ1∨ϕ2((y, t))− ρϕ1∨ϕ2((y, t))| ≤  by (14)
• |ρ˜ϕ1U[t1,t2] ϕ2((y, t))−ρϕ1U[t1,t2] ϕ2((y, t))| ≤  by (13)
and (14).
• |ρ˜ϕ1R[t1,t2] ϕ2((y, t))−ρϕ1R[t1,t2] ϕ2((y, t))| ≤  by (13)
and (14).
(a) Locally optimal trajectory with respect to our smooth robustness
(Def. 2) for relatively low parameter values (k1 = k2 = 2). The
robot takes several extra steps in the blue target and green goal re-
gions, suggesting greater robustness to external disturbances.The specifica-
tion is: ϕtwo−targetG[0,10](¬Obs) ∧ F[0,10](Target1 ∨ Target2) ∧
F[0,10](Goal) ∧G[0,10](−2 ≤ u ≤ 2).
(b) Locally optimal trajectory with respect to our smooth robustness (Def.
2) for relatively high parameter values (k1 = k2 = 10). In this situation
being too conservative would have obfuscated the solution. The specification
is: ϕtunnel = G[0,20] ¬(Obs1 ∨Obs2) ∧ F[0,20](Goal) ∧
G[0,10](−1 ≤ u ≤ 1)
Fig. 1. Comparison of our approach with low parameter values (1a) and high parameter values (1b). Low values replicate the desired averaging effect of the
AGM approach. High values mimic the asymptotic completeness of the LSE approach. The optimizer used the cost function: J = ρ˜ϕ + 0.01uTu
This theorem essentially states that for large ki, our smooth
robustness ρ˜ approaches the true robustness ρ. This ensures
that if k1 and k2 are large enough, then the approximation
will not hide any potential solutions.
IV. SIMULATION RESULTS
To illustrate the effectiveness of our proposed smooth ro-
bustness, we use it to plan a path for a simple simulated robot.
In the first scenario, shown in Figure 1a, a robot must avoid
an obstacle (red), visit an intermediate target (blue) and arrive
at a goal region (green). We used a Python implementation
of our proposed smooth robustness and found an optimal
trajectory using scipy’s SQP method [20]. Gradients were
computed symbolically with the autograd [21] package. For
small values of k1 and k2, we observe averaging behavior
similar to [13] (Figure 1a). Notice how the trajectory arrives
quickly at each target and stays for as long as possible. This
conservativeness improves robustness to disturbances [13].
For large values of k1 and k2, our smooth robustness closely
approximates the true robustness. This asymptotic complete-
ness is a desirable feature of LSE robustness, and enables
navigation through narrow passages, as shown in Figure 1b.
In this scenario, the robot must pass through a narrow tunnel
between red obstacles3 before reaching the green goal region.
This problem requires the smooth robustness to be close to the
actual robustness: an overly conservative robustness measure
will be unable to find a satisfying path through the tunnel.
Interestingly, while the AGM robustness [13] is complete, we
were unable to find a satisfying run using this approach.
To better understand the differences between [12], [13],
and our approach, each was tested for 20 runs or for 100
seconds, whichever generated more runs. The scenario was
similar to Figure 1a, except with 11 time steps, no control
3While the trajectories appear to clip the obstacles, this is merely an artifact
of the time discritization. In practice, this can be resolved with a smaller
sampling period or by inflating the obstacles.
TABLE II
COMPARISON OF SMOOTH ROBUSTNESS APPROACHES
ρ¯ σρ t¯ σt
EF (ours) 0.174 0.128 11.876 0.610
LSE [12] -0.120 0.336 11.867 0.336
AGM [13] -5.467 1.240 0.463 0.163
constraint, and differential drive dynamics. Initial positions
were uniformly sampled from [0, 1] and the initial orientation
was uniformly sampled from [0, 2pi]. k1 = k2 = 1 was used
for our approach. Each run used a random control sequence as
an initial guess. Results are shown in Table II. Our approach
achieved a higher average traditional robustness (ρ¯), with lower
standard deviation (σρ). Computation time was similar to LSE
robustness, but slower than AGM.4 One notable result is that
AGM, while being a sound and complete measure, resulted in
significantly lower robustness scores, and had a much higher
variance. This is likely due to the existence of many local
optima, together with the difficulty of optimizing over a non-
smooth objective function.
To evaluate the scalability of our approach, we consider
a scenario where a robot must avoid many obstacles and
visit numerous charging stations within strict time limits.
This scenario is shown in Figure 2. The specification can be
formally written as,
ϕgoal = F[0,30](Goal)
ϕchg1 = F[1,10]
(
G[t′1,t′1+3](Chg1,1 ∨ · · · ∨ Chg1,4)
)
ϕchg2 = F[12,17]
(
G[t′2,t′2+5](Chg2,1 ∨ Chg2,2 ∨ Chg2,3)
)
ϕchg3 = F[20,25]
(
G[t′3,t′3+3](Chg3,1 ∨ Chg3,2 ∨ Chg3,3)
)
ϕobs = ¬G[0,30]
(
Obs1 ∨ · · · ∨Obs6
)
ϕcntrl = G[0,30](−1 ≤ u ≤ 1).
(15)
4The optimization times are not directly comparable since the AGM
approach was implemented using MATLAB, and optimized with fmincon.
The EF and LSE were implemented in Python and optimized with scipy’s
SQP method [20]. All gradients were computed numerically.
Fig. 2. A robot, with integrator dynamics, must stop at three charging stations
(in blue) on its way to the goal (in green) while avoiding the obstacles (in red).
We tested scalability to the number of timesteps and the number of charging
stations, results are shown in Figure 3.
(a) Graph relating the number of time steps in a specification to the
convergence time with one charging station (Chg1,1)
(b) Graph relating the number of charging stations to the convergence time
with a fixed number of time steps, N = 29.
Fig. 3. Empirical Scalability Results. As before the optimizer was scipy’s
SQP method [20]. This method was initialized with a random initial guess.
We evaluate the scalability to specification complexity by
increasing the number of charging stations (P ). We evaluate
the scalability to specification length by increasing the number
of timesteps (N ). Results from averaging over 100s of runs
with random initial states are shown in Figure 3. Our approach
scales roughly linearly in both of these variables. In contrast,
MIP-based methods are exponential in both N and P .
V. CONCLUSION
We presented a new smooth robustness measure for Signal
Temporal Logic. Our proposed robustness measure is sound—
a positive value is sufficient for satisfaction—and asymp-
totically complete—our smooth measure can be arbitrarily
close to the true robustness. Our proposed robustness measure
combines the benefits of existing smooth approximations of
STL robustness, while enabling an explicit tradeoff between
conservativeness and completeness. Future work will focus on
developing efficient optimization techniques that exploit the
structure of our smooth robustness to more effectively find
satisfying trajectories.
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