INTRODUCTION
============

All practical quantum computing architectures must address the challenges of gate implementation at scale. Superconducting quantum processors designed with static circuit parameters can achieve high coherence times ([@R1], [@R2]). For these schemes, however, entangling gates have come at the expense of always-on qubit-qubit couplings ([@R3]) and frequency crowding ([@R4]). Processors based on tunable superconducting qubits, meanwhile, can achieve minimal residual coupling and fast multi-qubit operations ([@R5], [@R6]); yet, these systems must overcome flux noise decoherence ([@R7], [@R8]) and computational basis leakage ([@R9]--[@R12]). Moreover, the difficulties faced by both fixed-frequency and tunable qubit designs are compounded as the system size grows. Parametric architectures ([@R13], [@R14]), however, promise to overcome many of the fundamental challenges of scaling up quantum computers. By using modulation techniques akin to analog quantum processors ([@R15], [@R16]), these schemes allow frequency-selective entangling gates between otherwise static, weakly interacting qubits.

Several proposals for parametric logic gates have been experimentally verified in the past decade. Parametric entangling gates have been demonstrated between two flux qubits via frequency modulation of an ancillary qubit ([@R13], [@R14]), between two transmon qubits via ac Stark modulation of the computational basis ([@R17]) and of the noncomputational basis ([@R18]) with estimated gate fidelity of ℱ = 81% ([@R18]), between two fixed-frequency transmon qubits via frequency modulation of a tunable bus resonator with ℱ = 98% ([@R19]), between high--quality factor resonators via frequency modulation of one tunable transmon ([@R20]--[@R22]) with $\mathcal{F} = \lbrack 60~\text{to}~80\rbrack\%$ ([@R22]), and, finally, between a fixed-frequency and tunable transmon via frequency modulation of the same tunable transmon with ℱ = 93% ([@R23], [@R24]). Despite these significant advances, there has yet to be an experimental assessment of the feasibility of parametric architectures with a multi-qubit system.

Here, we implement universal entangling gates via parametric control on a superconducting processor with eight qubits. We leverage the results of Didier *et al*. ([@R23]) and Caldwell *et al*. ([@R24]) to show how the multiple degrees of freedom for parametric drives can be used to resolve on-chip, multi-qubit frequency-crowding issues. For a four-qubit subarray of the processor, we compare the action of parametric CZ gates to the ideal CZ gate using quantum process tomography (QPT) ([@R25]--[@R27]), estimating average gate fidelities ([@R28], [@R29]) of ℱ = 95%, 93%, and 91%. Next, we establish the scalability of parametric entanglement by comparing the performance of individual gates to the observed fidelity of a four-qubit maximally entangled state. Further, we directly quantify the effect of the remaining six qubits of the processor on the operation of a single two-qubit CZ gate. To do so, we prepare each of the 64 classical states of the ancilla qubit register and, for each preparation, conduct two-qubit QPT. Tracing out the measurement outcomes of the ancillae results in an average estimated fidelity of ℱ = 91.6 ± 2.6% to the ideal process of CZ. Our error analysis suggests that scaling to larger processors through parametric modulation is readily achievable.

RESULTS
=======

[Figure 1A](#F1){ref-type="fig"} shows an optical image of the transmon qubit ([@R30]) quantum processor used in our experiment. The multi-qubit lattice consists of alternating tunable and fixed-frequency transmons, each capacitively coupled to its two nearest neighbors to form a ring topology (see Materials and Methods). The Hamiltonian for a coupled tunable and fixed-frequency transmon pair is well approximated by$$\begin{array}{cl}
{\hat{\mathit{H}}/\hslash =} & {1 \otimes \lbrack\omega_{T}(\mathit{t})|1\rangle\langle 1| + (2\omega_{T}(\mathit{t}) + \eta_{T})|2\rangle\langle 2|\rbrack} \\
 & {+ \lbrack\omega_{F}|1\rangle\langle 1| + (2\omega_{F} + \eta_{F})|2\rangle\langle 2|\rbrack \otimes 1} \\
 & {+ \mathit{g}(\sigma_{1}^{\dagger} \otimes \sigma_{2} + h.c.)} \\
\end{array}$$where ω~T~ (ω~F~) is the resonant frequency of the tunable (fixed-frequency) transmon, η~T~ (η~F~) is the corresponding anharmonicity, *g* is the static capacitive coupling between the transmons, and $\sigma_{\mathit{i}} = (|0\rangle\langle 1| + \sqrt{2}|1\rangle\langle 2|)$. Modulating the flux through the SQUID loop sinusoidally results in$$\omega_{T}(\mathit{t}) = {\overline{\omega}}_{T} + \epsilon~\text{cos}(\omega_{m}\mathit{t} + \theta_{m})$$where ω~m~, ϵ, and θ~m~ are the modulation frequency, amplitude, and phase, respectively, and ${\overline{\omega}}_{T} = \omega_{T} + \delta\omega$ is the average frequency and accounts for a time-independent frequency shift δω, which leads to the interaction picture Hamiltonian ([@R23], [@R24])$$\begin{array}{cl}
{{\hat{\mathit{H}}}_{\text{int}}/\hslash =} & {\sum\limits_{\mathit{n} = - \infty}^{\infty}\mathit{g}_{\mathit{n}}\{\mathit{e}^{\mathit{i}(\mathit{n}\omega_{m} - \Delta)\mathit{t}}|10\rangle~\langle 01|} \\
 & {+ \sqrt{2}\mathit{e}^{\mathit{i}(\mathit{n}\omega_{m} - \lbrack\Delta + \eta_{F}\rbrack)\mathit{t}}|20\rangle~\langle 11|} \\
 & {+ \sqrt{2}\mathit{e}^{\mathit{i}(\mathit{n}\omega_{m} - \lbrack\Delta - \eta_{T}\rbrack)\mathit{t}}|11\rangle~\langle 02|\}} \\
 & {+ \text{h.c.}} \\
\end{array}$$where $\mathit{g}_{\mathit{n}} = \mathit{g}J_{\mathit{n}}(\epsilon/\omega_{m})\mathit{e}^{\mathit{i}\beta_{\mathit{n}}}$ are the effective coupling strengths, $\Delta = {\overline{\omega}}_{T} - \omega_{F}$ is the effective detuning during modulation, $\beta_{\mathit{n}} = \mathit{n}(\theta_{m} + \pi) + {\overset{\sim}{\omega}}_{T}~\text{sin}(\theta_{m}/\omega_{m})$ is the interaction phase, and J~*n*~(*x*) are Bessel functions of the first kind.

![Device architecture.\
(**A**) Optical image of the eight-qubit superconducting circuit, consisting of four fixed-frequency (*Q*~0~, *Q*~2~, *Q*~4~, *Q*~6~) and four flux-tunable transmon qubits (*Q*~1~, *Q*~3~, *Q*~5~, *Q*~7~), used in the experiments. The inset shows a zoomed-in version of one of the tunable qubits. The dimensions of the chip are 5.5 mm × 5.5 mm. (**B**) Circuit schematics of a chain of three qubits on the chip, where *Q*~F~ represents the fixed transmons and *Q*~T~ represents the tunable transmons. Each tunable qubit has a dedicated flux bias line connected to ac and dc drives combined using a bias tee, which tunes the time-dependent magnetic flux Φ(t) threaded through its asymmetric SQUID loop, as depicted by the arrows.](aao3603-F1){#F1}

Parametric modulation of the tunable transmon's frequency is achieved by modulating the flux through the SQUID loop. As a result, ${\overline{\omega}}_{T}$ depends on the flux modulation amplitude and the dc flux bias point ([@R23]). Therefore, the resonance conditions for each of the terms in [Eq. 3](#E3){ref-type="disp-formula"} involve both the modulation amplitude and the frequency. The first term in [Eq. 3](#E3){ref-type="disp-formula"} can be used to implement an iSWAP gate ([@R5], [@R24], [@R31]) of duration π/2*g*~*n*~, whereas either of the latter two terms can be used to implement a CZ gate ([@R9], [@R10], [@R24], [@R32]) of duration π/2*g*~*n*~. In both cases, *n* depends on the particular resonance condition. Although both gates are entangling and enable universal quantum computation when combined with single-qubit gates ([@R31], [@R33]), we choose to focus on the CZ implementation to reduce phase-locking constraints on room temperature electronics. Thus, we calibrate three unique CZ gates: one between each of the neighboring pairs (*Q*~0~,*Q*~1~), (*Q*~1~,*Q*~2~), and (*Q*~2~,*Q*~3~).

The parametric CZ interaction between neighboring qubits can best be understood by examining the energy bands of the two-transmon subspace. Using the notation where \|*ij*〉 corresponds to the \|*i*〉th energy level of the fixed-frequency qubit and the \|*j*〉th level of the tunable qubit, we show in [Fig. 2A](#F2){ref-type="fig"} an example of the characteristic coherent oscillations that are produced as the modulation frequency of the tunable transmon is scanned through resonance with the \|11〉 ↔ \|02〉 transition.

![Parametrically activated entangling interactions.\
(**A**) Under modulation, coherent population exchange is observed within the \|0〉 ↔ \|1〉 subspace of *Q*~0~ (left) and within the \|1〉 ↔ \|2〉 subspace of *Q*~1~ (right). Excited-state visibility axes are the averaged heterodyne signal of the readout pulse along an optimal *IQ* quadrature axis, scaled to the separation in the *IQ* space of the attractors associated with ground and excited states of the qubits. Inset: Energy level diagrams of the \|11〉 ↔ \|02〉 transition of *Q*~0~ and *Q*~1~. (**B**) Data from the dashed line in (A) show the time-domain evolution between *Q*~0~ and *Q*~1~ on resonance, as teal (circles) and pink (triangles), respectively, allowing the identification of the target modulation duration of one period (τ = 278ns). (**C**) Determination of entangling-phase accumulation for the tunable qubit *Q*~1~. Inset: Circuit diagram of the Ramsey interferometer used to detect a geometric phase.](aao3603-F2){#F2}

The CZ gate is activated by choosing modulation parameters that meet the resonance condition between \|11〉 and \|02〉 as implied in [Eq. 3](#E3){ref-type="disp-formula"}. This occurs when $\omega_{m} = ({\overline{\omega}}_{T} - \eta_{T}) - \omega_{F}$ and when the higher harmonics at *n* ≥ 2 are also sufficiently detuned. Our device operates with a static flux bias of $\frac{1}{2}\Phi_{0}$, which makes the tunable qubit first-order insensitive to flux noise and modulation. The flux must be modulated, therefore, at a frequency of ω~m~/2 to meet the resonance condition for the gate ([@R23]). This resonance condition results in an induced coherent population exchange between the \|11〉 and \|02〉 energy levels of the two-transmon subspace, shown for one pair of qubits in [Fig. 2](#F2){ref-type="fig"} (A and B). After one cycle of oscillation in the population exchange between \|11〉 and \|02〉, the population of the two-photon excitation manifold returns to \|11〉 ([Fig. 2C](#F2){ref-type="fig"}) with an additional geometric phase of π, achieving the desired CZ gate ([@R5]).

The modulation parameters used in our parametric CZ gates are shown in [Table 2](#T2){ref-type="table"}. The modulation amplitude is a crucial tuning parameter for ensuring that a single interaction is activated during flux modulation, because the spectrum of induced coherent oscillations is a strong function of amplitude (see the Supplementary Materials and fig. S2). We use the static frequency shift under modulation δω to calibrate the effective drive amplitude in flux quantum. The duration of the CZ gate τ is calibrated using measurements on coherent population exchange as shown in [Fig. 2B](#F2){ref-type="fig"}, with τ being one full period of the oscillation. In [Fig. 2C](#F2){ref-type="fig"}, two Ramsey measurements are performed on the tunable qubit: one with the fixed qubit in the \|1〉 state and the other with the fixed qubit in the \|0〉 state. We remove the offset phase determined in this experiment by applying *R*~Z~(−θ) in software at compilation time to the subsequent gates on the tunable qubit, which results in approximately the ideal CZ unitary of $\hat{\mathit{U}}$ = diag(1, 1, 1, −1).

###### Characteristic parameters of the eight-qubit device.

ω~r~ represents the frequency of the resonator, $\omega_{01}^{\text{max}}$ is the qubit frequency (at zero flux), $\omega_{01}^{\text{min}}$ is the frequency of the flux-tunable qubit at $\frac{1}{2}\Phi_{0}$, η is the anharmonicity of the qubit, *T*~1~ is the energy relaxation time of the qubit, $\mathit{T}_{2}^{*}$ is the Ramsey phase coherence time, ℱ~RO~ is the single-shot readout assignment fidelity, and *p* is the single-qubit gate average error probability estimated as the decay of polarization under randomized benchmarking with Pauli generators of the Clifford group. Note that the anharmonicities of the flux-tunable qubits are measured at their operating frequencies.

  -----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  **Qubit**\   **ω~r~/2π**\   **$\mathbf{\omega}_{01}^{\text{max}}/2\mathbf{\pi}$**\   **$\mathbf{\omega}_{01}^{\text{min}}/2\mathbf{\pi}$**\   **− η/2π**\   ***T*~1~**\   **$\mathit{T}_{2}^{*}$**\   **ℱ~RO~**\   ***p***\
  **index**    **(MHz)**      **(MHz)**                                                **(MHz)**                                                **(MHz)**     **(μs)**      **(μs)**                    **(%)**      **(%)**
  ------------ -------------- -------------------------------------------------------- -------------------------------------------------------- ------------- ------------- --------------------------- ------------ ----------
  *Q*~0~       5065.0         3719.1                                                   ---                                                      216.2         34.1          18.1                        95.0         1.43

  *Q*~1~       5278.0         4934.0                                                   3817.9                                                   204.0         17.0          4.3                         93.2         0.70

  *Q*~2~       5755.0         4685.8                                                   ---                                                      199.4         14.2          12.9                        93.7         1.02

  *Q*~3~       5546.0         4870.9                                                   3830.0                                                   204.0         15.8          6.6                         90.0         0.37

  *Q*~4~       5164.0         4031.5                                                   ---                                                      211.0         23.7          18.7                        95.2\*       0.70

  *Q*~5~       5457.3         4817.6                                                   3920.0                                                   175.2         28.0          11.7                        87.3\*       2.00

  *Q*~6~       5656.8         4662.5                                                   ---                                                      196.6         16.9          15.4                        93.8\*       1.20

  *Q*~7~       5388.1         4812.4                                                   3803.5                                                   182.8         5.6           8.6                         89.9\*       1.35
  -----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

\*Non-quantum nondemolition readout ([@R49]).

###### Characteristics of the two-qubit CZ gates performed between neighboring qubit pairs (*Q*~0~,*Q*~1~), (*Q*~1~,*Q*~2~), and (*Q*~2~,*Q*~3~).

*g*~*n*~ represents the effective qubit-qubit coupling under modulation, ω~m~ is the qubit modulation frequency, δω is the tunable qubit frequency shift under modulation, τ is the duration of the CZ gate, and ℱ~QPT~ is the two-qubit gate fidelity measured by QPT. The theoretical tunable qubit frequency shifts under modulation (δω^th^/2π) were obtained analytically using the experimentally determined modulation frequencies ω~m~ and are very close to the experimentally measured values (δω/2π). The gate durations and effective qubit-qubit couplings include pulse risetimes of 40 ns to suppress the effect of pulse turn-on phase.

  ----------------------------------------------------------------------------------------------------------
  **Qubits**        ***g*~*n*~/2π**\   **ω~m~/2π**\   **δω^th^/2π**\   **δω/2π**\   **τ**\     **ℱ~QPT~**\
                    **(MHz)**          **(MHz)**      **(MHz)**        **(MHz)**    **(ns)**   **(%)**
  ----------------- ------------------ -------------- ---------------- ------------ ---------- -------------
  *Q*~0~ - *Q*~1~   2.53               83             270              281          278        95

  *Q*~1~ - *Q*~2~   1.83               86             323              330          353        93

  *Q*~2~ - *Q*~3~   1.59               200            257              257          395        91
  ----------------------------------------------------------------------------------------------------------

Next, we analyze our gates through QPT ([@R25]--[@R27]). Specifically, we characterize the behavior of each gate by reconstructing the evolution of a sufficiently large and diverse set of inputs, which corresponds to wrapping the gate by a set of pre- and post-rotations. We iterate over all pairs of rotations from the set ${\hat{\mathit{R}}}_{j}$ ∈ $\{\hat{\mathbb{I}}$, ${\hat{\mathit{R}}}_{x}\left( \frac{\pi}{2} \right)$, ${\hat{\mathit{R}}}_{y}\left( \frac{\pi}{2} \right)$, ${\hat{\mathit{R}}}_{x}(\pi)\}$ acting on each qubit separately. This yields a total of 16 × 16 = 256 different experiments, each of which we repeat *N* = 3000 times. The single-shot readout data are classified into discrete positive operator-valued measure (POVM) outcomes. Assuming a multinomial model for each experiment, we can write the log-likelihood function for the full set of measurement records in terms of the histograms of POVM outcomes. This log-likelihood function is convex ([@R34]) in the quantum process matrix ([@R27]), allowing the use of the general purpose convex optimization package CVXPY ([@R35]) to directly solve the maximum likelihood estimation (MLE) problem (see the Supplementary Materials for more details). Imposing complete positivity (CP) and trace preservation (TP) constraints on the estimated process is straightforward, because CVXPY also supports general semidefinite programs. Using a basis of normalized multi-qubit Pauli operators (see the Supplementary Materials) $\{{\hat{\mathit{P}}}_{\mathit{k}},\mathit{k} = 0,1,2,\ldots,\mathit{d}^{2} - 1\}$, we represent a given process $\left. \Lambda:\hat{\rho}\mapsto\Lambda(\hat{\rho}) \right.$ in terms of the Pauli transfer matrix ([@R36]) given ${(\mathcal{R}_{\Lambda})}_{\mathit{k}\mathit{l}}: = ~\text{Tr}\lbrack{\hat{\mathit{P}}}_{\mathit{k}}\Lambda({\hat{\mathit{P}}}_{\mathit{l}})\rbrack$.

The Pauli transfer matrices obtained using the parametrically activated CZ gates between *Q*~0~-*Q*~1~, *Q*~1~-*Q*~2~, and *Q*~2~-*Q*~3~ are shown in [Fig. 3](#F3){ref-type="fig"} (B to D), with the ideal process matrix shown in [Fig. 3A](#F3){ref-type="fig"}. The average gate fidelity can be computed from the Pauli transfer matrix and is given by $\mathcal{F} = \frac{\mathit{d}^{- 1}\text{Tr}\mathcal{R}^{\mathit{T}}\mathcal{R}_{\text{CZ}} + 1}{\mathit{d} + 1}$, where ℛ~CZ~ is the Pauli transfer matrix of the ideal CZ gate. The estimates obtained from process tomography for the average gate fidelity of the CZ operations between these pairs are ℱ = 95, 93, and 91%, respectively ([Table 2](#T2){ref-type="table"} and [Fig. 3](#F3){ref-type="fig"}). To within less than 1%, these results are confirmed when the MLE problem is solved under CP + TP physicality constraints.

![Quantum process tomography.\
Process matrices of (**A**) the ideal process and CZ gates between (**B**) *Q*~0~-*Q*~1~, (**C**) *Q*~1~-*Q*~2~, and (**D**) *Q*~2~-*Q*~3~. The achieved average fidelities are measured to be 95, 93, and 91%, respectively.](aao3603-F3){#F3}

DISCUSSION
==========

Here, we analyze the contribution of seven potential error channels to the estimated average infidelity of a single CZ gate, between (*Q*~1~,*Q*~2~), with 1 − ℱ = 7 %. For each potential error source, we establish an approximate upper bound contribution to the average infidelity. We use experiments to estimate five upper bounds and perform numerical simulations to estimate the others. A summary of these results can be found in [Table 3](#T3){ref-type="table"}. We note that the sum of these bounds is greater than the estimated infidelity. We infer from this observation that some of these upper bounds are weak or that the effects of these errors do not combine linearly.

###### Error analysis for the two-qubit CZ gate between pairs (*Q*~1~,*Q*~2~).

Contributions to the average infidelity estimated from QPT for several error channels.

  -------------------------------------------------------------------------------
  **Error channel or process**                     **Contribution to average**\
                                                   **infidelity bound (≤%)**
  ------------------------------------------------ ------------------------------
  Decoherence                                      6.5

  State preparation and measurement (SPAM) error   0.2

  Tomography rotations                             2.0

  Leakage into \|02〉                              6.0

  Residual ZZ coupling                             1.9

  Spurious sidebands                               0.03

  Instrumentation drift                            1.0
  -------------------------------------------------------------------------------

Decoherence mechanisms are the leading contributors to the infidelity of our gates. Operating the processor with tunable qubits statically biased to first-order insensitive flux bias points reduces the effect of flux noise on our gate set. However, coherence times are degraded during flux modulation due to the effective qubit frequency excursion from this first-order insensitive point. Furthermore, during flux modulation, the effective eigenvalues in the coupled subspace are a function of the modulation amplitude. Fluctuations in the modulation amplitude induce additional dephasing of the qubit. We measure the effective coherence time of the tunable qubits under modulation ($\mathit{T}_{2,\text{eff}}^{*}$), finding $\mathit{T}_{2,\text{eff}}^{*} = 3 - 5.2\mu s$ during the parametric drives of the CZ gates (see table S1). These values are experimentally obtained by inserting a variable-time parametric drive into a Ramsey experiment. By comparing these times to the CZ gate durations, we estimate that decoherence mechanisms of the tunable qubit should dominate the infidelity of our gates at the few percentage level for the calibrated gate durations.

To more precisely estimate the effect of decoherence on the fidelity of our two-qubit gates, we follow the procedure described in equations 11 and 12 of Caldwell *et al*. ([@R24]). Specifically, we can estimate the unitary $\hat{\mathit{V}}$ that is nearest to our measured process *E* and calculate its fidelity against the target unitary $\hat{\mathit{U}}$. The infidelity between $\hat{\mathit{V}}$ and $\hat{\mathit{U}}$ is entirely due to coherent errors (because both are coherent processes) and serves as a proxy for the coherent errors of *E* with respect to *Û*. If $\hat{\mathit{V}}$ has high fidelity to $\hat{\mathit{U}}$, then we take that to be an indication that the contribution from coherent errors is small. In addition, if the infidelity between *E* and $\hat{\mathit{V}}$ is similar to the infidelity between *E* and $\hat{\mathit{U}}$, then we take that to be an indication that the errors are dominated by decoherence. This is precisely the behavior we observe in our two-qubit gates, and is how we determine the contribution of decoherence to the average infidelity.

We examine SPAM errors using an MLE method, which explicitly accounts for the nonideality of the readout by modeling it as a POVM that we, in turn, estimate via separate readout calibration measurements. This implies that the readout infidelity is largely accounted for and corrected by our MLE tomography. The very large number of prepared bitstrings (*d* = 256) combined with the number of repetitions per preparation (*N* = 3000) results to a statistical uncertainty of $\left. \approx 1/\sqrt{(3000 \times 256)} \right.\sim 0.1\%$. Even accounting for the qualitative nature of this argument, we expect the error due to an imperfectly estimated readout model to be significantly smaller than 1%.

Errors in single-qubit gates will affect the observed infidelity of a QPT experiment because these are used for pre- and post-rotations. To account for their contributions, we independently measure the infidelity of the tomography pre- and post-rotation gates via simultaneous randomized benchmarking (SRB) experiments, which are based on sequences that uniformly sample the non-entangling subgroup of the two-qubit Clifford group. A rough estimate based on the gate duration and decoherence time yields an expected infidelity of \~0.5 to 1%. The SRB experiments confirm this and yield a typical infidelity of \~1% for our tomographic pre- and post-rotations. An estimate for the resulting upper bound on the infidelity of the CZ process matrix would thus be \~1 to 2%, because there is a separate pre- and post-rotation for each QPT measurement sequence.

Because of weak anharmonicity of transmon qubits, leakage to the noncomputational subspace also contributes to the infidelity of the entangling gates. We bound leakage error by preparing the two qubits in \|11〉 and applying the parametric gate. In doing so, we exit and enter the computational subspace. Imprecise control of this operation results in residual population in the transmon's second excited state. We measure this residual population in the \|2〉 state to be 6% after the QPT measurement is completed. Because population out of the computational basis is unaffected by the QPT post-rotations, this population behaves as an extra decoherence channel. Bounding the resulting infidelity to the CZ gate as the full population is a worst-case approximation.

Undesired changes in the amplitude or frequency of the modulation pulse (due to instrument imperfections, temperature variations, etc.), moreover, result in an unwanted shift of the qubit effective frequency under modulation, ${\overline{\omega}}_{T}$, introducing infidelity to a QPT experiment. The effect of the former is straightforward, but the latter is a combined result of the amplitude-frequency interdependence of this modulation technique and the frequency-dependent signal transfer function through the system. This leads us to calculate$$\mathit{d}\mathit{F} = \frac{\partial\mathit{F}}{\partial{\overline{\omega}}_{T}}\frac{\partial{\overline{\omega}}_{T}}{\partial\mathit{t}}\mathit{d}\mathit{t}$$

We estimate $\partial{\overline{\omega}}_{T}/\partial\mathit{t}$ from measurements taken over long periods of time, during which we see worst-case excursions in ${\overline{\omega}}_{T}$ of roughly 1 MHz per hour. For a full process tomography measurement, *t* \~ 5 min, resulting in a maximum frequency excursion of $\partial{\overline{\omega}}_{T}/\partial\mathit{t} \cdot \partial\mathit{t} \simeq 0.08$ MHz.

We estimate $\partial\mathit{F}/\partial{\overline{\omega}}_{T}$ from the linewidth of the gate's chevron pattern ([Fig. 2A](#F2){ref-type="fig"}), which ranges from 2 to 4 MHz. Assuming a linear loss in fidelity for shifts away from the gate's frequency (chevron's center frequency), we calculate $\partial\mathit{F}/\partial{\overline{\omega}}_{T} \simeq 1/(2\text{MHz}).$ Hence, $d\mathit{F} = (\partial\mathit{F}/\partial{\overline{\omega}}_{T})(\partial{\overline{\omega}}_{T}/\partial\mathit{t})d\mathit{t} \simeq 0.08\text{MHz}/2\text{MHz} \simeq 0.04$, which provides an estimate of the contribution of undesired changes in the modulation pulse to the average infidelity. Moreover, we quantitatively estimate the last two sources of error (that is, spurious sidebands and residual ZZ coupling) using theoretical simulations after measuring the spectrum and qubit-qubit χ. The Hamiltonian expressed in the interaction picture, [Eq. 3](#E3){ref-type="disp-formula"}, is composed of two kinds of coupling: The always-on capacitive couplings, not specifically activated by the modulation, which correspond to the terms with *n* = 0, and spurious sidebands that correspond to *n* ≠ 0. To estimate the effect of always-on coupling and spurious sidebands on the gate fidelity, we simulate the system with the relevant coupling terms separately and estimate their contributions to be \~ 1.9% and \~ 0.03%, respectively.

We benchmark the multi-qubit action of these parametric gates by running a quantum algorithm ([Fig. 4](#F4){ref-type="fig"}) that ideally prepares a maximally entangled, four-qubit GHZ state ([@R6]), followed by the execution of quantum state tomography (QST) ([@R37], [@R38]) on the resulting four-qubit state. The same set of tomography post-rotations used for QPT is also used here for QST. Similar convex optimization techniques to QPT (see the Supplementary Materials for more details) allow the tomographic inversion required to estimate the density matrix for QST. The reconstructed density matrix is shown in [Fig. 4](#F4){ref-type="fig"}. We compute a resulting state fidelity, $\mathcal{F} = \langle\Psi|\hat{\rho}|\Psi\rangle$, to an ideal four-qubit GHZ state, $\left. |\Psi \right\rangle\left. = (|0000 \right\rangle + |1111\rangle)/\sqrt{2}$, of ℱ = 79%. This holds both with and without the positivity $\hat{\rho} \geq 0$ constraint applied in the estimation. Assigning all the resulting state error to the action of the CZ gates results in an estimate for a geometric mean of ℱ = 92% for the three two-qubit gates, which is a difference of 0.5% from the geometric mean estimated from individual QPT analysis. We therefore conclude that further improvements to the fidelity of individual two-qubit operations will translate to improved algorithmic fidelities on this multi-qubit lattice.

![QST of GHZ state.\
(**A**) Quantum algorithm used to prepare the state $\left. |\Psi \right\rangle\left. = (|0000 \right\rangle + |1111\rangle)/\sqrt{2}$ using CZ gates and the QST routine used to estimate the resulting density matrix. (**B**) Reconstructed density matrix of the prepared GHZ estimated from QST. The resulting state fidelity is estimated to be ℱ = 79%, in agreement with the expected performance of the three individual CZ gates, with color encoding the complex phase of each element. Density matrix elements below \|ρ~nm~\| ≤ 0.01 are cast transparent for visibility.](aao3603-F4){#F4}

To detect the coherent errors that are introduced by the effects of residual qubit-qubit coupling (with those qubits not associated with a certain two-qubit gate), we run a tomography procedure that involves all eight qubits of the processor. The circuit diagram for this measurement is shown in [Fig. 5A](#F5){ref-type="fig"}. After first preparing all qubits in the ground state, we apply single-qubit rotations on a subregister of six ancilla qubits (*Q*~2~-*Q*~7~), applying either the identity gate or *R*~X~(π) to these qubits for a given run. Immediately thereafter, we run QPT for a CZ gate between the remaining pair of qubits (*Q*~0~-*Q*~1~). We repeat this procedure 64 times, once for each unique bitstring of the six-qubit register. For signal-to-noise considerations, each bitstring experiment is performed 250 times. The total experiment thus amounts to 4.1 × 10^6^ individual measurements. The histogram of the estimated infidelities is shown in [Fig. 5B](#F5){ref-type="fig"}. Although the mean of the distribution is ℱ = 91.6 ± 2.6%, there are a few outliers with infidelities that are larger by a statistically significant amount. Surprisingly, the worst estimated gate performance is observed for bitstrings in which one of the next-nearest-neighbor qubits (*Q*~3~) is excited (rather than a nearest-neighbor of the pair). We attribute this error to the dispersive interaction between *Q*~3~ and both *Q*~0~ and *Q*~1~: We measure these dispersive shifts to be δω~0,3~/2π = 150 kHz and δω~1,3~/2π = 270 kHz. For a CZ gate duration of τ = 278 ns, these shifts correspond to a single-qubit phase accumulation of approximately δθ~0~ = 0.26 rad and δθ~1~ = 0.47 rad, which we associate with the observed drop in QPT fidelity. Increasing the static detuning between *Q*~1~ and *Q*~3~ in future designs, which is 14.5 MHz here, is expected to reduce this error channel by the squared ratio of the new detuning to the current detuning.

![Cross-talk.\
(**A**) Pulse sequences used for quantifying the effect of cross-talk from ancilla qubits on the performance of CZ gates. To do this, first, an arbitrary bitstring register of six ancilla qubits is prepared, with each qubit in either the ground or excited state. Then, process tomography is performed on the CZ gate between the other two qubits on the eight-qubit chip to extract a fidelity. (**B**) Histogram of the estimated infidelities measured using this algorithm. (**C**) Average process fidelities achieved as a function of the number of excited qubits in the ancilla register.](aao3603-F5){#F5}

In addition, the estimated process fidelity versus the number of excited ancilla qubits for all measured bitstrings of the register is shown in [Fig. 5C](#F5){ref-type="fig"}. Despite the observed variations, the average process fidelities for all but three bitstrings are within the SE of the experiment. This demonstrates that the two-qubit parametrically activated CZ gate is mostly insensitive to the ancilla qubits, compared to architectures that must directly address qubit-qubit coupling effects. This is a critical property of scalable quantum processors. It is worth noting, however, that the worst-case gate error estimates for this entangling gate should be considered for purposes such as error correction schemes.

CONCLUSION
==========

With no need for intermediary couplers, we have demonstrated a parametric scheme for performing universal quantum computation on a four-qubit subarray of an eight-qubit processor. By doing so, we have reduced circuit design complexity and simplified the procedure to generate multi-qubit entangling gates, in a manner that is frequency-selective and alleviates the challenges of frequency crowding. We have measured two-qubit gate fidelities up to 95% on the subarray and demonstrated limited sensitivity of these gates to the state of an ancilla register of the remaining six qubits. Ongoing work with this processor includes the demonstration of eight-qubit algorithms, as well as further benchmarking via multi-qubit randomized benchmarking ([@R39]--[@R41]) and gate-set tomography ([@R42]--[@R44]). Our results also highlight improvable parameters for future devices that use this architecture, which provides a promising foundation for high-fidelity, scalable quantum processors.

MATERIALS AND METHODS
=====================

The processor was fabricated on a high-resistivity silicon wafer with 28 superconducting through-silicon vias (TSVs) ([@R45]). These TSVs improved electromagnetic isolation and suppression of substrate modes. Our fabrication process \[see the study of Vahidpour *et al*. ([@R45]) and the Supplementary Materials\] required deep reactive-ion etching and included the deposition of superconducting material into the etched cavity. A schematic of a triplet of transmons on the chip is shown in [Fig. 1B](#F1){ref-type="fig"}, with a flux delivery mechanism consisting of ac and dc drive sources, combined with a bias tee. The tunable transmons were designed with asymmetric Josephson junctions to provide a second flux-insensitive bias point ([@R21], [@R30]). Characteristic parameters of all eight qubits are listed in [Table 1](#T1){ref-type="table"}. We observed an average energy relaxation time of *T*~1~ = 19.0μs and an average Ramsey phase coherence time of $\mathit{T}_{2}^{*} = 12.0\mu s$ across the chip, despite the complexity of the fabrication process. We used randomized benchmarking ([@R39], [@R46], [@R47]) to estimate the average error probabilities of the single-qubit gates at an average of *p* = 1.1%, with the error estimated to be the decay constant of polarization for gates selected from the Pauli generators of the Clifford group. These coherence times and single-qubit gate fidelities allowed us to accurately tomograph the parametric processes in this study.

Each qubit was coupled to an individual readout resonator for low cross-talk measurements. We operated in the dispersive regime ([@R48]) and used individual Josephson parametric amplifiers ([@R16]) to amplify the readout signal. To calibrate the joint-qubit single-shot readout, we iterated over all joint-qubit basis states, preparing each state 3000 times and subsequently recording the time-averaged *I* and *Q* values of the returned signal for each qubit. By using a constant averaging filter over the demodulated returned signal, we achieved an average single-shot readout assignment fidelity of 92.3% across the chip, as listed in [Table 1](#T1){ref-type="table"}. Using simultaneous multi-qubit readout, we trained a separate binary classifier to predict the state of each qubit, accounting for readout cross-talk. The readout assignment fidelities quoted were defined as $\mathcal{F}_{\text{RO}}: = \frac{1}{2}\lbrack\mathit{p}(0|0) + \mathit{p}(1|1)\rbrack$ for each qubit. Details on readout calibration are presented in the Supplementary Materials.
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======================
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fig. S1. Steps of the fabrication process of the eight-qubit quantum processor.

fig. S2. Theoretical predictions for activating parametric gates between a linear chain of three qubits.

fig. S3. Raw data of readout classifier.

fig. S4. Performance of the individual trained readout classifier for a qubit.

table S1. Characteristics of the two-qubit CZ gates performed between neighboring qubit pairs (*Q*~0~,*Q*~1~), (*Q*~1~,*Q*~2~), and (*Q*~2~,*Q*~3~).

table S2. Averaged quantum process fidelity for different preparation states for the register of six ancilla qubits.
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