A majorization relating the singular values of an o -diagonal block of a Hermitian matrix and its eigenvalues is obtained. This basic majorization inequality implies various new and existing results.
Introduction
Let 1 (H) n (H) denote the eigenvalues of an n n Hermitian matrix H. For an m n complex matrix X, let i (X) = q i (X X) denote the ith singular value for i = 1; : : : ; k, where k = minfm; ng, and let (X) = ( 1 (A); : : :; k (A)) be the vector of singular values of X. In J] , the following result was obtained as a generalization of a result in S].
Theorem 1 Suppose H is an n n positive de nite matrix. Then for any n k matrix X such that X X = I k , tr (X H 2 X ? (X HX) 2 ) 1
In fact, this result was conjectured by J. Durbin, and proved in BW] and K], independently. This result is important in the context of studying the relative performance of the least squares estimator and the best linear unbiased estimator in a linear model BW] where m = minfk; n ? kg.
In the following, we obtain a majorization result that will allow one to deduce a whole family of inequalities including Theorem 1. In all the references BW], K] and J], the proof of Theorem 1 was done using partial di erentiation to locate the optimal matrix that yields the upper bound of tr (X H 2 X ? (X HX) 2 ). In our case, we use di erent approaches to give two proofs for our result -Theorem 2 -that connect our problem to other subjects.
We need some more de nitions to state our result. Given two real (row or column) vectors x; y 2 R n , we say that x is weakly majorized by y, denoted by x w y, if the sum of the k largest entries of x is not larger than that of y. If in addition the sum of the entries of each of the vectors is the same then we say that x is majorized by y. Note that if we take f(x) = 
Proofs
We rst give a proof of Theorem 2 using the theory of majorization (see MO] for the general background) and a reduction of the problem to the 2 2 case. Clearly,H has eigenvalues 1 ; : : :; n . Thus, we see that our result in Theorem 2 is best possible. In the context of statistics one is interested in real symmetric matrices. Since Theorem 2 is true for Hermitian matrices it is a fortiori true for real symmetric matrices. It cannot be improved in the case of real symmetric matrices either because it the matrix constructed in the example above is a real symmetric matrix.
