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Abstract
We explore the effects of correlations among observable parameters of neutrino mixing
on predictions for the leptonic Dirac CP-violating phase. We focus on a standard
class of theoretical models that include a single source of CP-violation due to charged
lepton corrections. We take two complementary approaches – one in which the model
parameters are uncorrelated and one in which correlations are introduced as a way to
optimally reproduce the experimentally measured mixing angles. We find that in both
cases we can guarantee a physically meaningful prediction for the most likely value of
the leptonic Dirac CP-violating phase.
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1 Introduction
The confirmation of a non-zero and sizable reactor mixing angle [1–3] has opened the win-
dow to detecting CP violation in the lepton sector through the direct measurement of the
Dirac CP-violating phase contained in the Maki-Nakagawa-Sakata-Pontecorvo (MNSP) lep-
ton mixing matrix, UMNSP [4,5]; see also the PDG review [6]. There are already experimental
hints that its value may exist around δ ∼ ±pi/2 from the T2K [7] and NOνA [8] collabo-
rations. Additionally, input from current global fits favor δ ∼ −pi/2 at 3σ [9–12]. In either
case, the impending confirmation of the value of this CP-violating phase forces physicists to
revisit theories of its possible origin which can explain its measured value, as well as all of the
other measured values of the lepton mixing angles contained in UMNSP. The arguably most
popular approach to address the origin the lepton mixing parameters of UMNSP is with the
implementation of a discrete flavor symmetry. In this framework, a given mixing pattern is
related to residual symmetries of the leptonic mass matrices which may arise from the spon-
taneous breaking of the flavor symmetry group. These models that utilize a spontaneously
broken discrete flavor symmetry usually predict a zero leading order reactor mixing angle
and a maximal atmospheric mixing angle due to their popularity before the aforementioned
measurement of a nonzero reactor mixing angle. Furthermore, they are usually constructed
in a basis where the charged lepton mass matrix is diagonal. Due to these assumptions,
these flavor models generally produce a leading order neutrino mixing matrix Uν described
by tribimaximal (TBM) mixing [13–17], bimaximal (BM) mixing [18–22], the two golden
ratio mixing schemes (GR1 [23] and GR2 [24]), or hexagonal (HEX) [25] mixing. Perhaps
the simplest way to accommodate a nonzero reactor mixing angle while still using these
popular starting points is to introduce a nontrivial lepton mixing matrix which can rotate
UMNSP = U †eUν away from its “problematic” leading order predictions.
The emergence of a third nonzero mixing angle in UMNSP gives rise to the appearance
of the Dirac CP-violating phase originating in the charged lepton mixing matrix Ue (when
assuming a particular form for Uν as described above). Together with the initial fixed starting
point dictated by Uν , e.g., TBM or GR1 mixing, and an assumed form of Ue, it is possible
to explore all possible phenomenological predictions for the Dirac CP-violating phase which
have mixing angles consistent with the measured experimental data. The simplest of such
assumed forms for Ue is just a single rotation in the 1− 2 or 1− 3 planes.1 The corrections
to the reactor mixing angle as well as the other parameters lead to relations (called sum
rules) between model parameters contained in Ue, the leading order angle predictions in
Uν , and the experimentally measured angles in UMNSP. One way to characterize the mixing
angle predictions resulting from these sum rules has been to classify them into two types:
atmospheric sum rules [26–34] and solar sum rules [35–38]. While atmospheric sum rules
arise from a variety of scenarios, e.g., semi-direct models, solar sum rules are characteristic
of models in which the leading order Uν matrix is corrected by charged lepton contributions.
The idea of correcting the leading order neutrino sector mixing angles by such charged lepton
effects has been developed in [39–41]. Recent literature on such sum rules also includes
[42–49], as well as the related work of [50–55].
In this work, we explore the implications of the correlations among the observable param-
1A single rotation in the 2− 3 plane will not generate a correction to the (zero) reactor mixing angle.
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eters within a specific class of theoretical models, with a focus on the predicted probability
distribution for cos δ, where δ is the Dirac CP-violating phase of the lepton mixing matrix,
as expressed in the usual PDG parametrization [6]. For simplicity as well as for concreteness,
we consider models that include a 1− 2 charged lepton rotation. Such scenarios give rise to
the well-known sum rule for cos δ [42] (see also [40,41,43,44,55] for related literature):
cos δ = t23s
2
12 + s213c212/t23 − (sν12)2(t23 + s213/t23)
s′12s13
, (1)
in which cij = cos θij, sij = sin θij, tij = tan θij, and we have used primed letters to represent
the corresponding trigonometric functions of twice the argument, e.g., s′ij = sin(2θij). As has
been discussed extensively in the literature, the form of this sum rule is quite striking in that
it depends on just one model parameter, (sν12)2, and functions of the three observable mixing
angles. As a result, one can obtain results for the posterior probability density function of
cos δ for a given (sν12)2, assuming that the distributions of the three observable mixing angles
are uncorrelated. However, within a given model, the predicted ranges of the observable
mixing angles are restricted, and indeed quite generally are correlated. These correlations
encode the needed constraints from the unitarity of the lepton mixing matrix to ensure that
cos δ is appropriately bounded (i.e., that δ is indeed a physical CP-violating parameter).
To this end, here we investigate the probability distributions of the model parameters in
a certain subset of theories that satisfy Eq. (1). For simplicity, we restrict our attention to
models with three input parameters, of which only one is a CP-violating phase, and defer
the analysis of scenarios with additional input parameters to future work. Our goal is to
explore, from the top-down, the needed probability distributions of the model parameters
that best reproduce the results for s213, s223, and s212 from global fit data, and then to examine
the resulting prediction for the probability distribution of cos δ. Here we will use the results
from neutrino oscillation experiments as reported in the most recent global fit of the Nu-Fit
collaboration [10] and summarized in Table 1.
3σ range NO 3σ range IO
s212 0.275 − 0.350 0.275 − 0.350
s223 0.427 − 0.609 0.430 − 0.612
s213 0.02046 − 0.02440 0.02066 − 0.02461
Table 1: The current status of the lepton mixing angles for the case of normal ordering (NO)
and inverted ordering (IO), as taken from the global fit of [10].
Indeed, we will see that the great precision that has been achieved in the measurement of
s213 greatly simplifies the analysis, and also provides nontrivial constraints on the feasibility
of this set of models in predicting distributions for the remaining mixing angles that are in
reasonably good agreement with the data.
This paper is structured as follows. In Section 2, we provide an overview of the class
of models under consideration. In Section 3, we consider the situation in which the input
model parameters are independent (uncorrelated), and describe the resulting predictions
for the probability distributions of the observable mixing parameters. We then consider
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the possibility that certain input parameters are a priori correlated in Section 4, as this
allows for us to optimize the match of the model predictions to the experimentally measured
distributions. We present our summary and outlook in Section 5.
2 Background
We consider a class of theoretical models in which the starting point is the assumption that
the matrix that diagonalizes the neutrino mass matrix is of the form Uν = R23(θν23)R12(θν12),
where the Rij matrices are given by
Rν23 =
 1 0 00 cν23 sν23
0 −sν23 cν23
 , Rν12 =
 c
ν
12 s
ν
12 0
−sν12 cν12 0
0 0 1
 , (2)
and it is assumed that to leading order, the charged lepton mass matrix is diagonal in family
space. As a result, at leading order s223 and s212 are nonzero, while s213 is zero. The required
shift to the reactor angle arises from corrections to the charged lepton sector, which here are
encoded by a diagonalization matrix of the left-handed charged leptons in the 1− 2 plane.
More precisely, the charged lepton diagonalization matrix is assumed to be of the form
Ue = U e12, in which the U eij are defined as
U e23 =
 1 0 00 ce23 se23e−iδe23
0 −se23eiδe23 ce23
 , U e12 =
 c
e
12 s
e
12e
−iδe12 0
−se12eiδe12 ce12 0
0 0 1
 ,
U e13 =
 c
e
13 0 se13e−iδ
e
13
0 1 0
−se13eiδe13 0 ce13
 ,
(3)
in which seij = sin θeij and ceij = cos θeij.2 Therefore, in models considered here, we have
UMNSP ≡ U = U †eUν = U e†12Rν23Rν12. (4)
From this form of the lepton mixing matrix, the observable mixing angles take the form
s213 = (se12)2(sν23)2, s223 =
(sν23)2 − (se12)2(sν23)2
1− (se12)2(sν23)2
,
s212 =
(cν12)2(cν23)2(se12)2 + (ce12)2(sν12)2 − 2ce12cν12cν23se12sν12 cos δe12
1− (se12)2(sν23)2
,
(5)
and the value of cos δ is given by Eq. (1), subject to the constraints of Eqs. (5).
Let us now briefly comment on the model parameters, which we can take to be the
following set: (se12)2, (sν23)2, (sν12)2, and cos δe12. Within such models, the “bare” atmospheric
2Note that there is an an intrinsic degeneracy in these definitions as δ′eij → δeij − pi and θ′eij → θeij − pi/2
yield the same rotation matrix. This will be taken into account in our analysis.
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neutrino mixing angle θν23 is often taken (or predicted) to be maximal, i.e., that (sν23)2 = 1/2.
In this work, we will not fix this parameter to its maximal value, but rather let it float. This
class of models can then be taken to be equivalent to the class of models with two rotations in
the charged lepton sector, of the form Ue = U e23(θe23, δe23)U e12(θe12, δe12), with the phase δe23 = 0.
One of the defining features of the class of models considered here is that there is a single
CP-violating phase, δe12, that sources the Dirac phase δ. As we will see, this feature yields
a tight correlation between the allowed values of s212 and cos δ, which would clearly relax
in situations with multiple CP-violating phases. We defer the analysis of scenarios with
multiple phases to future work.
While the parameters (se12)2, (sν23)2, and cos δe12 are continuous parameters, here we will
follow the usual protocol in the literature and consider only particular discrete values of
(sν12)2. The values taken all correspond to values that can be achieved in specific models
based on non-Abelian discrete family symmetries. As previously mentioned, these values
correspond to the cases of bimaximal mixing (BM), tribimaximal mixing (TBM), hexagonal
mixing (HEX), and two scenarios based on golden ratio mixing (GR1), (GR2). The models
considered here thus have three continuous model parameters, and are broadly categorized
by their specific value of (sν12)2, as given in Table 2.
BM TBM HEX GR1 GR2
(sν12)2 1/2 1/3 1/4 (5−
√
5)/10 (5−√5)/8
Table 2: The values of (sν12)2 for the theoretical scenarios under consideration.
It is useful to simplify the notation. We begin with a relabeling of the model parameters,
for the sake of brevity:
a ≡ (se12)2 , b ≡ (sν23)2 , c ≡ cos δe12. (6)
We also relabel the observable mixing angles s213, s223, and s212 as x, y, and z, respectively.
Finally, we define z0 ≡ (sν12)2, as this quantity is the “bare” value of s212 ≡ z. In terms of the
model parameters, we can rewrite the observable mixing angles as
x ≡ s213 = ab
y ≡ s223 =
(1− a)b
1− ab
z ≡ s212 = z0 −
2c
√
a(1− a)(1− b)z0(1− z0)
1− ab +
a(1− b)(1− 2z0)
1− ab . (7)
We save the discussion of the sum rules for cos δ in terms of these parameters for later, as it
is a straightforward but rather cumbersome expression that follows from Eq. (1) and Eq. (7).
From this starting point, we now consider the possibilities for the probability distribu-
tions for the model parameters a, b, and c, with the goal of predicting distributions for the
observables x, y, and z in alignment with the global fit data of [10], and determing the
resulting probability distribution for cos δ. An immediate simplification results from the fact
that the reactor angle has been measured with great precision. As such, we can assume to
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leading order that the distribution for x ≡ s213 can be effectively modeled as a delta function,
fixed about its central value of (s213)0 ≡ x0 = 0.02241 [10]3, as follows:
Px(x) = δ(x− x0). (8)
In what follows, we consider two approaches for the determination of the probability distri-
butions for the continuous model parameters a, b, and c. In the first approach, the three
model parameters are taken to be a priori independent, as would generally be expected
within a specific top-down scenario, while in the second approach, we allow for a priori cor-
relations among the model parameters, which allows us to optimize the overlap of the model
predictions to the experimental data.
3 Uncorrelated Model Parameters
3.1 A Priori Independence
Within a general top-down model, the continuous (internal) model parameters a, b, and
c are typically a priori independent. That is to say that the probability distribution for
each continuous model parameter should depend exclusively on that parameter; for example,
Pa = Pa(a). This understanding informs the method of calculating the theoretical probability
distributions for the internal model parameters, with the purpose of eventually reproducing
the experimental distributions of the observable mixing angles. Once the correct distributions
for the internal model parameter have been determined, one can then make a statement on
the distribution for the cosine of the Dirac CP-violating phase, cos δ.
More precisely, let us begin with the quantity x, which depends on the continuous model
parameters a and b. We assume that each of these model parameters is distributed with an a
priori unknown univariate probability density function. It then follows that the probability
of measuring a specific value of x should be determined by the total probability of attaining
values of a and b such that x = ab. Concretely, for Px(x), one has
Px(x) =
∫
d`xPa(a)Pb(b), (9)
where d`x is an integration measure that enforces the first sum rule in Eq. (7). Explicitly,
d`x is given by
d`x ≡
∫
da db δ(g(a, b)− x), (10)
where g(a, b) = ab.
In an analogous fashion, we have that Py(y) takes the form∫
d`yPa(a)Pb(b) = Py(y), (11)
with the integration measure given by
d`y ≡
∫
da db δ(h(a, b)− y), (12)
3Here we take the central value of s213 for the case of normal ordering, for concreteness.
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where h(a, b) = (1− a)b/(1− ab) so as to enforce the second sum rule of Eq. (7).
For Pz(z), there is a two-dimensional integral to do, which is∫
dAzPa(a)Pb(b)Pc(c) = Pz(z), (13)
in which the two-dimensional area element that keeps z fixed over (a, b, c) parameter space
is given by
dAz ≡
∫
da db dc δ(f(x(a, b), b, c)− z). (14)
The function f that determines the measure of integration is given explicitly as follows, see
third sum rule in Eq. (7):
f(a, b, c) = z0 −
2c
√
a(1− a)(1− b)z0(1− z0)
1− ab +
a(1− b)(1− 2z0)
1− ab . (15)
It is easily seen that the distributions Px, Py, and Pz are normalized to unity, due to the
requirement that Pa, Pb and Pc must be themselves normalized to unity. For example,∫
P (x)dx =
∫
dx
∫
da db δ(ab− x)Pa(a)Pb(b) =
∫
da db Pa(a)Pb(b) = 1. (16)
With these definitions we can move towards the eventual goal of this framework – to carry
out these integrations numerically. In order to do so, one must determine the unknown
distributions of the internal model parameters. We now turn to such a task.
3.2 Pa(a), Pb(b), Px(x), Py(y), Pz(z)
The first step is to parameterize the forms of Pa(a), Pb(b), and Pc(c). As previously discussed,
this is made simpler by the fact that Px(x) can be well approximated by a delta function.
Therefore, to first approximation, Pa(a) and Pb(b) should be delta functions as well, otherwise
we would obtain a smooth distribution of Px(x). The integrals in Eqs. (9) and (11) can be
simplified immediately by integrating out the b parameter within the delta functions in the
integration measure, resulting with
Px(x) =
∫
da
(
1
a
)
Pa(a)Pb
(
x
a
)
(17)
and
Py(y) =
∫
da
(1− a)
(1− a(1− y))2Pa(a)Pb
(
y
1− a(1− y)
)
. (18)
Note that one could equivalently begin by integrating out the a parameter. With the foresight
that we can approximate Px(x) as Px(x) = δ(x− x0), we parameterize the two independent
distributions Pa(a) and Pb(b) as delta functions in the following way:
Pa(a) = A(a)δ(a− a1), Pb(b) = B(b)δ(b− b1), (19)
6
where A(a) and B(b) are smooth functions that satisfy A(a1) = B(b1) = 1. Hence, we have
Px(x) =
∫
da
(
1
a
)
A(a)δ(a− a1)B
(
x
a
)
δ
(
x
a
− b1
)
= A(a1)
a1
B
(
x
a1
)
1
(1/a1)
δ(x− a1b1)
= B
(
x
a1
)
δ(x− a1b1). (20)
Given that the above only has support where x = a1b1, we can then make the (expected)
identification that x0 = a1b1.
Turning now to the expression for Py(y), we can insert our ansatz for Px(x) and Py(y)
into Eq. (18) to obtain
Py(y) =
∫
da
(1− a)
(1− a(1− y))2A(a)δ(a− a1)B
(
y
1− a(1− y)
)
δ
(
y
1− a(1− y) − b1
)
, (21)
which, upon evaluation, becomes
Py(y) =
(1− a1)
(1− a1(1− y))2A(a1)B
(
y
1− a1(1− y)
)
δ
(
y
1− a(1− y) − b1
)
. (22)
This expression can be rewritten to make explicit the functional dependence on y,
Py(y) =
(1− a1)
(1− a1(1− y))2A(a1)B
(
y
1− a1(1− y)
)
(1− a1)
(1− a1b1)2 δ
(
y − b1(1− a1)1− a1b1
)
. (23)
We now see that value of y is fixed by the support of the delta function, and thus
Py(y) =
(1− a1)2(
1− a1 + a1b1 (1−a1)1−a1b1
)2A(a1)B
 b1(1−a1)1−a1b1
1− a1 − a1b1(1−a1)1−a1b1
 1(1− a1b1)2 . (24)
This further simplifies to
Py(y) = δ
(
y − b1(1− a1)1− a1b1
)
≡ δ(y − y0), (25)
where y0 is given by
y0 =
b1(1− a1)
1− a1b1 =
b1 − x0
1− x0 . (26)
This is not surprising given our knowledge of this class of models, i.e., for fixed x ≡ s213,
y ≡ s223 is also fixed to precisely the value that is expected.
With the above relations between a1, b1, x0 and y0, we can now express the quantities a1
and b1 in terms of x0 and y0, as follows:
y0 =
b1 − x0
1− x0 , b1 = y0(1− x0) + x0 (27)
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x0 = a1b1, a1 =
x0
b1
= x0
y0(1− x0) + x0 . (28)
Let us turn now to the expression for Pz(z), which takes the form
Pz(z) =
∫
da db dc δ(f(a, b, c)− z)Pa(a)Pb(b)Pc(c). (29)
Using the expressions for Pa(a) and Pb(b) as given above, we have
Pz(z) =
∫
da db dc δ(f(a, b, c)− z)A(a)δ(a− a1)B(b)δ(b− b1)Pc(c), (30)
Doing the integrations in a and b, we obtain
Pz(z) =
∫
dc δ(f(a1, b1, c)− z)P (c), (31)
which can be evaluated using the standard delta function identity
δ(f(x)) =
∑
i
δ(x− xi)
|f ′(xi)| , (32)
where xi are the solutions to f(xi) = 0. In the context of Eq. (31), f(x) is g(c) = f(a1, b1, c)−
z. There is one root to this function, given by
c˜(z) = −(1− a1b1)(z − z0) + a1(1− b1)(1− 2z0)
2
√
a1(1− a1)(1− b1)z0(1− z0)
. (33)
Additionally, ∂g/∂c is independent of c and is given by
∂g
∂c
= −2
√
a1(1− a1)(1− b1)z0(1− z0)
1− a1b1 . (34)
Therefore, we can reexpress Eq. (31) as
Pz(z) =
∫
dc
∣∣∣∣∣∂g∂c
∣∣∣∣∣
−1
c˜
δ(c− c˜(z))Pc(c) (35)
=
∣∣∣∣∣∂g∂c
∣∣∣∣∣
−1
c˜
Pc(c˜(z)). (36)
Explicitly, this evaluates to
Pz(z) =
 1− a1b1
2
√
a1(1− a1)(1− b1)z0(1− z0)
Pc
−(z − z0)(1− a1b1) + a1(1− b1)(1− 2z0)
2
√
a1(1− a1)(1− b1)(1− z0)z0
 ,
(37)
or, in terms of x0 and y0, see Eqs. (27)-(28),
Pz(z) =
 y0(1− x0) + x0
2
√
x0y0z0(1− y0)(1− z0)
Pc
−(z − z0)(y0(1− x0) + x0) + x0(1− y0)(1− 2z0)
2
√
x0y0z0(1− y0)(1− z0)
 .
(38)
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3.3 Predictions for Pcos δ(cos δ)
Let us now return to the sum rules for cos δ.We can rewrite Eq. (1) in terms of the parameters
a, b and c, or x, y and c,
cos δ =
√
a(1− a)(1− b)(1− 2z0)− c(1− 2a+ ab)
√
z0(1− z0)√
a(1− a)(1− b) + (1− 2a+ ab)2z0(1− z0)− 2cγab(1− 2a+ ab)(1− 2z0)− 4c2γ2ab
(39)
cos δ =
√
xy(1− y)(1− 2z0)− c(y − x+ xy)
√
z0(1− z0)√
xy(1− y) + (y − x+ xy)2z0(1− z0)− 2cγxy(1− 2z0)(y − x+ xy)− 4c2γ2xy
, (40)
where
γab =
√
a(1− a1)(1− b)z0(1− z0) (41)
γxy =
√
xyz0(1− y)(1− z0). (42)
Note that, in a similar fashion to Px, Py and Pz, we can write Pcos δ as
Pcos δ =
∫
dVcos δPa(a)Pb(b)Pc(c), (43)
where dVcos δ is an integration measure to enforce that cos δ remains constant. Explicitly, the
above can be written as
Pcos δ =
∫
da db dc δ(g(_,_, c)− cos δ)Pa(a)Pb(b)Pc(c), (44)
where g(_,_, c) = cos δ(_,_, c) as given in either Eqs. (39) or (40).
One can then proceed to expand the delta function in the above formula using the identity
given in Eq. (32), but care has to be made, as we formally find two roots for c in the equation
g(x0, y0, c)− cos δ = 0. (45)
They are:
c± = −
(
cδ2 − 1
)
(n− 2)
(
x
3/2
0 y0
√
(n− 1)
(
y0 − y20
)
+ y0
√
(n− 1)x0
(
y0 − y20
)
− x3/20
√
(n− 1)
(
y0 − y20
))
(n− 1)
(
x20 − 2x0y0 + 4cδ2x0y0 − 2x20y0 + y20 + 2x0y20 − 4cδ2x0y20 + x20y20
)
±
|cδ| (x0y0 − x0 − y0)
√
(n− 1)x20(y0 − 1)2 −
(
n
(
2 + (cδ2 − 1)n)− 2)x0(y0 − 1)y0 + (n− 1)y20
√
n− 1
(
x20 − 2x0y0 + 4cδ2x0y0 − 2x20y0 + y20 + 2x0y20 − 4cδ2x0y20 + x20y20
) ,
(46)
where n ≡ 1/z0 and cδ ≡ cos δ have been defined for convenience. Naively, one could expand
this integral to arrive at
Pcos δ(cos δ) =
∣∣∣∣∣dgdc
∣∣∣∣∣
c+
−1 Pc(c+) +
∣∣∣∣∣dgdc
∣∣∣∣∣
c−
−1 Pc(c−). (47)
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If we are to trust Pcos δ(cos δ) as a probability distribution, it is obvious that we require∫
Pcos δ(cos δ) d cos δ = 1.
However, it can be shown that the expression for Pcos δ(cos δ) as given in Eq. (47) integrates
to 2, which is clearly untenable. The reason for this apparent inconsistency is that c+ and c−
cannot simultaneously be solutions to Eq. (45) for a fixed point in (x0, y0, cos δ) parameter
space. For x0 and y0 given by the experimental central values of x and y, we can substitute
c± into Eq. (45) to obtain
g(x0, y0, c±) = ± |cos δ| . (48)
It is therefore clear that c+ is only the correct root for cos δ > 0, and, conversely, c− for
cos δ < 0. Thus, the correct evaluation of Eq. (44) is given by
Pcos δ(cos δ) =
∣∣∣∣∣dgdc
∣∣∣∣∣
c+
−1 Pc(c+)Θ(cos δ) +
∣∣∣∣∣dgdc
∣∣∣∣∣
c−
−1 Pc(c−)Θ(− cos δ). (49)
We now have explicit expressions for Px(x), Py(y), Pz(z) and Pcos δ, as well as ansatzes for
Pa(a) and Pb(b). The last remaining piece is to determine an ansatz for Pc(c).
3.4 Pc(c)
We begin with an expression for z, cf. Eq. (7), but rewritten in terms of x0, y0 and n = 1/z0.
z = z0 − 2c
√
x0y0z0(1− y0)(1− z0)
y0(1− x0) + x0 +
x0(1− y0)(1− 2z0)
y0(1− x0) + x0
= 1
n
− 2c
√
n− 1
n

√
x0y0(1− y0)
y0(1− x0) + x0
+ n− 2
n
(
x0(1− y0)
y0(1− x0) + x0
)
(50)
It is immediately clear that z is a bounded object for fixed values of x0, y0 and n due to
the trivial requirement that |c| ≤ 1. Furthermore, it is clear by inspection that the allowed
bounds for z do not lie at 0 and 1, but within a subset of that interval, which is determined
by the specific values of x0, y0, and n. The bounds for z with x0 and y0 at their central,
experimentally-determined values are given in Table 3. Recalling Table 1, we see that the
BM TBM HEX GR1 GR2
z ∈ [0.375, 0.625] [0.221, 0.457] [0.231, 0.469] [0.149, 0.367] [0.173, 0.397]
Table 3: Theoretically allowed ranges for z for various mixing scenarios, with x0 and y0 and
their central best-fit values.
3σ NO range for z is [0.275, 0.350]. The allowed ranges for z in TBM, HEX, GR1 and GR2
mixing cover this 3σ bound completely, but the allowed range for BM mixing lies completely
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outside, as is well known in models of BM mixing. Hence, as seen in Eq. (50), the value of
c needed to to push z as close as possible to the best-fit range is c = 1.
Furthermore, these bounds should inform our choice for Pz(z), inasmuch as Pz(z) should
vanish for values of z outside of the above theoretical bounds. Thus, we assume the following
form of Pz(z) for each mixing pattern:
Pz:pat = KP (exp)z (z)|z ∈ [zmin, zmax], (51)
where P (exp)z (z) is a Gaussian centered around the best-fit value of z, and where K is an
appropriate normalization factor.4 Furthermore, note that Pc(c) can be neatly expressed as
Pc(c) =
1
APz(z(c)), (52)
where
A = n
2
√
n− 1
√
y0
x0(1− y0)
(
1 + x0(1− y0)
y0
)
.
This can be immediately seen by substituting Eq. (50) into Eq. (38). A plot of Pc(c) for
each mixing pattern is given in Figure 1.
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Figure 1: A comparison of Pc(c) for various mixing patterns, in the situation that Pz(z) can
be represented by a simple Gaussian with parameters given by the empirical best-fit values.
As expected, the peak of Pc(c) for bimaximal mixing occurs at c = 1, as the value of z must
be pushed down significantly to fit into the 3σ best fit bounds.
Finally, with ansatzes for all internal model parameters, we can now plot Eq. (49), as shown
in Figure 2. As expected, all mixing patterns other than bimaximal peak well away from
unphysical values of cos δ. The bimaximal mixing pattern has cos δ peaked at cos δ = −1,
which is expected, as one expects c = 1 to be the most likely value in this mixing pattern.
4We can make alternative choices for this distribution, as discussed in the Appendix. Here we will restrict
ourselves to the standard normal distribution for simplicity, whereas in the next section where the goal is to
optimize the overlap with the experimental results, we will consider more refined alternatives.
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Figure 2: Pcos δ as a function of cos δ for various mixing patterns. Here we have assumed
that Pz(z) is a Gaussian centered at the experimental best-fit value of z, with width of 1σ.
4 Correlated model parameters and conditional prob-
abilities
4.1 Correlations among model parameter distributions
We now consider the possibility that the model parameters can be correlated, i.e., that there
is an a priori connection among the model parameters that is informed by the experimental
results. While this is not what is generally expected within the context of a top-down
model, we consider it here because there may indeed be situations where model parameters
can be correlated (for example, if the parameter values must dynamically satisfy a given
constraint, or if there are fixed points). We remain agnostic in this work as to the details of
the theoretical model that gives rise to the lepton mixing matrix of the form of Eq. (4).
Clearly, given the mixing angle relations of Eq. (5), correlated model parameters can
make these predictions better reconcile with the data. As we consider here the case that the
distribution of x is fixed to its central value as in Eq. (8), such that
x = ab = x0 ⇒ a = x0
b
or b = x0
a
, (53)
correlating a and b clearly helps to ensure that the correct prediction for x = x0 is obtained.
Taking some freedom in the choice of notation, let us represent as Pα|β(α) the distribution
of some variable α for a given value of the variable β, then
Pa|b(a) = δ
(
a− x0
b
)
and Pb|a(b) = δ
(
b− x0
a
)
. (54)
Note that, in general, Pα|β(α) distributions are not equivalent to Pα(α), which will represent
the marginalized distribution of the variable α. Only in the cases where Pα|β(α) is not a
function of β we can say Pα|β(α) = Pα(α). Assuming Pb(b) can be integrated to unity, it is
straightforward to show that
Px(x) =
∫
da db δ(ab− x)Pa|b(a)Pb(b) = δ(x− x0) , (55)
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which should result in the same had we started with Pb|a(b)Pa(a) and assumed instead that
Pa(a) is a normalized probability density. So far, Eq. (55) serves mostly as a check since it
returns the same distribution that we used to obtain Eq. (54).
Next, we continue to the Py(y) integral. By using Eq. (7) it can be seen that
Py(y) =
∫
da db δ
(
b− ab
1− ab − y
)
Pa|b(a)Pb(b)
=
∫
db
1− b
b(1− y)2 Pa|b
(
b− y
b(1− y)
)
Pb(b)
=
∫
db
1− b
b(1− y)2 δ
(
b− y
b(1− y) −
x0
b
)
Pb(b)
=
∫
db
1− b
(1− y) δ
(
b− [y + x0(1− y)])Pb(b)
= (1− x0)Pb(y + x0(1− y)). (56)
We can use this result to solve for the marginalized distribution of b, Pb(b), as
Pb(b) =
1
1− x0 Py
(
b− x0
1− x0
)
. (57)
We can follow a similar approach starting with Pb|a(b)Pa(a) to find the marginalized distri-
bution of a, Pa(a), as follows:
Pa(a) =
x0
a2(1− x0) Py
(
x0(1− a)
a(1− x0)
)
. (58)
In Figure 3, the resulting probability distributions from Eqs. (57) and (58) are shown as
orange dashed lines. Note the obvious difference between this case and that of the previous
section, in which Py(y) was predicted to be a delta function as in Eq. (25).
The integral for Pz(z) is more involved as it depends on the distributions of all three model
parameters a, b and c. As a result, in this approach at least two of the parameter distributions
are to be conditioned on another parameter. Consider the integrand Pa|b(a)Pb|c(b)Pc(c).
However, since we do not know Pb|c(b) and z(a = x0/b, b, c) can only give upper and lower
limits for b depending on c, z and z0, let us assume that b is independent of c and Pb|c(b) =
Pb(b), where Pb(b) is given by Eq. (57). Therefore, the integral we have to evaluate is
Pz(z) =
∫
da db dc δ(f − z)Pa|b(a)Pb(b)Pc(c), (59)
where
f = z0 − cd1 + d2 (60)
d1 = 2
√
(1− b)(b− ab)(1− z0)abz0
b(1− ab) (61)
d2 =
ab(1− b)(1− 2z0)
b(1− ab) . (62)
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Figure 3: Distributions for the model parameters b (left) and a (right) from Eqs. (57) and
(58).
We note that since a, b and z0 are always between 0 and 1, d1 and d2 are always positive.
We can start by evaluating the integral of a which thanks to Eq. (54) only requires a = x0/b
Pz(z) =
∫
db dc δ
f ∣∣∣∣
a=x0
b
− z
Pb(b)Pc(c)
Pz(z) =
∫
db dc
1
d1(a = x0/b)
δ
c−
(
z0 + d2 − z
d1
)∣∣∣∣∣∣
a=x0
b
Pb(b)Pc(c)
Pz(z) =
∫
db
b(1− x0)
2
√
(1− b)(b− x0)(1− z0)x0z0
Pb(b)Pc(c0(b, z)), (63)
where
c0(b, z) =
b(x0 − 1)(z − z0) + x0(1− b)(1− 2z0)
2
√
x0z0(1− b)(b− x0)(−z0 + 1)
. (64)
To perform this integral, the only part we are missing is the distribution Pc(c0(b, z)). We can
try to guess the shape of Pc as a curve that depends on a few parameters and find the best
values for said parameters by performing the integral for a few values of z. For example,
if we assume Pc to be a normalized Gaussian curve, we would need to evaluate the above
integral for at least two different values of z to obtain an estimation of the center of the peak
(the mean of c) and the width of the distribution (related to the standard deviation of c). As
discussed in the Appendix, we can also choose modified distributions such as the skew normal
distribution Pskew, or the Gram-Charlier distribution PGC. Any of these distributions can be
used as Pc(c) in Eq. (63). Note that both Pskew and PGC reduce to PGauss for s = k = 0.
To properly estimate Pc(c) we need to use at least as many test z values as parameters
in the choice of distribution functions. The procedure is then as follows: (i) select one of the
density functions to use as Pc in Eq. (63), (ii) select a series of test z values, (iii) evaluate the
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PGauss Pskew PCG
(µ, σ) (µ, σ, s) (µ, σ, s, k)
TBM (0.233, 0.0981) (0.233, 0.0982, 0.0106) (0.228, 0.0974, −0.0894, −0.0885)
GR1 (−0.213, 0.101) (−0.214, 0.101, 0.0142) (−0.214, 0.10, −0.0235, −0.0792)
GR2 (0.324, 0.0966) (0.323, 0.0966, 0.0102) (0.317, 0.0956, −0.106, −0.121)
HEX (−0.440, 0.10) (−0.441, 0.10, 0.0145) (−0.439, 0.0982, 0.0290, −0.199)
Table 4: Best parameter values for each probability density function to work as Pc(c0(b, z))
in the integral of Eq. (63) by neutrino mixing pattern.
integral for each test z value, (iv) compare the estimation from the integral with the actual
value of Pz(z) from global fit, (v) minimize the difference between actual and estimated Pz(z)
by changing the density function parameters. The fourth step could be carried out using
absolute differences between estimated and actual Pz(z) or weighted with the actual value
of Pz(z) from global fit to give more relevance to points with higher probability. In what
follows, the test points that will be used are the central value of z, the ±1σ values, the ±3σ
values and the points at half distance between ±1σ and ±3σ which, presumably, should be
close to ±2σ. Weighted differences between the actual and estimated Pz(z) will be used so
that in cases where the probability density function can only give good precision for a few
points, the points with higher probability are automatically used.
4.2 Estimating Pz(z)
The best parameter values for each density function in Eqs. (75)-(77) to work as Pc(c0(b, z))
in the integral of Eq. (63) are given in Table 4 for each neutrino mixing pattern. Using
Pskew to estimate Pz(z) does not show an important deviation from PGauss since s ≈ 10−2.
However, the density function PCG shows a larger deviation mostly for TBM and GR2 on the
skewness (s) side, and for GR2 and HEX in kurtosis (k). After finding the best parameters
for each of the three density function, we can further compare several points of the actual
(from the global fit) and estimated Pz(z) (from Eq. (63)) to determine which density function
gives the best results for each neutrino mixing pattern.
The density function that best estimates Pz(z) is PGC , as expected since this distribution
involves more parameters. The results from this estimation are shown in Figure 4. On the
right we can see that Pskew follows PGauss very closely, while PGC shows some deviation from
the others for densities below 1. On the right, the resulting estimation for Pz(z) inside the
±3σ range is compared with the actual values from the global fit. PGauss (red crosses) and
Pskew (blue stars) approximate the global fit based probability density mostly at the top
of the distribution but become more inaccurate for densities below 10. Additionally, both
present a large amount of spreading between different patterns as shown for points with the
same z value but different density values. On the other hand, the values from PGC match
the global fit based curve with very good accuracy in the whole ±3σ range of z with little
to no spreading between different mixing patterns. As a result, in the rest of this section,
the Pc(c) distributions will be based on PGC, since this choice provides the best match for
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Figure 4: Comparisons between the different choices used for Pc. On the left, the resulting
Pc(c) is shown for the four neutrino mixing patterns and the choices PGauss (gray solid), Pskew
(dotted colored) and PGC (dashed colored). On the right, a comparison between estimated
and actual Pz(z) for the three different density function choices showing different degrees of
spreading due to the different mixing patterns.
the global fit based Pz(z).
4.3 Estimating the probability density of cos δ
Now that we have estimated the probability density of c, we have all the necessary ingredients
to integrate the probability density of cos δ, using the expressions of cos δ as a function of x,
y and z. We will write this functional form for cos δ as g˜(x, b, z), as follows:
g˜ = (b− x)z + x(1− z)(1− b)− z0b(1− x)
2
√
zx(1− z)(1− b)(b− x)
, (65)
where x = x(a, b) and z = z(a, b, c) are functions of the model parameters. Given our
assumption that x follows a delta function distribution we can replace x→ x0. The integral
for the probability density of g˜ is given by
Pcos δ(cos δ) =
∫
da db dc δ(g˜ − cos δ)Pa|b(a)Pb(b)Pc(c), (66)
where similarly to Pz(z), it was assumed that Pb|c(b) = Pb(b) and Pb(b) is given by Eq. (57).
We can immediately integrate for a using Eq. (54).
Pcos δ(cos δ) =
∫
da db dc δ(g˜ − cos δ)δ
(
a− x0
b
)
Pb(b)Pc(c)
=
∫
db dc δ
g˜∣∣∣∣
a=x0
b
− cos δ
Pb(b)Pc(c), (67)
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Figure 5: Left: Lines for the central (solid), −3σ (dashed) and +3σ (dotted) values of z
are shown in color for different patterns and in black for y. Right: In color, probability
distributions obtained from marginalizing c out of Pb,c(b, c) for all the patterns. The dotted
black line is the distribution Pb(b) of Eq. (57).
and to get rid of the remaining delta function we can shift from integrating over db to
integrating over dg˜.
Pcos δ(cos δ) =
∫
dg˜ dc
(
∂g˜
∂b
)−1
δ
g˜∣∣∣∣
a=x0
b
− cos δ
Pb(b)Pc(c)
=
∫
dc
(∂g˜
∂b
)−1
Pb(b)Pc(c)
∣∣∣∣∣∣
b such that g˜=cos δ
, (68)
where the integrand in the last equation has to have b values that give g˜ = cos δ depending
on the values of c. In other words, while we integrate for different values of c the value of b
will change such that we follow the line g˜(a = x0/b, b, c) = cos δ.
After performing this integral for several values of cos δ and the z0 values that correspond
to the TBM, GR1, GR2 and HEX neutrino mixing patterns, we can obtain the probability
densities shown as colored lines in Figure 6.
4.4 The BM pattern
The BM pattern has features that the other model scenarios do not have. As can be seen
in Figure 5, the central values for y and z never meet inside the valid b and c ranges for the
BM pattern. Moreover, the z lines show that the value of c has an almost linear dependence
on b. Recall that we assumed that Pb|c(b) = Pb(b) to ease the integration of Eq. (59).
Let us forget that assumption for the BM case but instead work with the two dimensional
probability Pb,c(b, c) that can be obtained from the two dimensional χ2 projection for s212 = z
and s223 = y provided with the latest NuFIT [9] global fit available in the NuFIT website [10].
A density probability can be obtained by normalizing the likelihood obtained from e−χ2(y,z)/2
such that the 2-dimensional integral over the domain of y and z is equal to 1.
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factor (f)
TBM 1.0 +O(10−10)
GR1 1.0 +O(10−9)
GR2 1.0 +O(10−10)
HEX 1.0 + 9.67× 10−6
BM 1271.95
Table 5: Factors needed to normalize the (pre)distribution P¯b,c(b, c), as in Eq. (71), to obtain
a proper probability density Pb,c(b, c).
Calling this joint distribution Py,z(y, z), we can relate it to the joint (pre)distribution of
b and c, P¯b,c(b, c), by the following integral:
Py,z(y, z) =
∫
db dc δ
(
y(b)− y) δ(z(b, c)− z) P¯b,c(b, c)
= (1− x0)
3/2 [1 + x0 + y(1− x0)]
2
√
x0yz0(1− z0) [1− x0 − y(1− x0)] P¯b,c
(
x0 + y(1− x0), d2 + z0 − z
d1
)
, (69)
where y(b) and z(b, c) are the functions of the model parameters. The bar above P¯ is related
to the (pre)distribution name and will be explained later. The result can be rewritten in
terms of b and c as
P¯b,c(b, c) =
2
√
x0z0(1− b)(b− x0)(1− z0)
b (1− x0)2
Py,z(y(b), z(b, c)). (70)
However, Eqs. (69)-(70) require further scrutiny. Recall that Py,z(y, z) was defined from the
normalized likelihood, which was obtained from the 2-dimensional χ2, and should integrate
to 1 when the whole domain of y and z is considered. However, the integration of Eq. (69)
is done over the domain of b and c and is therefore valid only for the combinations of y
and z that can be obtained inside the model parameters domain, something that is pattern
dependent. This means that the (pre)distribution P¯b,c(b, c) in Eq. (70) needs to be normalized
again in the domain of b and c for it to be a proper probability density, i.e., one that adds
up to one when all the possible values are integrated. The additional normalization can be
seen as a measure of how well a particular pattern repeats the global fit values of y and z.
Patterns that easily fit inside the ±3σ global fit range for both quantities, such as TBM and
GR2 (see Figure 5, left side), will have a normalization factor that differ from one by less
than 10−10. Other patterns, such as HEX and BM, differ from one by almost 10−5 and more
than 103, respectively. Therefore, to find the proper probability density we have to multiply
the (pre)distribution by a nomalization factor that depends on the pattern.
Pb,c(b, c) = f [pattern]× P¯b,c(b, c) (71)
where Pb,c(b, c) represents the proper probability density that can be integrated to one in the
domain of b and c. The required factors are show in Table 5. Note that for the BM pattern,
this factor is larger than 103.
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Figure 6: Probability densities for cos δ from the integral in Eq. (68) are shown in color. The
dashed black lines where obtained from the integral in Eq. (74).
The integration for Pz(z) can be done using Pb,c(b, c) instead of Pb|c(b)Pc(c), as follows:
Pz(z) =
∫
db dc δ
f ∣∣∣∣
a=x0
b
− z
Pb,c(b, c)
Pz(z) =
∫
db
b(1− x0)
2
√
(1− b)(b− x0)(1− z0)x0z0
Pb,c(b, c0(b, z)), (72)
where c0(b, z) is given by Eq. (64). Similarly, the integration for cos δ can be rewritten as
Pcos δ(cos δ) =
∫
da db dc δ(g˜ − cos δ)Pa|b(a)Pb,c(b, c) (73)
=
∫
dc
(∂g˜
∂b
)−1
Pb,c(b, c)
∣∣∣∣∣∣
b such that g˜=cos δ
. (74)
The resulting probability Pcos δ(cos δ) for all the patterns is shown in Figure 6 using dashed
lines. While for the TBM and GR2 patterns the distributions do not change noticeably, the
HEX patterns show a larger spread when using Pb,c(b, c) in the integration. This difference
is related to the inaccuracy in the estimation of Pc(c) as can be inferred from the the differ-
ence between Pc(c) estimated in Section 4.2 (solid colored lines) and Pc(c) estimated from
marginalizing b out of Pb,c(b, c) (dashed black lines) shown in the left panel of Figure 7. Re-
call that in Section 4.2 we first assumed Pb|c(b) = Pb(b), so it is expected that the inaccuracy
of this assumption should affect the resulting estimation of Pc(c).
More care clearly must be taken for the case of BM mixing than would generally be
required of other mixing scenarios. As is well known, the viable parameter space for BM
mixing is significantly smaller than it is for the other mixing patterns considered here, as
BM mixing generically predicts values for the solar mixing angle that are quite large, falling
on the end of the experimentally allowed region. For instance, inside the domain of allowed
values of b and c, the allowed combinations of y and z are far more limited in the BM
pattern than for the other patterns, disallowing large swathes of parameter space. This lack
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Figure 7: Left: colored solid lines for Pc(c) as estimated in Section 4.2, while dashed black
lines are for the distribution obtained by marginalizing c from Pb,c(b, c). Right: Pz(z) as
obtained from Pc(c). The dotted black line is Pz(z) based on the global fit.
of parameter space freedom results in the fact that the step of approximating Pb|c(b) by
Pb(b), as given by Eq. (57), is far more inaccurate for BM mixing than for the other mixing
scenarios. Similarly, we see that Pb(b) for BM mixing does not correspond to Eq. (57) as
well as it does for the other patterns, as can be seen on the right side of Figure 5. Lastly,
we see that the scenario of BM mixing is completely unable to reproduce the global fit of
Pz(z), (Figure 7, right side) which indicates the unsuitability of using the process detailed
in Section 4.2, in which Pc(c) is determined by optimizing Pz(z) to match the global fit.
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Figure 8: The distribution Pcos δ(cos δ) as given in Figure 2, overlaid with Pcos δ as obtained
from treating the experimental distributions as uncorrelated (depicted with dashed lines).
Note that the difference between the two approaches is slight for mixing patterns other than
BM, for which the peak shifts drastically in the two approaches, and resides in an unphysical
regime for the case in which the restrictions of the model are not taken into account.
Furthermore, we can also see this when comparing the approaches used in this paper
for determing Pcos δ as compared to approaches taken in previous literature. As previously
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Figure 9: The distribution for Pcos δ(cos δ) for the correlated model parameter approach as
given in Figure 6, overlaid with Pcos δ as obtained from treating the experimental distributions
as uncorrelated (depicted with dashed lines). This is to be compared with the analogous
result for the uncorrelated model parameter approach, as given in Figure 8.
stated, an assumption that is often made in the literature is that the model can always
accommodate all values of the experimentally measured parameters. However, we have seen
that in this particular (quite simple) model scenario, the range of z is limited, as is the range
of y in the approach of the previous section. As a result, it is instructive to compare these
methods for the two approaches discussed in this work.
To this end, in Figure 8, we show a comparison of Pcos δ as calculated in Section 3, where
the model parameters are taken to be uncorrelated to the Pcos δ as calculated using Eq. (1),
where each experimental distribution is assumed to be uncorrelated with the others. For
purposes of comparison, in both cases the parameter y = (sν23)2 is taken to be 1/2, i.e.,
|θν23| = pi/4. Clearly, the BM case shows the significant difference in these methods. The
shift of the peak to unphysical regions for the case in which the experimental observables
are taken to be uncorrelated reflects the well-known fact that the BM pattern has difficulty
reproducing the best fit values of the experimental data. Here we also note that the remaining
patterns show a very slight shift in the peaks in the distributions for Pcos δ as well. This is
as expected since the theoretically allowed values for the observable parameters are also
restricted, albeit not as drastically as in the BM pattern.
In Figure 9, we show an identical comparison to that of Figure 8, but using the method
of this section in which the model parameters are correlated. As allowing the model pa-
rameters to have a priori correlations enhances the ability of these models to reproduce the
experimental data, we see slight improvements in the agreement between this approach and
that of previous literature. For example, here again we see similar features for the BM distri-
bution in our two methods, but with a slightly broader distribution for the correlated model
parameter approach. It is also straightforward to see that a slightly better overlap between
the solid and dashed lines for the TBM, HEX, GR1, and GR2 patterns than was obtained
in the uncorrelated model parameter approach, which reflects the fact that correlated model
parameter approach allows for us to optimize, within the theoretical constraints of these
models, the predictions to better reproduce the global fit data.
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5 Conclusions
In this paper, we have developed two different approaches for analyzing predictions based
on sum rules for the leptonic Dirac CP-violating phase. The first approach assumes un-
correlated model parameters, i.e., the probability distribution for each continuous model
parameter should depend only on that parameter. The second approach assumes that the
model parameters are a priori correlated, i.e., there exists a relationship between the pa-
rameters that is deducible by the experimental results. In both of these approaches, we
have studied the implications of the correlations among the observable parameters within a
specific class of theoretical models, focusing in particular on the predicted probability dis-
tributions for cos δ. For simplicity and concreteness we have considered models that only
include a 1− 2 charged lepton rotation with a single source of CP-violation, such that there
are just three input parameters. In doing so, we find that the results of both of these analyses
show that careful consideration of the interplay between the model parameters guarantees
an appropriately bounded, phenomenologically viable value for cos δ.
The results of these analyses generally show that when considering the use of sum rules
to “disfavor” certain classes of models, e.g., a 1 − 2 charged lepton rotation acting on a
TBM, BM, GR1, GR2, or HEX mixing form, it is paramount to properly impose all sum
rules simultaneously as well as all other relevant correlations. Furthermore, these results
highlight that with near-future improvements to the measurements of the leptonic mixing
parameters, we may be approaching the point of making great strides in resolving the flavor
puzzle of the Standard Model.
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A Appendix
In what follows, we summarize several useful facts about the distribution functions used in
this work. We begin by referring to the usual normalized Gaussian density function as
PGauss(α;µ, σ) =
1√
2piσ
exp
−12
(
α− µ
σ
)2
,
 (75)
where µ represents the mean and σ the standard deviation.
This is an obvious choice of distribution function to use in our analysis. However, noth-
ing ties us to this choice and one could consider distribution functions that deviate from
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Eq. (75) through their dependence on additional parameters. Two well-known examples of
such distribution functions are given by
Pskew(α;µ, σ, s) = PGauss(α;µ, σ)
1 + erf( s√
2
· α− µ
σ
) , (76)
PGC(α;µ, σ, s, k) = PGauss(α;µ, σ)
1 + s
6
√
2
H3
(
α− µ√
2σ
)
+ k96H4
(
α− µ√
2σ
) , (77)
where erf(β) is the error function and H3,4(β) are (physicists’) Hermite polynomials, i.e.,
H3(β) = 8β3 − 12β and H4(β) = 16β4 − 48β2 + 12. A choice of values for the parameters
after the semicolon (µ, σ, s, k, etc.) defines a probability distribution for the placeholder
variable α. The distribution defined in Eq. (76) is known as the skew normal distribution
since it adds a parameter, s, that controls the skewness of the distribution. Eq. (77) is called
the Gram-Charlier distribution which, additional to the skewness parameter, adds a kurtosis
parameter, k, to parameterize deviations on the tails of the distribution.
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