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Abstract
Waveguide circuit quantum electrodynamics (waveguide circuit QED)
studies light-matter interaction with superconducting circuits in one di-
mension. In circuit QED, natural atoms are replaced by superconducting
qubits consisting of a non-linear Josephson junction, resulting in an anhar-
monic energy spectrum just like real atoms. With superconducting qubits,
it is possible to study quantum optical phenomena and reach new regimes
hard to achieve with real atoms due to weak coupling to the electromag-
netic field. The reduction to one dimension in waveguide QED increases
the electromagnetic field’s directionality, which results in reduced losses.
In this thesis, we first introduce circuit quantisation, giving the basis for
the next part, where we investigate a transmon, a charge-insensitive arti-
ficial atom, coupled to a semi-infinite transmission line. An atom coupled
to a semi-infinite waveguide is referred to as an atom in front of a mirror
and is the subject of all appended papers. We proceed by summarising
Paper I and III’s main results: in Paper I, we investigate the spontaneous
emission of a transmon coupled to a semi-infinite transmission line, where
we take time-delay effects into account. We find that the system dynam-
ics strongly depend on the coupling strength to the transmission line and
the atom’s position with respect to the electromagnetic field, leading to
the Purcell effect or the convergence to a dark state with finite excitation
probability. In the high-impedance regime, which we investigate in Paper
III, the properties of the transmon coupled to the high-impedance trans-
mission line change drastically. It becomes highly reflective and creates
its own cavity with the mirror, resulting in the emergence of cavity modes
and vacuum Rabi oscillations in the spontaneous emission dynamics.
iii
In the next chapter of the thesis, we demonstrate how to quantise an
electromagnetic field and derive a light-matter interaction Hamiltonian
within dipole approximation. We then give an introduction to open quan-
tum systems and derive the quantum-optical master equation in Lindblad
form. Furthermore, we introduce the dressed state picture, where the in-
teraction of light and matter is so strong that the individual energy levels
of light and matter are no longer separable. Both the quantum optical
master equation and the dressed state picture are relevant in Paper II
and IV. In Paper II, an experimental collaboration, we perform several
experiments to characterise and discriminate different decay rates of a
superconducting qubit coupled to the end of a transmission line. One ex-
periment measured the atomic fluorescence spectral density, which shows
an asymmetry for off-resonant driving, resulting from pure dephasing: an
effect that we explain in more detail in this thesis and Paper II. In Pa-
per IV, we theoretically investigate amplification mechanisms realised by
different set-ups of an atom coupled to a semi-infinite waveguide. In the
considered systems, the amplification of a probe field happens either due
to population inversion between the pure states or dressed states or multi-
photon processes. We find that compared to an open waveguide, we can
achieve a higher gain in the amplification with a semi-infinite waveguide.
Keywords: Quantum Optics, Circuit Quantum Electrodynamics, Waveg-
uide Quantum Electrodynamics, Superconducting Qubits, Artificial Atoms
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In the early 20th century, scientists observed many effects, such as the
black-body radiation and the photoelectric effect, that could not be ex-
plained by the established theories at the time [1]. These and other dis-
coveries have led to the emergence of quantum mechanics, a theory that
could explain these newly discovered phenomena and revolutionised our
understanding of the world on a fundamental level. One quantum me-
chanical concept is the wave-particle duality, stating that particles have
wave properties and vice versa. Other exciting quantum effects are super-
position and entanglement of quantum states. These two effects require a
description based on quantum mechanics and cannot be explained classi-
cally. There has been tremendous progress over the past decades to use
these new quantum mechanical theories to our advantage and develop
new technologies. One fundamental problem in achieving practical appli-
cations based on quantum theories is the accessibility and controllability
of quantum systems, which was a challenging task in the early times of
quantum mechanics.
However, in the past decades, it has become possible to address sin-
gle quantum systems individually. In 2012, David Wineland and Serge
Haroche received the Nobel prize for their pioneering work in accessing sin-
gle quantum systems. In Wineland’s experiment, single ions were trapped
in a vacuum and probed by a laser, leading to entanglement between differ-
ent states of the ion [2]. In Haroche’s work, a microwave field was trapped
inside a cavity, and single excited Rydberg atoms were sent through the
cavity, creating entanglement between the atoms and the cavity field [3].
Both experiments laid a foundation for new technologies based on the
measurement and control of single quantum systems [4].
With these new findings, the proposal that Richard Feynman made in
the early ’80s might become realisable in the near future: He suggested
that a quantum computer might be able to solve certain problems more ef-
ficiently than a classical computer [5]. His reasoning was that a computer
based on quantum mechanics itself would be better at simulating nature,
as nature behaves quantum mechanically. A quantum computer uses en-
1
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tanglement and superposition to perform computation and is believed to
solve certain problems exponentially faster than a classical computer [6].
The controllability of individual qubits is crucial to the pursuit of build-
ing a quantum computer. The goal is to develop quantum algorithms
specifically made for the quantum computer that either solve problems
faster than classical algorithms or do not have a classical counterpart at
all [7]. Areas in which a quantum computer might be useful are opti-
mization problems [8–10], quantum chemistry [11–13], machine learning
[14–16] and the simulation of many-body physics [17, 18].
It is currently of high interest to build a quantum computer and find
useful and applicable quantum algorithms. It is still challenging to build a
fault-tolerant high-fidelity quantum processors consisting of many qubits
with long coherence times that can run quantum algorithms with low
losses and noise. Another difficulty is to find useful algorithms to solve
problems that cannot be simulated on a classical computer in polyno-
mial time. Only after solving these problems, we can say that we have
achieved a so-called quantum advantage, which would prove that a quan-
tum computer can indeed solve certain problems exponentially faster than
a supercomputer [19–24]. However, much work is done in quantum er-
ror correction to increase the fidelity of quantum processors [23, 25, 26]
and Noisy Intermediate-Scale Quantum (NISQ) computers without error-
corrected qubits already exist [27–30]. Quantum advantage was recently
claimed by Arute et al. [28]. They built a quantum computer consisting
of 53 superconducting qubits and performed an exclusively quantum me-
chanical algorithm in 200 seconds, whereas they claim that the classical
equivalent would take approximately 10 000 years. However, IBM claims
that with optimised techniques, a supercomputer would, in fact, be able
to compute the problem in only 2,5 days [31].
The qubits used by Arute et al. [28] are programmable superconducting
charge qubits [25, 32–38], of the same kind as the ones considered in this
thesis and all the appended articles. Superconducting qubits are artificial
atoms built from an electrical circuit and work in the microwave regime.
The crucial part is to incorporate a Josephson junction into the circuit,
consisting of two superconducting leads separated by a thin insulator.
The phase-dependence of the Cooper pairs tunnelling through the insu-
lator leads to a non-linearity in the potential energy [39–41]. Therefore,
the artificial atom’s energy spectrum becomes anharmonic, resembling the
energy spectrum of real atoms. One of the simplest possible superconduct-
ing qubits is the single Cooper-pair box (SCPB), which has a supercon-
3
ducting island to which the Cooper pairs can tunnel on and off [42–44].
However, the SCPB is very sensitive to small fluctuations in the charge,
making the energy levels unpredictable and therefore a bad candidate for
a controllable qubit. A better version of the SCPB is the transmon qubit
that consists of an additional capacitance to shunt the superconductors,
which decreases the sensitivity to charge noise [45]. Moreover, some types
of transmon consist of a superconducting quantum interference device
(SQUID) instead of only one Josephson junction, which makes it possible
to tune the transition frequencies of the energy levels by using an external
magnetic field. Another essential property of not only artificial atoms but
all atoms used in experiments is the coherence time. Quantum systems,
like atoms, that interact with their environments, such as a coherent laser
field, lose their quantum coherence over time, a process called decoherence.
Superconducting qubits have typical coherence times of ≈ 100µs [46]. In
order to understand and be able to engineer superconducting qubits, it is
crucial to characterise and distinguish the different decay and decoherence
rates [47], which is the subject of Paper II.
Superconducting qubits are not only suitable for the construction of
quantum processors but also to perform quantum optical experiments and
reaching new regimes. The field that studies quantum optical phenom-
ena in superconducting circuits is called circuit quantum electrodynamics
(circuit QED) [35, 48–51]. In quantum optical systems, where the inter-
action between light and matter, such as atoms or molecules, is studied,
the coupling between the electromagnetic field and matter is limited by
the size of the fine structure constant and is, therefore, rather weak [52].
In many experiments, unwanted losses to the environment exceed the cou-
pling strength between atoms and photons, making information transfer
difficult. To reduce the information loss, it is advantageous to engineer
both the atom and the environment, making it possible in circuit QED to
reach the strong and ultrastrong coupling regime [52–60]. The possibility
of reaching the strong coupling regime in circuit QED made it possible
to achieve superradiance [61–64] which is a well-studied quantum opti-
cal phenomenon [65–67]. There are a plethora of other quantum optical
phenomena demonstrated in circuit QED [50, 51, 68], e.g., lasing [69–72].
Another way to reduce losses is the restriction of the environment to one
dimension [68, 73–75], which is done in waveguide QED [73, 74, 76]. This
increases the directionality of the electromagnetic field inside the waveg-
uide resulting in reduced losses [77, 78]. In circuit QED, a typical one-
dimensional waveguide is a coplanar waveguide or transmission line (TL).
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The considered waveguides can either be open, made into resonators, or
be shorted at one end (semi-infinite waveguides) [25, 48–50, 79–82]. We
consider the latter in all appended papers. When the semi-infinite waveg-
uide is coupled to an atom, the system is referred to as an atom in front of
a mirror. The atom in front of a mirror has been studied both experimen-
tally and theoretically [83–90]. In some cases, a semi-infinite TL can be
more advantageous than an open one. For instance, in Paper IV, we show
that with an atom in front of a mirror, it is possible to achieve a higher
gain in the reflection of a probed field [84, 91], leading to a higher amplifi-
cation compared to an open TL [92, 93]. Furthermore, interesting effects
can be studied with an atom in front of a mirror, e.g., time-delay effects,
resulting in a non-Markovian system [74, 94–100]. Similar effects occur
with giant atoms, artificial atoms that couple to an electromagnetic field
at several points [101–104]. In Paper I and III, we consider a transmon
coupled to a semi-infinite TL and take time-delay effects into account to
investigate the resulting system dynamics.
Transmission lines can be modelled by lumped elements consisting of
several coupled LC-oscillators and typically have a characteristic impedance
of Z0 ≈ 50 Ω, which is much smaller than the quantum resistance. How-
ever, recent studies show that it is possible to reach impedances compa-
rable to the quantum resistance or higher [105–111], which can be real-
ized by building circuits made of arrays of Josephson junctions [107, 108,
110–114] or high-kinetic-inductances materials, called superinductors [106,
109, 115–118]. High impedance Josephson junction arrays and superin-
ductors are, for example, used in the Fluxonium qubit [119–122], another
type of superconducting qubit besides the transmon, which has reduced
charge noise sensitivity and can have relaxation times up to milliseconds
[121, 123]. One application of a charge insensitive qubit with high charac-
teristic impedance is in metrology since the current can be measured very
accurately [124]. Furthermore, high-impedance resonators are suitable for
light-matter interaction to reach strong coupling regimes due to strong
coupling to vacuum fluctuations [125]. In Paper III, we theoretically in-
vestigate the dynamics of a transmon coupled to a high-impedance TL.
We find that the system properties in the high-impedance regime change
drastically. For instance, even when probed off-resonantly, the transmon
becomes highly reflective in the high-impedance regime, acting as a mir-
ror. If coupled to a semi-infinite TL, the atom creates its own cavity
together with the mirror, resulting in the emergence of cavity modes and
vacuum Rabi oscillations in the spontaneous emission dynamics. Other
5 1.1 Organization of the thesis
systems that show cavity-free Rabi splitting and contain atoms that act
like mirrors have been studied both theoretically and experimentally [101,
126–128].
1.1 Organization of the thesis
This thesis is organised as follows. In chapter 2, we give an introduction
to circuit quantisation. More specifically, we introduce superconducting
circuits and their elements, starting from essential components and con-
tinuing to TLs and superconducting qubits. In chapter 3, we give a follow
up to chapter 2, by discussing a transmon coupled to a TL. We inves-
tigate different regimes and effects of an atom coupled to an open and
semi-infinite TL, considered in Paper I and III. In chapter 4, we derive
a light-matter interaction Hamiltonian by field quantisation. Despite be-
ing circuit QED systems, the systems investigated in all articles discuss
light-matter interaction with artificial atoms in the microwave regime, us-
ing quantum optics methods. The same holds for chapter 5, where we
introduce open quantum systems and derive the quantum optical master
equation in Lindblad form. These methods have been used in Paper II
and IV. Furthermore, we introduce the dressed state picture of an atom
coupled to a laser field in chapter 6, which is relevant in Paper II and




All appended articles deal with artificial atoms coupled to waveguides,
or more specifically, one-dimensional (1D) transmission lines. Whereas
we start with quantum optical models in Paper II and IV, we derive the
Hamiltonian of the system through circuit quantization in Paper I and
III. That is why we start the first chapter of this thesis by introducing the
circuit quantization procedure and its most essential elements [129, 130].
We introduce the circuit’s basic components and their quantization and
demonstrate how to derive the Hamiltonian for a transmission line with
different boundary conditions. Further, we introduce artificial atoms or
superconducting qubits, a fundamental building block in modern quantum
technology. We start with the simplest superconducting qubit, the sin-
gle Cooper-pair box (SCPB) and later introduce the transmon, a charge
insensitive superconducting qubit considered in most of our articles.
2.1 Lagrangian and generalised coordinates
The first step in the circuit quantization process is to define generalized co-
ordinates φn of the system and write down the Lagrangian L of the circuit
that contains the kinetic and potential energies, T and V , respectively,
L(φn, φ̇n, t) = T − V . (2.1)
The kinetic energies depend on the time derivative of the generalized coor-
dinates φ̇n, and the potential energies, in non-dissipative systems, depend
on the generalized coordinates φn themselves. For an electrical circuit, it
is convenient to use the node fluxes φn as generalized coordinates. The





In the table below, we summarised some of the most essential non-dissipative
elements with their circuit symbols and their contribution to the energies.
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2.2 Quantization of an LC-oscillator
We demonstrate the quantization process of an electrical circuit by means
of an LC-oscillator, depicted in Fig 2.1. The Lagrangian of this system is
given by
L(φ, φ̇) = 12Cφ̇
2 − 12Lφ
2, (2.3)
with a kinetic energy term, T = 12Cφ̇
2, coming from the capacitive part
and the potential energy term, V = 12Lφ
2, coming from the inductive part
of the circuit. The next step is to calculate the Hamiltoian H of the
system. The Hamiltonian is a function of the node flux and its conjugate










where In is the node current. For the LC-oscillator, the conjugate mo-
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LC
Figure 2.1: Sketch of an LC-circuit consisting of a capacitor with capacitance C
and an inductor with inductance L.
In general, the Hamiltonian can be calculated by performing a change of
variables using the Legendre transformation of the Lagrangian,
H(φn, pn, t) =
∑
n
pnφ̇n − L(φn, φ̇n, t). (2.7)
However, in the case of the LC-oscillator, it is even simpler since the sys-
tem is non-dissipative and holonomous-scleronomous. This means that
the potential energies do not depend on the time derivative of the conju-
gate variable, ∂V/∂φ̇ = 0, and the kinetic energies are quadratic in the
generalised velocities T (aφ̇) = a2T (φ̇), where a is an arbitrary real num-
ber [131]. So the Hamiltonian is simply given by the total energy of the
system









with frequency ω = 1/
√
LC which is the resonance frequency of the LC-
oscillator and “mass” m = C. Now we quantize the system by promoting
φ and p to operators
φ→ φ̂, (2.9)
p→ p̂, (2.10)
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where we have introduced the characteristic impedance of the oscillator
Z =
√












n+ 1|n+ 1〉. (2.15)






where a†a = N is the number operator which fulfils the eigenequation
N |n〉 = n|n〉 and ~ω2 is the zero-point energy of the LC-oscillator.
2.3 Transmission line
Transmission lines are one-dimensional waveguides and form an important
part of circuit QED, since they provide channels for transmitting signals.
They can also be used as quantum optical reservoirs, dissipatively remov-
ing energy from the system. They can be open systems, resonators, or
semi-infinite systems with one shorted end. The differences are given by
the boundary condition of the circuit configuration. We will first discuss
the open transmission line and then describe possible boundary condi-
tions.
In our system, a transmission line can be modelled with many coupled
LC-oscillators, depicted in Fig 2.2 [132, 133]. The Lagrangian is given by





















Figure 2.2: Circuit configuration of an open transmission line. It consists of parallel
grounded capacitors with capacitance C0 per unit length ∆x and inductors in series
with inductance L0 per unit length. The characteristic impedance of the transmission
line is Z0 =
√
L0/C0.
Here, the capacitances C0 and inductances L0 are the capacitance and
inductance per unit length since we start with a discrete circuit model.
The transmission line has a characteristic impedance of Z0 =
√
L0/C0,
which gives the ratio of the amplitudes of current and voltage of a wave
propagating along the TL and is given in the units of resistance. In the





























This resembles the massless Klein-Gordon equation with velocity c =
1/
√
C0L0. Alternatively, we obtain the same equation of motion by deriv-
ing the Hamiltonian and calculating the Heisenberg equations of motion.
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where we introduced the flux field φ(x, t) and the charge density field
p(x, t). Now we quantise the system by promoting the generalised coor-
dinates to operators which fulfil the commutation relations
[φ(x, t), φ(x′, t)] = [p(x, t), p(x′, t)] = 0 (2.24)
[φ(x, t), p(x′, t)] = i~δ(x− x′). (2.25)
We can solve the Klein-Gordon equation (2.20) by introducing the Fourier
transform of the flux field and charge density field




φ(k, t)eikx dk, (2.26)




p(k, t)eikx dk. (2.27)
The Klein-Gordon equation then becomes
∂φ2(k, t)
∂t2
+ ω2kφ(k, t) = 0, (2.28)
where we used the dispersion relation ωk = ck. We introduce creation
and annihilation operators a†k, ak, which create and annihilate a mode














and have the dimension 1/
√
k. We rewrite the flux and charge density in
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= 12δ(0) gives the (infinite) sum over the
zero point energies ~ωk/2 of all modes [134, 135].
2.3.1 Resonator
So far, we considered an open transmission line with free propagating
electromagnetic waves. Now we want to restrict the propagation by con-
sidering a resonator. This can be achieved by shorting the transmission
line ends to ground, which we demonstrate here. The circuit model and
a sketch of the field of this configuration are depicted in Fig. 2.3. In this
case, the field at both ends of the transmission line is zero. Hence, the
field contains only modes that fulfil ωn = nπc/L, with n ∈ Z, the length
of the resonator L and the velocity of the electromagnetic waves inside the
transmission line c = 1/
√
L0C0. With this restriction, the Hamiltonian











where the operators now are dimensionless. If we only consider one mode












Figure 2.3: a) Circuit model of a transmission line that is shorted to ground at both
ends. By doing so the boundary conditions are restricted and the electromagnetic field
has a node at the ends. b) Two modes of the field that fulfil the boundary condition.
2.3.2 Semi-infinite transmission line
Now we consider the case where the transmission line is open on one side
and shorted to ground on the other. The shorted end of the semi-infinite
transmission line has the role of a mirror where the electromagnetic waves
are reflected, and the value of the field is zero. The circuit model of a
semi-infinite transmission line is depicted in Fig. 2.4. The field modes are
still continuous but the massless Klein-Gordon equation (2.20) has to be
solved with the boundary condition φ(x = x0) = 0, where the mirror is













p(k, t) sin k(x− x0)dk, (2.39)
where φ(k, t) and p(k, t) can again be written in terms of bosonic creation
and annihilation operators, see Eq. (2.31)-(2.32). Using this, the field








Figure 2.4: A transmission line that is shorted to ground at one end. This end has













sin k(x− x0)dk, (2.40)










sin k(x− x0)dk. (2.41)
In contrast to the open transmission line, the integral only goes from 0
to infinity because the right- and left-moving modes are connected by the





















So far, we have investigated different set-ups of a one-dimensional trans-
mission line that can act as different types of baths or cavities. Now we
introduce emitters that can interact with the bath built of circuit ele-
ments. More specifically, we are interested in so-called artificial atoms
or superconducting qubits with anharmonic energy spectra so they can
mimic real atoms and be used as qubits. There are many types of super-
conducting qubits with different circuit configurations and properties [32,
35]. Some examples are the flux qubit, phase qubit or the one we will in-
troduce, the transmon. The transmon is a charge qubit that consists of a
Cooper pair box that is insensitive to charge noise [45]. In the following,





Figure 2.5: a) A sketch of a Josephson junction. Two superconductors are separated
by a weak link, where Cooper pairs can tunnel through. b) The electrical circuit symbol
of a Josephson junction.
we will explain the essential elements of a superconducting qubit, such
as the Josephson junction and the simplest version of a superconducting
charge qubit, a single Cooper-pair box (SCPB).
2.4.1 Josephson junction
The Josephson junction consists of two superconductors isolated by a
weak link. The weak link can consist of a thin insulator, normal metal,
or another superconductor [130, 136]. A sketch of a Josephson junction
and the electrical circuit symbol are depicted in Fig. 2.5. The Cooper
pairs can tunnel coherently through the insulator, leading to a current
that varies with the phase difference ϕ(t) across the junction,
I(t) = Ic sinϕ(t), (2.43)
where Ic is the critical current.
The voltage across the junction is also given by the phase difference be-
tween the two superconducting leads





Using this, we see that the phase difference between the two superconduc-
tors ϕ(t) is given by the time integral of the voltage across the Josephson





V (t′)dt′ = 2e
~
Φ = 2π ΦΦ0
, (2.45)
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where Φ0 = h2e is the magnetic flux quantum. By comparing Eq. (2.43)-
(3.41) to the general relation between the current and voltage of an in-
ductor İ = 1LV ,



























= EJ (1− cosϕ) (2.49)
where we introduced the Josephson energy EJ = Φ0Ic/2π. We see that the
Josephson junction has an anharmonic potential energy which opens the
possibility to build an anharmonic circuit element to create an artificial
atom.









where we omitted the constant term in the potential energy.
2.4.2 Single Cooper-pair box
The single Cooper-pair box (SCPB) is a simple and fundamental design for
a superconducting qubit [44, 136]. It consists of a superconducting island
with a number of n Cooper-pair charges connected through a Josephson
junction to a superconducting electrode. The number of Cooper pairs on





Figure 2.6: Circuit model of a single Cooper-pair box. A Josephson junction with
tunnel junction capacitance CJ and Josephson coupling energy EJ is coupled to a
control gate voltage Vg through a gate capacitance Cg. A number n of Cooper pair
charges sit on a superconducting island ("box") between the gate capacitor and the
junction capacitance.
the island can be controlled by a gate voltage connected to the island
through a gate capacitance. A circuit model for a SCPB is depicted in
























where n = qJ/2e is the number of Cooper pairs on the island. The
Hamiltonian becomes





where EC = e
2
2(Cg+CJ) is the electron charging energy and ng = CgVg/2e
is the (possibly fractional) number of electron pairs that is induced on
the island by the control gate. Now we quantize the Hamiltonian by
















Figure 2.7: a) Circuit model of a Transmon. A SQUID, consisting of two Josephson
junctions J1 and J2, with an additional shunting capacitor CS is coupled to a voltage
source Vg through a gate capacitance Cg. b) Sketch of a SQUID. Two (here identical)
Josephson junctions are connected in a loop. An external magnetic field induces a
current in the SQUID and makes its energy controllable.
In the charge basis |n〉 which are eigenstates of the number operator n̂,





4EC (n− ng)2 |n〉〈n| −
1




With this Hamiltonian, we can calculate the energy spectrum of the
SCPB. For the set-up we presented in this chapter, the charging energy
EC is usually much bigger than the Josephson energy EJ , leading to a
charge-sensitive energy spectrum. We discuss this in more detail in the
next section and present a charge-insensitive qubit, the transmon.
2.4.3 The transmon and the SQUID
The transmon is a charge-insensitive superconducting qubit which was
first introduced by Koch et al. [45] in 2007. The transmon is a modified
version of the SCPB described in the previous section. The main differ-
ence is an additional capacitance shunting the two superconductors, see
Fig. 2.7 a). It is also important to mention that instead of only using one
Josephson junction to create a superconducting island, the transmon of-
ten consists of a superconducting quantum interference device (SQUID),
making the transition frequency tunable. A sketch of a SQUID is depicted
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in Fig 2.7 b). By using a SQUID, the Josephson energy EJ can be manip-
ulated through an external magnetic field, with flux Φext, since the phases
of the two Josephson junctions Φ1,2 depend on each other [42],
Φ1 − Φ2 + Φext = nΦ0, (2.56)
where the integer number n is the number of flux quanta in the loop.
The total potential energy of a SQUID (with two identical Josephson
junctions) becomes




















is the tunable Josephson energy. Using
a SQUID instead of a single Josephson junction leads to the same Hamilto-
nian (2.53) but with a tunable Josephson energy. However, the important
element in the transmon that leads to reducing the sensitivity to charge
noise is the additional shunting capacitance, as mentioned before. With
this capacitance, the charging energy EC = e2/2CΣ, CΣ = CJ + Cg + CS
can be made small compared to the Josephson energy EJ . Both energies
are now engineerable, and the ratio EJ/EC can be manipulated. Both
the anharmonicity of the qubit and the sensitivity to charge noise depend
on this ratio. In Fig 2.8 we show the energy spectrum of the transmon
as a function of the gate charge ng. One can clearly see the reduction of
sensitivity to fluctuations in gate charge by increasing the ratio EJ/EC ,
since the energy levels become flat. The anharmonicity of the energy lev-
els decreases too, but it is still sufficient that the transmon can be used
as a qubit.
In the limit of small excitation amplitude |ΦJ/Φ0|  1 and EJ 
EC , where the zero point fluctuations are small, the transmon can be
approximated as a harmonic oscillator [130], where we expand the cosine
term of the potential for small ΦJ ,
H = 12CΣ
































Figure 2.8: The first three energy levels of a Transmon Em, m = 0, 1, 2 normalised
by the energy of the first transition E01 at ng = 0 as a function of the charge noise















is the resonance frequency of the harmonic oscillator and the transition
frequency from the ground state to the first excited state of the transmon.

3 Transmon coupled to a
microwave transmission Line
In chapter 2 we introduced the quantization of electrical circuits. We
discussed elements of a circuit, such as transmission lines with different
boundary conditions, which can be viewed as reservoirs. We also intro-
duced the circuit equivalent of an atom, superconducting qubits. In the
following, we investigate the combination of these two elements: A super-
conducting transmon qubit coupled to both open and semi-infinite TL’s,
which has been the subject of all our articles. Especially in Paper I and
III, we investigate the dynamics of a transmon qubit coupled to a 1D
TL derived from the circuit model. We investigate transient and steady-
state dynamics of an initially excited transmon qubit and scattering at a
transmon both in the low and high impedance regime. To investigate the
dynamics of a transmon in a semi-infinite TL (atom in front of a mirror),
we take time-delay effects, given by the distance to the mirror, into ac-
count. In the following, we derive the equations of motion for the circuit
model used in Paper I and III and discuss some of the main results.
3.1 Circuit QED model
The system we investigate in Paper I and III consists of a transmon cou-
pled to a 1D semi-infinite transmission line. A sketch of the system is
depicted in Fig 3.1. The Hamiltonian of the system is given by the sum






















The Hamiltonian is a function of the generalized coordinates: φi, the
node fluxes and pi, the node charges. For details on how to derive the
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Figure 3.1: a)Circuit model of a transmon coupled to a 1D-TL by a coupling capaci-
tance Cc. The TL is grounded at one end. The inductive energy, flux and capacitance
of the transmon are denoted by EJ , ΦJ and CJ , respectively. The TL is modelled by
LC oscillators with capacitance ∆xC0 and inductance ∆xL0. The flux of the nodes
between the LC-oscillators are denoted by Φn. b) Sketch of the system. It depicts
an atom in front of a mirror. The distance L = Tv/2 to the mirror with respect to
the electromagnetic field can be changed, which makes it possible to either enhance
or suppress the coupling to the semi-infinite TL.
Hamiltonian, see chapter 2. We now promote the generalized coordinates
to operators that fulfil the canonical commutation relations
[φi, pj] = i~δi,j, (3.2)
[φi, φj] = [pi, pj] = 0, (3.3)








where A(t) is an arbitrary time-dependent operator. However, our con-
sidered variables do not explicitly depend on time, and the last term of
Eq (3.4) vanishes. The equations of motion at the coupling point x0,











(pJ(t) + p0(t)) , (3.6)













(−2φi(t) + φi+1(t) + φi−1(t)) . (3.8)
These are discrete equations of motion since they are derived from a dis-
crete circuit model. We want to make these equations continuous by
taking the limit ∆x→ 0. Eq. (3.5)-(3.7) remain unchanged, but Eq. (3.8)









φ(x0 + ∆x, t)− φ(x0, t)
∆x −






∂xφ(x+0 , t)− ∂xφ(x−0 , t)
)
, (3.9)
where we identified the two terms of the second row as first-order spatial
derivatives. φ(x+0 , t) denotes the flux field on the right side of the qubit,
and φ(x−0 , t) denotes the field on the left side of the qubit.
3.1.1 Linearisation of the Qubit
One important step we take to simplify our system is the linearisation of
the qubit. As we showed in section 2.4, the Transmon has an anharmonic
energy spectrum. In the limit EJ  EC , the energy spectrum is only
slightly anharmonic and can be approximated by a harmonic oscillator.
However, we want to treat the Transmon as a qubit, where only the first
two energy levels are considered. In general, one has to be careful not
to drive the qubit too strongly so that the higher energy levels are not
affected. In our case, we work in the single excitation regime without
driving, where the qubit can indeed be treated as a harmonic oscillator.
To linearise the qubit, we expand the potential energy up to second order:










similar as in Eq. (2.59) with the inductance LJ = ~
2
4e2EJ . In the last
line, we neglected the constant term of the potential energy. Making this
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a) b) c)
Figure 3.2: Linearisation of the qubit means that the transmon, a), is replaced by a
harmonic LC-oscillator, b). c) Anharmonic potential of the transmon and harmonic
potential of the LC-oscillator. The horizontal lines denote the energy levels.
approximation means we replace the non-linear Josephson junction in the






and we obtain a new set of differential equations for the generalized coor-




















∂xφ(x+, t)− ∂xφ(x−, t)
)
. (3.15)
3.2 Impedance of the transmission line
In Paper I and Paper III, we investigate a transmon coupled to a (semi-
infinite) TL in different impedance regimes. In Paper I, we assumed
that the TL’s characteristic impedance is small compared to the trans-
mon’s characteristic impedance, which is usually the case. However,




Figure 3.3: Effective circuit model of a transmon coupled to an open TL. The
transmon is replaced by an LC-oscillator with capacitance CJ and inductance LJ
and is coupled to the TL via a coupling capacitance Cc. The transmission line is
represented by its characteristic impedance Z0.
we found that the system behaviour changes drastically in the high-
impedance regime, which we investigate further in Paper III. In the fol-
lowing, we want to discuss the regimes of low and high impedance and
show how it affects the system dynamics in the following sections.
A convenient way to discuss the impedance of the TL is by introducing
an effective circuit model, where a harmonic LC-oscillator (representing
the linearised transmon) is coupled to an open TL represented by its
characteristic impedance Z0 =
√
L0/C0, see Fig. 3.3. The transmon is









where EC = e2/(2CJ) is the charging energy of the transmon and RQ =
~/(2e)2 ≈ 1.0 kΩ. We consider an undriven initially excited oscillator
whose emitted photons can escape to both sides of the transmission line,
which are represented by parallel-connected resistors. In the following, we
want to discuss the behaviour of the system demonstrated in Fig. 3.3 by
comparing the impedance of the transmission line Z0 to the characteristic
impedance of the LC-oscillator ZJ . If Z0/ZJ  1, the coupling capac-
itance Cc is grounded and the system describes an undamped oscillator
with resonance frequency ω0 = 1/
√
LJ(CJ + Cc). On the other hand, if
we consider the opposite case Z0/ZJ  1, we find an undamped oscilla-
tor with resonance frequency ωJ = 1/
√
LJCJ . A common transmission
line has an impedance of Z0 ≈ 50 Ω and the impedance of a transmon is
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EJ/EC . The ratio EJ/EC does usually not ex-
ceed EJ/EC ≈ 100, so usually we can assume that Z0/ZJ ≤ 1, but it has
a finite value. However, the high-impedance regime has recently become
accessible [105] which opens the possibility to investigate new physics. We
are interested in the dissipated energy since it gives an insight into the
linearised transmon’s properties, more specifically, its decay rate. The
decay rate is defined by the energy dissipation of the LC-oscillator,
E(t) = E(0)e−γt, (3.17)
where E(0) is the initial energy of the LC oscillator. In Paper I, we derive














In the low-impedance regime, we find η < 1 and by using that the reso-
nance frequency of the coupled qubit is given by ω0 = 1/
√
LJ(CJ + Cc),












which interestingly does not depend on the coupling capacitance Cc any
more, and in contrast to γ0, it decreases by increasing Z0. The reason for
this is that if the TL impedance is high, the amount of current flowing
through the TL is small and can not significantly change the voltage on
the coupling capacitance Cc. Furthermore, the resonance frequency of the
qubit changes to ωJ = 1/
√
LJCJ , which is the resonance frequency of the
uncoupled LC-oscillator.
In the following sections, we investigate the field inside the TL for an
open TL and a semi-infinite TL, calculate the qubit’s reflection, and inves-
tigate spontaneous emission concerning low- and high-impedance regimes.
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3.3 Field inside the transmission line
Now we take a closer look at the field inside the transmission line. The
presence of the mirror creates a boundary condition where the microwaves
can not propagate freely. We want to get a close insight into how the
mirror’s presence affects the qubit dynamics. Therefore, we derive the
equations of motion for the field and formulate boundary conditions. Ad-
ditionally, we are interested in the scattering on the transmon in an open
TL, which is why we express the field in terms of the charge at the coupling
point of the transmon. From the reflection coefficient, we can get a closer
insight into the atom’s properties for the different impedance regimes.
Similar to the previous chapter, the Heisenberg equations of motion of








(−2φn(t) + φn+1(t) + φn−1) . (3.22)
Again we apply the continuous limit by defining the flux field φ(xn) =
φn(t) and charge density field p(xn, t) = pn(t)/∆x with the spatial co-
ordinates xn = n∆x. In the continuum limit ∆x → 0, giving xn → x,





∂tp(x, t) = lim∆x→0
1
L0∆x





φ(x+ ∆x, t)− φ(x, t)
∆x −






where we identified the terms in the second row of Eq. (3.24) as second
spatial derivatives. As we already showed in section 2.3, φ(x, t) and p(x, t)




φ(x, t) = 0, (3.25)
with the velocity c = 1/
√
L0C0 inside the transmission line. We write the
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and the corresponding expression for the charge density field











where a†k and ak are creation and annihilation operators that create or



























where kω = ω/c. In order to be able to formulate boundary conditions for
the field inside the semi-infinite transmission line, we calculate the voltage
V (x, t) = ∂tφ(x, t),













and similarly, the current I(x, t) = ∂xφ(x)/L0,













We find the relation between the voltage and the current




Now we take a look at the voltage V0 at the coupling point x0. Since the
voltage is continuous, it can be written as the sum of the ingoing V in and








Figure 3.4: Sketch of an atom in front of a mirror with all different field components
represented by the voltage V in/outL/R in the TL. The mirror couples the incoming and
outgoing fields on the right side of the qubit to each other according to V inR (t) =
−V outR (t− T ), where T = 2L/v is the propagation time of the electromagnetic waves
from the atom to the mirror and back. The fields depicted in the sketch also represent
the fields for an open TL but with different boundary conditions that are further
explained in the main text.
outgoing V out voltage field on the left (L) and the right (R) sides of the
qubit
V0(t) = V inL (t) + V outL (t) = V inR (t) + V outR (t) = ∂tφ0(t), (3.34)
where V inL = V →(0−, t), V outL = V ←(0−, t), V inR = V ←(0+, t) and V outR =
V →(0+, t) are the in- and out-going voltage fields at the left (L) and right
R) side of the coupling point, respectively and φ0 is the flux field at the
coupling point. A sketch of the different components of the field inside the
TL is depicted in Fig. 3.4. In the following, we investigate the connection
between the field in the TL and the transmon degrees of freedom for two
different cases: An open TL and a semi-infinite TL with a mirror.
3.3.1 Open TL
From now on, we treat the fields and charges in our circuit as averages,
p̄0(t) = 〈p0(t)〉, p̄J(t) = 〈pJ(t)〉, which allows us to solve the equations
of motion of the system semi-classical. For simplification, we drop the
bar from the average variables in the following. Since we consider an
initially excited atom with no external driving, we assume that the average
incoming vacuum field to the transmon is zero: i.e., 〈V inL 〉 = 〈V inR 〉 = 0.
With these assumptions, we find from Eq. (3.34) that the outgoing fields
to the left and the right are equal,
V0(t) = V outL (t) = V outR (t) = ∂tφ0(t). (3.35)
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Using that the current inside the TL is conserved, we find
I0 = ∂tp0(t) =
1
Z0




V inL + V inR − V outL − V outR
)
(3.37)
and finally, arrive at a new set of equations of motion for average system
variables of the transmon coupled to an open TL in terms of the microwave





















2 ∂tp0(t) = V
in
L (t) + V inR (t), (3.40)




Since the mirror is located on the right side, see Fig. 3.1, the incoming
field on the right side of the qubit is given by the reflected field at the
mirror. Therefore, we can write it in terms of the outgoing field on the
right side with a time delay T ,
V inR (t) = ±V outR (t− T ), (3.42)
where the delay-time T = 2L/v is the time it takes for the microwaves
to travel to the mirror and back. The sign is determined by the type
of mirror, where the negative sign belongs to the shorted end that we
consider. With the boundary condition above (3.42), the equations of
motion of the transmon coupled to an open TL (3.38)-(3.41) can be easily






















2 ∂t (p0(t)∓ p0(t− T )) = V
in
L (t)∓ V inL (t− T ),
(3.45)
V outL/R(t) = V inR/L(t)−
Z0
2 ∂tp0(t). (3.46)
These are time-delay differential equations that make the solution non-
trivial. However, due to the linearization of the qubit, we can find a
solution by Fourier and Laplace transforms, as we will demonstrate in the
following.
3.4 Scattering at the transmon
3.4.1 Open TL
After having derived the equations of motion for the transmon coupled to
an open TL, we can calculate the reflection of an incoming field on the
transmon. We assume that the incoming field comes from the left side of
the transmon (and no incoming field from the right side V inR = 0), so the
reflection coefficient is given by the ratio of the outgoing and the ingoing






To find an explicit expression for the reflection coefficient, we simply
Fourier transform the equations of motion (3.38)-(3.41),
−iωp0 =
V inL − V out
Z0
, (3.48)














(p0 + pJ) . (3.51)
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a) b)
Figure 3.5: a) Reflection |r| of a transmon in an open TL as a function of the
probe frequency ω/ω0 for different values of the ratio of the TL and qubit impedance
Z0/ZJ . The coupling capacitance is kept constant at CcCc+CJ = 0.1 for all curves and
the different colours show: Z0/ZJ = 0.1 (purple), Z0/ZJ = 1 (blue), Z0/ZJ = 10
(green), Z0/ZJ = 100 (yellow), and Z0/ZJ = 1000 (red).
b) Amplitude of the Field between the transmon and the mirror |f(ω)| =
|V outR (ω)/V inL (ω)| for CcCJ = 0.1 and Z0/ZJ = 1000 and T = 2πn/ωc, n = 1. The
different colours show the field amplitude for different detunings between the cav-
ity frequency and the uncoupled qubit frequency ωc/ωJ , where ωc/ωJ = 0.98 (red),
ωc/ωJ = 0.99 (yellow), ωc/ωJ = 1 (green), ωc/ωJ = 1.01 (blue), ωc/ωJ = 1.02 (pur-
ple). All curves show a vacuum Rabi splitting. The inset shows higher cavity modes
of the green curve in the main panel ωc/ωJ = 1.
By analysing and plotting this expression, see Fig. 3.5 a), it is easy to
discuss the different impedance regimes. For low impedance Z0Ccω < 1,
the reflection converges to zero, except for resonance at the coupled qubit
frequency ω = ω0, which is what we expect [138]. In the high-impedance
regime, on the other hand, the reflection behaviour changes completely.
The probe field is perfectly reflected at all frequencies except the un-
coupled resonance frequency of the qubit ω = ωJ , where the reflection
is zero for all values of Z0. The reason for the high reflectance in the
high impedance regime is the strong capacitive coupling to the ground at
the transmon. Due to the high TL impedance, not much current passes
through the TL, and the voltage on the coupling capacitance does not
significantly change. In the low impedance regime, the large currents that
pass through the TL keep the voltage at the coupling point close to zero,
and the transmon acts as an open circuit away from its coupled resonance
frequency ω0. In the following, we investigate how this drastic change in
the reflectance affects the properties of a transmon in front of a mirror.
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3.4.2 Semi-infinite TL
To analyse the effect of an incoming field from the open side of the TL
(the left side in our case), we now calculate and plot the ratio of the field
that is trapped between the atom and the mirror V outR and the incoming
field from the left V inL , f(ω) = |V outR (ω)|/|V inL (ω)|. Similar to the case of


















the absolute value of this function is shown in Fig. 3.5 b), where we intro-
duce a new relevant system frequency ωc = 2π/T which can be understood
as the resonance frequency of the cavity created between the highly reflec-
tive transmon and the mirror. The main panel of Fig. 3.5 b) shows the
first mode of the field for different values of the detuning between the
cavity frequency ωc and the high impedance qubit resonance frequency
ωJ . We see a Rabi splitting in all first modes indicating avoided crossing












The inset of Fig 3.5 b) shows higher modes ω ≈ nωc for ωc/ωJ = 1.
3.5 Spontaneous emission
In Paper I and III, we investigate the spontaneous emission of a trans-
mon coupled to an open and semi-infinite TL, both in the low- and high-
impedance regime. In the following, we summarise the main results. We
calculate the qubit energy, which corresponds to the average excited state
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For low impedance, we find that the position of the atom with respect to
the wavelength of the emitted electromagnetic field plays a crucial role in
the behaviour. Firstly, we see the Purcell effect if the atom is placed at
an anti-node of the field (see Fig. 3.6 a) yellow line), meaning that the
coupling to the TL doubles compared to the coupling to an open TL (see
Fig. 3.6 a) red line) [139]. Secondly, we find that the system converges
into a dark state with finite excitation probability if the atom is placed
at a node (see Fig. 3.6 a) black line) [140]. Both the transient dynamics
and the steady-state value of the dark state excitation EDS depend on the
ratio of the low-impedance coupling to the TL γ0 (3.19) and the round-trip






where E0 is the initial excitation energy of the qubit. Fig. 3.6 b) shows
the time evolution of the qubit energy for different values of γ0T . The
grey lines indicate the dark state energy (3.57). We see that the transient
behaviour also strongly depends on γ0T , but the dynamics are non-trivial.
For small γ0T (green), the energy converges into a dark state very quickly,
almost immediately after the first round trip. For bigger γ0T (purple), the
qubit becomes re-excited several times, and we see revival effects before
it converges to the dark state.
In Paper III, where we investigate the high-impedance regime more
closely, we find that the spontaneous emission behaviour changes signifi-
cantly in the high-impedance regime. For instance, the decay rate changes,
leading to a slower decay in the high impedance regime. We also find vac-
uum Rabi oscillations if the resonance frequency of the uncoupled qubit
is close to the resonance frequency of the cavity created by the atom and
the mirror ωc ≈ ωJ , see Fig. 3.7. If the dark state condition ωc ≈ ω0 is
fulfilled, the system converges to the same dark state determined by the
low-impedance coupling strength γ0, see Eq. (3.57). However, the latter is
only true if the coupling capacitance Cc is small, meaning that ω0 ≈ ωJ .
Otherwise, the system decays strictly and acts as if coupled to an open TL
with the open TL coupling strength for high impedance γJ . Interestingly,
the plain presence of the mirror, away from the qubit-cavity resonance
nωc ≈ ωJ , reduces the coupling strength by a factor of 2, which we define
as γmJ = γJ/2. If the qubit and the cavity are on resonance, nωc ≈ ωJ , the
coupling reduces by another factor of 2 and decays as seen in Fig. 3.7.





γ0T = 0.01 · 2π
γ0T = 0.1 · 2π
γ0T = 1 · 2π
Figure 3.6: a) Ratio between the energy Eq of an atom in front of a mirror and
its initial excitation energy E0 of an atom located at a node (black) and anti-node
(yellow) of the electromagnetic field and an atom coupled to an open TL (red) as
a function of time t normalised by the round-trip time T . If located at a node, the
energy converges into a dark state with finite excitation probability, whereas we see
the Purcell effect in the decay if the atom is located at a anti-node of the field.
b) Ratio of the energy Eq of an atom in front of a mirror and its initial excitation
energy E0 as a function of time t normalised by the round-trip time T for different
values of the ratio of the coupling γ0 and round-trip time T , γ0T = 0.01 · 2π (green),
γ0T = 0.1 · 2π (blue) and γ0T = 1 · 2π (purple) as a function of time t divided by
the delay time T . In all cases, the atom is located at a node of the electromagnetic
field. We see differences in both the transient behaviour and the steady state energy
value. Whereas the dark state value is simply given by EDS (3.57) (indicated by the
grey dashed lines), the transient behaviour is not as trivial. If γ0T is small (green),
the energy converges almost immediately to the dark state after the first round trip.
For higher γ0T (purple), we see several revivals of the qubit energy after every round
trip before the energy reaches its steady state value.
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Figure 3.7: Enery of the transmon (blue), trapped field between the atom and the
mirror (pink), approximated decay with γmJ /2 (dashed cyan), outgoing field to the
left (orange), total system energy (red) and e−γmJ t/2 cos2(ΩT t/2) (dashed yellow) as
a function of periods of the Rabi frequency ΩT for CJ/Cc = 0.5, Z0/ZJ = 100,
T = 2π/ωc, nωc = ωJ , n =1. The inset shows the qubit energy (blue) and flux φ2J
(green) during the first period. One can clearly see that the time scale of the transmon
is different from the time scale of its variables.
4 Light-matter interaction
In all articles, we deal with atoms coupled to an electromagnetic field.
Even though most of our articles are within the framework of circuit
QED, the methods often boil down to commonly used quantum optical
methods. Quantum optics describes the interaction of atoms character-
ized by discrete energy levels with a quantized electromagnetic field, or
photons. In the following, we introduce the essential parts of a quantum
optical Hamiltonian by demonstrating the quantization of an electromag-
netic field and deriving the coupling part between the atom and the field
in the dipole approximation. We follow several sources throughout the
derivations [141–143].
4.1 Atom Hamiltonian
We consider a multi-level system with N + 1 energy eigenstates where the
ground state is denoted by |0〉 and the excited states are denoted by |i〉,




~ωi |i〉〈i| , (4.1)
where ~ωi is the energy of the i-th level. We define the operators of the
multi-level system as follows
σji = |i〉〈j|, (4.2)
where i = j describe the occupation of the i-th level and the operators
with i 6= j describe the transition j → i.
It is common to transform the Hamiltonian into a basis where the lowest
energy level is moved to zero and the energy of the states is described by
the transition frequencies from the first to the i-th level ωi0 = ωi−ω0. To
arrive at this basis, we perform a unitary transformation with the operator
T (t) = e−iω0t
∑N
j=0 σjj , (4.3)
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with the property T †T = TT † = 1. The transformation of the Hamilto-
nian H0 to the new Hamiltonian H̃0 is given as follows.
We start with the Schrödinger equation which reads [144]
i~
d
dt|Ψ〉 = H0|Ψ〉. (4.4)



















dt T |Φ〉+ T
†H0T |Φ〉
=





where we used the Schrödinger equation (4.4), the relation TT † = 1 and




















Thus we have arrived at a new Hamiltonian, where the energies are de-
scribed by the transition frequencies from the ground state to higher en-
ergy levels. Further, we will from now on refer to H̃0 as the atom Hamil-
tonian Ha.
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4.2 Field Hamiltonian
In the following, we will quantize the electromagnetic field, which can
be done in different ways. Here we choose the (non-Lorentz-invariant)
Coulomb gauge, which is commonly used in non-relativistic quantum op-
tics [141–143]. We start with the source-free Maxwell equations in free
space,
∇ · E = 0, ∇ ·B = 0, (4.7)





where E and B are the electric and magnetic field, respectively, and c =
1/√µ0ε0 is the vacuum velocity of light. We introduce the vector potential
A and the scalar potential φ, that fulfil
B = ∇×A, (4.9)
E = −∇φ− ddtA. (4.10)
Note that the Maxwell equations are gauge invariant under the following
transformation
A→ Ã = A +∇χ, φ→ φ̃ = φ− ddtχ, (4.11)
where χ is an arbitrary scalar potential. We use this to our advantage
and introduce the Coulomb gauge
∇ ·A = 0. (4.12)
In the Coulomb gauge, we find the following equations of motion for the
potentials




A = 0. (4.13)
We now rewrite the vector potential A(r, t) in terms of orthogonal and
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that fulfil
∇ · uk(r) = 0,
∫
G
d3r u∗k(r)uk′(r) = δk,k′. (4.15)
Here we assumed a finite area G and a discrete spectrum of eigenfre-
quencies ωk. If we put the ansatz for the vector potential Eq. (4.14) into
the equation of motion Eq. (4.13), we find the following equation for the
eigenmode functions ∆ + ω2k
c2
uk(r) = 0, (4.16)
which we identify with the Helmholtz-equation. Now that we expressed
the vector potential in terms of eigenmode functions, it is straightfor-
ward to write down the Hamiltonian function of the field. It can be
calculated by Legendre transformation of the Lagrangian, which can be
derived through the calculus of variation [134]. The Hamilton function is













By using Maxwell’s equation for the vector potential in Coulomb gauge,
E = − ddtA, B = ∇×A, (4.18)
the electric and magnetic field can also be expressed with the eigenmode
functions uk(r). If we then use the properties of the eigenmode functions







k + α∗kαk) . (4.19)
This has the form of a classical harmonic oscillator. Now we promote the
classical parameters αk to operators
αk → âk, α∗k → â
†
k, (4.20)
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Now we rewrite the classical Hamiltonian (4.19) with the operators âk, â†k











We also rewrite the expressions for the vector potential, electric- and





























The Hamiltonian of a system with a number of N charges qi and mass mi

















= pi − qiA(ri) (4.27)
includes the vector potential A(ri). It couples the kinetic energy of the
charges to the electromagnetic field and is called the minimal coupling.
In the Hamiltonian (4.27), the electric and magnetic fields consist of both
longitudinal and transverse parts,
E = E⊥ + E‖, B = B⊥ + B‖. (4.28)
We will now analyze the contribution of each part to the Hamiltonian.
First, we decompose the electric field and use the following conditions
∇ · E⊥ = 0 and ∇× E‖ = 0, E⊥ = −∇φ. (4.29)
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Using these relations, the contribution of the electric field to the Hamil-






























d3r (φρ) . (4.30)






2 (r− ri) , (4.31)



























8πε0 |ri − rj|
= VCoul. (4.34)
So we see that the longitudinal parts of the electric field E‖ can be associ-
ated with the field that results from charged particles. For the magnetic
field, we find that it only consists of transverse parts since there are no
magnetic monopoles; hence the divergence of the magnetic field is zero
∇ ·B = 0→ B‖ = 0. (4.35)
The same follows from the Coulomb gauge for the vector potential
∇ ·A = 0→ A = A⊥, (4.36)
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Now we can quantize the Hamiltonian by rewriting the fields with oper-
ators according to Eq.s (4.23)-(4.25) and divide it into matter, field and
interaction parts
































Here, we included a term representing the interaction of the spin magnetic
moments of the particles with the magnetic field. Si is the spin of particle
i and gi is the Landé factor. This term is often neglected, which is a
valid approximation if the momentum of the photons is small compared
to the momentum of the charged particles, which is true in the optical
and microwave regime. Furthermore, we expanded the minimal coupling
term. Note that p̂ = −i~∇ and Â only commute since we are in the
Coloumb gauge. The A2-term is often neglected for weak electromagnetic
fields. However, there is an ongoing discussion of whether the A2-term
can be neglected in circuit QED for all purposes [145, 146]. One exam-
ple is a superradiant phase transition, which occurs if many emitters are
strongly coupled to one mode of an electromagnetic field [65–67, 147]. In
cavity QED, the no-go theorem that states the prohibition of a superradi-
ant phase transition is well established [145, 148–150], whereas there are
claims that a superradiant phase transition in circuit QED is possible [61,
64, 151, 152].
The Hamiltonian (4.38) is of a general form and describes the interac-
tion of charged particles with an electromagnetic field in a non-relativistic
regime. It is common to further simplify the atom-field interaction by
introducing the dipole approximation, as we will show in the following.
4.3.1 Dipole approximation
In the dipole approximation, also called long-wavelength approximation,
one assumes that the wavelength of the electromagnetic field ∼ 1/k is
much longer than the interaction range of the particles, typically in the
order of the Bohr radius a0, hence ka0  1. Meaning, the vector potential
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can be assumed to be spatially independent. We evaluate the vector
potential at the nuclear position A(rnuc), which we choose to be located





p̂i − qiÂ⊥ (0)
)2
2mi
+ VCoul +Hfield, (4.42)
where we now write the field part with creation and annihilation operators











Here, the interaction between light and matter is given by the product
p ·A. It is possible to transform the Hamiltonian hence the form of the
light-matter interaction, to a Hamiltonian with dipole interaction with
the following unitary transformation
HdE = THpAT †, T = e−
i
~d·A, (4.44)















The operators in the Hamiltonian (4.42) are transformed as follows
T r̂iT † = r̂i, T ÂT † = Â, T p̂iT † = p̂i + qiÂ, (4.47)
T âkT
† = âk + λk, T â†kT † = â
†
k + λ∗k, λk = i
√√√√ 1
2~ωkε0
d̂ · u∗k(0). (4.48)
The unitary transformation from HpA to HdE removes the minimal cou-
pling term from the momentum p̂i − qiÂ → p̂i. The coupling between
light and matter anyway enters by transforming the field term of the
Hamiltonian
T â†kâkT
† = â†kâk + λkâ
†
k + λ∗kâk + |λk|
2 . (4.49)
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The full dipole interaction Hamiltonian reads


















The last part of the Hamiltonian ∑k |d̂·ûk(0)|22ε0 describes an energy correc-
tion and can be neglected if the considered dipole moments are rather
small. Note that not only the Hamiltonian but also the states have to be
transformed for the matrix elements to stay invariant,
|Ψ〉 → T |Ψ〉 ⇒ 〈Φ|Ô|Ψ〉 = 〈Φ|T †TÔT †T |Ψ〉, (4.52)
for any quantum mechanical operator Ô. Interestingly, if we apply the
unitary transformation to the electric field, we find that it will contain a
polarisation part















where P⊥(r) is the transverse part of the polarisation density P(r) =
dδ(r) and therefore gives a connection to the dielectric displacement field
D = ε0E + P.
4.4 The two-level system




~ωi |i〉〈i| = ~ω0σ00 + ~ω1σ11, (4.55)
where |0〉 is the ground state and |1〉 is the first excited state. The two-
level system is commonly written with σz, one of the Pauli matrices,
σx = |0〉〈1|+ |1〉〈0|, σy = i (|1〉〈0| − |0〉〈1|) , σz = |0〉〈0| − |1〉〈1|.
(4.56)
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To arrive at the corresponding expression for the Hamiltonian written with
σz, we define the transition energy ω̃0 = ω1 − ω0 between the two levels
and perform a unitary transformation as in section 4.1 with the operator
T (t) = e−i(−ω0−
ω̃0
2 )σ00t−i(−ω1+ ω̃02 )σ11t, which basically means that we shift
the zero into the middle of the two energy levels. The Hamiltonian then




In the following, we drop the tilde from the frequency and refer to ω0 as

















The constant term is often neglected since it does not contribute to the
dynamics of the system. Now, we want to derive the coupling part of the
two-level system using the dipole interaction Hamiltonian that we derived
before,
Hdipole = −d̂ · Ê. (4.60)
For the two-level system, the dipole transition operator is given by
d̂ = 〈0|d|1〉 (|0〉〈1|+ |1〉〈0|) = 〈0|d|1〉 (σ− + σ+) , (4.61)
where we defined the transition operators
σ− = |0〉〈1|, σ+ = |1〉〈0|. (4.62)
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〈0|d · u|1〉. (4.66)
Without loss of generality, we can assume the coupling constant to be









This Hamiltonian is not analytically diagonalizable. Therefore it is widespread
to use the rotating-wave approximation (RWA). In the rotating-wave ap-
proximation, the excitation number is conserved which means that the
part âσ− + â†σ+ is neglected and the Hamiltonian becomes
HRWAtwo-level =
~ω0






As we mentioned before, in the rotating-wave approximation the number
of excitations is conserved and the corresponding operator N = â†â + σz
commutes with the Hamiltonian, [N , H] = 0. The rotating-wave approx-
imation is only valid in the limit g  ω0.
4.5 Rabi oscillations
Now we study the dynamics of a driven two-level system. The system




where ω0 is the transition frequency of the qubit, and it interacts with an
electromagnetic field,
E(t) = E(+)0 e−iωpt + E
(−)
0 e
iωpt = E(+) + E(−), (4.70)
where ωp is the drive frequency, and E±0 is the amplitude and polarisation
vector of the electromagnetic field. We neglected the spatial dependence
of the electromagnetic field, which is justified for a point-like coupling.
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The interaction Hamiltonian within the dipole and RWA approximations
is given by
Hint = −d(+)E(−) − d(−)E(+), (4.71)
where d(±) are the positive- and negative-rotating components of the
dipole operator d,
d = d(+) + d(−). (4.72)
For the two-level system, they read
d(+) = 〈0|d|1〉σ+, d(−) = 〈1|d|0〉σ−, (4.73)
where |0〉 and |1〉 are the ground and excited state of the two-level system,
respectively. The interaction Hamiltonian then becomes









where we defined the Rabi frequency Ω = (Ω∗)∗ = −2〈0|d|1〉E(−)0 . We











= ω02 σz + Ω cos(ωpt)σx. (4.77)











and assuming an initially excited atom
|c0(0)| = 1, |c1(0)| = 0, (4.80)







Figure 4.1: Excited state occupation probability P1(t) of a coherently driven qubit
as a function of time t with the following values of he detuning ∆ = ωp− ω0: ∆ = 0
(purple), ∆/Ω = 1 (red) and ∆/Ω = 2 (orange). The occupation probability decays
and revives periodically with the Rabi frequency ΩR. Only for ∆ = 0 it decays
completely to zero.
we find the following solution for the occupation probabilities P0(t) and
P1(t) of the ground and excited state, respectively,




















where we introduced the Rabi frequency with detuning ∆ = ωp − ω0
between the probe and qubit frequency
ΩR =
√
Ω2 + ∆2. (4.83)
In Fig. 4.1 we plot the occupation probability of the excited state P1(t)
as a function of time for different detunings ∆. We find that only for
resonant driving, the excitation probability P1(t) drops to zero before the
qubit becomes re-excited again.

5 Open quantum systems
In many cases, the dynamics of a quantum system follows the Schrödinger
equation and can be described by a unitary time evolution within a closed
system with only a few degrees of freedom. However, for many systems,
it is not easy to know the exact state at any given time because of, e.g.,
simply the lack of information. One reason could be that the system
consists of many degrees of freedom and is, therefore, more difficult to
describe. Many interesting cases that are studied consist of a smaller sys-
tem coupled to a larger system with a vast number of degrees of freedom,
usually referred to as a reservoir or bath. For these combined systems,
one is often only interested in a specific part of the dynamics, e.g., how
the small system evolves in the environment. The reduction to only a
specific part of the entire system makes the system appear open, and we
talk about open quantum systems. For open quantum systems, it can be
of advantage to describe the dynamics in terms of the density operator,
which describes the states in terms of statistical mixtures. The density
operator for open quantum systems has a corresponding equation of mo-
tion called the master equation. The master equation is a handy tool to
describe open quantum systems. Many systems that are studied in quan-
tum optics are not truly closed but open. For example, if we investigate
a number of emitters that are constantly driven by a laser, one is often
more interested in the dynamics of the emitters and treats the electro-
magnetic field as a reservoir, which leaves the system of emitters open.
The information that leaks from the system of emitters into the reservoir
is lost, and the system decays into its ground state over time.
In the following, we will derive the master equation for a system coupled
to a reservoir and give a specific example of a two-level system coupled
to an electromagnetic field. In the derivation, we follow several references
[135, 137, 143, 153–155].
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5.1 The density matrix and the Liouville- von
Neumann equation




dt|Ψ(t)〉 = H(t)|Ψ(t)〉, (5.1)
where H(t) is the system Hamiltonian. Planck’s reduced constant ~ is set
to one in the following. The expectation value of an observable Â can be
written as
〈Â〉 = 〈Ψ(t)|Â|Ψ(t)〉. (5.2)
If we now define a projection operator onto the state |Ψ(t)〉,
P̂Ψ = |Ψ(t)〉〈Ψ(t)|, (5.3)
the expectation value of the observable Â (5.2) can be rewritten as the















and it is basis independent. In the description above, we knew how the
state vector looks like at a given time, and we understand how it evolves.
Therefore the projection operator only contains one state vector |Ψ(t)〉.
However, this description becomes even more helpful if we miss informa-
tion about the state vector at any given time and have to describe the
expectation value of an observable with statistical mixtures. The projec-
tion operator now contains a set of possible states |Ψn〉 and weights pn
for the system to be in this state. From now on, we call the projection
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The density matrix has the following properties: It is normalised,
Tr (ρ) = 1, (5.7)
hermitian,
ρ = ρ†, (5.8)
and positive definite,
〈α|ρ|α〉 ≥ 0 (5.9)
for any state |α〉. Furthermore, we differentiate between pure states and
mixed states. For pure states, all probabilities pn are zero, except one
which is one. This means the density matrix for a pure state is not a
statistical mixture and reduces to ρ = |Ψ(t)〉〈Ψ(t)|, as Eq. (5.3). Mixed
states can have any probabilities (as long as they sum up to one). This
leads to the following properties




= 1, pure state, (5.10)




< 1, mixed state. (5.11)






Now we want to derive the Liouville-von Neumann equation, which is
the equation of motion for the density matrix, which we derive from the
Schrödinger equation (5.1). The solution of the Schrödinger equation
can be written in terms of a unitary time-evolution operator U(t, t0) that
transforms the systems state from an initial time t0 to the time t,
|Ψ(t)〉 = U(t, t0)|Ψ(t0)〉. (5.13)
Inserting this into the Schrödinger equation, we find an equation of motion




U(t, t0) = H(t)U(t, t0). (5.14)




pnU(t, t0)|Ψn(t0)〉〈Ψn(t0)|U †(t, t0). (5.15)
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Eq. (5.15) can be rewritten as
ρ(t) = U(t, t0)ρ(t0)U †(t, t0). (5.17)
By taking the time derivative of this expression and comparing it to the
equation of motion for the time-evolution operator (5.14), we find the
equation of motion of the density matrix to be
d
dtρ(t) = −i [H(t), ρ(t)] . (5.18)
This equation is called the Liouville-von Neumann equation.
5.2 Master equation in the interaction picture
As we mentioned before, we consider a small system with a few degrees of
freedom that is weakly coupled to an environment or reservoir with many
degrees of freedom. Our primary interest lies in the evolution of the small
system within the environment. For such an approach, it is of advantage
to go to the interaction picture. The idea is that the interaction between
the system and the reservoir is small, so the system evolves slowly within
the reservoir and the time evolution of the system’s state is governed by
the interaction part of the Hamiltonian. With this assumption, we can
derive the so-called master equation for the density matrix, as we will see
in the following.
We consider the total Hamiltonian of a global system
H = HS +HR + V, (5.19)
where HS is the Hamiltonian of a system with few degrees of freedom, HR
is the reservoir Hamiltonian, and V is the interaction between the system
and the reservoir. The density matrix of the system ρ fulfils the Liouville-
von Neumann equation (5.18). By applying a unitary transformation
with the operator U(t) = exp [i(HS +HR)(t)], the Liouville-von Neumann
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where
ρ̃(t) = U(t)ρ(t)U †(t), Ṽ (t) = U(t)V U †(t), (5.21)
are the density matrix and interaction Hamiltonian in the interaction pic-
ture, respectively. By looking at the definition of U(t), it is clear that
the time evolution in the interaction picture is only governed by the in-
teraction part of the Hamiltonian. This will be used to our advantage in
the derivation of the master equation. The solution of Eq. (5.20) can be
written as








where we set the initial time to zero. By inserting this solution into
















As mentioned before, the idea is to single out the small system’s evolution
from the global system. Therefore, we introduce the reduced density ma-
trix of the small system by “tracing out” the reservoir degrees of freedom
from the density matrix,
ρ̃S(t) = TrRρ̃(t), (5.24)

















Until now, the equations are exact. To continue, however, we need to make
some approximations. First, we make the following assumptions about the
reservoir. We assume that the reservoir is large compared to the system,
in thermal equilibrium, and the coupling between the reservoir and the
system is weak. This means that the states of the reservoir hardly vary
due to the coupling to the system, and we can neglect the time dependence
of the reservoirs’ density matrix (that is defined by tracing out the system
degrees of freedom),
ρ̃R(t) = TrSρ̃(t) ≈ ρ̃R(0) = ρ̃R. (5.26)
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We now assume that the correlations between the system and the reservoir
are small at the initial time t = 0 and contribute little to the system’s
evolution. With this assumption, we can write the total density matrix
as
ρ̃(t) = ρ̃S(t)⊗ ρ̃R. (5.27)
This approximation is called the Born approximation. Next, we assume
that the interaction between the system and the reservoir is given by a
product of the form V = −SR, where S and R are variables of the system
and the reservoir, respectively. In the interaction picture, this can be
written as
Ṽ (t) = −S̃(t)R̃(t), (5.28)
where
S̃(t) = eiHStSe−iHSt, R̃(t) = eiHRtRe−iHRt, (5.29)
since the variables of the system and the reservoir commute with each
other. This type of coupling is for example given by the dipole approxi-
mation of an atom coupled to an electromagnetic field, see Sec. 4.3. With








. The first expression describes the average value






From this it also follows that inside the reservoir, the average value of the















that describe correlations of the bath-observable at different times. Since
we assume the reservoir to be in thermal equilibrium, it can be shown
that this expression only depends on the time difference of the two times
τ = t′ − t′′,









59 5.2 Master equation in the interaction picture
where we defined the two-times correlation function g(t′, t′′). We associate
τ with the correlation time of the bath τ = τR. It can be shown that for an
unstructured bath with a large number of degrees of freedom, the energy
excitations average out, for large τ [135, 143]. Effectively, we can assume
that the reservoir is in a stationary state with a short correlation time τR,
compared to the time scale of the system’s evolution in the interaction
picture τS. In other words, the evolution of the system only depends on
the present state of the bath and not on its past, and memory effects can
be neglected. Such processes are called Markov processes and the corre-
sponding approximation to neglect memory effects is called the Markov
approximation. Using both the Born and the Markov approximation, the
integral equation for ρ̃S(t) (5.25) can be simplified as follows: We remove
the memory effects from the density matrix by replacing ρ̃(t′)→ ρ̃(t), we
substitute t′ = t − s, which lets us push the upper integral limit to ∞,
since we assume that τR  τS, and we assume vanishing system-bath-










Ṽ (t− s), ρ̃S(t)⊗ ρ̃R
]]}
. (5.33)
5.2.1 The quantum-optical master equation
The Markovian master equation (5.33) derived in the previous section is
valid for any Markovian process in the weak coupling regime. To proceed
further, we now make more specific assumptions about the systems since
we eventually want to derive the quantum-optical master equation. We
assume an emitter coupled to a bath of many bosonic modes, where the
coupling (in both the Schrödinger and the interaction picture) is of the
form Ṽ (t) = −S̃(t)R̃(t), as in Eq. (5.28), where S stands for system and
R stands for reservoir. However, the derivation we do in the following is
not specific for quantum optical systems, but we want to keep them in















S̃(t)ρ̃S(t)S̃(t− τ)− ρ̃S(t)S̃(t− τ)S̃(t)
}]
dτ, (5.34)





only depends on the time difference τ . Now we write S̃ in the eigenbasis
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To proceed from here, we perform the RWA, meaning that we neglect the
fast rotating terms since we assume that they average out with respect to
the time scale of the system correlation time. This means we only keep
the terms that give ωm′,n′−ωm,n = 0 and one of the sums can be resolved.
This approximation is also called the secular approximation. However, this
approximation can only be applied for non-equidistant energy spectra and
not for, e.g., harmonic oscillators. This situation is called a Liouvillian
degeneracy and it leads to a breakdown of the secular approximation [156,
157]. We divide Γmn into real and imaginary parts, Γmn = 12γmn + iξmn
and arrive at the following compact form of the master equation
d
dtρ̃S(t) = −i [HLS, ρ̃S(t)] +Dρ̃S(t), (5.38)
where we defined the dissipator that is, as the name says, responsible for







































ξmn |Smm|2 |m〉〈m| (5.40)
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that only renormalises the system’s energies because it commutes with the
system Hamiltonian and is therefore often neglected. We can transform
Eq. (5.38) back from the interaction picture and find the master equation
for the system to be
d
dtρS(t) = −i [HS, ρS(t)] +DρS(t). (5.41)
The form of this master equation is very compact and a potent tool to
calculate the evolution of any system that is weakly coupled to an environ-
ment with many degrees of freedom (although it has to fulfil all the criteria
that we assumed while deriving the equation). As mentioned before, we
are specifically interested in the master equation of one emitter coupled to
the discrete modes of an electromagnetic field. The Hamiltonian of such
a system reads


















where HS describes a two-level system with transition frequency ω0 and
b†k and bk create and annihilate an excitation in the electromagnetic field
with frequency ωk, respectively. We did not specify the system part in
the coupling term S(t) at this point since we want to discuss the effects
of different coupling directions later on. With this Hamiltonian, we can













N(ωk)eiωkτ + [N(ωk) + 1] e−iωkτ
)
, (5.47)
where N(ωk) is the average number of photons in the mode k in thermal
equilibrium, which is given by the Boltzmann distribution
N(ωk) =
1
eβωk + 1 , (5.48)
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where β = 1/kBT is the inverse of the product of the temperature T
times the Boltzmann constant kB. We see that for T → 0, the average
number of photons becomes zero. Since many experiments that work in
the microwave regime are performed at close to 0 K, the number of photons
is often set to zero. For optical frequencies, the number of photons is
close to zero even at room temperature. However, we want to keep the
photon number N finite. Now we replace the sum with an integral over
all frequencies and the density of state, ∑k → ∫ J(ω) dω, and find
γmn = Γ
 1 +N(ωmn), for ωmn > 0N(ωmn), for ωmn < 0 , (5.49)
where Γ = 2πJ(|ωmn|)g(|ωmn|)2 is the spontaneous emission rate.
In the following, we are going to discuss different directions of the cou-
pling with respect to the quantization of the qubit, σz. First, we assume
transverse coupling along the x-direction. The coupling term of the system
then reads S̃(t) = σx(t) = σ+eiω0t + σ−e−iω0t, which means that S(t) only
contains off-diagonal elements. The dissipator for the transverse coupling
then reads
















≡Γ (N + 1)D [σ−] ρ+ ΓND [σ+] ρ, (5.50)




†X [158]. Next, we consider longitudinal coupling along the z-axis.
The system coupling term then becomes S̃(t) = σz = |0〉〈0| − |1〉〈1|,
which stays time independent even in the interaction picture, since the
corresponding frequencies in the exponentials sum up to zero. The dissi-
pator only contains diagonal terms for the coupling in the z-direction and
reads
Dρ = Γφ2 (σzρσz − ρ) ≡ ΓφD [σz] ρ (5.51)
where we defined the pure dephasing rate Γφ = γ00/2 + γ11/2. With this,
we can finally write down the full master equation for a qubit coupled to
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+ Γ (N + 1)D [σ−] ρ+ ΓND [σ+] ρ+ ΓφD [σz] ρ.
(5.52)
The first term of Eq. (5.52) is simply the Liouville-von Neumann equation
that governs the system’s evolution under its own Hamiltonian. The sec-
ond term leads to both a decay in the state population that is described
by the diagonal elements (relaxation) and a decay of the off-diagonal el-
ements (dephasing). The third term describes thermal excitation and
vanishes for N = 0 and is therefore often neglected. The forth term only
leads to a decay of the off-diagonal terms, called pure dephasing. The
name dephasing comes from the fact that the off-diagonal terms contain
phase information of the states, leading to quantum mechanical interfer-
ence. This information loss process is called decoherence.
5.3 Input-output relations
In the previous section, we derived the master equation for an emitter
coupled to an electromagnetic field. There are many ways to investigate
the interaction between light and matter. One way is to drive the qubit
with a continuous field and measure its state by probing it with another
weak field and measure the reflected or transmitted field [46, 83, 89].
Therefore it is helpful to derive input-output relations for the field that
interacts with the qubit, which can be used to calculate the reflected and
transmitted fields [154, 159]. Here we will demonstrate how to derive the
input-output relations for a qubit coupled to an electromagnetic field in
a way that was used in Paper II and Paper IV.
We start with a Hamiltonian of a qubit coupled to a field of continu-
ous modes. Here, we add only one input/output channel to the system.
Adding another channel does not significantly change the math but makes
it slightly more tedious. We add another channel once we derived the
input-output relations. The Hamiltonian we consider is similar to the one
in the previous section (5.42) and reads

















where b†ω and bω are bosonic ladder operators that create and annihilate
a photonic excitation with frequency ω, respectively. The coupling is
given by g(ω), which is generally frequency-dependent. Here, we assume
a slowly varying coupling and approximate g(ω) =
√
Γ/2π. Another sim-
plification we do is extending the lower integral limits to −∞, which is
valid for Γ  ω0 since only the terms with frequencies close to ω0 con-
















We derive the input-output relations by calculating the Heisenberg equa-



















= −iωbω − i
√√√√ Γ
2πσ−. (5.59)
The solution to this equation can be written as
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where we used the commutation relations [σ+, σ−] = σz, [σ−, σz] = 2σ−.
We put the solution for bω (5.60) into Eq. (5.61) and find
d














dt′ σ− (t′) e−iω(t−t
′)










dω e−iω(t−t′) = δ (t− t′) , (5.63)
and ∫ t
t0
dt′ σ− (t′) δ (t− t′) =
1
2σ−, (5.64)







Instead of defining an incoming field at an earlier time t0 < t, we can also
write the solution for Eq. (5.59) at a later time t1 > t as,







and hence the equation of motion for σ− becomes
d












Comparing both equations for σ−, Eq.s (5.62) and (5.67), we find the
input-output relation that connects the outgoing to the incoming field for
a point-like coupling
bout(t) = bin(t) + i
√
Γσ−. (5.69)
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This input-output relation corresponds to a qubit coupled to a semi-
infinite waveguide. In the case of an open TL, we can easily expand
this relation to another output channel. We do this by keeping the total
decay rate constant and define
bLout(t) = bLin(t) + i
√√√√Γ
2σ−, (5.70)
bRout(t) = bRin(t) + i
√√√√Γ
2σ−, (5.71)
where bL/Rin/out(t) are the input/output fields on the left L and right R side if




and, furthermore, one is most often interested in the steady-state output of
the system. With these assumptions, and by assuming that we have only




2 〈σ−〉 , (5.72)
αRout(t) = αLin(t) + i
√√√√Γ
2 〈σ−〉 , (5.73)
where αLout(t) is the reflected field and αRout(t) is the transmitted field.
In the following, we calculate the reflection and transmission of a qubit
coupled to an open waveguide.
5.4 Reflection of a qubit in a waveguide
Photon scattering on a qubit is a common way to characterise its prop-
erties, e.g., its transition frequency, decay rates or even its current state
[46, 83, 89]. Scattering on a superconducting qubit in a one-dimensional
waveguide has shown reflectance of up to 99% when probed by its exact
transition frequency [138, 160–162]. In Paper II, we use coherent and
incoherent scattering on a superconducting qubit to analyse the qubit’s
relaxation and decoherence times. In Paper III, we calculate the reflection
of a transmon qubit in a high-impedance transmission line. In Paper IV,
we calculate the reflection of various kinds of set-ups of an atom in front
of a mirror where it is possible to achieve amplification of a probe signal.
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In the following, we show how to calculate the reflection of a two-level
system in a one-dimensional waveguide with two input-output channels
probed by a coherent field using the master equation.
5.4.1 Two-level system in a rotating frame
We start with the Hamiltonian of a two-level system interacting with a
coherent field








where ω0 is the qubit frequency and ωp is the frequency of the probe field.
It is often convenient to transform the Hamiltonian into the rotating frame
of the probe. The transformation is given by
HRF = R†(t)HR(t) + i
dR†(t)
dt R(t), (5.75)
with the unitary operator R(t) = e−iσzωpt. If we assume that the Rabi
frequency is real Ω = Ω∗, the Hamiltonian in the rotating frame, which
we for simplification denote by H, reads
H = δω2 σz +
Ω
2 (σ+ + σ−) , (5.76)
where δω = ωp− ω0 is the detuning between the probe frequency and the
transition frequency of the qubit.
5.4.2 Optical Bloch equations and reflection
Now starting with our simplified Hamiltonian in the rotating frame, we
can easily calculate the optical Bloch equations of the two-level system
with the help of the master equation. With the optical Bloch equations,
we can solve for the steady-state solutions of the Pauli matrices. In order
to calculate the reflection, we need the steady-state solution of the σ−
operator, which corresponds to one of the off-diagonal matrix elements of
the 2×2 dimensional density matrix’s steady-state solution ρS, according
to 〈σ−〉 = Tr (σ−ρS). The reflection coefficient is given by the ratio of the
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Using the input-output relations (5.72) and (5.73), this reflection coeffi-
cient reads
r = −iΓΩ 〈σ−〉 . (5.78)
Note that the input-output relation with only one input-output channel
leads to an additional factor of two in front of the second term, which is
the case in Paper II and IV since we deal with an atom in front of a mirror.
However, here we chose to calculate the reflection and transmission of a
qubit coupled to an open TL. The transmission is given by
t = 1 + r = 1− iΓΩ 〈σ−〉 . (5.79)







2 (σ+ + σ−) , ρ
]
+ ΓD [σ−] ρ, (5.80)
where we neglected pure dephasing, Γφ = 0, and assumed zero tempera-
ture without thermal excitations, N = 0. By using 〈σi〉 = Tr (σiρ), we
find the following equations of motion which are called the the optical
Bloch equations [163],














2 〈σz〉 . (5.83)





The solution for the steady-state value of 〈σ−〉, which we need to calculate







2 + 2δω2 + Ω2
. (5.84)
The reflection and the transmission then become




2 + 2δω2 + Ω2
, (5.85)




2 + 2δω2 + Ω2
. (5.86)
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T
R
Figure 5.1: Reflectance R = |r|2 (purple) and transmittance T = |t|2 (orange)
as a function of the detuning between the probe frequency and the qubit frequency
δω/Γ = (ωp − ω0)/Γ for a weak probe Ω/Γ = 0.1. The reflection is zero except
around the resonance frequency of the qubit, where the reflection reaches unity. This
happens because for a resonant probe, the qubit becomes excited and is able to reflect
photons back into the incoming direction. The transmittance is unity except around
the qubit frequency where the qubit acts as a mirror.
The reflectance R = |r|2 and transmittance T = |t|2 are plotted as a
function of the detuning δω = ωp−ω0 in Fig 5.1 for a weak probe field. The
reflection is zero for all frequencies except around the resonance frequency
of the qubit. Off-resonance, the qubit lets all the incoming photons pass,
and the transmittance is one. On resonance, the qubit becomes excited
and emits the photons back in the input direction, causing a reflectance
of unity. The transmittance, on the other hand, becomes zero in this case
due to destructive interference in the forward direction. The qubit probed
by a weak resonant field acts like a short [138, 160–162].

6 The dressed state picture
In the previous chapter, we studied the interaction of light and matter in
a semi-classical regime. This approach is sufficient for weak interactions,
e.g., the reflection of a weak probe field on a qubit. However, when the
atom is driven by a strong pump field, it is advantageous to treat the
electromagnetic field in a different way. The strong pump field causes the
energy structure of the atom to change. In fact, it merges the atom and
the electromagnetic field into one inseparable system, and we speak of a
so-called dressed atom. The atom’s energy levels are effectively split into
two levels separated by the Rabi frequency, which represents the strength
of the pump field. Treating the system in the dressed state picture makes
it possible to investigate an interesting property of the atom’s spectral dis-
tribution, which shows a so-called Mollow triplet: a peak in the spectral
density at the transition frequency of the bare atom accompanied by two
smaller peaks between the “upper” and “lower” levels of the dressed states
[164, 165]. In Paper II, we investigated the spectral density of a dressed
atom both experimentally and theoretically. We used the fact that the
Mollow triplet becomes asymmetric for off-resonant driving if pure de-
phasing is included to characterize the atom’s different decay rates. Later
in this chapter, we will explain the cause of the asymmetry. In Paper
IV, we used the dressed state picture to investigate different set-ups to
achieve a gain in the reflection of an atom in front of a mirror.
6.1 Energy spectrum of the dressed atom
In the following, we want to demonstrate how to derive the energy spec-
trum of the dressed atom [143]. We start by considering an atom that
interacts with a laser field. The Hamiltonian of the uncoupled atom-laser
system is given by
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Figure 6.1: Sketch of the energy structure of the combined atom-laser system. The
dashed lines to the left show the energy levels of the laser excitations with equidistant
levels separated by the frequency of one photon ωL. The solid lines to the right show
the energy levels of the combined system. For each laser excitation, there exists







The eigenstates of the combined atom-laser system contain two quantum
numbers, g or e, that indicate the ground and excited state of the qubit,
respectively, and the number of laser photons n. The eigenstates can
be divided in manifolds E(n) corresponding to the number of excitations
that contain a pair of states each. These states are separated by the
detuning between the atom’s transition frequency and the laser frequency,
∆ = ωL − ω0. Each manifold contains the following set of states
E(n) = {|g, n+ 1〉, |e, n〉} . (6.4)
A sketch of the energy structure is depicted in Fig. 6.1.
Now let us take a look at the coupling part of the Hamiltonian





The coupling part couples the states of each manifold E(n) to each other.
This means that the state |g〉 can absorb a laser photon and go to the
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excited state |e〉. The matrix element of the coupling part within the
manifold E(n) is given by
〈e, n|VAL|g, n+ 1〉 = g
√
n+ 1. (6.6)
In addition, the coupling part couples states from different manifolds to
each other, e.g., the state |g, n + 1〉 to |e, n + 2〉, thus states separated
by double the laser frequency ±2ωL. However, we neglect these kinds of
transitions, which corresponds to applying the rotating wave approxima-
tion.
In most experiments, the driving is given by a coherent laser mode,
and the coupling part of the Hamiltonian can be rewritten in terms of the
Rabi frequency. The total coupled atom-laser Hamiltonian in the rotating
wave approximation is then given by
H = ∆2 σz +
ΩR





with the two following eigenstates within the manifold E(n)
|+, n〉 = sin Θ|g, n+ 1〉+ cos Θ|e, n〉 (6.8)
|−, n〉 = cos Θ|g, n+ 1〉 − sin Θ|e, n〉 (6.9)
with
tan 2Θ = −ΩR∆ , Θ ∈ [0, π/2). (6.10)





∆2 + Ω2R, (6.11)
and the two eigenstates are therefore separated by Ω =
√
∆2 + Ω2R. For a
resonant drive ∆ = 0, the splitting of the dressed states is given by the
Rabi frequency ΩR. A sketch of the dressed states can be seen in Fig. 6.2.
It is interesting to look at the energy diagram of the dressed states, by
plotting the eigenenergies as a function of the laser frequency. The most
remarkable property of the dressed atom is the so-called avoided crossing
of the eigenenergies. The uncoupled states |g, n+ 1〉 and |e, n〉 cross each
other for zero detuning between the laser and the atom frequency ∆ = 0,
whereas the dressed state energies do not cross but repel each other, see
Fig. 6.3. The atom and the laser’s energy structure can not be separated
anymore in the regime of strong driving.
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Figure 6.2: Sketch of the dressed states of the manifold E(n). The coupling between
the atom and the laser causes the uncoupled levels |g, n + 1〉 and |e, n〉 to transform
into the dressed states |+, n〉 and |−, n〉 that are separated by the frequency Ω =√
∆2 + Ω2R.
6.2 Power spectrum and Mollow triplet
One consequence of the strong driving that leads to a dressed atom is
a change of the atom’s resonance fluorescence spectrum. As mentioned
before, the spectrum contains one central peak and two additional side
peaks with a distance of the Rabi frequency to the central peak. These
peaks are known as the Mollow triplet [164]. Now we want to demonstrate
how to calculate the power spectral density of a driven two-level system,
where we closely follow Ref. [166].
As usual, we start by the Hamiltonian of a two-level system coupled to
a coherent drive field
H = ∆2 σz +
Ω
2 (σ+ + σ−) , (6.12)
where ∆ = ωL − ω0 is the detuning between the drive frequency ωL and
the qubit frequency ω0 and Ω denotes the Rabi frequency that symbolizes
the drive strength. To calculate the Bloch equations, we use the Master
equation in Lindblad form,
d
dtρ = −i[H, ρ] + Γ1D [σ−] ρ+
Γφ
2 D [σz] ρ, (6.13)
where D[X] = XρX† − 1/2X†Xρ− 1/2ρX†X is the dissipator, Γ1 is the
relaxation rate of the qubit and Γφ is the pure dephasing rate. To write
the Bloch equations in the rotating frame, we define the following new
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ΩR
|g, n+ 1〉 |e, n〉
|+, n〉
|−, n〉
Figure 6.3: Energy diagram (scaled with the Rabi frequency ΩR) of the bare and
dressed states corresponding to the manifold E(n) as a function of the detuning ∆.
The bare states |g, n+ 1〉 (dashed orange) and |e, n〉 (dashed yellow) cross each other
for zero detuning. The energy levels of the dressed states |+, n〉 (solid purple) and
|−, n〉 (solid red) on the other hand repel each other at ∆ = 0. The splitting between
the states at ∆ = 0 is given by the Rabi frequency ΩR.
variables:
s1(t) = ρ10(t) = 〈σ−(t)〉 eiωLt, s2(t) = ρ11(t) = 〈σ+(t)σ−(t)〉 . (6.14)
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where we introduced the total decoherence rate Γ2 = Γ1/2 + Γφ. In the
stationary state t Γ−11,2, the variables s1 and s2 read
s̄1 =
ΩΓ1 (∆− iΓ2)




2 (Ω2Γ2 + Γ1 (∆2 + Γ22))
(6.18)
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To determine the two-time correlation function of the atom, we define the
following variables
s3(τ) = 〈σ+(t)σ−(t+ τ)〉 eiωLτ (6.19)
s4(τ) = 〈σ+(t)σ+(t+ τ)〉 e−iωL(2t+τ) (6.20)
s5(τ) = 〈σ+σ+(t+ τ)σ−(t+ τ)〉 e−iωLτ . (6.21)













with the initial values s3(0) = s̄2, and s4(0) = s5(0) = 0. The stationary
values of these variables can be obtained by using the quantum regression
theorem,
τ →∞ : 〈A(t)B(t+ τ)〉 → 〈A(t)〉 ¯〈B〉, (6.23)
that applies for the two-time correlation of any observable A and B [163].
We find the stationary values of the new variables to be s̄3 = |s1|2, s̄4 =
(s̄∗1)2 and s̄5 = s̄∗1s̄2. To get rid of the constant part of Eq. (6.22), we once












 = M · δS. (6.24)











We use limτ→∞ ei(ω−ωL)δsj(τ) = 0 and find
I(ω) = − [M + i (ω − ωL) 1]−1 δS(0). (6.26)




Re [I3(ω)] , (6.27)
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2µ1µ2µ3 + Ω2 (µ1 + µ2)
, (6.28)
with µ1 = −Γ2 + iδω0, µ2 = −Γ2 + i (ω + ω0 − 2ωL) and µ3 = −Γ1 + iδω0
where δω0 = ω − ω0. If the driving is strong Ω  Γ1,2 and on resonance






 1Γs + i (δω0 + Ω) +
1












(δω0 − Ω)2 + Γ2s
 ,
(6.30)
where Γr = Γ1 − Γn, Γs = Γ1/2 + Γ2/2, and Γn is the non-radiative decay
rate.
In paper II, we measured and calculated the power spectral density to
characterize the decay rates of an artificial superconducting qubit. To-
gether with other measurements, we extracted the non-radiative decay
rate and the pure dephasing rate from the power spectrum. Furthermore,
we studied the off-resonant Mollow triplet, which shows an asymmetry
caused by inequality of the transitions between the dressed states. Fig. 6.4
shows two plots from Paper II showing experimental data and a fit for the
symmetric Mollow triplet (a) and the asymmetric Mollow triplet (b). To
understand the asymmetry, we will take a closer look at the origin of the
Mollow triplet and the corresponding transition matrix elements between
the states.
6.2.1 Asymmetric Mollow triplet
Before we discuss the asymmetric Mollow triplet, let us look at the en-
ergy diagram and transition rates of a strongly driven two-level system.
Fig. 6.5 depicts a sketch of the energy levels of two manifolds E(n + 1)
and E(n). The transitions with the frequency of the qubit ω0 from the
(+/−)-subspace of E(n + 1) to the (+/−)-subspace of E(n) (depicted in
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a) b)
Figure 6.4: Power spectral density (PSD) as a function of δω0. a) shows the sym-
metric on-resonant Mollow triplet and b) shows the off-resonant Mollow triplet for
negative (green dots) and positive (orange dots) detuning ∆ = ωL − ω0. For more
details to the experimental set-up and data, see Paper II.
green) give the middle peak of the Mollow triplet. The two outer peaks
of the Mollow triplet are given by the transition from the (−)-subspace
of E(n+ 1) to the (+)-subspace of E(n) with frequency ω0 − Ω (depicted
in red) and the transition from the (+)-subspace of E(n + 1) to the (−)-
subspace of E(n) with frequency ω0 + Ω (depicted in blue).
To understand the symmetry (or asymmetry) of the Mollow triplet,
we calculate the transition rates for the relaxation between the dressed
states. They can be determined by calculating the matrix elements of the
coupling term σx = σ+ + σ− between the dressed states
〈n,+|σx|n+ 1,+〉 = sin Θ cos Θ, (6.31)
〈n,−|σx|n+ 1,+〉 = cos2 Θ, (6.32)
〈n,+|σx|n+ 1,−〉 = − sin2 Θ, (6.33)
〈n,−|σx|n+ 1,−〉 = − sin Θ cos Θ. (6.34)
with the definition of Θ given in (6.10). According to Fermi’s golden rule,
the transition rates are therefore given as follows
Γ++ ∝ sin2 Θ cos2 Θ, (6.35)
Γ+− ∝ cos4 Θ, (6.36)
Γ−+ ∝ sin4 Θ, (6.37)
Γ−− ∝ sin2 Θ cos2 Θ. (6.38)
For a resonant drive ∆ = 0, the angle is given by Θ = π/4 and all
matrix elements, and therefore the transition rates have the same value.
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Thus, the power spectrum is symmetric. In equilibrium and without pure
dephasing, Γφ = 0, the following equality holds for the probabilities
Γ+−P+ = Γ−+P−, (6.39)
which means that the product of the transition rates from the (+)-subspace
to the (−)-subspace Γ+− and the occupation probability of the state to
be in the (+)-subspace P+ is equal the product of the transition from
(−)-subspace to the (+)-subspace Γ−+ and the probability of being in the
(−)-subspace P−. For off-resonant driving, the transition rates change. If
∆ < 0 we find Γ+− > Γ−+ and if ∆ > 0, we find Γ+− < Γ−+, meaning
that the transition corresponding to the dressed state that is closer to the
bare qubit frequency has a higher transition rate. Despite the inequality
of the transition rates, the spectrum remains symmetric since the occupa-
tion probability of the corresponding states changes so that the equality
(6.39) still holds.
If we add pure dephasing, on the other hand, additional transitions
between the states of the same manifold are possible according to
〈n,+|σz|n,−〉 = 〈n,−|σz|n,+〉 = −2 sin Θ cos Θ. (6.40)
The equality (6.39) becomes modified with the pure dephasing
(Γ+− + Γφ)P+ = (Γ−+ + Γφ)P−, (6.41)
Since increasing pure dephasing causes the occupation probabilities to ap-
proach P+ = P−, the Mollow Triplet becomes asymmetric for off-resonant
driving, since the transition rates Γ+− and Γ−+ remain unchanged, leading
to Γ+−P+ 6= Γ−+P−.
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Figure 6.5: a) Energy diagram of a strongly driven two-level system depicting the
bare states and the dressed states of two different manifolds with the corresponding
transition rates Γ between the dressed states. b) Sketch of the transition within and
between the +- and −-subspaces.
7 Overview of the articles
7.1 Paper I: Semiclassical analysis of
dark-state transient dynamics in waveguide
circuit QED
In this article, we investigate the spontaneous emission dynamics of a
transmon that is capacitively coupled to a 1D semi-infinite TL. We derive
the Hamiltonian through circuit quantisation and calculate the Heisenberg
equations of motion. Since we take time-delay effects that result from the
finite travelling time of the electromagnetic waves to the mirror and back
into account, the system’s dynamics become non-trivial. To simplify the
time-delay differential equations, we linearise the qubit by approximating
the cosine potential of the transmon as a quadratic potential. After this
step, we can solve for the systems average observables and are able to
calculate the energy of the transmon. We find that the system dynamics
strongly depend on the distance to the mirror and the coupling to the
TL. The distance to the mirror with respect to the electromagnetic field
mainly determines the decay after the first round-trip and the steady-state
solution. If located at an anti-node of the field, the Purcell effect occurs
and the decay rate compared to the initial decay rate given by the open
TL decay rate is enhanced due to constructive interference. If located at a
node of the electromagnetic field, on the other hand, the qubit converges
into a dark state with a finite excitation probability of the excited state.
This happens due to destructive interference. The value of the dark state
excitation probability is determined only by the delay time and the (low-
impedance) coupling strength. In addition, we derive an effective circuit
model to investigate the influence of the TL impedance on the system’s
dynamics. We find that in a high-impedance regime, the dynamics and
time scales of the system change. Interestingly, the dark state occupation
even in the high-impedance regime is given by the low-impedance coupling
strength. We investigate the dynamics of a transmon coupled to a TL in
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more detail in paper III. Further, we rigorously derive a quantum optical
system-reservoir model that resembles the transmon capacitively coupled
to a semi-infinite TL and find agreeing results.
7.2 Paper II: Characterising decoherence rates
of a superconducting qubit by direct
microwave scattering
This article was an experimental collaboration. We characterise the decay
rates of a superconducting qubit coupled to the end of a TL with different
measurements: Coherent and incoherent scattering, on- and off-resonant
fluorescence and time-resolved dynamics. By combining the results of all
methods, we can characterise the decay and decoherence rates of the qubit
and discriminate between pure dephasing and non-radiative decay. The
article contains the results of all experiments and theoretical derivations
and explanations to the origin of, for example, the off-resonant asymmetric
Mollow triplet.
7.3 Paper III: Transmon in a semi-infinite
high-impedance transmission line:
Appearance of cavity modes and Rabi
oscillations
Paper III is a continuation of Paper I. Here, we investigate the regime of a
characteristic TL impedance bigger than the characteristic impedance of
the transmon. First, we investigate the scattering at the transmon in an
open TL. In the low-impedance regime, the reflectance at the transmon
is close to zero except for at its (coupled) resonance frequency, where it
becomes excited and reflects the incoming field. In the high-impedance
regime, on the other hand, the transmon becomes highly reflective ev-
erywhere except near its (uncoupled) resonance frequency. We find that
both the reflectance and the resonance frequency of the qubit change in
the high-impedance regime. It acts as a mirror due to the strong ca-
pacitive coupling to the ground. Next, we investigate spontaneous emis-
sion of a transmon coupled to a semi-infinite TL, an atom in front of a
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7.4 Paper IV: Ultimate quantum limit for amplification: a single atom in
front of a mirror
mirror. As mentioned before, the atom becomes highly reflective in the
high-impedance regime, resembling a mirror. As a result, the atom cre-
ates its own cavity with the mirror. This results in the appearance of
vacuum Rabi-oscillations in the spontaneous emission. By probing the
atom in front of a mirror, we see Rabi splitting in the field trapped be-
tween the atom and the mirror and higher cavity modes. We derive the
high-impedance coupling strength and Rabi frequency through functional
analysis and find agreement with the numerical results.
7.4 Paper IV: Ultimate quantum limit for
amplification: a single atom in front of a
mirror
In this article, we theoretically demonstrate three different types of on-chip
amplification methods of an atom coupled to a semi-infinite waveguide.
The first type we investigate consists of a driven Λ-type three-level sys-
tem where population inversion is created between the first excited state
and the ground state. By probing the first transition, we find a gain in
the reflection of up to 25% whereas only 12.5% was achieved in an open
TL [92]. Also, we provide detailed calculations for a typical transmon
qubit that can be used to fit experimental results. The second system we
investigate is a driven two-level system. The driving is strong enough to
induce an energy splitting (dressed states) in the two-level system. Due
to higher-order processes between the transitions of the dressed states, we
find an amplification gain of 6.9% of the atom in front of a mirror com-
pared to the open TL, where the gain is given by 3.4%. The last system
we investigate in this article is a strongly two-photon driven three-level
system. Here we achieve a gain in the reflection due to population inver-
sion between the dressed states by up to 6.2% for the atom in front of a
mirror compared to the 3% of the open TL [93]. We also calculate the
optimal drive strength to achieve the most favourable results.

8 Summary and outlook
In this thesis, we first introduced the quantization of electrical circuits, an
essential part of circuit QED. We introduced basic components of electri-
cal circuits and demonstrated how to quantize one-dimensional coplanar
waveguides or transmission lines. We demonstrated different boundary
conditions of the transmission line: either open, semi-infinite or shorted
on both sides. Then we proceeded to introduce superconducting qubits:
an SCPB and a charge-insensitive transmon. In the next section, where we
investigated a transmon coupled to a transmission line, we demonstrated
the methods used in Paper I and III and summarised their main results.
In Paper I, we investigate spontaneous emission of a transmon coupled to
a semi-infinite TL and take the time-delay effects into account resulting
from the travelling time of the electromagnetic waves to the mirror and
back. We find that both the transient dynamics and the steady state
strongly depend on the atoms’ position and coupling with respect to the
electromagnetic field, resulting in the Purcell effect or the convergence into
a dark state. Paper III is a continuation of Paper I, where we investigate
the same set-up but focus on the high-impedance regime, meaning that the
characteristic impedance of the transmission line exceeds the impedance
of the transmon. We find that the system dynamics in the high-impedance
regime change drastically. The qubit becomes highly reflective and cre-
ates its own cavity with the mirror, resulting in cavity modes and vacuum
Rabi oscillations. The high-impedance regime has only recently become
experimentally available, and it would be interesting to realize our theo-
retical results in an experiment. Another continuation of our work could
be the inclusion of a non-linearity to the energy levels since we linearised
the equations of motion of the transmon qubit. Even though we believe
the linearisation is valid in the regimes that we investigate, it would be
interesting to see possible variations to the system dynamics or even new
purely quantum mechanical effects.
In the next part of the thesis, we focused on quantum optical methods
and systems inspired by the circuit QED set-ups investigated in Paper II
and IV. We first demonstrated how to quantize an electromagnetic field
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and derived the light-matter coupling Hamiltonian within the dipole ap-
proximation. We then introduced open quantum systems and derived the
quantum optical master equation, a powerful tool to investigate light-
matter interaction, used in Paper II and IV. The next chapter introduced
the dressed atom, meaning that the atom strongly interacts with an elec-
tromagnetic field, and the atom’s energy levels can no longer be separated
from the field’s energy levels. In Paper II, where we performed several
experiments in order to characterize the different decay rates of a super-
conducting qubit placed at the end of a transmission line, the dressed
atom becomes essential in the characterization and discrimination of non-
radiative decay from the pure dephasing rate. We could extract both
mentioned rates by fitting theory to the measurement data of the on- and
off-resonant driven dressed atom and the resulting power spectral density.
When driven off-resonantly, pure dephasing leads to an asymmetry in the
power spectral density, an effect that we explained in Paper II and this
thesis. In this work, we demonstrated how to characterize decay rates,
which can be helpful to improve circuit QED set-ups by engineering the
decay channels of the qubit to reach higher efficiency or coherence times.
The improvement of such a set-up can increase the fidelity of detecting
single photons and superconducting quantum computers.
In Paper IV, we investigated three different amplification mechanisms
with set-ups of an atom coupled to a semi-infinite waveguide. Signal am-
plification is crucial to achieve good signal-to-noise ratios [167–170]. The
set-ups we propose are compact and engineerable on-chip. The considered
systems all show amplification due to different mechanisms: population
inversion between the bare states, the dressed states and multi-photon
processes between the dressed states. We find that for all systems, the
atom in front of a mirror can achieve higher amplification than its equiva-
lent in an open waveguide due to the following reasons: The semi-infinite
waveguide has only one output channel and, therefore, doubles the signal
output. Another reason is the tunability of the transition rates between
the states due to interference. When creating population inversion, it is
crucial to create a meta-stable state. The tunability of the decay rates can
make population inversion between both the pure states and the dressed
states more efficient. However, in the systems we investigate, the reduc-
tion of output channels had a stronger effect in increasing the amplification
than the tunability of the decay rates. A follow up to our work could be
to find systems where the tunability has a higher impact and achieve even
higher gains. Another idea is to add more qubits to the system. Inter-
87
ference effects between several qubits might lead to even higher gains.
Furthermore, since experiments inspired this theoretical work, we hope
that the proposed systems can be realized in future experiments.
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