A construction for a central extension of a group satisfying a certain set of axioms has been given by C. W. Curtis. These groups are called groups of Lie type. The construction is based on that given by R. Steinberg for covering groups of the Chevalley groups. The central extensions constructed by Curtis, however, are not covering groups in the sense of being universal central extensions, as he shows by an example. Here, the Steinberg construction is considered for a more restricted class of groups of Lie type. It is shown that in this case, the central extension is a covering. It is also shown that this more restricted definition of groups of Lie type still includes the Chevalley and twisted groups, with certain exceptions.
To fix our terminology: a universal central extension is one which factors through any other central extension. A covering is a universal central extension, no subgroup of which is also an extension of the same group, (x, y) = xyx~ιy~ι, a b 
= bab~\ and (G, G) is the commutator subgroup of G. G is perfect if G = (G, G).
L n (K) denotes the Chevalley group of type L and rank n over the field K. Twisted groups are defined here to be the (algebraic) nonnormal forms as constructed by D. Hertzig [5, 6] , R. Steinberg [9] and J. Tits [14, 15] . (Hertzig also shows that the Chevalley and twisted groups include all finite simple algebraic groups.)
The Chevalley groups are simple [1, 10, 16] , hence perfect. This means that a perfect covering group exists, and the covering group and its factor maps are unique. Steinberg shows that the covering can be constructed as the abstract group given by suitably chosen generators and relations from the Chevalley group [11] . Exceptions occur: Λ(2), Λ(3), B 2 (2) and G 2 (2) are not simple, and Steinberg's construction doesn't work when \K\ = 2, 3, or 4, or G = Λ(9) .
The construction of the covering group A easily extends to a group G with Bruhat decomposition as defined by Curtis [2] . However, in this case Δ need not be the covering group of G. By placing additional conditions on G, Curtis shows that A has a Bruhat decomposition, with the same (isomorphic) Weyl group as G, is a central extension, and is "almost" universal [3, Ths. 1.4, 1.7] .
The next section gives the set of axioms which characterize the class of groups of Lie type. Our main theorem (6.2) can be stated as: 
Here Σ = {R^.neN, i = 1, 2, -, tι}, P = {β G 2Ί J? S J7}, and ζxy" y means the subgroup generated by xy H normalizes each R e Σ, so elements of W act on Σ by conjugation by their images by t. This action agrees with the action of W on its roots, and in fact Σ may be identified with the roots of W as in [2, Prop. 3.2] . Hence reflections w R , negatives -i?, and (sometimes) sums R + S are defined in Σ.
(2.7) Given ReΣ, ye -J?\{1}, there exists xeR such that xyx e N and s(xyx) = w R .
(2.8) Given R, S e Σ, R Φ -S and r G JB, S G S, there exist t ti G ΐiί + i>S such that (r, s) = TΓ^,. The product is over roots of the form iR + jS, i,j positive integers. Every t in each TeΣ appears as a t iά in some relation of this form.
Every element of I 7 is a linear combination of fundamental roots Ri. Define the lexicographical ordering of By (2.6), U -<(PX so every xe U has an expression as a product of such elements. Condition (2.8) and induction on root order allow such a product to be arranged by ascending root order. Finally, (2.9) implies the uniqueness of the rearranged product.
The same proof actually shows unique expression holds in any "convex" subgroup. A subgroup is convex if it is generated by a convex set of root subgroups. A set of roots is convex if it is additively closed and positive relative to some ordering of 2 1 . A splitting of P is a partition into two additively closed root sets, i.e., a convex partition. LEMMA 3.2. // P', P" split P, then P = <P'><P">.
As in the proof of (3.1), (2.8) is used to rearrange out-of-place factors, and the lemma follows by induction on root order. If R { is a fundamental root for example, {J2J and P\{i?J are a splitting of P, so P -PROPOSITION 3.3. G has a Bruhat decomposition. (2.5) and (2.6) respectively. (2.1) implies (a) and (b), (2.4) implies (f), and with the remark following (3.2), also implies (e).
All Curtis' results on groups with a Bruhat decomposition apply to G: B and N form a BiV-pair for G, BwB -Bw'B implies w = w\ and G = BNB. The additional structure of G implies that the de-
Then w = w', and h~ιu~ιu'h' = (vv '-ψ w) . Thus the elements in the Bruhat decomposition are unique, up to a fixed choice of t.
An element xyx of the form given by (2.7) is denoted by n(R, x, y). It will be shown these generate N and H. LEMMA 3.5. A unique element n(R, x, y) exists for each xeR\{l), and for each ye -JB\{1}.
Choose y e -β\{l}. Then n(R, x, y) exists by (2.7) . Also, y = y' is implied by n(R, x, y) = n(R, x, y f ). The existence of y given x, and the uniqueness of x given y, follow the identity n(R, x, y) -n ( -R,y y 
x).
This is derived by calculation, using (2.3). Hence the notation n(R, x), in place of n (R, x, y) , is unambiguous. 
Let h(R, x, x') = n(R, x)n(R, x') and H t = ζh (R, x, x f ) •> as above. The following formulas are established by calculation: 
If R is positive, but not simple, then w { R < R for some i, by the properties of W. Again by calculation:
Then the theorem follows by induction on root order. 4* The covering group* In this section, the covering group Δ of G will be defined, and its' structure worked out. It will itself be a group of Lie type.
For each ReΣ, let R* be a set in one-one correspondence with R. Disjoint sets it!*, S* are to correspond to distinct roots R, S. Let Δ be the group generated by the union of I 7 * = {R*: Re Σ} subject to all relations of the forms given below:
(A) x*y* = z* for a?*, y*, z* e R*, i2* e 2^ and a?s/ = s in G. s*:iV* ->TΓ is defined by s* = sp, and the action of s*(n*), n* 6 iV*, on Σ* by s*(w*)i2* -(s*(n*)R)*. Define fc*(i2*, α?*, a?f) = *(J?*, a;*)^*(i?*, a;*) and H* = <fe*(i2*, α^*, a?*): α*, a;* G JK*\{1}, i2* e I'*). LEMMA 
(i) p restricted to a convex subgroup is an isomorphism,
(ii) s*(^*)i2* = (#*)"*, w* G ΛΓ* α?ιcί ,B*G2
The conditions of Theorem (1.4) of [3] hold for a group of Lie type as defined here. In particular, condition (1.6) of [3] is a slightly more specific version of condition (2.8) of this paper, which is sufficient for the proof to follow. Then (i), (ii), (iii), (iv), and (v) are respectively in (2.5), (2.6), (2.9), (1.4) and (1.4) of [3] . As in [3], the proofs of (i), (ii), and (iii) generally follow those of, respectively, Lemmas 7.1, 7.2 and 7.7 of [11]. THEOREM 
A is a group of Lie type.
By 4.1 (iv), conditions (2.1) through (2.5) hold, except the crystal-lographic restriction, which holds since the relation in (2.2) occurs in a convex subgroup. Similarly, conditions (2.8) through (2.11) can be regarded in convex subgroups, while (2.6) through (2.8 (v(x) ) in K so that:
This is always possible, since each x e R* appears on the left of exactly one such relation. Choices on the right are arbitrary, being inside a commutator. LEMMA 
// elements of k(R*) commute in K, then k(x)k(y) = k(xy) all x,y e R*.

For unique x 19 y λ e iϋ*, x = (x ly h R ) and y = (y 19 h R ). Then xy = (%i, h R )(y 19 h R ) = (x.y,, h R ). Also, kix^kiy,) = zk{x x y^) for some z e ker(q) S Z(K). Conjugating this relation by k{h R ) and simplifying gives:
Dividing this relation by the previous one gives the desired relation. LEMMA 
// all commutator relations of length less than n, of the form (k(x R ), k(x s )) = πk(x iR+js )
hold in K, so do all such relations of length n.
(These are the images in K of relations of type (B) in A. Commutativity, as in (5.1), is such a relation of length 1.) Any such relation, of any length, holds modulo an element, say f(x R , x s ), which is in ker q g Z(K).
Using this, and the induction hypothesis, = &($*). For any Re Σ, x,y e R* such that # = (T/, /i,^), apply k and conjugate by A (A), so that using
) .
REMARKS. This proves (k(R*), k(S*)) = 1 if R Φ ±S and (22*, S*) = 1 in J. Also, the proof shows that elements of k(R*) may be conjugated by elements of k(H*), by the formula established there. 
for y eΓ*,y m = x, and mn = t*(ww s )h for some he H*. But 2f* and t*(W) generate ΛΓ*. 6* Comrαutativity of root subgroups* This section covers the starting point of the induction on length of commutators. By previous remarks, it only remains to show A;(22*) is commutative for ReΣ.
A is the highest root of Σ.
By the second part of (2.8), for xeΛ* there exist re 22*, s e S* such that (r, s) = πt i3 where t iό e iR* + jS* whenever this is a root, and x = t iό for some i,j. Hence:
(k(r),k(s)) =f(r,8)πk(tij) k(x).
Then k(x^),x ι eΛ*, commutes with everything in this relation except possible k(x), and hence with it also. Now k(Λ*) is commutative, as is the image of every root subgroup i?* conjugate to Λ, by (5.3).
Since W is transitive on roots of the same length, commutativity of k(R*) only needs to be demonstrated for one short root. It suffices to consider rank two subgroups.
The short root R + S in B 2 .
The short root 2R + S in G 2 .
These considerations complete the proof of the main theorem. As in § 4, Δ is itself a group of Lie type, perfect, and with the same (isomorphic) Weyl group as G.
THEOREM 6.2. (Main Theorem), (p, Δ) is the covering group of G»
7* The rank one case* For groups of Lie type of rank one, some modification of the previous definitions and proofs is necessary. Since there is only one positive root, X, this now denotes what was called U in (2.1). In (2.2), W ~ Z 2 now holds, and {1, w 0 } is a set of coset representatives, so a choice of ί. R x = X and X w = X or Y. In (2.5), G, is just G = <X, Γ> by (2.6). None of conditions (2.8), (2.9) The definition of Δ also needs to be revised in the rank one case, with the now inapplicable condition (J5) replaced by:
(B)'x* n * {R *>*V = y* whenever i2* = X* or Γ*, x*, xf e R*, y* e -i2*, and χ n i R >*i> = y in G. All the results of § 3 and § 4 remain valid in the rank one case, where applicable and when modified as above. In particular, (4.1) (ii) and condition (2.8)' follow from (By in the definition of Δ.
In § 5 and § 6, Lemmas 5.1 and 5.3 still hold. Hence Lemma 6.1 can be proved using (2.8)' as follows: Let x, y e X*\{1} and
(Here the fact that X is abelian, as given in (2.8)', is used.) Then: 
The first three cases, with a possible partial exception under (i) for twisted groups, are real exceptions. D\(K) is listed as a possible exception since it was not investigated in detail. The (nonalgebraic) nonnormal forms as defined by M. Suzuki [12, 13] , of type B ι 2 (2 2n+1 ), and by R. Ree [7, 8] of types Fl (2 2n+1 ) and Gl(3 2n+1 ) were not considered here.
For Chevalley groups, all the conditions defining groups of Lie type, except (2.8), can be read off almost directly from conditions (2.1.1) through (2.1.12) of [4] . These conditions are verified there for all Chevalley groups for \K\ > 5. In fact, since (2.1.12) is not needed here, | K\ > 4 suffices. Condition (2.8) may be checked directly by computing the commutator relations as in [1, p. 36] .
For the only rank one Chevalley group, A^K), condition (2.8)' is verified in [4, §2.2] where (2.1.12) is discussed, but \K\>5 is necessary.
Details for the twisted groups, except types A\ n (K), D\{K) and D\{K) are worked out in [4, §2.5] . The commutator relations developed there are sufficient for the second part of (2.8) to hold. Similarly, the details for Dl are in [4, § 3.1] . In all these cases, it is the fixed field K Q under the automorphism of K which must have more than 4 elements. This might be improved in some cases.
The condition (2.8)' doesn't need to be checked in this case, since the only rank one twisted group A\{K) is one of the groups A\ n (K).
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