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Abstract
In many problems in machine learning and operations research, we need to optimize a
function whose input is a random variable or a probability density function, i.e. to solve
optimization problems in an infinite dimensional space. On the other hand, online learning
has the advantage of dealing with streaming examples, and better model a changing environ-
ment. In this paper, we extend the celebrated online gradient descent algorithm to Hilbert
spaces (function spaces), and analyze the convergence guarantee of the algorithm. Finally, we
demonstrate that our algorithms can be useful in several important problems.
1 Introduction
Regret minimization is a general setting used in decision making and prediction. A merge of convex
optimization and regret minimization leads to the online convex optimization problem [12]. Due
to its simple setting and generality, online convex optimization has raised many attentions recently
[12, 22]. Online convex optimization can be modeled as a game: at each time t, the online player
chooses a point xt from K ⊂ Rn. Typically, we assume that K is nonempty, closed and convex.
After committing to this choice xt, a convex cost function ft is revealed and the player incurs a cost
ft(xt). Suppose this game has in total T rounds, we are interested in minimizing the regret – the
gap between the actual cost and the cost of the best fixed decision in hindsight:
Regret(T ) =
T∑
t=1
ft(xt)−min
x∈K
T∑
t=1
ft(x).
Zinkevich proposed the following algorithm called online gradient descent [25] for the above prob-
lem: play x1 ∈ K arbitrarily and at round t play xt := PK(xt−1−∇f(xt−1)), where PK stands for
projection into K. The regret of online gradient descent is shown upper bounded by O(
√
T ). By
assuming that all ft has second derivatives bounded below by a strictly positive number, Hazan
et al [13] gave an algorithm which can achieve O(log(T )) regret bound. Subsequently, Hazan et al
[14] provide an algorithm achieving rates inteplay between O(
√
T ) and O(log(T )) without a priori
knowledge of the lower bound on the second derivatives.
In the above setup, the online player chooses a point in a finite dimensional Euclidean space at
each step. However, in many cases, we need to make decisions over a set of functions or random
variables. For example, minimizing a risk measure over a set of random variables (chapter 4 in [6]),
solving an optimization problem in the space of distribution functions [11] and learning a classifier
over a set of functions [16, 18, 19]. In all these cases, we need to consider optimization problems
in some infinite dimensional space.
In this paper, we propose the online functional gradient algorithm which extends online gradient
descent algorithm of Zinkevich [25] to a general Hilbert space (function space). We then estab-
lish the regret bound of the algorithm. Since sometimes exact projection to a convex closed set
in infinite dimensional space may be hard compute, we also analyze the noisy version of the al-
gorithm when the projection at each step is not accurate. Finally, we illustrate applications of
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our algorithms in online classifier selection, risk measure minimization and distributionally robust
stochastic program.
Notation: in this paper, we use H to denote a Hilbert space with inner product 〈·, ·〉H and induced
norm ‖x‖H =
√〈x, x〉 for any x ∈ H. Also, let B = {x ∈ H | ‖x‖H ≤ 1} denote the clsoed ball of H
and R denote the set of real numbers. Let (Ω,Σ, µ) be a measure space. For 1 ≤ p <∞, the space
Lp(Ω,Σ, µ) is the set of all µ-measurable functions f : Ω → [−∞,+∞] such that ∫ |f |p dµ < ∞.
For a random variable ξ, we use small p to denote its probability density function and big P to
denote its probability distribution. Further, for a sequence {ǫt}Tt=1 , we use ǫ¯ to denote its average,
i.e. ǫ¯ =
∑T
t=1 ǫt/T ; and Υ¯ to denote the average of squares, i.e. Υ¯ =
∑T
t=1 ǫ
2
t/T. Finally, we use
P to denote the projection mapping and E to denote the expectation of a random variable.
2 Motivating Examples
In this section, we provide some examples of problems which need either gradient descent or online
gradient descent in the function space.
2.1 Online Classifier Selection
Assuming that we can collect data points {(xt, yt)}Tt=1 from an unknown distribution P on X×Y,
where X ⊆ Rn is the space of data points and Y ⊆ R is the space of labels. Then, we can learn
a classifier f : X → Y, which can best predict the label of a data point by solving the following
problem
min
f∈C
1
T
T∑
t=1
l(f(xt), yt), (1)
where C is a predefined set of classifiers and l is the loss function. If f is linear, then (1) can be
reduced to a standard minimization problem (like linear SVM) in Rn. A more interesting case is
studied in [18], in which the authors considered C as the set of all linear combinations of finitely
many base-classifiers and then apply the gradient descent algorithm in a suitable function space
to solve the problem. Another example is the nonlinear SVM considered in [21, 7], which is solved
by letting C be a certain Reproducing Kernel Hilbert Space (RKHS) and using the representer
theorem [15] to convert the problem into an optimization problem in Rn.
A natural extension of (1), which we consider in this paper, is its online version. That is, the data
points are supplied sequentially, and the goal of learning is to minimize the following regret,
Regret(T ) =
1
T
T∑
t=1
l(ft(xt), yt)−min
f∈C
1
T
T∑
t=1
l(f(xt), yt), (2)
where ft ∈ C only depends on {x1, · · · , xt−1, f1, · · · , ft−1} . Notice that in this case, it is challenging
to convert Problem (2) into a minimization problem over Rn even with the help of representer
theorem, as the data now are supplied sequentially. Hence, it is desirable to develop an online
gradient descent algorithm in some proper funtion space to solve Problem (2). We remark that
the case when C is an entire Reproducing Kernel Hilbert Space is considered in [16], which is
a significantly simpler case than the general setup we considered in this paper, as there is no
projection involved.
2.2 Risk Measure Minimization
Risk Measure is used to quantify and compare uncertain outcomes, which is a central concept in
decision theory [1, 20]. In this subsection, let (Ω,Σ, µ) be a probability space, i.e., Ω is a set of
outcomes, σ-algebra Σ is a collection of events and µ(Ω) = 1 is a probability measure. Then a real
valued random variable X is a µ-measurable function X : Ω → R, which represents an uncertain
outcome. We shall focus on the space L2(Ω,Σ, µ), which contains all the random variables X such
that
∫ |X |2 dµ < ∞ and is a Hilbert space with inner product defined as 〈X,Y 〉 = ∫ XY dµ. By
a risk measure ρ, we mean a function ρ : L2(Ω,Σ, µ) → R, which assigns a real number to each
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random variable (uncertain outcome). Then, a general risk measure minimization problem can be
formulated as following
min
X∈C
ρ(X), (3)
where C is typically a subset of L2(Ω,Σ, µ).
In practice, uncertain outcomes (random variables) often result from decisions (actions) in some
uncertain systems [20]. Mathematically, this can be modeled by a function f : S → L2(Ω,Σ, µ),
where S stands for the set of feasible decisions, and is a subset of some vector space V . Then,
we have C = f(S) in this case. Problem (3) is generally hard even if we can convert it to an
optimization problem in the Euclidean space. On the other hand, under some conditions, we can
solve or estimate the true solution by directly doing gradient descent in space L2(Ω,Σ, µ).
2.3 Distributionally Robust Stochastic Program
Robust Optimization (RO) is a framework in decision making under uncertainty that has attracted
fast growing attention. RO addresses decision problems in which the problem parameter is not
specific but known to belong to an uncertainty set [4, 9, 24, 5]. Mathematically, robust optimization
problem can be formulated as following
min
x∈X
max
ξ∈S
f(x, ξ), (4)
where X ⊆ Rm is the feasible set of solutions, ξ is the problem parameter and S ⊆ Rn is the
unertainty set.
If the uncertainty instead is probabilistic, and is governed by a probability distribution P , which
itself is uncertain and belongs to a set of distributions P , we get the following Distributionally
Robust Stochastic Program (DRSP) aka Distributionally Robust Optimization [8, 10, 23],
min
x∈X
(
max
P∈P
EP [f(x, ξ)]
)
, (5)
where X ⊆ Rn and P is the uncertainty set consists of possible distributions of the parameter.
Problem (5) is usually harder than Problem (4), because the maximization part is over a subset
of some infinite dimensional space. In literature, DRSP is typically solved by exploiting special
structures of the uncertainty set P and convert the problem to an optimization problem over
Euclidean space. However, this is not always possible. In this paper, we propose a novel solution
approach which depends on online gradient descent algorithm in function space. We briefly describe
the idea here and defer the full analysis to Section 4.3: At each step t, if a distribution Pt ∈ P is
given, then we solve a xt which approximately minimizes the function g(x, Pt) = EPt [f(x, ξ)]. By
performing online gradient desent with respect to P , we can upper bound the term maxP g(x¯, P )
by
∑T
t=1 g(xt, Pt)/T + δ, where x¯ = (
∑T
t=1 xt)/T and δ is small. Since, each g(xt, Pt) is small by
the construction of xt, we conclude that maxP g(x¯, P ) is also small.
3 Online Functional Gradient Descent
In this section, we present the online functional gradient descent algorithm and its variants. All
proofs are postponed to the supplementary material. We also provide a brief overview of relevant
background knowledge from functional analysis in the supplementary material for the completeness.
Before presenting our results, we first describe the assumptions on the set, from which the online
player make decisions.
Assumption 1. K ⊆ H is nonempty, closed, convex and K ⊆ RB for some R ∈ R.
Also, we make some assumptions on the cost functions received by the player.
Assumption 2. f : K → R is convex, Gaˆteaux differentiable over K and all the Gaˆteaux gradients
{∇f(x) |x ∈ K} have finite norm, i.e. ‖∇f(x)‖H < +∞ for all x ∈ K.
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Lemma 1. Let C ⊆ H be a nonempty closed convex subset, then for all x ∈ H and xˆ ∈ C, we have
‖PC(x) − xˆ‖H ≤ ‖x− xˆ‖H.
Proof. By Theorem 3.14 in [2], we have
〈xˆ−PC(x), x −PC(x)〉H ≤ 0,
which further implies that
‖PC(x)− xˆ‖2H + ‖x−PC(x)‖2H ≤ ‖x− xˆ‖2H.
Throughout this section, let x∗ ∈ K be the optimal solution of ∑Tt=1 ft : K → R or f : K → R
over K, then the online functional gradient descent algorithm proceeds as follows: pick x1 ∈ K
arbitrarily and for t = 2, · · · , T , choose xt as xt = PK (xt−1 − η∇ft−1 (xt−1)). Then, we have the
following theorem upper bounds the regret.
Theorem 1. [Online Functional Gradient Descent] Suppose K satisfies Assumption 1 and let
f1, f2, · · · , fT : K → R be an arbitrary sequence of functions that satisfy Assumption 2. Pick x1 ∈ K
arbitrarily and let x2, · · · , xT be defined by xt+1 = PK (xt − η∇ft (xt)) . Let G = maxt ‖∇ft(xt)‖H
and select η = R/G
√
T , we have
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
∗) ≤ RG
√
T .
Proof. Since each ft is convex, Gaˆteaux differentiable over K, by Theorem 7.3.6 in [17], there exists
a x∗ in K minimizing ∑Tt=1 ft(x). Since ft is convex, by Proposition 17.10 in [2], we have
ft(xt)− ft(x∗) ≤ 〈∇ft(xt), xt − x∗〉H . (6)
Since K is nonempty, convex and closed, by Lemma 1, we have for all x ∈ H, ‖PK(x) − x∗‖H ≤
‖x− x∗‖H. So,
‖xt+1 − x∗‖2H = ‖PK (xt − η∇ft(xt))− x∗‖2H
≤ ‖xt − η∇ft(xt)− x∗‖2H
= ‖xt − x∗‖2H + η2‖∇ft(xt)‖2H − 2η 〈∇ft(xt), xt − x∗〉H
≤ ‖xt − x∗‖2H + η2G2 − 2η 〈∇ft(xt), xt − x∗〉H .
After rearranging terms, we have
〈∇ft(xt), xt − x∗〉H ≤
‖xt − x∗‖2H − ‖xt+1 − x∗‖2H + η2G2
2η
.
Combining with equation (6) and summing over t, we have
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
∗) ≤ R
2
2η
+ T
ηG2
2
≤ RG
√
T .
If we only consider a single function, i.e. all the ft are the same, then the online functional
gradient descent reduces to functional gradient descent, with its performance characterized by the
following corollary. The idea of gradient descent and variants in function space has appeared before
[18, 19, 16], but all these works consider the unconstrained case only, i.e., K = H, and hence is a
significantly easier case as no projection is involved.
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Corollary 1 (Functional Gradient Descent). Suppose K satisfies Assumption 1 and f : K →
R satisfies Assumption 2. Pick x1 ∈ K arbitrarily and let x2, · · · , xT be defined by xt+1 =
PK (xt − η∇f (xt)) . Let G = maxt ‖∇f(xt)‖H and select η = R/G
√
T , we have
f
(
1
T
T∑
t=1
xt
)
− f(x∗) ≤ RG√
T
.
Proof. Follows from the convexity of f and Theorem 1.
In some cases, the projection PK in general Hilbert space is not easy to calculate exactly. Hence
we develop the following results with respect to noisy projection, which shows the online gradient
algorithm achieves comparable guarantees if only approximated projection is used at each step.
Theorem 2 (Online Functional Gradient Descent with Noisy Projection). Suppose K satis-
fies Assumption 1 and f1, f2, · · · , fT : K → R be an arbitrary sequence of functions that sat-
isfy Assumption 2. Pick x1 ∈ K arbitrarily and let x2, · · · , xT be calculated such that ‖xt+1 −
PK (xt − η∇ft (xt)) ‖H ≤ ǫt. Let G = maxt ‖∇ft(xt)‖H and select η =
√
R2/T + 4Rǫ¯+ Υ¯/G, we
have
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
∗) ≤ RG
√
T +
(
2
√
Rǫ¯+
√
Υ¯
)
GT. (7)
Proof. Since each ft is convex, Gaˆteaux differentiable over K, by Theorem 7.3.6 in [17], there exists
a x∗ in K minimizing ∑Tt=1 ft(x). Since ft is convex, by Proposition 17.10 in [2], we have
ft(xt)− ft(x∗) ≤ 〈∇ft(xt), xt − x∗〉H . (8)
Since K is nonempty, convex and closed, by Lemma 1, we have for all x ∈ H, ‖PK(x) − x∗‖H ≤
‖x− x∗‖H. So,
‖xt+1 − x∗‖2H ≤ (‖xt+1 −PK(xt − η∇ft(xt))‖H + ‖PK(xt − η∇ft(xt))− x∗‖H)2
≤ ‖xt − η∇ft(xt)− x∗‖2H + 4Rǫt + ǫ2t
= ‖xt − x∗‖2H + η2‖∇ft(xt)‖2H − 2η 〈∇ft(xt), xt − x∗〉H + 4Rǫt + ǫ2t
≤ ‖xt − x∗‖2H + η2G2 − 2η 〈∇ft(xt), xt − x∗〉H + 4Rǫt + ǫ2t .
After rearranging terms, we have
〈∇ft(xt), xt − x∗〉H ≤
‖xt − x∗‖2H − ‖xt+1 − x∗‖2H + η2G2 + 4Rǫt + ǫ2t
2η
.
Combining with equation (8) and summing over t, we have
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
∗) ≤ R
2 +
∑T
t=1(4Rǫt + ǫ
2
t )
2η
+ T
ηG2
2
= G
√√√√R2T + T∑
t=1
(4Rǫt + ǫ2t ) T
≤ RG
√
T +
(
2
√
Rǫ¯+
√
Υ¯
)
GT.
Similarly, when all the functions {ft} are the same, we have the following result:
Corollary 2. [Functional Gradient Descent with Noisy Projection] Suppose K satisfies Assump-
tion 1 and f : K → R satisfies Assumption 2. Pick x1 ∈ K arbitrarily and let x2, · · · , xT be
calculated such that ‖xt+1 − PK (xt − η∇f (xt)) ‖H ≤ ǫt. Let G = maxt ‖∇f(xt)‖H and select
η =
√
R2/T + 4Rǫ¯+ Υ¯/G, we have
f
(
1
T
T∑
t=1
xt
)
− f(x∗) ≤ RG√
T
+
(
2
√
Rǫ¯+
√
Υ¯
)
G.
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Proof. Follows from the convexity of f and Theorem 2.
We remark that the Gaˆteaux differentiability used in previous results is to guarantee that the
optimal solution x∗ exists in C. We can relax this assumption and use subgradient instead, which
leads to the following results:
Assumption 3. f : K → R is convex, subdifferentiable function over K and all the subgradients
{ux |x ∈ K and ux ∈ ∂f(x)} have finite norm, i.e. ‖ux‖H < +∞ for all x ∈ K and ux ∈ ∂f(x).
Corollary 3. Suppose K satisfies Assumption 1 and f1, f2, · · · , fT : K → R be an arbitrary
sequence of functions that satisfy Assumption 3. Pick x1 ∈ K arbitrarily and let x2, · · · , xT be
calculated such that ‖xt+1 −PK (xt − ηut) ‖H ≤ ǫt, where ut ∈ ∂ft(xt). Let G = maxt ‖ut‖H and
select η =
√
R2/T + 4Rǫ¯+ Υ¯/G, we have
T∑
t=1
ft(xt)−
T∑
t=1
ft(x) ≤ RG
√
T +
(
2
√
Rǫ¯+
√
Υ¯
)
GT, for all x ∈ K.
Proof. By the definition of subgradient, it holds that
ft(xt)− ft(x) ≤ 〈ut, xt − x〉H for all x ∈ H and ut ∈ ∂ft(xt). (9)
Then, replace equation (8) with (9) and change ∇ft(xt) to ut in the rest proof of Theorem 2, we
can prove the result.
Corollary 4. Suppose K satisfies Assumption 1 and f : K → R satisfies Assumption 3. Pick
x1 ∈ K arbitrarily and let x2, · · · , xT be calculated such that ‖xt+1 −PK (xt − ηut) ‖H ≤ ǫt, where
ut ∈ ∂f(xt). Let G = maxt ‖ut‖H and select η =
√
R2/T + 4Rǫ¯+ Υ¯/G, we have
f
(
1
T
T∑
t=1
xt
)
− f(x) ≤ RG√
T
+
(
2
√
Rǫ¯+
√
Υ¯
)
G, for all x ∈ K.
Proof. Follows from the convexity of f and Corollary 2.
3.1 Calculate the Projection
Here, we introduce some exact formulas to calculate projections onto some common sets and refer
Chapter 28 in [2] for a comprehensive study of the projection operator in Hilbert space. The
following two examples show that it is easy to project a point onto a closed ball or a hyperplane.
Example 1. Let B ⊆ H be the closed ball with radius 1, then
∀x ∈ H PB(x) = 1
max {‖x‖H, 1}x.
Example 2. Let u ∈ H be a nonzero vector, let η ∈ R and set C = {x ∈ H| 〈x, u〉H = η}, then we
have
∀x ∈ H PC(x) = x+ η−〈x,u〉H‖u‖2
H
u.
Sometimes, a function f ∈ L2(Ω,Σ, µ) is required to have nonnegative values (e.g., density func-
tions), in which case we have the following formula:
Example 3. Set C = {p ∈ L2(Ω,Σ, µ) | p ≥ 0}, then for any q ∈ L2(Ω,Σ, µ), the projection PC(q)
is given by
PC(q) = [q]+ , where for all x ∈ Ω, [q]+ (x) =
{
q(x) if q(x) ≥ 0,
0 if q(x) < 0.
The following algorithm explains how to project a point onto the intersection of multiple sets, if
calculating the projection onto each set is easy.
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Theorem 3 (Dykstra’s Algorithm). Let m be a strictly positive integer, set I = {1, · · · ,m}, let
(Ci)i∈I be a family of closed convex subsets of H such that C = ∩i∈ICi 6= ∅, and let x0 ∈ H. Set
i : N→ I as i(n) = 1 + rem(n− 1,m),
where rem(·,m) is the remainder function of the division by m. For every strictly positive integer
n, set Pn = PCn , where Cn = Ci(n) if n > m. Moreover, set q−(m−1) = · · · = q−1 = q0 = 0 and
(∀n ∈ N {0} )
{
xn = Pn(xn−1 + qn−m),
qn = xn−1 + qn−m − xn.
Then xn → PC(x0).
4 Applications
In this section, we discuss some concrete examples to illustrate how to apply the developed frame-
work. In particular, how to compute the corresponding derivatives and the projections. For each
particular application, a suitable Hilbert space is chosen.
4.1 Online Classifier Selection
The online classifier selection problem is described above in Section 2.1. Here, let H be a Repro-
ducing Kernel Hilbert Space of real valued functions defined on X ⊆ Rn and associated with a
reproducing kernel k : X× X→ R. We consider the problem of minimizing the following regret:
Regret(T ) =
1
T
T∑
t=1
lt (ft)−min
f∈C
1
T
T∑
t=1
lt (f) , (10)
where {lt} and C are defined by

lt(f) = (f(xt)− yt)2 ,
C =
(⋂m
i=1 Cˆi
)
∩RB, where B is the closed ball of H,
Given gi ∈ H, ai ∈ R, we have Cˆi = {f ∈ H| 〈f, gi〉H = ai} .
Each Cˆi corresponds to a linear constraint imposed on f . For instance, suppose we want to
guarantee that f(x1) = 1 (e.g., (x1, 1) is a sample of high-confidence), we can add the linear
constraint 〈k(·, x1), f〉H = 1. For the above problem, we can apply the online functional gradient
descent algorithm, in which projection and gradient are calculated as follows:
Gradient: we first calculate the gradient of lt for t = 1, · · · , T
for any h ∈ H, ∇lt(f)(h) = lim
α↓0
lt(f + αh)− lt(f)
α
= lim
α↓0
(f(xt) + αh(xt)− yt)2 − (f(xt)− yt)2
α
=2 (f(xt)− yt)h(xt),
= 〈2 (f(xt)− yt) k(·, xt), h〉H (reproducing property).
By Remark 2.44 in [2], we have ∇lt(f) = 2 (f(xt)− yt) k(·, xt).
Projection: for any g ∈ H, we calculate the projection PC(g) onto C. Firstly, we can use Example
2 to calculate the projection PCˆi(g) onto each Cˆi and Example 1 to calculate the projection PRB(g)
onto RB. Then, we can calculate the projection onto the intersection of Cˆi and RB, i.e. onto C,
using Theorem 3.
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4.2 Risk Measure Minimization
The risk measure minimization problem is introduced in Section 2.2. Here, we consider the following
mean variance risk measure minimization problem as a concrete example:
min
X∈C
E(X) + c‖X −E(X)‖2L2(Ω,Σ,µ),
where c ≥ 0 is a given constant and C is defined as

C =
(⋂m
i=1 Cˆi
)
∩RB, where B is the closed ball of L2(Ω,Σ, µ),
Given Yi ∈ L2(Ω,Σ, µ), ai ∈ R, we have Cˆi =
{
X ∈ L2(Ω,Σ, µ)∣∣ 〈X,Yi〉L2(Ω,Σ,µ) = ai} .
Notice that each Cˆi is a linear constraint which stands for E(XYi) = ai. In particular, if Yi(x) ≡ 1
for all x ∈ Ω, then Cˆi is the set of random variables whose mean is ai. Set ρ(X) = E(X) + c‖X −
E(X)‖2L2(Ω,Σ,µ), it is proved in [6] (Chapter4 page128) that ρ is convex. Also, the derivative and
projection can be calculated as following:
Gradient: we first calculate the gradient of ρ at X , for any Y ∈ L2(Ω,Σ, µ),
∇ρ(X)(Y ) = lim
α↓0
ρ(X + αY )− ρ(X)
α
= lim
α↓0
∫
αY dµ+ c‖X + αY − ∫ X + αY dµ‖2L2(Ω,Σ,µ) − c‖X − ∫ X dµ‖2L2(Ω,Σ,µ)
α
=
∫
Y dµ+ 2c
〈
X −
∫
X dµ, Y −
∫
Y dµ
〉
L2(Ω,Σ,µ)
= 〈1 + 2cX − 2cE(X), Y 〉L2(Ω,Σ,µ) .
So, we have ∇ρ(X) = 1 + 2cX − 2cE(X).
Projection: for any Y ∈ L2(Ω,Σ, µ), the projection onto each Cˆi and RB can be calculated
seperately by Example 2 and 1. Then, we can use Theorem 3 to calculate the projection onto C.
4.3 Distributionally Robust Stochastic Program
Applying online functional gradient descent to solve Distributionally Robust Stochastic Program
is more involved than the previous examples. Here, we consider a slightly different version of
Problem (5), i.e., we focus on probability density functions instead of probability distributions.
In particular, we consider the space L2(Rn) = L2 (Rn,Σ, µ), where Σ and µ are the σ-algebra
of Lebesgue measurable sets and the Lebesgue measure on Rn respectively. Then, L2(Rn) is a
Hilbert space with inner product defined as 〈f, g〉L2 =
∫
fg dµ. Correspondingly, the induced
norm on L2(Rn) is ‖ · ‖L2 and we use BL2 to denote the closed ball of L2(Rn). Assuming that
ξ is a random variable with probability density function p ∈ P , then the Distributionally Robust
Stochastic Program can be written as
min
x∈X
(
max
p∈P
Ep [f(x, ξ)]
)
, (11)
where X ⊆ Rn and P ⊆ L2(Rn) is a set of probability density functions. The main idea to solve
this problem is inspired by [3], in which they use online learning methods to solve (arguably easier)
Robust Optimization.
Optimization via Binary Search: We first convert the optimization problem into a decision
problem. Suppose we know the feasible range of the objective value of maxp∈P Ep [f(x, ξ)], Problem
(11) can be solved by a binary search procedure in the following way: let b be our current guess
of the optimal value and shift f downwards by b, i.e., h(x, ξ) = f(x, ξ) − b. Then, we solve the
following decision problem, i.e., a YES or NO problem,
∃?x ∈ Rn such that Ep [h(x, ξ)] ≤ 0 ∀p ∈ P . (12)
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An answer YES means the true optimal value is smaller than b and NO means larger. Correspond-
ingly, if the answer is YES (NO), we should make our new guess smaller (bigger). In the rest
of the section we will focus on solving Problem (12). We say that x is a δ-approximate solution
to Problem (12) if Ep [h(x, ξ)] ≤ δ for all p ∈ P . In the following, we will use online functional
gradient descent with noisy projection to get a 2δ-approximate solution to Problem (12).
Oracle: notice that if we fix p ∈ P , then Ep [h(x, ξ)] is a function mapping from Rn to R. We
assume this finite dimensional function is easy to optimize. In particular, we assume that there
exists an Oracle Oδ such that given any p ∈ P , it either returns a x ∈ X such that
Ep [h(x, ξ)] ≤ δ,
or return “infeasible” if there does not exist a vector x ∈ X such that
Ep [h(x, ξ)] ≤ 0.
4.3.1 Functional Dual Gradient Descent
Setting g(x, p) = Ep [h(x, ξ)], we assume that g is convex in x (which is true when h(·, ξ) is convex),
P ⊆ RBL2 is convex and maxx,p ‖∇pg(x, p)‖L2 ≤ G. Then, we propose the following algorithm to
solve Problem (12).
Algorithm 1: Functional Dual Gradient Descent with Noisy Projection
input : δ,G
Initialize p0 ∈ P arbitrarily
Choose T , {ǫt}Tt=1 such that RG√T +
(
2
√
Rǫ¯+
√
Υ¯
)
G ≤ δ and set η =
√
R2/T + 4Rǫ¯+ Υ¯/G
for t = 1, 2, · · · , T do
Calculate pt such that pt ∈ P and ‖pt −PP (pt−1 + η∇pg(xt−1, pt−1)) ‖L2 ≤ ǫt
Set xt = Oδ(pt)
if the Oracle declared infeasibility then
return “NO”
return x¯ = 1
T
∑T
t=1 xt
Theorem 4. Algorithm 1 either returns an 2δ-approximate solution or concludes that the answer
is “No” for Problem (12).
Proof. First, if the algorithm returns “NO”, then by the definition of the Oracle, for some t, there
does not exists x ∈ Rn such that Ept [h(x, ξ)] ≤ 0, which means the answer to Problem (12) is
“NO”. Second, otherwise, then a solution is returned, and the premise of the oracle implies that
1
T
T∑
t=1
g(xt, pt) ≤ δ.
From the regret guarantee of the online functional gradient descent algorithm we have
max
p∈P
1
T
T∑
t=1
g(xt, p)− 1
T
T∑
t=1
g(xt, pt) ≤ RG√
T
+
(
2
√
Rǫ¯+
√
Υ¯
)
G ≤ δ.
We conclude that
δ ≥ 1
T
T∑
t=1
g(xt, pt) ≥ max
p∈P
1
T
T∑
t=1
g(xt, p)− δ ≥ max
p∈P
g(x¯, p)− δ.
Hence, we have g(x¯, p) ≤ 2δ for all p ∈ P .
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4.3.2 A Concrete Example
In this subsection, we consider the following simple example to illustrate how to solve DRSP via
the framework outlined above:
min
x∈B
max
p∈P
Ep
[
(xT ξ)2
]
, (13)
where B ⊆ R2 is the closed ball ofR2, the random variable ξ takes value fromC = {(x, y) |x2 + y2 ≤ 1, x ≥ 0, y ≥ 0}
and the uncertainty set P is defined as
P = {p ∈ L2(R2) ∣∣ Ep [ξ] = b ∈ R2, p ≥ 0, ∫C p dµ = 1, ∫C |p|2 dµ ≤ 2 } .
We define the characteristic function χC by χC(x) = 1 if x ∈ C and χC(x) = 0 otherwise. Further,
set ξ = (ξ1, ξ2)
T and t = (t1, t2)
T with ti(x) = xi for x ∈ R2, i = 1, 2. Then, we can write
P = P1 ∩ P2 ∩ P3 ∩ P4 ∩ P5, where{ Pi = {p ∈ L2(R2) | Ep(ξi) = 〈tiχC, p〉L2 = bi} for i = 1, 2;
P3 =
{
p ∈ L2(R2) | p ≥ 0} ,P4 = {p ∈ L2(R2) |〈χC, p〉L2 = 1} ,P5 = 2BL2.
We can solve Problem (13) using Algorithm 1, in which the gradient and projection can be calcu-
lated as following:
Gradient: fix any x ∈ R2 and set g(p) = Ep
[
(xT ξ)2
]
, we calculate ∇g(p) with respect to p,
for any q ∈ L2(R2), ∇g(p)(q) = lim
α↓0
g(p+ αq)− g(p)
α
= lim
α↓0
∫
χC(x
T t)2(p+ αq) dµ− ∫ χC(xT t)2p dµ
α
=
〈
χC(x
T t)2, q
〉
.
Hence, we conclude ∇g(p) = χC(xT t)2.
Projection: for any q ∈ L2(R2), the projection onto P3 and P5 can be calculated by Example 3
and Example 1 respectively. Also, the projection onto P1,P2 and P4 can be calculated by Example
2. Finally, we approximate the projection onto P by Dykstra’s algorithm described in Theorem 3.
5 Conclusion
In this work, we consider online learning in infinite dimensional space. In particular, we propose an
online learning algorithm called online functional gradient descent, which extends the well known
online gradient descent algorithm of Zinkevich [25]. We then provide theoretical results for the
proposed algorithms. Finally, we illustrate how to apply our algorithm into practical problems
in machine learning and operations research, including online classifier selection, risk measure
minimization and distributionally robust optimization.
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