We study an expansion method for high-dimensional parabolic PDEs which constructs accurate approximate solutions by decomposition into solutions to lower-dimensional PDEs, and which is particularly effective if there are a low number of dominant principal components. The focus of the present article is the derivation of sharp error bounds for the constant coefficient case and a first and second order approximation. We give a precise characterisation when these bounds hold for (non-smooth) option pricing applications and provide numerical results demonstrating that the practically observed convergence speed is in agreement with the theoretical predictions.
Introduction
High-dimensional partial differential equations play an important role in the modelling of many real-world phenomena. This is chiefly the case in finance and economics, where one is often concerned with probability densities and expectations of economical or financial time series modelled by multivariate stochastic processes. These financial applications are the main motivation for the analysis in this paper, but we anticipate that similar methods can be useful, e.g., in the context of Fokker-Planck equations for high-dimensional chemical systems.
The computational effort necessary to solve N -dimensional PDEs numerically with standard grid-based methods grows exponentially with N , a phenomenon referred to as the "curse of dimensionality". Even more sophisticated PDE methods tailored to high-dimensional approximation, such as those based on sparse grids (see [2] for a survey), are typically not able to deal with practical problems where N exceeds about five to eight (see [12] for results with sparse finite elements and [20, 29] for the sparse grid combination technique). A sparse wavelet method is proposed in [34] , which gives almost dimension-independent convergence rates for parabolic equations with non-smooth initial data, as they are typical for derivative pricing applications, where the Cauchy data are singular with a singularity located in a low co-dimensional manifold. Numerical experiments for Black-Scholes and stochastic volatility models are given in [13] .
A radial basis function method for multi-dimensional Black-Scholes PDEs is presented in [25] , but only numerical results for one and two dimensions are presented.
It seems clear that if the approximation is based on tensor product meshes, a compression of the data has to take place in the solution process. An active area of research is concerned with low rank tensor approximations of such functions (see, e.g., the survey paper [6] ), and in particular the representation in the so-called tensor train format. The method can be targeted specifically towards high-dimensional diffusion problems, motivated by applications in finance, and [17] derive theoretical bounds on the rank of such approximations, which break the curse of dimensionality. We are, however, not aware of any successful practical application.
There is a sizeable and growing body of literature which deals with the feasibility of integration (cubature) in high dimensions. Several of the ideas from cubature are transferable to the solution of PDEs, especially in the situation where the PDE solution can be expressed as a high-dimensional integral via a known Green's function (typically the transition density of an underlying stochastic process).
We will use a PDE-based analysis in this paper. This is to allow for future extensions to situations where a Green's function is not known, or even non-linear and free boundary problems, which are not covered by the present analysis. Although the setting in this paper -i.e., of linear second order parabolic PDEs with constant coefficients -is in the intersection of problems where PDE and cubature methods are applicable, we provide novel error bounds even in this case.
Our approach here is most closely related to cubature based on tensor product decompositions. We focus therefore on that segment of the literature. 1 In particular, [32, 33] construct lattice rules by "dimension-by-dimension" integration. This is especially effective if there is an ordering of dimensions by importance. For instance, [36] investigates the effective dimension of integration problems in finance using ANOVA decompositions, including numerical examples for path-dependent and multi-asset derivatives; [7] combines truncated ANOVA decompositions with dimension adaptive sparse grids [5] , provides an error analysis in mixed Sobolev norms and presents numerical examples for Collateralized Mortgage Obligations and Asian options. A general framework of decompositions into lower dimensional projections is developed in [19] , who show certain minimality and uniqueness properties of such decompositions, which contain ANOVA as a special case.
A similar decomposition is the basis of a PCA-based expansion method for PDEs introduced in [29] . The method exploits the empirical observation that many diffusion processes of interest (such as stock prices in equity baskets, or forward interest rates with different maturities) have relatively large correlations, which leads to covariance matrices with one or a few significant principal components, while the eigenvalues for the remaining eigenvectors are an order of magnitude smaller. Transformed into the corresponding basis, the solution of the PDE can be reasonably well approximated by a low-dimensional PDE solution restricted to the first principal components. Then, dimensionwise corrections (interpretable as approximate Taylor expansions in the small eigenvalues) can be added to arrive at successively more accurate approximations. The key point is that even if the dimension of the original PDE may be very high (say 10 to 100), an approximation with practically sufficient accuracy can often be constructed by the solution of a sequence of much lower-dimensional PDEs (say 2-or 3-dimensional).
The relation between PDE expansions and anchored ANOVA is pointed out in [26] and [30] ; a higher order extension is also sketched in [13] . A practically useful feature of decomposition methods is their inherent parallelism, which is exploited in [29] and more recently in [31] . An extension to stochastic volatility models is given in [13] , where option values for baskets with two to eight equities, each with their stochastic volatility process, are computed, albeit with significantly reduced accuracy in the higher-dimensional cases. In [27] , we demonstrated that these methods can be successfully applied to more complex financial market models and derivatives. For example, we were able to solve 60-dimensional PDEs for Bermudan Swaptions in the LIBOR Market Model with comparable accuracy to standard Monte Carlo methods in similar or less (often significantly less) computation time.
Another line of research concerns the optimal coordinate system as basis for these expansions. PCA-based expansions (PDE-motivated or anchored ANOVA) are well-suited to deal with many derivative pricing applications, because market assets typically show high levels of correlation, and therefore a transformation to principal components gives a natural ordering with rapidly decreasing importance of higher-dimensional contributions. In [14] , optimal linear transformations of the original coordinates are constructed in order to minimise the effective dimension, while [8] proposes non-linear coordinate transformations to extend linear PCA.
In this article, we investigate the theoretical properties of the PCA-based PDE expansion method from [29] . We provide a framework for establishing the existence and accuracy of the approximate solutions, and give precise theoretical error bounds for first and second order versions. While the method has previously been motivated heuristically via Taylor-expansions and its relation to anchored ANOVA methods, and its usefulness has been demonstrated by successful numerical studies, these are to the authors' knowledge the first theoretical error bounds in terms of the PDE coefficients and the data.
Specifically, the contribution of this article is to
• derive error bounds for the PCA-based expansion method for parabolic constant coefficient PDEs, where the initial data have certain mixed-order smoothness;
• analyse theoretically the applicability to non-smooth data which typically arise in financial engineering;
• demonstrate agreement between theoretical predictions and experimental results.
The rest of this paper is organised as follows. Section 2 presents the PCA-based expansion method for the heat equation and states and discusses the first main theoretical result. Section 3 proves sharp error bounds for a first-and second order expansion under sufficient regularity. Section 4 provides an alternative construction of the schemes via Taylor expansions and discusses the links. Section 5 analyses the applicability to non-smooth data, focussing on cases arising in finance. In Section 6, we first generalise the method to constant coefficient parabolic PDEs and then give numerical examples which demonstrate agreement between the theoretical predictions and numerical results. Finally, Section 7 summarizes the results and describes future research directions.
Set-up and first main result
To introduce the main concepts, we focus on the N -dimensional heat equation
for z ∈ R N , t ∈ (0, T ), λ = (λ 1 , . . . , λ N ) ∈ R N + , and assume λ 1 ≥ λ 2 ≥ . . . ≥ 0. We will discuss in Section 6.1 how principal component analysis (PCA) can be used to transform a general parabolic PDE with constant coefficients to this form, and outline in Section 7 how localisation arguments can be used to deal with variable coefficients, with a reference to [28] where numerical tests are presented for the variable coefficient setting.
Definition 1.
Given an initial-value problem of the form (1) and (2) , and an index set ν ⊆ {1, . . . , N }, define a differential operator
and an approximation u ν to u as the solution of
Note that since L ν only operates on the dimensions in the index set ν, the problem of calculating u ν (z 0 , T ) for a fixed z 0 ∈ R N is of spatial dimension |ν|. Calculating the full solution u ν (z, T ) for all values of z ∈ R N is still an N -dimensional problem.
Definition 2. For a given ξ = {(w 1 , ν 1 ), (w 2 , ν 2 ), . . . , (w n , ν n )}, where w i ∈ R and ν i ⊆ {1, . . . , N } for all 1 ≤ i ≤ n, we define
We will refer to u ξ as a (truncated) expansion.
The idea is that ξ encodes an approximate solution for u via expansion into solutions u ν of lower-dimensional PDEs. We will use the notation
for the expansion error.
In the following, we introduce the expansions considered in this paper. Consider the solution u(z, t, λ) of (1) explicitly as a function of λ and define, for some 0 ≤ λ 0 = (λ 0 1 , . . . , λ 0 N ) ∈ R N , 0 ≤ δλ = (δλ 1 , . . . , δλ N ) ∈ R N , e j the j-th canonical basis vector,
where α is a multi-index of 0's and 1's, i.e., the difference operator in each direction appears at most with power 1 in each term, and
i . For instance, for N = 2, and omitting z and t for brevity,
where u r,m is seen as an approximation to u, andû r,m the error, α ∈ {0,
where '·' is element-wise multiplication, and ∆ α u(λ 0 ) = 0 otherwise. The last statement follows because δλ k = 0 for all k ≤ r. To demonstrate (11), we proceed by induction in |α|. The statement is clearly true for α = 0. Consider next α = e j for some j > r, i.e. |α| = 1. Then
Let now 0 ≤ α, 0 = α with α j = 0 for some j. Then, from the induction hypothesis,
We can make a number of observations:
• For λ > 0, ∆ α /λ α is a consistent approximation to the mixed derivative in λ of order α.
• u r,m is of the form u ξ from Definition 2 for some ξ, i.e., a linear combination of solutions to (4) (5) . We will use both notations interchangeably.
• The largest number of different non-zero λ j for any such term is r + m, which implies that no PDE of dimension higher than r + m has to be solved to find u r,m .
• Lastly, (9) represents an anchored ANOVA decomposition of the function u, for a particular choice of anchor. See, for instance, [7] or [19] .
Example 3. For m = 1, we can write u r,1 , using Definition 1, as
such that, with Definition 2, u r,1 = u ξ for
(1, {1, , . . . , r, r + 3}), . . . , (1, {1, , . . . , r, N })}.
We now state the main result on the expansion error for Example 3. We will mainly be concerned with smooth solutions from the following class of functions.
Then we have the following:
. Then the expansion errorû r,1 satisfies
Proof. See end of Section 3.2.
While published error bounds for ANOVA-type expansions tend to focus on L 2 -type estimates of ANOVA terms (see, e.g., [35] or [38] ), we use PDE theory to derive L ∞ error bounds in terms of the mixed smoothness of the components not captured in the expansion.
Remark 6. There are no "diagonal" quadratic terms with factors λ 2 k and univariate derivatives in (14) . This has the important consequence that any solutions which only depend on one of the z k are integrated exactly (as the cross-derivatives vanish), and by superposition any linear combination of such terms. By similar reasoning (and as the second derivative of affine functions is zero), the error u r,1 is zero for initial conditions of the form
for any functions g k and g i,k , i, k = r + 1, . . . , N , i.e., they are functions of z 1 , . . . , z r , z k only; hence, the expression (. . .) is affine in z j , j / ∈ {1, . . . , r, k}, but arbitrarily nonlinear as a function of z 1 , . . . , z r , z k . If an initial condition can be approximated well by functions of this form, the expansion error u r,1 will be small, irrespective of smoothness of the data or smallness of the eigenvalues and time.
The smoothness requirement g ∈ C 2,2,mix can be considerably weakened using the following observations. First, for the function u ν from (4, 5) , which only contains the diffusion terms relating to an index set ν ⊆ {1, . . . , N }, we have the Green's function representation
where δ(·) is the Dirac delta function. We can therefore replace the initial condition g in the estimate (14) with a function G which has been smoothed by the heat kernel in the first r directions, namely, for ν = {1, . . . , r},
The smoothness of G is all that is relevant for the expansion error. Thus, even if g is only, e.g., piecewise smooth, it is only in degenerate cases that G is not smooth everywhere. We analyse this in Section 5 and, in particular, give illustrative examples in Appendix B.
Corollary 7. Assume G(·, t) ∈ C 2,2,mixed (with G from (17)). Then the expansion errorû r,1 satisfies
Proof. We first note that for fixed t, the solution v(x, t ′ ; t) of
agrees with u for t ′ = t, v(·, t; t) = u(·, t). Moreover, from (12),
where v {k} is the solution to
Application of Theorem 5, with replacements
gives the result.
Error bounds for first and second order expansions
Here, we provide a proof of Theorem 5 and its second order extension, Theorem 14. Specifically, we derive error bounds in terms of the eigenvalues λ i , time t, and derivatives of the initial condition. We first state some auxiliary results.
Equations for the expansion error
We start by formulating PDEs for the expansion error, which will allow us to use standard PDE estimates to bound error terms.
Lemma 8. The expansion errorû ξ from (6,7) is the solution of
with source term
where ν ξ ⊆ {1, . . . , N } arbitrary.
Proof. See Appendix A.1.
Although Lemma 8 holds for all index sets ν ξ , we have in mind ν ξ = (w,ν)∈ξ ν for which we will apply it later. We will use the following simple result repeatedly.
Lemma 9. Let f ∈ C b and let u be a classical solution to ∂u/∂t − Lu = f , u(·, 0) = 0, where L is any second order linear elliptic operator (possibly degenerate), with no zero-order terms, and |f | ≤ Ct p everywhere, for some constant C > 0 and p ≥ 0. Then
Proof. The right-hand side above is a super-solution.
Error bounds for a first order expansion
Consider the first order approximation u r,1 from (10), which has the expansion ξ from Example 3. We will now derive bounds via the PDE for the error itself, as introduced in Section 2.
Lemma 10. For the expansion given in equation (13), the expansion errorû ξ from (7) is the solution of
Proof. See Appendix A.2.
We can now give a proof of Theorem 5.
Proof (of Theorem 5). Setû {1,...,r,k} = u {1,...,r,k} − u. Then, taking the difference between (1) and (4),
for all (z, t) ∈ R N × (0, T ], with zero initial condition. Gleaning at (23), we need the second k-derivative ofû {1,...,r,k} , but this is itself the solution to the inhomogeneous heat equation
as is seen by differentiating (24) twice each with respect to z i and z k . In turn, by differentiation of (1) twice with respect to z k , each of the mixed u derivatives on the right-hand side of (25) satisfies a heat equation with zero right-hand side and initial condition
so that the norm of the solution is bounded by the norm of this initial condition (this follows directly from the Green's function representation (15) of the solution to this PDE or the weak maximum principle for parabolic PDEs, see e.g. Theorem 8 in Chapter 7 of [4] ). Applying Lemma 9 twice gives the result.
Error bounds for a second order expansion
We now consider the second order expansion, u r,2 from (9).
Example 11. The second order expansion has the form u r,2 = u ξ , where
(1, {1, . . . , r, r + 1, r + 2}), (1, {1, . . . , r, r + 1, r + 3}), . . . ,
Remark 12. Computing u ξ according to (26) requires the computation of one r-dimensional PDE, N −r of (r+1)-dimensional PDEs and (N −r)(N −r−1)/2 of (r+2)-dimensional PDEs.
Compared to the first order scheme, this adds one dimension to the highest dimensional PDEs and increases their number by a factor O(N −r). In return, the approximation order increases by one.
Lemma 13. For the expansion given in equation (26), the expansion errorû ξ from (7) is a solution of (21) (22) , but now with source term
whereũ ν is the solution to
Proof. See Appendix A.3.
. Then the expansion errorû r,2 satisfies
Proof. Set, for notational brevity,
..,r,l,k} , such thatṽ := w − v is a single term in the sum on the right-hand side of (27) . Then differentiating (28) with respect to z i and z k twice, for ν = {1, . . . , r, k} and ν = {1, . . . , r, k, l}, respectively, v and w are seen to satisfy
Taking the difference between (30) and (31) gives an equation forṽ,
By differentiation of (30) twice with respect to z l , it is also seen that
Hence we deduce in turn, using Lemma 9,
Remark 15. By extension of Remark 6, there are no univariate or bivariate quadratic terms with factors λ 2 k or λ 2 j λ 2 k in (29). Hence, any solutions which only depend on one or two of the z k are integrated exactly, and by superposition any linear combination of such terms. By similar reasoning to before, u r,2 is zero for initial conditions of the form
for any functions g j,k and g i,j,k .
Remark 16. One can again weaken the smoothness requirements on g, as discussed in Corollary 7 for the first order case.
Remark 17. Comparing how (29) emerges from (27) to how (14) emerges from (21), we conjecture (but do not prove) for a higher order expansions of the form (9) that
Analysis and construction of approximations by Taylor expansion in λ
This section provides an alternative derivation of the expansions. This establishes a link between the ANOVA view and the literature motivated by Taylor expansions, [29, 13] . It will show that higher order approximation of the Taylor terms is not always advantageous (Section 4.2) and allows us to show sharpness of our previous results (Section 4.3). Let u(z, t, ·) ∈ C m , i.e., m times differentiable in λ, and fix λ 0 ∈ R N . Using multi-index notation, we write
Then, by standard multivariate calculus (see, e.g., [18] ),
with a remainder term R m . If u(z, t, ·) ∈ C m+1 , then an explicit form can be given as
We will analyse the existence of these λ-derivatives in detail in Section 5.
The first order case (see also Example 3 and Theorem 5)
For α k := (0, . . . , 0, 1, 0, . . . , 0), where the k-th entry is 1, a first order finite difference approximation is given for δλ k > 0 by
where e k is the k-th unit vector. Now choose 1 ≤ r ≤ N and set λ 0 = (λ 1 , . . . , λ r , 0, . . . , 0), δλ = λ − λ 0 , and m = 1. Furthermore, assume u(z, t, λ) is twice continuously differentiable in λ. Then
Inserting the finite difference approximations for the first derivatives,
The order (in λ) of the second term in (38) agrees precisely with the results in Section 3.2, and particularly with Theorem 5. We will analyse in Section 5 the relation between the regularity in λ and the terms in (14) . The last term is a higher order term for smooth (in λ) R 2α k , but it is this term which prevents us from directly deducing the compact form of Theorem 5 with only first order mixed terms.
Alternative difference stencils in λ
The methods above use the standard one-sided finite difference approximation
and, for δλ ≥ 0 and α ∈ {0, 1} N such that δλ k > 0 if and only if α k = 1, then
Considering (34) , the question arises if there is any benefit in evaluating the partial derivatives D α λ by higher order finite difference approximations D α , such that
where S α is a set of multi-indices containing the orders of all error terms. So for ∆ α from before, S α = {e k : α k > 0}, e k the kth canonical vector. For example, [13] proposes to use high order compact finite difference stencils introduced in [21] . Combining equations (39) and (34) gives
If we choose δλ = λ − λ 0 and assume u ∈ C m+1 in λ, the leading order errors are of size
The order of the first sum is determined by the expansion order (assuming sufficient smoothness) and will be the limiting factor to the overall order in practice. The order of the terms in the second sum can be increased by choosing higher order stencils, provided enough smoothness in λ, i.e., derivatives up to order α + β exist. This comes at the expense of additional computational complexity. More specifically, computing D α u(z, t, λ 0 ) requires the values u(z, t, λ ′ ) for different points λ ′ , depending on the finite difference scheme. As the dimensionality of the PDEs is the same, the complexity increases by a constant multiplicative factor and therefore not crucially. All these schemes can be translated into an expansion using the ν/ξ-notation introduced in Section 2.
Remark 18. A disadvantage of these higher-order stencils is that additional (univariate) terms appear in the error (14) , and the exact computation of certain functions with low superposition dimension discussed in Remark 6 is lost. A similar comment extends to the second-order case. For the same reason, it does not seem advisable to try and increase the accuracy of the finite difference approximations by using a smaller step size than λ i − λ 0,i , or to compute the derivatives more or less exactly by, say, algorithmic differentiation.
Sharpness of the bounds
Here, we will show that the error bounds (14) and (29) are 'asymptotically sharp' in the following sense: We will give initial data g such that
Take without loss of generality r = 0, λ 0 = 0 and
By (34) one gets that
i.e.,R m contains only the mixed terms of R m in (35) . One calculates explicitly from (36),
From this the claim (40) follows. In fact, we see that locally, in a neighbourhood of (z, t) = (0, 0), (40) will generally describe the behaviour of the error for smooth g.
Regularity in λ and z
In this section, we establish conditions that guarantee the existence of partial derivatives in λ, as needed for the Taylor expansions in Section 4. We also derive bounds on the size of those derivatives, so that an explicit upper bound for the remainder term in the Taylor expansion can be given, thus bridging the analyses from Sections 3.2 and 3.3 on the one hand, and 4 on the other. In particular, we examine when D α λ u exists for non-smooth initial conditions. It is a well-known phenomenon that the heat equation has a smoothing effect on non-smooth initial data. This has been observed in [9] from an ANOVA decomposition perspective, where the authors are, as here, motivated by option pricing problems. Here, we analyze different types of payoffs in more detail. Thus, we will be able to answer the regularity question positively for a wide class of practically relevant problems. This includes initial conditions which are not differentiable everywhere -for example ones with kinks or jumps -as long as the non-differentiabilities are localised. Examples 24 and 25 illustrate this effect.
The smooth case
Let us first consider the existence and form of partial derivatives D α λ u for smooth g. Proposition 19. Let u be a solution to (1) with g ∈ C 2,1,mix and Φ = Φ {1,...,N } , then for all z ∈ R N , i = 1, . . . , N ,
If, moreover, g ∈ C 2,2,mix , then for i = j
Proof. This follows directly by differentiating the Green's function representation (15) .
An important point to note from (42) is that as λ i , λ j → 0, the integral tends to the second mixed derivative of g at z. These are precisely the error terms found in (14).
The piecewise smooth case and data smoothing
The motivation for the research in this paper are applications in derivative pricing, where the initial data are typically non-smooth. The explicit examples in Appendix B show that this does not necessarily mean that the results from Section 5.1 are not applicable for piecewise smooth data, in fact, with the exception of degenerate cases, which we will characterise in this section, the same convergence orders as in the smooth case hold.
Corollary 20 (to Proposition 19) . Let u be a solution to (1) and G from (17) . Assume the conditions imposed on g in Proposition 19 on R N are replaced by the same conditions on G(z 1 , . . . , z r , ·, . . . , ·, t) on R N −r , for fixed z 1 , . . . , z r . Then the result still holds for all i > j > r and all λ ≥ 0 such that λ 1 , . . . , λ r > 0.
In the following, let x −j = (x 1 , . . . , x j−1 , x j+1 , . . . , x N ) and let dx −j be shorthand for dx 1 . . . dx j−1 dx j+1 . . . dx N . We also write √ λ = ( √ λ 1 , . . . , √ λ N ) and x·y = (x 1 y 1 , . . . , x N y N ) for the element-wise product.
Proposition 21. Let g ∈ C b be such that, for
and every fixed z −j , t, λ, G j (z −j , ·, t, λ) is piecewise C 2 , i.e., there is a function G j ∈ C 2,1,mix , such that
where H is the Heaviside function and a i,j , b i,j , c i,j given. Then the following holds:
1.
∂ ∂λ j u(z, t, λ) exists for all z and all λ with λ j > 0;
2. for a given z j , ∂ ∂λ j u(z, t, λ)
, if the derivative on the right-hand side exists.
Proof. This follows by studying the terms in (43) individually. The smooth part is covered by Proposition 19, the piecewise linear Lipschitz and step function parts are as in Examples 25 and 24 in Appendix B. For a more explicit proof see [37] .
Proposition 21 gives a sufficient but indirect condition for the existence of λ-derivatives in terms of G j . The same degree of smoothness is needed for the error bounds in Section 3. To understand what conditions on g guarantee that G j satisfies the requirements, it is instructive to consider first the two-dimensional case. The key idea is that integration in one direction, z 1 , helps smooth out discontinuities in z 2 , as long these are not orthogonal to z 1 .
Example 22 (Mixed smoothness). Consider Figure 1 . Out of the five marked points, g is twice continuously differentiable only in points p 2 , p 3 and p 4 . Once integrated over z 1 , the resulting function G 1 is twice continuously differentiable in p 2 , p 4 and p 5 . Integration helps to smooth out the discontinuity in p 5 . It does not help for p 1 , where the kink is orthogonal to the z 2 -direction and the discontinuity is orthogonal to z 1 . Integration over z 1 decreases the smoothness in p 3 , since g is differentiable in p 3 but not differentiable on {(z 1 , z 2 ) : 5 ≤ z 1 ≤ 10, z 2 = 5}. Example 23 (Single kink or discontinuity). This is essentially the setting also studied in [9] . Assume now that g : R 2 → R is twice continuously differentiable everywhere but on a set
given by the roots of a smooth function f : R 2 → R. For simplicity assume a single kink or discontinuity. More specifically, we assume that ∂f ∂z 1 > 0 (or < 0) everywhere. Then for every value of z 2 there is at most one value of z 1 such that f (z 1 , z 2 ) = 0, and, using the implicit function theorem there exists a smooth function b : R → R describing the location of the kink or discontinuity,
Writing out the partial derivative now leads to
Here, b is a smooth function and g is C 2 in z 2 everywhere but at the kink. Thus every term in the sum and the sum itself are continuously differentiable in z 2 . This can also be seen by writing out the second derivative. It is straightforward to generalise this argument to finitely many kink points per z 2 by observing that f is then locally invertible.
In higher dimensions, for z j -derivatives of G to exist in a point z 0 = (z 0 1 , . . . , z 0 N ), it is sufficient that either
• g is sufficiently z j -differentiable for all points in a plane through z 0 orthogonal to the z j -axis, or,
• smoothing of any discontinuities occurs through integration over z 1 , . . . , z r , which happens if the location of the discontinuities is not parallel to all z 1 , . . . , z r . This is guaranteed if the set is locally described by
for fixed z 0 r+1 , . . . , z 0 j−1 , z 0 j+1 , . . . , z 0 N , with smooth f , and
for at least one 1 ≤ k ≤ r, i.e., the kink set is not parallel to the plane and smoothing occurs across it in at least one variable z k .
6 Numerical computations
Definition of the model problem
Consider the Black-Scholes model with stock price processes S 1 , . . . , S N following
where r f ∈ R is the risk-free interest rate and σ ∈ R N are the constant volatilities. For the standard N -dimensional Brownian motion W we take a correlation matrix
for some γ ∈ (−1, 1). The covariance matrix Σ ∈ R N ×N is given by Σ ij = σ i σ j ρ ij . In the simplest case of identical volatilities σ 1 = . . . = σ N = σ, this implies that there are at most two distinct eigenvalues λ 1 ≥ λ 2 (with λ 1 = λ 2 if and only if γ = 0) such that λ = (λ 1 , λ 2 , λ 2 , . . . , λ 2 ). The normalized eigenvector corresponding to λ 1 is q 1 = (1, . . . , 1)/ √ N and the other eigenvectors can be chosen as any orthogonal basis of the orthogonal complement of {q 1 }. Writing the covariance matrix as σ 2 (γE + (1 − γ)I), where I is the N × N identity matrix and E the matrix full of ones, and noting that Eq 1 = N q 1 and Eq 2 = 0, one finds the eigenvalues λ 1 = σ 2 ((N − 1)γ + 1) and λ 2 = σ 2 (1 − γ). In particular, λ 2 and the higher eigenvalues do not depend on N .
This covariance matrix is clearly stylised, however, numerical tests with more general models confirm that the dominant effect comes from the spectral gap after the rth (here, first) eigenvalue, whereas the more detailed structure of the correlations is less relevant. For instance, [27] uses a correlation matrix with elements ρ ij = exp(−α|i − j|) for some α > 0 in the context of the LIBOR market model, and analyses numerically the impact of γ on the eigenvalues and the numerical accuracy of truncated expansion approximations to Bermudan swaptions with N = 5, 11, 21, 41, · · · , 101 tenors. Closer to the test cases here, [29] gives results for arithmetic basket options, but with an empirically estimated covariance matrix for the DAX, i.e. N = 30. There, the eigenvalues jump by roughly a factor of 10 after the first, and then decay slowly but exponentially. A similar size jump is observed in Figure 2 for γ ≈ 0.4 to 0.5, a typical correlation between equity prices. The accuracy for the example in [29] is 0.73 basis points.
For simplicity, we choose r f = 0. The arbitrage-free price V (S 0 , 0) at time 0, of a financial derivative with payoff h(S T ) at time T is then given by
We can estimate this value with desired accuracy using, for example, Monte Carlo simulation with a sufficiently large number of samples. This provides a reference to compare the PDE solution to. The expectation (46) is given by the solution u(log(S 0 ), T ) of
where we have used a similar (logarithmic) transformation as in Appendix B. For constant, positive semidefinite coefficient matrix Σ = (σ i σ j ρ ij ) 1≤i,j≤N , we can choose Q to be the matrix of eigenvectors of Σ sorted by eigenvalue size, i.e.,
and get Λ = diag(λ 1 , . . . , λ N ) a constant diagonal matrix. Introducing the new coordinates z(x, t) = Q T (x + µt),
..,N and inverse transform x(z, t) = Qz − µt, leads to the heat equation (1, 2) with g(z) = h(x(z, 0)).
Numerical approximation of low-order terms
For each low-dimensional term in the decomposition, a PDE on an unbounded spatial domain is solved. 2 To avoid the introduction of artificial boundary conditions necessary when localising the domain, for each coordinate z i we map the interval (−∞, ∞) to (0, 1) via
with parameters b i and c i .
Under a standard growth condition on the solution at infinity, the resulting PDE is fully specified without boundary conditions at z i ∈ {0, 1}, because the resulting non-constant coefficients of the transformed diffusion equation vanish sufficiently fast at the boundaries (see [29, 39] ). For options with unbounded payoffs towards infinity, such as European calls, we introduce an artificial numerical cutoff. This does not impact the computed option value noticeably.
We consider an equidistant mesh in the y i coordinates, such that in original coordinates the mesh is denser in the most relevant regions. This density can be adjusted by choosing the parameters b i and c i , which is performed heuristically.
We use the Crank-Nicolson time discretization scheme with central spatial differences. In the one-dimensional case, solving the PDE is then straightforward. In the two-and threedimensional case, we combine this with an Alternating Direction Implicit (ADI) factorisation as detailed below, such that the resulting tridiagonal matrix systems can be solved efficiently in linear time (i.e., proportional to the system size). An initial LU factorisation of the tridiagonal matrices gives significant further speed-up.
Variance reduction of Monte Carlo estimators
We consider now a simulation-based method for solving the PDE (1, 2), making use of the expansion method as outlined in Section 2. We will use this for numerical verification only, but envisage this to be a good standalone variance reduction method more generally.
We recall from (8) the decomposition
We consider independent estimators U α for u α in (48), and an estimator
for u. If the single sample variance of U α is v α , then, using N α independent samples for U α ,
using independent samples for different α. We expect from the theoretical results in Section 3, given enough smoothness, v α = O(λ 2 k ) for the first order corrections, and v α = O(λ 2 k λ 2 l ) for the second order corrections.
To achieve an overall mean-square error of size ǫ for the first order terms, one thus needs O(λ 2 k ǫ −2 ) MC samples, instead of the O(ǫ −2 ) required for the naive approach of simulating U directly with a single set of samples. In the cases below, λ k was often in the order of 10 −2 , which resulted in a significant run time reduction by a factor of about 10, 000.
Estimating the first order approximation u 1,1 in that way, requires N individual estimators. Computing the whole expansion in this way would require 2 N estimators and therefore would be infeasible for large N , and would stop to be advantageous already for moderate N . A better approach is to compute an accurate approximation to u 1,1 using finite difference methods, and then use a Monte Carlo estimator U 1,1 forû 1,1 , the difference between u and (49), (50) and (51), using the first order expansion method. The best fit exponents for the differences are 2.04 ± 0.11, 2.03±0.11 and 2.21±0.17 (95% confidence bounds from a linear regression on a log-log scale).
, with a much smaller variance than estimating u directly, and similar for higher order. This is the approach taken in the computations in Sections 6.4 and 6.5 for the smallest values of λ.
Convergence of the first order expansion
We consider first a European arithmetic basket option with maturity T = 1 and payoff
where ω ∈ R N is a vector of weights and K is the strike, which we set to K = 100. We study the solution at the coordinates S i,0 = 100 for all i. The numerical tests are for N = 10 and σ i = 0.2 for i = 1, . . . , N . Other details are as specified in Section 6.1. Because of the structure of Σ with one dominant eigenvalue, we choose r = 1 and expand around the point λ 0 = (λ 1 , 0, . . . , 0). Figure 2 shows results for 
Plotted is the difference ∆ between the first order expansion solution u 1,1 from Example 3, and a Monte Carlo estimate of the true solution, such that ∆ can be considered an estimate of the error u 1,1 from (10), with r = m = 1, and Theorem 5. By varying γ in (45), we vary λ 2 = λ 3 = . . . = λ N , and can therefore examine the expansion error as a function of the eigenvalues.
The one-and two-dimensional PDEs for u {1} and u {1,k} for k = 2, . . . , N were solved numerically as described in Section 6.2. Specifically, we use the Peaceman-Ratchford ADI scheme [24] with J = 800 grid points in each spatial direction and M = 50 time steps. The MC estimator was constructed by exact sampling of the joint lognormal distribution of the asset price vector S T from (44) and computation of the sample mean of the payoff g(S T ) over 10 10 samples to find V (S 0 , 0) by (46).
For very small λ 2 as we need for the study of the asymptotic error, the variance of straightforward MC was too large to assess the accuracy of the expansion approximation.
To
2 ≈ 2.5 × 10 −10 , such that the results for a feasible number of samples were too noisy for a meaningful comparison. We thus chose a control variate approach as outlined in Section 6.3, in which the difference between the full and approximated solution was calculated via a MC estimator using the same paths for both terms. Figure 2 suggests that the difference ∆ between the truncated and full solution follows a power law of the form ∆ ∼ λ p 2 . The results reported in Figure 2 are consistent with the theoretical order of 2 established in Theorem 5. In absolute terms, the error for practically relevant correlations around 0.5 is approximately 10 −2 (with the exception of the more challenging payoff given by ω 3 ), so approximately one basis point in relation to S i,0 = 100.
Convergence of the second order expansion
We consider the same arithmetic basket option and model as in Section 6.4, but with N = 5 (as opposed to N = 10 in the first-order case). This allows us to examine the expansion order with significantly reduced computation time, as more (now O(N 2 ) instead of O(N )) and higher-dimensional (now 3-dimensional) PDEs need to be solved in the second-order expansion u 1,2 from Example 11.
The one-, two-, and three-dimensional PDEs for, respectively, u {1} , u {1,k} , and u {1,k,l} for 2 ≤ k < l ≤ N where solved numerically as described in Section 6.2. In addition to the one-and two-dimensional PDEs already discussed in Section 6.4, we used Brian's ADI method [1, 3] with J = 500 grid points in each spatial direction and M = 50 time steps for the numerical solution of the three-dimensional PDE. The MC estimator was constructed in exactly the same way as in Section 6.4. For the four smallest values of λ 2 we again directly compute the difference between full and approximate solution via MC, as described in Section 6.3.
The matrix of eigenvectors is
where the ⋆ entries can be any set of normalized, orthogonal vectors which span the N − 1 dimensional subspace orthogonal to the first eigenvector (since λ 2 = . . . = λ N ). For weight vectors ω closely aligned with the first eigenvector, such as ω = (1/5, 1/5, 1/5, 1/5, 1/5), the second order scheme is extremely accurate and the resulting absolute error is considerably less than 10 −5 even for the larger of the values of λ 2 considered here. We instead choose 
Computational times
In this section we briefly discuss the computational times for the expansion solutions in relation to Monte Carlo estimation. Table 1 gives CPU times for the set-up in Sections 6.4 and 6.5.
For the first order expansion (r = 1, s = 1) of Section 6.4, CPU times are dominated by the numerical solution of the nine two-dimensional PDEs involved, whereas for the second order expansion (r = 1, s = 2) of Section 6.5, the dominant contribution comes from the six three-dimensional PDEs.
The time for the first order expansion with ten assets is roughly one minute, compared to five hours for Monte Carlo, and for the second order expansion with five assets, roughly ten hours, compared to two hours with Monte Carlo. A few comments are in order. The ADI computing times are broadly similar to the ones reported in [15] for twodimensional PDEs and in [11] for three-dimensional PDEs, extrapolating to our finer meshes and taking into account minor differences in the set-up.
The numbers of Monte Carlo paths, ADI time steps and mesh points were chosen to make the numerical error much smaller than the expansion error, as the latter is the one of interest for the purposes of this paper. In practical applications, there is no benefit in reducing the Monte Carlo and finite difference error far below the expansion error, so that a significantly smaller number of paths and points can be used, reducing the computing time.
Specifically, the finite difference error for the above setup is substantially below 10 −3 . For a practically acceptable accuracy of one basis-point, i.e. 1/100 % of S 0 = 100, equalling 10 −2 , it would suffice to take a quarter of the steps, J = 200 and M = 12, reducing the computational time for the first order expansion by a factor of 2 6 to about 1 sec. Equally, a 95% Monte Carlo confidence interval with width 2 · 10 −2 could already be obtained with 10 7 samples, in 18 secs.
The Monte Carlo estimator samples the joint log-normal distribution in a single time step, which would not be possible if a more general model was chosen, which biases the computing times by a factor of 12 or 50, respectively, in favour of the Monte Carlo method. So in a realistic set-up, given the estimated run-times from the previous paragraph, the combined first order expansion finite difference method will be about a factor of 12 × 18 ≈ 200 faster than a Monte Carlo estimator with similar accuracy.
The effect of kinks
To demonstrate how the solution behaves around kink points, we switch to a geometric basket option with N = 10 and payoff
See Example 25 for the two-dimensional case. Due to the log-normality, this results in a linear kink, for which we can easily choose vectors of weights ω which are either exactly parallel, orthogonal, or otherwise oriented in relation to the eigenvectors of Σ to best examine this effect.
For ω which are not orthogonal to q 1 , such as ω = q 1 or ω = q 1 + q 2 , this expansion scheme is extremely accurate, even at the kink point K = 1. This was expected from the previous section. We thus focus on the orthogonal case where no smoothing occurs (see Example 25 The kink point is now located at strike price K = 1. Figure 4 shows that there is indeed a marked increase in the error size around the kink and that the scheme is very accurate away from it. The estimated convergence order away from the kink (see Figure 4) is consistent with the theoretically predicted order of 2. At the kink, the order of convergence appears reduced to below 1, although we expect it to be 1 from Example 25.
It is worth emphasising that a high order of convergence is achieved in all but the atthe-money, orthogonal case, despite the non-smooth initial data. This is in line with, and empirically validates, our theoretical analysis in the previous sections.
Conclusion and outlook
In this paper, we provide a thorough theoretical analysis of the PCA-based expansion approach for parabolic PDEs first introduced in [29] . Building on our previous work in [27] , we give a description of a method which is general enough to cover a wide range of important cases and yet allows concrete error bounds in special cases, such as the ones given in Section 3. We illustrate our theoretical results with numerical experiments, which show accuracy and convergence in line with theoretical predictions.
This work focuses on the case of constant coefficients, where the PDE can be transformed to the N -dimensional heat equation via rotation into the eigensystem of the covariance matrix. Using PDEs for the expansion error itself, a careful analysis of the applicability of the method and the size of the expansion error was possible.
For non-constant coefficients, one can approximate the PDE via localization. Consider an
where Σ ij = σ i σ j ρ ij is a function of x and t. For simplicity, we have omitted a zero order term, but a term of the form c(t)v can directly be accounted for by the definition of a new function exp( A simple approximation is to replace Σ(x, t) and µ(x, t) by Σ(x 0 , 0) and µ(x 0 , 0), respectively, for some fixed x 0 . If one is interested only in the solution at (x 0 , t) for not too large t, this may be justified. One can then proceed as in Section 6.1. This approach leads to a localization error which depends on the rate of change of the PDE coefficients in the vicinity of (x 0 , 0).
A concrete example where this approach can be successful is the LIBOR Market Model, where the LIBOR rates process has a strongly non-linear drift in the pricing measure, resulting in non-constant coefficients for the first derivatives in the pricing PDE. In [27] , the drift is "frozen" at the initial value of the process, leading to a constant coefficient PDE, which is then approximated by an expansion. The numerical tests for Bermudan and path-dependent derivatives illustrate the error from the constant coefficient approximation, as well as the expansion error, and indicate that for moderate maturities both are within an acceptable range.
Alternatively, one can adapt the PDE expansion method to directly incorporate nonconstant PDE coefficients. By choosing Q as the eigenvectors of Σ(x 0 , 0) and transforming the PDE (52) to the coordinate system z = z(x, t) = Q T (x + t 0 µ(x 0 , s) ds), one obtains a PDE
with coefficients Λ and κ such that Λ ij (z 0 , 0) = 0 for i = j and κ i (z 0 , 0) = 0, where z 0 = z(x 0 , 0). The dimensionality of the PDE can be reduced by setting the diffusion and drift coefficients to zero for indices i / ∈ ν, for a given index set ν. More specifically, we setΛ ij =Λ ji = 0 and κ i = 0 for i / ∈ ν and for all 1 ≤ j ≤ N , andΛ ij = Λ ij andκ i = κ i otherwise. One can then define an approximationũ ν (z, t) as solution to (53) with Λ and κ replaced byΛ andκ.
The dimensionality of the PDE is then |ν|. The index sets of interest are of the form ν r = {1, . . . , r}, ν r ∪ {k} for some r < k ≤ N , or ν r ∪ {k, l} for some r < k < l ≤ N , in the spirit of this paper.
It is shown in [28] how to build dimensionwise decompositions in this case and numerical results are presented for variable (in time and space) volatilities and correlations. Those preliminary tests in [28] show that good accuracy is often already obtained for the first order version even in the variable coefficient setting, but for fast varying coefficients the error can be significantly larger than for constant coefficients. A sketch of a possible analysis in this case is given in [28] , but theoretical error bounds for variable coefficients remain an open question.
It would be interesting to conduct further tests on practically used local or stochastic volatility models. For options on a baskets of N assets, where each asset price process has its own stochastic volatility, the above method applied directly to the 2N -dimensional pricing PDE can be expected to work well when the asset prices are strongly correlated, and strongly negatively correlated with their stochastic volatilities, combined with slowly varying volatility. This regime should be close to the constant coefficient case and the eigenvalues of the "frozen" covariance matrix will decay rapidly. Interesting adaptations of the method could take advantage of the fact that the payoff is only a function of the assets and not the volatility, that the inclusion of each stochastic volatility can be seen as adding a correction, and one might even combine the eigenvalue expansion with asymptotic expansions with respect to fast and slow volatility scales, see [16] .
It is conceivable that the method might also be successfully applied to partial integrodifferential equations arising from multivariate jump-diffusion processes, if a suitable expansion around a dominant component can be defined, e.g., if the jump process can be interpreted as a time-changed Brownian motion. 
A.2 Proof of Lemma 10
We 
A.3 Proof of Lemma 13
We start with equation (19) ∂ ∂tû We know from (24) in the proof of the first order bound thatû {1,...,r,k} = u {1,...,r,k} − u is the solution to This allows us to expand the expression for f . We leave out the coordinates to increase readability. If z 2 = log 2, the right-hand side of (57) does not converge for λ 2 → 0. We can, however, Taylor expand in √ λ 2 instead of λ 2 , since ∂ ∂ √ λ 2 u(z 2 , t, λ 2 ) = 2 λ 2 ∂ ∂λ 2 u(z 2 , t, λ 2 )
exists in the limit λ 2 → 0. This expansion will lead to an expansion error of size O(λ 2 ) instead of O(λ 2 2 ). Note that the PDE approximation method itself does not have to change.
Case 3:
The third case is analytically lengthier than Example 24, and we have therefore omitted it here. We refer to Section 5.2, and particularly Examples 22 and 23 for a qualitative discussion. The conclusion will be the same as in Case 3 of Example 24, i.e., bounded derivative with respect to λ 2 for λ 2 → 0 for λ 1 > 0 fixed.
