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ABSTRACT
In this study a computer model was used to simulate dissolved
chloride movement through alluvial sediments which border the Canadian
River in Hutchinson County, Texas. Hydraulic conductivity values of the
sediments were required in order to calculate groundwater velocities in
the system. The most realistic representation of conductivity variations
in porous media is expressed by frequency distributions rather than by
averaged values of conductivity. Numerous sedimentological environments
exhibit log-normal conductivity distributions; therefore, one was used
in this investigation.
A number of conclusions can be based on the results of this study
First, certain conductivity distributions account for the observed spread
of chloride in the aquifer. The best match of'observed chloride disper-
sion was obtained with autocorrelated log-normal conductivity distribu-
tions. Secondly, the degree of spatial dependence between adjacent con-
ductivity values affected numerous results. These include the amount of
chloride dispersion and the extent of uncertainty in calculated hydraulic
head and chloride distributions.
For comparative purposes the chloride distribution was also
modeled using an average conductivity value. Under this condition the
chloride plume moved at an average rate of 10 meters/year. Another
result was that longitudinal and transverse dispersivities of 46 meters
and 9 meters, respectively, were required to obtain a match between
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The potential exists for large scale contamination of ground-
water resources in the United States. In fact, nearly 1.7 trillion
gallons of waste are placed in the ground in the U.S. each year (U.S.
EPA, 1977). It would be desirable, therefore, to understand how mass is
transported in groundwater. One approach is to use computer models to
simulate mass transport in groundwater. Unfortunately, currently applied
modeling techniques do not describe the actual processes of mass trans-
port in porous media.
Most computer models are deterministic. A deterministic model
is one in which none of the input parameters are variable (Freeze, 1975).
For example, the hydraulic conductivity range of a porous medium would
be represented by an averaged hydraulic conductivity value. The purpose
of this study was to simulate the movement of dissolved chloride at a
site of groundwater contamination in North Texas by using a stochastic
computer model of mass transport in porous media.
A stochastic model is one in which the input parameters are
described statistically in terms of the mean and standard deviation of
the parameter's distribution in the system being modeled. In this
study hydraulic conductivity was described statistically and used as
input in the stochastic computer model. Furthermore, the hydraulic





The objectives of this study were both theoretical and field
oriented.
The theoretical objectives were 1) to quantify the effect of
different log-normal hydraulic conductivity distributions on mean hy-
draulic head and dissolved chloride distributions; 2) to examine the un-
certainty in head and chloride distributions produced by different log-
normal conductivity distributions; 3) to study the effect of changing the
conductivity distributions on groundwater velocities.
My field objectives were 1) to model the observed chloride
distribution deterministically. In doing this the longitudinal and trans
verse dispersivities required to obtain a match between observed and
calculated chloride distributions would be determined. I also wanted to
model the system stochastically. If the stochastic model could produce
the same amount of mixing as the deterministic model, but with smaller
dispersivities, the mixing must be created by the large-scale hydraulic
conductivity variations created by the stochastic model. Large-scale
conductivity variations in porous media are responsible for field-scale
mixing of mass in groundwater (Schwartz, 1977).
III. THEORY AND MECHANISMS OF MASS TRANSPORT
The success of a computer model in predicting contaminant dis-
tributions in groundwater systems is dependent upon the model’s ability
to accurately describe the dispersive character of the natural system.
Mass transport in saturated porous media occurs through the processes
of advection and hydrodynamic dispersion. Advection moves particles
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directly with the average velocity of the flowing groundwater. Hydro-
dynamic dispersion moves particles by mechanical mixing and molecular
diffusion. Molecular diffusion is the mechanism whereby molecules move
in response to a concentration gradient. Mechanical mixing is created by
microscopic variations in fluid velocity within the pore spaces of the
medium.
Computer models of mass transport in porous media are based upon
a partial differential equation describing mass transport. The deter-
ministic model requires using dispersivities in the differential equation
The dispersivity is a property of the porous medium and is a measure of
the medium’s ability to transport and spread dissolved chemical species
in groundwater. Dispersivities can also be thought of as indicators of
the uncertainty in groundwater velocity in the system (Domenico and
Palciauskas, 1979). Gillham and Cherry (1982) stated that the observed
degree of spreading of a contaminant in groundwater is generally much
greater than would be predicted by using laboratory-scale dispersivities.
Dispersivities determined in laboratory experiments are on the order of
centimeters while those used to describe field-scale mixing are on the
order of meters (hang and Anderson, 1982). Field-scale dispersivities
are determined from trial-and-error approximations of field data.
The dispersion portion of the classical governing equation of
mass transport, in which these dispersivities are used, is based on the
assumption that macroscopic dispersion is analogous to Pick's law of
diffusion. The problem lies in the fact that modeling large-scale
dispersion as a diffusion phenomenon is commonly an incorrect approach
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to a different and considerably more complex process (Smith and Schwartz,
1980). Research into the nature of mass transport in macroscopically
heterogeneous porous media is just beginning to examine this problem in
detail.
The velocity field which provides the advective motion of mass
transport is described mathematically by Darcy’s law and the groundwater
flow equation (Mercer and Faust, 1981).
v =-k /4 •vh (i)
v-K-vb + R = (2)
Where, v is the average linear groundwater velocity, K is the hydraulic
conductivity tensor, h is the hydraulic head, $ is porosity, R is a
source/sink term (e.g. 'water wells, rivers, evaporation ponds, evapo-
transpiration), and Ss is the specific storage of the medium (see Appendix
A for a complete listing of all symbols and their units used in this
paper). The derivation of these equations follows a continuum approach
in that the actual ensemble of grains is replaced by a representative
volume (Freeze and Cherry, 1979, p. 69).
In other words, the parameters and boundary conditions required
to solve these equations cannot be defined at every point in the system
so they must be averaged over a representative volume of the medium.
For example, a constant porosity cannot be defined for a volume of
porous medium that is smaller than its representative volume (Freeze and
Cherry, 1979, p. 69). This introduces error in the calculations.
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Hubbert (1940, p. 59) addressed the conditions under which these equations
provide reasonable results. In general, a good representation of the
bulk fluid motion can be obtained for many systems of saturated porous
media. This is not the case for many types of fractured media.
Molecular diffusion is described by Pick’s law of diffusion.
F=~D vC (3)
Where, F is the mass flux, D is the coefficient of molecular diffusion,
and C is the concentration of dissolved chemical species.
Ideally, fluid velocities within the individual pores should be
determined in order for mechanical mixing to be accurately described.
As stated above, however, only average velocities can be determined
(Schwartz, 1977). Bear (1979, p. 232) showed that the spatial averaging
of the local, microscopic mass flux (Cv) due to velocity variations with
in pore spaces is:
Cy = C V + Cv (4)
The first term on the right represents the average advective flux, where
the average velocity is calculated with equation (1). The second term
represents the spatially averaged fluctuation from Cv, or, the dispersive
flux. Mechanical mixing is represented by the second term in equation
(4). It is assumed that the dispersive flux is analogous to Pick’s law
of diffusion (Bear, 1979, p, 232). This is represented by equation (5).
(!v = "D-vC (5)
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The coefficient D, a second order tensor, is the coefficient of mechani-
cal dispersion. Scheidegger (1961) proposed the following relationship
for the coefficient of mechanical dispersion.
D,j = ** \vi <S(j -(dj - ) w
Where, d
t
is the transverse dispersivity, is the longitudinal disper-
sivity, vi is the component of groundwater velocity in the i-th direc-
tion, vj
is the component of groundwater velocity in the j-th direction,
iij is the Kronecker delta ( £ij=l, if i=j ; <Sij=o, if and v is
the magnitude of the groundwater velocity vector resulting from the
addition of Vi and vj. Equation (6) assumes homogeneous, isotropic






C dj -* d± ) vsm Z ©■ (8)
Dyy = ci/ vs/n
2
*© + V ( 9)
If flow is oriented in the x-direction (i.e. 0 =0); Dxx =c^lv » %y=dtv,
and Dxy=o. The velocities in equation (6) are calculated with equation
(1).
In order for mechanical mixing to be approximated as a diffusion-
al process it must follow the fundamental statistical model of diffusion.
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Bear (1972, p. 589) showed that as
total particle travel time becomes much larger than the
time interval during which its local velocities are still
correlated, the total displacement may be considered as
a sum of a large number of elementary displacements stat-
istically independent of one another. Then the probability
distribution of the particles’ total displacement tends
to the normal (Gaussian) distribution.
This means that a package of tracer particles will converge to a normal
distribution and spread with a variance that is proportional to time, or
the distance moved, lenght=vt (Smith and Schwartz, 1980). Prickett and
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Where, s'is the standard deviation o£ the normal distribution, uis the
mean of the noimal distribution, n(x) is the d eisity function of a normal
distribution, and all other terms were defined previously. Equation (10)
is the solution to the one-dimensional mass transport equation, and
equation (11) is the density function for a variate, x, that is normally
distributed. Equations (10) and (11) are equivalent. Further equivalen-









Equation (12) states that the variance of the normal distribution is
linearly proportional to the mean displacement of mass in a given time
step, vt. One-half the slope of this linear relationship is the long-
itudinal dispersivity, d]_. Equation (13) shows that the mean advective
displacement is equal to the mean of the normal distribution.
Mass transport in laboratory columns and most other homogeneous
porous media is described well by the statistical model of mechanical
mixing because the travel time during which the local velocities are
still correlated, as described by Bear (1972, p. 589), is short. This
means that the assumptions upon which the statistical model are based,
are valid after short travel distances. If the heterogeneities of the
medium increase in size, the travel time during which local velocities
are still correlated increases. Therefore, the assumptions are valid
only after large travel times. For example, suppose sampling for a
dissolved chemical species in groundwater is to be done over a segment
of an aquifer composed of fluvial sediments. The aquifer is likely to
consist of relatively high conductivity channel sands (probably inter-
connected) surrounded by lower conductivity interchannel muds (Galloway
and Kaiser, 1980). Furthermore, let us say that the dissolved chemical
species is injected continuously within a channel sand body. A normal
distribution of the chemical is likely to be observed early on as the
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injected chemical is transported through the relatively homogeneous sand
(Fig. 1c). However, as the chemical is transported through larger
heterogeneities, the Gaussian chemical distribution will break down
(Fig. lb). A normal distribution of the dissolved chemical species will
not be observed again until a large enough time has passed so that the
chemical has been dispersed equally througnout the aquifer (Fig. la).
Because the components of mass transport due to molecular diffu-
sion and mechanical mixing are now in the same form, they are combined
into a single expression the coefficient of which is called the coeffi-




The final form of the governing equation of mass transport in a saturated
porous medium is (Mercer and Faust, 1981):
V-Dh-V'C - V'VC -V V/= (15)
The first term on the left represents dispersion caused by molecular
diffusion and mechanical mixing. For velocities found in most groundwater
systems molecular diffusion is negligible in comparison to mechanical
mixing. The second term represents advective transport caused by
groundwater flow. If the velocities in this term were exact (i.e. not
Figure 1. Cartoon illustrating scale-dependent




spatially averaged), the mechanical mixing portion of (15) would not be
needed and the transport of mass could be described by the processes of
advection and molecular diffusion (Pickens and Grisak, 1981). Sources
and sinks are included in the third term of equation (15). Possible
sources and sinks are chemical and biological reactions, adsorption,
recovery wells, and leakage from surface water bodies. The righthand side
of equation (15) represents the time rate of change of mass stored in the
system.
The inadequacies encountered in using dispersivities to account
for large-scale mixing can be summarized as follows. The assumption that
macroscopic dispersion is analogous to Pick’s law of diffusion is fre-
quently invalid for transport in heterogeneous porous media. Schwartz
and others (1985) found that ’’Gaussian distributions of mass predicted
by the diffusional model of dispersion are only observed under a very
narrow range of conditions.” Secondly, dispersivities do not remain
constant as the scale of heterogeneities changes. This means that
dispersivities used to obtain a match between observed and calculated
mass distributions at one point in time may not give a match at a later
time. Molz and others (1983) attempted to use scale dependent disper-
sivities in equation (15) in order to describe mass transport in a
stratified porous aquifer. They determined that the longitudinal dis-
persivity would not approach an asymptotic value until a travel distance
of 109 kilometers had been reached. Schwartz (1977) found that constant
dispersivities could not be obtained in a medium containing high or low
conductivity lenses unless those lenses were arranged homogeneously
within the system. Finally, merely adjusting dispersivities to obtain
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a match gives no insight into the processes of mixing in heterogeneous
porous media.
Field-scale mixing is caused by large-scale porous media hetero-
geneities which are responsible for changes in the direction and velocity
of groundwater flow. If you could incorporate the distribution of
heterogeneities in your model, instead of using average conductivities
as obtained from pump tests, many of the inadequacies of the determinis-
tic model could be reduced, if not eliminated. Stochastic modeling tech-
niques can do this.
A stochastic model is one in which the input parameters are
described statistically in terms of the mean and standard deviation of
the parameter’s distribution in the system being modeled. In this study
hydraulic conductivity was described statistically in terms of the mean
and standard deviation of the conductivity distribution in the system
and used as input in the stochastic computer model.
In describing the hydraulic conductivity distribution statisti-
cally it must be realized that there are an infinite number of conducti-
vity distributions that can be created having the same mean and stan-
dard deviation. Therefore, without more data with which to eliminate
inappropriate K distributions from the system being modeled, any one
conductivity distribution is as realistic as the next. For this reason,
equations (1), (2), and (15), as used in the stochastic model, were
solved 20 times, each time using a different hydraulic conductivity
distribution from a family of distributions having the same mean and
standard deviation. The resulting averages of the hydraulic head and
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dissolved chloride distributions were examined.
The average of 20 samples from a log-normal distribution
( 0'=0.55) of hydraulic conductivities yielded a conductivity value at
each node within 0.25 log units, based on a 95% confidence level, of the
geometric mean of the log-normal distribution (Daniel, 1977, p. 142).
For the geometric mean of 5.2 meters/day used in this study this trans-
lated to a conductivity value between 2.9 and 8.9 meters/day. In other
words, the K value assigned to any node of the finite difference grid
could vary greatly for any one conductivity distribution. However, the
average K value (averaged over 20 runs) approached the geometric mean of
the conductivity distribution.
IV. GEOLOGY
My study site is located along the Canadian River in Hutchinson
County, Texas (Figs. 2 and 3). It is situated adjacent to state highway
2277 about halfway between Stinnett and Borger, Texas (Fig. 4). The
river forms the Canadian River Basin of the Northern Panhandle. The basin
is part to the North Plains and Southern High Plains topographic features
within which elevations range between 4735 feet and 2167 feet above mean
sea level (Manford et al., 1974).
The average effective rainfall in the basin for the period 1940
1957 was 19.2 inches while the average gross evaporation rate for the
same period was 73.9 inches (Manford et al., 1974).
Structurally, the study area lies within the western edge of the
Anadarko Basin (Fig. 5). To the south and west are the Amarillo Uplift
and Dalhart Basin, respectively. The tectonic activity that created the
Figure 2. Map showing location o£ study site in Texas.
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Figure 3. Photograph of the Canadian River and
its floodplain. Picture taken from
highway 2277 bridge looking west.
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Figure 5. Map showing structural features of Texas
Panhandle (after Gustavson, 1980a).
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Figure 6. Stratigraphic columns o£ the major
basins of the Texas Panhandle (after
Gustavson, 1980a).
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arches, domes, and basins of the Texas Panhandle occurred primarily during
Pennsylvanian time (Gustavson et al., 1980a). Minor movements have
occurred, however, since Permian time. These movements are attributed to
differential compaction of basin sediments and/or post-tectonic adjust-
ment of the earth's crust (Gustavson et al., 1980a).
Stratigraphic columns are shown in Figure 6 for the three major
sedimentary basins of the Texas Panhandle. Most of the fresh groundwater
in the Anadarko Basin occurs within the sands and gravels of the Ogallala
Formation of Tertiary age. Substantial amounts of wafer can also be found
in Cretaceous, Jurassic, and Triassic rocks underlying the Ogallala.
Subsurface portions of the Permian formations contain groundwater that
generally is poor and exceeds the water-quality standards set by the U.S.
Public Health Service for drinking water ( 500 mg/1 TDS in most places;
Richter, 1983). Finally, minor supplies of groundwater have been taken
from alluvial sediments of Quaternary age which border the Canadian
River.
The study site is located in a major salt dissolution zone within
the Texas Panhandle. The evaporite deposits are located in the Permian
strata of the Anadarko, Dalhart, and Palo Duro basins (Gustavson et al.,
1980a). Overall, the Permian beds are composed of salt, anhydrite,
dolomite, limestone, and red beds. The red beds consist of mudstones
and fine-grained sandstones that intertongue with evaporites and dolo-
mite (Gustavson et al., 1980a). The seven salt-bearing units within the
basins are marked by asterisks in Figure 6. With the probable exception
of the lower Cimarron Salt, all of the younger salt-bearing units are
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undergoing salt dissolution on a regional scale (Gustavson et al., 1980a).
Gustavson and others (1980a) list several lines of evidence to support
salt dissolution in the Anadarko basin. Included are major collapse
chimneys at the Lake Meredith dam and along highway 152 between Stinnett
and Borger (Fig. 4). The collapse chimneys occur in Permian mudstones
and are filled in with Tertiary or younger sediments. Collapse occurs
because of dissolution of the underlying salt by groundwater. The ex-
tremely high salt loads carried by the rivers of the Texas Panhandle also
suggest dissolution of subsurface salt and discharge of these saline
groundwaters at the land surface. The mean annual salt load carried by
the Canadian River at Amarillo is 6.9542 x cubic feet of halite
(Gustavson et al., 1980b).
Dissolution of Permian evaporites by groundwater has major impli-
cations for groundwater chemistry in the Texas Panhandle. Richter (1983)
studied the geochemical characteristics of salt-spring and shallow sub-
surface brines in that portion of the Panhandle to the south of my study
area. He was able to delineate two distinct brine bodies in the sub-
surface in his study area. Halite dissolution by local, meteoric fresh
groundwater accounts for a brine body which underlies his study area at
shallow depths. This is a Na-Cl brine with sulfate as the third major
component. The chemistry of the brine is generally believed to be con-
trolled by halite and to some degree by gypsum/anhydrite (Richter, 1983).
The brine discharges as salt springs and salt seeps in topographically
low places within his study area. Discharge of deep-basin brine aquifers
into overlying units accounts for a shallow subsurface brine in the
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southern portion of his study area. The deep-aquifer brine can be sub-
divided into two brine-types; a Na-Cl type and a Na-Mg-Cl type. It is
only in the southern part of his study area that hydraulic heads of the
deep-basin aquifer are large enough to allow the deep brines to approach
land surface (Richter, 1983). Richter (1983) also presented evidence for
a third brine-type which represents mixing of the two previously described
brines. Spatially, the salinity of salt-spring brines varies considerably
between major salt-emission areas and between springs in individual
emission areas (Richter, 1983). Chloride concentrations reported by
Richter in springs within his study area range from about 5,300 mg/1 to
over 192,000 mg/1.
Caustic brine wastes produced by Phillips Petroleum Company as
part of its oil refining process had been disposed of since 1940 in an
11-acre evaporation pond (Fig. 7, Geogulf, 1981). Leakage of the waste
through the pond bottom had caused contamination of the groundwater in
the underlying alluvial sediments. The primary contaminants are dis-
solved chloride and organics.
The alluvial sediments were deposited by the Canadian River which
is a braided stream in this part of the Texas Panhandle. The river flows
in a shallow valley cut into Permian shale, siltstone, and dolomite of
the Doxey Shale and the Cloud Chief Formation in Hutchinson County;
and gravel, sand, and silt of the Ogallala Formation in most of the
remainder of the basin.
The floodplain deposits of the Canadian River are preserved in



















major flood events (Kessler, 1971). The braided and aggradational nature
of the deposits is a function of the river's incompetence to carry a heavy
sediment load. The source of the sediments is undercutting of incompetent
bank material such as the Permian shale, the weakly consolidated sediments
of the Ogallala and older river channel deposits (Kessler, 1971). The
braided stream deposits are up to 40 meters thick at the study site (Fig.
8, Geogulf, 1981). The sediments consist of unconsolidated gravel, sand,
silt, and clay. They are underlain oy Permian redbeds. A recovery test
performed at monitor well 2 (MW-2) by Geogulf (1981) yielded an average
hydraulic conductivity for the sediments of 5.2 meters/day. The water
table contour map, along with monitor well locations, is shown in Figure
7. The water table contours indicate that groundwater is flowing from the
region of the evaporation pond to the Canadian River.
A visit to the study area on 30 November 1983 showed that the
site has undergone major changes. The outcrop of Permian redbeds along
highly 2277 has been used to fill in the evaporation pond. Therefore,
the groundwater is nolonger receiving contaminated water from the pond.
Furthermore, three recovery wells have been placed in an east-west line
downgradient of the pond (between MW-3 and MW-6) in order to remove
contaminated groundwater from the alluvium (Fig. 9).
V. ASSUMPTIONS
Two major assumptions concerning the hydraulic conductivity dis-
tribution used in the stochastic model wrere made in this study.
I assumed that hydraulic conductivities in the braided stream
















Figure 9. Photograph showing pond closure operations.
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this assumption. Freeze (1975) summarized the evidence. Based on
core data Law (1944) found conductivities in a carbonate oil reservoir
to be log-normally distributed. Bulnes (1946) and Warren and others
( 1961), also working with cores, supported Law’s findings. Transmis-
sivity maps of the Los Angeles basin showed conductivities to be log-
normally distributed (McMillan, 1966). An analysis performed by Bennion
and Griffiths (1966) of 60,000 cores from 2,000 wells in a sand and gravel
oil reservoir and 24,000 cores from 430 wells in a limestone reservoir
showed hydraulic conductivities in those reservoirs to be log-normally
distributed.
Indirect evidence supports a log-normal distribution for hydraulic
conductivities. Davis (1969) noted that specific capacities of water
wells (which are directly related to transmissivities) are usually log-
normally distributed. Grain-size distributions are log-normal and can
be related to conductivities in a functional way (e.g. the Carmen-Kozeny
equation)(Freeze, 1975). In fact, the 0 (phi) scale of grain-size
classification was developed for the reason that grain-sizes are log-
normally distributed (Folk, 1954). Pollack (1961) found grain-sizes of
the braided stream deposits of the Canadian River in and near my study
area to be log-normally distributed.
The second major assumption of my stochastic model was that the
geometric mean of the hydraulic conductivity distribution in the alluvial
sediments was determined by the recovery test performed at MW-2. This
assumption was supported by theoretical studies both described in the
literature and performed by myself.
Warren and Price (1961) used a three-dimensional model to simulate
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a pressure build-up test in a medium having a random log-normal conduc-
tivity distribution. They found that the conductivity determined from the
build-up test gave a reasonable value for the geometric mean of the
conductivity distribution. Smith and Freeze (1979) quoted two studies in
which the effective conductivity of a porous medium was found to be
equal to the geometric mean of the hydraulic conductivity distribution.
The effective hydraulic conductivity is a single value tint could replace
the spatially variable conductivity distribution while preserving the
hydraulic behavior of the original medium (Smith and Freeze, 1979). Smith
and Freeze (1979) state that hydraulic equivalency requires 1) the mean
value of head at any point, as determined from a stochastic solution, must
equal the head value at that point, as determined from a single determin-
istic solution using the effective conductivity of the medium and 2) the
mean value of any flow measurement, such as flux, from a stochastic solu-
tion must equal the single value provided by the deterministic model.
I simulated a simple pump test using a 3-D model in which the
conductivities followed a random log-normal distribution. This was done
in order to determine if the geometric mean of a log-normal hydraulic
conductivity distribution could be determined from a pump test. The mean
of the log-normal distribution was 26.2 meters/day and the standard dev-
iation was 0.55 meters/day (this standard deviation is in log units).
The aquifer was infinite in areal extent and the well was fully penetra-
ting. The three-dimensional pump test simulations were performed with
the USGS flow model written by Trescott (1975). Because no changes were
made in the 3-D model as listed in Trescott (1975), it was not included
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in the Appendices. The model represented a cube with no-flow boundaries
on all sides and the bottom. The infinite aquifer was simulated by
placing the lateral no-flow boundaries sufficiently far apart so that the
boundary effects were not felt by the pumping well. The initial condition
was a constant water level throughout the system. Pumping was then start-
ed using a constant pumping rate of 60 cubic feet/minute. The grid space-
ings in the x- and y-directions were taken as 1000 feet for model 1 and
100 feet for model 2. The change in the z-direction was held at 100 feet
in both models.
The well was pumped for 24 hours. A plot of the resulting time-
drawdown data on semi-log graph paper yielded a straight-line relation-
ship. Transmissivities were calculated from these data according to
Jacob's method (Cooper and Jacob, 1946). Thirty-five pump tests were per-
formed for each model. For every pump test a different conductivity
distribution was taken from a family of distributions having the same
mean and standard deviation.
The results of the first model are shown in Figure 10. In this
case the grid spacing in the x- and y-directions was 1000 feet. The
average conductivity (jy obtained from the 35 tests was very similar to
the geometric mean (Kg) of the log-normal conductivity distribution.
However, there was a good deal of deviation ( & =12.5 meters/day) bet-
ween conductivities determined from individual pump tests.
The pump test results obtained with the grid spacing in the x-
and y-directions set at 100 feet are shown in Figure 11. Again the






























geometric mean of the log-normal conductivity distribution. This time,
however, the deviation ( & =2.5 meters/day) between conductivities deter-
mined from individual pump tests was negligible when one considers that
conductivities in the log-normal distribution ranged over two orders of
magnitude. The results of the 3-D pump test similations support my
second major assumption.
The decrease in standard deviation of conductivities observed when
the grid spacing was decreased is interesting. With a large grid spacing
the drawdown cone sampled a small number of the possible conductivity
values in the system. Very different conductivity values could be obtain-
ed by rearranging the conductivity distribution. When the grid size was
reduced the drawdown cone sampled far more conductivity values than be-
fore. The individual conductivities determined from the second model
were more of an average of the conductivity distribution, therefore, re-
arranging the distribution caused less of a change in the conductivity
value obtained from the pump test.
It is likely that the same phenomenon would be seen if the grid
size was held constant and the pumping rate was increased. Increasing
the pumping rate would be analogous to decreasing the grid size because
the number of different conductivity values sampled would be increased.
Therefore, the average conductivity value obtained from the pump test
would be closer to the geometric mean of the conductivity distribution.
VI. NUMERICAL METHODS
The numerical techniques used to solve the groundwater flow
equation (2) in the mass transport model was the method of Successive
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Over Relaxation (SOR, Wang and .Anderson, 1982). The algorithm for the
SOR technique is documented in program MWALK which is listed in Appendix
B. Flow was assumed to be in a steady state in the isotropic and





Where, T is transmissivity and all other terms have already been defined.
I tried using the Alternating Direction Implicit method (ADI,
Prickett and Lonnquist, 1971) to solve (16), however, the heterogeneous
nature of the system caused convergence problems. Freeze and Witherspoon
(1967) used SOR successfully in their study of flow through heterogeneous
porous media, also.
The finite difference grid used in this study is shown in Figure
12. The grid spacing is 272 feet in the x-direction and 360 feet in the
y-direction. A total of 200 node points were used. For each node a
finite difference equation of the following type was written.
H(I,J) = (B*T(I-1,J,2)*H(I-1,J) + B*T(I,J,2)*H(I+I,J)
+ A*T(I,J-I,I)*H(I,J-1) + A*T(I,J,I)*H(I,J+I)
(17)
+ Q(I,J))/(B*T(I,J,2) + B*T(I-1,J,2) + A*
T(I,J,D + A*T(I, J-1,1))
Where, A=dely/delx and B=delx/dely













laying the grid on Figure 7. Constant head boundaries correspond to the
Canadian River and the 2741 foot water table contour. The remaining
boundaries of the grid were taken as no-flow boundaries. The no-flow
boundary to the east was aligned down the center of the Permian redbed
outcrop. Because the redbeds are relatively impermeable (Geogulf, 1981),
it is not likely that much water is flowing through these rocks and into
the alluvium. Figures 13 and 14 are representative photographs of the
Permian redbeds and alluvial sand bodies, respectively, at the site. The
sand is medium grained, well sorted, and well rounded. The presence of
a drainage ditch along the eastern boundary suggests that the alluvium
may receive recharge in the area of the ditch. There was no means of
determining the quantity of recharge from the ditch to the alluvium so the
boundary was described as a no-flow boundary. The gradient is so small
here (0.001) that the error introduced by assuming a no-flow boundary to
the east is probably slight. The western no-flow boundary was aligned
perpendicular to the water table contours.
Discretization of the 11 acre evaporation pond required three
grid spaces. The rate of water leakage through the pond bottom was taken
as 23,235 gallons/day (gpd). This was based on the pond's surface area,
the height of water in the pond, depth to the water from the pond bottom,
and the average soil permeability of the pond bottom as determined in
laboratory falling-head permeameter tests (Fig. 15, Texas Dept, of
Water Resources, Correspondence File). Leakage was represented by three
recharge wells, each of which added 7745 gpd to the alluvium. It should
be realized that water moving from the pond to the saturated zone flows
Figure 13. Photograph of the Permian redbeds south
of highway 2277.
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Figure 14. Photograph o£ an alluvial sand deposit
along the Canadian River just east o£
the highway 2277 bridge.
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Figure 15. Sketch showing how the leakage rate from
the pond was determined.
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through an unsaturated zone of soil. The leakage rate used in the model
is conservative, therefore, because the hydraulic gradient is equal to one
for pure gravity flow.
The computer code written by Prickett and others (1981) was used
for the mass transport model. The code is listed as program MWALK in
Appendix B. The program combines a simple random walk technique for the
dispersion part of transport, and the particle-in-a-cell technique for the
convection portion of mass transport.
Random walk techniques take advantage of the equality in equation
(12). The standard deviation of the particle distribution is directly
proportional to the dispersivity. The dispersion component of transport




where, BELT is the time step used in the simulation and ANORM(O) is a
number between -6 and +6, drawn from a normal distribution of numbers
having a standard deviation of one and a mean of zero. Equation (18)
states that dispersion can transport mass up to six standard deviations
away from the center of mass of the chloride distribution.
The particle-in-a-cell method moves each particle a distance v*
BELT during every time step. The velocity in this equation is the aver-
age linear velocity determined from equation (1). Throughout this study
porosity was assumed to be 30%. The total displacement for a given time
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step for each particle is determined by:
+ o+al c)isf»l ace Mcnt = VtC bt i-T +* 2dj v *• (19)
v
brer’) Co)
where, all terms have already been defined.
The method used to produce the autocorrelated log-normal conduc-
tivity distributions was described by Smith and Freeze (1979). An
autocorrelated log-normal conductivity distribution is one in which the
hydraulic conductivity value at any point in a porous medium is
dependent upon adjacent conductivity values. In a system that exhibits
a large degree of autocorrelation, there is a tendency for zones of equal
conductivity to be grouped together. For a system with a small degree of
autocorrelation, zones of high conductivity are as likely to be situated
near low conductivity as they are to other high conductivity zones. If
Kis log-normally distributed, Y=log(K) is normally distributed. Equation
(20) defines the autocorrelation technique used by Smith and Freeze
(1979) and this study.
Xj = °<x
j + +- (20)
Yi + € i,j
Where, Yjj is a random variable satisfying the autocorrelation relation
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in equation (20), £ qj
is a normal, random distribution of numbers with
a mean of zero and a standard deviation of one, and ate auto-
correlation parameters expressing the degree of spatial dependence of Yqj
on its neighboring values in the x- and y-directions, respectively,
c i* 11).
For a two-dimensional flow system such as that in Figure 12, the
stochastic model for the entire set of p blocks (m rows x n columns) can
be written as system of p linear equations (Smith and Freeze, 1979).
IY i =• Iwl £V ] + n(e? (2D
Where, is a pxp operator of scaled weights, wqq (equation 22);
and is a multiplication factor used to obtain a Yqj distribution with
a specific standard deviation.
- <4 A (22]
Where, w£q equals o<
x
or oiy if blocks are adjacent in the x- or
y-directions, respectively. The total number of adjacent blocks surround-
ing block k is equal to r. The solution to equation (21) is given by:




where, ril is the identity matrix and all other terms were previously
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defined.
The matrix in equation (23) was inverted using the Gauss-Jordan
reduction method with partial pivoting (James et al., 1977). The solution
yields the autocorrelated {y] vector which is normally distributed, N(0,
G'y). The mean is then added, giving N((Xy, &y). Finally, the log-normal
hydraulic conductivity distribution is obtained by applying the exponent-
ial transformation (Smith and Freeze, 1979).
Ki = exp(2.3o26Yi) (24)
The conductivity values are then inserted into their appropriate grid
spaces within the finite difference mesh.
The documentation for this algorithm is listed as program MK in
Appendix B.
The statistical program MSTAT (Appendix B) was written in order
to calculate the mean and standard deviation (based on 20 runs using a
different K distribution each time) of hydraulic conductivity and (Cl
-
)
at each node in the system.
Figure 16 illustrates a flow chart describing the sequence in




The system was first modeled deterministically. The head distri-
bution calculated using the average hydraulic conductivity (5.2 meters/
day) obtained from the pump test is shown in Figure 17. There was good
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Figure 16. Flow chart illustrating sequence in
which computer programs were executed













agreement between the observed and modeled head values except along the
eastern half of the 2738 foot water level contour. I considered the dev-
iation along the eastern boundary acceptable as the hydraulic gradient of
the system was small (0.001). The distribution of measured heads along
the eastern no-flow boundary indicates that the alluvium may have been
receiving recharge at this boundary from the bedrock outcrop to the east
(Fig. 7). There is also a well developed drainage ditch paralleling high-
way 2277. The alluvium could have received recharge through the ditch.
In any event it must be recognized that the "measured" potentiometric sur-
face is based on only eleven data points. Many other plausible water
table surfaces could have been created to fit the given water level data.
There was no noticeable bending o£ the water level contours around
the pond, indicating recharge, in either the measured or calculated head
data. In the case of the measured head data, the quantity of water level
data close to the pond was insufficient to delineate these trends in
gradient. The grid spacing was probably too coarse in the case of the
calculated data.
The chloride distribution obtained with equation (15) is shown in
Figure 18. The wells were sampled for dissolved chloride at four times in
1981 and 1982 (Table I). The concentrations assigned to each well in
Figure 18 represent the average concentration of the four measurements.
The time available for transport was 41 years (1940-81). It should be
realized that the chloride measured at the wells represented a component
from the pond and a component initially present in the system. The am-
bient chloride concentration measured in the groundwater was about 600











TABLE I. Measured (Cl") in mg/1 for the period 1981-82
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monitor May June Sept, Nov.
well 1981 1982 1982 1982
1 600 600 615 670
2 2300 2400 1900 2500
2A 820 800 800 1000
3 11000 9500 8300 9700
4 2400 2500 2100 2500
5 830 800 700 1000
6 8850 8900 9300 8100
7 3310 3400 3400 3100
8 1330 1400 1300 1300
9 700 600 700 800
10 900 800 900 1000
11 3500 3400 3900 3300
up river 1400 1800 1700
down river 1700 1800 2000
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up-gradient of the pond (MW-1, Fig. 7}(Texas Dept, of Water Resources).
As was stated in the geology section, the study area is located in
d
a major salt dissolution zone. Chloride concentrations in grounwater
K
issuing from springs within these salt dissolution areas can be orders of
magnitude greater than the 600 mg/1 measured at MW-1 (Richter, 1983).
Therefore, it is possible that the ambient chloride concentration in the
groundwater is greater than 600 mg/1. In addition, the ambient (Cl") may
be spatially variable (see Richter's Tables A-l and A-2), not constant at
600 mg/1. There was no evidence of saline springs or seeps on the site
itself. Furthermore, the average (Cl”) in the Canadian River, as measured
at the highway 152 bridge, was about 1,800 mg/1 (Table I). Both of these
facts suggest that the ambient (Cl“) was probably not unusually high at
my study area. More data would be required to delineate the spatial
variability of dissolved chloride at the site. In sumnary, the 600 mg/1
used as the ambient (Cl
-
) in this study is a best estimate based upon the
available data.
The computer generated distributions reflect both the chloride
from the pond and that originally present in the system. This was done
by adding 600 mg/1 chloride to the chloride concentration calculated at
each node to have been contributed by the pond. The rate at which dis -
olved chloride was added by the pond was calculated on the basis of the
leakage rate from the pond (23,235 gpd) and the chloride concentration
in the pond (25,000 mg/I)(Texas Dept. Water Resources). Chloride, there
fore, was added at the rate of 2.2 x kg/day.
Longitudinal and transverse dispersivities of 46 meters and 9
meters, respectively, were required to produce the match in Figure 18.
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The dispersivities were adjusted until the modeled chloride distribution
approximated the measured distribution. The marked difference between
chloride measured at MW-2 and MW-2A is interesting. Well 2 was screened
from 50 to 90 feet beneath the surface while well 2A was screened in the
upper 20 feet of the aquifer. The wells are only about 65 feet apart.
This difference in measure chloride could be due to density stratifica-
tion of the groundwater in the alluvium. It might also be from preferred
movement of groundwater along a high conductivity zone which was inter-
sected by MW-2. In either case a three-dimensional or profile-oriented
model would be required to simulate this phenomenon.
The chloride concentrations measured at wells 3,7, and 11 (see
Figure 18) could not be reproduced adequately by the deterministic model.
However, wells 3 and 11 do lie close to their appropriate concentration
fields. An increase in the longitudinal dispersivity could have provided
a better match at these wells at the price of reducing the quality of the
match at some other wells. For examples notice wells 2,6, and 8. In-
creasing the longitudinal dispersivity causes the isochors to be moved
further down-gradient (equation 19). Such is the nature of the determin-
istic modeling technique. The anomalously high dissolved chloride at
wells 7 and 11 are hard to explain with the limited data available to me.
In both cases preferred groundwater flow along high conductivity zones
intersected by these wells may be responsible for the extra dissolved
chloride at the wells. Greater leakage than simulated from the western
end of the pond may have increased flow towards MW-7, also.
Based on the average hydraulic gradient and hydraulic conductivity
of the system the dissolved chloride plume advanced about 10 meters/year.
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Travelling at this velocity, neglecting dispersion, the plume would have
advanced only half the distance to the river in the time available for
transport (41 years). However, due to dispersion of the chloride the
1,000 mg/1 isochore, at least, has reached the river.
B. Stochastic (Random) Model
The system was next modeled stochastically using a random log-
normal hydraulic conductivity distribution. A random distribution is
indicated by alpha equal to zero. This means that there is no spatial
dependence between adjacent conductivity values. In all the stochastic
models statistical isotropy ( <^ x= (Smith and Freeze, 1979), was
assumed. However, anisotropy was introduced by the grid spacing as
chosen for the finite difference grid (Fig. 12). This was necessitated
by the nature of the numerical technique used to produce the hydraulic
conductivity distributions used in the stochastic models. The technique
involved inverting ap x p matrix, M • Using a grid spacing where delx
=dely would have created a prohibitively large matrix in terms of com-
puter time required to invert [wl .
The anisotropy produced by the unequal grid spacing is analogous
to creating constant conductivity lenses oriented parallel to the y-
direction. The y-direction is subparallel to the river (Fig. 12), how-
ever, along which river-deposited lenses of sand and gravel would be
oriented (Reading, 1978, p. 21). The anisotropy in the conductivity
distribution, therefore, generally reflects the macroscopic structure
of the braided stream deposit. That is, high conductivity lenses in the
stochastic model represent sand and gravel in the braided stream
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deposit. Figure 19 is a photograph of the channel of the Canadian River
taken from the highway 2277 bridge. The photograph shows a channel sand
deposit (on the right) located adjacent to a deposit of clayey silt.
These deposits are oriented parallel to the river channel.
The mean head distribution is shown in Figure 20. The match
between observed and calculated heads is good along the 2737 foot water
table contour and western portions of the remaining contours. However,
there was a good deal of deviation along the eastern boundary of the
model. This may be due to poorly prescribed boundary conditions to
the east and/or insufficient sampling of the possible conductivity
distributions in the system.
Theoretically, the flux calculated at any node in the determin-
istic model should equal the average flux at that same node in the sto-
chastic model if the geometric mean of the hydraulic conductivity dis-
tribution is the effective conductivity of the system (Smith and Freeze,
1979). This should be reflected by the match between observed and cal-
culated hydraulic heads. Since it is assumed that the geometric mean of
the conductivity distribution is the effective conductivity of the system
(see Section V), the match between observed and calculated heads should
indicate whether the sample of hydraulic conductivities had been suf-
ficiently large to produce this equality of fluxes at each node. The
match was relatively good except along the east boundary. This suggests
that 20 conductivity distributions might have been enough, but that the
boundary conditions specified along the eastern boundary were not real-
istic.
Figure 19. Photograph of the Canadian River from the
highway 2277 bridge looking west. The
photograph represents approximately a



















Another interpretation is that where boundary conditions were
accurately described, the system was less sensitive to the number of
hydraulic conductivity distributions examined. Along the west boundary,
therefore, a good match was observed. On the other hand, the no-flow
boundary to the east may have accentuated the potentially insufficient
averaging provided by the small sample size of the conductivity distri-
bution. This would be reflected by the large deviation in observed and
calculated hydraulic heads to the east in the study area.
The standard deviation is a measure of the uncertainty in the
calculated mean head distribution. The standard deviation in heads for
the random system is shown in Figure 21. Uncertainty is zero at the two
constant head boundaries and generally increases away from these boun-
daries. Uncertainty is also high under zones of high hydraulic gradient
such as beneath the pond. The calculated hydraulic gradient is greater
along the western boundary than along the eastern boundary (Fig. 20).
This is reflected in Figure 21 by the larger uncertainty in mean heads
to the west in comparison to the east. The greatest uncertainty in head
(0.25 feet) is only 5.0% of the total head drop across the flow system.
This is a small degree of uncertainty.
The mean dissolved chloride distribution produced by the random
log-normal conductivity distribution is shown in Figure 22. Initially,
I thought that the amount of spreading would be much greater for the
random system than for the homogeneous system described in Section VII.A.
However, using the same dispersivities as in the deterministic model
































solved chloride. The increase in transverse spreading caused MW-7 to fall
closer to its appropriate concentration field than it did in the homogen-
eous case. However, the decrease in longitudinal dispersion left MW-4, 8,
and 11 further from their appropriate concentration fields.
Figure 23 illustrates why the random log-normal hydraulic conduc-
tivity distribution produced less longitudinal and more transverse spread-
ing of the dissolved chloride than did the homogeneous system. The ran-
dom log-normal distribution of conductivities in Figure 23 represents
only one of an infinite number of possible conductivity distributions
having the same mean and standard deviation. The zones of highest con-
ductivity are represented by the dots while the lowest conductivity zones
are blank. There is little or no interconnection between high conduc-
tivity zones in this example, therefore, the groundwater has no direct
path to follow. Rather, the flowlines follow a very tortuous path that
is influenced by the randomly spaced, isolated high conductivity zones.
I believe the irregular flowpaths were responsible for the decreased
longitudinal and increased transverse spread in dissolved chloride. The
effectiveness of high conductivity zones in capturing groundwater flow was
demonstrated by Freeze and Witherspoon (1967). They used a numerical
model to simulate regional groundwater flow patterns. It was found that
the distribution of high conductivity zones influenced such things as
the size and location of recharge and discharge areas; and the quantities
of flow passing through different zones within the system.
Uncertainty in the mean chloride distribution is indicated by the



































of standard deviations in dissolved chloride for the random log-normal
hydraulic conductivity distribution. The uncertainty in dissolved chlor-
ide decreased away from the source of chloride, the pond. This decrease
in uncertainty in mean chloride away from the pond simply reflects the de-
crease in chloride concentrations down-gradient from the source (Fig. 22).
That is, dissolved chloride varied less because there was less dissolved
chloride to begin with. It must be pointed out that the uncertainty in
(Cl') shown in Figure 24 is based upon the computer-generated chloride
distribution shown in Figure 22. That chloride distribution did not
match the observed distribution at the river. If the modeled chloride
distribution had matched the measured chloride distribution at the river,
the uncertainty in chloride would have been greater than shown in Figure
24. Again, this is because larger (Cl") allows greater deviations in
dissolved chloride away from the mean.
C. Stochastic (Autocorrelated) Model
The system was again modeled stochastically, but this time an
autocorrelated log-normal conductivity distribution was used. This is
indicated by alpha equal to 0.7, which means strong spatial dependence
between adjacent conductivity values. The distribution of calculated
and observed hydraulic heads is shown in Figure 25. The calculated mean
head distribution matched the observed distribution better than did that
of the random system (Fig. 20). There was excellent agreement along the
2737 foot water table contour and western halves of the remaining con-
tours. The eastern portions of the 2739 foot and 2740 foot contours are


















the random log-normal conductivity distribution. The effect of the no-
flow boundary to the east is still evident. All of the calculated mean
head contours must intersect this boundary at right angles in the flow
model even though the observed heads bend toward the river.
The standard deviation in heads for the autocorrelated log-normal
conductivity distributions is shown in Figure 26. The patterns are sim-
ilar to those in the random system (Fig. 21). However, the magnitude of
uncertainties is greater for the autocorrelated system. The greatest
uncertainty in hydraulic head (0.50 feet) is 10% of the total head drop
across the flow system. This increase in uncertainty in hydraulic heads
with increased autocorrelation of hydraulic conductivities was also ob-
served by Smith and Freeze (1979), Freeze (1975), and various other re-
searchers
.
Smith and Freeze (1979)
consider the case where a series of high or low conduc-
tivity values (relative to the mean conductivity of the
statistically homogeneous medium) are inserted into ad-
jacent blocks. The hydraulic head solution for this con-
ductivity realization can then move further away from its
mean hydraulic head solution for that region within the
flow domain. For large integral scales it is more pro-
bable that the conductivity realizations will exhibit
such behavior. On averaging over the series of runs, this
alignment of like conductivity values within each realiza-
tion tends to increas the standard deviation in the
hydraulic head distribution at any point within the flow
domain.
Increasing the integral scale produces the same effect as increasing
alpha. A statistically homogeneous system is one in which the conduc
tivity distribution is monomodal.
Not only does the uncertainty in mean head change as the degree



















two-, and three-dimensional systems (Smith and Freeze, 1979). In a one-
dimensional flow system flow cannot be routed around low conductivity
inclusions so that their position in the flow system will control the
hydraulic head values all along the flowpath. The effect of low conduc-
tivity zones is localized in a two-dimensional system because flow can
move laterally around the low conductivity zones. Low conductivity zones
are the least effective in controlling hydraulic head distributions in a
three-dimensional system because flow can be rerouted laterally and ver-
tically around low conductivity zones. Smith and Freeze (1979) stated
that uncertainties in mean hydraulic head were cut in half in going from
a one- to a two-dimensional flow system. They reported that Gelhar found
an order of magnitude difference in uncertainties in hydraulic head bet-
ween one- and two-dimensional systems. Bakr and others (1978) saw an
order of magnitude reduction in the standard deviation in hydraulic heads
in going from a one- to a three-dimensional flow system.
The mean dissolved chloride distribution produced with alpha equal
to 0.7 is shown in Figure 27. Even with the longitudinal dispersivity
reduced to 30 meters from 46 meters used in the previous examples, there
was a marked increase in the longitudinal spread of dissolved chloride
over that produced by the system having a random log-normal conductivity
distribution. More transverse dispersion of chloride was also produced
by the autocorrelated system than for either of the previously described
systems containing homogeneous and random conductivity distributions.
The significant reduction in longitudinal dispersivity along with the
large amount of spreading of dissolved chloride indicates that large-




















Geogulf (1981) used a one-dimensional analytical model to simulate
the chloride movement at the study site. They had to use a longitudinal
dispersivity of 111 meters in order to obtain an acceptable match between
observed and modeled chloride distributions. The two-dimensional model
used in this study that contained a homogeneous conductivity distribution
required a longitudinal dispersivity of 46 meters. This was reduced even
further to a longitudinal dispersivity of 30 meters for the stochastic
model in which alpha equalled 0.7. It is very likely that modeling the
system stochastically in three dimensions would reduce the longitudinal
dispersivity even more. If the amount of reduction in uncertainty in
hydraulic heads produced in going from one-, to two-, to three-dimensions
is any indication, the dispersivity might be reduced by an order of mag-
nitude. This would be due to increased divergence of flowlines around
low conductivity zones in the three-dimensional model and, therefore,
more large-scale mixing. If all of the significant scales of hetero-
geneity were accounted for in the three-dimensional model, no dispersiv-
ity at all would be required in the computer model. Only advection and
diffusional transport would have to be modeled. Both of these transport
mechanisms are adequately described mathematically.
Unlike the dissolved chloride distributions exhibited in Figures
18 and 22, the chloride distribution produced with alpha equal to 0.7 did
account for the measured chloride in MW-3 and 7. However, MW-8, 9, and 10
have dissolved chloride concentrations less than the field in which they
are located. All of these wells are screened in the upper fifteen feet
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of the aquifer, therefore, the inexactness of the match may be due to in-
sufficient sampling of the dissolved chloride in the groundwater at these
wells. In general, the amount of longitudinal and transverse dispersion
of the chloride is greater in the system with the autocorrelated conduc-
tivity distribution than it was in either of the previous two examples.
It was also the only example not to develop a 15,000 mg/1 isochore.
The increased longitudinal dispersion of dissolved chloride ob-
served in the autocorrelated system over that produced in the other exam-
ples is explained in Figure 28. As with Figure 23, this is only one of an
infinite number of possible distributions having the same mean and stan-
dard deviation. There is a good deal of interconnection between high
conductivity zones in the autocorrelated distribution. In other words,
the groundwater has direct paths to follow down-gradlent. These inter-
connected high conductivity zones are analogous to sand and gravel lenses
commonly observed in alluvial sediments (Bridge and feeder, 1979).
The influence of interconnected high conductivity zones on
groundwater chemistry is illustrated in the Catahoula Formation of the
Texas Coastal Plain (Galloway and Kaiser, 1980). The Catahoula Formation
consists of two major ancient fluvial systems. The Gueydan fluvial
system is centered in the Rio Grande Embayment, and the Chita-Corrigan
fluvial system is centered in the Houston Embayment (Galloway and Kaiser,
1980). Net sand and chlorinity maps show that the sand-rich axes of the
fluvial systems display a broad lobe of very fresh, low chloride water.
This indicates a well flushed system. The margin of the lobes are indent-


















(Galloway and Kaiser, 1980}. The roll-type uranium deposits within the
Catahoula are situated in the sand-rich channel and crevasse splay depo-
sits. The mechanisms of uranium transport are similar to those for (Cl")
transportation, therefore, the presence of uranium deposits in the high
conductivity zones indicates that groundwater flow is concentrated within
these zones.
The standard deviation of dissolved chloride is shown in Figure
29. As with the system containing a random distribution of conductivities,
uncertainty in chloride decreased away from the source, further from the
source there is less mass available to deviate from the mean concentra-
tion. The magnitude of the uncertainties is larger for the autocorrelated
system than it was for the random system. This is due to the nature of
transport in the two systems. Mass is transported further in the system
containing an autocorrelated log-normal conductivity distribution. At
any given point, therefore, the amount of dissolved chloride available to
deviate from the mean concentration is greater for the autocorrelated
system than for the random system.
The distributions of hydraulic head and chloride produced when
alpha equalled 0.3 and 0.5 were examined, also. The results of these
simulations are shown in Figures 30-37. The match obtained between ob-
served and modeled hydraulic heads was better when alpha equalled 0.3
than it was for alpha equal to 0.5 (Figures 30 and 34). Generally, there
was no direct relationship between the quality of the match in heads and
the degree of autocorrelation in hydraulic conductivities. The best match























































































































































with alph equal to 0.0.
The degree of uncertainty in heads was greater for alpha equal to
0.5 than it was for alpha equal to 0.3. The greatest uncertainty in
hydraulic heads (0.5 feet) was only 10% of the total head drop across the
flow system for alpha equal to 0.3. It was 15% of the total head drop
in the system where alpha was equal to 0.5. The percentage of the total
head drop across the flow system was the same for alpha equal to 0.3 and
0.7. The percentage was the greatest for alpha equal to 0.5. However,
the area encompassed by high uncertainty in hydraulic head increased
systematically as the degree of autocorrelation in conductivities in-
creased (Figs. 21, 26, 31, and 35). Trie explanation for this was given
in the discussion of the model results obtained when alpha was equal to
0.7.
The smallest dispersivities, dx=3o meters and d-£=3 meters, were
used with alpha equal to 0.7. The largest dispersivities, dx=46 meters
and dt= 9 meters, were obtained with alpha equal to 0.0. In general, as
the degree of autocorrelation in hydraulic conductivities increased, the
dependence on dispersivities to produce large-scale mixing decreased. In
other words, large-scale mixing was created by macroscopic variations in
hydraulic conductivity as those conductivities became spatially related
to each other.
The standard deviation in dissolved chloride increased as the
degree of autocorrelation in conductivities increased (Figs. 24, 29, 33,
and 37). The uncertainty in dissolved chloride ranged from as little as
100 mg/1 for alpha equal to 0.0 to as much as 4000 mg/1 for alpha equal
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to 0.7. This represents 14 % of the smallest measured chloride concentra-
tion (700 mg/1 in MW-9) to over 500% of the smallest measured chloride
concentration.
The summation of velocities in the x- and y-directions is a mea-
sure of the degree of confinement of groundwater flow to specific zones
in the system. Table II lists the summations of velocities for the hy-
draulic conductivity distributions used in this study. As the degree of
autocorrelation of conductivities increased, the summations of velocities
in the x- and y-directions decreased. This could not reflect a decrease
in all velocities in the system because, as autocorrelation increased,
smaller dispersivities were required in order to reproduce the observed
chloride distribution. Equation 19 also illustrates this fact. The total
displacement of chloride was approximately the same for all of the auto-
correlated models even though the dispersivities were different. The only
way this could happen is if the velocities increased as dispersivities
decreased. It must signify increased isolation of groundwater flow in
zones of high conductivity as autocorrelation in conductivities increased.
The smallest sums correspond to the autocorrelated hydraulic conductiv-
ity distribution requiring the smallest dispersivities to obtain an
acceptable match between observed and modeled chloride distributions.
VIII. CONCLUSIONS
Both theoretical and field-related conclusions could be drawn
from the results of this study.
The amount of dissolved chloride dispersion in the system in-























































distribution. The increased spreading was created by groundwater flowing
along interconnected high conductivity zones.
Uncertainty in the mean head and dissolved chloride distributions
increased with increasing autocorrelation of the conductivity distribution
The greatest uncertainty was observed in zones of high hydraulic gradient,
such as beneath the pond and along the western no-flow boundary, and in
regions furthest removed from the constant head boundaries. The amount
of uncertainty in the mean hydraulic head and dissolved chloride dis-
tributions would be decreased (possibly by an order of magnitude) in
going from a one-, to a two-, to a three-dimensional flow model. In-
creased dispersion of dissolved chloride would be produced (for the same
value of alpha) in going from a one-, to a two-, to a three-dimensional
flow model.
The summation of velocities in the x- and y-directions indicates
that groundwater flow becomes increasingly confined to high conductivity
zones as autocorrelation of the conductivity distribution increases.
This is supported by the smaller dispersivities required with larger
values of alpha (Table II).
No direct relationship was observed between the quality of the
match between observed and calculated heads as autocorrelation of the
conductivities increased.
Field conclusions are 1) large-scale mixing of dissolved chloride
was produced by autocorrelated log-normal hydraulic conductivity distri-
butions, 2) there was a reduction in the amount of longitudinal spread-
ing of the chloride with a random log-normal conductivity distribution.
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3) the longitudinal dispersivity (46 meters) used in the deterministic
model was reduced by 16 meters for alpha equal to 0.7. A summary of the
dispersivity versus alpha trend can be found in Table 111. Fourth, the
dissolved chloride plume moved approximately 10 meters/year, however, be
cause of large-scale mixing of the dissolved chloride, the 1,000 mg/1
isochore reached the Canadian River. Fifth, the dissolved chloride mea-
sured at certain wells suggest that either a three-dimensional or
profile-oriented transport model would be required to simulate some of
the observed transport phenomena. Finally, the best match between ob-
served and calculated dissolved chloride distributions was obtained when
using an autocorrelated log-normal hydraulic conductivity distribution
with alpha equal to 0.7.
Table 111. Summary of the dispersivity versus
alpha for the five hydraulic con-
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Dimensions (M, mass; L, distance; I, time; C, concentration) are
given in parentheses.
v groundwater velocity (L/i)
K hydraulic conductivity (L/T)
0 porosity
h hydraulic head (L)
R source/sink term (1/T)
S
s specific storage (1/L)
F mass flux (M/L**2T)
D coefficient of molecular
diffusion (L**2/T)
C concentration (M/L**3)
D-jj coefficient of mechanical
dispersion (L**2/T)
dt transverse dispersivity (L)
d-j longitudinal dispersivity (L)
vi velocity in the x-directi on (L/T)
vj velocity in the y-directi on (L/T)
Vij resultant velocity (L/T)
standard deviation
u arithmetic mean
Dh coefficient of hydrodynamic
dispersion (L**2/T)
W source/sink term (M/L**3T)
T transmissivity (L**2/T)






of numbers with mean=o
and =1
[uj matrix of scaled weights






PROGRAM MWALK (INPUT, OUTPUT, TAPES=INPUT, TAPE6=OUTPUT)
C
C*** ILLINOIS STATE WATER SURVEY
C*** MSS TRANSPORT CODE WITH
C*** OR WITHOUT DISPERSION AND RETARDATION.
C
C*** THE TRANSPORT CODE IS THE FOLLOWING:
C*** DISPERSION--RANDOM WALK
C*** CONVECTION--PARTICLE-IN-A-CELL
C*** THE FOLLOWING COMMENT CARDS DOCUMENT CHANGES IN BULL. 65,
C*** PRICKETT AND OTHERS
,
MADE BY PBM. THE REST OF THE CODE
C*** IS DESCRIBED IN BULL. 65.
C




COMMON/EXTRA/ PERM(44,34,2), T(44,34,2), 5F1(44,34), 5F2(44,34)
CCMMON/EXTRA3/ ITER,NSTEPS,DL(44,34), ISTEP
COMMON/POR/ APOR, EPOR, C0N50R(44,34)
COMMON/VEL/ NC, NR, A4C, ANR, V(44,34,2)
CQMMON/TRACE/ NP, MAXP, PM, DISPL, DISPT, X(5001), Y(5001), MARK
1(44,34), TMAP
COMMON/EXTRA2/ CH(44,34), H0(44,34), G(44), B(44), R(44,34), TIME,
TERROR, E
COMMON/AQUI/ H(44,34), RH(44,34), DELTA, Q(44,34), 50R(44,34)
CONMON/VAR/ DELX(SO), DELY(SO)
COMMDN/AQUI2/ RD(44,34), 80T(44,34)




C*** READ AND WRITE INPUT VALUES










50 FORMAT("O”,"VALUES ON DEFAULT VALUE CARDS”)
WRITE(6,6O)








90 FORMAT("O",IX,"PUMP PARAMETER VALUES")
WRITE(6,IOO)
100 FORMAT(" ",2x;’NPUMP’ ’, 3X, ’’NSP' ’,3X, "NRT")






















































280 FORMAT("O",IX,"INITIAL LOCATION OF PARTICLES")
MITE (6,290)
290 FORMAT(" ",IX,"AND TIME INCREMENT DEEP")
WRITE(6,3OO)
300 FORMAT(" ",BX,"XI",BX,"DX",BX,"YI",BX,"DY",6X,"DELP")
MITE (6,305) XI, DX,Yl, DY, DEEP
305 FORMAT(" ”,5F10.0)
READ (5,310) PL, MAXP, PM, DISPL, DISPT, EPOR ,APOR, RDI, KD, RHO
310 F0RMAT(F7.1,17,8F7.1)
CALL RDSOLV (EPOR, RHO,KD, RDI)
MITE(6,320)








343 FORMAT("O",IX,"LOCATIONS OF SINKS AND IDENTIFIER")
MITE(6,345)
345 FORMAT(" ",2X,"I",2X,”J",IX,”MARK")
350 READ(5,360) I, J,MARK
360 FORMAT(3I3)







400 FORMAT("O",IX,"LOCATIONS OF SOURCES AND THEIR CONCENTRATIONS")
410 READ(S,42O)I,J,CONSOR(I,J)
420 F0RMAT(213,1F14.4)













T(I, J, 2) =PERM(I, J, 2) *94.
437 CONTINUE








































































































































































C*** CALL SUBROUTINE TO SOLVE FLOW EQUATION
CALL HSOLVE
DO 580 I=I,NC
580 WR1TE(6,570) (H(I, J), J=I,NR)


























































IF(MOVE(X(K),Y(K),DELP).EQ.O) GO TO 1
X(K)=X(NP)


























COM4ON/TRACE/ NP,MAXP, PM, DISPL, DISPT,
CONMON/POL/ XI,DX,YI,DY,DEEP
P=PL









C*** ADI METHOD OF PRICKETT AND OTHERS REPLACED BY SOR METHOD AS


















IF(PERM(I,J,I).EQ.O.) GO TO 40
IF(SFI(I,J).GT.IOO.) GO TO 40
IF(I.EQ.I) GO TO 31
IF(I.EQ.NC) GO TO 32
IF(J.EQ.I) GO TO 33
IF(J.EQ.NR) GO TO 34
IF(PERM(I-I,J,I).EQ.O..AND.PERM(I,J-1,1).EQ.0.) GO TO 70
IF(PERM(I-I,J,I).EQ.O..AND.PERM(I,J+I,I).EQ.O.) GO TO 71
IF(PERMI+I,J,I).EQ.O..AND.PERM(I,J-1,1).EQ.0.) GOTO 72
IF(PERM(I+I,J,I).EQ.O..AND.PERM(I,J+I,I).EQ.O.) GOTO 73
IF(PERM(I-1,J,1).EQ.0.) GO TO 35
IF(PERM(I+I,J,I).EQ.O.) GOTO 36
IF(PERM(I,J-1,1).EQ.0.) GO TO 37
IF(PERM(I,J+I,I).EQ.O.) GO TO 38
H(I,J)=(B*T(I-1,J,1)*H(I-1,J) + B*T(I,J,2)*H(I+I,J) + A*T(I,J,I)*
1H(I,J+1) + A*T(I,J-I,I)*H(I,J-l) + Q(I,J))/(B*T(I-1,J,2) +
28*T(1,J,2) + A*T(I,J,I) + A*T(I,J-1,1))
GO TO 99
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31 IF(PERM(I,J-1,1).EQ.0.} GO TO 39
IF(PERM(I,J+I,I).EQ.O.) GO TO 41
H(I,J)=(2.*B*T(I,J,2)*H(I+I,J) + A*T(I,J,I)*H(I,J+I) + A*T(I,J-1,1)
I*H(I,J-1) + Q(I,J))/(2.*B*T(I,J,2) + A*T(I,J,I) + A*T(I,J-1,1))
GO TO 99
32 1F(1.EQ.44..AND.J.EQ.1) GO TO 42
IF(PERM(I,J-1,1).EQ.0.) GO TO 42
IF(PERM(I,J+I,I).EQ.O.) GO TO 43
H(I,J)=(2.*B*T(I-I,J,I)*H(I-I,J) + A*T(I,J,I)*H(I,J+I) + A*T(I,J-1,
11)*H(I,J-1) + Q(I,J))/(2.*B*T(I-1,J,1) + A*T(I,J,I) + A*T(I,J-1,1))
GO TO 99
33 IF(PERM(I-1,J,1).EQ.0.) GO TO 44
IF(PERM(I+I,J,I).EQ.O.) GO TO 45
H(I,J)=(B*T(I,J,2)*H(I+I,J) + B*T(I-1,J,1)*H(I-1,J) + 2.*A*T(I,J,I)
I*H(I,J+l) + Q(I,J))/(B*T(I,J,2) + B*T(I-1,J,1) + 2.*A*T(I,J,I))
GO TO 99
34 IF(PERM(I-1,J,1).EQ.0.) GO TO 46
IF(PERM(I+I,J,I).EQ.O.) GO TO 47
H(I,J)=(B*T(I,J,2)*H(I+I,J) + B*T(I-1,J,1)*H(I-1,J) + 2.*A*T(
lI,J-I,I)*H(I,J-l) + Q(I,J))/(B*T(I,J,2) + B*T(I-1,J,2) + 2.*A*
2T(I,J-1,1))
GO TO 99
35 H(I,J)=(2.*B*T(I,J,2)*H(I=I,J) + A*T(I,J,I)*H(I,J+I) + A*T(I,J-1,1)
I*H(I,J-l) + Q(I,J))/(2.*B*T(I,J,2) + A*T(I,J,I) + A*T(I,J-1,1))
GO TO 99
36 H(I,J)=(2.*B*T(I-I,J,I)*H(I-I,J) + A*T(I,J,I)*H(I,J+I) + A*T(
lI,J-I,I)*H(I,J-l) + Q(I,J))/(2.*B*T(I-1,J,1) + A*T(I,J,I) + A*T
2(1,J-l,1))
GO TO 99
37 H(I,J)=(B*T(I,J,2)*H(I+I,J) + B*T(I-1,J,1)*H(I-1,J) + 2.*A*T(I,J,I)
I*H(I,J+l) + Q(I,J))/(B*T(I,J,2) + B*T(I-1,J,1) + 2.*A*T(I,J,I))
GO TO 99
38 H(I,J)=(B*T(I,J,2)*H(I+I,J) + B*T(I-1,J,1)*H(I-1,J) + 2.*A*T(
lI,J-I,I)*H(I,J-l) + Q(I,J))/(B*T(I,J,2) + B*T(I-1,J,2) + 2.*A*T(
21,J-l,1))
GO TO 99
39 H(I,J)=(2.*B*T(I,J,2)*H(I+I,J) + 2.*A*T(I,J,I)*H(I,J+I) + Q(I,J))
1/(2.*8*T(1,J,2) +2.*A*T(I,J,I))
GO TO 99
41 H(I, J)= (2.*B*T(I,J,2)*H(I+I,J) + 2.*A*T(I,J-I,I)*H(I,J-1) + Q(I,J))
1/(2.*8*T(1,J,2) + 2.*A*T(I,J-1,1))
GO TO 99
42 H(I,J)=(2.*B*T(I-1,J,2)*H(1-I,J) + 2.*A*T(I,J,I)*H(I,J+I) + Q(I,J))
1/(2.*B*T(I-1,J,2) +2.*A*T(I,J,I))
GO TO 99
43 H(I,J)=(2.*B*T(I-1,J,2)*H(1-I,J) + 2.*A*T(I,J-I,I)*H(I,J-1) + Q(I,J
1))/(2.*B*T(I-1,J,2) + 2.*A*T(I,J-1,1))
GO TO 99




H(I,J)=(2.*B*T(I-1,J,2)*H(1-1, J) + 2.*A*T(I, J, 1)*H(I,J+l) + Q(I,J))
1/(2.2) + 2.*A*T(I,J,I))
GO TO 99
46 H(I,J) = (2.*B*T(I,J,2)*H(I+I,J) + 2.*A*T*I,J-I,I)*H(I,J-1) + Q(I,J))
1/(2.*8*T(1,J,2) + 2.*A*T(I,J-1,1))
GO TO 99
47 H(I,J)=(2.*B*T(I-I,J,2)*H*I-I,J) + 2.*A*T(I,J-I,I)*H(I,J-1) + Q(I,J
1))/(2.*B*T(I-1,J,2) +2.*A*T(I,J-1,1))
GO TO 99
70 H(I,J) = (2.*B*T(I,J,2)*H(I+I,J) + 2.*A*T(I,J,I)*H(I,J+I) + Q(I,J))
1/(2.*8*T(1,J,2) + 2.*A*T(I,J,I))
GO TO 99
71 H(I,J)=(2.*B*T(I,J,2)*H(I+I,J) + 2.*A*T(I,J-I,I)*H(I,J-1) + Q(I,J))
1/(2.*8*T(1,J,2) + 2.*A*T(I,J-1,1))
GO TO 99
72 H(I,J)=(2.*B*T(I-1,J,2)*H(1-I,J) + 2.*A*T(I,J,I)*H(I,J+I) + Q(I,J))
1/(2.*B*T(I-1,J,2) +2.*A*T(I,J,I))
GO TO 99
73 H(I,J) = (2.*B*T(I-1, J,2)*H(I-I,J) + 2.*A*T(I,J-I,I)*H(I,J-1) + Q(I,J
1))/(2.*B*T(I-1,J,2) + 2.*A*T(I,J-1,1))










COM4ON/TRACE/ NP,MAXP,PM,DISPL,DISPT,X(SOOI) ,Y(5001) ,MARK(44,34)
ITMAP
























CONMON/VEL/ NC, iNR, ANC,ANR, DEEP
WRITE(6,IO)





’PARTICLE MASS= "E15.4/" ”,"NUMBER OF PARTICLES IN





C*** CALCULATE MOVING AVERAGES OF NUMBER OF PARTICLES?NODE
DO 615 I=I,NC
DO 615 J=I,NR
IF(I.EQ.I.AND.J.EQ.I) GO TO 800
IF(I.EQ.NC.AND.J.EQ.I) GO TO 801
IF(I.EQ.I.AND.J.EQ.NR) GO TO 802
IF(I.EQ.NC.AND.J.EQ.NR) GO TO 803
IF(J.EQ.I) GO TO 804
IF(J.EQ.NR) GO TO 805
IF(I.EQ.I) GO TO 806
IF(I.EQ.NC) GO TO 807
GO TO 808
800 MOVAV(I,J) = (NPART(I,J)+NPART (I+I,J)+NPART(I,J+I)+NPART(I+I,J+I))/4.
GO TO 615




803 MOVAV(I, J) = (NPART (I, J) +NPART(I, J -1) +NPART(I -1, J) +NPART(I-I,J-l))/4.
GO TO 615
804 MOVAV(I,J) =(NPART(I,J)+NPART(I+I,J)+NPART(I-I,J)+NPART(I,J+I) +
INPART(I-I,J+I)+NPART(I+I,J+I))/6.
GO TO 615
805 MOVAV(I,J) = (NPART(I,J)+NPART(I+I,J)+NPART (I-I,J)+NPART(I -1, J-1) +
INPART(I,J-I)+NPART(I+I,J-l))/6.
GO TO 615
806 MOVAV(I,J) =(NPART(I,J)+NPART(I,J-I)+NPART(I,J+I)+NPART(I+I,J) +
INPART(I+I,J-I)+NPART(I+I,J+I))/6.
GO TO 615
807 xMOVAV(I, J) = (NPART (I, J) +NPART(I, J -1) +NPART(I, J+l) +NPART(I-I,J-1) +
INPART(I-I,J)+NPART(I-l,J+l))/6.
GO TO 615
808 MOVAV(I, J) = (NPART (I ,J) +NPART(I+l, J) +NPART(I, J+l) +NPART(I -1, J) +











COMMON/TRACE/ NP,MAXP,FM,DISPL,DISPT,X(SOOI) ,Y(5001) ,MARK(44,34)
ITMAP
COMMON/FORMS/ TABLE(SO),NPART(44,34)









T=AMINI (D,. 2*ABS (DELX(IXX) /VX),. 2*ABS (DELY (IYY)/VY))
IFCVX.EQ.O.) T=AMINI(D, .2*ABS(DELY(IYY)/VY))





















YY=YY+(DY+RL*DY-RT*DX) / (DELY (IYY))
XX=AMINI (ANC,AMAXI (XX, 1.0))
YY=AMINI (ANR,AMAXI (YY, 1.0))
IX=MINO (NC, INT (XX+O.5))
IY=MINO (NR, INT (YY+O.5))
MDVE=MARK(IX,IY)





























IF(RATE.LE,O.O) GO TO 50
IF(CONSOR(I,J).EQ.O.O) GO TO 50
DELR=SOR(I,J)/RATE







IF(A.GT.I) GO TO 20
P=RATE*(DELP-DELR) *CONSOR(I,J) *8.3453/IE6
20 K=P/PM



























IF(ABS(VY).LE.IE-30) GO TO 10
IF(JY.EQ.J) GO TO 10
YZ=ABS(Y-0.5)
VY=VY*(I.O-YZ)+YZ*(X*V(I+I,JY,l)+(l.O-X)*V(I,JY,I))
10 IF(IX.EQ.I) GO TO 20










C*** THIS PROGRAM PRODUCES AN AUTOCORRELATED LOG-NORMAL CONDUCTIVITY




C*** WKAREA OF DIMENSION GE. NMBLOC**2 + NMBLOC*3
YMEAN=MEAN OF LOG-NORMAL DISTRIBUTION
ALPHA=AUTOCORRELATlON PARAMETER
ALPHAZ= AUTOCORRELATION PARAMETER
NMBLOC=# OF NODES IN F.D. GRID
NCOL=# OF COLUMNS IN F.D. GRID
NROW=# OF ROWS IN F.D. GRID
DSEED=I234S7.ODO
























































55 DO 60 I=I,NMBLOC
W(I,I)=1.0
DO 60 J=I,NMBLOC
IF(J.EQ.I) GO TO 60
W(I,J)=-W(I,J)
60 CONTINUE
C*** INVERT ((I) -(W)) USING GAUSS JORDAN METHOD, JAMES AND OTHERS (1977).
DO 212 K=I,NMBLOC
JJ=K
IF(K.EQ.NMBLOC) GO TO 206
KPl=K+l
BIG=ABS (W (K, K))
DO 205 I=KPI,NMBLOC
AB=ABS(W (I, K))













209 DO 210 J=I,NMBLOC






IF(I.EQ.K) GO TO 211
DO 211 J=I,NMBLOC




























































C*** CALCULATE THE INVERSE LOG OF Y(I) TO OBTAIN THE AUTOCORRELATED














C*** THIS PROGRAM CALCUIATES THE MEAN AND STANDARD DEVIATION IN HEAD
C*** AND DISSOLVED CHLORIDE AT EACH NODE IN THE F.D. GRID. THE # OF
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