The use of ROC (receiver operating characteristics) analysis as a tool to evaluate performance of classification models in machine learning has been increasing in the last decade. Among the most notable advances in this area is that the two-class ROC analysis has been extended to multi-class problems and that the ROC analysis in cost-sensitive learning has been considered, as well. Methods exist which take instance-varying costs into account. The purpose of our paper is to present a survey of this field with the aim to gather important achievements in one place. In the paper, we present application areas of the ROC analysis in machine learning, describe its problems and challenges and provide a summarized list of alternative approaches to ROC analysis. In addition to presented theory, we also provide a couple of examples intended to illustrate the described approaches.
Introduction
Receiver operating characteristics (ROC) analysis is a method for evaluating, comparing and selecting classifiers on the basis of their performance. First known application of ROC analysis took place during Second World War when it was employed for the processing of radar signals. Later its use began in the signal detection theory for illustrating the compromise between hit rates and false alarm rates of classifiers [32, 17] . Other fields to which ROC analysis has been introduced include psychophysics [32] , medicine (various medical imaging techniques for diagnostic purposes, including computed tomography, mammography, chest x-rays [51] and magnetic resonance imaging [43] , diverse methods in epidemiology [36] ) and social sciences. An extensive list of ROC analysis sources to support decision making in medicine has been published, consisting of over 350 entries divided into several sections [62] .
For over a decade, ROC analysis is gaining popularity more intensely also in the field of machine learning. First applications date back to late 1980's when ROC curves were demonstrated to be applicable to the rating of algorithms [48] .
In the present, their use as a metric for assessing machine learning algorithms has become almost indispensable. Introduction to the use of ROC analysis in research (with the stress on machine learning) can be found in [20] .
Research in the field of ROC analysis has been developing lively in many directions as well as the ROC curves are used in various applications: the two-class ROC methodology has been generalized to handle the multi-class problems, extensions of the basic ROC curves and the AUC metric were proposed, advanced alternatives to the basic ROC graphs appeared etc. Since the topic has been studied by many researchers from the distinct points of view, some questions arose which have to be answered in the future. The purpose of this paper is to present a survey on these issues in the context of machine learning which could guide a reader to the literature with more exhaustive explanations.
In this paper, the terms "ROC curve", "ROC graph" and "ROC analysis" are sometimes used interchangeably, though the "ROC analysis" is the most general, depicting the whole field of study, while the "ROC curve" in fact denotes a curve on the "ROC graph" (chart). The paper is structured as follows. In Section 2, the basic features of ROC analysis are discussed. Section 4 summarizes various applications of the analysis for distinct purposes. Further, Section 5 presents some problems and beneficial improvements of the basic ROC methodology, Section 6 sheds light on alternative visualizations to the ROC graphs, and Section 7 concludes the paper.
Definition of the ROC space
ROC analysis in its original two-class form is used to deal with the twoclass classification problems. A set of instances with known classes is given, each of them belonging either to the positive or the negative class. The terms positive and negative originally stem out from the early medical applications, where the examples describing the patients with some present observed medical phenomenon (e.g. an illness) were denoted as positive, and the rest of the patients as negative. After the learning phase, a classifier should be able to predict a class value of some new, unseen instances.
Since the predicted classes of instances are not necessarily same as true classes, a matrix is used to keep a record of the prediction errors. This matrix is called a contingency table or a confusion matrix (since it represents the confusion between classes) and is shown in Fig. 1 . There are four possible outputs for the classification of each instance, as follows. If the instance is positive and is classified as such then we denote it as true positive (TP). If a classifier made a mistake and classified the instance as negative, we call it false negative (FN). Similarly, if the instance is negative and was also classified as negative we denote it as true negative (TN) and in the case of a misclassification we call it false positive (FP). The correct classifier decisions thus lie on the diagonal of the contingency table, while other table elements represent the number of misclassifications. A contingency table is a source for the further calculation of knowledge evaluation measures, including the true positive rate (TPR) and the false positive rate (FPR) , which are defined in the Fig. 2 . In some fields of study, TPR is also called sensitivity or recall as well as the term specificity denotes the true negative rate (TNR). A ROC graph for the original two-class problems is defined as the two dimensional plot by representing FPR (=1-specificity) on its x-axis against TPR (sensitivity) on the y-axis. A performance of a particular classifier, represented by its sensitivity and specificity, is denoted as a single point on the ROC graph. There are some basic characteristic points on the ROC graph. The point with coordinates (0,0) (T P R = 0, F P R = 0) represents a classifier which never predicts a positive class. While such a classifier would never misclassify a negative instance as positive, it is not the best choice, since it would never make a single correct classification of a positive instance neither. Its relative in (1,1) represents the opposite situation (T P R = 1, F P R = 1) as it classifies all instances as positive, thus producing also a high number of false positives. Classifiers in (0, 0) and (1, 1) are also called the default classifiers. In (0, 1) the perfect classifier is located (T P R = 1, F P R = 0). While it is not realistic to expect such a performance of any classifier on a real-world problem it represents a goal at which the induction of classifiers should aim. Classifiers which are located on the diagonal line have the same performance as the random guessing. It is said they have no information about the problem. Useful classifiers are located above the diagonal. Those under it are performing worse than random guessing. Nevertheless, they can be made useful very easily by inverting their predictions. Such classifiers are said to have useful information but are employing it in a wrong way [27] .
Very useful feature of ROC curves is that they remain unchanged when altering class distribution. ROC curve is based on TPR and FPR values. Class distribution is the proportion of positive instances (left column in Fig. 1 ) to negative instances (right column in Fig. 1 ). The fact that TPR and FPR are each calculated from values of one column makes ROC curves independent of class distribution.
There are, roughly speaking, two kinds of classifiers: discrete and probabilistic (scoring). For every instance, a discrete classifier predicts a class, whereas a probabilistic one issues a value which is class probability (in the strict sense) or class score (not calibrated). If a probabilistic classifier, for example, returns two scores where the score for the first class is greater than the second, this indicates that the first class has higher probability as well. A disadvantage, however, is that scores from different classifiers cannot be compared to each other in contrast to predicted probabilities which have a common interpretation. Nevertheless, the important property of ROC curves is that they measure the capability of classifiers to output good scores [20] . Analyzed classifiers thus do not have to produce exact probabilities, all they have to do is discriminate positive instances from negative ones.
To construct an ROC curve of a probabilistic classifier we first have to sort instances according to their scores. Then we start with the instance having the highest score and sweep over other instances in a decreasing manner. Drawing process starts in (0, 0). In every step we check whether the instance's true class is positive or negative -if positive, we move one unit up, if negative, one unit to the right. The process is described also as applying different thresholds on scores, and terminates when the upper right corner in (1, 1) is reached. Horizontal and vertical unit sizes are inversely proportional to the number of negative and positive instances in the dataset, respectively . All points, obtained by the process, are finally connected to form an ROC curve. Thus, by varying the threshold on scores one may obtain different (FPR,TPR) points, what may be seen as drawing an ROC curve. Table 1 and Fig. 3 show an illustrative example of the ROC drawing process. The Tab. 1 contains 20 examples along with their predicted classifier score and the true class. The dataset is balanced, containing 10 positive and 10 negative examples which makes the construction of our sample ROC curve more clear, since horizontal and vertical unit sizes are both equal 0.1. In our example, applying threshold between examples 4 and 5 yields a situation with 4 true positive classifications and 0 false positive, which we denote as a point (0, 0.4). After moving the threshold between examples 5 and 6, we obtain the point (0.1, 0.4) since the example 5 is misclassified as negative. We proceed in a similar way until the point (1, 1) is reached, obtaining the ROC curve shown in Fig. 3 . For simplicity, we presumed equal misclassification costs with their value being 1. In the case of unbalanced class distribution or unequal misclassification costs ROC space features change, e.g. expected costs of classifiers on the diagonal are different. Since a discrete classifier is represented by only one point on an ROC graph, one may alternatively construct a very approximate ROC curve by connecting this point with the points denoting both default classifiers. Another, better option is to analyze the classifier's decision process and adapt it to issue scores in addition to class predictions. When the scores are obtained the same procedure of constructing an ROC curve is employed as in the case of probabilistic classifiers.
A ROC graph example with four classifiers is given in Fig. 4 . Classifier A is by far better than other three classifiers. ROC curves of classifiers B and C cross -each of these two is superior to the other for some deployment contexts. Classifier D is of no use as its performance is no better than chance. Comparing a pair of classifiers through their ROC curves can be non-trivial task when no classifier is dominating the other. To this end, ROC analysis defines another measure of classification model performance: area under the ROC curve (AUC) [34] . Statistical meaning of the AUC is the following: the AUC of a classifier is equivalent to the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance [20] . This statistical property is often referred to as the probabilistic form of AUC measure. In [7] the use of AUC as a performance measure for machine learning algorithms is investigated. AUC and overall accuracy metrics are compared. It is shown that AUC has some convenient features: a standard error decreasing when both AUC and the number of test samples increases; it is independent of a decision threshold; it is invariant to prior class probabilities; and it indicates to what degree the negative and positive classes are separated.
AUC is related to many well-known measures. It is equivalent to the Wilcoxon statistic [34] and to the Mann-Whitney statistic. Moreover, it is related to the Gini index [8] . The value of AUC is in the range from 0 to 1. Since any useful classification model should lie above the diagonal of an ROC graph, AUC of such a model exceeds the value 0.5.
Engaging classifiers into the ROC construction process
Below, the procedure of generating ROC curves for some typical classifiers is described briefly. When planning to draw a ROC curve, the main issue with the classifiers is how to obtain the scores for their test instances. As already mentioned, some classifiers yield such score values in their original setting, while the others output discrete predictions which should be manipulated to output scores. It is presumed that each classifier is already trained on instances of the training set. The statistics about class distribution of training instances may then be used in calculations of a score output for individual test instances.
After the scores are obtained, we may generate a ROC curve by applying one of the following two equivalent processes: (1) we may draw a ROC curve as described in the previous example, or (2) alternatively, alter the threshold on some parameter of a classifier explicitly, in a systematic manner. For every threshold value, the contingency matrix is recalculated, TPR and FPR is recomputed and the corresponding point added to the ROC space. The set of points is finally connected to form an ROC curve. When the threshold is applied to the predicted score for the positive class, it should be noted, that by increasing the threshold, values of TPR and FPR decrease (each at its own rate), as less instances are classified as positive. Consequently, we move over an ROC curve in the south-west direction.
In the following, we briefly summarize how the classifier scores are obtained from the most commonly used classification models:
• naive Bayes (NB) by default outputs a score in the interval [0.00, 1.00] for every test instance. The threshold may then be employed on these probability estimates,
• decision Tree (DT) in its basic form only returns a class label for each test instance. However, the proportion of training instances in the leaf (i.e. class distribution) to which a test instance has fallen may be used as a score. DTs that estimate class probabilities are also known as probability estimation trees (PETs), and are further discussed in [44] , a work on probability estimates in decision trees. The threshold is set on the proportion of positive instances in the leaf,
• artificial Neural Network (ANN) yields a score for every test instance. Common technique is to set the threshold on the output node (in the interval [0.00, 1.00]). Yet another strategy is to scale the bias input weights of nodes on the first hidden layer of the network, as presented in [59] . In this work, methods for ROC curves construction for ANN classifiers are analyzed and it is claimed that ROC curves generated by the latter method have higher value of AUC and, moreover, a better distribution of operating points,
• in the case of k-Nearest Neighbors (KNN), a score for a test instance may be associated to the proportion of its neighbors belonging to the positive class, i.e. class distribution. The threshold on the number of neighbors needed to classify a test instance to a positive class (i.e. the number of votes) is varied from 1 to k, where k is the fixed number of neighbors taken in consideration. In this manner, the ROC curve for a given k is constructed. If the most appropriate value of k is unknown, a useful optimization technique is to repeat the process for different values of k. As a result, a set of ROC curves is acquired. A curve with the highest AUC may be chosen as the best option, and the value of the corresponding k as the optimal number of the considered neighbors. In [58] k is varied from 1 to 200,
• Support Vector Machine (SVM) outputs scores by default. The threshold is simply set on the decision function [53] .
While instance statistics are handy basis for score acquisition, they are not the only option. Discrete classifiers may be transformed to scoring ones also by classifier aggregation or a combination of scoring and voting [20] . A review of methods for generating ROC curves for various classifiers may also be found in [58] .
Applications
The use of ROC analysis in machine learning is heterogeneous and turns out to be very convenient when class distributions and misclassification costs are unknown (at training time). It is applied to model evaluation, comparison, selection, presentation, construction and combination. Thus, it is used as a post-processing technique and as a method that is actively taking part in the model construction to improve a given model. In the following we describe the most common application areas of ROC analysis in machine learning. Activities connected with the fulfillment of ROC-related tasks are not strictly independent and some level of overlapping is present. For instance, model improvement (see Sect. 5) may be recognized as a task related to model construction as well as model combination since the goal in both cases is to gain a model with better performance.
Model evaluation and comparison
ROC curves facilitate the task of model evaluation and comparison. Classifiers may be evaluated by merely observing their location in the ROC space. Given two classifiers, the former can be evaluated as better if it is situated more northern or western (or both) than the latter. If operating characteristics (i.e. class distribution and misclassification costs connected with each class) are unknown at the time of evaluation, global measure of performance in the form of AUC may be employed. The use of AUC as a performance measure for machine learning algorithms is advocated in [7] and has already been discussed in Section 2.
ROC space can further be used for the redefinition of machine learning metrics [29] . The theory which would define the use of different metrics for various goals is discussed. It is claimed that such a theory is missing and the choice of which metric to use in a certain context is historically determined. As the main tool, authors use isometrics, i.e. sets of points for which a metric has the same value (employed also in [46] as iso-performance lines), and 2D ROC space. The latter is derived from 3D ROC space, represented by FPR on x-axis, TPR on y-axis, and relative frequency of positives (i.e. P/(P + N )) on z-axis, by discarding z-axis and introducing the skew ratio, a parameter summarizing operating characteristics. It is then argued that the defining characteristic of a metric is its effective skew landscape, i.e. the slope of its isometric at any point in 2D ROC space. As a result, a simplification of the F-measure and a version of the Gini splitting criterion which is said to be invariant to the class and cost distributions have been derived. ROC analysis has been an interesting research topic during last decades and has been studied by many individuals from various perspectives. As a result, some disagreements like the following emerged. In [56] , cautiousness is recommended when employing ROC analysis for classifier evaluation at varying class distributions. It is argued that ROC analysis cannot guarantee accurate evaluation of classifiers at unstable class distributions if a) the classes contain causally dependent subclasses whose frequencies may vary at different rates between the base and target data, or b) if there are attributes upon which the classes are causally dependent. A reply to the issues above can be found in [22] . It is argued that assertions in [56] are mainly related to only one of the two general domain types. Some real-world domains of the second type are given where ROC analysis is expected to be valid in spite of varying class distributions.
ROC convex hull and model selection
Applying ROC analysis to model selection enables the selection of an optimal model after information about the operating characteristics of the model deployment is obtained. The final choice of which model is the most appropriate is thus postponed until the deployment stage. A common selection procedure is described in [26] . Class distribution and error costs are combined to determine the slope of an auxiliary line positioned on an arbitrary location on the ROC graph. Afterwards, the line should be shifted in direction of the upper-left corner of the ROC space, until it touches the ROC convex hull (ROCCH, defined below) in one single point (i.e. the line becomes a tangent to the ROCCH). This point represents the optimal classifier for given operating characteristics.
ROCCH itself is a line connecting classifiers which may be optimal for some operating characteristic. This line is convex and no classifier can exist in the part of ROC space above it. Given a set of classifiers, their ROCCH can be generated by the following procedure. Classifiers have to be sorted according to their TPR values and plotted on an ROC graph. Afterwards, the line is constructed starting in (0,0) and connecting consequent points on the graph in a way that the slope is always maximal possible. By repeating this step, one finally reaches the default classifier in (1, 1) , and all classifiers with minimum expected cost are located on the ROCCH. As an ROC curve, ROCCH is also useful when target conditions are completely unknown, representing a global performance indicator over all possible conditions. Figure 5 shows ROC curves of classifiers B and C together with their ROCCH. The key feature of ROCCH is that for some deployment contexts it may perform better than (and always at least equal to) the best of its constituent classifiers. In the figure such a case may be observed in the FP interval [0. 15, 0.40] .
High level of similarity and principal differences between ROC convex hull and ROC curve should be noted. Both are always monotonically non-decreasing, while a convex hull, as the name suggests, has to be convex as well. Nevertheless, some authors use a term "curve" when actually having in mind "convex hull", thus attention should be given when this distinction may be of importance.
Transforming an ROC curve into ROC convex hull is feasible since given any two classifiers in ROC space, arbitrary classifier on the line connecting these two may be obtained by assigning a weight to each of them and then choosing one randomly (according to the weights) every time a new example is processed. 
Model presentation
ROC analysis is based on graphical principles what makes it an appropriate tool for model presentation. As such, it visualizes performance and facilitates other activities concerning classifiers' analysis, e.g. model evaluation and selection, as well as our notion of a classification model. It may be combined with other visualization techniques, several of which are listed in Section 6, e.g., AUC has been put in the role of the y-axis of a learning curve technique [6] .
Model construction
Learning algorithms may be adjusted to aim at constructing classifiers with good ROC curves instead of optimizing other criteria. In [23] , the procedure implementing this idea for induction of decision trees is shown. The goal is to generate a decision tree for which its set of derived trees will result in an ROCCH with the maximum area under it. A novel splitting criterion for decision trees based on the AUC measure is defined. The criterion chooses the split which has the highest local AUC and is argued to be the first splitting criterion based on the estimated probabilities that is not a weighted average of impurities of the children.
A method with similar aims of obtaining multiple classification models from a single one is presented in [5] . These models focus on various target conditions and as such cover different areas of an ROC graph. The method is based on the finding that classifiers can carry additional information apart from their coordinates in the ROC space. Classifiers may often be divided into sub-components, each of them a classifier itself. As before, the approach is discussed more deeply for decision trees, but may be employed to other classification schemes, as well. Firstly, the leaves are ordered with regard to their probability of predicting a positive class. Predictions (positive and negative) in the leaves are then systematically varied, yielding new (biased) decision trees. It is argued that the method can only improve the ROCCH (as in the worst case the original classifier will dominate all derived ones) while at the same time being computationally cheap.
Another technique optimizing ROCCH has been presented in [50] , using inductive logic programming (ILP) as the main tool. Background knowledge used to construct the models is usually obtained without having in mind some particular target conditions in which such models will operate. Employing irrelevant information may result in suboptimal or even incorrect models, thus only an appropriate subset of all background knowledge should be considered for given conditions. Therefore, the main idea is to construct a convex hull by repeatedly running an ILP system on various subsets of background information.
Further, ROC curves may be used to experimentally find more suitable decision thresholds for naive Bayes classifier [37] . Authors treat the threshold as an additional parameter of a model which should be learned from given data. Posterior estimates in naive Bayes classifier are scores, not real probabilities, and in the case that independence assumptions do not hold, probability estimates of the classifier will be inaccurate. In such a case, there is no well-grounded reason to predict the class whose posterior probability is higher than 0.5 (in a two-class problem). The algorithm for a two-class case is an adaptation of the algorithm for drawing ROC curves. The one for multi-class problems is implemented using weights (one per class) which are determined by greedy hillclimbing search. Its weaknesses are that finding a local optimum is not guaranteed and that the result may change while altering the order of classes. Searching for globally optimal solution has not been taken into account since it would result in an algorithm being computationally intractable. However, both algorithms are ca-pable of considering non-uniform misclassification costs and are applicable to the recalibration of all learning methods which return class scores as a result.
Model combination
The idea of model combination is to combine a set of classifiers to obtain a hybrid model which demonstrates improved performance with respect to its component classifiers. One may combine different models, or alternatively, a single model with various parameter settings. A common principle which may be employed to this end is ROCCH [46] . With this technique it is possible to obtain a combined model which will classify at least as well as the best of its constituent models for all possible operating characteristics. Theorem in [46] states that a hybrid model can achieve a tradeoff between true and false positive rates given by any point on the ROCCH, not only the vertices (the latter represent given classifiers), which results in a fact that sometimes a hybrid can actually be superior to the best classifier known. ROCCH only includes classifiers that are optimal for some (FP,TP) pair and discards all other sub-optimal models which contributes to its spacial efficiency.
Another approach to model combination is given in [28] . Two methods (model assembly algorithms) are proposed to discover concavities in ROC curves and repair them. The idea is in adapting the predictions of questionable quality. This active manipulation of model performance is claimed to be a novelty. The goal of SwapOne algorithm is to enlarge the AUC of a probabilistic classifier by taking three models from different thresholds into account. A hybrid model is constructed by combining two better models and an inversion of the inferior one. The second algorithm, named SwapCurve, is designed to enlarge the AUC of a probabilistic classifier by detecting a section of ROC curve that is under its convex hull. Afterwards, the ranks of the instances in that section are inverted. The algorithm is claimed to be applicable to any model that computes a score or rank.
Improvements of the basic ROC technique
Since the basic ROC analysis is not able to answer all questions pertaining to classifiers' performance sufficiently, some extensions, approximations and other improvements have emerged over time. Some have been found to be useful while the practicability of others remains unclear. In this Section the following advantageous upgrades of the basic ROC approach are discussed: ROC convex hull, confidence intervals and confidence bands, extensions and approximations of ROC analysis to the multi-class case, variants of original ROC curves and AUC metric that takes scores and instance varying costs into account, and improvements that help to increase efficiency.
Robustness of classifiers
The ROC convex hull (ROCCH) determines the subset of classifiers that may be optimal. In this manner, a hybrid classifier, optimal for any target conditions, including imprecise class distributions and misclassification costs, may be constructed. In model selection, method selects the potentially optimal classifier for given target conditions. ROCCH is argued to be a more robust tool for measuring classifier performance than single-number measures, e.g. classification accuracy and AUC [47] . The authors claim that classification accuracy is not appropriate for evaluation and comparison of classifiers when none of the considered classifiers dominates the others on a full range of operating conditions. In such cases, it may happen that the classifier with the highest value of classification accuracy will not be the one with minimum cost for specific target conditions. Without providing these conditions no single-number metric may possibly be trustworthy and ROCCH is argued to be able to tackle the problem its own way. Ranges of operating conditions where some particular classifier is optimal may be specified by expressing them in the form of slopes of tangents to ROCCH. As a result, a table of such regionally optimal classifiers is obtained. The claims are supported by the experimental study of classifiers, such as decision tree, naive Bayes and k-nearest neighbor, applied to ten UCI repository datasets. ROCCH method has been furher tested on other datasets, including one from a credit domain and two from a direct marketing, and the performance of various classifiers has been compared through misclassification costs [4] .
A method to facilitate various tasks, robust to imprecise class distributions and misclassification costs, has originally been presented in [45, 46] . Auxiliary lines (mentioned before) also known as iso-performance lines have a characteristic that the expected cost of all classifiers located on it is equal. These lines are used to separate the performance of a classification model from the specific class and cost distributions. Similar approaches may as well be found in other techniques. Cost curves do not represent expected costs through the slopes of iso-performance lines but rather in an explicit form [16] . As such, they offer an alternative for visualization and are further discussed in Section 6. The lower envelope in cost space is equivalent to ROCCH in ROC space what is a consequence of duality of those two spaces. Each classification model defines a limit of a half-space and a lower envelope is then created by intersecting half-spaces of all given classifiers. The envelope may be employed as a tool for selecting the optimal model for the specific operating characteristic, i.e. the one minimizing cost.
A PR space (see Sect. 6) equivalent to ROCCH is presented in [12] as achievable PR curve. Algorithm for computing achievable PR curves is given there -it is based on computing the ROCCH in ROC space and transforming it to PR space. Firstly, points are transferred using simple contingency table calculations, and secondly, values between the newly computed points are interpolated. The latter step is not so straightforward as in ROC space, since values should not be linearly interpolated.
Reliability
For comparison and evaluation of two (or more) ROC curves, the AUC metric is traditionally applied. Since AUC is completely valid only when one classification model dominates the other, the need for more reliable (statistical) approaches has evolved.
One of the approaches is introduction of one-dimensional confidence intervals for ROC curves which may be constructed by Vertical Averaging (VA) [47] . The method is designed on the principle of sweeping over the FPR axis, fixing FPR at regular interval, and averaging TPR values of ROC curves being compared at each of these fixed FPRs (by computing the mean). From newly obtained (FPR,TPR) points, the averaged ROC curve is generated by employing linear interpolation (this is possible, since any classifier on the line connecting two other classifiers may be simulated, see Subsection 5.1). Finally, at these points of the curve, the vertical confidence intervals for the mean of TPR values are calculated. While the procedure is simple and such confidence intervals are suitable for maximizing TPR given some FPR value, authors state that they may not be fully appropriate for the task of minimum expected cost evaluation. A noticeable disadvantage is that generally FPR may not be controlled by a researcher [19] . An example of the VA method usage is given in Fig. 6 where confidence intervals are presented by vertical lines. Two dotted lines connecting all upper, respectively lower ends of confidence intervals represent confidence bands mentioned in the last paragraph of this subsection. To overcome the potential disadvantage above, Threshold Averaging (TA) has been introduced [19] . Instead of fixing FPR, the technique is based on fixing the threshold of a scoring function. A set of thresholds is first generated. Afterwards, for each of these thresholds a relevant point on every ROC curve under comparison is located. The points (on different ROC curves) belonging to the same threshold value are then averaged using mean. In the resulting points confidence intervals may be calculated by applying standard deviation as in VA, the difference is that now horizontal intervals may be produced as well. On the other hand, TA makes additional requirement that a classifier is able to issue scores. Moreover, since scores should not be directly compared across different classifiers, care should be taken when using this technique on their ROC curves, as the resulting averaged curve may be misleading. TA example may be seen in Fig. 7 . As before, dotted lines denote the produced confidence bands. With the aim of obtaining a more robust statistical technique, methods for generating confidence bands for ROC curves are discussed in [40] . As ROC analysis has long been used by medical researchers, authors argue that it may beneficial to introduce these techniques and evaluate their fitness on various machine learning tasks. Authors in [40] present their methodology for constructing confidence bands by employing two existing machine learning techniques for generating confidence intervals, namely VA and TA, and introducing three techniques used in the medical field. The main idea of the methodology is that selected points produced by any of these methods are afterwards connected to form the upper and lower confidence bands of a ROC curve. An empirical evaluation has shown that bands generated by applying VA and TA methods are too tight. In the case of TA, this may also be a consequence of the procedure to convert confidence intervals into bands -horizontal intervals (FPR) have simply not been considered. The method which performs best in the evaluation is one of the three introduced from medicine -Fixed-Width Bands (FWB) method, of which an example is visualized in Fig. 8 .
Generalization to multi-class problems
Original ROC analysis can only handle two-class decision problems. This is often satisfactory since numerous problems exist where the decision has to be made between two alternatives. Nevertheless, there are domains where three or more categorical alternatives should be considered. As the goal could be reached through the two-class ROC analysis by decomposing a multi-class problem to a number of binary problems, this often imposes a difficulty of dealing with such a system and understanding it. As a result, generalizations to multiclass ROC analysis have been developed. Since a contingency table for a nclass problem contains n · n elements (n correct classifications on the major diagonal, misclassifications elsewhere), the computational complexity becomes an important issue. The number of different misclassifications boosts up to n 2 − n, making it questionable how a reasonable visualization should look like. The outline of such issues can be found in [39] .
ROC analysis has been extended to three-class decision problems in [42] . ROC surface can then be plotted in three dimensions. The volume under the ROC surface (VUS) for three-class problems is analogous to the AUC metric in two-class decision making and equals the probability that the classifier will correctly sort three items containing a randomly-selected instance from each of three classes. ROC surfaces can be compared via comparison of maximum information gain on each of them. A potential problem of three-class ROC analysis might be in estimating probabilities which is intellectually more complicated than in the two-class model. Domain experts in many fields of practice (e.g. physicians) make decisions between two classes without stating probabilities. Three-class case thus only adds difficulty of making good probability estimates. While with two classes estimates are needed for one pair of outcomes, in the three-class case the number of outcome pairs increases to three. The reliability (consistency from case to case) and validity (accordance with expert's opinion) of those estimates can thus become questionable.
It has been demonstrated that principles of ROCCH extend to multi-class problems and multi-dimensional convex hulls [49] . Optimal classifiers are shown to lie on the convex hull for arbitrary number of classes. In the latter work the author argues that given a finite set of points, the minimum value of any real-valued linear function is reached at the vertices of the convex hull of the points. This determines the position of classifiers with minimum cost and follows from results about convex sets that represent the base of linear programming algorithms.
One approach to the extension of AUC measure to the multi-class case is presented in [44] . All classes are, one by one, put in the role of a reference class (i.e. class 0), while at the same time, all other classes represent the alternative class (i.e. class 1). AUCs for all the resulting arrangements are calculated -put differently, the one-versus-all strategy is applied. Afterwards, the final AUC is obtained by computing the weighted average of above partial AUCs, where the weight of each AUC is proportional to the prevalence of its corresponding class in the data. The weakness of this approach is that the final multi-class AUC is sensitive to class distributions (and misclassification costs).
Another multi-class generalization of AUC is available in [33] . Since AUC itself does not offer an obvious extension to multi-class problems, it has been considered in the equivalent probabilistic form (see Section 2). A generalization is done by aggregation over all pairs of classes. Firstly, AUCs (more exactly, their approximations) for all possible combinations of (different) classes are computed. Then, the sum of these intermediate AUCs is divided by the number of all possible misclassifications. This averaging of pairwise comparisons is insensitive to class distributions and misclassification costs. One interesting feature of a new measure is, that its value becomes substantially higher for small improvements in pairwise separability. The extension is invariant to monotonic transformations of estimated probabilities. It should be noted that authors, in the view of representation adopted in our article, use swapped axes on an ROC graph.
An extension to the AUC measure in the form of VUS has been presented in [25] . The trivial classifiers, minimum and maximum VUS and the equations are given in the paper. The procedure of computing the polytopes (a multidimensional geometric object with flat sides; a polygon is a polytope in two dimensions) for the set of classifiers is presented. It consists of forming constraints (linear inequations) which are then solved by Hyperpolyhedron Search Algorithm (HSA). Volume of the hyperpolyhedron is computed using QHull algorithm [3] . This way, VUS of any classification model for any number of classes may be gained. The disadvantage of this technique is its inefficiency for a higher number of classes. It should be mentioned that authors use different representation of a ROC graph by plotting FNR on y-axis against FPR on x-axis. In this case, the goal becomes the minimization of area under the ROC curve what is essentially equivalent to maximization of the area above the ROC curve (AAC). However, the authors are consistent with the terminology and refer to the AAC as AUC.
Considering costs, ROC analysis has also been extended through the perspective of an optimization problem [18] . The latter has been used to define ROC surface for the n class decision problem with the aim of minimizing n · (n − 1) misclassification rates. Final solution to the problem is finding the optimal trade-off surface between different types of misclassification, known as Pareto front. Pareto front is represented by a set of all Pareto optimal solutions, each of them, in turn, being a solution not dominated by any other possible solution. An evolutionary algorithm for locating the Pareto front (based on greedy search) has been presented. In addition, a multi-class generalization of the Gini coefficient has been proposed. A similar multi-class generalization of ROC analysis to [18] is given in [49] (already mentioned in this subsection). It says that if classifiers for n classes are considered to be points with coordinates assigned by their n · (n − 1) misclassification rates, then optimal classifiers lie on the convex hull of these points.
Cost-sensitive optimization is further discussed in [38] . It is argued that no method is known for handling multi-class ROC analysis for large numbers of classes. Algorithm in [18] , for instance, is claimed to be only tested on domains with few classes and may become intractable since it uses sampling of operating points. A pairwise approximation is introduced to this end, which examines interactions between operating weight pairs (two-class ROC curves). The algorithm considers the most interacting pairings and the most expensive errors. Since some interactions are removed, the method becomes extensible to a large number of classes. Greedy hill-climbing algorithm in [37] can also be used for cost-sensitive optimization. One deficiency of the algorithm is that finding a local optimum is not guaranteed. Moreover, the result is influenced by the order of classes.
Yet another extension is available in [13] . It is demonstrated how a multiclass classifier can be directly optimized by maximizing VUS. This is accomplished in two steps. Firstly, the discrete U-statistic (that is equivalent to VUS) is approximated in a continuous way. Secondly, the resulting approximation is maximized by gradient ascent algorithm. The drawback of this approach is in its exponential time complexity.
Considering Scores
AUC ignores the scores (i.e. posterior probabilities of the positive class) and considers only ranks of the scores (i.e. order). Since a part of the information is ignored, this may lead to suboptimal results, for instance, overfitting the test set when selecting classifiers with high AUCs. Nonetheless, the advantage of the original AUC is the independence of any distribution assumptions. Intuitively, a kind of trade-off should be reached.
One option on how to evaluate the success of learning is to replace AUC by using some another measure, e.g. information gain, Brier score or LogLoss. However, these alternatives ignore the order. Another solution is to apply confidence bands for ROC curves [40] . Effect of those bands on AUC is, nevertheless, claimed to be unclear in the case that probabilities are non-uniformly distributed from 1 to 0 [24] . The third possible approach is to use one of the four evaluation methods developed by various authors, described in the following. These measures consider both -scores and ranking -and are derived from the basic AUC metric.
Like with the basic AUC, their values can be calculated directly without the explicit construction of corresponding ROC curve variants. All variants also underestimate the value of the basic AUC. AUC may be generalized to a form in which basic metric and its variants can be expressed more uniformly. Such a generalization has been carried out in [54] . To calculate the value of any AUC variant for a given set of instances, we traverse all possible pairs of one positive and one negative instance and accumulate values of the difference function (called also the modifier function in [54] ) for every pair. Difference function handles the difference of scores of the two instances in the individual pair. Afterwards, we divide the intermediate result with the number of all possible pairs. The generalized form of AUC may thus be interpreted as the mean value of the difference function for a set of instances. It is obvious that AUC and its variants diverge only in their difference functions, i.e. the way how the score difference is dealt with. Difference function for the basic AUC is the step function.
The proposed four variants of AUC metrics are briefly summarized in the following. (probAUC) , is presented. Its difference function is defined using the probability and uniform (or alternatively normal) distribution. The probAUC metric may be interpreted as the mean of the (i) average predicted probability of belonging to the positive class issued for positives and (ii) the average predicted probability of belonging to the negative class issued for negatives. Although probAUC for the most part underestimates the value of AUC, the opposite may happen as well (as seen for the instances no. 11, 12 and 14 in Table 2 ). Since such performance can no longer be visualized by the basic ROC curves, an approach for drawing probROC curves (with area under the curve equal to the probAUC) is given. Authors find it useful to maintain the principle of ROC curves as they offer a way of selecting a classification threshold during the algorithm execution. As well as the ROC curves, the probROC curves are also constructed in ROC space. When constructing the probROC curves, probabilities denote the curve intervals. These curves have usually smoother shapes, main distinctions can especially be noticed in cases when the original ROC curve is unreliable (few instances, small differences between scores). For larger instance sets, the probROC curve behaves similar to the basic ROC curve. 2. The second variant is scored area under the ROC curve (scorAUC) [61, 60] .
Its value is equal to the area under the scorROC curve. The scorROC curve illustrates how quickly the AUC deteriorates if positive scores are decreased, i.e. how sensitive is classifier to the shift of score values, and scorAUC accumulates this information into a numerical metric. The scor-ROC curve is constructed in a space not much alike to the ROC space -here, the x-axis denotes value of the parameter τ , indicating the decrease degree of the positive scores, and y-axis denotes the AUC value of such a modified set. The difference function for the scorAUC is the step function, weighted by the difference of the scores. The scorAUC always underestimates the value of AUC metric -their values are equal only when a classifier issues perfect scores for the set of instances, i.e. predicts 1 for every positive instance and 0 for every negative instance (as seen from the example in Tab. 2). Since the scorAUC employs both, scores and ranks, the authors argue that it could be used as a statistic for testing the diversity of two samples (similar to the Wilcoxon-Mann-Whitney statistic). 3. Third variant, named softened area under the ROC curve (sondAUC), has been proposed in [35] . The sondAUC is actually a generalized version of scorAUC. Difference functions are the same with the one exception -in the case of sondAUC, the difference between scores is raised to the power of some chosen parameter q, which is not the case with the scorAUC. The purpose of the exponent q is to regulate sensitivity and robustness to ranking alterations, which gives the user greater flexibility when selecting classifiers. By increasing q, the sondAUC usually becomes more sensitive and less robust to variations in ranking order. If the value of parameter q is set to 0, the sondAUC becomes the basic AUC metric. 4. The last variant is called soft AUC (softAUC) [9] . Besides considering the scores, the main motivation for defining such a metric was its continuity and differentiability; the resulting softAUC therefore possesses all these features. The difference function of the softAUC is a sigmoidal function (more precisely, a logistic function) with parameter β. The sigmoid has a role of approximating the step function smoothly and converges to the latter as β → ∞, i.e. the softAUC becomes equal to the basic AUC in such a case.
Methods of drawing probROC and scorROC curves have been presented together with their corresponding AUC variants, while the notion of sondROC and softROC curves has not been explicitly mentioned. All four variants are softer than the basic AUC as they aim at smoothing the difference function of AUC. As such, they are intuitively expected to be more robust for small data sets. Difference functions of probAUC, scorAUC and softAUC variants are visualized in [54] . Table 2 : Instance sets presented by predicted probabilities and true classes, with calculated values of AUC and its variants for each set # set of instances AUC probAUC scorAUC sondAUC softAUC q β 1a 1.00+ 1.00+ 1.00+ 0.00− 0.00− 0.00− 1.000 1.000 1.000 1.000 1.000 1/7 20.0 1b 1.00+ 1.00+ 1.00+ 0.00− 0.00− 0.00− 1.000 1.000 1.000 1.000 0.999 1/7 7.0 1c 1.00+ 1.00+ 1.00+ 0.00− 0.00− 0.00− 1.000 1.000 1.000 1.000 0.881 1/7 2.0 1d 1.00+ 1.00+ 1.00+ 0.00− 0.00− 0.00− 1.000 1.000 1.000 1.000 0.731 1/7 1.0 1e 1.00+ 1.00+ 1.00+ 0.00− 0.00− 0.00− 1.000 1.000 1.000 
Example 1. In Tab. 2 we provide an artificial example, intended to illustrate behaviors of different AUC variants. The table contains 15 example data sets comprised of five examples. Each example is represented by its probability of belonging to the positive class (denoted with a real number) as predicted by a

classifier (i.e. scores), and a sign denoting true classes (+ denotes the positive class and − denotes the negative class). For each data set, the values of the basic AUC and its four variants are calculated. A couple of data sets (no. 1 and 9) are used several times (thus annotated with suffixes a-e) for different values of parameters
interpret 0 as a positive instance and 1 as a negative).
A much more extensive analysis of the three AUC variants, namely probAUC, scorAUC and softAUC, has been provided in [54] , where their performance is claimed to be questionable. It is argued that none of the variants should surpass the basic AUC, at least when applying them to evaluation and selection of classifiers. The variants are all claimed to be biased with the variance possible in either direction, what makes their theoretical foundations unsteady. Nevertheless, the probAUC and the softAUC with appropriately chosen parameter values are recognized as exact approximations of the basic AUC metric.
Considering Instance-Varying Costs
One of the limitations of ROC graphs is their inability of handling problems where misclassification costs vary from example to example of the same class. Such costs are called instance-varying costs (also, example-specific costs) and appear quite often in real-world problems. ROC graphs use true and false positive rates to construct a curve and assume that errors of one type are all equal.
A ROCIV graph, a transformation of the original ROC graph, is an approach to struggle with instance-varying costs [21] . The intuitive interpretation of a ROCIV curve is that the axes are scaled by example costs within each class. In such manner, the y-axis represents the true positive benefit, while the xaxis represents the false positive cost. A ROCIV curve is constructed similarly as a ROC curve: for each positive (negative) instance, its benefits (costs) are incremented accordingly. The interpretation of the area under the ROCIV curve (AUCIV) is related to the one of the original AUC and equals the probability that the classifier will rank a randomly chosen positive instance higher than a randomly chosen negative instance given that each is chosen in proportion to their costs. If instance costs in a given class are all equal, the ROCIV graph is identical to the ROC graph. ROCIV graphs may offer more accurate picture of classifier quality in domains where error costs are not uniform within a single class and may prefer different classifiers (in different regions of the problem space) than traditional ROC graphs. On the other hand, the original ROC graphs presume that true and false positive rates of the test set will be similar to those in the training set. In the case of ROCIV graphs a new presumption arises, that the instance costs will also be similar. This new presumption is in contradiction with the feature of ROC curves that they are cost-invariant, and represents a potential drawback. A ROCIV curve thus becomes sensitive to variations in inter-class misclassification costs, but remains insensitive to intraclass variations. Inter-class error cost distributions in training and test sets should therefore be additionally checked for consistency.
Efficient computation of the AUC
Repetitive computations of AUC can be relatively time-consuming. Since such computations are important for many techniques, such as the methods for direct optimization of AUC, aspirations for more effective algorithms emerged.
In [9] , a polynomial approximation of AUC has been presented. Similarly as in the case of AUC variants, the only distinction between the exact (basic) AUC and its approximation is in the difference function: step function is replaced by a general form of a polynomial. The degree of a polynomial should be chosen deliberately, optimizing the relation between accuracy and performance. The approximation is claimed to be more accurate than sampling, being computable in one pass over the database and thus having linear time-complexity.
Alternatives to the tools of ROC analysis
In this section, some other techniques which may be used instead of the ROC graphs are listed and discussed. Some of them are strongly related to the ROC graphs while still providing an alternative form of presentation which may be favorable in particular domains.
Detection error tradeoff curve (DET curve)
is an approach to performance comparison, presented in [41] . It is based on the principles of the ROC curves, nonetheless, in DET space, y-axis denotes FNR instead of TPR (as shown in Fig. 9d ). This way the error rates are plotted on the both axes which have normal deviate scale. Such a scale makes curves in DET space nearly straight lines. If classifiers perform well enough, the plot may be limited to the lower-left quadrant. Both modifications spread the curves and facilitate their evaluation. In this form of representation an ideal classifier is situated in the lower-left corner.
Loss comparison plot (LC plot) and Loss comparison index (LC index)
have been presented as another alternative [1, 2] . LC plots are intended to compare the classification models by explicitly showing cost values for which some individual model is better (shown in Fig. 10a ). The triangular form represents belief distribution of a quotient of misclassification costs, i.e., what is the confidence that some particular quotient value will appear, and its area is defined to be equal 1. LC index, further, is a comparative measure of the classifiers' performance which makes it possible to employ any available information about the relative importance of two misclassification types. LC index does not represent an absolute index of performance and should not be interpreted as an expected loss. Both techniques are of a benefit if some information about the ratio of misclassification costs, including the interval of possible ratio values and the most probable ratio value, is available. 3. Lift chart is a technique similar to the ROC graphs and is commonly used in some branches of data mining [57] . It is defined by TP on its y-axis and the size of a subset (proportion) on its x-axis (as shown in Fig. 9e ) which makes it sensitive to the variations in class distribution. 4. Calibration chart (also calibration plot, calibration graph) is an approach that demonstrates how well a given classification model is calibrated, and can be used to recalibrate it [10] . Calibration chart plots the actual probability on y-axis against the predicted probability on x-axis (as shown in Fig. 10c ) and is sensitive to changes in the class distribution. It cannot reflect the sole quality of classification but is able to recognize a classifier's bias, which can be used as a performance measure [55] . 5. Learning curve plot is another graphical technique for visualization of a classifier's performance. x-axis measures the size of a training set while y-axis indicates the performance of a classification model (as shown in Fig. 10b ). As such, a learning curve depicts how the amount of learning depends on the number of instances in the training set and shows when the continuation of learning has no further effects. It can be used for comparing classifiers built on different data set sizes. As a measure of classifier performance (y-axis) the AUC can be applied [11, 52] . Learning curve with the AUC on the y-axis is further studied in [6] , where methods for incremental updating of exact AUC learning curves and calculating their approximations are given. 6. Cost curve is a method developed with the aim of redressing the tools of ROC analysis [16] and seems to be one of the most promising among various alternatives to ROC graphs [14, 15] . Information implicitly contained in ROC graphs is presented explicitly with cost curves, the approach is therefore claimed to be more clear. Ranges of class distributions and misclassification costs for which one classifier is superior to other models may be easily obtained, as well as quantitative differences between them.
On the x-axis, the probability-cost function for positive instances is represented, while the y-axis represents the normalized expected cost (as shown in Fig. 9f ). The area under such a curve measures the final expected cost. An ideal zero-cost classifier lies on the x-axis. Both representations are dual, i.e. a point in the ROC space may be translated into a line in the cost space, whereas a line in the ROC space converts into a point in the cost space.
7. PN graph is a graphical technique in close relation to ROC graphs. It plots TP on y-axis against FP on x-axis (as shown in Fig. 9c ) and can be transformed to an ROC graph by scaling both axes to the interval [0.00, 1.00]. Both relatives have been compared in [30] and [31] . Acronym PN is derived from the titles of both axes, as the y and x are sometimes labeled as "P" for covered positive examples and "N" for covered negative examples, respectively. 8. Precision-recall curve (PR curve) is an alternative which is often used in information retrieval and can be beneficial in cases when the class distribution is highly skewed (i.e., highly imbalanced). In PR space, precision on the y-axis is plotted against recall (which is equal to TPR) on the xaxis (as shown in Fig. 9b ). An ideal classifier is located in the upper-right corner of the PR space. PR and ROC curves are compared and studied in [12] , where it has been demonstrated that a curve of a given classifier dominates in the ROC space if and only if it dominates in the PR space as well. An important difference is that in the PR space the curve should not be constructed by linearly interpolating values between two points, i.e. it is incorrect to simply connect two (distant) points with a straight line. To present a meaningful LC plot (Fig. 10a) Fig. 10b , only three points are therefore actually related to our ROC graph example in Fig. 9a , namely those three which represent AUC value for 200 instances. In a similar way, the calibration chart in Fig. 10c is based on the data not contained in the ROC graphs, but rather on the additional information gained from the data set.
Conclusion
In our paper we presented the basic concepts of ROC analysis in the area of machine learning. We explained the basic notions of this approach as well as the well-known ways of how the ROC curves and the AUC measure can be employed to tackle different classifier optimization problems.
Important improvements of the basic two-class ROC curves and the AUC metric, including their generalizations to the multi-class case, have been mentioned. Further, we shed some light on alternative approaches. The resulting survey provides relevant information gathered on one place, and may serve as a signpost to other articles where the topic is discussed in greater detail.
Since the ROC analysis is still becoming increasingly popular in the field of machine learning, this review shall still be complemented with other approaches and possible improvements. This, as well as analyzing applications of ROC analysis in other machine learning areas (e.g. in regression), is the intended focus of our further work.
