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Introduction

27
Since laser technology has been developed for years, it has work involved developing a refractometer to measure the 54 salinity of seawater based on measuring the laser beam de-55 viation with a one-dimensional(1D) PSD. 7 The resolution of 56 measuring salinity reaches 0.002 g/kg with the measurement 57 range from 0 to 40 g/kg. Besides the salinity, other quantities 58 of seawater, for example, the turbidity, are very important for 59 the oceanology. This information, which is highly associated 60 with the power distribution of laser spot, cannot be retrieved 61 from neither 1D PSD nor two-dimensional(2D) PSD, for ex-62 ample, the quadrant photodiode. 8 Because of this, the CCD, 63 which is sensitive to the power distribution of light, is con-64 sidered to be a replacement of the PSD. To achieve this, it 65 is necessary to have a performance comparison between a 66 CCD-based system and a PSD-based system, and prove that 67 a CCD-based system could at least obtain the same resolution 68 in laser beam deviation measurement.
69
To retrieve the position information from the images cap-70 tured by a CCD, a localization method is needed to be ap-71 plied to the images. Several previous researches involved 72 different localization algorithms. Canabal et al. 2 compared 73 three localization algorithms: centroid, Gaussian fitting, and 74 Fourier transform. Welch 9 worked on the effects of the win-75 dow size and the shape on the centroid algorithm. Bobroff's 76 article 10 describes the theoretical limits on the ability to lo-77 cate a signal position. The comparison between a quadrant 78 diode-based system and a CMOS-based system was studied 79 by Scott et al. 8 Other researches on the CCD-based laser 80 beam deviation measurement has focused on the comparison 81 among several post-processing techniques 11 and estimated 82 those algorithm accuracies, 12, 13 including system error and 83 resistances by the output electrodes, which are inversely pro- 
where I 1 and I 2 are the electrode photocurrents, L is the system. The image-capture process of a CCD-based sys-141 tem contains sampling, amplification, and quantization. It 142 first samples the optical intensity and then converts the sam-143 ple into a signal charge, which is transformed into voltage 144 through a common output. After voltage quantization, all sig-145 nals are processed by the post-processing algorithm to cal-146 culate the position. As mentioned in Sec. 1, many algorithms 147 can be used for laser beam position calculation. Algorithm 148 selection is based on the definition of the laser beam posi-149 tion, which highly depends on the applications. To compare 150 with a PSD, the definition of the laser beam position should 151 be defined as the same as the PSD-based system, which is 152 the gravity center of the laser spot. Therefore, the centroid 153 algorithm has been used here to calculate the gravity center 154 due to its simplicity.
155
To analyze the resolution of the CCD-based system, a 156 laser beam distribution model should first be introduced. A 157 Gaussian beam is commonly used as a laser intensity model. 158 A Gaussian beam g(x, y) with peak intensity I 0 and beam 159 waist r 0 is expressed as:
After sampling by the pixels of the CCD, we can get the 161 sampled signal: 
which results in the following formula by Fourier 172 transformation:
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where and centroid method. The following relationship exists:
The systematic error e c caused by the sampling, quantization,
186
and centroid algorithm could be calculated by substituting
187
Eqs. (6) and (7) and used for correcting the resolution in noise, background noise, light photon noise, and laser spot.
203
As a reference, in a noisy environment, the equation that 204 expresses the original position x 0 ′ is listed below: 
The ratio between the calculated distance d ′ and the moved 220 distance of the laser spot could be expressed as follows:
The systematic error caused by noise can be eliminated or at 222 least reduced in both the capture and post-processing phases. 223 Applying a threshold in the post-processing algorithm can 224 efficiently eliminate the readout noise and background 225 noise. Another post-processing way to reduce noise is to 226 average it using multiple images. If N images are used for 227 the calculation, the noise variance will be dropped to 2/ √ N . 228 Temperature also has a very close relationship with the 229 noise. Typically, the CCD temperature should be reduced 230 as much as possible. In the laser deviation measurement 231 system, the temperature increase caused by the laser also 232 increases the noise. In the capture phase, the use of a pulsed 233 laser and synchronized exposure can solve this problem. 234 In Secs. 4 and 5, experiments applying these methods to 235 improve the resolution are described.
236
For a PSD-based system, the systematic error is mainly 237 due to the amplifier asymmetry for the two current signals I 1 238 and I 2 , ambient light, physical construction of the detector 239 head, and y-axis displacement. 20 
309
The saturation of the CCD is defined as the maximum 310 amount of charges that the image sensor pixel can collect.
311
This amount of charge a pixel can hold in routine operation 312 is called its full well capacity. 22 One effect of saturation is fore real saturation occurs. 23 Another influence is blooming.
321
When the image pixel full well capacity is reached, the more 322 generated charges or the charges that cannot be transferred 323 will pollute the adjacent image areas. A typical phenomenon 324 of blooming is the appearance of a white streak or an erro-325 neous pixel signal value near the high intensity pixels. With 326 respect to measuring the displacement of the laser beams, 327 blooming leads to unexpected and nonrecoverable results, so 328 it should be avoided at all cost. If the camera gain is carefully 329 adjusted to limit the ADC work in the linear full well capac-330 ity, blooming will not occur when saturation is just observed. 331 For the application discussed in this paper, the gravity center 332 of a given laser spot is highly related to laser spot intensity, 333 hence, saturation should be avoided in the measurement. 
347
A diode laser at a wavelength of 635 nm was mounted on 348 a motorized three-dimension micro-positioner with a mini-349 mum step size of 0.1 μm, which moved along the x axis of 350 the image under the control of a computer. The laser was 351 directly pointed at a PSD or a DALSA camera, 26 which of-352 fers a 1280×960 resolution and a small 3.75×3.75 μmpixel 353 size. In order to control the power of the laser, a polarizer and 354 a filter were set up between the laser and the camera. This 355 setup is shown in Fig. 2 . The CCD is removable and can be 356 replaced by a PSD. used to obtain the reference position and the laser beam waist.
378
The average Gaussian center of the images calculated by a Fig. 4 The estimate of the center and the standard uncertainty of the systematic error against the number of processed images. The curve with squares is the estimate of the calculated center; the curve with circles is the standard uncertainty of the systematic error. The systematic error is assessed by comparing the estimate of the calculated center with the reference center (663.69 pixels). The original point of coordinate is the left bottom corner of the image.
images give more noise samples, making the center of noise 399 more stable. The standard uncertainty remains at a level of 400 less than 0.056 pixels, which gives a high level of precision. 401 However, the center given by the experiment is less than 402 642.9 pixels, which has a large deviation from the reference 403 center 663.69 pixels. According to Eq. (11), the large system-404 atic error is caused by the noises that will lead to the measured 405 distance being much less than the actual distance. Although 406 the result shows a large systematic error, the variance of both 407 estimate of center and standard uncertainty caused by the 408 variance of the processed image number is quite small. That 409 is to say, the resolution of CCD-based systems do not highly 410 depend on the number of processed images. It is a good way 411 to improve speed without greatly reducing resolution. 
Threshold 413
As the number of processed images will not dramatically 414 affect the resolution of a CCD-based system, 10 images 415 were selected for the calculation in the later experiment. 416 As illustrated in Sec. 5 The estimate of the center and the standard uncertainty of a systematic error against the threshold. The curve with squares is the estimate of the calculated center; the curve with circles indicates the standard uncertainty of a systematic error. The systematic error is assessed by comparing the estimate of the calculated center with the reference center (663.69 pixels). When the threshold is larger than the level of noise 9, both the systematic error and the standard uncertainty are very small. The original point of coordinate is the left bottom corner of the image.
Optimum Image Window Size 432
Figure 6 describes how image window size affects resolution.
433
The results are calculated with no threshold and 10 images. window decreases linearly. To improve speed by using a 443 smaller image window, the size of the image window should 444 be carefully adjusted according to the performance required 445 from the application. 
Laser Beam Power and Saturation 447
The power of the laser beam is related to the signal photon 448 noises, which overlay the Gaussian spot. An extremely high 449 laser beam power will lead to saturation or even blooming. 450 All the signal photon noises, saturation, and blooming will 451 interfere with the systematic error and its uncertainty of a 452 CCD-based system. To figure out the systematic error and 453 uncertainty according to different laser beam powers, an ex-454 periment was designed and implemented. images were captured in 1 second. For PSD, the laser beam 500 position was calculated by averaging the 10,000 PSD signal 501 samples, while the average image of 65 images was used to 502 compute the laser beam position by the centroid algorithm 503 with threshold 10 applied. To obtain a full-range compari-504 son, five zones that are oriented from the center of the sensor 505 were chosen to perform the measurement. In each zone, the 506 micro-positioner was moved by 50 steps. To guarantee that 507 a complete laser beam is contained in the active sensor sur-508 face, the range of the measurement is set to the range of -1 to 509 + 1 mm according to the laser beam waist (46.6 pixels in this 510 experiment). The laser was synchronized with the camera 511 exposure by a National Instrument DAQ card in pulse mode. 512 The CCD saturation is avoided by applying a polarizer to re-513 duce the laser power and setting the exposure time to 13 μs. 514 All the experiments are carried out in a dark room to obtain 515 the best performance. 
Resolution 517
For comparing the resolution of both methods, these centers 518 for PSD, and CCD-based systems with different units were 519 converted to distance. The slope of the best fit line indicates 520 the ratio between the measurement unit and the distance. 521 Thus the slopes are used to convert the measurement units 522 to distances which are listed in Table 1 . In this table, the 523 slopes for a CCD-based system are very close to the inverse 524 of the image pixel size (0.267 pixel/μm), which shows that 525 the systematic error of the CCD-based system is very small 526 according to Eq. (11). The uncertainty of the systematic error 527 can be evaluated by the standard deviation of the error ac-528 cording to the best fit line. The estimate of calculated centers 529 and the error according to the best fit line of both a CCD and 530 a PSD in each measurement zone are depicted by Fig. 10 , 531 which shows good linearity for all the zones. The chart in the 532 second row of Fig. 10 shows that the error of the PSD-based 533 system is larger than that of the CCD-based system. The 534 standard uncertainty of the errors in each zone are plotted 535 in Fig. 11 , from which we can observe that the uncertainty 536 of the PSD-based system will gradually increase as the laser 537 beam leaves the center. In contrast, the CCD-based system 538 presents a good consistency in all the positions, with an av-539 erage standard uncertainty ±0.068 μm. It is obvious that the 540 uncertainty of the CCD-based system is much less than the 541 uncertainty of the PSD-based system (average standard un-542 certainty ±0.1077 μm) under the same operating conditions. 543 And the resolution of the CCD-based system is insensitive to 544 the laser spot position compared to the PSD-based system. 545
Speed 546
During the experiment, the duration of both capture and pro-547 cessing was recorded simultaneously. The program was im-548 plemented in C and was carried out in a DELL notebook 549 LATITUDE E6500. For the PSD-based system, the duration 550 contains not only the time used for capturing, sampling, and 551 digitalizing, but also the time elapsed for calculating the av- the systems. The time cost by PSD processing is very short, 556 with an average of 0.35 ms. The primary time cost of the 557 PSD-based system is capture, which highly depends on the 558 sample rate of the external circuit. Compared with the stabil-559 ity of the time cost associated with the PSD-based system, 560 the time cost of the CCD-based system depends greatly on 561 the storage access time (store and load), which takes 80.4% 562 of the total time on average due to the low speed of the 563 
Image window 602
Another way to reduce the processing time is to diminish the 603 image size. To maintain the measurement range, the length 604 of the image window remained at 4.6 mm (1280 pixels) 605 and the width of the image window was diminished from 606 267 pixels to 250, 200, 150, 100, and 50 pixels. The same 607 image set was used but preprocessed by an image window 608 algorithm, which generates the desired image size. According 609 to the Sec. 6.3.1, 10 images were used for calculating the Q9 610 position of the laser beam to obtain the worst resolution. The 611 uncertainty of the systematic error and time cost are depicted 612 in Fig. 14 Binning is the process of combining charges from adjacent 627 pixels in a CCD during the readout phase. It will improve the 628 readout speed at the expense of reducing the image dimen-629 sion in pixels (number of image pixels). Since the charge of 630 adjacent pixels will be read out at the same time, the read 631 out noise of the CCD working in binning mode will decrease 632 compared to the CCD working in non-binning mode. How-633 ever, the background noise will increase due to a larger expo-634 sure area per pixel unit. An experiment of binning was carried 635 out under the same environment as the previous experiments. 636 A2×2 binning was applied for the measurement, thus image 637 dimension reduced to 640×133 pixels. To verify the effect 638 The performance of a CCD-based system could be 676 adjusted by adjusting different parameters. A small image 677 window size is useful not only for increasing the resolution 678 but also for improving the speed with the limitation that 679 the laser spot should be entirely contained in the image. 680 Applying a threshold to the noise level could efficiently 681 reduce the systematic error. To improve the speed, binning 682 is an alternative means, but the noise level should be 683 reconsidered to choose a proper threshold. Saturation hides a 684 lot of the laser spot information and thus should be definitely 685 avoided. According to the analysis and experiment results 686 provided in this paper, a CCD-based system can obtain better 687 resolution than a PSD-based system with a comparable 688 speed to a PSD-based system by adjusting these parameters. 689 This makes the CCD a better alternative to the PSD in beam 690 deviation measurement applications. Furthermore, the CCD 691 records all the power distribution information of the laser 692 spot, thus giving the capability of measuring the power 693 distribution sensitive quantities, such as the turbidity of 694 seawater.
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