Abstract. In this article, we report on sixth-order and seventh-order iterative methods for solving nonlinear equations. In particular sixth-order derivative-based and derivative-free iterative families are constructed in such a way that they comprise a wide class of sixth-order methods which were developed in the past years. Weighting functions are introduced to enhance the algorithmic efficiency whereas an appropriate parametric combination gives weight-age flexibility in between those weighting functions. The usage of weighting factors and weighting functions define a wide class of iterative schemes for solving nonlinear equations. The freedom to construct different parametric combinations as well as different forms of weighting functions makes the iterative schemes more accurate and flexible, It means that one can easily modify the scheme by changing weight functions and parametric combination.
Introduction
Nonlinear algebraic equations are at the heart of many problems of nonlinear science. However, it is not always possible to find exact analytical solutions of these nonlinear equations which very often have to be solved numerically. Iterative methods are numerical algorithms which, starting from an initial guess in the neighborhood of a root of the nonlinear equation, manage to refine it and achieve convergence to the true root after several iterations . We can divide them in two classes, namely memory-based and without-memory iterative methods. From the point of view of efficiency and stability, multipoint iterative methods are superior than single-point methods. Kung and Traub conjectured [13] that multipoint iterative methods without-memory have at most 2 n order of convergence for n + 1 function evaluations per iteration. The further classification falls into derivative-free and non-derivative-free iterative methods. The multipoint iterative methods for nonlinear equations, which use derivatives, are efficient. The most famous derivative-based iterative method is Newton's method (NM) which is written as
It is quadratically convergent in some neighborhood of the root α of f (x) = 0. The computational effort invested in the derivative of a function is not always comparable to the evaluation of the function itself [2, 3, 4, 5, 6, 7, 8] . Steffensen [1] gave a quadratically convergent derivative-free iterative method for nonlinear equations. The Steffensen's method (SM) is given by
df (xn) = f (xn)−f (wn) κf (xn)
Clearly, df (xn) is a finite difference approximation of f ′ (xn). The SM approximation merely replaces the derivative evaluation by a function evaluation. Actually both iterative method NM and SM achieve the optimal order of convergence 2, which is in agreement with the conjecture of Kung and Traub. The computational efficiency of an iterative method (IM) is frequently calculated by the Ostrowski-Traub's [14, 15] efficiency index
where p is order of convergence and d is function evaluations per iteration. The optimal computational efficiency is defined by expression
We now briefly review a number of three step sixth-order convergent methods. Many three steps sixth-order convergent methods use three function and one derivative evaluations. Sharma and Guha [9] proposed the following sixth-order convergent family by introducing one parameter (SG)
where a ∈ ℜ. Neta [10] uni-parametric sixth-order family consists of three step (NT1)
In [19] , R. Thukral constructed Steffensen-Six.one method (TS1) and Steffensen-six.two method (TS2), which are respectively
f (yn),
and
where λ ∈ ℜ/{0}. F. Soleymani et al. [20] discussed the following sixth-order derivative-free method (FS1)
where β ∈ ℜ/{0}.In 2013, F. Soleymani [26] developed some efficient seventh-order derivative-free methods. First is (FS3-1)
where γ and δ are real numbers. Second is (FS3-2)
where ρ and τ are real numbers. Third is (FS4-1)
where ω and φ are real numbers. Fourth is (FS4-2) Substituting (24) and (25) into yn, we obtain We define G(
, where M 0 , M 1 and M 2 are finite real numbers. By using (24)-(27), the expressions for zn and f (zn) are
Again, substituting (25) , (28) and (29) in (21), we obtain 
By equating one of the factor of coefficient of e 6 n to zero, we have
Now by equating the coefficient of c 3 and c 2 2 in (31), we find
where
. Which completes the proof.
Remark 2.1. It is obvious that sixth-order family (21) can construct all the presented iterative methods in (5)- (9) and (11).
(10) can be written as (FD2)
. The more general form of (33) is stated in the following theorem. Proof. We define A(t 1 ) = 1 + M 0 t 1 + M 1 t 2 1 + M 2 t 3 1 + higher powers in s. By using the (24)- (27), we obtain By substituting values from (24)-(27), (36) and (37) in x n+1 from (33), we get
Clearly, if dA(t 1 )/dt 1 (0) = M 0 = 2 then convergence order is seven otherwise is six. Now we present derivative-free optimal fourth-order iterative schemes (FD3):
. The convergence of (39) is given in the following theorem. 
(40) and all higher order derivatives of G i , i = 0, 1, 2 are bounded then the iterative scheme (39) has convergence order at least four.
Proof. Error term at nth-step is denoted by en = xn −α. we call c 1 = f ′ (α) and c k =
, where k = 2, 3, · · · . Taylor's expressions give: 
where L 1 , M 1 , N 1 and N 2 are real numbers. By substituting (41)-(45) in Clearly, if g 0 + g 1 + g 2 = 1 then the coefficients of e 2 n and e 3 n are zero and hence the convergence order is four which is optimal in the sense of Kung and Traub.
Remark 2.2. In (39), if we equate g 0 = 0, g 1 = 0, g 2 = 1 and define G 2 (t 1 , t 2 ) = 1 + t 1 + t 2 + αt 2 1 + βt 2 2 , then the resulted iterative scheme is the first two steps of iterative method (12) . Similarly if we equate g 0 = 0, g 2 = 0, g 1 = 1, κ = −1 and define G 1 (t 2 ) = (1 − λ −1 t 2 ) −λ , then it reproduces the first three step of iterative schemes (13) and (14) .
In order to extend the iterative scheme (39), we add one more step and get (FD4) (48) where
and h 1 , h 2 , h 3 , h 4 , h 5 , κ = 0 are real numbers. The convergence of (48) is discussed in the following theorem. Proof. Taylor's expansion of various orders for S i , i = 0, 1, · · · , 5 is given below. 
, and b 21 are real numbers. By using calculations from (41)-(47) for x n+1 = zn −
Clearly, a 8 = ∂H/∂t 5 (0, 0, 0) is a factor in asymptotic error constant of e 6 n , if a 8 = 0 then (53) has convergence order seven otherwise convergence order is six.
Remark 2.4. Iterative scheme (53) reproduces F. Soleymani derivative-free sixth-order iterative scheme (16) if
The derivative-free version of (33) is (FD6):
where . Table 2 shows the performance of different listed iterative methods in terms of absolute error (|xn − α|). Clearly FD1-M1 is competitive with other developed methods and freedom to choose different weight functions, makes it more accurate and stable in the third step of iterative scheme (21) . Table 2 . Numerical comparison between absolute errors(|xn − α|, T N F E = 12) 
where t ′ i s are defined previously, G(t 1 ) =
, H 2 (t 2 ) = 1 + 2.1t 2 and H 3 (t 3 ) = , η = 1 then SK2 is SK2M1 and if α = β = η = 1 then SK2 is SK2M2. Table 5 shows overall performance of derivative-free sixth-order iterative methods FD4, FD5, FD6. Absolute error |xn − α|, for developed sixth-order derivative-free methods, is comparatively better than referenced sixth-order derivative-free iterative methods. Computational order of convergence is given in Table 6 . dgt stands for divergent and X is for no information.
3.4. Seventh-order convergence performance evaluation of FD7. FD7 is seventh-order convergent iterative method which is deduced from FD5 and is defined as derivative-free and derivative-based iterative methods help to improve the accuracy. The presented iterative methods are defined in very general form which actually reproduce many existing iterative methods. By introducing different form of weighting functions and selection of parameters produce new families of iterative methods. We explore some of them to show the effectiveness of newly constructed iterative methods.
