Abstract. This work is motivated by the observation that it is not possible to reliably estimate simultaneously all the necessary hyperparameters in an image restoration problem when the point-spread function is assumed to be the sum of a known deterministic and an unknown random component. To solve this problem we propose to use gamma hyperpriors for the unknown hyperparameters. Two iterative algorithms that simultaneously restore the image and estimate the hyperparameters are derived, based on the application of evidence analysis within the hierarchical Bayesian framework. Numerical experiments are presented that show the benefits of introducing hyperpriors for this problem. © 2002 Society of Photo-Optical Instrumentation Engineers.
Introduction
Traditionally, image restoration algorithms have assumed exact knowledge of the blurring operator. In recent years, in particular in the field of astronomical image restoration, 1,2 a significant effort has been devoted to solving the so-called blind deconvolution problem, in which it is assumed that little or nothing is known about the underlying blurring process ͑see Refs. 3,4 and references therein͒. In most practical applications, the point-spread function ͑PSF͒ is neither unknown nor perfectly known, 5 that is, usually some information about the PSF is available, but this information is never exact.
The use of a PSF modeled by a known mean and an additive random error component has been addressed in the past ͑see, for instance, Refs. 6 -8͒. However, in all these works the needed model parameters were assumed known. More recently, attempts were made to address the parameter estimation problem: in Refs. 9,10 and 11 ͑Chapter III͒ the expectation-maximization algorithm was used, and in Refs. 11 ͑Chapter IV͒ and 12-14 the estimation was addressed within the hierarchical Bayesian 15 framework. However, in Refs. 9,10, and 11 ͑Chapters III and IV͒, and 12-14 we observed that it was not possible to reliably estimate simultaneously the hyperparameters that capture the variances of the PSF error and the additive noise.
In this paper we ameliorate the difficulties of estimating all the necessary hyperparameters by introducing gamma hyperpriors within the hierarchical Bayesian framework. We derive two iterative algorithms that simultaneously estimate all the necessary hyperparameters and restore the image.
The rest of this paper is organized as follows: In Sec. 2 the image model, two models for the fidelity to the data, and the hyperparameter model are discussed. In Sec. 3 the basic philosophy behind evidence analysis ͑EA͒ is briefly presented and its application to the restoration problem from partially known blur is discussed. Section IV presents two EA algorithms using the different proposed models. In Sec. 5 we present numerical experiments that compare the proposed approaches. Section 6 concludes the paper.
Components of the Hierarchical Model
Let us now examine the components of the hierarchical model used for the restoration problem with partially known blur, that is, the image model, the observation model, and the model for the unknown hyperparameters.
A commonly used model for the image prior in image restoration problems is the simultaneously autoregressive ͑SAR͒ model. 16 This model can be described by the following conditional PDF:
͑1͒
where fR N represents the source image and ␣ is an unknown positive parameter that controls the smoothness of the image. For simplicity, but without loss of generality, we shall use a circulant Laplacian high-pass operator for Q throughout the rest of this paper.
The space-invariant PSF is represented as the sum of a deterministic component and a stochastic component of zero mean, i.e.,
hϭhϩ⌬h, ͑2͒
where hR N is the deterministic ͑known͒ component of the PSF and ⌬hR N is the random ͑unknown error͒ component modeled as zero-mean white noise with covariance matrix R ⌬h ϭ(1/␤) I NϫN . For our problem, the image degradation can be described, in lexicographical form, by the model [6] [7] [8] 
gϭHfϩ⌬g, ͑3͒
in which
where g,⌬gR N represent, respectively, the observed degraded image and the additive zero-mean white noise in the observed image, with covariance matrix R ⌬g ϭ(1/␥) I NϫN . The matrix H is the known ͑assumed, estimated, or measured͒ component of the NϫN PSF matrix H; ⌬H is the unknown component of H, generated by ⌬h defined in Eq. ͑2͒.
From Eqs. ͑2͒-͑4͒ it is clear that the form of the conditional distribution of g is not simple. In fact we are going to propose two different models for P(g͉f,␣,␤,␥).
For the fixed-f covariance model we assume that both the PSF noise ⌬h and the additive noise ⌬g are Gaussian. Then, since the vector f is not a random quantity but rather a fixed one, it is straightforward to see from Eq. ͑3͒ that P(gͦf,␣,␤,␥) is given by
The conditional covariance R g͉ f in Eq. ͑5͒ is given by 11, 17 R g͉ f ϭFR ⌬h F t ϩR ⌬g ϭ 1
where we have used the commutative property of the convolution and F denotes the circulant matrix generated by the image f; see Ref. 11,14 for details.
For the averaged-f covariance model we assume that the observations g are Gaussian, and instead of using FF t in the expression for the covariance we use its mean value from the prior. Thus, for this model we get
where
Note that by using this approximation we have incorporated the uncertainty of the image prior model, ␣, in the conditional distribution, which made the log P(g͉f,␣,␤,␥) function quadratic with respect to f. This yields a linear estimator for f, as will be shown in the following section. The Bayesian formulation allows the introduction of information about parameters that have to be estimated by using prior distributions over them. 15 To do so we use, as hyperprior, the gamma distribution defined by
where x͕␣,␤,␥͖ denotes a hyperparameter, and the parameters l x and m x are explained below. The mean and the variance of a random variable x with PDF in Eq. ͑9͒ are given by
According to Eq. ͑10͒, for l x large, the mean of x is approximately equal to 1/2m x , and its variance decreases when l x increases. Thus, 1/2m x specifies the mean of the gamma distributed random variable x, while l x can be used as a measure of the certainty in the knowledge about this mean.
Hierarchical Bayesian Analysis
In this work, the joint distribution we use is defined by
To estimate the unknown hyperparameters and the original image, we apply evidence analysis, since we have found that it provides good results for restorationreconstruction problems. 18 According to the EA approach the simultaneous estimation of f, ␣, ␤, and ␥ is performed as follows:
• Parameter estimation step:
͑13͒
The estimates ␣ , ␤ , and ␥ from the parameter estimation step depend on the current estimate of the image. Likewise, the estimate f from the restoration step will depend on the current estimates of the parameters. Therefore, the above two-step procedure is repeated until convergence occurs.
Using the two different choices for P(g͉f,␣,␤,␥) given in Eqs. ͑5͒ and ͑7͒, we will now proceed with the evidence analysis.
Proposed Algorithms

Evidence Analysis Based on the Fixed-f Covariance Model
Substituting Eqs. ͑1͒ and ͑5͒ into ͑11͒, we obtain
Parameter estimation step
To estimate ␣ ,␤ ,␥ , we first have to integrate
To perform the integration in Eq. ͑16͒, we expand J(f,␣,␤,␥) in Taylor series around a known f (n) , where (n) denotes the iteration index, i.e.,
͑17͒
Note that, in Eq. ͑17͒,
if f (n) is chosen to be the minimizer of J(f,␣,␤,␥) in Eq. ͑15͒, and that the Hessian matrix can be approximated by
where we have not taken into account the derivatives of R g͉ f (n)
Ϫ1
with respect to f. 11, 14, 17 Finally, substituting Eq. ͑17͒ into ͑16͒, and using the fact that the factor ͓det(R g͉ f )͔ Ϫ1/2 can be replaced by ͓det(R g͉ f (n)) ͔ Ϫ1/2 because it depends weakly on f compared to the exponential term under the integral, 11, 17 Eq. ͑16͒ becomes
͑20͒
Taking 2 log on both sides of Eq. ͑20͒, and differentiating with respect to ␣,␤,␥, we obtain the following iterations:
͑23͒
where the normalized confidence parameter x , x ͕␣,␤,␥͖, is defined as
. ͑24͒
Restoration step
According to Eq. ͑13͒,
where R g͉ f ϭ(1/␤ ) FF t ϩ (1/␥ ) I. The functional in Eq. ͑25͒ is nonconvex and may have several local minima. In general, a closed-form solution to Eq. ͑25͒ does not exist and numerical optimization algorithms must be used. A practical computation of Eq. ͑25͒ can be obtained by transforming it to the DFT domain. 
Evidence Analysis Based on the Averaged-f
Covariance Model
Using Eq. ͑7͒ as the likelihood equation, we derive another iterative parameter-estimation-image-restoration algorithm for this problem. We follow identical steps as in the previous section with
Parameter estimation step
To find the estimates of the parameters, P(␣,␤,␥͉g) must be maximized. Taking the derivatives with respect to ␣, ␤, ␥ gives the following iterations:
where x was defined in Eq. ͑24͒ and
Image restoration step
For the image estimation step, similar to Eq. ͑25͒, we can write
Note that, since R ᠪ g͉ f does not depend on f, P(g͉f,␣ ,␤ ,␥ ) is quadratic with respect to f. As a result, the image restoration step gives the linear estimate for f
Comments on the Normalized Confidence Parameters
There is a very interesting and intuitive interpretation of the use of the normalized confidence parameters x , x ͕␣,␤,␥͖ ͓see Eq. ͑24͔͒ in the hyperparameter estimation procedures in Secs. 4.1.1 and 4.2.1. We are estimating the unknown hyperparameters by linearly weighting their maximum likelihood ͑ML͒ estimates with the prior knowledge we have on their means and variances. So, if we know, let us say from previous experience, the noise or image variances with some degree of certainty, we can use this knowledge to guide the convergence of the iterative procedures. Note that, for a given hyperparameter x͕␣,␤,␥͖, x ϭ0 means having no confidence on the mean of its hyperprior, so that the estimate of x is identical to the ML estimate in Ref. 14. In contrast, when x ϭ1, x͕␣,␤,␥͖, the value of x is fixed to the mean of its hyperprior.
As will become evident in the following section, an important observation is that neither of the two algorithms can reliably estimate the PSF and additive noise variances ␤
Ϫ1
and ␥ Ϫ1 simultaneously when no prior knowledge is introduced, that is, when ␣ ϭ ␤ ϭ ␥ ϭ0.0. This was expected, since the sum of these noises appears in the data. However, introducing some ͑even very little͒ prior knowledge about one of the parameter aids both methods to accurately estimate both ␤ and ␥ while restoring the image.
Notice that if we do not have any prior knowledge about the values of the hyperparameters, we can first assume that there is no random component in the blur, that is, ␤ Ϫ1 ϭ0, and estimate ␥ and ␣ by any classical method, such as MLE. Once an estimate of ␥ is obtained ͑which is in general a good one, since the noise model is usually accurate, while the prior image model is an approximation and the PSF variance is typically very small͒, it is used with a medium to high confidence parameter to guide the estimation of the partially known PSF with ␣ ϭ ␤ ϭ0.0. Alternatively, we can run the algorithms with no prior knowledge of the parameters, that is, ␣ ϭ ␤ ϭ ␥ ϭ0.0, using then a high confidence for the obtained ␥ Ϫ1 value ( ␥ у0.7) and letting the algorithms to estimate the other two parameters with ␣ ϭ ␤ ϭ0.0. Note that the two described methods to estimate all the parameters start by using good estimates of ␥.
Numerical Experiments
In all experiments presented in this section, the known part of the PSF was modeled by the Gaussian-shaped PSF defined as
The first of the two algorithms that simultaneously restore the image and estimate the associated hyperparameter uses the fixed-f covariance model ͓Eqs. ͑21͒-͑23͒ and ͑25͔͒ and is named EA1. The second one, using the averaged-f covariance model ͓Eqs. ͑27͒-͑29͒ and ͑31͔͒, is named EA2. In Table 1 some general comments on complexity and speed of the EA1 and EA2 algorithms are shown. Note also that since EA2 approximates FF t by ␣Q t Q, EA1 will, in general, outperform EA2 unless the real underlying image is a ''true'' realization from the prior model ͑see Experiment I below͒.
A number of experiments were performed with the proposed algorithms using a synthetic image obtained from a prior distribution, the ''Lena'' image, and a real astronomical image to demonstrate their performance. For both algorithms, the criteria ͉x
Ϫ3 , x ͕␣,␤,␥͖, or nϭ250, whichever was met first, were used to terminate the iterative process. The levels of the PSF and additive noise are measured using the signal-to-noise ratio ͑SNR͒, i.e., SNR h ϭʈhʈ 2 /N ␤ Ϫ1 and SNR g ϭʈfʈ 2 /N ␥ Ϫ1 ,
where ʈhʈ 2 and ʈfʈ 2 are the energy of the known part of the PSF and of the original image, respectively. The performance of the restoration algorithms was evaluated by measuring the improvement in SNR, denoted by ISNR and given by ISNRϭʈfϪgʈ 2 /ʈfϪfʈ 2 , where f, g, and f are the original, observed, and estimated images, respectively.
According to Eq. ͑2͒, the PSF defined in Eq. ͑33͒ was degraded by additive noise in order to obtain a PSF with SNR h ϭ10, 20, and 30 dB. Using these degraded PSFs, both synthetic and ''Lena'' images were blurred, and then Gaussian noise was added to obtain SNR g ϭ10, 20, and 30 dB, which produced a set of 18 test images. In all the experiments we assigned to the normalized confidence parameters x , x͕␣,␤,␥͖, the values 0.0,0.1,...,1.0, and we plotted the ISNR as a function of two of the parameters x , x͕␣,␤,␥͖, while keeping the other constant.
Experiment I. To compare the ISNR of the EA1 and EA2 algorithms assuming the means of the hyperpriors are the true values of the noise and image parameters, we used a synthetic image generated from a SAR distribution with ␣ Ϫ1 ϭ2733.
We have found that the EA1 and EA2 algorithms give very similar results in terms of ISNR on this image, since f follows a SAR distribution and hence the two models are themselves very similar. Furthermore, we also found that when gamma hyperpriors are used, both methods always gave accurate parameter estimates and the improvement in ISNR is always almost identical. We also noticed that when ␣ ϭ ␤ ϭ ␥ ϭ0.0, the estimated value of ␤ was unreliable: it was always very close to zero (␤ was between two and three orders of magnitude lower than the true value͒, and furthermore, for most of the values of SNR g and SNR h , both algorithms stopped after reaching the maximum number of iterations ͑250͒. The evolution of the ISNR for SNR h ϭ10 dB (␤ Ϫ1 ϭ5.6ϫ10 Ϫ9 ) and SNR g ϭ10 dB (␥ Ϫ1 ϭ270.85), for constant ␤ ϭ0.0, is shown in Fig. 1 . Similar plots are obtained for experiments with the other SNR h and SNR g . Experiment II. In this experiment both the ''Lena'' and the SAR image were used. Note that exact knowledge of the parameter ␣ is not possible for the ''Lena'' image. In order to include some prior knowledge about ␣ and ␥, we used the ML estimates 18 for the known PSF problem, assuming that the blurring function was the known part of the PSF. The ML estimates for the ''Lena'' image with SNR h ϭ10 dB and SNR g ϭ10 dB were ␣ Ϫ1 ϭ33.1 and ␥ Ϫ1 ϭ272.77, and for the SAR image ͑SNR h ϭ10 dB and SNR g ϭ10 dB͒ were ␣ Ϫ1 ϭ165.97 and ␥ Ϫ1 ϭ270.0; their corresponding ISNR's were 3.12 and 3.92 dB, respectively.
We observed that including the previously obtained ML estimate as prior knowledge about ␥ slightly increases the quality of the resulting restoration. However, including the corresponding estimate of the value of ␣ decreases it. This is due to the fact that this ML estimate is accurate for the image noise parameter ␥, while it underestimates the variance value ␣, as shown in Fig. 2 .
We also found that, in most cases, EA1 performs a bit better than EA2 algorithm for the ''Lena'' image. Here Experiment III. In order to demonstrate that including accurate information about the value of the hyperparameters improves the results, we have tested both algorithms on the ''Lena'' image, assuming that the means of the hyperpriors for ␤ and ␥ are the true noise parameters. Since it is not possible to know the real value of ␣ for this image, we used ␣ ϭ0.0, letting the algorithms estimate ␣ without prior information. Figure 3 shows the evolution of the ISNR for SNR h ϭ10 dB (␤ Ϫ1 ϭ5.6ϫ10 Ϫ9 ) and SNR g ϭ10 dB (␥ Ϫ1 ϭ273.46), for constant ␣ ϭ0.0 for the EA1 and EA2 algorithms. Note that incorporating accurate information about the value of ␤ improves more the ISNR than including information about ␥, especially for the EA1 algorithm. This is due to the fact that the estimated value of ␥ is quite close to the real one even if ␥ ϭ0.0, while if no knowledge about the value of ␤ is included, both methods give poor ␤ estimates (␤ was between one and three orders of magnitude lower than the real value͒ when the algorithm stopped, and in most cases the imposed iteration limit was reached. Including knowledge about the real value of ␤ leads to more accurate estimations, since we are forcing both algorithms to provide a ␤ estimate greater than zero. In most cases, also, EA1 performs better than EA2 for this image.
An example of the restoration of the degraded ''Lena'' image ͓Fig. 4͑a͒, SNR h ϭ10 dB, SNR g ϭ10 dB͔ by the EA1 and EA2 algorithms with ␣ ϭ0.0 and ␤ ϭ ␥ ϭ1.0 is presented in Figs. 4͑b͒ and 4͑c͒ , respectively.
Experiment IV. We also tested the methods on real images. Results are reported on a Jupiter image ͓depicted in Fig. 5͑a͔͒ obtained at Calar Alto Observatory ͑Spain͒, using a ground-based telescope, in August 1992. For this kind of images there is no exact expression describing the shape of the PSF, although previous studies 19 have suggested the following radially symmetric approximation for the PSF:
where the parameters B and R were estimated from the image to be BϷ3 and RϷ5. 20 However, the estimate of the PSF is not exact, since factors such as atmospheric turbulence introduce noise into it.
Since the proposed methods do not provide reliable estimates simultaneously for both the PSF and additive noise variances, they were estimated in two steps. The algorithms were first run with no prior knowledge about any of the hyperparameters, that is, ␣ ϭ ␤ ϭ ␥ ϭ0.0 was used, in order to obtain an estimate of the noise variance. A high confidence was then given to the estimate of ␥ Ϫ1 , viz., ␥ ϭ0.8, and estimates of the other two parameters were obtained. The EA1 and EA2 algorithms were terminated after 46 and 44 iterations, respectively, with the following estimates: ␣ϭ23077.7, ␤ϭ1.27ϫ10
Ϫ10
, and ␥ϭ47.6 for the EA1 algorithm, and ␣ϭ22710.1, ␤ϭ1.24ϫ10 Ϫ7 , and ␥ϭ47.5 for the EA2 algorithm. The resulting images are shown respectively in Figs. 5͑b͒ and 5͑c͒. It is clear that both algorithms provide good restorations, although the restoration provided by the EA1 algorithm seems to be better resolved.
Alternatively, it is possible to estimate the additive noise variance ␥ Ϫ1 using the ML approach as described in Ref. 18 , assuming that the PSF is known, as described by Eq. ͑34͒. This value is in turn used in the algorithms for the estimation of the remaining parameters. The experimental results provided very similar restorations in the two cases.
Conclusions
In this paper we have extended the EA1 and EA2 algorithm and the EM algorithm from our previous work in Refs. 14 and 10, respectively, to include prior knowledge about the unknown parameters. The resulting parameter updates, in both EA1 and EA2 approaches, combine the available prior knowledge with the ML estimates in a simple and intuitive manner. Both algorithms showed the capability to accurately estimate all three parameters simultaneously while restoring the image, even with very low confidence in the prior knowledge. We have also shown that the image noise parameter obtained by the ML estimate for the exactly known PSF problem can be used to guide the estimates of the noise parameter for the partially known PSF problem.
