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ON CONSTRAINED MARKOV-NIKOLSKII TYPE INEQUALITY
FOR k−ABSOLUTELY MONOTONE POLYNOMIALS
OLEKSIY KLURMAN
Abstract. We consider a classical problem of estimating norms of higher order
derivatives of an algebraic polynomial via the norms of the polynomial itself. The
corresponding extremal problem for general polynomials in the uniform norm was
solved by V. A. Markov. In 1926,Bernstein found the exact constant in the Markov
inequality for monotone polynomials. It was shown in [3] that the order of the
constants in constrained Markov-Nikolskii inequality for k− absolutely monotone
polynomials is the same as in the classical one in case 0 < p ≤ q ≤ ∞. In this
paper, we find the exact order for all values of 0 < p, q ≤ ∞. It turnes out that
for the case q < p constrained Markov-Nikolskii inequality is significantly better
than the unconstrained one.
1. Introduction
For n ≥ m ≥ 0, we denote
Mq,p(n,m) := sup
Pn∈Pn
‖P
(m)
n ‖Lq[−1,1]
‖Pn‖Lp[−1,1]
.
In [4], complete information about the orders of Mq,p(n,m) for all values p, q > 0
is given.
Theorem 1.1. For 0 < p, q ≤ ∞ we have:
(1) Mq,p(n,m) ≍


n2m+2/p−2/q, if m > 2/q − 2/p,
nm(logn)1/q−1/p, if m = 2/q − 2/p,
nm, if m < 2/q − 2/p.
The asymptotic is taken when m is fixed, so the constants may depend on (m, p, q).
For each f ∈ C[−1, 1] we denote
‖f‖C[−1,1] := ‖f‖.
By△n we denote the set of all monotone polynomials of degree n on [−1, 1]. In 1926,
S. Bernstein [1] pointed out that Markov’s inequality for monotone polynomials
is not essentially better than for all polynomials, in the sense, that the order of
supPn∈△n ‖P
′
n‖/‖Pn‖ is n
2. He proved his result only for odd n. In 2001, Qazi [6]
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extended Bernstein’s idea to include polynomials of even degree. Next theorem
contains their results:
Theorem 1.2 (Bernstein [1], Qazi [6]).
sup
Pn∈△n
‖P ′n‖
‖Pn‖
=
{
(n+1)2
4
, if n = 2k + 1,
n(n+2)
4
, if n = 2k.
A natural generalization of the concept of monotonicity is k-absolute monotonic-
ity.
Definition 1.3. The function f : [a, b] → R is absolutely monotone of order k if,
for all x ∈ [a, b],
f (m)(x) ≥ 0,
for all 0 ≤ m ≤ k, and denote by△
(k)
n the set of all absolutely monotone polynomials
of order k on [−1, 1].
For example, absolutely monotone functions of order zero are just nonnegative
functions on [a, b], and △
(1)
n = △n ∩ △
(0)
n is the set of all nonnegative monotone
polynomials on [−1, 1].
A natural modification of Mq,p(n, k) for △
(k)
n is
M (k)q,p (n,m) = sup
Pn∈△
(k)
n
‖P
(m)
n ‖Lq[−1,1]
‖Pn‖Lp[−1,1]
,
for 0 ≤ m ≤ n, 0 ≤ k ≤ n.
In 2009, A. Kroo´ and J. Szabados [5] found the exact constants for Markov-
Nikolskii inequalities in L1 and L∞. Note, that J. Szabados and A. Kroo´ referred to
absolutely monotone polynomials of order k as “k-monotone polynomials.“
The next theorem contains theirs results:
Theorem 1.4 (Kroo´ and Szabados [5], 2009). For 2 ≤ k ≤ n, m =
⌊
n−k
2
⌋
+ 1,
β = 1−(−1)
n−k
2
:
M (k)∞,∞(n, 1) =
k − 1
1− x
(k−2,β)
1,m
,
M
(k)
1,1 (n, 1) = M
(k+1)
∞,∞ (n + 1, 1),
where x
(k−2,β)
1,m is the largest zero of the Jacobi polynomial J
(k−2,β)
m , associated with
the weight (1− x)k−2(1 + x)β.
T. Erde´lyi [3] found the order of M
(k)
q,p (n,m) in the case q ≥ p. He was interested
in how this order depends on k.
MARKOV-NIKOLSKI 3
Theorem 1.5 (Erde´lyi [3], 2009). For 0 ≤ m ≤ k/2, 1 ≤ k ≤ n, 0 < p ≤ q ≤ ∞,
we have
M (k)q,p (n,m) ≍
(
n2/k
)m+1/p−1/q
≍Mq,p(n,m).
First asymptotic in taken when both n, k → ∞, so the constants depend on (p, q)
only. Second asymptotic is taken when k is fixed.
It follows from Theorem 1.5 that whenever q ≥ p the order of constants in con-
strained Markov-Nikolskii inequality remains the same as in the classical case. In
this paper, we find exact order for all values of 0 < p, q ≤ ∞. In particular, the
results imply that the order can be significantly improved when q < p. Our main
result is:
Theorem 1.6. For 0 < p, q ≤ ∞ and p 6=∞, 0 < m ≤ k ≤ n,
M (k)q,p (n,m) ≍


n2m+2/p−2/q, if m > 1/q − 1/p,
logm n, if m = 1/q − 1/p,
1, if m < 1/q − 1/p.
If p =∞, 0 < q ≤ ∞ and 0 < m ≤ k ≤ n, then
M (k)q,∞(n,m) ≍


n2m−2/q, if m > 1
q
,
logm−1 n, if m = 1
q
,
1, if m < 1
q
.
The asymptotic is taken when k is fixed and so the constants may depend on (p, q, k).
2. Proof of the main result
Proof of the upper bound in Theorem 1.6. We are going to show that for
0 < p, q ≤ ∞, 0 < m ≤ k ≤ n and p 6=∞,
(2) M (k)q,p (n,m) ≤ C(k, p, q)


n2m+2/p−2/q, if m > 1/q − 1/p,
logm n, if m = 1/q − 1/p,
1, if m < 1/q − 1/p.
Consider the case k = 1. We distinguish between two cases.
Case 1. q ≥ 1. Clearly, 1
q
− 1
p
< 1. Without loss of generality, we can assume
that Pn(−1) = 0. Note, that for each Pn ∈ △
(1)
n we have ‖P ′n‖L1[−1,1] = ‖Pn‖. By
Nikolskii inequality
‖P ′n‖Lq[−1,1] ≤ C1(q)n
2− 2
q ‖P ′n‖L1[−1,1],
and
‖P ′n‖L1[−1,1] ≤ ‖Pn‖ ≤ C1(p)n
2
p‖Pn‖Lp[−1,1],
so
‖P ′n‖Lq[−1,1] ≤ C2(q, p)n
2− 2
q
+ 2
p‖Pn‖Lp[−1,1].
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Case 2. Let q < 1.We first prove, that for all Pn ∈ △
1
n, Pn(−1) = 0 the following
inequality holds: ∫ 1
−1
P ′qn (x)dx ≤
1
q
∫ 1
−1
P qn(x)
(1− x)q
dx.
Indeed, integration by parts yields
S =
∫ 1
−1
P qn(x)
(1− x)q
dx =
1
q − 1
P qn(x)(1−x)
1−q|1−1+
q
1− q
∫ 1
−1
P ′n(x)P
q−1
n (x)(1−x)
1−qdx.
Since Pn(−1) = 0, we have
S1 =
1− q
q
S =
∫ 1
−1
P ′n(x)P
q−1
n (x)(1− x)
1−qdx.
We now estimate S1 + S to get the result:
S1 + S =
1
q
S =
∫ 1
−1
[
P qn
(1− x)q
+ P ′n(x)P
q−1
n (x)(1− x)
1−q
]
dx ≥
∫ 1
−1
[P ′n(x)]
q
dx
since
P qn(x)
(1− x)q
+ P ′n(x)P
q−1
n (x)(1 − x)
1−q ≥ [P ′n(x)]
q
pointwise. Indeed, if
P qn(x)
(1− x)q
≥ [P ′n(x)]
q
the inequality clearly holds. In the other case, if
P qn(x)
(1− x)q
< [P ′n(x)]
q
,
then
[P ′n(x)]
q−1
< (1− x)1−qP q−1n (x)
and the second term dominates the right-hand side.
Next we show that it is possible to stay bounded away from the endpoints of the
interval in the sense, that∫ 1
−1
[P ′n(x)]
q
dx ≤ C3(q)
∫ 1−c/n2
−1
P qn(x)
(1− x)q
dx.
To prove the last inequality, we estimate∫ 1
1−c/n2
P qn(x)
(1− x)q
dx ≤ P qn(1)
∫ 1
1−c/n2
(1− x)−qdx =
1
1− q
c1−qn2q−2‖P ′n‖
q
L1[−1,1]
≤ c1−qC(q)‖P ′n‖
q
Lq[−1,1],
where the constant C1(q) comes from the classical Nikoskii inequality for polynomial
P ′n and spaces L1[−1, 1] and Lq[−1, 1] respectively. Taking c to be sufficiently small,
we can make c1−qC(q) ≤ q
2
. For such defined c = c(p, q) we have
(3)
∫ 1
−1
[P ′n(x)]
q
dx ≤
2
q
∫ 1−c/n2
−1
P qn(x)
(1− x)q
dx.
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We are ready to prove bounds from above for k = 1. For q ≥ p the result fol-
lows from the classical Markov-Nikolskii inequality. Let 1
q
= 1
p
+ 1
r
and r > 0.
Combining (3) with Young’s inequality we get
‖P ′n‖Lq[−1,1]
‖Pn‖Lp[−1,1]
≤
2
q
‖Pn(x)(1− x)
−1‖Lq[−1,1−c/n2]
‖Pn‖Lp[−1,1−c/n2]
≤
2
q
‖(1− x)−1‖Lr [−1,1−c/n2].
The only thing left is to observe that
‖(1− x)−1‖Lr[−1,1−c/n2] ≍


n2+2/p−2/q, if 1 > 1/q − 1/p,
log n, if 1 = 1/q − 1/p,
1, if 1 < 1/q − 1/p.
We prove the upper bound of the theorem for all k by induction. The base case has
been proved above. Let us assume that for each Pn ∈ △
k−1
n , k ≥ 2, 1 ≤ m ≤ k − 1
we have
‖P
(m)
n ‖Lq[−1,1]
‖Pn‖Lp[−1,1]
≤ C(k − 1, q, p)


n2(m−1)+2/p−2/q , if m− 1 > 1/q − 1/p,
logm−1 n, if m− 1 = 1/q − 1/p,
1, if m− 1 < 1/q − 1/p.
Take Pn ∈ △
k
n. If
1
q
− 1
p
= m, then 1
q
− 1
p/p+1
= m − 1. Using induction hypothesis
for Qn = P
′
n ∈ △
k−1
n , we get
‖P
(m)
n ‖Lq [−1,1]
‖Pn‖Lp[−1,1]
≤ C(k − 1, q, p/p+ 1) logm−1 n
‖P ′n‖Lp/p+1[−1,1]
‖Pn‖Lp[−1,1]
≤ C(k, q, p) logm n.
Following the same lines, if 1
q
− 1
p
> m, take r < p
p+1
such that 1
q
− 1
r
> m− 1 and
use induction hypothesis to arrive at
‖P
(m)
n ‖Lq [−1,1]
‖Pn‖Lp[−1,1]
≤ C(k − 1, q, r)
‖P ′n‖Lr [−1,1]
‖Pn‖Lp[−1,1]
≤ C(k, q, p).
If 1
q
− 1
p
< m, take r > p
p+1
such that 1
q
− 1
r
< m − 1 and use induction hypothesis
to get
‖P
(m)
n ‖Lq[−1,1]
‖Pn‖Lp[−1,1]
≤ C(k − 1, q, r)n2(m−1)+2/p−2/q
‖P ′n‖Lr [−1,1]
‖Pn‖Lp[−1,1]
≤ C(k, q, p)n2m+2/p−2/q.
The proof of an upper bound is now complete.
We treat the case p =∞ separately.
6 KLURMAN
Lemma 2.1.
M (k)q,∞(n,m) ≤ C(k, q)


n2m−2/q, if m > 1
q
,
logm−1 n, if m = 1
q
,
1, if m < 1
q
.
Proof. Since ‖Pn‖ ≥ ‖P
′
n‖L1[−1,1] the result immediately follows from (2). 
To prove the lower bounds we begin with the following two lemmas:
Lemma 2.2. Consider
Qn(x) =
n∑
k=1
α(α+ 1)...(α + k − 1)
k!
xk
for α = 1
m
and integer m ≥ 1. Then∫ 1
0
Q
1
α
n (x)dx ≥ C(α) logn.
Proof. For α = 1 the result immediately follows from direct integration. For α 6= 1,
we first note that
α(α + 1)...(α+ k − 1)
k!
∼ kα−1.
Introducing
Bn(x) = 1 +
n∑
k=1
xkkα−1,
we are left to show that ∫ 1
0
Bmn (x)dx ≥ C(α) logn.
Using generalized binomial theorem the coefficient of xl, 1 ≤ l ≤ n, is equal to∑
l1+l2+...+lm=l
(l1l2 · ... · lm)
α−1.
Therefore, since the number of ways to represent l as a sum of m positive integers
is equal to
(
m+l−1
m−1
)
∼ lm−1 and each term
(l1l2 · ... · lm)
α−1 ≥
(
l
m
)(α−1)m
∼ l1−m,
we get ∑
l1+l2+...+lm=l
(l1l2 · ... · lm)
α−1 ≥ C(α).
Therefore ∫ 1
0
Bmn (x)dx ≥ C(α)
∫ 1
0
n∑
k=0
xkdx ≥ C(α) logn.

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Lemma 2.3. Let n ∈ N and
Qn.α(x) =
n∑
k=1
α(α + 1)...(α + k − 1)
k!
xk,
and α < 1. Then
|Qn,α(x)| ≤ C1(α),
for all x ∈ [−1, 0].
Proof. Using Abel’s summation formula, we arrive at
Qn.α(x) =
n−1∑
k=1
(
α(α+ 1)...(α + k − 1)
k!
−
α(α + 1)...(α + k)
(k + 1)!
)( k∑
i=1
xi
)
+
α(α+ 1)...(α + n− 1)
n!
n∑
i=1
xi
Observe, that each sum of the form
∑k
i=1 x
i = 1−x
k+1
1−x
≤ 2 for x ∈ [−1, 0] and
α(α + 1)...(α+ k − 1)
k!
−
α(α+ 1)...(α + k)
(k + 1)!
∼ kα−2.
The only thin left is to observe that the sum
∞∑
k=1
kα−2,
converges for α < 1.

Proof of the lower bound in Theorem 1.6. We show that for 0 < p, q ≤ ∞,
p 6=∞ and 0 < m ≤ k ≤ n
(4) M (k)q,p (n,m) ≥ C(k, p, q)


n2m+2/p−2/q, if m > 1/q − 1/p,
logm n, if m = 1/q − 1/p,
1, if m < 1/q − 1/p.
Note , that in the case when our order is n2m+2/p−2/q the polynomial was con-
structed by Erde´lyi, more precisely, the construction in Theorem 2.1 in [3] is valid
for all 0 < p, q ≤ ∞. So of interest is to construct a polynomial Pn ∈ △
k
n such that
for all 0 < m ≤ k
M (k)q,p (n,m) ≍ log
m n.
By continuity, we can assume that p, q ∈ Q. Take
Qn(x) =
n∑
k=1
1
2mq
( 1
2mq
+ 1)...( 1
2mq
+ k − 1)
k!
xk
and consider
Pν(y) = P2mn+k(y) =
∫ y
−1
Q2mn (x)(y − x)
k−1dx.
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Clearly, ν = 2mn + k and degPν = 2mn + k. It is easy to see, that Pν ∈ △
k
ν and
P
(k)
ν (x) = Q2mn (x). Lemma 2.2 implies ‖P
(k)
ν ‖Lq[−1,1] ≥ C(k, q) log
1/q n. Thus, we are
left to prove that ‖Pν‖Lp[−1,1] ≤ C(k, p) log
1/p n. Since Pν ∈ △
k
n Remez inequality
(see [2]) implies that for sufficiently small c = c(p)
‖Pν‖
p
Lp[−1,1]
≤ 2
∫ 1
0
P pν (x)dx ≤ C(p)
∫ 1−c/n2
0
P pν (x)dx.
Now, for y > 0 using that |a+b|p ≤ C(p)(|a|p+ |b|p), y−x ≤ 1−x and 0 < Qn(x) ≤
(1− x)−1/2mq for x ≥ 0 we can estimate∫ 1−c/n2
0
P pν (x)dx =
∫ 1−c/n2
0
(∫ y
−1
Q2mn (x)(y − x)
k−1dx
)p
dy
≤ C(p)
∫ 1−c/n2
0
(∫ y
0
Q2mn (x)(y − x)
k−1dx
)p
dy
+ C(p)
∫ 1−c/n2
0
(∫ 0
−1
Q2mn (x)(y − x)
k−1dx
)p
dy
≤ C(p)
∫ 1−c/n2
0
(∫ y
0
Q2mn (x)(y − x)
k−1dx
)p
dy
+ 2kC(p)
(∫ 0
−1
Q2mn (x)(y − x)
k−1dx
)p
≤
∫ 1−c/n2
0
(∫ y
−1
(1− x)−1/q(1− x)k−1dx
)p
dy + C1(p, k,m)
≤ C2(p) logn.
It is now straightforward to get a sharp result for all intermediate derivatives of k−
absolutely monotone polynomials by using (2) and (4).
The result for the case p =∞ immediately follows from the construction described
above and the fact ‖Pn‖ = ‖P
′
n‖L1[−1,1].
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