Abstract: Production flow analysis includes various families of components and groups of machines. Machine-part cell formation means the optimal design of manufacturing cells consisting of similar machines producing similar products from a similar set of components. Most of the algorithms reorders of the machine-part incidence matrix. We generalize this classical concept to handle more than two elements of the production process (e.g. machine -part -product -resource -operator 
Although, in complex manufacturing processes machines should be characterized by numerous properties, like the type of products, resources, and required skills from operators. To handle these elements of the production line, the traditional cell formation problem should be extended, and instead of the biclustering task, a co-clustering problem should be solved.
While biclustering algorithms can solve classical manufacturing CF process [1] , we try to handle the extended multidimensional problem as a co-clustering task [10] based on crossing minimization of multipartite graphs. Since NP-hard problem, we utilize the widely applied heuristic barycentric method.
In a traditional cell formation problem, crossing minimization reorders the machines into cells, based on their similar part usage. As we mentioned before, cell formation problems can be more complex and they can require more properties to describe the whole production process. While dealing with these complex datasets, we developed a new crossing minimization method for multipartite graphs. The proposed method sequentially reorders the elements of the node sets, thereby it relocates the elements of the connectivity matrix into a blockdiagonal way. As result, the cell formation problem is handled in his original complexity.
Crossing minimization heuristics have been a subject of many years [4, 6, 13, 14, 28, 30, 31] . The complexity of these heuristics are linear or log-linear [26, 27] . This clearly indicates that the proposed problem formulation can lead to efficient solution for the multivariate cell formation problem.
Graphical representation of the manufacturing cell formation may also support optimization of production systems. Approaches like hierarchical clustering or Visual Assessment of Cluster Tendency (VAT) [2] are able to visualize the similarities of the elements, but by default they take only one or two variables into account. Nevertheless, complexities of these methods are not appropriate for Big Data [3] , as the time complexity of VAT is O (N 2 ), and the complexity of agglomerative clustering is O (N 3 ) , where N is the number of objects to be clustered.
In this article, we aim to present a novel production process optimization method which is able to accomodate more aspects (machines, suppliers, human resources, bill of materials, etc.) simultaneously and still be able to visualize the cell formation problem and it's solution accordingly for human interpretation. The optimization method is based on a newly developed co-crossing minimization method that solves the co-crossing minimization problem between O (N) and O (N log N) time, and therefore, able to process the Big Data rapidly and concurrently, the productivity of manufacturing systems can be significantly increased.
In the following we formulate the extended cell formation problem, then we present the novel co-crossing minimization algorithm that is able to handle this complex problem. The algorithm provides easy implementation and low computing complexity. Finally, we present the capability of our new method on different cell formation examples. Firstly, we compare our approach with the popular hybrid-heuristic cell formation algorithm [33] and show the applicability of the proposed performance measures. This will be followed by the numerical analysis of the scalability. Finally, an illustrative real-life example will be given.
Multidimensional Representation of the Cell Formation Problem

Classical Bipartite Graph-based Representation
Traditional cell formation problems are represented by bipartite graphs (V,E), where V represents the set of vertices and E the set of edges. V is partitioned into two adjacent subsets. 0 = { 0,1 , 0,2 , … , 0, 0 } represents the set of machines, and From this viewpoint, the crossing minimization can be considered as reordering the rows and columns of the interconnection matrix to explore the hidden blockoriented structure of the matrix. 
After crossing minimisation:
As this simple illustrative example shows, minimization of the crossings provides not only a better visualization of the bipartite graph, but it also reorders the rows and columns of the incidence matrix in a block-diagonal way. With this order, similar nodes are placed next to each other, so they can form blocks that can be used to define manufacturing cells.
The Proposed Multidimensional Representation
In complex manufacturing processes, machines are characterized by numerous properties, like the type of products, resources, and the required skills of the operators. To handle all elements of the production line we extended the conventional cell formation task into a multidimensional problem. According to this goal, our key idea is to represent the cell formation problems by multi-layered graphs (see Figure 2 ).
The proposed n-dimensional representation is based on n sets of vertices
where each set represents possible values/categories of an attribute/feature of the machine. E.g. V 0 represents the set of machines, V 1 the parts, V 2 the products, V 3 the resources, V 4 skills of the operators.
Relationships between the machines and the -th attribute of the production line can also be represented by a sparse matrix, ( ) [ , ] , = 1 … , where the dimensions of these matrices are 0 × .
The second fundamental idea is that the simultaneous re-ordering of the rows and columns of these matrices clusters the machines and supports the formulation and optimization of the manufacturing cells, as seen in Figure 2 The visualized benchmark cell formation problem has N 0 =20 machines processing N 1 =34 different parts, utilizing N 2 =31 different resources, while working N 3 =37 operators. The structure of this problem can be seen in the first row in Figure 3 . The second row of this figure shows the rearranged data after the proposed cocrossing minimization algorithm which will be presented in the following section. The third key contribution of our paper is that we formulated the algorithm with the help of matrix operations to support compact, sparse matrix representation based implementation in of data analysis tools, like MATLAB.
The column barycenters are calculated as the mean of the places of the neighboring vertices
where represents the vector of the places of the vertices, represents a row vector of the sum of the connections calculated as the sum of the columns of
with the help of the 0 , which is an 0 sized unitary row vector.
With this formulation the j-th element of the vector, , , can be interpreted as the average of the places of the machines that are connected to the j-th element of the i-th feature, v i,j .
The row barycenters of ( ) [ 0 , ] are calculated similarly,
where represents the sum of rows of ( ) , calculated as
where is an sized unitary column vector. 
The Co-Crossing Minimization Algorithm
The key idea of the algorithm is that we simultaneously arrange the rows and the columns of the A (i) [o 0 ,o i ] matrices. Since the row-orders of these matrices are identical, the row barycenters are calculated as the weighted sum of the row barycenters of the individual matrices: Please note that the vectors are generated by sorting the order vectors. The use of these vectors is important since the algorithm does not modify the original ( ) space matrices, which ensures fast and memory effective implementation.
The algorithm stops when the ordering is converged or the maximum iteration number is reached.
Complexity Analysis
The complexity of the classical barycenter technique is O (|E|+|V| log V) [1, 30] .
It should be noted that since we decomposed the problem into n almost independent subproblems as = 0 ∪ 1 ∪ … , ∩ = ∅ , ∀ ≠ and = 1 ∪ … , ∩ = ∅ , ∀ ≠ , the complexity of the algorithm is smaller than if we would handle the standard classical problem with the same size. By decreasing the sparsity of the problem (increasing the number of edges) the complexity linearly increases, while the increase of the number of vertices has log-linear effect as the critical step in the algorithm is, that it requires 2(n+1) sorts of the nodes in each iteration. (N log N) scaling of the quicksort algorithm is not enough, to achieve speed proportional to the size of the data O (N), binsort can be applied. However, this requires auxiliary storage and memory for the bins. Because quicksort manipulates the data in place, it can sort larger arrays, albeit somewhat a bit slower. Another sorting option, is the application of the O (N) counting sort algorithm. It should be noted, that this and another advanced integer sorting algorithm requires the calculation of the median instead of the mean or rounding the ranks into integers. To scale the algorithm, it is possible to execute the loop iterations in parallel.
When this advantageous O
The algorithm solves the crossing minimization problem rapidly. Similarly to multi-layered application of crossing minimizatuion usually it stops after 5-10 iterations [1, 30] . It calculates the node ranks in each set of nodes linear algebraic way with matrix and vector multiplication. It should be noted, that matrices describing the cell formation problem are sparse, so they can be stored and handled efficiently.
Concluding, the proposed algorithm can be implemented in Big Data environments, as it supports sparse matrices, parallel computing (thanks to the barycenters of the interconnection matrices can be independently calculated), and the application of advanced (integer) sorting algorithms.
Performance Evaluation
The proposed method can be considered as a visualization tool, similarly to VAT (Visual Assessment of clustering Tendency) [2] . Although the resulted plots are informative, in most of the cases the numerical evaluation of the results is also necessary.
The first and most obvious measurement of the performance of the crossing minimization algorithms is based on the counting of the edge crossings. If we denote the rearranged A 
The total number of crossings of M (i) can be calculated based on the sum of these ( ) ( , ) values:
Since the crossings of the and ∀ ≠ edges are not taken into account, the total number of crossings is calculated as
The effectiveness of the ordering from the expected block-diagonality of the resulted M (i) matrices can be measured based on the distance of the nonnegative elements from the diagonal ordering:
=1
It is also important to note, that the smaller the q value the better the ordering is in the data matrix.
Case Studies
Manufacturing cell formation is widely studied and well-documented problem of process flow analysis. In this session, we provide several reproducible comparisons based on the most widely applied benchmark problems. The MATLAB implementation of the algorithm and the related datasets are downloadable from the website of the authors (www.abonyilab.com).
Firstly, we compare our approach with the popular hybrid-heuristic cell formation algorithm [33] and show the applicability of the proposed performance measures. This will be followed by the numerical analysis of the scalability. Finally, an illustrative real-life example will be given.
Application on Benchmark Problems
Since there are several two-dimensional examples for manufacturing cell formation problems in the literature, we first applied our method on one of those available [33] . The chosen dataset consists of 14 machines and 24 parts. The sparsity pattern of the incidence matrix is depicted in Figure 4 (a). The hybrid heuristic algorithm is one of the recently published methods which combines the simulated annealing with genetic methods. This method in many cases outperforms the performance of the classical methods [33] . Solutions provided by the hybrid heuristic algorithm and our method can be seen in Figure 4 . As it can be seen, our new approach provides much better block-diagonal ordered solution. Using the number of edge crossings the hybrid heuristic and the proposed method can be numerically compared. While the original dataset has 674 edge crossings, and the result of the hybrid heuristic method has 256, the proposed crossing minimization algorithm provided an ordering only with 95 edge crossings.
We also compared crossing numbers of another eight benchmark datasets. The results are showed in Figure 5a , where the blue bars show the original, the red bars the hybrid heuristic, and the green ones the number of the crossings of the proposed algorithm. As it can be seen our method outperforms the hybrid heuristic method in every benchmark examples.
A summary of the previously presented cn crossing number and q block-diagonal ordering results can be seen in Table 1 . As this table and Figure 5b show, the crossing minimization also ensures effective block-oriented orderings of these benchmark problems. 
Crossing Minimization of Multidimensional DatasetsNumerical Analysis of the Complexity
While there are only 2D examples in the literature, we have generated several multidimensional benchmark problems to test the presented algorithm. After applying the previously mentioned iterative co-crossing minimization algorithm on the given multidimensional cell formation problem the results are seen in Figure 3 , in the second row. As results, each matrix is reordered in a blockdiagonal way.
In the following, we validate the log-linear scalability of the algorithm. We defined problems with 10, 100 and 500 properties/categories ( ) of i=1-6 features. Figure 6 shows the computational costs of these cases as we increased the number of objects ( 0 ) from 10 to 1.000.000. These graphs on the log-log scale show the log-linear complexity of the algorithm. The computational costs of the proposed co-crossing minimization algorithm on different datasets Figure 7 The increase of the number of machines linearly increases the computational complexity Figure 8 The increase of the number of categories linearly increases the computational complexity Figure 9 Effect of the increase of the number of properties (n) As we will see, the results confirm the theoretical considerations and the industrial-scale applicability of the method. 
Application on Real Life Problem
The previously presented multivariate co-crossing minimization method was applied on a real life example as well. We used this method on a production line analysis problem, where the primary task is the optimization of the production line of that produces over 5000 types of products assembled from several parts. Assuming that the switching time between similar products is less than the switching time between more different products, our aim was to analyze interconnections between parts and products. Since there are several stages of the production and different types of parts are used in different stages we formulated the multivariate model based on the hierarchy of the bill of materials (BOM) [29] . As Fig. 10 illustrates the methodology worked perfectly, we were able to sort the products according to their similarity. 
Conclusions
Thanks to the fourth industrial revolution production processes are becoming more and more integrated. This integration allows the simultaneous optimization of the whole supply chain. From this viewpoint production flow analysis is becoming an important tool since the analysis of the integrated marketing, design, production, logistic and sales data can effectively support production scheduling and flexible manufacturing cell formation.
Complex and integrated manufacturing processes require more detailed problem representation than used in classical manufacturing cell formation. This means, production lines should be characterized by several features that should be simultaneously analysed. We proposed a novel multipartite graph based representation of these complex production flow analysis problems and proposed an efficiently scalable clustering and visualization algorithm that sequentially reorders the edge crossings of bipartite graphs. The barycentric heuristic based cocrossing minimization method is simultaneously reorders the rows and columns of the interconnection matrices of the features to highlight their hidden blockdiagonal structure, which structure supports data visualization easier. The applicability of the proposed co-crossing minimization is illustrated by several case studies.
We also showed that the proposed algorithm requires low computational capacities as it uses simple linear algebraic operations defined on sparse matrices. Another advantage of the method is its capability of parallelization and handling multi-dimensional sparse datasets. Considering these benefits, the proposed cocrossing minimization method can be scaled and used efficiently when we are dealing with large databases.
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