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The linear superposition principle in quantum mechanics is essential for several no-go theorems
such as the no-cloning theorem, the no-deleting theorem and the no-superposing theorem. It remains
an open problem of finding general forbidden principles to unify these results. In this paper, we
investigate general quantum transformations forbidden or permitted by the superposition principle
for various goals. First, we prove a no-encoding theorem that forbids linearly superposing of an
unknown pure state and a fixed state in Hilbert space of a finite dimension. Two general forms
include the no-cloning theorem, the no-deleting theorem, and the no-superposing theorem as special
cases. Second, we provide a unified scheme for presenting perfect and imperfect quantum tasks
(cloning and deleting) in a one-shot manner. This scheme may lead to fruitful results that are
completely characterized with the linear independence of the input pure states. The generalized
upper bounds for the success probability are proved. Third, we generalize a recent superposing of
unknown states with fixed overlaps when multiple copies of the input states are available.
PACS numbers: 03.67.-a,03.65.Ta,03.67.Hk
I. INTRODUCTION
In quantum mechanics, the no-cloning theorem as a
well-known fact asserts that an arbitrary unknown pure
state [1] or noncommuting mixed state [2] cannot be per-
fectly created using a universal quantum transformation.
This non-trivial exception is derived from the superposi-
tion principle of quantum states and may be implied by
the no-communication theorem which forbids the clas-
sical information transmission using only quantum en-
tanglement. Although the no-cloning theorem prevents
several important extensions of classical results such as
classical error corrections [3, 4], it plays a key role in var-
ious quantum applications, especially in quantum secure
communication. The no-cloning theorem plays a key role
in certifying the unconditional security of quantum cryp-
tography [5–9]. A universal cloning machine will violate
the no-teleportation theorem that forbids converting a
quantum state into classical bits. Unitary cloning also
implies the possibility of deleting quantum information
which is impossible. In fact, with the quantum super-
position principle, unknown quantum states of a finite
dimension cannot be unitarily transformed into a fixed
state, i.e., the quantum no-deleting theorem [10]. In gen-
eral, the no-cloning theorem has no relationship to the
no-deleting theorem because the post-selection permit-
ted in the cloning task is forbidden in the deleting task.
The key of the no-cloning theorem and the no-deleting
theorem is the superposition principle of quantum states
[11]. It is also essential for nontrivial quantum applica-
tions including Shor’s factoring algorithm [12], Grover’s
search algorithm [13], quantum cryptography [14], quan-
tum metrology [15], and Boson sampling [16]. However,
this principle is unsuitable for the task of superposing
unknown states. A recent theorem [17, 18] shows that
it is impossible to create a superposition state of un-
known states using a universal quantum transformation
[17]. This no-go theorem is different from the no-cloning
theorem [1], the no-deleting theorem [10] or the special
no-superposing theorem that forbids superposing an un-
known state and its orthogonal complement [19]. It re-
mains a challenge to explore intrinsic connections among
these no-go theorems.
In comparison to recovering perfect resultant, Buzˇek
and Hillery provided a universal quantum transforma-
tion for imperfect cloning [20]. The partial trace on each
copy of their resultant is a mixed state with the opti-
mal fidelity [21–24]. Their scheme had triggered lots
of investigations on quantum cloning tasks that include
N → M cloning of qubits [21], d-dimensional universal
cloning [25–28], asymmetric cloning [29–33], mixed-state
cloning [2, 34–36], experimental cloning [37–44], and rel-
ative discussions and applications [45, 46]. The cloning
fidelities of these imperfect schemes may be improved to
unit if input states are chosen from a finite set of the
whole space. In particular, the linear independence of
input pure states has been proved to be a sufficient and
necessary condition for perfect cloning with a unitary
and post-selection process [47, 48]. The optimal success
probability is the same as that of state discriminations
[49–52]. The linear independence has also been used for
the task of superposing multiple copies of input states
[53]. Similar results hold for perfect deleting. These per-
fect schemes may be unified in a one-shot manner using
multiple copies of input states [54].
Recently, a constructive scheme [17] shows that a uni-
versal superposing transformation exists for unknown
states chosen from two sets where all the states of each
2set have a fixed overlap with a known state. The scheme
shows a new insight of the linear independence, i.e., a
superposing scheme exists for a collection (generally un-
countable) of finite sets consisting of linearly independent
states. This is a great improvement for the quantum
tasks defined on a finite set of quantum states. It should
be interesting to investigate whether or not similar gen-
eralizations hold for other tasks of cloning or deleting
[47, 48, 53, 54].
In this paper, our motivation is to generalize the no-
cloning theorem [1], no-deleting theorem [10] and no-
superposing theorem [17]. Although they are different in
general and have no explicit relationships among them,
we hope to present a unified form which may provide
new insights of these no-go theorems. Moreover, new
constructions will be proposed to generate different de-
sired states using the linear independence of input states
that belong to restricted sets. The main contributions of
this paper are listed as follows:
(1) We present new no-go theorems. The first one is the
no-encoding theorem that forbids linearly super-
posing of an unknown pure state and a fixed state
(known or unknown) in the same space of a finite di-
mension from a universal quantum transformation.
Its generalizations include the no-cloning theorem,
the no-deleting theorem and the no-superposing
theorem as special cases.
(2) We present several schemes to unify the perfect
and imperfect tasks of cloning and deleting for pure
states in a finite set. All the schemes are completely
characterized by the linear independence of input
states. Generalized upper bounds are proved using
the matrix norm and state metric, respectively.
(3) We propose a scheme to superpose pure states in
a finite set. We also present some generalized su-
perposing schemes when multiple copies of input
states are available.
The rest of the paper is organized as follows. In Sec. II,
we present new no-go theorems. The first one is the no-
encoding theorem. Namely, an arbitrary unknown state
and a fixed state in the same space of a finite dimension
cannot be linearly superposed using a universal quantum
transformation with a nontrivial probability. This the-
orem will be further extended for multiple copies of the
pure states. In Sec. III, several quantum transformations
will be presented to unify imperfect and perfect tasks of
cloning and deleting with controllable errors. The gener-
alized bounds of the success probability will be proved us-
ing the matrix norm and state metric, respectively. Sec.
IV contributes new superposing schemes that create the
linear superposition of unknown pure states chosen from
a finite set, or a restricted subspace when multiple copies
of the input states are available. The last section con-
cludes this paper.
II. UNIFIED NO-GO THEOREMS
In this section, we explore general forms of the no-
cloning theorem, the no-deleting theorem and the no-
superposing theorem.
A. No-encoding theorem
In what follows we only consider pure states. In quan-
tum mechanics, a pure state provides a probability dis-
tribution for the value of each observable. In the mathe-
matical formulation, from Riesz representation theorem
[55] each pure state corresponds to a ray in a Hilbert
space while each observable quantity is associated with
a self-adjoint (or Hermitian) and positive semi-definite
operator. In this paper, we only consider the normalized
pure states. Thus each pure state is uniquely denoted
by a density matrix ρψ on Hilbert space H with the di-
mension dim(H) = n ≥ 2, where |ψ〉 is its vector repre-
sentative up to a global phase factor eiθ, i.e, ρψ = ρeiθψ.
Denote the vector |ψ〉 ∝ |φ〉 if ρψ = ρφ, i.e., |ψ〉 = |φ〉 up
to a global phase.
Let CP(H1,H2) be the set of completely positive (CP)
maps which transform pure states on Hilbert space H1
into pure states on Hilbert space H2. All the uni-
tary maps, which are denoted as SU(H1), are CP maps
that preserve the inner product of the Hilbert space.
In particular, from Stinespring’s Theorem [56], each
F ∈ CP(H1,H2) may be realized by a unitary map
U ∈ SU(H1 ⊗ HA ⊗ HP ) and a projection map P ∈
CP(H1 ⊗ HA ⊗ HP ,H2), where HA is an ancillary space
and HP is another ancillary space (named as probe space
for simplicity) used for defining projectors. For each map
F : H1 → H2 with Hilbert spaces H1 and H2, denote
F : ρψ 7→ ρφ for ρψ on H1 and ρφ on H2 as its detailed
mapping of F(ρψ) = ρφ.
Theorem 1 Let α, β be nonzero complex constants sat-
isfying |α|2+|β|2 = 1, and ρφ be a fixed pure state (known
or unknown) on Hilbert space H with dim(H) ≥ 2. There
does not exist CP map F ∈ CP(H2,H) for all pure states
ρψ on H such that
F(ρψρφ) = ρϕ, (1)
where the vector representative of ρϕ is given by |ϕ〉 ∝√
r(α|ψ〉 + β|φ〉) and r is a normalization constant de-
pendent of α, β, |ψ〉 and |φ〉.
The result in Theorem 1 holds for a fixed pure state
ρφ which may be known or unknown (randomly chosen
from H). This theorem shows that one cannot use a fixed
pure state to linearly superpose (or linearly encode) with
an unknown state, which may be randomly chosen from
H according to the Haar measure. It is also a general
no-superposing theorem that forbids the creation of the
linear superposition of an unknown state and a fixed state
3in the same space. Theorem 1 is not a corollary of the
non-superposing Theorem [17] while it is conversely true.
Proof of Theorem 1. Note that each quantum op-
eration can be represented by a unitary operation and
post-selection of projective measurements [48]. Thus
a CP map is represented by a unitary transformation
and the post-selection of projective measurements on a
joint system consisting of the input states and ancillary
states. Assume that there exists a CP map F satis-
fying Eq.(1). From Stinespring’s Theorem [56], there
exist two pure states ρΣ (including the pure state ρφ
as its subsystem) and ρΣ′ on ancillary Hilbert space
HA, one probe state ρP on probe space HP , a unitary
map U : H ⊗ HA ⊗ HP → H ⊗ HA ⊗ HP and a pro-
jective map P : H ⊗ HA ⊗ HP → H ⊗ HA such that
P ◦U(ρψρΣρP ) = ρϕρΣ′ holds for all the states ρψ on H.
In the following, we only need to prove the nonexistence
of the unitary map U .
Now, assume there exists a unitary map U ∈ CP(H ⊗
HA ⊗HP ,H⊗HA ⊗HP ) for all the states ρψ on H such
that
U(ρψρΣρP0) = ρΨ, (2)
where the vector representative of ρΨ is given by |Ψ〉 ∝√
p0
√
r(α|ψ〉 + β|φ〉)|Σ′〉A|P1〉 + √p1|Φ˜〉 and r is a nor-
malization constant. In Eq.(2), |Σ′〉 is the vector repre-
sentative of ancillary state ρΣ′ that may be dependent of
α, β, |ψ〉 and |φ〉. |P0〉 and |P1〉 are the respective vector
representative of orthogonal pure states ρP0 and ρP1 on
probe space HP . p0 is the success probability of recover-
ing a superposition state with the vector representative√
r(α|ψ〉 + β|φ〉) that is dependent on α, β, |ψ〉, |φ〉, and
satisfies p0 > 0 and p0 + p1 = 1. |Φ˜〉 is the vector repre-
sentative of a general failure state ρΦ˜, that will be anni-
hilated by the projector |P1〉〈P1|, i.e, tr(ρΦ˜|P1〉〈P1|) = 0.
Here, we only consider the special case of ρΣ′ = ρ0.
The proof of the general state ρΣ′ is shown in Appendix
A. In this case, Eq.(2) may be rewritten into
U |ψ〉|Σ〉|P0〉 ∝ √p0|χ〉|0〉|P1〉+√p1|Φ˜〉, (3)
where U is the matrix representative of the unitary map-
ping U and the vector representative of ρχ is defined by
|χ〉 ∝ √r(α|ψ〉+ β|φ〉).
For simplicity, we only consider ρφ = ρ0. A similar re-
sult may be proved using a generally fixed state ρφ, which
will be discussed in the next subsection. Since Hilbert
space of qubit states is a subspace of general Hilbert
space H with dim(H) > 2, it is sufficient to prove the
nonexistence of Eq.(3) for the qubit space. For the basis
states ρ0, ρ1 on H (qubit space) as input states, Eq.(3)
leads to
U |0〉|Σ〉|P0〉 ∝ √p0|0〉|0〉|P1〉+√p1|Φ˜0〉, (4)
U |1〉|Σ〉|P0〉 ∝
√
p′0|χ′〉|0〉|P1〉+
√
p′1|Φ˜1〉, (5)
where the vector representative |χ′〉 is defined by |χ′〉 ∝
α|1〉+β|0〉. In these equations, p0 and p′0 are the respec-
tive success probability of transforming pure state ρ0 and
ρ1. |Φ˜0〉 and |Φ˜1〉 are the respective vector representative
of the failure states ρΦ˜0 and ρΦ˜1 that should be annihi-
lated by the projector |P1〉〈P1|, i.e, tr(ρΦ˜0 |P1〉〈P1|) =
tr(ρΦ˜1 |P1〉〈P1|) = 0.
For any pure state ρh with the vector representative
|h〉 ∝ a|0〉+ b|1〉 with |a|2+ |b|2 = 1, from Eq.(3), we can
obtain
U |h〉|Σ〉|P0〉 ∝
√
p′′0 |ϕ1〉|0〉|P1〉+
√
p′′1 |Φ˜′′〉, (6)
where the vector representative |ϕ1〉 is defined by |ϕ1〉 ∝√
r′′(α|h〉 + β|0〉) and r′′ is a normalization constant.
|Φ˜′′〉 is the vector representative of the failure state ρΦ˜′′
that should be annihilated by the projector |P1〉〈P1|, i.e.,
tr(ρΦ˜′′ |P1〉〈P1|) = 0, and p′′0 is the success probability of
recovering pure state ρϕ1 .
Moreover, using the linearity of quantum operations,
it follows from Eqs.(4) and (5) that
U |h〉|Σ〉|P0〉
∝ |ϕ2〉|0〉|P1〉+ a√p1|Φ˜0〉+ b
√
p′1|Φ˜1〉, (7)
where the vector |ϕ2〉 is given by |ϕ2〉 = a√p0|0〉 +
b
√
p′0|χ′〉. From Eqs.(6) and (7), we get a(
√
p0
p′0
eiθ−α)+
βbeiθ = αβ with θ ∈ [0, 2π]. This leads to the fixed val-
ues of a and b from |a|2 + |b|2 = 1, where p0, p′0, |α| and
|β| are some fixed constants. This is a contradiction to
the assumption of ρh. 
B. Unified no-go theorems
Theorem 1 presents the nonexistence of linear super-
posing of an unknown state and a fixed state in Hilbert
space of a finite dimension. Similar results hold for dif-
ferent input states and output states.
Theorem 2 Let α, β be complex constants satisfying
|α|2 + |β|2 = 1 and |β| 6= 1, k be an integer, and ρΦ be
a fixed pure state (known or unknown) on Hilbert space
Hn with dim(H) ≥ 2. Then, there does not exist CP map
F ∈ CP(Hk,Hn) for all the states ρ⊗kψ on Hk such that
F(ρ⊗kψ ) = ρΨ (8)
if n, k, β and F satisfy one of the following conditions:
(i) n ≥ 1 and 0 < |β| < 1;
(ii) n > k and β = 0;
(iii) n < k, β = 0, the output state is restricted to
ρΨρ
⊗k+n−m
0 , and F is restricted to the unitary
map;
where the vector representative of ρΨ is given by |Ψ〉 ∝√
r(α|ψ〉⊗n + β|Φ〉) and r is a normalization constant.
4Theorem 3 Let α, β be nonzero complex constants sat-
isfying |α|2+ |β|2 = 1 and |β| 6= 1, and ρφ be a fixed state
(known or unknown) on Hilbert space H with dim(H) ≥
2. Then there dose not exist CP map F ∈ CP(Hk,Hn)
for all the states ρ⊗kψ on H
k such that
F(ρ⊗kψ ) = ρ⊗nϕ (9)
if n, k, β and F satisfy one of the following conditions:
(i) n ≥ 1 and 0 < |β| < 1;
(ii) n > k and β = 0;
(iii) n < k, β = 0, the output state is restricted to
ρ⊗nϕ ρ
⊗k−n
0 , and F is restricted to unitary map;
where the vector representative of ρϕ is given by |ϕ〉 ∝√
r(α|ψ〉 + β|φ〉) and r is a normalization constant.
Theorem 2 may be viewed as no-superposing of the
product state ρ⊗kψ and a fixed state ρΦ while Theorem 3
may be viewed as the combination of the no-cloning and
the no-encoding of an unknown pure state and a fixed
state. Moreover, Theorem 2 may be viewed as the no-
cloning of ρ⊗nψ with a fixed error term |Φ〉 while Theorem
3 may be viewed as the no-cloning of ρψ with a fixed er-
ror term |φ〉. Theorems 2 and 3 are different except the
special case of β = 0, which leads to the no-cloning theo-
rem [1] (n > k) or the no-deleting theorem [10] (n < k).
The relationships among Theorems 2 and 3 and previ-
ous no-go theorems [1, 10, 17] are schematically shown
in Fig.1. From this Figure, the set defined by respec-
tive Theorem 2 and 3 includes the no-cloning theorem
[1], the no-deleting theorem [10], Theorem 1, or the no-
superposition theorem [17] as a special case. Formally,
we obtain the implications as follows:
Theorem 2 ⇒ Theorem 1
⇒ The no-superposing Theorem,
Theorem 2 ⇒ The no-cloning Theorem,
Theorem 2 ⇒ The no-deleting Theorem,
Theorem 3 ⇒ Theorem 1
⇒ The no-superposing Theorem,
Theorem 3 ⇒ The no-cloning Theorem,
Theorem 3 ⇒ The no-deleting Theorem.
Proof of Theorem 2. Since Theorem 1 is a special case
of this Theorem, the proof of Theorem 1 for a general
fixed state ρφ is included in the following proof.
When β = 0 and F is restricted to the unitary map,
Theorem 2 reduces to the no-deleting theorem. When
β = 0, Theorem 2 reduces to the no-cloning theorem for
n > k. In the following, we only need to prove the result
for 0 < |β| < 1.
The proof of Theorem 1 suggests a method to prove
this theorem. Now, we present another proof with simple
evaluations. Assume that there exists a unitary map U
No-cloning
Theorem
No-deleting
Theorem
Theorem 2
No-cloning
Theorem
Theorem 3
Theorem 1
No-superposing
Theorem
FIG. 1: (Color online) Schematic relationships of different no-
go theorems. The set bounded by the black line denotes the
results ensured by Theorem 2. The set bounded by the red
line denotes the results ensured by Theorem 3.
with the matrix representative U for all the states ρψ on
H such that
U |ϕ〉⊗k|Σ〉|P0〉
∝ √p0|Ψ〉|0〉⊗N+k−n|P1〉+√p1|Φ˜〉, (10)
where the vector representative of ρΨ is given by |Ψ〉 ∝√
r(α|ϕ〉⊗n + β|Φ〉) and r is a normalization constant.
|Σ〉 is the vector representative of an ancillary state ρΣ
on Hilbert spaceHA = H
N withN > n, and |P0〉, |P1〉 are
the respective vector representative of orthogonal states
ρP0 and ρP1 on probe space HP with dim(HP ) ≫ 2.
|Φ˜〉 is the vector representative of the failure state ρΦ˜
that should be annihilated by the projector |P1〉〈P1|, i.e.,
tr(ρΦ˜|P1〉〈P1|) = 0.
For any state with the vector representative eiθ|ϕ〉, it
follows from Eq.(10) that
U(eiθ|ϕ〉⊗k|Σ〉|P0〉)
∝
√
p′0|Ψ′〉|0〉⊗N+k−n|P1〉+
√
p′1|Φ˜′〉, (11)
where the vector representative of ρΨ′ is given by |Ψ′〉 ∝√
r′(αeinθ|ϕ〉⊗n + β|Φ〉) and r′ is a normalization con-
stant. |Φ˜′〉 is the vector representative of a general fail-
ure state ρΦ˜′ that should be annihilated by the projector|P1〉〈P1|.
Note that |ϕ〉 ∝ eiθ|ϕ〉, i.e, the pure state ρeiθϕ is phys-
ically undiscriminating from the pure state ρϕ. From
Eq.(10) we obtain
U(eiθ|ϕ〉⊗k|Σ〉|P0〉) ∝ U |ϕ〉⊗k|Σ〉|P0〉. (12)
From Eqs.(11) and (12) we obtain β = 0 which is a con-
tradiction to the assumption of β. 
The proof of Theorem 3 is shown in Appendix B.
III. QUANTUM TRANSFORMATION OF PURE
STATES IN A FINITE SET
Although the no-cloning theorem forbids perfectly
cloning unknown states, Buzˇek and Hillery [20] pro-
vided a cloning transformation for unknown qubit states
5such that the partial traces on the original qubit and
on the cloned qubit have the same density matrix as
ρ = fρψ + (1− f)ρψ⊥ with the optimal fidelity f = 5/6.
Here, ρψ⊥ is the orthogonal state of the input state ρψ.
The cloning transformation of Buzˇek-Hillery triggered
lots of investigations on the imperfect quantum cloning,
see reviews [45, 46].
Similar results hold for cloning pure states in a fi-
nite set. In fact, let S = {ρψ1 , · · · , ρψm}, where ρψj is
on Hilbert space H with dim(H) ≥ m. There exists a
CP map F ∈ CP(S ⊗ HA, S2) [47, 48] for all the states
in S such that F(ρψiρΣ) = ρψiρψi if the vector repre-
sentatives of ρψ1 , ρψ2 , · · · , ρψn are linearly independent,
where ρΣ is an ancillary state on Hilbert space HA with
dim(HA) ≥ m. Note that a CP map may be represented
by a unitary evolution and post-selection of projective
measurement. So, the cloning transformation F may be
viewed as an imperfect cloning before performing the pro-
jective measurement. This scheme has been extended to
probabilistically recover ρ⊗2ψi , ρ
⊗3
ψi
, · · · , ρ⊗Mψi for a large
integerM from the input states ρψi , i = 1, 2, · · · ,m [53].
Moreover, combined with the quantum deleting machine,
i.e., ρψiρψi 7→ ρψi , Feng et al. [54] proved that there ex-
ists a CP map Fs for the same goal using the input states
ρ⊗kψi , i = 1, 2, · · · ,m. These optimal schemes are related
to the quantum state discrimination [49–52]. In compari-
son to the imperfect cloning scheme [20], the error terms
induced by these CP maps on a finite set are not re-
stricted to the orthogonal states of the input states. The
general transformation of the pure states in a finite set
depends on the linear independence of the input states.
The success probability is determined by a proper metric
inequality [48, 53, 54].
In this section, our goal is to present the general trans-
formations of a finite set of the pure states beyond pre-
vious probabilistic cloning or deleting [47, 48, 53, 54].
A. Hadamard product of matrices
For completeness, some necessary definition and
propositions of Hadamard product (Shur product) of ma-
trices are firstly presented as follows [57].
Definition 1 Let A = [aij ]m×n and B = [bij ]m×n be
matrices in matrix space Cm×n. The Hadamard product
of A and B is defined as A ◦B = [aijbij ]m×n ∈ Cm×n.
Proposition 1 The Hadamard product of matrices is
commutative, associative and distributive.
Proposition 2 The Hadamard product of two symmet-
ric (Hermite) matrices is symmetric (Hermite).
These Propositions may easily follow from their defi-
nitions. Moreover, the Hadamard product maintains the
positive semidefinite property as the following theorem.
Theorem 4 (Schur Product Theorem) [57]. The
Hadamard product of two positive-semidefinite matri-
ces (or positive-definite) is also positive-semidefinite (or
positive-definite).
Lemma 1 Let A be a positive definite matrix in matrix
space Cn×n and B be a Hermite matrix in the same space.
Then A−B is positive definite if
‖B‖2 < ‖A−1‖−12 (13)
where ‖ · ‖2 is the induced norm from the Euclidean met-
ric.
Proof of Lemma 1. For a positive definite matrix
A [57], all the eigenvalues λ1, λ2, · · · , λn are positive
constants. From the definition of the induced norm,
we have ‖A‖2 = max{λ1, λ2, · · · , λn} and ‖A−1‖−12 =
min{λ1, λ2, · · · , λn} where A−1 denotes the inverse ma-
trix of A. For a Hermite matrix B, all the eigenval-
ues λ′1, λ
′
2, · · · , λ′n are nonnegative and satisfy ‖B‖2 =
max{λ′1, λ′2, · · · , λ′n}. If A − B is negative semi-definite,
there exists a nonzero vector v ∈ Cn such that v(A −
B)v† ≤ 0. It means that
‖A−1‖−12 ≤ vAv† ≤ vBv† ≤ ‖B‖2,
which contradicts the inequality of (13). 
B. General quantum transformation of finite set
In this section, the imperfect and perfect transfor-
mation of the pure states in a finite set will be uni-
fied. In detail, let S be a finite set defined by S =
{ρ⊗kψ1 , ρ⊗kψ2 , · · · , ρ⊗kψm} ⊂ Hk, where dim(H) ≥ 2 and k
is a positive integer.
Theorem 5 Let αij and βij be complex constants satis-
fying |αij |2 + |βij |2 = 1 and
∑M+k
j=1 |αij |2 6= 0, and ρΦij
be a known pure state on Hilbert space Hj, then there ex-
ists a CP map Fj ∈ CP(Hk,Hj) for all the states on S
such that
Fj(ρ⊗kψi ) = ρϕij (14)
iff the vector representatives of ρψ1 , ρψ2 , · · · , ρψm are
linearly independent, where the vector representative of
ρϕij is given by |ϕij〉 ∝ √rij(αij |ψi〉⊗j + βij |Φij〉) and
rij is a normalization constant, i = 1, 2, · · · ,m; j =
1, 2, · · · ,M + k, and M is a positive integer.
In Theorem 5, the CP maps exist for S when the vec-
tor representatives of S are linearly independent. If S is
known, a CP map [14] exists for recovering the states in
S from a new set {ρψ1 , ρψ2 , · · · , ρψm}. Hence, our con-
dition will be replaced by the linear independence of the
vectors |ψ1〉, |ψ2〉, · · · , |ψm〉 for a large k. This is because
that the vector representatives of S should be linearly
6independent when k is large using the Gershgorin circle
theorem [58] for its Gram matrix A◦k.
Before we present the proof, some useful results may
be firstly followed from Theorem 5. When βij = 0 for all
i = 1, 2, · · · ,m and j = 1, 2, · · · ,M + k, the general map
in Eq.(14) reduces to the unified cloning [54]. If βij = 0
holds for all i = 1, 2, · · · ,m and j = 1, 2, · · · , k1 with
1 ≤ k1 < M + k, Theorem 5 reduces to a simultaneous
perfect and imperfect cloning as follows.
Corollary 1 Let αij , βij be complex constants satisfying
|αij |2+ |βij|2 = 1 and
∑M+k
j=1 |αij |2 6= 0, k1 be an integer
satisfying 1 ≤ k1 < M + k, and ρΦij be a known pure
state on Hilbert space Hj, then there exists a CP map
Fj ∈ CP(Hk,Hk1+j) for all the states in S such that
Fj(ρ⊗kψi ) = ρ⊗k1ψi ρϕij (15)
iff the vector representatives of ρψ1 , ρψ2 , · · · , ρψm are lin-
early independent, where the vector representative of ρϕij
is given by |ϕij〉 ∝ √rij(αij |ψi〉⊗j+βij |Φij〉) and rij is a
normalization constant, i = 1, 2, · · · ,m; j = 1, 2, · · · , L,
L =M + k − k1 and M is a positive integer.
From Eq.(15), one may simultaneously produce k1 per-
fect copies and j imperfect copies of ρψi when k1 > k.
Moreover, one may delete k − k1 copies and clone j im-
perfect copies of ρψi when k1 < k. The imperfect terms
|Φij〉 (i = 1, 2, · · · ,m; j = 1, 2, · · · , L) are independent of
the input states. When k1 < k, one may keep k1 copies
of ρψi being unchanged and perform a CP map F on the
remained k − k1 copies from Theorem 5.
Note that for arbitrary complex constants αˆij , βˆij
satisfying |αˆij |2 + |βˆij |2 = 1, and normalized vectors
|ψi〉, |φij〉 ∈ CK with K ≥ 2, there exist complex con-
stants αij , βij and a normalized vector |Φij〉 ∈ CnK such
that αij |ψi〉⊗n + βij |Φij〉 ∝ (αˆij |ψi〉 + βˆij |φij〉)⊗n with
|αij |2 + |βij |2 = 1. From similar proof, this fact may be
generally reformed as follows.
Corollary 2 Let αij , βij be complex constants satisfying
|αij |2+ |βij|2 = 1 and
∑M+k
j=1 |αij |2 6= 0, k1 be an integer
satisfying 1 ≤ k1 < M+k, and ρφij be a known pure state
on H, then there exists a CP map Fj ∈ CP(Hk,Hk1+j)
for all the states in S such that
Fj(ρ⊗kψi ) = ρ⊗k1ψi ρ⊗jϕij (16)
iff the vector representatives of ρψ1 , ρψ2 , · · · , ρψm are lin-
early independent, where the vector representative of ρϕij
is defined by |ϕij〉 ∝ √rij(αij |ψi〉+ βij |φij〉) and rij is a
normalization constant, i = 1, 2, · · · ,m, j = 1, 2, · · · , L
and L =M + k − k1.
The no-superposing theorem [19] forbids superposing
an unknown state and its orthogonal state in Hilbert
space of a finite dimension. However, Corollary 2 sug-
gests a perfect superposing for unknown states in a fi-
nite set. If we choose complex constants αij , βij and a
normalized vector |φij〉 ∈ CK with K ≥ 2 such that
αij |ψi〉+ βij |φij〉 ∝ |ψ⊥i 〉 which is the orthogonal to |ψi〉,
the Corollary 2 leads to the following result with similar
proof.
Corollary 3 Let ρφij be a known pure state on H, then
there exists a CP map Fj ∈ CP(Hk,Hk1+j) for all the
states in S such that
Fj(ρ⊗kψi ) = ρ⊗k1ψi ρ
⊗j
ψ⊥
i
(17)
iff the vector representatives of ρψ1 , ρψ2 , · · · , ρψm are lin-
early independent, where i = 1, 2, · · · ,m; j = 1, 2, · · · , L,
L =M + k − k1 and M is a positive integer.
Proof of Theorem 5. The proof consists of two
parts. First, we prove that if there exists a CP map
Fj satisfying Eq.(14), then the vector representatives of
ρψ1 , ρψ2 , · · · , ρψm are linearly independent. These CP
maps will be presented in a unified form with a nontrivial
probability in the following. In fact, from Stinespring’s
Theorem [56], assume that there exists a unitary map
U with matrix representative U , an ancillary state with
the vector representative |Σ〉 on HA, N + 1 orthogonal
states with the vector representatives |P0〉, |P1〉, · · · , |PN 〉
on HP such that
U |ψi〉⊗k|Σ〉|P0〉 ∝
M+k∑
j=1
√
pij |ϕj〉|0〉⊗M+k−j |Pj〉
+
N∑
s=M+k+1
√
qis|Φ˜is〉|Ps〉 (18)
where HA = H
M be an ancillary Hilbert space with
M > k, and HP be a probe space with dim(HP ) ≥
N + 1 > M + k. |Φij〉 is the vector representative of
normalized state ρΦij that is independent of the input
states, i = 1, 2, · · · ,m; j = 1, 2, · · · ,M + k. pij is the
success probability of producing n imperfect copies of
ρψi . |Φ˜is〉 is the vector representative of a general failure
state ρΦ˜is on H
k⊗HA with the probability qis that satis-
fies
∑M+k
j=1 pij +
∑N
s=M+k+1 qis = 1, i = 1, 2, · · · ,M + k,
and s = M + k + 1,M + k + 2, · · · , N . Each CP map
Fj is defined by Fj = |0〉M+k−j〈0|M+k−j ◦ |Pj〉〈Pj | ◦ U ,
j = 1, 2, · · · ,M + k.
Assume that there exist a vector |ψj〉⊗k and constants
c1j , c2j , · · · , cmj such that |ψj〉⊗k =
∑m
i=1 cij |ψi〉⊗k.
From Eq.(18) we have
U |Ψj〉 ∝
M+k∑
s=1
√
pjs|ϕs〉|0〉⊗M+k−s|Ps〉
+
N∑
t=M+k+1
√
qjt|Φ˜jt〉|Pt〉 (19)
where the vector representative of ρϕs is given by
|ϕs〉 ∝ √ris(αis|ψi〉⊗s + βis|Φis〉) and the vector |Ψj〉 =
7|ψj〉⊗k|Σ〉|P0〉. Moreover, from the linearity of quantum
operations, we obtain that
U |Ψj〉 ∝
M+k∑
s=1
m∑
i=1
√
cij
√
pis|ϕs〉|0〉⊗M+k−s|Ps〉
+
N∑
t=M+k+1
m∑
i=1
√
cij
√
qit|Φ˜it〉|Pt〉 (20)
Note that Eqs.(19) and (20) must be equal to each
other for all the states ρψi (up to a phase factor), i =
1, 2, · · · ,m. It follows that∑mi=1√cijpis|ϕs〉 ∝ √pjs|ϕs〉
for all the integers s satisfying 1 ≤ s ≤ M + k. These
equalities imply that cjj = 1 and cij = 0 for i 6= j be-
cause the vector |Φij〉 is independent of input states. So,
the vector representatives of ρψ1 , ρψ2 , · · · , ρψm are lin-
early independent.
Now, we need to prove the existence of the unitary map
satisfying Eq.(18). For the input states ρ⊗kψi and ρ
⊗k
ψj
,
taking the inner product of the representative vectors of
the output states [60], from Eq.(18) we have
akij =
M+k∑
s=1
√
pis(
√
risαisa
s
ijα
∗
js
√
rjs
+αisλij,sβ
∗
js + βisλ
∗
ji,sα
∗
js + βisβ
∗
js)
√
pjs
+
N∑
ℓ=M+k+1
√
qiℓqjℓ, (21)
where aij := 〈ψi|ψj〉 and λij,s := 〈ψi|⊗s|Φjs〉. Briefly, we
obtain a matrix equation using Definition 1 as follows:
A◦k =
M+k∑
s=1
Gs(ΛsA
◦sΛ†s + Cs)G
†
s +
N∑
ℓ=M+k+1
Qℓ, (22)
where A◦t denotes the t-fold Hadamard power of ma-
trix A = [aij ]m×m, Cs = [αisλij,sβ
∗
js + βisλ
∗
ji,sα
∗
js +
βisβ
∗
js]m×m, Qℓ = [
√
qiℓqjℓ]m×m, and diagonal matri-
ces Gs = G
†
s = diag(
√
p1s,
√
p2s, · · · ,√pms) and Λs =
diag(α1s
√
r1s, α2s
√
r2s, · · · , αms√rms).
From Lemma 1 [48], it is sufficient to prove
Eq.(22) with physically available matrices QM+k+1,
QM+k+2, · · · , QN for the existence of the unitary map in
Eq.(18). The matrix A◦k is positive definite from The-
orem 4 because the vectors |ψ1〉, |ψ2〉, · · · , |ψm〉 are lin-
early independent. The matrices
∑M+k
s=1 ΛsA
◦sΛ†s and
Cs are Hermite. From Lemma 1, when the efficiency
matrices Gs(s = 1, 2, · · · ,M + k) satisfy the following
inequality
‖
M+k∑
s=1
GsBsG
†
s‖2 < ‖(A◦k)−1‖−12 , (23)
the matrix A◦k − ∑M+ks=1 GsBsG†s is positive definite,
where Bs = ΛsA
◦sΛ†s + Cs. So, the Hermite matrix
A◦k −∑M+ks=1 GsBsG†s can be diagonalized by a unitary
matrix V as follows:
V (A◦k −
M+k∑
s=1
GsBsG
†
s)V
† = diag(γ1, γ2, · · · , γm) (24)
where γ1, γ2, · · · , γm denote all the eigenvalues of A◦k −∑M+k
s=1 GsBsG
†
s and γj > 0, j = 1, 2, · · · ,m. Define Qℓ =
V †diag(x1ℓ, x2ℓ, · · · , xmℓ)V where xjℓ is nonnegative and
satisfies
∑N
ℓ=M+k+1 xjℓ = γj , j = 1, 2, · · · ,m. Hence, the
matricesQM+k+1, QM+k+2, · · · , QN are positive definite
from Theorem 4 and then physically realizable.
Before completing the proof, we need to prove the in-
equality (23). Using the triangle inequality, it easily fol-
lows that ‖∑M+ks=1 GsBsG†s‖2 ≤ ∑M+ks=1 ‖Gs‖22 × ‖Bs‖2.
So, there exist nonzero matrices Gs (s = 1, 2, · · · ,M+k)
satisfying Eq.(23) when they satisfy the following in-
equality
M+k∑
s=1
‖Gs‖22 × ‖Bs‖2 < ‖(A◦k)−1‖−12 (25)
which is easily guaranteed. This completes the proof. 
The inequality (23) or its weak form (25) has presented
an implicit bound of the efficiency in terms of the matrix
norm. An entry-pair inequality is obtained from Eq.(22)
using the state metric [19] as follows
Dij,k ≥
M+k∑
s=1
pij,s[αij,s(rij,sD
2
ij,s − 2rij,s + 2)
−2max{|λij,s|, |λji,s|}) (26)
where pij,s = (pis + pjs)/2, αij,s = |αisαjs|, βij,s =
|βisβjs|, rij,s = √risrjs, and Dij,t = 2(1 − |aij |t) with
t = k or s. The proof is shown in Appendix C. This
inequality has generalized the bound of the probabilis-
tic cloning [14] or the state discrimination [49]. It also
reduces to the bound of the probabilistic cloning in a uni-
fied form [19, 48, 53, 54] for special constants of λij,s, αij
and βij .
Remark. From the cloning scheme [48], the final
states belong to a finite set of ∪M+kj=1 Sj , where Sj =
{ρ⊗jψ1 , ρ
⊗j
ψ2
, · · · , ρ⊗jψm}. Similar results hold for Sk [54].
Moreover, from Theorem 5, the final states belong to a
new set ∪M+kj=1 S˜j , where S˜j denotes an infinite vector set
{αij |ψi〉⊗j + βij |Φij〉, |αij |2 + |βij |2 = 1, i = 1, 2, · · · ,m}
with fixed vectors |Φij〉 ∈ Hj. In geometry, each subset
S˜j may be viewed as a “compressed unit sphere” with
two axes of |ψi〉⊗j and |Φij〉, see a schematic example
shown in Fig.2.
IV. SUPERPOSITION OF PURE STATES IN
RESTRICTED SETS
Recent schemes show that one may superpose unknown
states with a fixed projector onto a known state [17]. Our
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FIG. 2: (Color online) Schematic representatives of S˜1 and
S1 in C
2. Here, the vectors |ψ1〉 = |0〉 and |Φ1〉 = 1√
2
(|0〉 +
|1〉), |ψ2〉 =
√
2
3
|0〉 +
√
1
3
|1〉 and |Φ2〉 = 1√
2
(|0〉 − |1〉). S1 =
{ρψ1 , ρψ2} is a set of two points. S˜1 = {αi|ψi〉+βi|Φi〉, |αi|2+
|βi|2 = 1, i = 1, 2} is a set consisting of all the points on two
circles.
goal in this section is to propose new superposing schemes
for the input states in different restricted sets.
A. Pure states in a finite set
In this subsection, we investigate the superposed states
belonging to a finite set S = {ρψ1 , ρψ2 , · · · , ρψm} ⊂ H
with dim(H) ≥ m. Note that the linear independence
of the input states is a special case of the fixed overlap
[17, 59]. Unfortunately, the scheme proposed by Osz-
maniec et al [17] is only sufficient. New schemes present
the necessity of the superposition scheme when the input
states belong to a finite set.
Theorem 6 Let αij , βij be nonzero complex constants
satisfying |αij |2 + |βij |2 = 1, then there exists a CP map
F ∈ CP(H2,H) for all the states in S such that
F(ρψiρψj ) = ρϕij (27)
iff the vector representatives of ρψ1 , ρψ2 , · · · , ρψm are lin-
early independent, where the vector representative of ρϕij
is defined by |ϕij〉 ∝ √rij(αij |ψi〉+ βij |ψj〉) and rij is a
normalization constant, i, j = 1, 2, · · · ,m.
Proof of Theorem 6. Note that the vector represen-
tatives |ψ1〉|ψ1〉, |ψ1〉|ψ2〉, · · · , |ψm〉|ψm〉 are linearly de-
pendent iff the vectors |ψ1〉, |ψ2〉, · · · , |ψm〉 are linearly
dependent. Similar to the proof of Theorem 5, the ne-
cessity is easily followed from the linearity of quantum
operations. Now we need to prove the existence of the
CP map. Assume there exists a CP map F satisfying
Eq.(27). From Stinespring’s Theorem [56], there exists a
unitary map with the matrix representative U , an ancil-
lary state with vector representative |Σ〉 on Hilbert space
HA = H
M with M > m, 3 orthogonal states with the
vector representatives |P0〉, |P1〉, |P2〉 on HP such that
U |ψi〉|ψj〉|Σ〉|P0〉
∝ √pij |ϕij〉|0〉|P1〉+√qij |Φij〉|P2〉 (28)
Here, pij is the success probability of recovering a super-
posed state ρϕij with the vector representative |ϕij〉 ∝√
rij(αij |ψi〉+βij |ψj〉), and satisfies pij = pij which cor-
responds to the swapping of the input states. |Φij〉 is the
vector representative of a normalized failure state ρΦij on
H⊗HA with the probability qij that satisfies qij+pij = 1,
i, j = 1, 2, · · · ,m.
For the input states ρψi1ρψi2 and ρψj1ρψj2 , taking the
inner product of the vector representatives of the output
states from Eq.(28), we can obtain
ai1j1ai2j2 =
√
pi1i2ri1i2hi1i2,j1j2
√
pj1j2rj1j2
+
√
qi1i2qj1j2bi1i2,j1j2 (29)
where aks = 〈ψk|ψs〉, hi1i2,j1j2 = 〈Φij |Φj1j2〉, and
hi1i2,j1j2 = α
∗
i1
αj1ai1j1 + β
∗
i2
βj2ai2j2 + α
∗
i1
βj2ai1j2 +
β∗i2αj1ai2j1 . It may be briefly described as a matrix equa-
tion as follows
A = ΛHΛ† +Q, (30)
where the matrices A,H,Q are respectively defined by
A = [ai1j1ai2j2 ]m2×m2 ,
Λ = diag(
√
p11,
√
p12, · · · ,√pmm)m2×m2 ,
H =
[ √
ri1i2rj1j2hi1i2,j1j2
]
m2×m2
,
Q = [
√
qi1i2qj1j2bi1i2,j1j2 ]m2×m2 ,
and the rows or columns of the matrices A,H,Q are rep-
resented by two-bit series i1i2 and j1j2, respectively.
It is sufficient to prove Eq.(30) with physically realiz-
able matrix Q for the existence of the unitary map in
Eq.(28). A is positive definite and ΛHΛ† is Hermite.
From Lemma 1, A − ΛHΛ† is positive definite when Λ
satisfies
‖ΛHΛ†‖2 < ‖A−1‖−12 . (31)
Therefore, there exists a unitary matrix V such that
V (A− ΛHΛ†)V † = diag(λ1, λ2, · · · , λm2), (32)
where λ1, λ2, · · · , λm2 denote all the eigenvalues of A −
ΛHΛ† and are positive. Denote Q = V †diag(λ1,
λ2, · · · , λm2)V . So, Q is positive from Theorem 4 and
then physically realizable. This completes the proof. 
The bound of the efficiency may be proved from
Eq.(29) as follows
Di1j1Di2j2 ≤
2
3
pi1i2,j1j2 [ri1i2,j1j2(16−Di1j1
−Di2j1 −Di1j2 −Di2j2)− 6]
+4Di1j1 + 4Di2j2 , (33)
9where ri1i2,j1j2 =
√
ri1i2rj1j2 , pi1i2,j1j2 = (pi1i2 + pj1j2)/2
andDij = 2(1−|aij|). This is a new bound of the average
efficiency pi1i2,j1j2 in comparison to the bound in Eq.(26)
because Theorem 6 cannot be proved from Theorem 5.
Combined with the probabilistic cloning or deleting of
Theorem 5, we obtain a general theorem as follows:
Theorem 7 Let αij , βij be nonzero complex constants
satisfying |αij |2 + |βij |2 = 1, then there exists a CP
map F ∈ CP(Hk ⊗ Hk,Hs) for all the states in S =
{ρ⊗kψ1 , ρ⊗kψ2 , · · · , ρ⊗kψm} ⊂ Hk such that
F(ρ⊗kψi ρ⊗kψj ) = ρϕij,s (34)
iff the vector representatives of ρ⊗kψ1 , ρ
⊗k
ψ2
, · · · , ρ⊗kψm are
linearly independent, where the vector representative of
ρϕij,s is defined by |ϕij,s〉 ∝ √rij,s(αij |ψi〉⊗s+βij |ψj〉⊗s)
and rij,s is a normalization constant, i, j = 1, 2, · · · ,m;
s = 1, 2, · · · ,M + 2k and M is an integer.
The proof is shown in Appendix E.
B. Pure states in a restricted set
In this subsection, we generalize a previous overlap
condition [17] and obtain new superposing schemes of
unknown states when multiple copies of the input states
are available.
Theorem 8 Let α, β be nonzero complex constants satis-
fying |α|2+ |β|2 = 1, ρX be a known pure state in Hilbert
space H3 with dim(H) ≥ 2, and ρµ be an unknown qubit
state with vector representative |µ〉 = α|0〉+ β|1〉.
(i) There exists a CP map F ∈ CP(C2⊗H2⊗H2,H) for
all the states ρψ , ρφ on H satisfying the following
inequalities
tr(ρX ⊗ ρψ ⊗ ρφ ⊗ ρψ) = c1 > 0,
tr(ρX ⊗ ρφ ⊗ ρψ ⊗ ρφ) = c2 > 0, (35)
such that
F(ρµρ⊗2ψ ρ⊗2φ ) = ρϕ, (36)
where the vector representative of ρϕ is defined
by |ϕ〉 ∝ √r(αeiθ1 |ψ〉 + βeiθ2 |φ〉) with eiθ1 =
〈X|φ〉|ψ〉|φ〉
|〈X|φ〉|ψ〉|φ〉| and e
iθ2 = 〈X|ψ〉|φ〉|ψ〉|〈X|ψ〉|φ〉|ψ〉| and r is a nor-
malization constant.
(ii) There exists a CP map F ′ ∈ CP(C2 ⊗H2 ⊗H2,H)
for all the states ρψ, ρφ in H satisfying
tr(ρX ⊗ ρψ ⊗ ρψ ⊗ ρφ) = c′1 > 0,
tr(ρX ⊗ ρφ ⊗ ρφ ⊗ ρψ) = c′2 > 0, (37)
such that
F ′(ρµρ⊗2ψ ρ⊗2φ ) = ρϕ′ , (38)
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FIG. 3: (Color online) Schematic figure of c1 vias the x-axis
component α1. Here, the vector |X〉 = |x1〉|x2〉|x3〉, we get
that α1α3β2 = c1, β1β3α2 = c2, where αi = |〈xi|ψ〉| and
βi = |〈xi|φ〉|, i = 1, 2, 3. The blue line denotes the graph of
{(α1, c1)|α1 ∈ [0, 1]} with |x1〉 = |0〉, |x2〉 = 1√
2
(|0〉+ |1〉) and
|x3〉 = |1〉. The red line denotes the graph of {(α1, c1)|α1 ∈
[0, 1]} with |x1〉 = |0〉, |x2〉 = 1√
2
(|0〉+ |1〉) and |x3〉 = 12 (|0〉+√
3|1〉). The green line denotes the graph of {(α1, c1)|α1 ∈
[0, 1]} with |x1〉 = |1〉, |x2〉 = 1√
2
(|0〉+ |1〉) and |x3〉 = 12 (|0〉+√
3|1〉).
where the vector representative of ρϕ′ is defined
by |ϕ′〉 ∝ √r′(αeiθ3 |ψ〉 + βeiθ4 |φ〉) with eiθ3 =
〈X|φ〉|φ〉|ψ〉
|〈X|φ〉|φ〉|ψ〉| and e
iθ4 = 〈X|ψ〉|ψ〉|φ〉|〈X|ψ〉|ψ〉|φ〉| and r
′ is a nor-
malization constant.
Before proving this theorem, we want to present com-
parisons of the condition in Eq.(35) to the fixed overlap
condition of Theorem 2 [17]. It can be easily shown that
the new condition in Eq.(35) holds for the fixed over-
lap condition [17]. However, the converse is not true.
In particular, taking |X〉 = |x1〉|x2〉|x3〉 as an example,
we obtain that c1 = α1α3β2 and c2 = β1β3α2, where
αi = |〈xi|ψ〉| and βi = |〈xi|φ〉|, i = 1, 2, 3. An evaluated
example is shown in Fig.3. There exist superposed states
that satisfy Eq.(35) with the fixed state ρX while they
do not satisfy the condition of Theorem 2 [17] with the
fixed state ρx1 . It is because that there are two different
values of α1 for some c1.
Proof of Theorem 8. The proof procedure is similar to
that of the superposing scheme [17]. Define an auxiliary
normalized vector |v〉 = √c(√c1|0〉+√c2|1〉), where c is
a normalization constant. Let F = F5F4F3F2F1, where
F1 : ρ 7→ V1ρV †1 ,
F2 : ρ 7→ V2ρV †2 ,
F3 : ρ 7→ V3ρV †3 ,
F4 : ρ 7→ V4ρV †4 ,
F5 : ρ 7→ tr1345(ρ), (39)
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FIG. 4: (Color online) Schematic circuit of CP mapping F .
Here, PX and Pv denote the measurement induced by the
operator |X〉〈X| and |v〉〈v|, respectively. • denotes the con-
trolling system.
where
V1 = |0〉〈0| ⊗ I ⊗ I ⊗ I ⊗ I + |1〉〈1| ⊗ I ⊗ I ⊗ S4,5,
V2 = |0〉〈0| ⊗ I ⊗ I ⊗ I ⊗ I + |1〉〈1| ⊗ S2,3 ⊗ I ⊗ I,
V3 = I ⊗ I ⊗ PX ,
V4 = Pv ⊗ I ⊗ I ⊗ I ⊗ I. (40)
Here, Pv = |v〉〈v|, PX = |X〉〈X |, I denotes the identity
operator, Si,j denotes the swapping operator of two pure
states in the i-th and j-the subsystems, and tr1345(·) is
the partial trace over all the factors except the second. Its
schematic circuit is shown in Fig.4, where one swapping
operation S3,4 is firstly used to obtain ρµρψρφρψρφ from
ρv⊗ρ⊗2ψ ⊗ρ⊗2φ . F is completely positive and trace nonin-
creasing. The final state may be evaluated forward. The
uniqueness is similar to that in Ref.[17] except some dif-
ferent constructions, see Appendix E. The success prob-
ability is given by
ps = tr[F(ρµ ⊗ ρ⊗2ψ ⊗ ρ⊗2φ )]
= tr[F(ρµρψρφρψρφ)]
=
c1c2
c1 + c2
N2ϕ. (41)
The map F cannot be rescaled to increase the
success probability because of operator inequality
(V4V3V2V1)
†(V4V3V2V1) ≤ I⊗5. If coefficients α and β
are fixed, one may construct a new CP map with a higher
probability, see Appendix F. 
It is possible to generalize the superposing map F for
k copies of the superposed states. The fixed state is de-
fined in Hilbert space H2k−1. For convenience, we make
use of the permutation group P2k−1 consisting of all the
permutation operations on a finite set with 2k − 1 ele-
ments. For each permutation g ∈ P2k−1, there exists a
general swapping operation Sg induced by the permuta-
tion g such that Sg ∈ CP(H2k−1,H2k−1). In particular,
let P2k−1 be a permutation operated on the index set
{1, 2, · · · , 2k − 1}. For each state ρφ1,2,··· ,2k−1 ∈ H2k−1
(where subscripts 1, 2, · · · , 2k − 1 denote the indexes of
subsystems), then we define
Sg : ρφ1,2,··· ,2k−1 7→ ρφg(1,2,··· ,2k−1) , (42)
where g(1, 2, · · · , 2k − 1) denotes the permutation of in-
dex pairs (1, 2, · · · , 2k− 1) according to the permutation
operator g ∈ P2k−1. Let ρΨ1,2,··· ,2k−1 := ρ⊗k−1ψ ⊗ρ⊗kφ and
ρΦ1,2,··· ,2k−1 := ρ
⊗k
ψ ⊗ ρ⊗k−1φ .
Theorem 9 Let α, β be nonzero complex constants sat-
isfying |α|2 + |β|2 = 1, ρX be a known pure state in
Hilbert space H2k−1 with dim(H) ≥ 2, and ρµ be an
unknown qubit state on C2 with vector representative
|µ〉 ∝ α|0〉 + β|1〉. For τ1, τ2 ∈ P2k−1. Then there ex-
ists a CP map Fτ1,τ2 ∈ CP(C2⊗Hk⊗Hk,H) for all pure
states ρ⊗kψ , ρ
⊗k
φ in H
k satisfying
tr(ρX ⊗ ρΨτ1(1,2,··· ,2k−1)) = c1 > 0,
tr(ρX ⊗ ρΦτ2(1,2,··· ,2k−1)) = c2 > 0, (43)
such that
Fτ1,τ2(ρµρ⊗kψ ρ⊗kφ ) = ρϕ, (44)
where the vector representative of ρϕ is defined by |ϕ〉 ∝√
r(αeiθ1 |ψ〉 + βeiθ2 |φ〉) with eiθ1 = 〈X|Φτ2(1,2,··· ,2k−1)〉|〈X|Φτ2(1,2,··· ,2k−1)〉|
and eiθ2 =
〈X|Ψτ1(1,2,··· ,2k−1)〉
|〈X|Ψτ1(1,2,··· ,2k−1)〉|
and r is a normalization
constant.
In Theorem 9, |Ψτi(1,2,··· ,2k−1)〉 is the vector rep-
resentative of the pure state ρΨτi(1,2,··· ,2k−1) , and
|Φτi(1,2,··· ,2k−1)〉 is the vector representative of the pure
state ρΦτi(1,2,··· ,2k−1) . The proof of this theorem is similar
to that of Theorem 9, see Appendix G.
In general, we can superpose n independent states as
follows. Let ρΨj1,2,··· ,nk−1
:= ⊗nt=1ρ⊗kjtψt , where kjt is an
integer satisfying kjt = k for j 6= t and kjt = k − 1 for
j = t.
Corollary 4 Let ρX be a known pure state on Hilbert
space Hnk−1 with dim(H) ≥ 2, and ρµ be an unknown
state in Cn with vector representative |µ〉 =∑n−1j=0 αj |j〉.
For any permutations τ1, τ2, · · · , τn ∈ Pnk−1, there exists
a CP map Fτ1,τ2,··· ,τn ∈ CP(Cn ⊗ Hnk,Hk) for all pure
states ρ⊗kψ1 , ρ
⊗k
ψ2
, · · · , ρ⊗kψn in Hk satisfying
tr(ρX ⊗ ρΨi
τi(1,2,··· ,nk−1)
) = ci > 0, i = 1, 2, · · · , n (45)
such that
Fτ1,τ2,··· ,τn(ρµ ⊗ (⊗ni=1ρ⊗kψi )) = ρϕ, (46)
where the vector representative of ρϕ is defined by |ϕ〉 ∝√
r
∑n−1
j=0 αje
iθj |ψj〉 with eiθj = 〈X|ϕτj(1,2,··· ,nk−1)〉|〈X|ϕτj(1,2,··· ,nk−1)〉| and
r is a normalization constant.
In this corollary, |ϕτj(1,2,··· ,nk−1)〉 is the vector repre-
sentative of the pure state ρϕτj(1,2,··· ,nk−1) , j = 1, 2, · · · , n.
The proof is similar to that of Theorem 8, see Appendix
H.
11
V. CONCLUSIONS
We have firstly presented one theorem that may ex-
tend the no-superposing theorem to forbid superposing
of an unknown state and a fixed state. This theorem has
been generalized for multiple copies of the input states.
The new no-go theorems include the no-cloning theorem,
no-deleting theorem and no-superposing theorem as spe-
cial cases. And then, we presented unified schemes of
imperfect and perfect transforming (cloning and delet-
ing) of the pure states in a finite set. Similar to the
unambiguous state discriminations, all the schemes are
completely characterized with the linear independence of
the input states. Finally, new schemes are constructed to
superpose unknown states. These superposing schemes
are completed when some permutations of input states
have fixed overlaps with a fixed state.
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Appendix A. Completing Proof of the Theorem 1
Assume that there exists a unitary map U with the
matrix representative U satisfying Eq.(3) for all the un-
known states ρh on H. For two basis states ρ0 and ρ1, it
follows that
U |0〉|Σ〉|P0〉 ∝ √p0|0〉|Σ0〉|P1〉+√p1|Φ0〉, (47)
U |1〉|Σ〉|P0〉 ∝
√
p′0|χ′〉|Σ1〉|P1〉+
√
p′1Φ1〉, (48)
where the vector representative of ρχ′ is defined by
|χ′〉 ∝ α|1〉 + β|0〉. ρΣ0 and ρΣ1 are the output states
of the ancillary system, and generally depend on the in-
put states.
For each pure state ρh with the vector representative
|h〉 ∝ a|0〉+ b|1〉 satisfying |a|2 + |b|2 = 1, we obtain
U |h〉|Σ〉|P0〉 ∝
√
p′′0 |ϕ1〉|Σ2〉|P1〉+
√
p′′1 |Φ2〉 (49)
where the vector representative of ρϕ1 is defined by
|ϕ1〉 ∝
√
r′′(α|h〉 + β|0〉) and r′′ is a normalization con-
stant, and ρΣ2 is the output state of the ancillary system.
Moreover, from the linearity of quantum operations and
Eqs.(47) and (48), we obtain
U |ϕ〉|Σ〉|P0〉 ∝ |Ψ〉|P1〉+ a√p1|Φ0〉
+b
√
p′1|Φ1〉, (50)
where the vector |Ψ〉 = a√p0|0〉|Σ0〉+ b
√
p′0|χ′〉|Σ1〉. Let
|Σi〉 = ai|0〉+bi|1〉 with |ai|2+ |bi|2 = 1, i = 1, 2, 3. From
Eqs.(49) and (50), we get a = 0, which is a contradiction
to the assumption of ρh.
Appendix B. Proof of Theorem 3
Similar to the proof of Theorem 2, we only need to
prove the result for 0 < |β| < 1. Assume that there
exists a unitary map U with the matrix representative U
for all the states ρψ in H such that
U |ψ〉⊗k|Σ〉|P0〉 ∝ √p0|ϕ〉⊗n|0〉⊗N+k−n|P1〉
+
√
p1|Φ〉, (51)
where the vector representative of ρϕ is defined by |ϕ〉 ∝√
r(α|ψ〉 + β|φ〉) and r is a normalization constant. |Σ〉
is the vector representative of an ancillary state ρΣ on
Hilbert space HA = H
N with N > n. |P0〉 and |P1〉 are
the respective vector representative of orthogonal states
ρP0 and ρP1 on probe space HP with dim(HP )≫ 2. Let
ρeiθϕ be a new state. From Eq.(51) it follows that
U(eiθ|ψ〉⊗k|Σ〉|P0〉) ∝ √p0|ϕ′〉⊗n|0〉⊗N+k−n|P0〉
+
√
p1|Φ′〉 (52)
where the vector representative of ρϕ′ is defined by
|ϕ′〉 ∝ √r′(√αeiθ|ϕ〉 + √β|φ〉) and r′ is a normaliza-
tion constant. Note that |ψ〉 ∝ eiθ|ψ〉, i.e., the pure state
ρeiθψ is physically undiscriminating from the pure state
ρψ. From Eq.(51) it follows that
U(eiθ|ψ〉⊗k|Σ〉|P0〉) ∝ U |ψ〉⊗k|Σ〉|P0〉. (53)
Eqs. (52) and (53) lead to β = 0, which is a contradiction
to the assumption of β.
Appendix C. The proof of inequality (26)
From Eq.(22) and the triangle inequality, we obtain
|aij |k ≤
M+k∑
s=1
√
pispjs(
√
risrjs|αisαjs| × |aij |s
+|αisβjsλij,s|+ |βisαjsλji,s|+ |βisβjs|)
+
N∑
ℓ=M+k+1
√
qiℓqjℓ. (54)
Note that for all the complex constants αis, βjs with
|αis|, |βjs| ≤ 1, we have |αisβjsλij,s| + |βisαjsλji,s| ≤
max{|λij,s|, |λji,s|} × (|αisβjs|+ |βisαjs|), and |αisβjs|+
|βisαjs| ≤ 12 (|αis|2+ |βjs|2+ |βis|2+ |αjs|2) = 1 from the
equalities |αis|2+|βis|2 = |αjs|2+|βjs|2 = 1. Hence, from
the arithmetic-geometric average inequality, Eq.(54) re-
duces to
|aij |k ≤
M+k∑
s=1
pij,s(max{|λij,s|, |λji,s|}
+αij,srij,s|aij |s + βij,s − 1) + 1, (55)
where pij,s = (pis + pjs)/2, αij,s = |αisαjs|, βij,s =
|βisβjs| and rij,s = √risrjs, and we have taken use
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of the equalities
∑M+k
s=1 pis +
∑N
ℓ=M+k+1 qiℓ = 1, i =
1, 2, · · · ,m. Denote Dij,t := 2(1− |aij |t) with t = k or s.
Since 1−βij,s ≥ αij,s for |αis|2+ |βis|2 = |αjs|2+ |βjs|2 =
1, Eq.(55) yields to inequality (26).
Appendix D. The proof of inequality (33)
From Eq.(29) we obtain
|ai1j1ai2j2 | ≤
√
pi1i2pj1j2
√
ri1i2rj1j2
×(|αi1αj1ai1j1 |+ |βi2βj2ai2j2 |
+|αi1βj2ai1j2 |+ |βi2αj1ai2j1 |)
+
√
qiii2qj1j2
≤ 1
3
√
pi1i2pj1j2
√
ri1i2rj1j2
×(2|αi1 |2 + 2|αj1 |2 + 2|βj2 |2 + 2|βi2 |2
+|ai1j1 |+ |ai2j2 |+ |ai2j1 |+ |ai1j2 |)
+
√
qiii2qj1j2
≤ 1
3
√
pi1i2pj1j2
√
ri1i2rj1j2
×(|ai1j1 |+ |ai2j2 |+ |ai2j1 |
+|ai1j2 |+ 4) +
√
qiii2qj1j2 , (56)
where the second inequality is derived from the inequality
x2 + y2 + z ≥ x3 + y3 + z3 ≥ 3xyz for 0 ≤ x, y, z ≤
1, and the last equality is derived from the equalities
|αi|2+ |βi|2 = 1, i = 1, 2, · · · ,m. By using the arithmetic
inequality for piii2pj1j2 and qiii2qj1j2 , Eq.(56) yields to
inequality (33).
Appendix E. Proof of Theorem 7
Note that the vector representatives |ψ1〉⊗k|ψ1〉⊗k,
|ψ1〉⊗k|ψ2〉⊗k, · · · , |ψm〉⊗k|ψm〉⊗k are linearly dependent
if and only if the vectors |ψ1〉⊗k, |ψ2〉⊗k, · · · , |ψm〉⊗k are
linearly dependent. Similar to the proof of Theorem 5,
the necessity is easily followed from the linearity of quan-
tum operations and the superposition principle. Now, we
prove that these CP maps will be presented in a unified
form with a nontrivial probability in the following. In
fact, from Stinespring’s Theorem [56], assume that there
exists a unitary map with matrix representative U such
that
U |ψi〉⊗k|ψj〉⊗k|Σ〉|P0〉
∝
M+2k∑
s=1
√
pij,s|ϕij,s〉|0〉M+2k−s|Ps〉
+
N∑
ℓ=M+2k+1
√
qij,ℓ|Φij,ℓ〉|Pℓ〉 (57)
Here, |Σ〉 is the vector representative of an ancillary
state ρΣ on Hilbert space HA = H
M with M >
max{k, s}. pij,s is the success probability of producing
ρϕij,s . |P0〉, |P1〉, · · · , |PN 〉 are the vector representatives
of orthogonal states ρP0 , ρP1 , · · · , ρPN on probe space HP
with dim(HP ) > N + 1. |Φij,ℓ〉 is the vector represen-
tative of a normalized failure state ρΦij,ℓ on H
k ⊗ HM
with the probability qij,ℓ which satisfies
∑M+2k
s=1 pij,s +∑N
ℓ=M+2k+1 qij,ℓ = 1, i, j = 1, 2, · · · ,m. Each CP map
Fj is defined by Fj = |0〉M+k−j〈0|M+k−j ◦ |Pj〉〈Pj | ◦ U ,
j = 1, 2, · · · ,M + k.
For the input states ρ⊗kψi1
ρ⊗kψi2
and ρ⊗kψj1
ρ⊗kψj2
, taking the
inner product of the vector representatives of the output
states, it follows that
aki1j1a
k
i2j2
=
M+2k∑
s=1
√
pi1i2,spj1j2,sri1i2,srj1j2,sh
(s)
i1i2,j2j2
+
N∑
ℓ=M+2k+1
√
qi1i2,ℓqj1j2,ℓbi1i2,j2j2,ℓ, (58)
where aij = 〈ψi|ψj〉, bi1i2,j2j2,ℓ = 〈Φi1i2,ℓ|Φj1j2,ℓ〉,
and h
(s)
i1i2,j2j2
= α∗i1i2αj1j2a
s
i1j1
+ β∗i1i2βj1j2a
s
i2j2
+
α∗i1i2βj1j2a
s
i1j2
+ β∗i1i2αj1j2a
s
i2j1
for all integers 1 ≤
i, j, i1, i2, j1, j2 ≤ m and M + 2k + 1 ≤ ℓ ≤ N . Eq.(58)
may be briefly represented by a matrix equation:
A◦k =
M+2k∑
s=1
ΛsBsΛ
†
s +
N∑
ℓ=M+2k+1
Qℓ, (59)
where
A =
[
ai1j1a
∗
i2j2
]
m2×m2
,
Λs = diag(p11,s, p12,s, · · · , pmm,s)m2×m2 ,
Hs =
[√
ri1i2,srj1j2,sh
(s)
i1i2,j2j2
]
m2×m2
Qℓ =
[√
qi1i2,ℓqj1j2,ℓbi1i2,j2j2,ℓ
]
m2×m2
,
Here, the rows or columns of these matrices are repre-
sented by two-bit series i1i2 or j1j2, respectively. It
is sufficient to prove Eq.(59) with physical realizable
matrices Qℓ, ℓ = M + 2k + 1, · · · , L. In fact, A◦k
is positive definite from Theorem 4 because A is posi-
tive definite from the linear independence of the vector
representatives |ψ1〉⊗k, |ψ2〉⊗k, · · · , |ψm〉⊗k. The matrix∑M+2k
s=1 ΛsHsΛ
†
s is Hermite. From Lemma 1, the matrix
A◦k −∑M+2ks=1 ΛsBsΛ†s is positive definite when matrices
Λ1,Λ2, · · · ,ΛM+2k satisfy the following inequality
‖
M+2k∑
s=1
ΛsBsΛ
†
s‖2 < ‖(A◦k)−1‖−12 (60)
Therefore, there exists a unitary matrix V such that
V (A◦k −
M+2k∑
s=1
ΛsBsΛ
†
s)V
† = diag(λ1, λ2, · · · , λm2)(61)
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where λ1, λ2, · · · , λm2 are all the eigenvalues of A◦k −∑k3
s=1 ΛsHsΛ
†
s, and satisfy λj > 0, j = 1, 2, · · · ,m2.
Define Qℓ = V
†diag(λ1,ℓ, λ2,ℓ, · · · , λm2,ℓ)V , where
λ1,ℓ, λ2,ℓ, · · · , λm2,ℓ are positive constants and satisfy∑N
ℓ=M+2k+1Qℓ = diag(λ1, λ2, · · · , λm2). So, Qℓ is posi-
tive definite and then physically realizable, ℓ =M+2k+
1,M + 2k + 2, · · · , N . This completes the proof. 
In the following, the bound of the success probability
is proved in terms of the state metric [48]. In detail, from
Eq.(58) we obtain
|ai1j1ai2j2 |k ≤
M+2k∑
s=1
√
pi1i2,spj1j2,s
√
ri1i2,srj1j2,s(|αi1i2αj1j2 | · |ai1j1 |s + |βi1i2βj1j2 | · |ai2j2 |s
+|βi1i2αj1j2 | · |ai2j1 |s + |αi1i2βj1j2 | · |ai1j2 |s) +
N∑
ℓ=M+2k+1
√
qi1i2,ℓqj1j2,ℓ
≤ 1
3
M+2k∑
s=1
√
pi1i2,spj1j2,s
√
ri1i2,srj1j2,s[2|αi1i2 |2 + 2|αj1j2 |2 + 2|βi1i2 |2
+2|βj1j2 |2 + |ai1j1 |s + |ai1j2 |s + |ai2j1 |s + |ai2j2 |s] +
N∑
ℓ=M+2k+1
√
qi1i2,ℓqj1j2,ℓ
=
1
3
M+2k∑
s=1
√
pi1i2pj1j2
√
ri1i2rj1j2(|ai1j1 |s + |ai2j2 |s + |ai2j1 |s + |ai1j2 |s + 4)
+
N∑
ℓ=M+2k+1
√
qi1i2,ℓqj1j2,ℓ, (62)
where the second inequality is derived from the inequality
x2 + y2 + z ≥ x3 + y3 + z3 ≥ 3xyz for 0 ≤ x, y, z ≤
1, and the last equality is derived from the equalities
|αij |2 + |βij |2 = 1 for any integers 1 ≤ i, j ≤ m and
1 ≤ s ≤M + 2k.
By using the arithmetic inequality for pi1i2,spj1j2,s
and qi1i2,sqj1j2,s, and the equality
∑M+2k
s=1 pij,s +∑N
ℓ=M+2k+1 qij,ℓ = 1 for all i, j = 1, 2, · · · ,m, Eq.(62)
leads to
Di1j1,kDi2j2,k ≤
2
3
M+2k∑
s=1
pi1i2,j1j2,s[ri1i2,j1j2(16−Di1j1,s
−Di1j2,s −Di2j2,s −Di2j1,s)− 6]
+4Di1j1,k + 4Di2j2,k, (63)
where ri1i2,j1j2 =
√
ri1i2,srj1j2,s, pi1i2,j1j2,s = (pi1i2,s +
pj1j2,s)/2 and Dij,s = 2(1 − |aij |s). The inequality has
generalized the bound in Eq.(33).
Appendix F. Proof of the uniqueness of Theorem 8
In this appendix, we complete the proof of Theorem
8 according to the proof [17]. Let |v〉 = √c(√c1|0〉 +√
c2|1〉) be an ancillary vector and ρψ and ρφ be states
on H, ρX ∈ H3 satisfy the conditions
tr(ρXρψρφρψ) = c1 > 0, tr(ρXρφρψρφ) = c2 > 0. (64)
Let F ∈ CP(C2 ⊗H2 ⊗H2,H) be a CP map satisfying
F(ρµρ⊗2ψ ρ⊗2φ ) = ρϕ, (65)
where the vector representative |ϕ〉 is given by
|ϕ〉 ∝ √r(αeiθ1 |ψ〉+ βeiθ2 |φ〉)
and r is a normalization constant dependent of α, β, |ψ〉
and |φ〉, eiθ1 = 〈X|φ〉|ψ〉|φ〉|〈X|φ〉|ψ〉|φ〉| and eiθ2 = 〈X|ψ〉|φ〉|ψ〉|〈X|ψ〉|φ〉|ψ〉| . Let
{Fi|Fi : C2⊗H4 → H}i∈J , form the Kraus decomposition
of F . Using the analogous procedure to Theorem 1 [17],
we get
Fi(ρµρ
⊗2
ψ ρ
⊗2
φ )F
†
i = ρϕ, for all i ∈ J (66)
up to a global normalization factor. Now consider the
single Kraus operator Fi. It follows that
Fi|µ〉|ψ〉⊗2|φ〉⊗2 = a(αeiθ1 |ψ〉+ βeiθ2 |φ〉) (67)
for all vectors |ψ〉, |φ〉 ∈ H satisfying the condition in
Eq.(64) and a constant a which is dependent of α, β, |ψ〉
and |φ〉. This definition is unique up to a global factor.
In detail, from the linearity of the left side of Eq. (67), a
is independent of α and β. Moreover, from the linearity
of Fi and Eq.(67), it follows that
a(|ψ〉⊗2, |φ〉⊗2) = a(eiθ′1 |ψ〉⊗2, eiθ′2 |φ〉⊗2) (68)
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for arbitrary phases θ′i. Hence, we can assume the fol-
lowing form
|φ〉|ψ〉|φ〉 = √c1|X〉+
√
d1|Φ⊥〉, (69)
|ψ〉|φ〉|ψ〉 = √c2|X〉+
√
d2|Ψ⊥〉, (70)
where |X〉 is the vector representative of the state ρX
and ci+di = 1, |Φ⊥〉 and |Ψ⊥〉 are normalized orthogonal
complements of |X〉. From Eq.(67) we obtain
Fi ⊗ I ⊗ I[|µ〉(√c1|X˜〉+ d1|Φ˜⊥〉)(√c2|X˜〉+ d2|Ψ˜⊥〉)]
= a˜((α
√
c1 + β
√
c2)|X˜〉+ α
√
d1|Ψ⊥〉
+β
√
d2|Φ⊥〉)|φ〉|ψ〉, (71)
where the vectors |X˜〉 = (S1,2 ⊗ I)|X〉, |Φ˜⊥〉 = (S1,2 ⊗
I)|Φ⊥〉 and |Ψ˜⊥〉 = (S1,2 ⊗ I)|Ψ⊥〉. For normalized vec-
tors |Ψ˜⊥〉 and |Φ˜⊥〉, the function
(θ1, θ2) 7→ a˜(eiθ1 |Ψ˜⊥〉, eiθ2 |Φ˜⊥〉) (72)
is a smooth function on S1 × S1, where S1 denotes the
complex circle on C2. By inserting eiθ1 |Ψ˜⊥〉 and eiθ2 |Φ˜⊥〉
in Eq.(72), from the Fourier transformation and the lin-
earity of Fi, it follows that
a˜(eiθ1 |Ψ˜⊥〉, eiθ2 |Φ˜⊥〉) = a˜(|Ψ˜⊥〉, |Φ˜⊥〉). (73)
Moreover, we obtain
(F ⊗ I ⊗ I)|µ〉|X˜〉|X˜〉 = a˜( α√
c2
+
β√
c2
)|X˜〉|φ〉|ψ〉,(74)
(F ⊗ I ⊗ I)|µ〉|Φ˜⊥〉|Ψ˜⊥〉 = 0, (75)
(F ⊗ I ⊗ I)|µ〉|Φ˜⊥〉|X˜〉 = a˜α√
c2
|Φ˜⊥〉|φ〉|ψ〉, (76)
(F ⊗ I ⊗ I)|µ〉|X˜〉|Ψ˜⊥〉 = a˜β√
c2
|Ψ˜⊥〉|φ〉|ψ〉. (77)
From Eqs.(76) and (77), a˜ should be independent of
vectors |Φ˜⊥〉 and |Ψ˜⊥〉. It means that a˜ is a con-
stant. Similar proof may be followed for the conditions
tr(ρXρψρψρφ) = c1 > 0 and tr(ρXρφρφρψ) = c2 > 0.
This completes the proof. 
The present proof also holds for ρψ and ρφ satisfying
tr(ρXρψρφρψ) = λc1 and tr(ρXρφρψρφ) = λc2, where
λ ∈ (0, 1max{c1,c2} ]. The superpositions are then gener-
ated with a probability p′ = λp. From the uniqueness
result, it is impossible to generate superpositions for all
input states with a nonzero overlap with ρX .
We now present an explicit protocol to generate the
superposition with a higher success probability [17]. Let
G(ρ) = GρG†, for a linear mapping G : H4 → H defined
by G = G2G1, where
G1 =
α√
c1
I ⊗ I ⊗ I ⊗ I + β√
c2
S1,3 ⊗ S2,4,
G2 = I ⊗ 〈X |,
Si,j denotes the swapping operation of the i-th and j-th
state in H and |X〉 is the vector representative of ρX . The
action of G2 on the tensor of |x1〉|x2〉|x3〉|x4〉 is given
I ⊗ 〈X |x1〉|x2〉|x3〉|x4〉 = |x1〉(〈X |x2〉|x3〉|x4〉) (78)
for all ρxi ∈ H. With forward evaluations, we can obtain
G(|ψ〉⊗2|φ〉⊗2) = αeiθ1 |ψ〉+ βeiθ2 |φ〉 (79)
which shows that G(ρψρψρφρφ)G
† = ρϕ up a global fac-
tor. G is trace non-increasing if and only if GG† ≤ I ⊗ I,
i.e,
G†G =
|α|2
c1
I ⊗ ρX + |β|
2
c2
ρX ⊗ I
+
αβ∗√
c1c2
I ⊗ ρX(S1,3 ⊗ S2,4)
+
α∗β√
c1c2
(S1,3 ⊗ S2,4)(I ⊗ ρX) (80)
The maximal eigenvalue of G†G is given by
λmax = max{ |β|
2
c2
+
|α|2
2c1
(
√
4|β|2
c2
+ 1 + 1),
| α√
c1
+
β√
c2
|2}. (81)
The largest x ∈ R+ satisfying F˜ = x · F being non-
increasing is 1/λmax. The success probability is
ps = tr(F˜(ρψρψρφρφ)) =
N2ϕ
λmax
. (82)
Hence, p˜s ≥ ps if and only if
1
c1
+
1
c2
≥ λmax (83)
for ci ∈ (0, 1] and |α|2 + |β|2 = 1.
Appendix G. Proof of Theorem 9
Define |v〉 = √c(√c1|0〉 + √c2|1〉), where c is a nor-
malization constant. Given two permutations τ1, τ2 ∈
P2k−1, for all the states ρΨτ1(1,2,··· ,2k−1) satisfying tr(ρX⊗
ρΨτ1(1,2,··· ,2k−1)) = c1 > 0 and the states ρΦτ2(1,2,··· ,2k−1)
satisfying tr(ρX⊗ρΦτ1(1,2,··· ,2k−1)) = c2 > 0, we can define
a CP map Fτ1,τ2 such that
Fτ1,τ2(ρµρ⊗kψ ρ⊗kφ ) = ρϕ, (84)
where vector representative |ϕ〉 = √r(αeiθ1 |ψ〉 +
βeiθ2 |φ〉) with eiθ1 = 〈X|Φτ2(1,2,··· ,2k−1)〉|〈X|Φτ2(1,2,··· ,2k−1)〉| and e
iθ2 =
〈X|Ψτ1(1,2,··· ,2k−1)〉
|〈X|Ψτ1(1,2,··· ,2k−1)〉|
and r is a normalized constant, and
the vector |µ〉 is given by |µ〉 = α|0〉+ β|1〉. Let
Fτ1,τ2 = F6 ◦ F5 ◦ F4 ◦ F3 ◦ F2 ◦ F1, (85)
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where Fj(ρ) = FjρF †j , j = 1, 2, · · · , 5, F6(ρ) =
tr1,3,4,··· ,nk+1(ρ), and
F1 = |0〉〈0| ⊗ I2k + |1〉〈1| ⊗ S2,k+2 ⊗ Ik−1,
F2 = |0〉〈0| ⊗ I ⊗ Sτ1 + |1〉〈1| ⊗ I2k,
F3 = |0〉〈0| ⊗ I2k + |1〉〈1| ⊗ I ⊗ Sτ2
F4 = I2 ⊗ I ⊗ |X〉〈X |,
F5 = |v〉〈v| ⊗ Ink,
where Ij denotes the identity operator on Hj(j =
1, 2, · · · , nk), I2 denotes the identity operator on C2, Sτi
is a swapping operator induced by the permutation τi
in P2k−1 and performed on the last 2k − 1 subsystems,
i = 1, 2. It is easy to get the result by forward evaluations
from the input states ρv ⊗ ρ⊗kψ ⊗ ρ⊗kφ .
Appendix H: Proof of Corollary 5
Define an ancillary vector
|v〉 = √c(
n−1∑
j=0
√
cj∏n−1
j=0
√
cj
|j〉), (86)
where c is a normalization constant. Let
F = F5 ◦ F4 ◦ F3 ◦ F2 ◦ F1, (87)
where Fj(ρ) = FjρF †j , j = 1, 2, · · · , 4, F5(ρ) =
tr1,3,4,··· ,nk,nk+1(ρ), and
F1 = |0〉〈0| ⊗ Ink +
n−1∑
j=1
|j〉〈j| ⊗ S2,jk+2,
F2 =
n−1∑
j=0
|j〉〈j| ⊗ Sτj ,
F3 = In ⊗ I ⊗ |X〉〈X |,
F4 = |v〉〈v| ⊗ Ink,
where Ij denotes the identity operator on Hilbert
space Hj(j = 1, 2, · · · , nk), In denotes the identity
operator on C2, Sτj is a swapping operator induced
by the permutation τj in Pnk−1 and performed on
the last nk − 1 subsystems, j = 0, 1, · · · , n − 1. F1
is used to change the vector |v〉(⊗ni=1|ψi〉⊗k) into√
c
∑n−1
j=0
√
cj|j〉|ψj〉|Ψj1,2,··· ,nk−1〉. F2 is used to
change the vector
√
c
∑n−1
j=0
√
cj |j〉|ψj〉|Ψj1,2,··· ,nk−1〉
into
∑n−1
j=0
√
cj |j〉|ψj〉|Ψjτj(1,2,··· ,nk−1)〉, where
|Ψj1,2,··· ,nk−1〉 = ⊗nt=1|ψt〉⊗kjt with integers kjt sat-
isfying kjt = k for j 6= t and kjt = k − 1 for j = t. From
forward evaluations, we can prove the results using the
followed measurements induced by the operators |X〉〈X |
and |v〉〈v| [17].
