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Abstract: In order to describe the importance of uncertainty analysis in seawater intrusion 
forecasting and identify the main factors that might cause great differences in prediction results, we 
analyzed the influence of sea level rise, tidal effect, the seasonal variance of influx, and the annual 
variance of the pumping rate, as well as combinations of different parameters. The results show that 
the most important factors that might cause great differences in seawater intrusion distance are the 
variance of pumping rate and combinations of different parameters. The influence of sea level rise 
can be neglected in a short-time simulation (ten years, for instance). Retardation of seawater 
intrusion caused by tidal effects is obviously important in aquifers near the coastline, but the 
influence decreases with distance away from the coastline and depth away from the seabed. The 
intrusion distance can reach a dynamic equilibrium with the application of the sine function for 
seasonal effects of influx. As a conclusion, we suggest that uncertainty analysis should be 
considered in seawater intrusion forecasting, if possible.     
Key words: seawater intrusion forecasting; uncertainty analysis; deterministic model; 
uncertainty model; factorial design     
 
1 Introduction 
Seawater intrusion, caused by over pumping and unplanned aquifer management, has 
become an important cause of water scarcity in coastal areas. Many studies (Dhar and Datta 
2009a; Sreekanth and Datta 2011) have been conducted to support coastal aquifer management, 
in which uncertainty analysis of seawater intrusion forecasting is a new subject that has been 
receiving more and more attention (Dhar and Datta 2009b; Sanford and Pope 2010). 
In our study, the line with an iso-salinity of 10 000 mg/L, which is unsuitable for human 
consumption (USEPA 1976), was chosen as an indicator of seawater intrusion. The intrusion 
distance was defined as the distance from the 10 000 mg/L iso-salinity line to the coastline. 
There are many uncertainties in forecasting these iso-salinity lines, such as model 
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simplification, spatial and temporal variation, and parameter uncertainty. It has been proven 
that the predicted results will be greatly influenced by these uncertainties (Herckenrath et al. 
2011; Robinson et al. 2007; Loaiciga et al. 2012). Therefore, more and more studies (Lecca 
and Cau 2009; Dhar and Datta 2009b; Dagan and Zeitoun 1998; Bear and Cheng 2008; 
Herckenrath et al. 2011) have paid attention to uncertainty analysis of seawater intrusion 
forecasting. The uncertainty analysis of seawater intrusion forecasting cannot be routinely 
performed, because of the inherent difficulties and the lack of awareness of the uncertainty in 
groundwater modeling (Herckenrath et al. 2011). As a nonlinear contaminant transport 
problem, uncertainty analysis of seawater intrusion meets significant challenges, including 
higher requirements for convergence tolerance, mesh refinement, and computing power. Even 
with these requirements satisfied, the demand for long-time running is still a challenge. With 
development of uncertainty analysis methods and computing performance, these challenges 
will undoubtedly be solved with time. 
In this study, several factors were used in analysis to describe the importance of 
uncertainty analysis in seawater intrusion forecasting, including sea level rise, different 
amplitudes of tide, the seasonal variance of influx, annual variance of the pumping rate, and 
combinations of different parameters. The prediction model is described in section 2, and 
combinations of different parameters, uncertainty of different factors, and uncertainty analysis 
results are described in section 3. 
2 Seawater intrusion model 
2.1 Mathematical model 
Seawater intrusion simulation was based on the Saturated-Unsaturated Transport Model 
(SUTRA), developed by the U.S. Geological Survey (USGS). The details of the model are 
described in Voss and Provost (2010), and the software can be downloaded from a USGS 
website: http://water.usgs.gov/nrp/gwsoftware/sutra.html. As the main purpose of this study 
was to identify uncertainty analysis factors that might cause uncertainties in seawater intrusion 
forecasting, some assumptions and simplifications were made. We assumed that the transport 
media was homogeneous and isotropic, and the compressibility and adsorption were neglected 
during the simulation. Except for uncertainty analysis parameters, all parameters were 
assumed to be constant during the simulation. 
The governing equation applied in this study is simplified as 
 
( ) ( ) ( )w* rp wS C kQ C p C S Ct
ε ρ ρ ρ ε ρ
μ
∂ ª º
= + ∇ ⋅ ∇ − − ∇ ⋅∇« »∂ ¬ ¼
k g D             (1) 
where pQ  is the fluid mass source, 
*C  is the solute concentration of fluid sources, ε  is the 
porosity, wS  is water saturation, ρ  is the density of fluid, C  is the solute concentration of 
seawater, t  is time, k  is the solid matrix permeability, rk  is the relative permeability, p  
is the fluid pressure, μ  is the dynamic viscosity, g  is the gravitational acceleration, and 
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D  is the dispersion tensor, ( )L T, ,ijD f vα α=  ( ,  and  , , , )i j i j x y z≠ = , where Lα  is the 
longitudinal dispersivity, Tα  is the transverse dispersivity, and v  is the velocity.  
2.2 Model discretization and boundary conditions 
The study area was 600 m in length with an inland boundary on the left and a seaward 
boundary on the right, and 32 m in height with the bottom at a depth of 30 m below the mean 
sea level, and the width was considered to be 1 m. As shown in Fig. 1, the inland boundary 
was set at 0x = , and the mean sea level was set at 0z = . There was a pumping well at 
150 mx =  with a depth from 30 mz = −  to 5 mz = − . The model was discretized into   
16 150 elements and 33 320 nodes. The pumping screen was set to 50 m and the area was 
refined with a mesh size of 1 m 1 m× . The area from 300 mx =  to 550 mx = , in which 
the mixing zone was mainly distributed, was also refined with a mesh size not greater than 
1 m 1 m× . Mesh sizes in other areas were not greater than 2 m 1 m× . 
 
Fig. 1 Conceptual model and boundary conditions 
Boundary conditions are shown in Fig. 1. An influx Q with seasonal variance was 
assigned to the inland boundary, and the solute concentration C1 for influx was 100 mg/L. A 
variable head was assigned to the seaward boundary, which was set to the top surface below 
the mean sea level, and the solute concentration C0 at this boundary was 35 000 mg/L. Other 
boundaries were considered no flux boundaries. The results (including head and concentration) 
after 5 000 days of simulation with an initial head of 2 m and an initial concentration of 
Glover’s sharp-interface solution (Glover 1959) were set to the initial conditions of seawater 
intrusion forecasting. 
2.3 Input parameters 
The control parameters for contaminant transport include hydraulic conductivity, porosity, 
and dispersivity (Qin and Huang 2009; Konikow 2010). In this study, the control parameters 
chosen for analysis were hydraulic conductivity, porosity, longitudinal dispersivity, and 
transverse dispersivity. The transverse dispersivity was set to 1/10 of the longitudinal 
dispersivity. Other parameters were taken as constants during the simulation. Input parameters 
used in this study are shown in Table 1. 
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Table 1 Input parameters 
Parameter Value Parameter Value 
Hydraulic conductivity Log-normal distribution Concentration of freshwater 100 mg/L 
Porosity Normal distribution Density change coefficient 700 kg/(kg·m3) 
Longitudinal dispersivity Fuzzy number Molecular diffusivity 10í9 m2/s 
Transverse dispersivity Fuzzy number Fluid viscosity 10í3 kg/(m·s) 
Density of freshwater 1 000 kg/m3 Convergence tolerance for pressure 10í13 m 
Concentration of seawater 35 000 mg/L Convergence tolerance for concentration 10í13 kg/kg 
A time step of 864 s was used when the tidal effect was taken into consideration, and    
8 640 s was used for other situations. A simulation time of one year was used for tidal effects 
and seasonal variance of influx, and 10 years was used for other situations. In order to 
minimize the numerical oscillation and dispersion, the Peclet number Pe was equal to 0.67, 
which satisfies the relationship ( )T Tmax , 2Pe x zα α= Δ Δ ≤  (Schincariol et al. 1994),   
and the Courant number rC  was 0.13, which satisfies the relationship r 1C v t l= Δ Δ < , 
where xΔ  and zΔ  are mesh sizes, tΔ  is the time step size, and lΔ  is the maximum size 
of mesh cells. 
3 Uncertainty analysis in seawater intrusion forecasting 
There are many uncertainties in seawater intrusion forecasting that might result in 
different predicted results. These uncertainties create difficulties in decision making for 
freshwater management in coastal areas, and cause the failure of seawater intrusion risk 
assessment. In this section, we will discuss some uncertainties in seawater intrusion simulation 
and their influence on seawater intrusion forecasting, including the sea level rise, tidal effect, 
variance of influx, variance of the pumping rate, and combinations of different parameters. 
3.1 Description of uncertainty factors 
3.1.1 Sea level rise and tidal effect 
According to Nicholls and Cazenave (2010), the mean sea level rose 3.3 mm per year 
from 1992 to 2010. In the coming 30 years, the mean sea level will rise up to 80 mm to    
130 mm in China (MLRPRC 2010). In this study, the mean sea level rose 33 mm, 43 mm, and  
1 m at the beginning of simulations, and then the model ran 10 years to reach a conclusion 
about the influence of sea level rise on seawater intrusion forecasting.  
The tide has a retardation effect on seawater intrusion within a certain distance (Narayan 
et al. 2007). In order to analyze the influence of tide on the uncertainty of seawater   
intrusion forecasting, sine functions ( )T sin 4ʌh A t=  (Robinson et al. 2007), with amplitudes 
of 0.5 mA = , 1.0 mA = , and 1.5 mA = , were applied in this research, where Th  is the 
tidal level. 
3.1.2 Variance of influx and pumping rate 
Two different situations were simulated in order to investigate the uncertainties of 
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seawater intrusion forecasting caused by the variance of influx. A constant value of 1.2 m3/d 
was used for one of the situations (case A) in order to make a comparison with results 
considering seasonal variance, which were used for the other situation (case B). The cycle of 
the variance used was only one year, and a sine function with an equilibrium value of 1.2 m3/d 
and an amplitude of 0.9 m3/d was employed for description of seasonal variance (Fig. 2, in 
which the dates with a superscript * indicate the dates of the next year). The influx rose to its 
peak at the end of July and dropped to its minimum at the end of January of the next year. 
 
Fig. 2 Seasonal variance of influx 
We assumed that the pumping water was mainly used for irrigation and daily life. The 
periods for pumping were from April to June and from September to November, and the 
pumping rate was neglected for other time (Fig. 3). Note that the period of pumping started 
from the beginning of May in the first year and ended at the end of April the next year in order 
to keep step with seasonal variance of influx. Two situations were employed for uncertainty 
analysis of the pumping rate. For one situation, the pumping rate in May and October was  
4.32 m3/d and gradient periods were designed for April, June, September, and November, 
respectively. No groundwater was needed for other months. For the other situation, the 
pumping rate increased 10% year by year in May and October based on the first situation, 
assuming that the groundwater for domestic use increases year by year. Gradient periods were 
also designed for April, June, September, and November, respectively, and the pumping rate 
was neglected for other months as well. 
 
Fig. 3 One period of pumping 
3.1.3 Combinations of different parameters 
As shown by Binley et al. (1997) and Chen et al. (2003), hydraulic conductivity usually 
follows a log-normal distribution, and porosity follows a normal distribution, but the 
dispersivity varies with the scale of the research area. Even for a certain area, the magnitude of 
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dispersivity might vary by one to two orders of magnitude (Gelhar et al. 1992). In this study, 
the hydraulic conductivity K followed a log-normal distribution with a mean value of 
41.16 10−× m/s, and the variance of lg K  was 0.2. During the simulation, the hydraulic 
conductivity was transformed into permeability. The porosity ε  followed a normal 
distribution with a mean value of 0.45 and a variance of 0.15. The longitudinal dispersivity 
Lα  was considered to be a fuzzy number. The value of transverse dispersivity was considered 
to be 1/10 of the longitudinal dispersivity. A deterministic model was defined as the simulation 
model without considering uncertainty factors. Parameters used in the deterministic model 
were 41.05 10K −= × m/s (at the mean of lg K ), 0.45ε =  (i.e., the mean of porosity), and 
L 10 mα =  (i.e., the most likely value of longitudinal dispersivity). 
Factorial design is famous for its ability to consider a single effect and interaction with 
less experiments. It is usually employed for uncertainty analysis (Qin and Huang 2009). 
Two-level factorial design (Box et al. 2005) was employed in this study for combinations of 
parameters, and the design matrix is shown in Table 2. In the table, S1 stands for the intrusion 
distance at the depth of 30z = − m, S2 stands for the intrusion distance at the depth of 
5z = − m, S1e stands for the elementary effect of the variable (including K, ε , Lα , and their 
combinations) in the first line at 30z = − m, and S2e stands for the elementary effect of the 
variable in the first line at 5z = − m. For input factors, the sign “+” stands for the upper limit 
value and the sign “í” stands for the lower limit value. The sign of the combined effect was 
calculated by the sign of input factors. For example, the sign of the combined effect of K and 
Lα  in case 2 was calculated as ( 1) ( 1) 1+ × − = − , so that the sign for “K, Lα ” is “í”. Similarly, 
the sign for “K, ε , Lα ” in this line is “í”, calculated as ( 1) ( 1) ( 1) 1+ × + × − = − . The 
elementary effect was calculated by the mean value of the effects multiplied by their signs in 
each column. For example, the combined elementary effect of K and ε  at 30z = − m was 
[ ]221.5 269.3 ( 283.3) ( 353.9) ( 204.3) ( 231.7) 261.1 309.3 8+ + − + − + − + − + + m. The upper 
limit value of the hydraulic conductivity K was chosen to be the 95th percentile, 41.766 10−× m/s, 
Table 2 Factorial design for combinations of parameters 
Case K İ ĮL K, İ K, ĮL İ, ĮL K, İ, ĮL S1 (m) S2 (m) 
1 + + + + + + + 221.5 175.5 
2 + + í + í í í 269.3 109.9 
3 + í + í + í í 283.3 247.7 
4 + í í í í + + 353.9 184.9 
5 í + + í í + í 204.3 165.7 
6 í + í í + í + 231.7 120.9 
7 í í + + í í + 261.1 237.1 
8 í í í + + + í 309.3 190.5 
S1e (m) 30.40 í70.2 í48.5 í3.0 í10.7 10.90 0.50   
S2e (m)  0.95 í72.1  55.0 í1.6   9.9  0.25 1.15   
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and the lower limit was chosen to be the 5th percentile, 57.26 10−× m/s. The upper limit value for 
the porosity ε  was chosen to be the 95th percentile, 0.65, and the lower limit was chosen to 
be the 5th percentile, 0.25. The upper and lower limit values for the longitudinal dispersivity 
were chosen to be 3 m and 17 m, respectively, with bounded supports of a confidence level of 
0.1α = .  
3.2 Uncertainty analysis results 
Uncertainty analysis of seawater intrusion forecasting is based on uncertainty analysis of 
intrusion distance considering seasonal variance of influx, annual variance of the pumping rate, 
sea level rise, tidal effect, and combinations of different uncertainty parameters. Except for 
consideration of combinations of different uncertainty parameters, the same parametric values 
as shown in the deterministic model were used in this study. 
3.2.1 Sea level rise and tidal effect 
The predicted results for uncertainty analysis of seawater intrusion considering sea level 
rise are shown in Fig. 4. As shown in the figure, there is not too much difference in seawater 
intrusion distance at different heights of sea level rise. When sea level rise reaches 1 m, the 
seawater intrusion distance at 30z = − m is not larger than 10 m, and has almost no difference 
for predicted results at 30z = − m. Thus, for a short-time simulation, the influence of sea level 
rise can be neglected in seawater intrusion forecasting. 
The predicted results for uncertainty analysis of seawater intrusion considering tidal 
effect are shown in Fig. 5. The retardation effect of the tide on seawater intrusion forecasting 
is quite important, but there is not too much difference in predicted results at different tidal 
amplitudes. The influence of the tidal amplitude decreases with the increase of depth and the 
distance from the coastline. Tidal force is an important factor in seawater intrusion forecasting 
in coastal aquifers near the coastline, but the influence of tidal force can be neglected after a 
certain distance (Narayan et al. 2007). During seawater intrusion simulation, time step sizes 
should be small enough to avoid numerical oscillation and dispersion, and this might result in 
the requirement of a long time period for simulation. Thus, tidal force can be neglected in 
seawater intrusion forecasting of the area far away from the coastline. In seawater intrusion 
risk assessment, the result without considering tidal force is safer. 
            
Fig. 4 Intrusion distance considering sea level rise   Fig. 5 Intrusion distance considering tidal effect 
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3.2.2 Variance of influx and pumping rate 
Uncertainty analysis of seawater intrusion forecasting considering seasonal variance of 
influx was executed based on simulated results of the intrusion distance at four different times 
in one year. The simulation began from the beginning of May, and ended at the end of April of 
the next year. The simulated results at four different times are shown in Fig. 6. As shown in the 
figure, the speed of seawater intrusion (the velocity of the intrusion of the 10 000 mg/L 
iso-salinity line indicated by x tΔ Δ  at 30z = − m) is greatly influenced by seasonal variance 
of influx. At the beginning of the simulation, the influx in case B was greater than that in  
case A, and the speed of seawater intrusion in case B was smaller than that in case A. With the 
increase of the influx, the speed of seawater intrusion in case B gets slower and slower, and 
the difference of intrusion distance between the two cases grows larger and larger. At one 
quarter of the year, the intrusion distance in case B arrived at its maximum value, and the 
speed of seawater intrusion arrived at the lowest value. As the speed of seawater intrusion in 
case B was larger than that in case A, the difference of intrusion distance still got larger. At 
half of the year, the speed of seawater intrusion was equal in cases A and B, and the difference 
of the intrusion distance between the two cases arrived at the maximum value. After that, the 
intrusion distance grew closer and closer for the two cases (Fig. 6(c)). At the end of the year, 
the position of the 10 000 mg/L iso-salinity line in case A and case B almost coincided    
(Fig. 6(d)). The results from a ten-year simulation shows that the intrusion distance can reach a 
dynamic equilibrium with the application of the sine function for seasonal effects of influx. 
 
Fig. 6 Seawater intrusion distance considering variance of influx 
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The uncertainty analysis results show that the seasonal variance of influx will result in 
different speeds and distances of seawater intrusion at certain times. At the end of one cycle, 
the difference of intrusion distance arrives at its smallest value, or no difference exists if the 
permeability is large enough. 
Uncertainty analysis of seawater intrusion forecasting considering annual variance of the 
pumping rate is shown in Fig. 7. With a 10% increase of the pumping rate, the intrusion rate 
increases significantly. After a 10-year simulation, the 10 000 mg/L iso-salinity line crosses the 
pumping well. After a 10-year simulation without considering the increase of the pumping rate, 
the predicted seawater intrusion distance is no larger than the predicted result after a 6-year 
simulation considering an increase of the pumping rate. Thus, the annual variance of the 
pumping rate might result in quite different results in seawater intrusion forecasting. 
 
Fig. 7 Intrusion distance considering annual variance of pumping rate 
3.2.3 Combinations of different parameters 
Factorial design was applied in uncertainty analysis of seawater intrusion forecasting 
considering combinations of hydraulic conductivity, porosity, and longitudinal dispersivity, 
and the main effects of the three parameters and their interactions are shown in Table 2. The 
results show that the influence of the parameters on the uncertainty of the intrusion distance 
varies with depth. Large uncertainty exists at depths of 30 mz = −  and 5z = − m. The 
control parameters for the intrusion distance at a depth of 30 mz = −  include porosity, 
longitudinal dispersivity, and hydraulic conductivity. Hydraulic conductivity has a positive 
effect at this depth, which means that the intrusion distance increases with the hydraulic 
conductivity. Porosity and longitudinal dispersivity have negative effects, and the intrusion 
distance decreases with the increase of porosity and longitudinal dispersivity at this depth. The 
maximum value of intrusion distance occurs with inputs of larger hydraulic conductivity, 
lower porosity, and lower longitudinal dispersivity (case 4). The control parameters for 
intrusion distance at a depth of 5z = − m include porosity and longitudinal dispersivity. The 
intrusion distance decreases with the increase of porosity, and increases with the increase of 
longitudinal dispersivity at this depth. As the interaction between hydraulic conductivity and 
longitudinal dispersivity is greater than the single effect of hydraulic conductivity, the 
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maximum intrusion distance occurs with inputs of lower porosity, larger longitudinal 
dispersivity, and a larger degree of interaction between hydraulic conductivity and longitudinal 
dispersivity (case 3). 
The distributions of seawater intrusion distance with different combinations of 
parameters are shown in Fig. 8. As shown in the figure, parameters have significant influence 
on the uncertainty of seawater intrusion forecasting. At a depth of 30 mz = − , the difference 
of simulated seawater intrusion distance might be up to 149 m (about 397 m in case 4 and 
about 248 m in case 5). Compared with the uncertainty model, the predicted results of 
seawater intrusion distance might be underestimated up to 116 m (case 4), which is about 
41.3% of the predicted results of the deterministic model (about 281 m). 
3.2.4 Comparison between deterministic model and uncertainty model 
The comparison of predicted intrusion distance between uncertainty models and the 
deterministic model is shown in Fig. 9. As shown in the figure, the uncertainties of predicted 
results vary with depth. At a depth of 30 mz = − , the predicted intrusion distance caused by a 
10% annual increase of the pumping rate is about 131 m larger than that of the deterministic 
model, which is about 46.6% of the predicted result for the deterministic model. Tidal force 
has a retardation effect on seawater intrusion. The predicted result considering tidal force is  
40 m less than that of the deterministic model, which is almost 14.2% of the predicted result of 
the deterministic model. The uncertainties of parameters have a significant influence on the 
uncertainty of seawater intrusion forecasting, and the influence varies with depth. Compared 
with the deterministic model, the maximum possible variance of the intrusion distance at 
30 mz = −  is 116 m (case 4), which is about 41.3% of the predicted result for the 
deterministic model. The maximum possible variance of intrusion distance at a depth of 
5z = − m is 219 m (between the case with 10% increase of pumping rate and the case with a 
tidal amplitude of 1.5 m), which is about 77.9% of the predicted result of the deterministic 
model at this depth. 
As shown from the results, there are significant uncertainties in seawater intrusion 
forecasting. The uncertainty analysis model is preferable to the deterministic model. 
 
Fig. 8 Intrusion distance considering              Fig. 9 Comparison between uncertainty     
uncertainties of parameters                       model and deterministic model 
 Zhong-wei ZHAO et al. Water Science and Engineering, Oct. 2013, Vol. 6, No. 4, 380-391 390
4 Conclusions 
An uncertainty analysis of seawater intrusion forecasting compared with the deterministic 
model was performed in this study. The uncertainty factors considered included the seasonal 
variance of influx, the annual variance of the pumping rate, the effect of sea level rise, the 
effect of tidal force, and combinations of different parameters. The analysis results show the 
following: The influence of sea level rise on seawater intrusion forecasting can be neglected 
over short periods of time (dozens of years). Tidal force has a retardation effect on seawater 
intrusion, but the influence of tidal force decreases with the depth and distance away from the 
coastline. The seawater intrusion rate is influenced by seasonal variance of the inflow rate, 
which might cause differences in predicted intrusion distance. For an aquifer with large 
hydraulic conductivity, the intrusion distance will finally arrive at a dynamic equilibrium if 
only seasonal variance of influx is considered. The annual variance of the pumping rate and 
different combinations of parameters have a significant influence on predicted intrusion 
distance. The uncertainty analysis model is preferable for seawater intrusion forecasting. 
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