This paper addresses the problem of tomographic reconstruction of absorption and scattering parameters in the optical region from measurements of transilluminated light. Specifically, the question of the sensitivity of different measurement schemes on the boundary of an object to perturbations of the optical parameters within the object are addressed. The concept of a photon-sampling volume 3Appl. Opt. 33, 448 1199424 and a photon-hitting density 3Appl. Opt. 32, 448 1199324 is extended to a photon-measurement density function 1PMDF2. The PMDF is derived from the Green's function of the diffusion equation and can be expressed for measurements such as the time-varying intensity, integrated intensity, temporal moments, and phase shift, as well as for both absorption and diffusion perturbations. Closed-form solutions are given for a number of these functions in infinite space, half-space, and slab geometries.
Introduction
The problem of tomographic reconstruction of absorption and scattering parameters in the optical region as applied to medical imaging has received considerable attention over the past few years. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] The interest is a natural consequence of the highly successful application of transillumination in the near infrared to spectroscopic studies. [13] [14] [15] [16] [17] [18] [19] A variety of experimental techniques are employed to obtain the information used for both spectroscopic quantitation and imaging. These may be divided into those that use continuous intensity information, those that measure the temporal intensity distribution through the use of a time-of-flight method that employs Ultrashort light pulses and a fast optical detector, 20, 21 and those that use a radio-frequencymodulated light source and phase-sensitive detection of the transmitted light. 22, 23 The time-of-flight method may be related to the non-time-resolved methods if one considers the integral over time of the detected light and to frequency-domain studies by means of its Fourier transform. 24, 25 A variety of approaches to the image-reconstruction process have been attempted. Most authors now agree that a perturbation method, first introduced by Arridge et al. 1 is the most appropriate. This approach treats the reconstruction as a nonlinear inverse problem and seeks the minimum of a suitable error norm through the process of finding the influence on a measurement of local perturbations in the optical parameters to construct the Jacobian of the forward model. Let us represent the set of optical parameters as a vector field p1r2 indicating that every point in the domain has a set of values and then define a measurement at point r m that is due to a source q as where F represents a forward model, and the superscript M is used to indicate the measurement type. We can then define the Jacobian in a general sense as the rate of change of the measurement with p:
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The form of the Jacobian will depend on three things: the form of the forward model, the nature of the measurement, and the nature of the perturbation. Forward models are of two main types: stochastic, such as the Monte Carlo [26] [27] [28] or random-walk 29 models that follow individual photon histories, or deterministic such as those based on a partial differential equation for photon density, principally the diffusion approximation 1DA2. The perturbation type will be determined by the nature of the model. For example the DA admits of only two independent parameters: the absorption coefficient and the diffusion coefficient; all other factors, such as the refractive index and scattering anisotropy, are lumped into these two parameters 1see Section 22. In other models, some separation of these factors may be possible.
The measurement type admits a large variety of possibilities: the time-varying intensity, the total integrated intensity, early light 1i.e., the integral over the first few picoseconds2, time-gated integrals, the log slope in the limit of exponential decay, 30 the mean-time or higher-order moments, 31 and, in the frequency domain, the phase or the modulation depth at selected frequencies. 25, 32, 33 Formal definitions of these measures are given in Subsection 2.B. below. In cases for which meaurement is the integrated intensity and perturbation is the absorption coefficient, the Jacobian was termed the photon-sampling volume by Sevick et al. 34 who calculated it with a Monte Carlo forward model and also carried out experimental verification of the model by means of absorbing spheres placed in an otherwise homogeneous medium. 35 Note that, strictly, the Jacobian is recovered only in the limit of infinitesimally small changes. In a time-dependent case, Schotland et al. 36 used the DA to derive the time-dependent form of the photon-sampling density, which they termed the photon-hitting density. Graber et al. 37 used a Monte Carlo method for the forward problem and also used the term-weighting function. An analysis based on a random-walk forward model has been developed by Gandjbakhche et al. 38, 39 in which the term line-spread function was used.
In this paper a generalization of the photonsampling and the photon-hitting densities is introduced, which are hereafter termed photon-measurement density functions 1PMDF2. With the DA the form of the PMDF for general-measurement operators can be derived for both absorption and diffusion perturbations. In simple geometries and homogeneous conditions, analytical forms for these functions can be given. In this paper these analytical forms are tabulated and three-dimensional examples of their evaluation are shown. In Section 2 I define the diffusion model of light transport, the meaning of different measurement operators, and the perturbation approach. In Section 3 the PMDF's are derived in the frequency domain for infinite-space, infinite half-space, and slab geometries, from which in Section 4 the expressions for other measures are derived. In Section 5 I discuss the interpretation of the PMDF's, and in Section 6 I give example results. In a companion paper 1part 22 the equivalent derivations and example results for general geometries and inhomogeneous conditions using a finite-element method are given.
Light Transport
Let us now consider our model of light transport to be the time-dependent diffusion equation expressed in terms of the photon density F1r, t2:
where g1r2 5 µ a c and k1r2 is given by k1r2 5 c
where µ s 8 5 11 2 f 2µ s is the reduced-scattering coefficient, µ a and µ s are the absorption and scattering coefficients, respectively 1in dimensions of inverse length2, c is the speed of light, and f is an anisotropy factor 10 # f # 12. Use of the DA is widespread, even though it is the simplest approximation to the more general radiative transfer equation, and shows significant differences from higher-order approximations such as the diffusive wave approximation. 40 Experimental and theoretical studies have demonstrated the validity of this equation under conditions that are appropriate for the types of applications under consideration here, where µ a 9 µ s . 41 
A. Definitions
Let us now solve Eq. 132 in a domain V, with the output flux on the boundary ≠V given by
where j is a point on ≠V, and ñ is the outward normal to ≠V at j. The isotropic source term q1r, t2 in Eq. 132 represents the form of the input pulse as a function of space and time. In general, the solution for any input pulse can be derived by convolution of q1r, t2 with the Green's function for Eq. 132 in the appropriate geometry. Then this solution can be substituted into Eq. 152 for F to obtain the flux intensity. We represent the Green's function for Eq. 132 as g 1F2 1r, r8, t 2 t82 and the result of this substitution into Eqs. 152 as g 1G2 1j, r8, t 2 t82, where j is a point on the boundary. In the Fourier domain we use Ĝ 1F2 1r, r8, v2, and Ĝ 1G2 1r, r8, v2, respectively, for those terms. The stationary case can be considered to be the frequency-domain case at v 5 0. Note that we consider G1j, t2 5 0 for t , 0 and consider all sources to commence after t 5 0.
B. Measurement Types
Let us define a general measurement as an operator M:Y = X defined by 1i.e., the measurement is the modulation depth of the frequency-modulated signal2. The measurement operators above, when applied to a Green's function, are represented as superscripts 3see Eq. 1122, for example4. We assume that the Green's function is G 1G2 unless explicitly stated otherwise, e.g., Let us now state, without proof 1for a derivation see Arridge et al. 3 or Kaltenbach and Kaschke 40 2 that, in the presence of a perturbation g = g 1 a, k = k 1 n, F = F 1 h, the measurement perturbation in the frequency domain for a light source at r q and a measurement at j is
In the temporal domain, approximation 1132 is a convolution:
The first term in approximations 1132 and 1142 is recognizable as a Feynman path integral with Ĝ 1F2 as a propagator and a1r2 as the interaction potential, and the second term is related to the inverse-scattering kernel encountered in diffraction tomography 1the time-dependent case2 42 and to the kernel of electrical impedance tomography 1the time-integrated case2. 43 Approximation 1132 expresses a linear mapping from one space to another: 1a 3 n2 = 1≠V 3 R2. We also consider the Jacobian to be an operator:
with the functional form referring to the case for which G is a Green's function. These functions, the PMDF's, are also the kernel of the inverse problem. In the following section some cases are tabulated in which the kernel has an analytical form.
Analytical Forms-Frequency Domain
By using analytical forms given in Ref. 25 for the Green's functions in approximation 1132, one can obtain closed forms for the perturbation DĜ in certain geometries. Let us first derive the results in the frequency domain, from which we can express the perturbation of other measurements by means of the definitions in Eqs. 172-1112. We use the notation defined in Tables 1 and 2 and Figs. 1-4. To refer to the functions in Table 2 we use the function name shown in the left-hand column and append extra parameters: t for the time domain or v for the frequency domain. For example, one should refer to the function f 1x, t2 as
with the Fourier-transform relation
The notation that is used below is as follows: r 1 is the location of the source, r 2 the location of the perturbation, and r 3 the location of the measurement. The vector from r a = r b is represented by r ab , with length r ab . The unit vector from r a = r b is then r ab . Further notation is summarized in Table 1 ; functions are defined in Table 2 .
B. Infinite Space
For infinite space and a homogeneous medium 1see Fig. 12 The discussion in Patterson et al. 30 applies to a semi-infinite space and uses the method of images 1see Fig. 22 . This is a common approximation when one is concerned with reflection measurements in tissue.
Photons are assumed to come from an instantaneous point source at a depth z 1 below the surface 1tissue boundary in Fig. 22 given by
where b is a constant, and a negative source of equal strength is placed a distance 2z above the boundary to satisfy boundary conditions. From Eq. 1302 in Ref. 25 , for an infinite half-space bounded by z 5 0, we have, in the notation from s1r 3 
Other Measures

A. Temporal Domain
To obtain the equivalent expressions in the temporal domain requires only the Fourier transform of the auxiliary functions listed in Table 2 . Thus we can derive any of the Jacobians by using the expressions derived in Section 3 and making the following substitutions:
Expressions for the diffusion kernel and other geometries follow in the same way.
B. Integrated Intensity
The integrated-intensity measure J 1E2 is trivially obtained as the dc component of the frequency-domain measure, if one considers that, for any function h1t2, e 2`h 1t2dt 5 OE2pĤ 1v20 v50 .
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Of some interest is the normalized measure J 1E2 1r 3 The perturbation in phase can be derived by consideration of the phase diagram shown in Fig. 4 . We require the value of Dc and use the standard trigonometric relation sin1Dc2
where, by inspection, b 5 t 2 1c 1 Dc2. By expansion and rearrangement we have sin1Dc2 3
because DG 5 dpJ p we require the limit p = 0, where cos1Dc2 = 1 and we can write
21
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Again applying the limit of small DG, we can therefore state that
. Chance 44 suggested that a number of sources and detectors could be used, each with a phase delay imposed. The hoped for result is that a judicious combination of source and detectors will produce a PMDF that is highly localized. To investigate this idea let us regard G as a sum over sources and measurements. Suppose that each source q i is weighted with a complex coefficient C i and that each measurement site is weighted with a complex coefficient D k . Then we get
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As was done above, we can take the imaginary part of this equation to obtain the phase change.
Interpretation of the PMDF's
A. Interpretation as a Kernel of Inverse Transformations
Suppose we have an experiment that measures property M at a set of source-measurement pairs 1j 1 , j 2 , . . . , j N 2 3 1z 1 , z 2 , . . . , z S 2, and we divided the domain V into L nonoverlapping elemental regions 
The PMDF's are the rows of this matrix. The columns represent the perturbations in the data that are due to a point inhomogeneity. Note that if the measurement is over a space of two dimensions 3such as c1j, v24, then the number of rows in the matrix is multiplied by the number of samples in the second variable, but the number of columns remains the same. 
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Inversion of the matrix equation is the basis for image reconstruction, as has been detailed in several papers. 3, 4 A full discussion of this subject is outside the scope of this paper, but one important insight to be gained from the PMDF approach should be mentioned. An ideal imaging system is one that easily identifies signals from a localized region. The best form of a PMDF would therefore be one that naturally approximates a d function and therefore leads to a Jacobian that can be easily diagonalized. I suggest below that certain types of measurement lead to better approximations to such ideal measurements. Alternatively, if PMDF's were straight lines, then the measurement process would be equivalent to the Radon transform, 45 the inversion of which is well posed and efficiently implementable. Again, the PMDF approach indicates that this ease of use is far from the case in optical tomography, so that simple imagereconstruction schemes based on backprojection are likely to fail.
B. Interpretation as Probability Density Functions
In addition to its significance as the kernel of the image-reconstruction inverse problem, the Jacobian has an important physical meaning. It can be interpreted as a probability density function in the following way. Suppose a photon launched at a point r q at time t 0 is detected at a point r m by means of a measurement process M3G1r m , t24. It will have a certain probability of having passed through a small region dV1r82 around r8. The integral throughout the whole domain V of this probability density function will be 1. If the region dV1r82 attenuates photons at a rate a, then the measurement is perturbed, and in the limit a = 0 the rate of change of the measurement with the perturbation is the Jacobian J a (M) at that point 1strictly speaking the Fréchet derivative2. But only photons that originally passed through dV1r82 could contribute to the change in measurement, ergo the Jacobian represents a conditional probability density function once it has been normalized by G (M) .
Results and Discussion
A program has been developed in C11 1Ref. 462 that can calculate PMDF's for infinite-half-space or infiniteslab geometries, absorption or diffusion perturbations, and for each of the measures discussed in Section 4. The program gives either the effect across a measurement surface of a single perturbation 1col-umn of the Jacobian matrix2 or the sensitivity of a measurement to all positions of the perturbation 1row of the Jacobian matrix2. Clearly the range of cases that can be studied is vast. Let us attempt to make some general observations based on the closed-form solutions provided and illustrate some cases that are difficult to intuit or are novel to the field. For all illustrated results we use the following parameters: µ a 5 0.025 mm 21 , µ s 8 5 2 mm 21 , and for the slab geometry a thickness of 20 mm.
A. Temporal Domain
The time-dependent PMDF's all contain the function f 1x, t2, where x is the sum of the distance from the source to the perturbation and from the perturbation to the measurement. Because this function is an inverse exponential in x 2 it will fall off rapidly, with its maximum being along the shortest path from source to measurement. The resultant PMDF's are the well-known banana-shaped regions for a half-space, and for a slab they resemble a biconic shape. At longer times, this rate of falloff is lower so that the bananas are fatter. Similarly, higher values of k lead to fatter bananas; because k is given by Eq. 142, an increase in scattering leads to a thinner banana, as does an increase in absorption, although to a much lesser degree. Figures 5 and 6 show three-dimensional 13D2 views of the time-dependent Jacobian J a
1G2
at 50 and 200 ps, respectively. The images were generated by ANALYZE TM 1Ref. 472 through the use of the maximum-intensity projection mode.
For the diffusion kernel, we note that the central result, Eq. 1242, contains two terms that depend on the vectors from the source to the perturbation and from the perturbation to the measurement. Thus, although the general conditions on banana fatness are relevant, we also note that the terms will reinforce one another when these vectors are in opposie directions and tend to cancel when they are in the same direction. This gives rise to a dipolelike effect: when the perturbation is between the source and the measurement its effect is of the opposite sign to when it is behind the source or measurement. Figure 7 shows J n 1G2 at 200 ps in a half-space. Each 3D plot is a 64 3 64 pixel image at successively greater depths into the half-space from 0.9 to 4 mm. Note the rapid falloff in height with distance from the source, as well as the dipole behavior.
B. Integrated Intensity
The intensity functions exhibit the same qualitative shape as the temporal case. Their falloff is less rapid spatially because they contain an inverse exponent in x, not its square. They also exhibit different behaviors with respect to µ a and µ s . The absorption coefficient is more significant now, as a higher µ a leads to thinner bananas, whereas the scattering coefficient has the same effect. Example functions are not plotted for the sake of brevity, as they can be found in a number of references. 35, 37 
C. Moments
Only examples of the mean time are given here. These functions exhibit much more complex behaviors as a result of the conflicting effects of two terms. Figures 8 and 9 show J a 7t8 and J n 7t8 , respectively. Note the decreasing scale in Fig. 9 that reflects the reduced probing extent of J n 7t8 in comparison with J a
7t8
. In both functions there exist both positive and negative lobes that contribute to the complexity of their interpretation. However, it can be seen that the region of positive probing in both cases is more significant than it is for the time-domain measures alone.
D. Phase
At high frequencies s = 1v@2k2 1@2 11 1 i2, so that the attenuation is proportional to exp321v@2k2 1@2 Dr4. Thus, for single-source, single-detector conditions, higher frequencies imply PMDF's that are more directly on the straight line between the source and the detector. For phase-array situations we can attempt to find combinations that localize the PMDF function. One possibility is shown in Fig. 11 , in which the source and the detector in a slab are each surrounded by four fibers in antiphase, as shown in Fig. 12 . The single-source detector result is shown in Fig. 10 . The cross terms produce an enhanced strength of the PMDF in the center of the slab, as well as the complications of negative sidelobes. Although this idea of an antiphase guard ring is by no means conclusive, it suggests that considerable improvements in localization performance can be made by careful analysis of PMDF behavior.
Conclusions
In this paper a concise treatment of the perturbation theory as applied to optical tomography has been presented. Analytical forms of the Jacobian have been introduced for various data-space measures for both absorption and scattering perturbations. Results from a numerical evaluation of these functions in half-space and in infinite slab geometries have also been presented, but the range of results that can be displayed is vast, so it is important as far as possible to draw conclusions from inspection of the closed-form solutions. In a companion paper 1part 22 results are presented of inhomogeneous and complex geometries for which analytical solutions are not available and the range of variables is even greater.
The most important conclusion to draw is that the type of measurement made affects greatly the localization of the object's sampling. A plausible line of research is to use the expressions presented here, implemented as a program, to search a wide variety of parameters and geometric arrangements for functions that become well localized. Although I and a colleague are carrying out some initial investigations of this form, a more theoretical approach would be to formulate the search as an inverse problem, i.e., to define a measure of localization 1such as the standard deviation around the center of gravity2 and then to minimize it with respect to the same set of variables. This is work we hope to report on at a later date.
