Abstract. We develop a theory of multigraded (i.e., N l -graded) combinatorial Hopf algebras modeled on the theory of graded combinatorial Hopf algebras developed by Aguiar, Bergeron, and Sottile [Compos. Math. 142 (2006), 1-30]. In particular we introduce the notion of canonical k-odd and k-even subalgebras associated with any multigraded combinatorial Hopf algebra, extending simultaneously the work of Aguiar et al. and Ehrenborg. Among our results are specific categorical results for higher level quasisymmetric functions, several basis change formulas, and a generalization of the descents-to-peaks map.
Introduction
Quasisymmetric functions appear throughout algebraic combinatorics, in contexts that often seem unrelated. Within the framework of combinatorial Hopf algebras developed in [2] , this can be explained in category-theoretic terms: The combinatorial Hopf algebra QSym of quasisymmetric functions is a terminal object of the category of combinatorial Hopf algebras. In this framework, a special role is claimed by the odd subalgebra of QSym, the algebra of peak functions, as the terminal object of the category of odd combinatorial Hopf algebras.
In this paper, we work with a natural generalization of QSym. Specifically we focus on QSym (l ) , the multigraded (i.e., N l -graded) algebra of quasisymmetric functions of level l , and show that in the corresponding category of multigraded combinatorial Hopf algebras, an analogous universal property still holds (Theorem 3.1). Along the way we obtain several more general results about the objects of this category, which are natural multigraded analogues of results in [2] .
Another goal of ours is to obtain a refinement of the notions of odd and even subalgebras of [2] by developing "k-analogues" of the relevant constructions. We attain this goal in Sections 4 and 5. There we show that given a multigraded Hopf algebra H = n∈N l H n and a character on H, for every k ∈ (N ∪ {∞}) l we have two canonically defined Hopf subalgebras O k (H) and E k (H). As expected our k-analogues generalize the original notions: When l = 1 and k = ∞, O k (H) and E k (H) are precisely the odd and even subalgebras of [2] . Moreover in the l = 1 case our construction refines what is known about QSym by providing a sequence of Hopf subalgebras
with certain universal properties. This sequence includes the algebra of Billey-Haiman shifted quasisymmetric functions (our O 2 (QSym)) and Stembridge's peak algebra (our O ∞ (QSym)). When l > 1 and k = (∞, . . . , ∞), our O k (QSym (l ) ) may be regarded as a higher level analogue of the peak algebra.
This work stems from several related but distinct threads of earlier research. In the following we summarize a few key points related to quasisymmetric functions, Eulerian posets, and colored and multigraded Hopf algebras. For more details we refer the reader to our bibliography.
Quasisymmetric functions were first defined explicitly by Gessel [20] , who introduced them as generating functions for weights of P -partitions and gave applications to permutation enumeration. The Hopf algebra structure on QSym was studied in detail by Malvenuto and Reutenauer [27] . The Hopf algebraic approach allows us to interpret a multitude of constructions related to quasisymmetric functions in one uniform manner. A particularly relevant construction in this flavor is Ehrenborg's F -homomorphism, which associates each graded poset P with a quasisymmetric function F (P ) that encodes the flag f -vector of P . When P is restricted to the class of Eulerian posets, the F (P ) span a Hopf subalgebra of QSym. Viewed within the combinatorial Hopf algebra framework of [2] , this Hopf subalgebra is precisely the odd subalgebra of QSym, which also happens to be Stembridge's peak algebra [36] . We study multigraded analogues of these ideas in this paper. For example we define a Hopf algebra of multigraded posets, and then consider a generalization of Ehrenborg's Fhomomorphism from this Hopf algebra to QSym (l ) (see Example 3.2). As one would expect, the image of an Eulerian multigraded poset under this homomorphism always lies in the odd subalgebra O (∞,...,∞) (QSym (l ) ) (cf. Example 3.3). This in turn implies that the natural level l versions of the generalized Dehn-Sommerville relations hold for multigraded Eulerian posets (see Example 4.17 and Remark 5.13).
We actually develop the multigraded version of the story relating graded posets and Hopf algebras even further. In a somewhat different context, Ehrenborg [18] introduced a refinement of the notion of an Eulerian poset, called a k-Eulerian poset (k ∈ N ∪ {∞}), and proposed that one could define canonical algebras corresponding to k-Eulerian posets in a way that would generalize the notion of an odd subalgebra 1 . We take this idea one step further by providing multigraded versions of the constructions suggested by Ehrenborg. In particular our algebras O k (H) are in some sense multigraded generalizations of the E k (A) mentioned in [18, §5] .
The level l quasisymmetric functions QSym (l ) considered in this paper were introduced by Poirier [31] to handle enumeration problems involving colored permutations (i.e., elements of wreath products Z l ≀ S n ). The term "level l " was coined by Novelli and Thibon [29] and refers to the larger of the two algebras appearing in Poirier's work 2 . The terminology and basic Hopf algebraic properties of QSym (l ) that we build on, as well as two other examples of multigraded Hopf algebras that we discuss-the higher level noncommutative symmetric functions and free quasisymmetric functions-are due to Novelli and Thibon [29, 30] . Our paper adds the category-theoretic perspective and gives concrete results about new combinatorially interesting bases, subalgebras, and maps within QSym (l ) , as well as maps from other Hopf algebras to QSym (l ) .
We should mention that the smaller of Poirier's two algebras, usually referred to as the algebra of colored quasisymmetric functions, denoted here by QSym [l ] , has been studied by many authors. Baumann and Hohlweg [6] proved that QSym [l ] is a Hopf algebra and related it to the larger Hopf algebra QSym (l ) . Their work places QSym [l ] within a general descent theory for wreath products and reveals the functorial nature of many related colored constructions, notably the colored descent algebras of Mantaci and Reutenauer [28] . In subsequent work, Bergeron and Hohlweg [12] continued to explain and unify various colored constructions, and they proposed a theory of colored combinatorial Hopf algebras analogous to the theory developed in [2] ; this theory is developed further in [23] . Some connections between our work and the Bergeron-Hohlweg theory are discussed briefly in § §3. 3 . One key point that distinguishes our viewpoint is our emphasis on the N l -graded structure. It seems, however, that many of the k-refinements that we consider here should translate into analogous constructions within the framework suggested by Bergeron and Hohlweg.
One final topic that we consider in this paper is the notion of a k-analogue of the classic descents-to-peaks map on quasisymmetric functions, which shows up naturally in several different settings. When viewing QSym and the peak algebra as arising from ordinary and enriched P -partitions, the descents-to-peaks map is Stembridge's θ-map [36] , which sends the P -partition weight enumerator of a labeled poset to the enriched P -partition weight enumerator of the same poset. In the setting of noncommutative symmetric functions, the dual of the descents-to-peaks map appears in the work of Krob, Leclerc and Thibon [24] as the specialization at q = −1 of the A → (1−q)A transform. Yet another interpretation of this map involving flag enumeration in oriented matroids was given in [13] . We do not attempt to develop level l versions or k-analogues of these general frameworks which give rise to the descents-to-peaks map (although see [23] for a related story on colored P -partitions). Instead we employ the character-theoretic approach of [2] to define the appropriate k-analogues Θ k : QSym (l ) → QSym (l ) and give explicit formulas to help compute these maps.
The rest of this paper is organized as follows. In Section 2 we provide the necessary background on l -partite numbers and vector compositions, and introduce several examples of multigraded Hopf algebras. In Section 3 we study the category of multigraded combinatorial Hopf algebras and formulate the universal property of QSym (l ) . We also describe how to relate our constructions to earlier work. Section 4 contains our basic results on k-odd and k-even Hopf subalgebras. In particular we show that a substantial part of the standard theory of combinatorial Hopf algebras developed in [2] goes through for these k-analogues. Section 5 contains more explicit descriptions of the k-odd and k-even Hopf subalgebras of QSym (l ) . We focus mostly on the k-odd algebras, for which we describe various bases and compute Hilbert series. In Section 6 we define the k-analogue of the descents-to-peaks map and introduce k-analogues of the basis of peak functions.
We thank Marcelo Aguiar, Nantel Bergeron, Christophe Hohlweg, Jean-Yves Thibon and the two anonymous referees for helpful comments.
Background and examples of multigraded Hopf algebras
Throughout this paper, let N = { 0, 1, 2, . . . } denote the set of nonnegative integers and P = {1, 2, . . .} denote the set of positive integers. If m, n ∈ N then [n] = {1, 2, . . . , n}, and [n, m] = {n, n + 1, n + 2, . . . , m}. In particular, [0] = ∅ and [n, m] = ∅ if n > m. In this paper, we use the term multigraded to mean N l -graded, where l is a fixed positive integer. We call the elements of N l l -partite number s and treat them as column vectors. Thus 0 ∈ N l denotes the zero vector, and for each i ∈ [0, l − 1], e i ∈ N l denotes the coordinate vector with a 1 in position i and 0 everywhere else. When needed, we add vectors componentwise, and we sometimes use a partial order on N l given by i ≤ j if each coordinate of i is less than or equal to the corresponding coordinate of j. The l -partite number
This section provides the necessary background on l -partite numbers and vector compositions, and introduces several examples of multigraded Hopf algebras that appear throughout the paper. These algebras are
noncommutative symmetric functions of level l QSym (l ) quasisymmetric functions of level l Sym
MacMahon's multi-symmetric functions Generally speaking, the Hopf algebras that we work with are N l -graded bialgebras H = n∈N l H n that are connected, meaning H 0 is the one-dimensional vector space spanned by the unit element; the counit is always defined to be the projection onto H 0 . Such a bialgebra always has a recursively defined antipode (see, e.g., [17, Lemma 2.1]), so it automatically becomes a Hopf algebra.
Our discussion of vector compositions and the Hopf algebras QSym (l ) , Sym (l ) , and FQSym follows Novelli and Thibon [30] , where most of the relevant definitions and results can be found.
The Hopf algebra R (l )
. A finite poset P is said to be graded if it has a unique minimum element0 and a unique maximum element1, and it is equipped with a rank function rk : P → N with the property that if y covers x in P then rk(y) = rk(x) + 1. Definition 2.1. A multigraded poset is a (finite) graded poset P together with a function rk P : P → N l such that rk P (0) = 0 and if y covers x in P then rk P (y) = rk P (x) + e i for some coordinate vector e i ∈ N l . We call rk P the multirank function of P and say that the multirank of P is rk P (1).
Each interval [x, y] = {z ∈ P | x ≤ z ≤ y} in a multigraded poset P is again a multigraded poset with multirank function rk [x,y] (z) = rk P (z) − rk P (x). Two multigraded posets P and Q are said to be isomorphic if there is an isomorphism of posets ϕ : P → Q such that rk Q •ϕ = rk P .
Let R (l ) be the vector space with basis the set of isomorphism classes of multigraded posets. We get a multigrading
n by taking R (l )
n to be the linear span of all (isomorphism classes of) posets with multirank n.
Multiplication in R
(l ) is defined to be the usual Cartesian product P ×Q with rk P ×Q (x, y) = rk P (x) + rk Q (y) for (x, y) ∈ P × Q. The coproduct is defined by
The unit is the one-element poset. When l = 1, the Hopf algebra R (l ) specializes to Rota's Hopf algebra (see, e.g., [2, Example 2.2]).
The Hopf subalgebra
Recall that a graded poset P is said to be Eulerian if whenever x ≤ P y, the Möbius function satisfies µ([x, y]) = (−1) rk(y)−rk(x) . Generalizing [18, Definition 4.1], we make the following definition. Definition 2.2. Let P be a multigraded poset and let k ∈ (N ∪ {∞})
l . We say that P is k-Eulerian if every interval of rank n ≤ k is Eulerian.
For example, the multigraded poset
Let R (l ),k be the subspace of R (l ) spanned by all k-Eulerian posets. Using the fact that the Möbius function is multiplicative, i.e., µ(P ×Q) = µ(P )·µ(Q), it is easy to show that the Cartesian product of two k-Eulerian posets is a k-Eulerian poset. It is also clear that every interval in a k-Eulerian poset is again k-Eulerian. Therefore R (l ),k is a Hopf subalgebra of R (l ) .
The Hopf algebra P
be the set of l -colored positive integers. If x = (i, j) ∈ A then we call |x| = i the absolute value of x and γ(x) = j the color of x. Definition 2.3. A finite subset P ⊆ A together with a partial order < P will be called a colored poset if {|x| | x ∈ P } = {1, 2, . . . , |P |}.
Let P (l ) denote the vector space of formal Q-linear combinations of colored posets. If we define the multidegree of a colored poset P to be (n 0 , . . . , n l −1 )
T ∈ N l , where n i is the number of occurrences of color i in the multiset {γ(x) | x ∈ P }, and denote by P (l ) n the subspace of colored posets of multidegree n, then P (l ) becomes a multigraded vector space
n . Given two colored posets P and Q, define a new colored poset P ⊔ Q to be the disjoint union of P and Q with the absolute values of Q shifted up by n = |P |. Thus as a set P ⊔ Q = {(i, j) ∈ A | (i, j) ∈ P or (i − n, j) ∈ Q}, and the new partial order satisfies
With this product P (l ) becomes a noncommutative multigraded algebra whose unit element is the empty colored poset. When l = 1 we recover the construction discussed in [16, §3.8] .
To define the coproduct, first recall that a (lower) order ideal of a poset P is a subset I ⊆ P such that if x ∈ I and y < P x then y ∈ I. Every order ideal I and its complement P − I can be thought of as a subposet of P . The set of order ideals of P is denoted by I(P ). Now suppose that P is a colored poset and Q = {(i 1 , j 1 ) . . . . Now we can define the coproduct of a colored poset P by
With this coproduct P (l ) becomes a multigraded bialgebra.
Note that our definitions here differ slightly from the ones in [23] . However it is still possible to see the connections. For instance the commutative Hopf algebra of colored posets P (l ) studied in [23] can be thought of as P (l ) modulo isomorphism of colored posets.
Vector compositions.
We now give some definitions related to l -partite numbers and vector compositions which will be used in the remaining examples.
If i 1 , . . . , i m are l -partite numbers of nonzero weight, then the l × m matrix I = (i 1 , . . . , i m ) is called a vector composition of i 1 +· · ·+i m of length ℓ(I) = m and weight |I| = |i 1 |+· · ·+|i l |. The empty composition ( ) is said to be the unique vector composition of 0. Let Comp(n) denote the set of vector compositions of n. We often write I n to mean I ∈ Comp(n). Conversely we will write ΣI to denote the l -partite number n obtained by summing the columns of I. An example of a vector composition of a 4-partite number is This vector composition has length ℓ(I) = 5, weight |I| = 13 and ΣI = (3, 2, 0, 8) T .
Next we consider three different partial orders on Comp(n). Let I = (i 1 , . . . , i m ) n and J n. Write I J if J is a refinement of I, meaning there are vector compositions J 1 , . . . , J m whose concatenation is J = J 1 · · · J m and such that J k i k for each k. If additionally, every J k has the property that every element in the support of a column is less than or equal to every element in the support of every column further to the right, then we write
If instead we require elements in the support of each column to be strictly less than elements in the support of columns to the right, then we write
By construction, I s J =⇒ I J =⇒ I J. For example, inside Comp( 
and c(I) is formed by recording I i,j copies of the color i as one reads the entries of the matrix I sequentially down every column, starting from the left-most column. We will refer to c(I) as the coloring word of I. For example, with I as in (2.1), we have d(I) = {2, 4, 7, 8} and c(I) = 0300333113333.
If w = w 1 · · · w n is a word in an ordered alphabet then the descent set of w is
It is always true that Des(c(I)) ⊆ d(I). Conversely, given a positive integer n, a subset S ⊆ [n − 1], and a color word w of length n (i.e., a word w = w 1 w 2 · · · w n in the alphabet In the following, most notably in § §2.7, besides the notion of vector compositions, we will need the analogous notion of a vector partition. For us a vector partition will be a multiset λ of l -partite numbers λ = {λ 1 , . . . , λ m }. Note for example that the multiset cols(I) of the columns of a given vector composition I is in fact a vector partition.
We conclude this subsection with two more definitions.
n is a color word and n i is the number of occurrences of color i for each i ∈ [0, l − 1], then we define the multidegree of u to be
We also associate a vector composition E u to each such color word u:
A vector composition that is either empty or whose columns consist of coordinate vectors (i.e., standard basis vectors) will be called a coordinate vector composition.
The Hopf algebra FQSym (l )
. This algebra is due to Novelli and Thibon [29, 30] . It can be thought of as a level l generalization of the Malvenuto-Reutenauer Hopf algebra of permutations [27] . If (σ, u) is a colored permutation of n, then we define the noncommutative power series
with the convention F ∅,∅ = 1. For example, Des(251463) = {2, 5} and
This definition is equivalent to the one given in [30] , though here it is stated in a different way to emphasize the analogy with the upcoming defining equation (2.10) for the quasi-ribbon functions F I (cf. [4, Equation (1.9)]).
Let FQSym (l ) denote the vector space spanned by the F σ,u . We get a multigrading
n by defining FQSym
n to be the span of all F σ,u with deg(u) = n (in the sense of (2.2)). Novelli and Thibon proved that FQSym (l ) is a subalgebra of Q A , and moreover that the product of two basis elements F σ,u F τ,v is given by shifted shuffling; i.e., to get the result, we simply shift the letters of τ up by the length of σ, then shuffle σ and τ together, all the while keeping track of their corresponding colors. For example, We refer the reader to [30] for further details and precise definitions.
2.6. The Hopf algebra Sym (l ) . This algebra is again due to Novelli and Thibon [29, 30] . It is a level l version of the Hopf algebra of noncommutative symmetric functions, Sym, introduced by Gelfand et al. [19] .
For each n ∈ N l , define the complete homogeneous noncommutative symmetric function
where F 12...n,u is defined as in Equation (2.3). In particular S 0 = 1. For each vector compo-
Let Sym (l ) be the subalgebra of FQSym (l ) generated by the S n . Novelli and Thibon in [30] proved the following: Proposition 2.4. The complete functions S n are algebraically independent, so the S I form a linear basis for Sym (l ) . Moreover Sym (l ) is a multigraded Hopf subalgebra of FQSym (l ) with coproduct satisfying
We illustrate this with an example:
The basis S
I is the level l analog of the basis S I defined in [19] . For us it will be useful to consider a level l analog of a different basis from [19] , the basis of noncommutative power sum symmetric functions of the second kind. We introduce these functions next.
Let t 0 , . . . , t l −1 be commutative variables. For each l -partite number n = (n 0 , . . . , n l −1 )
T , let t n = t 
S n t n and Φ 0 = 1. Here the logarithm is to be interpreted as a formal operation that satisfies log(1
The Φ I and S I are related by triangular matrices. To describe this relationship, we adapt the notation from [19 
Consequently, the Φ I form a basis of Sym (l ) .
Proof. From (2.4) we compute
from which (2.5) follows by multiplicativity of the Φ I . By exponentiating (2.4), we obtain
and then (2.6) follows by multiplicativity of the S I .
We now gather some additional facts about the Φ I .
Proposition 2.6. Every Φ n is primitive; that is,
Proof. The proof is a straightforward extension of the proof of Proposition 3.10 in [19] and will be omitted. 
which implies
Again since s is an anti-homomorphism, (2.9) follows.
2.7.
The Hopf algebra Sym (l ) . This algebra was introduced by MacMahon [26] ; our presentation here is adapted from Gessel [21] .
be a set of independent colored commutative variables, with
A formal power series in X of finite degree is called a multi-symmetric function if the coefficients of the monomials x
jm are equal whenever λ 1 , . . . , λ m are l -partite numbers and j 1 , . . . , j m are distinct. The set of multi-symmetric functions forms a multigraded algebra denoted by
n , where the multidegree of a monomial x
jm is defined to be the vector sum λ 1 + · · · + λ m , and the nth multigraded component Sym
n consists of all multi-symmetric functions of multidegree n. We will give three bases for Sym (l ) that extend well-known bases of symmetric functions. These bases are indexed by vector partitions in the sense of § §2.4, i.e., multisets of l -partite numbers λ = {λ 1 , . . . , λ m }.
First, the monomial function m λ is defined to be the sum of all monomials
where j 1 , . . . , j m are distinct. For example, using the shorthand
Recall that for a color word
n , we defined the multidegree of u to be the vector of multiplicities of colors appearing in u (see (2.2)). Now for each n ∈ N l with weight n = |n|, we can define the complete function h n by
jn .
For example, there are two color words u = 01 and u = 10 of multidegree (
The basis h λ is defined multiplicatively, by
Lastly, we define the power sum function p n by
and set p λ = p λ 1 p λ 2 · · · . Again the multi-symmetric functions p λ form a basis for Sym (l ) .
We can define a coproduct in Sym (l ) by generalizing the coproduct of ordinary symmetric functions:
∆(p n ) = 1 ⊗ p n + p n ⊗ 1. Alternatively, the same coproduct can be defined by the usual method of introducing a duplicate set of variables Y and letting ∆(f (X)) = f (X + Y).
The Hopf algebra QSym (l )
. This algebra is due to Poirier [31] ; our presentation is adapted from Novelli and Thibon [29, 30] . 
and let M ( ) = 1. For example,
As in the level 1 case (see, e.g., [17, Lemma 3.3] ), and as observed by Aval et al. [5] in the level-2 case, multiplying two monomial functions M I M J can be described in terms of quasishuffling. A quasi-shuffle of two vector compositions I and J is a shuffling of the columns of I with the columns of J in which two columns may be added together as they are shuffled past each other. An example should make this clear:
is a quasi-shuffle algebra. General properties of such algebras are discussed in [22, 25] .
The coproduct is given on the monomial basis by
the sum being over all ways of writing I as a concatenation of two (possibly empty) vector compositions J and K. For example,
This coproduct can be equivalently defined by the usual method of introducing a duplicate set of variables Y and letting ∆(f (X)) = f (X + Y).
It is clear from the definitions that Sym
(l ) is a Hopf subalgebra of QSym (l ) , and that the monomial bases of these two algebras are related by
where cols(I) denotes the multiset of columns of I.
Next we consider the basis of level l quasi-ribbon functions F I , defined by (2.10)
where I is a nonempty vector composition of weight n, and u 1 · · · u n = c(I). For example, This basis specializes to Gessel's fundamental basis [20] when l = 1. Unlike the level 1 case, however, the product F I F J is not always F -positive. For example, 
Duality between QSym
(l ) and Sym (l ) . As Novelli and Thibon observed [29, 30] , the multigraded dual Hopf algebra of Sym (l ) may be identified with QSym (l ) by making S I the dual basis of M J . More precisely, for each n we have (QSym
n , for any two vector compositions I and J we have S I (M J ) = δ I,J , and for any T, U ∈ Sym (l ) and G, H ∈ QSym (l ) , we have
where
We can use this duality in several ways. As an example, if we let s Q denote the antipode on QSym (l ) , then by taking the dual of (2.9), we get
As before, ← − I is the vector composition obtained by reversing the order of the columns of I.
There is yet another interesting pair of dual bases for these two Hopf algebras. Let us define P I to be the basis of QSym (l ) that is dual to the power sum basis Φ I of Sym (l ) . Thus,
Then by (2.6) we get
Since the Φ n are primitive, the P I make up a shuffle basis for QSym (l ) . It is well-known that a shuffle algebra is freely generated by its Lyndon words; see, for example, [32, Theorem 6.1]. We will come back to these ideas in § §5.1.
The category of multigraded combinatorial Hopf algebras
In this section we define the category of multigraded combinatorial Hopf algebras and derive a universal property satisfied by QSym (l ) similar to, and inspired by, [2, Theorem 4.1]. This leads to a systematic way to investigate morphisms H → QSym (l ) . The closely related category of colored combinatorial Hopf algebras was described by Bergeron and Hohlweg [12] and studied further in [23] . We discuss how to relate our work to these earlier versions in the second half of this section.
We will work over the rationals Q, but results in this section are valid over any field.
3.1. Definitions. Let H = n∈N l H n be a multigraded connected Hopf algebra over Q. Let ϕ : H → Q be a multiplicative invertible linear functional, or a character, on H (see § §4.3 for more on (convolution) invertible linear functionals). Then we say that the ordered pair (H, ϕ) (or simply H if ϕ is unambiguous from the context) is a multigraded combinatorial Hopf algebra. Morphisms in the category of multigraded combinatorial Hopf algebras are homomorphisms Ψ : H → H ′ of N l -graded Hopf algebras for the multigraded combinatorial Hopf algebras (H, ϕ) and (
When l = 1 we recover the original construction of a combinatorial Hopf algebra in [2] .
Each of the algebras discussed in §2 can be naturally made into a multigraded combinatorial Hopf algebra by pairing it with a character. In the context of this paper, the most important example is the Hopf algebra QSym (l ) paired with the universal character ζ Q : QSym (l ) → Q, defined by setting each of the variables x
1 , x
1 , . . . , x (l −1) 1 to 1 and all other variables x (i) j , j = 1, to 0. Alternatively, ζ Q can be defined by
Clearly ζ Q is a character since it is an evaluation map. The significance of this character will be discussed next. 
This theorem is actually just the k = 0 case of Theorem 4.13 (and also of Theorem 4.22), so we will defer the proof until §4 and focus on examples for now.
Example 3.2. Recall that we introduced the Hopf algebra R (l ) of multigraded posets in § §2.1. Now we define ζ : R (l ) → Q to be ζ(P ) = 1 for every multigraded poset P .
Clearly ζ is a character, so (R (l ) , ζ) is a multigraded combinatorial Hopf algebra. Theorem 3.1 then implies that we have a morphism F :
As observed in [2, Example 4.4], the l = 1 version of this morphism is the F -homomorphism introduced by Ehrenborg [17] . By (3.2), for every multigraded poset P of rank n, we have
Thus (f I (P ) | I n) is a refinement of the usual flag f -vector of a graded poset.
For example, if
where the labels represent multiranks, then
Another way to express (3.3), analogous to [35, Equation (1)], is
where the sum is over all multichains in P from0 to1 in which1 occurs exactly once.
Example 3.3. Recall that we defined the Hopf subalgebra R (l ),k of R (l ) in § §2.2. Now we consider the restriction of the character ζ from the above example to R (l ),k . For simplicity we also denote the restricted character by ζ, so
is given by ζ(P ) = 1 for every k-Eulerian poset P . Note that ζ −1 is just the Möbius function
|n| =ζ(P ). We can therefore assert that
If every entry of k is ∞ (hence there are no restrictions on h), then (3.4) amounts to saying that ζ is an odd character, in the sense of [2] . Thus (3.4) suggests a way to refine the definition of odd character. This is the motivation for our definition of a k-odd character in §4.4.
Example 3.4. Recall that we defined the Hopf algebra P (l ) of colored posets in § §2.3. We will say that a colored poset P is naturally labeled if it has a linear extension of the form (12 · · · n, u). Define ζ : P (l ) → Q by ζ(P ) = 1 if P = ∅ or P is naturally labeled 0 otherwise.
Clearly P and Q are naturally labeled if and only if P ⊔ Q is. Thus ζ is a character, and (P (l ) , ζ) is a multigraded combinatorial Hopf algebra. Let Γ : P (l ) → QSym (l ) be the unique morphism of multigraded combinatorial Hopf algebras satisfying ζ Q •Γ = ζ. We will describe this map Γ in a bit more detail shortly, but first we need a new notation. Recall that colored permutations were defined at the beginning of § §2.5. If (σ, u) is a colored permutation of n and Des(σ) = {s 1 < s 2 < · · · < s p }, then set s 0 = 0 and s p+1 = n, and define Des(σ, u) to be the vector composition of length p + 1 whose ith column is the sum of columns s i−1 + 1 through s i in the vector composition E u = (e u 1 , · · · , e un ). For example, In short, Des(σ, u) keeps track of the descent set of σ along with the multiset of colors appearing in each run of ascents.
Proposition 3.5. Let P be a colored poset, and let L(P ) be the set of linear extensions of P . We have
Proof. For each subset I ⊆ P , let deg(I) = (n 0 , . . . , n l −1 ) T ∈ N l where n i is the number of elements in I with color i. By (3.2) we have
where the sum is over all chains of order ideals in P . By the definition of ζ we only need to sum over chains ∅ = I 0 · · · I m = P such that st(I i \ I i−1 ) is naturally labeled for each i. For every such chain C, let [I i \ I i−1 ] denote the word obtained by reading the elements of I i \ I i−1 in order of increasing absolute value, and let π(C)
is a linear extension of P , written as a concatenation of subwords with no descents. This linear extension (and its decomposition into subwords) contributes a term of the form M I , Des(π(C)) I E u to our expression for Γ(P ), where u = c(π(C)). Conversely, for any linear extension (σ, u) ∈ L(P ) and any I = (i 1 , . . . , i m ) such that Des(σ, u) I E u , we can find a unique chain C = {∅ = I 0 I 1 · · · I m = P } with π(C) = (σ, u) and deg(I j \ I j−1 ) = i j for every j by letting I 1 be the first |i 1 | elements of (σ, u), I 2 \ I 1 be the next |i 2 | elements of (σ, u), and so forth.
Another way to get from P (l ) to QSym (l ) is through the Hopf algebra R (l ) of multigraded posets. If P is a colored poset, let J(P ) as usual denote the poset (distributive lattice) of order ideals of P ordered by inclusion. We make J(P ) into a multigraded poset by defining the multirank of an order ideal I ∈ J(P ) to be the multidegree of I as a colored poset (i.e., the vector of multiplicities of the colors appearing in I). This gives us a map
which is easily shown to be a morphism of Hopf algebras using elementary properties of order ideals. Notice that J(P ) depends only on the colors of the elements of P and not on their absolute values. When l = 1 this is essentially the map considered in [2, Example 2.4].
Example 3.6. Recall that we defined the Hopf algebra FQSym (l ) in § §2.5. Now we define ζ : FQSym (l ) → Q by ζ(F σ,u ) = 1 if σ is the identity permutation in S n for some n 0 otherwise.
It is easy to see that ζ is a character, so by Theorem 3.1, there is a unique morphism of multigraded combinatorial Hopf algebras D :
Now using (3.2), we can see that
As a special case of (3.6), if Des(u) ⊆ Des(σ) then
It also follows from (3.6) that for every n ∈ N l ,
Novelli and Thibon [30] noted that each F I arises as the commutative image of certain F σ,u under the abelianization map ab :
3) with (3.6), we see that the morphism D is in fact just the restriction of ab. To summarize, the diagram
To see the more general picture, we consider once again the setup from § §3.4. The map Γ :
When l = 1, Γ(P ) is the free quasisymmetric generating function of P introduced by Duchamp et al. [16, Definition 3.15] . Combining (3.6) and (3.5), we see that Γ = D • Γ.
We can summarize the relationship between the various examples discussed so far in the following commutative diagram:
Note that Γ = F • J because Γ(P ) depends on the absolute values of the elements of P while J(P ) does not.
3.3. The Bergeron-Hohlweg theory of colored combinatorial Hopf algebras. We now briefly review the theory of m-colored combinatorial Hopf algebras [12] . Our presentation follows [23] . Then we describe how to relate this theory to our work here.
An l -colored combinatorial Hopf algebra is a pair (H,φ) where H = n∈N H n is a graded connected Hopf algebra andφ = (
Morphisms in the category of l -colored combinatorial Hopf algebras are maps Ψ :
Remark 3.7. To see explicitly how the l -colored combinatorial Hopf algebras (H, ϕ) of [12] correspond to the l -colored combinatorial Hopf algebras (H,φ) of [23] , recall first that for [12] , an l -colored combinatorial Hopf algebra is a pair (H, ϕ) where H = n∈N H n and ϕ : H → Q[C l ]. Here C l is the cyclic group generated by w, a primitive l th root of unity. Elements of Q[C l ] are polynomial expressions of the form q 0 + q 1 w + q 2 w
where q i ∈ Q for each i = 0, 1, · · · , l − 1. To make these two definitions of l -colored combinatorial Hopf algebras compatible, the multiplication in Q[C l ] should be defined on the color components via:
and extended linearly [23] . Then we can identify any particular map ϕ :
) by first defining the functions q i : H → Q such that for any h ∈ H we have:
Then we simply set ϕ (i) = q i for i = 0, 1, · · · , l − 1. We will have:
The terminal object in this category is the Hopf algebra QSym [l ] of l -colored quasisymmetric functions, first studied by Poirier [31] . The bases of QSym [l ] are typically indexed by l -colored compositions α = ((α 1 , u 1 ) , . . . , (α m , u m )), where (α 1 , . . . , α m ) is an integer composition (vector of positive integers) and
m is a color vector. In the following we will write α l n when α is an l -colored composition of n. A natural basis for QSym [l ] is the set of colored monomial quasisymmetric functions M
where < lex refers to the lexicographic order on P × [0, l − 1].
Baumann and Hohlweg [6] proved that QSym [l ] is a Hopf subalgebra of QSym (l ) . A different but isomorphic realization of QSym [l ] was introduced by Novelli and Thibon [29] .
To see that
α can be written in the monomial basis M I as follows (recall that e i denotes the ith coordinate vector in N l and that the partial order s is defined in §2.4): Details of the Hopf algebra structure of QSym [l ] can be found in [12, 23, 29, 30] .
is defined as a tuple of evaluation characters: each ψ (i) takes the variable x (i)
1 to 1 and all other variables to 0. Equivalently,
In [23, Theorem 13] it is shown that for any colored combinatorial Hopf algebra (H,φ), there is a unique morphism Ψ c : (H,φ) → (QSym [l ] ,ψ) of colored combinatorial Hopf algebras given explicitly by
for any h ∈ H n , where for α = (ω j 1 α 1 , . . . , ω j k α k ), ϕ α is the composite map:
We will now see how QSym (l ) fits into this picture. Let ζ (i) , i = 0, 1, . . . , l − 1 be the character on QSym (l ) that takes x
1 to 1 and all other variables to 0. Letζ = (ζ (0) , . . . , ζ (l −1) ), so (QSym (l ) ,ζ) becomes an l -colored combinatorial Hopf algebra. Note that we are ignoring the multigrading on QSym (l ) and thinking of it as an ordinary graded Hopf algebra
n , where QSym
n . Since ψ (i) defined above is just the restriction of ζ (i) to the subalgebra QSym [l ] , it follows that (QSym [l ] ,ψ) is a combinatorial Hopf subalgebra of (QSym (l ) ,ζ).
Proposition 3.8. In the category of colored combinatorial Hopf algebras, the morphism
is the inclusion map.
Conversely, the result quoted above [23, Theorem 13] implies that there is a morphism going in the other direction, (QSym (l ) ,ζ Q ) → (QSym [l ] ,ψ). We now describe this map more explicitly. A vector composition I will be called monochromatic if it is of the form I = (α 1 · e u 1 , α 2 · e u 2 , . . . , α m · e um ) for some u 1 , . . . , u m ∈ [0, l − 1]. In this case we define w(I) to be the colored composition w(I) = ((α 1 , u 1 ) , . . . , (α m , u m )). The following can be proved by a straightforward application of (3.9).
be the unique morphism of graded Hopf algebras satisfying
Q for all i. For every vector composition I, we have
A consequence of Proposition 3.9 is that QSym [l ] can be identified with QSym (l ) modulo the relations x (p) i x (q) i for p = q and i = 1, 2, . . .. This realization of QSym [l ] was first given by Novelli and Thibon [29] .
Lastly, one can view QSym 
Therefore Ψ is the inclusion map. In other words, the following holds: Proposition 3.10. In the category of multigraded combinatorial Hopf algebras, the mor-
Definitions and basic properties of k-odd and k-even Hopf algebras
In this section we develop the notions of k-odd and k-even subalgebras of multigraded combinatorial Hopf algebras. Our constructions and results directly generalize the definitions and basic properties of odd and even Hopf subalgebras developed by Aguiar et al. [2] .
4.1. Basic constructions. Let H = n∈N l H n be a multigraded connected Hopf algebra. For a linear functional ϕ : H → Q, let ϕ n denote the restriction of ϕ to H n . This is an element of degree n of the (multi)graded dual H * . We also define ϕ to be the functional given by ϕ(h) = (−1) |n| ϕ(h) for h ∈ H n . Let ϕ, ψ : H → Q be characters. The canonical Hopf subalgebra S(ϕ, ψ) and its orthogonal Hopf ideal I(ϕ, ψ) are defined in [2, Section 5] for N-graded Hopf algebras. Generalizing to the N l -graded case, we define S(ϕ, ψ) to be the largest graded subcoalgebra of H such that ∀h ∈ S(ϕ, ψ), ϕ(h) = ψ(h), and I(ϕ, ψ) to be the ideal of H * generated by ϕ n − ψ n for each n ∈ N l .
We now define k-analogs of these.
Let l be a positive integer, to be fixed for the rest of this section. It will be convenient to work with the "extended" l -partite numbers (N ∪ {∞}) l , where the symbol ∞ is understood to be larger than every natural number.
l , let S k (ϕ, ψ) denote the largest graded subcoalgebra of H with the property that
(When forming direct sums it should be understood that our indices lie in N l .) Equation (4.1) defines S k (ϕ, ψ) as the largest graded subcoalgebra of H whose graded pieces up to degree k are all contained in ker (ϕ − ψ). In other words, S k (ϕ, ψ) is the largest graded subcoalgebra of H whose intersection with n≤k H n , the k-initial graded piece of H, lies in the kernel of ϕ − ψ.
Note that this last statement is equivalent to asserting that the graded pieces up to degree k of S k (ϕ, ψ) lie in n≤k (ker ϕ n − ψ n ). Thus, we can alternatively define S k (ϕ, ψ) as the largest graded subcoalgebra of H with the property that
Next we let I k (ϕ, ψ) denote the ideal of the graded dual H * generated by ϕ n − ψ n for each n ≤ k. Each I k (ϕ, ψ) is generated by homogeneous elements and so is a (multi)graded ideal of H * .
Recall that 0 ∈ N l denotes the zero vector. Let ∞ ∈ (N ∪ {∞}) l denote the vector whose entries are all ∞. For any k ∈ (N ∪ {∞}) l ,
The properties of S(ϕ, ψ) and I(ϕ, ψ) stated in [2, Theorem 5.3], along with their proofs, extend without difficulty to their k-analogs: Theorem 4.1. Let H = n∈N l H n be a multigraded connected Hopf algebra and let ϕ, ψ : H → Q be characters on H. Define S k (ϕ, ψ) and I k (ϕ, ψ) as above. For k ∈ (N∪{∞}) l the following properties hold:
is a graded Hopf subalgebra of H.
Here, I
k (ϕ, ψ) ⊥ is the set {h ∈ H : f (h) = 0 for all f ∈ I k (ϕ, ψ)}.
The proof of this result follows the main lines of the proof of [2, Theorem 5.3]. We include it here in order to demonstrate the general feel of the proofs of some of the more straightforward extensions of the results of [2] to their k-analogs:
Proof. We begin with part (a). Since
⊥ , where all but finitely many of the h i are zero and hence the sum is finite.
Then it follows from the definition of S k (ϕ, ψ) (as the greatest subcoalgebra of H satisfying Equation (4.2)) that h ∈ S k (ϕ, ψ).
Next let C be a graded subcoalgebra of H such that for all i ≤ k, ϕ i (h) = ψ i (h) for all h = i∈N l h i ∈ C; here once again we assume that all but finitely many of the terms h i are zero. Since C is a coalgebra and I k (ϕ, ψ) is the ideal generated by ϕ i − ψ i for i ≤ k, it follows that f (C) = 0 for all f ∈ I k (ϕ, ψ). This shows that S k (ϕ, ψ) ⊂ I k (ϕ, ψ) ⊥ and concludes the proof of part (a).
To prove parts (b) and (c), we begin by noting that the product C · D of two graded subcoalgebras of H is again a graded subcoalgebra. This makes S k (ϕ, ψ) · S k (ϕ, ψ) a graded subcoalgebra of H. By the multiplicativity of ϕ and ψ we have:
Now if x, y ∈ S k (ϕ, ψ) such that xy ∈ n≤k H n , we also have x, y ∈ n≤k H n and so by Equation (4.1), we have (ϕ − ψ)(x) = (ϕ − ψ)(y) = 0. Equation (4.3) then gives us (ϕ − ψ)(xy) = 0. This proves that S k (ϕ, ψ) · S k (ϕ, ψ) ⊂ S k (ϕ, ψ).
Finally we note that H 0 = Q · 1 is a graded subcoalgebra of H and ϕ(1) = ψ(1) = 1 so we can conclude that H 0 is included in S k (ϕ, ψ). This proves part (c), or in other words, that S k (ϕ, ψ) is indeed a Hopf subalgebra of H. Together with part (a), this implies that I k (ϕ, ψ) is a coideal of H * , and thus we are also done with part (b).
Remark 4.2.
A natural k-analog of part (d) of [2, Thm.5.3] is also valid: More specifically one can easily show that a homogeneous element h ∈ H belongs to S k (ϕ, ψ) if and only if
In the next proposition we list a few properties of S k (ϕ, ψ) and the associated ideals
Proposition 4.3. Let H = ⊕ n∈N l H n be a multigraded connected Hopf algebra and let ϕ, ϕ ′ , ψ, ψ ′ be characters on H. The following hold for all k ∈ (N ∪ {∞}) l :
(a) There is an isomorphism of graded Hopf algebras
Proof. Parts Definition 4.5. Given a multigraded combinatorial Hopf algebra (H, ϕ) and k ∈ (N∪{∞}) l , we call S k (ϕ, ϕ) the k-even Hopf subalgebra of (H, ϕ) and denote it by E k (H, ϕ), or simply by E k (H) when ϕ is obvious from context.
We introduce a special notation for the associated ideals: Definition 4.6. Given a multigraded combinatorial Hopf algebra (H, ϕ) and k ∈ (N∪{∞}) l , we call I k (ϕ, ϕ −1 ) the k-odd Hopf ideal of (H, ϕ) and denote it by IO k (H, ϕ), or simply by IO k (H) when ϕ is obvious from context. Similarly, we call I k (ϕ, ϕ) the k-even ideal of (H, ϕ) and denote it by IE k (H, ϕ), or simply by IE k (H) when ϕ is obvious from context.
For future reference, we collect together a few basic properties of k-odd and k-even subalgebras in the next proposition: Proposition 4.7. Let (H, ϕ) be a multigraded combinatorial Hopf algebra.
There are isomorphisms of multigraded Hopf algebras
is the largest subcoalgebra of H with the property that
Proof. Parts (a), (b) and (c) are simple specializations of earlier results. Part (d) follows from Equation (4.2), which allows us to describe O k (H) as the largest subcoalgebra of H with the property that
for every h ∈ O k (H) of degree i, and E k (H) as the largest subcoalgebra of H with the property that ϕ n (h) = (−1)
Invertible linear functionals.
Let H be a multigraded connected Hopf algebra over Q. Recall that the convolution product of two linear functionals ϕ, ψ : H → Q is given as:
where the arrows are, respectively, ∆ H , ϕ ⊗ ψ and m Q . In the following, we choose simplicity and write convolution by concatenation; in other words, we denote the convolution of ϕ and ψ simply by ϕψ. Moreover we simply say invertible when we mean convolution invertible.
We know that the set X(H) of characters of an arbitrary Hopf algebra H is a group under the convolution product, where the unit element is given by the counit ǫ H of H and the inverse of a given element ϕ of X(H) is ϕ −1 = ϕ • s H . Here s H is the antipode of H. It is easy to see that ϕ(ϕ
In this paper, invertible linear functionals play an important role. Therefore we now focus on the notion of invertibility and collect together some facts about invertible linear functionals on a combinatorial Hopf algebra. Here is a basic characterization of invertibility, which is noted in [3] : Lemma 4.8. Let ϕ : H → Q be a linear functional. Then ϕ is invertible if and only if ϕ(1) = 0.
Because of this lemma, we will make the reasonable assumption that all of our linear functionals satisfy ϕ(1) = 0. In fact, all the linear functionals we will be considering will satisfy ϕ(1) = 1.
Here are two more simple observations about invertible linear functionals. 
Proof. We prove this by induction on n. For the base case we have (ϕ
Let n be such that 0 < n ≤ k. Then by induction we have
Lemma 4.10. Let ϕ be an invertible linear functional on H such that ϕ(1) = 1. Then
Proof. It is easy to verify that (ϕ −1 ) 0 = (ϕ −1 ) 0 = ǫ. For n > 0, by induction we have
k-odd linear functionals. We next recall the definition of an odd character from [2]:
A character ϕ of an N-graded Hopf algebra H is odd if ϕ = ϕ −1 . Here the bar denotes the involution ϕ → ϕ on the characters of H defined by ϕ(h) = (−1) n ϕ(h) for h ∈ H n . Recall also that at the beginning of this section, we introduced the analogous involution for the multigraded case:
In order to define the k-analogs of odd characters, we once again focus on invertibility first. We begin with the following:
Note that for l = 1, k is simply a natural number k, and an odd character in the sense of [2] is k-odd for all k ∈ N. Thus the following is a most natural notion to introduce:
In the rest of this section, we will use the notation
. Similarly we will use the notation
Here is the main result of this subsection:
Theorem 4.13. Let H be a multigraded Hopf algebra H and let k ∈ (N ∪ {∞}) l .
(1) If ϕ : H → Q is a k-odd linear functional on H, then there exists a unique morphism
where if I = (i 1 , . . . , i m ) n then ϕ I is the composite map: Proof. For a linear functional ϕ : H → Q, Theorem 4.1 of [2] provides us with a unique graded coalgebra map Ψ between H and QSym (l ) satisfying ζ Q • Ψ = ϕ provided l = 1. Here we are interested in general l . Moreover, the statement we are making applies to a certain class of linear functionals on N l -graded connected Hopf algebras, the k-odd ones. In this case, our theorem asserts that the image of the relevant morphism lies in O k . Below we follow the construction in the proof of Theorem 4.1 of [2] carefully and modify as necessary to make sure that we get what we want.
We first construct a map Φ : Sym (l ) → H * . Recall from § §2.6 that Sym (l ) is freely generated as an algebra by {S n | n ∈ N l }. We let Φ be the algebra homomorphism that maps S n to ϕ n , the restriction of ϕ to H n . Clearly ϕ n is in (H n ) * = (H * ) n , so Φ preserves the N l -grading.
We next set Ψ = Φ * be the dual map from H into Sym (l ) * = QSym (l ) . In particular these two maps ought to satisfy
Then Ψ is a graded coalgebra map. Now since as an element of QSym (l ) * = Sym (l ) , the nth graded piece of ζ Q is S n , we have:
and therefore ζ Q • Ψ = ϕ. This shows that Ψ : H → QSym (l ) is a morphism of combinatorial coalgebras.
Next for any vector composition I = (i 1 , . . . , i m ) n define ϕ I to be the composition:
where the unlabeled arrows stand for ∆ (m−1) , the tensor product of the canonical projections onto the appropriate homogeneous components, and ϕ ⊗m , respectively. Since S I = S i 1 · · · S im , we can see that Φ(S I ) = ϕ I , and so Ψ is given by:
where h ∈ H n . Uniqueness of Ψ follows from the uniqueness of Φ by duality.
Finally we need to show that the image of Ψ lies in O k . Now, if ϕ is k-odd, then by definition, we have:
(cf. Equation (4.2)), we can easily see that
But since we have
, our statement reduces to:
This will follow readily from a modification of Prop.5.6(a) of [2] (also see [2, Prop.5. 
Modulo the proof of this proposition (which can be obtained by a simple modification of the relevant arguments in [2] ), we are done with the proof of part (a).
Part (b) follows from the observation that ζ Q • Ψ = ϕ now implies that Ψ is in fact a morphism of multigraded combinatorial Hopf algebras. The argument follows the same route as that in the proof of Theorem 4.1 in [2] . In particular we consider the two commutative diagrams:
where the unlabeled arrows represent Ψ and Ψ ⊗2 respectively, and m stands for the multiplication in the appropriate space. The fact that all the arrows in both diagrams are graded coalgebra maps, together with the universal property of QSym (l ) as a combinatorial coalgebra which has already been established, implies that the two diagrams can be glued together to obtain Ψ • m = m • Ψ ⊗2 . From this we can conclude that Ψ indeed is a morphism of (combinatorial Hopf) algebras.
Note that the above implies that Ψ is multiplicative if ϕ is. This gives us the following formula which is not obvious from basic definitions: Given h 1 ∈ H n 1 , h 2 ∈ H n 2 , (and so h 1 h 2 ∈ H n 1 +n 2 ), we have:
Remark 4.16. A k-analog of part (b) of Proposition 5.6 from [2] can also be proved, but we will not need it in this paper.
Example 4.17. Recall that we defined the Hopf algebra R (l ),k of k-Eulerian posets in § §2.2 and described a suitable character ζ on it in Example 3.3; also see Equation (3.3). Now we can see from Equation (3.4) that this ζ is indeed a k-odd character. Thus if P is k-Eulerian, then F (P ) ∈ O k . This in turn implies that the flag numbers f I (P ) must satisfy certain linear relations. To understand what these relations are, first notice that
for every vector composition I and every multigraded poset P of multirank n = ΣI. Therefore, given scalars a I ∈ Q, I n, we have
The ideal IO k (QSym (l ) ) is described explicitly in §5; see in particular Theorems 5.1, 5.11 and 5.19 and Corollary 5.12. We continue with this example in Remark 5.13 where we explicitly describe the linear equations the flag numbers f I (P ) must satisfy. More specifically we show there that the natural k-analogues of the generalized Dehn-Sommerville equations hold for all k-Eulerian posets.
Here is a characterization of k-odd characters in terms of the k-odd subalgebra of a multigraded combinatorial Hopf algebra which follows easily from definitions: One can also relate k-odd characters on a combinatorial Hopf algebra to k-odd subalgebras of the dual Hopf algebra: Proposition 4.19. Let H be a multigraded connected Hopf algebra with a character ϕ : H → Q and let η : H * → Q be any character on the dual Hopf algebra H * . If ϕ is k-odd, then for n ≤ k, the homogeneous component ϕ n belongs to O k (H * , η).
Proof. This is a straightforward k-analog of Proposition 5.9 of [2] , and the proof follows similarly. Also see Remark 4.2.
We will study a most fundamental example of k-odd functionals in Section 6.
4.5. k-even linear functionals. We will now briefly ponder the question of what we can say about the k-analogs of even characters. Recall from [2] that a character ϕ of a graded Hopf algebra H is even if ϕ = ϕ. Therefore, we will define k-even functionals as follows:
Note that when l = 1, k is simply a natural number k, and an even character in the sense of [2] is k-even for all k ∈ N. Thus the following is a most natural notion to introduce:
Recall that we use the notation E k for E k (QSym), the k-even subalgebra S k (ζ Q , ζ Q ) of QSym. With these definitions one can prove the following result analogous to Theorem 4.13:
Theorem 4.22. Let H be a multigraded Hopf algebra H and let k ∈ (N ∪ {∞}) l .
(1) If ϕ : H → Q is a k-even linear functional on H, then there exists a unique morphism The proof is similar to that of Theorem 4.13 and will be skipped.
Remark 4.23. For k = 0, E k is equal to QSym (l ) , and the above theorem reduces to Theorem 3.1.
Here is a characterization of k-even characters in terms of the k-even subalgebra of a multigraded combinatorial Hopf algebra which follows easily from definitions: Proposition 4.24. Let (H, ϕ) be a multigraded combinatorial Hopf algebra. ϕ is k-even if and only if E k (H) = H.
One can also relate k-even characters on a combinatorial Hopf algebra to k-even subalgebras of the dual Hopf algebra: Proposition 4.25. Let H be a multigraded connected Hopf algebra with a character ϕ : H → Q and let η : H * → Q be any character on the dual Hopf algebra H * . If ϕ is k-even, then for n ≤ k, the homogeneous component ϕ n belongs to E k (H * , η).
5. The k-odd and k-even Hopf subalgebras of QSym
Throughout this section, fix l > 0 and k = (k 0 , . . . , k l −1 ) T ∈ (N ∪ {∞}) l , and let ζ Q denote the universal character on QSym (l ) as defined in § §3.1. In this section we give two bases for the k-odd Hopf algebra
and compute its Hilbert series. We also describe explicitly the ideal
At the end of the section, we discuss very briefly the k-even Hopf algebra
5.1. The k-odd Hopf subalgebra of QSym (l ) . Recall that the level l noncommutative power sum symmetric functions Φ I of Sym (l ) were introduced in § §2.6, and in § §2.9 we defined the functions P I which form the dual basis in QSym (l ) .
On the dual side, the canonical k-odd Hopf algebra
Q ) n such that n ≤ k. Let n ∈ N l and assume n ≤ k. Since as an element of QSym (l ) * = Sym (l ) , the nth graded piece of ζ Q is S n , we get(ζ Q ) n = (−1) |n| S n and (ζ −1 Q ) n = s(S n ), so by (2.6) and (2.9),
The condition ℓ(I) ≡ |n| (mod 2) holds if and only if I has an odd number of columns of even weight. If I = (i 1 , . . . , i m ) is such a vector composition, then some column i r has even weight, and moreover i r ≤ k. Therefore Φ I = Φ i 1 · · · Φ im is in the ideal generated by those Φ i such that i ≤ k and |i| is even. Consequently(ζ Q ) n − (ζ −1 Q ) n is also in this ideal, and therefore IO k is a subset of this ideal.
To prove the reverse inclusion, first note that every l -partite number of weight 2 is of the form e i + e j for some i, j ∈ [0, l − 1]. By (5.2) we have
Q ) e i +e j . Now suppose that n ∈ N l has even weight and |n| > 2. By (5.2),
As we already observed, if a vector composition I = (i 1 , . . . , i m ) appears in the previous sum, then one of its columns, say i r , has even weight, and moreover |i r | < |n|. 
and
. . , 2⌊k/2⌋} for every r }. In the limit case, IO ∞ is generated by the set of all even-degree power sums Φ 2 , Φ 4 , . . ., and the odd subalgebra of QSym is spanned by the quasisymmetric functions P I where I ranges over all (ordinary) compositions with only odd parts.
Remark 5.4. Aguiar et al. [2, Proposition 6.5] showed that the odd subalgebra of QSym is Stembridge's peak Hopf algebra [36] , which is the image of the descents-to-peaks homomorphism Θ : QSym → QSym of Stembridge [36] . On the dual side, it is implicit in the work of Krob et al. [24] (as explained in [11] ; see also and [34, Prop. 7.6]) that the noncommutative power sums Φ 2 , Φ 4 , . . . ∈ Sym of even degree generate the kernel of the dual map Θ * : Sym → Sym. This kernel, being orthogonal to the peak Hopf algebra, coincides with the canonical ideal IO ∞ . Thus the special case of Theorem 5.1 in which l = 1 and k = ∞ follows from these results. However, our proof of Theorem 5.1 is self-contained and in particular does not use any properties of the peak algebra or the descents-to-peaks map.
We now discuss some corollaries of Theorem 5.1. First is an immediate consequence.
Example 5.6. Given any l we have
for every coordinate vector e i ∈ N l . If l = 1 then
For the next result, first observe that since Φ I and P I are dual bases ( § §2.9) and the Φ n are primitive (Proposition 2.6), multiplying two P -basis elements P I · P J is given by shuffling the columns of I with the columns of J. .
Thus from (5.1) it is clear that O k is a shuffle algebra in the sense of [32] . Now let us endow the set of nonzero l -partite numbers N l \ {0} with an arbitrary linear order. A vector composition (thought of as a word in the alphabet N l \ {0}) that is lexicographically smaller than all of its nontrivial cyclic permutations is called a Lyndon vector composition. For a subset A ⊆ N l \ {0}, let L(A) denote the set of Lyndon vector compositions in A. For example, if we order the 2-partite numbers lexicographically by 1 0 0 ). It is well-known that a shuffle algebra is freely generated by its Lyndon words. We refer to [32] for further details.
In this context the following is now obvious: Corollary 5.7. As an algebra O k is the polynomial algebra
In the case l = 1 and k = ∞, this follows from results of Schocker [34, §7] .
A further consequence of Theorem 5.1 is the following description of the multi-symmetric Corollary 5.8. The multi-symmetric part of O k is freely generated as an algebra by a subset of the l -partite power sum symmetric functions
Proof. Let λ be an l -partition in the sense of § §2.4. For each nonzero i ∈ N l , let m i be the multiplicity of i in λ. Using the shuffling interpretation of multiplication of the P I that we mentioned just before Corollary 5.7, we deduce that
where z λ = i∈N l −{0} m i ! |i| m i and cols(I) denotes the multiset of columns of I. It follows from Theorem 5.1 that if every element of λ belongs to the set
where each a λ is a scalar, Theorem 5.1 together with (5.4) ensure that a λ vanishes if the elements of λ do not all belong to A.
Finally, since A ⊆ L(A) and p i = 1 |i| P i for every nonzero i ∈ N l , we have a free generating
Example 5.9. With l = 2 we have
The Euler character and generators for IO
k . In this subsection we give another description of IO k in terms of the Euler character χ on QSym (l ) , defined as in [2] by
For any l -partite number n ∈ N l , we have
When l = 1 these are essentially the χ n of [14] and [18] . Billera and Liu proved that only the even Euler forms χ 2 , χ 4 , . . . are needed to generate the ideal χ 1 , χ 2 , χ 3 , . . . . This is generalized in the following result.
Theorem 5.11. We have
Proof. From the definition of χ, we getζ Q − ζ
Q . Equating homogeneous components gives:
for each n = 0. (Note that here we use the fact that the restriction of any character, and so in particular χ, to the zeroth graded piece is equal to ǫ).
The opposite inclusion, hence equality, is a consequence of
for n = 0, which is derived from the identity χ − ǫ = (ζ Q − ζ −1 Q )ζ Q . Now we give a dimension argument to see that only the χ n where |n| is even are needed to generate the ideal IO k . Given vector compositions I 1 , . . . , I m and l -partite numbers n 1 , . . . , n m−1 with n i ≤ k and |n i | even for all i, let J = (I 1 , n 1 , I 2 , n 2 , . . . , n m−1 , I m ) and define
which is an element of χ n | 0 < n ≤ k, |n| even . By (5.5), T J has leading term 2S J followed by a linear combination of S I where I is strictly larger than J relative to . This shows that the T J are upper triangular in the S I relative to , and hence they are linearly independent. The possible indices J (after removing columns that are zero or empty) are exactly the vector compositions in which every column i such that i ≤ k has even weight. From Theorem 5.1 we know that the number of such compositions is equal to dim Q IO k .
The next result simply describes the elements S I χ n S J ∈ IO k more explicitly.
Corollary 5.12. Let (i 1 , . . . , i m ) be a vector composition, and let r ∈ {1, . . . , m} be such that i r ≤ k. We have
where columns of zero weight are omitted. n and i r is a column such that i r ≤ k, then for every k-Eulerian poset P of multirank n we have With the help of Theorem 5.11 we can provide the following interpretations of the algebras O k when l = 1.
Proposition 5.14. When l = 1, we have
Proof. Ehrenborg proved that the ideal χ 1 , . . . , χ k is orthogonal to the vector space spanned by the F (P ) where P is k-Eulerian poset [18, Theorem 4.2] . Since this ideal is orthogonal to O k , the result follows.
Remark 5.15. For arbitrary l and k ∈ (N ∪ {∞}) l , we already observed in Example 4.17 that F (P ) ∈ O k for every k-Eulerian poset P . It should be possible to generalize Ehrenborg's constructions in the l = 1 case (i.e., [18, Lemma 4.3] ) to prove that the span of the F (P ), where P is k-Eulerian, is all of O k , but we will not pursue this point here.
Lastly, observe that when l = 1, we have
It is known from the work of Bergeron et al. [8, Theorem 5.7 ] that this ideal is orthogonal to the Hopf subalgebra of QSym spanned by Billey and Haiman's shifted quasisymmetric functions [9, 15] . Thus we have the following:
Proposition 5.16. When l = 1, the 2-odd subalgebra O 2 of QSym (l ) = QSym is the Hopf algebra spanned by the shifted quasisymmetric functions.
Remark 5.17. Noting that the peak Hopf algebra is dual to Sym/ χ 2 , χ 4 , . . . and that the Hopf algebra of shifted quasisymmetric functions is dual to Sym/ χ 2 , Bergeron et al. long ago suggested [10] that the "intermediate" Hopf algebras Sym/ χ 2 , χ 4 , . . . , χ 2k , where k = 1, 2, . . ., might be of interest. As we have now shown, these Hopf algebras are precisely the graded duals of our canonically defined (2k)-odd subalgebras of QSym.
We will revisit shifted quasisymmetric functions briefly in §6.
The η-basis for O
k . We now describe a basis for O k which directly generalizes the η-basis studied by Aguiar et al. [2, §6] and is closely related to Ehrenborg's encoding of the flag f -vector of a k-Eulerian poset via certain noncommutative polynomials.
Let I be a vector composition. Define
By Möbius inversion we get
Let (Υ I ) denote the basis for Sym (l ) that is dual to (η I ), so Υ I (η J ) = δ I,J . By duality, the two equations above become Formula (5.9) makes it clear that the basis (Υ I ) is multiplicative, in the sense that
Next we determine the relationship between the bases (Υ I ) and (Φ I ). Let E n denote the nth Euler number, as defined by tan(t) + sec(t) = n≥0 En n! t n (see, e.g., [33, p. 149 
]).
Proposition 5.18. Let n ∈ N l and I be a vector composition of n. Then
and (5.11)
Proof. It follows from (5.8) that
where t is a new commutative variable. By (2.4), The formal inverse of the series tanh
Thus, for I = (i 1 , . . . , i m ), 
which is equivalent to (5.11) by duality.
The canonical k-odd ideal and k-odd Hopf algebra can be expressed in terms of the η-basis in a manner similar to Theorem 5.1.
Proof. Suppose that n has even weight and n ≤ k. If I n and ℓ(I) is odd, then I must have a column of even weight, hence Φ I ∈ IO k by Theorem 5.1. This implies Υ n ∈ IO k in view of (5.13). Thus Υ n | 0 < n ≤ k and |n| even ⊆ Φ n | 0 < n ≤ k and |n| even . But these two ideals clearly have the same dimension as N l -graded vector spaces, hence they are equal. The second equation follows immediately by duality.
Note that specializing Theorem 5.19 to l = 1 and k = ∞ gives [2, Proposition 6.5].
Remark 5.20. We now explain the connection between the η-basis and one of Ehrenborg's constructions [18] . Recall that the ab-index of a graded poset P is a certain polynomial Ψ(P ) in two noncommutative variables a and b that encodes the flag f -vector of P . There is a well-defined linear map τ : Q a, b → QSym that takes the ab-index of a poset to the F -quasisymmetric function of that same poset; i.e., τ (Ψ(P )) = F (P ). Ehrenborg showed [18, Theorem 2.1] that the linear span of the polynomials Ψ(P ) as P ranges over the (2k +1)-Eulerian posets is the subring Q c, e
2 , e 2k+1 , where c = a + b and e = a − b. To describe a linear basis for this subring, we introduce the notation (x, y) I , where x, y ∈ Q a, b and I = (i 1 , . . . , i m ) is a composition, defined by (x, y)
For instance (x, y) (3,4,1,2) = x 2 y x 3 y 2 x, and (x, y) (n) = x n−1 . The set {(e, c) I } is a basis for Q c, e
2 , e 2k+1 if we let I range over all compositions whose parts are in the set N − {0, 2, 4, . . . , 2k}. One can show that τ ((e, b) I ) = M I , and hence τ ((e, c)
Using this equation and Theorem 5.19, we can recover our earlier observation, Proposition 5.14, that O (k) is the linear span of F (P ) as P ranges over all k-Eulerian posets.
5.4. Hilbert series of O k . We next determine the Hilbert series of the N l -grading of O k .
Here the term t
Proof. Let f be the multivariate generating function for l -partite numbers n of even weight such that n ≤ k; by (5.1) these are precisely the l -partite numbers that are forbidden from appearing as columns in the vector compositions I used to index the basis elements P I of O k . Thus, letting g = l −1 i=0
be the generating function for all l -partite numbers, we get
.
To determine f , for each subset S of [0, l − 1] of even size we enumerate l -partite numbers n = (n 1 , . . . , n l ) T ≤ k such that n i is odd if and only if i ∈ S. This leads to the formula
Substituting this into 1/(1 − (g − f )) gives the desired result. 
which reduces to the generating function for the Fibonacci numbers when k = ∞.
(2) When l = 2 and k = (
where n ≤ k. Hence the first result follows. Equivalently we can write this as
Since the M I are dual to the S I , the second result now follows.
Note that specializing Theorem 5.23 to l = 1 and k = ∞ gives [2, Proposition 6.3]. 6 . A k-analogue of the descents-to-peaks map
The canonical odd character ν Q =ζ −1 Q ζ Q was studied in [2] , where it was shown that the unique morphism of Hopf algebras Θ : QSym → QSym such that ζ Q • Θ = ν Q is the descents-to-peaks map investigated by Stembridge [36] . Our main goal in this section is to refine the notion of the canonical odd character to a k-odd linear functional and to give explicit formulas to compute this character. We also give formulas for the corresponding induced map Θ k : QSym (l ) → QSym (l ) in the case where l is arbitrary and k = ∞, and in the case l = 1 and k is arbitrary. In the former case, the images of the F I under Θ ∞ give rise to a basis of level l peak functions.
To obtain a k-analog of ν Q , we replaceζ
According to Theorem 4.13, there exists a unique morphism of multigraded coalgebras
This map is the natural k-analog of the descents-to-peaks map.
Note that ν k Q is not necessarily a character. For example when l = 1 we have
Hence Θ k is not necessarily an algebra homomorphism. However, if k ∈ {0, ∞} l then clearly ζ k Q is a character, and hence so is ν k Q . In particular ν ∞ Q is a character and so Θ ∞ is a morphism of Hopf algebras.
Proof. It is clear that ν k Q (1) = 1, so ν k Q is invertible. Therefore we only need to show that (ν
for all a, b ∈ H such that ab ∈ n≤k H n . Thus the usual formula for the inverse of a character applies up to rank k; that is, (ζ
Theorem 6.2. Let I = (i 1 , . . . , i m ) be a vector composition. We have
where E is a coordinate vector composition, i is a column vector, and one of the following holds:
(1) ΣI ≤ k; (2) |E| is odd and ΣE ≤ k; (3) |E| is even, |i| > 1, and ΣE + e ≤ k, where e is the unique coordinate vector such that (e, i − e) > i 0 otherwise.
using (3.1). Applying the antipode formula (2.11) and the defining equation (6.1) for ζ k Q immediately yields (6.2).
Now we prove (6.3). The case I = ( ) is trivial, so we assume that I is not empty. Suppose that there exists r = m such that |i r | > 1. Then
For each s ∈ [m] − {r} choose an arbitrary J s ≥ i s and consider the sum (6.5)
We wish to show that this sum is zero. Let j be the last column of J m . There are two cases:
• Suppose that |j| is odd and ΣI ≤ k. By (6.2), the sum (6.5) is Jr≥ir 2(−1) ℓ(J 1 ···Jm)+|I| , which simplifies to the form ±2· Jr≥ir (−1)
Jr . This last sum equals zero by inclusionexclusion and the fact that the poset of vector compositions of i r ordered by is a Boolean lattice.
• Suppose that |I| − |j| is odd, ΣI − j ≤ k, and ΣI k. By (6.2), the sum (6.5) simplifies to the form ±2 · Jr≥ir (−1) ℓ(Jr) , which again must equal zero.
If we are not in either of these two cases, then by (6.2) every term in the sum (6.5) is zero (Note that j and ΣI remain constant in the sum (6.5)). It follows that ν k Q (F I ) = 0 unless all the columns of I, except possibly the last one, are coordinate vectors.
For the rest of the proof we can therefore assume that I = (E, i) where E is a sequence of coordinate vectors and i = i m is a column vector. For a nonempty vector composition J let last(J) denote the last column of J. We have
. Thus, in the last expression in (6.6), once r is fixed the inner sum can be written as
where v is some column vector of weight r. This sum is of the same general form as (6.5), and by the same argument as before we can conclude that it vanishes unless |i − v| = 0 or 1. Now (6.6) becomes Substituting these formulas back into (6.7) yields (6.3).
In the following two subsections we will apply Theorem 6.2 to explicitly compute Θ k in two special cases. As preparation, we now supply general formulas for the maps QSym where the sum is over all ways of writing σ and u as concatenations of an equal number of subwords such that each subword π i of σ has the same length as the corresponding subword v i of u.
Proof. Equation (6.8) follows directly from (3. Using this coproduct formula we again apply (3.2) to get Equation (6.9).
6.2. The specialization k = ∞. Let O = O ∞ (QSym (l ) ). We will call this the peak algebra of level l . Let Θ = Θ ∞ . This map is the multigraded version of Stembridge's descents-topeaks map. We will give formulas for Θ(M I ) and Θ(F I ). We will also introduce a basis of peak functions for O and describe its relationship to the η-basis which was defined in § §5.3.
Once again we will need some preliminaries about vector compositions.
If I is a vector composition whose last column has odd weight, then there is a unique factorization I = I 1 · · · I m into a concatenation of vector compositions such that the last column of each I j has odd weight and all other columns have even weight. For such an I, we define odd(I) = (ΣI 1 , . . . , ΣI m ). Every column of odd(I) has odd weight. We will call Λ(I) the peak vector composition of I for the following reason. Recall that the peak set of a permutation σ = (σ 1 , . . . , σ n ) ∈ S n is the set Peak(σ) = {i ∈ [2, n − 1] | σ i−1 < σ i > σ i+1 }.
If (σ, u) is a colored permutation then d(Λ(Des(σ, u))) = Peak(σ).
Accordingly, we define the peak set of any vector composition I to be p(I) = d(Λ(I)).
In essence, p(I) keeps track of where the columns of weight at least 2 occur in I. In the last sum, every I i ends in a column of odd weight if and only if ΣI i is the sum of columns in odd(I). Thus (6.10) follows.
Turning to the proof of (6.11), let (σ, u) ∈ S n × [0, l − 1] n be a colored permutation such that Des(u) ⊆ Des(σ) and Des(σ, u) = I. By (6.9) and then (6.13) we have Θ(F I ) = Condition (1) is equivalent to J E u , and in Condition (2) one can replace Peak(σ) with p(I). Hence the formula we obtained for Θ(F I ) agrees with (6.11 ).
An immediate consequence of (6.11) is that Θ(F I ) depends only on the peak set of I and the coloring word of I. Imitating the l = 1 case, we will define multigraded analogues of peak functions as the images of the F I under Θ. In the following, by a peak subset of [n] we mean a subset S ⊆ {2, . . . , n − 1} such that i ∈ S =⇒ i − 1 / ∈ S; i.e., S is the peak set of some permutation of [n].
Definition 6.5. Let u be a coloring word of length n and let S be a peak subset of [n] . The peak quasisymmetric function of level l (or peak function) indexed by S and u is defined by (6.14) θ S,u =
J Eu
Here d(J) + 1 stands for the set {s + 1 | s ∈ d(J)}.
Observe that, by (6.11), if I is any vector composition then Θ(F I ) = θ p(I),c(I) .
If l = 1 then the peak functions are precisely the K Λ of Stembridge [36] . These form a basis of the peak subalgebra of QSym. However, when l > 1 the peak functions are not linearly independent. For example, when l = 2 we have θ {2},010 = θ ∅,010 − θ ∅,001 + θ {2},001 .
Note also that, unlike the l = 1 case, the higher level peak functions are not always Fpositive. For example, when l = 2 we have θ ∅,010 = 2F ( 2 1 ) − 2F ( 2 0 0 1 ) + 2F ( 1 1 0 1 ) + 4F ( 1 1 1 0 ) − 2F ( 1 1 0 0 0 1 ) . Our next goal is to describe a subset of peak functions that form a basis for O. We will also describe how this basis relates to the η-basis. Before we proceed we will need some additional definitions and a lemma. Let u ∈ [0, l − 1] n be a color word. Given an odd vector composition I (meaning every column of I has odd weight), we defineĨ to be the vector composition with the same coloring word as I, obtained by replacing each column of I by a new vector composition of equal weight whose last column has weight 1 and all other columns have weight 2. For example, Next, let u be a color word of length n and let S be a peak subset of [n]. We define I S,u to be the unique vector composition satisfying the following three properties: (1) every column of I S,u has weight 1 or 2; (2) the coloring word of I S,u is u; and (3) The pair (S, u) will be called admissible if c(odd(I S,u )) = u. The previous example is of an admissible pair. When l = 1 the correspondence I ↔ p(Ĩ) is a bijection between odd compositions and peak subsets of {1, . . . , |I|}, as observed by Schocker [34] . This observation generalizes to vector compositions; the proof of the following lemma is similar to that of Proposition 3.1 in [34] and will be omitted.
Lemma 6.6. Let u ∈ [0, l − 1] n be a color word. The map I → (p(Ĩ), u) is a bijection from the set OComp(u) to the set of admissible pairs with second coordinate equal to u. The inverse of this map is given by (S, u) → odd(I S,u ).
Here is our main result on peak functions: Theorem 6.7. The peak functions θ S,u indexed by admissible pairs (S, u) form a basis for the higher level peak algebra O. Moreover, we can explicitly describe the relationship between the θ S,u and the η I as follows: If I is an odd vector composition and u = c(I), then 
