The hearing impaired is afraid of walking along a street and living a life alone. Since, it is difficult for hearing impaired to hear and judge sound information and they often encounter risky situations while they are in outdoors. The sound produced by moving vehicle in outdoor situation cannot be moderated wisely by profoundly hearing impaired community. They also cannot distinguish the type and the distance of any moving vehicle approaching from their behind. In this paper, a simple system that identifies the type and distance of a moving vehicle using artificial neural network has been proposed. The noise emanated from a moving vehicle along the roadside was recorded together with its type and position. Using time-domain approach, simple feature extraction algorithm for extracting the feature from the noise emanated by the moving vehicle has been developed. Simple time-domain features such as energy and zerocrossing rates are applied for getting the important signatures from the sound. The extracted features were associated with the type and zone of the moving vehicle and a multi-classifier system (MCS) based on neural network model has been developed. The developed MCS is tested for its validity.
INTRODUCTION
Acoustic noise signature emanated from moving vehicle along the roadside is mainly influenced by the engine vibration and the friction between the tires and the road. The vehicle of the same type and working in a similar condition will posses almost similar noise signature [1] . This pattern of noise signature is used for classifying the type of vehicle and their distance from the subject.
Recently, a number of studies have been done on sound signature analysis of moving vehicle. Henryk Maciejewski et. al. [2] developed a neural classifier to classify the type of a moving vehicle based on the noise produced by engine and carriageable devices. Wavelet method has been used for feature extraction. Similar features extraction method has been made by Amir Averbuch [3, 4] . Huadong Wu et. al. [1] proposed a frequency vector principle to recognize the moving vehicle based on its sound signature. Eom [5] , using time-varying autoregressive models expanded by a low-order discrete cosine transform classified the type of moving vehicles. Bayesian subspace methods based on the short term Fourier transform has been proposed by Munich [6] to recognize the type of the moving vehicle. A simple approach based on nonlinear Hebbian learning has been implemented by Bing Lu et. al. [7] to classify the type of moving vehicles.
Based on literature, it has been observed that most of the authors have dealt only with the recognition of the vehicle types. The distance between the hearing impaired and the approaching vehicle from their behind is a very important criterion and this criterion has not been considered by early researchers. Hence, in this research work, a simple scheme has been proposed to identify the type as well as the distance of the moving vehicles based on the noise emanated by them. The maximum distance from the subject to the moving vehicle is considered as 100 meters. When the moving vehicle is approaching the subject from a distance of 100 meters, the noise emanated from the vehicle is continuously recorded till it crosses the observer. The energy, zero-crossing rate and statistical values were extracted and associated to the type and distance of the moving vehicle. The developed feature set was then used to model a feedforward network trained by Levenberg-Marquardt algorithm.
METHODOLOGY
The noise emanated from a moving vehicle is recorded using a digital voice recorder (ICD-SX700). The recording was carrying out along the section of road from Ulu Pauh to Padang Besar. The average speed of the vehicles along this road is between 50 -70 km/h. Two different locations along the section of the road were considered and marked as A and B as shown in Figure 1 . The distance between the locations A and B is 100 meters. The digital sound recorder is placed at point B. The noise emanated from a vehicle was continuously recorded as it was traversing towards the point B from the point A. The time taken by the vehicle to traverse the distance AB was also observed. The recording was carried out under normal wind condition. The noise emanated by the vehicle is recorded at a sampling frequency of 44100 Hz and down sampled to 22050 Hz for analysis. The signal is then segmented into five equal zones as shown in Figure 2 . The signals obtained from the first four zones were considered in the analysis. The signal obtained from the last zone is not considered as it is very close to the target. From each zone signal, the feature coefficients were obtained using time-domain analysis. These coefficient values were than associated to the respective zone number as well as to the type of vehicle and used to develop a multiple classifier system (MCS) based neural network model. The model was trained using Levenberg-Marquardt algorithm. The complete type and zone classification system is depicted in Figure 3 . 
FEATURE EXTRACTION
The recorded noise signal from each zone is divided into frames such that each frame has 1024 samples. Frame overlapping is not considered in this analysis. For each frame, time-domain features namely short-time energy (STE), low short-time frame energy ratio (LSTFER), change of energy, energy variation, zero-crossing rate (ZCR) and high frame zero-crossing rate ratio (HFZCRR) are computed. The basic statistical features namely standard deviation, average, median, variance, kurtosis and skewness were also computed
Short Time Energy (STE)
The amplitude of the noise emanated from a moving vehicle varies with time. The energy level of the noise is reflected in its amplitude. The STE corresponding to an m th frame is computed using the following equation [8, 9] .
where N is the number of samples in the m th frame, x n is the n th frame signal and w n is a window function. The rectangular window (w n = 1) has been chosen in this analysis [10] .
After computing the STE for all the frames, the change in short-time energy is computed using Equation 2.
The short-time energy variation between any two consecutive frames is computed using Equation 3.
Low short-time frame energy ratio (LSTEFR) is defined as the number of signals in a frame where the energy level of the signal is less than fifty percent of the overall average signal energy for the whole frame. LSTEFR is computed using the relation shown in Equation (4) .
where,
Short Time Zero-Crossing Rate
Short Time Zero-Crossing Rate (STZCR) occurs, if successive STE waveform samples have different algebraic sign [11] . Using sign functions STZCR can be computed as shown in Equation (5).
The high frame zero-crossing rate ratio (HFZCRR) can be defined as a number of signal whose energy level is greater than 1.5 times the average energy signal of the frame. Using Equation 6, the HFZCRR can be computed.
The developed feature set was then used to model a multiclassifier system based on feedforward network trained by Levenberg-Marquardt algorithm. The typical time-domain features of a car, bike, lorry and truck were depicted in Figure  4 to 11 respectively. 
MULTI-CLASSIFIER SYSTEM
For the classification of vehicle type and zone, multi-classifier systems (MCS) have been employed. A MCS was formulated by combining several different base network classifiers. As the classification accuracy of a single classifier is less during testing phase, a MCS is used. A MCS contains number of sub classifiers (C1, C2,…,Cn). Each sub classifier is modeled using a portion of the training data base. These sub classifier models were then combined using a simple fusion algorithm to yield the correct classification type. The architecture of a parallel [12, 13] MCS is shown in Figure 12 . 
Multilayer Perceptron Neural Network
Artificial neural networks have become a very useful tool in a wide range of research area. It offers the advantage of a simple nonlinear modeling through learning via a highly parallel and distributed processing paradigm [14] [15] [16] . Neural networks were developed using the principles of operation of the human brain.
It also inherits the intelligence and nonlinear characteristic of the brain. The general structure of multilayer perceptron neural network is shown in Figure 13 . Levenberg-Marquardt training algorithm is used to train the data set since it takes less training time [16] . In this paper, a neural network model is used as a base classifier for the MCS. 
Fusion
To classify the output class label, majority voting fusion [12, 17] has been employed in this research work. Majority voting fusion has three voting schemes namely, unanimity voting, simple majority voting and plurality voting. For unanimity or majority voting the decision will be made only if all the output form base classifier returns the same class label. Meanwhile, simple majority voting will produce the result when the base classifier output given at least one more than half the number of classifiers give a same class label and plurality voting will give the output when the base classifier give the highest number of votes, whether or not the sum is exceed 50%. The three voting patterns are illustrated in Figure 14 . 
RESULT AND DISCUSSION
Four different types of vehicles namely car, bike, truck and lorry are considered in this research. Table 1 depicts the number of vehicles observed and used in the analysis. The noise signal recorded is separated into frames such that each frame has 1024 samples. From each frame, 12 features namely short-time energy, change in short-time energy, shorttime energy variation, low short-time frame energy ratio, shorttime zero-crossing rate, high frame zero-crossing rate ratio, standard deviation, average, median, variance, kurtosis and skewness were extracted. The number of frames for each zone varies as it depends on the speed of the moving vehicle traversing from point A to point B. Features from three consecutive frames were combined together and the combined 36 features were associated to the vehicle type. The method of combining three consecutive frames is depicted in Figure 15 . This process was repeated for the entire 140 recorded signal and a data set containing of 10680 samples was formulated.
Figure 15. Features from consecutive frame
The data set is randomized and normalized between -0.9 to +0.9. Initially 50% of the samples were selected at random from the main data set. Using the randomly selected sampled data set, a neural network was modeled to associate the 36 time-domain features with the type of the vehicle. The developed network model was tested with remaining feature samples. The above analysis was repeated by selecting 60%, 70% and 80% of the samples randomly from the data set as training data sets. Four different neural network models were developed and the classification accuracies are show in Table  2 . From Table 2 , it can be observed that the testing classification accuracy of the models is below 68%. The 80% training data set has a better result when compared with the other neural network models.
As the classification accuracy of the vehicle type classification network model using single classifier is less MCS was applied. The data set for each base classifier was selected randomly from the main data set. As the neural network model developed using 80% of the data samples give a better result, 80% of the samples were chosen at random from the main data set and a base classifier data set was formulated. For each base classifier data set, a neural network model was developed to classify the vehicle type and their classification accuracies were determined. The classification accuracy of the base classifier network models are shown in Table 3 . After formulating the subset classifier models, combining classifiers was applied and the network classification accuracy was determined and shown in Table 3 .
From Table 3 , seven base classifiers have been formulated. There are thirty base classifiers has been developed, only seven base classifiers give a reasonable result. There is no limitation in choosing the number of classifier for MCS, as is depends on type of application and time constraint in making a decision. Further, it can be observed in Table 3 that the average training classification accuracy is 86.59%. The subset models were tested with remaining data samples and the average classification accuracy is 66.67%. Applying the parallel MCS voting system the classification accuracy is 78.18%. The proposed MCS has improved the vehicle type classification accuracy by 11.51%.
A similar procedure was repeated and MCS network models were developed to identify the vehicle zone. The classification results for the developed MCS network models are shown in Tables 4 and 5 . From Table 4 , it can be observed that the neural network model trained using 80% data samples has better classification accuracy when compared to the other neural network models. Then, 80% of the samples were chosen at random from the main data set and a base classifier data set was formulated. For each base classifier data set, a neural network model was developed to classify the vehicle zone and their classification accuracies were determined. The classification accuracy of the base classifier network models are shown in Table 5 . After formulating the subset classifier models, combining classifiers was applied and the network classification accuracy was determined and shown in Table 5 . From Table 5 , seven out of thirty base classifiers have been formulated. Further, it can be observed in Table 5 that the average training classification accuracy is 86.86%. The subset models were tested with remaining data samples and the average classification accuracy is 65.04%. Applying the parallel MCS voting system the classification accuracy is 77.01%. The proposed MCS has improved the vehicle type classification accuracy by 11.97%. 
CONCLUSION
The feature sets from time-domain analysis were used to evaluate the type and zone of the moving vehicles. The MCS based neural network model trained by Levenberg-Marquardt algorithm was presented. From experimental results it is inferred that the type and distance of moving vehicle can be identified using the proposed method. As a future research work, it is proposed to design the MCS using different types of network classifiers and different features for each base classifier.
