Abstract. We rst develop a construction, originally due to Reidemeister, of the fundamental group and covers of a combinatorial cell complex. Then, we describe a practical algorithmic approach to the computation of fundamental groups, rst homology groups, deck groups, and covers of nite simple such complexes. In the case of clique complexes of nite simple graphs, the algorithms described have been implemented in GAP, making use of the GRAPE package.
Introduction
Finite 2-complexes and their covers arise naturally in the studies of nite geometries, groups and graphs. In particular, we are interested in problems such as determining the fundamental group of a nite 2-complex and classifying the r-fold covers of that complex for a given r. This has led us to a combinatorial and algorithmic approach to the study of nite 2-complexes, which is the main subject of this article. Furthermore, we have been interested in complexes with an associated group of automorphisms, and the relationship of this group action to the covers of that complex.
We shall describe a practical algorithmic approach to the computation of fundamental groups, rst homology groups, deck groups, and covers, in the general context of nite simple 2-dimensional combinatorial cell complexes. For the case of clique complexes of nite simple graphs, the algorithms described have been implemented in GAP 22 ], 2 SARAH REES and LEONARD H. SOICHER making use of the GRAPE package 26] . This implementation should eventually be included in GRAPE. Our de nition of a 2-dimensional combinatorial cell complex follows Reidemeister's de nition of a`Fl achenkomplexe' in 19], 23] (the`Surface complex' of the English translation 24]). The de nitions and the basic results of section 3, and the basis of the graph-theoretic imagery of section 4 are found in chapters 4, 5, and 6 of 19], although our notation is slightly di erent from Reidemeister's. One of our aims has been to consolidate and extend Reidemeister's point of view, and we do this in the later part of section 4. General topological background is provided by Maunder's book 14] .
The remainder of this paper is divided into four parts. Section 2 contains a very brief history of the use of combinatorial topology which motivated our own study, section 3 contains the basic de nitions and results for the algebraic topology of combinatorial cell complexes necessary for this paper, section 4 describes the view of the fundamental group and covering spaces of such objects which is used by the algorithms, and section 5 describes the algorithms.
Some History
The standard algebraic topological notions of homotopy, coverings, fundamental groups, and homology have been studied in various, essentially equivalent, combinatorial settings.
Reidemeister developed a theory for graphs, and then for`Fl achenkomplexe' (and hence simplicial complexes) in 19] . His approach (which is also described by Seifert and Threlfall in 23], 24]) has descended into mathematical folklore, and is the basis of our own treatment.
In 28], Tits developed a theory of various types of covers for chamber systems, and in particular locally nite incidence geometries, and derived a local characterisation of buildings. Further, he proved that certain local properties of an incidence geometry (that is, the fact that certain subdiagrams do not occur in its diagram) ensure that its universal (2-) cover is a building, and hence that it can be found as a quotient of that building. Geometries of this type for various sporadic and exceptional groups are described in 10], 11], 12], 21]. Tits' theory of covers for chamber systems was further developed in 20], 27], 17]; in particular Ronan proved that the systems of covers of a chamber system correspond to the systems of topological covers of a related simplicial complex.
Tits developed in 29] a theory of homotopy and covers for partially ordered sets, and in particular for the system of ags of a nite geome-3 try; he extended results of Serre for groups acting on trees, and proved that a ag-transitive group of automorphisms of a simply connected nite geometry (that is, one with trivial fundamental group) is a free product with amalgamation (over ag stabilisers) of vertex stabilisers, for the vertices in a xed maximal ag. (This result was also proved independently by Pasini (see 17] ) and by Shpectorov.) Subsequently, various sporadic simple groups were described as free amalgams, through their relationship to simply connected nite geometries, as, for example in 9], 2]. In 3] a general theory of uniqueness systems is developed which allows proofs of the uniqueness of many of the sporadic simple groups, through their representation as free amalgams, associated with a simply connected nite simplicial complex. We also remark that covers of nite clique complexes arise naturally in the study of graphs that are locally a given graph and in the study of distance-regular antipodal covers of distance-regular graphs (see 6] , 7]).
The Algebraic Topology of a Combinatorial Cell Complex
We de ne a 2-dimensional combinatorial cell complex ? to be a nonempty undirected graph, possibly with loops or multiple edges, in which certain circuits, known as the 2-cells, or faces, of ?, are speci ed. A vertex is also called a 0-cell, and an edge a 1-cell. The vertex-set of ? is denoted V (?), and the edge-set E(?). For brevity, we shall often use the term 2-complex to mean 2-dimensional combinatorial cell complex.
If there are no loops and no multiple edges, then ? is simple. In sections 4 and 5 we shall assume this to be the case, and also that ? is connected, which for our purposes means that ? is connected as a graph. If ? is simple and all 2-cells are triangles, then ? is a simplicial complex, but we shall not require this in general; however, we observe that at most two barycentric subdivisions will transform any 2-complex ?, simple or otherwise, into a simplicial complex. The complex ? might be the 2-skeleton of a higher dimensional complex, but higher dimensional cells are irrelevant to us, since we are only interested in this paper in the low dimensional topology of ?.
Throughout this paper we shall study ? through its underlying graph (or 1-skeleton) , and so we shall use the language and notation of graph 4 SARAH REES and LEONARD H. SOICHER theory, alongside more topological language. We shall abuse notation and use the same label ? for the graph as for the 2-complex. In particular this implies that any automorphism of ? lifts to an automorphism~ of? with the property that~ = , since must be a covering map. Note also that if (?; ) is any cover of ?, then for some , (?; ) is a universal cover of?.
An automorphism of? with the property that = is called a deck transformation of the cover (?; ) of ?. The deck transformations of (?; ) form a group. The group of deck transformations of (?; ) is isomorphic to the fundamental group of ?, provided that ? is connected. 
An Edge-Labelled Graph Viewpoint
From now on, we assume that our 2-complex is simple (no loops and no multiple edges) and connected. The basis of the description of the fundamental group and covers of ? given in subsections 4.1, 4.2 and 4.3 below is found in 19]; we believe that the further development of this viewpoint in the remainder of section 4 is new.
The Fundamental Group
Let T be a spanning tree of the connected graph ?. To each edge e = fv; wg of ? not in T, associate a pair of directed edges (v; w) and (w; v), and a circuit of ? based at b, formed by joining b by a simple 6 SARAH REES and LEONARD H. SOICHER path in T to v and then w and then back to b by a simple path in T.
It is well-known (see for example 19] ) that the homotopy equivalence classes of these circuits form a generating set for the fundamental group G. Let g v;w be the generator of G corresponding to the circuit through (v; w). Now where each (directed) edge (v; w) is assigned the label g v;w (and its reverse the label g ?1 v;w ), and each edge in T is labelled with the trivial word, any circuit in ? is naturally labelled by a word in the g v;w 's and their inverses which is formed by composing the labels on the edges of the directed circuit; this gives an expression for the corresponding element of the fundamental group in terms of the generators g v;w . The set of all labels of circuits of the form pcp ?1 , for which p is any path with initial vertex b, and c a 2-cell, forms a full set of relators for the group. To verify that this construction really does yield the universal cover, we need only to see that ? reg is simply connected. Let be the covering map from ? reg to ?, de ned by (v; x) = v. Now suppose that c is a circuit in ? reg based at (b; 1). Then, as a path from (b; 1) to (b; 1), c can only be labelled by a word equal to the identity element. The same is true of c . Since G is the fundamental group of ? relative to b, this implies that c is homotopically equivalent to the trivial loop, Since homotopies of ? lift to homotopies of ? reg , the same is true of c.
Lifting an Automorphism to the Universal Cover
Suppose that is an automorphism of ?. Then for each element of G a lift of to Aut(?) is de ned. More precisely, the following is true. Proof: The fact that lifts to an automorphism of? is simply a consequence of the universality of?.
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Uniqueness is determined once the rule (1) has been veri ed. First we observe that induces an automorphism of the fundamental group G, viewed as an abstract group with the sets of generators and relators described, rather than as the fundamental group based at the speci c basepoint b. For induces an action on the set of circuits of ?, and preserves homotopy between circuits. Circuits based at b are mapped under to circuits based at b . If x is the label of a circuit based at b (reading from b to b), and x 0 the label of the image of that circuit (reading from b to b ), then the map induced by which takes x to x 0 is certainly a homomorphism from the free group on the set of all generators g e to itself, since the concatenation of two circuits is clearly mapped to the concatenation of their images. Since preserves homotopy, it xes the set of relators described above, and so induces a homorphism from G to itself. Finally, since is invertible, it must act as an automorphism of G. 
For any deck transformation g of?, the conjugate of g by any lift~ of is an automorphism of? which induces the identity automorphism on ?, and so is itself a deck transformation. So~ is an element of the subgroup of automorphisms of? which normalise the subgroup T G = f g : g 2 Gg of Aut(?).
In fact, where~ and its inverse are de ned as above, using (4) The preceding analysis gives a precise formula for the lift to? of any automorphism of ?, and hence gives a precise condition for an automorphism of? to induce an automorphism of ?. We see therefore that we can classify covers of ? up to the standard notion of equivalence ( 1 = 2 ) by enumerating the conjugacy classes of subgroups of G. If the r-fold covers of ? are required, for r at most some xed positive integer m, then we may apply the low-index subgroup algorithm with input m and a nite presentation for G, to determine up to conjugacy the subgroups of G of index of at most m.
However, this can be an extremely time-consuming process. The lowindex subgroup algorithm is described in 25, section 5.6] and in 16]. From a computational point of view, it may make more sense to enumerate the equivalence classes of subgroups of G for which H 1 and H 2 are equivalent if related by a composite of conjugation and an automorphism of ? (in its action on G as a fundamental group), or (equivalently) if related by an automorphism of? which normalises G (in its action on G by conjugation as a group of deck transformations). We could require that automorphism to be in a speci ed subgroup of Aut(?).
From a computational point of view, such a de nition of equivalence could well be very useful.
The discussion above suggests that it would be worthwhile to attempt to design a version of the low-index subgroup algorithm which would classify the subgroups of index at most m in a nitely presented group H, up to action by a composite of conjugation and an element of an explicit group A of automorphisms of H, where A is given by specifying the images of the generators of H under the generators of A.
The Algorithms
We describe our algorithms for an arbitrary nite, simple, connected 2-complex ?. However, the current GAP/GRAPE implementations of our algorithms are only for the special case of a clique complex of a nite simple graph (in which the 2-cells are precisely the triangles). Work remains to be done on e cient implementation for more general classes of complexes. We have used our current implementation successfully on complexes with over 1,000 vertices and over 100,000 edges, but the range of applicability depends heavily on the nature of the fundamental group.
Building a Fundamental Record of ?
Let ? be a nite, simple, connected 2-complex, and for each edge fv; wg of ?, associate the pair of directed edges (v; w), (w; v). A fundamental record (P; f) of ?, produced by the algorithm of this section, consists of a nite presentation P = (X; R) (with generators X and relators R) for the fundamental group G of ?, and a labelling (mapping) f from the directed edges of ? to the free group on X, such that the G-image of the label f v;w of (v; w) is the edge-label g v;w encountered in section 4. The labelling f will be used to construct covers of ? as described in section 4.2.
The presentation (X; R) for the fundamental group is constructed in such a way as to attempt to minimize the number of generators. This approach is appropriate if the fundamental group is cyclic or if 14 SARAH REES and LEONARD H. SOICHER we are abelianizing the fundamental group as we proceed (to compute the rst homology group). Otherwise, the length of relators in R may explode.
Roughly speaking, we build a copy of ? one edge at a time, labelling each directed edge (if necessary with a new generator) as we do so. At any stage, if a label can be found for a directed edge which is a word in existing generators, then this label is used. If two distinct such labels can be found, then a relation has been discovered.
More precisely, the algorithm runs as follows. The input is a nite, simple, connected 2-complex ?, and the output is a fundamental record for ?.
We initialize the complex to be a spanning tree T of ?, set P to be the presentation with no generators and no relators, and set f to map each directed edge of to the trivial word. If at this stage = ?, we are done, and output (P; f). Otherwise, we shall extend edge by edge until it is equal to ?. At each stage that we modify we shall update (P; f) to remain a fundamental record for .
Suppose that 6 = ?. Our basic step is to search for an edge fv; wg 2 E(?) n E( ), such that, for some v 1 ; : : : ; v n 2 V (?), ? v; v 1 ; : : : ; v n ; w is a path in , and ? c := v; v 1 ; : : : ; v n ; w; v is a 2-cell of ?.
Suppose this search is successful. Then we add the edge fv; wg to , together with all 2-cells of ? involving fv; wg, such that these 2-cells induce circuits in . We then de ne After we have done this, (P; f) is a fundamental record for . We may choose to try to simplify the relators of P at this stage, and perhaps to change the edge-labels to shorter words (if possible) representing the same elements of the fundamental group of .
If our search of is not successful, a new generator g is now added to P. We then choose an edge fv; wg 2 E(?) n E( ), add this edge to E( ), de ne f v;w := g and f w;v := g ?1 :
If at this stage we still have 6 = ?, we go back and repeat our basic search step. Otherwise we are done, and output (P; f).
Remark In our implementation for clique complexes we do no actual searching in the \basic step". Whenever an edge fx; yg is added to , the new further edges (in triangles of ? containg fx; yg) which can be added to to complete a 2-claw to a triangle are determined, and these new edges are queued for future addition to . (A bit-array (boolean list in GAP) is used for fast membership testing in this queue, and no edge is queued more than once.) Thus, the \search" simply consists of taking an edge o that queue, or determining that the queue is empty (in which case a generator must be added to P).
Computing the First Homology Group of ?
A presentation for the rst homology group of ? can of course be found by rst computing a presentation for the fundamental group of ?, and then abelianizing this presentation. In order to keep the size of our computation down from the start, however, we choose instead to follow the algorithm described above for the fundamental record, except that the presentation P is always abelianized, and the labelling f is a mapping from the directed edges of to the free abelian group on the generators X of P. Doing this, it is often possible to compute quickly the rst homology group when computing the fundamental group with the algorithm above would not be practical. We call the output (P; f)
of this abelianized form of the algorithm the abelianized fundamental record of ?. Algorithms to determine the structure of a nitely presented abelian group are discussed in 25, Chapter 8] and 8]. We also mention that a di erent approach from ours to computing rst homology groups has been developed by Steve Linton (unpublished).
Computing the First Homology Group mod p
Suppose that p is a prime and that we wish to compute the rst homology group mod p of ?, that is, H 1 (?; F p ). Then we follow an algorithm similar to that above for the rst homology group, except that instead of a presentation, we (implicitly) maintain the homology group mod p of the subcomplex as a vector space V of all d-tuples over F p , where d = dim(H 1 ( ; F p )). The labelling f is then a mapping from the directed edges of to V . When a non-trivial relator is found, the dimension d of V is decreased by one, and the edge-labels are appropriately rewritten to lie in V . We now suppose that we have a fundamental record (P; f) for our nite, simple, connected 2-complex ?, with fundamental group G, and that ? is a connected r-fold cover of ?, de ned by a transitive permutation 
