Abstract. We embed the space of signatures of rough paths in a universal locally m-convex algebra and describe explicitly a separating family of finite dimensional unitary-preserving representations. As a consequence, we define a Fourier transform for probability measures on the signatures of geometric rough paths and prove a method of moments for convergence of measures.
Introduction
In the theory of rough paths as introduced by Lyons [21] , the signature of a path plays an important role due to its faithful representation of solutions to differential equations.
This paper aims to study the signatures of rough paths in the setting of representation theory. Our approach is to topologize the tensor algebra to form a universal locally m-convex Hopf algebra E(V ), in which an appropriate notion of p-rough paths corresponds precisely to the space of p-rough paths in the sense of Lyons (see Proposition 3.1) . This allows one to study signatures of paths on the level of topological algebras.
In Section 2 we establish several fundamental properties of E, focusing on properties of permanence. We work in the setting of locally convex spaces and make explicit the connection to rough paths theory on normed spaces in Section 3.
Our first main result is Theorem 4.9 which explicitly describes a family of finite dimensional representations of E which preserve unitary elements and separate the points of E whenever V is finite dimensional. For the points of E arising from signatures of geometric rough paths, each such representation corresponds to the Cartan development of the path in a compact Lie group. The main idea of the proof is in the study of polynomial identities in unitary Lie algebras [11] , but uses only elementary techniques from representation theory. As a consequence, we strengthen a result of Hambly and Lyons [14] on the classification of bounded variation paths through their developments in Lie groups (Corollary 4.11). We also obtain that the non-locally compact group of unitary elements U( E) is maximally almost periodic (Corollary 4.12).
As a further consequence, we define a meaningful Fourier transform for the probability measures on the set of group-like elements G( E) (Corollary 4.14), which encompasses the signatures of geometric rough paths. Our construction is identical to the classical Fourier transform for locally compact groups, however its existence is far from a consequence of the classical theory; while a meaningful Fourier transform always exists for locally compact groups by the Gelfand-Raikov theorem [15] , unitary representations in the general case are known to exhibit a much more varied behavior (see e.g. [24] , [31] ). Furthermore, classical harmonic analysis on locally compact maximally almost periodic groups relies heavily on the existence of the Haar measure, which non-locally compact groups invariably lack [26] .
Our two other main results are Proposition 5.2 and Theorem 5.8. The former establishes the existence of the barycenter of a probability measure on G( E) from the existence of its expected signature (defined in Section 5.1). The latter demonstrates a continuity property of the barycenter map on general Fréchet nuclear coproduct spaces (defined in Section 2.1). As a consequence, we prove a method of moments for convergence of probability measures on G( E) (Corollary 5.9). This greatly extends a result of Fawcett [7] , who showed that a compactly supported probability measure on the space of signatures is uniquely determined by its expected signature.
We demonstrate an application of the theory to the Lévy-Khintchine formula derived in [9] and highlight the connection to the Kusuoka-Lyons-Victoir cubature method [18] . Throughout the paper we pose several open problem which we believe to be important for further development of the theory. Professor Terry Lyons for his constant guidance and encouragement, and for introducing him to the problem. The author is extremely grateful to Professor Peter Friz who has shown much support for the research and pointed out an error in a previous version of the paper. Professor Thierry Lévy offered several very helpful discussions, one result of which is the statement of Corollary 4.11, and Dr. Horatio Boedihardjo carefully read and offered comments on an earlier draft; the author is indebted to them both.
1.1. Notation. We conclude the introduction by summarizing some conventions and elementary facts used in the paper.
• Let K be either R or C. All algebras considered are unital and, unless otherwise stated, all vector spaces and algebras are over K. By a seminorm on a locally convex space we always mean a continuous semi-norm.
be the operator semi-norm. Denote by γ ⊗ ξ the projective tensor semi-norm on V ⊗ W .
• For locally convex spaces V, W , denote by V ⊗ π W their projective tensor product and by V ⊗W its completion.
• Let T (V ) = k≥0 V ⊗k , and denote by ρ k : T (V ) → V ⊗k the canonical projection, and
• A system of semi-norms τ is a sequence of semi-norms τ k on V ⊗k for k ≥ 0, where τ 0 = | · | is the absolute norm on K. We treat τ as a semi-norm on T (V ) by τ = k≥0 τ k .
• Two systems τ and σ are equivalent if there exist constants
Let τ be the equivalence class of τ .
• We use the convention 1/k = 1 when k = 0. Define the pseudo-metric
The uniformities on T (V ) induced by τ and by D τ coincide.
• For terminology and basic properties of topological algebras we refer to [23] .
Let I(A) be the set of invertible elements of an algebra A. For a distinguished anti-homomorphism α on A (e.g. when A is a * -algebra), let u(A) = {a ∈ A | α(a) = −a} and U(A) = {a ∈ I(A) | α(a) = a −1 }.
Universal locally m-convex algebra
Let V be a topological vector space. For a topological algebra A and a topology on T (V ), consider the statement:
One may then topologize T (V ) by requiring that (2.1) holds for all topological algebras A of a given category. In this paper we consider the category of locally m-convex algebras.
Definition 2.1. Let (V, V) be a topological vector space. Define T (V) as the coarsest topology on T (V ) such that (2.1) holds for all locally m-convex algebras A (or equivalently all normed algebras A). Denote E(V ) = (T (V ), T (V)).
In most of our notation, we shall drop the reference to V when it is clear from the context. It holds that E itself is a locally m-convex algebra ( [23] p.14).
This method to obtain a universal topological algebra of a specific category is very natural, and we note that this construction is not new; the same construction (and essentially Proposition 2.3 below) appeared in [5] in relation to cyclic cohomology, while analogous constructions were investigated for locally convex algebras with continuous multiplication in [32] and for commutative locally m-convex algebras (particularly in relation to nuclear spaces) in [6] Section 6.4.
Denote by S the finest locally convex topology on (V, V) such that S ⊆ V. Considering (V, S) ⊕ K as a (unital) locally m-convex algebra in the obvious way (with trivial multiplication uv = 0 for all u, v ∈ V ), we obtain the following. Proposition 2.2. Let (V, V) be a topological vector space.
(a) The subspace topology T (V) V coincides with S.
(b) The topologies T (V) and T (S) coincide.
Thus, without loss of generality, we henceforth assume that V is locally convex. A defining family of semi-norms Λ on V is called fundamental if for every seminorm ξ on V , there exists γ ∈ Λ such that γ ≥ ξ (note that this differs from the terminology used by some authors, e.g. Grothendieck [13] and Mallios [23] ). Define the projective extension of a semi-normed space (V, γ) as the system of semi-norms exp(γ) = (γ ⊗k ) k≥0 . The following is a consequence of elementary properties of the projective semi-norm. Proposition 2.3. Let Λ be a family of semi-norms on a locally convex space V . Then Λ is a fundamental family of semi-norms of V if and only if exp(Λ) is a fundamental family of (sub-multiplicative) semi-norms of E.
An immediate consequence is that the topology of E is generated by the family of pseudo-metrics (D exp(γ) ) γ∈Λ (in particular, E is never semi-normable).
Corollary 2.4. Let V be a locally convex space.
(a) For a subset K ⊆ N, let W = k∈K V ⊗k . Then W is a closed subspace of E and the subspace and quotient space topologies on W coincide. If K is finite, these topologies coincide with the direct sum of the projective tensor topologies.
(b) E is Hausdorff (resp. metrizable, separable) if and only if V is Hausdorff (resp. metrizable, separable).
Whenever we speak of a topological space, we shall henceforth always assume that it is Hausdorff.
Equip k≥0 V ⊗πk with the product topology. Let P (V ) be the locally m-convex algebra formed by equipping T (V ) with the induced topology when embedded as a dense subspace of k≥0 V ⊗πk .
Denote the completion of a Hausdorff uniform space X by X. Recalling the canonical identification T (V )
Denote by x i,j the projection of x ∈ P ⊗2 onto V i,j . Denote by ρ the continuous embedding E → P . The following identifications shall be useful in the sequel.
Corollary 2.5. Let V be a locally convex space with a fundamental family of seminorms Λ.
(
In particular, extended to the completions, ρ : E → P and ρ ⊗2 : E ⊗2 → P ⊗2 are injective.
We now come to a more interesting permanence property. Proposition 2.6. Let V be a locally convex space. Then E is Schwartz (resp. nuclear) if and only if V is Schwartz (resp. nuclear).
Let Λ be a fundamental family of sub-multiplicative semi-norms of a locally m-convex algebra F . Equipping Λ with its natural partial order, ( F γ ) γ∈Λ is a projective system of Banach algebras and one obtains a dense topological algebra embedding F ֒→ lim ← −γ∈Λ F γ known as the Arens-Michael decomposition (see [23] Chapter III). As compact (resp. nuclear) operators form an operator ideal, we obtain the following. Lemma 2.7. Let F be a locally m-convex algebra. Then F is Schwartz (resp. nuclear) if and only if every continuous algebra homomorphism M : F → A is compact (resp. nuclear) for every Banach algebra A. 
For a semi-norm γ on V , let B γ = {v ∈ V | γ(v) < 1}, and for a subset X ⊆ V , let Γ(X) be the absolutely convex hull of X.
Proof of Proposition 2.6. The "only if" direction is clear. Let A be a Banach algebra, M ∈ L(V, A), and let Λ be a fundamental family of semi-norms on V . For a semi-norm γ on V , recall that
Suppose V is moreover nuclear. Take γ ∈ Λ such that the induced map M γ :
The conclusion now follows from Lemma 2.7.
As the classes of Schwartz and nuclear spaces are closed under taking quotients by closed subspaces, Proposition 2.6 can be interpreted in the following way: for any locally m-convex algebra F and a Schwartz (resp. nuclear) subspace V ⊆ F , the smallest subalgebra of F which contains V is Schwartz (resp. nuclear).
Topological Hopf algebras.
Definition 2.9.
(a) A coproduct space is a pair (H, ∆) where H is a locally convex space and ∆ ∈ L(H, H ⊗H), such that the set of group-like elements
is a coalgebra (resp. bialgebra, Hopf algebra) and locally convex space (resp. locally m-convex algebra) H such that all associated maps are continuous when one considers the projective tensor product H ⊗ π H. (c) A complete locally convex coalgebra (resp. locally m-convex bialgebra, Hopf algebra) is defined similarly, but one demands that H is complete and the associated maps are well-defined and continuous for H ⊗H.
Analogous notions of topological bialgebras and Hopf algebras have been introduced and investigated in the field of quantum groups (see e.g. [3] , [27] ). Remark 2.10. A complete locally convex coalgebra H is not in general a coalgebra (similarly for bialgebras and Hopf algebras). This could be remedied by substituting ⊗ π in place of ⊗ in Definition 2.9 (c), however one would then lose the desirable feature that the completion of a locally convex coalgebra is a complete locally convex coalgebra (see Proposition 2.11 below). We thus write "(resp. complete) locally convex coalgebra" to refer to either possibility.
Recall that every locally m-convex algebra H has jointly continuous multiplication and that H is also a locally m-convex algebra ( [23] p.5, p.22). As a consequence, we obtain the following elementary but important result. Proposition 2.11. Let H be a locally convex coalgebra (resp. locally m-convex bialgebra, Hopf algebra). Then its completion H is a complete locally convex coalgebra (resp. complete locally m-convex bialgebra, Hopf algebra).
Remark 2.12. Note that the analogous result to Proposition 2.11 is true if one instead uses locally convex algebras with continuous multiplication in Definition 2.9.
The technical assumption in Definition 2.9 (a) that G(H) is closed in H is to ensure that if H is Polish, then so is G(H), which allows us to study the space of probability measures on G(H) in Section 5.2. Note that by the continuity of the counit, it follows that every (resp. complete) locally convex coalgebra is a coproduct space. Furthermore, for any (resp. complete) locally m-convex Hopf algebra H, it holds that G(H) ⊆ U(H) (the distinguished anti-homomorphism is taken as the antipode).
For a vector space V , we recall that T (V ) is a Hopf algebra with coproduct
). Consider V a locally convex space. Since E ⊗ π E is itself a locally m-convex algebra ( [23] p.378), and since ∆ ∈ L(V, E ⊗ π E), the extension ∆ : E → E ⊗ π E is continuous by the universal property of E. One readily sees that all other associated maps also satisfy the continuity properties for E to be a locally m-convex Hopf algebra.
Furthermore, T (V ) and T (V ) ⊗2 possess a natural grading under which ∆ is a graded linear map, from which it follows that ∆ : P → P ⊗ π P is continuous. The continuity of the other associated maps is immediate, and thus P is a locally m-convex Hopf algebra.
Observe that Corollary 2.5 allows us to link the Hopf algebra structures of E and P . In particular, we have the following. Corollary 2.13. Let V be a locally convex space. For x ∈ E, it holds that x ∈ G( E) if and only if ρ(x) ∈ G( P ).
Proof. The maps ∆ • ρ and ρ ⊗2 • ∆ from E to P ⊗P are continuous algebra homomorphisms which agree on V , and thus agree on all of E. It follows from Corollary 2.5 that if ρ(x) ∈ G( P ), then x ∈ G( E). The converse follows since G(H) = Ker(∆ − δ) \ {0}, where δ : H → H ⊗H, x → x ⊗ x is a continuous map for any coproduct space H, and since E ⊗ π E carries a finer topology than P ⊗ π P .
Signatures of paths
We now discuss the space E in the setting of rough paths theory. We shall show that the space of signatures of geometric rough paths forms a Polish subgroup of G( E) whenever V is finite dimensional. We treat rough paths in the sense of Lyons and refer to [10] and [20] for details and terminology.
We start with the following general definition. Let p ≥ 1, T > 0, and
Define the space of p-rough paths R p (F ) as the space of all multiplicative maps for which there exists a control ω such that (b) is satisfied.
Consider now F equipped with a metric d. For X, (X(n)) n≥1 ∈ R p (F ), we say that X(n) → X in the p-variation topology if there exists a p-variation control ω of X, (X(n)) n≥1 , and a sequence of positive reals (a(n)) n≥1 such that a(n) → 0 and
. Unless otherwise stated, we always equip R p (F ) with the p-variation topology.
Let V be a normed space over R. Consider the Banach spaces V ⊗k and equip the
, one arrives precisely at the space of p-rough paths R p (F ), denoted by Ω p (V ), with its respective p-variation topology ([20] Definition 3.3.2). See Appendix A for the basic properties of Ω p and the associated p-variation metric.
Recall that E is a Fréchet space with a translation invariant metric
, and consider the space of p-rough paths R p ( E 1 ).
A fundamental result of rough paths theory is the existence and uniqueness of the Lyons lift of X ∈ Ω p to a multiplicative map S(X) : ∆ [0,T ] → E 1 (see Corollary 2.5 and [20] Theorem 3.1.2). Furthermore, it follows that for every control ω, there exists a control ω ′ such that if ω controls the p-variation of X ∈ Ω p , then ω
The following result now gives an exact topological correspondence between Ω p and R p ( E 1 ). It is a direct consequence of the above remarks and the continuity of the Lyons lift ( [20] 
Remark 3.2. The only property of the projective tensor norm used above is that the projective extension is a sub-multiplicative system of norms. Thus one could equip T (V ) with any sub-multiplicative system of norms τ and consider Ω p with respect to τ . Then Proposition 3.1 is true for the completion of T (V ) under the metric D τ , which is, of course, a locally m-convex algebra.
The element S(X) 0,T is called the signature of a rough path X ∈ Ω p . Define the evaluation map β
Recall that the space of geometric p-rough paths GΩ p is the closure of
equipped with the subspace topology. Remark that S p is closed under multiplication in E 1 and that for all X ∈ GΩ p , the inverse of S(X) 0,T is S(Y ) 0,T = α(S(X) 0,T ), where Y ∈ GΩ p is the reversal of X ([20] Theorem 3.3.3). Thus S p is a subgroup of U( E).
3.1. Finite dimensional case. Assume that V is finite dimensional until the end of the section. It follows that P is the algebra of non-commuting formal power series in d = dim(V ) indeterminates. Moreover, recall that the coproduct ∆ is given by a locally finite formula involving the shuffle product (see e.g. [28] Proposition 1.8) and an element x ∈ P is in G( P ) precisely when (x 0 , x 1 , . . . , x n ) is in the free n-step nilpotent Lie group G n (V ) for all n ≥ 1 (see e.g. [22] Lemma 2.24). A fundamental result of Chen [4] is that the signature of a bounded variation path in V is a group-like element of P (see also [22] Section 2.2.5). By Corollary 2.13, it follows that S 1 ⊂ G( E). We remark that S 1 is dense in S p as a consequence of Corollary 3.3.
V ).
A problem raised by Hambly and Lyons ([14] Problem 1.12) is to identify the elements g ∈ G( E) such that g ∈ S p for some p ≥ 1. It follows from the Chow-Rashevskii theorem (see e.g. [10] Theorem 7.28) that ρ(S 1 ) is dense in G( P ), and thus S 1 is dense in G( E) under the topology induced by ρ. A natural question is if this property is retained under the original topology of G( E). 
denote the set of matrix coefficients of representations in A.
For finite dimensional Hilbert spaces B 1 , B 2 , we equip B 1 ⊗ B 2 with its canonical Hilbert space structure and make the identification
Recall the basic principles of tensor product (resp. dual) representations of bialgebras (resp. Hopf algebras), see e.g. [17] III.5. By virtue of the required continuity in Definition 2.9, R(H) is closed under tensor product and dual representations for any (resp. complete) locally m-convex Hopf algebra H.
Consider a (resp. complete) locally m-convex bialgebra H and A ⊆ R(H). Remark that for a subgroup G ⊆ H and M ∈ R(H), M | G is a finite dimensional representation of G. In particular, if A is closed under tensor products, then A| G(H) is closed under tensor products of group representations, and thus C(A)| G(H) is a subalgebra of C(G(H), C). If H is a (resp. complete) locally m-convex Hopf algebra and A is closed under duals, then A| U (H) is closed under dual (contragredient) group representations.
Let X be a topological space and F a separating * -subalgebra of C b (X, C). Recall that for tight Borel measures µ and ν on X, it follows from the Stone-Weierstrass theorem that µ = ν if and only if µ(f ) = ν(f ) for all f ∈ F ([2] Exercise 7.14.79). We now obtain the following from the above discussion. Lemma 4.2. Let H be a (resp. complete) locally m-convex Hopf algebra and A ⊆ R(H). Assume that A is closed under tensor products and duals, and that A| G(H) takes unitary values and separates the points of G(H). Then for tight Borel measures µ, ν on G(H), µ = ν if and only if µ(f ) = ν(f ) for all f ∈ C(A).
4.1.
Representations of E. We now focus on the case H = E for a locally convex space V and construct a family of representations A satisfying the conditions of Lemma 4.2 whenever V is finite dimensional. 4.1.1. Unitary representations. Let V be a locally convex space over R and consider a locally m-convex * -algebra A with continuous involution · * of the second kind.
* is a continuous R-algebra homomorphism from E to A, and so by uniqueness of extensions, it holds that M (αx) = M (x) * for all x ∈ E if and only if M ∈ L(V, u(A)). For a Hilbert space B denote by u(B) and U(B) the sets of anti-Hermitian and unitary operators on B respectively. Clearly A is non-empty if and only if V is a vector space over R. By the above remark, every representation in A takes unitary values on U( E). Furthermore, from the usual properties of Lie algebra representations, one readily sees that A is closed under tensor products and duals. 4.1.2. Separation of points. We now investigate conditions under which algebra homomorphisms of E separate points. The following lemma reduces the question to the individual subspaces V ⊗k . For M ∈ L(V, A) and λ ∈ K, denote by (λM ) the algebra homomorphism on E induced by λM ∈ L(V, A). Lemma 4.4. Let V be a locally convex space, A a (resp. complete) locally m-convex algebra and M ∈ L(V, A). Let x ∈ E (resp. x ∈ E) such that M (x k ) = 0 for some k ≥ 0. Then there exists ε > 0 sufficiently small such that (εM )(x) = 0.
Proof. Let k ≥ 0 be the smallest integer such that M (x k ) = 0 and γ a semi-norm on A such that γ(M (x k )) > 0. Since γ • M is a semi-norm on E, i≥0 γ(M (x i )) converges by Corollary 2.5, from which the conclusion follows.
Let F be a field and A an F-algebra with involution · * of the first or second kind. A * -polynomial identity over F on a subset Q ⊆ A is a polynomial with coefficients in F and indeterminates x 1 , x * 1 , . . . , x k , x * k , where only x i and x * i commute, which vanishes under all substitutions of variables x 1 , . . . , x k ∈ Q. A polynomial identity is defined similarly without indeterminates x * i . We refer to Giambruno and Zaicev [12] for further details.
Let V be a vector space with Hamel basis Θ. Then the set of pure tensors Θ ⊗k = {v 1 . . . v k | v j ∈ Θ, 1 ≤ j ≤ k} is a Hamel basis for V ⊗k . Thus for every x ∈ V ⊗k define Θ x as the finite set of vectors in Θ which appear in the representation of x in the basis Θ ⊗k . Define f Θ x the canonical formal non-commuting polynomial in indeterminates Θ x associated with x. As Θ x is a finite set, the following is a consequence of the Hahn-Banach theorem. Remark 4.6. If one is not interested in the topological aspects, the same statement holds if one replaces K by any field F, V by a vector space over F, A by an F-algebra, and drops the continuity assumption in (b).
Polynomial identities over Lie algebras.
From the preceding section it is clear that to study how representations in A separate the points of E, we must look at polynomial identities in unitary Lie algebras. Let m ≥ 1 be an integer and denote by · s the symplectic involution on M 2m (C), which we recall is an involution of the first kind (see [11] ).
Recall the Lie algebra sp(m) = {u ∈ u(C 2m ) | u s + u = 0} (the Lie group associated to sp(m) is the compact symplectic group Sp(m)). A closely related Lie subalgebra of gl(
holds that sp(m, C) is the complexification of sp(m).
The following result due to Giambruno and Valenti illustrates our interest in sp(m) and sp(m, C).
The following is a slight generalization of [12] Theorem 1.3.2 and follows from exactly the same inductive proof.
Lemma 4.8. Let F be an infinite field, A an F-algebra and Q a linear subspace of A. If f is a polynomial identity over F on Q, then every multi-homogeneous component of f is a polynomial identity on Q.
We remark that every multi-homogeneous polynomial identity on sp(m) is also a polynomial identity on its complexification sp(2m, C). Thus if f is a polynomial identity over C on sp(m) ⊂ M 2m (C), then by Theorem 4.7 and Lemma 4.8, every multi-homogeneous component of f has degree greater than 3m. Together with Lemmas 4.4 and 4.5, we have the following result.
Theorem 4.9. Let V be a finite dimensional normed space over R. Let x ∈ E such that x k = 0 for some k ≥ 0. Then for any integer m ≥ k/3 there exists M ∈ L(V, sp(m)) such that M (x) = 0. In particular, A separates the points of E.
The necessity that V is finite dimensional came into the above argument only to ensure that V ⊗k = V ⊗k . If one was able to find an analogue of Lemma 4.5 for elements x ∈ V ⊗k , or an analogue of Theorem 4.7 for appropriate series of polynomials of bounded degree but an unbounded number of indeterminates, then one could greatly extend the applicability of Theorem 4.9. The following is a consequence of Theorem 4.9 and Theorem 4 of [14] , and strengthens Corollary 1.7 therein. 
Let u, v ∈ V be linearly independent elements and W = span (u, v). Observe that L(W ) contains a non-zero element in W ⊗k for every k ≥ 1. In light of Proposition 2.3, for any neighborhood of zero U of L(W ) one can construct a sequence (ℓ n ) n≥1 ∈ U such that γ(exp(ℓ i ) − exp(ℓ j )) ≥ 1 for all i = j and some semi-norm γ on E. Since exp :
, it follows that no neighborhood of the identity in G( E) is contained in a compact set.
It follows from Corollary 2.4 that E is Polish whenever V is metrizable and separable. By Lemma 4.2 and Theorem 4.9 we have the following.
Corollary 4.14. Let V be a finite dimensional normed space over R. For Borel probability measures µ and ν on G( E), it holds that µ = ν if and only if µ(f ) = ν(f ) for all f ∈ C(A).
For a Borel probability measure µ on G( E), we are thus able to define its Fourier transform by µ = µ| C(A) , which uniquely characterizes µ.
Expected signature
All measures in this section are assumed to be Borel. Denote by P(X) the space of probability measures on a topological space X endowed with the topology of weak convergence on C b (X, C).
For a measure µ on a locally convex space H, denote the barycenter (or resolvent) of µ by µ * = H xµ(dx), whenever the integral exists in the sense of Pettis. Denote by P r (H) the space of probability measures on H for which the barycenter exists. Let r : P r (H) → H, µ → µ * be the barycenter map. For a probability measure µ ∈ P(H), a locally convex space W , and a µ-Pettis integrable function f : H → W , the image measure µf −1 is, by definition, in P r (W ) and r(µf −1 ) = µf . In particular, for M ∈ L(H, W ), and µ ∈ P r (H), it holds that r(µM
5.1. Expected signatures and barycentres. Let V be a locally convex space. For a probability measure µ ∈ P( E), we are interested in the barycenter µρ of the image measure µρ −1 ∈ P( P ) whenever it exists. Clearly µρ exists if and only if µρ k exists for all k ≥ 0, and in this case, µρ = (µρ 0 , µρ 1 , . . .). We call µρ the expected signature of µ following its appearance in rough paths theory (see [25] ).
Example 5.1. Consider V = R. The map exp : V → G( E) is then a homeomorphism, thus for a measure µ ∈ P(G( E)) let µ R = µ log −1 be the associated measure on R. Then µρ exists if and only if m k , the k-th moment of µ R , is finite for all k ≥ 1. In this case µρ = (m 0 , m 1 , m 2 /2!, . . .) and µρ ∈ ρ( E) if and only if the Laplace transform of µ R has an infinite radius of convergence.
For µ ∈ P( E) such that µρ exists, we consider the following questions.
(1) If µρ ∈ ρ( E), does the barycenter µ * exist? (2) Does µρ uniquely characterize µ?
For general probability measures on E, the answer to both questions is negative ( (2) is clear, (1) follows since the topology of E is much finer than its induced topology from ρ, and it is standard to construct µ ∈ P( E) such that µρ exists and such that f is not µ-integrable for some f ∈ E ′ ). Restricting to probability measures on G( E), the answer to (2) is again in general negative (consider Example 5.1 with any probability measure µ R on R with finite moments of all orders, but whose moments do not determine µ R uniquely, e.g. lognormal distribution). By Corollary 4.14, when V is a finite dimensional normed space over R, a positive answer to (1) gives a positive answer to (2), subject to µρ ∈ ρ( E).
We now provide a positive answer to (1) for any locally convex space V and µ ∈ P(G( E)), demonstrating a very rigid structure of measures on G( E).
For a locally convex space H we shall find it helpful to consider the space H ′ R = L R (H, R) of all R-linear continuous functions from H to R. By splitting any f ∈ H ′ into real and complex parts, it is obvious that µ * is the barycenter of µ ∈ P(H) if and only if µ(
In particular, for all µ ∈ P(G(H)), we have
This simple observation allows for very easy control of a measure through its barycenter, particularly in the case of nuclear spaces (see Section 5.2). For example, whenever µ ∈ P(G(H)) and µ * exists, it follows immediately that the image measure µf −1 on R has finite moments of all orders for all f ∈ H ′ R .
Proposition 5.2. Let V be a locally convex space and µ ∈ P(G( E)). Then µ * exists if and only if µρ exists and µρ ∈ ρ( E). In this case, ρ(µ * ) = µρ.
Proof. Assume that µρ exists and µρ ∈ ρ( E). Treating µρ as an element of E, we are required to show that µ(
(uniformly on bounded sets) to the identity operator on E (Corollary 2.5). We canonically embed (V ⊗k )
As T (V ) is dense in E, (5.2) holds for all x ∈ E, from which it follows that (
Without loss of generality, we can assume that |f (1)| ≤ 1. Let γ be a semi-norm on V such that exp(γ) ≥ |f | and ξ a semi-norm on E such that ξ ≥ exp(γ) ⊗2 • ∆. It follows that exp(γ) ≥ |f ρ k | for all k ≥ 0, and thus ξ ≥ |(f ρ k ) ⊗2 • ∆| for all k ≥ 0. Since µρ ∈ ρ( E), it follows from Proposition 2.3 and Corollary 2.5 that k≥0 ξ(µρ k ) < ∞, and hence (5.3) is finite. By dominated convergence, we obtain µ(f ) = lim
We finally remark that µ(f T (n) ) = f T (n) (µρ) for all n ≥ 0, from which it follows that µ(f ) = f (µρ) as desired. The converse is clear.
Example 5.3. We apply Proposition 5.2 to the Lévy-Khintchine formula established in [9] . Let V = R d and equip T (V ) with any system of p-norms κ(p) (see Remark 3.5). The Lyons lift S(X) of a Lévy process X in V with triplet (a, b, K) may be viewed as a random variable in the space of geometric q-rough paths GΩ q (V ) for any q > 2 by adding appropriate adjustments for jumps (see [33] Section 2). As the evaluation map β (Corollary 3.3) , the signature S(X) 0,T is a well-defined (Borel) random variable in G( E). Let µ be the associated probability measure.
It follows directly from [9] Theorem 6 that µρ exists whenever the Lévy measure K has finite moments of all orders. Furthermore, µρ ∈ ρ( E) exactly when
It follows by Proposition 5.2 that µ * exists and thus, by Corollary 4.14, S(X) 0,T is uniquely determined by its expected signature whenever (5.4) is satisfied.
Lyons and Ni [19] have recently shown that stopped Brownian motion in V = R d possesses an expected signature µρ satisfying exp(γ)(µρ) < ∞ for a sufficiently small norm γ on V . Thus it is unknown if the barycenter µ * exists. However, in the case V = R, this occurs precisely when the Laplace transform of the associated measure µ R on R has a non-zero radius of convergence, which is enough to conclude uniqueness of measures. A difficulty in extending such a result to higher dimensions is the loss of complex analytic techniques one readily has available in the one dimensional setting. We thus ask the following question.
Problem 5.4. Given µ ∈ P(G( E)) such that µρ exists and exp(γ)(µρ) < ∞ for a sufficiently small semi-norm γ on V = R d , does µρ uniquely determine µ?
5.2. The barycentre map. We now study the barycenter map on nuclear coproduct spaces. For a coproduct space (H, ∆), denote by P G r (H) = P r (H) ∩ P(G(H)) the set of probability measures on G(H) for which the barycenter exists.
Lemma 5.5. Let (H, ∆) be a nuclear coproduct space and γ a semi-norm on H. There exists a semi-norm ξ on H such that µ(γ) ≤ ξ(µ * ) for all µ ∈ P G r (H).
Proof. Let ζ be a semi-norm on H such that the canonical map H ζ → H γ is nuclear. Increasing ζ by a scalar multiple if necessary, it follows that there exist (f n ) n≥1 ∈ H ′ such that n≥1 ζ(f n ) ≤ 1 and γ ≤ n≥1 |f n |. Decomposing into real and complex parts, we can suppose that f n ∈ H ′ R . Then the desired property follows from (5.1) for any semi-norm ξ on H such that ξ ≥ (ζ ⊗2 ) • ∆.
Lemma 5.6. Let (H, ∆) be a Fréchet nuclear coproduct space. Let R ⊆ P G r (H) such that (µ * ) µ∈R is bounded. Then R is uniformly tight.
Proof. Let (γ n ) n≥1 be a defining non-decreasing sequence of semi-norms on H. By Lemma 5.5 there exists a sequence of semi-norms
For any sequence of positive reals (λ n ) n≥1 , the set K = n≥1 λ n B n is bounded in H and thus relatively compact ( [30] p.520). For all µ ∈ P G r (H) we have that
Taking λ n sufficiently large, it follows that sup µ∈R µ(K c ) can be made arbitrarily small.
Recall that a Fréchet Montel space is always separable, and hence Polish.
Lemma 5.7. Let (H, ∆) be a Fréchet nuclear coproduct space and (µ n ) n≥1 ∈ P G r (H) such that µ * n → x weakly for some x ∈ H. Then there exists µ ∈ P G r (H) and a subsequence (n(k)) k≥1 such that µ n(k) → µ and x = µ * .
Proof. The sequence (µ * n ) n≥1 is bounded ([29] Theorem 3.18) and so by Lemma 5.6, there exists a convergent subsequence µ n(k) → µ ∈ P(G(H)). Let f ∈ H ′ R . Since sup n≥1 µ n (f 2 ) = sup n≥1 (f ⊗2 )(∆µ * n ) < ∞, the sequence of image measures (µ n f −1 ) n≥1 on R is uniformly integrable. It follows that f is µ-integrable and
. Thus x = µ * and µ ∈ P G r (H). The following result is now a consequence of Lemma 5.7.
Theorem 5.8. Let (H, ∆) be a Fréchet nuclear coproduct space.
(a) The restriction of r to P G r (H) is weakly closed.
Denote by I(H) the set of all probability measures µ ∈ P G r (H) which are uniquely determined by their barycenters. That is, if ν ∈ P G r (H) and µ * = ν * , then µ = ν.
Corollary 5.9. Let (H, ∆) be a Fréchet nuclear coproduct space. Let (µ n ) n≥1 ∈ P G r (H) such that µ * n → µ * weakly for some µ ∈ I(H). Then µ n → µ.
Example 5.10. Let V = R d . It follows that E is Fréchet and nuclear (Corollary 2.4 and Proposition 2.6) and I( E) = P G r ( E) (Corollary 4.14). Thus, given measures µ, (µ n ) n≥1 ∈ P G r ( E) such that µ * n → µ * (weakly) in E, we obtain µ n → µ in P(G( E)).
As an interesting consequence, applying Corollary 5.9 to H = P , we recover the classical method of moments for real random variables.
Example 5.11. Let V = R d . It follows that P is Fréchet and nuclear. Let ν ∈ I( P ) and (ν n ) n≥1 ∈ P G r ( P ) such that ν * n → ν * in P . Then ν n → ν in P(G( P )). Follow now the notation of Example 5.1. Let V = R and observe that exp : V → G( E) and ρ : G( E) → G( P ) are homeomorphisms. Let µ R , (µ(n) R ) n≥1 be probability measures on R such that µ R and µ(n) R have finite moments (m k ) k≥1 and (m k (n)) k≥1 respectively. Let ν, (ν n ) n≥1 be the associated measures in P G r ( P ) given by the above homeomorphisms.
Assume that µ R is uniquely determined by its moments, or equivalently, ν ∈ I( P ). It follows that if ν * n → ν * , then ν n → ν. That is, if lim n→∞ m k (n) = m k for all k ≥ 1, then µ(n) R → µ R , which is exactly the classical method moments. Note that the condition ν * n → ν * is in general much weaker than the condition µ * n → µ * in Example 5.10, as we only require existence and convergence of barycenters under the product topology.
Remark 5.12. The main difficulty in extending the argument in Example 5.11 to the case d > 1 is that the image ρ(G( E)) is now much smaller than G( P ). In particular, ρ(G( E)) is not even a G δ set of G( P ), and thus not Polish! Indeed, define the closed sets
where ||·|| is understood as the projective norm on V ⊗i . It follows from Corollaries 2.5 and 2.13 that ρ(G( E)) = k≥1 n≥1 B k,n . By the same argument as in Remark 4.13, B k,n is nowhere dense in G( P ), and so ρ(G( E)) is meager in G( P ). However, by the Chow-Rashevskii theorem, ρ(S 1 ) is dense in G( P ) (see Section 3.1). As S 1 ⊂ G( E), it follows that ρ(G( E)) cannot be a G δ set of G( P ) as it would then be comeager.
An important step in the Kusuoka-Lyons-Victoir (KLV) method for approximating the expectation of diffusion processes (see e.g. [18] ), is to construct a sequence of finitely supported measures (µ n ) n≥1 on G( E) such that µ n ρ → µρ in P , where µ is the Stratonovich signature with an appropriate drift (corresponding to K = 0 in Example 5.3, so in particular µ * and µ * n exist). We are thus led to the following question.
Problem 5.13. For V = R d with d > 1, and µ ∈ P G r ( E), does it hold that the image measure µρ −1 is in I( P )?
A positive answer to Problem 5.13 would imply that µ n → µ weakly when G( E) is equipped with the topology induced by ρ. While this mode of convergence is strictly weaker than µ n → µ when G( E) is equipped with its original topology (unless d = 1), it would nonetheless provide strong theoretical support for the current KLV method.
Appendix A. Some results on rough paths
We use the notation of Section 3. Throughout this section, let V be a normed space over R.
Recall for 0 ≤ j < k. Let |D| = max 0≤j<k (t j+1 − t j ) be the partition size.
Identifying the space R p ( E 1 ) with Ω p (Proposition 3.1), we can naturally speak of a sequence (X(n)) n≥1 in R p ( E 1 ) converging to X ∈ R p ( E 1 ) in the p-variation metric of Ω p . T ] be the inverse of the (continuous increasing) function t → ω(0, t)/ω(0, T ), so that y t = x τ (t) is a Lipschitz reparametrization of x t . In particular S(y) 0,T = S(x) 0,T . By Lemma A.2, for any increasing sequence of partitions (D(n)) n≥1 ⊂ [0, T ] such that lim n→∞ |D(n)| = 0, it holds that S(y D(n) ) converges to S(y) in the 1-variation metric of Ω 1 , and hence there exists a subsequence (n(k)) k≥1 such that S(y D(n(k)) ) converges to S(y) in the 1-variation topology of Ω 1 . The conclusion follows from Proposition 3.1.
Proposition A.3. Assume that V is finite dimensional and let p ≥ 1. Then S p is σ-compact in G( E). In particular, S p is a Borel set of G( E).
