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A solution to the black hole information problem requires propagation of information from the
interior of the black hole to the exterior. Such propagation violates general relativity and could
conceivably be accomplished through “firewall” models. Based on the existence of similar firewalls at
the inner horizons of charged and rotating black holes, a model of a firewall was recently constructed
where the exterior spacetime reduces to that of the Schwarzschild metric but with a dramatically
different interior. We investigate the radial and nonradial polar stability of these objects. We first
study the dynamics of the shell under spherically symmetric perturbations, and impose constraints
on the firewall model parameters by requiring a subluminal speed of sound on the firewall. We
show that the demands of stability and subluminality impose significant constraints on the internal
parameters of the firewall, narrowing down the range of objects that could be used to create such a
structure.
I. INTRODUCTION
It is widely accepted that black holes (BHs) describe
massive, highly compact and dark astronomical objects.
As vacuum solutions of the field equations of general
relativity (GR), BHs are purely geometrical, and so tests
of their nature are tests of the spacetime outside of their
event horizons. The properties of BH spacetimes are in the
process of being rigorously examined (see e.g. the articles
collected in Ref. [1]). For example, gravitational waves
probe the dynamics of binary BHs and the nonlinear
regime of GR, with the inspiral testing the weak field
regime, while the merger and ringdown test the strong
field regime [2–5]. Further, the gravitational shadow of
BHs tests the geodesic structure of the spacetime, and
in particular the region known as the “light ring” [6].
However, these tests are most sensitive to the spacetime
far from the event horizon of the BHs, while the spacetime
near the horizon remains hard to probe.
There are important reasons to probe the near-horizon
nature of BHs. The formation of a BH inevitably leads to
Planckian matter densities as the matter crunches towards
a singularity. Once such a region has formed, its future
evolution need not be governed by GR, since the theory
breaks down at these densities. The conventional belief
that the entire BH geometry is described by GR is an
extrapolation, requiring the applicability of the theory in
predicting the future of an object whose physics is not
described by the theory. This extrapolation is particularly
problematic since it is well known that the GR description
of BHs runs afoul of the laws of quantum mechanics, giving
rise to the BH information problem. It has been long
recognized that the BH information problem cannot be
solved as long as the BH has an empty event horizon [7].
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Whether motivated by the desire to rigorously test the
BH spacetime by finding alternatives to allow for null
tests, or driven by the theoretical need to solve these
conceptual problems, the construction of concrete alter-
natives to BHs is a very active field. Such exotic compact
objects (ECOs) mimic both the exterior spacetime as
well as their dark nature, but do not possess event hori-
zons, enabling external observers to probe the interior of
these objects. Many ECOs have been constructed [8–11],
and their dynamics can lead to interesting observational
consequences [12–18].
One signature of ECOs is their response to nonradial
perturbations [19, 20] and the associated quasinormal
mode (QNM) spectra [21, 22]. The spectra are sensitive
to the whole spacetime and are thus able to probe the
interior of the ECO, potentially enabling a clean distinc-
tion between BHs and various ECO models. Moreover,
QNMs are fundamentally tied to the stability of the ECO,
a necessary criterion for any ECO that could describe BH
candidates observed in our Universe. Hence, the QNM
spectra of ECOs are a powerful tool in the study of BH
alternatives.
Motivated by the BH information problem, a new kind
of “firewall” ECO was proposed in Ref. [23]. We briefly
review the central elements of its construction for com-
pleteness; the interested reader is referred to Ref. [23] for
a fuller description. First, if BHs are to release their infor-
mation in a manner consistent with quantum mechanics,
this information needs to propagate from the singularity
to the horizon. Without propagation, one cannot transmit
information. Such propagation violates GR. The most
natural way to violate GR is if this propagation happens
in a region of Planck density where GR is expected to
break down. In order for information to propagate all the
way from the singularity to the horizon, the entire space-
time between the singularity and the horizon must be
at Planck density, leading to an object that is effectively
a macroscopic singularity. All of this needs to happen
without changing the observed parameters of the BH,
such as the Arnowitt-Deser-Misner (ADM) mass.
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FIG. 1. Schematic illustration of the firewall ECO of Ref. [23].
The inner horizon r−in of the interior metric is outside of the
shell, while the outer horizon r+out of the exterior metric is
within the shell, preventing horizons in the whole spacetime.
The second element informing the construction of
Ref. [23] is the fact that macroscopic singularities are
expected to exist in the inner horizons of Reissner-
Nordström and Kerr BHs, without changing any of the
ADM parameters of the BH. These structures need to
exist, since the inner horizon is a Cauchy horizon. If
GR were to hold at this horizon, the theory would no
longer be predictive even classically, let alone quantum
mechanically. Macroscopic singularities at the inner hori-
zon can exist without changing the ADM parameters,
since divergent blueshifts at the inner horizon can lead
to enormous local energy densities at the inner horizon
without changing the external parameters of the BH.
Using this property of Reissner-Nordström spacetimes,
Ref. [23] demonstrated the existence of a firewall ECO
schematically illustrated in Fig. 1. The ECO has the same
exterior metric as the Schwarzschild solution all the way
to a distance that is a Planck length from the horizon
r+out of the Schwarzschild BH. A shell at Planck density is
located a Planck length r+out away from the horizon, and
the interior of this shell is also an object that is at Planck
density. Since the entire interior is at Planck density,
this object can conceivably form due to the fact that its
evolution is no longer controlled by GR.
The construction of Ref. [23] relies on the fact that
Reissner-Nordström BHs have both an inner and outer
horizon, and so near the singularity the time direction
remains timelike. As depicted in Fig. 1, one can consider
a spacetime where there is a core Reissner-Nordström
singularity with charge Qin. Within its inner horizon r−in,
one may place a charged shell that carries the charge
necessary so that the net charge of the full spacetime
equals the ADM charge Qout of the BH. With suitable
choice of parameters, one can obtain the ECO described
above, using sources of matter that obey the dominant
energy condition.
We examine the stability of this construction under
radial and nonradial polar perturbations. We consider a
more general case than that presented in Ref. [23]: firstly,
we allow for the exterior metric to be Reissner-Nordström,
rather than just Schwarzschild. Secondly, we allow the
shell to be placed at any radius, rather than just a Planck
length away from the corresponding Schwarzschild horizon
of the exterior metric.
We work under the assumption that the theory of grav-
ity across spacetime is GR. We focus on polar perturba-
tions because (unlike axial perturbations [24, 25]) they
couple to the matter content of the shell, and so we expect
the polar QNM spectra to be more sensitive to the details
of the model.
Our key results are shown in Section VIII, which we
recommend for the reader uninterested in the rather heavy
derivations, with Figs. 5, 8 and 11 containing most of our
key results. We find that the requirements of perturbative
stability and subluminal speed of sound for matter on the
shell constrain the internal mass Min and charge Qin of
the firewall to a compact region which shrinks as → 0.
This is of major interest to the firewall construction, as
the distance between the shell and the horizon should be
of the order of a Planck length. The stability of nonradial
polar perturbations also depends upon boundary condi-
tions chosen in the interior of the construction. Thus the
requirement of stability offers a window into UV physics,
both in terms of specifying the kinds of objects (internal
mass and charge) that could be used to create the firewall
and the possible boundary conditions that may be natural
in a full UV-complete theory of gravity.
The paper is organized as follows. In Section II we recap
and generalize the firewall solution of Ref. [23]. In Sec-
tion III we present the Israel junction conditions [26] and
their application to the firewall solution. In Section IV
we examine the radial stability of the firewall, mostly
following Ref. [27], and we constrain some of the model
parameters by imposing physical conditions on the speed
of sound on the shell. In Section V we summarize clas-
sic results on the perturbations of a Reissner–Nordström
background, as presented in Refs. [28, 29]. In Section VI
we find perturbative corrections to the junction condi-
tions for both the metric and the Faraday tensor. In
Section VII we discuss the physically appropriate bound-
ary conditions needed to solve the perturbation equations.
In Section VIII we constrain the viable values of the
internal metric parameters, and we examine the QNM
spectra as functions of the free parameters of the firewall
model. In Section IX we summarize some of our results
and outline possible directions for future work.
Throughout the paper we use geometrical units (G =
c = 1), a “mostly plus” metric signature (−, +, +, +),
and (unlike Chandrasekhar’s book [28]) we use the tradi-
tional ordering (t, r, θ, φ) for spherical polar coordinates.
3II. FIREWALL CONSTRUCTION
The original firewall construction of Ref. [23] required
an external Schwarzschild metric, but we will generalize it
to allow for an external Reissner-Nordström metric. The
interior and exterior metrics are given by
ds2in = −
∆in(r)
r2
dt′2 + r
2
∆in(r)
dr2 + r2dΩ2 , (1)
ds2out = −
∆out(r)
r2
dt2 + r
2
∆out(r)
dr2 + r2dΩ2 , (2)
where the functions
∆out =
(
r − r+out
) (
r − r−out
)
, (3)
r±out = Mout ±
√
M2out −Q2out , (4)
are related to the mass Mout and charge Qout of the
outer spacetime. Here and below we use a subscript
“out” (“in”) to refer to the outer (inner) spacetime, and
relations analogous to the ones above apply also to the
“in” quantities. The time coordinate t′ in the interior of
the shell differs from the time coordinate t in the exterior.
The external metric reduces to Schwarzschild, as in the
original construction of Ref. [23], in the limit Qout → 0.
The shell is placed at a position a = r+out(1 + ) beyond
the outer horizon of the exterior metric, but within the
inner horizon of the interior metric:
r+out < a < r
−
in . (5)
This construction (cf. Fig. 1) avoids the presence of an
event horizon.
The relation between the interior and exterior time
variables follows by imposing continuity of the metric
across the shell, which is located at r = a. This requires
dt′ = Cindt , (6)
Cin =
√
∆out(a)
∆in(a)
. (7)
Then the metric in both the interior and the exterior
of the shell can be written (in terms of the same time
variable) in the form
ds2in = −fin(r)dt2 +
dr2
hin(r)
+ r2dΩ2 ,
ds2out = −fout(r)dt2 +
dr2
hout(r)
+ r2dΩ2 . (8)
We will drop the “in” and “out” subscripts when the equa-
tions under consideration are symmetric under exchange.
Besides the metric, we will also be interested in the
Faraday tensor Fµν . In the interior, the only nonzero
component of Fµν not dictated by symmetry is given by
Ftr = Cin
Qin
r2
, (9)
while in the exterior we have
Ftr =
Qout
r2
. (10)
We will use units such that r+out = 1 and we will assume
that Qin > 0. With these choices, the external metric is
extremal when Mout = |Qout| = 1.
III. ISRAEL JUNCTION CONDITIONS
We assume the shell to be infinitesimally thin and model
it as a spacelike hypersurface with spacelike, outward-
pointing normal vector nµ = (0, 1, 0, 0)/
√
grr. The normal
vector allows us to define the induced metric on the surface
γµν = gµν − nµnν . (11)
Since the vector nµ is pointing in the radial direction, we
may simplify the analysis by using the same coordinates
used for the bulk (at fixed r) to describe intrinsic quanti-
ties on the shell, which we will denote with Latin indices
running through 0, 2, 3. The embedding of the shell into
the bulk spacetime is described by the extrinsic curvature
Kµν , given by
Kµν = γαµγβν∇αnβ . (12)
The surface stress-energy tensor is restricted to the shell.
For a perfect fluid it can be written as
Sab = (ρ−Θ)uaub −Θγab , (13)
where ρ is the surface mass density, Θ is the surface
tension, and ua = (1, 0, 0)/√−γtt (or equivalently, uµ =
(1, 0, 0, 0)/√−gtt) is the four-velocity of a mass element on
the shell. Note that the four-velocity uµ is perpendicular
to the normal vector nµ.
The presence of the thin shell of matter causes space-
time curvature. Einstein’s equations imply that the shell’s
embedding in spacetime is related to the surface stress-
energy, and they dictate how the derivative of the metric
jumps at r = a. The relation is given by the Israel
junction conditions [26]:
[[Kij ]] = 8pi[[Sij − γijS/2]] = 8pi[[Sij ]] , (14)
[[Sij ]] =
1
8pi [[Kij − γijK]] =
1
8pi [[Kij ]] , (15)
where [[·]] denotes the jump in the corresponding quantity
at r = a,
[[A]] = A(a+)−A(a−). (16)
Inserting Eqs. (8) into the junction conditions (15), one
finds
ρ = − 14pia [[
√
h]] , (17)
Θ = − 116pi
[[√
h
(
2
a
+ f
′
f
)]]
. (18)
4Note that the surface tension of the shell diverges as it
approaches any horizon of the interior or exterior metrics.
Moreover, the Faraday tensor also changes across the
shell. The junction conditions for the Faraday tensor in
special relativity hold also in GR: namely, the tangential
components are smooth across the surface, while the
mixed components are discontinuous, the difference being
proportional to the surface four-current
sa = ηua . (19)
Here η is the surface comoving charge density, and ua the
surface three-velocity. The jump in the Faraday tensor is
given by [30]
[[Fab]] = 0 , (20)
[[Far]] = −4pisa . (21)
Hence we have
[[Ftr]] = 4piη
√
f(a) , (22)
η = Qout − CinQin
4pia2
√
f(a)
. (23)
The difference in charge is the integral of the surface
charge density across the shell.
We will assume the matter component of the shell
to have a constant mass-to-charge ratio σ, so that we
have the following relation between the charge and mass
densities:
ρ = ση . (24)
IV. RADIAL STABILITY
The radial stability of the shell can be studied by fol-
lowing the method outlined in Ref. [27]. We will initially
work with a generic metric of the form (8), where the
radius of the shell is a function of the time coordinate a(t).
We will only outline the calculation for brevity. More
details can be found in Ref. [27].
The general idea is to study the dynamics of a(t). The
Israel junction conditions allow us to relate the spacetime
geometry to the thermodynamic properties of the shell,
and hence to determine the radial acceleration of the shell.
The equation for the surface mass density can be cast
into an “energy balance” equation with some effective
potential. This balance equation allows us to “invert” the
meaning of the junction conditions: rather than asking
for the acceleration in terms of the thermodynamic prop-
erties of the shell, we can express the thermodynamic
properties of the shell in terms of the potential, which
can be chosen freely. In particular, we can make the
shell static at radius a0 by through a choice of potential,
and hence determine the thermodynamic parameters that
correspond to a stable shell. Of particular interest is the
speed of sound corresponding to this stability condition.
If we express the radial position of the shell as a function
of proper time a(τ), the four-velocity can be written as
uµ =
(
dt
dτ
,
dr
dτ
, 0, 0
) ∣∣∣∣
r=a(τ)
=
(√
h+ (∂τa)2√
hf
, ∂τa, 0, 0
)
, (25)
where we have used the proper time of a shell element
at fixed θ and φ to find dt [27]. The normal vector of a
mass element on the shell, which is perpendicular to the
four-velocity, is
nµ =
(
∂τa√
fh
,
√
h+ (∂τa)2, 0, 0
)
. (26)
It is now simple to compute the induced metric (11) and
the extrinsic curvature (12) in terms of the vectors uµ
and nµ.
Using the junction conditions (15), the surface mass
density and the surface tension are (cf. [27] for details):
ρ = − 14pia
[[√
h+ (∂τa)2
]]
, (27)
Θ = − 18pi
[[
A+ 1
a
√
h+ (∂τa)2
]]
, (28)
where A is the magnitude of the four-acceleration:
A =
h2f ′ − f(∂τa)2h′ + h
[
(∂τa)2f ′ + 2f∂2τa
]
2fh
√
h+ (∂τa)2
. (29)
The junction condition for the surface mass density (27)
can be cast as an “energy balance” equation for a(τ) of
the form
1
2(∂τa)
2 + U(a) = 0 . (30)
This can be studied using standard one-dimensional effec-
tive potential methods for the motion of point particles.
The “potential” U can be considered as a function of ρ,
and is given by
U = −M
2
s
8a2 −
a2
8M2s
(hin − hout)2 + 14(hin + hout) , (31)
where Ms = 4piρa2 is the mass of the shell.
We can now invert the potential to express ρ in terms
of U . This procedure gives two roots:
ρ2 = 116pi2a2
[√
hout(hout + U)±
√
hin(hin + U)
]2
.
(32)
To find the physical root, consider the limit where there
is no shell. Then we must have ρ = 0 and hin = hout.
Inserting this into the solution for ρ2 above, we conclude
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FIG. 2. Surface energy density ρ (Eq. (34): top panel) and
surface tension Θ (Eq. (35): bottom panel) for radially stable
firewalls as functions of the shell’s stable location a0, assuming
that the shell is at the minimum of the effective potential.
The blue solid line refers to a Schwarzschild exterior spacetime
(Qout = 0), the orange dashed line to a near-extremal Reissner-
Nordström spacetime (Qout = 0.9), both in units such that
r+out = 1. In this specific example we set Min = Qin = 7a0/4.
that the negative root corresponds to the physical branch.
The negative root can be simplified to the form
ρ = − 14pia
[[√
h− 2U
]]
. (33)
Equation (30) can then be used to express the surface
tension Θ in terms of U and ∂aU .
Despite Eqs. (33) and (27) looking similar, their physi-
cal meaning is different. Equations (27) and (28) give the
density ρ and tension Θ of the shell in terms of the velocity
and position, which are in principle prescribed by some
model for the shell. However, we may consider Eq. (30)
as an independent equation prescribing the dynamics of
the shell, and hence (33) prescribes the thermodynamic
properties of the shell which are compatible with the
specified dynamics.
If we specialize these general results to the firewall
metric of Eqs. (8), we find
ρ = − 14pia
[[√
1− 2M/a+Q2/a2 − 2U(a)
]]
, (34)
Θ = − 18pia
[[
a−M − 2aU(a)− a2∂aU(a)√
a2 − 2aM +Q2 − 2a2U(a)
]]
. (35)
Note that these depend upon the potential and its first
derivative, in contrast to Eqs. (27) and (28), which depend
on the shell’s position and velocity.
By analogy with classical mechanics, the shell will be
stable under radial perturbations if there is some shell
position a0 such that
U(a0) = 0 , (36)
∂aU(a0) = 0 , (37)
∂2aU(a0) > 0 . (38)
Each value for a0 would correspond to a different firewall
model. Note that ∂2aU(a0) does not appear in Eqs. (34)
and (35). We now consider the case of the shell resting
at the minimum of U(a) and examine its properties.
In Fig. 2, for illustration, we show how the surface
energy density and pressure vary with the shell’s static
position a0 for Qout = 0 (top) and Qout = 0.9 (bottom).
For illustration we set Min = Qin = 7a0/4, so that the
inner radius r−in of the internal metric is located outside
the shell. In the limit a0 → 1, the energy density curves
tend to a finite limit ρ = 3/(16pi) ≈ 0.06. Conversely,
the surface tension diverges as the shell approaches the
horizon. These results are consistent with the following
analytic expansion of the surface energy density [Eq. (34)]
and surface tension [Eq. (35)] around a0 = 1 for a radially
stable firewall:
ρ =
√
1− 2Min +Q2in
4pi +O((a0 − 1)
1/2) , (39)
Θ = −
√
1−Q2out
16pi
√
a0 − 1 +O((a0 − 1)
0) . (40)
The speed of sound on the shell is
v2s = −
∂Θ
∂ρ
= −∂Θ
∂a
∂a
∂ρ
∣∣∣∣
a=a0
. (41)
and for a Schwarzschild exterior we can write it as a series
expansion around the horizon a0 = 1 as follows:
v2s =
1
4(a0 − 1) +
F−1/2(Min, Qin)√
a0 − 1
+ [F0(Min, Qin) + ∂2aU(a0)] +O((a0 − 1)1/2) , (42)
for some functions F−1/2 and F0, whose explicit expression
is not important for the present purposes. The first two
terms clearly diverge as a0 → 1, while ∂2aU(a0) enters at
zeroth-order in the expansion and with a positive sign. We
will see momentarily that the requirement of a subluminal
speed of sound (0 ≤ v2s ≤ 1) places tight bounds on the
model, and allowing ∂2aU(a0) 6= 0 can only increase the
value of vs. Therefore we will set ∂2aU(a0) = 0, which
allows us to be as liberal as possible with the model.
The expansion (42) shows that the speed of sound
becomes superluminal for a shell at the horizon for all
model parameters. However, by fine-tuning the model
we can impose a subluminal speed of sound for all fi-
nite values of (a0 − 1). In Fig. 3 we show constraints
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FIG. 3. Constraints in the (Min, Qin) plane associated with physical requirements on the speed of sound vs [Eq. (41)] for three
shell locations: a0 = 1.1 (left), a0 = 1.2 (center) and a0 = 2 (right). The top row corresponds to a Schwarzschild exterior; the
bottom row, to a Reissner-Nordström exterior with Qout = 0.9, in units such that r+out = 1. The blue region bounded by a solid
line is unphysical because vs > 1, while the orange region bounded by a dashed line corresponds to vs < 0. The orange region in
the bottom-left corner of the right panels is due to a divergence in Eq. (41). The gray region is excluded because r−in < a0.
in the (Min, Qin) plane associated with physical require-
ments on the speed of sound vs. We consider three shell
locations (a0 = 1.1, a0 = 1.2 and a0 = 2) and two exte-
rior spacetimes: a Schwarzschild exterior (top row) and
a Reissner-Nordström exterior with Qin = 0.9 (bottom
row). Recall that we use units such that r+out = 1.
The blue region, excluded by the requirement that the
speed of sound should be subluminal, grows unbounded
as a0 → 0. As the shell position a0 increases, this blue
region initially shrinks, and then it grows again. The
orange region bounded by a dashed line corresponds to
vs < 0. The gray region is excluded because r−in < a0.
As a0 gets larger and the blue region expands again, the
allowed parameter space gets squeezed between the blue
and orange “forbidden regions.” The emergence of the
orange region in the bottom-left corner of the right panels
is due to a divergence in Eq. (41): around this divergence,
the speed of sound tends to ±∞ from either side.
In the following sections, when examining a particular
shell position a we will assume that the shell is static and
located at a minimum of U(a). For brevity we will drop
the zero subscript from the static shell position and set
a = a0.
V. POLAR PERTURBATIONS OF THE
METRIC AND FARADAY TENSOR
We now consider the nonradial stability of this firewall
model, focusing on even-parity (or “polar”) perturbations.
As both the interior and the exterior are described by
the Reissner-Nordström metric, we can derive the per-
turbation equations in both cases following Refs. [28, 29],
but using two different time coordinates: t′ in the inte-
rior spacetime of Eq. (1), and t in the exterior spacetime
of Eq. (2). For brevity, we will only write down the
perturbation equations in terms of the variable t.
We make use of Chandrasekhar’s “metric of sufficient
generality” for polar perturbations [28]
ds2 = −e2νdt2 + e2µrdr2 + e2µθdθ2 + e2ψdφ2 , (43)
where ν, ψ, µr and µθ are functions of (t, r, θ). At leading
order, these functions are chosen such that the metric is
either of Eqs. (8). First-order perturbations to the metric
7are given by
δgµν = 2
−δν∆/r
2 0 0 0
0 δµ2 r2/∆ 0 0
0 0 δµ3 r2 0
0 0 0 δψ r2 sin2 θ
 ,
(44)
where
δν = N(r, t)P`(θ) , (45a)
δµ2 = L(r, t)P`(θ) , (45b)
δµ3 = T (r, t)P`(θ) + V (r, t)∂2θP`(θ) , (45c)
δψ = T (r, t)P`(θ) + V (r, t) cot(θ)∂θP`(θ) , (45d)
and P`(θ) denotes Legendre polynomials. The functions
N,L, T and V differ in the interior and in the exterior.
They must be related by imposing continuity of the metric,
the junction conditions and the t→ t′ time redefinition.
The polar components of the Faraday tensor are per-
turbed in a similar fashion:
δF(0)(1) = −r
2h
2QB01(t, r)P`(θ) , (46)
δF(0)(2) =
r
√
h
2Q B02(t, r)P
′
`(θ) , (47)
δF(1)(2) = iω
r
2
√
hQ
B13(t, r)P ′`(θ) , (48)
where we use brackets to indicate tetrad components of
the tensor, which are related to the perturbations in the
coordinate frame via the relation δFµν = δF(α)(β)e(α)µ e(β)ν ,
where the tetrad (“vierbein”) vectors are defined in Ap-
pendix A to improve readability. We introduced some
notational changes with respect to Ref. [28]: Eqs. (46),
(47) and (48) differ by a minus sign with respect to the
equations in Ref. [28] due to the change in metric signa-
ture, and the indices have a different meaning because of
the different ordering of the coordinates.
The time dependence can be separated as usual by a
Fourier expansion, but we must use different frequencies
in the interior and in the exterior: for example
Nout(r, t) = Nˆout(r)e−iωoutt , (49)
Nin(r, t′) = Nˆin(r)e−iωint
′
. (50)
Metric continuity demands ωin = C−1in ωout when we per-
form the change of variables t′ → Cint [cf. Eq. (6)].
While it may appear that there are several perturbation
variables, there are only two polar degrees of freedom.
Through a series of definitions and substitutions [28, 29],
the perturbation equations for the Reissner-Nordström
metric can be found to be(
d2
dr2∗
+ ω2
)
Z+1,2 = V1,2Z+1,2 , (51)
where
V1,2(r) =
∆
r5
[
U(r)± 12(q1 − q2)W (r)
]
, (52)
U(r) = (Λr + 3M)W (r)− Λ∆(r)
χ(r)
+ [χ(r)− Λr/2−M ] , (53)
W (r) = ∆(r)
rχ(r)2 (Λr + 3M) +
Λr + 2M
2χ(r) , (54)
χ(r) = Λr/2 + 3M − 2Q2/r , (55)
q1 = 3M +
√
9M2 + 4Q2Λ , (56)
q2 = 3M −
√
9M2 + 4Q2Λ , (57)
Λ = (`− 1)(`+ 2) . (58)
The potential V1 (V2) corresponds to choosing the plus
(minus) sign. The algebraic completion of the system,
relating the wave functions Z1,2 to the metric components,
is given in Appendix B.
It is easily seen that V2 does not diverge away from the
origin, while V1 diverges as χ(r) → 0. The divergence
occurs at a radius d` that is a monotonically decreasing
function of `:
d` =
−3M +
√
9M2 + 4ΛQ2
Λ , (59)
d1 =
2Q2
3M . (60)
for ` > 1 and ` = 1, respectively. These divergences all
appear within the inner horizon, and so are not normally
of physical interest (but see [31]). All divergences cannot
be moved outside of the shell, as for any set of metric
perturbations there exists a finite ` such that d` < a. This
will be important when discussing boundary conditions
for the perturbation equation for Z+1 in Sec. VII below.
The perturbation equations can be solved separately
in the interior and in the exterior. The relation of the
two sets of perturbation variables across the shell is pre-
scribed by the junction conditions, as discussed in the
next section.
VI. JUNCTION CONDITIONS FOR THE
PERTURBATIONS
The perturbation equations (51), given initial condi-
tions, allow us to find the form of the wave functions
Z+1,2. Through the metric completions of Appendix B,
this determines the metric perturbations from the origin
to the location of the shell. To integrate beyond the shell,
we must impose continuity of the metric and find the
jump in the derivatives of the metric perturbations across
the shell. Metric perturbations complicate the procedure
because they modify the radius and the four-velocity of a
given shell element.
In this section we find the conditions needed to describe
the change in the perturbed metric and in the perturbed
8Faraday tensor across the charged shell. To simplify
the calculation, it is convenient to perform a coordinate
transformation such that the shell remains static at a
fixed radius (Sec. VIA). Then imposing metric continuity
becomes trivial, as shown in Sec. VIB. In Section VIC
we apply the Israel junction conditions, and finally in
Sec. VID we find the change in the Faraday tensor across
the shell.
A. Making the shell static
The shell lies at the transition between the internal and
external metric, but the metric perturbations cause the
shell to oscillate with four-velocity
uα = (1 + δ˙t, δ˙r, δ˙θ, 0)/
√
−gtt(a) , (61)
where dots denote derivatives with respect to t. It is easier
for our purposes to impose junction conditions when the
shell is static, as in Ref. [32] (see Ref. [33] for a similar
calculation were the shell remains dynamical). Therefore
we look for a coordinate transformation such that the
shell is static, i.e. the four-velocity of an element on the
shell becomes
uα = (1, 0, 0, 0)/
√
−gtt(a) . (62)
We will perform this transformation on the internal and
the external metric, both expressed in terms of the t
coordinate.
For polar perturbations, infinitesimal coordinate
changes of the form xα → x¯α = xα +
∑2
i=0 ξ
(i)
α involve
three independent functions y(t), z(t) and w(t), which
can differ in the interior and in the exterior:
ξ(0)α = (y(t)P`(θ), 0, 0, 0) , (63)
ξ(1)α = (0, z(t)P`(θ), 0, 0) , (64)
ξ(2)α = (0, 0, w(t)P`(θ),θ, 0) , (65)
where as usual P`(θ) denotes Legendre polynomials, and
we omit an ` subscript on the functions of time for no-
tational simplicity. We can now Fourier transform the
three independent functions, e.g.
yout(t) = yˆoute−iωoutt , (66)
yin(t) = yˆine−iωoutt , (67)
and set their amplitude at the shell by imposing the
junction conditions.
The perturbed metric in the new coordinate system is
given by
gαβ = gαβ + δgαβ +
2∑
i=0
Ξ(i)αβ , (68)
where
Ξ(i)αβ = ξ
(i)
α;β + ξ
(i)
β;α (69)
and covariant derivatives are computed with respect to
the unperturbed metric gµν . The Faraday tensor also
changes under this change of coordinates:
Fµν = Fµν + δFµν +
2∑
i=0
Lξ(i)Fµν (70)
where Lξ(i)Fµν is the Lie derivative of Fµν along the vector
ξ(i). Explicit expressions for Ξ(i)αβ and Lξ(i)Fµν are given
in Appendix C.
B. Metric continuity
For the spacetime to be defined at the shell, the metric
must be continuous across the shell, while discontinuities
in the metric derivatives are controlled by the junction
conditions. These conditions impose relations between
the metric perturbations and the coordinates on either
side of the shell. The tt, tθ, θθ, and φφ components of
the junction conditions give
[[2y˙ − hzf ′]] = 2f [[N ]] , (71)
[[y + w˙]] = 0 , (72)
[[hz] = −a[[T ]] , (73)
[[w]] = −a2[[V ]] , (74)
respectively . Note that Eq. (71) is the same condi-
tion found when imposing the normalization of the four-
velocity with the perturbed metric in the xµ coordinate
system.
C. Israel junction conditions
The surface stress-energy tensor of the shell is
Sij = [ρ−Θ + (δρ− δΘ)P`]uiuj−[Θ + δΘP`] gij , (75)
where Θ is the surface tension. The perturbations δΘ and
δρ are related via
δΘ = −u2sδρ. (76)
Note that the speed of sound for the polar perturbations
need not be the same as the speed of sound for radial
oscillations of the shell in Eq. (41), and so we treat it as
an independent parameter.
We can decompose the angular dependence of the sur-
face stress-energy tensor, of the metric and of the extrinsic
curvature as in Appendix A of Ref. [32]. The polar com-
ponents of a three-tensor with signature (−, +, +) can
be written as
T =
 T1 0 00 T2 0
0 0 T2 sin2 θ
P` + T3
 0 ∂θ 0∂θ 0 0
0 0 0
P`
+ T5
 0 0 00 ∂2θ 0
0 0 cos θ sin θ ∂θ
P` . (77)
9Given a tensor Tij , there are four irreducible components
T(k) (k = 1, 2, 3, 5) that transform as polar quantities
(we follow the notation of Ref. [32], where T(4) and T(6)
denote axial quantities). Through this decomposition we
can relate the irreducible components under rotations of
Eq. (15).
For the stress-energy tensor of Eq. (13), one finds
S(1) = f(δρ− 2(Θ− 2ρ)N(a, t)
− (Θ− 2ρ)(hzf ′ − 2y˙) , (78)
S(2) = −a[aδΘ + 2aΘT (a, t) + 2Θhz] , (79)
S(3) = −ρ(y + w˙) , (80)
S(5) = −2Θ[a2V (a, t) + w] . (81)
The components of the stress-energy tensor should not
be affected by coordinate changes: they are intrinsic to
the shell, and they should only depend upon intrinsic
quantities. The perturbations and changes to the metric
inside and outside the shell should play no role because
the shell is static.
From Eqs. (71), (72) and (74) we find
8pifδρ = [[K¯1]] , (82)
−8pia2δΘ = [[K¯2]] , (83)
0 = [[K¯3]] , (84)
0 = [[K¯5]] . (85)
This makes physical sense: the shell is static in the new
coordinate system, and so we should not expect any shear
or momentum flux. The forms of K¯i, which are long and
not enlightening, are presented in Appendix D.
D. Faraday tensor
We now introduce perturbations δη to the surface co-
moving charge density:
sα + δsα = [η + δη(t)P`]uα . (86)
The perturbation δη can be related to the perturbation
in the matter density δρ through the constant mass-to-
charge ratio σ introduced in Eq. (24):
δρ = σδη . (87)
By imposing metric continuity we find
[[
δFtr +
2∑
i=0
(Lξ(i)F )tr
]]
= −4piδη
√
fP` , (88)
[[
δFtθ +
2∑
i=0
(Lξ(i)F )tθ
]]
= 0 , (89)
[[
δFrθ +
2∑
i=0
(Lξ(i)F )rθ
]]
= 0 . (90)
The remaining conditions are trivial.
VII. BOUNDARY CONDITIONS
Now that we have the perturbation equations and the
junction conditions, we need to solve the perturbation
equations (51). To find the wave functions Z+i , we inte-
grate outwards from r = 0 to the shell, which is located
at r = a. The QNM frequencies of the spacetime are
found by imposing outgoing-wave conditions in the limit
r →∞, i.e.
Z+1,2(r →∞) = eiωr∗ . (91)
The boundary conditions at r = 0 are more involved.
To start the integrations we need an expansion of the
wave functions close to the singularity (r = 0), which can
be found as follows. The tortoise coordinate r∗, defined
by f = drdr∗ , is
r∗ = r+
r2−
r− − r+ log
(
r− − r
r−
)
+
r2+
r+ − r− log
(
r+ − r
r+
)
.
(92)
An expansion around r = 0 yields
r∗ ≈ r
3
3r−r+
, (93)
and hence one can easily find the Frobenius series solu-
tion [31]:
Z+1,2 = A1,2r
1/3
∗
[
1 + r1/3∗
∞∑
i=1
a
(1,2)
i r
i/3
∗
]
+B1,2r2/3∗
[ ∞∑
i=0
b
(1,2)
i r
i/3
∗
]
. (94)
Note that we do not use the r2/3∗ term within the Frobenius
series for the r1/3∗ solution on the first line. This is as r1/3∗
and r2/3∗ are linearly independent solution, and so the
coefficient of r2/3∗ cannot depend upon the coefficient of
r
1/3
∗ . The system has two degrees of freedom, so we need
two boundary conditions for the solutions to be unique.
Both of the independent solutions for Z+1,2 are regular
at the singularity, seemingly leaving no room to impose
physically motivated boundary conditions. Note however
that the perturbations must be small, and so their con-
tribution to any physical quantity should also be small.
Following Ref. [34], we will consider in particular the
Kretschmann invariant K = RαβγδRαβγδ. As r → 0,
the background’s contribution to K diverges as 56Q4inr−8,
while the Kretschmann invariant’s perturbation diverges
as r−9.
The fact that perturbations to the Kretschmann invari-
ant diverge faster than the background implies that the
perturbations do not remain small near the singularity.
Insisting that the perturbations do not diverge faster than
the background yields the following boundary conditions:
A1 = −q2,inA22Qin , (` 6= 1) , (95)
A1 = A2 = 0, (` = 1) . (96)
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We could also apply the same argument to F(a)(b)F (a)(b),
but it would yield the same conditions. Note that we
have the correct number of boundary conditions for ` = 1,
but we are missing one boundary condition for ` ≥ 2.
Importantly, the two degrees of freedom Ai (i = 1, 2)
must mix in order to have physically meaningful pertur-
bations of the Kretschmann invariant at the singularity.
This means that, in general, these boundary conditions
imply that these perturbations cannot be excited inde-
pendently.
The missing boundary condition for ` ≥ 2 can be
found by using again the divergence properties of the
Kretschmann invariant, but this time at the finite value
of r = d` were the potential V1 diverges: cf. Eq. (59).
The series solution for Z+1 around r = d` is
Z+1 = A(r − d`)−1
[
1 +
∑
i=1
ai(r − d`)i
+ (r − d`)3 log(r − d`)
∑
i=1
ci(r − d`)i
]
+B(r − d`)2
[
1 +
∑
i=1
bi(r − d`)i
]
. (97)
As r → d` the perturbations (and hence the Kretschmann
invariant) will diverge unless we impose a second boundary
condition, i.e.
A = 0 . (98)
For this boundary condition to be valid, we need the
divergence for all ` ≥ 2 to be within the shell. Moreover,
to avoid the divergence for ` = 1, d1 must lie outside
the shell. This restricts the space of allowed values of
(Min, Qin), as we must have
d2 < a < d1 . (99)
Thus we have four constraints on the interior metric: the
two above, that the shell is locate within r−in, and that
Qin < Min. A viable region exists for all a > 1, but
the space of allowed internal parameters becomes highly
constrained as the shell position approaches the horizon.
VIII. NUMERICAL RESULTS
The integration from the origin to infinity is performed
in two steps. We first integrate from the origin to the
shell, where we apply the junction conditions; then we
integrate from the shell to infinity.
The case ` = 1 is special: as discussed in Appendix B
there is only one physical degree of freedom, so we
can work with the perturbation function H+1 defined in
Eq. (B4). We compute the QNM frequencies using both
a shooting method and an adapted version of Leaver’s
method, as described in Refs. [25, 35, 36].
Because of the junction conditions and of the more
complex boundary conditions, gravitational and electro-
magnetic perturbations are coupled when ` ≥ 2. In this
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FIG. 4. An example of the variation of the QNM frequencies
with the speed of sound us on the shell for a model with
parameters Qout = 0, Min = Qin = 7a/4. The blue solid line
is the fundamental mode with ` = 1. The orange dashed and
green dot-dashed lines correspond to the two dominant modes
with ` = 2, whose imaginary parts cross at a finite speed of
sound us = 0.12.
case we find the spectra of coupled ordinary differential
equations following the methods described in Ref. [37],
and again we cross-check results by comparing a shooting
method against an adapted version of Leaver’s method.
The additional boundary condition in Eq. (98) causes
a further complication when we integrate Z+1,2 from the
origin to infinity, because of the divergence in the potential
V1 at r = d` (where ` > 1), as defined in Eq. (59). Our
integration procedure can be summarized as follows:
• We use the Frobenius series (94) to approximate
both wave functions Z+1,2 from r = 0 to r = .
• We use the shooting method to find the value of
A1 which satisfies the boundary condition A = 0 at
r = d`.
• We integrate the wave function Z+1 to r = d`−δ, and
use the series solution (97) to extend the solution
across the singularity to r = d` + δ.
• We integrate both wave functions Z+1,2 out to the
location of the shell (note that there are no singu-
larities in the integration of Z+2 ), where we apply
the junction conditions.
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FIG. 5. Bounds on the internal metric parameters (Min, Qin) for a Schwarzschild exterior. The left, center and right plots
correspond to a = 1.1, a = 1.2 and a = 2, respectively. The white region represents allowed models. The black solid line within
the white region corresponds to Im(ω) = 0; points to the upper right of the black line correspond to Im(ω) > 0, and therefore
to unstable models. The white region is mostly determined by the requirement that vs < 1 (blue solid line, which excludes
the bottom-left region in each plane) and vs > 0 (dashed orange line, which excludes the bottom-right region in each plane).
In the grayed-out region the firewall model is not defined because r−in < a. Points below the dotted line (corresponding to
a = d`=1) and above the dot-dashed line (corresponding to a = d`=2) do not have well-defined boundary conditions for the
perturbation equations. Points above the dot-dot-dashed line (top-left region) are excluded because Qin > Min. The region of
allowed parameters is therefore the bottom-left “slice” of the white region. It gradually shrinks and approaches a line segment
as a→ 1.
• We integrate from the shell out to infinity, imposing
outgoing-wave boundary conditions at infinity.
• We use the methods described in Ref. [37] to find
the QNM frequencies ω.
After some numerical experimentation we decided to set
 = 0.005 and δ = 0.01 for numerical stability. Therefore
the stability of our numerical scheme imposes a (nonphys-
ical) lower bound on the shell position: a ≥ 1.005 for
` = 1, and a ≥ 1.025 for ` > 1.
Below we discuss the dependence of the QNM frequen-
cies on the model parameters.
A. Speed of sound
In Section. IV we derived the speed of sound vs for
radial oscillations of the shell, Eq. (41), which is different
from the speed of sound us for polar perturbations of
the shell, as defined in Eq. (76). Here we examine the
dependence of the QNM spectra upon us.
In Fig. 4 we show how the fundamental ` = 1 mode
and the two dominant ` = 2 modes vary with u2s. For
concreteness we consider a shell located at a = 1.2, and
we consider internal parameters Min = Qin = 7a/4 which
lie in region of allowed values (cf. Fig. 5) and are halfway
between the bounds (99).
This example shows that the QNM frequencies typically
have a weak dependence on the speed of sound. However,
the imaginary parts of the two dominant modes with
` = 2 switch order at us = 0.12 for a = 1.2. This weak
dependence on the speed of sound makes this firewall
model different from gravastars, where the structure of
the spectra is more strongly dependent on the speed of
sound [32]. Since the spectra show little dependence on
us, and to explore the most extreme cases allowed by this
model, from now on we will set us = 1.
B. Interior parameters
The firewall model has two seemingly arbitrary param-
eters, the internal charge Min and mass Qin. As there
is no a priori relation between the values for the inte-
rior mass and charge and the other model parameters,
each choice for these internal parameters corresponds to
a different realization of the firewall model, and therefore
to a different QNM spectrum. In principle the internal
parameters (Min, Qin) could depend on the specifics of
the firewall’s formation channel and take a wide variety
of values. If so, the QNM spectra of these objects would
be nearly unpredictable. However there are a number of
constraints on the internal parameters: the inner horizon
of the internal metric must be located beyond the shell
[Eq. (5)]; the radial speed of sound must satisfy the con-
ditions 0 ≤ vs ≤ 1; and further constraints come from
the boundary conditions for the perturbation equations
[Eq. (99)]. These bounds, and therefore the shape and
extension of the allowed region, depend upon the shell po-
sition a, as shown in Fig. 5. Quite remarkably, the allowed
region gradually shrinks (approaching a line segment) as
a→ 1.
The space of valid internal parameters is compact, and
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FIG. 6. Change in the complex QNM frequencies (in units r+out = 1) as we track (Min, Qin) around the white allowed region
shown in Fig. 5 for a “Schwarzschild-like” model with Qout = 0, us = 1 and a = 1.2. The left (right) plot refers to the
fundamental mode with ` = 1 (` = 2). The ` = 2 modes become unstable (the imaginary part crosses zero) for two specific
values of the internal parameters, corresponding to the edges of the black solid line in the middle panel of Fig. 5.
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FIG. 7. Crossover frequency (i.e., the value of Re(ω) at which Im(ω) = 0) and corresponding internal parameters (Min and Qin)
as a function of the shell position a. The solid red line corresponds to the rightmost allowed point in the (Min, Qin) plane; the
dashed blue line corresponds to the leftmost point (cf. Fig. 5).
so we may examine the change of the spectra as we tra-
verse a loop in the (Min, Qin) parameter space, keeping
fixed the other model parameters. This represents the
extreme values that different realizations of a firewall
(which looks otherwise identical to an external observer)
may take. In Fig. 6 we set Qout = 0, us = 1 and a = 1.2,
corresponding to the middle panel of Fig. 5, and we show
how the fundamental (n = 1) complex QNM frequencies
for ` = 1 and ` = 2 change as we “loop around” the
allowed internal parameters in the (Min, Qin) plane. Im-
portantly, the spectrum for these “edge models” is also
compact: an arbitrary point in the allowed “white region”
for (Min, Qin) would have its QNM frequency within the
loops shown in Fig. 6. For the range of values of a that
we explored, the ` = 1 mode remains stable for all allowed
values of the internal parameters, while the ` = 2 modes
can be unstable. This somewhat counterintuitive result is
most likely due to the different boundary conditions for
` = 1 and ` > 1 perturbations. The potential instability of
the fundamental ` = 2 mode further restricts the allowed
region of the internal parameters for the firewall model:
the marginal stability line with Im(ω) = 0 is shown as
a solid black line in Fig. 5 for the three selected values
of the shell position a, and only the bottom-left “slice”
of each white region corresponds to nonradially stable
solutions.
C. Allowed interior parameters for near-Planckian
shell locations
In the firewall model of Ref. [23], the shell is placed a
Planck length away from the horizon. This is an important
feature of the model: one can justify the firewall as being
due to (as yet unknown) high-energy physics in the limit
where the surface mass density also becomes Planckian.
Recall that we work in units such that r+out = 1, and
so the physical position of the shell has been scaled out.
For an astrophysically relevant exterior mass of (say)
10M and in our units, a shell located a Planck length
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FIG. 8. Same as Fig. 5, but for a = 1.025, the smallest
value for the shell location that we could consider within our
numerical scheme. The white region is barely visible and it
spans the range Min ' [3.08, 3.20], Qin ' [2.33, 2.38].
away from the horizon corresponds to a = 1 + 10−40.
However, as discussed in the introduction to this section,
our numerical procedure limits us to a value of a = 1.025,
which would be equivalent to the shell being placed at a
physical distance of approximately 600m from the event
horizon – a far cry from the physical value required in the
original model, but still indicative of what may happen
at small separations between the horizon and the shell.
To illustrate the dependence of the instability crossing
on the shell position, in Fig. 7 we show the crossover
frequency (i.e., the value of Re(ω) at which Im(ω) =
0) and the corresponding internal parameters (Min and
Qin) as a function of the shell position in the range a ∈
(1.025, 2) where we can trust our numerical procedure. As
seen in Fig. 5, the instability crossing is approximately a
straight line in the Min(a) and Qin(a) plane in most of
the range, with a turnover below a ' 1.2. This turnover
occurs between a = 1.1 and a = 1.2, when one of the
extrema of the marginal instability black line in Fig. 5
crosses the “apex” of the triangular allowed white region.
In Fig. 8 we show a “stability diagram” similar to Fig. 5
for the smallest shell location we could consider (a =
1.025). This places stringent bounds on firewall models
that are stable under nonradial perturbations. Even at
this relatively large (non Planckian) shell location, allowed
models are restricted to a very limited range of internal
parameters: Min ' [3.08, 3.20], Qin ' [2.33, 2.38]. By
extrapolating our numerics to a → 1, we estimate that
the allowed parameter space shrinks to the line segment
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FIG. 9. Real and imaginary parts of the QNM frequencies
as a function of the external charge Qout for a = 1.15, Min =
Qin = 7a/4. Different lines refer to the fundamental mode
with ` = 1 and to the two lowest lying modes with ` = 2.
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FIG. 10. Tracks in the complex plane of the same QNM
frequencies shown in Fig. 9. For clarity, we have multiplied
the ` = 1 QNM frequencies by 3. Filled circles (squares)
denote the QNM frequencies at which the system becomes
unstable for negative (positive) Qout.
between Min ' [2, 4], Qin ' [1.73, 2.65] in the (Min, Qin)
plane.
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FIG. 11. Bounds on the internal metric parameters (Min, Qin) for a Schwarzschild exterior. Different panels correspond to
a = 1.025 (left), a = 1.1 (center) and a = 1.2 (right). The speed of sound imposes two bounds: vs < 1 (blue solid line) and vs > 0
(dashed orange line). In the grayed-out region the firewall model is not defined because r−in < a. The black line corresponds
to marginally instability of the ` = 1 perturbations, i.e. Im(ω) = 0, when we use with the alternative boundary conditions of
Sec. VIII E. Note the different scales of the axes relative to Fig. 5.
D. Spacetimes with nonzero external charge
While the most astrophysically relevant case is that of
a neutrally charged exterior spacetime, it is interesting (at
least academically) to investigate the stability of charged
exterior metrics. For concreteness, in this analysis we set
a = 1.15, us = 1, Min = Qin = 7a/4. While these results
are not generic, the dimensionality of the parameter space
of solutions is too large, and this exploratory study is
sufficient for a qualitative understanding of the stability
properties of charged spacetimes.
In Fig. 9 we plot the real and imaginary part of the
QNM frequencies as functions of the external charge Qout.
We focus on the dominant mode with ` = 1 and the two
dominant modes with ` = 2. Note their equal imaginary
part when Qout = 0. We find an interesting structure with
kinks in the spectra. The imaginary part of the frequency
crosses zero when the charge is extremal (|Qout| ≈ 1),
indicating that extremal systems would be marginally
unstable even in the absence of an event horizon.
To further illuminate the structure of the spectrum, in
Fig. 10 we show the QNM tracks in the complex plane.
The ` = 1 QNM frequency tracks show multiple loops:
similar features were also found in the case of gravas-
tars when the speed of sound on the gravastar “shell”
varies [32], and also for “ordinary” Reissner-Nordström
BHs: see e.g. Fig. 3 in Ref. [38].
E. Alternative boundary conditions
The bound upon the internal parameters which restricts
the parameter space from reaching large values of Min
and Qin (dot-dashed line in Figs. 5 and 8) is primarily
due to Eq. (99), which follows from the boundary condi-
tion (95). This condition is set for modes with ` > 1, as
otherwise the system is not well defined. We also placed
requirements upon the perturbations of the Kretschmann
invariant at the origin, but one may still raise valid con-
cerns. Specifically, at the origin the curvature diverges,
and so presumably GR will break down at some finite
radius. If this is the case, the perturbation equations
and their series solution at the origin are no longer mean-
ingful, and presumably the boundary conditions which
place tight constraints upon Min and Qin would no longer
apply.
Effective field theory arguments suggest that higher-
order curvature terms would become relevant in the field
equations as we approach the singularity and the curva-
ture grows. A conservative requirement would be that
the perturbations of all curvature scalars do not diverge
quicker than the background. As an ansatz for boundary
conditions that would satisfy such a constraint, we assume
that A1 = A2 = 0 for all `. We must also assume that
any modification to the perturbation equations remains
negligible, so that the problem is tractable and the RN
perturbation equations (51) are still valid, at least in some
perturbative sense. This alternative formulation of the
problem is equivalent to the ` = 1 system derived earlier,
with the main difference that the (Min, Qin) plane is no
longer bounded by Eq. (95), and so we are free to examine
larger values of these internal parameters.
To study the stability of the system under these alter-
native boundary conditions we will focus on perturbations
with ` = 1. These perturbations can be expected to yield
the strongest instabilities, because now all modes (includ-
ing those with ` > 1) have the same boundary conditions.
In Fig. 11 we show again the bounds in the (Min, Qin)
plane that correspond to the radial speed of sound being
subluminal, together with the marginal instability line
identified by the condition Im(ω) = 0 under these new
boundary conditions. We could not check whether there
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is an unstable mode for all values of the internal parame-
ters above this line, but we conjecture that the system is
unstable in this region. When we impose these alternative
boundary conditions the allowed region is larger than in
Figs. 5, but it remains compact.
Even with these alternative boundary conditions, the
internal parameters Min and Qin are still restricted to
small (sub-Planckian) values for the values of a considered
here. Note however that the allowed region does grow as
a → 1, potentially permitting larger values of Min and
Qin. It is the asymptotic nature of this region that is of
interest to the firewall model. Due to the limitations of
our numerical approach, we are not able to definitively
establish whether there are points of stability in this
asymptotic region.
The firewall model we considered is a horizonless object
where the interior is causally connected with the exte-
rior, so one would expect the allowed range of parameters
describing the firewall to depend on the physics in the
interior. By necessity we assumed GR to be valid, but
UV physics should be relevant near r = 0. In the absence
of a UV-complete theory of gravity we cannot derive the
perturbative formalism within the firewall, and exact pre-
dictions cannot be made. However, one may attempt the
inverse problem and fit the model to future observations
of QNMs where: (i) we impose some other set of boundary
conditions at a finite radius where GR is still applicable,
or (ii) we assume (hypothetical, or EFT-inspired) field
equations different from GR within the shell. This may
allow us to impose requirements on the UV theory in the
interior for Planckian firewalls.
IX. CONCLUSIONS
Given a fixed set of ADM parameters, the firewall ECO
matches onto the exterior geometry of a Schwarzschild
BH with those ADM parameters. In the construction
described in Ref. [23], the interior geometry is a func-
tion of two unconstrained parameters (Min, Qin). In this
work, we have examined the radial stability and polar
QNM spectra of this model. The condition of having a
radially stable firewall with subluminal sound speed sig-
nificantly constrains the internal parameters (Min, Qin).
In the limit that the firewall is placed just a Planck length
away from the Schwarzschild horizon, the allowed range
of parameters appears to shrink to a line in the (Min, Qin)
plane. The formation of the firewall ECO from collapsing
matter relies on unknown UV physics. Presumably, in
any UV-complete model the evolution of the collapsing
matter into the firewall would proceed through specific
objects that exist in the UV, which would correspond to
a unique point in the (Min, Qin) plane. The requirement
of stability and subluminality narrows down the range of
possible objects in the UV that could conceivably allow
the firewall to exist. Moreover, the nonradial stability
of this object is dependent on the boundary conditions
chosen in the interior of the firewall. There is no natural
way to choose these conditions, since they arise from un-
known UV physics. Our results suggest that stability may
provide an insight into this physics. It would be inter-
esting to see if these stability arguments would eliminate
the range of parameters in Ref. [23] that could be used
to construct negative-mass (and therefore presumably
unstable [39, 40]) Schwarzschild solutions.
In this paper, we have only examined the polar nonra-
dial QNM spectrum of the firewall. Polar perturbations
couple to the stress-energy tensor of the shell, and so
they are sensitive to the properties of the assumed exotic
matter on the shell. In principle, the axial spectrum can
also easily be found following the methods described in
this work to further clarify the stability properties of the
firewall. However, expressions for the algebraic comple-
tion of the axial modes analogous to the known results for
the Reissner-Nordström background [41] are not readily
available. Once such expressions are derived, the junction
conditions can be applied to find how the perturbations
change across the shell and the stability of these modes
can be studied.
There are two notable limitations of our analysis. First,
we have modelled the shell as a perfect fluid. It might
be interesting to perform these analyses using relativis-
tic objects (such as branes) that could exist in the UV
and support a richer class of fluids. Second, our analysis
relies on using GR to describe the spacetime, but the
formation of the firewall ECO explicitly requires the use
of unspecified physics beyond GR. In the absence of a
full theory, we cannot perform a more complete analysis,
but the spirit of our present inquiry is similar in vein to
the approach taken in Ref. [23]. We could construct such
objects in the limit where the densities are sub-Planckian
and demonstrate stability, then take the limit where the
objects approach Planck density and see if there are insta-
bilities. It is encouraging that radial stability is possible
for such objects even in GR. We cannot conclusively es-
tablish the stability of nonradial polar perturbations of
the Planckian firewall in Ref. [23], but we find hints that
the object is unstable within GR when Min and Qin are
large. It is possible that the UV completion of gravity
may provide structures that could stabilize this system.
Our calculations are also of broader phenomenological
relevance. As an object without a horizon, a firewall ECO
can support hair. One may use our perturbative solutions
at a finite radius and integrate them back to the location
of the firewall to find the deformations of this firewall away
from spherical symmetry and estimate the “size” of such
hair. It would be interesting to map out the observational
signatures of hair, either through its effects on orbits of
test bodies or through the gravitational-wave emission
of hairy BHs. Moreover, the existence of deformations
at the surface of the BH can lead to mixing between
various exterior angular momentum modes around the BH.
This could have significant impact on phenomena such as
superradiance and tests of the reflectivity of BH surfaces,
since such mixing may cause low angular momentum
modes to evolve into high angular momentum modes,
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trapping them behind the light ring. In light of upcoming
experimental probes of BH spacetimes, it is important to
analyze these effects in order to robustly test the firewall
framework.
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Appendix A: Tetrad for Reissner-Nordström
perturbations
The vierbein or tetrad for the perturbed metric (44) in
the primed coordinate system is defined as
eµ(0) = (h
−1/2(1−NP`) , 0 , 0 , 0 ) , (A1a)
eµ(1) = ( 0 , h
1/2(1− LP`) , 0 , 0 ) , (A1b)
eµ(2) = ( 0 , 0 , r
−1(1− TP` − V P ′′` ) , 0 ) , (A1c)
eµ(3) =
(
0 , 0 , 0 , 1− TP` − V cot θ P
′
`
sin θ r
)
. (A1d)
The inverse tetrad e(a)µ , such that e(a)µ eν(a) = δµν and
e
(a)
µ e
µ
(b) = δab , is given by
e(0)µ = (h1/2(1 +NP`) , 0 , 0 , 0 ) , (A2a)
e(1)µ = ( 0 , h−1/2(1 + LP`) , 0 , 0 ) , (A2b)
e(2)µ = ( 0 , 0 , r(1 + TP` + V P ′′` ) , 0 ) , (A2c)
e(3)µ = ( 0 , 0 , 0 , r sin θ (1 + TP` + V cot θ P ′`) ) . (A2d)
The relations between the coordinate basis components
of the Faraday tensor and their tetrad components are
thus given by
δFtr = C
[
δF(0)(1) +
Q
r2
(Lh−1 +Nh)P`
]
, (A3)
δFtθ = CrδF(0)(2)
√
h , (A4)
δFrθ =
rδF(1)(2)√
h
. (A5)
Appendix B: Algebraic completion
The perturbations of electrovacuum spacetimes yield
wave equations corresponding to only two degrees of free-
dom in both the even and odd sector, respectively, which
corresponding to “tensor” and “vector” modes. There is
no simple relation between the perturbation equations
(51) and the metric perturbations (45). The fact that
the field equations give a larger series of equations than
there are degrees of freedom implies the existence of spe-
cial solutions, which in turn give the completions (see
Eqs. (191)-(196) of [28] and Eqs. (71)-(83) of [29]):
N0 = ∆
1/2
r3
[
M − r
(
M2 −Q2 + r4ω2)
∆ −
2Q2
r
]
,
(B1a)
L0 = ∆
1/2
r4
(
3Mr − 4Q2) , (B1b)
V 0 = ∆
1/2
r2
, (B1c)
B0rθ = −
2Q2∆1/2
r4
, (B1d)
B0tθ =
2Q2
∆1/2r5
(−3Mr + 2Q2 + r2) , (B1e)
(B1f)
for the special solutions.
The completions are then given by
N = N0(r)Φ(r) + Λ ∆
r2χ
H+2
− ∆
r2χ
∂r
(
Λr
2 H
+
2 +QH+1
)
+ 1
rχ2
[
∆
r2
(χ− Λr − 3M)−
(
Λ
2 + 1
)
χ
]
×
(
Λr
2 H
+
2 +QH+1
)
, (B2a)
L = L0Φ− 1
r2
(
Λr
2 H
+
2 +QH+1
)
, (B2b)
V = V 0Φ + 1
r
H+2 , (B2c)
Brθ = B0rθΦ−
Q
r2
H+1 , (B2d)
Btθ = B0tθΦ−
Q
r2
∂rH
+
1
− 2 Q
2
r4χ
(
Λr
2 H
+
2 +QH+1
)
, (B2e)
T = Brθ + V − L , (B2f)
Btr =
1
∆r2
[
2Q2(2T − `(`+ 1)V )− `(`+ 1)r2Brθ
]
,
(B2g)
where
Φ(r) =
∫ [ (`− 1)(`+ 1)
2 rH
+
2 +QH+1
]
1
∆1/2χdr (B3)
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and
H+1 =
1
q1
Z+1 +
q2
2q1Q
Z+2 , (B4)
H+2 =
Q
3Mq1
Z+1 +
1
q1
Z+2 , (B5)
recalling the definitions in Eq. (55)-(58). Note that for
` = 1, H+2 plays no role in the algebraic completions.
This is expected, as in this case there should be only one
degree of freedom.
Appendix C: Infinitesimal metric and Faraday
tensor gauge transformations
The quantities appearing in the gauge transformations
of Eq. (69) read
Ξ(0)αβ =

2y˙(t) − f ′(r)f(r) y(t) y(t)∂θ 0
− f ′(r)f(r) y(t) 0 0 0
y(t)∂θ 0 0 0
0 0 0 0
P`(θ) , (C1)
Ξ(1)αβ =

−f ′(r)h(r)z(t) z˙(t) 0 0
z˙(t) h
′(r)
h(r) z(t) z(t)∂θ 0
0 z(t)∂θ 2rh(r)z(t) 0
0 0 0 2rh(r)z(t) sin2 θ
P`(θ) , (C2)
Ξ(2)αβ =

0 0 w˙(t)∂θ 0
0 0 − 2rw(t)∂θ 0
w˙(t)∂θ − 2rw(t)∂θ 2w(t)∂2θθ 0
0 0 0 sin(2θ)w(t)∂θ
P`(θ) , (C3)
The Lie derivatives of Fµν along the infinitesimal gauge
transformation vectors in Eq. (70) are:
(Lξ(0)F )tr = −Ftr
y˙
f
P` , (C4)
(Lξ(0)F )rθ = Ftr
y
f
P ′` , (C5)
(Lξ(1)F )tr = Ftr
z
r
(rh′ − 2h)P` , (C6)
(Lξ(1)F )tθ = FtrzhP ′` . (C7)
We do not list terms which are either dictated by symme-
try or zero.
Appendix D: Junction conditions for the intrinsic
curvature and Faraday tensor
The trace-reversed extrinsic curvature at the shell on
the right-hand side of Eq. (15) is given by
K1 =
√
h
(
2fL
a
− 4fN
a
− 2fT ′ + `(`+ 1)fV ′
)
+ 4
√
hy˙
a
+ z
[
h3/2
(
2f
a2
− 2f
′
a
)
−
√
h
(
`(`+ 1)f
a2
+ fh
′
a
)]
, (D1)
K2 =
√
h
{
a [2T − L+ a (N ′ + T ′ − `(`+ 1)V ′)]− a
2f ′
2f (L− 2T )
}
+ a
2√hz¨
f
+ z
{√
h
[
1
4ah
′
(
af ′
f
+ 2
)
+ `(`+ 1)
]
+ 12h
3/2
[
−a
2f ′2
f2
+ a (af
′′ + 2f ′)
f
+ 2
]}
, (D2)
K3 =
√
h
(
f ′
2f +
1
a
)
w˙ +
√
h
(
2y
a
+ z˙
)
, (D3)
K5 =
√
h
[
−a2V ′ + a
(
af ′
f
+ 2
)
V + w
(
f ′
f
+ 2
a
)
+ z
]
. (D4)
Equating the irreducible components above with those of the stress-energy give four junction conditions. The
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simplifications in Ref. [32] do not apply because h(r) is not continuous across the shell.
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