Methods for finding coupled patterns in climate data
Reference: Bretherton, C., C. Smith and J.M. Wallace, 1992, J. of Climate 1) The EOF approach (a.k.a. Principal Component Analysis or PCA) is ideal for estimating dominant patterns in a single field (e.g., 500hPa) versus time:
X (s,t) gridded maps anomalies, with s = 1,..., N X , t = 1,...,T If we have two fields X (s,t) and Y (s,t) (e.g., SLP and SST), we can still use PCA by constructing the EOFs of Z(s,t) = X (s,t) | Y (s,t) , i.e., the vector that concatenates the two fields. Then the covariance of Z, or combined covariance has a size (N X + N Y ) ! (N X + N Y ) . As indicated before, it may be preferable to use a correlation matrix to avoid the problem of different units. This approach will give EOFs that do not necessarily represent the best coupled patterns.
2) Another approach is to generate correlation maps: take a time series (PC) from the EOFs of the first set of fields (or any other time series) and correlate it with the second field. 
It has size (N X ! N Y ) and is obviously a non-square matrix.
The properties of a non-square are made apparent by Singular Value Decomposition (Golub and van Loan, 1996) , an extension of the diagonalization of a square matrix using the matrix of the eigenvectors.
Given a matrix C of size (N X ! N Y ) , there exist two square orthogonal
is a 
where the coefficients "coupled PCs" (amplitudes in time) can be computed by projection of the original fields on the "coupled EOFs":
The covariance between these time series is given by the singular values: If we use only the K leading singular values, then the "coupled explained variance", i.e., the cumulative squared covariance fraction explained by these coupled modes, is given by
Minimalist example: 
and their covariance is a 1 (t),b 1 (t) = ! 1 = 2.5 5 = 1.1180 .
The co-varying component of the original fields can be represented by In what follows, we assume that we have computed the covariance matrix based on correlations, i.e., on fields that have been normalized by their standard deviations.
Assume that we have computed the SVD expansion using a training period and we want to estimate the field of X explained by it co-varying component, given a new field of Y. We can compute the (heterogeneous) correlation between the X field and the b(t) for the dependent sample, which is given by
, and is proportional to the singular value and to the spatial pattern of the k singular vector corresponding to X.
In order to predict the field X(s,t) given a new Y(s,t), we compute the new expansion coefficient of Y(S,t)
Then the estimated field of X(s,t) corresponding to the first singular value will be given by 
