We implement a technique for measuring the singlet-triplet energy splitting responsible for spinto-charge conversion in semiconductor quantum dots. This method, which requires fast, single-shot charge measurement, reliably extracts an energy in the limits of both large and small splittings. We perform this technique on an undoped, accumulation-mode Si/SiGe triple-quantum dot and find that the measured splitting varies smoothly as a function of confinement gate biases. Not only does this demonstration prove the value of having an in situ excited-state measurement technique as part of a standard tune-up procedure, it also suggests that in typical Si/SiGe quantum dot devices, spin-blockade can be limited by lateral orbital excitation energy rather than valley splitting.
Many quantum dot based qubits rely on the conversion of electron spin states, which preserve quantum information by interacting weakly with their electrical environment, to charge states for control and measurement. In exchange-based schemes, distinct spin states of two interacting electrons (spin-singlets and spin-triplets) are converted into distinguishable charge states utilizing the well-established principles of Pauli spin blockade (SB) [16] . The robustness of SB relies on the energy separation between the ground-singlet and ground-triplet levels of two electrons occupying the same dot, denoted here as ∆ SB . This energy limits state measurement and preparation fidelities by setting the range over which one can achieve spin-to-charge conversion and the accuracy with which one can initialize a ground state singlet in a system at finite temperature [17] .
Establishing what sets ∆ SB in Si QDs is crucial for qubit design. While orbital excitation energies are, in principle, easily manipulated by changing confining potentials with gate biases, the maximum attainable ∆ SB is conventionally thought to be limited by valley splitting, the energy splitting between the two lowest-lying quantized states originating from conduction band valleys of bulk, tensily strained silicon [18] . Two-electron orbital energies are determined by the strength and symmetry of in-plane confinement [16, 19] , whereas valley splittings are determined primarily by the details of out-of-plane electron confinement, a challenge that has inspired many theoretical and engineering efforts [18, [20] [21] [22] . Numerous techniques have been used to estimate the magnitude of valley splitting in Si/SiGe quantum dots, including photon-assisted tunneling [23] , cavity coupling [24] , Landau-Zener-Stückelberg interferometry [25] , magnetotransport [22] , and magnetospectroscopy [26, 27] . However, the results of these techniques may not accurately measure ∆ SB as they probe length scales not generally relevant to QD electrons, require the application of additional electromagnetic fields, or use biasing configurations different from nominal operation. These conditions impede a direct translation of the measured energies to qubit performance. In this Letter, we describe an excited-state spectroscopy technique which directly measures ∆ SB in QDs. The utility of this method lies in its ability to extract both small and large ∆ SB in exactly the bias configuration required to achieve spin-to-charge conversion and without relying on a detailed physical model or the addition of control fields beyond those normally required to operate exchange-only quantum dot qubits. We discuss the requirements placed on our measurement system to perform this technique, which is fundamentally limited by the fidelity of single-shot state discrimination. We then demonstrate this technique on a Si/SiGe double-dot and find ∆ SB to be highly tunable and smoothly varying with bias voltages, suggesting that ∆ SB in this device is limited by orbital confinement energy rather than valley splitting [28] [29] [30] . Both the establishment of a reliable method for in situ excited-state spectroscopy and the identification of limitations to device performance should be relevant to many QD architectures.
We measure an accumulation-mode, Si/SiGe triple dot (Fig. 1a) which is similar to other devices [31] [32] [33] [34] [35] that have demonstrated both a scalable platform for trapping many electrons [36] and universal qubit control [3, 5] . Building on our previous experience [32, 37] , electrons are confined in a tensile-strained Si quantum well, embedded in a strain-relaxed, undoped SiGe alloy. Lateral confinement is provided by two types of overlapping metal gates: large field gates that prevent the accumulation of electrons in undesirable locations and smaller control gates. Quantum dots are defined under the "plunger" gates labeled P 1, P 2, and P 3 and are loaded from electron reservoirs under the "bath" gates B1 and B2. Tunneling from the baths to the dots is mediated by the "tunnel" gates T 1 and T 2, and interdot tunnel coupling is controlled by the "exchange" gates X1 and X2. Bound electrons capacitively couple to the "measure" dot M , with each charge configuration affecting the measured conductance as seen in Fig. 1b . Gate biases provide control of the triple dot through two mechanisms: a linear response in the chemical potentials, which can sensitively calibrate away any residual charge disorder, and an exponential response in tunnel coupling, which allows fast control with large on/off ratios and ultimately facilitates high performance quantum gates.
Spin-to-charge conversion (SCC), by which twoelectron spin states are converted into distinct charge states, occurs at biases where two electron numberconserving charge states are nearly degenerate, e.g., bottom-right: (2,0)-(1,1) and top-left: (0,2)-(1,1) of Fig. 1b [16, 38] . As dictated by the Pauli exclusion principle, the two-electron spin-symmetric triplet must be antisymmetric in some other degree of freedom. In silicon, this can be provided by valley, orbital excitation, or some hybridization of the two [28] . The groundsinglet to ground-triplet energy splitting of two electrons occupying dot P i, denoted ∆ P i SB , determines the range of detunings that support SCC, i.e., biases at which the ground-triplet remains in the (1,1) charge state while the ground-singlet occupies a single QD (see Fig.1c ). These distinct charge states result in different electrostatic potentials at the measure dot, leading to measurably differ- ent conductances at this charge sensor [32] . Our technique measures ∆
P i
SB by analyzing single-shot current values as singlet/triplet mixed states are swept adiabatically through detunings that support spin to charge conversion. This involves a four-step pulse sequence: (1) state preparation, (2) spin dephasing, (3) measurement near SCC, and (4) a final charge reference measurement. In step (1) we prepare a spin-singlet by biasing near the (1,0)-(2,0) charge boundary where fast cotunneling processes quickly relax (2,0) triplets to (2,0) singlets. For step (2) , to prepare a mixed state, we adiabatically traverse the (2,0)-(1,1) anticrossing and rapidly pulse to the center of the (1,1) cell. Then the spin-singlet is allowed to dephase in a bath of fluctuating non spinzero nuclei for 10 µs, which is long compared to the measured T * 2 2 µs in this 800 ppm 29 Si device. In step (3) the resulting mixed state is rapidly biased back near the (1,1)-(2,0) anticrossing, then adiabatically ramped to a measurement point, which is swept through detunings near and including SCC. A second measurement (4) is performed deep within the (2,0) cell and subtracted from the first to remove the effects of low-frequency charge noise. This sequence is very similar to those used for standard quantum measurements when operating the device as a singlet-triplet qubit. However, high-fidelity state preparation in step (1) is unnecessary as the remaining steps work identically for a mixture of ground singlets and triplets; therefore this step could be skipped altogether if care is taken that the electrons are not excited out of the singlet/triplet ground state manifold.
The region of SCC is revealed as a step in the contrast of conductance between measurements at steps (2) and (4), apparent in a two-dimensional sweep of the biases on P1 and P2 during the first measurement (see Fig. 2a ). We extract the energy ∆ SB by taking a line cut (marked in red in Fig. 2a ) perpendicular to the region of SCC and repeating the pulse sequence many times at each point along this detuning axis, recording the result of each repetition. This results in a distribution of independently measured currents at each value of detuning. We bin the number of counts at a given detuning within a range of measured current values to obtain the grayscale intensity plot of Fig. 2b , revealing two distinct branches of the transition from the higher-current, (1,1) charge state to the lower-current, (2,0) charge state. With positive detuning defined to be in the (1,1) to (2,0) direction, we ascribe the charge transition that occurs at smaller detuning to a spin singlet state. The transition occurring at larger detuning then corresponds to a spin triplet, separated from the singlet branch by the lowest excited-state energy of both electrons occupying dot P1, ∆ P1 SB . The pulse sequence can easily be modified to sample detunings near the (0,2)-(1,1) anticrossing, with the second charge reference measurement performed deep in the (0,2) charge cell; the resulting data are qualitatively similar to that shown in Fig. 2a , but the extracted energy is ∆ P2 SB . Therefore, with only a slight addition to the pulse sequence, we are able to efficiently measure the excited state energies of two neighboring dots at a given bias configuration. In order to accurately convert the applied detuning bias voltages to an energy scale, we incorporate both the gate lever arm strength and crosscapacitance between dots P 1 and P 2 in calculating a scaling factor. The uncertainty in our measurement of the lever arm constitutes a significant source of uncertainty in our measurement of ∆ SB (see Supplemental Section I).
In order to standardize the extraction of ∆ SB , we fit the intensity z measured as a function of binned current and detuning ( Figure 2b ) to the following functional form:
) where P S and P T are the relative populations of groundsinglet and ground-triplet with tunnel couplings t S c and t T c , respectively. is the dot-to-dot detuning in units of energy, and 0 is the detuning energy of the spin-singlet charge transition. I is the differential current through dot M, with constant offset I 0 and linear offset m ; the slope m stems from a linear cross-capacitance between dots P 1 /P 2 and dot M. The function
describes the current broadening by an amount σ I of
the functional form expected for charge-based readout of a charge state anticrossing at finite temperature [39] . I amp gives the amplitude of the current contrast, and T e is the effective electron temperature. State initialization primarily determines the ratio of the fit spin state populations, P S /P T . While these formulae provide a concrete fit model, the splitting extracted from this technique is largely independent of model details. The midpoint of each branch indicates the electrons' wave function is in an equal superposition of charge states, i.e., at an anticrossing. As long as this assumption holds, the distance between anticrossings will give ∆ SB (with no upper-bound), regardless of higher-lying excited states, charge noise, or other effects that might distort the curves. By contrast, other parameters of Eq. (1), in particular t c and T e , are much more sensitive to the precise fit model (see Supplemental Section V). Although these model parameters give insight into the physics responsible for the measured lineshapes, in practice they only capture the slopes of the curves.
In the case of dot P1 where the two branches are wellseparated, the energy-referred width of the SCC region in Fig. 2a serves as a reasonably good estimate of ∆ SB , up to corrections of order t c . However, when SCC is not as robust, our technique is still effective at extracting ∆ SB . Figure 2d shows data, taken from a similar device, in which the branches are not visibly distinct. Though the horizontal separation between branches only manifests as a widening of the combined curve near the anticrossings, we are still able to extract ∆ SB . To bound our confidence in such a fit, we consider the extreme case of trying to determine ∆ SB from a single histogram (i.e. a vertical slice of a plot like Fig. 2d ). Using Eq. (3) we can relate ∆ SB to the separation of the histogram peaks,
The remaining parameters of Eqs. (1-3) can be fit to high precision, even at low splitting, so finding ∆ SB reduces to a problem of fitting the separation between mixed Gaussian distributions with finite statistics.
Given N single-shot measurements, we can calculate a confidence interval comparing an estimated ∆ SB to the actual ∆ SB . This calculation (performed in detail in Sup-plemental Section IV) gives
where erf −1 is the inverse error function and C is the confidence of the estimate (e.g. erf −1 (.95) ≈ 1.39 for 95% confidence). This uncertainty stems from shot noise, and exhibits the standard square root statistical improvement with number of shots. The first error term is the standard error in estimating the width of a distribution, while the second represents the added difficulty of measuring a separation between mixed Gaussians that is small compared to their individual variances. Though the splitting (∆ SB = 28.1 µeV) from the fit shown in Fig. 2d is of the same order as both the tunnel coupling (t c = 40.5 µeV) and thermal broadening (k B T e = 8.6 µeV), the last term in Eq. (4) gives an uncertainty of ∼ 2.5 µeV due to histogram width (with 95% confidence). Note that in practice, we never fit ∆ SB to just one histogram; fitting to the full dataset-including an estimate of η at each detuning-adds confidence to our estimate, so this uncertainty is an upper bound. Nonetheless, it shows that our technique can confidently measure splittings in real devices below 30 µeV, or lower with additional averaging. For dots with splittings greater than the tunnel coupling, the signal-to-noise ratio (SNR) of the singlettriplet measurement is not fundamentally limited by t c or T e , but rather solely by σ I and the current discrimination observed between the (1,1) and (2,0) charge states.
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Such is the case for dot P1, with an SNR of 6.5 near = ∆ SB /2 (shown in Fig. 2c ). This limit is apparent by noting that at the detuning indicated by the dashed green line of Fig. 2b , the two branches are fully (1,1) and (2,0) in character. The measured current contrast is dictated by the capacitive coupling from dots P 1 and P 2 to the charge sensor, a property of this particular gate design. The uncertainty in the measured current, σ I , of 7.6 pA is accounted for by the contributions of 1/f charge noise (3.7 pA broadening for 5 µV/ √ Hz at 1 Hz of gate-referred noise), Johnson noise (4.3 pA), HEMT input-referred noise (3.7 pA), and shot noise (3.6 pA) as described in Supplemental Section II.
A critical aspect of accurately resolving ∆ SB using this technique is our ability to perform single-shot charge measurements at timescales much shorter than singlettriplet T 1 processes. Since the measurement uncertainty scales quadratically with histogram width, σ I , the blurring of singlet and triplet histograms caused by T 1 decay during measurement is detrimental, especially when a small ∆ SB and/or a high electron temperature limits SNR on fast timescales. Near the region of SCC, we typically observe T 1 > 100 µs, while the total measurement integration times of steps (3) and (4) are 12.5 µs. This fast measurement time is accomplished by mounting cryogenic HEMTs near the device to reduce parasitic capacitance [40] , resulting in 60 dB of low-noise amplification up to 1 MHz.
We now use this technique to measure how changes in confining potential affect ∆ SB of dots P 1 and P 2. We sweep the bias voltages on gates X1 and X2 at a constant ratio, as indicated by the bottom and top axes of Fig. 3 , to deform the confinement potentials while maintaining interdot tunnel couplings amenable to SCC. We observe that the energy splittings for each dot decrease with bias voltage by a factor of ∼2, with maximum values of ∼ 150 µeV for ∆ P 1 SB and ∼ 80 µeV for ∆ P 2 SB . We can rule out a continuous variation of the gate-dot lever arm as the source of this effect (see Supplemental Section I) and conclude that the underlying energy splitting is changing.
Identifying the physics responsible for this variation is challenging but important to improve device performance. The relatively smooth, correlated change in ∆ SB over a wide range of biases suggests that valley splitting alone is not responsible: shifting wave functions would sample disorder at the interface of a SiGe alloy in a more random fashion [21, 41] . Also unlikely is an arrangement of steps that would cause valley splittings to change with bias on distinct dots at nearly the same rate [42] . Vertical electric fields easily tune valley splitting in MOS Si quantum dots [17, 30] , but the effect is much weaker in Si/SiGe, especially when controlled by neighboring barrier gates. We therefore posit that in this case, the most likely cause of the change in ∆ SB with bias is a modification of the two-electron orbital confinement energy, i.e., the wave functions become more elliptical with forward bias on the barrier gates [16, 19] . We note that valleyorbit hybridization is also possible and could be the cause of an apparent saturation in ∆ SB at tighter confinements [28] . Even though we believe that this device is limited by orbital splittings, we expect valley splittings to be similar in magnitude [22] . The delicate interplay between these two degrees of freedom necessitates an in situ measurement technique as described here.
In summary, we have described an excited-state spectroscopy method for measuring the two-electron groundto-excited state energy separation of quantum dots. The measured energy splitting is directly relevant to state preparation and measurement of singlet/triplet based qubits. This technique, which is only suitable in systems where charge measurements are possible within spin T 1 , is applied to quantum dots tuned for spin-to-charge conversion. In showing the tunability of ∆ SB with confinement gate bias, we demonstrate the utility of this technique in optimizing device performance. This measurement technique should be useful to all quantum dot architectures that require robust spin-blockade.
I. LEVER ARM STRENGTH
Crucial to the accurate extraction of the ground-to-excited state splitting, ∆ SB , using the technique described in the main text, is the conversion of detuning from the swept bias voltage to the actual difference in the chemical potential energies of the respective dots.
While several methods for doing this have been presented elsewhere (cf. photon assisted tunneling[1, 2]), we outline our two-step process here.
First, we obtain the lever arm strength, α, of each plunger gate by fitting a charge transition width as a function of refrigerator temperature. For the P 1 plunger gate we monitor the (1,0)-(2,0) charge transition. For the P 2 plunger gate we monitor the (3,0)-(3,1) charge transition. The measured linewidth of each transition as a function of refrigerator base temperature is shown in Fig. S1 . These curves are fit to a phenomenological expression which assumes that contributions to the linewidth stem from an incoherent sum of the measured temperature of the mixing chamber, T MC , and a constant electronic 'effective' temperature, T e , as
Fits to the data (blue and green lines in Fig. S1 ) yield α P 1 = 0.095 eV/V and α P 2 = 0.104 eV/V. The difference between α P 1 and α P 2 (9%) is much lower than the fitting error and better reflects the variation found within an ensemble of lever arm measurements. The resulting uncertainty in the ratio of detuning biases to energy directly affects the accuracy with which we can extract ∆ SB .
Second, we measure the cross capacitance of gate P 2 on an electron loaded under P 1 compared to the capacitance of gate P 1 on the same electron, which we denote G P 1,P 2 , by measuring the slope of a P 1 loading line with respect to bias V P 2 . G P 2,P 1 can be measured similarly. The four measured factors α P 1 , α P 2 , G P 1,P 2 , and G P 2,P 1 , together with the relative bias swept on gates P 2 and P 1 (∆V P 2 /∆V P 1 where ∆V P 1 −∆V P 2 is the detuning bias), allow us to convert the P 1 voltage range supporting spin-blockade, ∆V SB , to energy:
One effect which may give rise to the variation in ∆ SB with bias discussed in the main text is a varying voltage-to-energy scaling caused by changes in cross capacitance or lever arm strength, α. We account for changes in cross capacitance by updating the values of G P 1,P 2 and G P 2,P 1 over the course of the sweep in Fig. 3 of the main text. Although changes in the electrostatic potential can certainly affect α if the electron is localized far from under the center of the corresponding gate, we find this interpretation of the data of main text Figure   3 to be inconsistent with our observations. Measurements of α from devices similar to the one studied here are typically performed in a low-exchange gate biasing regime (e.g. near the left-hand side of Fig. 3 ). By comparison, the measurements shown here were performed with the X1 and X2 exchange gates forward biased (V X2 = 0.675 V and V X1 = 0.318 V, right-hand side of Fig. 3) . The agreement between typical values of lever arm strength (∼0.1 eV/V) with those measured here contrasts with the factor of two change in ∆ SB observed in the main text. Therefore, we conclude that the large tunability of ∆ SB is not confounded by significant changes in lever arm strength.
II. CRYOGENIC READOUT ELECTRONICS
Measuring capacitive shifts at the charge sensor requires a chain of cryogenic and room temperature electronics leading to both the source and drain electrodes. Changes in charge sensor current are detected using lock-in amplification techniques. The lock-in tone is a series of alternating square pulses from an arbitrary waveform generator at room temperature sent down the source line. This line has 10,000:1 voltage division at room temperature to mitigate voltage noise and is filtered by a commercial low pass filter with a 120 MHz cutoff frequency.
Alternating current driven through the charge sensor is converted back into voltage using a ∼20 kOhm shunt resistor, which reduces the impedance of the high impedance charge sensor (∼100 kOhm). Since the measured voltage scales linearly with the value of the shunt resistor, we increase our bandwidth by minimizing parasitic capacitance between the drain and the amplifiers, rather than by lowering the resistance. By mounting the pHEMTs on standoffs located near the device [3] , we achieve a capacitance of ∼8 pF, allowing for a measurement bandwidth of 1 MHz, well above the 1/f corner frequency of our electronics. 
III. FERMI-HUBBARD MODEL FITTING
We derive our fit model, Eqs. (1-3) in the main text, from a Fermi-Hubbard model, following [4] . Near the charge boundaries that support spin-to-charge conversion (SCC), the system's ground state is a superposition of (1,1) 
and the singlet and triplet t c may in principle be different, especially when the excited state is determined by the valley degree of freedom. In this case, t T c /t S c is a function of the "valley mixing angle", the rotation from one dot to the other of the relative phase between superpositions of the valley states [5, 6] . The Hamiltonians of Eqs. (3) (4) are identical up to an offset in and potentially different tunnel couplings, so without loss of generality we focus on H S in the following analysis.
For a given , H S has an energy gap of E( , t c ) = 2 + 4t 2 c , and its ground state has (2,0) population P 20 = (1 + /E( , t c )) /2. At finite temperature T e , we will find the system in its excited state with probability exp(−E( , t c )/k B T e ). Weighting P 20 by this value we obtain
Combining this with parameters describing the charge sensor, which we assume exhibits a linear response, we arrive at Eq. (3) of the main text.
If we expand our model by including additional excited states or broadening mechanisms, P 20 will still be ∼ 50% at the (1,1)-(2,0) anticrossing, and ∆ SB can be accurately extracted as the distance between the midpoints of the singlet and triplet branches. On the other hand, extracted values of t c (or T e ) can depend strongly on such changes. As a vivid example, we consider a process that dephases our system in the charge basis, possibly due to charge noise in or backaction from the measurement itself. We consider the density matrix describing our system, ρ, as it evolves under the coherent Hamiltonian H S as well as Lindbladians describing thermalization and charge dephasing. Denoting the ground and excited eigenstates of H S as |− and |+ -not to be confused with the |g c and |e c , the ground and excited states of a given charge configuration c -the master equation governing these dynamics iṡ
where γ and κ are the thermalization and charge dephasing rates, respectively. The quantity of interest in our measurement technique is the steady state probability P ss 20 ≡ lim t→∞ P 20 (t) = lim t→∞ 20 g|ρ(t) |g 20 . Numerically, we find that charge dephasing can lead to large, multiplicative broadening of P ss 20 as a function of . The degree of broadening depends on κ/γ, i.e. the ratio of charge-to thermal-decoherence rates. If charge dephasing is much faster than thermalization, this can increase the extracted t c by two orders of magnitude or more. This may explain the large discrepancy in values of t c extracted from fitting to Eqs. (1-3) of the main text (assuming fixed T e ) compared to other established techniques (see Supplemental Section VI); a κ of ∼ 150γ can resolve the discrepancy (see Fig. S3 ). However, including charge-state dephasing in the fit leaves T e , t c , κ, and γ as highly correlated parameters, and our fits are not sufficiently well-resolved to distinguish them. It is therefore too difficult to determine the impact of charge dephasing without an independent measurement of its magnitude, and so we mainly suggest it as an illustration of how broadening mechanisms can affect parameter estimation in our technique.
IV. RESOLVING SMALL ∆ SB
We now derive rough bounds on the minimum splitting that can be resolved with the technique outlined in the main text. Distinguishing the singlet and triplet branches is most difficult when they are similar in shape and close together, so we assume t S c ≈ t T c and ∆ SB < t c . In this limit, we can determine the vertical separation of the branches, η, by a linear expansion of the fit function. At − 0 = ∆ SB /2, where separation between the branches is near its maximum,
where we have introduced the slope λ to condense notation. If the singlet and triplet histograms have variance σ 2 I and means separated by η, the combined histogram's total variance is given by
We can combine Eqs. (7) and (8) to solve for ∆ SB in terms of σ 
where erf −1 is the inverse error function and C is the confidence of the estimate. Writing versions of Eq. (8) for both actual and estimated variables and plugging the results into Eq. (9), we find a relation between the actual η and estimated η which simplifies to
The second error term implies N must scale with (σ I /η) 4 to maintain a fixed uncertainty; this determines the minimum η that can be extracted with a reasonable number of measurements.
If the uncertainty in Eq. (10) is not overly large, we may wish to combine this with uncertainty in the other fit parameters to bound our overall confidence in ∆ SB . Let δX denote our fractional uncertainty in parameter X, i.e. X = X(1 ± δX). Eq. (9) can be understood as an expression of δσ tot . Expanding Eqs. (7) and (8) to first order in each δ, and assuming that errors add quadratically, we find
δλ can be expanded into a function of δt c , δI amp , and δT e , but these are generally correlated fit parameters whose errors may not add independently, so we express their uncertainty collectively. If we assume that all fit parameters other than ∆ SB are known to high precision and keep only the shot noise term of Eq. (12), we recover Eq. (4) of the main text. Finally, it is worth emphasizing that all of the error sources discussed in this section are exclusive to small-∆ SB fits. If ∆ SB is large enough to resolve the singlet and triplet branches, the fit is determined by horizontal distance rather than histogram width, and uncertainty is dominated by our measurement of the lever-arm, as described in Sec. I.
V. MEASURING ∆ SB OF THE INNER DOT
As mentioned in the main text, our excited-state spectroscopy technique can be performed at any charge boundary supporting spin blockade. Since the 'inner' dot P 2 is more isolated from the bath, state preparation must be performed on an 'outer' dot (i.e. P 1). Thus when measuring ∆ P 2 SB , the same (1) spin preparation and (2) dephasing steps occur as when measuring ∆ P 1 SB , followed by measurement near the region of SCC at the (1,1)-(0,2) charge boundary, with the final charge reference measurement set within the (0,2) charge cell, as shown for (3) and (4) in Fig. S4a . These slight modifications of the pulse sequence allow ∆ SB to be meaured on two quantum dots without changes to the electrostatic configuration. 
VI. MEASUREMENT OF TUNNEL COUPLING
In addition to the two-electron ground-to-excited state splitting, ∆ SB , fitting data to Eq. (1) of the main text yields parameters describing the tunnel coupling, t c . The solid markers of Figure S5 show t c extracted from the data of Fig. 3 of the main text, fit assuming a fixed value of T e . This is contrasted with t c extracted from the more established spin funnel measurement technique, shown by open markers [7] [8] [9] . Notably, t c extracted from spin-funnel measurements (which also consistently agree with Landau-Zener estimates of tunnel coupling, not shown here) are more than 10× smaller than those estimated using the fit technique described in the main text. Even at the highest X2 voltages, where tunnel coupling dominates any temperature terms in the fit formula, the discrepancy persists. As noted in the main text, any effect that broadens the curves when fit to Eqs. (1-3) will lead to an overestimation of t c , assuming that T e has been reliably measured some other way. One such effect is the interplay of incoherent processes -charge state dephasing and eigenstate T 1 -during the measurement process, as discussed in Supplemental Section III. This suggests that this relatively simple, site-based coherent Fermi-Hubbard interaction model used to derive the fit functions in the main text is insufficient to describe real experimental data. measurement. The 10 µs dwell time is chosen to be long enough to allow spin-orbit and hyperfine interactions to induce mixing between S 0 and T ± states at their anticrossing. This yields an increased probability of transitioning into the lower of the T − and T + states at the detuning of that anticrossing (see Fig. S6 ).
The location of the S 0 − T ± anticrossing is extracted by fitting a Gaussian profile to each column. The resulting peak location vs. magnetic field is then fit to the functional form:
from which we extract the tunnel coupling, t c = 1.07 ± 0.02 µeV , as well as the vertical (B 0 = 25 µT ) and horizontal (B ⊥ = 36 µT ) offset fields.
