We comment on a recent paper by Beaver, McAnally and Stinson (1997) , drawing attention to the fact that their method ignores some recent developments in timeseries econometrics. We apply a bi-variate vector autoregression framework to price and earnings data of listed US companies and the S&P 500 index to capture the dynamics of this system of equations. Although some series are I(1), cointegration does not exist and consequently we are unable to estimate a vector error correction model. However, by applying generalised variance decomposition and generalised impulse response analysis, we conclude that evidence favours a linkage from prices to earnings.
1.

Introduction
There is a large accounting literature that explores the relationship between security prices or returns and accounting earnings. Sometimes prices or returns are regressed on earnings, on other occasions the regression is reversed. These two regressions have previously been estimated separately. However, BMS (Beaver, McAnally and Stinson) develop a new method, in the context of this accounting literature, for exploring the bivariate relationship between security prices and accounting earnings. The key innovation by BMS is to characterise the price-accounting earnings relationship as a system of simultaneous equations. They argue that "earnings and prices can behave as if they are both endogenously determined because they are jointly affected by information that is difficult to specify explicitly". They suggest that earnings may change for reasons that do not lead to price changes and prices may change for reasons that do not lead to earnings changes.
In this comment we draw attention to the fact that the BMS approach ignores the established time series properties of the data and ignores the opportunity for capturing endogeneity and linkage between the variables in a vector autoregression (VAR) model framework. We provide an example of this approach employing data series for 20 listed US companies as well as at the aggregate level using data for the Standard and Poors 500 index.
Research issues and method
BMS in their basic two regression models produce a simultaneous system of equations which involves scaling price and earnings differences by the levels of prices and earnings respectively, as shown below: 
The coefficient (α 1 ) is usually termed the earnings response coefficient (ERC). The use of the percentage change in price as the dependent variable is sensible in that accounting earnings are viewed as a component of the information set which impacts on prices.
The classic Ball and Brown (1968) study can be viewed as a version of equation (1) but they adopted a dichotomous form of the change in earnings and test whether the slope coefficient (α 1 ) is significantly different from zero. Subsequent work enhanced the power of the regression equation by including the size of the earnings change (Beaver, Clark and Wright, 1979) . Kothari and Sloan (1992) demonstrated that lagged earnings have explanatory power. Easton, Harris and Ohlson (1992) have examined the effects of varying the windows over which the percentage change in price is defined. Beaver, Lambert and Morse (1980) reversed the direction of the relationship and examined the information content of prices with the change in earnings as the dependent variable. Beaver, Lambert and Ryan (1987) added precision to the relationship by introducing the 'reverse regression' depicted in equation (2) above. The coefficient β 1 becomes the return response coefficient. Beaver, Lambert and Ryan (1987) suggest that security prices could lead accounting earnings because of many factors such as the delayed accounting recognition of changes in the economic values of many assets and liabilities which are fundamental to the historic cost, accrual accounting system. By contrast security prices in efficient, competitive markets reflect information as soon as it enters the public domain.
BMS took an important step forward by arguing that both security prices and earnings variables should be viewed as being endogenous, in that they are jointly determined by a larger set of publicly available information which is not captured in equations (1) and (2). They further argued that estimating equations (1) and (2) in isolation could lead to simultaneous equations bias in the estimates of the coefficients. They further suggest that the system of equations represented in (1) and (2) is under-identified. In reduced form the percentage change in prices and the percentage change in earnings are expressed solely in terms of the two residual terms and the slope coefficients cannot be effectively estimated without the introduction of additional information into the system of equations in the form of exogenous variables.
BMS avoid this problem by estimating the following modified system of equations.
The beta in equation (1b) We would concur that the approach adopted by BMS includes some important and valid insights and refinements in method. However, this comes at the cost of a long string of assumptions which ignore some of the recent developments in time series econometrics. In this comment we present an alternative simultaneous equation approach within a vector autoregression framework. This is motivated by our fear that the approach adopted by BMS makes no reference to the actual time series properties of their data and might even be subject to the spurious regression problem as outlined by Granger and Newbould (1974) .
The levels series are likely to be integrated of order 1 (I(1)) and non-stationary whilst the differences are likely to be stationary. If this is the case, then it is appropriate to test for cointegration (i.e. the existence of a long term relationship) between the variables. If cointegrated, a linear cointegration of the I(1) price and earnings series should be I(0). The data should be checked for these properties.
Cointegration between variables then implies that an error-correction formulation can be estimated. This will include the long-term relationship between the variables in levels form and the short-term adjustments via the differenced terms. To include only the differenced term in the equation captures only the short term adjustments. In this paper we will attempt to capture both long and short-term links between prices and earnings using a Vector Error Correction Model (VECM) approach within a bivariate vector auto-regressive (VAR) system.
The price-earnings relation can be characterised as a system of simultaneous equations.
Prices and earnings can behave as if they are all endogenously determined because they are all affected by information which is difficult to specify explicitly. There is ample evidence that prices and earnings are non-stationary variables. We confirm this by applying unit root tests.
The theoretical linkage between prices and earnings, as first developed by Miller and Modigliani (1961) , means that the two series should be linked together as they move through time and display long-term equilibrium relationships. This implies that prices and earnings series in levels form should follow paths that cannot drift too far apart and consequently may be cointegrated.
Ohlson has comprehensively modelled the relationship between earnings levels and prices ((1992) and (1995)), whilst Easton, Harris and Ohlson (1992) have provided empirical evidence that earnings over long return intervals 'better' explain security returns. Ohlson (1992) also suggested that "the earnings to price variable takes on a premier role as an explanatory earnings variable of returns because it is the correct variable under idealised conditions and the only one consistent with the Hicksian certainty case". For this reason we adopt earnings scaled by price in our empirical analysis. An interesting recent application of this approach in a VAR framework applying a residual income valuation model to compute a measure of the intrinsic value for the 30 stocks in the Dow Jones Index is provided by Lee, Myers and Swamanithan (1997) . A further empirical application utilising earnings and book values in a no-arbitrage model which uses stochastic pricing kernels is provided by Ang and Lui (1998) .
In our approach, we include two basic variables in our empirical analysis: a price series and an earnings series. We analyse the time series properties of the data within a VAR framework. This enables us to capture the time series properties, of the data, any endogeneity between the variables and long and short run effects without losing information.
It has been established that equilibrium theories involving non-stationary variables require the existence of a combination of the variables that is stationary. Engle and Granger (1987) showed that if two series are indeed cointegrated then a standard bivariate dynamic model that uses only first differences is mis-specified because it ignores interim adjustments (error-correction) to the long-run equilibrium.
Furthermore, traditional causality tests such as Granger (1969) will detect only whether past changes in the observed series of one random variable affect current movements of another random variable. To properly account for the effects of cointegration between two series a more complete model (the vector error correction model, VECM) must be adopted.
If prices and earnings are on the other hand, not cointegrated, other approaches are available to assess the empirical relationship between the variables. One such example is the concept of Granger causality, first developed by Granger (1969) and later popularised by Sims (1972). Granger causality is not "causality" in the fundamental sense. By definition, price
Granger-causes earnings if price helps to forecast earnings given past earnings.
However, rather than solely testing the pure hypothesis of no Granger causality at all, one should be more interested in quantifying how much feedback exists from one variable to another. Forecast error variance decomposition provides a decomposition of the variance of the forecast error of the variables in the VAR at different horizons. That is, the percentage of the k step ahead forecast error variance that is due to each variable.
Another method of analysing the short run dynamics of a VAR model is by employing impulse response analysis. Impulse response functions trace the response of each variable in a particular VAR system to a one standard error shock in an individual variable.
Using traditional (or 'orthogonalised') impulse response analysis, shocks to the VAR model are orthogonalised using a Cholesky decomposition before impulse responses are calculated, so that the covariance matrix of the resulting shock is diagonal.
Such a procedure, however, is a rather arbitrary method of attributing common effects and consequently the impulse response functions are dependent on the ordering of the variables in the VAR. Recently, Koop, Pesaran and Potter (1996) and Pesaran and Shin (1998) The same problem of dependence on variable ordering exists in the orthogonalised approach, to forecast error variance decomposition, again due to the implementation of Cholesky decomposition. In a similar fashion to the GIR's, if we allow for the contemporaneous correlations between the shocks to each of the equations in the VAR model, we can estimate a generalised forecast error variance decomposition (GVDC's). These 'generalised' approaches to impulse response and variance decomposition analysis will be applied in this paper.
Data and procedure
We illustrate our suggested approach using quarterly data for 20 listed US companies, as well as at the aggregate level for the S&P 500 index for a period from the first quarter 1973 to the third quarter 1997 using Datastream sourced data. We utilise price and earnings series which have been transformed into logarithms.
We first establish the order of integration of each series by applying unit root tests, using
an Augmented Dickey-Fuller test. If the series are confirmed as being I (1) it is possible that they may be cointegrated. This is assessed using Johansen cointegration tests. We then attempt to capture the endogeneity by specifying a bi-variate VAR system and then apply a VECM to model the long and short-term relationships between the variables. The impact of a one standard deviation shock to a variable in the system is then modelled and a variance decomposition analysis undertaken.
More formally, the unrestricted reduced form of a VAR model can be written as:
where X t is an nx1 vector of variables, the Α's are parameters which can be estimated, ∆ is the first difference operator, ε t is a vector of impulses which represent the unanticipated movements in X t and E(ε t , ε t ') = Ω which is diagonal. To determine whether this is an optimal specification, one must test for cointegration between the variables included in the VAR.
Determining whether cointegration exists between prices and earnings for each series will be assessed via Johansen-Juselius MLH multivariate. Johansen (1991) demonstrates that the procedure involves the identification of the rank of the M by M matrix Π in the specification given below:
where X t is a column vector of the M variables, Γ and Π represent coefficient matrices, ∆ is the difference operator, k denotes the lag length, and ∂ is a constant. In the case where Π has zero rank, no stationary linear combination can be identified. This implies that the variables in X t are non-cointegrated. On the other hand if the rank of Π is greater than zero, there will exist r possible stationary linear combinations and Π can be decomposed into two matrices α and β (each m×r) such that Π = αβ`. β contains the coefficients of the r distinct cointegrating vectors which render β` X t stationary despite X t being non-stationary and α contains the speed of adjustment coefficients for the equation.
If it is the case that the variables in X t are also cointegrated of order r, the following constraint may be imposed upon the unrestricted VAR to enable a VECM formulation: 
where Θ contains the r individual error-correction terms derived from the r long-run cointegrating vectors using the Johansen and Juselius maximum likelihood (MLH) procedure.
The error term in equation (5) The advantage of the VECM approach is that it allows a more powerful test of Granger- causality or endogeneity of the dependent variable than the standard Granger-Sims causality tests. In addition to suggesting the direction of causality amongst the variables, the VECM framework allows the distinction between short and long-run Granger-causality as outlined in the previous paragraph.
In the above VECM, F and t-tests provide evidence of the Granger-endogeneity or exogeneity of the dependent variable within the sample period and in this sense are withinsample causality tests. They do not permit an assessment of the relative strength of the Granger-causal Thus, we would contend that the advantage of the VAR framework adopted in this paper for mapping out the relationship between prices and earnings is that the unrestricted VAR model captures any endogeneity between variables in the system. It does not lead to the loss of long-term information about endogenous relationships which is likely to result from the use of differenced variables, as in BMS. On the other hand, the VAR framework has been criticised by Cooley and Le Roy (1985) on the grounds that it is a system of unrestricted reduced-form equations. We would argue that it does have its merits and that it is worthy of consideration as a tool of analysis in this particular framework.
The Results
We first check the stationarity of the price and earnings series of each company by applying augmented Dickey-Fuller tests to the data. The tests began with a lag order of 10 and the Akaike Information Criterion (AIC) was used to determine the optimal lag structure. The corresponding ADF statistic was then measured against MacKinnon's (1991) critical values at the 5% significance level.
The results in Table 1 indicate that we are unable to reject the hypothesis of a unit root in the levels of every series. Three of the price series and five of the earnings series are stationary in levels, producing ADF statistics significant at the 5% level (and at the 1% level in the case of Mobil). However for the remaining 13 sets, we are unable to reject a unit root in the levels of either the price or earnings series whilst the results emphatically reject the presence of a unit root in the first differences (all but one of the 42 series studied rejects the null at the 1% level). This suggests that 13 series are actually I(1), and it is therefore appropriate to proceed to tests for cointegration between prices and earnings of these companies.
The results of the Johansen procedure, applying an optimal lag length for the VAR, are shown in Table 2 . Lag lengths were determined using the AIC, and then tested for serial correlation using an LM (LaGrange Multiplier) Chi squared test. If we were able to reject the null hypothesis, that errors are serially uncorrelated, the lag associated with the next optimal AIC was taken, increasing the VAR order. These steps were then repeated until there was no evidence of autocorrelation.
The maximal eigenvalue and trace statistics, assuming unrestricted intercepts and restricted trends, and a constant and trend in the cointegrating equation, indicates that there is little support for cointegration between prices and earnings. Not one of the 13 VAR models constructed from I(1) series' exhibits statistically significant maximal eigenvalue or trace statistics. We therefore cannot reject the hypothesis of zero cointegrating vectors.
The inability to conclude that cointegration exists between prices and earnings of the series analysed therefore removes our ability to estimate short and long-term effects through the estimation of a VECM. However, as outlined earlier, alternative methods of analysing the dynamic relationship between such non-cointegrated variables are available.
Firstly we will test the out of sample degree of exogeneity through generalised variance decomposition (GVDC) analysis. We shock each individual variable and partition the variance of the forecast error of each variable into the proportions attributable to shocks to each variable in the system including itself and measure the relative effects. The degree to which a variable is exogenous depends on how much of the variable's variance is explained by the shock to itself over the forecast horizon (40 quarters, or 10 years) is presented in Table 3 .
If a variable explains most of its own variance and the variances of other variables contribute little to the explanation of its behaviour, then it is relatively exogenous.
In the interest of saving space, only the size of a variable's variance explained by itself is shown in the table. Of course, within the context of GVDC, the percentage that is explained by the other variable is that which sums the two variances to 1. For example, for the aggregate data, after 10 years, price explains just over 98% of its own variance. Correspondingly, earnings explain only a little under 2% of the variance in price. In this case, prices are exogenous. Also note that although not shown, when the horizon is zero (i.e. at the time of the shock) the value for the shocked variable is always one. That is, at this time the forecast error variance of a variable is explained completely by itself.
Looking at Table 3 , it is evident that all of the series are relatively exogenous from the first to the fourth quarter. In a majority of the series, the shocked variable explains more than 95% of its own variance after one year. Noticeable exceptions to this rule are IBM, Phillip
Morris and Citicorp which at this point in time have earnings explaining only 69%, 74% and 80% of their own variance, respectively.
After 40 quarters, the results are much the same in the case of prices. Not one of the datasets presents evidence that prices are endogenously determined. Again prices for a majority of the firms explain around 90% or more of their own variance. The only possible exceptions, are Duke Energy and Mobil, whose prices after 10 years explain 78% and 79% of their own variance, respectively. However, rather than Granger causality existing only in one direction from prices to earnings for these firms, it appears that there may be bi-causality as earnings explain a similar proportion of themselves (88% and 80%).
The results for the earnings of the remaining companies however show that in some cases there is clear evidence of endogenity. The price series for Boeing, IBM, Merck, and
Phillip Morris each, after 40 periods, explain a significant proportion of the variance in earnings (52%, 68%, 56% and 44% respectively) whilst also explaining well over 95% of its own variance.
We can further extend our investigation of the relationship between prices and earnings through the generalised impulse response functions of each series. Figure 4 provides details of the GIR functions resulting from a one standard error shock to each of the variables.
In observing the GIR's we were able to recognise a general form which emerges in most of the datasets. Again to save space, we display only one example of the form of this impulse response, shown in Figure 4 1 . These diagrams show the GIR's for Boeing following a one standard error shock to (a) prices, and (b) earnings. By comparing (a) and (b), we can see that the shocked variables both exhibit a relatively large positive effect which steadily declines back to equilibrium, taking approximately 50 quarters for price and around 40 for earnings.
However the other variables in the system initially exhibit only a small positive deviation from equilibrium. Yet as time progresses they follow far different paths. In (a) we can see that the response of earnings quickly increases, and then takes a number of quarters (perhaps more than 50) to return to equilibrium. On the other hand, the initial small response of prices in (b) falls gradually, returning to equilibrium approximately 35 quarters after the shock. These GIR's are indicative of many of those generated. In a majority of the GIR's we observed that there is initially a relatively large positive effect on the shocked variable and a relatively small positive or negative effect on the remaining variable. Whilst prices generally move rapidly back to equilibrium following a shock to earnings, the reverse is not true. In most cases, the initial small effect on earnings following a price shock is magnified and then takes a number of periods to return to equilibrium.
Another interesting phenomenon is that in many of these GIR's, when price is the shocked variable, the response of the earnings after a short number of periods is actually larger than that of price. That is, the earnings response function lies further from the equilibrium than that of price (see Figure 4(a) ). On the other hand, when earnings are shocked, the response of price in almost every case remains smaller that that of earnings after a number of periods, as well has having a tendency to return to equilibrium faster than earnings.
Thus as we would expect, initially there is a large response in each of the shocked variables. However, the effect on the other variable in the system gives an indication of the endogeneity of each variable. The evidence suggests that there exists a causal link from prices to earnings as a shock to the price equation causes a significant deviation of the earnings equation from equilibrium. On the other hand, a shock to earnings is ultimately demonstrated as having little effect on prices.
Conclusion
In this paper we comment on a recent paper by BMS and draw attention to the fact that their method ignores some of the recent developments in time-series econometrics for the application of VAR analysis to capture and explore the dynamics of a system of equations. We have provided an illustration of this method by applying it to quarterly data for 20 individual listed US companies as well as at the aggregate level for the S&P 500 Index for a period running from the first quarter 1973 to the third quarter 1997. We use a bi-variate system of equations that use earnings and prices. The results suggest that most of the series are I(1), however we do not find the existence of a cointegrating relationship in any of the sets.
Despite our inability to model the long run dynamics of the price/earnings relationship, we are able to investigate the short run effects. Applying the concept of generalised forecast error variance decomposition analysis, we find evidence that there exists causal linkage from prices to earnings. In only one of the twenty-one cases do we find that earnings have an effect on prices. Similarly, the generalised impulse response functions demonstrate that shocks to prices more often than not have a significant effect on earnings, but not vice versa. This suggests that the concentration in the accounting literature on earnings response coefficients and reverse regressions is not misplaced in that prices impact significantly on earnings and to a lesser degree earnings impact on prices 
