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1. Introduction
Amatrix A ∈ Rn×m is called totally positive (strictly totally positive) if all its minors are nonnegative
(positive) and abbreviated as TP (STP). Following the notation of [1], given k, n ∈ N, 1 k n, Qk,n
denotes the set of all increasing sequences of k natural numbers less than or equal to n. When this k
natural numbers are consecutive the sequence is denoted byQ0k,n. If A is an n × mmatrix,α ∈ Qk,n and
β ∈ Qk,m, with kmin{n, m}, A[α|β] denotes the k × k submatrix of A lying in rowsα and columnsβ .
Theprincipal submatrixA[α|α] is abbreviatedasA[α]. As a consequence,A ∈ Rn×m is a TP (STP)matrix

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if det A[α|β] 0 (> 0), ∀α ∈ Qk,n, ∀β ∈ Qk,m, k = 1, 2, . . . ,min{n, m}. When A is lower (upper)
echelon matrix it is said to be lower (upper) echelon STP if all its nontrivial minors are positive. We
recall that a matrix is an upper echelon matrix if it satisﬁes the following conditions:
1. The ﬁrst nonzero entry in each row is called leading entry for that row.
2. Each leading entry is to the right of the leading entry in the row above it.
3. All zero rows are at the bottom.
If, in addition, the matrix satisﬁes the following condition is called upper reduced echelon matrix
4. Each leading entry is the only nonzero entry in its column.
A matrix is a lower (reduced) echelon matrix if its transpose is an upper (reduced) echelon matrix.
Moreover, if each leading entry is equal to 1, we add the adjective unit to these deﬁnitions.
The TP and STP matrices arise in a wide variety of ways in geometry, algebra, computer aided
geometric, differential equations, economics, etc. Ando in [1] gives a complete study of this type of
matrices from an algebraic point of view. Themost common problem studied for square or rectangular
TP (STP) matrices is the existence of an LDU factorization using the Gaussian and Neville elimination
process [1,3–10]. From this factorization it is possible to study properties and characterizations of
square TP (STP) matrices, which allow us to reduce the number of minors to be checked in order to
decide whether or not the matrix is TP (STP). In this paper we want to extend these characterizations
to rectangular TP and STP matrices in order to decrease the minors to be checked.
In [8] the authors study the QR factorization of square TP and STP matrices. We extend this results
to rectangular TP and STP matrices using their thin QR factorization instead of the QR factorization.
Related to this factorization, recently some properties on Q matrix for square STP matrices are given
in [4].
2. Previous results
We give some results which will be used in the following sections. Given a matrix A ∈ Rn×m with
rank(A) = r, a decomposition in the form A = FG is called full rank factorization of A if F ∈ Rn×r ,
G ∈ Rr×m and rank(F) = rank(G) = r. When A = LDU, with L ∈ Rn×r unit lower echelon matrix,
D = diag(d1, d2, . . . , dr) nonsingular matrix and U ∈ Rr×m unit upper echelon matrix, then this fac-
torization is called full rank factorization in unit echelon form of A. From this factorization we can
decompose A in the following forms, A = LU˜, where U˜ = DU or A = L˜U, where L˜ = LD. Moreover, if
di > 0 for i = 1, 2, . . . , r, then A = L˜U˜, with L˜ = L
√
D and U˜ = √DU. In addition, if A is symmetric
then L˜ = U˜T . All these new factorizations are called full rank factorizations in echelon form of A.
If A is TP (STP), in [2] the authors give the following results about the existence of the full rank
factorization in unit echelon form.
Theorem 1 [2, Theorem 1]. A matrix A ∈ Rn×m with rank(A) = r is TP if and only if A admits the full
rank factorization in unit echelon form A = LDU, where L ∈ Rn×r is a unit lower echelon TP matrix,
D = diag(d1, d2, . . . , dr) with di > 0, i = 1, 2, . . . , r, and U ∈ Rr×m is a unit upper echelon TP matrix
with rank(L) = rank(U) = r.
Theorem 2 [2, Theorem 2]. A matrix A ∈ Rn×m with nm is STP if and only if A admits the full rank
factorization in unit echelon form A = LDU, where L ∈ Rn×n is a unit lower triangularSTPmatrix, D =
diag(d1, d2, . . . , dn) with di > 0, i = 1, 2, . . . , n, and U ∈ Rn×m is a unit upper echelon STP matrix.
It is known that if A ∈ Rn×n is symmetric and positive deﬁnite, it admits the factorization A = LLT ,
where L is lower triangular with positive main diagonal. This factorization is unique and L is called
lower triangular Cholesky factor of A. When A is TP (STP) it is easy to prove that L is lower triangular
TP(STP).
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If A is symmetric and TP, with rank(A) = r < n, by Theorem 1 we obtain the unique full rank
factorization in unit echelon form A = LDLT . Then, A =
(
L
√
D
) (√
DLT
)
= L˜˜LT , where L˜ ∈ Rn×r is
lower echelon TPmatrix. Analogously to the nonsingular case, L˜ is unique and it is called lower echelon
Cholesky factor of A.
Since the Cholesky factorization is deﬁned for square matrices, when A ∈ Rn×m it is obtained the
Cholesky factorization of ATA ∈ Rm×m. In this case, if A is TP (STP) then, ATA is also TP (STP). Again, by
Theorem 1 we have the following result.
Proposition 1. Let A ∈ Rn×m be a TP (STP) matrix with rank(A) = r. Then, ATA admits a unique factor-
ization of Cholesky ATA = LLT , where L ∈ Rm×r is a lower echelon TP(STP) matrix with rank(L) = r.
Golub and Van Loan in [11] introduce the concept of thin QR factorization for rectangular matrices
with full column rank in the following form.
Deﬁnition 1. If A = QR is a QR factorization of a matrix A ∈ Rn×m with nm and full column rank,
then
A = Q [1, 2, . . . , n|1, 2, . . . , m]R[1, 2, . . . , m] = Q1R1
is the thin QR factorization of A.
They prove [11, Theorem 5.2.2] that this factorization, where Q1 has orthonormal columns and
R1 is upper triangular with positive diagonal entries, is unique. Moreover, the matrix R1 is the upper
triangular Cholesky factor of ATA. As a consequence, if A is TP (STP) with full column rank then, R1 is
an upper triangular TP(STP) matrix.
Next result extends to rectangular TP (STP) matrices without full column or row rank this thin QR
factorization.
Theorem 3. Let A ∈ Rn×m be a TP (STP) matrix with rank(A) = r. Then, there exist Q1 ∈ Rn×r with
orthonormal columns and R1 ∈ Rr×m upper echelon TP(STP), such that A = Q1R1. Moreover, R1 is the
upper echelon Cholesky factor of ATA.
Proof. FromTheorem1(Theorem2)weobtain the full rank factorization inunit echelon formA = LDU.
Then, A = L(DU) = LU˜, where L ∈ Rn×r is a unit lower echelon TP(STP) matrix, U˜ ∈ Rr×m is an
upper echelon TP(STP) matrix and rank(L) = rank(U˜) = r.
Since L ∈ Rn×r has full column rank by [11, Theorem 5.2.2], it has the unique thin QR factorization
L = Q1L R1L ,
where Q1L ∈ Rn×r has orthonormal columns and R1L ∈ Rr×r is the upper triangular Cholesky factor
of LTL, which is TP(STP) by Proposition 1. Then,
A = LU˜ = Q1L R1L U˜ = Q1L(R1L U˜) = Q1R1,
where Q1 = Q1L ∈ Rn×r and R1 = R1L U˜ ∈ Rr×m is an upper echelon TP(STP) matrix.
Moreover, since ATA = (Q1R1)T (Q1R1) = RT1R1, then R1 = LT is the upper echelon Cholesky factor
of ATA. 
Remark 1. Note that R1 is unique by Proposition 1 and since it has full row rank it follows thatQ1 is also
unique. Therefore, the factorization Q1R1 of A is unique and it will be referred as thin QR factorization
of the TP (STP)matrix A.
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3. Characterization of TP matrices by minors
Many results about nonsingular TP matrices are characterizations by minors. The main goal of this
fact is to reduce the number of minors to be checked in order to decide whether or not a matrix is TP.
In this section we obtain a characterization by minors of rectangular TP matrices.
Proposition 2. Consider the lower echelon matrix A ∈ Rn×r with rank(A) = r. Then, A is TP if and only
if det A[α|1, 2, . . . , k] 0 for all α ∈ Qk,n, with k = 1, 2, . . . , r.
Proof. If A is TP the inequalities det A[α|1, 2, . . . , k] 0 for all α ∈ Qk,n, with k = 1, 2, . . . , r, follow
from the deﬁnition of a TP matrix.
Conversely, according to [1, Theorem 2.1] it is sufﬁces to show that
det A[α|β] 0, ∀α ∈ Qk,n, ∀β ∈ Q0k,r and k = 1, 2, . . . , r.
If α1 < β1, then det A[α|β] = 0 because of lower echelon form. If α1 β1, we have:
(1) If theprincipal submatrixA[1, 2, . . . , r] is anonsingular lower triangularmatrix, letγ = {1, 2, . . . ,
β1 − 1}. Then, by assumption and lower triangularity
0  det A[γ ∪ α|1, 2, . . . ,βk] = det A[γ ∪ α|γ ∪ β]
= det A[γ ] det A[α|β] =
⎛
⎝β1−1∏
i=1
aii
⎞
⎠ det A[α|β].
Since
∏β1−1
i=1 aii /= 0 and each aii > 0, it follows that det A[α|β] 0.
(2) Otherwise, let ρ = {ρ1, ρ2, . . . , ρr} be the rows of Awith a leading entry, such that in column s
the leading entry is in the row ρs. By lower echelon form of A, ρi < ρi+1 for i = 1, 2, . . . , r − 1.
If α1 < ρβ1 then, det A[α|β] = 0 because of lower echelon form. If α1  ρβ1 , let γ = {ρ1,
ρ2, . . . , ρβ1−1}. Then, by the lower echelon form of A
0  det A[γ ∪ α|{1, 2, . . . ,β1 − 1} ∪ β]
= det A[γ |1, 2, . . . ,β1 − 1] det A[α|β] =
⎛
⎝β1−1∏
i=1
aρi i
⎞
⎠ det A[α|β].
Since
∏β1−1
i=1 aρi i /= 0 and each aρi i > 0, it follows that det A[α|β] 0.
Then A is a TP matrix. 
From the previous result we give the following characterization of rectangular TPmatriceswith full
column rank.
Theorem 4. Consider the matrix A ∈ Rn×r with rank(A) = r and let A1 ∈ Rr×r be the nonsingular sub-
matrix of A formedby the r ﬁrst linearly independent rows.Then, A isTP if andonly if for eachk = 1, 2, . . . , r,
the following inequalities hold:
det A[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, (1)
det A1[1, 2, . . . , k|β] 0, ∀β ∈ Qk,r , (2)
det A1[1, 2, . . . , k] > 0. (3)
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Proof. If A is TP the inequality (1) holds. Moreover, since A1 is a nonsingular TP matrix, (2) and (3)
follow by [8, Theorem 3.1].
Conversely, from (3) A1 is a nonsingular matrix, which admits an L1D1U1 factorization with no
pivoting, where L1 ∈ Rr×r is a unit lower triangular matrix,D1 = diag(d1, d2, . . . , dr) is a nonsingular
matrix, with di > 0 for i = 1, 2, . . . , r, and U1 ∈ Rr×r is a unit upper triangular matrix. From (1) we
deduce that
det A1[α|1, 2, . . . , k] 0, ∀α ∈ Qk,r . (4)
Then, by (2), (3) and (4) A1 is a nonsingular TP matrix [8, Theorem 3.1]. Therefore, L1 and U1 are unit
lower and upper triangular TP matrices, respectively.
Now, since A = F1A1, where F1 ∈ Rn×r is a unit reduced lower echelon matrix, we have that
A = F1A1 = (F1L1)D1U1 = LDU,
where L = F1L1 ∈ Rn×r is a unit lower echelon matrix, D = D1, U = U1 ∈ Rr×r is a unit upper
triangular TP matrix and rank(L) = rank(U) = r.
From (1) ∀α ∈ Qk,n, k = 1, 2, . . . , r,we have that
0 det A[α|1, 2, . . . , k] =
k∏
i=1
di det L[α|1, 2, . . . , k] ⇒ det L[α|1, 2, . . . , k] 0.
By Proposition 2 L is a unit lower echelon TP matrix and therefore, by Theorem 1 A is TP. 
The following proposition allows us to give a characterization byminors of rectangular TPmatrices
without full rank. This result can be considered as a characterization of this class of matrices by full
rank factorization.
Proposition 3. Let A ∈ Rn×m be a matrix with rank(A) = r. Consider the matrices A1 ∈ Rr×m, A2 ∈
Rn×r , F ∈ Rn×r in unit lower reduced echelon form and C ∈ Rr×m in unit upper reduced echelon form,
such that A = FA1 = A2C. Then, A is TP if and only if A1 and A2 are TP.
Proof. Suppose that A is TP. Since F and C are matrices in lower and upper echelon form, respectively,
we have that A1 and A2 are the submatrices of A formed by the r ﬁrst linearly independent rows or
columns, respectively. Then, they are TP matrices.
Conversely, since A1 is TP with full row rank by Theorem 1, A1 = L1D1U1 is the unique full rank
factorization in unit echelon form,where L1 ∈ Rr×r is a unit lower triangular TPmatrix,D1 is a nonsin-
gular diagonal TPmatrix, U1 ∈ Rr×m is a unit upper echelon TPmatrix and rank(L1) = rank(U1) = r.
Then, A admits the following full rank factorization in unit echelon form
A = FA1 = F(L1D1U1) = (FL1)D1U1.
Analogously, A2 is a TPmatrix with full column rankwhich admits the unique full rank factorization in
unit echelon formA2 = L2D2U2 where L2 ∈ Rn×r is a unit lower echelon TPmatrix,D2 is a nonsingular
diagonal TP matrix, U2 ∈ Rr×r is a unit upper triangular TP matrix and rank(L2) = rank(U2) = r. In
this case, A admits the full rank factorization in unit echelon form
A = A2C = (L2D2U2)C = L2D2(U2C).
Since the full rank factorization in unit echelon form is unique, we have that
A = (FL1)D1U1 = L2D2(U2C).
Then FL1 = L2, which implies that FL1 is a unit lower echelon TP matrix. Therefore, A is TP because it
is product of TP matrices. 
Corollary 1. Let A ∈ Rn×m be a matrix with rank(A) = r. Suppose that A = FAC, with F ∈ Rn×r unit
lower reduced echelon matrix, A ∈ Rr×r nonsingular matrix and C ∈ Rr×m unit upper reduced echelon
matrix. Then, A is TP if and only if AC and FA are TP.
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Proof. Consider the matrices A1 = AC and A2 = FA. Then A = FA1 with F ∈ Rn×r unit lower reduced
echelon matrix and A = A2C with C ∈ Rr×m unit upper reduced echelon matrix. By Proposition 3 the
result holds. 
From Proposition 3 and Theorem 4, we obtain the following characterization by minors of rectan-
gular TP matrices.
Proposition 4. Let A ∈ Rn×m be a matrix with rank(A) = r. Suppose that A1 ∈ Rr×m is the submatrix
of A formed by the r ﬁrst linearly independent rows, A2 ∈ Rn×r is the submatrix of A formed by the r
ﬁrst linearly independent columns and A ∈ Rr×r is the nonsingular submatrix of A formed by the r ﬁrst
linearly independent rows and columns. Then, A is TP if and only if for each k = 1, 2, . . . , r, the following
inequalities hold:
det A2[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, (5)
det A1[1, 2, . . . , k|β] 0, ∀β ∈ Qk,m, (6)
det A[1, 2, . . . , k] > 0. (7)
Proof. Suppose that A is TP. Since A1 and A2 are submatrices of A the inequalities (5) and (6) hold.
Moreover, note thatA is the nonsingular submatrix of A2 (A1) formed by the r ﬁrst linearly independent
rows (columns), then A is a nonsingular TP matrix and (7) holds.
Conversely, applying Theorem 4 to A2 ∈ Rn×r we have that A2 is TP if and only if for each k =
1, 2, . . . , r the following inequalities hold
det A2[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, (8)
det A[1, 2, . . . , k|β] 0, ∀β ∈ Qk,r , (9)
det A[1, 2, . . . , k] > 0. (10)
Now, applying Theorem 4 to AT1 ∈ Rm×r we have that A1 is TP if and only if for each k = 1, 2, . . . , r the
following inequalities hold
det A1[1, 2, . . . , k|β] 0, ∀β ∈ Qk,m, (11)
det A[α|1, 2, . . . , k] 0, ∀α ∈ Qk,r , (12)
det A[1, 2, . . . , k] > 0. (13)
Since the inequalities (8) and (11) implies the inequalities (12) and (9), we can assure that A is TP if
and only if for each k = 1, 2, . . . , r the inequalities (8), (11) and (10) are satisﬁed. 
4. A characterization of TP matrices by their thin QR factorization
The concept of lowerly TP matrix is introduced by Gasca and Peña for nonsingular matrices [8]
and they give a characterization by minors of this class of matrices [8, Proposition 2.2]. The following
deﬁnition extends to rectangular matrices the concept of lowerly TP matrix.
Deﬁnition 2. Consider a matrix A ∈ Rn×m with rank(A) = r. Then, A is lowerly TP if and only if
it can be decomposed in the form A = LDU, where L ∈ Rn×r is a unit lower echelon matrix, D =
diag(d1, d2, . . . , dr) is a nonsingular matrix, U ∈ Rr×m is a unit upper echelon matrix and LD is TP.
Remark 2. Since L is a unit lower echelon matrix the total positivity of LD implies that L and D are TP.
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A characterizationbyminors of rectangular lowerly TPmatriceswith full column rank is given in the
following proposition. The obtained result is similar to the characterization given in [[8], Proposition
2.2].
Proposition 5. Consider the matrix A ∈ Rn×r with rank(A) = r and let A1 ∈ Rr×r be the nonsingular
submatrix of A formed by the r ﬁrst linearly independent rows. Then, A is lowerly TP if and only if for each
k = 1, 2, . . . , r, the following inequalities hold:
det A[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, (14)
det A1[1, 2, . . . , k] > 0. (15)
Proof. If A is lowerly TP and taking into account Remark 2, A = LDU with di > 0, i = 1, 2, . . . , r,.
Therefore, ∀α ∈ Qk,n we have that
det A[α|1, 2, . . . , k] = det(LD)[α|1, 2, . . . , k] =
⎛
⎝ k∏
i=1
di
⎞
⎠ det L[α|1, 2, . . . , k] 0.
Now, suppose that s1, s2, . . . , sr are the indices of the r ﬁrst linearly independent rows of A. Since
A = LDU the submatrix A1 can be obtained as
A1 = L[s1, s2, . . . , sr |1, 2, . . . , r]DU
and obviously (15) holds.
Conversely, since A1 is the nonsingular submatrix of A formed by its r ﬁrst linearly independent
rows, by (15) we know that A admits a factorization A = LDU, where L ∈ Rn×r is a unit lower echelon
matrix,D = diag(d1, d2, . . . , dr)withdi > 0 for i = 1, 2, . . . , r, andU ∈ Rr×r is a unit upper triangular
matrix. By (14) we have
det A[α|1, 2, . . . , k] =
⎛
⎝ k∏
i=1
di
⎞
⎠ det L[α|1, 2, . . . , k] 0,
which implies that
det L[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, k = 1, 2, . . . , r.
Then, by Proposition 2 L is TP. Since D is TP, LD is also TP and therefore A is lowerly TP. 
The concept of γ -matrix introduced for nonsingular matrices by Gasca and Peña [8] is extended to
rectangular matrices with full column rank.
Deﬁnition 3. A matrix A ∈ Rn×r , with rank(A) = r, is said to be a γ -matrix if it is lowerly TP and in
the factorization A = LDU, U−1 is TP.
The following theorems allow us to characterize rectangular TP matrices by their thin QR factor-
ization. The obtained result is similar to the characterization of nonsingular TP matrices by their QR
factorization [8].
Theorem 5. Let A ∈ Rn×r be a matrix, with rank(A) = r. Then, A is a TP matrix if and only if there exists
a γ -matrix Q1 ∈ Rn×r with orthonormal columns, an orthogonal γ -matrix Q2 ∈ Rr×r , a nonsingular
upper triangular TP matrix R1 ∈ Rr×r and an upper echelon TP matrix R2 ∈ Rr×n, such that A = Q1R1
and AT = Q2R2.
Proof. Suppose that A is TP. By Theorem 3 A admits a unique thin QR factorization, A = Q1R1, where
Q1 ∈ Rn×r has orthonormal columns and R1 is a nonsingular upper triangular TPmatrix. Let us denote
by r1i , i = 1, 2, . . . , r, the main diagonal entries of R1.
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Moreover, since A is TP also admits the full rank factorization in unit echelon form A = LADAUA,
where LA ∈ Rn×r is a unit lower echelon TP matrix, DA = diag(d1, d2, . . . , dr) with di > 0, i = 1, 2,
. . . , r, and UA ∈ Rr×r is a unit upper triangular TP matrix. If we represent by DR1 = diag(r11 , r12 , . . . ,
r1r ), we have that
A = Q1R1 = LADAUA ⇒ Q1 = LADAUAR−11
= LA
(
DAD
−1
R1
) (
DR1UAR
−1
1
)
= LQ1DQ1UQ1 ,
where LQ1 = LA ∈ Rn×r is a unit lower echelon TP matrix, DQ1 = DAD−1R1 = diag(dq1 , dq2 , . . . , dqr ),
with dqi = di/r1i > 0, i = 1, 2, . . . , r, and UQ1 = DR1UAR−11 ∈ Rr×r is a unit upper triangular matrix.
Then, LQ1DQ1 is TP and Q1 is lowerly TP.
On the other hand
QT1 = UTQ1DQ1LTQ1 ⇒
(
UTQ1
)−1
QT1 = DQ1LTQ1 ⇒
(
UTQ1
)−1 = DQ1LTQ1Q1.
By applying the Binet-Cauchy identity [1] and taking in mind that Q1 is lowerly TP, we have for all
α ∈ Qk,r , and k = 1, 2, . . . , r, that
det
(
UTQ1
)−1 [α|1, 2, . . . , k] = ∑
∀γ∈Qk,r
det
(
DQ1L
T
Q1
)
[α|γ ] det Q1[γ |1, 2, . . . , k] 0.
Then, by [1, Corollary 2.2] (UTQ1)
−1 is a unit lower triangular TP matrix. Therefore, U−1Q1 is unit upper
triangular TP. Then, we can conclude that Q1 is a γ -matrix.
Since AT ∈ Rr×n is also TP by Theorem 1 AT = LAT DAT UAT , where LAT ∈ Rr×r is a unit lower tri-
angular TP matrix, DAT = diag(d˜1, d˜2, . . . , d˜r)with d˜i > 0, i = 1, 2, . . . , r, UAT ∈ Rr×m is a unit upper
echelon TP matrix and rank(L) = rank(U) = r.
Moreover, by [8, Theorem 4.7] LAT = QLAT RLAT , where QLAT ∈ Rr×r is a orthogonal γ -matrix and
RL
AT
∈ Rr×r is a nonsingular upper triangular TP matrix.
Then,
AT = LAT DAT UAT =
(
QL
AT
RL
AT
)
DAT UAT = QLAT
(
RL
AT
DAT UAT
)
= Q2R2,
whereQ2 = QL
AT
∈ Rr×r is an orthogonalγ -matrix and R2 = RL
AT
DAT UAT ∈ Rr×n is an upper echelon
TP matrix because it is product of TP matrices.
Conversely, since Q1 ∈ Rn×r is lowerly TP, by Proposition 5 the following inequalities are satisﬁed
for all k = 1, 2, . . . , r,
det Q1[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, (16)
det Q11 [1, 2, . . . , k] > 0, (17)
where Q11 is the nonsingular matrix formed by the r ﬁrst linearly independent rows of Q1. Since
A = Q1R1, with R1 a nonsingular upper triangular TP matrix, from (16)
det A[α|1, 2, . . . , k] 0, ∀α ∈ Qk,n, k = 1, 2, . . . , r.
Let A1 be the submatrix of A formed by its r ﬁrst linearly independent rows. Then, A1 = Q11R1 and
from (17) we have that
det A1[1, 2, . . . , k] > 0, k = 1, 2, . . . , r.
Moreover, we also have that
AT1 = Q2R˜2,
where R˜2 is the upper triangular submatrix of R2 formed by its r ﬁrst linearly independent columns.
Then, since Q2 is lowerly TP
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det AT1[β|1, 2, . . . , k] =
⎛
⎝ k∏
i=1
r˜2i
⎞
⎠ det Q2[β|1, 2, . . . , k] 0,
where r˜2i , i = 1, 2, . . . , r are the main diagonal entries of R˜2. Therefore,
det A1[1, 2, . . . , k|β] 0, ∀α ∈ Qk,n, k = 1, 2, . . . , r.
Then, by Theorem 4 A is TP. 
Next theorem gives the extension of Theorem 5 to rectangular matrices without full column rank.
Theorem 6. Let A ∈ Rn×m be a matrix with rank(A) = r < min{n, m}. Then, A is a TPmatrix if and only
if there exist two γ -matrices Q1 ∈ Rn×r and Q2 ∈ Rm×r , both with orthonormal columns and two upper
echelon TPmatrices R1 ∈ Rr×m and R2 ∈ Rr×n, such that A = Q1R1 and AT = Q2R2.
Proof. Suppose that A is TP. By Theorem 1 A = LADAUA, where LA ∈ Rn×r is a unit lower echelon TP
matrix, DA is a nonsingular diagonal TP matrix, UA ∈ Rr×m is a unit upper echelon TP matrix and
rank(LA) = rank(UA) = r.
Since LA has full column rank, applying Theorem 5 we have that LA = QLARLA , where QLA ∈ Rn×r is
a γ -matrix with orthonormal columns and RLA ∈ Rr×r is a nonsingular upper triangular TP matrix.
Then,
A = LADAUA = QLARLADAUA = QLA
(
RLADAUA
) = Q1R1,
where Q1 = QLA ∈ Rn×r is a γ -matrix with orthonormal columns and R1 = RLADAUA ∈ Rr×m is an
upper echelon TP matrix, because it is product of TP matrices.
Analogously, since AT is also TP we obtain that AT = Q2R2, where Q2 ∈ Rm×r is a γ -matrix with
orthonormal columns and R2 ∈ Rr×n is an upper echelon TP matrix.
Conversely, suppose that A = Q1R1. SinceQ1 ∈ Rn×r is a γ -matrix with full column rank, it admits
the full rank factorization
Q1 = LQ1DQ1UQ1 ,
where LQ1 ∈ Rn×r is a unit lower echelon TP matrix, DQ1 is a nonsingular diagonal TP matrix, UQ1 ∈
Rr×r is a unit upper triangular matrix, such that rank(LQ1) = rank(UQ1) = r. Then,
A = (LQ1DQ1UQ1) R1 = (LQ1DQ1) (UQ1R1)
= (LQ1DQ1) (D1U1) = LQ1 (DQ1D1)U1 = LADAUA
is a full rank factorization of A, with LA = LQ1 ∈ Rn×r unit lower echelon TPmatrix, DA = DQ1D1 non-
singular diagonal TPmatrix,UA = U1 ∈ Rr×m unit upper echelonmatrix and rank(LA)= rank(UA)= r.
On the other hand, AT = Q2R2, with Q2 ∈ Rm×r γ -matrix with rank equal to r. Then, it admits the
following full rank factorization
Q2 = LQ2DQ2UQ2 ,
where LQ2 ∈ Rm×r is a unit lower echelon TP matrix, DQ2 is a nonsingular diagonal TP matrix, UQ2 ∈
Rr×r is a unit upper triangular matrix, such that rank(LQ2) = rank(UQ2) = r. Consequently
AT = (LQ2DQ2UQ2) R2 = (LQ2DQ2) (UQ2R2)
= (LQ2DQ2) (D2U2) = LQ2 (DQ2D2)U2 = LAT DAT UAT ,
with LAT = LQ2 ∈ Rm×r unit lower echelon TP matrix, DAT = DQ2D2 nonsingular diagonal TP matrix,
UAT = U2 ∈ Rr×n unit upper echelon matrix and rank(LAT ) = rank(UAT ) = r.
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Therefore,
A = LADAUA = (LAT DAT UAT )T = UTAT DAT LTAT .
Since the full rank factorization in unit echelon form is uniquewe have thatUA = LTAT ∈ Rr×m is a unit
upper echelon TP matrix. Applying Theorem 1, A is TP. 
5. A characterization of STP matrices by their thin QR factorization
In this section we characterize the rectangular STPmatrices by their thin QR factorization. First, we
recall the following characterization of STP matrices given by Gasca and Peña.
Theorem 7 [Theorem 4.1 of [7]]. Let A be an n × mmatrix. Then, A is STP if and only if the initial minors
by columns and by rows of A are positive.
Remark 3. If A ∈ Rn×m is a lower echelon matrix with rank(A) = m, by Theorem 7 A is STP if and
only if for each k = 1, 2, . . . , m, the following inequality holds:
det A[α|1, 2, . . . , k] > 0, ∀α ∈ Q0k,n. (18)
In analogousway to the previous sectionwe extend to rectangularmatrices the concept of lowerly STP
matrix [8] and give the characterization of this class of matrices by minors.
Deﬁnition 4. Consider a matrix A ∈ Rn×m with rank(A) = m. Then, A is lowerly STP if and only if
it can be decomposed in the form A = LDU, where L ∈ Rn×m is a unit lower echelon matrix, D =
diag(d1, d2, . . . , dm) is a nonsingular matrix, U ∈ Rm×m is a unit upper triangular matrix and LD is
STP.
Remark 4. Since L is a unit lower echelon matrix and LD is a STP matrix, then L is STP and D is TP.
The corresponding characterization of lowerly STP matrices is given in the following result.
Proposition 6. A matrix A ∈ Rn×m with rank(A) = m is lowerly STP if and only if it satisﬁes for each
k = 1, 2, . . . , m the inequality
det A[α|1, 2, . . . , k] > 0 for all α ∈ Q0k,n. (19)
Proof. If A is lowerly STP then A = LDU, with di > 0, i = 1, 2, . . . , m. By Remark 3 we have that
det A[α|1, 2, . . . , k] = det(LDU)[α|1, 2, . . . , k] = det(LD)[α|1, 2, . . . , k]
=
⎛
⎝ k∏
i=1
di
⎞
⎠ det L[α|1, 2, . . . , k] > 0, ∀α ∈ Q0k,n.
Conversely, from (19) we have that A admits a factorization A = LDU with no pivoting and such that
L ∈ Rn×m is a unit lower echelon matrix, D = diag(d1, d2, . . . , dm) with di > 0, for i = 1, 2, . . . , m,
and U ∈ Rm×m is a unit upper triangular matrix. Since for all α ∈ Q0k,n it is satisﬁed that
det A[α|1, 2, . . . , k] =
⎛
⎝ k∏
i=1
di
⎞
⎠ det L[α|1, 2, . . . , k] > 0,
L is STP by Remark 3. Then LD is also STP and therefore A is lowerly STP. 
Now, the following deﬁnition extends to rectangular matrices with full column rank the concept of
strict γ -matrix, which is known for nonsingular matrices [8].
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Deﬁnition 5. A matrix A ∈ Rn×m, with rank(A) = m, is said to be an strict γ -matrix if it is lowerly
STP and in the factorization A = LDU, U−1 is 	STP.
This kind of matrices allows us to characterize the STP matrices by their thin QR factorization.
Theorem 8. Let A ∈ Rn×m be a matrix, with n > m. Then, A is a STP matrix if and only if there exists a
strict γ -matrix Q1 ∈ Rn×m with orthonormal columns and an orthogonal strict γ -matrix Q2 ∈ Rm×m, a
nonsingular upper triangular STP matrix R1 ∈ Rm×m and an upper echelon STP matrix R2 ∈ Rm×n,
such that A = Q1R1 and AT = Q2R2.
Proof. The proof is similar to the corresponding of Theorem 5, but using Remark 3, [2, Theorem 2] and
Theorem 7 instead of [1, Corollary 2.2], [2, Theorem 1] and Theorem 4, respectively. 
Finally, the following result also extends to rectangular matrices with full column rank the charac-
terization of nonsingular strict γ -matrices [8, Theorem 5.2].
Theorem 9. A matrix A ∈ Rn×m with rank(A) = m is a strict γ -matrix if and only if all the pivots of
the quasi Neville elimination of A are positive and all the multipliers of the Neville elimination of UT are
negative.
Proof. The proof is similar to [8, Theorem 5.2]. 
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