Motivation: Third-generation sequencing (TGS) platforms that generate long reads, such as PacBio and Oxford Nanopore technologies, have had a dramatic impact on genomics research. However, despite recent improvements, TGS reads suffer from high-error rates and the development of read correction methods is an active field of research. This motivates the need to develop tools that can evaluate the accuracy of noisy long reads correction tools. Results: We introduce LRCstats, a tool that measures the accuracy of long reads correction tools. LRCstats takes advantage of long reads simulators that provide each simulated read with an alignment to the reference genome segment they originate from, and does not rely on a step of mapping corrected reads onto the reference genome. This allows for the measurement of the accuracy of the correction while being consistent with the actual errors introduced in the simulation process used to generate noisy reads. We illustrate the usefulness of LRCstats by analyzing the accuracy of four hybrid correction methods for PacBio long reads over three datasets. Availability and implementation: https:/
Introduction
Sequencing reads produced by third-generation sequencing (TGS) technologies such as Pacific Bioscience (PacBio) and Oxford Nanopore (Minion) are characterized by an increased average read length and a high error rate (Goodwin et al., 2016) . The length of TGS reads make them well suited to application such as genome assembly provided the genome of interest is sequenced with enough coverage (Berlin et al., 2015) , but the high error rate poses a challenge for sequencing datasets with low-coverage for example. This has motivated the development of several error correction algorithms, either based on long reads only (self-correction) or on the use of short accurate reads sequenced from the same organism (hybrid correction). We refer the reader to Laehnemann et al. (2016) for a recent review on error correction tools for various sequencing platforms.
So far the long reads correction methods performances have been mostly evaluated using real or simulated datasets obtained from fully assembled reference genomes, through mapping corrected long reads onto the reference genome, and using the identity percentage of the aligned reads as a proxy for the accuracy of the corrected reads (Hackl et al., 2014; Haghshenas et al., 2016; Miclotte et al., 2016; Salmela and Rivals, 2014) . This process introduces two important biases. First, corrected reads that do not align to the reference genome are not considered, while they would be likely used in a real setting where there is no reference genome. Second, as most corrected long reads contain uncorrected segments (see, for example, Haghshenas et al., 2016, Table 5 ), aligning such corrected long reads onto a reference genome requires to use mappers developed for noisy reads such as BLASR (Chaisson and Tesler, 2012) or BWA (Li and Durbin, 2010) Applications Note mapping reads with potentially large noisy segments onto a reference genome is still challenging (Liu et al., 2016) and the mapping algorithm is thus a potential variable in the accuracy measurement (see Supplementary Material). Moreover, the resulting statistics measure how similar corrected reads are to the reference genome, and not the actual correction accuracy. To compute actual correction statistics, two recent works propose to rely on three-ways alignments between corrected reads, uncorrected reads and the reference genome segment the uncorrected read originates from. Sequencing errors and base corrections (both correct and incorrect) can be obtained directly from such alignments and allow to compute exact correction statistics. Yang et al. (2013) developed such an approach for Illumina and 454 reads, aimed at analyzing real reads obtained from an assembled reference genome: uncorrected were mapped to the reference genome to detect potential sequencing errors and corrected reads are either aligned on the uncorrected read or onto the reference genome (depending on the error model) to record corrections. Miclotte et al. (2015) developed an alternative approach, for long reads correction, that relied on simulated long reads and aligns, for each long read, the uncorrected and corrected long reads to the corresponding reference genome segment which can be known for simulated reads. In the latter approach, one trades the uncertainty due to the mapping of long reads onto the reference for the uncertainty due to the read simulation algorithm. So it is well suited for cases when accurate simulators are available (see Escalona et al., 2016) for a recent review on sequencing reads simulators, although it cannot be expected that simulated reads capture the full spectrum of sequencing errors that occurs in real datasets.
Expanding on the ideas introduced in Yang et al. (2013) and Miclotte et al. (2015) , we introduce LRCstats, a program that assesses the accuracy of correction algorithms from three-ways alignments between a reference genome, uncorrected reads and corrected reads, that we apply to evaluate four hybrid correction tools for PacBio reads using simulated long reads.
Methods
LRCstats takes as input an uncorrected reads file along with a pairwise alignment with the reference genome (in the SAM alignment format) that provides information on the exact sequencing errors introduced during the simulated reads generation process, and a corrected reads file (in FASTQ or FASTA format). LRCstats aligns each corrected read to the corresponding pairwise uncorrected read-reference alignment using an edit distance model that minimizes the edit cost between the corrected read and the reference, while accounting as much as possible for all information provided with the corrected reads. In particular, if uncorrected segments occur within the corrected read and are clearly identified (i.e. each corrected read is composed of alternating corrected/uncorrected segments, as in Haghshenas et al. (2016) ), the algorithm ensures they are aligned exactly (i.e. with no error) with the uncorrected read. If a correction tool does output for each read a set of corrected segments (as in Hackl et al. (2014) for example), the gaps between them in the three-way alignment are not considered in the edit score, that is then based solely on the provided corrected segments. Moreover, the algorithm also accounts for the case where the corrected reads can be extended past the corresponding reference segment (Haghshenas et al., 2016; Miclotte et al., 2016) . A precise description of the alignment algorithm is provided in the Supplementary Material.
The result of this alignment step is thus a three-way alignment between the corrected read, the uncorrected read and the reference that is consistent with the input two-way uncorrected reference alignment and optimizes the edit score between the corrected read and the reference. The accuracy of the corrected read can then be measured in terms of this alignment by simple tabulation of the number of substitutions, insertions and deletions that have been corrected or introduced.
LRCstats is a command line tool that provides three main modules. The alignment module, that implements the algorithm described above, is programmed in C þþ for efficiency reasons. The alignment module is multithreaded to allow for the simultaneous alignment of multiple reads.
Additional modules, written in Python 2.7, are wrappers for generating simulated PacBio long reads with SimLORD (Stö cker et al., 2016) and Illumina short reads with ART (Huang et al., 2012) , running the hybrid correction tools proovread (Hackl et al., 2014) , LoRDEC (Salmela and Rivals, 2014) , CoLoRMap (Haghshenas et al., 2016) and Jabba (Miclotte et al., 2016 ) (thus providing templates that can be used to analyze other correction tools), and generating accuracy statistics from the computed three-way alignments. We also included modules that allow to use LRCstats with real long reads datasets by aligning uncorrected long reads onto a reference genome to generate two-way uncorrected reference alignments, that can then be used, together with corrected reads, as input to the main LRCstats module.
Application
We used LRCstats to evaluate the accuracy of four hybrid PacBio/ Illumina correction methods, proovread (Hackl et al., 2014) , LoRDEC (Salmela and Rivals, 2014) , CoLoRMap (Haghshenas et al., 2016) and Jabba (Miclotte et al., 2016) on three simulated datasets, composed of a bacterial genome (Escherichia coli strain), a fungal genome (Saccharomyces cerevisiae) and select chromosomes of an insect genome (Drosophila melanogaster, chromosomes 4 and X), for which real PacBio datasets were available and that were used in (Miclotte et al., 2016) . PacBio datasets with coverage 20Â were generated using SimLORD (Stö cker et al., 2016) and 100Â Illumina reads were generated using ART (Huang et al., 2012) for the E.coli and S.cerevisiae genomes, and 10Â long read coverage and 50Â short read coverage for the D.melanogaster genome. Table 1 summarizes the accuracy results we obtained with LRCstats.
From Table 1 , we observe that Jabba corrected reads consistently have the least error rate over all four algorithms analyzed in this study. For the E.coli and S.cerevisiae genomes, LoRDEC performs a close second, whereas CoLoRMap (used with the one-end anchors option) performs the next best for the D.melanogaster genome. proovread only achieves error rates of less than 1% on the S.cerevisiae genome. More detailed statistics are provided in Supplementary Material.
In conclusion, LRCstats provides a novel way to measure the accuracy of sequencing errors correction methods in the case where realistic simulators exist, that does not rely on mapping onto a reference genome. Although LRCstats has been developed to complement the SimLORD simulator for PacBio reads, it can be used with any existing simulator that provides alignment between generated reads and the reference genome.
