The method of contractor directions for partial differential equations  by Altman, Mieczyslaw
JOURNAL OF DIFFERENTIAL EQUATIONS 28, 406-436 (1978) 
The Method of Contractor Directions for 
Partial Differential Equations 
MIECZYSLAW ALTMAN 
Department of Mathematics, Louisiana State University, Baton Rouge, Louisiana 70803 
Received June 1, 1977 
A further development of the concept of contractor directions is presented. 
An application of the method of specialized contractor directions to local 
existence theorems for general nonlinear equations and to solutions of some 
partial differential equations is discussed. An implicit function theorem of the 
type investigated by Nash, Schwartz and Moser follows. 
contents. 1. Introduction. 2. The general method of contractor directions. 3. The 
method of contractor directions in a scale of Banach spaces with applications to nonlinear 
partial differential equations. 4. a-Differentiable mappings of Banach space. 5. A global 
existence theorem for a-differentiable mappings of Banach spaces. 6. Local and global 
existence theorems. 7. An application to partial differential equations. 8. An estimate 
for the linearized Dirichlet problem. 
1. INTRODUCTION 
The general method of contractor directions seems to be a natural generaliza- 
tion of the method of directional contractors. However, in order to make the 
method applicable to solutions of some partial differential equations a further 
development of the concept of contractor directions is necessary. Therefore 
certain conditions are imposed on the sets of contractor directions. In this 
way a special class of increasing continuous functions is involved in the definition 
of specialized contractor directions. This class is closely connected with the 
classical Cauchy integral test for infinite series. By using the method of 
specialized contractor directions sufficient conditions are obtained for existence 
theorems of solutions of nonlinear equations. Moreover, a general implicit 
function theorem follows from these results. This implicit function theorem 
is similar to those discussed by Nash, Schwartz and Moser but can be proved 
under much weaker conditions. An application to solutions of some partial 
differential equations discussed by Moser, Rabinowitz and Pohoiaev is 
indicated. 
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2. THE GENERAL METHOD OF CONTRACTOR DIRECTIONS 
2.1. The notion of special contractor directions has been introduced 
in [4]. The main purpose was there to make it possible to apply the method 
of contractor directions to solvability problems for nonlinear operator equations 
without restriction that the range of the operator in question is closed. However, 
it turns out that the class of contractor directions discussed there is too narrow 
and cannot be applied to solutions of some partial differential equations. 
However, a broader class of specialized contractor directions can be introduced 
as follows. 
Denote by {B} the class of increasing continuous functions B(s) such that 
B(s) > 0 for s > 0 and 
s 
a 
s+B(s) ds < 00 for some a y 0. (2.1) 
” 
DEFINITION 2.1. Let X be a complete metric space and let Y be a real 
or complex Banach space, P: D(P) C X+ Y, and x E X. Then TX(P) = 
T*(P, 4) is a set of special contractor directions for P at x E D(P) if there exist 
a positive constant q < 1 and a function B(s) E (B} which have the following 
property. For each y E I’=(P), there exist a positive number E = E(X, y) < 1 
and an element XE D(P) such that 
IIP~-P~--YII <!FllYll (2.2) 
and 
4% 4 < 4 Y II>, (2.3) 
where d(., .) is the distance in X. 
Thus, TX(P) = I’,(P, q) depends on q = q(P), but q does not depend on x. 
For a discussion of the general method of contractor directions see [4]. 
3. THE METHOD OF CONTRACTOR DIRECTIONS IN A SCALE OF 
BANACH SPACES WITH APPLICATIONS TO 
NONLINEAR PARTIAL DIFFERENTIAL EQUATIONS 
Let us consider a family of Banach spaces Vo (0 < p < p) in the order 
YO3 VP3 VP, satisfying the condition 
where c depends on p, p only and 11 . II0 is the norm in I’D. For examples and 
applications of such families of spaces, see Moser [5]. 
In order to apply the general method of contractor directions to some solutions 
of partial differential equations, the following Definition will be needed. 
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DEFINITION 3.1. A mapping 
P:D(P)CP(O Gp <PP)-NG~(O <CT <s) 
is A-differentiable at x E D(P) if there exists a positive p which has the following 
property. For arbitrary y E Ga (0 < u < S) and for arbitrary K > 1, Q > 1 
there exist elements z E Go and h E P such that 
II P(x + ch) - Px - cz ll,/c -+ 0 as E+O+, (3.1) 
II z -Y /lo < KQ-“ II Y I/o , (3.2) 
II h lla < KQ II Y Ilo , (3.3) 
II h II0 < c II x/lo 9 (3.4) 
provided 
II Y Ilo G K and II x lb < K (3.5) 
where x + ~?a E D(P) and c is some positive constant. This definition of 
A-differentiability generalizes the case discussed by Moser [5], where P has a 
derivative P’ which admits approximate solutions h satisfying conditions 
(3.2)-(3.5) with z = P’(x)h. It is assumed that both families V (0 < p < p) 
and GU (0 < (T < S) of Banach spaces satisfy the same conditions as in (3.0). 
The following is a local existence theorem for A-differentiable mappings. 
THEOREM 3.1. Given a mapping 
P: D(P) C VP (0 < p d p) - G” (0 < 0 < s), 
let S = S(x, , r) C VP with some p < p such that there exist positive numbers 
q,&M>lwithq<1,/3<paand 
/I Px, Ilo < /3(1 - q)(q/2)-l” M-(l+CL)‘u (1 x0 [I$‘; (3.6) 
II Px Ilo < MK if II x IID < K x E s. (3.7) 
The mapping P is A-d@rentiable at every x E S C Vo, where 
r >, C )I Px, )I0 e(l-s)(l-e)/(l - 6)(1 - q), (3.8) 
6 = (P/P) B(1 + /4/p < 1, 
c = [C(l + q/2)]‘-“‘” [M /I x0 ~~9](1+“)‘” (2/q)% 
(if /3 = p, then p < p(1 + p)). The graph of P is closed in VP x Go and 
VP x Go. Then the equation Px = 0 has a solution x E S C Vo. If /3 < p/( 1 + p), 
dk?nXE VP. 
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Proof. The general pattern of proof is based on the transfinite induction 
method of [4]. Th us, we construct well-ordered sequences of positive numbers 
t, and elements x, E S as follows. Put t, = 0 and suppose that t,, and x, have 
been constructed for all y < 01, ptovided, for arbitrary ordinal numbers, the 
inequalities 
II Px, II0 < e++ II Pxo /lo (3.9,) 
II x, llp < II x0 IID e8(1-*)ty, ty < 00, (3aJ 
are satisfied and for first kind ordinal numbers /3 = y + 1 < LY, the following 
inequalities are satisfied: 
II %+1 - Px /I < (1 + q) 11 Px, 11 em(l-a)tY (tY 0 -.. v+l - 4,); (3.12,+,) 
II xv+1 - x, II0 G Cdl + 42) II Pxo II0 e+*‘V,+l - t,>, (3*13,+1) 
where C, = M(1+u)lp(2/q)1~~ II x0lig+“)“‘; 
II xv+1 - xy II < C(l + q/2) II Px, /lo e-+Yt,+, - t,), (3*14,+1) 
where the constant c is the same as in (3.4), and for second kind ordinal numbers 
y < 1y, the following relationships hold: 
t, = cyy t8 , t, -==E 00,
(3.15,) 
x, = $-y x8 (in VP), Px, = l&y Pxo (in Go). 
Then it follows from (3.13), (3.15), L emmas 1.3 and 1.4 [4] that for arbitrary 
X < y < 01 such that t, < co we have 
= Cl (I pxo ,,. f’ e-h-8(l+uhl(l-u~t & 
tA 
Hence, we obtain the following estimate: 
11 X, - xA 11~ < Cl 11 Px, /lo Jr’ e-B-s(l+u)‘d(l-o’t dt. 
a 
(3.16) 
410 MIECZYSLAW ALTMAN 
In the same way we obtain from (3.11), (3.12), Lemmas 1.3 and 1.4 [4] that 
II px, - px, 110 < (1 + n) cn /I Px, Ijo i; E+-*‘~ dt. (3.17) 
Now we obtain from (3.14), (3.13) and (3.0) the following estimate: 
II%+1 - x, /lo < c, 11 Px, 110 e(1-8)(1-,yty+l - 1,) 
= c, I/ px, Ilo e(l-s)(1-Q)(ty+,t,)e-(l--6)(1-Q)tY+l(ty+l _ tJ 
< c, // Pxo /lo c?(l-s)(l-a) -(I--6)bQ)t dt e , 
where 6 = (p/p) /3(1 + p)/p < 1, by (3.8), and C, = c[C(l + q/2)]l-@ Ci/“. 
Hence, we have 
11 xy - xA 11~ < c, 11 pxo ljo &-s)(1--p) f’ e-(1-8)(- dt. 
t,4 
(3.18) 
It follows in particular from (3.18) that 
I/ x, - x0 [lo < C, 11 Px, ]I,, ,(1-s)(1-d 
I 
m e-(l-s)(l-a)t dt 
0 
by (3.8). 
= c, /I Px, IJo tP)(1-q(1 - 6)(1 - q) < Y, P*l%J) 
Suppose that a is a first kind ordinal number. If Pxael = 0, then the proof 
of the theorem is completed. If Px,-~ # 0, then we put 
t, = q-1 + 7, , x, = xa-1 + Tl$, (3.20) 
where h E VP and 7a = E < 1 along with z E Go are chosen so as to satisfy (3.3) 
and (3.4) with y = -Px&-~ , K = MK,-, = MII x0 Ilp eQ’l-g)ta-l (see (3.10,)) 
and Q such that MK+,Q-@ = q/2 or Q = (MK,-12/q)1/u. Then we have 
II P(x,-, + 4 - %-I - CY II0 
~I/~(~,-,+~~)--Px,-*--~ll0+~Il~-~l’o 
< &qe II Y /lo + ~MK,,Q-+ II Y Ilo = qc II Y 110 >
for sufficiently small E = 71r < 1, by virtue of (3.1), that is, 
II P(x,-, + T,h) - PXo,-l - TUY II G Pa IlY II0 9 (3.21) 
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for y = --PA,-, , since then condition (3.5) is satisfied with x = x,-i, 
y = ---Px,-~ and K = MK,-, , by virtue of (3.7), (3.10,-i) and (3.19,-J. 
Hence, we obtain, by (3.21), (3.9,-i) and (3.20) 
i.e., 
I/ pxm II0 G (1 - TJ II pxoi-1 II0 + 4Ta II px,-1110 
= (1 - (1 - q) 7,) II Px,-, 110 < e-(1-Q)‘” IIPx,-, j/o 
< e-(l-*)t, // Px, Ilo , 
jl Px, )I0 < jl Px, Ilo e(l-a)ta. (3.22,) 
Further, it follows from (3.20), (3.9,-i) and (3.21) with y = -Px,-, that 
II px, - P%l /lo G (1 + 4) Tar II %-1 /lo 
,( (1 + q) (1 Pxo /lo e-(l-*‘)t”-l(t, - &-I). 
Thus, condition (3.12,) is satisfied. It remains to show that the induction 
assumptions (3.13,), (3.14,) and (3.10,) also are satisfied. By virtue of (3.20), 
(3.22,), (3.4) and (3.2) withy = -Px,-~, K = MK,-, , we have 
/I x, - x,-l I/o = 7, II h /lo G ..W + aid?‘> II PC, IL, 
< C(1 + q/2) j( Px, ((0 e--(l--Q)t”-l(ta - &-I). 
It follows from (3.20), (3.13,) and (3.3) with y = -Px,-r , K = AM-, and 
Q = (MKo1-12/q)1/u that 
1) x, - xadl ]jp = icy II h /Iv < ~oL(~Ko--I)(l+p)‘u W1” II %-I Ilo 
(3.23) 
G Cl II Pxo Ilo e -rl-B(l+d/ul(l-n)t,-~ t ( - L-l), 
where C, is the same as in (3.13,+,). Now by virtue of (3.20), (3.10,-,) and 
(3.23) we have 
I/ x, II9 < II x,-~ II9 + 7Di IIh /I9 G II x0 IID es(l-dt=l 
+ T,cl II pxo ,/o ~-rl-E~l+u~/ul~l-o~t,-, 
(3.23a) 
= (1 + T,C, 11 x0 ll,l /I Px, (lo e-(l-B’J(l-g)f=-l) I[ x0 /I9 t?s(l-@)t,-l 
if 
< (1 + ~$1 II x0 II, 1 al-dt - II Pxo 110) II x0 II9 e a 1 < (I x0 IIB e--Q)t, 
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The last inequality is satisfied if 
PO - 4) > Cl II x0 II2 II pxo 110 
or 
/I(1 - 4) > M(l+‘L)‘U II x0 IV (4”’ II pxo II0 9 
since then we obtain that the derivative of the function ~(7) = ea(l-*JT - 
TC, 11 z. /Ii1 11 Pz, Ijo - 1 is positive. Hence, we conclude that if condition (3.6) 
is satisfied, then inequality (3.10,) holds true for y = a. Now we suppose that 
a is an ordinal number of second kind and put t, = lim,,, t, , where t, < 00. 
Let (m} be an increasing sequence convergent to 0~. It follows from (3.16) 
and (3.17) that {x,,> and {Px~,} are Cauchy sequences and so are {s} and {Px,,}. 
Denote by x, and ya their limits in V 9, Go, respectively. Since the graph of P 
is closed in VP x Go, we infer that X, E D(P), x, E V* and y, = Px, . If t, < co, 
then the limit passage in (3.gYn) and (3.10,“) yields (3.9,) and (3.10,), respectively. 
The relationships (3.15,) are satisfied by the definition of t, and X, , since 
ym = Px, . Th is p recess will terminate if t, = co, where a. is of second kind. 
In this case {x,$ is a Cauchy sequence in Vo, by virtue of the estimate (3.18), 
since the integral jr e-(1-6)(1-*)t dt is convergent. Denote by x, the limit in V” 
of {x,,}. It follows from (3.19) that x, E S(x, , r) C VP, where p < p is specified 
in (3.8). By virtue of (3.17), {Px,,} is a Cauchy sequence in Go and has a limit 
y E Go. Since the graph of P is closed in VP x Go by assumption, it follows 
that y = Px& . On the other hand we have that Px, = 0, by virtue of (3.9). 
Therefore, the proof of the theorem is completed. 
Remark 3.1. The inequality (3.6) is clearly satisfied in some neighborhood 
of Px, in Go and, consequently, there exists a solution for every y in that 
neighborhood of the equation Px = y. Then Px, has to be replaced by 
Px, - y and the proof remains the same. 
Remark 3.2. For the sake of simplicity we assumed that the domain D(P) 
of P contained a ball S = S(x, , Y) C VQ. As in the local existence Theorem 2.3 [4] 
P can be defined on U = D(P) n 3 and A-differentiable at each x E U, = 
D(P) n S. 
Remark 3.3. Suppose that P has a derivative P’ defined by 
P’(x)h = I$. t-‘[P(x + th) - Px] 
which admits approximate solutions h which satisfy conditions (3.2)-(3.5) 
with z = P’(x)h, then P is clearly A-differentiable. 
Moser [5] has proved a local existence theorem for a mapping P which 
possesses a derivative operator P’(x) admitting approximate solutions h in 
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the above sense. His method which is an iterative process s different and 
requires from P’(X) the additional condition that 
II P(x + h) - px - P’WJ II0 < J4 II h Ilr-” * II h II”, 7 (3.24) 
where I/x - xs/\s < 1, /ZE P, if (1 h/l,, < \I hj(, , and 0 < /3 < 1 satisfies 
certain inequality. 
Various applications and examples of approximate solutions in the above 
sense also are given by Moser [5]. In particular, he applied there his general 
local existence theorem to nonlinear systems of partial differential equations 
which are a generalization of linear positive symmetric systems. To avoid 
the difficulties of boundary behavior he discusses there differential equations 
on the torus. The systems under his consideration are of the form 
F&9 u, 4 = 0 for k = 1, 2 ,..., 712, (3.25) 
where Fk are of period 27r in xi , x2 ,..., x, and admit sufficiently many derivatives 
where p has nm many components pky corresponding to 
ski+, Y, P) = wdah = wish 
for k, 2 = l,..., m; v = l,..., 11, 
where he requires that the at) are symmetric matrices. 
For such systems Moser [5] proves an existence theorem which is based 
on his general local existence theorem mentioned above. Under proper 
hypotheses he proves the existence of approximate solutions for the derivative 
operator of the system (3.25). Condition (3.24) is also satisfied for this system. 
It follows from Moser’s discussion that a similar existence theorem can also 
be obtained for the system (3.25) by means of Theorem 3.1. In this case there 
is no need to require condition (3.24) to be satisfied. 
Another application of Moser’s method was found by Rabinowitz [8]. He 
established the existence of period solutions for the nonlinear equation 
utt - um + 2ut + 4x> t, Ut , um , Uxt > utt> = 0 
with boundary conditions 
u(x, t + T) = 4% t), u(0, t) = u( 1, t) = 0, O<X<l, 
provided F is sufficiently smooth, periodic in t, with period 7, and E is sufficiently 
small. 
It follows from Rabinowitz’s investigation that the same result can also 
be obtained by means of Theorem 3.1. 
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4. U-DIFFERENTIABLE MAPPINGS OF BANACH SPACES 
The method described in Section 3 can be applied to nonlinear mappings 
of one Banach space into another one. 
DEFINITION 4.1. A mapping P: D(P) C X -+ Y, where X and Y are real 
or complex Banach spaces, is a-differentiable at x E D(P) if there exists a positive 
number Q which has the following property. 
For arbitrary y E Y and for arbitrary K, there exists an element h E X such 
that 
j/ P(x + rh) - Px - Ey II/c + 0 as e-+0+, (4.1) 
II 11 II G QK II Y II, (4.2) 
provided 
llxl! <K (4.3) 
where x + rh E D(P). 
Suppose that P has a Gateaux derivative P’ defined by 
P’(x)h = kk$ &[P(x + Eh) - Px]. 
Then we say that P’ has the a-property if for arbitrary y E Y, the equation 
P’(x)h = y has a solution h which satisfies conditions (4.2), (4.3). 
The following local existence theorem for a-differentiable mappings can be 
proved in the same way as Theorem 3.1. 
THEOREM 4.1. Let X and Y be real or complex Banach spaces. Given a 
mapping 
P: D(P)CX-+ Y, 
let S = S(x, , r) C D(P) be such that there exist positive constants M > 1, 
q < 1, /3 < 1 with 
II Px, II -=c PU - d/QM. (4.4) 
The mapping P is a-dzreerentiable at every x E SC D(P), where 
Y > M 11 x0 11 - /j Px, II e”-6)o-Q)/(1 - /3)(1 - q). (4.5) 
The graph of P is closed. Then equation Px = 0 has a solution x E S. 
DEFINITION 4.2. Let X and Y be real or complex Banach spaces; P: D(P) C 
X + Y, and x E X. Then r=(P) = I’%(P, q) is a set of contractor directions 
with the a-property for P if there exist positive constants Q and q < 1 which 
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have the following property. For every y E r&‘) and arbitrary K > 0 there 
exist a positive number ,E = E(X, y) < 1 and an element h E X such that 
provided 
Ii P(X + Eh) - PX - EY II < 4E IlY IIT 
II h II G KQ, 
II4 <K. 
(4.6) 
(4.7) 
(4.8) 
where x $ Eh E D(P). 
It is clear that if P is a-differentiable, then P has a set rz(P) of contractor 
directions with the or-property, and, obviously, T&P) = Tz(P, 4) = Y with 
arbitrary 0 < q < 1. 
Remark 4.1. It is easily seen that in Theorem 4.1 the assumption of 
a-differentiability of P can be replaced by the condition that P has a set T*(P) 
of contractor directions with the ol-property such that I’,JP) is dense in some 
ball with center at 0 in Y for every x E S(x, , r). 
Finally, let us observe that various implicit function theorems can be for- 
mulated on the basis of the existence theorems discussed above. This is due 
to the fact that contractor directions are invariant under translation by a constant 
vector, i.e., if the mapping P is replaced by P + C, where Cx = y for all 
x E D(P), y being an arbitrary fixed vector. 
5. A GLOBAL EXISTENCE THEOREM FOR ~-DIFFERENTIABLE MAPPINGS OF 
BANACH SPACES 
Let P: D(P) C X + Y be a nonlinear mapping defined on a vector space 
D(P) C X with values in Y, X and Y being real or complex Banach spaces. 
As a consequence of Theorem 4.1 we obtain immediately the following general 
existence theorem. 
THEOREM 5.1. If the nonlinear mapping P: D(P) C X -+ Y is ol-differentiable 
and closed, then P is a mapping onto the whole of Y. 
Proof. The proof follows immediately from Theorem 4.1. In fact, let 
/I < 1, q < 1 and M > 1 be arbitrary positive constants. Suppose that the 
range of P is not the whole of Y and let y0 be a point on the boundary of 
P(D(P)). Then there exists a point x,, E D(P) such that jj Px, -y,, II < 
jI( 1 - q)/2QM, where Q is the constant defined in the Definition 5.1 of ol- 
differentiability of P. Let y be an arbitrary point in Y such that /I y0 - y 11 < 
/?(I - q)/2QM, and define the mapping p by the formula px = Px - y. 
Then it is clear that 
It &, II = II % -Y II < ,W - q)lQM. (5.1) 
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Therefore, condition (4.4) is satisfied for the mapping P, by virtue of (5.1). 
It is obvious that p is a-differentiable at every x E D(p) = D(P), since so is P. 
Hence, it follows that all hypotheses of Theorem 4.1 are satisfied and, con- 
sequently, the equation px = Px -y = 0 has a solution for arbitrary y of 
the open ball with center y,, and radius /3(1 - q)/2QM. This contradiction 
proves the theorem. 
6. LOCAL AND GLOBAL EXISTENCE THEOREMS 
DEFINITION 6.1. Let B(s) E {B} be a continuous increasing function satis- 
fying condition (2.1) such that B(s) > 0 for s > 0 and B(0) = 0. Then a 
mapping P: D(P) C X -+ Y is said to be B-differentiable at x E D(P), if for 
arbitrary y E Y, there exists an element h E X such that 
11 P(x + Eh) - Px - l y II/c -+ 0 as E--LO+, 
II h II d WI x II * IIY II), 
where x + &E D(P); X, Y being real or complex Banach spaces. 
Suppose that P has a GLteaux derivative operator P’ defined by 
(6.1) 
(6.2) 
P’(x)h = fil? l -‘[P(x + Eh) - Px]. 
Then we say that P’ has the B-property if for arbitrary y E Y the equation 
P’(x)h = y has a solution h E X which satisfies condition (6.2). 
The following is a local existence theorem for B-differentiable mappings. 
THEOREM 6.1. Let X, Y be real or complex Banach spaces. Given a mapping 
P: D(P) C X + Y, let S = S(x,, , Y) CD(P) be such that there exist positive 
constants q < 1, /I < 1 with 
B(ll xo II . II Pxo II) < (1 - ,W - 4 II xo II. 
The mapping P is B-d@mntiable at every x E S, where 
(6.3) 
r 2 [(l - j3)(1 - q)]-l La s-lB(s) ds, a = e(l--B)(l--a) 11 x0 I/ * 11 Px, 11. (6.4) 
Px = 0 has a solution x E S if the graph of P is closed. 
Proof. The proof is similar to that of Theorem 4.1. 
DEFINITION 6.2. Let X and Y be real or complex Banach spaces, and let 
B(s) E {B} be a function of the class defined above. Then TX(P) = I’JP, q) 
is a set of contractor directions with the B-property for P: D(P) C X ---f Y 
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if for arbitrary y E TX(P) there exist a positive number E = c(x, y) < 1 and 
an element h E X such that 
II P(x + 4 - px - 9 II < !7E IIY II; 
II h II < WI .a! II . II Y II), 
wherex+shED(P),O<q<l. 
It is clear that if P is B-differentiable, then P has a set T=(P) of contractor 
directions with the B-property and, obviously, I’=(P) = FJP, q) = Y for 
arbitrary 0 < q < 1. 
Remark 6.1. It is easily seen that in Theorem 6.1, the assumption of B- 
differentiability of P can be replaced by the condition that P has a set I’&P) 
of contractor directions with the B-property such that rc(P) is dense in some 
ball with center 0 in Y, for every x E S(X, , Y). 
The following global existence theorem can be derived from Theorem 6.1. 
THEOREM 6.2. Let P: D(P) C X -+ Y be a nonlinear mapping with closed 
gra& X and Y being real OY complex Banach spaces. Suppose that P satisfies 
the following condition 
II %a II + 03 implies 11 Px, 11 -+ 00 as n--+co. (6.5) 
If P is B-dayerentiable at every x E D(P), B E {B}, then P is a mapping onto Y. 
Proof. We may assume that the range of P is not closed because, otherwise, 
P will be a mapping onto Y, by virtue of Theorem 1.2 [4]. If the range of P 
is not the whole of Y, then there exists a point y,, which is on the boundary 
but not in the range of P. Then there exists a sequence {xn} CD(P) such that 
and 
/lp~n-YY,ll+o as n+oO (6.6) 
a < II xn II < b for all n = 1, 2,..., (6.7) 
where a and b are some positive constants. Let q < 1 and /I < 1 be arbitrary 
positive numbers and let 6 > 0 be such that B(6) < a/3(1 - q). Now let y E Y 
be an arbitrary fixed element with Ij y /j < 8/2b and, by virtue of (6.6), choose 
n such that II Px, - y,, 11 < 6/2b. Put x0 = X, and consider the operator P 
defined by the formula px = Px - y for x E D(P) = D(P). It is clear that P” 
is B-differentiable, since so is P. Since II x0 II * iI&, /j = 11 x, I] .I] Px,, - y 11 < 6, 
it follows, by virtue of (6.7), that 
WI xo II . II pxo II> < II xo II/W - ah 
that is, condition (6.3) is satisfied for P. By Theorem 6.1, the equation px = 
Px - y = 0 has a solution. Since y is an arbitrary point of the open ball with 
center y. and radius 6/2b, we have a contradiction which proves the theorem. 
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Remark 6.2. It is easily seen that the condition of B-differentiability in 
Theorem 6.2 can be replaced by the assumption that P has a set TJP) of 
contractor directions with the B-property, B E {B}, such that T%(P) is dense 
in some ball with center 0 in Y, for every x E D(P). 
7. AN APPLICATION TO PARTIAL DIFFERENTIAL EQUATIONS 
7.1. Consider the Dirichlet problem for the quasilinear equation 
A(u) E 2 a,(x, D’u) * D”u + B(x, 0%) = h(x); (7.1) 
larl=Zm 
yju E D,ju IT = q&c’), x’Er(j = 0, l,..., m- I), (7.2) 
where U(X) E W2”)(sZ), h(x) EL,(Q), am E W~m-‘-ll’)(r), $ > 1, and D,h 
is the derivative of order j in the direction of the exterior normal fi to the 
boundary F of the function u(x); Q is a bounded region of the space Rn with a 
sufficiently small boundary JJ W~2m)(Q), IJF’~~~--~-“~)(F), j = 0, l,..., WZ~- 1, 
are the Sobolev-Slobodeckii spaces of real functions; m is an integer. 
Suppose that the operator P defined by the formula 
l-k = {A(u), YOU,..., Ym-14 (7.3) 
acts from the real space WL2”)(5;3) into the direct product 
?7-1 
L,(Q) x JJ wp-l'qr) 
j=O 
and is continuous (or closed) and has a linear GIteaux derivative operator P’(u) 
for every u E W, (2m)(Q) which is defined by the formula 
P’(u)v = c a,(x, D”u) D”v + c 2 a,,&, 0%) D’v * D”u 
lal=2m [a]=2rn T&f 
where a,,, = aa,pD%, B, = aB/a(Bb), M is the range of the multi-index y, 
IyI<2m-n/pif2mp>nandM=% for2mp<n,~EMand161< 
2m - 1. 
Conditions given by Pohoiaev [7] imply that hypotheses stronger than the 
above are satisfied. 
Consider now the linearized Dirichlet problem (7.4) (7.2), where 
P’(u)v = k, h ~&l(Q) ; u, v E Wa”“z’(Q). (7.4) 
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(i) Suppose that there exists a positive constant Q which has the following 
property: for every U(X) E Wj,2m)(ln) and any 
m-1 
(h(x), p)&‘),..., y&q) EL&q x IJ wp-‘qr) (7.5) 
j=O 
the linearized Dirichlet problem (7.4), (7.2) has a solution V(X) E IVj,‘“) such that 
Then the Dirichlet problem (7.1) (7.2) has a solution for any (7.5). 
(ii) Suppose that there exists a continuous increasing function B(s) > 0 
for s > 0 such that si s-rB(s) ds < co for some a > 0 and which has the 
following property: for every ~(3) E W, (21”)(Lr) and any (7.5) the linearized 
Dirichlet problem (7.4), (7.2) has a solution v(x) E Wh2m)(f2) such that 
( 
m-1 
II ‘u Il+d G B II h 114(“, + c II vi llwJ%l+~/d(r) . 
5=0 1 
Then the Dirichlet problem (7.1), (7.2) has a solution for any (7.5). 
Statements (i) and (ii) follow from Theorems 5.1 and (2.2), respectively. 
7.2. In order to apply Theorem 6.2 let us suppose that in addition 
to the hypotheses given in Section 7.1, the operator P defined by (7.3) satisfies 
the following condition. 
(a) If (un} is any sequence of solutions 
44 = h, , yju, = P)j”(4, 72 = 1, 2,..., 
of the Dirichlet problem (7.1), (7.2) with h, CJ+ replaced by h, , 9in respectively, 
then 
II %I llwpd(f?) - co as ?z--tco 
implies that 
m-1 
II %a IJLJR, + c II v llW~m-5-l/.)(r) - a as n+m. 
j=O 
Suppose now that there exists a function B E {B) with the properties given 
in (ii), and, in addition, satisfies the following condition: for every U(X) E Wj,2m’(Sa) 
and any (7.5) the linearized Dirichlet problem (7.4), (7.2) has a solution 
V(X) E wa”myf2) 
m-1 
II v llwpm+sa) G B
( 
II u lIw,““+n, * 
( 
II h IlL9(o, + C II W llw~m-l-l/n)(rj * 
j=O 
Then the Dirichlet problem (7.1), (7.2) has a solution for any (7.5). 
505128/3-8 
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The following condition (b) given by Pohoiaev [7] is sufficient for condition 
(a) to be satisfied. 
(b) Suppose that there exists a real function K(t) for nonnegative t, 
bounded for bounded values of the argument, such that for any possible solution 
44 E w, (2”)(Q) of the Dirichlet problem (7.1), (7.2) the inequality 
holds. 
Let us notice that the argument used in our discussion is also valid for Holder 
norms. 
7.3. As an illustration to Theorem 5.1, consider the Dirichlet problem 
for the second order quasilinear equation with real coefficients: 
+ 4-T % u,) + 4x, u, %> = f(X), (7.6) 
ld ll- = 0, r= asz, (7.7) 
where x E 8 (a bounded domain in R N; aQ denotes the boundary of 0; f E L2a(Q), 
01 > 1; u E Hh’)), the completion of Corn(Q) in the norm 1 u II defined by 
We assume that 
-- 
c&, u, Ul ,a.-, iiN) = q(x, 24, ill ,...) UN); u;, = ilk ’ p’/p, (7.8) 
where p(U) = (U” + l)‘, ,I!? = (a - 1)/201, 01 > 1, 9’ = dp/du, ilk = au/&$ , 
k = 1, 2 ,..., Iv. 
&,/au = aclau, and ad/au, = ck for K = l,..., N. (7.9) 
ad/at4 = -a+ or ad/at4 > 0 and acp24 2 0. (7.10) 
It follows from (7.8) that 
p’ aa,jau, =pacJau, and p’ aa,/i3u =p ac,lau for i, k = l,..., N. 
(7.11) 
We suppose that 
jl %kb, % u1 I-**) UN) [i&k > C(u2 + I)-' f 6i2, (7.12) 
i=l 
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uniformly in ur ,..., IA,,, where aik = aa,jau, , i, k = l,..., N; and C is a constant. 
The regularity conditions imposed on the coefficients are such that the operator 
P in (7.6) acts from the vector space D(P) C Ha) into L2$Q). Moreover, the 
operator P has a closed graph and a Gheaux derivative defined as follows. 
f = P’(u)h = -ii & (aik $-) - gl & (bk * h) 
We have 
, -P i (aikE) = -,f (Paikg) +Pfi$,$aikg; 
i.k=l z z.k=l 
-P a$1 & @k * 4 = -kgl ; (pbkh) + P’ gl $ bk ’ h, 
k 
where b, = &,/au. Hence, we obtain, by virtue of (7.11) and (7.12), 
(P -f, 4 = j-,Pfh dx = W’W, 4 
by (7.10). Hence we obtain that 
1 h II < C-l (gp,, dx)li2 < C-l (s, (u” + 1)2By dx)l’ev . (s, f 2x dx)1’2a), 
where l/al + l/y = 1. Let 2j3y = 1 or /3 = (a - 1)/2a. Then we obtain 
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Hence, it follows that 
I h I1 G i;?(l u I1 + 1) Ilfll&Y(n) 3 (7.13) 
where C is some constant. Now suppose that, for arbitrary u E D(P), P’(u) 
maps D(P) onto a dense subset L, of L2a(Q) ( see Remark 4.1). Then the solution 
of the linearized equation P’(u)h =f, f EL,, , satisfies condition (7.13). 
Thus, it follows that the hypotheses of Theorem 5.1 are satisfied, and the 
Dirichlet problem (7.6), (7.7) h as a solution for arbitrary f E LBa, a > 1. 
Another example can be given without assumption (7.9) which is very 
restrictive. Let us consider the equation 
pu = - c -f- (Uk(X, u, u,)) - f Ck(% u, u,) = f (4, 
k-1 axk k=l 
(7.14) 
where cli (K = I,..., N) are the same as in (7.6). Suppose that condition (7.12) 
is satisfied and in addition 
I bk( x, u, u1 ,.*-, +) - ck(x, u, u1 >***, %‘)l < c,/(u2 + l)B, (7.15) 
where b, = &,/au for K = l,..., N; /I = (a - 1)/26, (Y > 1; and 
C > CO(diam2 Q + 1)/2, (7.16) 
where C is the constant in (7.12). Th e regularity conditions imposed on the 
coefficients are such that the operator P in (7.14) acts from the vector space 
D(P) C Ha) into L2=(f2). M oreover, P has a closed graph and a GIteaux derivative 
defined as follows. 
By virtue of (7.11) and (7.12) we obtain for p(u) = (u” + 1)a that 
(P *f, 4 = s,pfh dx = W’W, h) 
a C I h 1: - 2%‘oW II h II&a, + I h I:> 
> [C - Co(diam2 Q + 1)/2] I h 1,” = Cr I h IF 
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where C, is positive by virtue of (7.16). H ence, condition (7.13) follows in 
the same way as above. Suppose now that, for arbitrary u E D(P), P’(u) maps 
D(P) onto a dense subset L, of L2a(sZ). Then the solution of the linearized 
equation P’(u)h = f, f EL0 , satisfies condition (7.13), and by virtue of 
Theorem 5.1, the Dirichlet problem (7.14), (7.7) has a solution for arbitrary 
f ELyQ). 
Consider now the Dirichlet problem for the equation 
24, us) = 0 
with boundary condition (7.7). The following assumptions are needed. 
(i) The operator P: D(P) C Ha) -+ L2a(Q) is defined by (7.14) and 
satisfies conditions (7.12), (7.15) and (7.16). The graph of P is closed in 
Her x L2a(Q). The operator P has a G%teaux (additive and homogeneous) 
derivative which for fixed u is defined by (7.17) and has its range L, dense 
in L2a(Q). 
(ii) If the Dirichlet problem (7.14) (7.7) has a solution, then it is unique. 
(iii) The mapping T: Hi’) -+ L2”(Q), where 01 > 1 and 
with ck (k = l,..., N) defined by (7.8), is a compact operator. Finally, 
(iv) There exists a constant K (a priori independent of t) such that if u 
is a solution of the equation 
+ t 2 Ci(X, tu, tz&) + qx, tu, tuJ = 0, O<t<1, 
i=l 
with boundary condition (7.7), then 1 u [r < K/t. 
Under these hypotheses the Dirichlet problem (7.18), (7.7) has a solution. 
Proof. It follows from (i), by virtue of Theorem 5.1, that the operator P 
defined by (7.14) is a mapping onto L2a(s2). Let S = S(u, , Y) C Ha) be an 
arbitrary open ball with center u,, E D(P) and radius Y, and consider the operator 
P on D(P) n S, where S is the closure of S. It follows from Theorem 2.3 [4] 
that if pa < /!( 1 - n) and [( 1 - p)( 1 - 411-l E?-~)(~-Q) 1 ZQ, II pO = 6, < Y, then 
for arbitrary f E S(Pu, , pO) C Lzor(.Q) there exists a solution u E D(P) n s(u, ,a,) 
of the equation Pu = f. By virtue of (ii), this solution is unique. Hence, it 
follows that the inverse mapping P-1 is continuous at Pu, . Since P is onto, 
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the continuity of the inverse mapping P-l follows. Consider now the mapping 
-P-IT which is a compact operator since so is T, by assumption (iii). Let 
s(O, K) C iYin be the closed ball with center 0 and radius K defined in (iv). 
The Leray-Schauder degree theory can be applied to the mapping --P-IT: 
s(O, K) -+ Hhi). Then, by virtue of (iv), it follows that the operator -P-lT 
has a fixed point in s(O, K), i.e., there exists a function ZJ E s(O, K) such that 
u = -P-‘Tu or Pu + Tu = 0. In other words, the Dirichlet problem (7.18), 
(7.7) has a generalized solution. 
Solomyak [IO] discussed the Dirichlet problem (7.18) (7.7) under different 
hypotheses by using the method of successive approximations. In particular, 
instead of (7.12) he considered the following algebraic inequality for the 
Dirichlet form 
uN) c$fk 3 c(T~-~ + I u In-’ + 1) 5 ti2, 
i-l 
where T2 = ~~~, ui2; n is such that the functionf(X) which replaces 0 in (7.18) 
belongs to B(O) with p = n/(n - 1). 
Remark 7.1. Suppose that in addition to the hypotheses (i)-(iv) the following 
assumption is made: 
(v) There exists a real function C(t) for nonnegative t, bounded on 
bounded sets of values of the variable t, such that, for any solution h, of the 
linear Dirichlet problem (7.18) (7.7) the inequality 
II h ll2.a G ccl u II) Ilfllpq$-2, 
holds, where II h l/2= = (joJ& 1 %/axi 12ar d~)l/~~. 
Then the Dirichlet problem (7.18), (7.7) has a solution u with (1 u j/an < 00. 
In case (v) the norm I . jr in the graph of P should be replaced by 11 . j12a!. 
A similar statement also holds for the Sobolev norm 11 . IIW$oj , (Y > 1. 
These assertions can be proved by introducing some changes in the proof 
of Theorem 3.2 [4]. 
8.1. KoHelev [13] studied the Dirichlet problem for the second order 
linear differential equation 
(8.1) 
with boundary conditions 
u Ir = 0, (8.2) 
where x = (xi ,..., xN) E Sz, r = a$2 is the boundary of the bounded domain Sz 
in the N-dimensional Euclidean space with norm ] . I. Under the hypotheses 
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that the coefficients uik(x), bj( ) x an d ( ) c x are continuous in .f2 + r and f E Lp(i2), 
and for arbitrary numbers I, ,..., .$N (p > 1) the following inequality is satisfied 
he obtained the following important estimate for the solution u of the Dirichlet 
problem (8.1), (8.2) 
provided that the solution u exists, is bounded and 11 u jjWP(o, < co. The 
constants C, and C, depend on the moduli of continuity of the functions atk(x) 
and the maxima of the moduli of the functions 6,(x) and c(x). The norm in 
the Sobolev space W$,2)(Q) is defined as follows: 
Kogelev assumes that r is of the Liapunov type and hence it follows that near 
any point P E r the equation of the surface can be represented in the form: 
YN = w(Y1 3 Y2 YvYN)! 
where the direction of the yn axis coincides with the outward normal direction 
to the surface and the axes yr , y2 ,..., yN-r lie in the tangent manifold. 
Kolelev’s argument will be a basis for an estimate for the solution u of the 
linearized Dirichlet problem (8.3), (8.2) 
i.k=l 
=f(49 
(g-3) 
where u, .z E W;2)(52), z, = (zr ,..., zN), zi = &/ax, (i = l,..., N), f ELP(Q). 
The real coefficients aik = ski are continuously differentiable with respect 
to all variables. There exist polynomials pi (j = l,..., IV) and y with positive 
coefficients such that 
uniformly in x E Sz + l7 
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LEMMA 8.1 (KoiXelev [13]). Consider the equation with constant coe$cients 
inside the parallelepiped 
Qrnl: 0 < xi < r&r; (0 < r < 1; 0 < ;\o < Ai < 1)) (8.5) 
where u(x) = 0 for x E aQT,, . The following estimate is true for the generalized 
solution u. 
where A = C&‘KLml max exp($ & biXj/hf”), 
K = 1 - r c2 + 4 f bj”//\j” 
H >I 
2(kQ+1) 
7 k, = [N/2], 2ko + 1 > N, 
j=l 
C2 + 2 f bj2/Xj2 T 
j=l 
C is an absolute constant. 
LEMMA 8.2 (Kogelev [13]). The generalized solution 
constant coeficients 
of the equation with 
+;bj$-CPU=0 
j=l 3 
and boundary conditions 
u s‘=O,Ap, - -0 (i = 1, 2 ,..., N - 1) : u JaNIN-ANnr = v, 
x&-=0 (8.6) 
where q~ is integrable on the edge x N = XNm of the parallelepiped (8.5) exists 
for any domain G C Qmh with distance greater than do . The following inequality 
is valid. 
where B = C&l max exp(& xi”=, bjxj/h*“) FH-1, F = r2(S + $ CL, bj2/hj2) + 1; 
H = 1 - exp(-2[4(c2 + ax,“=, bj2/Xj2)l12 + 11~). D = do’%m, 0 ( do < 1, 
0 < r < 1, where m is a constant depending only on N and p. 
If condition (8.6) is replaced by 
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where p is an integrable function deJined on each of the edges S,, , then for any 
interior domain G with distance from A&,, greater than d, , then the following 
estimate holds 
where C is an absolute constant, B and D are the same as above. 
LEMMA 8.3. Suppose that the coe@kients aik(x, z, x1 ,..., xN) are continuously 
d#erentiable and there exist polynomials p. zk , qile , riK with positive coe&&s 
such that the partial gradients of aik satisfy the following inequalities: 
(9 1 grad, aik / < exdpik(l z 1) 1 % \y--p 1 xN 1)); 
(ii) 1 grad, aik 1 < exd%k(i a 1) 1 % bsp I xN 1)); 
(iii) 1 grad, aik 1 d exp(rik(I z 1) I %I be) 1 zN 1)) 
uniJClrmly in x E Sz, where Z = (XI , x2 ,..., zN). 
Let z = z(x), x E Q be an arbitrary but $xed function of Wh’)(.Q), p > N. Put 
aik(X, 2, %> = aik(X, z(x), az/axl ,..-, &/ax,), and aik(x”, Zo, z,O) indicates the 
Then there exists a polynomial q with positive coe$lcients which has the following 
property: For arbitrary positive 7, there is a positive r such that 1 x - x0 1 < r 
for all x E w implies 
(8.7) 
and 
ll+ < 2+r1 exp(dl z Ilw~+& 63.8) 
where u is an arbitrary domain such that x0 E w C J?, p = (p - N)N/p(p + N). 
Proof. We have Grad a(x) = (da/dx, , da/dx, ,..., daldx,), where 
da -= 
g+gg+$lg&. dxi z 1 3 3 z 
Hence, aik(x, z, x,) - a&x”, x0, x,O) = Grad aik(xo + 0(x - 9)) . (x - x0). By 
virtue of (i)-(iii) and Sobolev’s [12] imbedding theorem, we obtain 
/I aik(% fb %) - aik(Xo, zoj zzo)ilL$ < Clr ’ exp(~iki,(ll z llw$)(n))) 
+ C,y - exd%k(ll x Ilwptn,N - II x II,p,,, 
-t r ’ exp(fik(il z llwp(n))) ’ 11 z i&$)(h)) 
G y * evWk(ll z Ilwp+n,N 
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for some polynomial qik with positive coefficients, where C, and C, are absolute 
constants, and & , qik , fik are polynomials with positive coefficients obtained 
from pik , qik , rik , respectively, and F = (N + p)/2. 
Let us compute I = cc,“=, SW 1 du,,/dx, [I dx)‘lr. We have 
and 
where i = (N +p)/2, tijJ = p, o~-l $-8-l = 1, B = QJ/(p -NJ, N/PF = 
(p - N)N/p(p + N) = l/p, Cr , Cs are absolute constants, and pile, qik, fiik 
are polynomials with positive coefficients obtained from p, , qik , yik, respec- 
tively. Hence, 
1 d +o exp(PiYll x Ilw~)cnJ), 
where pdk is some polynomial with positive coefficients. 
Thus, by virtue of Sobolev’s imbedding theorem, we obtain 
where q is a polynomial with positive coefficients, C is an absolute constant. 
Suppose that the quadratic form for the linearized equation (8.3) satisfies the 
following conditions: 
Let x E Q, Z, Z, ,..., Z, be arbitrary. Then the eigenvalues satisfy the following 
inequalities 
(iv> 0 < xo2 < &2(x, z, 271 ,..., ZN) < 1 
and there exists a polynomial so such that 
(4 l/h,2 < a,,(l x 1, / % b-, I zN 1). 
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Now let z be an arbitrary element of Wj,“)(Q). Then there exists a polynomial 
wa such that 
l/ho2 G wo(ll x II,p,,,) (8.9) 
and it follows from (8.4) that there is a polynomial wr such that 
w,(O) > 1. (8.10) 
j=l 
Under these hypotheses we can estimate the constant A in Lemma 8.1 assuming 
that the constant coefficients in question are obtained from equation (8.3) 
for fixed x0 E Sz and z E Wi2’(Q). W e c h oose r so as to satisfy the inequality 
r . w,(ll 27 ll,p,,,) G l/Z (8.11) 
where wr is the same as in (8.10). Then we obtain 
A G exdw2(ll z Ilwpca& (8.12) 
where w2 = w. + wr + c, c being an arbitrarily large absolute constant. 
Hence it follows that K and L can be omitted and (8.11) does not contradict 
(8.8) under proper choice of v to be given below. The estimate (8.12) is also 
valid for B in Lemma 8.2, i.e., 
B G exp(w2(ll z lw~+& (8.13) 
It remains to estimate l/r in (8.8), where the proper choice for 77 which is 
required below is 
0 < -q = 1/2A2”“+‘(2N/ho + l)N, (8.14) 
where A is to be replaced by its estimate (8.12). Then we obtain, by virtue 
of (8.8), (8.9), (8.12), (8.14), 
l/r < 2cm+a)oenp exp(p(w, + 2N2wo i- q)(Il z Ilwptn,)) 
G exp(W z llwp+n,h 
(8.15) 
where wg is a polynomial with positive coefficients. We can now obtain an 
estimate for the solution of the linearized Dirichlet problem (8.3), (8.2) which 
is based on the above estimates. This estimate is restricted to interior points 
of !S only. 
THEOREM 8.1. Suppose that the real coeficients aiL = ski of equation (8.3) 
are continuously diferentiable and satisfy conditions (i)-(iii) of Lemma 8.3. The 
coe#cients bi , c2 are continuously dz&atiable and satisfy conditions similar to 
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(i)-(iii) and (8.4). The eigenvalues corresponding to the quadratic form (8.3) 
satisfying (8.2), (8.3) has a solution 
24 E ?@‘(a) and II u ll,p,,, < oz. (8.16) 
Let G C .Q be an arbitrary domain with positive distance from the boundary X?. 
Then there exist polynomials q and o2 with positive coe@cknts such that 
+ exP(%(ll a IIW~)(,) ~~)N-l s)N-l N sup j  I u I d&w . (8.17) 
Proof. Let x E G be arbitrary and denote by Q = Q(x) the cube with 
center x and sides of length a(~) = rod(x)/N112, parallel to the coordinate 
axes, where d(x) is the distance from x to the boundary aSr. Following Koklev 
[13] let us introduce the Schauder [l l] function 
dx) = II u II,y,,, d”(x). 
Let x0 E G be arbitrary but fixed, and denote by Q. = Q(xO) the cube with 
center x0 and sides of length 
01(x”) = rod(x” > ok, 
where 0 < r. < 1 and r, < h,/2N, where A, < &(x0, x(x”), z,O) is defined by 
(iv). Then it follows from the definition of Q(X) that 
II u lIw~+QJ G 2m+1(2wo + l)N II fJ Ilwp(Qo, 9 (8.18) 
since the cube Q. can be covered by M < (2N/Ao + l)N cubes Q(xi) (see 
Koklev [13]). 
Let To be the rectangular parallelepiped with sides of length 
,& = rod(x”)Ai/Ao (i = 1, 2 ,..., N), (8.19) 
and parallel to the principal axes of the quadratic form for (8.3) at x = x0. 
Then we have (see Kogelev [13]) 
QoCToC$?o- (8.20) 
Let us write the differential equation (8.3) in the form 
L,(u) = 5 ai&+, x0, %“) & 
N 
i.k=l .I k 
+ C b,P, ~‘3 ~“1 $y 
j=l 3 
+ cyxo, z”, zz”)u = f + F (8.21) 
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where 
i,k=l 
+ 5 [z&O, 9, z,“) - bj(% 5 z,)] & + [C2(x0, 9 %O) - CYX, 2, %)lU 
j=l 3 
and x is in the interior of Q. . On the boundary So of the parallelepiped To 
the solution u of (8.3) assumes its values 
u Iso = 0. 
A linear transformation of the independent variables in (8.3) by means of an 
orthogonal matrix yields 
+ C2(x0, x0, xzo)u =f+F, 
where the same notation is used for the new independent variables in the 
coordinate system determined by the principle axes of the quadratic form 
for (8.21). The solution of the equation (8.22) can be written as a sum of two 
functions: u = ur + u2 , where 
Lo(u,) = f + F and Ul Is, = 0% so = aTo, 
Eo(u2) = 0 and 112 Iso = zi. 
It follows from Lemma 8.1 and (8.20) that 
It can be shown that by a proper choice of r = z. the estimate 
A IIFII p(T,) G B II u llwp’cQo, (8.24) 
is valid, where A is to be replaced by its estimate (8.12). In fact, by means of 
Sobolev’s imbedding theorem, we obtain 
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where C, and C, are some constants. Now, estimates like (8.7) in Lemma 8.3 
can be obtained for all terms in the right hand side of the last inequality. Thus, 
we can assume that the estimate (8.7) includes all terms involved in F. Since 
absolute constants can be included in the corresponding polynomials, we can 
put r = r0 for 7 determined by (8.14) with A replaced by its estimate (8.12), and 
we obtain the estimate (8.24), by virtue of (8.18), and also the estimate (8.15) 
follows. We observe that Cj”=, 6,“(x”, 9, zzo) = Cj”=, bj2(xo, z”, z,O), due to the 
orthogonality of the transformation matrix. Thus, we have, by virtue of (8.4) 
and (8.18), 
Now we have, by (8.20), (8.23) and (8.24), 
Hence, we obtain, by (8.12), 
II u lIwp~oo~ G 2 exp(w2(ll z lwp+n,> IlfliLp~qo, + 2 II ~2 IIW~+T,~ . (8.25) 
We now apply to Lemma 8.2 the estimates (8.13), (8.15) and use condition 
(8.16). Thus, we obtain 
II u2 IIWf)(T,) \ < CBD-1 f 1 u 1 dSo < CBD-1 sup 1 I u I dQN-, 
so nN-l *N-l 
where C, ti are absolute constant. 
Hence, we obtain by virtue of (8.25) that 
The domain G can be covered by a finite number t of small cubes Qi (; = l,..., t). 
It is clear that t does not exceed Co/r N, where Co is an absolute constant. Hence, 
using the last estimate for 11 u Ilw~)~o,, and the estimate (8.15) for 1 /r, we obtain 
(8.17). 
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Remark 8.1. The exponential polynomial form of the factor in the estimate 
(8.17) is characteristic for elliptic equations even in the linear case (see Lemmas 
8.1 and 8.2). Therefore, Theorem 5.1 is not satisfactory in general case. However, 
after some changes in the proof, Theorem 5.1 can be generalized so as to replace 
condition (4.7), (4.8) by the following one 
II h II < exp(w(/l x II) II y II), (8.26) 
where w is an arbitrary polynomial with positive coefficients. Condition (6.5) 
is required. Condition (8.26) is actually an abstract equivalent of the estimate 
(8.34). An even more general theorem can be proved. 
8.2. Consider the Dirichlet problem for the equation 
with boundary conditions (8.2). The following hypotheses are required. 
(i) The differential operator 
P= D(P) c W,2’(52) --+ L”(Q), P > N, 
where F@,‘)(Q) is the Sobolev space of functions with compact supports, has a 
closed graph and satisfies (6.5). There exists the GIteaux (additive and 
homogeneous) derivative P’ which for fixed z E @$a)(Q) is defined in (8.28) 
where cj = ac/az, , zj = &z/ax, , b = ac/i3z, b, = aa,/&, am = alci = aa,/az, 
(i,j, k = l,..., N). Suppose that the quadratic form satisfies the inequality 
uniformly in x E 52, where C is a constant and r~s is a polynomial with positive 
coefficients and %$(O) > 0. We assume that 
(8.30) 
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uniformly in x E Q, and 
C > C,(diam2 52 + 1)/2. (8.31) 
The coefficients aik , c are continuously differentiable and the regularity 
hypotheses of Theorem 8.1 are satisfied for P’(z)u in (8.28), and b < 0. Then 
the Dirichlet problem (8.27), (8.2) h as a generalized solution z E I@L2)(G) for 
any domain G C 52 with positive distance from the boundary r of 9. 
Proof. By virtue of (8.29)-(8.31) and Sobolev’s imbedding theorem, we 
have, for arbitrary domain w C Q; z, u E I&‘L2) 
s fu dx R 
-1 
N 
SC au au - u + P’(z)u dx = s) Q i,k=l aik 3g ax,c 
+ s, il (bk - cd T$ u dx - s, cue dx 
where C, > 0, by (8.31), and w0 is the same as in (8.9). It follows from (8.32) 
and Sobolev’s imbedding theorem that 
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Finally, we obtain 
sup s 
RN-l RN-l 
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Combining (8.33) and (8.17) we obtain for some polynomial D with positive 
coefficients that 
It follows from KoSelev’s [13] theorem that the linearized Dirichlet problem 
(8.28), (8.2) has a solution u E fii2)(52) for z E l@,“)(Q) and forf6LP(Q),p > N. 
Thus, the hypotheses of Theorem 8.1 are satisfied and the proof follows from 
Remark 8.1, by virtue of (8.34). 
Remark 8.2. The polynomials in the estimates given in Section 8 can be 
replaced by arbitrary continuous functions non-decreasing in each of the 
variables z1 , x2 ,..., zN separately or by arbitrary functions non-decreasing 
in each variable. This observation is useful because of a more general existence 
principle which will be proved elsewhere. 
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