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Abstract
This paper studies circular correlations for the bivariate von Mises sine and
cosine distributions. These are two simple and appealing models for bivariate
angular data with five parameters each that have interpretations comparable
to those in the ordinary bivariate normal model. However, the variability and
association of the angle pairs cannot be easily deduced from the model param-
eters unlike the bivariate normal. Thus to compute such summary measures,
tools from circular statistics are needed. We derive analytic expressions for the
Jammalamadaka-Sarma and Fisher-Lee circular correlation coefficients for the
von Mises sine and cosine models, and also provide their circular variances.
These expressions can be easily evaluated in any standard statistical software,
and we provide implementations in our R package BAMBI. We provide further
results that lead to deeper insights into the Toroidial-linear association of the
random coordinates in these models, and an interesting connection between
these two correlations is also shown. We illustrate our results with numerical
and visual examples computed using our R package.
1 Introduction
The von Mises distribution is perhaps the most well-known univariate circular distri-
bution, because of its ease of use and close relationship with the normal distribution
(see, e.g., [4, 9]). Formally, an angular random variable Θ with support [−pi, pi) (or
any other interval of length 2pi) is said to follow the von Mises distribution with
parameters µ ∈ [−pi, pi) and κ ≥ 0, if it has density
fvM(θ) = (2piI0(κ))−1 exp{κ cos(θ − µ)}
where Ir(·) denotes the modified Bessel function of the first kind with order r.
A multivariate generalization for this distribution is however not straightforward
∗Keyword and phrases: toroidal angular models, bivariate von Mises distribution, circular
correlation, circular statistics, directional data, von Mises sine model, von Mises cosine model.
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and there is no unique way of defining a multivariate distribution with univariate
von Mises-like marginals and conditionals. In the bivariate case (i.e., paired angles
on a torus) two versions have been suggested for practical use, namely the sine
model (Singh et al. [13]) and the cosine model (Mardia et al. [11]). For example,
both models have found important applications in protein bioinformatics ([8, 2]).
Formal definitions of the two distributions are as follows. A pair of angular random
variables (Θ,Φ) with support [−pi, pi)2 is said to follow the (bivariate) von Mises
sine distribution with parameters µ1, µ2 ∈ [−pi, pi), κ1, κ2 ≥ 0 and λ ∈ (−∞,∞),
denoted (Θ,Φ) ∼ vMs(µ1, µ2, κ1, κ2, κ3)), if the pair has joint density
fvMs(θ, φ) = Cs(κ1, κ2, κ3)
−1 exp[κ1 cos(θ − µ1) + κ2 cos(φ− µ2)+
λ sin(θ − µ1) sin(φ− µ2)] (1.1)
where κ1, κ2 ≥ 0, −∞ < κ3 <∞, µ1, µ2 ∈ [0, 2pi) and the reciprocal of the normal-
izing constant is given by
Cs(κ1, κ2, κ3) = 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
Im(κ1)Im(κ2). (1.2)
In contrast, the pair is said to follow the von Mises cosine distribution with pa-
rameters µ1, µ2 ∈ [−pi, pi), κ1, κ2 ≥ 0 and κ3 ∈ (−∞,∞), denoted (Θ,Φ) ∼
vMc(µ1, µ2, κ1, κ2, κ3), if the joint probability density is given by
fvMc(θ, φ) = Cc(κ1, κ2, κ3)−1 exp[κ1 cos(θ − µ1) + κ2 cos(φ− µ2)+
κ3 cos(θ − µ1 − φ+ µ2)]. (1.3)
where Cc(κ1, κ2, κ3) is the reciprocal of the normalizing constant 1 given by
Cc(κ1, κ2, κ3) = 4pi2
{
I0(κ1)I0(κ2)I0(κ3) + 2
∞∑
m=0
Im(κ1)Im(κ2)Im(κ3)
}
. (1.4)
Note that both the densities reduce to the Uniform [−pi, pi]2 density when κ1, κ2
and λ (or κ3) are all zero, which is analogous to the univariate von Mises circular
density.
Although other generalizations with more parameters have been studied theoret-
ically (see, e.g., Mardia [10], Rivest [12]), the von Mises sine and cosine distributions
are appealing because of their simplicity and ease of use. Moreover, both the models
have close relationships with the bivariate normal distribution on R2. First, both
the models have five parameters, with comparable interpretations to those in the
1Mardia et al. [11] define the density with −κ3 instead of κ3 in the exponent. However, that
makes the normalizing constant equal to Cc(κ1, κ2,−κ3) in our current notation (i.e., in the form
shown in (1.4)) and not Cc(κ1, κ2, κ3) as given in the paper. See Proposition B.0.1 in Appendix B
for a proof.
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bivariate normal. Second, under certain conditions both densities closely approxi-
mate the bivariate normal density. Due to symmetry of the corresponding marginal
distributions (see [11, 13]), it immediately follows that µ1 and µ2 are the respective
circular means in both the sine and cosine models (see, e.g., [9, 7] for the defini-
tion of circular mean). The parameters κ1 and κ2 are the so-called “concentration”
(or “anti-variance”) parameters, and λ or κ3, the “covariance” (or “correlation”)
parameter [11], and together they describe the concentrations (or precisions) and
dependence between the random coordinates Θ and Φ. As in the bivariate normal
model, a necessary and sufficient condition for Θ and Φ to be independent is given
by λ = 0 (for sine) and κ3 = 0 (for cosine).
It is to be noted however, that κ1, κ2 and λ (or κ3) need to be reported together
to describe the variability and association between Θ and Φ – the parameters κ1 and
κ2 alone do not characterize the variances and λ (or κ3) alone does not explain the
association between Θ and Φ. Moreover, the variances and association depend on
these parameters through complicated functions which are difficult to visualize, and
they cannot be well approximated by any simple functions of the three parameters
in general. This is a key distinction from a bivariate normal model. There is also
no requirement that the square of the “covariance” parameter (λ or κ3) be bounded
above by the product of the “concentration” parameters (κ1 and κ2). This flexibility
permits bimodality in the sine model density when λ2 > κ1κ2, and in the cosine
model density when κ3 < −κ1κ2/(κ1 + κ2) (see [11]).
The computation of summary measures for the association and dispersions of
Θ and Φ in the sine and cosine models, therefore, require methods from circular
statistics. The dispersions of the coordinates can be quantified by the circular
variances (see, e.g., [7]), which is defined for an angular variable Θ as var(Θ) =
1−E(cos(Θ)). Singh et al. [13] provide expressions for var(Θ) and var(Φ) in terms
of κ1, κ2 and λ for the sine model. Although such expressions are not given in
Mardia et al. [11] for the cosine model, they can be analogously derived.
To describe the association between Θ and Φ, we may use circular correlation
coefficients. Different parametric circular correlation coefficients have been proposed
in the literature. In this article we consider the Jammalamadaka-Sarma coefficient
(Jammalamadaka and Sarma [6]) and the Fisher-Lee coefficient (Fisher and Lee [5]),
which were designed with analogy to the ordinary correlation coefficient.2 Formal
definitions of these coefficients for a pair of random toroidal angles (Θ,Φ) are given
as follows. Let µ1 and µ2 be the circular means of Θ and Φ respectively. Then the
Jammalamadaka-Sarma (JS) circular correlation coefficient is defined as
ρJS(Θ,Φ) =
E [sin(Θ− µ1) sin(Φ− µ2)]√
E
[
sin2(Θ− µ1)
]
E
[
sin2(Φ− µ2)
] . (1.5)
2In the literature the JS and FL correlation coefficients are usually denoted by ρc and ρT
respectively, following the authors’ notations. We however, shall use ρFL and ρJS in this paper for
transparency.
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Now let (Θ1,Φ1) and (Θ2,Φ2) be IID copies of (Θ,Φ). Then the Fisher-Lee (FL)
circular correlation coefficient is defined by
ρFL(Θ,Φ) =
E [sin(Θ1 −Θ2) sin(Φ1 − Φ2)]√
E
[
sin2(Θ1 −Θ2)
]
E
[
sin2(Φ1 − Φ2)
] . (1.6)
Observe that ρJS resembles the standard form of the usual Pearson product moment
correlation coefficient, while ρFL is analogous to its U-statistic form. Both ρJS and
ρFL possess properties similar to the ordinary correlation coefficient. In particular,
ρJS, ρFL ∈ [−1, 1] and they are equal to 1 (-1) under perfect positive (negative)
toroidal-linear (T-linear) relationship [5, 6]. Moreover, under independence, they
are both equal to zero, although the reverse implication is not necessarily true. In
practice, the sample versions of these correlations are calculated by replacing the
expectations by the sample averages (and µ1 and µ2 in ρJS by the sample circular
means).
Analytic expressions for the true or population versions of ρJS and ρFL need to
be derived for specific distributions. In their original papers [6, 5], such expression
for ρJS and ρFL were given for the bivariate wrapped normal distribution (which is
the wrapped version of the bivariate normal distribution on [−pi, pi)). The correlation
coefficients for the bivariate von Mises models have not been previously studied. As
a first major contribution of this paper, we derive expressions for ρFL and ρJS for
both von Mises sine and cosine models. These expressions involve singly infinite
series containing Bessel functions, and can be easily computed in any standard
statistical software. Our results have practical significance in that they facilitate fast
and accurate evaluations of these theoretical quantities, and we have incorporated
implementations in our R package BAMBI [3]. We also study the mathematical
relationship between ρFL and ρJS under these two models. These results provide
insights into the behavior and interpretability of the two correlation coefficients,
which we also discuss.
The remainder of the article is organized as follows. In Section 2 we provide our
main results in Theorems 2.1 and 2.2 with analytic expressions for the Fisher-Lee
and Jammalamadaka-Sarma correlations for the von Mises sine and von Mises cosine
distributions. Subsequent corollaries and remarks are provided on the basis of these
results. In Section 3, we use our R package BAMBI [3] to provide numerical examples
that illustrate practical behaviors of the two correlation coefficients in depicting T-
linear associations under the two models. The main proofs are based on a series of
technical results that we state and prove in the Appendices, which also contain a
derivation of the cosine model normalizing constant.
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2 Circular correlation coefficients for bivariate von Mises
sine and cosine distributions
This section presents the main results of this paper. We derive analytic expres-
sions for ρJS and ρFL for both von Mises sine and cosine models in Theorem 2.1
and 2.2. The expressions for the marginal circular variances are also provided for
completeness. The proofs are based on a series of technical results, which we state
and prove in Propositions A.0.1-A.0.3 in Appendix A. We then establish connec-
tions between the signs of the “covariance” parameters in the original models, and
the sign of the corresponding ρJS (Corollary 2.1). This is followed by Corollary 2.2
exhibiting a mathematical relationship between ρFL and ρJS. We make a few inter-
esting remarks which provide deeper insights to the behaviors of the two correlation
coefficients under the sine and cosine models. Finally, in Corollaries 2.3 and 2.4,
we provide sufficient conditions for ρFL and ρJS to be approximately equal, and
well-approximated by simple closed form functions of κ1, κ2 and λ or κ3.
Theorem 2.1. Let (Θ,Φ) have a joint bivariate von Mises sine distribution [13]
with parameters κ1, κ2, λ, µ1, and µ2.
1. If (Θ1,Φ1) and (Θ2,Φ2) denotes two IID copies of (Θ,Φ), then the Fisher-Lee
circular correlation coefficient (1.6) between Θ and Φ is given by
ρFL(Θ,Φ) =
(
1
Cs
∂Cs
∂λ
) (
1
Cs
∂2Cs
∂κ1∂κ2
)
√(
1
Cs
∂2Cs
∂κ21
) (
1− 1Cs ∂
2Cs
∂κ21
) (
1
Cs
∂2Cs
∂κ22
) (
1− 1Cs ∂
2Cs
∂κ22
) . (2.1)
2. The Jammalamadaka-Sarma circular correlation coefficient (1.5) between Θ
and Φ is given by
ρJS(Θ,Φ) =
1
Cs
∂Cs
∂λ√(
1− 1Cs ∂
2Cs
∂κ21
) (
1− 1Cs ∂
2Cs
∂κ22
) . (2.2)
3. The circular variances for Θ and Φ are given by [13]
var(Θ) = 1− 1
Cs
∂Cs
∂κ1
and var(Φ) = 1− 1
Cs
∂Cs
∂κ2
.
Here Cs denotes the reciprocal of the normalizing constant as given in (1.2), and
infinite series representations for Cs and its partial derivatives are given in Re-
mark 2.1.
Proof. Without loss of generality, assume that µ1 = µ2 = 0.
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1. Note that, because (Θ1,Φ1) (Θ2,Φ2) are IID,
E [sin(Θ1 −Θ2) sin(Φ1 − Φ2)] (a)= 2 E (sin Θ1 sin Φ1)E (cos Θ1 cos Φ1)
(b)= 2
( 1
Cs
∂Cs
∂λ
)( 1
Cs
∂2Cs
∂κ1∂κ2
)
where (a) follows from Proposition A.0.1 (vi) and (b) follows from Proposi-
tion A.0.1 (i) and (iii). Moreover,
E
[
sin2 (Θ1 −Θ2)
] (c)= 2 E (cos2 Θ1)E (sin2 Θ1)
= 2 E
(
cos2 Θ1
) [
1− E
(
cos2 Θ1
)]
(d)= 2
(
1
Cs
∂2Cs
∂κ21
)(
1− 1
Cs
∂2Cs
∂κ21
)
with (c) and (d) following from Propositions A.0.1 (vii) and A.0.1 (v) respec-
tively. Similarly
E
[
sin2 (Φ1 − Φ2)
]
=
(
1
Cs
∂2Cs
∂κ22
)(
1− 1
Cs
∂2Cs
∂κ22
)
.
This completes the proof.
2. From Proposition A.0.1 (i) and Proposition A.0.1 (v)
E (sin Θ sin Φ) = 1
Cs
∂Cs
∂λ
E
(
sin2 Θ
)
= 1− 1
Cs
∂2Cs
∂κ21
and E
(
sin2 Φ
)
= 1− 1
Cs
∂2Cs
∂κ22
.
The proof is completed by plugging these expressions into the formula.
3. This is proved in Singh et al. [13] (Proposition A.0.1 (iv)).
Theorem 2.2. Let (Θ,Φ) have a joint bivariate von Mises cosine distribution [11]
with parameters κ1, κ2, κ3, µ1, and µ2.
1. If (Θ1,Φ1) and (Θ2,Φ2) denotes two IID copies of (Θ,Φ), then the Fisher-Lee
circular correlation coefficient (1.6) between Θ and Φ is given by
ρFL(Θ,Φ) =
(
1
Cc
{
∂Cc
∂κ3
− ∂2Cc∂κ1∂κ2
})(
1
Cc
∂2Cc
∂κ1∂κ2
)
√(
1
Cc
∂2Cc
∂κ21
) (
1− 1Cc ∂
2Cc
∂κ21
) (
1
Cc
∂2Cc
∂κ22
) (
1− 1Cc ∂
2Cc
∂κ22
) . (2.3)
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2. The Jammalamadaka-Sarma circular correlation coefficient (1.5) between Θ
and Φ is given by
ρJS(Θ,Φ) =
1
Cc
{
∂Cc
∂κ3
− ∂2Cc∂κ1∂κ2
}
√(
1− 1Cc ∂
2Cc
∂κ21
) (
1− 1Cc ∂
2Cc
∂κ22
) . (2.4)
3. The circular variances for Θ and Φ are given by
var(Θ) = 1− 1
Cc
∂Cc
∂κ1
and var(Φ) = 1− 1
Cc
∂Cc
∂κ2
.
Here Cc denotes the reciprocal of the normalizing constant as given in (1.4), and
infinite series representations for Cc and its partial derivatives are given in Re-
mark 2.1.
Proof. This proof closely resembles the proof of Theorem 2.1 for the most part.
Without loss of generality, assume that µ1 = µ2 = 0.
1. Note that, because (Θ1,Φ1) (Θ2,Φ2) are IID,
E [sin(Θ1 −Θ2) sin(Φ1 − Φ2)]
(a)= 2 E (sin Θ1 sin Φ1)E (cos Θ1 cos Φ1)
(b)= 2
(
1
Cc
{
∂Cc
∂κ3
− ∂
2Cc
∂κ1∂κ2
})(
1
Cc
∂2Cc
∂κ1∂κ2
)
with (a) being a consequence of Proposition A.0.3 (vi) and (b) of Proposi-
tion A.0.3 (ii) and (i). Also,
E
[
sin2 (Θ1 −Θ2)
] (c)= 2 E (cos2 Θ1)E (sin2 Θ1)
= 2 E
(
cos2 Θ1
) [
1− E
(
cos2 Θ1
)]
(d)= 2
(
1
Cc
∂2Cc
∂κ21
)(
1− 1
Cc
∂2Cc
∂κ21
)
where (c) and (d) follows from Propositions A.0.3 (vii) and A.0.3 (v) respec-
tively. Similarly,
E
[
sin2 (Φ1 − Φ2)
]
=
(
1
Cc
∂2Cc
∂κ22
)(
1− 1
Cc
∂2Cc
∂κ22
)
.
This completes the proof.
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2. From Proposition A.0.3 (ii) and Proposition A.0.3 (v)
E [sin Θ sin Φ] = 1
Cc
∂Cc
∂κ3
E
(
sin2 Θ
)
= 1− 1
Cc
∂2Cc
∂κ21
and E
(
sin2 Φ
)
= 1− 1
Cc
∂2Cc
∂κ22
.
The proof is completed by plugging these expressions into the formula.
3. Follows from Proposition A.0.3 (iv) and the definition of circular variance.
Remark 2.1. The von Mises sine and cosine normalizing constants and their partial
derivatives as infinite series are provided below. The derivations are straightforward
using formulas in Abramowitz and Stegun [1, §9.6] and are therefore, omitted.
1. Sine model:
Cs = 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
Im(κ1)Im(κ2) (2.5)
∂Cs
∂κ1
= 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
Im+1(κ1)Im(κ2) (2.6)
∂Cs
∂κ2
= 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
Im(κ1)Im+1(κ2) (2.7)
∂Cs
∂λ
= 8pi2
∞∑
m=1
m
(
2m
m
)
λ2m−1
(4κ1κ2)m
Im(κ1)Im(κ2) (2.8)
∂2Cs
∂κ21
= 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
(
Im+1(κ1)
κ1
+ Im+2(κ1)
)
Im(κ2) (2.9)
∂2Cs
∂κ22
= 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
Im(κ1)
(
Im+1(κ2)
κ2
+ Im+2(κ2)
)
(2.10)
∂2Cs
∂κ1 ∂κ2
= 4pi2
∞∑
m=0
(
2m
m
)(
λ2
4κ1κ2
)m
Im+1(κ1)Im+1(κ2) (2.11)
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Note that, from the relationship ∂Im(x)∂x =
1
2Im−1(x) +
1
2Im+1(x), repeated
applications of L’Hospital’s rule show that lim
x→0
Im(x)
xm = 2−m for any integer
m ≥ 0 and lim
x→0
In(x)
xm = 0 for integers n > m ≥ 0. Thus, when κ1 and/or κ2 is
zero the above expressions remain valid, and can be further simplified.
2. Cosine model:
Cc = 4pi2
{
I0(κ1)I0(κ2)I0(κ3) + 2
∞∑
m=1
Im(κ1)Im(κ2)Im(κ3)
}
(2.12)
∂Cc
∂κ1
= 4pi2 {I1(κ1)I0(κ2)I0(κ3)+
∞∑
m=1
Im(κ2)Im(κ3) [Im+1(κ1) + Im−1(κ1)]
}
(2.13)
∂Cc
∂κ2
= 4pi2 {I0(κ1)I1(κ2)I0(κ3)+
∞∑
m=1
Im(κ1)Im(κ3) [Im+1(κ2) + Im−1(κ2)]
}
(2.14)
∂Cc
∂κ3
= 4pi2 {I0(κ1)I0(κ2)I1(κ3)+
∞∑
m=1
Im(κ1)Im(κ2) [Im+1(κ3) + Im−1(κ3)]
}
. (2.15)
∂2Cc
∂κ21
= 2pi2 {I0(κ2)I0(κ3)[I0(κ1) + I2(κ1)]+
∞∑
m=1
Im(κ2)Im(κ3)[Im−2(κ1) + 2Im(κ1) + Im+2(κ1)]
}
(2.16)
∂2Cc
∂κ22
= 2pi2 {I0(κ1)I0(κ3)[I0(κ2) + I2(κ2)]+
∞∑
m=1
Im(κ1)Im(κ3)[Im−2(κ2) + 2Im(κ2) + Im+2(κ2)]
}
(2.17)
∂2Cc
∂κ1∂κ2
= 2pi2 {2I1(κ1)I1(κ2)I0(κ3)+
∞∑
m=1
Im(κ3) [Im+1(κ1) + Im−1(κ1)] [Im+1(κ2) + Im−1(κ2)]
}
(2.18)
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Corollary 2.1. For the sine model, sgn(ρJS) = sgn(λ) and for the cosine model,
sgn(ρJS) = sgn(κ3) where sgn(x) is the sign of a real number x defined as sgn(x) =
1(0,∞)(x) − 1(−∞,0)(x). In other words, the direction (sign) of the T-linear asso-
ciation between the two coordinates in von Mises sine and cosine distributions, as
depicted by the JS circular correlation coefficient, are determined by the sign of the
associated “covariance” parameter.
Proof. These results follow from Proposition A.0.1 (ii) and Proposition A.0.3 (iii)
and the definition of ρJS.
Remark 2.2. As immediate consequences of Corollary 2.1, it follows that ρJS Q 0
if and only if λ Q 0 (for sine model) or κ3 Q 0 (for cosine model). This in particular
means ρJS = 0 implies λ = 0 for the sine model, and κ3 = 0 for the cosine model,
which in turn characterize independence in the respective models. Thus, for both
von Mises sine and cosine models uncorrelatedness (in the sense of Jammalamadaka
and Sarma [6]) implies independence, which is analogous to a bivariate normal
distribution.
Corollary 2.2. For both von Mises sine and cosine models,
ρFL = δ (cos(Θ− µ1), cos(Φ− µ2)) ρJS
where δ(X,Y ) = E(XY )/
√
E(X2)E(Y 2). This, in particular, implies (via the
Schwarz inequality) that |ρFL| ≤ |ρJS| for both sine and cosine models.
Proof. This is an immediate consequence of Theorems 2.1 and 2.2, and the facts that
∂2Cα
∂κ1∂κ2
= E[cos(Θ−µ1) cos(Φ−µ2)], ∂2Cα∂κ21 = E[cos
2(Θ−µ1)] and ∂2Cα∂κ22 = E[cos
2(Φ−
µ2)] for both von Mises sine and cosine models (see Proposition A.0.1 (iii),(v) and
A.0.3 (i),(v)).
Remark 2.3. From Corollary 2.2 it follows that ρJS and ρFL have the same sign in
von Mises sine and cosine models if and only if E[cos(Θ−µ1) cos(Φ−µ2)] ≥ 0. Also,
from Propositions A.0.1 (iii) and A.0.3 (i), we have E[cos(Θ − µ1) cos(Φ − µ2)] =
∂2Cα
∂κ1∂κ2
(α = s, c) for both sine and cosine models. Now, for the sine model, note
that (see the infinite series representation (2.11)) ∂2Cs∂κ1∂κ2 ≥ 0 for any κ1, κ2, λ (and
µ1, µ2). Thus, for the sine model the signs of ρJS and ρFL always agree (although
they may differ in magnitude).
In contrast, for the cosine model, ∂2Cc∂κ1∂κ2 ≥ 0 when κ3 ≥ 0 (see the infinite series
representation (2.18)), and hence the signs of ρFL and ρJS are the same when κ3 ≥ 0.
However, if κ3 < 0 and |κ3| is large compared to κ1 and κ2, E[cos(Θ−µ1) cos(Φ−µ2)]
can be negative, in which case ρFL and ρJS will have opposite signs. In such cases,
interpretations of the two correlation coefficients are not straightforward, especially
when their magnitudes are high (see Section 3 for an example).
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Remark 2.4. Observe for the sine model that |∂Cs/∂λ| (see (2.8)), and hence |ρFL|
and |ρJS|, remain unchanged if the sign of λ is flipped. This means, for fixed κ1
and κ2, reversing the sign of λ just reverses the direction of association (as depicted
by both ρJS and ρFL), while keeping the magnitude unchanged in the sine model.
This can also be seen as a corollary to the fact that (Θ,Φ) ∼ vMs(κ1, κ2, λ, µ1, µ2)
implies, and is implied by, (Θ,−Φ) ∼ vMs(κ1, κ2,−λ, µ1, µ2)). However, this is not
true in general for the cosine model. (See section 3 for examples).
As mentioned in Introduction, under certain conditions, both sine and cosine
model densities closely approximate the normal density. In such cases, both ρJS
and ρFL are well approximated by the associated correlation parameter of the (ap-
proximate) normal distribution. The following two corollaries formally describe the
situations where ρFL and ρJS are approximately equal due to approximate normality
of the sine and cosine model, and provide their common approximate values.
Corollary 2.3. Let (Θ,Φ) ∼ vMs(κ1, κ2, λ, µ1, µ2). If κ1 and κ2 are large and
λ2 < κ1κ2, then ρFL(Θ,Φ) ≈ ρJS(Θ,Φ) ≈ λ/√κ1κ2.
Proof. Clearly, if λ = 0, then Θ and Φ are independent, and hence ρFL(Θ,Φ) =
ρJS(Θ,Φ) = 0 = λ/
√
κ1κ2. So, without loss of generality, we assume λ 6= 0. From
Rivest [12, Proposition 2] and Singh et al. [13, Section 2] it follows that when
κ1, κ2 are large and λ2 < κ1κ2, then (Θ,Φ) have an approximately bivariate normal
distribution with covariance matrix
Σ = 1
κ1κ2 − λ2
(
κ2 λ
λ κ1
)
.
Hence, in such cases, ρ(Θ,Φ) ≈ λ√κ1κ2 , where ρ(X,Y ) denotes the product mo-
ment correlation coefficient between X and Y . Now, observe that when κ1κ2 > λ2,
then both A(κ1) and A(κ2) are trivially bounded above by κ1κ2/λ2, where A(x) =
I1(x)/I0(x). This ensures unimodality of the marginal distributions of Θ and Φ
[13, Theorem 3]. Furthermore, since κ1 and κ2 are large subject to κ1κ2 > λ2, the
marginal distributions of Θ and Φ are highly concentrated (see, e.g., [12, Propo-
sition 2]). Therefore, it follows that ρJS(Θ,Φ) ≈ ρ(Θ,Φ) [6, Theorem 2.1(f)] and
ρFL(Θ,Φ) ≈ ρ(Θ,Φ) [5, property (v) on p. 329]. This completes the proof.
Corollary 2.4. Let (Θ,Φ) ∼ vMc(κ1, κ2, κ3, µ1, µ2). If κ1 and κ2 are large and
κ3 ≥ −κ1κ2/(κ1 + κ2), then ρFL(Θ,Φ) ≈ ρJS(Θ,Φ) ≈ κ3/
√
(κ1 + κ3)(κ2 + κ3).
Proof. Without loss of generality let κ3 6= 0. From [12, Proposition 2] and [11,
Theorem 1], it follows that when κ1, κ2 are large and κ3 ≥ −κ1κ2/(κ1 + κ2), then
(Θ,Φ) is approximately bivariate normal with covariance matrix
Σ = 1
κ1κ2 + (κ1 + κ2)κ3
(
κ2 + κ3 κ3
κ3 κ1 + κ3
)
.
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Consequently, the marginal distributions of Θ and Φ are unimodal (approximately
univariate normal), and are highly concentrated (since κ1, κ2 are large). The proof
is completed by using arguments similar to the proof of Corollary 2.3.
3 Illustrations
This section provides numerical and visual illustrations of the circular variance and
the two circular correlation coefficients, which depict the spread and the toroidal
linear association between the coordinates of bivariate von Mises random deviates.
For the sine model, we consider µ1 = µ2 = 0 and κ1 = κ2 = κ, so that Θ and Φ have
the same marginal distributions. We choose three sets of values for κ, one moderate
(1), one small (0.1) and one large (10). For each set, we consider four different
values of λ, namely, κ/2,−κ/2, 2κ and −2κ. For each of these 12 combinations, we
compute ρs = λ/√κ1κ2, ρFL, ρJS and var(Θ) = var(Φ), using formulas provided in
Theorem 2.1. To note the accuracies of the formulas, we also compute Monte Carlo
estimates ρ̂FL, ρ̂JS and v̂ar(Θ) along with their estimated standard errors, on the
basis of 100 replicated random samples of size 10,000 each, generated from a von
Mises sine population for each respective combination of parameters, and compare
the estimates with their true analytical counterparts. Analogous computations are
performed for the cosine model, with λ replaced by κ3 = κ/2,−κ/2, 2κ,−2κ, and
ρs replaced by ρc = κ3/
√
(κ1 + κ3)(κ2 + κ3). The resulting values are shown in Ta-
bles 1 and 2. All computations are done in R using the package BAMBI [3], in which
we have incorporated functions for calculating circular variance and correlations,
both theoretical (obtained from the analytical formulas), and estimated (from sam-
ple data matrices), along with functions for random simulation from these bivariate
angular distributions.
κ1 κ2 λ ρ
s ρJS ρ̂JS ρFL ρ̂FL var(Θ) v̂ar(Θ)
1 1 0.5 0.5 0.22 0.22 (0.0089) 0.078 0.079 (0.0038) 0.56 0.56 (0.0066)
1 1 -0.5 -0.5 -0.22 -0.22 (0.0089) -0.078 -0.078 (0.0038) 0.56 0.56 (0.0060)
1 1 2 2 0.70 0.70 (0.0049) 0.23 0.23 (0.0077) 0.62 0.62 (0.0064)
1 1 -2 -2 -0.70 -0.70 (0.0049) -0.23 -0.23 (0.0069) 0.62 0.63 (0.0060)
0.1 0.1 0.05 0.5 0.025 0.024 (0.010) 0.00012 0.00010 (0.00026) 0.95 0.95 (0.0070)
0.1 0.1 -0.05 -0.5 -0.025 -0.025 (0.010) -0.00012 -0.000092 (0.00030) 0.95 0.95 (0.0072)
0.1 0.1 0.2 2 0.10 0.097 (0.0094) 0.00054 0.00039 (0.0010) 0.95 0.95 (0.0069)
0.1 0.1 -0.2 -2 -0.10 -0.098 (0.011) -0.00054 -0.00041 (0.0010) 0.95 0.95 (0.0071)
10 10 5 0.5 0.46 0.46 (0.0080) 0.46 0.46 (0.0079) 0.064 0.064 (0.00088)
10 10 -5 -0.5 -0.46 -0.46 (0.0073) -0.46 -0.45 (0.0073) 0.064 0.064 (0.00097)
10 10 20 2 0.98 0.98 (0.00030) 0.89 0.89 (0.0017) 0.49 0.49 (0.0020)
10 10 -20 -2 -0.98 -0.98 (0.00030) -0.89 -0.89 (0.0017) 0.49 0.49 (0.0021)
Table 1: The true (analytical) correlations ρJS and ρFL and variance var(Θ) along
with their sample estimates for the von Mises sine model for various choices of
κ1, κ2 and λ. The numbers within the parentheses denote the standard errors of the
associated Monte carlo estimates, and ρs = λ/√κ1κ2.
The noticeable similarities between the true and the estimated values depicted in
Tables 1 and 2 (together with the small standard errors) demonstrate the accuracies
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κ1 κ2 κ3 ρ
c ρJS ρ̂JS ρFL ρ̂FL var(Θ) v̂ar(Θ)
1 1 0.5 0.33 0.21 0.21 (0.0098) 0.12 0.12 (0.0056) 0.48 0.48 (0.0057)
1 1 -0.5 -1 -0.22 -0.22 (0.010) -0.025 -0.025 (0.0026) 0.64 0.64 (0.0061)
1 1 2 0.67 0.61 0.61 (0.0062) 0.52 0.52 (0.0057) 0.37 0.37 (0.0050)
1 1 -2 -2 -0.68 -0.68 (0.0071) 0.37 0.37 (0.0062) 0.84 0.84 (0.0065)
0.1 0.1 0.05 0.33 0.025 0.024 (0.011) 0.00075 0.00068 (0.00036) 0.95 0.95 (0.0065)
0.1 0.1 -0.05 -1 -0.025 -0.025 (0.011) 0.00049 0.00054 (0.00039) 0.95 0.95 (0.0072)
0.1 0.1 0.2 0.67 0.099 0.098 (0.010) 0.010 0.010 (0.0013) 0.95 0.95 (0.0068)
0.1 0.1 -0.2 -2 -0.099 -0.097 (0.012) 0.0094 0.0095 (0.0015) 0.95 0.95 (0.0070)
10 10 5 0.33 0.33 0.33 (0.0083) 0.33 0.33 (0.0083) 0.038 0.038 (0.00050)
10 10 -5 -1 -0.65 -0.64 (0.0051) -0.62 -0.62 (0.0050) 0.15 0.15 (0.0019)
10 10 20 0.67 0.67 0.67 (0.0051) 0.67 0.67 (0.0051) 0.030 0.030 (0.00044)
10 10 -20 -2 -0.97 -0.97 (0.0017) 0.61 0.60 (0.0061) 0.81 0.81 (0.0053)
Table 2: The true (analytical) correlations ρJS and ρFL and variance var(Θ) along
with their sample estimates for the von Mises cosine model for various choices
of κ1, κ2 and κ3. The numbers within the parentheses denote the standard errors of
the associated Monte carlo estimates, and ρc = κ3√
(κ1+κ3)(κ2+κ3)
.
of the formulas. As expected, reversing the sign of λ while keeping κ1 and κ2
unchanged has no impact on var(Θ), and only reverses the signs of ρJS and ρFL
in the sine model (see Remark 2.4). This however does not generally hold for the
cosine model. For both sine and cosine models, larger κ1 and κ2 values induce higher
concentrations when λ or κ3 are moderate, as reflected by the smaller variances.
For both sine and cosine models, the numerical results show that for fixed κ1,
κ2, increasing the “covariance” parameter in absolute value increases the magnitude
of the (T-linear) association, as reflected in the ρJS values. As expected, in each
case sgn(ρJS) is the same as sgn(λ) or sgn(κ3) (Corollary 2.1) and |ρFL| ≤ |ρJS|
(Corollary 2.2). Note that ρFL and ρJS are both close and well approximated by
ρs for the sine model in the case κ1 = κ2 = 10 (large) and λ = 5,−5 (so that
λ2 < κ1κ2), consistent with the result of Corollary 2.3. A similar observation
holds for the cosine model in the case κ1 = κ2 = 10 and κ3 = 5, 10 (so that
κ3 ≥ −κ1κ2/(κ1 + κ2)), see Corollary 2.4. It is interesting to note that the signs
of the two circular correlations differ in the cosine model when κ3 is very negative
compared to κ1 and κ2, which corresponds a bimodal density (see [11]). For example,
we see that when κ1 = κ2 = 10 and κ3 = −20, we get ρJS = −0.97, while ρFL = 0.61.
To visualize the two circular correlations and how they describe the T-linear
associations in the two models, we plot the density surfaces corresponding to the four
parameter combinations κ1 = κ2 = 1 and κ3 = −0.5, 0.5,−2, 2 (Figure 1). When
|λ| is small (0.5 or -0.5, Figure 1(a),(c)) or |κ3| is positive (2 or -2, Figure 1(b),(f)),
the densities are unimodal, and the direction of association matches the sign of the
“covariance” parameter. For the sine model, when |λ| is large compared to κ1, κ2
(λ = 2 and -2, Figure 1(e),(g)), bimodality is induced [13, 11]. Bimodality in cosine
requires very negative κ3 values compared to κ1, κ2 as seen in Figure 1(h). Next, we
see that reversing the sign of λ for fixed κ1 and κ2 in the sine model simply reverses
the direction of the association between Θ and Φ, and the signs of ρFL and ρJS
always agree. The signs of ρFL and ρJS also agree in the cosine model when κ3 > 0.
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(h) κ3 = −2, ρJS = −0.68, ρFL = 0.37
Figure 1: Density surfaces provide a visual assessment of circular correlations for von
Mises sine (left) and cosine (right) models with parameters κ1 = κ2 = 1 and µ1 =
µ2 = 0. There are four plots for each model, for each of λ or κ3 ∈ {0.5,−0.5, 2, 2}.
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However, if κ3 < 0, the association can be difficult to interpret, especially when
the density is bimodal. For example, in Figure 1(d) where κ3 = −0.5, a negative
association is visible and both ρFL and ρJS are negative. In contrast, Figure 1(h)
shows an example of a bimodal density where ρJS is negative but ρFL is positive –
visually, Θ and Φ are positively associated locally around the two peaks; however,
their overall association is hard to interpret.
Appendices
A Technical results required in the proofs of Theorem 2.1
and 2.2
Proposition A.0.1. Let (Θ,Φ) ∼ vMs(κ1, κ2, λ, 0, 0). Then
(i) E (sin Θ sin Φ) = 1Cs
∂Cs
∂λ .
(ii) sgn(E(sin Φ sin Θ)) = sgn(λ).
(iii) E (cos Θ cos Φ) = 1Cs
∂2Cs
∂κ1∂κ2
.
(iv) E (cos Θ) = 1Cs
∂Cs
∂κ1
, and E (cos Φ) = 1Cs
∂Cs
∂κ2
.
(v) E
(
cos2 Θ
)
= 1Cs
∂2Cs
∂κ21
, and E
(
cos2 Φ
)
= 1Cs
∂2Cs
∂κ22
.
(vi) E(sin Φ cos Θ) = E(sin Θ cos Φ) = 0.
(vii) E(sin Θ cos Θ) = E(sin Φ cos Φ) = 0.
Proof.
Cs =
∫ pi
−pi
∫ pi
−pi
exp (κ1 cos θ + κ2 cosφ+ λ sin θ sinφ) dθ dφ (A.1)
Because the integrand in (A.1) is smooth and has continuous first and second order
partial derivatives with respect to the parameters (κ1, κ2, λ), and the limits of the
integral are finite and constant (free of the parameters), partial differentiation with
respect to the parameters, and the integration can be done in interchangeable orders
(Leibniz’s rule).
(i) Differentiating both sides of (A.1) partially with respect to λ, and then apply-
ing Leibniz’s rule, we get
∂Cs
∂λ
=
∫ pi
−pi
∫ pi
−pi
sin θ sinφ exp (κ1 cos θ + κ2 cosφ+ λ sin θ sinφ) dθ dφ
= CsE (sin Θ sin Φ) .
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(ii) Let g(λ) = ∂Cc∂λ . Since Cs > 0, following part (i), it is enough to show that
sgn(g(λ)) = sgn(λ). From the infinite series representation (2.8) we get
g(λ) = 8pi2
∞∑
m=1
m
(
2m
m
)
λ2m−1
(4κ1κ2)m
Im(κ1)Im(κ2) Q 0
according as λ Q 0. This completes the proof.
(iii) The result is obtained by partially differentiating (A.1) twice, once with respect
κ1 and then with respect to κ2, and then by applying Leibniz’s rule.
(iv) The proof is given in Singh et al. [13, Theorem 2(b)].
(v) The first half is obtained by partially differentiating (A.1) twice with respect
to κ1, and the second half, with respect to κ2; followed by an application of
Leibniz’s rule.
(vi) We shall only prove the first half. The proof of the second half is similar. It
follows (see Singh et al. [13]) that the conditional distribution of Φ given Θ = θ
is univariate von Mises vM (κ = a(θ), µ = b(θ)), and the marginal density of
Θ is given by:
fΘ(θ) =
2piI0(a(θ))
Cs
exp(κ1 cos θ)1[−pi,pi)(θ)
where
a(θ) =
{
κ22 + λ2 sin2 θ
}1/2
and b(θ) = tan−1
(
λ
κ2
sin θ
)
.
Note that fΘ is symmetric about (µ1 =) 0. Therefore, we have
E (sin Φ cos Θ) = E [cos Θ E (sin Φ | Θ)]
= E
[
cos Θ I1(a(Θ))
I0(a(Θ))
sin(β(Θ))
]
= E
cos Θ I1(a(Θ))
I0(a(Θ))
(λ/κ2) sin Θ√
1 + (λ/κ2)2 sin2 Θ

= 0,
where the second equality follows from Proposition A.0.2, and the last from
the fact that the associated integral is an odd function.
(vii) These results are immediate consequences of symmetry of the marginal distri-
butions.
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Proposition A.0.2. Let X have a univariate von Mises distribution vM(κ, µ).
Then E(sinX) = I1(κ)I0(κ) sinµ.
Proof. Because the density of X is symmetric about µ, we have,
E[sin(X − µ)] = E(sinX) cosµ− E(cosX) sinµ = 0. (A.2)
Also (see, e.g., Abramowitz and Stegun [1, §9.6.19]),
E[cos(X − µ)] = E(cosX) cosµ+ E(sinX) sinµ = I1(κ)
I0(κ)
. (A.3)
Solving for E(sinX) from (A.2) and (A.3) yields E(sinX) = I1(κ)I0(κ) sinµ.
Proposition A.0.3. Let (Θ,Φ) ∼ vMc(κ1, κ2, κ3, 0, 0). Then
(i) E (cos Θ cos Φ) = 1Cc
∂2Cc
∂κ1∂κ2
.
(ii) E (sin Θ sin Φ) = 1Cc
{
∂Cc
∂κ3
− ∂2Cc∂κ1∂κ2
}
.
(iii) sgn(E(sin Φ sin Θ)) = sgn(κ3).
(iv) E (cos Θ) = 1Cs
∂Cs
∂κ1
, and E (cos Φ) = 1Cs
∂Cs
∂κ2
.
(v) E
(
cos2 Θ
)
= 1Cc
∂2Cc
∂κ21
, and E
(
cos2 Φ
)
= 1Cc
∂2Cc
∂κ22
.
(vi) E(sin Φ cos Θ) = E(sin Θ cos Φ) = 0.
(vii) E(sin Θ cos Θ) = E(sin Φ cos Φ) = 0.
Proof. We have
Cc =
∫ pi
−pi
∫ pi
−pi
exp (κ1 cos θ + κ2 cosφ+ κ3 cos(θ − φ)) dθ dφ (A.4)
Using the same arguments as in the von Mises sine case, it follows that partial
differentiation with respect to the parameters, and the integration can be done in
interchangeable orders (Leibniz’s rule).
(i) Differentiating both sides of (A.4) twice, once with respect κ1 and then with
respect to κ2, and then by applying Leibniz’s rule, we get
∂2Cc
∂κ1∂κ2
=
∫ pi
−pi
∫ pi
−pi
sin θ sinφ exp (κ1 cos θ + κ2 cosφ+ κ3 cos(θ − φ)) dθ dφ
= CcE (cos Θ cos Φ) .
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(ii) Differentiating (A.4) partially with respect to κ3, and then applying Leibniz’s
rule, we get
∂Cc
∂κ3
=
∫ pi
−pi
∫ pi
−pi
cos(θ − φ) exp (κ1 cos θ + κ2 cosφ+ κ3 cos(θ − φ)) dθ dφ
= CcE cos (Θ− Φ) = CcE cos (cos Θ cos Φ + sin Θ sin Φ) .
This, together with part (i) yields
∂Cc
∂κ3
− ∂
2Cc
∂κ1∂κ2
= Cc E(sin Θ sin Φ)
(iii) Let g(κ3) = ∂Cc∂κ3 − ∂
2Cc
∂κ1∂κ2
. Since Cc > 0, following part (ii), it is enough to
show that sgn(g(κ3)) = sgn(κ3). Straightforward algebra on the infinite series
representations (2.15) and (2.18) of ∂Cc∂κ3 and
∂2Cc
∂κ1∂κ2
yields,
g(κ3)
= 2pi2
{ ∞∑
m=1
Im−1(κ1)Im−1(κ2)Im(κ3)−
∞∑
m=1
Im−1(κ1)Im+1(κ2)Im(κ3)
−
∞∑
m=1
Im+1(κ1)Im−1(κ2)Im(κ3) +
∞∑
m=1
Im+1(κ1)Im+1(κ2)Im(κ3)
}
= 2pi2
∞∑
m=1
[Im−1(κ1)− Im+1(κ1)][Im−1(κ2)− Im+1(κ2)]Im(κ3)
=
∞∑
m=1
am Im(κ3) (A.5)
where am = 2pi2[Im−1(κ1)−Im+1(κ1)][Im−1(κ2)−Im+1(κ2)]. Note that (am)m≥1
is a decreasing sequence of positive real numbers since In(x) > In+1(x) for
n ≥ 1 and x ≥ 0. We consider the cases κ3 = 0, κ3 > 0 and κ3 < 0 separately,
and note the sign of g(κ3) in each case.
(a) If κ3 = 0, then Im(κ3) = 0 for all m = 1, 2, · · · . Consequently, the right
hand side of (A.5) becomes zero.
(b) If κ3 > 0, then Im(κ3) > 0 for all m = 1, 2, · · · . Therefore, the right hand
side of (A.5) is a series of positive terms, and hence is positive.
(c) If κ3 < 0, then Im(κ3) = (−1)mIm(|κ3|) for m = 1, 2, · · · , and the right
hand side of (A.5) is an (absolutely convergent) alternating series
S =
∞∑
m=1
(−1)m am Im(|κ3|).
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Note that
S = −
∞∑
m=1
a2m−1 I2m−1(|κ3|) +
∞∑
m=1
a2m I2m(|κ3|)
< −
∞∑
m=1
a2m−1 I2m−1(|κ3|) +
∞∑
m=1
a2m−1 I2m(|κ3|)
= −
∞∑
m=1
a2m−1 [I2m−1(|κ3|)− I2m(|κ3|)] = −S∗
< 0.
where the inequality in the second line follows from the fact that (am)m≥1
is decreasing and positive, and that in the last line is a consequence of the
fact that S∗, being a series of positive terms (since I2m−1(|κ3|) > I2m(|κ3|)
for all m ≥ 1), is positive.
(iv) The first part is proved by partially differentiating (A.4) with respect to κ1,
and the second part, with respect to κ2; followed by an application of Leibniz’s
rule.
(v) The first half is obtained by partially differentiating (A.4) twice with respect
to κ1, and the second half, with respect to κ2; followed by an application of
Leibniz’s rule.
(vi) We shall only prove the first half. The proof of the second half is similar. It
follows from Mardia et al. [11] that the conditional distribution of Φ given
Θ = θ is univariate von Mies vM (κ = κ13, µ = θ0), and the marginal density
of Θ is given by:
gΘ(θ) =
2piI0(κ13(θ))
Cc
exp(κ2 cos θ) 1[−pi,pi)(θ)
where
κ13(θ) = κ21 + κ23 + 2κ1κ3 cos θ and θ0 = tan−1
(
κ3 sin θ
κ1 + κ3 cos θ
)
.
Note that fΘ is symmetric about (µ1 =) 0. Therefore, we have
E (sin Φ cos Θ) = E [cos Θ E (sin Φ | Θ)]
= E
[
cos Θ I1(κ13(Θ))
I0(κ13(Θ))
sin tan−1
(
κ3 sin Θ
κ1 + κ3 cos Θ
)]
= E
cos Θ I1(κ13(Θ))I0(κ13(Θ))
(
κ3 sin Θ
κ1+κ3 cos Θ
)
√
1 +
(
κ3 sin Θ
κ1+κ3 cos Θ
)2

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= 0,
where the second equality follows from Proposition A.0.2, and the last from
the fact that the associated integral is an odd function.
(vii) These results are immediate consequences of symmetry of the marginal distri-
butions.
B Derivation for von Mises cosine normalizing constant
Proposition B.0.1. The (reciprocal of the) normalizing constant for the von Mises
cosine density (1.3) is given by
Cc(κ1, κ2, κ3) =
[
(2pi)2
{
I0(κ1)I0(κ2)I0(κ3) + 2
∞∑
n=1
In(κ1)In(κ2)In(κ3)
}]
Proof. Without loss of generality, we first assume that the mean parameters in the
density (1.3) are all zero, i.e., µ1 = µ2 = 0. Therefore, our objective boils down to
evaluate the integral
Cc(κ1, κ2, κ3) = I =
∫ pi
−pi
∫ pi
−pi
exp(κ1 cosx+ κ2 cos y + κ3 cos(x− y)) dx dy. (B.1)
Now from equation 9.6.34 of [1], it follows that
exp(κ1 cosx) = I0(κ1) + 2
∞∑
l=1
Il(κ1) cos(lx)
exp(κ2 cos y) = I0(κ2) + 2
∞∑
m=1
Im(κ2) cos(my)
and exp(κ3 cos(x− y)) = I0(κ3) + 2
∞∑
n=1
In(κ3) cos(n(x− y)).
Therefore, the integrand in (B.1) can be written as
I0(κ1)I0(κ2)I0(κ3) + 2{I0(κ2) + I0(κ3)}
∞∑
l=1
Il(κ1) cos(lx)
+ 2{I0(κ3) + I0(κ1)}
∞∑
m=1
Im(κ2) cos(my)
+ 2{I0(κ1) + I0(κ2)}
∞∑
n=1
In(κ3) cos(n(x− y))
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+ 8
∞∑
l=1
∞∑
m=1
∞∑
n=1
Il(κ1)Im(κ2)In(κ3) cos(lx) cos(my) cos(n(x− y)). (B.2)
Note that for any positive integer q,∫ pi
−pi
cos(qz) dz =
∫ pi
−pi
sin(qz) dz = 0
which implies, for a positive integer n,∫ pi
−pi
∫ pi
−pi
cos(n(x− y)) dx dy =
∫ pi
−pi
cos(nx) dx
∫ pi
−pi
cos(ny) dy
+
∫ pi
−pi
sin(nx) dx
∫ pi
−pi
sin(ny) dy = 0.
(Equality of the double and the iterative integrals are ensured by the Fubini theorem,
which is applicable as the integrands and the range of integrals are all finite.)
Thus the (double) integrals of the second, third and fourth terms in (B.2) are all
zero. Hence,
I = (2pi)2I0(κ1)I0(κ2)I0(κ3)
+ 8
∫ pi
−pi
∫ pi
−pi
∞∑
l=1
∞∑
m=1
∞∑
n=1
Il(κ1)Im(κ2)In(κ3) cos(lx) cos(my) cos(n(x− y)) dx dy.
(B.3)
Now, for the second term in (B.3), first note that∫ pi
−pi
∫ pi
−pi
∞∑
l=1
∞∑
m=1
∞∑
n=1
|Il(κ1)Im(κ2)In(κ3) cos(lx) cos(my) cos(n(x− y))| dx dy
≤
∫ pi
−pi
∫ pi
−pi
∞∑
l=1
∞∑
m=1
∞∑
n=1
Il(κ1)Im(κ2)In(|κ3|) dx dy
=
∞∑
l=1
∞∑
m=1
∞∑
n=1
∫ pi
−pi
∫ pi
−pi
Il(κ1)Im(κ2)In(|κ3|) dx dy (by Fubini-Tonelli)
= (2pi)2
( ∞∑
l=1
Il(κ1)
)( ∞∑
m=1
Im(κ2)
)( ∞∑
n=1
In(|κ3|)
)
<∞
where the equality in the third line follows from the Fubini-Tonelli theorem for non-
negative integrands. Therefore, the Fubini theorem for general integrands can be
applied to ensure interchangeability of the sums and the integrals in the second term
in (B.3). In particular, one can write∫ pi
−pi
∫ pi
−pi
∞∑
l=1
∞∑
m=1
∞∑
n=1
Il(κ1)Im(κ2)In(κ3) cos(lx) cos(my) cos(n(x− y)) dx dy
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=
∞∑
l=1
∞∑
m=1
∞∑
n=1
Il(κ1)Im(κ2)In(κ3)
∫ pi
−pi
∫ pi
−pi
cos(lx) cos(my) cos(n(x− y)) dx dy.
(B.4)
Now, for any positive integers l,m, n,
cos(lx) cos(my) cos(n(x− y)) = cos(lx) cos(nx) cos(my) cos(ny)
+ cos(lx) sin(nx) cos(my) sin(ny).
Observe that for any two positive integers p and q,∫ pi
−pi
cos(pz) cos(qz) dz = pi1{p=q} and
∫ pi
−pi
cos(pz) sin(qz) dz = 0.
Therefore, for any positive integers l,m, n,∫ pi
−pi
∫ pi
−pi
cos(lx) cos(nx) cos(my) cos(ny) dx dy = pi1{l=n}pi1{m=n} = pi21{l=m=n}
and ∫ pi
−pi
∫ pi
−pi
cos(lx) sin(nx) cos(my) sin(ny) dx dy = 0.
which implies,∫ pi
−pi
∫ pi
−pi
cos(lx) cos(my) cos(n(x− y)) dx dy = pi21{l=m=n}. (B.5)
Therefore, combining (B.3), (B.4) and (B.5), we get
I = (2pi)2I0(κ1)I0(κ2)I0(κ3) + 8pi2
∞∑
l=1
∞∑
m=1
∞∑
n=1
Il(κ1)In(κ3)Im(κ2)1{l=m=n}
= (2pi)2
{
I0(κ1)I0(κ2)I0(κ3) + 2
∞∑
n=1
In(κ1)In(κ2)In(κ3)
}
.
This completes the proof.
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