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Abstract 
The main result of this paper is the NP-completeness of the HAMILTONIAN CIRCUIT 
problem for chordal bipartite graphs. This is proved by a sophisticated reduction from 
SATISFIABILITY. As a corollary, HAMILTONIAN CIRCUIT is NP-complete for strongly 
chordal split graphs. On both classes the complexity of the HAMILTONIAN PATH problem 
coincides with the complexity of HAMILTONIAN CIRCUIT. Further, we show that HAMIL- 
TONIAN CIRCUIT is linear-time solvable for convex bipartite graphs. 
1. Introduction 
We consider finite, simple undirected graphs only. A HAMILTON/an circuit 
(HAMILTONian path) in a graph G = (V,E) is a simple cycle (path) (vl . . . . .  v,), n = I VI, 
containing each vertex of V, i.e., {vi-i, vi} E E for i = 2 . . . . .  n, and, in case of a HAMIL- 
TONian circuit, {Vn, Vl } E E. A nAMleVoNian circuit can be described by the set F of 
edges the circuit passes through. 
We define the decision problems HAMILTONIAN CIRCUIT and HAMILTONIAN 







A graph G = ( V, E). 
Is there a HAMILTONian circuit in G? 
A graph G = ( V, E). 
Is there a HAMILTOSian path in G? 
More formally, HAMILTONIAN CIRCUIT and HAMILTONIAN PATH are sets of 
graphs having a HAMILTONian circuit and HAMILTONian path, respectively. 
HAMILTONian circuit is one of the most famous topics in graph theory. The complex- 
ity of HAMILTONIAN CIRCUIT for several graph classes is well-investigated. This 
problem remains NP-complete for bipartite graphs [18], grid graphs with maximum 
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vertex degree three [14], for split graphs (an exercise in [13], see Section 7 too), and 
for undirected path graphs [2]. I-IAMILTONIAN CIRCUIT is solvable in polynomial 
time for interval graphs [15], proper circular arc graphs [1], cographs [5], bipartite per- 
mutation graphs [4], bipartite distance hereditary graphs [17] and distance hereditary 
graphs [19]. Similar results are known for the HtAMILTONIAN PATH problem, see 
Section 8. For the definition of the graph classes ee [13] or [3]. 
Recently, both problems were shown to be polynomial for cocomparability graphs 
[10,9]. These results apply for permutation graphs too answering a frequently asked 
question. 
In this paper we show the NP-completeness of both problems for chordal bipartite 
graphs, and as a corollary for strongly chordal split graph. In contrast, we obtain nice 
algorithms olving the problems on convex bipartite graphs. 
2. Finding a HAMILTONian circuit in a convex bipartite graph 
A bipartite graph B = (X, Y,E) is called X-convex (or simply: convex) if there exists 
an ordering < so that for all y C Y the set N(y)  is <-consecutive. Here N(y)  denotes 
the set of all vertices adjacent to y. 
Keil established in [15] a linear time algorithm for finding a HAMILTONian circuit in 
an interval graph if one exists. In this small section we show by an easy reduction to 
this problem: 
Theorem 1 (Damaschke [7]). HAMILTONIAN CIRCUIT for convex bipartite graphs 
is solvable in time quadratic in the number of vertices. 
This improves the result in [4] since bipartite permutation graphs are convex graphs. 
Proof. Let B = (X, Y,E) be X-convex. Assume that X and Y have the same cardinal- 
ity, otherwise there cannot exist a HAMILTONian circuit. We define a graph G = (X U Y, 
EUEr )  where Er is as follows: {Yl,Y2} E Ey iff Yl,Y2 E Y and N(yl) f~N(y2) ~ O. 
Obviously, G is an interval graph. Since each nAMmTONian circuit of G can only 
pass through edges of E, we have B E I-IAMILTONIAN CIRCUIT iff G C 
HtAMILTONIAN CIRCUIT. Our reduction can be done in time O(IX U Y12). [] 
3. HAMILTONian circuits in chordal bipartite graphs 
A graph is said to be chordal bipartite if each of its chordless cycles has length 
four. One can easily see that the convex bipartite graphs form a proper subset of 
the chordal bipartite graphs, and each chordal bipartite graph is a bipartite 
graph. 
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For warranty: The name chordal bipartite is a bit misleading. Chordal bipartite 
graphs are not chordal in general, since induced cycles of length four are allowed. 
The graphs which are both bipartite and chordal are exactly the forests. Chordal 
bipartite graphs are the graphs which are both weakly triangulated and 
bipartite. 
We describe a HAM]LTONian circuit in G = (V,E)  by the set F C_E of edges used. 
Then (V ,F )  is a 2-regular graph. Let G = (X, Y,E) be a bipartite graph and A C_E. We 
are interested in a HAMILToNian circuit describable by a set F _~ A. Instead of forcing 
the HAM]LToNian circuit to use the edges of A for each edge {x, y} E A we add a ear 
(path with three edges connecting x and y) to G. Then each UAMILTONian circuit of the 
graph with ears uses all the edges in the ears. 
Let D denote the vertices incident with two edges in A. Besides the ears we add 
chords {a, b} for all vertices a E D and all vertices b that is in the color class opposite 
to a and is not interior vertex of any ear. Let H denote the graph created from G 
by adding all these ears and chords. It is evident that H is bipartite. And if each 
chordless cycle of length greater than four in G contains a vertex in D then H is a 
chordal bipartite graph. 
To have a simple representation of H we use a drawing of G with double lines 
representing edges of A. The added ears and chords disappear. This applies to all 
subsequent figures. 
4. SATISFIABILITY 
In the following we prove our main result, the NP-completeness of 
HAMILTONIAN CIRCUIT for chordal bipartite graphs, by a reduction from 
SATISFIABILITY. We restrict the inputs C of SATISFIABILITY to be boolean for- 
mulas in conjunctive normal form with 
• each clause contains two or three literals, 
• each variable appears exactly twice positive and 
• each variable appears exactly once negative. 
SATISFIABILIT¥ remains NP-complete under these restrictions, see [16]. 
5. Construction of the reduction graph 
We are going to build a chordal bipartite graph H that admits a HAMILTONian circuit 
iff the corresponding instance C of SATISFIABILITY is satisfiable. Therefore, first 
consider the minicomponent shown in Fig. 1, to be used in the reduction graph H for 
each literal. Hence the total number of minicomponents in H is three times the number 
of variables appearing in C. All possibilities for a lqAMILYONian circuit passing through 
a minicomponent are shown in Figs. 2-4. The edges used by the circuit are indicated 
by thick lines. 
294 H. Miiller /Discrete Mathematics 156 (1996) 291-298 
Fig. 1. The minicomponent. 
Fig. 3. An additionally satisfied literal. 
Fig. 2. A satisfying literal. 
Fig. 4. A nonsatisfied literal. 
Fig. 5. Satisfaction test component for clauseswith wo literals. 
Fig. 6. Satisfaction test component for 
clauses with three literals. 
Fig. 7. Truth assignment component. 
The two or three minicomponents corresponding to one clause are connected by 
edges with ears as shown in Figs. 5 and 6 forming the satisfaction test components 
of H. 
We create the truth assignment components of H using three minicomponents, four 
additional vertices, eight edges and three edges with ears per component, see Fig. 7. 
The two minicomponents corresponding to the positive appearances of  the variable are 
located on the left side of  the figure while the minicomponent corresponding to the 
negative literal is located on the right side. 
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The construction of the reduction graph H is complete by a cyclic concatenation of
the truth assignment components using edges with ears connecting the vertices repre- 
sented by dotted circles in Fig. 7. 
Lemma 2. H is a chordal bipartite graph. 
Proof. It is evident that H is bipartite. Let A be the set of edges of H having 
a ear and D the set of vertices incident with two edges in A. We construct he 
reduced graph G from H by removing all the ears and chors outside A incident with 
a vertex in D. We consider a chordless cycle Z in H of length greater than four. 
Then Z is a cycle in the reduced graph G and contains no vertex in D. Hence Z 
is a cycle in a truth assignment component of H. However, these components are 
chordal bipartite graphs. [] 
6. The NP-completeness proof 
Theorem 3. HAMILTONIAN CIRCUIT is NP-complete for chordal bipartite graphs. 
ProoL Clearly the HAMILTONIAN CIRCUIT problem restricted to chordal bipartite 
graphs is in NP. We show C E SATISFIABILITY i f fH E HAMILTONIAN CIRCUIT. 
1. Let C be a formula in SATISFIABILITY. We fix a satisfying truth assignment 
of C. Hence in every clause there is a true literal. We choose one of these literals per 
clause and name it the satisfying literal of the clause. The other literals of the clause 
are named additional satisfied literals and nonsatisfied literals, respectively. 
First we take the HAMILTONian circuit in the minicomponents with respect o Figs. 2, 
3 and 4. Next we add the edges in the ears to the set F describing the HAMILTONian 
circuit. What remains is to connect hese parts of the HAMILTONian circuit inside the 
truth assignment components. But this can easily be done by the patterns hown in 
Figs. 8-12 (only the edges used by the circuit appear). 
2. Let F C_ E be the set of edges, describing a HAMILTONian circuit of H. We define 
a truth assignment. If the HAMILTONian circuit of H restricted to a truth assignment 
component looks like in Fig. 8, then this variable is set to be false, otherwise true. All 
possibilities for a HAMILTONian circuit passing through a truth assignment component 
are shown in Figs. 8-15. 
Fig. 8. False. Fig. 9. True. 
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Fig. 10. True. Fig. 11. Indifferent. 
Fig. 12. Indifferent. Fig. 13. True. 
Fig. 14. Indifferent. Fig. 15. Indifferent. 
Consider a literal of C and the corresponding satisfaction test component. This com- 
ponent contains a minicomponent like in Fig. 2. Otherwise (V (H) ,F )  is disconnected. 
I f  this literal is the negative appearance of some variable in C, then the HAMILTONian 
circuit restricted to the corresponding truth assignment component has the form as 
in Fig. 8, and hence the clause is satisfied. I f  the literal is a positive appearance of 
some variable in C, then the HAMILTOYian circuit restricted to the corresponding truth 
assignment component does not have the form as in Fig. 8, and hence the clause is 
satisfied. 
Remark. We can use this technique to prove the NP-completeness for planar bipartite 
graphs with maximum vertex degree 3 [14]. For this we use planar 3SAT (see [16]) 
instead of SATISI:IABILITY for the reduction. And we omit the edges with ears (A), 
the chords outside ears incident with vertices in D and the interior edges of the truth 
assignment components in Fig. 7 in the above construction. 
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7. Strongly chordal split graphs 
A graph is chordal if it does not contain a chordless cycle of length greater than 
three. A graph is a split graph if its vertex set splits into a clique and an independent 
set. Trivially, split graphs are chordal graphs. A chordal graph is called strongly chordal 
if each cycle with even number of vertices has an odd chord, i.e., an edge which 
connects two vertices having odd distance in the cycle [11]. 
Let G = (X, Y,E) be a bipartite graph with X, Y having the same cardinality. Define 
S(G) = (X U Y, E U Ex) where Ex = {{xl,x2}: Xl,X2 E X}. Obviously, G has a 
HAMILTONian circuit iff S(G) has a HAMILTONian circuit. It is easy to see that G is chordal 
bipartite iff S(G) is strongly chordal, see [6, 11]. Therefore HAMILTONIAN CIRCUIT 
remains NP-complete for strongly chordal split graphs. To our knowledge, this is the 
first 'natural' graph problem proved to be NP-complete for strongly chordal graphs. 
8. The HAMILTONIAN PATH problem 
The complexity of HAMILTONIAN CIRCUIT and HAMILTONIAN PATH coin- 
cide on most natural classes of graphs, but not on all classes. Already in [12] it is 
mentioned that HAMILTONIAN CIRCUIT remains NP-complete i f  the vertices of 
the input graph are given in a HAMILTONian path order [20]. So, for this class of 
graphs HAMILTONIAN PATH is polynomial while HAMILTONIAN CIRCUIT re- 
mains NP-complete. 
On the other hand, consider a graph G = (V,E) with a,b f~ V. We define G t = 
V U {a,b},E U {{a,v}:  v ~ V U {b}}. Then G' { HAMILTONIAN CIRCUIT and 
G' ~ HAMILTONIAN PATH iff G c HAMILTONIAN PATH. Hence, HAMILTO- 
NIAN CIRCUIT becomes polynomial when restricted to the class {G': G is a graph} 
while HAMILTONIAN PATH remains NP-complete. 
There exist other easy reductions between HAMILTONIAN CIRCUIT and 
HAMILTONIAN PATH, see [8] and Lemma 2.14 in Section 2.4.6 in [21] for example, 
showing that the complexities of HAMILTONIAN CIRCUIT and HAMILTONIAN 
PATH coincide on classes of graphs closed under operations like adding a vertex of 
degree one or adding a vertex adjacent o all other vertices. 
To show the NP-completeness of HAMILTONIAN PATH on chordal bipartite graphs 
we delete in our reduction graph H one middle edge in a ear. For strongly chordal 
split graphs we split a vertex in the clique into two copies and add a new neighbor of 
degree one per copy. 
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