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Abstract
The paper deals with state estimation of a spatially distributed system given noisy measurements from pointwise-
in-time-and-space threshold sensors spread over the spatial domain of interest. A Maximum A posteriori Probability
(MAP) approach is undertaken and a Moving Horizon (MH) approximation of the MAP cost-function is adopted. It
is proved that, under system linearity and log-concavity of the noise probability density functions, the proposed MH-
MAP state estimator amounts to the solution, at each sampling interval, of a convex optimization problem. Moreover,
a suitable centralized solution for large-scale systems is proposed with a substantial decrease of the computational
complexity. The latter algorithm is shown to be feasible for the state estimation of spatially-dependent dynamic
fields described by Partial Differential Equations (PDE) via the use of the Finite Element (FE) spatial discretization
method. A simulation case-study concerning estimation of a diffusion field is presented in order to demonstrate the
effectiveness of the proposed approach. Quite remarkably, the numerical tests exhibit a noise-assisted behavior of
the proposed approach in that the estimation accuracy results optimal in the presence of measurement noise with
non-null variance.
Keywords: State estimation; moving-horizon estimation; threshold measurements; dynamic field estimation; spa-
tially distributed systems.
I. INTRODUCTION
Threshold sensors, which provide a binary output just indicating whether the noisy measurement of the sensed
variable falls below or above a given threshold, are widely used for monitoring and control [1]-[17]. The motivation
is that by a multitude of low-cost and low-resolution sensing devices it is possible to attain the same estimation
accuracy that a fewer (even a single one) high-cost and high-resolution ones could provide, but with significant
practical advantages in terms of ease of sensor deployment and minimization of communication requirements. Since
a threshold measurement just conveys the least possible amount (i.e., a single bit) of information, while implying
communication bandwidth savings and consequent improved energy efficiency, it becomes of paramount importance
to fully exploit the little available information by means of smart estimation algorithms. Over the last two decades,
interesting work has been devoted to system identification, [1], [2] parameter [3]-[6] and state estimation, [7]-
[15] with a specific focus on source localisation, [16], [17] using threshold measurements according to either a
deterministic [1]-[10] or a probabilistic [3]-[17] approach.
In a deterministic setting, [7], [8] the information provided by a threshold sensor is mainly associated to the
switching instants, corresponding to discontinuities of the threshold signal. In fact, a switch at the current discrete
time implies, by continuity, the existence of a continuous time instant, within the latest sampling interval, such that
the continuous output crosses the threshold at that time. As shown in previous work, [8] additional information can
also be exploited in the non-switching sampling instants by penalizing values of the estimated variable such that
the corresponding predicted measurement is on the opposite side, with respect to a threshold sensor reading, far
away from the threshold. Nevertheless, it is clear that there is no or very little information available for estimation
purposes whenever no or very few threshold sensor switchings occur. Hence, a possible way to achieve high
estimation accuracy is to have many threshold sensors sensing the same variable with different thresholds as this
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2would clearly increase the number of switchings, actually emulating, when the number of sensors grows to infinity,
a single continuous-valued (analog) measurement.
Conversely, following a probabilistic approach, each threshold sensor can be characterized in terms of the
probability that its binary output takes the two possible outcomes, in relation to the dynamical evolution of the
state of the monitored system. In this way, also a threshold sensor always provides an informative contribution.
Furthermore, it is worth noting how, in presence of a sufficiently large number of threshold sensors, such a stochastic
approach can also be more advantageous in case the outcomes from the sensors are noisy. Indeed, as it will be
shown via simulation experiments, there is a non-null value of the measurement noise variance, for which optimal
state estimation accuracy from threshold measurements is obtained. This, referred to hereafter as noise-assisted
paradigm, [18] is in sharp contrast with what happens in the case of linear sensors, and depends on the strong
nonlinearity of threshold sensors.
From the above discussed noise-assisted paradigm, this paper develops a novel approach to recursive estimation
of the state of a discrete-time dynamical system given threshold measurements. The proposed approach relies on a
Moving-Horizon (MH) approximation [19]-[28] of the Maximum A-posteriori Probability (MAP) estimation [29] and
extends previous work [3], [4] concerning parameter estimation to recursive state estimation. A further contribution
is to show that, for a linear system and log-concave probability distributions, the optimization problem arising from
the MH-MAP formulation turns out to be convex and, hence, practically feasible for real-time implementation.
The present paper significantly expands our preliminary work [18] by considering a more general class of
probability distributions, by providing a mathematical proof of the above stated convexity result and, most im-
portantly, by proposing a novel efficient MH-MAP filter for field estimation of large-scale systems. The paper
is structured as follows. Section 2 formulates Maximum A posteriori Probability (MAP) state estimation with
threshold measurements, relying on the probabilistic description of the amount of information provided by each
threshold sensor. Section 3 introduces its moving-horizon (MH) approximation, referred to as MH-MAP estimator,
and analyzes the properties of the resulting optimization problem. Section 4 presents the finite element approximation
for the estimation of diffusion fields from threshold pointwise-in-space-and-time field measurements. Due to the
large-scale of the dynamical system resulting from spatial discretization of the field dynamics, a fast MH-MAP
filter for field estimation of large-scale systems is proposed in Section 5. Section 6 shows simulation results relative
to the dynamic field estimation case-study, while Section 7 ends the paper with some discussion and perspectives
for future work.
II. MAXIMUM A POSTERIORI STATE ESTIMATION WITH THRESHOLD SENSORS
Let us consider the problem of recursively estimating the state of the discrete-time nonlinear dynamical system
xk+1 = f (xk,uk)+wk
z(i)k = h
(i)(xk)+ v
(i)
k , i = 1, . . . , l
(1)
from a set of measurements provided by threshold sensors
y(i)k = g
(i)(z(i)k ) =
{
1, if z(i)k ≥ τ(i)
0, if z(i)k < τ
(i)
(2)
where xk ∈ Rn is the state to be estimated, uk ∈ Rm is a known input, and τ(i) is the threshold of the i−th sensor.
The vector wk ∈ Rn is an additive disturbance affecting the system dynamics while v(i)k is the measurement noise
of sensor i. Notice from (1)-(2) that sensor i produces a threshold measurement y(i)k ∈ {0,1} depending on whether
the noisy system output z(i)k is below or above the threshold τ
(i). We define, for the sake of simplicity,
zk = col
(
z(1)k , . . . ,z
(l)
k
)
, yk = col
(
y(1)k , . . . ,y
(l)
k
)
, vk = col
(
v(1)k , . . . ,v
(l)
k
)
. (3)
Let N (µ,Σ) denote the normal distribution with mean µ and variance Σ. Then the statistical behavior of the
system is modelled according to the following assumption.
A1 The initial state x0 and disturbance wk are normally-distributed random vectors
x0 ∼N (x0,P−1), wk ∼N (0,G−1) (4)
3where E[w jw′k] = 0 if j 6= k and E[w jx′0] = 0 for any j. Further, the measurement noises vik of the sensors are
mutually independent as well as independent from the initial state and disturbance.
According to the available probabilistic description, hereafter the problem of state estimation from threshold
measurements is recast into a Bayesian framework exploiting a MAP estimation approach. As discussed in the
introduction, each threshold measurement y(i)k provides intrinsically relevant probabilistic information on the state
xk. Such information can be effectively exploited by introducing the likelihood functions p(y
(i)
k |xk) of the i−th
threshold sensor. To this end, let us observe that each threshold measurement y(i)k is a Bernoulli random variable
such that, for any threshold sensor i and any time instant k, the likelihood function p(y(i)k |xk) is given by [3], [5]
p(y(i)k |xk) = p(y(i)k = 1|xk)y
(i)
k p(y(i)k = 0|xk)1−y
(i)
k (5)
where
p(y(i)k = 0|xk) = F(i)(τ(i)−h(i)(xk)) (6)
and p(y(i)k = 1|xk) = 1− p(y(i)k = 0|xk) , 1−F(i)(τ(i)− h(i)(xk)). In particular, F(i)(τ(i)− h(i)(xk)) = prob(v(i)k ≤
τ(i)−h(i)(xk)) is the Cumulative Distribution Function (CDF) of the random variable v(i)k evaluated at τ(i)−h(i)(xk).
For example, when the measurement noise is normally distributed v(i)k ∼ N (0,r(i)), the conditional probability
p(y(i)k = 1|xk) = 1−F(i)(τ(i)−h(i)(xk) can be written in terms of a Q-function, describing the tail probability of a
standard normal probability distribution [9]
p(y(i)k = 1|xk) =
1√
2pir(i)
∫ ∞
τ(i)−h(i)(x)
exp
(
− u
2
2r(i)
)
du = Q
(
τ(i)−h(i)(x)√
r(i)
)
. (7)
Let us now denote by Yk , col(y0, . . . ,yk) the vector of all threshold measurements collected up to time k and by
Xk , col(x0, . . . ,xk) the vector of the state trajectory. Further, let us denote by Xˆk|k , col(xˆ0|k, . . . , xˆk|k) the estimate
of Xk at time k. Then, at each time instant k, given the a posteriori probability p(Xk|Yk), the estimate of the state
trajectory can be obtained by solving the following MAP estimation problem:
Xˆk|k = argmax
Xk
p(Xk|Yk) = argmin
Xk
{− ln p(Xk|Yk)} . (8)
From the Bayes rule
p(Xk|Yk) ∝ p(Yk|Xk) p(Xk), (9)
where p(Yk|Xk) is the likelihood function of the threshold measurement vector Yk, and
p(Xk) =
k−1
∏
j=0
p(xk− j|xk− j−1, . . . ,x0) p(x0) =
k−1
∏
j=0
p(xk− j|xk− j−1) p(x0) (10)
thanks to the Markov property of the system state. Furthermore, in view of assumption A1, we have
p(x0) ∝ exp
(
−1
2
‖x0− x0‖2P
)
(11)
p(xk+1|xk) ∝ exp
(
−1
2
‖xk+1− f (xk,uk)‖2G
)
, (12)
so that
p(Xk) = exp
(
−1
2
[
‖x0− x0‖2P+
k
∑
j=0
‖x j+1− f (x j,u j)‖2G
])
. (13)
In view of the mutual independence of the measurement noises, the likelihood function p(Yk|Xk) can be written as
p(Yk|Xk) =
k
∏
j=0
p(y j|x j) =
k
∏
j=0
l
∏
i=1
p(y(i)j |x j) =
k
∏
j=0
l
∏
i=1
F(i)(τ(i)−h(i)(x j))1−y
(i)
j
[
1−F(i)(τ(i)−h(i)(x j))
]y(i)j
. (14)
4In conclusion, the log-likelihood function, natural logarithm of the likelihood function, is given by
ln p(Yk|Xk) =
k
∑
j=0
l
∑
i=1
{
(1− y(i)j ) lnF(i)(τ(i)−h(i)(x j))+ y(i)j ln
[
1−F(i)(τ(i)−h(i)(x j))
]}
, (15)
and the cost function Jk(Xk) =− ln p(Yk|Xk)− ln p(Xk) to be minimized in the MAP estimation problem (8), up to
the constant term p(Yk), turns out to be
Jk(Xk) = ‖x0− x0‖2P+
k
∑
j=0
‖x j+1− f (x j,u j)‖2G
−
k
∑
j=0
l
∑
i=1
{
(1− y(i)j ) lnF(i)(τ(i)−h(i)(x j))+ y(i)j ln
[
1−F(i)(τ(i)−h(i)(x j))
]}
, (16)
which is defined for all vectors Xk such that the arguments of the logarithms are different from zero. Unfortunately,
a closed-form expression for the global minimum of (16) does not exist and, hence, the optimal MAP estimate
Xˆk|k has to be determined by resorting to some numerical optimization routine. In this respect, the main drawback
is that the number of optimization variables grows linearly with time, since the vector Xk has size (k+ 1)n. As
a consequence, as time k grows the solution of the full information MAP state estimation problem (8) becomes
eventually unfeasible, and some approximation has to be introduced.
III. MOVING-HORIZON APPROXIMATION
In this section, we propose an approximate method, based on the MHE approach, [19]-[28] to solve the MAP state
estimation problem. To this end, let us introduce the sliding windowWk = {k−N,k−N+1, . . . ,k}, so that the goal
of the estimation problem becomes that to find an estimate of the partial state trajectory Xk−N:k , col(xk−N , . . . ,xk)
by using the information available in Wk. Therefore, in place of the full information cost Jk(Xk), at each time
instant k the minimization of the following moving-horizon cost is considered:
JMHk (Xk−N:k) = Γk−N(xk−N)+
k
∑
j=k−N
‖x j+1− f (x j,u j)‖2G
−
k
∑
j=k−N
l
∑
i=1
{
(1− y(i)j ) lnF(i)(τ(i)−h(i)(x j))+ y(i)j ln
[
1−F(i)(τ(i)−h(i)(x j))
]}
, (17)
where the non-negative initial penalty function Γk−N(xk−N), known in the MHE literature as arrival cost, [20], [23]
is introduced so as to summarize the past data y0, . . . ,yk−N−1 not explicitly accounted for in the objective function.
The form of the arrival cost plays an important role in the behavior and performance of the overall estimation
scheme. While in principle Γk−N(xk−N) could be chosen so that minimization of (17) yields the same estimate
that would be obtained by minimizing (16), an algebraic expression for such a true arrival cost seldom exists,
even when the sensors provide continuous (non-threshold) measurements. [20] Hence, some approximation must
be used. With this respect, a common choice, [22], [23] also followed in the present work, consists of assigning to
the arrival cost a fixed structure penalizing the distance of the state xk−N at the beginning of the sliding window
from some prediction xk−N computed at the previous time instant, thus making the estimation scheme recursive. A
natural choice is then a quadratic arrival cost of the form
Γk−N(xk−N) = ‖xk−N− xk−N‖2Ψ , (18)
which, from the Bayesian point of view, corresponds to approximating the PDF of the state xk−N conditioned to all
the measurements collected up to time k−1 with a Gaussian having mean xk−N and covariance Ψ−1. As for the
choice of the weight matrix Ψ, in the case of continuous measurements it has been shown [22], [23] that stability of
the estimation error dynamics can be ensured provided that Ψ is not too large (so as to avoid an overconfidence on
the available estimates). Recently, [8] similar results have been proven to hold also in the case of threshold sensors
in a deterministic context. In practice, Ψ can be seen as a design parameter which has to be tuned by pursuing
a suitable trade-off between such stability considerations and the necessity of not neglecting the already available
information (since in the limit for Ψ going to zero the approach becomes a finite memory one).
5It is worth noting that when the PDFs of the measurement noises are always strictly positive, like in the case of the
normal distribution, then the cost function (17) is well defined for any Xk−N:k ∈ Rn(N+1) because the arguments of
the logarithms are always strictly positive. Otherwise, in the minimization of the cost function (17) only the vectors
Xk−N:k for which the arguments of the logarithms are strictly positive have to be taken into account. Hereafter, we
denote the set of such vectors as Xk ⊆ Rn(N+1). Summing up, at any time instant k = N,N +1, . . ., the following
problem has to be solved.
Problem Ek: Given the prediction xk−N , the input sequence {uk−N , . . . ,uk−1} and the measurement sequences
{y(i)k−N , . . . ,y(i)k ; i= 1, . . . , l}, find the optimal estimates Xˆk−N:k = col(xˆk−N|k, . . . , xˆk|k) that minimize the cost function
(17) with arrival cost (18) under the constraint Xk−N:k ∈ Xk.
Remark 1: In order to propagate the estimation procedure from Problem Ek−1 to Problem Ek, the prediction
xk−N is set equal to the value of the estimate of xk−N made at time instant k−1, i.e., xk−N = xˆk−N|k−1. Clearly, the
recursion is initialized with the a priori expected value x0 of the initial state vector.
In general, solving Problem Ek entails the solution of a non-trivial optimization problem. However, when both
equations (1) and (2) are linear, the resulting optimization problem turns out to be convex for a large class of
measurement noise distributions so that standard optimization routines can be used in order to find the global
minimum. To see this, let us consider the following assumptions.
A2 The functions f (·) and h(i)(·), i= 1, . . . , l, are linear, i.e., f (xk,uk) = Axk+Buk and h(i)(xk) =C(i)xk, i= 1, . . . , l,
where A, B, C(i) are constant matrices of suitable dimensions.
A3 The PDFs of the measurement noises are log-concave.
Concerning assumption A3, it is worth noting that the class of probability distributions having a log-concave PDF
is quite general and includes, among others, normal, exponential, uniform, logistic, and Laplace distributions. Then,
the following result, whose proof is in the Appendix, can be stated.
Proposition 1: If assumption A2 holds, then the set Xk is an open convex polyhedron for any k. If in addition
also assumptions A1 and A3 hold, then the cost function (17) with arrival cost (18) is convex. 
Notice that the convexity of the cost function (17) is guaranteed also when assumption A1 is replaced by the milder
requirement that the PDF of the process disturbance is log-concave.
IV. FINITE ELEMENT APPROXIMATION AND DYNAMIC FIELD ESTIMATION
In this section, we consider the problem of reconstructing a two-dimensional dynamic field, sampled with a
network of threshold sensors arbitrarily deployed over the spatial domain of interest Ω. The process is governed
by the following parabolic PDE:
∂c
∂ t
−λ∇2c = 0 in Ω (19)
which models various physical phenomena, such as the spread of a pollutant in a fluid. In (19): c(ξ ,η , t) represents
the space-time dependent substance concentration; λ is the constant diffusivity of the medium; ∇2 = ∂ 2/∂ξ 2 +
∂ 2/∂η2 is the Laplace operator; (ξ ,η) ∈ Ω and t ∈ R denote the planar Cartesian coordinates and, respectively,
the continuous time instant. Furthermore, let us assume mixed boundary conditions, i.e. (i) a non-homogeneous
Dirichlet condition
c = ψ on ∂ΩD, (20)
which specifies a constant-in-time value of concentration on the boundary ∂ΩD, and (ii) a homogeneous Neumann
condition on ∂ΩN = ∂Ω\∂ΩD, assumed impermeable to the contaminant, so that
∂c
∂υ
= 0 on ∂ΩN , (21)
where υ is the outward pointing unit normal vector of ∂ΩN .
The objective is to estimate the dynamic field of interest c(ξ ,η , t), given pointwise-in-time-and-space threshold
measurements of the field itself. The PDE system (19)-(21) is spatially discretized with a mesh of finite elements
6over Ω via the Finite Element (FE) approximation described in previous work on dynamic field estimation. [30],
[31], [32] Specifically, the domain Ω is subdivided into a suitable set of non overlapping regions, or elements,
and a suitable set of basis functions φ j(ξ ,η), j = 1, . . . ,nφ , is defined on such elements. The choices of the basis
functions φ j and of the elements are key points of the FE method. In the specific case under investigation, the
elements are triangles in 2D and define a FE mesh with vertices (ξ j,η j)∈Ω, j = 1, . . . ,nφ . Then each basis function
φ j is a piece-wise affine function which vanishes outside the FEs around (ξ j,η j) and such that φ j(ξi,ηi) = δi j,
δi j denoting the Kronecker delta. In order to account for the mixed boundary conditions, the basis functions are
supposed to be ordered so that the first n correspond to vertices of the mesh which lie either in the interior of
Ω or on ∂ΩN , while the last nφ −n correspond to the vertices lying on ∂ΩD. Accordingly, the unknown function
c(ξ ,η , t) is approximated as
c(ξ ,η , t)≈
n
∑
j=1
φ j(ξ ,η)c j(t)+
nφ
∑
j=n+1
φ j(ξ ,η)ψ j (22)
where c j(t) is the unknown expansion coefficient of the function c(ξ ,η , t) with respect to time t and basis function
φ j(ξ ,η), and ψ j is the known expansion coefficient of the function ψ(ξ ,η) only relative to the basis function
φ j(ξ ,η). Notice that the second summation in (22) is needed so as to impose the non-homogeneous Dirichlet
condition (20) on the boundary ∂ΩD. The PDE (19) can be recast into the following integral form:∫
Ω
∂c
∂ t
ϕ dξdη − λ
∫
Ω
∇2c ϕ dξdη = 0 (23)
where ϕ(ξ ,η) is a generic space-dependent weight function. By applying the Green’s identity, one obtains:∫
Ω
∂c
∂ t
ϕ dξdη+λ
∫
Ω
∇T c ∇ϕ dξdη−λ
∫
∂Ω
∂c
∂υ
ϕ dξdη = 0 . (24)
By choosing the test function ϕ belonging to the selected basis functions and exploiting the approximation (22),
the Galerkin weighted residual method is then applied and the following equation is obtained
n
∑
i=1
∫
Ω
φiφ j dξdη c˙i(t)+λ
n
∑
i=1
∫
Ω
∇Tφi ∇φ j dξdη ci(t)+λ
nφ
∑
i=n+1
∫
Ω
∇Tφi ∇φ j dξdη ψi = 0 (25)
for j = 1, . . . ,n. In the latter equation the boundary integral of equation (24) is null thanks to the homogeneous
Neumann condition (21) on ∂ΩN and to the fact that, by construction, the basis functions φ j, j = 1, . . . ,n, vanish
on ∂ΩD. The interested reader is referred to the standard literature [33] for further details on the FEM theory, in
particular on how to convert the case of inhomogeneous boundary conditions to the homogeneous one.
By defining the state vector x , col(c1, . . . ,cn) and the vector of boundary conditions γ , col(ψn+1, . . . ,ψnφ ),
equation (25) can be written in the more compact form
Mx˙(t)+Sx(t)+SDγ = 0 (26)
where S is the so-called stiffness matrix, M is the mass matrix, and SD captures the physical interconnections among
the vertices affected by boundary condition (20) and the remaining nodes of the mesh. By applying, for example,
the implicit Euler method, the latter equation can be discretized in time, thus obtaining the linear discrete-time
model
xk+1 = Axk +Bu+wk , (27)
where
A =
[
I+Ts M−1S
]−1
(28)
B =
[
I+Ts M−1S
]−1
M−1Ts (29)
u = −SD γ . (30)
Ts is the sampling interval, and wk is the process disturbance taking into account also the space-time discretization
errors. Notice that the linear system (27) has dimension n equal to the number of vertices of the mesh not lying on
∂ΩD. The system (27) is assumed to be monitored by a network of l threshold sensors. Each sensor, before threshold
quantization is applied, directly measures the pointwise-in-time-and-space concentration of the contaminant in a
7point (ξi,ηi) of the spatial domain Ω. By exploiting (22), such a concentration can be written as a linear combination
of the concentrations on the grid points in that
c(ξi,ηi,kTs)≈C(i)xk +D(i)γ , (31)
where
C(i) = [φ1(ξi,ηi) · · · φn(ξi,ηi)] (32)
D(i) =
[
φn+1(ξi,ηi) · · · φnφ (ξi,ηi)
]
. (33)
Hence the resulting output function takes the form
z(i)k = c(ξi,ηi,kTs)−D(i)γ+ vik =C(i)xk + vik, i = 1, . . . , l (34)
where the constant D(i)γ is subsumed into the threshold τ(i), so that assumption A2 is fulfilled.
V. FAST MH-MAP FILTER FOR FIELD ESTIMATION OF LARGE-SCALE SYSTEMS
In order to achieve a good approximation of the original continuous field, a large number of basis functions need
to be used in the expansion (22). Hence, in general the FEM-based space discretization gives rise to a large-scale
system possibly characterized by thousands of state variables, equal to the number of the vertices of the mesh not
lying on the boundary ∂Ω. This means that a direct application of the MH-MAP filter of Section 4 to system (27)
involves the solution, at each time instant, of a large-scale (albeit convex) optimization problem. Although today
commercial optimization software can solve general convex programs of some thousands variables, the problem
becomes intractable from a computational point of view when the number of variables (that is, the number of
vertices of the FE grid) is too large. Further, even when a solution to the large-scale optimization problem can be
found, the time required for finding it may not be compatible with real-time operations (recall that the MH-MAP
filter requires that each optimization terminates within one sampling interval).
In this section, we propose a more computationally efficient and faster version of the MH-MAP filter for the real-
time estimation of a dynamic field that is based on the idea of decomposing the original large-scale problem into
simpler, small-scale, subproblems by means of a two-stage estimation procedure. The proposed method allows one to
efficiently solve the problem of estimating the state (ideally infinite-dimensional) of a spatially-distributed dynamical
system just by using sensors with minimal information content, such as threshold sensors. The fast version of the
aforementioned MH-MAP filter, which can be suitable for large-scale systems, will split the estimation problem
into two main steps.
(1) Estimation of the local concentration in correspondence of each threshold sensor by means of l independent
MH-MAP filters. The concentration estimates provided by each local MH-MAP filter allows one to recast the
threshold (binary-valued) measurements as linear real-valued pseudo-measurements.
(2) Field estimation over a mesh of finite elements defined over the (spatial) domain Ω on the basis of the linear
pseudo-measurements provided by the local filters in step 1. For this purpose, any linear filtering technique
suitable for large-scale systems can be used (see e.g. the finite-element Kalman filter [32]). In this paper, field
estimation is performed by minimizing a single quadratic MH cost function for linear systems.
This solution turns out to be more computationally efficient as compared to a direct application of the MH-MAP
filter to system (27) in that: (i) the number of threshold sensors spread over the domain Ω is typically much smaller
than the number of vertices of the FE mesh (i.e. l  n); (ii) as it will be clarified in the following, each local
MH-MAP filter in step 1 involves the solution of a convex optimization problem with a greatly reduced number
of variables.
A. Step 1
Let us examine in more detail step 1 of the fast MH-MAP filter. To this end, let us denote by σ (i)k the value of
the concentration in correspondence of sensor i at the k-th sampling instant, i.e. σ (i)k = c(ξi,ηi,kTs), and let σ
(i)
m,k
denote the value of the m-th time-derivative of such a concentration, so that
σ (i)m,k =
∂m
∂ tm
c(ξi,ηi, t)
∣∣∣∣
t=kTs
. (35)
8Under the hypothesis of a small enough sampling interval, the dynamical evolution of the propagating field in
correspondence of each binary sensor can be approximated by resorting to a truncated Taylor series expansion, i.e.
σ (i)k+1 ≈ σ (i)k +
M
∑
m=1
T ms
m!
σ (i)m,k (36)
Then, the local dynamics of the concentration in correspondence of the sensor i can be described by a linear
dynamical system with state χ(i)k , col
(
σ (i)k ,σ
(i)
1,k, . . . ,σ
(i)
M,k
)
and state equation
χ(i)k+1 = A˜χ
(i)
k +w
(i)
k , (37)
where the matrix A˜ is obtained by time-discretization of (35) with sampling interval Ts and w
(i)
k is the disturbance
acting on the local dynamics with zero mean and inverse covariance G˜. Notice that models like (37) are widely used
in the construction of filters for the estimation of time-varying quantities whose dynamics is unknown or too complex
to be modeled (for instance, they are typically used in tracking as motion models of moving objects [34]). With this
respect, a crucial assumption for the applicability of this kind of models is that the sampling interval is sufficiently
small as compared to the time constants characterizing the variation of the quantities to be estimated. Hence, their
application in the present context is justified by the fact that, in practice, (binary) concentration measurements can
be taken at a high rate so that between two consecutive measurements only small variations can occur.
In model (37), the simplest choice amounts to take M = 0 and w(i)k as a Gaussian white noise, which corresponds
to approximate the concentration as nearly constant (notice that, in this case, we have A˜ = 1). Instead, by taking
M = 1, we obtain a nearly-constant derivative model with state transition matrix
A˜ =
[
1 Ts
0 1
]
, (38)
which is equivalent to the nearly-constant velocity model widely adopted for moving object tracking. [34] Clearly,
each local model (37) is related to the i-th binary measurement via the measurement equation
z(i)k = C˜χ
(i)
k + v
(i)
k (39)
y(i)k = g
(i)
(
z(i)k
)
, (40)
where
C˜ = [1 0 · · · 0] . (41)
Then, for each sensor i and time instant k, the minimization of the following MH-MAP cost function is addressed
J˜(i)k (χ
(i)
k−N:k) = ‖χ(i)k−N−χ(i)k−N‖2Ψ˜+
k
∑
j=k−N
‖χ(i)j+1− A˜χ(i)j ‖2G˜
−
k
∑
j=k−N
{
(1− y(i)j ) lnF(i)
(
τ(i)−C˜χ(i)j
)
+ y(i)j ln
[
1−F(i)
(
τ(i)−C˜χ(i)j
)]}
, (42)
where χ(i)k−N:k , col
(
χ(i)k−N , . . . ,χ
(i)
k
)
and χ(i)k−N is the estimate of the local state at time k−N computed at the
previous iteration.
In conclusion, at any time instant k = N,N +1, . . ., for any threshold sensor i the following problem has to be
solved.
Problem E˜(i)k : Given the prediction χ
(i)
k−N and the measurement sequence {y(i)k−N , . . . ,y(i)k }, find the optimal estimates
χˆ(i)k−N|k, . . . , χˆ
(i)
k|k that minimize the cost function J˜
(i)
k (χ
(i)
k−N:k) in (42).
As before, the propagation of the estimation problem from time k− 1 to time k is ensured by choosing χ(i)k−N =
χˆ(i)k−N|k−1. The number of variables involved in each of such optimization problems is (M+1)(N+1) and, in view
of (37) and (40), the cost function J˜(i)k is convex according to Proposition 1. Hence, basically, step 1 amounts to
solving l convex optimization problems of low/moderate size.
9B. Step 2
In step 2, the concentration estimates σˆ (i)j|k = C˜χˆ
(i)
j|k, j = k− N, . . . ,k, obtained by solving Problem E˜
(i)
k in
correspondence of any threshold sensor i, are used as linear pseudo-measurements in order to estimate the whole
concentration field over the spatial domain Ω. By resorting again to the FE approximation of Section V, the vector
of coefficients xk can be estimated, for example, by minimizing a quadratic MH cost function of the form:
Jk(Xk−N:k) = ‖xk−N− xk−N‖2Ψ+
k
∑
j=k−N
‖x j+1−Ax j−Bu‖2G+
k
∑
j=k−N
l
∑
i=1
‖σˆ (i)j|k−C(i)x j−D(i)γ‖2Ξ(i) (43)
where the quantities A, B, γ , C(i), D(i), for i= 1, . . . , l, are obtained by means of the FE method as in Section V. Notice
that each term weighted by the positive scalar Ξ(i) penalizes the distance of the concentration C(i)x j+D(i)γ , estimated
through the FE approximation from the concentration σˆ (i)j|k at step 1 on the basis of the threshold measurements. In
practice, each weight Ξ(i) can be set approximately equal to the inverse of the variance of the estimation error in
the step 1 of the procedure, computed for example by means of numerical simulations. Once these weights have
been fixed, the weight matrix Ψ in the arrival cost can be tuned so as to ensure the stability of the estimation error.
We refer to the related literature on MHE [21], [22], [23] for a discussion on this issue. The prediction xk−N is
computed in a recursive way as shown in the previous sections. Accordingly, at any time instant k = N,N+1, . . .,
after the application of step 1 the following problem has to be addressed.
Problem Ek: Given the prediction xk−N and the optimal estimates {σˆ (i)k−N|k, . . . , σˆ
(i)
k|k}, i = 1, . . . , l, obtained by
solving Problem E˜(i)k , find the optimal estimates xˆk−N|k, . . . , xˆk|k that minimize the cost function Jk(Xk−N:k) in (43).
Since the cost function (43) depends quadratically on the states {xk−N , . . . ,xk}, the above estimation problem
admits a closed-form solution at any time k. Hence, the computational effort needed to perform step 2 of the fast
MH-MAP filter turns out to be limited. Recall also that Step 1 of the proposed approach involves the solution
of l nonlinear nonquadratic convex optimization problems in (K + 1)(N + 1) variables where l is the number of
threshold sensors, N is the moving-horizon length and K + 1 the low-order of the assumed local dynamics. This
means that the overall algorithm is computationally efficient if compared to a direct application of the MH-MAP
filter on the large-scale system arising from the FE discretization, which would require the solution of a large-scale
optimization problem with a number of variables equal to (N+1)n where n is the order of the adopted FE model.
Such improvement becomes even more relevant if compared with other common solutions already present in the
literature. As a matter of fact, it is worth noting that approaches relying on particle filtering [12], [13] cannot be
applied to solve estimation problems relative to large-scale systems, and deterministic approaches [7], [8], [9], [10]
require the optimization of a piece-wise cost function, due to the highly discontinuous nature of the outcomes from
threshold sensors. Although piece-wise optimization can be solved by means of sequential quadratic programming,
the corresponding computational cost is feasible only if the number of state variables is not too large.
VI. NUMERICAL RESULTS
Simulation experiments concerning state estimation of a spatially distributed system are used to demonstrate
the effectiveness of the proposed (both standard and computationally fast) MH-MAP approach. The process under
consideration is modeled by a diffusion PDE described by (19) with known constant diffusivity λ = 5×10−8 [m2/s]
and initial condition x0 = 0n [g/m2]. Diffusion is a fundamental transport process in fluid dynamics which governs
the movement of a substance from a region of high concentration to a region of low concentration. The discrete-time
state space system (27)-(34) is obtained by first using FEM for spatial discretization of the PDE with a mesh of
1695 triangular elements (915 vertices) generated by the Matlab PDE Toolbox, and then via time-discretization of
the resulting model with fixed sampling interval Ts = 1 [s].
The true dynamic field to be estimated is defined over an L-shaped spatial domain Ω covering an area of
7.44 [m2] (see Fig. 1). The problem is characterized by mixed boundary conditions, i.e. a condition of type (20) with
γ = 30 [g/m2] on the bottom end A–B, and no-flux condition (21) on the remaining five edges of boundary ∂Ω. The
true concentrations are generated by recursively using (27) on the simulated system. Then, threshold measurements
are obtained by first corrupting the state variables with a Gaussian noise with variance r(i), and finally by applying
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Fig. 1. Diffusive field monitored by a constellation of 20 threshold sensors (cyan ) randomly deployed over the 2D bounded domain Ω.
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Fig. 2. Triangular finite-element mesh (152 elements, 97 nodes) used by the proposed MH-MAP field estimators.
a threshold τ(i), different for each sensor i of the network. Note that, in order to collect threshold measurements
which are as informative as possible, τ(i), i= 1, ..., l, are generated as uniformly distributed random numbers in the
interval [0.05,29.95], where [0,30] is the range of nominal concentration values throughout each experiment. The
duration of each simulation experiment is fixed to 1200 [s] (120 samples). In order to account for model uncertainty,
the MH-MAP estimator is taken as one order of magnitude coarser and slower than the corresponding ground truth
simulator, by implementing a triangular mesh of nφ = 97 vertices (of which n = 89 are internal) and 152 elements
(see Fig. 2), and by running at a sample rate of 0.1 [Hz]. It is worth to point out that such differences in the FE mesh
resolutions and sampling rates between the ground-truth simulator and MH-MAP estimator clearly induce model
mismatches in the simulation experiments, thus allowing to investigate the robustness of the proposed approach.
The time evolution of the field to be estimated is represented through the n-dimensional linear discrete-time model
(27), which describes the dynamics of the concentration field in correspondence of the n nodes lying on the interior
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Fig. 3. Comparison in terms of RMSE between the standard and fast MH-MAP state estimators as a function of time.
Fig. 4. Fast MH-MAP filter: convergence of the concentration field estimates as simulation moves forward in time. The estimation error is
computed for 304 sampling points evenly spread within the domain Ω in a single simulation run.
of Ω. As discussed in Section V, based on these pointwise-in-space estimates and thanks to the FEM, it is possible
to approximately reconstruct the overall state of the infinite-dimensional diffusive process (19). In this regard, we
have set the following parameters: initial guess of the estimated field randomly generated as normally distributed
with mean x0 = 5 · 1n [g/m2] and variance P = 10 In; measurement noise variance r(i) = 0.1; moving window of
size N = 15; total number of threshold sensors l = 20; G= 10 In in (4); weight matrices Ψ˜= 103 In and Q˜= 102 In
in (42) (where 1n indicates the n−dimensional vectors with all unit entries, while In denotes the n−dimensional
identity matrix). Additionally, in all the numerical experiments we assumed a nearly-constant concentration field,
i.e. A˜ = 1 in (37). Further, we have also assumed a mismatch on the measurement noise covariance by taking
r(i) = 1 in (7) instead of the ground truth value 0.1.
The performance of the proposed MH-MAP state estimators (both the standard and fast versions) is given in
terms of Root Mean Square Error (RMSE) of the estimated concentration field, i.e.
RMSE(k) =
(
L
∑`
=1
‖ek,`‖2
L
) 1
2
(44)
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TABLE I
COMPUTATIONAL PERFORMANCE: STANDARD VS. FAST MH-MAP FILTER
MH-MAP filter Optimization step [s] Total CPU time [s]
Standard 21.7178 22.5529
Fast 0.4263 0.5391
where ‖ek,`‖ is the norm of the estimation error at time k in the `−th simulation run (averaged over L independent
Monte Carlo realizations) and the estimation error is computed on the basis of the estimate xˆk−N|k. Fig. 3 shows
the comparison in performance between the standard and fast MH-MAP filters implemented in MATLAB, in terms
of the RMSE, and relative standard deviation with respect to Monte Carlo runs, of the estimated diffusive field as
given by (44). To obtain the RMSEs plotted in Fig. 3, the estimation error ek,` at time k in the `−th simulation
run has been averaged over 304 sampling points (evenly spread within Ω) and L = 100 Monte Carlo realizations.
As shown in Fig. 3, the estimation accuracy and relative statistical variability of the standard and fast MH-MAP
filters is comparable, therefore the fast implementation is preferable in large-scale problems, usually arising from
discretization of PDEs, where its computational efficiency is a strong advantage. In addition, the computational
times associated to state estimation using the standard or fast filter are presented in Table I, which highlights the
effort required by the optimization step with respect to the total CPU time in the two cases. It is clearly shown that
the on-line calculation times (tested on an Intel Xeon CPU @ 3.30 GHz, 16 GB RAM) are reduced dramatically
when the fast MH-MAP filter is adopted. In particular, the computational burden can be reduced up to two orders
of magnitude by running the fast two-step approach instead of directly applying the MH-MAP method. Notice also
that around 96% and, respectively, 80% of the total CPU time is devoted to the optimization step, and that the
considered field estimation problem can be reliably solved by the fast algorithm under the given sampling rate.
Fig. 4 shows how the diffusive field estimates obtained by the computationally fast MH-MAP filter tend to the true
concentration values as time goes by.
Further simulations have been run in order to investigate the effect of the moving window length N, the
measurement noise variance r(i), and the number of threshold sensors l on the overall state estimation accuracy of
the fast MH-MAP filter. Its performance under different values of moving window length N is illustrated in Fig. 5.
Specifically, Fig. 5 highlights the increase of RMSE that occurs when reducing the size of the moving window. It
shows the RMSE for N = 1,5,10 normalized over the estimation error obtained when N = 15, i.e. the normalized
RMSE (NRMSE), that is defined as
NRMSEh =
RMSEN=h
RMSEN=15
, for h = 1,5,10. (45)
Figs. 6-7 show the effect of measurement noise variance on the RMSE. Although the performance given varying
values of r(i) is similar (see Fig. 6), surprisingly the choice of an observation noise with higher variance can actually
improve the overall quality of the field estimates. Such results are valid for both standard and fast MH-MAP filters
(as shown in preliminary results [18] on standard MH-MAP field estimation), and they numerically demonstrate
the validity of the above stated noise-assisted paradigm in problems of recursive state estimation using threshold
measurements. Finally, Fig. 8 shows the evolution of the RMSE as a function of the number of threshold sensors
available for field estimation.
VII. CONCLUSIONS
State estimation with noisy threshold measurements has been addressed. The problem has been recast in a
Bayesian framework in order to always ascribe to each threshold sensor a probabilistic information content encoded
by the likelihood function. Accordingly, a MAP optimization approach has been undertaken by maximizing the
conditional probability of the whole state trajectory given the whole sequence of threshold (binary) measurements.
Since the dimension of such MAP optimization clearly grows with time, an MH approximation over a moving
time-window of suitable fixed length has been then adopted in order to make the problem solution computationally
feasible. Further, it has been shown how the resulting MH-MAP state estimator can be efficiently applied to the
monitoring of dynamic spatial fields by means of threshold sensors deployed over the area to be monitored. Such
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Fig. 5. Increase of the RMSE of concentration estimates for varying moving window size (N = 1,5,10) compared to N = 15.
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Fig. 6. Comparison in terms of RMSE for varying measurement noise variance of the fast MH-MAP filter (N = 5).
fields are described by PDEs, which are spatially discretized with a mesh of finite elements over the spatial domain
of interest by means of the FE method. In order to efficiently estimate the time-space evolving field with a network
of pointwise-in-time-and-space threshold sensors, we have proposed a faster version of the aforementioned MH-
MAP filter, suitable for large-scale systems. The effectiveness of the proposed approach has been demonstrated via
simulation experiments. The faster strategy has been shown to be able to provide similar levels of accuracy while
requiring minimal computational effort compared to the standard MH-MAP filter, which is of great advantage in
practical large-scale applications. Future work on the topic will possibly concern application of the MH-MAP state
estimator to target tracking with threshold proximity sensors.
APPENDIX
PROOF OF PROPOSITION 1
In order to show that Xk is an open convex polyhedron, let us consider the terms − lnF(i)(τ(i)− h(i)(x j)) =
− lnF(i)(τ(i)−C(i)xk) and − ln(1−F(i)(τ(i)−h(i)(x j))) =− ln(1−F(i)(τ(i)−C(i)x j)). Since the CDF F(i)(z) is non-
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Fig. 7. Fast MH-MAP filter: average RMSE over time as a function of the measurement noise variance, for a random network of 20
threshold sensors (N = 15). As shown above, operating in a noisy environment turns out to be beneficial, for certain values of r(i), to the
state estimation problem.
Fig. 8. Fast MH-MAP filter: average RMSE over time as a function of the number of sensors deployed over the monitored area.
negative and monotonically non-decreasing, the set of values z such that F(i)(z)> 0 is of the form (a,∞) for some
a ∈R∪{−∞}. Hence, the domain of − lnF(i)(τ(i)−C(i)xk) has the form {x j ∈Rn : τ(i)−C(i)x j > a} which defines
an open hyperplane in Rn. Similarly, the set of values z such that 1−F(i)(z)> 0 is of the form (−∞,b) for some
b ∈R∪{∞}. Hence, the domain of − ln(1−F(i)(τ(i)−C(i)x j)) has the form {xk ∈Rn : τ(i)−C(i)x j < b} which also
defines an open hyperplane in Rn. Therefore, the set Xk is the intersection of a finite number of open hyperplanes
which corresponds to an open convex polyhedron.
Concerning the convexity of the cost function, since the sum of convex functions is again convex, it is sufficient to
show that each term of the cost is convex. Clearly, under assumptions A1 and A2, each term ‖x j+1− f (x j,u j)‖2G =
‖x j+1−Ax j −Bu j‖2G is convex. Consider now the terms − lnF(i)(τ(i)−C(i)xk) and − ln(1−F(i)(τ(i)−C(i)xk)).
Since convexity is preserved under affine transformations, these terms are convex if and only if the functions
`
(i)
1 (z) =− lnF(i)(z) and `(i)2 (z) =− ln(1−F(i)(z)) are convex. A general proof of the convexity of these functions
hinges on the observation that the functions F(i)(z) and 1−F(i)(z) are obtained by integrating the log-concave PDF
of the measurement noise v(i)k over the convex sets (−∞,z] and (z,∞), respectively. Then, as discussed in previous
work, [35] we can apply the integral property of log-concave functions [] and show that both F(i)(z) and 1−F(i)(z)
are log-concave, thus proving the convexity of `(i)1 (z) and `
(i)
2 (z).
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Alternatively, a simple proof of the convexity of the functions `(i)1 (z) and `
(i)
2 (z) can be given under the additional
assumptions that the PDF of the measurement noise is always strictly positive and differentiable. This implies that
the PDF of the measurement noise can be written as e−Φ(i)(z) for some convex differentiable function Φ(i)(z). We
discuss in detail this case because it includes, among others, the normal distribution which is the most commonly
used PDF and because it provides useful insights on the form of the cost function. In the following of the proof,
to simplify the notation, the dependence on the sensor index i will be dropped. We start by noting that the CDF of
the measurement noise can be written as
F(z) =
∫ z
−∞
e−Φ(s)ds
Then, since the differentiability of Φ(z) implies that `1(z) and `1(z) are twice differentiable in their domain,
convexity of these functions corresponds to the second-order conditions `′′1(z) ≥ 0 and `′′2(z) ≥ 0, respectively. As
it can be easily checked, we have
`′′1(z) =
e−Φ(z)
[F(z)]2
[
e−Φ(z)+F(z)Φ′(z)
]
. (46)
We distinguish two cases. When Φ′(z)≥ 0, the second derivative is non-negative because all terms are non-negative.
When instead Φ′(z)< 0, we can exploit the fact that, for a convex function Φ(z), we have Φ(s)≥Φ(z)+Φ′(z)(s−z)
to derive the upper bound
F(z) =
∫ z
−∞
e−Φ(s)ds≤ e−Φ(z)ezΦ′(z)
∫ z
−∞
e−Φ
′(z)sds =−e
−Φ(z)
Φ′(z)
.
Then, when Φ′(z)< 0, we can lower bound the second derivative in (46) as
`′′1(z)≥
e−Φ(z)
[F(z)]2
[
e−Φ(z)− e
−Φ(z)
Φ′(z)
Φ′(z)
]
= 0 ,
proving the convexity of `1(z). Similarly, for `2(z) we have
`′′2(z) =
e−Φ(z)
[1−F(z)]2
[
e−Φ(z)− (1−F(z))Φ′(z)
]
. (47)
Again we distinguish two cases. When Φ′(z) ≤ 0, the second derivative is non-negative because all terms are
non-negative. When instead Φ′(z)> 0, we can exploit again the convexity of Φ(z) and derive the upper bound
1−F(z) =
∫ ∞
z
e−Φ(s)ds≤ e−Φ(z)ezΦ′(z)
∫ ∞
z
e−Φ
′(z)sds =
e−Φ(z)
Φ′(z)
.
Then, when Φ′(z)> 0, we can lower bound the second derivative in (47) as
`′′2(z)≥
e−Φ(z)
[1−F(z)]2
[
e−Φ(z)− e
−Φ(z)
Φ′(z)
Φ′(z)
]
= 0 ,
proving the convexity of `2(z) and, hence, of the whole cost function.
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