Abstract: In this paper, the authors obtain the general solution in vector space and generalized Ulam-Hyers stability of mixed type additive quadratic functional equation
Introduction
A basic question in the theory of functional equations is as follows: when is it true that a function, which approximately satisfies a functional equation, must be close to an exact solution of the equation?
If the problem accepts a unique solution, we say the equation is stable. The first stability problem concerning group homomorphisms was raised by S.M. Ulam [26] in 1940 and affirmatively solved by D.H. Hyers [12] . The result of Hyers was generalized by T. Aoki [2] for approximate additive mappings and by Th.M. Rassias [21] for approximate linear mappings by allowing the Cauchy difference operator to be controlled by ε{||x|| p +||y|| p }. In 1994, a generalization of Rassias theorem was obtained by P. Gavruta [9] who replaced ε{||x|| p +||y|| p } by a general control function φ(x, y).
In addition, J.M. Rassias [20, 23] generalized the Hyers stability result by introducing two weaker conditions controlled by a product of different powers of norms and a mixed product sum of powers of norms, respectively. Recently, several further interesting discussions, modifications, extensions, and generalizations of the original problem of Ulam have been proposed, see [1, 13, 18, 22] and the references therein.
K.W. Jun and H.M. Kim [14] introduced the following generalized quadratic and additive type functional equation
f (x i ) = 1 ≤ i <j ≤ n f (x i + x j ) (1.1) in the class of function between real vector spaces. For n = 3, Pl. Kannappan proved that a function f satisfies the functional equation (1.1) if and only if there exists a symmetric bi-additive function A and additive function B such that f (x) = B(x, x) + A(x) for all x (see [17] ). The Hyers-Ulam stability for the equation (1.1) when n = 3 was proved by S.M. Jung [15] . The Hyers-UlamRassias stability for the equation (1.1) when n = 4 was also investigated by I.S. Chang et al., [7] . A. Najati and M.B. Moghimi [19] investigated the generalized Hyers-Ulam-Rassias stability for the quadratic and additive type functional equation of the form
The general solution and generalized Ulam-Hyers stability of a mixed type Additive Quadratic(AQ)-functional equation
was investigated by M. Arunkumar and J.M. Rassias [6] . Definition 1.1. Let X and Y be real vector spaces and let f : X → Y , then:
(1) f is said to be Arun-Additive Functional Equation [3] if f satisfies the functional equation
for all x, y, z ∈ X.
(2) f is said to be Arun-Quadratic Functional Equation [4] if f satisfies the functional equation
(3) f is said to be Arun-Cubic Functional Equation [5] if f satisfies the functional equation
(4) f is said to be Arun-Additive Quadratic (AQ) Functional Equation, if f satisfies the functional equation
In this paper, the authors have established the general solution in vector space and generalized Ulam-Hyers stability of AQ-functional equation (1.7) in random normed spaces. It is easy to see that the mapping f (x) = ax + bx 2 is a solution of the functional equation (1.7).
In Section 2, we investigate the general solution of functional equation (1.7) when f is a mapping between vector spaces.
In Section 3, we present preliminaries, notations and conventions of the theory of random normed spaces and, in Section 4, we establish the stability of the functional equation (1.7) in RN-spaces.
General Solution of the Functional Equation (1.7)
In this section, the general solution of the functional equation (1.7) is given.
Theorem 2.1. Let X and Y be real vector spaces. The odd mapping f : X → Y satisfies the functional equation
for all x, y ∈ X if and only if f : X → Y satisfies the functional equation
for all x, y, z ∈ X with f (0) = 0.
Proof. Let f : X → Y satisfy the functional equation (2.1). Setting (x, y) by (0, 0) in (2.1), we obtain f (0) = 0. Replacing y by x and y by 2x in (2.1), we obtain f (2x) = 2f (x) and f (3x) = 3f (x) (2.3)
for all x ∈ X. In general for any positive integer a, we have
for all x ∈ X. Replacing (x, y) by (x, x ± y ± z) in (2.1), we get
for all x, y, z ∈ X. Using (2.1) in (2.5), we obtain
for all x, y, z ∈ X. Adding 2f (x) and 2f (∓y ∓ z) on both sides of (2.6), we arrive at
for all x, y, z ∈ X. Equation (2.7) can be rewritten as
for all x, y, z ∈ X. Using (2.1) in (2.8), we obtain
for all x, y, z ∈ X. Conversely, f : X → Y satisfies the functional equation (2.2) with f (0) = 0. Setting z by 0 and using oddness of f in (2.2), we get
for all x, y ∈ X. Replacing (x, y) by (x, 0) and (x, ∓x) respectively in (2.10), we obtain f (2x) = 2f (x) and f (3x) = 3f (x) (2.11)
for all x ∈ X. In general for any positive integer b, we have
for all x ∈ X. Substituting (x, y) by (x, ∓x ± y) and remodifying (2.10), we get
for all x, y ∈ X. Interchanging x and y in (2.13) and using oddness of f , we obtain f (x + y) − 3f (x − y) = −2f (x) + 4f (y) (2.14)
for all x, y ∈ X. Adding (2.13) and (2.14), we arrive at (2.1), for all x, y ∈ X.
Theorem 2.2. Let X and Y be real vector spaces. The even mapping f : X → Y satisfies the functional equation
Proof. Let f : X → Y satisfy the functional equation (2.15). Setting (x, y) by (0, 0) in (2.15), we obtain f (0) = 0. Replacing y by x and 2x in (2.15), we arrive f (2x) = 4f (x) and f (3x) = 9f (x) (2.17)
for all x ∈ X. Replacing (x, y) by (x, x ± y ± z) in (2.15), we get
for all x, y, z ∈ X. Adding 2f (x) and f (±y ± z) on both sides of (2.19), we get
for all x, y, z ∈ X. Using evenness of f in (2.21), we arrive
for all x, y, z ∈ X. Conversely, f : X → Y satisfies the functional equation (2.16) with f (0) = 0. Replacing z by 0 in (2.16), we obtain
for all x, y ∈ X. Replacing y by 0 and ±x in (2.15), we get
for all x ∈ X. Substituting (x, y) by (x, ∓x ± y) in (2.23) and using evenness of f , we arrive (2.15) for all x, y ∈ X.
Preliminaries
In the sequel, we adopt the usual terminology, notations and conventions of the theory of random normed spaces as in [8, 24, 25] . Throughout this paper, ∆ + is the space of distribution functions, that is, the space of all mappings F : R ∪ {−∞, ∞} → [0, 1] , such that F is leftcontinuous and nondecreasing on R, F (0) = 0 and F (+∞) = 1. D + is a subset of ∆ + consisting of all functions F ∈ ∆ + for which l − F (+∞) = 1, where l − f (x) denotes the left limit of the function f at the point x, that is,
The space ∆ + is partially ordered by the usual pointwise ordering of functions, that is, F ≤ G if and only if F (t) ≤ G(t) for all t ∈ R. The maximal element for ∆ + in this order is the distribution function ǫ 0 given by Typical examples of continuous t−norms are T P (a, b) = ab, T M (a, b) = min(a, b) and T L (a, b) = max(a + b − 1, 0) (the Lukasiewicz t−norm). Recall (see [10, 11] ) that if T is a t−norm and x n is a given sequence of numbers in [0, 1] , then T n i=1 x n+i is defined recurrently by
It is known [11] that, for the Lukasiewicz t−norm, the following implication holds:
Definition 3.2. (see [25] ) A random normed space (briefly, RN-space) is a triple (X, µ, T ), where X is a vector space, T is a continuous t−norm and µ is a mapping from X into D + satisfying the following conditions:
(RN1) µ x (t) = ε 0 (t) for all t > 0 if and only if x = 0; (RN2) µ α x (t) = µ x (t/|α|) for all x ∈ X, and α ∈ R with α = 0; (RN3) µ x+y (t + s) ≥ T (µ x (t), µ y (s)) for all x, y ∈ X and t, s ≥ 0. (1) A sequence {x n } in X is said to be convergent to a point x ∈ X if, for any ε > 0 and λ > 0, there exists a positive integer N such that
(2) A sequence {x n } in X is called a Cauchy sequence if, for any ε > 0 and λ > 0, there exists a positive integer N such that µ xn−xm (ε) > 1 − λ for all n ≥ m ≥ N .
(3) A RN-space (X, µ, T ) is said to be complete if every Cauchy sequence in X is convergent to a point in X.
Theorem 3.5. (see [25] ) If (X, µ, T ) is a RN-space and {xn} is a sequence in X such that x n → x, then lim n→∞ µ xn (t) = µ x (t) almost everywhere.
Stability Results in RN -Space
In this section, the generalized Ulam-Hyers stability of the AQ-functional equation (1.7) in RN-space is provided. Let us consider X to be a linear space and (Y, µ, T ) to be a complete RN-space. Define a mapping F : X → Y by
for all x, y, z, ∈ X. such that the functional inequality with f a (0) = 0 such that
for all x, y, z ∈ X and all t > 0. Then there exists a unique additive mapping A : X → Y satisfying the functional equation (1.7) and
for all x ∈ X and all t > 0. The mapping A(x) is defined by
for all x ∈ X and all t > 0.
Proof. Assume j = 1. Setting y = z = 0 and using oddness of f in (4.1), we get µ fa(2x)−2fa(x) (t) ≥ η x,0,0 (t) (4.5)
for all x ∈ X and all t > 0. It follows from (4.5) and (RN 2), we have
for all x ∈ X and all t > 0. Replacing x by 2 n x in (4.6), we arrive
for all x ∈ X and all t > 0. It is easy to see that
for all x ∈ X. From equations (4.7) and (4.8), we have
for all x ∈ X and all t > 0. In order to prove the convergence of the sequence fa(2 n x) 2 n , we replace x by 2 m x in (4.9), we arrive
for all x ∈ X and all t > 0. Thus f a (2 n x) 2 n is a Cauchy sequence. Since Y is complete there exists a mapping A : X → Y , we define
for all x ∈ X and all t > 0. Letting m = 0 and n → ∞ in (4.10), we arrive (4.3) for all x ∈ X and all t > 0. Now, we have to show that A satisfies (1.7), replacing (x, y, z) by (2 n x, 2 n y, 2 n z), we have
for all x ∈ X and all t > 0. Taking n → ∞ both sides, we find that A satisfies (1.7) for all x, y, z ∈ X. Therefore the mapping A : X → Y is additive. Finally, to prove the uniqueness of the additive function A subject to (4.4), let us assume that there exist a additive function A ′ which satisfies (4.3) and (4.4). Since A(2 n x) = 2 n A(x) and A ′ (2 n x) = 2 n A ′ (x) for all x ∈ X and all n ∈ N, it follows from (4.4) that
for all x ∈ X and all t > 0. Hence A is unique. For j = −1, we can prove a similar stability result. This completes the proof of the theorem.
The following corollary is an immediate consequence of Theorem 4.1 concerning the stability of (1.7). 
for all x ∈ X and all s > 0 . such that the functional inequality with f q (0) = 0 such that
for all x, y, z ∈ X and all t > 0. Then there exists a unique quadratic mapping Q : X → Y satisfying the functional equation (1.7) and
for all x ∈ X and all t > 0. The mapping Q(x) is defined by
Proof. Assume j = 1. Setting y = z = 0 and using the evenness of f in (4.14), we get µ fq(2x)−4fq (x) (t) ≥ η x,0,0 (t) (4.18) for all x ∈ X and all t > 0. It follows from (4.18) and (RN 2), we have
for all x ∈ X and all t > 0. Replacing x by 2 n x in (4.19), we arrive at
for all x ∈ X. From equations (4.20) and (4.21), we have
for all x ∈ X and all t > 0. In order to prove the convergence of the sequence fq(2 n x) 4 n , we replace x by 2 m x in (4.22), we arrive at
for all x ∈ X and all t > 0. Thus f q (2 n x) 4 n is a Cauchy sequence. Since Y is complete, there exists a mapping Q : X → Y , we define
for all x ∈ X and all t > 0. Letting m = 0 and n → ∞ in (4.23), we arrive (4.16) for all x ∈ X and all t > 0. In order to show that Q satisfies (1.7) and it is unique the proof is similar to that of Theorem 4.1. For j = −1, we can prove a similar stability result. This completes the proof of the theorem.
The following corollary is an immediate consequence of Theorem 4.3 concerning the stability of (1.7).
Corollary 4.4. Let λ and r be nonnegative real numbers. Let an even function f q : X → Y satisfies the inequality
; r < 1 or r > 1; η λ[||x|| r ||y|| r ||z|| r +(||x|| 3r +||y|| 3r +||z|| 3r )] (s) ; r < 
for all x ∈ X and all s > 0 . for all x, y, z ∈ X and all t > 0. Then there exists a unique additive mapping A : X → Y and a unique quadratic mapping Q : X → Y satisfying the functional equation (1.7) and
for all x ∈ X and all t > 0. The mapping A(x) and Q(x) are respectively defined in (4.4) and (4.17) for all x ∈ X and all t > 0.
for all x ∈ X. Then f o (0) = 0 and
for all x, y, z ∈ X and all t > 0. By Theorem 4.1, we have µ A(x)−fo(x) (2t) ≥ T ∞ i=0 T η 2 ij x,0,0 2 (i+1)j t , η −2 ij x,0,0 2 (i+1)j t (4.29)
Also, let f e (x) = f q (x) + f q (−x) 2 for all x ∈ X. Then f e (0) = 0 and f e (−x) = f e (x) for all x ∈ x. Hence µ Fe(x,y,z) (2t) ≥ T (η x,y,z (t) , η −x,−y,−z (t)) (4.30)
for all x, y, z ∈ X and all t > 0. By Theorem 4.3, we have µ Q(x)−fe(x) (2t) ≥ T ∞ i=0 T η 2 ij x,0,0 4 (i+1)j t , η −2 ij x,0,0 4 (i+1)j t for all x ∈ X and all t > 0. Hence the theorem is proved.
The following corollary is an immediate consequence of Corollaries 4.2 and 4.6 concerning the stability of (1.7). ; r < 2 or r > 2; η λ[||x|| r ||y|| r ||z|| r +(||x|| 3r +||y|| 3r +||z|| 3r )] (s) ; r < for all x ∈ X and all s > 0 .
