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ON THE LATTICE OF SUBGROUPS OF THE
LAMPLIGHTER GROUP
R. GRIGORCHUK AND R. KRAVCHENKO
Abstract. The paper is devoted to the study of the lattice of sub-
groups of the Lamplighter type groups and to the relative gradient
rank.
1. Introduction
The group L called Lamplighter is defined as the wreath product
(Z/2)≀Z. This group and its generalizations like wreath products of two
groups and, more generally, iterated wreath products play important
role not only in the group theory but also in theory of random walks
[23], [11], [5], and other areas of mathematics. One of the most unusual
properties of L is that the spectrum of Laplace operator on Cayley
graph of L (constructed using a special system of generators) is pure
point spectrum and accordingly the spectral measure is discrete [19].
This result together with some other results which also involve the
lamplighter type groups lead to the solution in ([18], [4], [12], [26], [29])
of different versions of the Atiyah Problem [3].
The group L has a presentation
〈a, b|b2, [b, ajba−j ] for j ≥ 1〉,
which is minimal (hence the group is not finitely presented). L is
a metabelian group of exponential growth and is a self-similar group
generated by 2-state automaton over binary alphabet, [19], [17], [6].
Despite relatively simple algebraic structure, the group L in fact is not
so simple to study and there are many open questions related to it.
In this note we study a subgroup structure of L and of groups Ln,p =
(Z/pZ)n ≀Z, where p is a prime. Groups L1,p play especially important
role in study of solvable groups. For instance the result of Kropholler
([24]) tells that the groups of finite rank in the class of finitely generated
solvable groups are characterized as those groups which have no section
isomorphic with L1,p for some p.
The first author was supported by Simons Foundation and Mittag-Leffler Insti-
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In section 3 we realize L1,p as a group generated by finite automaton
of Mealy type with p states over an alphabet on p symbols. This allows
to realize L1,p as a group acting on a p-ry rooted tree in a self-similar
manner. Also this allows to identify a big part of the lattice of p-power
subgroups with a set of vertex stabilizers for the action of a group
on a tree. Our goal (not achieved yet) is complete understanding of
the lattice of subgroups of Ln,p. Even for subgroups of finite index or
normal subgroups this is not an easy problem. Our first result is the
description up to isomorphism of all subgroups of Ln,p. In what follows
we will skip index p, keeping it fixed while n can vary, and denote the
group just by Ln, to lighten the notation. We show in theorem 3.5
that either a subgroup of Ln sits inside the base group An of wreath
product and hence is abelian, or it is isomorphic to Lk for some k.
As a corollary of our arguments we get that a subgroup of index p of
Ln is isomorphic to Ln or to Lpn (both cases occur). This will show
in particular that Ln has a descending chain with trivial intersection
of subgroups of primary index a power of p that consists of groups
isomorphic to Ln. Groups with this property are called scale invariant.
Around 2005 there was a conjecture supported by Benjamini and some
other mathematicians that finitely generated scale invariant groups are
virtually nilpotent. The conjecture is not correct as we see. That
L is scale invariant was implicitly established in [19] and in details
investigated by V. Nekrasevych and Ga´bor Pete in [28], where many
other scale invariant groups are constructed.
In Theorem 3.11 we describe all maximal subgroups of Ln (they
happen to be all of finite index).
Recall that a subgroup H of a group G is called weakly maximal (or
near maximal, see [31]) if it has infinite index, but every subgroup of
G containing H as a proper subgroup has finite index in G. All weakly
maximal subgroups of Ln are described in Theorem 3.12, moreover it
is determined which of them are closed in pro-p topology.
A property of Ln called hereditary free from finite normal subgroups
is established which, according to results of [15], allows to conclude that
any action of Ln on the rooted tree induces topologically free action on
the boundary of the tree. We get a formulae for a number of subgroups
of Ln of index m (Proposition 3.9) which allows to obtain an upper
bound on subgroup growth (Proposition 3.10). A description of pro-p-
completion of Ln is presented in Lemma 3.30.
Our main tool to study subgroup structure of Ln is based on tech-
nique of association to a group a suitable module on which group acts.
For the case of solvable groups this technique was successfully used by
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P.Hall and many other researchers [21]. We also follow this line consid-
ering the base subgroup as a module over the ring of Laurent polynomial
in one variable (in fact different module structures are used). This al-
lows us to associate to a subgroup H ≤ Ln a triple (s, V0, v) consisting
of s ∈ N, V0 ≤ An, v ∈ An that satisfies certain properties listed in
Lemma 3.1 and Corollary 3.4. In case of a normal subgroup the triple
satisfies more constrains (Lemmas 3.2 and 3.20). Theorem 3.22 gives
a description of the lattice of normal subgroups of L1,p. As a result
we make some contribution to the normal subgroup growth (Theo-
rem 3.17 and Corollary 3.19). Theorems 3.25 and 3.35 describe when
the subgroup is closed in profinite and pro-p topologies in terms of the
associated triples.
The last part of the paper deals with one interesting recent notion of
rank gradient of a subgroup. It was introduced by Lackenby and studied
by him, Abert, Jaikin-Zapirain, Luck, Nikolov, and other researchers.
In many cases (in particular under certain amenability assumptions)
it is equal to zero. A basic open question about gradient rank in the
situation when a group is amenable is Question 1 formulated at section
4.
In a situation of zero gradient rank and when a subgroup H ≤ G is
presented as the intersection of descending sequence of subgroups {Hm}
of finite index it is reasonable to study a relation between the index
[G : Hm] and rank rk(Hm) (i.e. a minimal number of generators) as a
function rg(m) of natural argument m. It is interesting to know what
type of asymptotic of such functions arises, how this function, which
we call relative gradient rank, depends on presentation of subgroup in
the form of intersection etc. Very little is known about this. The first
observation in this direction in the case of lamplighter group was made
in [2], Theorem 4.2 provides further information.
After the case of Lamplighter type groups is treated the next step
would be to consider the case of metabelian groups and more generally
of solvable groups and even of elementary amenable groups [9], [16].
Another option is the study of the case of nonelementary amenable
groups starting with the 3-generated 2-group of intermediate growth
constructed by the first author in [20].
Acknowledgements. We would like to express our thanks to Y. de
Cornulier and D.Segal. We are also indebted to Anna Erschler and
Laboratoire de Mathmatiques d’Orsay for their hospitality. The major
part of the work was done while the first author was visiting it and the
second author was a postdoc there.
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2. Preliminary facts
We consider groups
Ln = (Z/pZ)
n ≀ Z = ⊕Z(Z/pZ)
n
⋊ Z.
Let An denote the subgroup ⊕Z(Z/pZ)
n of Ln. Let x denote the right
shift by one on An, considered as a generator of active group Z. Ele-
ments of Ln are written as (v, s) where v ∈ An and s ∈ Z. If g = (v, s)
and h = (w, t) are elements of Ln then the direct computation gives
that gh = (v + xsw, s+ t) and g−1 = (−x−sv,−s).
2.1. The ring R = Fp[x, x
−1]. Let Fp be the simple field of charac-
teristic p. In the following we will make repeated use of the properties
of the ring Fp[x, x
−1] of Laurent polynomials, which we denote by R.
Note also that R is just Fp[Z], the group ring of Z over Fp.
Lemma 2.1. R is principal ideal domain. The invertible elements of
R are {axq|a ∈ F∗p, q ∈ Z}. Each ideal I of R is of the form Rf
where f ∈ Fp[x], f(0) = 1, such f is uniquely defined by I, up to
multiplication by a nonzero element of Fp. The factor ring R/I is
isomorphic to Fp[x]/fFp[x]. Therefore, each element of R/I has the
unique representative polynomial g with degree of g less then f .
Proof. Let I be an ideal in R. Note that Fp[x] ⊂ R. Then I ∩ Fp[x] is
an ideal in Fp[x] and since it is principal ideal domain I ∩ Fp[x] = fFp
for some f ∈ Fp[x]. Then Rf ⊂ I. For h ∈ I h = x
−kg for some k ∈ N
and g ∈ Fp[x]. Thus g ∈ I ∩ Fp[x] = fFp[x], and so h = x
−kfa ∈ Rf .
Therefore Rf = I. Note that if f = xkf0 and f0(0) = 1 then Rf = Rf0.
Thus we have proved that each ideal of R is generated by a single
element of the form f ∈ Fp[x], f(0) = 1. If Rf1 = Rf2 then f1 = uf2
with u ∈ R invertible in R, therefore u = axk. But since both fi(0) = 1
we have that k = 0.
To prove that R/I is isomorphic to Fp[x]/fFp[x] when I = Rf ,
note that Fp[x] is a subring of R and I ∩ Fp[x] = fFp[x], therefore
Fp[x]/fFp[x] is subring of R/I. It is left to note that since f(0) = 1
we have that f = a + xg for some g ∈ Fp[x] and a ∈ F
∗
p and thus x is
invertible in Fp[x]/fFp[x]. 
Note that it follows in particular that for f, f1 ∈ Fp[x] with f(0) 6= 0,
f1 divides f in R if and only if f1 divides f in Fp[x]. Therefore in the
following we will just say that f1 divides f and write f1|f meaning that
it happens both in R and in Fp[x].
Definition 2.2. Let f ∈ R. Deg(f) is the dimension dimFp R/fR of
vector space R/fR over Fp. Note that it is also equal to the m − k,
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where m is the largest dergee of x in f with the nonzero coefficient and
k it the smallest degree of x with nonzero coefficient.
Note that we use capital ’D’ here in order to avoid confusion with
standard notion of degree when f ∈ Fp[x]. In this case deg f is the
dimension of Fp[x]/fFp[x], and Deg f is the dimension of R/fR, clearly
Deg f ≤ deg f and they are equal if and only if f(0) 6= 0.
We will be also interested in the following facts about the ringMn(R)
of n × n matrices over R and the right module Rn over Mn(R) with
the standard action of Mn(R) (but often we also consider R
n as a left
module over R with the action described in each particular case).
The next lemma is basic for many considerations (and true for ma-
trices with coefficients in any principal ideal domain).
Lemma 2.3. Let g ∈Mn(R). Then there exist a, b ∈Mn(R) such that
g = adb where d ∈Mn(Fp[x]) is the diagonal matrix, and det(a), det(b)
are invertible in R (i.e. a, b ∈ GLn(R)).
Corollary 2.4. dimFp R
n/gRn = Deg(det(g)).
Proof. Indeed, if g = adb is the decomposition then det(g) equals to a
product of det(d) and an invertible element of R, thus R/ det(g)R =
R/ det(d)R and therefore Deg(det(g)) = Deg(det(d)). Also, Rn/gRn =
R/adRn is isomorphic to Rn/dRn. Now if d1, . . . , dn are diagonal entries
of d then det(d) = d1 · · · dn and R
n/dRn = ⊕nj=1R/djR. 
Note that if g, g1 ∈ Mn(R) then gR
n ⊂ g1R
n if and only if g = g1h
for some h ∈Mn(R), that is if g1 divides g in Mn(R).
Lemma 2.5. Let g ∈Mn(R). Submodule gR
n is maximal in Rn if and
only if det(g) is nonzero and irreducible in R.
Proof. Let g = adb be the decomposition from lemma 2.3. Then det(g)
equals to a product of det(d) and an invertible element ofR andRn/gRn
is isomorphic to Rn/dRn, thus gRn is maximal if and only if dRn is
maximal. So we reduced the lemma to the case of diagonal matrices.
Let d1, . . . , dn be the entries on the diagonal of d. Then R
n/dRn =
⊕nj=1R/djR, and therefore dR
n is maximal if and only if one of the di
is irreducible and the others are invertible, but this happens exactly if
det d = d1 · · · dn is irreducible. 
Suppose that U is a submodule of Rn. Then by the structure theorem
for the finitely generated modules over principal ideal domain, Rn/U
is isomorphic to ⊕ni=1R/q
ri
i R, where qi are 0 or irreducible polynomials
in Fp[x] such that qi(0) = 1. Up to permutation, qi and ri are uniquely
defined by U .
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Definition 2.6. Let U be a submodule of Rn, with the quotient Rn/U
isomorphic to ⊕ni=1R/q
ri
i R as above. Define
det∗U =
∏
i:qi 6=0
qrii ∈ Fp[x].
2.2. Subgroups of An. Let U be an abelian subgroup of An.
Definition 2.7. Define e(U) to be the minimal positive e such that
xeU = U , if such e exists, and +∞ otherwise.
Note that if xsU = U for some s > 0 then e(U) divides s.
Lemma 2.8. Define a new structure of left R-module on An by the rule
x ∗ v = xsv, denote this new R-module by Asn. Then A
s
n is isomorphic
to Rns.
Proof. Indeed, let ei, 1 ≤ i ≤ n be the basis of space (Z/pZ)
n at place
0 in An. Then the map
(2.1) Rns ∋ (fij)1≤i≤n,0≤j≤s−1 7→
∑
i,j
fij(x
s)xjei ∈ A
s
n,
where fij ∈ R, is the isomorphism of R modules. 
Definition 2.9. Suppose that e(U) is finite for some U ⊂ An. By the
previous Lemma we can consider U as a submodule of Rne(U). Define
det∗U by the definition 2.6.
We now show that to compute det∗U it is possible to use other s
such that xsU = U .
Proposition 2.10. Suppose U ⊂ An and x
sU = U , and let f(x) =
det∗U where U is considered as a submodule of Rns. Then we also have
xspU = U and if g(x) is det∗U where U is considered as submodule of
Rnsp, then f(x) = g(x).
Proof. It follows from the following elementary fact. Suppose q ∈ R is
irreducible, and let M be an R-module R/qkR with the multiplication
x ∗ (r + qkR) = xpr + qkR and k = tp + b for 0 ≤ b < p. Then M is
isomorphic to (R/qtR)p−b ⊕ (R/qt+1R)b. 
2.3. Tree of cosets. To study residually finite groups is the same as
to study groups acting faithfully on spherically homogeneous rooted
trees (see [14], [17]). There is a bijection between such actions and
descending chains of subgroups of finite index with trivial core. The
next definition illustrates this.
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Definition 2.11. Let G be a group, and {Hi|i ≥ 1} be the descending
chain of subgroups of G, with H1 = G. Construct the following graph:
let the vertices be the right cosets of subgroups Hi, that is the set of
vertices is {gHi|g ∈ G, i ≥ 1}. Let gHi and g
′Hj be connected by an
edge iff i = j + 1, gHi ⊂ g
′Hj or j = i + 1, gHi ⊃ g
′Hj. Then the
constructed graph is a rooted tree with the root G = H1, which is called
the tree of cosets corresponding to the chain {Hi}.
The tree of cosets is locally finite if and only if (G : Hi) <∞ for all
i. Note that each g ∈ G defines an automorphism of the tree of cosets
by the multiplication from the right.
The rooted tree is called p-regular if the number of edges going out
from each vertex which is not a root is equal to p+ 1, and the number
of vertices going out from the root is equal to p. We denote such a tree
by Tp. The group Aut Tp of all automorphisms of the p-regular tree can
be identified with ≀∞1 Sp, where Sp is the group of all permutations on
{1, . . . , p}. If one considers the action of Z/pZ on {1, . . . , p} by powers
of a standard cycle (1, . . . , p), one can consider Z/pZ as a subgroup
fo Sp. Therefore there is a subgroup of Aut Tp which is isomorphic to
≀∞1 (Z/pZ). In fact, it is the Sylow p-subgroup of AutTp as a profinite
group, see [17]. In the next Proposition we give the following charac-
terization when the tree of cosets is Tp, and when the action of G on it
lies in ≀∞1 (Z/pZ).
Proposition 2.12. The tree of cosets is p-regular if and only if the
chain is a p-chain, that is [Hi : Hi+1] = p for all i ≥ 1. If the tree of
cosets is p-regular then automorphisms of the tree defined by elements
of G lie in ≀∞1 (Z/pZ) if and only if the chain is subnormal, that is Hi+1
is normal in Hi for each i ≥ 1.
Proof. The first statement is obvious. For the second statement note
that the fact that automorphisms of the tree defined by elements of G
lie in ≀∞1 (Z/pZ) is equivalent to the fact that if for some a, g ∈ G and
i ≥ 1 we have that agHi = gHi then a acts on cosets of Hi+1 that lie
in gHi trivially or as some fixed full cycle. Note that since g
−1ag ∈ Hi
this is equivalent to the fact that for each i ≥ 1 the action of Hi on
Hi/Hi+1 by right multiplication acts on Hi/Hi+1 as powers of some
fixed full cycle. Since p is prime this is equivalent to Hi+1 being normal
in Hi. 
Note that if {Hi} is a descending subnormal p-chain then it follows
that the stabilizers of the levels of the coset tree are of index a power
of p in G.
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2.4. Profinite and pro-p topology. For convenince of the reader we
remind some well known definitions. Let G be a group.
Definition 2.13. Gˆ, which is called the profinite closure of G, is the
inverse limit of the inverse system {G/N}N where N runs through all
normal subgroups of G with finite index, considered with the projective
topology, which is called profinite topology. We denote by pi the natural
homomorphism pi : G→ Gˆ(p).
Note that pi is injective if and only if G is residually finite. If in this
definition we substitute finite index with index a power of p, we obtain
a definition of pro-p closure.
Definition 2.14. Gˆ(p), called the pro-p closure of G, is the inverse
limit of the inverse system {G/N}N where N runs through all normal
subgroups of G with index a power of p, considered with the projective
topology, which is called pro-p topology. We denote by pip the natural
homomorphism pip : G→ Gˆ
(p).
Note pip is injective if and only if G is residually p-finite (i.e. approx-
imated by finite p-groups).
Definition 2.15. Let H be a subgroup of G. We say that H is closed
in profinite (respectively pro-p) topology if pi(H) (pip(H)) is equal to
the intersection of the closure of pi(H) with Gˆ (respectively pip(H) with
Gˆ(p)).
We have the following characterization:
Proposition 2.16. Suppose G is finitely generated. A subgroup H of G
is closed in pro-p topology if and only if there is a descending subnormal
p-chain of subgroups Hi such that H1 = G, [Hi : Hi+1] = p for all i ≥ 1,
and H = ∩iHi.
Proof. Since G is finitely generated we may choose a decreasing se-
quence Nj of normal subgroups of index a power of p such that Gˆ
(p) =
lim
←−j
G/Nj. Then H is closed in pro-p topology iff H = ∩jHNj , and
since HNj/Nj ⊂ HNj−1/Nj which is a finite p-group, we can construct
a descending subnormal p-chain between HNj and HNj−1 for all j.
Now suppose H = ∩iHi, G = H1 and [Hi : Hi+1] = p and Hi+1 is
normal inHi for i ≥ 1. Construct the coset tree which corresponds to it.
G acts on it by multiplication from the right, and H is the stabilizer of
the ray {Hi}i. LetMi be the stabilizer of ith level of the tree. ThenMi
are normal and of index a power of p in G by the proposition. Moreover,
H = ∩iHMi, which implies that H = ∩jHNj (since Nj define the pro-p
topology, thus for each i there is j such that Mi ⊃ Nj). 
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Remark 1. Note that a 2-chain is always subnormal. This is the only
case when in this article even prime play a special role.
3. Structure of subgroups
Now we again identify An with the additive group of the ring R
n
and convert it into the left R-module with the action x : v 7→ xv.
Geometrically one can view this action as given by a left shift, identi-
fying Laurent polynomials with the bilateral sequences over alphabet
{0, 1, . . . , p− 1} (containing only finitely many non-zero entries).
Let us introduce the notation ϕt(x) = 1+x+ · · ·+x
t−1. Throughout
the article we will use
Lemma 3.1. Let V be a subgroup of Ln. Then it defines the triple
(s, V0, v), where s ∈ N is such that sZ is the image of projection of V
on Z, V0 = V ∩ An, satisfying x
sV0 = V0, and v ∈ An is such that
(v, s) ∈ V . The v is uniquely defined up to addition of elements from
V0. For s = 0 one can choose v = 0.
Conversely any triple (s, V0, v) with such properties gives rise to a
subgroup of Ln. Two triples (s, V0, v) and (s
′, V ′0 , v
′) define the same
subgroup if and only if s = s′, V0 = V
′
0 and v + V0 = v
′ + V0.
Moreover, V ⊂ V ′ if and only if s′|s, V0 ⊂ V
′
0 and v = ϕs/s′(x
s′)v′
mod V ′0 .
Proof. To show the first part of the Lemma we need only to prove that
xsV0 = V0. Indeed,
(v, s)(w, 0)(−x−sv,−s) = (xsw, 0) ∈ V,
and so xsw ∈ V ∩An = V0. Thus x
sV0 ⊂ V0. The converse inclusion is
proved in a similar way.
Now suppose we are given a triple (s, V0, v) such that V0 is a subgroup
of An and x
sV0 = V0. Let V be the subgroup of Ln generated by V0
and (v, s). To show that the triple (s, V0, v) is a triple for V we need to
show that the projection of V onto Z is sZ and that V ∩An = V0. Since
V0 ⊂ An the projection of V on Z is indeed sZ. Clearly, V0 ⊂ V ∩ An.
To prove the converse inclusion note first that if s = 0 then v ∈ V0
and therefore V = (V0, 0). Suppose that s ≥ 1. Then by the equality
above any element of V is of the form (w, 0)(v, s)k for some w ∈ V0 and
k ∈ Z, and (w, 0)(v, s)k ∈ V0 if and only if k = 0, which implies that
V0 = V ∩An.
Suppose now that we have two triples (s, V0, v) and (s
′, V ′0 , v
′), and
V is the subgroup generated by V0 and (v, s), while V
′ is the subgroup
generated by V ′0 and (v
′, s′). It is left to prove that s = s′, V0 = V
′
0 ,
and v + V0 = v
′ + V0. First two equalities immediately follow from the
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definitions of s and V0 in terms of V . On the other hand we know that
(v, s) and (v′, s) both belong to V = V ′. It follows that
(v′, s)(v, s)−1 = (v′, s)(−x−sv,−s) = (v′ − v, 0)
also belongs to V . Thus v′ − v ∈ V0 and therefore v + V0 = v
′ + V ′0 .
To prove the last part, note that both (v, s) and (ϕs/s′(x
s′)v′, s) =
(v′, s′)s/s
′
belong to V ′, and therefore v = ϕs/s′(x
s′)v′ mod V ′0 . Con-
versely, if s|s′, V0 ⊂ V
′
0 and v = ϕs/s′(x
s′)v′ + w for some w ∈ V ′0 , then
(v, s) = (w, 0)(v′, s′)s/s
′
∈ V ′, and therefore V ⊂ V ′. 
Remark 2. Subgroup V belongs to An if and only if s = 0 in the triple
corresponding to V .
We have the description of normal subgroups of Ln in terms of the
triple.
Lemma 3.2. Let V be a subgroup of Ln. Then V is normal if and only
if the corresponding triple (s, V0, v), defined in Lemma 3.1 satisfies the
additional properties that xV0 = V0, (1−x
s)An ⊂ V0, and (1−x)v ∈ V0.
Proof. Take w ∈ V0. Then, both
(0, 1)(w, 0)(0,−1) = (xw, 0),
(0,−1)(w, 0)(0, 1) = (x−1w, 0),
belong to V since V is normal. Thus both xw and x−1w also belong to
V0. It follows that xV0 = V0.
Take now w ∈ An. Then (w, 0)(v, s)(−w, 0) = ((1−x
s)w+v, s) ∈ V ,
since (v, s) ∈ V and V is normal. It follows that (1− xs)w + v + V0 =
v+ V0, thus (1− x
s)w ∈ V0, and it is true for any w ∈ An. In a similar
way (0, 1)(v, s)(0,−1) = (xv, s) ∈ V , therefore v + V0 = xv + V0,
and thus (1 − x)v ∈ V0. The proof of the converse statement, that if
(s, V0, v) satisfies such additional properties then V is normal, is also
straightforward. 
Corollary 3.3. Let V is a normal subgroup of Ln with the triple
(s, V0, v). Then if s > 0 it has finite index in Ln. If n = 1 and V
is nontrivial, V0 has finite index in An.
Proof. If s > 0 then (xs − 1)An has finite index in An, therefore since
(xs − 1)An ⊂ V0, we obtain that V0 also has finite index in An and
hence V has finite index in Ln.
Let n = 1. Then if s > 0 we are done, so suppose s = 0 and
V = V0 ⊂ A1. By the previous lemma xV0 = V0, hence identifying A1
with R we obtain that V0 is the nontrivial ideal of R. Any such ideal is
of the form fR for some f ∈ Fp[x] and hence is of finite index in R. 
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Corollary 3.4. Let V , W be the subgroups of Ln, with corresponding
triples (s, V0, v) and (t,W0, w). Let U = V ∩W . Choose r > 0 minimal
with the property that both s and t divide r and moreover
1− xr
1− xs
v =
1− xr
1− xt
w mod (V0 +W0),
and if no such number exists put r = 0.
If r = 0 then V ∩W = V0 ∩W0 ⊂ An, in particular V ∩W = {0} if
r = 0 and V0 ∩W0 = {0}.
If r > 0 then exist v0 ∈ V0 and w0 ∈ W0 such that
1− xr
1− xs
v + v0 =
1− xr
1− xt
w + w0.
Denote this element by u. Then (r, V0 ∩W0, u) is the triple that corre-
sponds to the subgroup U .
Proof. Observe that u = ϕr/s(x
s)v + v0 and that (1 − x
r)/(1 − xs) =
ϕr/s(x
s). Assume r = 0. Suppose there is g = (x, q) ∈ V ∩ W with
q 6= 0. It follows that (x, q) = (v0, 0)(v, s)
n for some v0 ∈ V0 and
integer n. But (v, s)n = (ϕn(x
s)v, sn) and therefore x = v0 + ϕn(x
s)v
and q = sn. Analogously since g = (x, q) ∈ W it follows that q = tm
and x = w0+ϕm(x
t)w for some w0 ∈ W0 and some integerm. Therefore
ϕq/s(x
s)v = ϕq/t(x
t)w mod (V0 +W0) and thus r > 0, contradiction.
It follows that for any g ∈ V ∩ W the projection onto Z is 0, thus
V ∩W ⊂ An.
Let now r > 0. The subgroup defined by the triple (r, V0 ∩W0, u)
belongs both to V and W . Indeed, we just need to prove that u =
ϕr/s(x
s)v mod V0 and u = ϕr/t(x
t)w mod W0, but this directly fol-
lows from the definition of r and u.
Conversely, suppose that a subgroup U ′ with the triple (r′, U ′0, u
′)
belongs to both V and W . We need to prove that U ′ ⊂ U , that is, by
the Lemma, that U ′0 ⊂ V0 ∩W0, r|r
′ and u′ = ϕr′/r(x
r)u mod V0 ∩W0.
Since u′ = ϕr′/s(x
s)v mod V0 and u
′ = ϕr′/t(x
t)v mod W0 it follows
that ϕr′/s(x
s)v = ϕr′/t(x
t)w mod V0+W0, therefore by the minimality
of r r ≤ r′. Let r′ = ar + b with b < r. Then
ϕr′/s(x
s)v =
1− xr
′
1− xs
v =
1− xb
1− xs
v + xb
1− xar
1− xr
ϕr/s(x
s)v,
ϕr′/t(x
t)w =
1− xr
′
1− xt
w =
1− xb
1− xt
w + xb
1− xar
1− xr
ϕr/t(x
t)w,
and thus
1− xb
1− xs
v =
1− xb
1− xt
w mod V0 +W0.
Since b < r we obtain that b = 0 and therefore r divides r′.
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To show that u′ = ϕr′/r(x
r)u mod V0 ∩W0 note that
ϕr′/r(x
r)u =
1− xr
′
1− xr
u =
1− xr
′
1− xs
v+ϕr′/r(x
r)v0 =
1− xr
′
1− xt
w+ϕr′/r(x
r)w0,
and since r is divisible by both s and t, ϕr′/r(x
r)v0 ∈ V0 and ϕr′/r(x
r)w0 ∈
W0. Therefore u
′ = ϕr′/r(x
r)u mod V0 and u
′ = ϕr′/r(x
r)u mod W0,
which finishes the proof. 
The structure of subgroups of Ln can be described as follows.
Theorem 3.5. Suppose V is a subgroup of Ln. Then either V is a
subgroup of An or V is isomorphic to Lk for some k ∈ N. In particular
if V is of finite index in Ln then V is isomorphic to Lns where s is the
projection of V onto Z.
Proof. Let (s, V0, v) be some triple corresponding to V . If s = 0 then
V = V0 is a subgroup of An. Suppose that s ≥ 1. Recall (Lemma
2.8) that we can consider An as a left R-module, which we denoted
Asn, by defining the action of x on v as x ∗ v = x
sv, v ∈ An. Then
V0 is R submodule. By Lemma 2.8 A
s
n is a free R module of rank ns.
Since R is a principal ideal domain, it is noetherian, and thus V0 is
finitely generated as R module, and therefore, as a submodule of the
free finitely generated R module Rns V0 is also free, i.e. V0 is isomorphic
to Rk for some k. V0 is of finite index in An iff k = ns. Now let H
be the subgroup of V generated by (v, s). Then V0 is normal in V ,
V0 ∩ H = {0}, H is isomorphic to Z. It follows that V is isomorphic
to V0 ⋊ Z, where the action of the generator of Z on V is given by the
map xs. It follows, by above, that V is isomorphic to Rk ⋊ Z where Z
acts on Rk by multiplication by x. Therefore, V is isomorphic to Lk.
If V is of finite index in Ln then k = ns. 
Corollary 3.6. Any finitely generated subgroup of Ln is closed in the
profinite topology.
This result also follows from Proposition 3.19 in [10]. Groups with
stated property are called LERF or subgroup separable.
Proof. Let V be a finitely generated subgroup of Ln and let (s, V0, v) be
the corresponding triple. If s = 0 then V ⊂ An, and since it is finitely
generated, it is finite, hence closed. If s > 0, then V belongs to the
subgroup W with the triple (s,An, 0). W has finite index in Ln, and
therefore V is profinitely closed in Ln if and only if it is closed in W .
Moreover, W is isomorphic to Lns, and V , considered as a subgroup
of Lns, has the projection on Z equal to Z. Hence we have reduced to
the case when s = 1. For any v ∈ An, there is an automorphism ϕ of
Ln which is identical on An and ϕ(0, 1) = (v, 1). Since the property of
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being profinitely closed is preserved under an automorphism, and the
triple for ϕ(V ) is (1, V0, 0), we have reduced to the case when s = 1
and v = 0. Changing the basis in An we reduce to the case when
V0 = ⊕
n
i=1fiR, which is closed in the profinite topology. 
Corollary 3.7. Any subgroup of index p of Ln is isomorphic either to
Ln or to Lpn.
Proof. Indeed, if V is of index p then the corresponding s defined in
Lemma 3.1 is either 1 or p. By the previous Lemma, if s = 1 then V is
isomorphic to Ln, and if s = p then V is isomorphic to Lpn. 
3.1. Subgroup Growth. Now we compute the number of subgroups
of given index of Ln. First let us compute the number of submodules
of Rk of given finite codimension. Define
bt(R
k) = |{M ⊂ Rk :M is R submodule and dimFp R
k/M = t}|.
Lemma 3.8. bt(R
k) = ptk − p(t−1)k for t > 0, b0(R
k) = 1.
Proof. We use a similar method that was used in the case of Zk for
counting subgroup growth (see for instance [27]). It is based on con-
sideration of endomorphisms of Rk. Since R is principal ideal domain,
every submodule of Rk is isomorphic to Rs, s ≤ k, and if it is of
finite index, then s = k. Therefore, it is equal to gRk, for some
g ∈ Mk(R), det(g) 6= 0. Moreover, the index of gR
k in Rk is equal
to the number of elements in R/(det g). Also, g1R
k = g2R
k if and only
if g−12 g1 ∈ GLk(R). It is easy to see that the orbit representatives of
the action by GLk(R) by the multiplication from the right on the set
{g ∈ Mk(R)| det(g) 6= 0} are lower triangular matrices (gij) such that
gij ∈ Fp[x] for all i, j, gii(0) = 1 for all i, gij = 0 for i < j, and the
degree of gij is less than gjj for all i, j.
Introduce function φ by φ(s) = (p − 1)ps−1 if s ≥ 1 and φ(0) = 1.
Note that
∑n
s=1 φ(s) = p
n and that the number of polynomials g ∈ Fp[x]
such that g(0) = 1 and the degree of g is s is equal to φ(s). Then the
number of all submodules of codimension t (that is, of index pt) of Rk
is equal to the number of the lower triangular matrices described above
with sum of degrees
∑
i deg(gii) = t, that is to
∑
x1+···+xk=t
φ(x1) . . . φ(xk)p
x2+···+(k−1)xk .
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To compute it we first compute
(3.1)
∑
x1+...+xk≤t
φ(x1) · · ·φ(xk)p
x2+···+(k−1)xk =
∑
x2+···+xk≤t
φ(x2) · · ·φ(xk)p
x2+···+(k−1)xk
t−(x2+···+xk)∑
x1=0
φ(x1) =
pt
∑
x2+···+xk≤t
φ(x2) · · ·φ(xk)p
x3+···+(k−2)xk = · · · = pkt,
therefore bt(R
k) = ptk − p(t−1)k

Proposition 3.9. Let am(Ln) be the number of subgroups of Ln of
index m. Then
am(Ln) =
∑
t:pt|m
bt(R
nm
pt )pt =
∑
t≥1:pt|m
(p
nmt
pt − p
nm(t−1)
pt )pt + 1.
Proof. If V is the subgroup of Ln and (s, V0, v) is the corresponding
triple, then its index is equal to s[An : V0]. The number of subgroups
with fixed s and V0 is equal to number of coset representatives v, i.e.
to the index [An : V0]. The formula now follows. 
Proposition 3.10. Let sm(Ln) =
∑
1≤d≤m ad(Ln). Then
sm(Ln) ≥ p(p
n[m/p]+1 − 1),
where [m/p] is the integer part of m/p.
Proof. First we write sm(Ln) as
sm(Ln) =
m+
∑
t,k≥1:ptk≤m
(pnkt − pnk(t−1))pt = m+
[logp m]∑
t=1
pt
[m/pt]∑
k=1
(pnkt − pnk(t−1)) =
m− p
[
m
p
]
+
pn+1
pn − 1
[
pn[m/p] − 1
]
−
pn+2
pn − 1
[
pn[m/p
2] − 1
]
+
p2n+2
p2n − 1
[
p2n[m/p
2] − 1
]
+
[logp m]∑
t=3
pt
[m/pt]∑
k=1
(pnkt − pnk(t−1)),
where
[logp m]∑
t=3
pt
[m/pt]∑
k=1
(pnkt − pnk(t−1)) ≤
p3n
p3n − 1
p3(nm/p
3+1) logpm

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Remark 3. Note that for n = 1 this bound gives a slight improvement
over the bound in proposition 3.2.1 in [27], where it was shown that
sm(L1) > c
m for c < p1/p
2
and big enough m.
Now we are going to consider the structure of maximal and weakly
maximal subgroups of Ln (where by weakly maximal we understand
those subgroups of infinite index such that any larger subgroup is of
finite index).
Theorem 3.11. Each maximal subgroup has finite index and is either
of the form An ⋊ qZ for some prime q ∈ Z, in which case its index is
q, or its corresponding triple is (1, V0, v) such that det
∗V0 is irreducible
polynomial, in which case its index is pdeg(det
∗V0). Maximal subgroups
of the form An ⋊ qZ are normal. Maximal subgroup with the triple
(1, V0, v) is normal if and only if det
∗V0 = 1− x.
Proof. Suppose V is a maximal subgroup and (s, V0, v) is the corre-
sponding triple. Then there are three possible cases. If s = 0 then
V = V0 ⊂ An, and since it is maximal, it must be equal to An. How-
ever, An is not maximal, as it is contained in, say, An ⋊ 2Z.
If s > 1 then, by maximality V0 = An, thus v can be taken to be 0,
therefore the group isAn⋊sZ. If q is any prime divisor of s then An⋊sZ
is contained in An ⋊ qZ, therefore for maximal subgroups s is prime.
On the other hand if a subgroup with triple (q,An, 0) is contained in
the nontrivial subgroup with triple (t,W,w) then clearly W = An and
s divides q. Since q is prime, s = q or s = 1. By nontriviality s = q is
the only choice. Thus An ⋊ qZ is maximal for any prime q. It is clear
that its index is equal to (Z : qZ) = q.
Finally let s = 1 and (1, V0, v) be the corresponding triple for a
maximal subgroup V . By the lemma above xV0 = V0. By considering
An as a module over R isomorphic to R
n we obtain that V0 is its
submodule, and therefore isomorphic to gRn for some g ∈ Mn(R).
Moreover V0 is maximal submodule, by the maximality of the subgroup
V . By Lemma 2.5, it happens if and only if det g is irreducible. Notice
then that det∗V0 = u det(g) for some invertibel element u ∈ R. In this
case the index of V in Ln is equal to the index of V0 in An, which is
equal to pDeg(det g) = pdeg(det
∗V0) by the corollary after Lemma 2.3.
It is obvious that An⋊ qZ are normal. To consider when a subgroup
with the triple (1, V0, v) such that V0 is isomorphic to gR
n is normal,
let g = adb be the product from Lemma 2.3. Then det∗V0 = d1 · · · dn,
and it is irreducible iff for some i di is irreducible and all other dj = 1.
The group with a triple (1, gRn, v) is normal iff (1−x)Rn ⊂ gRn, since
(1 − x)v ∈ gRn follows from it. But since gRn = adbRn = adRn, the
condition (1− x)Rn ⊂ gRn is equivalent to the condition (1− x)Rn ⊂
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dRn, that is (1−x)R ⊂ dkR for all k, hence each dk must divide x− 1.
Therefore the maximal subgroup with the triple (1, gRn, v) is normal
iff det(g) = u(x− 1) for some invertible element u of R. 
Theorem 3.12. Let V be a subgroup of Ln, and (s, V0, v) be its triple.
Then V is weakly maximal if and only if either s = 0 and V0 = An,
or s > 0 and the factormodule An/V0 is isomorphic to R as R modules
under the identification of An and R
ns from Lemma 2.8. Such weakly
maximal subgroup V is closed in pro-p topology if and only if s = 0 or
s is a power of p.
Proof. First let us prove that An is weakly maximal. Indeed, it is of
infinite index and any larger subgroup must have nontrivial projection
onto Z, i.e. its corresponding triple is (s,An, 0), with s ≥ 1 and hence
has finite index s.
Suppose V is a weakly maximal subgroup and let (s, V0, v) be the
corresponding triple. If s = 0 then V = V0 ⊂ An, and since V is
weakly maximal we have equality V = An. If s ≥ 1 then A
s
n/V0 is
isomorphic as R module to R/(g1) ⊕ · · · ⊕ R/(gk) ⊕ R
t, and by weak
maximality of V it follows that k = 0 and t = 1. Conversely, suppose
that V is such a subgroup that Asn/V0 is isomorphic to R as modules
over R. Suppose it is not weakly maximal, i.e. there is a subgroup V ′
of infinite index that contains V . Let (s′, V ′0 , v
′) be the corresponding
triple for V ′. Then s′ divides s and V0 ⊂ V
′
0 . Since s is a multiple of s
′
we have that xsV ′0 = V
′
0 , thus V
′
0 is an R submodule of A
s
n that contains
V0. Then either V
′
0 is equal to V0 or A
s
n/V
′
0 = R/(g
′) for some nonzero
g′. But in the latter case V ′0 is of finite index in An and therefore V
′ is
of finite index in Ln, which contradicts our assumption. Thus V
′
0 = V0.
It is left to prove that s = s′. Let s = s′k. Let M be the factor
An/V0. Since x
s′V0 = V0, we may consider M as a module over R, with
multiplication by x given by the action of xs
′
. To show that k = 1 and
therefore s = s′ it is left to prove the following lemma:
Lemma 3.13. Let M be the module over R, and let pi : R→ R be the
ring homomorphism given by pi(x) = xk. Consider new R module Mπ
with the same underlying space as M and with the action of R given by
r ∗m = pi(r)m. Suppose that Mπ is isomorphic to R as modules over
R. Then k = 1.
Proof. Since Mπ is isomorphic to R as modules over R there is m ∈M
such that the map, r 7→ pi(r)m is bijective. Consider now map η : R→
M , r 7→ rm, and let R′ = pi(R) ⊂ R. Then η is linear over Fp and its
restriction to R′ is bijective. It follows that R = R′ and thus k = 1. 
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Note that we have actually shown that if V is weakly maximal and
the corresponding s is nonzero, then it is the smallest positive integer
such that V0 is invariant under multiplication by x
s.
Now let V be a weakly maximal subgroup which is closed in pro-p
topology, and suppose s > 0. By the Proposition 2.16 there is a de-
scending subnormal p-chain {Hi} such that V = ∩iHi, and let (si, Vi, vi)
be a triple associated to Hi. Then si|si+1|s for all i, hence the sequence
si must stabilize. Thus si = p
t for some t and all big enough i. Since
V = ∩iHi, we obtain V0 = V ∩ An = ∩iVi. The fact that x
ptVi = Vi
for all i implies that xp
t
V0 = V0, and since s is smallest such integer we
must have s = pt.
Conversely, suppose that V is weakly maximal and s = pt, then
V ⊂ An ⋊ p
t
Z. There is a subnormal p-chain An ⋊ p
j
Z, 0 ≤ j ≤ t
between An ⋊ p
t
Z and Ln, thus it is left to construct the subnormal
p-chain between V and An ⋊ p
t
Z. Identifying An ⋊ p
t
Z with Lnpt we
reduce to the case t = 0. Now, since V is weakly maximal, An/V0
is isomorphic to R as R modules, and denote the corresponding map
An → R by ψ. Then Vi = ψ
−1((1 + x)iR) form a p-chain between V0
and An, and hence groups with triples (1, Vi, v) form subnormal p-chain
between V and Ln, where v is a vector from a triple of V . Hence there
is a p-chain that intersects to V and thus V is closed in pro-p topology
by the Proposition 2.16. 
We recall the following definition.
Definition 3.14. (see [15]) The group is called hereditary free from
finite normal subgroups if any subgroups of it of finite index have only
infinite nontrivial normal subgroups.
Corollary 3.15. Any nontrivial normal subgroup of Ln is infinite.
Therefore, Ln is hereditary free from finite normal subgroups.
Therefore we can derive from [15] the following result:
Corollary 3.16. Any faithful action of Ln on the rooted tree induces
topologically free action on the boundary of the tree.
3.2. Growth of normal subgroups of Ln. Recall that the zeta func-
tion for normal subgroups of Ln is the following:
(3.2) ζn(z) =
∑
N⊳Ln:[Ln:N ]<∞
[Ln : N ]
−z
We have the following formula:
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Theorem 3.17.
ζn(z) =
∑
s≥1
s−z
∏
r∈R,prime,r|1−xs,r 6=1−x

 ∑
M :M∈Modr,(1−xs)Rn⊂M
[Rn :M ]−z

×

 ∑
M :M∈Mod1−x,(1−xs)Rn⊂M
τ(M)[Rn :M ]−z

 ,
where Modr is the set of all submodules M in R
n such that rkRn ⊂M
for some k, and, for M ∈ Mod1−x, τ(M) = | kerϕ| for ϕ : R
n/M →
Rn/M , ϕ(r) = (1− x)r.
Proof. Recall that if M is a submodule of Rn of finite index, then
Rn/M = ⊕r∈R,r prime Nr is the primary decomposition of R
n/M (Theo-
rem 6.7 in [22]), with only finite number of Nr not zero. Let pi : R
n →
Rn/M and let Mr = pi
−1(Nr). Then Mr ∈ Modr, M = ∩rMr, and
[Rn :M ] =
∏
r[R
n :Mr]. We obtain
ζn(z) =
∑
s≥1,M⊂Rnv∈Rn/M :(1−xs)Rn⊂M,(1−x)v=0
(s[Rn :M ])−z =
∑
s≥1
s−z
∏
r∈R,prime,r|1+xs,r 6=1−x

 ∑
M :M∈Modp,(1−xs)Rn⊂M
[Rn :M ]−z

×

 ∑
M :M∈Mod1−x,(1−xs)Rn⊂M
τ(M)[Rn :M ]−z



Corollary 3.18.
ζn(z)  p
nζ(z)ξn(z)
where
ζ(z) =
∑
s≥1
s−z
is the Riemann zeta function,
ξn(z) =
∑
M⊂fRn
[Rn :M ]−z
where the summation is over submodules of finite index in Rn, is the
zeta function of the module Rn, and∑
m≥1
bmm
−z 
∑
m≥1
cmm
−z
if and only if 0 ≤ bm ≤ cm for all m ≥ 1.
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Proof. Note that for M ∈ Mod1−x, we have that R
n/M = ⊕n1R/(1 −
x)kiR, therefore dimFp ker φ ≤ n and thus τ(M) ≤ p
n. Note also that
ξn(z) =
∑
M⊂fRn
[Rn :M ]−z =
∏
r∈R,r prime
( ∑
M∈Modr
[Rn :M ]−z
)
,
and thus ∑
M :M∈Modr ,(1−xs)Rn⊂M
[Rn :M ]−z 
∑
M∈Modr
[Rn :M ]−z,
and we obtain the first formula.

Corollary 3.19. Let s⊳m(Ln) be the number of normal subgroups of Ln
of index smaller or equal to m. Then
lim sup
m
log s⊳m(Ln)
logm
≤ n
Proof. Notice that by the lemma 3.8
ξn(z) = 1 +
∑
t≥1
ptn − p(t−1)n
ptz
=
pz − 1
pz − pn
,
so ξn(z) is analytic for ℜz > n, where ℜz is the real part of z, and thus
by the corollary 3.18 ζn(z) is analytic for ℜz > n, since Riemann zeta
function is analytic for ℜz > 1. Now observe that
ζn(z) =
∞∑
m=1
a⊳m(Ln)
mz
,
where a⊳m(Ln) is the number of normal subgroups of Ln of index m, and
note that s⊳m(Ln) =
∑m
j=1 a
⊳
j (Ln), from which we obtain the statement
of the corollary (see the beginning of chapter 15 of [27]). 
Remark 4. Note that to derive the estimate Corollary 3.19 we only
used the property that if V is a normal subgroup of Ln then V ∩ A is
invariant under the shift, no other properties of normal subgroups listed
in the Lemma 3.2 were used.
3.3. Subgroups, normal subgroups and factors of L1,p. When
n = 1 we give one more description of normal subgroups.
Lemma 3.20. Let e ∈ A1 be the element with 1 on the position 0
and zeros everywhere else. Then to each nontrivial normal subgroup
V of L1 uniquely corresponds triple (s, f, h) where s ∈ N is defined
as before, and f, h ∈ Fp[x] are defined in the following way: f is the
polynomial of minimal degree such that f(x)e ∈ V and f(0) = 1, and
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h is the polynomial such that deg h < deg f and h(x)e = v mod V0.
Moreover, f(0) = 1. If s ≥ 1 then f divides 1 − xs, and h is either 0
or h = f(1− x)−1 (the latter is possible only if f is divisible by 1− x).
Proof. Since V is normal and not trivial then V0 is also not trivial. In-
deed if (v, s) ∈ V then the commutator [(w, 0), (v, s)] = (w− xsw, 0) ∈
V0. Note that if we identify A1 and R, with e identified to 1 ∈ R, then
each nontrivial subgroup V0 of A1 such that xV0 = V0 is in fact a non-
trivial ideal of R, which must be of the form fR for some polynomial
f ∈ Fp[x] such that f(0) = 1. Under this identification A1/V0 is iden-
tified with R/fR = Fp[x]/fFp[x], and since v from the triple is defined
up to addition of element of V0, we choose the unique polynomial of
the minimal degree h which is the representative of the corresponding
coset of Fp[x]/fFp[x].
Now let V be the normal subgroup of L1, (s, V0, v), (s, f, h) be the
triples associated to it as defined in the statement of the lemma. We
already proved that (1−xs)A1 ⊂ V0, which implies that (1−x
s)e ∈ V0
and thus by the definition of f that 1 − xs is divisible by f . Now,
suppose h 6= 0. On the one hand the degree of h is less then the degree
of f , since otherwise we reduce it preserving the requirements on h. On
the other hand it follows from (1 − x)v ∈ V0 and v = h(x)e mod V0
that (1 − x)h(x)e ∈ V0, and thus that f divides (1 − x)h. Therefore
f = (1− x)h. 
To summarize, we have the following three cases for the triple (s, f, h)
associated to the normal subgroup V of L: either s = 0 and then the
triple is (0, f, 0), with no restrictions on f except f(0) = 1; or s ≥ 1,
then necessarily f 6= 0, and either h = 0 and the triple is (s, f, 0) with
f |(1 − xs) or h 6= 0 and the triple is (s, (1 − x)h, h) with h dividing
(1− xs)(1− x)−1 = 1 + x+ · · ·+ xs−1 = ϕs(x).
Definition 3.21. For f ∈ Fp[x] and s ≥ 1, such that f(0) = 1 and
f |1−xs denote by Bf,s the corresponding subgroup with projection onto
Z equal to sZ, intersection with base equal to fR and the corresponding
vector equal to 0. If moreover 1 − x|f , that is if f(1) = 0, denote the
group with triple (s, f, f(1− x)−1) by Cf,s.
Theorem 3.22. Any nontrivial normal subgroup of L1 of finite index
is either Bf,s or Cf,s for some polynomial f and s ≥ 1. We have the
following description of the lattice of normal subgroups of finite index
in L1.
• Bf,s ⊂ Bf ′,s′ if and only if s
′|s, f ′|f .
• Cf,s ⊂ Cf ′,s′ if and only if s
′|s, f ′|f and
f = ϕs/s′(x
s′)f ′ mod (1− x)f ′.
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• Cf,s ⊂ Bf ′,s′ if and only if s
′|s and f ′|f(1− x)−1.
• Bf,s ⊂ Cf ′,s′ if and only if s
′|s, f ′|f and s/s′ is even.
In particular, the set of groups B1−xs,s, s ≥ 1, is a basis for profinite
topology.
Proof. By the Lemma 3.20 to any nontrivial normal subgroup V cor-
responds a triple (s, f, h). If s = 0 then V ⊂ A1 and therefore V has
infinite index. If s ≥ 1 then the index of V is spdeg f and by Defini-
tion 3.21 V = Bf,s if h = 0 and V = Cf,s if h 6= 0. Inclusions follow from
the Lemma 3.1. To prove the last statement note that Bf,s ⊃ B1−xs,s,
since f |1 − xs by the definition of Bf,s. Also, Cf,s ⊃ B1−xps,ps, by the
last item and the fact that f |(1 − xs)p = 1 − xps. Thus any normal
subgroup of finite index contains some B1−xs,s, therefore it is a basis
for profinite topology. 
Now we describe the finite factors of L1.
Theorem 3.23. Any extension H of a finite cyclic group G by a finite
elementary p-group E, such that the induced action of G on E has a
cyclic vector, is a factor of L1. In particular, if G has order s and m is
a cyclic vector of E with minimal polynomial f (we normalize f so that
f(0) = 1) then any kernel of a surjective homomorphism L1 → H is
either Bf,s or Cf,s. Moreover, if we fix action of G on E then there are
at most two non-equivalent extensions. If f(1) = 1 or if f(1) = 0 but
f does not divide ϕs(x) then there is only split extension, in all other
cases there are exactly two extensions.
Proof. L1 can be given by {a, b|b
p = 1, [ba
n
, ba
m
] = 1 for all n,m}.
Therefore if H is an extension of G by E, G is generated by x and
m ∈ E is a cyclic vector, then the map b 7→ m, a 7→ x can be lifted to
a surjective map L → H .
The number of equivalent classes of extensions of G by E is equal to
the order of H2(G,E), where H2(G,E) is the second cohomology group
of G with coefficients in G-module E. By [7] H2(G,E) = EG/NE,
where EG is the set of fixed points in E under the action of G and
N = 1+x+ · · ·+xs−1. If E has a cyclic vector m than it is isomorphic
to Fp[x]/fFp[x] where f is the minimal polynomial for m. Thus if
g + (f) is a fixed point it follows that xg = g mod f , or equivalently
f |(1 − x)g. Since deg g < deg f this can only happen if f = (1 − x)g,
i.e. if f(1) = 0 and g = f(1− x)−1. Thus dimEG = 1 if f(1) = 0 and
0 otherwise. Also, NE = {1 + · · ·+ xs−1 + (f)}, and thus if f(1) = 0,
NE = EG if and only if f |(1 + · · ·+ xs−1). 
3.4. Profinite and pro-p completion of Ln,p. Perhaps the following
lemma is well-known.
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Lemma 3.24. The profinite completion of Ln is Fp[[Zˆ]]
n
⋊ Zˆ, where Zˆ
is the profinite completion of Z and Fp[[Zˆ]] is the profinite completion
of the ring R = Fp[Z], which is also the projective limit lim←−
Fp[Z/nZ].
Proof. First recall that any ideal of R is of the form fR where f ∈ Fp[x]
and f(0) = 1. Now, any such irreducible f divides 1 − xn for some n.
Since f is the product of irreducibles it follows that for any f there is
n such that f |1 − xn. Therefore the profinite completion of the ring
R = Fp[x] is lim←−
R/(1− xn)R = lim
←−
Fp[Z/nZ].
Consider now surjective maps ψm : Fp[[Zˆ]]
n
⋊ Zˆ → Fp[Z/mZ]
n
⋊
Z/mZ = Ln/Nm, where the normal subgroup Nm has triple (m, (x −
1)mAn, 0). The maps ψm are compatible with the projective system
Ln/Nm and therefore induce a map ψ : Fp[[Zˆ]]
n
⋊ Zˆ → lim
←−
Ln/Nm.
Then ψ is surjective by the Corollary 1.1.6 in [30], since Fp[[Zˆ]]
n
⋊ Zˆ
is compact. On the other hand kerψm = ker pim × mZˆ, where pim :
Fp[[Zˆ]]
n → Fp[Z/mZ]
n is the natural projection. Since the intersection
of ker pim is trivial, the intersection of kerψm is also trivial which implies
that ψ is an isomorphism.
It is left to show that normal subgroups Nm form a basis of identity
for the group Ln, but it follows from Lemmas 3.1 and 3.2 that if V
is normal subgroup of finite index in Ln and s > 0 the generator of
its projection on Z then the normal subgroup with a triple (sp, (xsp −
1)An, 0) lies in V . 
Theorem 3.25. Let V be the subgroup of Ln with a triple (s, V0, v).
Then it is profinitely closed in Ln if and only if either s > 0 or V = V0
is closed as a subset of Fp[[Zˆ]]
n (that is, V is equal to the intersection
of its closure with An).
Proof. If s > 0 then V is finitely generated by Theorem 3.5 and hence
closed by Corollary 3.6. If s = 0 and V = V0 ⊂ An which we identify
with Rn, let V¯ denote the closure of V in Fp[[Zˆ]]
n. Then since Fp[[Zˆ]]
n
is compact V¯ is also compact and hence is still closed in Fp[[Zˆ]]
n
⋊ Zˆ.
Since Fp[[Zˆ]]
n∩Ln = Fp[[Zˆ]]
n∩Rn, and hence V¯ ∩Ln = V¯ ∩R
n = V . 
Corollary 3.26. There are subgroups of L1 which are not closed in the
profinite topology.
Proof. Here is an example due to D. Segal. Consider inA1 =
∑
Z
(Z/pZ)
the subgroup H such that v ∈ H if and only if vi = 0 for i not a prime
number. For any n the map Fp[Z]→ Fp[Z/nZ] maps H onto Fp[Z/nZ].
Thus the profinite closure of H is Fp[[Zˆ]], and so H is not closed (that
is, the intersection of the closure of H with L1 is equal to A1 6= H). 
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We will now study the pro-p completion of L1. The index of Bf,s or
Cf,s is equal to p
deg fs, therefore we need to consider the cases when s
is a power of p. In this case 1− xp
n
= (1− x)p
n
, therefore f = (1− x)i
for 0 ≤ i ≤ pn. Thus we obtain a description of normal subgroups with
index a power of p:
Definition 3.27. Define B′i,n = B(1−x)i,pn, 0 ≤ i ≤ p
n and C ′i,n =
C(1−x)i,pn, 1 ≤ i ≤ p
n. We have that B′i,n and C
′
i,n is the list of all
normal subgroups of L1 with index a power of p.
The following Theorem describes the lattice of normal subgroups of
L1 of index a power of p.
Theorem 3.28. • B′i,n ⊂ B
′
j,m if and only if m ≤ n and j ≤ i.
• C ′i,n ⊂ C
′
j,m if and only if either m < n, j < i or m = n and
j = i.
• C ′i,n ⊂ B
′
j,m if and only if m ≤ n and j < i.
• B′i,n ⊂ C
′
j,m if and only if m < n and j ≤ i.
In particular, the set of groups B′pn,n = B1−xpn ,pn is a basis for the
pro-p topology.
Proof. Follows from Theorem 3.22 
Corollary 3.29. The subgroup V of finite index in L1 is pro-p closed
if and only if its triple (s, V0, v) satisfies that s = p
t
Z for some t and
V0 ⊃ (1− x
pn)A1 for some n ≥ t.
Lemma 3.30. The pro-p completion of Ln is Fp[[Zp]]
n
⋊Zp, where Zp
is the pro-p completion of Z and Fp[[Zp]] is the pro-p completion of the
ring R = Fp[Z], which is also the projective limit lim←−
Fp[Z/p
m
Z].
Proof. The proof repeats almost verbatim the proof of Lemma 3.24,
with Zˆ replaced by Zp. 
Lemma 3.31. Let V be a subgroup of Ln with a triple (s, V0, v) and
s > 0. Then V is closed in the pro-p topology if and only if V0 is
equal to the intersection of its closure in Fp[[Zp]]
n with Rn, and for any
0 < q < s such that |q|p ≥ |s|p
xq − 1
xs − 1
v 6∈ An + V¯0,
where V¯0 is the closure of V0 in Fp[[Zp]]
n and |q|p is the highest power
of p that divides q.
Proof. Let V¯ be the closure of V in Fp[[Zp]]
n
⋊ Zp, and V¯0 the closure
of V0 in Fp[[Zp]]
n. Then V¯0 = V¯ ∩ Fp[[Zp]]
n, hence if V = V¯ ∩ Ln then
V0 ⊂ V¯0 ∩ An ⊂ V¯ ∩An ⊂ V ∩ An = V0.
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Suppose that V0 is closed in Fp[[Zp]]
n. Suppose that for any 0 < q < s
such that |q|p ≥ |s|p
xq − 1
xs − 1
v 6∈ An + V¯0.
Let (w, c) ∈ Ln be some element in V¯ . It means that there is a sequence
ui ∈ V0 and ki ∈ Z such that (ui + ϕki(x
s)v, kis) tends to (w, c), or
(ui+ϕki(x
s)v−xkis−cw, kis− c) tends to identity. This happens if and
only if
ui + ϕki(x
s)v − xkis−cw → 0 in Fp[[Zp]]
n,
and kis− c→ 0 in Zp, which means that one can write kis = p
miri + c
and mi →∞ as i→∞. In follows in particular that |c|p ≥ |s|p. Note
that xkis−c = xp
miri → 1 in Fp[[Zp]] = lim←−
Fp[Z/p
m
Z] since xp
miri = 1
in Fp[Z/p
m
Z] for m ≤ mi. For the same reason,
ϕki(x
s) =
xkis − 1
xs − 1
=
xp
mirixc − 1
xs − 1
→
xc − 1
xs − 1
,
considered as a sequence in the field of fractions of Fp[[Zp]]. It follows
that ui also has some limit u ∈ V¯0 and we have the equality
u+
xc − 1
xs − 1
v − w = 0.
Let c = ks+ q for 0 ≤ q < s. Since |c|p ≥ |s|p we have that |q|p ≥ |s|p.
We also have that xc − 1 = (xs − 1 + 1)kxq − 1, and therefore xc − 1 =
g(x)(xs − 1) + xq − 1 for some polynomial g. Thus
xq − 1
xs − 1
v =
xc − 1
xs − 1
v − g(x)v = w − g(x)v − u ∈ Rn + V¯0,
which is by assumption impossible unless q = 0. Thus c = ks and
w = u + x
ks−1
xs−1
v, from which it follows that u ∈ V¯0 ∩ An = V0 and
therefore (w, c) = (u, 0)(v, s)k ∈ V .
Conversely, suppose that there is 0 < q < s such that |q|p ≥ |s|p and
xq − 1
xs − 1
v = w + u,
for w ∈ An and u ∈ V¯0. Choose a sequence ui ∈ V0 that tends to u, and
a sequence ki ∈ Z such that kis → q in Zp (it is possible to find since
|q|p ≥ |s|p). Then (ui, 0)(v, s)
ki ∈ V but tend to (w, q) by reasoning
similar to previous considerations. Hence V is not closed. 
Corollary 3.32. Fp[[Zp]] is isomorphic to Fp[[t]], the ring of formal
power series in t over Fp. The map
a =
∑
i≥0
aip
i 7→ (1 + t)a =
∏
i≥0
(1 + tp
i
)ai ,
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where ai ∈ {0, 1, . . . , p − 1}, is a well-defined isomorphism of Zp into
the multiplicative group of Fp[[t]] and the action of Zp on Fp[[t]] in
Fp[[Zp]]
n
⋊ Zp (Fp[[Zp]] identified with Fp[[t]]) in Lemma 3.30 is given
by the formula a ∗ f(t) = (1 + t)af(t).
Proof. Note that any element of Fp[[Zp]] = lim←−
R/(1−xp
n
)R = lim
←−
R/(1−
x)p
n
R = lim
←−j
R/(1−x)jR can be written as
∑
i≥0 εi(x−1)
i, for εi ∈ Fp.
Then the map
∑
i≥0 εi(x−1)
i 7→
∑
i≥0 εit
i gives an isomorphism of rings
lim
←−
R/(1− x)iR and Fp[[t]]. The other claims are obvious. 
Lemma 3.33. Let g = (x− 1)ch for some g, h ∈ R, where x− 1 does
not divide h. Then gFp[[Zp]] ∩R = (x− 1)
cR.
Proof. Note that multiplying by some positive power of x we may as-
sume that g, h ∈ Fp[x]. Hence it suffices to prove that if g ∈ Fp[x], we
have that gFp[[Zp]] ∩ Fp[x] = (x − 1)
c
Fp[x]. Change variable t = x− 1
and note that Fp[x] = Fp[t]. Now, using first part of Corollary 3.32
we have to prove that if g ∈ Fp[t], g = t
ch and h(0) 6= 0 then
gFp[[t]] ∩ t
c
Fp[t]. Notice that since h(0) 6= 0, h is invertible in Fp[[t]]
and therefore gFp[[t]] = t
c
Fp[[t]]. It is left to recall that the element∑
j≥0 εjt
j ∈ Fp[[t]] belongs to Fp[t] if nad only if the number of nonzero
εj is finite. 
Lemma 3.34. Let U ⊂ Rn be a subgroup such that e(U) = pe for some
e ≥ 0. Let k = npe. Then there are elements h1, . . . , hk ∈ R
n and
d1, . . . , dk ∈ Fp[x] such that dj = 0 or dj(0) = 1, R
n = ⊕kj=1R
pehj
and U = ⊕kj=1(Rdj)
pehj. Moreover, U is equal to the intersection of
its closure in Fp[[Zp]]
n with Rn if and only if det∗U =
∏
j:dj 6=0
dj is a
power of 1− x (recall the definitions 2.9 and 2.7).
Proof. The existence of such hj and dj follows using the fact that R
n
seen as R module with the action x∗v = xp
e
v is isomorphic to Rk (to see
this, consider a formula similar to (2.1)) and then applying Lemma 2.3.
To prove the second part note first that Fp[[Zp]]
n = ⊕kj=1(Fp[[Zp]])
pehj .
Indeed, suppose that uj ∈ Fp[[Zp]] and
∑
j u
pe
j hj = 0. Let uj = limq uj,q
so that uj,q ∈ R and uj − uj,q ∈ (x − 1)
q
Fp[[Zp]]. It follows that∑
j u
pe
j,qhj ∈ (x− 1)
q
Fp[[Zp]] ∩R
n = (x− 1)qRn by Lemma 3.33. Hence∑
j u
pe
j,qhj = (x − 1)
q
∑
j v
pe
j,qhj for some vj,q ∈ R. Thus for q > p
e
we obtain
∑
j(uj,q − (x − 1)
q−pevj,q)
pehj = 0. It follows that uj,q =
(x− 1)q−p
e
vj,q and therefore uj = limq uj,q = 0.
It follows that if U¯ is the closure of U in Fp[[Zp]]
n, then
U¯ = ⊕kj=1(Fp[[Zp]]dj)
pehj .
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Let dj = (x − 1)
rjhj for some rj ≥ 0 and hj such that x − 1 does not
divide hj. Then by Lemma 3.33 we obtain that
U¯ ∩Rn = ⊕kj=1(Fp[[Zp]]dj)
pehj ∩R
n =
⊕kj=1 (Fp[[Zp]](x− 1)
rj )p
e
hj ∩R
n = ⊕kj=1(R(x− 1)
rj)p
e
hj ,
hence U = U¯ ∩ Rn if and only if hj = 1. 
Theorem 3.35. Let V be a subgroup of Ln with a triple (s, V0, v). Then
V is closed in the pro-p topology if and only if either s = 0 and V0 is
closed as a subset of Fp[[Zp]]
n, or s > 0 and for V0 we have that e(V0)
divides p|s|p, det∗V0 is a power of 1 − x, and for any 0 < q < s such
that |q|p ≥ |s|p
(xq − 1)v 6∈ (xs − 1)An + (x− 1)
p|s|pV0.
Proof. The case s = 0 is obvious, so assume s > 0. If V is pro-p closed
then it follows that V is the intersection of the p-chain Vj with triples
(sj, Vj, vj). Since it is p-chain, each sj is a power of p, and since sj |s,
the sequence sj stabilize. Thus eventually sj = p
e′ for some e′ ≤ e.
Then eventually xp
e
Vj = Vj, and since V0 = ∩Vj , we obtain that also
xp
e
V0 = V0. Then since V is pro-p closed, V0 is closed in Fp[[Zp]]
n and
therefore by Lemma 3.34 det∗V0 is a power of 1− x.
Conversely, suppose that xp
e
V0 = V0 and det
∗V0 is a power of 1− x.
By Lemma 3.34 V0 is closed in Fp[[Zp]]
n.
Notice also that
xq − 1
xs − 1
v 6∈ Rn + V¯0
if and only if (xq − 1)v 6∈ (xs − 1)Rn + ((xs − 1)V¯0) ∩ R
n. Note that
we can write xs − 1 = ((x − 1)h′)p
e
where h′ is not divisible by x − 1,
and therefore invertible in Fp[[Zp]]. Using the decomposition from the
Lemma 3.34 we have that V¯0 = ⊕
k
j=1(Fp[[Zp]]dj)
pehj, hence
(xs−1)V¯0∩R
n = ⊕kj=1(Fp[[Zp]](x−1)dj)
pehj∩R
n = ⊕kj=1(R(x−1)dj)
pehj .
It follows that
((xs − 1)V¯0) ∩ R
n = ⊕kj=1(R(x− 1)dj)
pehj = (x− 1)
peV0.

3.5. Automaton that generates L1,p. In this subsection we give de-
scription of a part of lattice of subgroups in L1,p in terms of action on a
p-regular rooted tree. We also provide automaton presentation of L1,p
showing, in particular, that groups L1,p are self-similar.
Consider in the group L1 = L1,p the p-chain Hm = (1 − x)
mR ⋊ Z,
for m ≥ 0, that is Hm has the triple (1, (1 − x)
mR, 0). Since this is p-
chain the index of Hm is p
m. By the Lemma 3.2 each Hm is normal, in
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particular the chain is subnormal. Identify the p-regular rooted tree Tp
with the set of words over the alphabet Ω = {0, 1, . . . , p− 1}. For each
ω ∈ Ω∗, ω = ω0 · · ·ωm−1 construct the element ω¯ =
∑m−1
i=0 ωi(x− 1)
i ∈
R. The following Lemma holds:
Lemma 3.36. ω 7→ (ω¯, 0)H|ω| is the isomorphism of Tp and the coset
tree of the chain {Hm}, where |ω| is the length of the word ω.
Proof. For injectivity, consider that (ω¯, 0)H|ω| = (θ¯, 0)H|θ| if and only if
|θ| = |ω| = m and θ¯− ω¯ ∈ (1−x)mR, that is if and only if ω¯ = θ¯, which
means that ωi = θi and hence ω = θ. For surjectivity, consider that
for any (w, s) ∈ L1 we have that (w, s)Hm = (w, 0)Hm. Note also that
R/(1− x)mR = Fp[x]/〈(1− x)
m〉, so for any w ∈ R there is a sequence
wi ∈ Ω, such that
w =
m−1∑
i=0
wi(x− 1)
i mod (1− x)mR,
for any m ≥ 0. Finally, it is easy to establish that the map ω 7→ ω¯
preserve the property of vertices being adjoint. 
In the following Proposition we present the description of the stabi-
lizers of the action of L1 on the coset tree of {Hm}, identified with Tp
with the help of the map from the above lemma:
Proposition 3.37. The subgroup StabL1(ω) has the triple (1, (1 −
x)|ω|R, (1 − x)ω¯), and the stabilizer of the m-th level StabL1(m) has
the triple (pe, (1− x)mR, 0), where e is smallest such that m ≤ pe.
Proof. Note that in the action on the coset tree the stabilizer of the
vertex gHm is gHmg
−1. Hence StabL1(ω) = (ω¯, 0)H|ω|(−ω¯, 0), from
which the formula for the triple follows.
To find StabL1(m) = ∩ω:|ω|=m StabL1(ω) use Corollary 3.4. It follows
that StabL1(m) has the triple (r, (1− x)
mR, v) where r > 0 is minimal
such that (1−xr)ω¯ = (1−xr)ω¯′ mod (1−x)mR for any ω, ω′ of length
m, and v = (1 − xr)ω¯. Choosing ω = 0m we notice that we can take
v = 0 and r > 0 is minimal such that (1−xr)ω¯′ = 0 mod (1−x)mR for
all ω′ of length m. Equivalently, r > 0 is minimal such that (1 − x)m
divides 1 − xr, that is xr = 1 + (x − 1)mf(x) for some f ∈ Fp[x].
Let r = per′ and change variable x to y = x − 1, then we have that
· · ·+ r′yp
e
+ 1 = (yp
e
+ 1)r
′
= (y + 1)r = 1 + ymf(y + 1), and so since
r′ 6= 0 in Fp one must have that p
e ≥ m, hence the minimal such r = pe
with e ≥ logp(m). 
Now we will describe the stabilizers of infinite paths. To do this, we
need a little preparation. By the proof of the Corollary 3.32 lim
←−j
R/(1−
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x)mR = Fp[[t]], and the subalgebra of Fp[[t]] generated by t and (t −
1)−1 = −
∑
i≥0 t
i is isomorphic to R by the isomorphism that maps t−1
to x, so we may consider R as a subalgebra of Fp[[t]]. Then any ω ∈ Ω
N
defines an element ω¯ ∈ Fp[[t]] by the rule ω¯ =
∑
i≥0 ωit
i. Let Fp((t))
be the ring of fractions of Fp[[t]], then we can consider (1 − x
s)−1R as
a subset of it.
Proposition 3.38. For ω ∈ ΩN the StabL1(ω) is the cyclic group
generated by (w, s) in case s > 0 is the smallest integer such that
ω¯ ∈ (1 − xs)−1R, and w = (1 − xs)ω¯. In case there is no such s
the StabL1(ω) is trivial.
Proof. Denote by ω(m) prefix of length m of ω. Note that ∩m(1 −
x)mR is trivial, so StabL1(ω) = ∩m StabL1(ω
(m)) can be either trivial
or generated by some (w, s) for s > 0. The second case happens if and
only if for every m we have (w, s) ∈ StabL1(ω
(m)), and s is smallest that
this is possible. Since by Proposition 3.37 the triple of StabL1(ω
(m)) is
(1, (1− x)mR,
∑m−1
0 ωi(x− 1)
i+1), and
(
m−1∑
0
ωi(x− 1)
i+1, 1)s = ((1− xs)(
m−1∑
0
ωi(x− 1)
i), s),
this can happen if and only if w = (1−xs)(
∑m−1
0 ωi(x−1)
i) mod (1−
x)mR for every m, or equivalently that w − (1 − xs)ω¯ ∈ (1 − x)mR.
Since ∩m(1− x)
mR is trivial, it means that w = (1− xs)ω¯. 
We finally describe the automaton that generates the action of L1,p
on the tree.
Proposition 3.39. Let b = (e, 0) and a = (0, 1) be the generators of
L1. Then their action on vertices of the tree can be described as
(3.3)
b(ω0ω1 . . . ωm) = (ω0 + 1)ω1 . . . ωm,
a(ω0ω1 . . . ωm) = ω0(ω1 + ω0) . . . (ωm + ωm−1),
where the addition is mod p. The relations 3.3 lead to the following
recursive formula a = (a, ba, . . . , bp−1a) describing the action of a in
terms of of its projections on subtrees with roots at first level. Denoting
ai = b
ia, 0 ≤ i ≤ p − 1, we see that L1 is generated by the automaton
with p states a0, . . . , ap−1.
Remark 5. Note that for p = 2 it is the automaton studied in [19].
Here are Moore diagrams of automata generating Lp for p = 2:
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a0a1
(1,1)
(0,0)
(1,0)
(0,1)
and p = 3:
a0
a1a2
(2,1)
(1,0)
(0,2)
(1,2)
(2,0)
(0,1)
(2,2)
(1,1)
(0,0)
4. Application to relative gradient rank
As was already mentioned in the introduction, Lackenby defined
an interesting group theoretical notion, the rank gradient of a group,
which happens to be useful in topology, studies on orbit equivalence, on
amenability properties of groups and other topics [25]. Given a group
G and a descending sequence {Hi}
∞
i=1 of subgroups of finite index the
rank gradient of the sequence {Hi} with respect to G is defined as
RG(G, {Hi}) = lim
i→∞
d(Hi)− 1
[G : Hi]
,
where d(H) denotes the minimal number of generators of a group H .
The notion of amenable groups was introduced by J. von Neumann in
1929 and plays important role in many areas of mathematics [8]. There
are a number of results due to Lackenby, Abert, Jaikin-Zapirain, Luck
and Nikolov, showing that amenability of G or of a normal subgroups
of G implies vanishing of the rank gradient. For instance, finitely gen-
erated infinite amenable groups have zero gradient rank with respect
to any normal chain with trivial intersection (see Theorem 5 in [1]).
Obviously it is reasonable to restrict study of the rank gradient for
sequences {Hi} with trivial core (i.e. no nontrivial normal subgroups
in the intersection ∩iHi). The attention was mostly to the case when
∩iHi = {1} but the case ∩iHi 6= {1} is also interesting.
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Question 1. [1] Let G be a finitely generated infinite amenable group.
Is it true that RG(G, {Hi}) = 0 for any chain with trivial intersection?
One can also ask whether the following stronger statement is true: Is
it true that RG(G, {Hi}) = 0 if the chain has trivial core?
In case of groups Ln the answer to Question 1 is positive:
Theorem 4.1. Let Hi, i ≥ 1 be a descending chain of subgroups in Ln
with trivial core, then RG(Ln, {Hi}) = 0. If n = 1 the converse is also
true.
Proof. Let (si, Vi, vi) be the triples of Hi, and let mi = dimFp An/Vi.
By the Theorem 3.5 Hi is isomorphic to Lnsi, thus d(Hi) = nsi + 1.
On the other hand [Ln : Hi] = sip
mi , thus RG(Ln, {Hi}) = 0 if and
only if mi → ∞ when i → ∞. Suppose mi 6→ ∞. Since the chain is
descending, mi is nondecreasing, therefore the sequence {mi} stabilizes,
that is, there is such i0 that Vi0 = Vj for j ≥ i0, and let us denote it V =
Vi0. LetW = ∩t∈Zx
tV , then xW = W and thusW is a normal subgroup
of Ln that is contained in all Hi, i ≥ 1. Note that W actually equals
to the finite intersection ∩t=s0t=1 x
tV since by the Lemma 3.2 xs0V = V .
Therefore W has finite index in An and thus is not trivial. It follows
that the core of {Hi} is also not trivial, since it contains W .
Let n = 1. Above we showed that RG(Ln, {Hi}) 6= 0 if and only if
Vi = Hi ∩ An stabilizes. Let N be the core of {Hi} and suppose N is
not trivial. Then it follows from Corollary 3.3 that N ′ = N ∩ A has
finite index in A1. Since N
′ is contained in each Vi, the chain {Vi} must
stabilize. 
If ∩∞i=1Hi = H then H is a closed subgroup with respect to the profi-
nite topology and RG(G, {Hi}) is a characteristic of the pair (G,H)
which in some situations may characterize the pair (G,H) up to iso-
morphism (two pairs (G,H), (P,Q) are isomorphic if there is an iso-
morphism φ : G → P such that φ(H) = Q). If RG(G, {Hi}) = 0 then
the function
rg(m) = rg(G,{Hi})(m) =
d(Hm)− 1
[G : Hm]
,
which we call relative rank gradient (function) can be a subject of in-
vestigation (we omit the index (G, {Hi}) if the group and chain in
consideration are understood). The rate of decay of rg(m) is a sort
of characteristic of the pair (G,H) and may characterize the way H is
embedded in G as a subgroup. Note that the same subgroup can be
obtained as intersection of distinct chains. For instance, if the chain
consists of subgroups isomorphic to the enveloping group (and such
chains exist in scale invariant groups for instance) one can delete cer-
tain elements inHi thereby allowing rg(m) to decay as fast as one would
ON THE LATTICE OF SUBGROUPS OF THE LAMPLIGHTER GROUP 31
like. Therefore, it is reasonable to restrict attention to the case when
for some prime p the index [Hi : Hi+1] = p. In this case we say chain is
a p-chain. One of corollaries of our results listed above is showing that
a lamplighter group contains subnormal p-chains of trivial intersection,
with distinct rates of decay of the rank gradient function.
Let Hi, i ≥ 0 be a descending p-chain of subgroups of Ln such that
H0 = Ln. Note that for each i the subgroup Hi is isomorphic to Lk for
some k by Theorem 3.5. Then there are two possible cases for Hi+1:
either its projection on Z (under the identification of Hi and Lk) is Z
or it is pZ. In the first case d(Hi+1) = d(Hi) and in the second case
d(Hi+1) = pd(Hi)− p+ 1. We have the following result
Theorem 4.2. Suppose that g : N → N is such that g(0) = p + 1
and for each i ∈ N either g(i + 1) = g(i) or g(i + 1) = pg(i) − p + 1,
and suppose that the set {i|g(i) = g(i + 1)} is infinite. Then there
is a descending subnormal p-chain {Hi} of subgroups of L1, such that
H0 = L1, d(Hi) = g(i) and ∩iHi = {1}.
Proof. Note that by Theorem 3.11 we can construct some descending
subnormal p-chain {H ′i} such that all of the above properties hold ex-
cept possibly for ∩iH
′
i = {1}. Note also that
g(i+ 1)− 1
pi+1
=
g(i)− 1
pi
if g(i+ 1) = pg(i)− p+ 1,
g(i+ 1)− 1
pi+1
=
1
p
g(i)− 1
pi
if g(i+ 1) = g(i).
Since {H ′i} is a p-chain, [L1 : Hi] = p
i, and the fact that the set
{i|g(i + 1) = g(i)} is infinite implies that RG(L1, {H
′
i}) = 0. By the
Theorem 4.1 it follows that the core of the chain {H ′i} is trivial.
Consider then the rooted binary tree associated to this chain, and
the action of G on it by multiplication from the right. The kernel of
this action is the core of the chain {H ′i}, and therefore the action is
faithful. It is clear that it is also spherically transitive. Then it follows
from the Corollary 3.15 and the Proposition 4.11 in [15] that the action
of L1 on the boundary of this tree is topologically free, thus the set of
infinite paths in the tree with nontrivial stabilizer is a union of nowhere
dense subsets of the boundary of the tree. In particular its complement
is not empty. Take a point from this complement, that is an infinite
path {giH
′
i} (for some gi ∈ L1) with trivial stabilizer. It is easy to see
that this stabilizer is the intersection of descending subnormal p-chain
Hi = giH
′
ig
−1
i . To finish the proof it is left to note that since H
′
i and
Hi are isomorphic, d(Hi) = d(H
′
i) = g(i) for all i ≥ 0. 
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Being solvable groups Ln are elementary amenable groups. The p-
groups (p prime) of intermediate growth constructed in [13] are nonele-
mentary amenable groups. Since for them gradient rank is also zero it is
reasonable to study relative gradient rank for various closed subgroups
in pro-p-topology and p-chains representing them.
One of such groups is the group G = 〈a, b, c, d〉 generated by 4 in-
volutions [20]. This group (as well as most of other known groups
of intermediate growth) act faithfully by automorphisms on a regular
rooted tree (in this case on a binary tree). We identify in a stan-
dard way vertices of binary tree with binary words. For the stabilizer
P = stG(1
∞) of infinite ray 1∞ (point of the boundary ∂T of a tree)
the corresponding sequence is the sequence Pm = stG(1
m). As is shown
in [], P1 = stG(1) = 〈c, d, c
a, da〉, Pm = Rm ⋊ {1, b, c, d} for m ≥ 2,
where Rm are iterative semidirect products R1 = K = 〈(ab)
2〉G, and
Rm = (K × Rm−1) ⋊ {1, (ac)
4} for m ≥ 2. Computations then show
that d(Pm) = m+ 4 for m ≥ 2, d(P1) = 4. This implies that
rg(G,{Pi})(m) =
m+ 4
2m
,
for m ≥ 2.
Question 2. Which subgroups of G are closed in profinite topology and
what kind of asymptotic behavior rg(m) holds for them?
References
[1] Miklo´s Abe´rt, Andrei Jaikin-Zapirain, and Nikolay Nikolov. The rank gradient
from a combinatorial viewpoint. Groups Geom. Dyn., 5(2):213–230, 2011.
[2] D. J. Allums and R. I. Grigorchuk. The rank gradient and the lamplighter
group. to appear in Involve Journal of Mathematics.
[3] M. F. Atiyah. Elliptic operators, discrete groups and von Neumann algebras. In
Colloque “Analyse et Topologie” en l’Honneur de Henri Cartan (Orsay, 1974),
pages 43–72. Aste´risque, No. 32–33. Soc. Math. France, Paris, 1976.
[4] Tim Austin. Rational group ring elements with kernels having irrational di-
mension. 2009.
[5] C. Bendikov, A. Pittet and R. Sauer. Spectral distribution and l2-isoperimetric
profile of laplace operators on groups. 2009.
[6] Ievgen Bondarenko, Rostislav Grigorchuk, Rostyslav Kravchenko, Yevgen
Muntyan, Volodymyr Nekrashevych, Dmytro Savchuk, and Zoran Sˇunic´.
Groups generated by 3-state automata over a 2-letter alphabet. I. Sa˜o Paulo
J. Math. Sci., 1(1):1–39, 2007.
[7] Kenneth S. Brown. Cohomology of groups, volume 87 of Graduate Texts in
Mathematics. Springer-Verlag, New York, 1994. Corrected reprint of the 1982
original.
[8] Tullio Ceccherini-Silberstein, Rostislav Grigorchuk, and Pierre de la Harpe.
De´compositions paradoxales des groupes de Burnside. C. R. Acad. Sci. Paris
Se´r. I Math., 327(2):127–132, 1998.
ON THE LATTICE OF SUBGROUPS OF THE LAMPLIGHTER GROUP 33
[9] Mahlon M. Day. Amenable semigroups. Illinois J. Math., 1:509–544, 1957.
[10] Yves de Cornulier. Finitely presented wreath products and double coset de-
compositions. Geom. Dedicata, 122:89–108, 2006.
[11] Anna Erschler. Generalized wreath products. Int. Math. Res. Not., pages Art.
ID 57835, 14, 2006.
[12]  Lukasz Grabowski. On the Atiyah problem for the lamplighter groups. 2010.
[13] R. I. Grigorchuk. Construction of p-groups of intermediate growth that have a
continuum of factor-groups. Algebra i Logika, 23(4):383–394, 478, 1984.
[14] R. I. Grigorchuk. Just infinite branch groups. In New horizons in pro-p groups,
volume 184 of Progr. Math., pages 121–179. Birkha¨user Boston, Boston, MA,
2000.
[15] R. I. Grigorchuk. Some topics in the dynamics of group actions on rooted trees.
Proc. Steklov Inst. Math., 273:72–191, 2011.
[16] R. I. Grigorchuk, T. Chekerini-Sil′bersta˘ın, and P. de la Harpe. Amenability
and paradoxical decompositions for pseudogroups and discrete metric spaces.
Tr. Mat. Inst. Steklova, 224(Algebra. Topol. Differ. Uravn. i ikh Prilozh.):68–
111, 1999.
[17] R. I. Grigorchuk, V. V. Nekrashevich, and V. I. Sushchanski˘ı. Automata, dy-
namical systems, and groups. Tr. Mat. Inst. Steklova, 231(Din. Sist., Avtom. i
Beskon. Gruppy):134–214, 2000.
[18] Rostislav I. Grigorchuk, Peter Linnell, Thomas Schick, and Andrzej Z˙uk. On a
question of Atiyah. C. R. Acad. Sci. Paris Se´r. I Math., 331(9):663–668, 2000.
[19] Rostislav I. Grigorchuk and Andrzej Z˙uk. The lamplighter group as a group
generated by a 2-state automaton, and its spectrum. Geom. Dedicata, 87(1-
3):209–244, 2001.
[20] R. I. Grigorcˇuk. On Burnside’s problem on periodic groups. Funktsional. Anal.
i Prilozhen., 14(1):53–54, 1980.
[21] P. Hall. On the finiteness of certain soluble groups. Proc. London Math. Soc.
(3), 9:595–622, 1959.
[22] Thomas W. Hungerford. Algebra, volume 73 of Graduate Texts in Mathematics.
Springer-Verlag, New York, 1980.
[23] V. A. Ka˘ımanovich and A. M. Vershik. Random walks on discrete groups:
boundary and entropy. Ann. Probab., 11(3):457–490, 1983.
[24] P. H. Kropholler. A note on the cohomology of metabelian groups. Math. Proc.
Cambridge Philos. Soc., 98(3):437–445, 1985.
[25] Marc Lackenby. Expanders, rank and graphs of groups. Israel J. Math.,
146:357–370, 2005.
[26] Franz Lehner and Stephan Wagner. Free lamplighter groups and a question of
atiyah. 2010.
[27] Alexander Lubotzky and Dan Segal. Subgroup growth, volume 212 of Progress
in Mathematics. Birkha¨user Verlag, Basel, 2003.
[28] Volodymyr Nekrashevych and Ga´bor Pete. Scale-invariant groups. Groups
Geom. Dyn., 5(1):139–167, 2011.
[29] Schick Thomas Pichot, Mikae¨l and Andrzej Zuk. Closed manifolds with tran-
scendental L2-Betti numbers. 2010.
[30] Luis Ribes and Pavel Zalesskii. Profinite groups, volume 40 of Ergebnisse der
Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in
Mathematics [Results in Mathematics and Related Areas. 3rd Series. A Series
34 R. GRIGORCHUK AND R. KRAVCHENKO
of Modern Surveys in Mathematics]. Springer-Verlag, Berlin, second edition,
2010.
[31] J. B. Riles. The near Frattini subgroups of infinite groups. J. Algebra, 12:155–
171, 1969.
Department of Mathematics, Texas A&M University, College Sta-
tion, TX 77843, USA
E-mail address : grigorch@math.tamu.edu
Department of Mathematics, University of Chicago, Chicago, IL
60637, USA
E-mail address : rkchenko@math.uchicago.edu
