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Abstract
This paper presents the filter for Hypothesised and Independent Stochastic Populations (HISP), a multi-
object joint detection/tracking algorithm derived from a recent estimation framework for stochastic popula-
tions, in the context of Space Situational Awareness. Designed for multi-object estimation problems where
the data association between tracks and collected observations is moderately ambiguous, the HISP filter has
a linear complexity with the number of objects and the number of observations. Because of its scalable
complexity, the HISP filter is a promising solution for the construction of a large-scale catalogue of Resident
Space Objects. We illustrate the HISP filter on a challenging surveillance scenario built from real data for
115 satellites of PlanetLabs’ Dove constellation, and simulated observations collected from two sensors with
limited coverage and measurement noise, in the presence of false positives and missed detection.
Keywords: Multi-object Bayesian estimation, multi-target detection and tracking, stochastic populations,
space situational awareness
1. Introduction
One of the main objectives of Space Situational
Awareness (SSA) activities is the construction of an
up-to-date catalogue identifying and describing all
the objects orbiting around Earth - the so called
Resident Space Objects (RSOs) – supported by gen-
eral knowledge about orbital mechanics and data
collected from various physics-based sensors (e.g.
telescopes, radars), human-based statements (e.g.
launch event described on a website), or data sources
mixing physics- and human-based elements such as
the Two-Line Elements (TLEs) maintained by the
U.S. Strategic Command (USStratCom). Many
features can be incorporated in what constitutes an
adequate description – or state – of an individual
RSO, depending on the interests of the end-users
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exploiting a specific catalogue. The state (almost)
always contains a kinematic description of the RSO
(position, velocity coordinates in a suitable reference
frame), sometimes augmented with other uncertain
parameters affecting the orbital mechanics, such as
the RSO’s ballistic coefficient and/or Area-To-Mass
Ratio (AMR).
Maintaining an up-to-date catalogue of RSOs en-
tails many challenges, increasingly so with the num-
ber of RSOs in the near-Earth space mostly due to
human activity. The main problems can be stated as
follows:
• The number of RSOs is unknown and time-
varying;
• The nature and importance of the physical per-
turbations affecting orbital trajectories are not
fully understood;
• The collected data has limited observability, pre-
cision, and accuracy, due to physical limitations
of the data sources;
• The association between RSOs and the collected
data is usually ambiguous.
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Estimating the size and individual states of a popu-
lation of objects, under the conditions listed above,
is known as a multi-object estimation problem. It
has been studied extensively for several decades in
the tracking community, though applications to the
context of SSA remain relatively scarce. It is usually
approached within the context of Bayesian filtering,
in which a probabilistic representation of the popu-
lation of objects is propagated through time and se-
quentially updated whenever a new piece of data is
available.
The design of modern approaches to the multi-
object Bayesian estimation problem started in the
late 1970s with the first track-based algorithms Reid
(1979), whose development has continued ever since
Bar-Shalom and Li (1995), Blackman (2004). Track-
based solutions follow an intuitive approach, where
the existence of an object is inferred from a sequence
of coherent observations collected across time, form-
ing a track. A track is identified by its sequence of
observations, and describes the individual state of the
corresponding object through a suitable probabilis-
tic representation, usually a probability density func-
tion (p.d.f.) on some object state space. The most
popular track-based algorithm is perhaps the Multi-
ple Hypothesis Tracking (MHT) Reid (1979), Black-
man (2004), which hypothesizes the existence of ob-
jects through the exploration of every possible track-
to-observation association. A well-known issue of
the MHT, or similar track-based approaches, is their
prohibitive computational cost in large scale scenar-
ios due to the combinatorial nature of the track-to-
observation association process. Ad-hoc procedures
exist to discard unlikely candidate tracks, similar to
the “m-out-of-n rule” when tracks are generated from
a surveillance radar Skolnik (1979), but the MHT
lacks a robust, principled approximation alleviating
the combinatorics in the data track-to-observation
process for large scale scenarios.
The need for a more systematic, principled ap-
proach in the construction of approximated multi-
object Bayesian estimation algorithms adapted to
large scale scenarios led to the emergence of point-
process-based Washburn (1987) or set-based Good-
man et al. (1997); Mahler (2007) approaches. Un-
like track-based approaches, set-based solutions do
not hypothesize the existence of individual objects
through as many individual tracks; instead, they
propagate the distribution of a Random Finite Set
(RFS), a random object whose size and elements are
both random and describe the number of objects and
their states, respectively Mahler (2007). Early set-
based solutions, such as the Probability Hypothesis
Density (PHD) filter Mahler (2007), represent the
population of objects with a single RFS. They do
not maintain individual statistics on objects or track
custody along the filtering process, but the data asso-
ciation step does not involve combinatorics since pair-
ings between individual objects and individual ob-
servations become unnecessary. Applications of set-
based solutions to the context of SSA can be found
in Hussein et al. (2012); DeMars et al. (2015); Faber
et al. (2016). The tracking community then focused
on addressing challenging scenarios where maintain-
ing individual information on objects is a requisite,
even at the cost of more computationally demanding
solutions. Recent developments keep track of individ-
ual objects through labeled RFSs Vo and Vo (2013),
a random object derived from the RFS in which the
elements are systematically labeled. Recent applica-
tions to the context of SSA can be found in Jones and
Vo (2015); Jones et al. (2016).
We propose in this paper the filter for Hypothe-
sised and Independent Stochastic Populations (HISP)
Houssineau and Clark (2018), a recent solution that
presents several advantages in the context of large
scale scenarios. First, it stems from the estima-
tion framework for stochastic populations Houssineau
(2015); Houssineau and Clark (2019), an alternative
to the approaches above that introduces the concept
of object distinguishability in order to avoid combina-
torics as much as possible. Similarly to a RFS repre-
sentation, when a group of objects remain unidentifi-
able from one another because no specific information
is available on any one of them, they form a popula-
tion of indistinguishable individuals that induces no
combinatorics in data association events. Similarly
to usual track-based approaches, an object that is
identified through specific information becomes dis-
tinguishable and is described by its own track. Sec-
ond, the HISP filter was specifically derived as an
approximate, scalable solution whose filtering mecha-
nisms have linear complexity in the number of objects
and observations. Non-linear operations are limited
to the track extraction process, a mechanism that is
independent from filtering and can be operated offline
in most practical cases.
The HISP filter has already been successfully ex-
ploited in the context of SSA and presented at the
2017 AAS/AIAA Spaceflight Mechanics Meeting in
Delande et al. (2017). This follow-up paper provides
a more comprehensive description of the HISP filter,
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integrates dynamical behaviors to the object iden-
tification process, and extends the 30-object simu-
lated scenario to a more realistic and challenging 115-
object scenario, generated from GPS points collected
from PlanetLabs’ constellation of Dove satellites.
The structure of the paper is as follows. The key
features of the estimation framework for stochastic
populations are given in Section 2, and the HISP fil-
ter is presented in Section 3. A practical implemen-
tation of a SSA scenario is detailed in Section 4, and
Section 5 concludes.
2. The estimation framework for stochastic
populations
This section describes the estimation framework
for stochastic populations, and exposes key mod-
eling assumptions leading to the HISP filter. A
more comprehensive description of the framework
and the HISP filter, including mathematical proofs,
can be found in Houssineau (2015) and Houssineau
and Clark (2018), respectively.
2.1. Surveillance scene and object state space
A multi-object estimation problem concerns itself
with some objects of interest – or targets – evolving
in some bounded region of the physical space called
the surveillance scene. In the context of a compre-
hensive catalogue for SSA, the objects of interest are
the RSOs and the surveillance scene is the region of
near-Earth space relevant to SSA activities, i.e., the
region whose lower altitudes are delimited by the up-
per regions of the atmosphere, and higher altitudes
include the geosynchronous orbits. We assume that
every object in the scene possesses some individual
characteristics of interest (position, velocity coordi-
nates in a suitable frame, etc.) and described by a
state in some d-dimensional subset X ⊆ Rd called the
object state space.
In many realistic multi-object estimation prob-
lems the presence of an object in the surveillance
scene at any time is uncertain, as it may enter or
leave the scene through its physical boundaries (con-
sider, for example, a newly launched satellite or the
atmosphere re-entry of a decommissioned spacecraft).
From the perspective of filtering it is convenient to
consider the existence of objects as perpetual and dis-
connected with their physical lifetime, and to assume
that an object has the “empty” state ψ when it is not
in the surveillance scene. The (full) object state space
is then given by X¯ = {ψ} ∪X.
2.2. Tracks and stochastic population
In a typical multi-object estimation problem, the
number of objects of interest is unknown. Some
pieces of information are specific to an individual ob-
ject – for example, the reported launch of one satel-
lite, or an observation extracted from a radar scan –
some refer to a group of objects whose size might be
uncertain – for example, a reported collision creating
an unknown number of pieces of debris. In the filter-
ing process, the existence of one or several objects is
hypothesized through a coherent stream of collected
evidence or track. By construction, the same infor-
mation is available on each of the potential objects
represented by a given track. An explicit identifica-
tion of these objects – through a label, for example –
offers little operational gain, but introduces unneces-
sary and artificial combinatorics in data association
events.1
In the considered framework, each track collec-
tively represents the information maintained on the
state of each of the objects in the sub-population
it represents, and these objects are indistinguishable
from one another for the purpose of estimation2. One
track could represent, say, the information on a cloud
of debris resulting from a collision, before individ-
ual observations identifying specific pieces of debris
become available; another track could represent one
satellite on which specific information is available.
Throughout the filtering process, tracks are identified
by indices in some index set I, a countable set whose
nature will be discussed in Section 2.3. A possible
composition of the population is given by a configu-
ration n ∈ NI, i.e., a family of integers indexed by I
indicating that the i-th track represents ni objects,
for any i ∈ I. The integer ni is referred to as the
multiplicity of the i-th track in the configuration n.
In the general case, the composition of the pop-
ulation of interest is uncertain and the existence
of individual tracks are dependent from another,
most notably because associations to observations
collected from physical sensors are typically exclu-
sive. The composition of the population is hypothe-
sised through a probability mass function (p.m.f.) w
on NI, i.e., a non-negative function on NI such that∑
n∈NI
w(n) = 1, (1)
1This is further discussed in Example 1 later in this section.
2If more information is later collected on this sub-
population, however, its individual members may become dis-
tinguishable from one another.
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where w(n) is the probability that the composition of
the population is given by the configuration n ∈ NI.
The hypothesised size of the i-th sub-population can
be retrieved through the marginalization
wi(n) =
∑
n∈NI
ni=n
w(n), (2)
for any n ∈ N. If the multiplicity of some track i ∈ I
is less than one with probability one, i.e., if wi(0) +
wi(1) = 1, then this track represents at most one
object in the population, and this object becomes
distinguishable 3.
The nature of the stochastic population evolves
throughout the filtering process and the acquisition
of information on the population of interest. This
process is reflected in three main mechanisms:
1. the identification of tracks, through the set of
index I;
2. the estimation of the tracks’ states, through their
probability distributions;
3. the estimation of the population’s composition,
through the p.m.f. w.
Sections 2.3 and 2.4 focus on the identification of
tracks and the estimation of the tracks’ states, re-
spectively. The estimation of the population’s com-
position, by far the most computationally challenging
mechanism of a multi-object filter, is covered in Sec-
tion 3.
2.3. Filtering decisions and track identification
The considered framework is set within the
Bayesian paradigm, and the stochastic population
is transformed throughout a sequence of time-update
and data-update steps. Tracks are formed throughout
filtering decisions, corresponding to hypothesized be-
havior patterns in the time-update steps, and to hy-
pothesized associations with collected observations in
the data-update steps. Without loss of generality, the
time is indexed by the natural integers N where an
index t ∈ N corresponds to an epoch where filtering
decisions are made.
3Roughly speaking, if the p.m.f. w is such that all the ob-
jects are distinguishable from one another, then every object
is identified with a unique label as in track-based or labeled
RFS-based solutions. On the other hand, if the mass of the
p.m.f. w is concentrated on a single element of I, then all the
objects are indistinguishable from one another as in the PHD
filter, or in any other set-based solutions propagating a single
identically and independently distributed (i.i.d.) RFS.
2.3.1. Time-update decisions
Filtering decisions made during the time-update
step relate to the operator’s knowledge about behav-
ior patterns affecting the dynamics of an object. At
any time t ∈ N, the patterns describing possible dy-
namical behaviors between time t − 1 and t are in-
dexed by a set of motion models Mt. Some mod-
els may correspond to broad, generic patterns drawn
from general knowledge on the population of inter-
est – for example, a stable Low-Earth Orbit (LEO)
orbital trajectory – while other models may be op-
portunistic and based on some specific event in time
– for example, a reported launch with a specific pay-
load. For the purpose of filtering, it is convenient to
consider an “away” motion model mψ applying to all
the objects outside of the surveillance scene between
t− 1 and t, and we denote by M¯t = {mψ} ∪Mt the
(full) set of motion models. An important feature
participating in the identification of objects is their
history of behavior patterns. We consider the space
B¯t, defined as the Cartesian product
B¯t = M¯0 × · · · × M¯t, (3)
so that bt ∈ B¯t takes the form bt = (m0, . . . ,mt)
with mt′ ∈ M¯t′ , for any 0 ≤ t′ ≤ t. A sequence bt
corresponds to a sequence of time-update decisions
and is referred to as a behavior history. The “away”
behavior history
(
mψ, . . . ,mψ
)
∈ B¯t is denoted by
m
ψ
t .
2.3.2. Data-update decisions
Filtering decisions made during the data-update
step relate to the processing of the collected obser-
vations, each providing information on the current
state of an object. We denote by Zt ⊆ Rd
′
t the d′t-
dimensional observation space at time t ∈ N, describ-
ing the measurable quantities collected in one obser-
vation (e.g. range, azimuth, elevation, and range rate
for a radar with Doppler effect), and by Zt the set
of observations in Zt collected from the data source.
From a filtering perspective, it is convenient to in-
troduce an “empty observation” φ to denote missed
detection; we then denote by Z¯t = {φ} ∪ Zt and
Z¯t = {φ} ∪ Zt the (full) observation state space and
the (full) set of observations, respectively. Similarly
to behavior histories, we consider the space O¯t, de-
fined as the Cartesian product
O¯t = Z¯0 × · · · × Z¯t, (4)
so that ot ∈ O¯t takes the form ot = (z0, . . . , zt)
with zt′ ∈ Z¯t′ , for any 0 ≤ t′ ≤ t. A sequence ot
4
  
corresponds to a sequence of data-update decisions
and is also referred to as an observation history or
observation path. The “empty” observation history
(φ, . . . , φ) ∈ O¯t is denoted by φt.
2.3.3. Track identification
The existence of objects in the population is in-
ferred solely through the information described by
the filtering decisions, and a possible track is identi-
fied by the conjunction of one behavior history and
one observation history. At any time t ∈ N, the set of
all possible track indices is then given by B¯t × O¯t−1
following the time-update step, and by B¯t × O¯t fol-
lowing the data-update step.
In the most general case, there is no one-to-one
correspondence between individual observations and
individual objects4. However, the HISP filter relies
on the modeling assumptions that, at any time t ∈ N:
M.1 An object produces at most one observation (if
not, a missed detection occurs),
M.2 An observation originates from at most one ob-
ject (if not, it is a false positive).
An important consequence of AssumptionsM.1,M.2
is that any track i = (bt,ot), where ot is a non-empty
observation path in O¯t \ {φt}, describes at most one
object in the population of interest: objects become
distinguishable through observations. These assump-
tions are reasonable in many tracking problems, espe-
cially when the typical size of the objects is no larger
than the typical resolution of the sensors observing
the scene.
On the other hand, usual motion models are broad
behavior patterns that do not relate to a specific in-
dividual: evolving along a stable LEO trajectory, for
example, is not an exclusive behavior pattern that re-
lates to a single RSO. A similar assumption as M.2
does not hold for time-update decisions, then, and ob-
jects do not become distinguishable through behavior
patterns in the general case. Notable exceptions oc-
cur, such as the scheduled launch of a single RSO (see
example below).
Example 1. At time t = 0, the operator knows about
two launching events. One involves a single satel-
lite, represented by the model m10 ∈ M0, the other
an unknown number of satellites, represented by the
model m20 ∈ M0. The operator maintains the follow-
ing tracks:
4For example, extended object tracking problems focus on
tracking applications where one object may produce several
observations per sensor scan.
•
(
m10, φ
)
, for the RSO launched with the first
event;
•
(
m20, φ
)
, for the sub-population of RSOs
launched with the second event.
At time t = 1, the operator knows that the newly
launched objects stay on their initial orbit, repre-
sented by the model m11 ∈ M1. Besides, a single ob-
servation z1 of unknown origin is collected by a radar.
The operator then maintains the following tracks:
•
(
(m10,m
1
1), (φ, z1)
)
, for the RSO launched from
the first event and detected with z1;
•
(
(m10,m
1
1), (φ, φ)
)
, for the RSO launched from
the first event and undetected at t = 1;
•
(
(m20,m
1
1), (φ, z1)
)
, for the RSO launched from
the second event and detected with z1;
•
(
(m20,m
1
1), (φ, φ)
)
, for the sub-population of
RSOs launched from the second event and un-
detected at t = 1.
The first launch is, by definition, an example of
behavior specific to one RSO. So is the radar de-
tection, by virtue of Assumptions M.1, M.2. The
filtering decisions associated to these events each re-
late to a unique RSO, but the other events do not.
If the radar detection z1 distinguishes one RSO from
the sub-population
(
(m20,m
1
1), φ
)
, hypothesized from
the second launch and propagated to t = 1, it does
not matter which one. For estimation purposes, these
RSOs are indistinguishable and there is only one way
to associate the sub-population
(
(m20,m
1
1), φ
)
with the
observation z1.
We see in the example above that individual ob-
jects are identified in the stochastic population only
when the information acquired on them allows us to
do so. There is a only one way to associate obser-
vations to a sub-population of objects indistinguish-
able from one another, and thus combinatorics are
only involved in the association between observations
and distinguishable objects. There are fundamental
implications on the complexity of the filters derived
from the considered framework Houssineau (2015),
but they are left out of the scope of this paper.
2.4. Single object Bayesian filtering
We now focus on the estimation of the tracks’
states, and describe the single-object Bayesian fil-
tering equations at time t ∈ N, for a possible track
5
  
(bt−1,ot−1) ∈ B¯t−1 × O¯t−1 associated to some mo-
tion model m ∈ M¯t and some observation z ∈ Z¯t.
The mechanism is similar to usual track-based ap-
proaches and relies on the standard multi-object fil-
tering model, i.e.
M.3 Objects evolve independently from one another;
M.4 Observations originating from objects are gener-
ated independently from one another.
Assumptions M.3, M.4 imply that the information
maintained on the state of track (bt−1,ot−1) depends
only on its behavior history bt−1 and its observation
history ot−1.
2.4.1. Time-update step
We assume that the information on the state of
track (bt−1,ot−1) is given by some probability dis-
tribution p
(bt−1,ot−1)
t−1 on the full object state space
X¯. The probability distribution admits a density on
the continuous part of the state space, and the re-
sulting p.d.f. is denoted the same way5. The state
of the time-updated track ((bt−1,m),ot−1) is then
described by
p
((bt−1,m),ot−1)
t|t−1 (x) ∝
∫
qm(x|x
′)p
(bt−1,ot−1)
t−1 (x
′)dx′,
(5)
for any x ∈ X¯, where qm(x|x′) is the transition
kernel describing the motion model m such that∫
qm(x|x′)dx ≤ 1 for any object state x′ ∈ X¯.
2.4.2. Data-update step
Likewise, the state of the data-updated track
(bt, (ot−1, z)) is described by
p
(bt,(ot−1,z))
t (x) =
`t(z|x)p
(bt,ot−1)
t−1 (x)∫
`t(z|x′)p
(bt,ot−1)
t−1 (x
′)dx′
, (6)
for any x ∈ X¯, where `t(·|x) is the likelihood de-
scribing the data source that produced observation
z, given by
`t(z|x) =


1, if z = φ, x = ψ
0, if z ∈ Zt, x = ψ
1− pd,t(x), if z = φ, x ∈ X
pd,t(x)gt(z|x), if z ∈ Zt, x ∈ X,
(7)
where 0 ≤ pd,t(x) ≤ 1 is the probability of detection
of an object with state x, and the function gt(·|x) on
5The same assumption and naming convention will apply
to all probability distributions in the paper.
Zt is a potential describing the precision/accuracy of
the data source. In the usual Bayesian filtering con-
text, the sensor’s observation process is represented
with a random variable and the potential gt(·|x) takes
the form of a p.d.f. on Zt. In the implementation
of the HISP filter, detailed in Section 4.2, we will
follow a different approach based on an alternative
representation of uncertain phenomena Houssineau
(2018); Houssineau and Bishop (2018) that we have
already exploited in the context of SSA Delande et al.
(2018c,b).
3. The HISP filter: principle and core mech-
anisms
Assessing the composition of the population of ob-
jects is a core mechanism of a multi-object filter, and
often results from a trade-off between the quality of
the propagated information and the incurred compu-
tational cost. Our initial works in the context of SSA
involved the filter for Distinguishable and Indepen-
dent Stochastic Populations (DISP) Delande et al.
(2016), a robust solution adapted to challenging sce-
narios and designed to address a similar class of prob-
lems as the MHT Blackman (2004) or the labeled
multi-Bernoulli filter Vo and Vo (2013). It main-
tains a large number of individual tracks and incurs a
high computational cost due to the combinatorics in
the exploration of track-to-observation associations,
limiting its applicability to large-scale SSA scenarios
Delande et al. (2018a). The HISP filter is a prin-
cipled approximation of the DISP filter, simplifying
its data-update step to maintain a linear complexity
in the number of tracks and observations Houssineau
and Clark (2018).
We discuss the key assumptions of the HISP filter
in Section 3.1, and present its filtering equations in
Sections 3.2 and 3.3 for the time-update and data-
update step, respectively. Section 3.4 proposes a
mechanism to extract a population estimate from the
filter’s output, and Section 3.5 presents several ap-
proximations improving its computational efficiency.
3.1. Population management: simplifying assump-
tions
As seen in Section 2.3, the number of possible
track indices in B¯t × O¯t increases linearly with the
number of motion models, and with the number of
observations, available at each decision time t ∈ N.
However, since the existence of individual tracks are
not independent from one another in the general
6
  
case6, the p.m.f. wt describing the composition of the
population (1) must account for the joint probability
of existence of tracks and has a far more complex
structure.
3.1.1. Track independence
The HISP filter relies on the simplifying assump-
tion that
S.1 The tracks are independent from one another.
Assumption S.1 implies that the p.m.f. wt admits a
simpler structure than in the general form (1), where
the individual multiplicities (2) can be marginalized
and propagated for each track. As it will be seen in
Sections 3.2 and 3.3, it is a key element in the time-
update and data-update mechanisms of the HISP fil-
ter.
3.1.2. Indistinguishable objects
Since no specific information is available on any
indistinguishable object, either through observations
or scheduled behavior events, information on sub-
populations of indistinguishable objects is by nature
scarce. Propagating several of them has little bene-
fit in many practical scenarios, and the HISP filter
assumes that
S.2 All the indistinguishable objects are represented
by a single sub-population.
There is therefore a single track, represented by the
index ut ∈ It, that describes all the objects in the
scene that are unidentified so far. The expression of
ut as an element of B¯t× O¯t will be discussed later on.
3.1.3. Stochastic population
As a consequence of the independence of tracks,
the HISP filter maintains information on each track
in It separately from one another. At any time t ∈ N,
the stochastic population maintained by the HISP
filter is of the simpler form
{wit, n
i
t, p
i
t}i∈It , (8)
where:
• It ⊆ B¯t× O¯t is the set of index tracks (including
the indistinguishable track ut)
6For example, since each observation cannot originate from
more than one individual under Assumption M.2, two distinct
tracks sharing an observation cannot both represent an object
in the population of interest, and therefore cannot exist simul-
taneously.
• 0 ≤ wit ≤ 1 is the probability of existence or
weight of the i-th track, describing its credibility;
• nit is the multiplicity of the i-th track, describing
the number of objects it represents;
• pit is the p.d.f. of the i-th track, describing its
state in X¯.
In particular, nutt provides some information on the
number of unidentified objects in the scene while wutt
assesses the existence of each unidentified individ-
ual. The information on unidentified objects is lim-
ited, and the indistinguishable objects will be only
exploited as a “pool” from which new tracks are pro-
duced out of collected observations. Any other track
i = (bt,ot) ∈ It \ {ut} represents a distinguishable
object. It has a multiplicity of nit = 1 by construc-
tion, and its weight wit reflects the confidence of the
filter in the existence of an object, in the population
of interest, with behavior history bt and observation
history ot.
3.2. Time-update step
We now detail the time-update step of the HISP
filter, at an arbitrary time step t ∈ N. The behavior
patterns Mt describing the dynamics of the objects
are as follows:
• Some evolution models M et ⊂ Mt describe ob-
jects evolving in the scene;
• A unique “death” model mdt ∈Mt describes ob-
jects leaving the scene;
• Some “identified birth” models Mbt ⊂ Mt, de-
scribe specific objects entering the scene;
• A unique “unidentified birth” model mubt ∈ Mt
describes unidentified objects entering the scene.
3.2.1. Evolution and death models
An evolution model met ∈M
e
t represents a general
behavior pattern followed since last epoch t− 1 – for
example, a stable orbital trajectory. This model does
not consider objects leaving the scene, that is, an ob-
ject in the scene cannot move to the away state ψ un-
der met . The transition kernel qmet in (5) is thus such
that qmet (ψ|x) = 0 for any x ∈ X, and qmet (ψ|ψ) = 1.
Similarly, the death model mdt represents the dy-
namics of an object that leaves scene between epochs
t − 1 and t. It does not consider objects that were
already outside of the scene at time t − 1, and the
transition qmdt (·|ψ) is such that
∫
qmdt (x|ψ)dx = 0.
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On the other hand, objects leaving the scene move
to the away state ψ; thus, for any x ∈ X, the tran-
sition kernel qmdt (·|x) concentrates its mass towards
the away state ψ, i.e.,
∫
X
qmdt (x
′|x)dx′ = 0.
The scalar pmet(x) =
∫
X
qmet (x
′|x)dx′ describes the
probability that an object with state x ∈ X¯ at time
t − 1 has evolved according to met , while the scalar
pmdt (x) = qmdt (ψ|x) describes the probability that it
has left the scene. It is assumed that
pmdt (x) +
∑
m∈Met
pm(x) = 1, (9)
for any x ∈ X, i.e., an object in the scene at time
t − 1 has either left the scene by time t, or moved
in the scene according to one of the known behavior
patterns.
A distinguishable track (bt−1,ot−1) ∈ It−1 \
{ut−1} associated to a behavior pattern m ∈ M et ∪
{mdt } yields the predicted track ((bt−1,m),ot−1) ∈
B¯t × O¯t−1, whose probability distribution is given by
the time-update equation (5). Its probability of ex-
istence is affected by the credibility of the behavior
pattern m and is given by
w
((bt−1,m),ot−1)
t|t−1 =[∫
pm(x)p
(bt−1,ot−1)
t−1 (x)dx
]
w
(bt−1,ot−1)
t−1 , (10)
while its multiplicity remains unchanged (i.e.,
n
((bt−1,m),ot−1)
t|t−1 = n
(bt−1,ot−1)
t−1 = 1). Predicted tracks
that are still in the scene (i.e., if m ∈M et ) are added
to the time-updated set of tracks It|t−1, while those
who have left (i.e., if m = mdt ) are not, since they are
no longer of interest for filtering purposes. We will
see in Section 3.4 that they play a role in the track
extraction process, and they must be stored as well.
We denote by Idt the set of tracks that have left the
scene no later than time t.
3.2.2. Identified birth models
An “identified birth” model mbt ∈ M
b
t represents
specific information related to a single object entering
the scene between epochs t−1 and t. In the context of
SSA, a typical example is the report of the successful
launch of a satellite. We assume that the state of the
newborn object is described by some p.d.f. qmbt on
X¯. Since the newborn object has entered the scene
no earlier than time t−1, we assume that it is still in
the scene at time t and thus qmbt (ψ) = 0. A new track
indexed by i =
(
(mψt−1,m
b
t ),φt−1
)
∈ B¯t × O¯t−1 is
then added to the time-updated set of tracks It|t−1,
and is characterized by
(wit|t−1, n
i
t|t−1, p
i
t|t−1) = (wmbt , 1, qmbt ), (11)
where the scalar 0 ≤ wmbt ≤ 1 denotes the credibility
of the information reporting the entry.
3.2.3. Unidentified birth model
The “unidentified birth”’ model mubt accounts for
the unidentified objects of interest that might have
entered the scene since epoch t − 1. By construc-
tion, the information on these potential objects is
scarce. We shall represent them with a population of
indistinguishable objects, with some p.d.f. qmubt col-
lectively representing the state of each of these ob-
jects, an estimated size of nmubt objects, and some
scalar 0 ≤ wmubt ≤ 1 representing the probability of
existence of each object.
Recall from Assumption S.2 (in Section 3.1) that,
for the sake of simplicity, the HISP filter collapses all
the information on the unidentified objects in a single
track. A single indistinguishable track ut|t−1 ∈ It|t−1
must aggregate the information on all the unidenti-
fied objects in the scene, i.e., those who have entered
the scene through an unidentified birth, and have re-
mained undetected in the scene ever since. More for-
mally, it aggregates information on each of the indis-
tinguishable tracks in the subset
⋃
0≤t′≤t
⋃
me
t′+1
∈Me
t′+1
· · ·
⋃
met∈M
e
t(
(mψ , . . . ,mψ,mubt′ ,m
e
t′+1, . . .m
e
t),φt−1
)
⊆ B¯t×O¯t−1
(12)
As a convention, we set ut|t−1 =
(
mub0:t,φt−1
)
∈ B¯t ×
O¯t−1, where m
ub
0:t = (m
ub
0 , . . . ,m
ub
t ). The behavior
history of the indistinguishable track does not reflect
the pattern of any individual it represents; rather, it
reflects the aggregated nature of the information it
describes.
In the context of this paper, as it is often the case
in SSA scenarios, very little information is available
on the number or the spatial distribution of uniden-
tified RSOs (i.e., not originating from a scheduled
event) prior to their first detection by one of the
sensors. There is little gain in propagating informa-
tion on unidentified objects, and one can simply omit
unidentified objects from past epochs and build the
track ut|t−1 as
(w
ut|t−1
t|t−1 , n
ut|t−1
t|t−1 , p
ut|t−1
t|t−1 ) ≈ (wmubt , nmubt , qmubt ). (13)
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If, on the other hand, the context necessitates to
propagate information on unidentified objects, one
can merge all the unidentified objects – whether
newly-entered or pre-existing – into the indistinguish-
able track ut|t−1. The considered framework provides
tools for the principled merging of sub-populations
Houssineau (2015); Delande et al. (2016), and the
merging procedure is described in Appendix A.1.
3.2.4. Time-updated tracks
The set of time-updated tracks It|t−1 is formed
with the distinguishable tracks It−1 \ {ut−1} that
have evolved in the scene since the previous epoch,
those that have entered through a scheduled birth
event, and the indistinguishable track representing
the unidentified objects. More formally,
It|t−1 =
{(
(bt−1,m
e
t),ot−1
)
s.t.
(
bt−1,ot−1
)
∈ It−1 \ {ut−1},m
e
t ∈M
e
t
}
∪
⋃
mbt∈M
b
t
(
(mψt−1,m
b
t ),φt−1
)
∪ {ut|t−1}. (14)
3.2.5. Computational complexity
Aside from identified birth events, we only con-
sider behaviors that are not exclusive to an object
and can thus be shared among tracks without restric-
tions. The time-update step is performed indepen-
dently on each track, and has linear complexity with
the number of tracks and evolution models. Algo-
rithm 1, in Appendix B, illustrates the time-update
step.
3.3. Data-update step
We now detail the data-update step of the HISP
filter, at an arbitrary time step t ∈ N where a set
of observations Zt is collected from a data source.
The source is assumed to be a finite-resolution sensor
whose resolution cells (e.g., radar cells, pixels) are
indexed by some set Z ′t; the collected observations
Zt ⊆ Z ′t thus corresponds to the cells where a signal
has been detected. It is further assumed that the op-
erator possesses some knowledge on the data source,
structured as follows:
• The detection, precision/accuracy are repre-
sented by a likelihood `t as in (7);
• The probability of a false positive in a cell z ∈ Zt
is given by a scalar 0 ≤ pfp
t|t−1(z) ≤ 1.
We shall consider a (possibly indistinguishable)
time-updated track i = (bt,ot−1) ∈ It|t−1, and a
(possibly empty) observation z ∈ Z¯t. For the sake
of convenience, we shall denote by i : z the track re-
sulting from their association, i.e., the data-updated
track indexed by (bt, (ot−1, z)) ∈ B¯t × O¯t, whose
probability distribution pi:zt is given by the data-
update equation (6). The complexity of the data-
update step lies, in fact, in the computation of the
posterior weight wi:zt assessing the credibility of the
data-updated track i : z.
3.3.1. Association weight
The association between the predicted track i and
the observation z is given by
w˘i,zt = w
i
t|t−1
∫
`t(z|x)p
i
t|t−1(x)dx
wi,zt =
{
w˘i,zt , if z ∈ Zt,
w˘i,φt + (1− w
i
t|t−1) if z = φ,
(15)
where a higher association weight wi,zt assesses track
i as a likelier origin for observation z. Note that a
track generating no observation is explained either by
a missed detection (w˘i,φt ), or the non-existence of a
potential object represented by the track (1−wi
t|t−1).
3.3.2. External weight
Following AssumptionsM.1,M.2 (in Section 2.3),
associations between objects and non-empty observa-
tions are exclusive. Given the association of track
i with observation z, an external weight wi,zex as-
sesses the global matching between the remaining
entities. A solution considering additional track-to-
observation pairings, yet avoiding combinatorics, is
conspicuously advantageous in large scale scenarios.
The HISP filter relies on the assumption that
S.3 The origin object of any collected observation is
moderately ambiguous, i.e., for any two distinct
tracks i, i′ ∈ It|t−1 and any observation z ∈ Zt,
it holds that wi,zt w
i′,z
t ' 0.
Assumption S.3 may appear vague and requires more
explanation. Individual association weights (15) are
assumed discriminating enough so that at most one
track has significant association weight with any col-
lected observation. In the construction of external
weights, then, any additive term involving a product
of the form wi,zt w
i′,z
t is considered negligible with re-
spect to those that do not, and is discarded for the
sake of simplicity Houssineau and Clark (2018). The
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principled approximation S.3 is illustrated on the fol-
lowing example.
Example 2. There are three distinguishable tracks
i, j, k, no unidentified objects, and three collected ob-
servations z1, z2, z3. To compute the posterior weight
of track i : z1, the global association between tracks
j, k and observations z2, z3, φ is assessed. A natural
construction of the external weight wi,z1ex accounts for
all possible pairings between the remaining entities:
wi,z1ex ∝
wj,z2t
c(z2)
wk,z3t
c(z3)
+
wj,z2t
c(z2)
wk,φt +
wj,z3t
c(z3)
wk,z2t
c(z2)
+
wj,z3t
c(z3)
wk,φt + w
j,φ
t
wk,z2t
c(z2)
+ wj,φt
wk,z3t
c(z3)
+ wj,φt w
z,φ
t ,
(16)
where c(z) = pfp
t|t−1(z)/(1− p
fp
t|t−1(z)), for z = z2, z3.
The combinatorial nature of the expression (16) is
clearly visible, but we can rewrite it as
wi,z1ex
∝
[
wj,∅t +
wj,z2t
c(z2)
+
wj,z3t
c(z3)
][
wk,∅t +
wk,z2t
c(z2)
+
wk,z3t
c(z3)
]
−
wj,z2t
c(z2)
wk,z2t
c(z2)
−
wj,z3t
c(z3)
wk,z3t
c(z3)
'
[
wj,∅t +
wj,z2t
c(z2)
+
wj,z3t
c(z3)
][
wk,∅t +
wk,z2t
c(z2)
+
wk,z3t
c(z3)
]
,
(17)
where the approximation follows from Assump-
tion S.3. The approximated weight (17) amounts
to a product of track-specific terms, each involving
a sum over observation-specific terms: its compu-
tational complexity is thus linear in the number of
tracks and observations.
In the general case, the external weight wi,zex is
computed by the HISP filter as
wi,zex = Ct(i, z)
∏
i′∈It|t−1\{ut|t−1,i}

wi′,φt + ∑
z′∈Zt\{z}
wi
′,z′
t
ct(z′)

 ,
(18)
where
ct(z
′) =
w
ut|t−1,z
′
t
w
ut|t−1,φ
t
+
pfp
t|t−1(z
′)
1− pfp
t|t−1(z
′)
,
Ct(i, z) ∝
[
w
ut|t−1,φ
t
]−1ut|t−1 (i) ∏
z′∈Zt\{z}
ct(z
′).
(19)
As shown by the expressions (18), (19), Assumption
S.3 breaks the combinatorial complexity of global as-
sociation terms into a more manageable complexity,
linear with the number of tracks and observations.
Due to its nature, this assumption holds well in sce-
narios where the distance between objects is typically
larger than the sensors’ resolution scale, which ap-
pears reasonable in the context of SSA. Note that
the constant of proportionality in (19) does not have
to be explicitly given: as it will be seen in the expres-
sion of the posterior weights (20), only the ratios of
external weights need to be computed.
3.3.3. Posterior weight
The posterior weight wi:zt is then equivalently
given by
wi:zt =
wi,zex w˘
i,z
t∑
i′∈It|t−1
wi
′,z
ex w
i′,z
t
(
=
wi,zex w˘
i,z
t∑
z′∈Z¯t
wi,z
′
ex w
i,z′
t
)
,
(20)
where the association and external weights are given
by (15) and (18), respectively.
3.3.4. Data-updated tracks
The set of data-updated tracks It is formed with
all the associations between the time-updated tracks
It|t−1 and the observations Zt, or the empty one φ.
More formally,
It =
{(
bt, (ot−1, z)
)
s.t.
(
bt,ot−1
)
∈ It|t−1, z ∈ Z¯t
}
.
(21)
It includes in particular new distinguishable tracks
of the form
(
mub0:t, (φt−1, z)
)
, z ∈ Zt, corresponding
to an object that entered the scene at an unknown
epoch but has just been identified through its first
detection.
3.3.5. False positives
As it will be seen in Section 3.4, it is also of in-
terest to compute the posterior probability that an
observation z ∈ Zt is a false positive for the sole pur-
pose of track extraction. A false positive can be seen
as the detection of a transient “track” that only ex-
ists at that particular time t. The computation of
the posterior probability of false positive pfpt (z) then
amounts to the computation of a posterior weight,
following filtering equations almost identical to the
expressions (18), (20). More precisely, the external
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weight wfp,zex is given by
wfp,zex = Ct(fp, z)
∏
i∈It|t−1\{ut|t−1}

wi,φt + ∑
z′∈Zt\{z}
wi,z
′
t
ct(z′)

 ,
(22)
where
Ct(fp, z) ∝
[
1− pfp
t|t−1(z)
]−1 ∏
z′∈Zt\{z}
ct(z
′). (23)
The posterior probability of a false positive in z ∈ Zt
is then given by
pfpt (z) =
wfp,zex p
fp
t|t−1(z)∑
i∈It|t−1
wi,zex w
i,z
t + w
fp,z
ex p
fp
t|t−1(z)
. (24)
We can uniquely identify this false-positive
track, at any time t′ ≥ t, with the track index
i =
(
m
ψ
t′ , (φ, . . . , φ, z, φ, . . . , φ)
)
∈ B¯t′ × O¯t′ , with
posterior weight wit′ = p
fp
t (z), and we denote by I
fp
t′
the set of all false-positive tracks up to time t′.
3.3.6. Computational complexity
The computation of the posterior probability
distributions are performed independently for each
track-to-observation association. The complexity of
the data-update step reduces to the complexity of
the computation of the posterior weights, linear with
the number of tracks and observations. Algorithm 2,
in Appendix B, illustrates the data-update step.
3.4. Track extraction
While the HISP filter marginalizes the probabili-
ties of existence over each track, AssumptionM.2 (in
Section 2.3) implies that the observation-to-object as-
sociations are exclusive and the existence of tracks are
interdependent. This must be accounted for when a
population estimate is to be extracted from the fil-
ter’s output.7
A population estimate can then be formed with
the subset of tracks that are the likeliest and that
explain all the observations collected so far, i.e., the
7Note that tracks cannot exist simultaneously either if they
originate from the same identified birth, since it relates to a
single individual. We have not integrated that additional con-
straint in the current track extraction procedure, but it will be
added in subsequent versions of the algorithm.
subset
I∗t = argmax
I⊆It∪Idt∪I
fp
t
∑
i∈I
logwit s.t.
∀z ∈ Zt′ , 0 ≤ t
′ ≤ t, ∃!(b,o) ∈ I, [o]t′ = z, (25)
where “∃!” stands for “there is a unique”, and [o]t′
denotes the t′-th element in the observation history o.
That is, each collected observation must appear once
and only once in the combined observation histories
of the selected tracks I∗t . By construction, I
∗
t ∩ It
represents the population of objects that are still in
the scene, I∗t ∩I
d
t those that have left the scene at some
point in the past, and I∗t ∩ I
fp
t the false positives. For
most practical purposes, only the former subset is of
interest to the operator.
Note that the complexity of the track extraction
step (25) is not linear with the number of tracks or ob-
servations, though it is a standard optimization prob-
lem that can be solved through integer programming.
There is a wealth of well-established linear/integer
programming libraries available online that are opti-
mized specifically for that purpose; we used, for in-
stance, the GNU Linear Programming Kit (GLPK)R©.
Note also that the track extraction process is indepen-
dent from the filtering process; it does not have to be
performed at each time step, and can be performed
offline on a separate computing unit whenever one
wishes to update the population estimate for opera-
tional purposes.
In scenarios where the measurement ambiguity is
moderate at most one track, among tentative ones
sharing non-empty observations, is likely to be con-
firmed throughout the filtering process. For the sake
of computational efficiency, then, the constraint in
the optimization problem (25) can be evaluated on a
sliding window {t−∆e, . . . , t} rather the full time his-
tories, that is, the tracks that have been observed at
least once in the sliding window are selected through
the optimization problem
argmax
I⊆It∪Idt∪I
fp
t
∑
i∈I
logwit s.t. ∀z ∈ Zt′ ,
max(0, t−∆e) ≤ t
′ ≤ t, ∃!(b,o) ∈ I, [o]t′ = z,
(26)
while the remaining tracks are selected on an individ-
ual basis, i.e., if their posterior weight exceeds some
threshold τe fixed by the operator. A longer sliding
window reduces the possibility of extracting conflict-
ing tracks to the expense of computational cost.
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3.5. Approximations for efficient computation
We present a few options in order to reduce the
computational cost of the HISP filter.
3.5.1. Pruning tracks
Pruning tracks with negligible weight is a common
feature in multi-target filters. A simple solution is to
discard from the stochastic population {wit, n
i
t, p
i
t}i∈It
the tracks whose probability of existence falls below
some threshold τp fixed by the operator.
3.5.2. Merging probability distributions
In the context of SSA, as it will be apparent in the
numerical studies presented in Section 4, the time-
update equation (5) is the most computationally de-
manding operation of the HISP filter when it relies on
a high-fidelity orbital propagator. If a subset of dis-
tinct tracks have “close” distributions in the sense
of some appropriate metric, there is little gain in
maintaining distinct information on their individual
states.8 One option is to maintain a common prob-
ability distribution describing each of these “close”
tracks, in order to spare unnecessary time-update and
data-update operations on their individual probabil-
ity distributions. A more formal description of the
merging procedure is given in Appendix A.2.
Note that the tracks sharing a common probabil-
ity distribution still maintain their individual index,
behavior and observation histories, and weight for the
purpose of filtering and track extraction. The filter
maintains the same information on their state, but
they remain distinguishable from one another for the
purpose of estimation.
3.5.3. Merging tracks
If the track extraction procedure is implemented
over a sliding window {t−∆e, . . . , t}, as shown in (26),
then an additional merging procedure can be pro-
posed. If some tracks already share the same prob-
ability distribution (under the procedure described
above), and have identical behavior and observation
histories over the sliding window as well, they are
likely to describe the same object in the population.
By construction, they are also highly unlikely to be
concurrently extracted, and thus the stochastic pop-
ulation (8) maintained by the HISP filter can be sim-
plified by merging these tracks into a single one.
8For example, when two tentative tracks differ only on a
few elements in their observation histories, and are likely to
represent the same object of interest.
Since the candidate tracks are assumed to be dis-
tinct representations of the same object, the weight
of the merged track is set as the sum of the indi-
vidual weights of the candidate tracks9. In order for
the merged track to be well-defined, its index must
be part of the set of indices B¯t × O¯t. A natural
and straightforward solution is to transfer the behav-
ior/observation history of the candidate track with
the highest weight to the merged track.
4. The HISP filter: implementation for a SSA
scenario
We illustrate the HISP filter on a SSA scenario,
described in Section 4.1. Our Sequential Monte Carlo
(SMC) implementation of the HISP filter is briefly
covered in Section 4.2, and simulation results are dis-
cussed in Section 4.3.
4.1. Scenario implementation
The scenario focuses on the near-Earth space and
the estimation of the RSOs’ kinematic state: the
object state space X ⊆ R6 describes the Carte-
sian coordinates (position and velocity) in the J2000
Earth-Centered Inertial (ECI) frame. Exploiting
GPS data transmitted by PlanetLabs, LEO trajec-
tories for 115 satellites of the Dove constellation were
produced through a batch-least-square method, for a
period covering the most part of March 5, 2018 (see
Figure 1). The scenario lasts 23 h20min, discretized
in 700 time steps of 120 s each. The ground truth
data is built with one data point per satellite and
per time step. The 115 satellites are labeled arbi-
trarily. When the scenario starts, at time t = 0, the
satellites with indices 1 to 104 are already in the near-
Earth space unbeknown to the operator; their exis-
tence, as well as their initial state, is to be inferred
through the collected observations. At time t = 49
(respectively (resp.) t = 99), the satellites with in-
dices 105 to 110 (resp. 111 to 115) appear in the scene
through individual scheduled events. The initial state
of a satellite entering the scene through a scheduled
event is transmitted to the operator, but it is cor-
rupted beforehand with an additive Gaussian noise,
with zero mean and covariance matrix Qb, diagonal
9Note that if the resulting sum exceeds one, all the candi-
date tracks cannot be the representatives of the same object,
and thus the merging operation should be stopped. In practical
cases, however, we have not yet encountered this situation.
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Figure 1: Scenario illustration. Satellites are depicted
by labeled points, sensor FoVs by gray volumes, false
positives by red dots, and true observations by green
dots.
with a standard deviation of 10m on the position co-
ordinates, and 1m s−1 on the velocity coordinates.
The sensor data is generated from two simulated
radars with Doppler effect, sharing the same charac-
teristics and located in Midland, TX and Fairbanks,
AL.10 The observation space Zt ⊆ R4 describes the
range ρ, angles θ, ϕ, and range rate ρ˙ components
in the sensor’s local topocentric frame. Observations
are collected at each time step; each RSO lying within
the FoVs is detected with a probability of pd,t = 0.98,
assumed constant and uniform across the FoV. False
positives are uniformly distributed in the FoV, and
their number is Poisson distributed with an average
of 1 false positive per sensor and per scan. The FoV,
sensor resolution, and noise characteristics are de-
scribed in Table 1.
The FoV of each sensor, in the position subspace,
is illustrated by the gray area in Figure 1. For the
sake of simplicity, we assume that the data collection
dates of both sensors are synchronized with the time
flow, i.e., two successive data steps are performed at
each time step to process the observations of the two
sensors.
10These correspond to the location of two stations in Leolabs,
Inc.’s radar network.
Table 1: Sensor resolution, noise characteristics, and field of
view.
Cell resolution/
Field of view
Noise (std. dev.)
Range ρ (km) 0.1 [10 2500]
Azimuth θ (◦) 0.1 [−90 90]
Elevation ϕ (◦) 0.1 [−90 90]
Range rate ρ˙ (m s−1) 10 [−1× 104 1× 104]
4.2. Filter implementation
We provide a brief description of our SMC imple-
mentation of the HISP filter for SSA Delande et al.
(2017, 2018a,c). A more detailed description is given
in Appendix C.
4.2.1. Probability distributions for orbiting objects
Due to the peculiar nature of uncertainty regions
for orbiting objects, we adopt a non-parameterized
representation of the single-object probability dis-
tributions, maintained with sets of weighted parti-
cles Doucet et al. (2001). The probability distribu-
tion of each track in It is approximated by a set of
100 weighted particles.
4.2.2. Time-update step
We consider only one evolution model met corre-
sponding to a stable, LEO trajectory. Our earlier
implementation of the HISP filter adopted a simple,
unperturbed model with additive noise Delande et al.
(2017) that proved too coarse and inaccurate for a
scenario based on real trajectories.We developed a
faithful orbital prediction model for a single target
tracking problem in Delande et al. (2018c), and we
adopt it here. The modeled perturbations include
the zonal/tesseral effects of the Earth’s gravitational
field up to order and degree 20, the gravitational pull
of the Sun and the Moon, the solar radiation pres-
sure (for an AMR of 0.0015m2 kg−1, and a spherical
shape with a radiation pressure coefficient of 0.3), and
a drag term based on the MSIS86 atmospheric model
(for a ballistic coefficient of 25 kgm−2). Non-modeled
perturbations are accounted for with a zero-mean
Gaussian noise with standard deviation 10−6ms−3
on each component in the object’s Radial-Intrack-
Crosstrack (RIC) frame. Since the evolution model
describes a stable trajectory, the probability for an
object to stay in the scene is set to pmet = 1− 10
−10.
In practice, tracks that have left the scene have neg-
ligible weights and are discarded through pruning.
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Birth events are scheduled a times t = 49 and
t = 99, as discussed in Section 4.1. Each identified
birth model mbt ∈ M
b
t is described in (11) with a
Gaussian distribution qmbt on X, whose mean is the
satellite’s true initial state corrupted with noise and
whose covariance is the noise covariance matrix Qb.
The weight wmbt of each birth model is set to one, that
is, the operator has full confidence in the occurrence
of the reported births.
Unidentified births act as “pool” from which in-
dividuals can be drawn to explain the collected ob-
servations. Up to one unidentified birth could occur
per resolution cell, the population size in (13) is thus
set to nmubt = 2|Z
′
t|, where the number of cells |Z
′
t|
denotes the volume of each sensor FoV. The uniden-
tified births are assumed uniformly distributed across
the sensor FoVs. The operator has no information on
the population of RSOs already in the scene at t = 0,
but they expect an average of 100 unidentified ob-
jects to be detected for the first time throughout a
day (720 steps), so that the predicted weight is set to
wmubt = 100/(720 ∗ 2|Z
′
t|).
4.2.3. Data-update step
Instead of representing the radar’s observation
process with a random variable, we exploit a
more general representation of an uncertain phe-
nomenon through uncertain variables Houssineau
(2018); Houssineau and Bishop (2018). The epis-
temic uncertainty, reflecting an observer’s limited
knowledge on the phenomenon, is distinguished from
the aleatory uncertainty characterizing the phe-
nomenon’s inherent randomness – if any. This alter-
native representation is convenient to model uncer-
tain components on which information is scarce. It
has been exploited to representUSStratCom’ TLEs
in a single-RSO Bayesian tracking problem Delande
et al. (2018c), and then to represent the RSO’s state
and its orbital propagation model, as well Delande
et al. (2018b). The construction of the potential gt
in (7), describing the precision/accuracy of the radar,
is detailed in Appendix C.
Since no prior information is assumed on the spa-
tial distribution of unidentified objects, the posterior
p.d.f. of a newborn track is initialized through the
admissible region approach developed in DeMars and
Jah (2013).
4.2.4. Track extraction
While the track extraction presented in Section
3.4 is not part of the filtering process and one does
not need to extract a population estimate at each
time step, we do so in order to compare the filter’s
output with the ground truth. A trade-off between
computational efficiency and quality of estimation is
set with a sliding window of ∆e = 6, and a weight
threshold of τe = 0.7. That is, the tracks that have
not been observed in the last 6 time steps are ex-
tracted, on an individual basis, if their probability of
existence exceeds 70%. Then, the subset of remaining
tracks that most likely explains all the observations
collected in the last 6 time steps is jointly extracted
through the maximization problem (26).
4.2.5. Approximations
The pruning threshold is set at τp = 10
−4, a sig-
nificantly lower value than the extraction threshold
τe. The pruned tracks are, therefore, extremely un-
likely candidates for the extraction process and prun-
ing them do not affect the quality of the estimated
population.
Merging probability distributions of individual
tracks proves to be challenging. Since the object state
space X describes the Cartesian coordinates in the
J2000 ECI frame, defining a metric dm between two
probability distributions on X and a threshold τm re-
flecting the “closeness” of orbital trajectories makes
little physical sense. We propose instead to perform
the merging in an alternative space equipped with
spherical coordinates where the distributions can be
approximated as Gaussian (see Appendix C for more
details). In order to limit merging opportunities and
mitigate information loss, the merging threshold τm
is set as the 5%-confidence region for a chi-square dis-
tribution with 6 degrees of freedom, i.e., τm ≈ 1.63.
In addition to the merging of probability distribu-
tions, tracks are merged with a similar11 method as
explained in Section 3.5.
4.3. Numerical results
At any time t ∈ N we compare the extracted
tracks that are still in the scene, i.e., those indexed
by I∗t ∩ It (see Section 3.4), with the ground truth
built from PlanetLabs’ GPS data.
4.3.1. Methodology
A correspondence between the extracted tracks
I∗t ∩ It and the constellation of Planetlabs is estab-
11The results presented in this paper are based on a slightly
different version of the merging procedure that only compares
the observation histories of the tracks, rather than their full
behavior/observation histories.
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lished in order to produce individual statistics for
each satellite. If a track originates from an identi-
fied birth, it is naturally associated to the satellite
launched through this birth event. If the track orig-
inates from an unidentified birth, the association de-
pends on the first observation in the track’s history.
If it is a false positive, the track is considered a “false
track”, otherwise, the track is associated to the satel-
lite that produced the observation.
The version of the HISP filter exploited in this pa-
per does not propagate information on the unidenti-
fied, yet-to-be-detected objects (see Section 4.2). The
population estimate is thus compared to the identi-
fiable RSOs, i.e., those that have entered the scene
through an identified birth and/or have been detected
at least once.
The results are averaged over 100 Monte Carlo
(MC) runs, across which the ground truth and the
scheduled births are identical but the observations
generated from the two simulated radars vary. Since
the time of first detection of a RSO may vary across
MC runs, it is considered identifiable if has entered
the scene through an identified birth and/or if it has
entered a sensor FoV at least once.
The algorithm was coded in object-oriented
C++R©, and run on a single 2.1GHz Intel Xeon
PlatinumR© 8160 node of the Texas Advanced Com-
puting Center (TACC).
4.3.2. Global statistics
The number of identifiable satellites is compared
with the number extracted tracks, excluding the false
tracks, and the results are depicted in Figure 2a. We
see that the HISP maintains a reasonably accurate es-
timation of the population size, given the poor sensor
coverage and the limited number of scheduled birth
events (only 11, out of 115 satellites). The number of
false tracks remains limited throughout the scenario,
as shown in Figure 2b.
The four plots in Figure 3 show the run time of
the HISP filter, across the four operations performed
at each time step. The linear complexity of the time-
and data-update filtering steps with the number of
tracks is clearly visible. The origin of the spike in run
time computation around time step 500 is unclear;
it may be due to an unusual number of satellites in
the sensor FoVs, inducing an unusual number of col-
lected observations and thus a large number of data-
updated tracks. Unsurprisingly, the orbital propa-
gation through numerical integration is particularly
time-consuming and most of the computational effort
is spent on the time-update step.
0 100 200 300 400 500 600
time step
0
20
40
60
80
100
120
identifiable
estimated
(a) Number of objects
0 100 200 300 400 500 600
time step
0
0.1
0.2
0.3
0.4
(b) Number of false tracks
Figure 2: Global statistics (on 100 MC runs)
4.3.3. Individual statistics
Individual statistics are also produced for each
satellite, as in Figure 4. The number of extracted
tracks (Figure 4a) indicates whether the satellite is
correctly represented by a single track in the pop-
ulation estimate, or misrepresented (either with no
track, or with more than one). If several tracks are
extracted for the same satellite, the one with the
smallest Root Mean Square Error (RMSE) on the po-
sition components is considered the best track. The
RMSE of the best track on the position and velocity
components (Figures 4c, 4d), provide a measure of
the track quality. The number of track swaps (Fig-
ure 4b) assesses the ability of the filter to maintain
track custody. A track swap occurs when the best
track extracted at some time step t does not origi-
nate from the best track extracted at the previous
time step t− 1; that is, when the filter switches to a
different behavior/observation history to describe the
satellite. General patterns can be discerned among
the individual statistics obtained for the 115 satel-
lites; for the sake of clarity, the individuals statistics
are categorized in a few relevant profiles presented in
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Figure 3: Global statistics (on 100 MC runs) (cont.)
(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 4: Statistics for satellite 36 (on 100 MC runs).
The blue bars denote sensor coverage.
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the following paragraphs.
A profile representative of 60 objects is depicted
in Figure 4, in which the satellite is detected at its
first entry in a sensor FoV and the track custody is
well maintained over the scenario. Note that the un-
certainty in the satellite’s state increases significantly
outside observation windows, notably in the position
subspace. This is due to the significant process noise
accounting for the limited fidelity of the orbital prop-
agation model. This trend is widespread among the
individual statistics, and more pronounced for satel-
lites identified through a birth event where the initial,
concentrated distribution quickly spreads through or-
bital propagation (see Figure 5).
A profile representative of 19 objects is depicted
in Figure 6, in which the detection of the satellite
does not always occur at is first entry (or, if it is,
the initial track is rapidly discarded). The track-per-
satellite ratio shows that, in the case, the filter consis-
tently fails at maintaining track custody throughout
the first pass in a sensor FoV.
A profile representative of 22 objects is depicted
in Figure 7, in which track custody is lost and reac-
quired almost immediately, usually following re-entry
in a sensor FoV. It is likely due to a significant mis-
match between the track and the observations at re-
entry, so that the filter discards the old track for a
new one explaining the recent observations. A simi-
lar profile, representative of 3 objects, is depicted in
Figure 8; the track is not reacquired before the next
re-entry in a sensor FoV. These previous cases sug-
gest that the process noise does not (always) account
for the bias in the orbital model. A profile represen-
tative of 2 objects is depicted in Figure 9, in which
the track-per-satellite ratio and the low number of
track swaps suggest that filter maintains track cus-
tody in some runs, but performs poorly on others
where observations are perhaps too scarce. A profile
representative of 2 objects is depicted in Figure 10,
in which the satellite is mistakenly represented by
several tracks on a significant number of runs. This
unusual situation suggests that tracks are competing
for the observations produced from the same satellite,
while maintaining high weights warranting their ex-
traction. The reason for this behavior, at this stage
in the analysis, is unclear. Finally, a profile represen-
tative of 7 objects is depicted in Figure 11, in which
the HISP filter fails at maintaining track custody in
a significant number of runs, resulting into frequent
track swaps and inconsistent performance statistics.
(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 5: Statistics for satellite 114 (on 100 MC
runs). The red line indicates the scheduled birth
event, the blue bars denote sensor coverage.
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(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 6: Statistics for satellite 78 (on 100 MC runs).
The blue bars denote sensor coverage.
(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 7: Statistics for satellite 8 (on 100 MC runs).
The blue bars denote sensor coverage.
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(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 8: Statistics for satellite 100 (on 100 MC
runs). The blue bars denote sensor coverage.
(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 9: Statistics for satellite 42 (on 100 MC runs).
The blue bars denote sensor coverage.
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(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 10: Statistics for satellite 86 (on 100 MC
runs). The blue bars denote sensor coverage.
(a) Number of tracks
(b) Number of track swaps
(c) RMSE of best track (position)
(d) RMSE of best track (velocity)
Figure 11: Statistics for satellite 35 (on 100 MC
runs). The blue bars denote sensor coverage.
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4.3.4. Discussion
Overall, the HISP filter shows good tracking per-
formances on this challenging scenario. The running
time of the algorithm confirms the linear complexity
of the time- and data-update steps with the num-
ber of RSOs. The scalability of the HISP filter to
a large-scale scenarios is a promising feature for the
construction of large catalogue of RSOs. Its com-
putational efficiency largely depends on the imple-
mentation of the single-object filtering mechanisms;
since the time- and data-update steps are performed
on individual probability distributions independently
from one another, a parallel implementation of the
algorithm should improve it significantly.
Similarly to most multi-object filtering algo-
rithms, the quality of the tracking depends heavily
on the fidelity of the evolution model describing the
objects’ dynamics, and this is especially true in the
context of SSA where the sensor coverage is poor and
opportunities for data corrections are limited. The
current evolution model follows a classical design of
orbital propagators, in which the perturbation effects
that are either omitted or imperfectly modeled are
accounted for in an additive, stochastic noise term
on the acceleration vector. In this scenario, where
the ground truth trajectories are built from real GPS
data, the modeling mismatches are significant and
must be compensated by a significant level of process
noise, leading to a quick degradation of the tracks’
state estimates outside of the observation windows.
Overall, the orbital evolution model exploited in this
paper is unsatisfactory as neither the nature nor the
magnitude of the noise term are designed out of phys-
ical considerations.
A probabilistic description of the orbital dynamics
appears over-descriptive and reflects poorly the lim-
ited information we possess on the known perturba-
tion forces, let alone on the unknown ones. The alter-
native representation of uncertain phenomena with
uncertain variables Houssineau (2018); Houssineau
and Bishop (2018), already exploited in this paper
for the modeling of a radar with Doppler effect, may
reflect more closely the nature of the uncertainty
we possess in the orbital propagation. The estima-
tion framework for stochastic populations Houssineau
(2015); Houssineau and Clark (2019) is fully compat-
ible with the exploitation of uncertain variables, and
the integration of our early works on a single-object
filter Delande et al. (2018b) to the filtering architec-
ture presented in this paper is ongoing.
5. Conclusion
This paper presents the HISP filter, a recent
multi-object detection/tracking algorithm, in the
context of SSA. The HISP filter is a principled
Bayesian tracking algorithm whose time- and data-
update steps have linear complexity with the number
of tracks and the number of collected observations.
It was specifically designed for large-scale scenarios
with moderately ambiguous track-to-observation as-
sociations, motivating our work towards its exploita-
tion to build a catalogue of RSOs. The HISP filter
is tested on a scenario involving 115 satellites, whose
orbital trajectories are built from real GPS data col-
lected from PlanetLabs’ Dove constellation, and two
simulated radars with Doppler effect whose generated
observations include measurement noise, missed de-
tection, and false positives. A few satellites enter the
near-Earth space through scheduled events, but the
existence of most of them must be inferred by the
HISP filter from the collected observations. Overall,
the HISP filter proves reactive in the confirmation
of new tracks and the estimation of the size of the
constellation, and shows good performance in main-
taining track custody. The running time confirms
the linear complexity of the time- and data-update
steps, and suggests that the HISP filter is a promising
candidate for the construction of a large-scale detec-
tion/tracking architecture.
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Appendix A. Specific operations
Appendix A.1. Merging unidentified objects
Suppose that one wishes to aggregate the infor-
mation on all the sub-populations of unidentified ob-
jects that have entered the scene across the differ-
ent epochs. At time t, one can merge all these sub-
populations in the track ut|t−1 characterized by:

p
ut|t−1
t|t−1 (x) ∝ nmubt qmubt (x)
+n
ut−1
t−1
∫ ∑
m∈Me
t−1
qm(x|x
′)p
ut−1
t−1 (x
′)dx′,
w
ut|t−1
t|t−1 =
n
ut−1
t−1 w
ut−1
t−1
∫ ∑
m∈Me
t−1
pm(x)p
ut−1
t−1 (x)dx
n
ut−1
t−1 + nmubt
+
nmubt wmubt
n
ut−1
t−1 + nmubt
,
n
ut|t−1
t|t−1 = n
ut−1
t−1 + nmubt .
(A.1)
In essence, the merged p.d.f. p
ut|t−1
t|t−1 in (A.1) averages
out the evolution modelsM et−1 in order to predict the
evolution of the pre-existing objects, then mix the
resulting p.d.f. with the information on the newly-
entered objects. Note that the unidentified objects
that have entered and left the scene without ever be-
ing detected are not represented, since there is little
operational gain to maintain information on them. If
we omit the information on unidentified objects from
past epochs as well,12 (A.1) yields the approximated
form (13).
Appendix A.2. Merging probability distributions
Suppose that, at time t− 1, the set Kt−1 denotes
a partition of the track indices It−1 representing the
merging of distributions. That is, a common prob-
ability distribution pKt−1 represents each track in a
subset K ∈ Kt−1. If we denote by Kˆt the transforma-
tion of the partition Kt−1 following the time-update
and data-update steps, then by construction Kˆt is a
partition of the updated set of tracks It. A coarser
partition Kt ⊇ Kˆt, taking advantage of new merging
opportunities, can then be formed as follows:
12More formally, we make the additional assumption that
unidentified births are detected with probability one: since
each object is supposed detected upon entering the scene, it is
immediately distinguishable and thus the population of indis-
tinguishable objects is empty following each data-update step.
(i) Define Kt = ∅ and L = ∅,
(ii) Find the partition element of highest weight
K∗ = argmaxK∈Kˆt\L
∑
i∈K w
i
t and define L
′
as the set containing all the partition elements
K ∈ Kˆt \ L such that the distance dm(pKt , p
K∗
t ),
where dm is some appropriate metric, is less than
some threshold τm fixed by the operator. Define
the union of track indices L′′ = {i ∈ It s.t. ∃K ∈
L′, i ∈ K},
(iii) Merge the probability distributions pKt , K ∈ L
′,
into a common, approximate probability distri-
bution pL
′′
t ,
(iv) Redefine L as L ∪ L′ and Kt as Kt ∪ {L′′},
(v) Return to step (ii) until L = Kˆt.
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Appendix B. Pseudocode
Algorithm 1 Time-update at time t
1: 1. Initialization: Set It|t−1, I
d
t ← ∅
2: 2. Identified objects still in the scene at t− 1:
3: for (bt−1,ot−1) ∈ It−1 do
4: for m ∈M et do
5: Set It|t−1 ← It|t−1 ∪ {((bt−1,m),ot−1)}
6: Set p
((bt−1,m),ot−1)
t|t−1 with (5)
7: Set w
((bt−1,m),ot−1)
t|t−1 with (10)
8: Set Idt ← I
d
t ∪ {((bt−1,m
d
t ), (ot−1, φ)}
9: Set w
((bt−1,m
d
t ),ot−1)
t|t−1 with (10)
10: 3. Identified births since t− 1:
11: for m ∈Mbt do
12: Set It|t−1 ← It|t−1 ∪ {((m
ψ
t−1,m),φt−1)}
13: Set p
((mψ
t−1,m),φt−1)
t|t−1 with (11)
14: Set w
((mψ
t−1,m),φt−1)
t|t−1 with (11)
15: 4. Unidentified objects:
16: Set It|t−1 ← It|t−1 ∪ {ut|t−1}
17: Set p
ut|t−1
t|t−1 , n
ut|t−1
t|t−1 , w
ut|t−1
t|t−1 with (A.1) or (13)
18: 5. Identified objects out of the scene by t− 1:
19: for (bt−1,ot−1) ∈ I
d
t−1 do
20: Set Idt ← I
d
t ∪ {((bt−1,m
ψ), (ot−1, φ))}
21: Set w
((bt−1,m
ψ),(ot−1,φ))
t ← w
(bt−1,ot−1)
t−1
Algorithm 2 Data-update at time t
1: 1. Initialization: Set ct(φ),Prod(ct),Prod(φ) ←
1, Set Norm(φ)← 0, Set It, I
fp
t ← ∅
2: 2. Missed detection weights:
3: for i ∈ It|t−1 \ ut|t−1 do
4: Set w˘i,φt , w
i,φ
t with (15), Set Sum(i)← w
i,φ
t
5: Set w˘
ut|t−1,φ
t , w
ut|t−1,φ
t with (15)
6: Set Term(ut|t−1, φ)← w
ut|t−1,φ
t
7: 3. Observation terms:
8: for z ∈ Zt do
9: Set Prod(z)← 1, Set Norm(z)← 0
10: Set w˘
ut|t−1,z
t , w
ut|t−1,z
t with (15)
11: Set ct(z) with (19)
12: Set Prod(ct)← Prod(ct)ct(z)
13: for i ∈ It|t−1 \ ut|t−1 do
14: Set w˘i,zt , w
i,z
t with (15)
15: Set Sum(i)← Sum(i) + wi,zt /ct(z)
Algorithm 2 Data-update at time t (cont.)
16: 4. Track terms:
17: for i ∈ It|t−1 \ ut|t−1 do
18: Set Term(i, φ)← Sum(i)
19: Set Prod(φ)← Prod(φ)Sum(i)
20: for z ∈ Zt do
21: Set Term(i, z)← Sum(i)− wi,zt /ct(z)
22: Set Prod(z)← Prod(z)Term(i, z)
23: 5. External weights:
24: for i ∈ It|t−1 do
25: for z ∈ Z¯t do
26: Set wi,zex ←
Prod(ct)Prod(z)
ct(z)Term(i,z)
27: Set Norm(z)← Norm(z) + wi,zex w
i,z
t
28: for z ∈ Zt do
29: Set wfp,zex ← Prod(ct)Prod(z)/(1− p
fp
t|t−1(z))
30: Set Norm(fp, z)← Norm(z) + wfp,zex p
fp
t|t−1(z)
31: 6. Objects identified by t− 1:
32: for (bt,ot−1) ∈ It|t−1 \ ut|t−1 do
33: for z ∈ Z¯t do
34: Set It ← It ∪ {(bt, (ot−1, z))}
35: Set p
(bt,(ot−1,z))
t with (6)
36: Set w
(bt,(ot−1,z))
t ←
w
(bt,ot−1),z
ex w˘
(bt,ot−1),z
t
Norm(z)
37: 7. Objects identified since t− 1:
38: for z ∈ Zt do
39: Set It ← It ∪ {(m
ub
0:t, (φt−1, z))}
40: Set p
(mub0:t,(φt−1,z))
t with (6)
41: Set w
(mub0:t,(φt−1,z))
t ←
w
ut|t−1,z
ex w˘
ut|t−1,z
t
Norm(z)
42: 8. False positives up to t− 1:
43: for (bt−1,ot−1) ∈ I
fp
t−1 do
44: Set Ifpt ← I
fp
t ∪ {((bt−1,m
ψ), (ot−1, φ))}
45: Set w
((bt−1,m
ψ),(ot−1,φ))
t ← w
(bt−1,ot−1)
t−1
46: 9. False positives since t− 1:
47: for z ∈ Zt do
48: Set Ifpt ← I
fp
t ∪ {(m
ψ
t , (φt−1, z))}
49: Set w
(mψt ,(φt−1,z))
t ←
wfp,zex p
fp
t|t−1
(z)
Norm(fp,z)
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Appendix C. SMC implementation
Appendix C.1. Probability distributions for orbiting
objects
Representing the uncertainty on the kinematic
state of a RSO with a probability distribution is
not straightforward. The peculiar shape of uncer-
tainty regions on orbiting objects is ill-approximated
with simple parameterized functions such a single
Gaussian distribution. Parameterized distributions
present additional difficulties for the time-update
step; indeed, the orbital propagation of a kinematic
state is relatively easy to implement through well-
established, empirical methods, but the propagation
of parameters of a different nature – such as the sta-
tistical moments of a probability distribution – re-
mains challenging when complex perturbations ef-
fects are taken into account. Several approaches have
been proposed in the context of SSA, such as Gaus-
sian sum filters Horwood et al. (2011) or Gauss von
Mises distributions Horwood and Poore (2014); other
solutions, such as the ensemble Kalman filter Evensen
(2004), appear promising as well.
Following our previous works on SSA applications
Delande et al. (2018a, 2017, 2018c), we represent in-
stead probability distributions with sets of weighted
particles Doucet et al. (2001). By construction, a
track i ∈ It represents an object that is still in the
scene, i.e., their probability distribution pit on the
extended object state space X¯ has no mass on the
“away” state ψ. Thus, pit can be approximated by
the set of weighted particles {γ
i,(j)
t , x
i,(j)
t }
J
j=1, such
that
pit(x) '
J∑
j=1
γ
i,(j)
t δxi,(j)t
(x), (C.1)
for any x ∈ X, where δ
x
i,(j)
t
is the Dirac delta function
at x
i,(j)
t ∈ X, and with
∑J
j=1 γ
i,(j)
t = 1.
Appendix C.2. Time-update step
We describe here the evolution model met corre-
sponding to a stable, LEO trajectory. We denote by
Tt the epoch, measured in seconds since the J2000 ref-
erence, at time step t ∈ N. Given a RSO evolving on
a closed orbit, with kinematic state x = (p(T ),v(T ))
at some epoch T , the component of its acceleration
vector v˙(T ) due to the modeled perturbations is de-
noted by the mapping
amod.(p(T ),v(T ), T ), (C.2)
which includes the central term of Earth’s gravita-
tional pull, the zonal/tesseral effects up to order and
degree 20, the gravitational pull of the Sun and the
Moon, the solar radiation pressure (for an AMR of
0.0015m2 kg−1, and a spherical shape with a radia-
tion pressure coefficient of 0.3), and a drag term based
on the MSIS86 atmospheric model (for a ballistic co-
efficient of 25 kgm−2). Non-modeled perturbations
are accounted for in an additional term
a(p(T ),v(T ), T,ω(Tt−1))
= f eciric(p,v) ((T − Tt−1)ω(Tt−1)) , (C.3)
where ω is a zero-mean Gaussian noise with standard
deviation 10−6ms−3 on each component in the ob-
ject’s RIC frame, and f eciric(p,v) is the mapping that
transforms a vector in the object’s RIC frame to the
reference ECI frame. The total acceleration term de-
scribing the orbital dynamics is then given by the
sum
aorb. (p(T ),v(T ), T,ω(Tt−1)) =
amod. (p(T ),v(T ), T )+a (p(T ),v(T ), T,ω(Tt−1)) ,
(C.4)
so that the time-derivative x˙ of the RSO’s state is
given by
(p˙(T ), v˙(T )) = (v(T ), aorb. (p(T ),v(T ), T,ω(Tt−1))) .
(C.5)
Let i = (bt−1,ot−1) ∈ It−1 \ {ut−1} be a distin-
guishable track, with probability distribution approx-
imated by the weighted particle set
{
γ
i,(j)
t−1 , x
i,(j)
t−1
}J
j=1
.
Following the time-update formula (5), the prob-
ability distribution of the predicted track i′ =
((bt−1,m
e
t),ot−1) is then approximated by the parti-
cle set
{
γ
i′,(j)
t|t−1, x
i′,(j)
t|t−1
}J
j=1
with


γ
i′,(j)
t|t−1 = γ
i,(j)
t−1 ,
x
i′,(j)
t|t−1 = x
i,(j)
t−1 +
∫ Tt
Tt−1
(
vi,(j)(T ), a
i,(j)
orb. (T )
)
dT,
(C.6)
where
a
i,(j)
orb. (T ) = aorb.
(
pi,(j)(T ),vi,(j)(T ), T,ωi,(j)(Tt−1)
)
,
(C.7)
with x
i,(j)
t−1 =
(
pi,(j)(Tt−1),v
i,(j)(Tt−1)
)
, 1 ≤ j ≤ J .
Since the stochastic component ωi,(j)(Tt−1) is con-
stant throughout the time interval [Tt−1, Tt], the in-
tegral in (C.6) can be solved with a usual numerical
integrator.
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Appendix C.3. Data-update step
The radar is modeled with a potential gt, de-
scribing the precision/accuracy of its observation pro-
cess (7). It is then customary to build the potential
gt(·|x) as a p.d.f. on Zt, characterizing the noise dis-
tribution of the sensor. However, the uncertainty in
a sensor’s observation process originates from limited
knowledge in the physical phenomena producing the
observation (the imperfections in the radar antenna,
the middle between the radar antenna and the ob-
ject, the reflectivity and orientation of the object,
etc.) rather than in a well-studied random effect gen-
erating the observation. We exploit here a more gen-
eralized representation of an uncertain phenomenon
based on uncertain variables, distinguishing the epis-
temic part reflecting the limited knowledge possessed
by an observer of the phenomena, from the aleatory
part characterizing the phenomenon’s inherent ran-
domness, if any Houssineau (2018); Houssineau and
Bishop (2018). The potential gt is built as a dimen-
sionless, non-negative function on Zt with supremum
one, called a possibility function (on Zt). In particu-
lar, the radar is modeled with the Gaussian possibility
function Houssineau (2018)
gt(z|x) =
exp
(
−
1
2
(z −Htf
top.
eci (x))
TR−1t (z −Htf
top.
eci (x))
)
,
(C.8)
where f top.eci is the mapping from the object state
space X to the sensor’s local spherical frame, Ht =
[I4 04,2] is the observation matrix of the sensor, and
Rt is the diagonal, noise covariance matrix formed
with the standard deviations given in Table 1. The
potential gt(z|x) captures the limited information we
possess on the radar, but does not characterize its
observation process. If we denote by Pr{z ∈ Z|x}
the probability that the generated observation falls
within some subset of sensor cells Z ⊆ Z ′t, according
to the unknown observation process of the radar and
given that the observed object has state x ∈ X, the
possibility (C.8) provides us with the upper bound
0 ≤ Pr{z ∈ Z|x} ≤ max
z∈Z
gt(z|x), (C.9)
but the probability of the event itself remains un-
known, in the general case. This alternative represen-
tation is particularly convenient to model uncertain
components on which information is scarce Delande
et al. (2018c,b).
Let i = (bt,ot−1) ∈ It−1 \ {ut−1} be a
distinguishable track, with probability distribu-
tion approximated by the weighted particle set{
γ
i,(j)
t|t−1, x
i,(j)
t|t−1
}J
j=1
, and let z ∈ Zt be a collected
observation at time t. Following the data-update
formula (6), the p.d.f. of the posterior track i′ =
(bt, (ot−1, z)), corresponding to a detection, can be
approximated by the particle set
{
γ
i′,(j)
t , x
i′,(j)
t
}J
j=1
with

x˜
i′,(j)
t = x
i,(j)
t|t−1
γ˜
i′,(j)
t =
pd,t(x
i,(j)
t|t−1)gt(z|x
i,(j)
t|t−1)γ
i,(j)
t|t−1∑J
j′=1 pd,t(x
i,(j′)
t|t−1)gt(z|x
i,(j′)
t|t−1)γ
i,(j′)
t|t−1
,
(C.10)
for 1 ≤ j ≤ J . While the implementation of the
update procedure (C.10) is straightforward, it leads
to quick degeneracy among the particles because
of the high accuracy of the radar observation and
the peakiness of the potential (C.8) Delande et al.
(2017, 2018c). In this paper, we exploit instead a
parametrization of the predicted p.d.f. pi
t|t−1 allow-
ing for a more robust data-update mechanism Franco
et al. (2016); Delande et al. (2017). Even though the
predicted set of weighted particles
{
γ
i,(j)
t|t−1, x
i,(j)
t|t−1
}J
j=1
can hardly be approximated as a Gaussian distri-
bution in the object state space X, the Gaussian
approximation holds more easily in the sensor’s lo-
cal topocentric frame equipped with spherical coor-
dinates. The data-update procedure can be summa-
rized as follows:
1. Transform
{
γ
i,(j)
t|t−1, x
i,(j)
t|t−1
}J
j=1
to sensor’s local
frame:→
{
pd,t(x
i,(j)
t|t−1)γ
i,(j)
t|t−1, f
top.
eci (x
i,(j)
t|t−1)
}J
j=1
,
2. Approximate as a Gaussian distribution:
→ (µi
t|t−1, P
i
t|t−1),
3. Update Gaussian distribution with potential
gt(z|·): → (µi
′
t , P
i′
t ),
4. Sample resulting distribution:
→
{
J−1, s
i′,(j)
t
}J
j=1
,
5. Transform distribution back to the object space
X: →
{
J−1, (f top.eci )
−1(s
i′,(j)
t )
}J
j=1
.
The p.d.f. pi
′
t is then approximated by{
γ
i′,(j)
t , x
i′,(j)
t
}J
j=1
=
{
J−1, (f top.eci )
−1(s
i′,(j)
t )
}J
j=1
.
Note that the data-update step in the sensor’s
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local topocentric frame is a simple linear Kalman
update, since the potential gt(z|x) is modeled with
a Gaussian possibility (C.8). This procedure, while
robust, incurs a loss of information in the Gaussian
approximation step and would require further im-
provements; it is, however, beyond the scope of this
paper. The association weight (15) is then given by
wi,zt = w
i
t|t−1
[
J∑
j=1
pd,t(x
i,(j)
t|t−1)γ
i,(j)
t|t−1
]
×
√
|Rt|
|Si
t|t−1|
exp
(
−
1
2
zˆT (Sit|t−1)
−1zˆ
)
, (C.11)
where zˆ = Htµ
i
t|t−1 − z, | · | is the determinant, and
Si
t|t−1 = HtP
i
t|t−1H
T
t + Rt is the innovation covari-
ance. Following the data-update formula (6), the
p.d.f. of the posterior track i′′ = (bt, (ot−1, φ)), corre-
sponding to a missed detection, can be approximated
by the set of weighted particle
{
γ
i′′,(j)
t , x
i′′,(j)
t
}J
j=1
with

x
i′′,(j)
t = x
i,(j)
t|t−1
γ
i′′,(j)
t =
[
1− pd,t(x
i,(j)
t|t−1)
]
γ
i,(j)
t|t−1∑J
j′=1
[
1− pd,t(x
i,(j′)
t|t−1)
]
γ
i,(j′)
t|t−1
,
(C.12)
for 1 ≤ j ≤ J , and the corresponding association
weight (15) is given by
wi,φt = w
i
t|t−1
[
J∑
j=1
[
1− pd,t(x
i,(j)
t|t−1)
]
γ
i,(j)
t|t−1
]
. (C.13)
Note that the association weight (C.11) is dimension-
less and invariant with arbitrary changes of units on
the observation space Zt, which allows for a straight-
forward comparison with the missed detection weight
(C.13) above. The representation of the potential gt
with a dimensionless Gaussian potential (C.8), rather
than a unit-dependent Gaussian p.d.f. on Zt, thus al-
leviates potential issues raising from the comparison
between unit-dependent detection weights wi,zt and
unit-independent missed detection weights wi,φt .
The new track i′′′ =
(
mub0:t, (φt−1, z)
)
∈ It cor-
responds to an unidentified object detected for the
first time through the collected observation z. Since
no prior information is assumed on the spatial dis-
tribution of unidentified objects, the p.d.f. pi
′′′
t is
initialized through the admissible region approach
developed in DeMars and Jah (2013). We imple-
mented this approach as in our previous works De-
lande et al. (2017), summarized as follows. An ini-
tial set of weighted particles
{
J−1, s
i′′′,(j)
t
}J
j=1
is pro-
duced in the sensor’s local topocentric frame; the
observed components ρ, θ, ϕ, ρ˙ are sampled from the
collected observation and the sensor’s noise covari-
ance matrix Rt, and the unobserved angular rates
θ˙, ϕ˙ are sampled uniformly from the admissible region
determined in DeMars and Jah (2013). The initial
p.d.f. pi
′′′
t is then approximated with the distribution
transported in the object state space X, i.e., with
the set of weighted particles
{
γ
i′′′,(j)
t , x
i′′′,(j)
t
}J
j=1
={
J−1, (f top.eci )
−1(s
i′′′,(j)
t )
}J
j=1
. The association weight
(15) is approximated by wub,zt = w
ub
t|t−1 Houssineau
and Clark (2018).
Appendix C.4. Assessing the “closeness” of orbital
trajectories
In order to assess the “closeness” of probability
distributions in the object state space X, describ-
ing orbital trajectories, we proceed as follows De-
lande et al. (2017). Suppose that two p.d.f.s pit,
pi
′
t are represented by the set of weighted parti-
cles
{
γ
i,(j)
t , x
i,(j)
t
}J
j=1
and
{
γ
i′,(j)
t , x
i′,(j)
t
}J
j=1
, respec-
tively, and we wish to determine if they are close
enough for merging purposes. We define the metric
between these two distributions as follows:
1. Transform
{
γ
i,(j)
t , x
i,(j)
t
}J
j=1
to spherical coordi-
nates: →
{
γ
i,(j)
t , f
sph
cart.(x
i,(j)
t )
}J
j=1
,
2. Transform
{
γ
i′,(j)
t , x
i′,(j)
t
}J
j=1
to spherical coor-
dinates: →
{
γ
i′,(j)
t , f
sph
cart.(x
i′,(j)
t )
}J
j=1
,
3. Approximate as Gaussian distributions:
→ (µit, P
i
t ) and (µ
i′
t , P
i′
t ),
4. Compute metric
dm(p
i
t, p
i′
t ) = (µ
i
t − µ
i′
t )(P
i
t + P
i′
t )
−1(µit − µ
i′
t )
T ,
where f sphcart. is the mapping from Cartesian to spher-
ical coordinates.
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-New multi-target tracking algorithm for orbiting objects 
-Filtering has linear complexity with number of tracks and observations 
-Track identification process through behavior patterns and/or sensor observations 
-Pseudocode is given to guide practical implementation 
-Test scenario has 115 satellites based on real data, and two sensors with noise 
