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Abstract
Distinct bioinformatics datasets make it challenging for bioinformatics specialists to
locate the required datasets and unify their format for result extraction. The purpose of
this single case study was to explore strategies to integrate distinct bioinformatics
datasets. The technology acceptance model was used as the conceptual framework to
understand the perceived usefulness and ease of use of integrating bioinformatics
datasets. The population of this study included bioinformatics specialists of a research
institution in Lebanon that has strategies to integrate distinct bioinformatics datasets. The
data collection process included interviews with 6 bioinformatics specialists and
reviewing 27 organizational documents relating to integrating bioinformatics datasets.
Thematic analysis was used to identify codes and themes related to integrating distinct
bioinformatics datasets. Key themes resulting from data analysis included a focus on
integrating bioinformatics datasets, adding metadata with the submitted bioinformatics
datasets, centralized bioinformatics database, resources, and bioinformatics tools. I
showed throughout analyzing the findings of this study that specialists who promote
standardizing techniques, adding metadata, and centralization may increase efficiency in
integrating distinct bioinformatics datasets. Bioinformaticians, bioinformatics providers,
the health care field, and society might benefit from this research. Improvement in
bioinformatics affects poistevely the health-care field which has a positive social change.
The results of this study might also lead to positive social change in research institutions,
such as reduced workload, less frustration, reduction in costs, and increased efficiency
while integrating distinct bioinformatics datasets.
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Section 1: Foundation of the Study
Background of the Problem
Computation helps refine biological data for pattern and knowledge extraction. It
has been an essential part of structural biology since its early days, and the purpose of
computation has significantly increased over the years (Samish, Bourne, & Najmanovich,
2015). Bioinformatics is an intersection between computer science, physics, chemistry,
mathematics, statistics, engineering, and molecular biology used for analyzing biological
data to develop algorithms and relations among different biological systems (Samish et
al., 2015). In the early 1970s, bioinformatics began to grow significantly, introducing the
ability to digitatize biological output and use computational power to analyze massive
datasets (Marco-Ramell et al., 2018). Prior the advancement of the bioinformatics fields,
biologists did not have access to a significant amount of data. Developing analytical
methods for interpreting biological information were possible, yet it was challenging to
share them quickly with other researchers. The technological advancement in
computation, storage, and bandwidth has revolutionized the biological field, making it
easier and cheaper to analyze biological information (Triplet & Butler, 2014). The
technological advancement in computational power over the years has reduced the
bottleneck of the costs of doing experiments in biological discovery (Miller Zhu &
Bromberg, 2017).
Problem Statement
The bioinformatics fields lacks collaboration due to limited accessibility and
availability of bioinformatics datasets (Machiela & Chanock, 2015). Web services
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retrieving information from a different location using different formats is inefficient and
time-consuming (Machiela & Chanock, 2015). The need for additional integration
datasets is due in part to the exponential growth of the datasets. For example, the 1000
Genome Project consists of an estimated 100 terabytes of data, and the follow on 1000
Genome Project consists of an estimated 10 petabytes of data (Merelli, Pérez-Sánchez,
Gesing, & D’Agostino, 2014). The general information technology (IT) problem is that
bioinformatics laboratories lack the means to analyze bioinformatics datasets using web
services. The specific IT problem is that some bioinformatics specialists lack strategies to
integrate distinct bioinformatics datasets.
Purpose Statement
The purpose of this qualitative case study was to explore the strategies used by
bioinformatics specialists to integrate distinct bioinformatics datasets. The population of
this study included bioinformatics specialists of a research institution in Lebanon that has
strategies to integrate distinct bioinformatics datasets. The findings from the study may
contribute to IT practice by identifying strategies to unify and integrate heterogeneous
biological information from different locations and different structures. The study’s
findings may contribute to positive social change by positively impacting healthcare as a
side effect of improvements to the bioinformatics.
Nature of the Study
I used a qualitative research method for this study. A qualitative study is
conducted when the concept is immature due to lack of theory and previous research
(Kahlke, 2014). The qualitative method was appropriate for this study because the
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strategies used to integrate bioinformatics datasets are limited. In a quantitative study, the
problem is addressed by understanding what variables influence the outcome to confirm
or disconfirm theoretical hypotheses (Fassinger & Morrow, 2013). The quantitative
method is not appropriate for this study, as the research question was not used to confirm
or disconfirm a hypothesis. The mixed method includes both qualitative and quantitative
methods; it involves the process of collecting, analyzing and integrating quantitative and
qualitative research designs (Noprisson et al., 2016). The mixed method is not
appropriate for this study because this study did not apply quantitative methods.
I used a qualitative case study approach, which is used to relate patterns (Kahlke,
2014). Employing the case study design for this study allowed me to identify and relate
patterns in the strategies used by bioinformatics specialists to integrate disparate datasets.
The narrative design is appropriate when a study focuses on a specific person (Wiles,
Crow & Pain, 2011); therefore, the narrative design was not selected because I focused
on the strategies of bioinformatics specialists rather than strategies of one person. The
phenomenological approach describes the common meaning for individuals of their lived
experience of a phenomenon; a phenomenological approach is interested in the individual
experiences of peoples throughout qualitative methods such as interviewing (Bevan,
2014). The phenomenological design was not selected because I focused on the strategies
used in the case’s organization rather than focus on the experience of the participants. In
the ethnographic design, researchers describe the patterns, values, beliefs of a culturesharing group (Wilson & Chaddha, 2009), which I did not choose because that was not
the focus of the study.
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Qualitative Research Question
What are strategies used by bioinformatics specialists to integrate disparate
bioinformatics datasets?
Interview Questions
•

What strategies do you use to integrate disparate bioinformatics datasets?
Please explain.

•

Have integrating disparate bioinformatics datasets helped you in creating a
unified view for more efficiency in identyfing patterns? Please elaborate.

•

What negative aspects of integrating disparate bioinformatics datasets have
you experienced? Please explain.

•

What are the complexities that specialists might face while integrating
disparate biological datasets? Please explain.

•

What are the challenges and difficulties that face you while retrieving
information from different locations stored in different formats? Please
elaborate.

•

What strategies do you have for bioinformatics specialists to analyze
biological data more efficiently? Please elaborate.
Conceptual Framework

For my bioinformatics study, I used the technology acceptance model (TAM) as a
conceptual framework. The TAM was developed by F. D. Davis in 1986, and it is the
prediction of user acceptance towards information systems (Davis, Bagozzi & Warshaw,
1989). The TAM approach addresses the relationship between the ease of use, usefulness,
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and user acceptance of technology (Davis et al., 1989). Identifying and measuring stimuli
could predict the acceptance or rejections of the system; the two core beliefs that form the
TAM are:
1. Perceived usefulness: a user’s subjective probability that using a specific
system/technology will increase his or her job. The user’s attitude toward
whether the new technology will help perform better affect the decision of
adapting this technology.
2. Perceived ease of use: the degree to which a user expects the use of a
system/technology to be free of effort. The system ease of use must outweigh
the effort required in adopting it, and it is affected by three factors: the
physical effort, mental effort, and the direct perception of how easy the system
is to use. (Davis et al., 1989)
Social norms do not directly affect behavior or attitude in relation to system use; instead
attitudes toward using a system is the function of perceived usefulness and perceived ease
of use. There are six variables in the TAM that affect the user’s acceptance toward a new
technology. Three variables are latent that include perceived usefulness, perceived ease
of use and attitude toward using, and there are three measured variables that include
external variables, usage frequency and usage volume (Davis et al., 1989).
I utilized the TAM in my study to gain understanding of how perceptions of
usefulness and ease of use affect the strategies used by bioinformatics specialists to
integrate distinct bioinformatics datasets. The two core variables of the TAM, the
perceived usefulness and the perceived ease of use, may contribute to the bioinformatics
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specialists strategies and affect the efficiency of bioinformatics specialists to extract
knowledge from datasets.
Operational Definitions
Bioinformatics: Bioinformatics is an intersection of many disciplines to develop
systems that analyze biological information for the experts to gain an understanding of
the processed data (Samish et al., 2015).
Bioinformatics specialist: A bioinformatics specialist analyzes and studies the
enormous amount of biological data using computers.
Data integration: Data integration is the action of merging disparate data into
useful information (Lopes & Oliveira, 2015).
Data standardization: Data standardization is the process of storing disparate data
in a standard format to improve the quality and consistency of the data to ensure
efficiency in searching and analyzing the information (Micic et al., 2017).
High-performance computing: High-performance computing is the use of high
computation capabilities and parallel processing techniques in computing (Miller et al.,
2017).
Integrative iioinformatics: Integrative bioinformatics targets the issue of data
integration in the life science field (Shah et al., 2005).
Next generation sequencing (NGS): NGS sequencing enables researchers to study
a genome at a high level (Ma, Gong, & Jiang, 2017).
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Assumptions, Limitations, and Delimitations
Assumptions
Assumptions are facts and expectations assumed to be true by researchers without
evidence to support them (Kirkwood & Price, 2013). The following assumptions shaped
the study. The first assumption is that the participants in the research are knowledgeable
about techniques of retrieving, integrating and analyzing biological information. The
second assumption is that the participants in this study provided trusted and honest
information, and they shared their knowledge and expertise with transparency. The third
assumption is that I understood and analyzed the responses of the participants and
reliably answered the research questions.
Delimitations
Delimitations are the boundaries that influence the study (Marshall & Rossman,
2016). A delimitation of this study was the involvement of participants who are actively
working in the bioinformatics field and have an acceptable experience. The second
delimitation was the interview questions, which were limited to strategies to integrate
distinct bioinformatics datasets. The third delimitation was the small sample size; a larger
sample can take more time, effort, and resources. The fourth delimitation is that I
considered a facility that is processing biological information using bioinformatics tools.
Limitations
Limitations are weaknesses that can affect the reliability and the findings of the
study (Leedy & Ormord, 2013). The small population of the participants may have
limited the research findings. A broader population sample might have given a more
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generalized finding. The strategies identified from the study to improve the quality and
reliability of bioinformatics pattern extraction may not apply to all bioinformatics
laboratories. Additionally, my ability to extract information from participants may have
affected how the research questions were answered.
Significance of the Study
It is important to have biological data that is more available, accessible, and easy
to analyze for pattern extraction. Having a web-based bioinformatics tool that stores
associated data in a standardized manner is signficant for bioinformatics specialists. By
providing strategies to eliminate the operation of formatting the data before analysis, the
results of this study may provide bioinformatics experts the ability to share knowledge
and experience anytime and anywhere. The results of the study may provide
bioinformatics specialist with the capacity to access information retrieved from different
locations and stored in the cloud in a standardized manner and share knowledge and
expertise. This study also addresses the gap between biologists and computer science
specialists because an open source web-based bioinformatics application can make the
bioinformatics experts more involved in the development of an efficient web application.
The study’s findings may contribute to positive social change by enabling
biologists and other professionals in the bioinformatics field to more efficiently analyze
large, computationally complex datasets. Making use of computational power in the
biological fields has had a positive effect (Claverie & Notredame, 2013). By enabling
more efficient analysis of computationally complex datasets, the study’s findings may
contribute to improvements in health care such as improving cancer diagnostics. Further,
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the bioinformatics field has developed methods and tools for understanding biological
data; this acquired knowledge gives specialists a deeper understanding of patterns and
evolutionary biology that affects the biological and health care fields positively.
A Review of the Professional and Academic Literature
The purpose of the qualitative case study was to explore strategies used by
bioinformatics specialists to integrate distinct bioinformatics datasets. Bioinformatics has
been utilized for a long time to extract useful information and patterns without being
properly formatted and accessible from different locations. The bioinformatics field still
lacks collaboration, accessibility, and availability of a bioinformatics specialists from
various places.
This literature review contains 103 articles and journals. Ninety-one percent of the
articles are peer-reviewed, and 86% of the artilces are published in the last 5 years. The
research libraries where I searched for references included the ACM Digital Library,
Sciences Direct, IEEE Xplore digital library, EBSCOhost Computers and Applied
Sciences Complete, and ProQuest. I used Academic Search Complete throughout Walden
Library, which is a multidisciplinary database containing peer-reviewed resources. I also
used Google Scholar. I used Ulrich’s Global Serials Directory to identify articles as peerreviewed or not.
In this literature review, I outline the characteristics of bioinformatics to develop a
conceptual framework for increasing the availability, accessibility, and pattern extraction.
This literature review provides information regarding bioinformatics and data integration,
integrating bioinformatics datasets, result analysis in bioinformatics, text mining,
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bioinformatics challenges, next generation sequencing (NGS), evolution of the TAM, and
bioinformatics study. In this review, I also explore the strategies used by bioinformatics
specialists to integrate distinct bioinformatics datasets. Additionally, I discuss the TAM
and how it aligns with integrating bioinformatics datasets.
Bioinformatics Tools
The technological advancement in life science has resulted in collecting enormous
amounts of data, and sequencing has become cheaper and faster (Heather & Chain, 2016;
Triplet & Butler, 2014). For example, in the past it took 13 years and 2.7 billion dollars to
sequence a human genome, and today sequencing a human genome takes a day and
$1,000 US (Miller et al., 2017). With sequencing costs going lower, there is an
unprecedented amount of data to significantly improve current models and tools (Miller
et al., 2017). The exponential growth of biological data over the years has required the
intervention of the information technology to store this data and process it for analytical
purposes. For instance, in the past two decades, NGS and other high-throughput
approaches have led to an explosion of data (Berger, Daniels, & Yu, 2016). The
advancement in biological and biomedical fields has also led to increasing amounts of
data from genomics and translational research (Zhao et al., 2015). The growth of
biological information in sequences such as DNA, RNA, and protein require databases to
store, manage, and retrieve the information (Zou et al., 2015). Bioinformatics pattern
extraction from enormous amounts of data requires powerful software tools, which
involve challenges to get those tools installed, running and produce results (Velloso,
Vialle, & Ortega, 2015).
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The increasing volume and complexity of biological information demand a
workflow involving the multitude of steps for obtaining knowledge (Dubchak, et al.,
2014). The increase of high-throughput omics experiments has led to better availability of
biomedical data that need to be analyzed (Chen, Tripathi, & Mizuguchi, 2016).
Integrating biological information from different sources helps detect biological signals
and lower false discovery rates due to the evidence from multiple domains (Zhaoet al.,
2015). However, the amount and complexity of biological information that is increasing
make the process of extracting meaningful biological insights challenging (Chen et al.,
2014). The increasing volume and complexity of genomic data make the process of
analyzing variants challenging for researchers with limited bioinformatics skills
(Alexander et al., 2017). Therefore, bioinformatics tools reduce the complexity of the
high-throughput complex biological data, enhance the overall understanding of biological
systems, and help to generate hypothesis (Emery & Morgan, 2017; Marco-Ramell et al.,
2018). Centralized bioinformatics tools can eliminate complex installation procedures
and high processing power. Applying bioinformatics and integrational methodologies to
the increasing amounts of biomedical data enhance the process of generating knowledge
(Bhuvaneshwar et al., 2016).
Bioinformatics software tools often require complex installation procedures and
high processing power (Velloso, Vialle, & Ortega, 2015). Traditionally high processing
computing was expensive and rarely reached the targeted use (Miller et al., 2017).
However, advancement in high-performance computing is having a positive impact on
bioinformatics tools (Miller et al., 2017). Advancement of high-performance computing
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aligned with new cloud computing solutions has created a new scope for the applications
in today’s science (Miller et al., 2017). High-performance computers with clustered
processors, high internal bandwidth, and cutting-edge software are needed (Hong et al.
2013).
Data analysis is one of the most critical and challenging steps in the biomedical
field, and specialists need tools for efficient pattern discovery. A user-friendly resource to
visualize and analyze high-throughput data is a powerful medium for specialists to obtain
meaningful output for better knowledge discovery (Chen et al., 2016). Bioinformatics
tools using a friendly user interface can be beneficial and help analyze biological data and
extract useful knowledge (Velloso et al., 2015). A user-friendly tool will help users with
no programming skills to discover new hypotheses and patterns by performing
complicated searchers to obtain the results in an easy to comprehend output format.
Many bioinformatics tools have emerged to deal with the increased volume and
complexity of biological data. Bioinformatics tools interpret effectively and timely
information from genomes. For example, pair wise search methods are used to detect
distantly related homologues, and silico cloning is a recent low cost, high efficacy and
easy operation method that is convenient for cloning novel gene (Bozgo, Hysi, & Hoda,
2017). A widely used methodology is functional enrichment or over-representation
analaysis, which is used for performing analytic techniques that benefits from molecular
pathway or network information to gain insights into a biological system by looking for
descriptors in the sets of molecules of interest (Alexander et al., 2017). Additionally,
Cluster-Blast tool is an automated approach identyfing related gene clusters (Soria-
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Guerra et al., 2015). BLAST is tool at NCBI used to search homologues against the swiss
prot protein database (Bozgo et al., 2017). Anothet tool is phylogeny, which is a webbased bioinformatics tool that allows the user to link multiple sequence alignment, tree
building, and tree rendering to construct with high accuracy and rapidly phylagenic tree
(Soria-Guerra et al., 2015). Further, quality control tools such as Qualimap are used for
highliting the problems in the data and also integrating tools are also used as the field of
NGS mature, and also a main goal of bioinformatics tools is to provide powerful
visualization with a simple interface (Ewels et al, 2016). With the increasing number of
bioinformatics tools, experts are eager for standardization for more efficiency (Lopes &
Oliveira, 2015).
Bioinformatics History
Bioinformatics started with Gregor J. Mendel, whose work cross-fertilizing
different colors of the same species of flowers (Thampi, 2009) helped establish the
theoretical basis of today’s biology (Schwarzbach et al., 2014). Mendel’s discovery of the
general law of unit character transmission across generations through reproductive cells
containing unit factors is also considered the origin of genetics (Zhang, Chen & Sun,
2017). Mendel’s seminal work set a foundation for the discipline of genetics (Hoßfeld et
al., 2017); therefore, he can be considered as a founder of bioinformatics.
The understanding of genetics has advanced in the past 30 years, which started
with Paul Berg on his work on recombinant DNA that led to him receiving a Nobel prize
in 1980 (Berg, 2008; Dellureficia, 2015). Berg was involved in the making of the first
recombinant DNA molecule (Thampi, 2009). Paul Berg, Herbert Boyer, Annie Chang
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and Stanely Cohen generated the first recombinant DNA in 1972 (Khan et al., 2016). But
Berg’s most famous work was gene splicing of recombinant DNA where he was the first
to insert DNA from two different species into a molecule (Berg, 2008). Berg’s research
and contributions in the gene splicing techniques set a step toward the development of
modern genetic engineering.
The work of Berg on recombinant DNA led to researchers like Boyer and Cohen
advancing genetics. After Berg’s 1971 gene splicing experiment, in 1973 Boyer and
Cohen inserted recombinant DNA into bacteria so the foreign DNA can replicate (Russo,
2003). This provided evidence that DNA molecules can be cloned in foreign cells (Russo,
2003; Genetics and Genomics Timeline, 2004). This showed the possibility of
transferring one genetic organism to another (Niosi, 2017). Thus, Boyer and Cohen’s
work had a considerable effect on the development of modern biotechnology.
The advancement of biotechnology allowed the emergence of biotechnology
products. For example, Boyer and Itakura expressed a mammalian protein in bacteria
before they constructed a plasmid that coded for human insulin in 1978 (Russo, 2003).
These discoveries led to the development of Humulin, the first product of modern
biotechnology (Niosi, 2017). In 1977, a method for sequencing data was invented, and
Genentech, the first genetic engineering company, was founded (Thampi, 2009). The
firm created recombinant human protein in 1977 and the second one in 1980, which was
Humulin (Niosi, 2017). The ability to create biotechnology products such as Humulin has
allowed patients with diabetes to live a better life.
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In addition to these advancements, producing a map of the human genome has
helped gain a deeper understanding of all the genes of human beings.The Human
Genome Project is an important research project focused on mapping and identifying the
genes of the human genome.The international organization of scientists involved in the
Human Genome Project was founded in 1989 (Thampi, 2009). To protect the genome
from mutagenics, the U.S. Department of Energy established an early genome project in
1987, and the National Institute of Health and Department of Education with the
Congress funded coordinated research and technical activities related to the human
genome in 1988 (“An Overview of the Human Genome Project,” 2016). Genethon, a
human research center, produced a physical map of the human genome in 1993 (Thampi,
2009). In the year 2000, most of the human genome had been sequenced (“An Overview
of the Human Genome Project,” 2016).
In response to projects like the Human Genome Project, automated DNA
sequencing has replaced manual sequencing for more efficiency and greater ability to
extract patterns. Manually sequencing DNA was made in the early 70s, but the following
decades brought technologies like high-performance computers that enabled the
automated sequencing of DNA and whole genome (Cyrus et al., 2015; Remmers &
Siegel, 2015). Sequencing a whole human genome would not be possible without
automated sequencing and without advancement in high-performance computing,
storage, and bandwidth, which bioinformatics encompasses.
Following the evolution of sequencing DNA and with the technological
advancement, bioinformatics tools have emerged to help predict the function of genes
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and extract meaningful information from biological data through analysis. Bioinformatics
has created huge databases like GenBank, European Nucleotide Archive, and the DNA
Data Bank of Japan. Today bioinformatics is involved in protein structure analysis and
gene and protein functional information. Bioinformatics facilitates information sharing,
knowledge management, and workflow tools. With IT, bioinformatics can digitize
biological output and provide computational power to analyze massive datasets.
Bioinformatics tools are efficient in synthetizing, analyzing, and extracting large volume
of genetic information (Alansari et al., 2017). For example, bioinformatics can be used
for obstructing signatures of disease, predicting diseases, proposing medicine, and
figuring out disease mechanisms (Nussinov & Papin, 2016). Bioinformatics provides the
data analysis tools to relate patterns and extract valuable information. Biological and
biomedical questions are answered by computational biologists using computation in
support of, or in place of, laboratory procedures to obtain answers at a reduced cost.
In bioinformatics, it is important for specialists to share knowledge and results as
well as have work with technology to increase efficiency and discover knowledge
(Hassani-Pak & Rawlings, 2017; Hoff & Bashir, 2015). Lack of collaboration in this area
is weak due to limited accessibility and availability in bioinformatics datasets (Machiela
& Chanock, 2015). Integrating heterogeneous bioinformatics data is challenging, yet it
enables collaboration for bioinformatics specialists to benefit from the increasing
biological information and the number of data types. Many challenges affect specialists’
performance like the poor quality of the generated data, the sample size, false discovery,
lack of novel algorithms for data integration, computational efficiency, data
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interpretation, and visualization (Zhao et al., 2015). Integrating biomedical data
incomplete and unified format with sufficient metadata can help bioinformatics
specialists improve efficiency in this field. Integration involves cross-referencing each
dataset submitted to a bioinformatics database to the representation of the same or related
biological entities in other databases.
Big Data
The advancement in high-throughput technologies has allowed biologists and
other life science specialists to generate enormous amounts of data like genomic
sequences. The continuous accumulation of increasing data has introduced new
challenges on storing and analyzing this data and new techniques that involve big data
that are used for knowledge extraction. Big data deals with enormous and complex
datasets that traditional techniques cannot. Identifying patterns in large datasets through
integrative analysis and fulfilling the commitment of big data in biology is necessary for
solving biomedical problems (Greene et al., 2014). Biomedical informatics is one of the
most active areas involved in big data analysis research (Chrimes & Zamani, 2017).
However, mining data in the health informatics industry is complicated due to the size
and nature of the data, which is why big data techniques are applied.
The significant increase of data in many fields over the past few years has made
the experts turn to big data to contain this data. The big data concept was launched in
2000, but it did not get its popularity until 2010 when it was adopted by International
Business Machines and Oracle (Chrimes & Zamani, 2017). Big data is targeted to solve
problems that cannot be resolved using traditional techniques. Big data, particularly
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NoSQL, were introduced to address the increased accumulation of data in traditional
relational databases (Storey & Song, 2017). Big data became popular to store and analyze
the vast and heterogeneous data to acquire valuable information. Big data started to be
used by large companies to understand their businesses and support their decision
making.
The V’s of the big data define its structure and outcomes. The first “V” is the
volume of data—usually terabytes of datasets; the second is the variety and represents the
many formats of the big data; the third is the velocity it the speed of data processing; the
fourth is the veracity and represents the uncertainty of the data; and the value of the data
represents the worth of data being extracted (Hamilton & Kreuzer, 2018; Sharma, Panwar
& Sugandh, 2018; Yao, 2017). The first four V’s are concerned with collecting data,
preprocessing, and transmission and storage. The fifth and last “V” is the process of
extracting value from the data using analytical tools. The advancement in technology
generated an unprecedented volume, velocity, and variety of data that is called big data
(Ting et al., 2017). Big data is characterized by the high volume, high velocity, and high
variety of information and extended to include two more V’s the veracity and volume
(Ang & Seng, 2016). Social media, mobile transaction, business transaction, and network
sensors are generating thousands of heterogeneous information datasets that requires big
data technology to be collected, stored, and analyzed (Kitchin & McArdle, 2016). Using
big data specialists in various fields can solve problems that cannot be resolved using
traditional methods.
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Having enormous amounts of data in the biomedical field introduces many
challenges from choosing the appropriate tools and algorithms, ensuring usability, and
transforming data into knowledge. Big data challenges in the biomedical field include
selecting appropriate computational methods to extract useful information, access it and
share it efficiently (Chrimes & Zamani, 2017). Reusability in big data is paramount
because data are being stored in significant amounts without being reused, reusing data
for an analytical purpose has a significant positive impact on data-oriented fields
(Chrimes & Zamani, 2017). Big data analytics require advanced technologies to deal with
vast quantities of more massive, unstructured and complex datasets (Ting et al., 2017).
Even though big data offer many solutions to deal with complicated huge amounts of
data, the biomedical field struggle to reach efficiency while managing and analyzing
biological information. To reduce challenges cutting-edge techniques and algorithms
must be implemented to help specialists gain insights and acquire needed information.
With the technological advancement in the biological field, enormous amounts of
data were generated. This massive collection of data introduced challenges in storing and
analyzing this data. Big data can be useful in the bioinformatics field because the use of
big data showed efficiency in many areas where big data was used to solve challenges
that cannot be solved using traditional techniques.
Data Quality
Data quality is paramount for organizations in all fields; it can help specialists
analyze this data to acquire knowledge. Poor data quality can be misleading and can
cause the firms tangible and intangible expenses. Poor data quality can cost firms high
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fees, can affect less tangible areas like decision quality and job satisfaction, and can
affect the overall organization revenues (Hazen et al, 2014). Querying poor quality data
can result in a loss of relevant information that can be helpful in many aspects (Hu et al.,
2017; Veiga et al., 2017). Good data quality helps to enhance businesses and revenues
throughout obtaining high-quality insights from analyzing this data. Analyzing and
managing data that contain duplications and errors lead to many problems that affect
organizations negatively.
Poor data quality is an obstacle to having a more efficient analytic based strategy.
Executives and managers consider that having a high-quality data is a must to overcome
many problems that poor data quality can cause (Hazen et al, 2014). Good data quality is
paramount in finding, interpreting, and reusing data for practical anticipations. (Hu et al.,
2017). High-quality data analysis provides executives with a clear view of their
organization status, better expectations of revenues and also helps the executives to
support their decision making with evidences form analyzed data. It is evident that any
organization including the healthcare industry that correcting data is for the best of the
organization.
To ensure that the data is of good quality, it must be accurate, not contain errors,
and represent their real values. Data quality dimension include accuracy, timeliness,
consistency, and completeness (Hazen et al, 2014). Redundancy, heterogeneity,
inconsistency, and incompleteness are data quality issues (Hu et al., 2017). Also ensuring
a good quality of data is done by eliminating redundancy. One of the significant problems
that face data quality records duplication (Jones et al., 2017). Analyzing good quality
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data, helps organizations in many fields to enhance their businesses and reduce expenses.
Cleaning raw datasets is becoming a priority for most experts to acquire knowledge
without getting incorrect results from poor quality data.
Integrational Bioinformatics
In the biological and biomedical field, researchers witnessed advancement in the
NGS and single cell technologies, enabling investigators to create massive amounts of
data for genomics and translational research. These advancements made the process of
data integration from multiple resources easier to enhance knowledge extraction and
reduce false discovery rate (Dubchak et al., 2014). Integrative approaches include many
advantages like low false discovery rates due to the evidence from multiple domains
(Zhao et al., 2015). Researchers that are exploring bioinformatics patterns that contains
faulty results affects the quality of decision making. The integration services and tools
provided by multiple groups is essential for comprehensive data analysis (Dubchak et al.,
2014). Having more than one source of knowledge enhances the accuracy of pattern and
knowledge extraction from biological datasets, this means that if a researcher has access
to multiple data sources he can have more evidences to support his decision. Extracting
knowledge from multiple resources introduce new patterns that is hard to find analyzing
one source of data.
Traditional integration solutions like data warehouse are considered a local
integration solution. These solutions can enhance the resource sharing and collaboration
inside an organization; however, these solutions fail to interact with each other to achieve
global solutions, which are crucial for interdisciplinary integration (Chen, Tripathi &
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Mizuguchi, 2016). Connecting various datasets in the bioinformatics field can have a
positive impact, by making more valuable information available for specialists to
analyze. Because connecting data can impact many fields, the large genomic data linked
to phenotype and medical records can enable not only the discovery of biological features
and regulations using genomic approaches, but also translate some of the findings for
clinical practice (Zhao et al., 2015). Integrating biological data is paramount not only for
the bioinformatics field but also to many life science areas.
Integrating bioinformatics datasets from various sources is a paramount topic in
the bioinformatics field. Data integration has become common for life science in the past
years (Lopes & Oliveria, 2015). Numerous efforts have been conducted to develop
different types of frameworks and tools for integrating diverse biological data types, like
grouping genes based on similarities in the biological annotations, providing pre-defined
gene libraries to enhance analysis and using a standalone web interface not integrated to a
data mining platform (Chen, Tripathi, & Mizuguchi, 2016). The biggest challenge in
computational biology is putting together the available and disparate information
(Nussinov & Papin, 2016), because of the heterogeneous nature of biological data,
unifying the data types and the nature of collected data can be challenging. The biological
data have grown exponentially, and these data are scattered over a number of repositories
using various formats, which makes the process of analyzing data for knowledge
extraction challenging.
Accessing heterogeneous datasets from disparate sources is a challenge for
bioinformatics specialists. Processing data from different sources is a common task for
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scientists (Lopes & Oliveria, 2015). The quantity of biological information is increasing
at a rapid pace, which introduces new challenges in software and hardware from disparate
locations. The biomedical information is increasing alongside the number of data types,
which is increasing the complexity of extracting knowledge and thus affecting the
availability of the distributed data. It is essential to focus on data integration for more
reliability in acquiring knowledge. Data integration is needed in bioinformatics with the
increased amount of biological data to enable bioinformatics specialists to extract
knowledge (Shah et al., 2005). Integrating information from disparate resources is
paramount for specialists to have a more precise results from their analysis.
Biomedical database integration is classified into three main classes: federated,
mediated, and warehouse style integration; federated integration, provides hyperlinks to
join data; and mediated integration, provides unified query interface as well as collecting
the results from various data sources (Ethier et al., 2015). Warehouse databases integrate
data sources in one place (Ethier et al., 2015). The three main classes of integration in
biomedical databases are approaches to integrate and unify data for more efficiency while
extracting patterns. In past years, attention was given to integration in the bioinformatics
field. Integrating biological information from multiple resources is efficient for more
values while extracting knowledge. Integration of services and tools provided by multiple
groups is essential for comprehensive data analysis (Dubchak et al., 2014). Gathering
information from multiple sources using integration decreases the error rate while
analyzing biological data (Hong et al., 2013). Because having multiple sources of data,
for example different genomic analysis from two different locations, the specialist can
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have more confidence in his findings. Disparate datasets enrich the process of analyzing
data in bioinformatics for more knowledge. Data integration and analyzing information
from different resources has been helpful in finding new patterns and knowledge that
were hidden before merging multiple information resources. Mining information, which
is the process of discovering patterns in large datasets across different biological
databases has the potential to lead to new knowledge (Hassani-Pak & Rawlings, 2017).
Data integration has proved viable in the field of bioinformatics because more
information is more knowledge and more efficient knowledge extraction.
Integrating biological data and integrating tools and services have become
important. Integrating bioinformatics services and tools reduce time and effort for
analyzing translational data and increases the efficiency of knowledge extraction
(Dubchak et al., 2014). Also, these approaches enhance the data quality that is scattered
on different technology platforms (Zhao et al., 2015). Integrating bioinformatics tools and
services has its role in analyzing and comparing information from multiple sources of
information.
Standardization of data types or unifying the format of data to increase
collaboration, integrating tools and services are paramount while integrating data in the
biomedical field to reduce complexity and enhance performance. The adoption of widescale biomedical ontologies and data standards is needed to ensure accurate data
integration (Marti-Solano et al., 2014). Storing biological data in a standard fashion eases
the complexity of interpreting this information (Zhao et al., 2015). The use of standards
in collecting biomedical data in different types of metadata will facilitate data
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interoperability. The standardization of biological data is helpful to gain an understanding
about the data before integrating them. It is paramount that data providers increase their
use of ontologies and metadata standards to facilitate data integration (Hassani-Pak &
Rawlings, 2017). Achieving a certain level of biological data unification throughout the
process of integrating bioinformatics services and tools reduces time and effort for
analyzing translational data and increases the efficiency of knowledge extraction
(Bhuvaneshwar et al., 2016). Standardization and data integration eases the process of
merging information. Bringing data into standard formats is critical, having same
information stored in many forms increase complexity and ambiguity, standardizing the
format of data enhance the quality of data making it simple to manipulate allowing
collaborative research and sharing of complex methodologies.
Many principles in information technologies have been helpful in the process of
integrating data from multiple sources (Hassani-Pak & Rawlings, 2017). Making more
data available in a linked form will simplify data integration processes and improve most
aspects of data origin. Using cutting edge technologies in information technology can be
the solution for integrating disparate biological datasets.
Result analysis in bioinformatics. Biological information is increasing
exponentially, making the process of analysis complicated. The increasing volume and
complexity of biological information demands experts to create an analytical workflow
involving multitude of steps for extraction of knowledge (Dubchak et al., 2014). The
analytical tools increase the complexity of analyzing biological data. The tools are
required in bioinformatics to help specialists to obtain results from the biological
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information. Specialists must efficiently use the biological data that are collected in large
quantities at a rapid pace. Many approaches and techniques must be considered to
achieve such a goal. With improvement in bioinformatics and life science, large amounts
of biological data can be collected (Triplet & Butler, 2014). The amount of biomedical
data being collected outweighs the amount of data that are being analyzed (Greene et al.,
2016). Specialists have developed filtering strategies to produce quality positive datasets
(Demirci & Allmer, 2017). Taking into consideration new IT techniques can be helpful to
analyze these biological data. Researchers are using cloud computing, big data, Internet
of things, or another recent technological trend to solve complex bioinformatics
problems. (Alansari et al., 2017). Specialists who analyze bioinformatics data generate
large amounts of scrambled data, which necessitates filters to enhance the quality of the
generated data. An analysis of the positive data is needed to establish machine learning
models.
The complexity of biological data and heterogeneity have introduced analysis
challenges. Many tools exist for processing bioinformatics analysis; however, these tools
require bioinformatics specialists to help with the analysis (Bhuvaneshwar et al., 2016).
A one-step system that can handle all biological data including NGS and medical images
without the need to switch from one system to another does not exist (Bhuvaneshwar et
al., 2016). Those tools need to have a user-friendly interface to ease the complicated
process of extracting knowledge from biological data (Velloso et al., 2015). Having only
bioinformaticians to process analysis results is a drawback, and life science specialists
will become dependent on the bioinformaticians with no ability to analyze and extract
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knowledge on their own. Analyzing bioinformatics data presents a bottleneck for
laboratories having a lack of technical data and software specialists (Zou et al., 2017). It
is difficult for bioinformatics laboratories to maintain the required number of
bioinformatics experts with the growing complexity of bioinformatics tools (Williams et
al., 2016). Developing bioinformatics tools that are useable by life science specialists will
improve this field. Because high-performance computers are expensive, cloud computing
is an alternative for analyzing biological information. Cloud computing allows specialists
to share all available computational resources from both time and performance point of
view. Life science specialists can use multifunctional platforms that are easy to use for
extracting knowledge and patterns from biological data.
Text mining. It is the process of analyzing huge amounts of unstructured datasets.
In the biomedical domain, the scientific community is producing huge amounts of
scientific findings, which makes it challenging for scholars to find the required
information in this large sea of knowledge (Basaldella et al., 2017). Text mining is
paramount for knowledge extraction from vast amounts of information. Text mining
technology can distil essential information from large quantities of biomedical literature
(Przybyła et al., 2016). Text-mining developers use information retrieval technics, such
as document classification and document retrieval, to select relevant documents (Huang
& Lu, 2016). Using text mining technics, specialists will find relevant information in a
fast manner. Most biomedical discoveries are written in scholarly publications. Extracting
key information from free text and converting it into structured knowledge for human
comprehension is crucial. Text mining technics are used to obtain relevant knowledge

28
from the biomedical literature. Specialists can use article selection to narrow down the
search space from the entire document to the knowledge of interest.
To extract relevant information using text mining technics, the specialist must be
trained for such a complicated text because the data needs to be derived from vast
amounts of heterogeneous data. For practical knowledge extraction, researchers must be
skilled in the availability, suitability, adaptability, interoperability, and comparable
accuracy of text mining resources (Przybyła et al., 2016). Many several sophisticated
techniques are used in the text-mining process, such as using dictionaries and machine
learning to recognize known entities (Basaldella et al., 2017). Results exctracted from
biological data needs knowledgeable specialists effectively interpret the results (Przybyła
et al., 2016). Entity recognition in text mining has switched from focusing on extracting a
single entity type from scientific papers such as entity names to the use of terminological
resources for more sophisticated text-mining paradigm (Basaldella et al., 2017). Text
mining specialists must be trained in efficient information extraction using text mining
technics. Stored information is increasing sequentially and in great amounts, discovering
patterns out of this massive data is challenging and needs special technics and expertise
(Inzalkar & Sharma, 2015). Despite the power of text mining technology, the
inexperienced user finds text mining difficult, with an overload of resources, services,
tools, and frameworks, a researcher find it overwhelming to use many methods to
identify a certain pattern for his study. Without trained specialists in text mining, the
bioinformatics field will not be able to effectively use the information hidden in the vast
quantities of biological data.
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Bioinformatics challenges. The heterogeneity of biomedical data is a significant
challenge. A key determinant of data usefulness can be in many cases the availability of
additional information to evaluate a particular datasets. Specialists must be able to track
the data source and to retrieve information from the context in which the information was
generated to determine if the data can be meaningfully combined (Marti-Solano et al.,
2014). Even while combining the heterogeneous data, restrictions might be implemented
on remote resources and security concerns during the transmission over the Internet must
be dealt with (Shah et al., 2005).
Many challenges need to be addressed by bioinformaticians for more
effectiveness in this field. Bioinformatics specialists experience problems like data
quality and processes from different technology platforms, data inconsistencies,
incomplete and inaccurate knowledgebases, false discoveries, a lack of novel algorithms
for data integration, computational inefficiency, faulty data interpretation, and lack of
visualization (Zhao et al., 2015). Other challenges might also be introduced like
restrictions from remote servers, security of transmitting biological data over the Internet,
and logistics for querying distributed resources (Shah et al., 2005). Understanding the
nature of the problems in bioinformatics can be crucial in overcoming them for more
efficiency in the bioinformatics research area.
Bioinformaticians must get their tools up and running, and cloud computing can
reduce the complexity of such problems. Bioinformatics meet a range of difficulties to
get tools locally installed, running, and producing results (Velloso et al., 2015).
Specialists can use cloud computing target the problem of installing, running, and
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maintaining sophisticated bioinformatics tools directly (Souilmi et al., 2015). Specialists
can centralize bioinformatics tools using a user-friendly interface and webservices to
overcome the technical challenges in bioinformatics (Velloso et al., 2015).
Bioinformatics field specialists find it difficult to get complicated tools and platforms
running and locally installed. Centralization and webservices are helpful in installing a
sophisticated bioinformatics tool. Bioinformaticians can use centralized tools and
webservices to be more productive and avoid spending time on installation processes.
Due to the complexity of data, bioinformatics computational resources are
required for analyzing the information. Bioinformaticians require a high-performance
computer with a clustered processor, high internal bandwidth to fast storage, and software
to carry out an elaborate multiple step workflow (Hong et al., 2013). Computational and
storage limitations include the costs associated with keeping data, moving data, and
analyzing data. Traditional high-performance computer resources are expensive both in
purchase and maintenance (Miller, Zhu, & Bromberg, 2017). In an attempt to reduce
costs, research labs use different techniques to deal with their computational needs. Some
labs have their computational power, and others share machines across an institute or
outsource their computing to collaborators (Miller et al., 2017). Sharing computing
resources is an efficient cost-reduction solution because not all computational resources
are used simultaneously. Computing nodes rarely reach the often-targeted use rates of
75%- 85% consistent workload; computing usage peaks only with a high priority project
running on the cluster for a limited period (Miller et al., 2017). Distributing and sharing
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high-performance computing wisely may reduce cost and increase productivity while
analyzing biological datasets.
Next generation sequencing (NGS). NGS has evolved enormously over the
years from two perspectives efficiency and cost reduction, which resulted of generating
enormous amounts of data. The increasing amount of data is accompanied with a fast
advancement in the NGS technologies both in terms of increasing sequencing depth and
decreasing cost of whole genome sequencing (Hong et al., 2013). The decreasing cost of
sequencing, is increasing the number of sequencing projects and generated data is
enormously increasing (Reddy et al., 2015). NGS has resulted huge amounts of data
where bioinformatics stepped in. Bioinformatics used the generated data from NGS to
relate patterns and extract knowledge. After sequencing the samples, bioinformatics
implements storing management and interpreting the huge amounts of NGS data. The
data generated by NGS is enormous and complex, to extract knowledge and related
patterns from this data, a researcher needs bioinformatics best approaches. NGS is an
extremely complicated process and many fields are involved. NGS is a complex
integration of chemistry, biology, optical sensors and computer hardware and software
(Hong et al., 2013). According to Ardeshirdavani et al. (2015) the analysis of a single
whole genome is exceptionally complicated that the analysis process can take up to 50
Gb of collections of files as a result. The involvement of this number of areas is more
than proof of the complexity of the NGS. NGS platforms generate intensity data that are
determined from the image captured by their optical resources. Modern sequencing
platform generates petabytes of data (Souilmi et al., 2015). The first bioinformatics task
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in a NGS project is to analyze the image files generated by an NGS instrument to deduce
or conclude the individual bases from the intensity data, and this process is called base
calling (Hong et al., 2013). An important aspect in NGS is accuracy. Increasing accuracy
can be achieved using re-sequencing and combining multiple NGS runs. The accuracy of
sequencing is improved by increasing the depth throughout re-sequencing the same DNA
sample multiple times and combining data from multiple runs (Hong et al., 2013).
Correlating multiple studies together is much more powerful then analyzing data from a
single study (Ardeshirdavani et al., 2015). When dealing with complex and huge forms of
data, to achieve accuracy is crucial and challenging, yet in NGS accuracy can be achieved
throughout re-sequencing and combining data from multiple run, which is a trick process
yet enhance NGS results.
A challenge that NGS faces is the huge amount of data generated from
sequencing and needs to be stored; it may not be cost efficient to store this huge amount
of data. In NGS retaining raw data in the future is not practical, as the data is increasing
tremendously, it may become cheaper to sequence that to store (Hong et al., 2013). The
current challenge in NGS is analyzing this large-scale data (Souilmi et al., 2015). Resequence from the original data is more practical and more cost-efficient than storing
enormous amounts of sequenced data. Even though that the data storage cost is
decreasing enormously, the NGS data storage and management remains a large portion of
institutions budgets.
Raw data and mapped reads are large files occupying significant disk storage
space. In the past sequencing was limited to a number of high importance organisms,
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with the decreasing cost of sequencing and the increasing technology associated with,
sequencing nowadays is done on a higher scale resulting huge amounts of generated data
(Reddy et al., 2015). The analysis of a single whole genome can take up to 50 Gb of
collections of files as a result (Ardeshirdavani et al., 2015). This raises significant issues
in term of computing, data storage and transfer.
Confidentiality and protecting private data is a great issue. NGS data analysis
raises challenges like how to protect the confidentiality and privacy of personal genomic
data during knowledge extraction (Ardeshirdavani et al., 2015). NGS data can be
transferred over the Internet which raises security concerns about the confidentiality of
the transferred data (Shah et al., 2005). Personal genome data is sensitive personal data,
confidentiality must be ensured at all levels and all times, and only authorized researchers
should have access to such personal data.
Another challenge is also related to data and management of the huge amounts of
data generated from NGS which the bandwidth to store is, manage and access this data.
High I/O bandwidth for storage and between IT components to keep up with data output
from NGS instruments as well as to allow many users to access the data simultaneously is
a huge challenge for NGS (Hong et al., 2013). When the data is massive it needs huge
bandwidth to carry enormous amounts of data over the network. It also requires higher
high-performance computing to analyze the exponentially growing biological data
(Miller, Zhu & Bromberg, 2017). Managing NGS data at such scale, and especially that
the amount of data will double every 2 years in an integrated environment will be an
increasing challenge.
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To overcome the flooded NGS generated data, cutting edge technics must be
used. Improved data management technics and infrastructures is needed urgently,
scientific community started to consider adopting cloud computing for NGS analysis,
cloud computing in NGS analysis is extremely efficient such as distributing the timeconsuming computational jobs on many cloud environments (Hong et al., 2013).
Advancement of IT technologies, such as high-performance computing and new cloud
computing solutions created new opportunities for computational biology (Miller, Zhu &
Bromberg, 2017). NGS can benefit from technological advancements and benefit from a
trending paradigm such as cloud computing to solve challenges in this field. Even that
adopting cloud computing technology can have some drawbacks such as protection of
proprietary data and unauthorized access to data stored in a public cloud. Cloud
computing solution may reduce the cost by eliminating the costly in-house IT
infrastructure development.
With the decreasing cost of sequencing, the number of sequencing projects and
the amount of sequence data generated is increasing exponentially, storing metadata
becomes inevitable for more meaningful data. The sequenced data are submitted
resources or analysis platforms it becomes paramount to document the associated
metadata in order to facilitate comparative analysis and hypothesis generation (Reddy et
al., 2015). To ensure an effective reuse of data, it has to be enriched with relevant
metadata, and converted into appropriate format for integrative knowledge management
(Marti-Solano et al., 2014). Metadata give the users the ability to look at their data and
analyze results from a whole different perspective (Reddy et al., 2015). When sequencing
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was expensive only limited number of high importance organism genomes were
sequenced, maintaining the associated information in catalog format was sufficient. But
since sequencing has become more affordable, it is now efficient to use data from
multiple sources, it became paramount to collect common metadata to these samples.
Overcoming bioinformatics challenges. The exponential growth of biological
data has introduced many challenges. Those challenges must be surpassed to advance in
the bioinformatics field. The exponential growth in data poses significant challenges for
researchers, because many bioinformatics applications requires the process to store,
access and analyze large libraries of data (Berger, Daniels & Yu, 2016). With the
extraordinary advancement in the IT, many paradigms exist to deal efficiently with
storing, managing and manipulating huge amounts of data. Cloud computing is an
approach to tackle these challenges. Google clouds and Amazon web services are
commonly used for computational biology (Berger, Daniels & Yu, 2016). Cloud
computing has many advantages, it solves high computational problems like high cost
and complex installations. Cloud computing free the researchers from maintaining their
own data centers, and provide cost saving benefits (Berger, Daniels & Yu, 2016). Cloud
computing can be extremely beneficial in computational biology even though cloud
computing does not truly address the problem of the exponential growth in omics data.
The algorithms used to extract knowledge must evolve for more efficiency in analyzing
huge amounts of data. The development of algorithms that leverage the structure of
biological data that we can make sense of biology in light of evolution (Berger, Daniels
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& Yu, 2016). The evolution of algorithms may eliminate some challenges and help
bioinformatics to attain a more mature state.
Evolution of Technology Acceptance Model
Technology is evolving. According to Moore’s law, the complexity of technology
will double every 24 months (Moore, 2006). Users may struggle to adapt to new
technology in the rapid pace of technological advancement (Venkatesh et al., 2012).
Leaders must predict user acceptance toward technologies, so they can start to identify
variables that may affect the user acceptance for a particular technology. TAM was
introduced by Davis (1989) where he determined that behavior intention and attitude
toward using a system influence the actual use of the system.
Theoreticians have found that the performance of a user can be influenced by
many factors. Davis studied the influence of external factors on a person’s performance
that played a role in changing the perceptions and behaviors of people towards the use of
a technology (Davis, 1989). Davis (1989) determined that the attitude and perceptions of
a user will directly affect the system usability. According to the TAM, the user’s
acceptance of a system is determined by two factors: perceived usefulness and perceived
ease of use (Davis et al., 1989). TAM has been used to predict users’ acceptance toward a
technology and the actual use of this technology (Venkatesh et al., 2012). Researchers
modified TAM according to their research objectives (Masood & Lodhi, 2016). TAM is
applicable for predicting acceptance and usage of new technologies in many fields
(Rauniar, Rawski, Yang, & Johnson, 2014). TAM evolved into a leading model in
explaining and predicting system use.
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According to TAM, if a technology or innovation enhances the performance of a
person without increasing mental and physical effort, it is considered useful and easy to
use, and it is more likely to be adopted by users. TAM has two main factors: perceived
usefulness and perceived ease of use (Davis et al., 1989). The user behavior to use a
technology is influenced by the usefulness and easiness. The usefulness and easiness in
the model is affected by external factors. When the technology is easy to use, the
usefulness increases. According to TAM, perceived ease of use has a significant positive
effect on perceived ease of use (Masood & Lodhi, 2016). Davis (1989) concluded that the
user attitude toward using a system is a determinant of whether the user will use or reject
the system. The attitude is influenced by two beliefs: the perceived usefulness and the
perceived ease of use, with the perceived ease of use having a direct influence on the
perceived usefulness (Marangunic & Granic, 2015). What makes a system useful is the
ease of use of this system, if a user is using a system with relative ease the usefulness is
increasing enormously.
In the original TAM, Davis (1989) explained that the user motivation is affected
by three factors. Perceived usefulness refers to a user’s subjective probability that using a
particular system/technology improve the user’s performance at work (Davis, Bagozzi, &
Warshaw, 1989). The perceived ease of use is the degree that a user believes that using a
particular system will enhance his/her job performance (Rauniar, Rawski, Yang, &
Johnson, 2014). The perceived ease of use indicates the practicality of technology (HuiFei & Chi-Hua, 2017). The perceived ease of use is the user willingness to engage with
new technology and the user’s attitude toward the new technology includes his or her
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beliefs about whether this technology will help the user in performing his or her tasks
more efficiently (Davis et al., 1989). (Venkatesh, 2002) determined that the perceived
usefulness is a component in determining the user’s acceptance toward a technological
innovation. The usefulness of a particular system is determined by the system itself and
by the user determination to use that system.
Using a system should be effortless, and the system should be free of unnecessary
complexity, the effortless usability of a system is called perceived ease of use. Perceived
ease of use refers to the degree to which a user expects the use of a system/technology to
be free of effort (Davis et al., 1989; Venkatesh & Davis, 2000). Perceived ease of use
indicates the effort required to learn to use technology perceived by an individual (HuiFei & Chi-Hua, 2017). perceived ease of use is defined by Davis (1989) as a system’s
utility. The system’s ease of use must outweigh the effort required in adopting it.
Perceived ease of use is classified into three clusters: the physical effort, mental effort,
and the direct perception of how easy the system is to use. Attitude toward use is
influenced by the perceived ease of use and perceived usefulness (Wu, Chou, Weng, &
Huang, 2011), and it is the primary factor that determines the system usage. The
perceived ease of use impacts the perceived usefulness, and all of these characteristics are
affected by certain aspects characterized by X1, X2, X3 (Figure 1).
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Figure 1. Davis original technology acceptance model. Reprinted from “Technology
Acceptance Model: A literature Review from 1986 to 2013,” by N. Marangunic ́ and A.
Granic ́, 2015, International Journal of Information Management, 36(6, Part B), pp.
1248-1259. Copyright 2015 by SPRINGER-VERLAG. Reprinted with permission
(Appendix C).
Perceived usefulness and perceived ease of use impacts user attitude. According
to Davis (1989), the attitude of a user affects his or her intention to use or not a system or
technology. The attitude of a user is the degree to which a user is interested in using a
particular system, and it determines the behavioral intention that leads to actual system
use (Tzafilkou & Protogeros, 2017). An individual attitude or intention toward using a
technology is influenced by the perceived usefulness and perceived ease (Rauniar et al.,
2014). An individual behavioral intention to use a new system is influenced by the
attitude and perceived usefulness (Wu, Chou, Weng, & Huang, 2011). Researchers use
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TAM to highlight external factors and internal beliefs that can explain system usage on
the basis of perceived usefulness (PU) and perceived ease of use (PEU) (Persico, Manca
& Pozzi, 2014). According to TAM, perceived usefulness has a direct effect on the
attitude toward using a technology, and perceived ease of use has a direct impact on the
perceived usefulness (Tzafilkou & Protogeros, 2017). User intention to use a technology
will determine his or her behavior for using or not using that technology (Rauniar et al.,
2014). The user behavior or intention, according to TAM, is a factor in determining the
usability of a system, and the user behavior factor is determined by the perceived
usefulness and the perceived ease of use. Perceived ease of use and perceived usefulness
are factors that influence the user attitude toward using a technology, according to TAM.
Researchers use TAM to explain and predict IT user behavior. A user’s personal
intention to use and adapt to new IT is determined by the perceived ease of use and the
perceived usefulness (Hui-Fei & Chi-Hua, 2017). In TAM, Davis (1989) illustrated how
the attitude toward technology has a direct influence on system usage. The increasing
progress of technological innovations makes a user’s acceptance of technology a
component of the success or failure of a technology (Wu et al., 2011). With the
continuous technological development, and its overlapping into the user professional and
private life, the decision regarding the acceptance or the rejection of the technology
remains a dilemma because many factors influence the rejection or the acceptance of a
new technology (Marangunic & Granic, 2015). If the users do not accept the new
technology, the technology will fail, because the user acceptance and the usefulness of
the system are the key factors that determines the success or failure of the system. The
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user behavior has a direct effect on the acceptance or rejection of a new technology.
TAM has been considered as one of the best theories to predict user acceptance
toward a new technology it has been used by developers of new technologies and senior
managers to predict user acceptance before introducing new technology to an
organization. Among the theories that examinees the user acceptance of information
technology systems, TAM is the most used theoretical model and the most cited
(Polančič & Jošt, 2016). TAM has a strong prediction power and it has been widely used
in investigating acceptance in various technologies (Jaehee et al., 2014). User acceptance
of a new introduced technology in an organization is studied with care by senior
managers because poor acceptance of a system by employees may lead to resources
losses, and decreased productivity.
Theory of Reasoned Action and Theory of Planned Behavior
TAM evolved from the theory of reasoned action (TRA) and the theory of
planned behavior. The TRA is used to predict the actual individual behavior (Fishbein &
Ajzen, 1967) developed the TRA. The actual behavior of a person can be determined by
his or her prior intentions along with the beliefs that the individuals has for the given
behavior (Davis, Bagozzi, & Warshaw, 1989). TRA was used to explain and predict
employee behavior (Wu et al., 2011). According to the TRA, attitude and subjective
norm impact behavioral intention, where behavioral intention influences the actual
behavior of an individual while using a technology (Tzafilkou & Protogeros, 2017).
Attitude toward behavior is the person’s positive or negative feeling about performing the
actual behavior (Hill, Fishbein, & Ajzen, 1977). The subjective norm is the person’s
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perception or opinion about what others believe the person should do (Hill et al., 1977).
Proponents of TRA look at the behavioral intentions rather than the attitudes as the main
predicators of behaviors (Marangunic & Granic, 2015). TRA has been used to understand
the adoption of behaviors, technologies, or advice (Wallace & Sheetz, 2014). In the TRA,
people form intentions to adopt a technology based on their beliefs about the
consequences of adoption (Wallace & Sheetz, 2014). The immediate determinant of
behavior is the individual intention to perform or not, and the intention is influenced by
the attitude and subjective norm factors (Ajzen, 1991). The behavioral intention is
determined by the attitude toward behavior and the subjective norm (Figure 2).

Figure 2. Reasoned action model.
The TRA model proved ineffective in predicting user behavior, and researchers
found that new factors may enhance the user behavior. A user with positive attitude may
not perform a certain behavior because of the lack of control over the individual
activities. The TRA is constrained by the lack of appropriate opportunities, skills, and
resources for a particular user (Tzafilkou & Protogeros, 2017). TRA has several
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limitations. One of the limitations of the TRA is that people have little power over their
behavior and attitude (Marangunic & Granic, 2015). For this reason, the TRA was
extended to include perceived behavioral control as a new variable (Tzafilkou &
Protogeros, 2017). Ajzen (1991) added a new element called perceived behavioral control
to the original TRA theory. This addition of the new element to TRA, created the theory
of planned behavior (Marangunic & Granic, 2015).
The purpose of the theory of planned behavior is to explain volitional behavior. A
factor of the theory of planned behavior is the user’s intention to perform a behavior,
which determines individual performance (Marangunic & Granic, 2015). The perceived
behavioral control is the person’s ability to perform a behavior (Ajzen, 1991). The theory
of planned behavior components attitude, subjective norms, and perceived behavioral
control are used to explain behavioral intention (Tzafilkou & Protogeros, 2017). TAM is
more suitable to my study then theory of planned behavior, because in the theory of
planned behavior self-efficacy has a direct effect on perceived usefulness but not on
perceived ease of use (Jun, Lee & Jeon). Scholars use theory of planned behavior to
examine how the decision-making process leads to the formation of attitudes that
subsequently guide behaviors (Leeuw et al., 2015). The theory of planned behavior
determines that an individual behavior is determined by its beliefs. An individual
behavior intention is formed by the attitude toward behavior, perceived behavioral
control and subjective norms.
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Different Versions of the Technology Acceptance Model
According to the first modified version of TAM, in some cases a person might
form a behavioral intention without forming any attitude about using a system (Davis,
Bagozzi, & Warshaw, 1989). The first modified version of TAM is illustrated in Figure 3.

Figure 3. First modified version of the technology acceptance model. Reprinted from
“User Acceptance of Computer Technology: A Comparision of Two Theortical Models,”
by F. D. Davis, R. P. Bagozzi, and P. R. Warshaw, 1989, Management Science, 35(8), p.
985. Copyright 1989 by INFORMS. Reprinted with permission (Appendix C).
A later development of the TAM would eliminate the attitude toward using and
introduce the behavioral intention as a variable that is directly affected by perceived ease
of use (PEU) and the perceived usefulness (PU) (Davis, Bagozzi & Warshaw, 1989).
Davis and associates found that the attitude toward using did not fully mediate the PEU
and PU (Marangunic & Granic, 2015). So, Davis, Bagozzi & Warshaw (1989) removed
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the attitude from the model and they included the behavioral intention as a new variable
which is directly influenced by the PEU. The design characteristics represented by X1,
X2, and X3 (Figure 1) is being replaced by external variables. Both beliefs the PEU and
PU are influenced by the system design characteristics, introducing external variables
might influence the user intention toward a system (Marangunic & Granic, 2015). Many
researchers have demonstrated that external variables have an influence on the process of
adopting new technology by a user (Hamid et al., 2016; Hussein, 2017; Mortenson &
Vidgen, 2016). In order to extend TAM, researchers have identified the perception of
resources and support as a major external factor that affect the adoption of information
technologies (Abdullah & Ward, 2016; Bach, Čeljo & Zoroja, 2016). External variables
might affect the assumptions of a person towards a system; the external variables
represent user training, user participation, system characteristics and the nature of the
implementation process (Venkatesh & Davis, 2000). Brezavšček, Šparl, & Žnidaršič,
(2014) modified the model with three additional external variables, they found significant
positive effects of statistics learning self-efficacy and statistics learning value on
perceived usefulness and perceived ease of use. TAM addressed PU, PEU, behavioral
intention and system usage as major determinants that predict the acceptance of a new
technology (Tzafilkou & Protogeros, 2017). Learning self-efficacy and subjective norms
affected PU whereas system accessibility and learning self-efficacy significantly affected
PEU (Hansen, Saridakis & Benson, 2018). PU and PEU has a significant effect on the
intension to use technology. The final version of TAM is illustrated in Figure 4.
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Figure 4. Final version of the technology acceptance model. Reprinted from “User
Acceptance of Computer Technology: A Comparision of Two Theortical Models,” by F.
D. Davis, R. P. Bagozzi, and P. R. Warshaw, 1989, Management Science, 35(8), p. 985.
Copyright 1989 by INFORMS. Reprinted with permission (Appendix C).
The TAM is a convenient theory to explore strategies to integrate disparate
bioinformatics datasets. TAM can help the researcher to identify the factors that influence
the bioinformatics experts decision about what makes the pattern extraction more
efficient and accepted. TAM could be a useful theoretical model to obtain a deep
understanding of relationships among ease of use, usefulness, attitude toward using and
intention about integrating disparate bioinformatics datasets.
Davis considered that the subjective norm effect on behavioral intention could be
ignored; for that reason, in the TAM the variables of subjective norms was not included
(Wu et al., 2011). The TAM had some limitations in explaining the reasons why a person
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would identify a system is used, so additional variables are added as antecedents to the
perceived usefulness, this model is called by Venkatesh and Davis TAM 2 (Figure 5).
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Figure 5. TAM 2. Reprinted from “A Theoretical Extension of the Technology
Acceptance Model: Four Longitudinal Field Studies,” by V. Venkatesh and F. D. Davis,
2000, Management Science, 46(2), p. 188. Copyright 2000 by INFORMS. Reprinted with
permission (Appendix C).
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Venkatesh and Davis in 2000 introduced TAM2, the new model introduced the
social influence process that contains subjective norm and Image; and the cognitive
instrumental process that includes job-relevance, output quality and result
demonstrability (Wu et al., 2011). Extending the TAM to TAM2 was to provide a better
understanding of the determinants of perceived usefulness and perceived ease of use by
adding cognitive instrumental processes and social influence processes (Venkatesh &
Davis, 2000). The subjective norm is the community attitude toward the user behavior
(Wu et al., 2011); it is the influence of others on the user decides to use or not the
technology (Venkatesh & Davis, 2000). TAM2 sought to identify the variables that
influence the perceived usefulness (Marangunic & Granic, 2015). The Image, is the belief
of a group relevant to the user, that the user behavior can enhance the performance of an
organization (Wu et al., 2011). Voluntariness is the degree which a person believes that
accepting the technology is not mandatory (Park et al., 2014). Voluntariness has a direct
influence on the user intends to use a system (Riemenschneider et al., 2002). Job
relevance, the degree to which the technology was applicable. It is the individual
perception in which the system is targeting the user Job (Wu et al., 2011). Job relevance
is the personal belief that technology applies to his job (Venkatesh & Bala, 2008). An
individual is more likely to accept a technology if he believes that it is relevant to his
work. Output quality, the extent to which the technology performed the required tasks.
Output quality depends on job relevance (Venkatesh & Davis, 2000), and it is the degree
which a user judges the effect of a new system; it is the user believes that a system can
perform required tasks (Wu et al., 2011). The Result demonstrability, the production of
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tangible results, the users will have a positive attitude of the usefulness of a system if
positive results are noticeable (Venkatesh & Davis, 2000).
Another evolution of the TAM was made by Venkatesh (2000), who included
determinants for the perceived ease of use. Venkatesh identified two groups of
antecedents for perceived ease of use. The Anchors, a general belief about computers and
computer usage. The adjustments, a belief that are shaped based on direct experience
with the target system. The model is represented in Figure 6.
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Figure 6. Extending TAM to include determinants for perceived ease of use. Reprinted
from “Technology acceptance model: a literature review from 1986 to 2013,” by N.
Marangunic ́ and A. Granic ́, 2015, International Journal of Information Management,
36(6, Part B), pp. 1248-1259. Copyright 2015 by SPRINGER-VERLAG. Reprinted with
permission (Appendix C).
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Venkatesh and Bala (2008) updated the TAM 2 model and introduced TAM 3;
they expanded the determinants for the perceived ease of use and perceived usefulness
producing a positive behavior intention which provides the user behavior. The
determinants that affect the PU are the subjective norm, image, job relevance, output
quality and result demonstrability. The determinants that influence the PEU are the
anchor variables which they include computer self-efficacy, computer playfulness,
computer anxiety and perceptions of external control. Adjustments variables (perceived
enjoyment and the objective usability) also influence the perceived ease of use. See
Figure 7 for the illustrated the TAM 3 model.
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Figure 7. TAM 3. Reprinted from “Technology Acceptance Model 3 and a Research
Agenda on Interventions” by V. Venkatesh and H. Bala, 2008, Decision Sciences, 39(2),
pp. 273-315. Copyright 2008 by SPRINGER-VERLAG. Reprinted with permission
(Appendix C).
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Limitations of the Technology Acceptance Model
TAM has become nearly a law-like model, and it is even used in areas outside the
technology adoption like marketing, advertising, information adoption and e-learning.
But some researchers disagree about the overrated influence of TAM. Researchers argued
that TAM is not progressive, it just provides alternative hypotheses when they face
anomalies and parsimonious where there are variables other than PU and PEU that may
have a significant influence on behavioral intention (Date, Ramaswamy & Gangwar,
2015; Islam et al., 2014). Organizations faill to accumulate benefits of investments if
users are unwilling to use available systems (Brown, Venkatesh & Goyal, 2014).
Personality traits such as extraversion and emotional stability could affect a person’s PU
and behavioral intention to use technology. User might reject a system because of poor
reliability even if he considers it useful (Fletcher, Sarkani & Mazzuchi, 2014). Also,
external variables in the extended models of TAM are not clearly defined (Date,
Ramaswamy & Gangwar, 2015). TAM has limited explanatory power; some aspects of
TAM are hard to explain and to fully comprehend. Some other values of TAM are not
practical and hard to implement. Researchers have extended TAM to include some 30
additional factors, which increases complexity (Fletcher, Sarkani & Mazzuchi, 2014).
TAM can be considered limited because of its dependence on subjective and self-reported
surveys rather than actual system use. At some level, TAM assumes that increased use of
technology will improve performance, which is not always the case, and extensive use of
a specific system will not necessarily affect the acceptance and TAM may have some
arguably limitations like philosophical holes and constraints regarding missing variables.
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The intention to use a new technology in TAM can be overrated, and training can
enhance the user intention. In organizations where system usage is mandatory, intention
to use a system loses its importance as an influential variable of TAM (Hwang et al.,
2017). Training and educational programs enhance the feeling of self-efficacy where a
user can develop a necessary experience to use systems efficiently with confidence
(Gallego et al., 2015). A user with no programing skills might not develop a user
intention to use a software that require so. But with training and educational programs the
user acquire knowledge that might enhance his confidence and user intention to user a
software that require little programming language. An employee might hold a negative
attitude toward using a new technology, but the employee will eventually use the system
because he simply has to. User acceptance is considered an important aspect in
organizational success, and it is studied with care when a new technology is introduced.
Developers of new technologies and senior managers are realizing that lack in user
acceptance may lead to resources loss (Hwang et al., 2017). A big challenge for
management is getting the users to maintain a positive attitude toward the adoption of
new implemented systems.
The intention to use a system and the actual usage represents one aspect of the
process, many other aspects affect the effectiveness and success of new technology when
implemented. The intention to use a system does not take into consideration the preimplementation contexts and does not provide a complete picture (Hwang et al., 2017).
Some variables related to human and social change must be added to the original TAM
form more efficiency when predicting user acceptance (Gallego et al., 2015). TAM is
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considered rigor in assessing the user acceptance toward new technologies, and scholars
approved that TAM should be extended to include factors that explain PE and PEU
(Jaehee et al., 2014). A drawback of the TAM is that the exited variables does not fully
explain the user acceptance and therefore new variables needs to be included by
extending the original TAM for more accuracy and effectiveness while predicting user
acceptance when new technology is introduced in an organization.
Usage of the Technology Acceptance Model in IT and Other Areas
TAM has been used in many IT related areas to predict the user acceptance of a
particular technology. TAM and the user intention is studied by researchers in many
technological fields like websites, cloud computing, mobile banking, e-commerce and ebanking (Alkali & Mansour, 2017). In IT related areas the success and acceptance of a
technology is highly related to the user acceptance, where the PU and PEU of use are
paramount factors. TAM has been found useful in predicting user intention to use a
technology (Alkali & Mansour, 2017). TAM has been applied to gain a better
understanding of the quality techniques to improve software development practices
(Holvitie, Lepparren & Hyrynsalmi, 2014); Also, TAM has been used to assess the user
acceptance in many software development practices (Wallace & Sheetz, 2014). In a web
acceptance model, users with high experiences are affected less by the TAM perceived
ease of use than users with low experience in using the Internet (Gallego et al., 2015). In
web development, an external factor which is the user experience has a direct influence
on the user PEU and PU, where the user experience plays an integral part in the user
acceptance of a website or web application. TAM has been engaged to assess the impact

57
of PU and PEU in the e-Banking industry (Rodrigues, Oliveira & Costa, 2016). TAM is
used to study the user acceptance of health-care mobile applications (Campbell et al.,
2017). PU, PEU and investigating affecting factors are considered by managers when
implementing health information technology systems (Garavand et al., 2016). The
acceptance factors that influence the Google applications in a collaborative environment
has been studied using TAM (Cheung & Vogel, 2013). TAM has been used to identify
determinants that affect the behavioral intention to use YouTube for procedural learning
(Lee & Lehto, 2013). TAM PU and PEU usefulness are relevant in predicting user
intention in an e-training environment next to the strong influence of interactivity and
trust (Alkali & Mansour, 2017). The adoption of e-government services has been
explored using TAM (Rana et al., 2015). The PEU and PU of TAM alongside with
environmental beliefs and normative beliefs affect the intention to use Green IT.
Knowing that perceived usefulness has a more significant impact on the intention to use
Green IT than perceived ease of use because people will use Green IT regardless of the
convenience for the good of the environment (Yoon, 2018). TAM was used to predict
elderly users’ acceptance of new media entertainment technology where PU is translated
into enjoyment and PEU as well as behavioral and psychological barriers then become
direct or even indirect predictors of satisfaction and actual system use (Dogruel, Joeckel
& Bowman, 2015). The attitude and the perceived ease of use of TAM are essential
factors for adopting new technologies in online learning in higher education (Siegel,
Acharya & Sivo). In an augmented reality tour-sharing application, the TAM perceived
usefulness and perceived ease of use significantly affected the user intends to use the
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application because an application that is not user-friendly and complex to operate
reduces user satisfaction (Hui-Fei & Chi-Hua, 2017). Another study suggested that when
an enterprise adopts a mobile information device to share knowledge, the administration
should take into consideration that the technology possesses an enhanced perceived ease
of use, enhanced computer self-efficacy, enhanced computer playfulness and an enhanced
perceived usefulness to ensure the user acceptance of the new technology (Yuan et al.,
2017). Perceived ease of use, perceived usefulness and perceived playfulness which is the
user expectation to obtain enjoyment from the use of technology, all affected the use of
the social media application Snapchat positively (Makki et al., 2018). In information
technology, the user acceptance is paramount for the adoption of a specific technology.
For this reason, researchers have used TAM in many information technology related
fields to predict factors that might influence the user acceptance of a particular
technology.
The Technology Acceptance Model and the Bioinformatics Study
The lack of a theoretical foundation for this stream of research has limited the
contribution of previous research and prevented organizations from understanding what
are the measures that makes a bioinformatics system useful. Understanding the PEU and
the PU of a system is necessary for the development of adoptable and practical measures
that can lead to higher quality systems (Wallace & Sheetz, 2014). Theory based research
on software adoption can provide reasons on why systems are used or not in practice.
In this PEU is defined as the degree to which the user believes that exploring
strategies to integrate disparate bioinformatics datasets would be free from effort. PU is
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defined as the degree to which the user believes that exploring strategies to integrate
disparate bioinformatics datasets would enhance the user performance. PE and PEU
affects greatly the intention to use bioinformatics tools. PEU and PU are significant in
explaining the intention of biologists to use bioinformatics tools (Shachak & Fine, 2008).
Along with PE and PEU the specialists experience and knowledge toward bioinformatics
tools cannot be excluded. Training enhance knowledge and skills that boost the
awareness of bioinformatics tools. Bioinformatics is greatly related to other IT areas, and
because TAM has showed great efficiency in many IT fields, bioinformatics is not
different. Challenges in bioinformatics are similar to challenges in other IT areas, TAM
showed efficiency in explaining the use of information systems in fields like office
automation, software development, business application tools, telemedicine technology
and digital libraries (Shachak & Fine, 2008). TAM was applied to explore strategies to
integrate disparate biological datasets. TAM can be applied to software process
improving initiatives, because the reason for taking new initiatives are similar to the
reasons for introducing new technology. The PEU and the PU will be relevant when
trying to anticipate who will adopt and begin using a bioinformatics system, therefore we
feel that TAM is a relevant theory to examine bioinformatics system adoption. When
bioinformatics specialists believe that using a particular bioinformatics system will
increase the quality of pattern extraction, they will be more likely to use this system.
Existing researches has shown that PU can predict user adoption (Wallace & Sheetz,
2014). Therefore, bioinformatics software must be perceived as useful, else ways life
science experts will use them reluctantly or inappropriate.
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Transition and Summary
Despite the continuous efforts in the bioinformatics field, this area stills lack
strategies used by bioinformatics specialists to integrate disparate bioinformatics datasets.
This literature review emphasized on the intersection of bioinformatics with IT, the
essential role of bioinformatics, the vital part of computation and technological
advancement in the bioinformatics field.
In this literature review, I highlighted a fundamental idea that illustrates the
paramount role of technical progress in reducing the time and cost of sequencing
biological information. Integrational bioinformatics took a big part in this literature
review and how integrated disparate bioinformatics datasets enrich the process of
knowledge and pattern extraction, the challenges that face the bioinformatics field like
the complicated process of installing the sophisticated bioinformatics tools, massive
computational resources and how cloud computing and efficient resources management
can be beneficial. Additionally, this literature review described the process of sequencing
and knowledge extraction, TAM and how TAM aligns with this study.
As addressed in my literature review concerning integrative bioinformatics, the
advantages of integrating disparate bioinformatics datasets from different locations
significantly outweigh the disadvantages. It allows bioinformatics specialists to have
access to more information and extract knowledge and patterns more efficiently. I would
encourage an in-depth look at the reaction of bioinformatics specialists to such a
paradigm. This sort of study would help determining strategies used by bioinformatics
specialists to integrate disparate bioinformatics datasets.
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Section 2: The Project
Purpose Statement
The purpose of this qualitative case study was to explore the strategies used by
bioinformatics specialists to integrate distinct bioinformatics datasets. The population of
this study was bioinformatics specialists of a research institution in Lebanon that has
strategies to integrate distinct bioinformatics datasets. The findings from the study may
contribute to IT practice by identifying strategies to unify and integrate heterogeneous
biological information from different locations and different structures. The study’s
findings may contribute to positive social change by impacting healthcare as a side effect
of improvements to bioinformatics.
Role of the Researcher
In my role as a researcher, I conducted interviews with open-ended questions,
transcribed the data, analyzed it, and presented the results and findings. Thus, as a
researcher, I was the primary data collection instrument for this study (Marshall &
Rossman, 2016; Sanjari et al., 2014). During my case study research, I strived for the
highest standards by avoiding plagiarism, make sure that information included in the
study are accurate to avoid deception, ensure accuracy in my research, and strive for
credibility. Maintaining integrity and avoiding biases can be done when applying
transparent and methodological research (Cronin, 2014). I performed a methodological
research method by using an interview protocol, which is described in Appendix B. An
interview protocol allows for uniformity of interview questions for all participants
(Castillo-Montoya, 2016). I asked all participants the same questions in the same manner,
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which ensured equitable and reliable interviews. The uniformity of the interview
questions also helped me to identify data saturation.
Interviews are one of the most important sources in a case study (Alshenqeeti,
2014). It is important for researchers to be able to conduct interviews that help answer the
research questions while asking friendly and nonthreatening questions (Yin, 2014). A
researcher develops good interview questions by avoiding bias, listening to the responses,
and being flexible while conducting the interview (Roulston & Shelton, 2015). In
addition to interviews, many sources can be used to collect evidence such as documents,
direct observation, participant observation, archival records, and physical artifacts. As a
researcher, my behavior changed to fit the world of the case and the participants to
acquire knowledge.
My enthusiasm toward integrating data, software engineering, and bioinformatics
drove me toward this study, but I have no personal or professional relationship with the
participants. Having no affiliation with the organization ensures the conformability of
findings. The conformability of conclusions means that the findings and the participants’
data are aligned (Elo et al., 2014). I did not include my opinion while analyzing the data;
I made sure that the collected data reflected the real knowledge of the participants and my
intervention did not affect the quality of the study.
Ethical standards must be followed whenever a study involves human subjects. A
researcher must show how he or she plans to protect his or her human subjects in his case
study (Wolf et al., 2015). According to Belmont Report (U.S. Department of Health and
Human Services, 1979), the researcher must follow certain ethical standards when
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conducting a study to ensure that participants are treated ethically and never exploited.
These standards include the respect of human subjects, beneficence, nonmaleficence, and
justice (Hammer, 2016). Additionally, the Belmont Report (U.S. Department of Health
and Human Services, 1979) emphasizes basic ethical principles including autonomy and
confidentiality and beneficence that maximize benefits and minimize harms of each
participant and justice, which is the fairness in distribution for each participant. Further,
informed consent is the participant’s ability to choose what shall or not happen to them. I
informed participants that they have their right to anonymity and they were able to
withdraw at any time from the study even after the data collection process without any
consequences. Respecting the participants from all aspects is a high priority for me as a
researcher, I made sure that the participants freedom was ensured, and the conducted
interview did not have a negative effect on the participants. As a researcher, I respected
and protected the rights of the participants and followed the guidelines of the Belmont
Report. I also completed the Protecting Human Research Participants training offered by
the National Institutes of Health Office of Extramural Research.
To mitigate bias, I set aside my knowledge and biases and ensured transparency.
The researcher should also go back to the data to make sure it is accurate and
corroborated with other interviews (Elo et al., 2014). Asking participants to review the
summary of the interview for accuracy also reduces bias (Yang & Banamah, 2014). I
transcribed the interviews and conducted member checking interviews. I was transparent
with the participants regardless of my professional skills and knowledge in information
technology, software engineering, and data integration.
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Participants
The participants for this study are bioinformatics specialists of a research
institution in Lebanon that has strategies to integrate distinct bioinformatics datasets.
Participants must meet certain criteria to ensure that they are eligible for the study and
they have the needed knowledge and experience to answer the interview questions
(Castillo-Montoya, 2016). Choosing the appropriate participants is critical for conducting
a qualitative research study (DeFeo, 2013). To be eligible to participate, the
bioinformatics specialists had to be at least 18 years of age, have a minimum of 2 years of
experience in the bioinformatics field, and be currently employed with the research
institution. Additionally, participants are useful if they have deep understanding about the
researched topic (Reybold, Lammert, & Stribling, 2013). I included only participants that
are knowledgeable in integrating distinct bioinformatics datasets. I tried to avoid
deselection of participants and chose appropriate participants carefully because
deselecting participants can cause potential harm (DeFeo, 2013).
I identified the experts that I needed to interview by navigating the institution
bioinformatics department website. Determining whether the participants are eligible or
is subjective and requires researchers to choose the participants that they think would add
value to the research (Reybold et al., 2013). I got their direct information from a
gatekeeper who works at the facility. Gatekeepers endorse researchers’ work by using the
trust they have with the participants, which facilitate access to participants (PeticcaHarris, deGama, & Elias, 2016). Gatekeepers also provide the researcher with insights on
how to get access to the organization (Hoyland, Hollund, & Olsen, 2015). Recruitment
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can be optimized through communication with the participants. Obtaining access to the
interviewee involve sending them an introduction to the study, study benefits, and
convenience of the interview process (Hoyland et al., 2015). Obtaining approval from
key stakeholders in the institution also helps the researcher to gain access to participants
during the planning and designing phase of the study (Peticca-Harris et al., 2016). I
explained the importance of the study and the possible outcomes that might positively
affect a field that the participants are passionate about. Before conducting my study, I
ensured that I had approval from the Walden University Institutional Review Board (IRB;
approval no. 12-17-18-0554372.
Collaborating with the participants requires acquiring informed consent,
organizing meeting locations and time, determining boundaries, and avoiding any
surprise for the participants (Peticca-Harris et al., 2016). Obtaining informed consent
from the participant is important for maintaining ethical standards and the quality of the
research (Sanjari et al., 2014). I sent the participants an e-mail containing the consent
form to inform them about all the aspects of the study. The specialists gave me more
insights to explore strategies of integrating distinct datasets. The participants shared with
me their expertise and knowledge that gave me more detailed information about my
study. I followed up the e-mail invitation with a telephone call to discuss the research and
answer any questions.
Research Method
I used a qualitative research method for this study to gain an in-depth knowledge
in integration bioinformatics datasets and capture the participants’ views in a real-world
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setting. A qualitative study is conducted when the concept lacks previous research to
obtain knowledge from experts through methods such as interviews and observations
(Kahlke, 2014; Marshall & Rossman, 2016; Yin, 2014). A qualitative study is the process
of studying a phenomenon throughout the experience of others in a natural setting
(Yilmaz, 2013). A qualitative method permits open-ended responses, which is not
possible in the quantitative approach (Marshall & Rossman, 2016). A qualitative
approach also permits the researcher to analyze the studied phenomenon from the
participants’ perspectives without any beliefs imposed by the researcher (Kemparaj &
Chavan, 2013). A researcher conducting a qualitative study aims to study a small sample
of participants who can provide enough information to gain a deep understanding about
the studied phenomenon (Yilmaz, 2013). This made the qualitative method appropriate
for this study, as there is limited research on the strategies used to integrate distinct
bioinformatics datasets.
In a quantitative study, the problem is addressed by understanding what variables
influence the outcome to confirm or disconfirm hypotheses (Fassinger & Morrow, 2013).
A quantitative approach is used by researchers to test a theory or experiment using
statistical methods (Marshall & Rossman, 2016). Trustworthiness is difficult to evaluate
in a quantitative study because of a focus on reporting the analysis of the study (Elo et al.,
2014). A researcher conducting a quantitative study on a small population uses statistical
analysis to test hypotheses and generalize to a large population (Barczak, 2015). The
quantitative method was not appropriate for this study because the research question was
not be used to confirm or disconfirm a hypothesis. The purpose of this study was to

67
explore the strategies used by bioinformatics specialists to integrate distinct
bioinformatics datasets.
The mixed method approach combines the process of collecting and analysis and
integrates quantitative and qualitative research designs (Noprisson et al., 2016). The
researcher should be aware of both qualitative and quantitative methods to implement
mixed-method approach (Osborne & Jones, 2017). It covers collecting, analyzing, and
interpreting qualitative and quantitative data in a single study (Barlow et al., 2018). When
using the mixed-method approach, the likelihood of anticipated outcomes will be
multiplied because the qualitative and quantitative are combined (Mao, 2014). The
mixed-method approach was not applicable for this research, because the study did not
rely on quantitative methods to define relationships between variables using statistical
analysis.
The qualitative approach when using interviews allows researchers to gather and
present rich data and provide detailed descriptions of participants in their settings
(Alshenqeeti, 2014). This approach gave me the opportunity to answer my research
question using a qualitative study. Acquiring information and knowledge using interview
questions best suited this study, because the information was in the participants’ own
words.
Research Design
A qualitative case study approach was used to acquire in-depth knowledge in
integrating distinct bioinformatics datasets. A case study is used to relate patterns
(Kahlke, 2014). A case study helps the research gain an in-depth description of some
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social phenomenon (Alshenqeeti, 2014; Yin, 2014). The case study design was chosen in
this study to gain an in-depth description of the phenomenon of integrating different
datasets. The case study also helps the researcher expand the preposition of a group
(Merriam, 2014). Employing the case study design for this study allowed me to identify
and link patterns in the strategies used by bioinformatics specialists to integrate distinct
datasets and acquire knowledge on the described case.
The narrative design is appropriate when a study focuses on a person (Wiles,
Crow, & Pain, 2011). In my study, there was no focus on a person but rather a case. A
narrative design is also used to emphasis on the live and culture of a person (White &
Drew, 2011), but the life and culture of a person was not discussed in this study. Finally,
the narrative design is used to learn biographical information about a person (MalagonMaldonado, 2014). Therefore, the narrative design was not selected for my study because
I was focused on the strategies of bioinformatics specialists rather than strategies of one
person.
The phenomenological approach is used to explore the individual experiences of
people through methods such as interviewing (Bevan, 2014; O’Gara, Tuddenham, &
Pattison, 2018; Yüksel & Yıldırım, 2015). However, this study was not focused on the
lived experience of the participants but instead the organizational perspective of the case
being studied. In phenomenological designs the researcher describes the studied
phenomenon (Sloan & Bowe, 2014), but integrating distinct biological datasets was not a
phenomenon. Additionally, in phenomenological designs, understanding the phenomenon
is done throughout the individuals experience with that specific phenomenon (Kruth,
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2014; O’Gara et al., 2018; Sloan & Bow, 2014). However, exploring in-depth lived
experience of the participants did not answer the research question of the study, so the
phenomenological design was not selected for this study.
An ethnographic design is focused on the overall understanding of a cultural
group including language, behavior, and beliefs (Draper, 2015; Edwards & Kaimal, 2016;
Kruth, 2014). The ethnographic design was not selected because the study was not
focused on the cultural values and beliefs of the participants. In the ethnographic design,
the researchers describe the study from a holistic point of view including patterns, values,
beliefs of a culture-sharing group (Draper, 2015; Edwards & Kaimal, 2016; Kruth, 2014).
In this study, the aspects of the ethnographic design was not studied; instead, I studied the
organizational perspective of integrating bioinformatics datasets. Significant time and
effort is also required from the investigator when conducting an ethnographic study
(Draper, 2015; Edwards & Kaimal, 2016; Kruth, 2014). Thus, using a case study through
interviewing and observing bioinformatics specialists was less time- and effortconsuming.
I performed a qualitative case study to collect data and analyze it and answer the
research question of my study. A case study is used to investigate the complexity of an
event within a physical world situation and restricted boundaries (Yin, 2014). The case
study was the most appropriate in my study because it allowed me to investigate in-depth
the strategies of integrating distinct bioinformatics datasets. While conducting the case
study, I ensured data saturation, which refers to the point that more sampling will not
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give any new information (Tran et al., 2016; Tran et al., 2017). I continued to interview
participants until I reached data saturation to make sure that no new themes emerged.
Population and Sampling
The population of this study was bioinformatics specialists of a research
institution in Lebanon that has strategies to integrate distinct bioinformatics datasets. The
population included a group leader and six bioinformatics specialists who form the core
unit of the bioinformatics group of the research institute. In a qualitative study, the
population characteristics relate the subjective experience of the participants with the
phenomenon of the study (Stern, Jordan, & McArthur, 2014).
I obtained the contact information of the participants from the publicly available
directory. I applied for permission from the head of the organization via a letter of
cooperation. This sampling method best suited me because the examined population is
relatively small and having detailed information about all the participants helped answer
my research question.
Because the total population that I examined is relatively small, I performed
census sampling. Census sampling is studying everyone in a population, with a census
providing detailed information about all or most of the participants (Killick et al., 2016).
A census involves picking everyone in the population of the study (Lucas, 2014). Census
sampling also involves collecting detailed and complete data from the studied population
(Kish & Verma, 1986). When the population is small and finite and cost, and time are
less of a concern, a census sampling is suitable (Jordan, 2013). The population of my
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study was small, so applying census sampling was the best to acquire required
information about the study.
The richness of the sample is more important than its thickness or its heavy
content. Rich data is multi-layered, detailed and nuanced (Fush & Ness, 2015). Having
thick data doesn’t mean rich, it is about the quality of the collected information. My main
objective was to reach data saturation, to the point where no new data emerges. Data
saturation is the process of adding new participants to the study to the point where the
produced information has little or no effect to the study (Fush & Ness, 2015; Tran et al.,
2016; Tran et al., 2017). Data saturation refers to the point that more sampling will not
give any new information (Tran et al., 2016; Tran et al., 2017). The bioinformatics
department in the research institution has a group leader, and six bioinformatics
specialists, so my sample was seven bioinformatics specialists including the group leader.
I interviewed all seven of them hoping to reach rich data saturation.
The interview setting should was a suitable, comfortable location away from
distraction. For both participants and researchers, an ideal setting is where they could
avoid interruption and make an adequate sound recording for their interview, so private
place is more suitable than a public one (Goodell, Stage & Cooke, 2016). Background
noise should be minimized in an interview setting to avoid participants distraction or
interfering with audio recordings that might affect the data collection process (Dikko,
2016; Laura et al., 2016). It was paramount that no aspects within the organization
environment affected the participants from sharing any information, like the eyes of their
colleagues. Moving the participants away from the stressful work environment and
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provide for them a suitable pleasant environment may affect the quality of the interview
and allow the researcher to acquire suitable knowledge for his study.
Ethical Research
Research that involves human participants raises complex issues; human subjects
must be protected and respected during researches. Researchers who use human subjects
in their research must follow approved ethical regulations and guidelines (Merriam,
2014). A researcher has the responsibility to maintain ethical standards during his study
(Haahr, Norlyk, & Hall, 2014). Following a protocol while conducting a qualitative study
is crucial to control any potential ethical challenges between the participants and the
researcher (Sanjari et al., 2014). Ethical consideration was kept during my study to ensure
the trustworthiness and reliability of the research. I followed a protocol while
interviewing to protect the participants.
The consent form included details about the purpose of the study, criterias for
participating, the procedure of participating, confidentiality, the voluntary nature of
participation, compensation, the benefits of participating in the study, and risks of
participation. Participants can withdraw from the study at any time for any reason, no
compensation of any kind will be given to the participants, because the participation in
this study is volountary.
Participants provided informant consent to participate, to make sure that they are
participating in this study freely without any kind of obligations. An informed consent is
a requirement in a qualitative study where the researcher must inform the participants
about all the aspects of the study (Sanjari et al., 2014). The informed consent informs the
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participants about the study, risks, benefits, and confidentiality (Judkins-Cohn et al.,
2014). Ethical standards require that participants must have free will (Marshal &
Rossman, 2016). I obtained approval from the Walden University IRB before conducting
interviews and collecting any data. Consent forms are required by IRB in any research
where human subjects are involved, and the consent form should be at the reading level
of the participants (Ferreria, Buttell, & Ferreria, 2015). I met with the participants to
review their rights as outlined in the form of informed consent, explained for them any
concerns they might have and finally I asked them to sign the informed consent form
which indicates that they will participate in the study willingly and freely.
Before the interview, I made it clear for the participants that they have all the right
to withdraw from the study at any time. All participants have the free will to participate
or not in research (Marshal & Rossman, 2016). The withdrawal process can be done
verbally or by submitting a written request. If any information is collected it would be
destroyed and not to be used in the study. Knowing that the participants will face no
consequences from withdrawing from the study.
I met with the participants for the interview in a private office inside the
laboratory suitable for the interview. People may receive inducement that may influence
their decisions and behaviors (Grady, 2012). I did not offer any incentives for the
participants for conducting the interviews.
The adequate application of the basic ethical principles in the Belmont report
which emphasize on (a) the respect for persons, including anonymity and confidentiality,
(b) beneficence, maximizing benefits and minimizing harms of each participants and (c)
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Justice, fairness in distribution for each participant (U.S Department of Health on Human
Services, 1979). The university IRB guidelines will help me to follow ethical procedures
for each participant during my study.
All the electronic information was stored on an encrypted thumb drive and stored
in a locked cabinet at my home when not using it. All physical documents are locked in a
cabinet. As required by Walden and recommended by Punch (2013), the retention period
of the collected data for the study is five years. All electronic and physical information
will be destroyed after five years.
The researcher must assign codes to each participant instead of using their names
(Babbie, 2015). Each participant received a code such as X1, X2, Xn, only identifiable by
the researcher, which will protect the names of the participants. Using codes to identify
participants means that the participant’s real identity is only revealed to the researcher
and their identity is protected from public exposure. Using identifiers to determine the
participants will helped ensuring the confidentiality and anonymity of the participants
because the identifying information of the participants was removed such as name and
addresses.
Data Collection
Instruments
The researcher is the primary data collection instrument (Marshall & Rossman,
2016). In addition to being the primary data collection instrument, I used semi-structured
interviews guided by open-ended questions to obtain detailed responses from
participants. Interview question is a very important method for collecting data in a
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qualitative study (Brinkmann, 2014). Using open-ended questions in semi-structured
interviews allows participants to more freely and openly express their feelings and ideas
(Patton, 2015). The purpose of conducting semi-structured interviews is to obtain
responses from the participants that are subjective regarding a specific phenomenon
following a detailed interview protocol (McIntosh & Morse, 2015). All of the interview
sessions was audio-recorded. Audiotapes provide more accurate transcription of the
interview than taking notes (Speer & Stokoe, 2014). Interviews was held to question the
participants about strategies to integrate disparate bioinformatics datasets. Researchers in
a qualitative study should have a list of questions for face-to-face interviews to answer
the research questions (Brinkmann, 2014). The interview was audio recorded, and then I
transcribed the recordings and conducted a member checking after the interviews to
ensure accuracy. The interview response are stored using NVivo software to analyze the
data and find insights. I coded the text to gain a deeper understanding of the patterns and
themes (Merriam, 2014).
The secondary data collection instrument is direct observation, it is considered as
an important source of evidence in doing a case study research, it helps in understanding
the actual use of technology, any problems that might occur, it provides additional
information about the studied phenomenon, it helps indicates the culture of the
organization, and the researcher also throughout direct observation can assess the
occurrence of behaviors in the field (Yin, 2014). Direct observation enables the
researcher to widen the focus on the observed phenomenon of the study (Hahlweg et al.,
2017). Direct observation gives the researcher the opportunity to record and analyze
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participants behavior while they occur (Manan & Várhelyi, 2015). Qualitative research
methods such as observation is a primary means to understand the interviewee experience
of the studied phenomenon (Salloch, 2014). After interviewing the bioinformatics
specialists, I visited the laboratory and shadowed the specialists at their work location
while they are using the bioinformatics artifacts, analyze datasets and extracting
knowledge.
My tertiary data collection instruments were organizational documents, a variety
of documents was considered like documents, minutes of meetings, written reports,
administrative documents, formal studies and articles appearing in the mass media.
Software documentation can provide detailed instructions about the used bioinformatic
tool, its features, and the software capability; Bioinformatics scientist also documents
their work by recording their work into a local wiki or a notebook, having access to such
documents can be informative. Analyzing organizational documents that might involve
written or recorded materials provide further understanding about the studied
phenomenon (Lincoln & Guba, 1985). Analyzing organizational documents is an
important method for studying a research phenomenon in a qualitative study (Islam,
2014). I asked participants to provide me with any documents, logs, engineering journals,
multimedia sources and historical documents that might help me to explore strategies to
integrate disparate bioinformatics datasets. Selecting a wide variety of resources ensure a
deep understanding of the data (Dunne, Pettigrew, & Robinson, 2016). The researcher
should assess the quality of the document and choose to adopt or not. The quality of the
document depend on the reliability, trustworthiness, and accuracy of the document
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(Donaldson, 2016). I also collected copies of the organizational policies and procedures
documents and other organizational documents from the organization that might help me
to explore strategies to integrate disparate bioinformatics datasets. I kept an annotated
bibliography of the organizational documents collected from the participants to facilitate
the process of storing and retrieving the documents.
During the interview, participants was asked identical questions in the same order
to ensure reliability and trustworthiness. Asking the participants, the identical questions
increase the logic, accuracy and fairness (Tucker, Yeow & Viki, 2013). Another approach
to ensure reliability and validity is to perform an expert review to my interview questions.
Expert review enhances the validity and reliability of the interview questions (Jacob &
Ferguson, 2012), it ensures that the interview questions are concise (Castillo-Montoya,
2016). It is a great approach to make sure that my interview questions are adequate to
answer my research question. I used member checking to enhance the reliability and
validity of my collected data.
Member checking requires from the interviewee to review the summary of the
interview for accuracy (Chronister et al., 2014). Member checking is important for
assessing the validity of the study. Member checking allows the interviewee to assess the
collected data which creates dependability and reliability (Lub, 2015). The process of
member checking is where the researcher asks the interviewee to confirm the accuracy of
the information collected by the researcher and ask the participants follow up questions
for additional clarification (Birt et al., 2016). This process will increase credibility,
validity, dependability, and reliability to my study by confirming my interpretation after
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the interviews, because the collected information is double checked by the participants
for validity. I used member checking in my study to increase credibility, reliability, and
dependability. I performed member checking throughout a scheduled follow up
interviews after my interview with the participants. I e-mailed the participants my
analysis of their data before the follow-up interview. I asked the participants during the
follow-up meeting to confirm whether my study reflects their actual viewpoints. I
iteratively used member checking until my analysis of the collected data indicates the
participant’s real views, and the participant confirms all my interpretations.
The interview setting where I asked the participants the interview questions is a
suitable, comfortable location away from distraction. An ideal interview location should
be a quiet place away from distraction (Goodell, Stage & Cooke, 2016). Interview
questions are identical and in the same order. Asking the participants, the same questions
in the same order enhance the equity and logic of the interview (Tucker, Yeow & Viki,
2013). Observation is another important source of knowledge in a case study
(Alshenqeeti, 2014). I performed observation in the laboratory of the research center, to
obtain a clear view on how the process of extracting knowledge from biological datasets
is done.
Data Collection Technique
For a qualitative case study, many data collection techniques exist. There are six
sources of evidence for conducting a case study: (a) documentation, (b) archival records,
(c) interviews, (d) direct observation, (e) participant observation and (f) physical artifacts
(Yazan, 2015). I conducted semi-structured face-to-face interviews guided by open-ended
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structured questions. Semi-structured interviews are based on planned structured that are
open and flexible to allow open discussion (Wahumi, 2012). The interviews were audiorecorded for more accuracy; audio-recordings helps the researchers catch the original
words of the participants while transcribing (Speer & Stokoe, 2014). Observation is also
used as a data collection technique for the study. Observation is a great data collection
technique for a case study, it allows the researcher to observe the interviewee body
language and affect next to the participant verbal answers (Marshall & Rossman, 2016).
Interviews are a great source of knowledge. It is the most important source of
evidence when conducting a case study (McIntosh & Morse, 2015). Interviews allow the
interviewee to express himself, it is likely to be fluid rather than rigid (Hanna et al.,
2016). Interviews are flexible enough to allow open discussion (Wahumi, 2012). Open
ended questions during semi-structured interviews allows the researcher to clarify any
ambiguity and explore new topics that might emerges during the interview (Laura et al.,
2016). A knowledgeable participant provides crucial insights into the discussed topic
provide shortcuts for certain situations and helps the researcher identify other sources of
evidences (O’Keeffe et al., 2016). On the other hand, participant’s reports are subject to
bias, poor recall and inaccurate articulation and a researcher should corroborate the
collected interview data with other sources of evidence for reliability and trustworthiness.
Observation is a great evidence for providing additional information next to
interview. Observation is helpful for understanding the actual use of a technology, yet for
more reliability multiple observations might be required (Marshall & Rossman, 2016).
Using interviews and observations as my main sources of evidence helped me gain a
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deeper understanding about strategies used by bioinformatics specialists to integrate
disparate bioinformatics datasets.
A researcher uses a pilot study to refine the planned research questions and
procedure to be later used in the formal case. Pilot study is used in a case study to
identify issues with the interview questions, it is a great way to ensure validity in a study
(Dikko, 2016). I used the pilot study to determine if the interview questions target
information viable to answer the research question.
Validating the accuracy of the interview throughout member checking will
enhance the trustworthiness of the study. Checking with the participants if the transcribed
responses are accurate throughout member checking enhance reliability and validity
(Chronister et al. 2014). It is a quality control strategy (Birt et al., 2016). After the
interviews, I asked each participant for any documents that can be related to the interview
questions. I asked the Gatekeeper for any materials that he can give me access to and can
be beneficial for my study. I also conducted member checking by asking the interviewees
to interpret their responses and check the transcribed interviews for accuracy. The
member checking process enhanced the trustworthiness and credibility of the study.
Data Organization Techniques
The reliability and trustworthiness of the data is enhanced while using
organizational technics (Elo et al., 2014; Roer-Strier & Sands, 2015). During the data
collection process, I used a reflective journal to record observation to collect deep
meaning from the knowledge the participants shared. Reflective journal improved the
quality and validity of qualitative data (Vicary, Young & Hicks, 2016).
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Labeling is crucial to organizing data and protecting the participant’s identity
(Davis, 2013). Using codes by the researcher facilitates labeling and comparison of the
collected data (Vaismoradi et al., 2016). Codes were assigned for each participant to keep
track of the data and protect the participant’s identity. I transcribed the interview
questions into a Microsoft word documents, then the data was uploaded and cataloged
into NVivo software which is a computer-aided qualitative data analysis software tool
(CAQDAS). The researcher using the NVivo software can code themes, evaluate findings
and interpret them (Zamawe, 2015). NVivo helps identifying themes to answer the
research question (Robins & Eisen, 2017). I used the NVivo software to continuously
evaluate the participants respond data. The study database elements for this study
included the interview questions, participant’s responses analysis results from NVivo
software, and hand writing notes.
All physical artifacts are held in a locked cabinet at my home. All electronic
information are stored on an encrypted thumb drive and locked in a cabinet when not in
use, for a period of five years. I will permanently delete all electronic information and
destroy and physical artifacts after five years.
Data Analysis Technique
Data analysis is the process of examining, categorizing, tabulating, and testing
collected data to produce findings (Noble & Smith, 2014). The data analysis helps the
researcher to understand the data by reducing the amount of data throughout grouping
into categories (Bengtsson, 2016). Data analysis is the process of grouping the collected
data in a meaningful manner for more insights (Noble & Smith, 2014). After data

82
collection, the data needs to be analyzed to retrieve themes and answer the research
question. Because I am conducting a case study I used triangulation. Triangulation is the
merging of data from different sources to determine the reliability and trustworthiness of
findings and to build confidence in the study result (Hussein, 2015). A single method of
data analysis is not adequate to sufficient to represent a research phenomenon (Fush &
Ness, 2015). Four types of triangulation exist, (a) data triangulation, (b) investigator
triangulation, (c) theory triangulation and (d) methodological triangulation (Patton,
2015). Data triangulation consists of using multiple sampling strategies (Carter et al.,
2014). Investigator triangulation is when multiple researchers are involved in the analysis
process (Hussein, 2015). Theoretical triangulation is when more than one theoretical
position is used to analyze the data (Modell, 2015). Methodological triangulation is when
multiple data sources are involved (Wahuni, 2012). I found that methodological
triangulation is the most appropriate because I am the only data collector, which makes
theoretical and investigator triangulation not applicable. Methodological triangulation
involves multiple data collection and analysis techniques to add to the studied
phenomenon more understanding, reliability, trustworthiness, validity, and accuracy (
Fush & Ness, 2015; Hussein, 2015). I used methodological triangulation to analyze the
information collected from interviews, reflective journal, and observation. I transcribed
the colledcted data using a third party service, validate the transcriptions using a
transcription software, and load all the data into NVivo software to define codes and
identify themes.
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The data was analyzed to answer the research question; the data analysis was
based on interview responses and observations. Codes are assigned for each participant to
protect their identity; there was an alphanumeric code range that represents each
participant and their response to the interview question. In a qualitative study codes are a
word or short phrase that symbolically refers to a captured data (Marshall & Rossman,
2016). It is often necessary in a qualitative study to arrange the data in a Computerassisted qualitative data analysis software CAQDAS, because CAQDAS provide better
results than manual analysis (Moylan, Derr, & Lindhorst, 2015). Analysis of the database
helped in collecting data; analyzing the data explored the strategies use by bioinformatics
specialists to integrate disparate datasets. In a case study the analysis involves
preparation, comprehension and interpretation of the collected data (Merriam, 2014).
Unlike statistical analysis, a case study analysis depends highly on the researcher’s
thinking and ability to analyze and discover findings.
NVivo is a CAQDAS that is a recommended by qualitative researchers such as
(Yin, 2014). The data which is open ended responses will be systematically analyzed.
Open-ended responses are subject to analysis to uncover themes (Wahymi, 2014).
Computer software are paramount for analyzing big amounts of data, but the researcher
has the important role for defining codes and interpret any observed patterns,
computerized software’s cannot substitute the general analytic strategy (Yin, 2014).
NVivo can be used to visualize data and display it as graphs, reports and maps to audit
the emerging themes (Edwards-Jones, 2014). I loaded the collected data into NVivo and
visualized the information to find emerging themes. I analyzed the data using NVivo
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software repeatedly until I found major themes that are aligned with my research
questions. The researcher has the main role to collect, interpret and comprehend the data
in a case study (Merriam, 2014). I searched for recurring themes to find correspondence
between bioinformatics, data integration, collaboration, strategies and TAM.
After collecting the data and analyzing it, the findings was compared with Davis’s
(1986) TAM. Davis detailed that the technology acceptance is determined by the
perceived usefulness, perceived ease of use and attitude toward using. Where perceived
usefulness is how much the use of a technology will increase user’s productivity,
perceived ease of use is the degree of using a technology is free of effort and attitude
toward using is influenced by the previous two factors and determines the system usage
(Davis, Bagozzi & Warshaw, 1989). TAM has been used widely over the years to predict
user’s acceptance thanks to the strong relationship between user’s perception toward a
technology and the actual use of this technology (Venkatesh, Thong & Xu, 2012).
Therefore, the collected data from each participant was analyzed to explore factors for
efficiently integrating disparate bioinformatics datasets.
Reliability and Validity
Validity is proving that you as a researcher are measuring what you said you are
going to measure in your study without researcher bias. It is how well the researcher
studies what is intended (Kruth, 2014). A research study needs to be systematic, ethical,
and conducted in a rigorous manner (Merriam, 2014). Reliability is the degree of
repeating the study in different contexts or settings and having the same outcomes.
Qualitative researchers generally reject the validity framework that is commonly accepted
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by quantitative researchers, and they argue that there are different standards for judging
the research quality. Four types of validity exist: (a) construct validity, (b) external
validity, (c) internal validity, and (d) reliability (Howleg & Helo, 2014). Yet Guba and
Lincoln proposed four criteria’s for judging the validity of a qualitative research,
credibility, transferability, dependability and confirmability.
Credibility determines if the results of the study are believable, and how accurate
they are (Leung, 2015). It ensures that the provided information is accurate (Bengtsson,
2016). The main objective of qualitative research is to gain a deep understanding of the
studied phenomenon (Marshall & Rossman, 2016); it is paramount for the study results to
be credible and trustworthy, to ensure that the acquired knowledge is viable. Member
checking, triangulation, and data saturation are used to ensure credibility in a qualitative
study (Houghton et al., 2013). I ensured credibility in the study throughout the process of
asking topic related interview questions that answers the research question. The
interviewee are specialists in the studied area and they should add credibility to the study.
Data saturation, was achieved throughout prolonged engagement with the participants
and interview participants until answers are redundant and no new information are
introduced. Data saturation is achieved when the collected data does not continue to
inform the research question (Kruth, 2014), or when the researcher identifies no new
knowledge from the collected data (Houghton et al., 2013). Member checking to make
sure that all collected information’s are accurate and reflects the opinion of the
participants. Member checking is the process of asking the participants to review the
summary of the interviews and give feedback regarding accuracy. Confirmation by the
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participants give the study objectivity and accuracy bringing credibility to the study
(Houghton et al., 2013). Triangulation is also paramount to ensure the credibility of the
study, I used methodological triangulation to analyze the information collected from
interviews, reflective journal and observation.
Transferability is the degree which the study results can be generalized and
transferable to a different contexts, situation or settings (Cope, 2014). The transferability
of a study requires an in-depth description of the background of the study, the population
of the study and the generated results, for other researchers to determine the study
transferability to different context with different participants (Connelly, 2016). It is the
consistency of the procedures when conducting the same research (Leung, 2015).
Transferability can be enhanced if the researcher provide detailed descriptions about the
study context allowing the readers to take a decision if the research is transferable or not
(Lincoln & Guba, 1985). To determine the transferability of the study the researcher must
include adequate details (Yin, 2014). In a qualitative study richly describing the context,
situation, setting and participants achieve transferability (Houghton et al., 2013). To
ensure transferability in my study I included thick adequate details, so the reader can
easily determine if the results are transferable to their research.
Dependability is when the qualitative researcher needs to describe the everchanging context within his research; in a qualitative study a researcher needs to explain
the changes in a setting richly and how those changes affect the results of the study
(Houghton et al., 2013). A study achieves dependability if it can be reproduced with
equal participant in an alike context (Lincoln & Guba, 1985). Dependability can be
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obtained when the researcher clarifies the research processes and methods (Yilmaz,
2013). Dependability was addressed by collecting relevant information, asking
participants the same questions in the same order, member checking, analyzing the
information reliably, establishing a chain of evidence, and including reflexive journal and
observation data
Confirmability is the degree which the study results could be confirmed by other
researchers and that the participants experience is reflected and not the researcher’s
interpretation (Wahuni, 2012), it is an indicator of the accuracy and objectivity of the data
(Houghton et al., 2013). Confirmability is ensured when chain of evidence, audit trails,
and reflexive journal are included (Leung, 2015). To ensure confirmability I included
reflexive journals, member checking, observation data, and create a chain of evidence by
recording when and from which participant I collected data.
Transition and Summary
In Section 2, details about the study were provided, indicating that the purpose of
the study is to explore the strategies used by bioinformatics specialists to integrate
disparate bioinformatics datasets. In Section 2 I included details and justification for the
chosen research method and design. I discussed sampling plan, data collection
instrument, collection procedure and data analysis. All data collection technics was
described acting me as a primary data collection instrument. All ethical guidelines as
mentioned in the Belmont report were respected when writing the section two, even that
no protected groups was targeted as participants. In Section 2 I explained that I used a
qualitative case study and gatekeeper sampling to identify participants. I also mentioned
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in section two that data was collected from interviews and observations and I used NVivo
to organize and analyze collected data. I also said that I used methodological
triangulation to ensure saturation and plentitude. I mentioned that I maintained validity
and reliability throughout including sufficient details, member checking, and reflexive
journal. Section three will present study results and recommendations. I will add details
about the findings, application to professional practice, implications for social change,
conclusions and recommendations for future research.
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Section 3: Application to Professional Practice and Implications for Change
Overview of Study
The purpose of this qualitative case study was to explore strategies to integrate
distinct bioinformatics datasets. The findings showed methods and tools that the
bioinformatics specialists used to encourage knowledge sharing, participation, and best
practices to improve pattern extraction from biological data. The data are generated from
bioinformatics specialists and organizational documents from an institution located in
Beirut. I interviewed six bioinformatics specialists in a research institution in Lebanon,
performing member checking and collecting 27 organizational documents to acquire
knowledge about the strategies to integrate distinct bioinformatics datasets. Interviewing
the bioinformatics specialists helped me acquire a deeper knowledge about the strategies
used to integrate distinct bioinformatics datasets, how this process can add efficiency to
bioinformatics pattern extraction, and the challenges while integrating distinct
bioinformatics datasets.
Presentation of the Findings
The research question that I sought to address was the following: What are the
strategies used by bioinformatics specialist to integrate distinct bioinformatics datasets?
Answering the research question addresses the problem that some bioinformatics
specialist lacks strategies to integrate distinct bioinformatics datasets. For this study, I
used semistructured interviews to collect data on the perceived ease of use and perceived
usefulness for exploring strategies to integrate distinct bioinformatics datasets. I also
reviewed organizational documents related to bioinformatics data integration, pattern
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extraction, and knowledge sharing. Five main themes emerged from analyzing the
collected data. I will review the themes based on the data analysis process in the
following sections.
Theme 1: Focus on Integrating Bioinformatics Datasets
Focusing on integrating the data was one of the prominent themes that emerged.
The concept was that the submitters of bioinformatics data should unify the format of the
data and store them in a centralized location. Homogenizing the data is the biggest
problem that most of the interviewees faced. To make sense of the data, bioinformatics
specialists need to integrate and normalize the data against each other for more
efficiency. All six participants indicated that focusing on integrating the bioinformatics
data will ease the process for locating the required datasets and analyze the datasets more
efficiently.
My review of the organizational documents confirmed the importance of
integrating bioinformatics datasets. Five of the 27 corporate documents supported the
theme (see Table 1 for information source metrics). The five organizational documents
contained integrated biological data and analysis results from heterogeneous data sources,
with the relevant information from different biological databases retrieved to conduct a
certain experiment. Two documents contained analysis of metabolic diseases with
datasets from different locations using different format.
The process to integrate the downloaded datasets needed to be done before
performing the dataset analysis, which emphasizes the theme for more efficieny in the
process of retrieving integrating and analyzing distinct bioinformatics datasets. Data
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integration systems integrate bioinformatics datasets from various resources for more
enriched data analysis process. For example, a document represented data integration in a
system called Ondex, and a document represented data integration from a system called
MultiDataSet. The data integration using these two systems is complicated; the user must
be knowledgble with the software to perform the integration to a unified format. There is
also a document that represents inconsistencies in data integration, where inconsistencies
have been obsereved while performing data integration that affected the quality of data.
The process of using sophisticated bioinformatics software and the in-depth knowledge
that a user needs to acquire to integrate distinct bioinformatics datasets support the theme
that more robust methods are required to locate and integrate diverse bioinformatics
datasets.
Table 1
Major Themes of Focus on Integrating Bioinformatics Datasets
Major/Minor Theme
Participant count
Focus on integrating bioinformatics datasets
6
Challenges while integrating bioinformatics 6
datasets
Strategies used to integrate disparate
5
bioinformatics datasets
Success while integrating disparate
3
bioinformatics datasets

Document count
5
3
5
4

Integrating bioinformatics datasets is related to user experience; a less
experienced user may not incorporate data properly and may lead to false result discovery
while analyzing the data. Participant X1 asserted that when he first started to integrate
disparate bioinformatics datasets, the data became more challenging to analyze and
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extract useful information, but with the experience, he gained knowledge on how to
efficiently integrate datasets. Having the datasets standardized in a specific format will
eliminate the challenge for less experienced users to successfully integrate bioinformatics
datasets. Efficiency in locating and integrating disparate bioinformatics datasets will add
more reliability and efficiency while analyzing bioinformatics datasets for results
extraction.
Unifying data formats from different locations is also a challenge while
integrating bioinformatics datasets. Many bioinformatics databases store the information
in a specific format. To work with data retrieved from different locations, the user must
standardize the data formats. Participant X1 stated that once the datasets have been
downloaded, the datasets from different locations are stored using different formats,
which is a huge problem. Participant X4 also stated that the different bioinformatics
datasets are stored in different formats in different locations, which increases the
complexity of integrating these datasets. Further, Participant X3 stated that integrating
bioinformatics datasets is not an easy process because of the different formats and
different information about the data; various tools exist, so it is not a straightforward
process. To be able to work with all the downloaded files, they need to be converted to a
unique format. Thus, standardizing the bioinformatics datasets will eliminate this
problem. Participant X2 added that the issues that they face in bioinformatics are
normalizing data, regulating the data type and files, and normalizing the data against each
other to constrain all the variables and make sense of the collected data.
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Theme 1 complements the literature review supporting that the biggest challenge
in computational biology is putting together the available and diverse information
(Nussinov & Papin, 2015). Additionally, the literature supports the finding that many
challenges prevent bioinformaticians from performing effectively like poor quality of the
generated data, the sample size, false discovery, lack of novel algorithms for data
integration, computational efficiency, data interpretation and visualization (Zhao et al.,
2015). Increasing volume and complexity of genomic data makes the process of
analyzing variants challenging for researchers with limited bioinformatics skills
(Alexander et al., 2017). A bioinformatics user needs to locate the required information
scattered in various databases then perform the integration process. Achieving a certain
level of biological data unification throughout integrating bioinformatics services and
tools reduces time and effort for analyzing translational data and increases the efficiency
of knowledge extraction (Bhuvanesh et al., 2016; Dubchak et al., 2014). Integrative
approaches enhance the data quality that is scattered on different technology platforms
(Zhao et al., 2015). To achieve efficient integration, the user should have expertise, which
allows bioinformatics specialists to focus on the analysis and result extraction. Thus,
Theme 1, which pertains to a focus on integrating datasets, aligns with the literature
review.
Focusing on standardizing bioinformatics datasets also aligns with the conceptual
framework of the study regarding ease of use, the usefulness, and user acceptance (Davis
et al., 1989). The collected data support the TAM component of ease of use. Perceived
ease of use indicates that using a particular system will enhance the user job performance
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(Rauniar et al., 2014). Participant X2 talked about how over the years, the biological
databases are upgrading their user interfaces to be used by less experienced users.
Perceived usefulness indicates that using a system improve performance (Davis et al.,
1989). Five of the participants stated that integrating distinct bioinformatics datasets by
unifying the data format, files, and location will increase efficiency in the bioinformatics
field. Finally, the data supported the TAM component of usefulness; five of the
participants emphasized the importance of focusing on standardizing the bioinformatics
datasets to enhance usability while retrieving results.
Theme 2: Adding Metadata with the Submitted Bioinformatics Datasets
Adding metadata with the submitted bioinformatics datasets was another
prominent theme. The central concept of this theme is that leading organizations in the
bioinformatics field must ensure that the submitted data has enough metadata.
Bioinformatics metadata ensure clarity, so the bioinformatics users have no misleading
information that might affect their experiments. The bioinformatics data providers should
increase their use a standardized set of terms to facilitate data integration; the availability
of metadata will help the bioinformatics specialist to add more efficiency while
integrating distinct bioinformatics datasets. Having a controlled description of the
submitted sample starting from the acquisition of raw data to the publications of the result
provides reliable metadata. Annotating the submitted bioinformatics data with reliable
metadata is an important factor for its structuring, interpretation, and reusability.
This theme was supported by participant responses. Three of the six participants
indicated that providing reliable metadata with the submitted bioinformatics datasets
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would improve the process of locating the scattered information, and with additional
information the bioinformatics specialists can integrate the downloaded data more
efficiently. Participant X6 asserted that most of time bioinformatics software packages
are not supported with a controlled description such as contextual data or part of a PhD or
post-doc, so the user gets misleading information while analyzing the data. Having
metadata and well-structured documentation will allow the user to efficiently use the
information. Participants X3 mentioned that the users of bioinformatics datasets do not
understand the submitted data; a submitter might think that a particular filed is selfexplanatory, but the user might miss-understand it and the user will interpret it
differently. Participant X4 also asserted that the lack of metadata with the submitted data
leads to misinterpretation while analyzing the datasets.
My review of the organizational documents confirmed the importance of this
theme regarding metadata. Three organizational records support the theme. For example,
these documents contain bioinformatics datasets that lack metadata that should be
provided by the submitters such as development and growth conditions, genotype, tissues
of biological objects, and environmental conditions, which makes these data hard to
understand and may lead to misinterpretation while analyzing. But the metadata
information is sometimes missing or is described using different vocabularies. Three of
the documents contained samples of sequenced bioinformatics datasets with no controlled
description or metadata about the data that can be considered essential like information
on the samples from collection to sequence generation plus contextual data such as
clinical observation and environmental conditions. The submitters must describe
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sequenced details with these data for more efficiency during analysis and comparisons
with other projects. Due to the lack of well-controlled metadata, a lot of time is spent on
analyzing incorrect data.
The literature review also supports this theme. Research has indicated that it is
important that data providers increase the use of metadata to facilitate data integration
(Hassani-Pak & Rawlings, 2017). The associated metadata need to be documented to
facilitate comparative analysis and hypothesis generation (Reddy et al., 2015).
Additionally, to ensure an effective reuse of data, it has to be enriched with relevant
metadata and converted into appropriate format for integrative knowledge management
(Marti-Solano et al., 2014). Metadata give the users the ability to look at their data and
analyze results from a whole different perspective (Reddy et al., 2015).
Theme 1 also aligns with TAM. For example, PEU is using a particular system
will enhance the user job performance (Rauniar et al., 2014). Submitting metadata also
aligns with the perceived usefulness concept of TAM, where the user will perform the
data analysis more reliably. Perceived usefulness is when using a particular system will
improve performance (Davis et al., 1989). Participants suggested that adding metadata for
the submitted bioinformatics datasets improves the efficiency in the bioinformatics field.
This also aligns with TAM that the efficient use of a system improves performance
(Davis et al., 1989). Three of the participants argued that while they are working with
bioinformatics datasets, they needed more information on some files and they needed to
contact the submitters for the detailed information and that submitting metadata,

97
additional information, and well-structured documentations can increase efficiency while
analyzing bioinformatics datasets, which aligns with TAM.
Theme 3: Centralized Bioinformatics Database
Having a centralized bioinformatics database is another theme. Four participants
argued that finding reliable datasets for an experiment will require them to visit multiple
bioinformatics databases, which is time and effort-consuming and requires individual
skills and experience, and having a centralized database can help specialist to locate the
bioinformatics data. Standardizing can be done throughout contribution between
bioinformatics provider to establish a centralized bioinformatics database where all
submitters can submit their information based on defined criteria. This process can help
the bioinformatics specialists to easily locate the information. I found a similar emphasis
on the theme of centralized bioinformatics database in the organizational documents. Five
of the 27 organizational records support the theme (see Table 2). The documents contain
the analysis of biological information retrieved from different databases. For example,
one of the documents contains biological information for a certain mouse mutation
retrieved from the databases BRENDA, IntAct, JASPAR, TRANSPATH and EMBLBank, which shows that the bioinformatics specialists have visited multiple
bioinformatics databases to download the needed datasets to perform a reliable
experiment. The data are divided into different categories then integrated into a
standardized format in a complicated process using the R programming language for
analysis.
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Table 2
Minor Themes of Centralized Bioinformatics Database
Major/Minor Theme
Centralize bioinformatics database
Challenges in retrieving disparate
bioinformatics datasets
Strategies for having a centralized
bioinformatics database

Participant count

Document count

4

3

4

5

Participant responses further support this theme. Participant X1 asserted that a
specialist working on a particular mutation needs to navigate at least four or five different
locations to get the information for those mutations, and each database describes the
variance differently, which is frustrating and difficult. Participant X2 mentioned the use
of different publicly available data from different databases like ENCODE and BATCH
projects, which is a complicated and time-consuming process. Participant X4 also
asserted that comparing different datasets is tough because each database stores its
information using a specific format. Participant X6 added that every package from a
specified location has its own data structure and to comprehend and analyze this data, its
composition should be unified. The solution to different details and locating is having a
centralized database, so the specialist can locate a needed dataset without navigating to
any location for the same purpose.
The theme corroborates with the literature review. Processing data from different
sources is a common task for scientists (Lopes & Oliveria, 2015). The growth of
biological information requires specialized databases to store, manage, and retrieve data
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efficiently (Zou et al., 2015). The biggest challenge in computational biology is putting
together the available and disparate information (Nussinov & Papin, 2016).
The conceptual framework aligns with the participant’s thoughts from the
perspectives of easy to use and usefulness. Five of the six participants agreed that the
process of navigating several bioinformatics databases to download information, unify
the formats, and integrate the data is challenging and time-consuming. This aligns with
TAM that perceived usefulness is the process of using a precise technology to improve
performance (Davis, Bagozzi & Warshaw, 1989); Perceived ease of use is using this
technology will enhance the user job performance (Rauniar et al., 2014). Perceived
usefulness is a component in determining the user acceptance toward a technological
innovation (Venkatesh, 2002). The perceived ease of use indicates the practicality of
technology (Hui-Fei & Chi-Hua, 2017). Having the participants navigating many
locations to retrieve information and then integrate the downloaded datasets formats is
not practical reducing the efficiency of the bioinformatics in analyzing datasets by
performing complicated effort and time-consuming tasks to integrate disparate
bioinformatics datasets which aligns with TAM. The efficient use of a system or
technology improves performance (Davis, Bagozzi & Warshaw, 1989).
Theme 4: Resources
Another theme that emerged is resources, resources are crucial in the
bioinformatics field because of the huge bioinformatics datasets. The need of highperformance computing to analyze the datasets and decent Internet bandwidth to
download and upload large files. Most of the participants discussed, their struggle with
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the Internet bandwidth, the need of expnsive high process computing, and that storage is
a limitation for their work. Participants report that resources are a paramount part of
integrating disparate bioinformatics datasets and three organizational documents
supported the theme (see Table 3).
Table 3
Minor Themes of Resources
Major/Minor Theme
Resources
High-performance computing
Internet Bandwidth

Participant count
3
4
5

Document count
3
3
2

My review of the organizational documents confirmed the importance of
resources. The organizational documents emphasize on the importance of highperformance computing to perform highly complicated analytical process and the
importance of bandwidth to manage massive biological datasets. The documents that
contains analysis of metabolic diseases emphasize on the size of the analyzed datasets
and such datasets requires huge Internet bandwidth to download, high-performance
computing to perform analysis and huge storage space to save on disk.
The Internet bandwidth is seen as a big problem; the bioinformatics laboratory is
located in a location where the Internet bandwidth is low even for everyday usage.
Participants X1, X3, X4, and X6 asserted that from our area, we face a huge challenge in
resources, biological datasets are huge, and you need a decent Internet bandwidth to
download the datasets. Participant X2 said that in his location, the resources are a
massive problem like hardware problems, availability of high computing platform,
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Internet, and electricity issues. Participant X1 talked about how having a user-friendly
centralized bioinformatic tool in the cloud can eliminate the problem of high expensive
computational power that is expensive and the complicated installation process.
Downloading massive biological datasets is a huge challenge and time consuming for
bioinformatics specialists. Five of the participants argued that the Internet is a big
problem for them; the Internet breaks while downloading a re-download is required. To
download a 50GB file, for example, you need to leave it over the weekend wherein other
locations it might take only 30 min, it is time-consuming and delays the specialists
progress. The Internet speed is a challenge; a reliable bandwidth is mandatory to support
the downloads and uploads of the huge biological files. The study is made in a specific
geographical location with reduced Internet bandwidth. Because the Internet bandwidth
problem is not a common issue in all places the occurrence of poor Internet bandwidth
problem did not often occur in the literature review. It is an essential factor in the
bioinformatics field; high-performance computers with clustered processors, high internal
bandwidth, and cutting-edge software’s are needed (Hong et al. 2013).
High-performance computing in bioinformatics is essential; dealing with massive
datasets requires computationally intensive tasks to analyze huge datasets in a timely
manner efficiently. Four of the participants stated that high-performance computers are
expensive, not available to everyone but essential to perform bioinformatics tasks. The
thoughts of the participants complement the literature review in many occurrences;
advancement of high-performance computing, aligned with new cloud computing
solutions created a new scope for the applications in today’s science (Miller, Zhu &
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Bromberg, 2017). Advancement in high-performance computing is having a positive
impact on bioinformatics tools (Miller, Zhu & Boomberg, 2017). Bioinformaticians
require a high-performance computer with a clustered processor, high internal bandwidth
to fast storage, and software to carry out a multiple step workflow (Hong et al., 2013).
Traditional high-performance computer resources are expensive both in purchase and
maintenance (Miller, Zhu & Bromberg, 2017).
The theme of resources aligns with TAM from the perspective of usefulness,
where the availability of resources increases the efficiency of integrating biological
datasets. The perceived usefulness is using a system or technology to improve the
performance (Davis, Bagozzi & Warshaw, 1989). The perceived usefulness is a
component in determining the user acceptance toward a technological innovation
(Venkatesh, 2002). Perceived usefulness and the perceived ease of use affect the user
attitude which is the degree to which a user is interested in using a particular system and
it determines the behavioral intention that leads to actual system use (Tzafilkou &
Protogeros, 2017). Lack of resources align with TAM from the perspective of efficiency
and usefulness, struggling with resources will decrease the job performance of the
bioinformatics users’ which will affect their attitude and finally their efficiency in
integrating disparate bioinformatics datasets and extract information.
Theme 5: Bioinformatics Tools
Another theme that emerged is the bioinformatics tools. The concept was that the
tools of bioinformatics are incredibly complicated and needs a lot of time and effort to be
mastered by the bioinformatics specialists. Bioinformatics tools require a significant
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amount of computational power and a complicated installation procedure. Tools that
facilitate the communication amd collaboration between bioinformatics specialists can
add some efficiency. Most of the bioinformatics tools require in-depth knowledge and
countless hours of practice to be mastered by a user. Developing friendly and simple user
interfaces to allow less experienced users to work with complex, disparate datasets and to
integrate those datasets into their research increases the efficiency in the bioinformatics
field. Having centralized bioinformatics tools on the cloud can eliminate some of the
complexities like installation and local computational power.
All of the six participants described their use and struggle with bioinformatics
tools to integrate disparate bioinformatics datasets Participant X1, X2, X3 and X6
asserted that to integrate disparate bioinformatics datasets they use online scripts, or they
develop their own script using different programming languages like Perl, Python, R and
shell scripting in Linux. Also, participant X4 asserted that he uses a number of local or
publicly available software’s’ to efficiently integrate, interpret and to perform analysis.
Which indicates that the process is not straightforward, and a specialist needs expertise
and knowledge in many programming languages and software’s to perform such a task.
Participant X6 said that the use of a single bioinformatics tool doesn’t provide you with
all the needs to perform integration and analysis, the use of multiple tools is a must.
Participant X1 asserted that he and his colleagues develop some UI’s that can allow other
researchers to integrate complex bioinformatics datasets into their work. Participant X3
said that different tools for integrating disparate bioinformatics datasets exists, and the
use of different tools might give you different results. Participants talked about
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bioinformatics open-source and commercial tools and how commercial tools are best
suited for bioinformatics specialists. Participant X5 asserted that bioinformatics tools
availability is doubted, commercial tools are expensive and open-source tools require a
lot of training and skills, a bioinformatics specialist needs to find a trade between
complexity and user-friendliness. Participant X5 also argued that the bioinformatics
users’ needs to be trained for every emerging bioinformatics tool which is a limitation.
Participant X6 cited that using commercial tools is a plus, it has a closed environment, no
heavy lifting, it is easier and more direct to use than open-source software.
Three of the six participants argued that having more friendly user interfaces will
add more efficiency in the bioinformatics field. Participant X2 talked on how over the
years, the biological databases are upgrading their user interfaces to be used by less
experienced user’s. Participant X4 asserted that a platform that facilitates the dialog
between the submitters and users could overcome many challenges that we might face as
bioinformatics specialists when they are not provided with sufficient metadata and wellstructured documentation to completely understand all the aspects of the submitted
bioinformatics datasets. I found similar acknowledgment on the importance of
bioinformatics tools in the revised organizational documents. Three organizational
records support this theme. These documents contain the analysis of bioinformatics
datasets using sophisticated tools, those tools are not user-friendly, and to perform a
simple task requires significant expertise from the users.
Having user-friendly tools aligns with the literature. The main goal of
bioinformatics tools is to provide powerful visualization with a simple interface (Ewels et
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al, 2016). With the increasing number of bioinformatics tools, experts are eager for
standardization to improve efficiency (Lopes & Oliveira, 2015). Specialists can centralize
bioinformatics tools using a user-friendly interface and web services to overcome the
technical challenges in Bioinformatics (Velloso et al., 2015). Bioinformatics software
tools often require complex installation procedures and high processing power (Velloso,
Vialle & Ortega, 2015). Users face many challenges to get those tools installed, running
and produce results (Velloso, Vialle & Ortega, 2015). A user-friendly resource to
visualize and analyze high-throughput data is a powerful medium for specialists to obtain
meaningful output for better knowledge discovery (Chen, Tripathi & Mizuguchi, 2016).
Bioinformatics tools using a friendly user interface can be extremely beneficial and ease
up the specialists’ job to analyze biological data and extract useful knowledge (Velloso,
Vialle & Ortega, 2015).
The theme of bioinformatics tools aligns with TAM in that having an easy to use
bioinformatics tool that allows a user to perform his task in a free of effort complication
free environment aligns with the perceived ease of use of TAM. PEU is using a particular
system will enhance the user job performance (Rauniar, Rawki, Yang & Johnson, 2014).
Having a user-friendly bioinformatics tools that does not require programming skills or
advanced knowledge in the software will improve the user performance which aligns
with the perceived usefulness of TAM. PU is when using a particular system will
improve performance (Davis, Bagozzi & Warshaw, 1989).
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Applications to Professional Practice
The specific IT problem that formed the basis of this research was that some
bioinformatics specialists lack strategies to integrate disparate bioinformatics datasets.
Participants in this research provided strategies that bioinformatics specialists and
bioinformatics providers and databases could apply to increase efficiency in the
bioinformatics field. The majority of the participants stated that exploring new
approaches to integrate disparate bioinformatics datasets and using centralized techniques
could eliminate many challenges that might face while locating and analyzing
bioinformatics datasets for result extraction. After evaluating the collected data, I
identified four primary themes: Focus on integrating bioinformatics datasets, centralized
bioinformatics database, adding metadata with the submitted bioinformatics datasets, and
resources.
The findings have confirmed that there is a significant problem identifying,
locating, and downloading bioinformatics datasets needed for a particular experiment,
because of the significant number of bioinformatics databases that exist. Even after
downloading the required datasets, each dataset is stored in a format and contains
different variances. The datasets need to be integrated into a unique format to be analyzed
for result extraction. Most of the participants argued that this is a complicated, frustrating
and time-consuming process and exploring strategies to integrate disparate bioinformatics
datasets will eliminate those challenges and help the bioinformatics specialists to focus
their effort and time no analyzing datasets and not to be bothered by the complicated
process of locating, downloading and integrating bioinformatics datasets.
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Integrating disparate bioinformatics datasets is a complicated IT practice that
bioinformatics needs to struggle with software and coding to perform. Exploring new
strategies to integrate can enhance the efficiency of this process and improve IT practice.
Bioinformatics providers should organize the documentation from the raw data to the
submitted results to eliminate ambiguity for more efficiency in analyzing datasets and
reduced faulty results. Bioinformatics providers should consider a communication and
collaboration platform to ease the communication and knowledge sharing between the
submitters of bioinformatics datasets and the users to eliminate any confusion about the
submitted data. Bioinformatics leaders should focus on providing tools that concentrate
on standardizing bioinformatics datasets. This step can enhance the efficiency of
integrating bioinformatics datasets from different databases and eliminated the
sophisticated and frustrating in-house integration process for bioinformatics specialists.
Bioinformatics leaders should focus on building a centralized database that stores
the bioinformatics datasets using a unified format and details. This can eliminate the
challenge of locating the information, because of the significant number of bioinformatics
databases that exist. It will also reduce the complex process of integrating datasets into a
unified format because the datasets will be stored in a centralized database using a
blended format. It will also help the bioinformatics software builder on focusing on
building their software for a particular format and not include many formats. The
centralized bioinformatics database is an integral part of the overall strategies to integrate
disparate bioinformatics datasets.
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Implications for Social Change
My expectation for this research on social change would include
bioinformaticians, bioinformatics providers, the health care field, and society. Exploring
the strategies to integrate disparate bioinformatics datasets has a wide range of
implications. Bioinformatics specialist that integrate different bioinformatics datasets will
realize more efficiency, reduced workload, less frustration while integrating data and they
will be able to focus more on their work which is extracting results from the biological
datasets. Eliminating the complex process of locating and integrating disparate
bioinformatics datasets can increase the efficiency for the specialists to center their effort
on the analysis process which will have positive implications on the bioinformatics field.
Bioinformatics providers will realize a reduction in costs of both developing
bioinformatics solutions throughout focusing on analyzing standardized datasets and less
time spent on testing and finalizing the product as well as the productivity increase
associated with increased user efficiency. Having disparate bioinformatics datasets stored
in different locations and using different formats requires the bioinformatics providers a
lot of resources, effort and time to be able to develop efficient solutions that integrate
those datasets and extract valuable information.
The impact of social change exists outside the bioinformatics field. The effect is
extended to the biology and health-care fields. Bioinformatics has the primary purpose of
understanding biological data throughout the analysis and interpretation of these data.
Producing meaningful information from biological data had an essential part in many
areas of biology. In the genetics field bioinformatics had its role in sequencing genomes
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and observed mutations, bioinformatics played a significant role in organizing querying
biological data. Also, bioinformatics helped in understanding molecular biology. Any
improvement in the bioinformatics field affect the biology field and the health care field
as a side-effect, and positive influence on healthcare has a positive impact on society
because it directly affects a significant number of patients.
Recommendations for Action
I explored strategies to integrate disparate bioinformatics datasets. The study
findings showed an environment that promotes well-structured documentation and
metadata with the submitted bioinformatics data to reduce data ambiguity and allow the
users of the bioinformatics datasets to use the datasets efficiently without the need to
contact the providers for extra information on some fields. I recommend bioinformatics
leaders to focus work on tools that concentrate on standardizing bioinformatics datasets
for more efficiency in integrating disparate bioinformatics datasets. The findings of the
study also emphasized on the challenging process of locating bioinformatics datasets that
are scattered over various locations and stored using many formats. Leaders should focus
on building a centralized database that stores bioinformatics datasets in a unified manner,
so a bioinformatics specialist can quickly locate bioinformatics dataset and start focusing
on analyzing the bioinformatics datasets for result extraction without wasting time on
effort on the complicated process of finding and integrating disparate bioinformatics
datasets.
In general, this study might be beneficial to bioinformatics specialists,
bioinformatics leaders, and health-care. It is essential for bioinformatics leaders to define
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roles, responsibilities, and expectations for bioinformatics specialists while locating and
integrating bioinformatics datasets for more efficiency in this field; and to allow the
bioinformatics specialist to focus solely on extracting information from bioinformatics
datasets for their experiments and lab work.
Recommendations for Further Study
Several limitations of this study included recalling further research. The chosen
methods, design, participants, data collection, the institution, and other aspects of the
research enforced limitations on the results. One of the limitations is the potential
influence of bias due to the subjective nature of qualitative studies. Another limitation is
that the investigation is limited to a single organization in one location. I recommend
additional qualitative studies in different organizations in different places and to compare
the findings with the findings of this research. The study findings were restricted to
bioinformatics specialists because of the limited participant criteria of the study
population. I recommend additional qualitative researchers to include software
developers, database administrators, and others that might be involved in developing
bioinformatics software’s and data integration techniques. Another limitation is that the
data collection was limited to some techniques I recommend additional qualitative studies
with expanded data collection to include more methods. Finally, this study was limited to
a single case institution restricting the generalizability outside the case of the institution. I
recommend studies to determine if the findings of this study are generally outside the
studied case.
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Reflections
The doctoral journey was a hard journey filled with difficulties, but it was also
filled with sophistication, literacy, and knowledge. At every obstacle, I focused on the
light at the end of the tunnel, and I was able to overcome the challenge and expand my
expertise throughout the process. Conducting a doctoral degree thought me how to do
academic research, write academically, recruit participants, collect qualitative data,
analyze research, and benefit from other knowledge to support my research. The doctoral
journey changed me as a person from being a software developer not too interested in
research to a passionate individual in conducting academic studies. Finally, I did my best
to ensure the credibility and reliability of the study. I have learned a lot from the
participants, and I hope my study contributes in the academic literature and open
perspectives for other studies that are related to my findings.
Summary and Study Conclusions
Bioinformatics specialists require a significant amount of collaboration to
integrate disparate bioinformatics datasets efficiently. Well-structured documentation
should be added with the submitted bioinformatics datasets. Bioinformatics leaders
should focus on techniques to incorporate diverse bioinformatics datasets and build a
centralized database where the biological data are stored in a normalized manner.
Acquiring those methods can help bioinformatics specialist to focus on the process of
extracting results from biological information without being bothered with the
complicated process of integrating disparate bioinformatics datasets.
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Appendix A: Interview Protocol
Interview: Exploring strategies to integrate disparate Bioinformatics datasets.
A.

Introduce myself to the participant and thank them for participating.

B.

Verified receipt of the consent form and answer questions that the

participant might have and remind the participant that the interview will be audiorecorded.
C.

Explain the purpose of the study to the participant.

D.

Describe the reason for participating and that the information the

participant provide will support my study.
E.

Describe the benefit of participation by mentioning that the information

provided by the participants could add to the academic and professional body of
knowledge.
F.

Discuss ethics, the participant right to privacy, and request permission to

audio-record the interview.
G.

Turn on the recording device and tell the participant their identification

code, the date and time of the interview.
H.

Discuss confidentiality by informing the participant that he can refuse to

answer any question or stop participating at any time, and all information provided by the
participant is confidential, and I will not disclose it to anyone.
I.

Start interviewing by asking interview questions in order. Give the

participant time to respond to each question and ask follow-up questions when necessary.
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1. What strategies do you use to integrate disparate bioinformatics datasets?
Please explain.
2. How successful have you been in integrating disparate bioinformatics
datasets? Please elaborate.
3. What negative aspects of integrating disparate bioinformatics datasets have
you experienced? Please explain.
4. What are the complexities that specialists might face while integrating
disparate biological datasets? Please explain.
5. What are the challenges and difficulties that face you while retrieving
information from different locations stored in different formats? And how
exploring strategies for integrating disparate bioinformatics datasets can
overcome those challenges? Please elaborate.
6. What strategies do you have for bioinformatics specialists to analyze
biological data more efficiently? Please elaborate.
o Ask the participant if they are aware of any secondary data or artifacts that
might be relevant to the topic.
o Explain the concept of member checking and schedule a follow-up
meeting to review my analysis.
o Turn off the audio recording device and thank the participant for their
participation.
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Appendix B: Observation Protocol
The purpose of this observation protocol is to help the researcher to focus on the
technicalities while observing the work environment.
Directions: When starting the observation, the researcher must follow the table
below to write a clear description of the work environment, the date and time of the
observation and notes describing the work process or any details that the researcher may
consider relevant. After the observation, the researcher will find concepts based on the
records that may help the researcher in the data analysis process.
Name of the Researcher
Tentative Schedule
Date
Work Environment Background
Describe in great details the setting
The position
The distance of the researcher from performed
work
The Action
What happened in detail during the work
process.
Observation Type (Direct or Participant)
Areas the specialists focused on
Time

Observation notes
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