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2Chapter 1
Introduction
Figure 1.1: Philips iCat interface robot. The two microphones are mounted on the sides of
the bottom panel.
Robots are conveniently controlled by a human operator with spoken commands, since
voice is a natural communication medium for humans. In order to successfully carry out a
command, a robot needs to known which of the possibly many people gave the command
and where this person is. In this thesis we present a particle ¯lter-based algorithm for
localization of multiple speakers, in an environment where there is only one person speaking
at a time. The algorithm incorporates person-speci¯c voice features in order to distinguish
between the speakers. The voice features are supported by location estimates: azimuth angle
measurements obtained by a pair of microphones. We test our approach using the microphone
system of the Philips iCat interface robot.
1.1 Problem Description
As a part of our speaker localization problem we address the problem of distinguishing be-
tween multiple speakers in a noisy and reverberant environment using a pair of microphones.
Our approach is based on tracking azimuth angle measurements for every person. When the
3speakers' paths cross, the azimuth features will not have enough resolution to distinguish
between the speakers. In order to disambiguate such di±cult cases, we attempt to combine
azimuth cues with speaker-speci¯c voice features, where we will focus on extracting formant
frequencies. We also assume that only one of the speakers is active at a time.
We consider a probabilistic framework, where every speaker is described with a latent state
variable that includes the \true" azimuth angle and formant frequencies. Given a segment
of the input signals, we update our beliefs about states of all speakers. The beliefs become
a basis associating the input segments with one of the speakers. Our implementation ap-
plies a sample based version of the joint probabilistic data association ¯lter to compute the
interesting association probabilities.
1.2 Motivation
Natural interaction between human and robot is one of the research goals of arti¯cial intelli-
gence. One aspect of natural interaction for the robot is to interpret in an intelligent manner
various audio signals, and more speci¯c to detect and process the human voice. Whenever
voice-controlled robots operate in a human-crowded environment, ambiguity problems emerge
such as determining the (active) speaker in the crowded environment. Possible support for
ambiguity-resolution techniques can be provided by sound source localization algorithms.
Thus, for various tasks it is desirable that the robot knows the location of the speaker.
Furthermore, if the robot is able to detect the direction of the sound source (the speak-
ers voice), it can turn towards the speaker and associate the voice with additional visual
information. As a consequence, this enables the robot to track the active speaker and focus
its attention towards this person, establishing a more natural human-robot interaction.
This issue becomes more important, as current robots are moving out of the factory °oor
into environments inhabited by human. Examples are museum or exhibition robots [60], [1],
care-for-elderly robots [42], o±ce [2] and entertainment robots [11]. In their role as guide,
companion or servant these systems have to interact with the humans they encounter. There-
fore, in robot perception and human-robot social interaction, it is becoming more important
to incorporate a robust speaker tracking module.
1.3 The Human Auditory System
For a robot, it is di±cult to match the hearing capabilities of a human. The human sophisti-
cating audio sensing mechanism takes various physical e®ects into account like the acoustic
shadowing created by the head and the re°ections of the sound by the two ridges running
along the edges of the outer ears [61]. This ability enables humans to locate sound sources
in three dimensional space.
Several methods have been developed in order to mirror the human sound source location
capability. Typically, one relies on time-di®erence of arrival measurements between the sig-
nals from a pair of microphones. These measurements indicate the azimuth angle between
the geometrical centre of the microphone pair. Thus, with the use of only two microphones
we cannot compute the distance between the microphones and the sound source, we can
only obtain an estimate of the relative position of the sound source. Therefore localization
4with two microphones is incomplete: three-dimensional localization of the sound source is
not possible. Further di±culties arise from imprecise readings when the sound source is in
the same axis as the microphone pair and the robot is unable to distinguish if the sounds are
coming from the front or the back.
In order to compensate for the high level of complexity of the human auditory system,
one can increase the sensing resolution by using multiple microphone pairs [47]. With the
use of an array of eight microphones one is able recover the three-dimensional location of
the sound source [8]. From each microphone pair that is part of the microphone array we
can recover a vector that indicates the sound source location. Thus from the centre of each
microphone pair a vector can be formulated. A three-dimensional source location can be
recovered from the intersection of these vectors. However, usually more than one intersection
point is simultaneously present, due to noise and calibration errors. To tackle this problem in
this over-determined system, an outlier detector algorithm is proposed by [31] The incorrect
vectors are detected and discarded, leaving only the vectors that are regarded as the most
reliable ones giving one intersection point.
Another approach to locate sound sources proposed by [44] is to include a learning model.
Through self-organization by perceptual cycle (iteration of the sensing and moving processes)
the robot can learn to rotate its head to the sound direction. The rationale of this approach
is based on the human abilities to locate sound sources by repeatedly gathering information
about -and interacting with- the environment. Thus, no explicit supervision from the envi-
ronment is assumed to acquire smoother and quicker motor control abilities. Neural networks
that consist of a visual estimation module and an auditory estimation module are responsible
for the learning process.
An alternative to the signal-processing-motivated algorithms for acoustic source localiza-
tion is provided by the work of Auditory Scene Analysis (ASA) or Computational Auditory
Scene Analysis (CASA) [7]. Inspired by the human ability to analyse the auditory environ-
ment, the localization of acoustic sources and the perception of speech simultaneously with
just two receivers, CASA research aims to resemble the human auditory system with physi-
ologically oriented models. Such models should approximate the human ability to interpret
sound mixtures as the combination of distinct acoustic sources [21].
Even from this brief overview, it is obvious that the research 1 is inspired by the human
sound source location capability, together with human sophisticating mechanism for voice
recognition allowing for accurate speaker identi¯cation.
1.4 Overview Thesis
The rest of the thesis is organized as follows: chapter two discusses several methods for
tracking a single speaker. The content of chapter three is dedicated to methods for extracting
voice features. In chapter four, extended versions of the methods presented in chapter two are
discussed. The methods presented in chapter four are designed for tracking multiple speakers
and typically require additional features. Therefore we present a multiple target tracking
algorithm that incorporates voice features in addition to the azimuth features. Chapter ¯ve
is reserved for the description of the experiments and discussion of the results. The ¯nal
chapter six presents the conclusions of the experiments and future work.
1That is, the research with the aim to create robust auditory systems for robots.
5Chapter 2
Localization Of A Single Source
This chapter discusses basic methods to track a single speaker. First, di®erent measuring
techniques are discussed that form the basis for the localization function. Since the experi-
ments were conducted with the restriction of using only one microphone pair, the measuring
techniques are discussed in the light of this restriction. Next, two di®erent probabilistic
approaches to track the sound source location are discussed and compared. The presented
principles for tracking a single source will be extended in order to track multiple sources which
will be described in chapter four. Finally, single source tracking experiments conducted with
various tracking algorithms are discussed.
2.1 Localization Measurements
As mentioned in the previous chapter, it is not possible to obtain the distance between the
speaker and the robot when the only available sensory information is provided by two micro-
phones. With this restriction, tracking the speaker results in determining the relative position
of the speaker with respect to the microphones. The basis for a simple method to locate a
sound source is to extract the time-di®erence of arrival (TDOA) between the two signals
that are received by a pair of microphones. A change in location (that is if the movement
is around the pair of microphones) usually corresponds to a change in the TDOA between
the two signals. The TDOA can be transformed to an arriving angle, which corresponds to
relative position of the sound source to the microphone pair [6]. Our localization function
employs the above described concepts for sound source localization.
2.1.1 Azimuth Angle
The azimuth angle µ speci¯es the direction of the sound wave when it strikes the microphone
pair. Consider Fig. 2.1A (that represents an extremely simpli¯ed scheme of a human listener)
where the sound arrives at the right \ear" before the left \ear". From Fig. 2.1A we see that:
d = aµ + asinµ; 0 · µ · ¼=2; (2.1)
where a denotes the radius of the spherical head. Consider the simpler scheme in Fig. 2.1B
where the distance is approximated as d = 2asinµ. If we divide the distance d by the speed of
sound c = 342m=s, then we obtain the formula for interaural time di®erence which provides
us with the time shift ¿:
¿ =
d
c
¼
2a
c
(sinµ); 0 · µ · ¼=2: (2.2)
6Thus, in order to estimate the direction µ of the incoming sound, the localization function
¯rst extracts the time shift ¿ between the two received signals, second transforms the time
shift into the corresponding azimuth angle according to equation 2.2.
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Figure 2.1: A) Directional cues for human listener. B) Simpli¯ed scheme for ¯nding the
direction of incoming sound wave with two microphones.
2.1.2 Time Di®erence Of Arrival Estimation
In order to select and evaluate the potential true source locations we ¯rst choose the appro-
priate time shifts (TDOAs) for the localization function. Each possible \true" sound source
candidate should correspond to the TDOA that would have been observed, if the sound
source was active at that potential location. The TDOA candidates for \virtual steering" are
evaluated by applying cross-correlation to the signal. In order to give a complete description
of the evaluation we ¯rst present a mathematical model of the involved signals. In addition
the next paragraph aims to illustrate the challenges involved in extracting the \true" TDOA
from \real life" recordings.
Signal Model Consider a spatially separated pair of microphones (Ml;Mr) and let sl(t)
and sr(t) denote the recorded sensor signals in a noisy and reverberant room. If we assume
a single source, then the discrete-time signal can be modelled mathematically as:
sl(t) = hl(t) ¯ s(t) + nl(t); (2.3)
sr(t) = hr(t) ¯ s(t) + nr(t);; (2.4)
where hl(t) denotes the complete acoustic impulse response between the sound source and
microphone Ml, the additive term nl denotes the noise (assumed to be uncorrelated with the
source signal and nr) and ¯ denotes the convolution operator.
Surfaces present in the room can scatter the signal producing \images" of the true source.
Aside from the true sound and its \images" there is usually a noise component present in
7the signal. This will lead to multi-valued solutions: spurious maxima in the cross-correlation
function. Consider the following (real life 1) scenario. Aside from striking the ears of the
listener, the sound waves strike the walls, °oor, ceiling and the objects present in the room.
Depending on the material of the walls etc. the original sound is re°ected and intermixed
with the (new) direct sound. A part of this mixture is again re°ected and intermixed and so
on. From this scenario its clear that a deformed sound image arises, compared to the original
(direct) sound that originates from the sound source. In order to estimate the TDOA between
two signals, one typically aims to compute the relative time shift ¿lr of the direct-path time
di®erences of arrival ¿l and ¿r of the recorded sensor signals. Thus the impulse responses
from the sound source to sensors have to be separated in direct path and multipath terms.
We de¯ne ¿lr as ¿lr = ¿l ¡ ¿r and rewrite formulae (2.3) and (2.3) as:
sl(t) = ®hmod
l (t) ¯ s(t ¡ ¿l) + nl(t); (2.5)
sr(t) = ®hmod
r (t) ¯ s(t ¡ ¿r ¡ ¿lr) + nr(t); (2.6)
with ® denoting the attenuation factor and hmod
l (t) denoting the modi¯ed impulse response.
This response is a modi¯ed (scaled) version of the original impulse response hl(t) without
the direct-path time shift ¿l (similarly for hmod
r (t)).
2.1.3 Cross-Correlation
Cross-correlation is a function that is commonly used to compare two signals. In the context
of estimating the relative position of a sound source, cross-correlation is used to estimate
the \true" TDOA between the two signals. The cross-correlation method shifts the signals
relative to each other with some time lag. A property of cross-correlation is that the function
is maximized when the signals are identical. Therefore, the time shift that maximizes the
cross-correlation between the signals corresponds to the \true" TDOA between two signals2.
The (un-normalized) cross-correlation between signals sl and sr at time shift ¿ is de¯ned as:
Rl;r(¿) =
+1 X
t=¡1
sl(t)sr(t ¡ ¿): (2.7)
Usually the signals have a ¯nite length N. Therefore it is convenient to use following form:
Rl;r(¿) =
8
> > > > > > <
> > > > > > :
N¡¿ X
t=1
sl(t)sr(t + ¿); 0 · ¿ · N ¡ 1;
N¡¿ X
t=1
sl(t)sr(t ¡ ¿); N ¡ 1 · ¿ · 0;
(2.8)
where again ¿ denotes the time shift. Searching for the maximum in the cross-correlation
function can be restricted by searching in the range of potential ¿ values de¯ned in the
interval [¡¿max ; ¿max]. The term ¿max denotes the upper bound range of time shifts that
are evaluated. One would typically choose ¿max to be the maximum physical possible time
shift, which is dependent on the physical con¯guration:
¿max =
d
c
Fs; (2.9)
1Its nearly impossible to ¯nd circumstances for a space that is free of re°ection in real life. One would
have to stand on the top of a mountain with a sharpened peak in order to come close to experiencing a space
that is free of reverberation.
2With the assumption that the signals are not corrupted by reverberation and noise.
8where d denotes the distance between the microphones, c denotes the speed of sound and
Fs denotes the sampling frequency. However, allowing time shifts outside the interval
[¡¿max ; ¿max] for possible TDOA candidates could be useful as a con¯dence measure for
the found maximum [4]. Basically, if the (global) maximum of the cross-correlation function
is found inside the interval [¡¿max ; ¿max] while the cross-correlation is computed over the
interval [¡(¿max + n); ¿max + n] where n denotes a positive integer, then this maximum is
regarded as reliable. If on the other hand, the (global) maximum is not found inside the in-
terval [¡¿max ; ¿max], then the (local) maximum inside this interval is not regarded as highly
reliable.
2.1.4 Crosspower Spectrum Phase
Equations (2.3) and (2.4) assume that the true sound source is intermixed with reverber-
ant components and corrupted with some additional noise. Since the manifestation of these
components is usually easier to detect in the frequency domain, an alternative approach for
TDOA estimation considers the signals sl and sr in the frequency domain. This approach
allows to remove noise artefacts that are typically present in real life situations.
In order to deal with the reverberation and noise e®ects pre-processing is applied to the
signal. A priori knowledge of these components (for each frame) would increase the accu-
rateness of the time delay estimate. However, in real life situations the noise and reverberation
e®ects have a dynamic character: windows and doors that are opened and closed in°uence
the amount of noise and reverberation in the signal. Therefore acquiring accurate knowledge
about the statistics of the involved artefacts becomes a challenging task.
A method that extracts the TDOA from the signals by using and modifying information
in the frequency domain is usually referred to as the generalized cross-correlation(GCC).
This technique computes the TDOA as the inverse Fourier Transform of the received signal
crosspower spectrum scaled by a weighting function. This method pre-¯lters the signal before
computing the correlation [48], [49].
De¯nition GCC Let s(t) denote the data (in the time domain) received at time t and let
Ff:g denote the Fourier transform and let S(!) = Ffs(t)g represent the data received at
time t in the frequency domain. The cross-correlation between the signals sl and sr according
to the GCC method is de¯ned as:
Rl;r(¿) =
Z 1
¡1
G(!)Sl(!)S¤
r(!)exp(j!¿) d!; (2.10)
where Sl denotes the Fourier transformed signal received by microphone Ml and S¤
r denotes
the conjugate of the Fourier transformed signal received by microphone Mr. The conjugate
of Sr is de¯ned as:
conj(Sr) = real(Sr) ¡ j imag(Sr); (2.11)
where G(!) is a weighting term (responsible for the pre-¯ltering).
PHAT weighting function The phase transform (PHAT) weighting function was intro-
duced in [36] and is de¯ned as:
G(!) = jSl(!)S¤
r(!)j¡1: (2.12)
9This weighting function places equal importance on each frequency, by dividing the spec-
trum by its magnitude. By applying this whitening ¯lter the magnitude of the crosspower
spectrum is °attened, preserving only information about the phase di®erences between the
signals sl and sr. In other words, applying the PHAT function results in a constant energy
concentrated on the correct TDOA caused by high coherence between the two signals at the
corresponding lag.
A linear phase shift in the crosspower spectrum corresponds to a time shift in the cross-
correlation [3]. Aiming to ¯nd the relative time shift ¿lr (see also equation (2.6)) such that
the two compared signals have the maximum coherence 3, we can write the crosspower spec-
trum of the two measured signals sl(t) and sr(t) as:
Cslsr(!) =
"Z 1
¡1
sl(t)exp¡j!t dt
#¤ Z 1
¡1
sl(t ¡ ¿lr)exp¡j!t dt = exp¡j!¿lr Pl(!); (2.13)
where Pl(!) denotes the power spectrum of sl. Since the measurements are usually not
recorded in a noiseless and non-reverberant room, noise and reverberation components are
present in the signal. Therefore the cross-correlation peak is sharpened by \whitening" the
signal:
Cslsr(!)
jCslsr(!)j
= exp¡j!¿lr : (2.14)
Thus, the cross power spectrum is normalized to remove all magnitude information, preserv-
ing only phase information, where the energy is concentrated on the main phase. Assuming
that noise and reverberant signals are not dominant over the true sound source, the dominant
phase of the signal corresponds to the true sound source.
Complexity Analysis Cross-correlation Applying cross-correlation in the frequency
domain yields an advantage in the computational load: computing cross-correlation in the
time domain implies using convolution whereas applying cross-correlation in the frequency
domain implies multiplication: Rslsr = sl¯sr = F¡1(SlS¤
r). Thus applying cross-correlation
in the frequency domain yields a complexity reduction [54]. If the windowed segment contains
N samples the complexity of computing the cross-correlation using equation 2.7 is O(N2),
whereas computing the cross-correlation using equation 2.10 is O(Nlog2N). Note that the
complexity of computing the N-point FFT of the windowed segment for M microphones is
O(MNlog2N).
Alternative weighting functions In a sense, the PHAT weighting function is an extreme
choice, since it whitens the input signal since there usually is no a priori knowledge about the
statistics of the involved signals. The PHAT localization algorithm is robust and reliable in
realistic reverberant acoustic conditions [10], however the algorithm does not take the signal
to noise ratio (SNR) conditions into account. If the interference is dominant over the desired
signal, then the phase information obtained from the PHAT function will be unreliable.
Methods for estimating the noise spectra and incorporating them in the weighting functions
are discussed in [10], [5]. Aiming to locate the speaker, one should aim for detecting the
voice in the spectrum. Therefore the weighting function should emphasize the regions that
are likely to contain voice components (that is: where the SNR is maximum). A proposed
3Ideally the relation between the two signals would be: sl(t) = sr(t ¡ ¿lr) this would be the case if the
measurements were recorded in a non-reverberated (hmod
l (t) = ±(t)) and noiseless environment (nl(t) = 0))
10method by [61] introduces a noise masking weight and is de¯ned as:
w(!) = max
µ
0:1;
S(!) ¡ ®N(!)
S(!)
¶
; (2.15)
where S(!) denotes the spectrum of the signal and N(!) the estimated noise spectrum
(based on the time average of the previous S(!)). The coe±cient ® < 1 is responsible for
a more conservative noise estimate. Such a noise masking weight becomes near zero in the
regions that are dominated by noise, whereas the noise masking weight becomes close to 1
in the regions where the (desired) signal is dominant over the noise. A second part of the
weighting function is introduced in order to increase the contribution of the tonal regions of
the spectrum (where the SNR is maximum). The enhanced weighting function is de¯ned as:
we(!) =
8
<
:
w(!); S(!) · N(!);
w(!)
¡ S(!)
N(!)
¢°
; S(!) ¸ N(!);
(2.16)
where the exponent 0 < ° < 1 increases the weight in the regions where the signal is far
dominant over the noise. The suggested values for weighting function parameters are ® = 0:4
and ° = 0:3. The resulting weighted cross-correlation function is de¯ned as:
Rl;r(¿) =
Z 1
¡1
w2
e(!)Sl(!)S¤
r(!)
jSl(!)S¤
r(!)j
exp(j!¿) d!: (2.17)
Similar to this approach is a pitch-based TDOA estimator introduced by [9] where knowledge
about the pitch characteristics of speech are exploited 4. The voice has a narrow bandwidth
and is usually concentrated in lower regions of the frequency spectrum. Furthermore, the
voiced speech segments in the signal is rich of harmonics5. Noise is usually not of harmonic
nature. This approach attempts to design a GCC weighting function based on estimated pe-
riodicity of harmonic intervals. The excitation spectrum of human speech can be modelled as
a function of a fundamental frequency !0 (also referred to as pitch, see section D.3 for further
details), and harmonic dependent voiced/unvoiced mixtures. The regions in the spectrum
that exhibit a distinct periodic nature are less in°uenced by noise and reverberation com-
ponents and should therefore receive appropriate emphasis in the GCC weighting function.
Note that the above mentioned approaches require additional knowledge about the involved
sound sources in the signal, that needs to be estimated. The robustness of these approaches
is directly related to the estimation performance.
2.2 Probabalistic Approach
As stated in section 2.1 the localization function obtains the sound source location estimates
based on TDOA measurements. Reverberation and noise can cause spurious maxima in
the localization function. Even though the GCC method improves the robustness of the
localization function, it remains a challenging task to accurately track a moving sound source
in the presence of a strong multipath and noise sources. Furthermore the inverse map from
TDOA to location is non-linear and ill-posed [20], [66] (see appendix C for details). Therefore
4Pitch is brie°y discussed in section D.3
5This property is brie°y discussed in section D.1
11it is di±cult to accurately track the azimuth with a deterministic approach. Typically a state-
space approach overcomes the drawback of using only current sensor data to locate the true
sound source [64]. The key to this approach is that the true sound source follows a dynamical
motion model between consecutive measurements, whereas there is no temporal consistency
in the spurious peaks. The involved dynamics are complex and typically are not completely
known. Furthermore it is di±cult to describe the involved dynamics with a deterministic
model. Therefore it is convenient to use a probabilistic model to describe the motion of the
speaker.
2.2.1 Inference Methods
Estimating the unknown process x based on sensory data y presented in the Bayesian frame-
work implies solving the Bayesian ¯ltering problem [19] . The posterior distribution
p(x0;x1;:::;xtjy0;y1;:::;yt) includes all relevant information on fx0;x1;:::;xtg at time t
in the Bayesian framework. Typically, in signal processing applications one is particularly
interested in the so-called ¯ltering distribution p(xtjy0;y1;:::;yt) which is a marginal of the
posterior distribution. Estimating recursively in time the distribution p(xtjy0;y1;:::;yt) is
also known as the Bayesian ¯ltering problem [18]. Except under speci¯c assumptions: linear
Gaussian state space models, it is impractical to evaluate these distributions analytically.
However, in real life these assumptions about the state-space are rather strong and hinder
the robustness of the tracking mechanism. Discarding these simpli¯ed assumptions usually
results in an intractable problem. The next section aims to provide some background for
these problems. In addition the section aims to illustrate the typical intractable nature
of the Bayesian ¯ltering problem since no closed-form solutions exists to the complex high
dimensional integrals that are typically involved.
2.2.2 Background
With respect to our tracking problem we are interested in the belief that the speaker is at
some location µ. In other words we want to obtain the posterior distribution of the state
space (represented in azimuth angles) conditioned on the sensor data [41]. We can denote
this belief by:
Bel(µt) = p(µtjµz
t;:::;µz
0): (2.18)
Where µt represents the state of the speaker at time t and µz
t denotes the location obtained by
transforming the measurement (TDOA estimate) into the corresponding azimuth angle with
the use of equation (2.2) at time t. Bayes ¯lter relies on the assumption that object moves
according to a Markovian motion model 6. In addition the ¯lter relies on the assumption
that the measurements originate from an environment where past and future measurements
are conditionally independent given knowledge of the current state. With these assumptions
we can compute the posterior at time t with the use of a Bayes ¯lter. Bayes ¯lter estimates
the belief recursively. To derive a recursive update equation we transform equation (2.18) by
applying Bayes rule:
Bel(µt) =
p(µz
tjµt;µz
t¡1;:::;µz
0)p(µtjµz
t¡1;:::;µz
0)
p(µz
tjµz
t¡1;:::;µz
0)
: (2.19)
The denominator is a normalization constant relative to µt, so we can write equation (2.19)
as:
Bel(µt) = ´ p(µz
tjµt;µz
t¡1;:::;µz
0)p(µtjµz
t¡1;:::;µz
0); (2.20)
6In the experiments we use a ¯rst order Markov motion model, for further details see appendix A
12where:
´ = p(µz
tjµz
t¡1;:::;µz
0)¡1: (2.21)
With the assumption that the measurement µz
t depends only on the current state µt , equation
(2.20) can be simpli¯ed further, giving:
Bel(µt) = ´ p(µz
tjµt)p(µtjµz
t¡1;:::;µz
0): (2.22)
The prediction term can be expanded by integrating over the state at time t ¡ 1:
p(µtjµz
t¡1;:::;µz
0) =
Z
p(µtjµt¡1;µz
t¡1 :::;µz
0)p(µt¡1jµz
t¡1;:::;µz
0)dµt¡1: (2.23)
Giving:
Bel(µt) = ´ p(µz
tjµt)
Z
p(µtjµt¡1;µz
t¡1 :::;µz
0)p(µt¡1jµz
t¡1;:::;µz
0)dµt¡1: (2.24)
By applying the previous assumption again, equation (2.24) can be simpli¯ed further to:
Bel(µt) = ´ p(µz
tjµt)
Z
p(µtjµt¡1)p(µt¡1jµz
t¡1;:::;µz
0)dµt¡1: (2.25)
The equation (2.25) is recursive of nature: the rightmost term is Bel(µt¡1). In order to
compute Bel(µt) two conditional densities need to be known: p(µtjµt¡1) which is the motion
model (state transition density) describing the behaviour of the system, and p(µz
tjµt) which
is the sensor model (measurement density) describing the perception of the desired features
in the real world.
In the next two sections we discuss two di®erent ¯ltering methods within the state-space
framework: the Kalman ¯lter and the particle ¯lter. The ¯rst method assumes that the
models used for the dynamics and measurement are linear and Gaussian. Under these as-
sumptions the Bayesian ¯ltering equations lead to Kalman ¯lter equations. The second
method - particle ¯lter does not make these assumptions about the state-space, and provides
a numerical solution to Bayesian ¯ltering problem by approximating the ¯ltering distribution.
2.2.3 Kalman Filter
The Kalman ¯lter is a set of equations that provides an estimate of the state of a dynamic
system. The ¯lter provides a recursive solution to the linear ¯ltering problem [65], [15]. We
cannot compute the distance to the sound source with the use of only two microphones.
Therefore we cannot compute the exact location in the Cartesian coordinate system. How-
ever, we can compute the relative x- and y coordinates with use of the (measured) azimuth
angle µz (which represents the relative location) with distance 1. Thus, we transform the
estimated TDOA into the azimuth angle µz, followed by a transform from the angle into
relative xz and yz coordinates. These coordinates will be referred to as the measurements in
this section.
xz = cos(µz); (2.26)
yz = sin(µz): (2.27)
Suppose we want to estimate the state x of a discrete-time controlled process. This process
is described with following linear stochastic di®erence equation:
xt = Axt¡1 + But¡1 + wt¡1: (2.28)
13With measurement equation:
xz
t = Hxt + vt: (2.29)
The random variables wt and vt represent respectively the process and measurement noise.
Both wt and vt are supposed to be independent of each other, white and normally distributed.
p(wt) = N(wtj0;Q); (2.30)
p(vt) = N(vtj0;R): (2.31)
Therefore, the process and measurement noise are respectively sampled from process noise
covariance matrix Q and measurement noise covariance matrix R. In practice the amount of
noise usually varies within time, however here we assume it is constant, thus Q and R are
assumed to be constant.
The matrix A describes the evolution of the system, the previous step is related to the
current step without considering a driving force or process noise. Again, in practice matrix
A might change with each time step but here we assume it is constant. Matrix B describes
the in°uence of the optional control input u on state x. The matrix H relates the state xt to
the measurement xz
t. In practice H might change with each time step but here we assume it
is constant.
If we have knowledge of the process at time step t ¡ 1, then we can compute the a pri-
ori state estimate at time step t denoted by ^ x
¡
t . With each measurement we can compute
the a posteriori state estimate denoted by ^ xt. The a priori e
¡
t and a posteriori et estimate
errors are de¯ned as:
e
¡
t = xt ¡ ^ x
¡
t ; (2.32)
et = xt ¡ ^ xt: (2.33)
The a priori estimate error covariance becomes:
P
¡
t = E[e
¡
t e
¡T
t ]: (2.34)
The a posteriori estimate error covariance becomes:
Pt = E[eteT
t ]: (2.35)
The main objective of applying a Kalman ¯lter is to ¯nd the best possible estimate of state
x at time t.
We compute the a priori estimate of the state ^ xt with the use of equation (2.28):
^ x
¡
t = At^ xt¡1: (2.36)
Aiming to obtain an updated estimate of ^ xt based on the measurement xz
t, we are interested
in an equation that computes an a posteriori state estimate ^ xt as a linear combination of an
a priori state estimate ^ x
¡
t and a weighted di®erence between an actual measurement xz
t and
a measurement prediction H^ x
¡
t :
^ xt = ^ x
¡
t + K(xz
t ¡ H^ x
¡
t ): (2.37)
The di®erence between (xz
t ¡ H^ x
¡
t ) re°ects the amount of agreement between the predicted
H^ x
¡
t and the actual measurement xz
t. This di®erence is commonly referred to as measure-
ment innovation, or the residual. The weighting matrix K is chosen to be the blending factor
14or gain. We aim to obtain K such that it optimises the updated estimate.
The optimisation means minimizing the estimated error variance for the estimated state.
Thus, the individual terms along the diagonal of the a posteriori error covariance matrix Pt
should be minimized. The optimisation is accomplished by substituting ^ xt = ^ x
¡
t + K(xz
t ¡
H^ x
¡
t ) into et = xt ¡ ^ xt. The result of this substitution is substituted in Pt = E[eeT]. The
next step is computing the expectation, then di®erentiating the trace of Pt with respect to
K. Setting the result of these steps equal to zero, and then solving for K. One popular form
of K that minimizes Pt = E[eeT] is:
Kt = P
¡
t HT(HP
¡
t HT + R)¡1: (2.38)
The relationship between the a priori- and a posteriori error covariance matrices can be
expressed by:
Pt = (I ¡ KtH)P
¡
t : (2.39)
From equation (2.38) we see that if the error covariance R approaches zero, then the gain
K weights the residual more heavily. In other words, if limR!0 K = H¡1 than the measure-
ments are regarded as more reliable. The residual is weighted less heavily, if the a priori
estimate covariance matrix approaches zero. Note that: limP!0 K = 0. Thus for such cases
the actual measurements are not regarded as highly reliable and more trust is placed in the
predicted measurements.
The Kalman ¯lter estimates the state of a dynamic process by using feedback control. First
a prediction step is performed which results in an a priori estimate of the state. This predic-
tion step or time update step (motion model) is responsible for projecting the current state
and error covariance estimates forward in time. These ¯rst estimates are corrected in the
update step or measurement step (sensor model). The feedback comes in the form of the
measurement update equations. Updating the a priori estimate with a new measurement
results in an a posteriori estimate, an improved estimate.
Note that with the Kalman ¯lter, the azimuth angle is not tracked directly. To obtain
a new estimate of the azimuth angle µ, the measured azimuth angle based on the TDOA
measurement, is ¯rst transformed into relative xz and yz coordinates. The motion model
and sensor model are computed for the relative x and y coordinates. These new computed
estimates are then transformed back into a new estimate of the azimuth angle µ.
2.2.4 Particle Filter
The Kalman ¯lter provides us with the linear minimum variance estimates of the states.
However, with the assumption that the involved noises are Gaussian and that the functions
for state- and measurement evolution are linear. Unfortunately this modelling is not appro-
priate for the speaker tracking problem, since vital information is lost.
Kalman ¯ltering, based on Gaussian densities which, being uni-modal, cannot represent
simultaneously alternative hypotheses about the true sound source location. Furthermore,
as stated earlier, the transformation from the TDOA estimates to source locations are non-
linear. As a consequence the state-space is non-Gaussian and non-linear [62]. As stated
before, with these properties of the state-space, typically no-closed form solutions exist for
computing the ¯ltering distributions. Computing the ¯ltering distribution in non-linear and
15non-Gaussian estimation problems typically results as an intractable problem. Therefore typ-
ically these estimation problems are solved by approximating the ¯ltering distribution [18].
Particle ¯ltering is a method to construct a sample-based representation of the ¯ltering
distribution. Like the Kalman ¯lter the particle ¯lter is recursive in nature and can be di-
vided roughly into two stages: prediction and update. In the prediction stage (motion model)
the particles (or samples, which can be thought of as possible instantiations of the variable
of interest7) are propagated according to the dynamic model (for further details we refer the
reader to appendix A). In the update stage (sensor model) the particles are (re-)evaluated
based on the latest sensory information available. This stage assigns a weight to each particle,
enabling to de¯ne the contribution for each particle to the overall estimate of the variable.
Thus in the prediction step the dynamic model is used to simulate the e®ect of the possible
actions (movements) on the ¯ltering distribution. The sensory information (measurement)
is used in the update stage to update the particle weights to accurately describe the ¯ltering
distribution of the (changing) azimuth angle. In the earliest studies, the particle ¯lter algo-
rithm consisted of only the prediction and the update stage. To avoid the degeneracy of the
particle set where the mass of the ¯ltering distribution tends concentrate towards a unique
particle with a very high weight, a resampling step has been added to enforce the particles in
multiple areas with high likelihood. Table 2.1 describes a generic particle ¯ltering algorithm
for sound source localization based on TDOA measurements [64].
Form an initial set of particles f®0;k k = 1 : Mg and give them uniform weights fw0;k = 1=M k =
1 : Mg. Then, as each new frame of data is received:
1. Resample the particles from the previous frame f®t¡1;kg according to their weights
fwt¡1;kg to form the resampled set of un-weighted particles f^ ®t¡1;k k = 1 : Mg
2. Predict a new set of particles f®t;kg by propagating the resampled set f^ ®t¡1;kg according
to the source dynamical model (see appendix A)
3. Transform the raw data into localization measurements through application of the local-
ization function f:
µ
z
t = f(µ;TDOAt)
4. Form the likelihood function (see appendix B):
p(µ
z
tjµ®) = F(µ
z
tjµ®)
5. Weight the new particles according to the likelihood function:
wt;k = p(µ
z
tjµt;k)
and normalize so that
P
k wt;k = 1
6. Compute the current source location estimate ^ µt as the weighted sum of the particle
locations µ®:
^ µt =
M X
k=1
wt;kµt;k
7. Store the particles and their respective weights f®t;k;wt;k k = 1 : Mg
Table 2.1: Particle ¯ltering algorithm for sound source localization
7We note that we will use the terms particles and samples interchangeably throughout this thesis.
16In Table 2.1 each particle ® is a four dimensional vector denoting the position and speed
in the usual Cartesian coordinates. Thus the kth particle expresses the state on the speaker at
time t with ®t;k = [yt;k; _ yt;k;xt;k; _ xt;k], for further details we the reader to appendix A. The
term µt;k denotes the localization parameter corresponding to state. Similar to the Kalman
¯lter the azimuth angle is not tracked directly. Like Kalman ¯ltering the motion model
equations are computed with the use of the relative x- and y coordinates, however unlike
Kalman ¯ltering each coordinate pair is transformed to its corresponding relative position:
the azimuth angle. The relative positions in conjunction with the measured azimuth angles
µz obtained from the localization function f(µjTDOA) are used in order to compute the
sensor model equations.
Resampling A disadvantage of approximating the ¯ltering distribution with samples is the
depletion of the sample population [53]. The particles that explore possible movements of the
source which have drifted far from the actual movement or the measured movement will have
near-zero weights. These particles do not substantially contribute to the overall estimate of
the ¯ltering distribution. The process that eliminates the particles with near-zero-weight is
referred to as resampling. Several methods for resampling have been proposed, in general
the idea of these methods is to eliminate the near-zero-weight particles and duplicate the
particles with high weights, with the requirement that the ¯ltering distribution constructed
after resampling is similar to that of the ¯ltering distribution before resampling.
A Resampling Method A method for resampling is discussed here in more detail. First
a measure is needed to estimate the number of near-zero-weight particles. Lui et al [38] refer
to coe±cient of variation cv2
t and is de¯ned as:
cv2
t =
var(wt;k)
E2(wt;k)
=
1
M
M X
k=1
(M wk ¡ 1)2: (2.40)
With equation (2.40) the e®ective sampling size ESSt can be computed and is de¯ned as:
ESSt =
M
1 + cv2
t
: (2.41)
If all the particles contribute substantially to the constructed ¯ltering distribution, then this
will yield a high value for the ESS. On the other hand if the amount of particles in the sample
set with near-zero-weight increases (resulting in an increase of the variance of the weights)
the value for the ESS will drop. The e®ective sampling size is compared to a threshold, this
is usually a percentage of the number of particles M. If the ESS is below that threshold,
then the particle set is resampled. The e®ective sampling size provides an indication for the
average substantial contribution of the particles to the constructed ¯ltering distribution.
Select with Replacement With the use of ESS the degeneracy of the particle set can
be evaluated. The next step is to avoid a degenerated particle set composed of only few
particles with high weights and the remaining particles with very small weights. A resampling
method should maintain multiple hypotheses on the position of the source and in the long
run keep only those particles that represent a location that is likely given the sequence
of measurements. Here a standard resampling method select with replacement is brie°y
discussed. This method resamples the particles according to their weights. A cumulative
sum is used to determine the \survival" probability for each particle proportional to its
weight. Table 2.2 presents a formal description of the select with replacement algorithm.
17Input : an array with the particle weights fwk; k = 1;:::;Mg
Require :
PM
k=1 wk = 1
Q = cumsum(w); Compute the running totals Qj =
Pj
l=0 wl
t = rand(M + 1); t is an array of M + 1 random numbers
T = sort(t); Sort them (O((nlogn)) time)
T(M + 1) = 1; k = 1; j = 1; Arrays start at 1
while (k · M) do
ifT[k] < Q[j]
Index[k] = j;
k = k + 1;
else
j = j + 1;
end
end
Return : Index
Table 2.2: Select with replacement algorithm
2.3 Experiments: Tracking A Single Speaker
This section discusses the experiments on tracking a single speaker. Various algorithms for
tracking were tested. We start with a brief discussion of the recording conditions. The
recording conditions hold for all the evaluated algorithms. The remaining part of this section
is organized as follows: ¯rst the results obtained from tracking a single speaker with a Kalman
¯lter are discussed. Finally the results obtained from tracking a single speaker with a generic
particle ¯lter are discussed.
2.3.1 Recording Conditions
Room Conditions We used a stereo recording obtained with the Philips iCat interface
robot, with a frequency sampling rate of 48kHz. The recording was taken in an rectangle-
shaped o±ce room [2:8 £ 4:5m] with moderate noise conditions (PC running in the back-
ground - approximately one meter from the microphone pair). However, due to the size and
the material of the surfaces (solid walls and wooden °oor) of the room, we expect that the
amount of reverberation will be considerable. The microphones were placed in the right side
of the room, 1.5m above the ground level. The distance between the microphones was 0.3m.
Trajectory The trajectory of the speaker describes approximately the ¯rst half of an arc.
The speaker starts in front of the microphone pair. The initial distance between the speaker
and microphone pair is rather small - approximately 0.5m. After a few seconds the speaker
starts moving away from the microphone pair, moving to the left side of the room. Then
halfway of the recording, the speaker is in the left corner of the room. When the speaker
is in the left corner, the azimuth angle between the microphone pair and the speaker corre-
sponds to approximately ¡90 degrees. The speaker remains stationary once it reached the
azimuth location of approximately ¡90 degrees. In the ¯gures we express the azimuth angles
in radians. Note that an azimuth angle of approximately 0:78 radians corresponds to the
azimuth angle of 90 degrees. The distance between the microphone pair and the speaker in
18the last part of the recording is approximately 3m. Thus the tracking algorithm must ¯rst
detect and locate the speaker, then keep track of the speaker when it starts moving away
from the microphone pair. And ¯nally the tracking algorithm must notice that the speaker
stops moving and maintains in position.
Segments For each tracking algorithm that was tested, the recording was cut into seg-
ments. The recording was analysed with non-overlapping segments, where a Hamming win-
dowing function was applied to each segment. The Hamming windowing function ensures
that the edge e®ects at the beginning and end of the segment are reduced. We assume a
quasi-static location for the speaker within each segment. Each segment corresponds to a
25ms interval, we do not expect that the speaker will not move substantially within such
intervals.
Data Rate As mentioned, the recorded signal is sampled with a frequency rate of 48kHz
where each sample is represented with 16 bits. Thus each segment potentially contains
frequencies up to 24kHz. This approximately corresponds to the frequency spectrum, for
which the human hearing mechanism is sensitive to 8. This relative high frequency sampling
rate increases the granularity, in the sense that the original speech signal is approximated
with a relative high precision. This precision issue becomes important when the amount of
coherence between the recorded signals from the left and the right microphone is measured.
In order to distinguish between the various potential sound sources, the original signal must
be approximated as closely as possible. Note that with the GCC function the spectral
information is removed, leaving only phase information. However the same precision issue
arises here since we aim to detect the true sound source by extracting the dominant phase
from the signal.
2.3.2 Kalman Filter Based Tracking
As stated in section 2.2.1 the Kalman ¯lter is typically unable to deal with non-linear state
space and non-Gaussian noise. Note that the transformation from TDOA to azimuth, and the
transformation from azimuth to relative Cartesian coordinates is non-linear. In addition, the
measurements obtained from the GCC method frequently exhibit a multi-modal distribution,
due to the presence of a strong multipath. Due to these properties it will be a challenging
task to track a speaker with a Kalman ¯lter.
Parameters We choose the evolution noise as Q = 0 and the measurement noise as R = 0:5.
We assume that, if the speaker is walking, it is at an approximately constant (slow) pace. In
addition we assume that the x- and y coordinates are independent of each other. Note that
our aim is to track the ratio between the x- and y coordinate. For each coordinate we choose
the evolution matrix A, matrix B from the state evolution equation (2.28), measurement
matrix H and initial state covariance matrix P as follows:
A =
µ
1 1
0 1
¶
; B =
¡
:5 :1
¢
; H =
¡
1 0
¢
; P =
µ
10 0
0 1
¶
:
Results Figure 2.2 presents the result of tracking a speaker with a Kalman ¯lter. The
Kalman ¯lter was initiated with the above described parameter setting. The measured az-
imuth angles are indicated with dots, the expected trajectory is indicated with the bold
line.
8Typically the perceived frequency spectrum by the human ears is approximated with 20 ¡ 20000Hz.
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Figure 2.2: Tracking of a single person with a Kalman ¯lter-based tracking algorithm. The
measured azimuth angles are overlaid with the estimated expected location of the speaker.
The Kalman ¯lter was initialised with the \true" initial position and velocity, that is:
^ x0 =
µ
0
0
¶
; ^ y0 =
µ
1
0
¶
:
This corresponds to the speaker at azimuth angle µ = 0 radians. Despite this proper initiali-
sation the Kalman ¯lter has di±culty keeping track of the speaker and eventually the Kalman
¯lter fails in tracking the speaker. When the speaker starts moving from the microphone pair,
the measurements become less reliable. Whenever the distance increases between the speaker
and the microphone pair, the less dominant the \true" sound source becomes compared to the
noise and reverberation components in the recorded signal. As a consequence, the measured
azimuth angles are distributed more uniformly across the potential range of azimuth angles.
Note that when the speaker is close to the microphone pair, the measured azimuth angles are
more concentrated in the area that corresponds to the true azimuth angle. This concentra-
tion in measurements is gradually lost when the speaker moves away from the microphone
pair (see also Fig. 2.9). With this gradual change in distribution, the Kalman ¯lter gradually
loses the target. As stated earlier the Kalman ¯lter assumes that the state space is non-linear
and non-Gaussian. Therefore it can only provide a linear minimum variance estimate on the
speakers location. This however, is not su±cient to accurately track a speaker with the use
of a non-linear motion model in the presence of a strong multipath9.
Additional Experiments Since we were not satis¯ed with the tracking result, we con-
ducted additional tests with various parameter con¯gurations. The Kalman ¯lter was ini-
tiated with various values for measurement noise R, the initial state covariance matrix P
and matrix B from the state evolution equation (2.28). However, none of the various con-
¯gurations succeeded in tracking the speaker accurately. Figure 2.3 presents the various
results obtained from the Kalman ¯lter with various parameter con¯gurations. The top
panel presents the result where the measurement noise was chosen as R = 1 and the matrices
P and B as follows:
P =
µ
10 0
0 1
¶
; B =
¡
:05 :1
¢
:
9Note that for the motion model we transform the TDOA to an azimuth angle. The azimuth angle is
transformed to relative x- and y coordinates. These transforms are non-linear
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Figure 2.3: Various results obtained from the Kalman ¯lter-based tracking algorithm where
the ¯lter was initiated with various parameter con¯gurations (see paragraph Additional Ex-
periments in section 2.3.2 for details). The measured azimuth angles are overlaid with the
estimated expected location of the speaker.
The middle panel presents the result where the measurement noise was chosen as R = 10
and the matrices P and B as follows:
P =
µ
100 0
0 10
¶
; B =
¡
:5 :1
¢
:
21The bottom panel presents the result where the measurement noise was chosen as R = 10
and the matrices P and B as follows:
P =
µ
100 0
0 10
¶
; B =
¡
1 1
¢
:
For all the above described parameter con¯gurations we chose the process noise Q as follows
Q = 0.
2.3.3 Particle Filter Based Tracking
Parameters We set the model parameters as follows: The sensor variance for azimuth
angle measurements was chosen as ¾2 = 0:1. The number of potential azimuth locations for
the likelihood function was chosen as K = 5. The parameters for the motion model (the
Langevin) process were vx = 0:5ms¡1, and ¯x = 10s¡1. These values correspond to a human
(slowly) walking in a room. For the particle ¯lter we used M = 1000 samples. Since each
sample is a four-dimensional vector, running the particle ¯lter with 1000 samples becomes a
rather time consuming process. Thus the state-space is four-dimensional, therefore increasing
the number of samples will introduce a substantial computational load.
Results In contrast to the Kalman ¯lter based tracking algorithm, the particle ¯lter based
tracking algorithm is not initialised with the true azimuth location. The initial particle set
is uniformly distributed over the potential range of azimuth angles [¡90; 90] degrees. Figure
2.4 presents the result obtained from the particle ¯lter based tracking algorithm.
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Figure 2.5: Results obtained from various runs with the particle ¯lter. The measured azimuth
angles are overlaid with the estimated expected location of the speaker.
possible 10 for the sample population, will still not guarantee that each run will converge
to (approximately) the same solution. Therefore we extend the current algorithm such that
the accurateness and the speed of convergences to an approximately constant solution is
increased.
10That is, the largest number possible in real-time implementation.
232.4 Tracking Algorithm Extensions
This section discusses two extensions for the tracking algorithm. The ¯rst extension was
applied to both the Kalman- and particle ¯lter based tracking algorithm. Due to design
issues the second extension was applied only to the particle ¯lter based tracking algorithm.
2.4.1 Extension 1: Low-Pass Filter
As stated in section the inverse map from TDOA to azimuth angle exhibits ill-posed be-
haviour. No straightforward methods exists to suppress ill-posed behaviour. However in
practice, aiming for suppression one typically includes all available a priori knowledge in the
algorithm. Since our aim is to track the speaker, an obvious choice would be applying a Low-
Pass (LP) ¯lter. Typically, human speech utterances have a potential range in the frequency
spectrum up to 8kHz. Thus human speech utterances do not substantially contribute to
the energy in the frequency spectrum (of the recorded signal) above 8kHz. Therefore noise
artefacts become more dominant in the higher regions of the signals frequency spectrum.
Various potential sound sources \present" in the signal will lead to multi-modal sensor dis-
tribution. Therefore we want to exclude all the frequencies above 8kHz in the GCC function.
We assume that by suppressing the regions from where potential undesired dominant sources
may originate, we can suppress the ill-posed nature of the inverse map. Figure 2.6 shows the
scheme of the tracking algorithm extended with a LP ¯lter.
- - - - LP
Filter
Localization
Function
Probabilistic
Model
s(n)
Signal
µn
Location
Figure 2.6: Schematic representation of extended tracking algorithm #1
Both the Kalman- and particle ¯lter based tracking algorithms are applied to the LP
¯ltered signal. The results are presented respectively in Fig. 2.7 and Fig. 2.8. From Fig.
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Figure 2.8: Tracking of a single person with a particle ¯lter in conjunction with a LP ¯lter.
the speaker accurately. By pre-processing the raw data for the localization function, the
localization function is able to provide more accurate information about the speakers location
to the probabilistic model that is used for inference. Figure 2.9 presents a comparison of the
measured azimuth angles obtained from the localization function with- against without pre-
processing the signal with a LP-¯lter.
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Figure 2.9: Top panel: the measured azimuth angles with the signal containing frequency
components up to 24kHz. Bottom panel: the measured azimuth angles with the signal
containing frequency components up to 8kHz.
25Note that there is a visible improvement by pre-processing in the ¯rst part of the signal.
We assume that pre-processing with a LP-¯lter is particularly e®ective when the speaker is
close to the microphone pair. Therefore we assume we can enhance the signal by applying
the LP ¯lter for the localization function, as long as the speaker is dominant over the noise
artefacts. Figure 2.10 presents a comparison of the TDOA estimates obtained from the GCC
function with- against without applying the LP-¯lter. The top panel presents the TDOA
estimates extracted from analysed segment at index n = 52 with the GCC method. The
bottom panel presents the TDOA estimates extracted from the same segment, obtained by
the GCC function in conjunction with a LP-¯lter. In Fig. 2.10 the horizontal axis represent
the range of lags that are used for the TDOA estimation. The vertical axis shows for each
lag the corresponding coherence energy obtained from the GCC function. The true TDOA
corresponds to a lag of approximately 0ms.
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Figure 2.10: Comparison of TDOA measurements obtained from the GCC function in con-
junction with- (bottom panel) against without (top panel) an additional LP-¯lter.
From Fig. 2.10 we see that by pre-processing the input data, the GCC function provides
us with more accurate TDOA estimates. Note that, applying a LP-¯lter with the cut-o®
frequency set to 8kHz to the recorded signal, where the original signal was approximated
with a frequency sampling rate of 48kHz, does not yield the same information on the original
signal, if we recorded the original signal with a frequency sampling rate of 16kHz.
With respect to the precision issue, sampling with a high frequency rate, approximates the
original signal more closely compared to sampling with a lower frequency sampling rate.
Therefore, a larger number of samples per segment, allows for a time shift analysis on a
¯ner scale. Note that, in the experiment the GCC analyses the segment by computing the
cross-correlation for values in the range of [ ¡0:88; 0:88] ms.
Figure 2.11 presents a comparison of the GCC analysis on the 25ms segment at index n = 61,
with- against without down-sampling. The top panel presents the GCC analysis on the seg-
ment where the recorded signal was down sampled to 16kHz. The bottom panel presents
the GCC analysis on the same segment where the recorded signal was pre-processed with a
26LP-¯lter. Both segments were analysed with discrete time shift steps of 0:02ms. Figure 2.12
presents a similar comparison (LP-¯ltering against down-sampling the signal) of the GCC
analysis on the same 25ms segment (n = 61).
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Figure 2.11: Comparison of TDOA measurements obtained from the GCC function in con-
junction with a LP-¯lter (bottom panel) against measurements from the GCC function with
the recorded signal down sampled to 16kHz (top panel). Both segments were analysed with
discrete time shift steps of 0 :02ms.
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Figure 2.12: Comparison of TDOA measurements obtained from the GCC function in con-
junction with a LP-¯lter (bottom panel) against measurements from the GCC function with
the recorded signal down sampled to 16kHz (top panel). Both segments were analysed with
discrete time shift steps of 0 :1ms.
27However in Fig. 2.12 the segment was analysed with a larger discrete time shift of 0:1ms.
In Fig. 2.11 and Fig. 2.12 the horizontal axis represent the range of lags that are used for the
TDOA estimation. The vertical axis shows for each lag the corresponding coherence energy
obtained from the GCC function.
Note that since the \true" TDOA is approximately 0ms, the best result was obtained by
the GCC method in conjunction with a LP-¯lter, where the 25ms segment was analysed with
a high(er) granularity scale. Thus, in order to approximate the \true" TDOA as closely as
possible with the lag that maximizes the GCC function, one should choose an appropriate
frequency sampling rate for approximating the original signal and an appropriate granularity
scale for the GCC analysis.
2.4.2 Extension 2: Threshold- And Adaptive Sigma Function
The GCC will typically fail to detect the true TDOA whenever reverberation and noise
artefacts become dominant over the true sound source. We assume that whenever the true
sound source is active, it is dominant over the undesired sound sources. Thus we assume that,
if the analysed segment contains an active speaker, then this will increase the SNR. Note that
here we assume that the noise level remains approximately constant. In addition we assume
that the volume level of the speech remains approximately constant. With these assumptions,
the energy in the analysed segment typically indicates whether the speaker is active or not.
Thus, we consider the analysed segments with high energy levels as more reliable, due to
an increase in SNR. Therefore, excluding the segments that contain relative low energies,
will reduce the amount of false TDOA estimates. In order to exclude the low-level energy
segments, we employ a threshold function and a threshold measure. Therefore we compute
the energy E for each segment and compare it to the threshold value. For segment s at index
n we compute the En as follows:
En =
PN
g=1 jFfsn(g)gj
2
; (2.42)
where Ff:g denotes the Fourier transform and where N denotes the number of samples in
segment s.
The value for the energy threshold should be chosen such that: the segments where the
true sound source is not the dominant sound source are excluded. On the other hand the en-
ergy threshold should pass those segments where the true sound source is the dominant sound
source. Note that when the distance increases between the speaker and the microphone pair,
the amount of energy in the segment that originates from the speaker decreases. Therefore,
a dynamic threshold would be ideal. However, we do not know the distance 11. Therefore
an appropriate threshold value should also allow those segments for analysis where, despite
the relative large distance between the speaker and the microphone pair, the speaker is the
dominant sound source. The measure for the threshold was determined experimentally, the
best value was found for energyThreshold = 80. Thus the segments, containing energies
levels below 80 are discarded.
Note that the likelihood function for the particle ¯lter (see appendix B) is designed to take
notice that occasionally the true sound source may be silent. During the experiments we
11With the assumption that the speaker remains frequently active throughout the recorded signal. Then a
possible dynamic threshold function could be implemented based on time-averaging information.
28noticed that, aside from the occasional \silent" segments, the segments that contained the
beginning or an ending of a speech utterance gave rise to false TDOA estimates. These inhal-
ing and exhaling alike sounds of speech sounds are typically not well articulated. Therefore
we assume that these inhaling and exhaling alike sounds radiate more divergent from the
mouth, with the \direct sounds" striking the microphone pair in a less concentrated fashion.
Due to this property we assume that, for such segments, the GCC method is frequently
unable to detect the speaker as the dominant sound source. Typically the energy levels for
these segments are low, therefore a substantial amount of these segments are discarded by
the threshold function. Figure 2.13 presents the result of the extended tracking algorithm.
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with the estimated expected location of the speaker.
From Fig. 2.13 we see an improved tracking result compared to the result presented in
Fig. 2.5. We note that we have tested the extended algorithm various times, the result
presented in Fig. 2.13 indicates the typical result of these experiments. However, we see
that the speaker is not accurately tracked in the middle part of the recording, corresponding
to approximately the segment sequence [400;1000]. Furthermore in the latter part of Fig.
2.13 there is a slight overshoot in the expected location. The temporary loss of the speaker,
could partially be explained by the temporary loss of actual measurement information due
to the threshold function. For each segment that did not reach the energy threshold, no
measurement information was incorporated in order to compute the ¯ltering distribution.
Since we do not use the measurement information to compute the ¯ltering distribution for
the \discarded" segments, we update the particles propagated from the motion model with
uniform weights. Thus e®ectively, only the prior distribution is used to approximate the pos-
terior distribution for such segments. To compensate for this temporary loss of information,
we propose a modi¯ed version of the current likelihood function. This modi¯ed likelihood
function should e®ectively incorporate all available knowledge. By including additional in-
formation, a more accurate particle weight update is accomplished. Hence we increase the
accuracy of the estimated location and the quality of the predictive distribution. Thus the
particle population will be generated from a more accurate predictive distribution. We as-
sume that this property enables the particle population to keep a more accurate track of the
speaker, during the occasional loss of measurement information. To incorporate e®ectively
29all the available information in the likelihood function we introduce the adaptive sigma.
The Adaptive Sigma As mentioned section 2.1.2 from the GCC method we obtain for
each TDOA candidate a value that indicates the amount of coherence between the left- and
right signal. Thus for each TDOA candidate we obtain a coherence energy unit. In order
to incorporate additional information in the likelihood function extracted from the GCC
method, we make two additional assumptions.
Assumption 1 The manifestation of a dominant true sound source in the GCC function,
typically results in a region of more concentrated coherence energy with a sharpened
peak, that corresponds to the true sound source.
Assumption 2 An active true sound source, typically causes an increase in the coherence
energy values obtained from the GCC function.
From the ¯rst assumption we can derive that, an active speaker increases the variance in
the measurements obtained from the GCC function. From the second- in conjunction with
the ¯rst assumption, we can derive that an active speaker, typically causes a relative and
absolute increase in the di®erences of measured coherence energy. Since the window length
is 25ms of analysis segments, an active speaker will typically cause a change in observed
coherence energy patterns, consistent with the above stated assumptions for a consecutive
sequence of segments. Based on these assumptions along with the resampling property of the
particle ¯lter, we modify the likelihood function of the particle ¯lter in order to increase the
accuracy of the tracking algorithm. We consider the more sharpened peaks, as more likely
to be caused by the true sound source. Therefore, we want to enforce a more dense particle
population in the area that corresponds to these sharpened peaks. We can accomplish this by
e®ectively controlling the value for the ESS (see paragraph A Resampling Method in section
2.2.4).
Whenever the value for the ESS drops below the resampling threshold value, the parti-
cles will be enforced into the high likelihood areas. Note that simply setting the resampling
threshold to a low value will not increase the robustness of the tracking algorithm. Setting
the resampling threshold too low, will increase the probability that the particles are enforced
into regions that do not correspond to the true location. We can e®ectively decrease the ESS
value whenever the GCC analysis on a segment is consistent with the above assumptions,
by increasing the variance in the particle weights values. Therefore we relate the variance
in the measurements obtained from the GCC function, to the variance used in the likeli-
hood function to evaluate the potential source locations. In practice, we relate the coherence
energy values corresponding to the K potential TDOA candidates to the variance used to
evaluate the corresponding K potential source locations in the likelihood function. Figure
2.14 presents a schematic representation of particle ¯lter based tracking algorithm extended
with a threshold function in conjunction with the adaptive sigma algorithm.
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Figure 2.14: Schematic representation of extended tracking algorithm #2
30Table 2.3 presents a formal description of the adaptive sigma algorithm that is incorpo-
rated in the extended particle ¯lter-based tracking algorithm.
Compute adaptive sigma according to coherence energy:
for k = 1 : K
¾adap(k) =
1
ce(k)
Pf
end
Normalize & Scale
T =
K X
k=1
¾adap(k)
for k = 1 : K
¾adap(k) =
¾adap(k)
T
¾adap(k) =
¾adap(k)¢K
C
end
Table 2.3: Adaptive sigma algorithm
In table 2.3 ¾adap(k) denotes the adaptive sigma for potential source location µk, ce(k)
denotes the coherence energy for TDOA estimate k that corresponds to the source location
µk. The variable Pf denotes the power factor, allowing for an increase or decrease in the
variance in the K coherence energy values. The variable C denotes the scaling factor, in
order to control the range of the variance values. Thus for each analysed segment, the
variance ¾ adapts to the changes in di®erences in the coherence energy obtained from the
GCC function. Thus, each of the K potential source locations is evaluated with an individual
variance, that re°ects the degree of certainty for each location estimate based on information
obtained from the GCC function.
Parameters The extended algorithm was tested with the following parameter setting: the
number of potential TDOA candidates was chosen as K = 5, the power factor was chosen as
Pf = 2. The scaling factor was chosen as C = 10, this value is based on the sensor variance
value ¾ = 0:1 that was used in the previous experiments. Note that if the coherence energies
for all the K potential TDOA candidates are approximately equal then this will yield:
¾adap(k) =
0:2 ¢ 5
10
= 0:1;
for each of the K potential source locations. All other involved parameters are set to the
same values as used in the previous experiments (see section 2.3.3 for details). Figure 2.15
presents the result of the extended tracking algorithm (with the above described parameter
setting).
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Figure 2.15: Tracking of a single person with an additional threshold- and adaptive sigma
function (with energyThreshold = 80 and Pf = 2). The measured azimuth angles are
overlaid with the estimated expected location of the speaker.
Note that the improvement is clearly visible in segment sequence [400;1000]. Further-
more there is no overshoot in the expected location in the ¯nal part of Fig. 2.15. Thus
the extended algorithm is able to track the speaker accurately, despite the occasional loss of
measurement information.
The value for the power factor Pf plays an important role, the best results were obtained
with Pf = 2. We cannot provide any analytical explanation for this value, however we
assume that overemphasising the di®erences in coherence energy will eventually lead to a
(undesired) Gaussian approximation of the sensor distribution for a substantial part of the
segments. Note that occasionally it might happen that the true sound source does not corre-
spond to the global maximum peak in the measurements obtained from the GCC function.
In these cases we want to maintain a mixture-of-Gaussians to approximate the sensor dis-
tribution. On the other hand, if the di®erences in the coherence energy are not emphasised
enough, then the e®ect of the adaptive sigma function that initially was aimed for will be lost.
Figure 2.16 illustrates the di®erences in emphases by running the algorithm with di®erent
values for the power factor Pf.
The number of potential locations K should be chosen appropriate. Ideally, this number
should be such that we obtain a consistent inclusion of the true source location in the ob-
tained potential locations, whenever the true sound source is \present" in the segment. In
addition, with respect to the adaptive sigma algorithm, the value for K should be chosen large
enough to e®ectively re°ect the di®erence between the maximum in the GCC measurements
and the remaining K¡1 TDOA candidates. Note that with respect to the normalization step
that is part of the adaptive sigma algorithm, the value for K plays an important role. On
the other hand, choosing K too large, will include too many undesired locations and thereby
compromising the robustness of the tracking algorithm. Furthermore, setting the value for
K too high, will unnecessary increase the computational load.
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Figure 2.16: Results obtained from the particle ¯lter with an additional threshold-
(energyThreshold = 80) and adaptive sigma function with various parameter settings for the
power factor Pf (top panel: Pf = 1:5 and bottom panel: Pf = 3). The measured azimuth
angles are overlaid with the estimated expected location of the speaker.
The best value: K = 5 was found experimentally, however Fig. 2.17, Fig. 2.18 and Fig.
2.19 aim to provide some analytical explanation. In Fig. 2.17, Fig. 2.18 and Fig. 2.19
the horizontal axis represent the range of lags that are used for the TDOA estimation. The
vertical axis shows for each lag the corresponding coherence energy obtained from the GCC
function. In addition, the presented ¯gures aim to illustrate the di®erences in coherence
energy distribution, since this property is at the core of the two assumptions and thus at the
core of the adaptive sigma algorithm.
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Figure 2.17: The top panel presents the results obtained from the GCC function where the
analysed segment contained a clear speech utterance. The bottom panel is a blow-up of the
results containing the K potential TDOA candidates that maximize the GCC function.
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Figure 2.18: The top panel presents the results obtained from the GCC function where the
analysed segment contained mainly noise. The bottom panel is a blow-up of the results
containing the K potential TDOA candidates that maximize the GCC function.
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Figure 2.19: The top panel presents the results obtained from the GCC function where the
analysed segment contained a very weak speech utterance. The bottom panel is a blow-up of
the results containing the K potential TDOA candidates that maximize the GCC function.
We have presented Fig. 2.17, Fig. 2.18 and Fig. 2.19 where the true TDOA approximately
corresponds to 0 ms. We see from Fig. 2.17, that K = 3 would be the appropriate choice
12, however this choice is not always appropriate. Consider Fig. 2.18 that presents the GCC
analysis on a \noisy" segment. By choosing K = 5, the true TDOA is included and thus the
corresponding true source location is included in set of potential locations. We see from Fig.
2.18 that the di®erences in coherence energy are rather small. Therefore, the di®erences in
values for the variances used for evaluating the potential locations by the likelihood function
will be small. According to table 2.3 in conjunction with the above described parameter
setting, each adaptive sigma will approximately be ¾adap = 0:1. Thus, by choosing K = 5,
the stochastic drift is suppressed for a (potential) particle population towards false azimuth
locations13.
A similar analysis holds for the analysed segment presented in Fig. 2.19. Note that the
di®erences in coherence energy distribution play an important role in the adaptive sigma al-
gorithm. For the segments where the true sound source is not the dominant source, typically
the K coherence energy values obtained from the GCC function that correspond to the K
potential locations can be approximated with a uniform distribution. Whereas the segments
where the true sound source is the dominant source, typically exhibit a Gaussian distribution
on the coherence energy values. Occasionally it might happen that the most sharpened peak
in the GCC measurements corresponds to a \false" source location. However the e®ect of
these scenarios will be negligible due to their spurious character in conjunction with a dense
particle population in the \true" source location.
12Actually, for this segment K = 1 would be the most appropriate choice.
13For such TDOA measurements as presented in Fig. 2.18.
352.5 Additional Trajectories Experiments
This section presents additional experiments with alternative trajectories. All the experi-
ments were conducted with the same recording conditions as presented in section 2.3.1 14
All the experiments were conducted with a particle ¯lter based tracking algorithm extended
with an additional LP ¯lter in conjunction with the adaptive sigma function. However no
threshold function was used.
Thus, the parameters for the sensor variance were set according to the adaptive sigma algo-
rithm. Since these parameter values are similar to the (best found) values in the previous
experiments we refer to paragraph Parameters in section 2.4.2 for details. The parameters
for the motion model (the Langevin15) process were vx = 0:1ms¡1, and ¯x = 10s¡1. For the
particle ¯lter we used M = 1000 samples
First we present a speaker tracking experiment where the speaker is located in one of the
outer corners (¼ ¡0:9 radians) of the room and remains stationary. The distance between
the microphone pair and the speaker is approximately 3m. Thus in this experiment the task
of the tracking algorithm is to locate the sound source and maintain this location estimate
throughout the signal without picking up a clutter trail. The result of this experiment is
presented in Fig.2.20.
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(¼ ¡0:9 radians) throughout the recording. The measured azimuth angles
are overlaid with the estimated expected location of the speaker.
From Fig.2.20 we see that the tracker has an accurate location estimate for the most
part of the signal. From the latter part of Fig.2.20 we see that the tracker has di±culty in
maintaining a ¯xed expected location for the speaker. We believe that is partly due to the
change in measurement distribution, notice the less dense measurement concentration on the
true azimuth angle in the ¯nal part of Fig.2.20. Note that the initial o®shoot is caused by
the initial distribution of the particle population. The particles are uniformly distributed
across the potential azimuth range ([¡¼=2;:::;¼=2]).
14Obvious the trajectory description does not hold for the additional experiments.
15For details see appendix A.
36Next we present experiments were the speaker moves from the left side (¼ 0:78 radians)
to the right side (¼ ¡0:78 radians) of the room with an approximate constant pace. We
present two results Fig.2.5 and Fig.2.5 obtained from two di®erent recordings.
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(Recording 1) obtained from the particle ¯lter
with an additional LP-¯lter in conjunction with the adaptive sigma function. The measured
azimuth angles are overlaid with the estimated expected location of the speaker.
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(Recording 2) obtained from the particle ¯lter
with an additional LP-¯lter in conjunction with the adaptive sigma function. The measured
azimuth angles are overlaid with the estimated expected location of the speaker.
From Fig. 2.5 and Fig. 2.5 we see that the tracker has di±culty in ¯nding the speaker.
Initially the tracker locks onto a clutter trail before locking onto the speaker. When the
tracker is locked onto the speaker it maintains an accurate location estimate throughout the
recording. We assume that we can overcome this problem (the initial o®shoot and the tracking
of the clutter trail) by altering the initial location of the particle population. Therefore we
conducted an additional experiment with the second recording (Recording 2), where the
particles are initiated across the azimuth range ([0:6;:::;¼=2]). The result is presented in
Fig.2.23.
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Figure 2.23: Result for the second recording (Recording 2), obtained from the particle ¯lter
with an additional LP-¯lter in conjunction with an adaptive sigma function where the par-
ticles are initiated across the azimuth range ([0:6;:::;¼=2]). The measured azimuth angles
are overlaid with the estimated expected location of the speaker.
From Fig.2.23 we see that the tracker is able to successfully track the speaker throughout
the recording. We note that the microphone pair is the most sensitive to measurements that
originate from the azimuth angle of 0 radians. Therefore we assume that the clutter (in
this sensitive direction) in conjunction with the initial (uniform) distribution of the particle
population across the potential azimuth range ([¡¼=2;:::;¼=2]) causes the tracker to lock
on the clutter trail in Fig. and Fig. .
2.6 Concluding Remarks
Concluding, extension 1 pre-processes the signal with a LP-¯lter, excluding the spectral re-
gion from which potential noise artefacts may arise. Thereby suppressing the ill-posed nature
of the inverse map from TDOA estimate to azimuth location. Thus, the typical multi-valued
solutions from the localization function are suppressed. Assuming that the suppressed peaks
do not correspond to the \true" source location, the inference method is provided with more
accurate azimuth measurements that correspond to the location of the speaker. The pro-
posed extension 2 is an alternative attempt to suppress the ill-posed nature of the tracking
problem. The typical multi-valued solutions obtained from the localization function are sup-
pressed by excluding the segments that are considered as unreliable. In addition, information
on the coherence energy distribution is e®ectively incorporated in the inference method, with
an e®ective biased evaluation of the potential locations as result. Both extensions aim to
provide more accurate and consistent sequences of location estimates, with respect to the
true azimuth angle, for the inference method. With respect to the particle ¯lter based track-
ing algorithm, the improvements will eventually lead to an increase of e®ective predictive
particles and thus decreasing the amount of poor predictive particles 16. With e®ective pre-
diction, we obtain a more dense particle population in the area that corresponds to the true
source location. As a consequence less samples are needed to accurately approximate the
posterior distribution. Both extensions were tested several times, with every run yielding
approximately the result as presented in the corresponding Fig. 2.8 (extension 1) and Fig.
2.15 (extension 2).
16With the assumption that the predictive particles are generated from a well-behaved (Langevin) motion
model.
38Chapter 3
Voice Feature Extraction
The extracted azimuth features within the multiple target tracking framework will have
enough discriminative power to uniquely locate the speakers, provided that the speakers re-
main spatially separate. When the speakers paths cross, the azimuth features will not have
enough resolution to distinguish between the people. Thus an additional feature is needed in
order to disambiguate such di±cult cases. The additional feature should provide such (ap-
proximately) consistent information for the robot, that it is able to recognize earlier stored
patterns of the individual speakers voice. Though, in practice this is a rather challenging
task, we attempt to uniquely identify the speakers on basis of vowel extracted information.
Speaker identity is correlated with the physiological and behavioural characteristics of the
speaker. These characteristics exist both in the spectral envelope (vocal tract characteris-
tics) and in the supra-segmental features (voice source characteristics and dynamic features
spanning several segments). The most common are the features related to the spectral en-
velope. These features usually provide enough information to uniquely identify a particular
vowel. In addition we assume that each speaker produces unique sounding vowels. Therefore,
we attempt to build a vowel pro¯le for each speaker during their conversation. This `vowel
pro¯le` could then aid the tracking module whenever critical scenarios emerge such as the
crossing of the speakers paths.
This chapter is organized as follows: ¯rst, human speech production is brie°y discussed
and ¯nally several speech analysis techniques are discussed. We refer the reader to appendix
D for a more elaborate discussion of the human speech production. The reason for presenting
an elaborate discussion in appendix D is threefold. First, the techniques for speech analy-
sis and synthesis are based on our understanding of human speech production. Therefore
discussing human speech production should contribute to the comprehension of these tech-
niques. Second, section D.1 aims to illustrate the motivation for choosing vowel features over
consonant features 1. Finally, by describing the sophisticated nature of the human speech
organs, the reader should get an impression of the discrepancy between the actual and the
modelled speech production. We feel that this discrepancy accounts for some of the prob-
lems we encountered during the experiments. To be more speci¯c, whenever two speakers
fall into the same category 2, a general approximation of the speech signal will usually not
have enough resolution to uniquely identify a speaker.
1Obviously, incorporating both features should increase the robustness of the tracking module. However,
due to limited time, only one additional feature extraction algorithm was implemented and tested.
2Category in this speci¯c context is based on: age, gender etc.
393.1 Formants
A phoneme can be distinguished from another by its frequency spectrum (for further details
see section D.1). Each spectrum contains peaks where certain resonance frequencies appear.
The shapes of the resonance peaks are determined by the con¯guration of the vocal tract.
The vocal tract consists of the pharynx, the mouth, and the nasal cavity. The con¯guration
of the vocal tract depends on the movement of organs, such as the tongue, the lips, and the
soft palate. Although the vibration of the vocal cords determines the pitch and intensity of
the speech sounds. It is the speci¯c character and combination of the resonances of the vocal
tract that are responsible for distinguishing one phoneme from another [17].
Considering the vowel sounds, the peaks that occur in their spectra independent of the
pitch, are referred to as formants 3. Each formant corresponds to one or more resonances in
the vocal tract. A formant is described by its position in the frequency domain expressed in
Hz, along with the height of the resonance or amplitude expressed in dB, and its bandwidth
describing the breadth of resonance region also expressed in Hz. As stated earlier, distinction
between phonemes is possible through their unique spectra. For humans, perceiving the char-
acter of the vowel sound is mainly determined by the ¯rst and second formant. However, one
would notice a considerable change in the vowel sound, if one of these formants is ¯ltered out.
Typically, no phonetic association would be produced, if one was to perceive the formants
singularly.
It is custom to use a phonetic alphabet to indicate the various phonemes. Various pho-
netic alphabets have been developed by speech science researchers. Throughout this thesis
we will use consistently the single-letter ARPAbet symbols for phonetic transcription4. In
addition the di®erent vowels will be denoted in this thesis by their corresponding phonetic
transcription placed between slashes. For example the vowel contained in the word `call` is
denoted with the symbol /c/.
3.2 Speech Analysis
In general, speech analysis attempts to reconstruct the con¯guration of the vocal tract along
with the excitation source. The assumption is made that this speci¯c combination was re-
sponsible for the observed speech segment.
Probably the most popular method for extracting spectral information from speech is linear
prediction (LP) based speech analysis. LP analysis relies on the assumption that a speech sig-
nal over a short time interval can be approximated by specifying three types of parameters.
The ¯rst parameter type speci¯es the excitation force, this can be either a quasi-periodic
train of impulses for voiced speech or random (white) noise for unvoiced speech. The second
parameter type speci¯es, if used the frequency of the periodic wave. The third parameter
type speci¯es the coe±cients of the ¯lter used to mimic the vocal tract response.
Typically, extracting voice features involves pitch extraction. For our initial voice-feature ex-
traction algorithm we have implemented an autocorrelation-based pitch extraction method.
3The name formants is derived from `to form` since they form the shape of the spectral envelope.
4There are two versions of the ARPAbet: one with single-letter symbols and one that uses all uppercase
symbols. The latter version uses some double letter designators. The name ARPAbet originates from its
developers, United States Advanced Research Projects Agency (ARPA).
40However we found the results obtained from this algorithm not satisfying. We note that the
speakers involved in the experiments were both male and thus have similar pitch values. The
obtained pitch values for each speaker were too close to each other and inconsistent to provide
discriminative power. Therefore we did not incorporate pitch extraction our voice feature
extraction algorithm. We brie°y discuss pitch extraction and the autocorrelation-based pitch
extraction method in section D.3.
3.2.1 Linear Prediction Coe±cients
The above mentioned parameters form also the basis for the linear prediction coe±cients
(LPC) method for speech compression. Recorded speech segments are characterized accord-
ing to the three parameter types of the model. In addition these extracted parameters are
also useful for speech synthesis. The most common are the features speci¯ed by the second
parameter, since they are related to the speci¯c shape of the spectral envelope. In the sim-
plest case these features are taken to be the LPC coe±cients. More elaborate approaches use
LPC-cepstral coe±cients together with their regressions coe±cients [40]. A comprehensive
survey of speaker identi¯cation techniques is provided in [23].
The main underlying assumption of the LPC method is that speech is produced by a buzzer
at the end of the tube. The glottis is responsible for producing this buzz, which is charac-
terized by its pitch and intensity. The tube is formed by the vocal tract and is characterized
by its resonances i.e. the formants. Thus the speech is modelled as if it is generated by a
particular source and system (¯lter). This type of analysis is called source-¯lter separation.
In practice, the LPC method analyses the speech by estimating the formant locations, and
in addition remove their e®ects. This process is called inverse ¯ltering and the remaining
signal is called the residue. Figure 3.1 shows speech as the output of a linear system model.
- LTV - System - u(n)
Excitation
s(n)
Speech output
Figure 3.1: Speech model as a linear time-varying (LTV) system
With the assumptions that speech is the output of a linear system model and that the
linear system is slowly time-varying, the system function 5 can be described as:
H(z) =
G
1 +
PP
k=1 ®kz¡k; (3.1)
where G denotes the gain of the ¯lter, P denotes the order of the LPC model and ® denotes
the ¯lter coe±cients. Central to the idea of linear prediction is to approximate each sample
of the speech signal as a linear combination of past samples. Thus, for such a system the
speech output is related to the input by the di®erence equation where each sample of the
signal is expressed as a linear combination of the P previous samples:
s(n) = ¡
P X
k=1
®ks(n ¡ k) + Gu(n); (3.2)
5For short time intervals.
41where u(n) is the input or excitation that is either white noise or quasi periodic train of
impulses. The aim is to ¯nd the set of prediction coe±cients ak, since these coe±cients
characterize the formants. Thus, the mean-squared prediction error between the speech
signal s(n) and the predicted signal based on a linear combination of past samples must be
minimized. The short-time prediction error is then given by:
E =
X
n
e2(n) =
X
n
½
s(n) ¡ ^ s(n)
¾2
; (3.3)
where ^ s(n) is the prediction of speech signal s(n) by the sum of P weighted samples of the
speech signal and is de¯ned as:
^ s(n) = ¡
P X
k=1
aks(n ¡ k): (3.4)
Thus, aiming to ¯nd the formant frequencies from the speech spectrum we need to know the
modelled system and the frequencies of its resonances. LP techniques make the assumption
that the prediction coe±cients are identical to the speech model parameters. With this
assumption in conjunction with equation (3.3) we see that the output of the prediction error
¯lter is:
e(n) = ¡
P X
k=1
®ks(n ¡ k) + Gu(n) +
P X
k=1
aks(n ¡ k) ´ Gu(n); (3.5)
and the corresponding system function of the prediction error ¯lter is:
A(z) = 1 +
P X
k=1
akz¡k: (3.6)
From equation (3.5) we see that the prediction error or LP residual, mostly contains infor-
mation about the excitation force. If one was to pass the speech signal trough this inverse
¯lter with the optimal values for the prediction coe±cients, then this would yield an esti-
mate for the excitation source. Estimating the formants involves computing the roots of the
inverse of the prediction error ¯lter. These roots correspond to the poles of the estimated
speech spectrum. The location of these poles should be such that the original speech signal
is modelled as closely as possible. Each pole roughly corresponds to the vocal tract pole i.e.
the formant frequency 6.
Minimizing equation (3.5) in practice involves the computation of a matrix of coe±cients
values and the solution to a set of linear equations. Several methods for minimizing are
available: autocorrelation, covariance and recursive lattice formulation. In the experiments
we have used the Matlab LPC implementation. The LPC algorithm provided by Matlab
uses the autocorrelation method of autoregressive (AR) to ¯nd the ¯lter coe±cients. Thus,
in order to ¯nd the formant frequencies from the ¯lter we need to ¯nd the locations of the
resonance regions that characterize the ¯lter. This implies considering the ¯lter coe±cients
as a polynomial and solving for the roots of the polynomial. We do not further elaborate on
this method since we regard the details as outside the scope of this thesis.
6Note that the speech spectrum depends on the speci¯c vocal-tract con¯guration and displays information
on the resonant structure of the vocal-tract.
42Pre-Emphasis The spectrum of a voiced speech segment has a natural spectral tilt, with
the frequencies below 1kHz having greater energy compared to the higher frequencies. This
energy distribution is due to glottal waveform and the radiation load from the lips (for
further details see appendix D). In order to model the speech segment as closely as possible
according to the speech model described in section 3.2.1 it is desirable to attenuate the lower
frequencies. Therefore it is customary to pass the speech signal through a pre-emphasis
¯lter to boost the signal spectrum by 6dB/octave. As a result the energy in the speech
spectrum is re-distributed, such that the contribution of the glottal waveform and radiation
load e®ect from the lower frequencies is approximately removed. The system function of the
pre-emphasis ¯lter is given by:
P(z) = 1 ¡ ¯z¡1 (3.7)
After pre-emphasising, equation 3.2 to model the speech signal becomes:
s(n) = ¡
P X
k=1
®ks(n ¡ k) + Gu(n) + ¯ Gu(n ¡ 1): (3.8)
Where ¯ denotes the pre-emphasis factor. Figure 3.2 presents the spectra of the spoken
vowel /@/ (as in the word `hat`) with and without applying pre-emphasis. From Fig. 3.2 we
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3.2.2 The Adaptive Band-Pass Filterbank
An alternative to the LPC method as described in section 3.2.1 to estimate the formant fre-
quencies from the spectral envelope of the observed speech segment is a method that involves
the adaptive band-pass ¯lterbank. The most part of this section describes the work of [43].
The author of [43] contributed to the work of [51] by adding additional adaptive components
to the adaptive ¯lterbank. We have modi¯ed the adaptive ¯lterbank in order to construct
the DFT 7 component in our formant frequency extraction algorithm.
The adaptive ¯lterbank consists of individual formant ¯lters and adaptive energy detec-
tors. In addition the adaptive ¯lterbank is extended with moving average decision maker,
7The DFT algorithm will be described in section 3.3.3.
43that contributes to the adaptive character of the ¯lterbank. The formant ¯lters are designed
in the complex domain because it yields several advantages over time- and frequency do-
main. Designing unity gain and zero-lag ¯lters is easier in the complex domain furthermore
the amount of aliasing of the signal is decreased when the signal is converted to complex
domain [43]. The latter advantage yields an increase of accuracy of the spectral estimation
technique that is used for formant frequency estimation. Thus in order to track the formants
the speech signal is converted into its complex representation. The complex form of the
discrete real-time signal sr(n) can be represented by the following form:
sc(n) = sr(n) + j sh(n); (3.9)
where sh(n) denotes the Hilbert transform of sr(n) and is de¯ned as follows:
sh(n) =
1
¼
Z 1
¡1
sr(¿)
n ¡ ¿
d¿; (3.10)
where ¿ denotes the lag over which is integrated. From equation (3.10) we see that ideal
Hilbert transforms cannot be implemented in real-time. Therefore an approximate Hilbert
transform is used for conversion. In practice the techniques that convert the real-time dis-
crete signal into its complex representation involve a ¯nite impulse response (FIR) ¯lter for
producing the imaginary part combined with a delayed version of the real-time signal. The
real part of the delayed signal 8 is added back to the Hilbert transform to obtain the complex
representation of the signal.
Formant Filters The ¯lterbank divides the signal into bands where the formant estimates
are tracked individually. One can think of this as analysing di®erent \copies" of the seg-
ment, in each copy di®erent regions of resonances in the spectral envelope are emphasized
and suppressed. Each \copy" emphasizes one of the formants (by placing a pole on the
corresponding formant frequency) while the remaining formants are suppressed (by placing
zeros on the remaining formant frequency estimates). Thus each channel of the ¯lterbank
analyses a di®erent \copy" of the segment.
In order to emphasize and suppress di®erent resonance regions, each channel of the ¯lterbank
consists of an all-zero ¯lter (AZF) cascaded with a single pole dynamic tracking ¯lter (DTF).
This combination is responsible for the individual formant tracking and is called a formant
¯lter. The zeros and pole of each ¯lter are varied adaptively. Therefore, the ¯lters allow sup-
pression of interference from the neighbouring formant frequencies and/or from spectral noise
sources, while tracking an individual formant frequency as it may vary within the windowed
frame (segment).
AZF Each formant ¯lter sets its zero locations to the values of previous values estimated
from the other formant ¯lters. The all-zero ¯lter is adaptive in the sense that the zero
locations are adjusted at each sample index n. At each sample index n, each formant ¯lter
estimates the formant frequencies from the previous segment. The transfer function of the
fth AZF at segment index n is:
HAZFf(n;z) = Kf(n)
Ámax Y
i=1
(1 ¡ rz expj2¼ Á
i
n¡1;i z¡1); i 6= f; (3.11)
8The real-time signal is delayed to account for the delay in implementing the approximate Hilbert trans-
form.
44where rz denotes the radius of the zeros of the Z-plane, Ái
n¡1;i denotes the formant frequency
estimate of the ith ¯lter at segment index n ¡ 1 and Ámax denotes the maximum formant
frequency that is estimated by the adaptive ¯lterbank. The gain Kf ensures that the AZF
has unity gain and zero phase lag at the estimated formant frequency and is de¯ned for the
fth component at segment index n as:
Kf(n) =
1
Ámax Y
i=1
(1 ¡ rz exp
j2¼ Á
i
n¡1;i ¡Á
f
n¡1;f)
; i 6= f: (3.12)
The suggested value for parameter rz is rz = 0:98 [43].
DTF The ¯lter responsible for tracking an individual formant frequency is a single-pole
dynamic tracking ¯lter. The DTF is dynamic in the sense that for each sample shift, the
initial pole location is set to the previous estimate of the formant frequency. Thus, at current
segment n, each formant ¯lter estimates its corresponding formant frequency based on its
previous estimate. The transfer function of the fth DTF at segment index n is:
HDTFf(n) =
1 ¡ rp
1 ¡ rp exp
j2¼ Á
f
n¡1;f z¡1
; (3.13)
where rp denotes the radius of the pole and Á
f
n¡1;f denotes the formant frequency estimate
of the fth ¯lter at segment index n ¡ 1. The suggested value for parameter rp is rp = 0:90
[43].
Adaptive Energy Detector As described in section (3.1) a formant is characterized by its
location, bandwidth and amplitude. The amplitude along with the formants bandwidth give
a rough indication of the amount of energy present in a formant band. For each formant band
the root-mean-square (RMS) energy is computed after the signal is ¯ltered 9. The computed
RMS energies from the formant bands serve as an indicator whether the speech segment
is voiced or not. In order for the observed speech signal to be voiced, the RMS energies
computed from the formant bands have to be above certain energy thresholds. Similar to
formant frequency estimation the energy threshold levels for each formant band are updated
after each segment shift. The equation for the energy threshold level update is given by:
ETf(n) = ETf(n ¡ 1) ¡
¡
0:002 ¤
¡
ETf(n ¡ 1) ¡ En;f
¢¢
; (3.14)
where ETf(n) denotes the energy threshold at segment index n for the fth formant frequency.
The energy threshold for previous segment is denoted with ETf(n ¡ 1) for the fth formant
frequency and En;f denotes the measured RMS energy for formant f at segment n. All values
are in dB. Equation (3.14) is insensitive to (isolated) abrupt changes. However if the changes
appear to be consistent of character, the energy threshold level adapts gradually to these
changes. The segment is analysed with the following initial values for the energy threshold
levels:
InitialF1EnergyThresholdLevel = ¡35dB
InitialF2EnergyThresholdLevel = ¡40dB
InitialF3EnergyThresholdLevel = ¡45dB
9To obtain the RMS value of an n-element vector x we use: RMS(x) = norm(x)=sqrt(n).
45Note that these initial values are calibrated for speech signals whose energy levels have been
normalised to have a mean of 0 dB [43]10.
Moving Average Decision Maker If the RMS energy level remain approximately con-
stant throughout the analysis by the ¯lterbank, then the formant frequency estimates are
assigned to the segment. If the segment is not voiced or contains inconsistent energy levels
due to local maxima, then the current estimate of the formant frequency decays toward the
moving average value for the corresponding formant frequency. The update equation for the
moving average value for each formant frequency f is given by:
ÁMA
f (n) =
1
n
n X
k =1
Án;f: (3.15)
The energies from the formant bands are calculated independently of each other. Thus, this
may result in a scenario where some of the formant band energies are above their energy
thresholds, while other are below their energy thresholds. As a consequence, the formants
that have an energy level below their energy threshold are not spectrally estimated and decay
towards their average value according to:
Án;f = Án¡1;f ¡
¡
0:002 ¤
¡
Án¡1;f ¡ ÁMA
f (n ¡ 1)
¢¢
; (3.16)
where Án;f denotes the formant frequency estimate at segment index n for the fth formant
frequency and ÁMA
f (n¡1) denotes the previous value of the moving average at segment index
n ¡ 1 for the fth formant frequency.
3.3 Formant Frequency Extraction Algorithm
The formant frequency extraction algorithm is based on two components: LPC analysis for
the initial formant frequency estimates and a formant band ¯lter for adjusting and verifying
the initial estimates. This section gives an overview of the formant frequency extraction
algorithm that is used in the experiments.
3.3.1 Energy Comparison
In order to decrease the computational load and the amount of false positives each segment is
¯rst analysed on basis of its energy distribution. If the segment contains a clear vowel utter-
ance and thus is not intermixed with undesired noise artefacts that contains high frequency
components, then this segments should mainly contain energy in the 0 ¡ 4000Hz region.
Therefore we apply a LP ¯lter with a cut-o® frequency at 4000Hz to the segment. If the
amount of energy in the LP ¯ltered segment is approximately equal to the amount of energy
of the \original" segment, then we consider the segment as a potential \vowel segment". For
each frame we compute the energy E of segment g and the energy Elp of the low-pass ¯ltered
segment glp as follows:
E =
PN
n=1 jFfg(n)gj
2
; (3.17)
Elp =
PN
n=1 jFfglp(n)gj
2
: (3.18)
10After pre-emphasizing the segment, the RMS energy levels are normalized in order to have a mean of 0
dB.
46Typically, these energies will not be exactly equal, since the original segment potentially
contains energy in the frequencies up to 24kHz whereas the low-pass ¯ltered segment only
contains energy in the frequencies up to 4kHz. Therefore we allow those segments for LPC
analysis that satisfy the following equation:
(E ¤ energyRatio) < Elp; (3.19)
where energyRatio < 1 and is responsible for controlling the quality of the segments that
are allowed for LPC analysis. Note that choosing high value for energyRatio allows only
those segments for LPC analysis where approximately all the energy is concentrated in the
lower regions of the spectrum. Whereas choosing a low value for energyRatio will allow
segments that have a more normal energy distribution.
The value for energyRatio was experimentally chosen as follows energyRatio = 0:45. This
rather low value is a compromise between allowing as many possible segments for LPC anal-
ysis and excluding the high potential false positive segments. Note that with setting the
energyRatio to a high value, we exclude potential \positive" segments.
Consider the following example: a segment containing a spoken vowel along with some high
frequency noise artefact. However the speech and noise components are not intermixed in
the frequency domain (the di®erent components manifest on di®erent sides of the frequency
spectrum). Therefore the formant frequency estimation of the speech segment obtained from
the LPC analysis will not be a®ected by this high frequency noise artefact. Thus this segment
should be allowed for LPC analysis, by choosing the value for energyRatio too high this seg-
ment will be excluded for further analysis. Therefore we choose the value for energyRatio
rather low. Furthermore, we are con¯dent that the formant frequency extraction algorithm
is robust enough to eventually exclude the false positive segments for building the speakers
vowel pro¯le.
3.3.2 Vowel Identi¯cation
The sections 3.2.1 and 3.2.2 described methods for voice feature extraction. These methods
provide us with values that give an indication of the (speech) spectrum. However these
methods do not identify the (speech) segment. In order to identify the (speech) segment we
use two tables that contain information on average vowel utterances. The ¯rst table (table
3.1) based on research from Peterson and Barney [50] conducted in 1952 contains information
on average formant frequencies for ten di®erent vowels. The second table (table 3.2) based
on research from Dunn [17] conducted in 1961 contains information on average (maximum)
bandwidths for these average formant frequencies. With these tables we can construct an
Vowels /i/ /I/ /E/ /@/ /a/ /c/ /U/ /u/ /A/ /R/
F1 270 390 530 660 730 570 440 300 640 490
F2 2290 1990 1840 1720 1090 840 1020 870 1190 1350
F3 3010 2550 2480 2410 2440 2410 2240 2240 2390 1690
Table 3.1: Average formant frequencies (Hz) for male.
47Vowels /i/ /I/ /E/ /@/ /a/ /c/ /U/ /u/ /A/ /R/
B1 80 100 120 140 160 120 120 100 140 80
B2 120 120 140 200 80 200 200 140 140 120
B3 300 300 300 300 300 240 200 200 300 120
Table 3.2: Average (maximum) formant bandwidths (Hz) for male.
(average) template for each of these vowels. We use the average formant frequency values
as the mean and the average bandwidths as the covariance. We have implemented and
tested several distance functions for vowel identi¯cation. We obtained the best results with
the Gaussian curve membership function (gaussmf). Therefore, in order to identify the
vowel on basis of the estimated formant frequencies we use a distance measure based on the
gaussmf that is provided by Matlab. We have no analytical explanation for this choice
other than the experimentally-based motivation. However we note that the speakers used in
the experiments are not native English speakers. This factor in conjunction with the speci¯c
values used for mean and covariance might be an in°uence in the di®erence in results obtained
from the various distance functions. The distance function used for vowel identi¯cation at
segment index n takes the following form:
d(°jÁn) =
Ámax Y
f=1
exp
¡(Án;f ¡m°
f )2
2 (¾°
f )2
; (3.20)
where d(°jÁn) denotes the distance between the measured formants Án = [Án;1;Án;2;Án;3]
correspond to the average formant frequencies ° = [m
°
1;m
°
2;m
°
3] that represent a particular
vowel °. With:
° ²f=i=;=I=;=E=;=@=;=a=;=c=;=U=;=u=;=A=;=R=g:
The term m
°
f denotes the mean that corresponds to its entry in the average formant frequency
table. The term ¾
°
f denotes the covariance that corresponds to its entry in the average for-
mant bandwidth table. The term Án;f denotes measured formant frequency with formant
index f from segment n and where Ámax denotes the maximum formant frequency that is
used for identi¯cation. In the experiments we use Ámax = 3, we note that a vowel can be
uniquely identi¯ed with the ¯rst three formant frequencies.
For each vowel ° we compute d(°njÁn) and take maxd(°jÁn) to ¯nd the most likely vowel
to be present in segment n. however we only assign a particular vowel to the segment n if
maxd(°jÁn) > vT. Where vT denotes a (vowel assignment) threshold and was experimen-
tally chosen as vT = 0:8.
3.3.3 Dynamic Formant Tracker
As described in section 3.2.1 with the Matlab LPC method we can estimate the areas of
resonance frequencies from the speech spectrum. If the segment passed the ¯rst energy com-
parison test (section 3.3.1) and if the measured formant frequencies obtained from the LPC
analysis passed the vowel detection and identi¯cation test (maxd(°jÁn) > vT, section 3.3.2)
then the measured vowel is assigned to one of the speakers pro¯le.
48During the experiments we noticed that the vowel detection and identi¯cation test allowed
for a considerable amount of false positives. Note that the energy comparison test does not
guarantee that all false positive examples are excluded for the vowel detection and identi¯-
cation test. Occasionally due to coloured noise 11 a segment that does not contain a vowel
may pass the energy comparison test. This may result in an even worse scenario where the
segment may be classi¯ed as a segment containing a vowel. Thus here we obtain a false
positive. By simply setting the vowel (assignment) threshold vT to a very high value will
introduce an additional problem: very few entries for the speakers vowel pro¯le. This will
yield (unreliable) vowel pro¯les that do not represent accurately the speakers intrinsic voice
characteristics.
Thus we need a method that allows positives examples into the pro¯le and rejects all false
positives examples, without increasing the vowel (assignment) threshold. Typically, these
false positives segments do not contain consistent formant frequency information throughout
the segment due to the spurious nature of the noise artefacts. This property inspired us to
analyse the segment further with an dynamic approach. We apply a dynamic LPC analysis
on each segment that passed both the energy comparison- and the vowel detection and iden-
ti¯cation test.
In order to avoid the entrance of false positive vowel examples into the speaker pro¯les
we use a sub-band ¯lter based on the ¯lterbank presented in section 3.2.2. We use the ¯l-
ter in order to verify the initial formant frequency estimates by analysing their consistency
throughout the segment. For the remaining part of the thesis we shall refer to this procedure
as the dynamic formant tracker (DFT) algorithm. Table 3.3 presents an overview of the
DFT algorithm.
For each segment:
1. Transform the windowed signal to its complex representation.
2. Initiate each formant filter with the corresponding formant frequency estimates obtained
from the first LPC analysis.
3. Initiate a 20ms LPC window starting from the first sample of the segment.
4. Compute for the 20ms LPC window the formant frequencies.
5. Shift the 20ms LPC window one sample within the segment and initiate the formant filters
with the corresponding formant frequencies estimates obtained from the formant filters
in the previous step.
6. Repeat the two previous steps while the last sample of the 20ms LPC window is within the
segment.
Table 3.3: Dynamic Formant Tracker Algorithm
The values obtained from the last 20ms LPC window are used to verify the initial formant
frequency estimates. The initial estimates are veri¯ed if the formant frequencies obtained
from the DFT algorithm yield the same vowel identi¯cation according to formula 3.20 in
conjunction with the vowel (assignment) threshold vT.
11Note that, here we use the term coloured noise in order to indicate the noise in the lower end of the
frequency spectrum.
49The Fig.3.3 and Fig. 3.4 present the results of the (diverse) LPC analyses on the vowel
/u/ (as in the word `boot`). Despite the fact that the initial values are adjusted, the DFT
veri¯es these initial formant frequency estimates.
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Figure 3.4: Analysis on the (spoken) vowel /u/ by the DFT. Each line presents the result of
an individual formant ¯lter on tracking its corresponding formant frequency.
To illustrate the verifying task of the dynamic formant tracker further, we present Fig.
3.5 and Fig. 3.6. Both Fig. 3.5 and Fig. 3.6 present the (diverse) LPC analyses on a segment
that contains mainly (coloured) noise. Despite the fact that the segment does not contain a
vowel, it passed the energy comparison test and vowel detection and identi¯cation test. Since
the dynamic formant tracker cannot verify the presence of consistent (high) energy levels in
the resonance regions, the initial found formant frequency estimates are not veri¯ed.
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Figure 3.5: Analysed segment that contains mainly (coloured) noise. The bottom- and top
spectrum correspond to respectively the pre-emphasized- and the LPC approximated signal.
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Figure 3.6: Analysis on the segment that contains mainly (coloured) noise by the DFT. Each
line presents the result of an individual formant ¯lter on tracking its corresponding formant.
3.3.4 Expanding Window LPC Analysis
The variation in duration of vowel utterances is considerable. Typically a duration may vary
from 40 to 400ms. Therefore it is di±cult to de¯ne the ideal window length that would
capture each vowel utterance perfectly. For the initial testing we used a window length of
50ms, this in order to ensure that we could potentially capture the shortest vowel duration
as a whole for analysis 12.
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12Note that the Hamming window reduces the potential edge e®ects. Therefore the beginning and the end
of the (possible) speech utterances (that are typically present in the segment) are suppressed.
51During the experiments we noticed that on a regular basis that segments containing (per-
fect) vowels passed through the energy comparison test, however they did pass vowel detection
and identi¯cation test. Figure 3.7 presents a typical output of the LPC analysis of such a
segment. In Fig. 3.7 we present the spectrum of the pre-emphasized speech signal and the
LPC approximation of the speech spectrum. It stroke us as odd that such segments did not
pass vowel detection and identi¯cation test since we heard a (perfect) vowel. Furthermore
when we analysed the plots of the LPC approximation of the speech spectrum, the regions
of resonance seemed to be correct.
Figure 3.7 presents the analysis on the vowel /@/ (as in the word `cat`) with average for-
mant frequencies for male at m@
1 = 660Hz; m@
2 = 1720Hz and m@
3 = 2410Hz. These values
approximately correspond to the peaks in the LPC spectrum, however the computed vowel
distance (as described in section 3.3.2) did not reach the vowel (assignment) threshold vT.
The reason for this is that the peak estimation algorithm found a local maximum at ap-
proximately 2000Hz. This value is assigned to the to third formant frequency estimate. The
estimated formant frequencies at segment index n corresponding to Fig. 3.7 based on the
¯rst LPC analysis are: Án;1 = 601Hz ; Án;2 = 1628Hz and Án;3 = 1973Hz. The ¯rst two
formant frequencies ¯t the /@/ vowel template reasonably. However due to third formant
frequency estimate the segment is not identi¯ed as vowel /@/. Thus a local maximum is the
cause for the non-classi¯cation.
Figure 3.8 presents again the LPC analysis on the segment, now with two arrows indicating
the local maximum and the frequency region in the LPC approximated spectrum that should
have been suppressed. Since our aim is to collect as many vowel based information as possible
for each speaker. This in order to build an appropriate and reliable pro¯le for each speaker.
Therefore we lose valuable information by rejecting this segment.
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method places a 20ms window in the centre of the 50ms segment. This window is analysed
with the LPC method (as described in section 3.2.1) and the formant frequencies estimates are
stored. Next we expand the window length with one sample on each side of the window. The
previous procedure is repeated until the window length reaches the original segment length
of 50ms. The rationale for this approach is that, if the initial formant frequencies values are
52correct then they should be consistent of nature. Thus, the (correct) formant values found
in each of the di®erent window lengths should not di®er much from each other. Whereas a
wrong formant frequency estimate due to some temporal noise artefacts would manifest by a
(larger) variation in the found values with the CEW method. Figure 3.9 presents the results
of the CEW LPC analysis on the original 50ms segment.
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Figure 3.9: Result obtained from the Centre Expanding Window LPC analysis on the ¯rst
three formant frequency estimates
From Fig. 3.9 we see that the third formant frequency estimate su®ers from the largest
variation in values. Thus we have a strong indication that the original estimate for the third
formant frequency is wrong. Therefore we want to replace this value with an appropriate
one, in order to provide the formant band ¯lter with proper initial values. With use of the
average formant frequency values and a modi¯ed version of formula 3.20 we can replace the
wrong estimate with an appropriate average value. First we select the wrong estimate that
is to be replaced. For each estimated formant frequency Án;f:
ReplaceV alueÁn;f = [min(Án;f)=max(Án;f)]; (3.21)
where ReplaceV alueÁn;f indicates for each estimated formant frequency Án;f the necessity
for replacement. In order to ¯nd its corresponding formant index we simply compute:
ÁR
f = argmin[ReplaceV alueÁn;1;:::;ReplaceV alueÁn;Ámax]: (3.22)
Thus ÁR
f denotes the formant with the highest variance in measurements obtained from
the CEW analysis. If the corresponding ReplaceV alueÁn;f for ÁR
f is below some (replace)
threshold rT then it should be replaced. This threshold rT ensures that only those formant
frequency estimates with a large variance (in their corresponding CEW LPC analysis results)
are considered for replacement. The value for this threshold was experimentally chosen as
rT = 0:9. Second we re-compute the distance between the estimated formant frequencies
and the average formant frequencies similar to the procedure as described in section 3.3.2.
However without the formant frequency that is to be replaced, giving:
d(°jÁn) =
Ámax Y
f=1
exp
¡(Án;f ¡m°
f )2
2 (¾°
f )2
; f 6= ÁR
f : (3.23)
Thus, for the two remaining formant frequency estimates we determine the best ¯t for one
of the average vowel templates with the use of formula 3.23. As described in section 3.3.2 we
compute d(°jÁn) for each vowel template and take argmax° d(°jÁn) to ¯nd the most likely
vowel to be present in segment n. If max° d(°jÁn) is above the vT then we replace the wrong
53formant frequency estimate with the average value corresponding to the \missing" formant
frequency. We take the average value from table 3.1 where the selected formant frequency en-
try corresponds to the \missing" formant frequency. Thus the formant band ¯lter is initiated
with the two formant frequency estimates and with an average formant frequency value. We
now simply follow the procedure for formant frequency extraction as presented in section 3.3.
That is starting from initiating formant ¯lters with the \new" values. Figure 3.10 presents
various results of the LPC analysis after the wrong formant frequency is replaced with a
corresponding average value based on the CEW LPC analysis 13.
From Fig. 3.10 we see that the spurious local maximum is no longer present. Note the
much steeper descend in the LPC approximation of the spectrum in the 2000Hz region.
Thus by analysing the segment with the CEW LPC analysis we can detect a possible local
maximum that causes a false formant frequency estimate. In addition with the use of table
3.1 we can replace this estimate with an appropriate average value. This enables us to initi-
ate the formant band ¯lter with proper values such that we can recover formant frequency
information from the segment.
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3.3.5 Summary
Since there are several procedures involved in the formant frequency extraction algorithm we
feel that by providing a brief overview in conjunction with a schema of the algorithm will
increase the comprehension of the algorithm. Figure 3.11 presents a schematic overview of
the formant frequency extraction algorithm.
13The LPC analysis is applied on windowed data centred around the current segment n with a shifts of
1ms. This procedure will be discussed in more detail in section 3.6.
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Figure 3.11: Schematic representation of formant frequency extraction algorithm.
Thus each segment is ¯rst analysed on its energy distribution. If this distribution satis¯es
(E ¤ energyRatio) < Elp then LPC analysis is applied on the segment. The results obtained
from the LPC analysis on the segment have to satisfy maxd(°jÁn) > vT. If not, then CEW
LPC analysis is applied on the segment. If these results do not satisfy maxd(°jÁn) > vT
then the algorithm stops and no vowel is detected in the segment. If the results obtained
from the (CEW) LPC analysis satisfy maxd(°jÁn) > vT then these values are used to
initiate the formant band ¯lter (DFT analysis). If the results from the DFT analysis satisfy
maxd(°jÁn) > vT then the extracted formant frequencies are used to build the vowel pro¯le
for one of the speakers.
3.4 Algorithm Extensions
We tested our formant frequency extraction algorithm and found the results satisfying, in
the sense that the individual vowel detection and classi¯cation were correct. However, when
we used the vowel pro¯les for the data association problem we noticed that the pro¯les solely
based on formant frequencies did not have enough discriminative power to robustly distin-
guish between the two speakers.
We believe that the reasons for this are three-fold. First the speakers are not native English
speakers, therefore they are hindered to speak in a natural fashion. This issue is important
since, in order to build reliable pro¯les we need reliable speech utterances that remain approx-
imately constant for each speaker (see also section D.2). We assume that in our experiments
the unique character of each voice is compromised since the speech utterances produced by
(our not-native) speakers exhibit a relative wide range of values. We note that typically
non-native speakers are identi¯ed (among other inferences) by their incorrect placement of
stress and timing14. Second we assume that, since both speakers are male they (naturally)
produce similar sounding vowels. We note that similar (physical con¯gured) speech organs
produce similar sounding speech15. Third we assume that whenever the speakers were further
away from the microphone pair the accuracy of the measurements decreased. Note that, if
14If these speakers were to speak in a non-native language, for further details we refer to section D.2
15Some background on this subject is provided in appendix D.
55the distance is increased between the microphone pair and the speaker then the potential
in°uence of noise artefacts increases.
3.4.1 RMS Energy
In order to increase the discriminative power of the speakers pro¯les, we added information to
the formant pro¯les from an other dimension: the RMS energy estimates from each formant
band En = [En;1;En;2;En;3]. As described in section 3.2.2 the RMS energy of each formant
band is computed. Thus we extract formant frequency information in conjunction with their
corresponding RMS energy values from each segment that is used to construct a formant
pro¯le. We found an improvement in correct vowel/speaker association with the use of the
additional information in the RMS energy dimension.
To illustrate the di®erence between the basic and the extended formant frequency extraction
algorithm we present Fig. 3.12 and Fig. 3.13.
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Figure 3.12: Results obtained from the formant frequency extraction algorithm for the vowel
/I/. The results that correspond to the ¯rst speaker are indicated with circles. The results
that correspond to the second speaker are indicated with crosses.
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Figure 3.13: Results obtained from the extended formant frequency extraction algorithm for
the vowel /I/. The results that correspond to the ¯rst speaker are indicated with circles.
The results that correspond to the second speaker are indicated with crosses.
From Fig. 3.12 and Fig. 3.13 we see that the results corresponding to the di®erent
speakers are easier to distinguish from each other by adding the RMS energy information.
Therefore we assume that the additional information enables the extended algorithm to
accomplish a more robust classi¯cation. Despite the improvement we were still not satis¯ed
with the amount of correct vowel/speaker assignments. Therefore we searched for additional
56features that we could extract from the segments that are used to construct the formant
pro¯les.
3.4.2 Re-estimation Of Formants
We aim to extract additional information from the segments such that the discriminative
power of the pro¯les increases. We focused on ratio information that is based on the distances
between the formant frequencies. The inspiration for extracting this additional feature came
partly from the CEW LPC analysis experiments. During these experiments we noticed that
typically the third formant frequency was replaced. We assume that this is mainly caused
by its relative low energy. This property increases the probability that the estimate for the
third formant frequency is more likely to be corrupted by possible noise artefacts, compared
to the estimate for the ¯rst formant frequency. Thus we assume that the estimate for the
¯rst formant frequency is the most reliable estimate of all the formant frequency estimates.
Procedure 1: Re-estimate Each Formant Frequency With Average Distance Ra-
tio Since we have a table of average formant frequencies (table 3.1) we also have information
on average distances between the formant frequencies for each vowel. This allows us to re-
estimate the third formant frequency from the ¯rst formant frequency estimate in conjunction
with table 3.1.
Suppose we have detected the vowel °n with the formant frequencies Án = [Án;1;Án;2;Án;3].
We re-estimate the third formant frequency by simply computing the average ratio R1;3
m =
m
°
3=m
°
1 that corresponds to the average values for the detected vowel °n and multiplying this
ratio R1;3
m with the ¯rst formant frequency estimate Án;1. Obliviously a similar procedure
allows us to re-estimate the third formant frequency with the second formant frequency as
reference. We repeat these procedures for the ¯rst- and second formant frequency. In addition
we can follow similar procedures to re-estimate the RMS energy En values. For re-estimating
the RMS energy values we take the initial values (see section 3.2.2) as the reference. As a
result we obtain two additional estimates of each formant. Thus in total we have acquired
three estimates of each formant 16.
Note that by using average ratios for re-estimating the individual formant frequencies we
implicitly assume that each speaker produces formant frequencies with similar ratios. This
is a rather strong assumption since we initially assumed that each speaker produces a unique
set of formant frequencies for each vowel. With this assumption it is likely that each speaker
produces these formant frequencies with unique distances between them. Furthermore, one
should be careful with re-estimating the formant frequencies for each speaker with (the same)
average values (ratios) since this could result in more similar formant pro¯les for each speaker.
Procedure 2: Re-estimate Each Formant Frequencies With Measured Distance
Ratio In order to emphasize the unique ratios for each speaker we introduce a variant
of the above described procedure. This alternative procedure re-estimates each formant fre-
quency with the use of the (unique) measurement ratio in conjunction with the average ratio.
Suppose we have detected the vowel °n with the formant frequencies Án = [Án;1;Án;2;Án;3].
First we re-estimate the initial third formant frequency estimate by computing the measure-
ment ratio R
1;3
Á = Án;3=Án;1 and multiplying this with the estimated third formant frequency
16Note that we obtained the ¯rst estimate from our formant frequency extraction algorithm.
57Án;3. Second we scale the result of the multiplication back by dividing it by the corresponding
average ratio R1;3
m . Note that if
R
1;3
Á
R
1;3
m
¼ 1
the e®ect of this procedure on the initial estimate will be negligible. However if the mea-
surement ratio R
1;3
Á di®ers substantially from the average ratio R1;3
m then the e®ect will
become considerable. Similar to the ¯rst described procedure we can repeat these steps for
the other formant frequency estimates and the RMS energy values. Thus we obtain another
two additional estimates of each formant.
Constructing Vowel Templates With The Re-estimated Formant Frequencies We
are provided with two di®erent methods to re-estimate the formant frequencies. The ¯rst
method aims to suppress the in°uence of noise artefacts on the formant frequency estimations.
The second method aims to emphasize the unique distances between the estimated formant
frequencies for each speaker.
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Figure 3.14: Results obtained from the formant frequency extraction algorithm for the vowel
/A/.The ¯rst speaker is indicated with circles the second speaker is indicated with crosses
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Figure 3.15: Results obtained from the formant frequency extraction algorithm extended with
the re-estimation procedure for the vowel /A/. The ¯rst speaker is indicated with circles the
second speaker is indicated with crosses
From the formant frequency extraction algorithm in conjunction with the re-estimation
procedures we have obtained ¯ve di®erent estimates of each formant. That is, ¯ve di®erent
estimates for each formant frequency. In addition, from each segment that is used to build
the formant pro¯le, we have obtained ¯ve di®erent estimates for each RMS energy value.
58Aiming to compress these values into one value, that is three formant frequencies and their
corresponding RMS energy values, we use a Kalman ¯lter in order to obtain this single value.
For the remaining part of this thesis we refer to the combined formant pro¯le with the cor-
responding RMS energy pro¯le as the vowel templates.
The Kalman ¯lter is initiated with the estimated formant frequencies and RMS energy values
obtained from the formant frequency extraction algorithm. We update the initial estimates
with the re-estimated values by applying the Kalman ¯lter. Thus after the ¯ltering process
we are provided with a single estimate for each formant.
The Kalman ¯ltered estimates are used to build the vowel templates. Figure 3.14 and Fig.
3.15 present a comparison of the obtained formant frequency estimates for the vowel /A/ from
the di®erent methods. Figure 3.14 presents the results obtained from the formant frequency
extraction algorithm. Figure 3.15 presents the results obtained from the same algorithm
however extended with the re-estimation procedures. At ¯rst glance there does not seem to
be a substantial di®erence between the obtained results from the di®erent methods. However
we detect a substantial di®erence when we take a closer look at the second formant frequency
estimates. Therefore we present Fig. 3.16 and Fig. 3.17.
1195 1200 1205 1210 1215 1220 1225
−38
−37.9
−37.8
−37.7
−37.6
−37.5
−37.4
Vowel /A/
R
M
S
 
E
n
e
r
g
y
 
(
d
B
)
Frequency (Hz)
Figure 3.16: Results obtained from the formant frequency extraction algorithm for second
formant frequency estimates of the vowel /A/. The formant frequency estimates that corre-
spond to the ¯rst speaker are indicated with circles. The formant frequency estimates that
correspond to the second speaker are indicated with crosses.
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Figure 3.17: Results obtained from the extended formant frequency extraction algorithm
extended with the re-estimation procedure for second formant frequency estimates of the
vowel /A/. The initial estimated values are re-estimated with the ratio-procedures. The
results that correspond to the ¯rst speaker are indicated with circles. The results that
correspond to the second speaker are indicated with crosses.
59From Fig. 3.16 and Fig. 3.17 we see an improvement. The results presented in Fig.
3.17 (obtained by applying additional re-estimation procedures) can be approximately linear
separated. In order to determine whether or not the re-estimation procedure methods are a
consistent improvement we tested the di®erent methods on recorded data.
3.5 Comparative Experiments
We tested the di®erent methods on recorded data that will also be used to test the tracking
algorithm. We split the recording into two parts in order to obtain a part that is used to
build the vowel templates. The remaining part is used to evaluate the vowel templates.
Thus the ¯rst part of the recorded data is used build vowel templates for each speaker. As
described in the beginning of the chapter we use a Kalman ¯lter to build the vowel templates
for each speaker. The second part is used to evaluate these constructed vowel templates.
Since we have extended the measurement with an additional voice feature we have to extend
our association event model. We evaluate the vowel templates with the following distribution
functions:
p(Ánjfi) =
Ámax Y
f=1
N(Án;fjf
i
n¡1;f(°n);Rf + R
i
n¡1;f(°n)); (3.24)
p(Enjei) =
Ámax Y
e=1
N(En;ejei
n¡1;e(°n);Re + R
i
n¡1;e(°n)); (3.25)
where p(Ánjf
i) denotes the probability that the measured formant frequencies Án originated
from the ith speaker conditioned on its corresponding vowel template f
i. With the second for-
mula we compute the probability p(Enjei) that the measured RMS energies En originate from
the ith speaker conditioned on its corresponding RMS energy template ei. The term f(°)
indicates a subset of entries from f that correspond to the vowel °, similarly for e(°);Rf(°)
and Re(°). The term Ámax denotes the number of formants (and their corresponding RMS
energies) and was chosen as Ámax = 3 (see also section 3.3.2).
We approximate the distribution on the measured quantities Qn = [Án;En] conditioned on
the vowel templates T i = [f
i;ei] corresponding to the ith speaker with the following factorial
formula:
p(QnjT i) ¼ p(Ánjf
i)p(Enjei): (3.26)
We note that formula 3.26 is an approximation since in general the measured quantities
Án and En will not be independent given the vowel template T i. Thus for each speaker
we compute p(QnjT i) we assign the measured quantities to the one speakers according to
argmaxi p(QnjT i).
However we do not wish to assign the measured quantities to one of the speakers if the
probability p(QnjT i) is not convincing. Therefore we use a threshold function to decide
whether or not we assign the measured quantities to one of the speakers. Thus we assign the
measured quantities to one of the speakers if and only if:
max
¡
®p(QnjT i)
¢
> aT; (3.27)
where ® denotes a normalization constant ensuring that the probabilities sum up to one. The
term aT denotes the assignment threshold.
60Method 1 aT = 0:65 aT = 0:85
Correctly classified 68 (41%) 47 (28%)
Incorrectly classified 64 (39%) 19 (12%)
Not classified 33 (20%) 99 (60%)
Method 2 aT = 0:65 aT = 0:85
Correctly classified 69 (42%) 47 (28%)
Incorrectly classified 63 (38%) 17 (10%)
Not classified 33 (20%) 101 (62%)
Method 3 aT = 0:65 aT = 0:85
Correctly classified 73 (44%) 48 (29%)
Incorrectly classified 64 (39%) 14 (8%)
Not classified 28 (17%) 103(63%)
Table 3.4: Results obtained from the di®erent methods.
Table 3.4 presents the results obtained from the di®erent methods. In total there were
165 segments extracted from the second part of the signal. The ¯rst number in each clas-
si¯cation column indicates the number of segments followed by its percentage. The term
Not classi¯ed indicates that maxp(QnjT i) did not reach the assignment threshold aT. The
¯rst method (Method 1) incorporates only the measured formant frequency information for
classi¯cation. Thus Method 1 computes the probability that measured quantities originate
from the nth speaker as p(QnjT i) ¼ p(Ánjf
i). The second method (Method 2) incorporates
the measured formant frequencies in conjunction with the measured RMS energy values in
order to compute the probability that measured quantities originate from the ith speaker.
The third method (Method 3) incorporates the measured formant frequencies in conjunction
with the measured RMS energy values in order to compute the probability that measured
quantities originate from the ith speaker. The values in both dimensions are re-estimated
according to the procedures as described in section 3.4.2.
From table 3.4 we see that the third method yields the best results. We cannot provide
any (additional) analytical explanation for this result other than the presented analysis and
assumptions 17 in section 3.4.2. Since Method 3 provides us with the best results we use this
method for our multiple target tracking algorithm.
17The assumptions that form the basis for the re-estimating procedures.
613.6 Multi-segment Formant Extraction
Due to the computational load of tracking the speakers with many samples, we do not use
overlapping segments. We simply use non-overlapping Hamming windowed segments of 25ms
for tracking. A drawback of this implementation is that we occasionally obtain unfortunate
windowed data.
For instance: two consecutive segments containing both one half of a vowel utterance. There-
fore these segments do not contain optimal vowel information. Typically no vowel information
is extracted from these segments since the result obtained from the LPC analysis typically
yields: maxp(°njÁn) < vT. Here we lose again valuable information.
In order to overcome this problem we modify the formant frequency extraction algorithm.
First we set the vowel (assignment) threshold to a lower value, experimentally chosen as
vT = 0:6. This value should not be chosen too low since we do not wish to lose (valuable)
processing time and only wish to investigate potentially promising segments. If the segment
reached this (lower) threshold then we apply a more extensive LPC analysis centred around
the current segment, as presented in table 3.5.
For each segment:
1. Select the first windowed data for LPC analysis by taking the middle sample from the
current segment as the last sample for the LPC window (the current segment is shifted
back by a half window size).
2. Estimate the formant frequencies from the segment according to the scheme presented in
Fig. 3.19.
3. Shift the LPC window 1ms.
4. Repeat the two previous steps until the middle sample of the current segment is first
sample of the LPC window (the current segment is shifted forward by a half window size).
Table 3.5: Multi-segment shift algorithm
In practice the algorithm of table 3.5 applies additional LPC analysis on multiple 25ms
windowed data segments that are centred around the middle sample from the current seg-
ment. A schematic representation of the multi-segment shifts is presented in Fig. 3.18. On
each windowed data the same LPC analysis is applied as described in the sections 3.2.1 and
3.3.3. However for each method we use a di®erent value for the vowel threshold. For the
¯rst LPC analysis we choose this value as vT1 = 0:6. The segments eventually have to be
veri¯ed by the formant band ¯lter where the vowel threshold is set back to the (initial) value
vT2 = 0:8. Figure 3.19 presents a schematic overview of the extended formant frequency
extraction algorithm for each windowed data.
Note that we can choose alternative values for the discrete time shifts. By choosing this
value as 1ms we potentially obtain 50 formant frequency estimates Án for the detected vowel
°n. In practice this number is much lower since a substantial amount of the windowed data
did not reach the vT2. We further note that, if this procedure is applied to two (or more)
consecutive segments we obtain duplicate information. However this is easily avoided by
appropriate implementation.
62Thus we increase the amount of formant frequency estimates from the signal with the
formant frequency extraction algorithm as presented in Fig. 3.11. However we choose a
lower value for the vowel threshold vT. The segments that reach the this lower threshold are
further anlysed by the multi-segment shift algorithm as presented in table 3.5.
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Figure 3.18: Schematic representation of the LPC window shifts within the segment.
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Figure 3.19: Schematic representation of formant frequency extraction for each windowed
data.
63Chapter 4
Multiple Target Tracking
Tracking multiple moving targets in general requires estimating the joint probabilistic dis-
tribution of the target states [29], [32]. As stated in chapter two, in practice computing the
¯ltering distribution of the state of a single target is typically intractable1. Obviously, com-
puting the ¯ltering distribution of the states of multiple targets becomes more di±cult, since
the size of the state space grows exponentially with the number of targets. Furthermore,
when dealing with multiple targets the data association problem arises.
We assume that the measurements originate from the targets or from clutter. The fun-
damental problem is to cast each measurement to one of the targets or to clutter. Typically,
the origin of the measurement must be inferred, since the sensor usually does not provide
any identi¯cation of the measurement source. Clutter, also referred to as a false alarm, is
described with a special model whose (spatio-temporal) statistical properties di®er from the
targets. These di®erences are used in order to extract target tracks from clutter. Therefore,
the main di±culty with multiple target tracking is assigning each received measurement to
one of the target models. In general, methods for multiple target tracking deal with esti-
mating the state of an unknown number of targets and in general the true target models are
unknown. Thus, apart from the estimation problem the additional data association problem
must be solved and these problems have to be solved jointly. We consider now the problem
of tracking the locations of multiple speakers based on the azimuth angle measurements in
conjunction with measured voice-features.
Brief Overview Of Existing Of Data Association Methods Several methods exists
for the data association in multiple target tracking. A simple method is nearest neighbour
(NN), where only the closest observation to any predicted state is used to perform the mea-
surement update step. The nearest neighbour standard ¯lter (NNSF) is a method based on
this principle, where global optimisation is accomplished by minimizing the total observation-
to-track statistical distance. The probabilistic multiple hypothesis tracking (PMHT) method
explores simultaneously several alternative associations (hypotheses). To select the most
likely hypothesis, the PMHT can use a maximum-likelihood method in conjunction with the
expectation maximization (EM) method in order to estimate the parameters for association
probabilities and state estimates. Another method that provides a solution for the data
association problem is joint probabilistic data association ¯lter (JPDAF)) [57], which is an
1The intractability depends (among others) on the assumptions about the state-space. However \real life"
tracking problems are typically intractable due to the non-linear- and non-Gaussian state-space.
64extension of the probabilistic data association ¯lter (PDAF) in order to track multiple targets.
The states of the targets are estimated by summing over the entire association hypothesis
weighted by the probabilities from the likelihood.
We have implemented a sample-based version of the JPDAF method in order to track multi-
ple targets. Therefore the JPDAF is discussed in more detail in the upcoming sections. First
the background of the JPDAF is discussed, followed by a description of the general framework
of the JPDAF. Next we discuss a generic sample-based version of the JPDAF as proposed
by [55]. Finally, we present our model and (sample-based JPDAF) ¯ltering algorithm for
combining azimuth features with voice features.
4.1 Background
The PDAF could be described as an extension of the Kalman ¯lter [52]. As described in
section 2.2.3, the Kalman ¯lter provides a method how to update the state of a single target
given a measurement, that is: the measurement contains one observed feature at time step
t. The PDAF like the Kalman ¯lter is developed in a Bayesian framework and provides a
method how to update the state of a single target given a measurement at time step t that
contains more than one observed feature. The fundamental idea of the PDAF is to combine
the innovations for each measured feature j at time step t. The combined innovation v
is computed as the weighted sum of the individual measurement innovation vj and can be
generally expressed as:
v =
mt X
j=1
¯jvj; (4.1)
where mt denotes the number of measured features at time t. Each ¯j denotes the probability
of the association event ¸j, that the jth observed feature within the measurement originated
from the target. Thus, the measured features are weighted by the PDAF by assigning an
association probability to each feature, in order to update the target state estimate. To illus-
trate that the PDAF is based on the Kalman equations, consider the following derivation for
computing the posterior target state estimate with the PDAF. Within the PDAF framework
the optimal estimate of target state x is de¯ned as:
^ xt =
mt X
j=1
¯j^ xt;j: (4.2)
The term ^ xt;j can be de¯ned as a modi¯ed version of equation (2.37):
^ xt;j = ^ x
¡
t + Kt ~ xz
t;j: (4.3)
The matrix Kt = P
¡
t HT(HP
¡
t HT + R)¡1 denotes the Kalman gain as in equation (2.38).
The term ~ xz
t;j re°ects the amount of agreement between the predicted state and the jth
observed feature, and can be de¯ned as:
~ xz
t;j = (xz
t;j ¡ H^ x
¡
t ): (4.4)
Thus, the evaluation of each ^ xt;j is the Kalman ¯lter solution for updating the predicted
state ^ x
¡
t with measured feature j. The probability that none of the observed features is
target-originated is denoted by ¯0. All the possible association events cover all the possible
65interpretations of the received data, thus:
n X
j=0
¯j = 1:
From the current target state estimate along with its uncertainty a notion, of a validation
gate can be derived. With the assumption that the measurements are distributed according
to a Gaussian distribution centred on the predicted state, a validation gate can be thought
of as an ellipsoidal volume in the measurement space, such that the probability of a target-
originated measurement appearing outside the validation gate is negligible. To compute each
association probability ¯j the PDAF assumes that the target-originated is the only persistent
one in the environment. Thus, the PDAF assumes that all the measurements are caused by
the target or by clutter. This assumption does not hold when multiple targets are present.
Thus, a problem arises whenever a target-originated measurement falls within another target
validation gate. This problem cannot be solved by simply running separate PDAFs for each
target, because this could lead to scenario where multiple trackers are locked onto the same
target.
The JPDAF 2 avoids the above mentioned scenario by sharing information among the sepa-
rate PDAF trackers. Thus, information is shared to obtain more accurate association prob-
abilities with an exclusion principle as the essential result. A common accepted notion of
the exclusion principle postulates that two trackers cannot use the same measurement and
thereby preventing two trackers locking onto the same target. In the particle ¯ltering litera-
ture the concept of mutual exclusion is referred to as treating the joint event as a nuisance
parameter [39]. The joint event is integrated out, with the result that the e®ects of all the joint
events on the targets distribution are included. This concept is also used in the Kalman ¯l-
tering framework under the name JPDAF. Thus, the conjunction of possible target-measured
feature pairings forms the basis in the JPDAF framework. Such a conjunction can be thought
of as a partition in the association space.
4.2 Association Space
The association space consists of all possible association events, that is: the associations
between the measured features f0;:::;mtg and all possible sources f0;:::;Tg at time t.
The event space can be partitioned such that every measured feature has a unique identi¯ed
source [16]. The source can be either clutter or one of the targets. Since each target produces
at most one measurement, no more than one measured feature can have the same source
within such a partition. The joint association events are de¯ned as such a partition of
the event space, where each measurement is uniquely associated with a source. Let £¤
denote a particular joint association event. Where the subscript ¤ denotes the index of
the joint association event. ¤ is a list of mt elements: ¸1;:::;¸mt. The element ¸j =
(ji) of ¤ assigns measured feature j to source i. The index i = 0 is dedicated to model
false alarm. Thus, if ¸j = (j;0) then the jth measured feature is associated with clutter.
Usually no kinematic model is associated with false alarms. Thus, £¤ is a set of pairs
(j;i)²f0;:::;mtg £ f0;:::;Tg. These joint association events are of particular interest
because their probabilities can be computed. In order to provide a solution (that is based on
the PDAF) for the data association problem, the probabilities of all of the possible events
for each target have to be computed. Such an event is composed of joint association events
2Originally developed to track manoeuvring targets based on aircrafts radar returns
66and is referred here as a marginal event. Thus, a marginal event is a union of all valid joint
association events where a particular target is the source of a particular measured feature
in each of those joint association events. The marginal event where measured feature j
originated from target i is de¯ned as:
­ji = [¤j¸j=(j;i) £¤: (4.5)
The term marginal is used because of its analogy with forming the marginal pdf for one
variable of a multi-variable joint pdf.
4.3 JPDAF Framework
A key notion in the JPDAF is the marginal event. Since a marginal event is a conjunction of
joint association events the entire surveillance region is used as the validation gate for each
target. In order to achieve e±ciency only feasible joint events are considered. A feasible joint
association event satis¯es two criteria:
Criterion 1 Each measured feature originates from a target or from clutter
Criterion 2 Each target produces zero or at most one feature at each time
The ¯rst criterion expresses that the associations in a joint association event is exclusive and
exhaustive:
PT
i=0 ¯ji = 1. The second criterion implies that the number of measurements
mt may di®er from the number of targets T. Furthermore, the second criterion implies that
the association variables ¸j are dependent for j ²f1;:::;mtg.
The JPDAF provides a method to compute the probability of a marginal event. The prob-
ability for each marginal event is computed in order to prevent that multiple trackers lock
onto the same target. Let Xt = fx1
t;:::;xT
t g denote the states of the targets at time t.
Let Z(t) = fzt;1;:::;zt;mtg denote a measurement at time t that contains the mt measured
features. Let Zt denote the sequence of measurements up to time t. To model the event
when no feature is found for a target the notation zt;0 is used. The posterior probability ¯ji
that feature j is caused by target i at time t is computed by the JPDAF according to:
¯ji =
X
£²­ji
p(£jZt): (4.6)
The probability of an individual joint association event conditioned on the measurement at
time t can be derived with the use of Bayes` rule and the assumption that the estimation
problem is Markov [56]. Thus we can compute p(£jZt) as follows:
p(£jZt) = p(£jZ(t);Zt¡1) (4.7)
=
Z
p(£;XtjZ(t);Zt¡1)dXt
=
Z
p(£jZ(t);Zt¡1;Xt)p(XtjZ(t);Zt¡1)dXt
Markov! =
Z
p(£jZ(t);Xt)p(XtjZt¡1)dXt
Bayes!
=
Z
´ p(Z(t)j£;Xt)p(£jXt)p(XtjZt¡1)dXt (4.8)
67where p(£jXt) denotes the probability of the assignment £ conditioned on the current states
of the targets. Here we make the rather strong assumption that all the assignments have
the same likelihood so that this term can be approximated with a constant [56]. The term
p(Z(t)j£;Xt) denotes the probability the measurement conditioned on the state of the targets
and the speci¯c assignment of the observed features and the targets. In order to compute
this probability, the possibility has to be considered that a feature is not caused by any of
the targets. The probability that an observed feature is caused by false alarm is denoted by
° and the number of false alarms present in an association event £ is given by (mt ¡ j£j).
The probability assigned to all false alarms in Z(t) given £ is denoted by °(mt¡j£j). All the
remaining observed features are uniquely assigned to a target. With the assumption that the
features are detected independent of each other, we can de¯ne
p(Z(t)j£;Xt) = °(mt¡j£j) Y
(j;i)²£
p(zt;jjxi
t): (4.9)
With this de¯nition equation (4.7) becomes:
p(£jZt) =
Z
x
´ °(mt¡j£j) Y
(j;i)²£
p(zt;jjxi
t)p(xi
tjZt¡1): (4.10)
In the prediction stage JPDAFs apply recursive Bayesian ¯ltering to update the beliefs p(xi
t)
about the individual states of the targets. By applying equation (2.23) the term for the
predicted state for target i becomes:
p(xi
tjZt¡1) =
Z
p(xi
tjxi
t¡1)p(xi
t¡1jZt¡1)dxi
t¡1: (4.11)
In the update stage, the state of target i is corrected whenever new sensory information is
available. By applying equation (2.20) the term for the updated state for target i becomes:
p(xi
tjZt) = ´ p(Z(t)jxi
t)p(xi
tjZt¡1): (4.12)
The obtained features in measurement Z(t) have to be associated with the targets. Since
these assignments are typically unknown, the single features are integrated according to the
assignment probabilities ¯ji:
p(xi
tjZt) = ´
mt X
j=0
¯ji p(zt;jjxi
t)p(xi
tjxi
t¡1); (4.13)
where again, ´ is a normalization factor. Thus, we need to de¯ne the motion model p(xi
tjxi
t¡1)
and the sensor model p(zt;jjxi
t) in order to compute the belief that target i is in state x at
time t.
4.4 Sample-based JPDAF
As pointed out in chapter 2, particle ¯ltering is able to deal with multi-modality caused
by noise and reverberation components. If one was to track multiple targets with a single
particle ¯lter, then each particle gives a hypothesis on the state of one of the targets. This
would yield an a posteriori distribution of the target states, given the measurements, that
is represented by a mixture-of-Gaussian. Where each mode of this distribution corresponds
68to one of the targets. However, several problems arise with this approach. The likelihood
evaluation is only possible, given the prior probabilities of all possible associations between
the measurements and the targets. Even if this evaluation is possible 3 one has to deal with
the occlusion problem 4.
Consider the following scenario, where occlusion can lead to the loss of one the targets.
The weights that represent the state of the target that is occluded will decrease, since the
(potential) measurements of the occluded target are suppressed. This increases the proba-
bility that the occluded target particle weights will be discarded during the resampling step.
Thus, tracking multiple targets with a single particle ¯lter is only feasible if all the targets
are sensed at every point in time and if the measurement errors are small. Therefore, the
targets are tracked independently with particle ¯lters and to deal with the data association
problem the likelihood of the measurements are evaluated with the use of the JPDAF.
Sample-based representations of the individual beliefs of the states of the targets
As described in chapter 2, for tracking a single target the particle ¯ltering method can be
used to construct a sample-based representation of the ¯ltering distribution. For tracking
multiple targets, a set of particle ¯lters connected with statistical data association is used to
construct a sample-based representation of the ¯ltering distribution [56]. As described above,
the assignment probabilities are evaluated according to the probabilities of each possible
association. Using JPDAF with respect to the likelihood of the measurements, the assignment
probabilities ¯ji have to be considered in the update step of the particle ¯lter. A particle
¯lter version of equation (4.10) is used to compute ¯ji:
p(£jZt) = ´ °(mt¡j£j) Y
(j;i)²£
1
M
M X
k=1
p(zt;jjxi
t;k): (4.14)
where xi
t;k denotes the state of target i at time t according to particle k 5. Given the
assignment probabilities, the weights of the particles can be computed according to:
wi
t;k = ®
mt X
j=0
¯ji p(zt;jjxi
t;k): (4.15)
where ® is a normalization factor to ensure that the weights sum up to one.
Thus, each individual target is tracked with a particle ¯lter. The prediction step of the
Bayesian ¯ltering is realized by propagating the sample set for each target according to the
motion model p(xi
tjxi
t¡1), similar to the single target particle ¯lter based tracking algorithm.
The update step is realized by integrating the measurement Z(t) into the sample sets that
are obtained in the prediction step. The likelihood function is formed with the use of the
JPDAF. As stated, the assignment probabilities are evaluated according to the possible as-
sociations. The particle weights are evaluated, given these assignment probabilities. Thus,
a probabilistic exclusion principle 6 is accomplished by making the particle ¯lters dependent
through the evaluation of the assignment probabilities [33].
3With a naive approach, one could just choose a uniform distribution
4Following from Gaussian motion distribution and a mixture-of-Gaussian sensor distribution, the ¯ltered
distribution takes the form of (an intractable) mixture-of-Gaussian
5Note that xi
t;k is sampled from predictive distribution.
6In order to ensure that each measured feature belongs to at most one target, an extra term is added to
the sensor model
694.5 Model For Combining Azimuth Features With Voice
Features
Our algorithm operates on ¯xed-length segments representing 25ms-long windows from the
input signals. We will use n = 1;2;::: as a segment index. From every segment we will
compute a set of features ¸n = [µz
n;°n;Qn], where µn are azimuth angle measurements, °n
is a discrete vowel indicator and Qn denotes the measured voice features: Qn = [Án;En].
The term Án is a vector of vowel formant frequencies and the term En is a vector with the
corresponding RMS energies for each formant frequency. The collected voice features are
stored in templates (vowel templates) for each speaker. These templates are build (updated)
with a Kalman based ¯lter. Since we assume that each speaker produces vowels that are
approximately constant, we do not use a typical motion transition model. For the evolution
matrix A from equation 2.28 we simply choose A = I. Furthermore, we discard matrix B
from equation 2.28. In the rest of this section, we present the details of computing these
features. We note that the presented model is based on the work of [35].
4.5.1 Overview
Our primary goal is association of the measured features ¸n with one of the speakers. For this
purpose, we describe the ith speaker with a state variable si
n, which summarizes the persons'
location and voice properties during the nth segment. Since the state cannot be directly
observed, we will consider it as a hidden (latent) random variable with a prior distribution
p(si
0). We will also de¯ne a sensor model, which describes a probabilistic dependency of
measurements on the state p(¸njsi
n). Under such a framework will compute posterior state
distribution p(si
nj¸1:n) given measurements using Bayesian ¯ltering [27]. On the basis of this
distribution we associate segments with speakers.
The state of ith person during the nth segment is described by si
n = [®i
n;T i], where
®i
n = [yi
n; _ yi
n;xi
n; _ xi
n] is a 4-dimensional vector denoting the position and speed in the usual
Cartesian coordinates, and T i is a the \vowel template" for the ith person. Each vowel tem-
plate T i contains its corresponding \formant pro¯le" f
i and its corresponding \RMS energy
pro¯le" ei. Each pro¯le is a collection of respectively 30 characteristic formant frequencies
f
i = [fi
/i/;:::;fi
/R/] and their 30 corresponding RMS energies ei = [ei
/i/;:::;ei
/R/] of the
detected vowels. Each fi
° represents the three formants for the vowel ° and each ei
° represents
the three RMS energies for the vowel °. We assume that the pro¯les are constant, therefore
we did not use subscript n with f
i and ei.
We set the center (0;0) of the coordinate system in the middle of the microphone pair.
Note, that we cannot measure the distance between the speaker and microphones. Thus, in
the (x;y) coordinates, we will be e®ectively estimating the ratio x=y from the azimuth data.
Our choice for (x;y) coordinates, follows from the fact that we can now apply a well-behaved
Langevin motion model for the speakers.
4.5.2 Prior
The prior state distribution summarizes our knowledge about states before the measurements
become available. However for the formant- and RMS energy pro¯le we set the prior to ¯rst
available measurement (for each corresponding vowel). We will factorise this distribution
70into a product of Gaussian (Normal) density functions
p(si
0) = N(®ijm®;R®)N(f
ijmf;Rf)N(eijme;Re) (4.16)
We assume that a-priori every person is standing still at the front of the robot, m® =
[1;0;0;0]. In the experiments we have chosen a density, with diagonal covariance R® = I4£4
7.
4.5.3 Langevin Motion Model
For the sake of completeness we brie°y discuss the Langevin motion model. The location
of person may change continuously. For simplicity, we assume a quasi-static location within
each segment. Our segments correspond to 25ms intervals, and we do not expect the speakers
to move substantially within such intervals. The motion between the segments is described
as a stochastic Langevin process [62]
xn = xn¡1 + ± _ xn; (4.17)
_ xn = ¹ _ xn¡1 + ¯º; (4.18)
where º » N(0;¾º) is a stochastic velocity disturbance, ¹ and ¯ are coe±cients (see exper-
iments section 5.2) and ± denotes the time gap between segments. Identical equations hold
for the y coordinate. We refer to appendix A for further details on the Langevin motion
model. We note that the equations (4.17) and (4.18) are rewritten versions of the equations
that are presented in appendix A.
4.5.4 Sensor Model
Sensor model de¯nes a probabilistic dependency between the state of a person si
n and the
measured quantities ¸n = (µz
n;°n;Qn). This model is the same for every person, so we omit
the superscript i. The model takes the form
p(¸njsn) = p(°n)p(Qnj°n;T i p(µz
nj®n); (4.19)
p(µz
nj®n) =
1=K
p
2¼¾
K X
k=1
exp
(tan(µn;k) ¡ xn=yn)2
¾2 ; (4.20)
p(Qnj°n;T ) = N(QnjT (°n);Rs(°n)) i® °n 6= 0; (4.21)
where the p(°n) is chosen uniform. For the position measurements, we use a mixture of
Gaussian, each centred at one of the measured hypothetical azimuth angles. The number
of potential locations is denoted with K and was chosen as K = 5 (see also section 2.3.3).
The constant 1=K ensures a proper normalization of the mixture. For simplicity, we assume
Gaussian density for the measured formants given the \true" formant pro¯le (similar for
the corresponding RMS energies). The term T (°n) denotes entries from T corresponding to
vowel °, and Rs is a (diagonal) sensor noise variance. When there was no vowel detected,
i.e. °n = 0, we use a uniform density.
7In the experiments, typically the speakers are initiated in the opposite sides of the room. Thus typically
the second speaker is initiated with m® = [¡1;0;0;0].
714.6 Filtering
In this section we describe a procedure that updates state distributions p(si
nj¸1:n) from a
sequence measurements ¸1:n. These distributions represent our knowledge about the motion
and formant pro¯le of each speaker. Given a new measurement, we can compute association
probabilities to ¯nd the speaker that is the most likely source of the measurement.
Similar to the single target tracking problem as described in chapter 2 we have formu-
lated our multiple target tracking problem as a stochastic time-series process with noisy
observations [27]. The interesting distributions can be computed with a recursive Bayesian
¯ltering procedure. However, our task is an instance of a more general class of probabilis-
tic multi-target tracking problems. As mentioned in the beginning of this chapter exact
¯ltering for these problems is typically intractable since one has to couple state estimation
with measurement-target association. Therefore we apply a well-established approximate
approach within the Bayesian framework, for dealing with association uncertainty: JPDAFs.
Here, we apply the JPDAF scheme together with sample-based representation of the motion
component. This component will be estimated using particle ¯ltering as described in sec-
tion 2.2.4. The particle weights will be modi¯ed in order to account for measurement-target
association uncertainty, as proposed in [56]. On the other hand, the formant component
will be represented with a Gaussian family. Since both the prior and the sensor models are
Gaussian, this component can be seen as a linear Gaussian system with data association
uncertainty [27].
4.6.1 Representation
For simplicity, the ¯ltered distribution on the state of the ith speaker after the nthe seg-
ment will be approximated as p(si
nj¸1:n) ¼ p(®i
nj¸1:n)p(T ij¸1:n). The factorial formula is
an approximation, since in general the motion component ®i
n and the vowel template T
containing the formant pro¯le f
i and RMS energy pro¯le ei will not be independent given
the measurements.
Given the highly non-linear and multi-modal sensor model for location measurements (4.20),
we choose a particle-based representation of the motion component
p(®i
nj¸1:n) ¼
M X
k=1
±(®i
n ¡ ®i
n;k); (4.22)
where M is the number of particles (per object), ®i
n;k is the kth particle, and ±() is a delta
function.
The distribution of vowel templates will be approximately represented with a Gaussian
density function
p(T ij¸1:n) ¼ N(T ijmi
n;T;R
i
n;T); (4.23)
where mi
n;T and R
i
n;T are the mean and covariance. The prior (4.16) and sensor (4.21)
models assume diagonal covariances, therefore R
i
n;T will also be diagonal.
4.6.2 Algorithm
The ¯ltering algorithm for our problem comprises three basic steps, for every segment: 1)
predict the states from past data, 2) compute the association probabilities, 3) update the
72states with the current measurement. Below we describe these steps in detail.
Prediction
Assume that at n ¡ 1 there are I speakers, and their state distributions are parameterised
by ®i
n¡1;k, mi
n¡1 and R
i
n¡1. Predictive distribution for the motion component, follows from
the standard particle ¯ltering scheme (see table 2.1), where we obtain predictive particles
^ ®
i
n;k by sampling from the motion model conditioned on ®i
n¡1;k. The formant- and RMS
energy pro¯les are assumed constant, so we just use the current distribution:
p(si
nj¸1:n¡1) =
M X
k=1
±(®i
n ¡ ^ ®
i
n;k)N(f
ijmi
n¡1;f;R
i
n¡1;f)N(eijmi
n¡1;e;R
i
n¡1;e): (4.24)
We also predict the state of a new (I + 1)th speaker, by setting the predictive distribution
equal to the prior (4.16).
Association Events
Let ¯n = i, denote the event that the ith speaker was the source of the measurement ¸n =
(µn;°n;Qn). The event ¯n = I+1 corresponds to a new speaker. We can compute association
probabilities as
¯i
n = p(¯n = i) = ´ #i
M X
k=1
p(µnj^ ®
i
n;k); (4.25)
#i = p(QnjT i;R + R
i
n¡1(°n)); (4.26)
where ´ is a constant, ensuring that
PI+1
i=1 ¯i
n = 1. The term #i indicates how the measured
quantities Qn (containing the formant frequency and RMS energy estimates) ¯t to the ith
vowel template T i (see also section 3.5). If there was no vowel detected °n = 0 we set ´i = 1.
The association probabilities allow to ¯nd the most likely speaker by taking argmaxip(¯n =
i). We can also decide whether there is a new speaker in the environment by evaluating
p(¯n = I + 1). In our implementation we decided the introduce a new speaker only if
p(¯n = I + 1) > 0:9.
Update
The particle ¯lter updates the sampled-based distribution of the motion component by
weighting the predictive particles. The weight of particle ^ ®
i
n;k is
wi
n;k = ´¯i
np(µnj^ ®
i
n;k); (4.27)
where ´ is a constant ensuring that
PM
k=1 wi
n;k = 1. Note the term ¯i
n which accounts for
association uncertainty. After computing the weights, we obtain a new set of particles ®i
n;k
with the standard particle resampling as described in table 2.2.
If there was no vowel detected in the formant predictive densities do not require the up-
date step, and are propagated unchanged. Otherwise, we update only the template of the
most likely speaker j = argmaxip(¯n = i). Once the association has been resolved, the
update of the Gaussian formant density is identical to the update step in standard linear
Gaussian models [27]. We note, that updating only the most likely source is a simpli¯cation
since it does not take the association ambiguity into account.
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Experiments
This chapter describes the experiments, where we track multiple speakers. The experiments
were conducted with the aim to see whether we could successfully track the speakers whenever
their paths cross. As mentioned in section 1.1, the azimuth features will not have enough res-
olution to distinguish between the speakers whenever they are close to each other. In order to
disambiguate such di±cult cases, we attempt to collect as many as possible speaker-speci¯c
voice features. We collect these voice features while the speakers are spatially separated 1.
We demonstrate our approach using a collection of stereo recordings obtained with the Philips
iCat interface robot. We consider various two-speaker con¯gurations, where the recorded sig-
nals contain sentences produced by the speakers in turns. Both speakers were male. In total,
each of our signals was approximately 45s long. Allowing for a potential detection of 450 to
675 phonemes, for details see section D.1. The recordings were taken in the same rectangle-
shaped o±ce room where the single target tracking experiments were conducted. Therefore
we refer to section 2.3.1 for recording condition details 2.
5.1 TDOA Estimation
First, we show how estimation of the vowel formants improves the TDOA measurements.
Typically, before further processing the GCC function applies a low-pass ¯lter (8kHz cut-
o®). This ¯lter removes high-frequency noise present in the signal, and preserves the speech
components, which are located in the lower-end of the spectrum. When the vowel formants
are available, we can now use the knowledge about vowel spectral location to more precisely
select the ¯lter cut-o®. In Fig. 5.1 and Fig. 5.2 we show the cross-correlation vs. TDOA plot.
In Fig. 5.1 and Fig. 5.2 the horizontal axis represent the range of lags that are used for the
TDOA estimation. The vertical axis shows for each lag the corresponding coherence energy
obtained from the GCC function. In each top panel we have used a ¯xed low-pass ¯lter. In
each bottom panel, we present the same plot however obtained with a low-pass ¯lter, where
the cut-o® was selected to be the third formant frequency. In this way we could extend the
range of discarded frequencies and remove many spurious peaks in the correlation function.
1Spatially separated in the sense that there is a convincing margin between the two estimated azimuth
angles that correspond to the di®erent speakers.
2Note that the trajectory information presented in paragraph of section 2.3.1 does not hold for the multiple
target tracking experiments.
74−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
c
r
o
s
s
−
c
o
r
r
e
l
a
t
i
o
n
 
(
g
c
c
)
lag    [ms]
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
c
r
o
s
s
−
c
o
r
r
e
l
a
t
i
o
n
 
(
g
c
c
)
lag    [ms]
Figure 5.1: GCC analysis on a segment that contains the vowel /a/. Comparison of TDOA
measurements obtained from regular GCC algorithm against measurements obtained using
vowel-speci¯c frequency range. The top panel presents the GCC algorithm results obtained
with a ¯xed low-pass ¯lter. The bottom panel presents the GCC algorithm results obtained
with a low-pass ¯lter, where the cut-o® was selected to be the third formant frequency.
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Figure 5.2: GCC analysis on a segment that contains the vowel /i/. Comparison of TDOA
measurements obtained from regular GCC algorithm against measurements obtained using
vowel-speci¯c frequency range. The top panel presents the GCC algorithm results obtained
with a ¯xed low-pass ¯lter. The bottom panel presents the GCC algorithm results obtained
with a low-pass ¯lter, where the cut-o® was selected to be the third formant frequency.
755.2 Parameters
We set the model parameters as follows: The sensor variance for formant measurements Rs
is a diagonal 60 £ 60 identity matrix, Rs = I60£60. The parameters for the motion model
(the Langevin) process were ® = 0:8, and ¯ = 0:6. These values correspond to a human
(slowly) walking in a room. For the particle ¯lter we used M = 100 samples per object.
Each speaker is tracked is tracked with a particle ¯lter in conjunction with the adaptive
sigma function. However we did not apply the threshold function (see section 2.4.2) in the
multiple target tracking experiments. We feel that with by applying the LP ¯lter 3 to the
signal in conjunction with the adaptive sigma function yields robust tracking results. In ad-
dition we feel that the non-dynamic character of the threshold function is a major drawback.
Note that the threshold function typically needs di®erent calibrations for di®erent signals.
Furthermore excluding measurements whenever the speakers are further away from the mi-
crophone pair is far from ideal. For the parameter setting of the adaptive sigma function we
refer the reader to section 2.4.2.
In addition we found that by replacing Rf + R
i
n¡1;f(°n)) in equation (3.24) with Rf in
conjunction with replacing Re +R
i
n¡1;e(°n)) in equation (3.25) with Re yielded more robust
association assignments. Thus in our experiments we used a modi¯ed version of equation
(4.26) giving: #i = p(QnjT i;R). We believe that this is due to di®erences in the number of
received vowel examples for each object. These di®erences result in di®erent covariances for
the found formant frequencies for each speaker. Since the vowel pro¯les are learned online, in
a very limited amount of time, the di®erences in covariance can become considerable. By us-
ing the same covariance for each speaker, we guarantee that the speakers who talk frequently
will not be favoured over the speakers who talk infrequently.
5.3 The Crossing Of Paths Experiments
In this experiments we consider two speakers who are initially positioned on the opposite
sides of the microphone pair. In order to build pro¯les that can be compared, the speak-
ers were requested to speak short sentences that contained the vowels mentioned in section
3.3.2. The speakers gradually move toward each other, while increasing their distance from
the microphones.
As stated earlier we build the vowel templates for each speaker while they are spatially
separated. In practice, if a vowel is detected then we compute the TDOA with the LP ¯l-
tered segment where the cut-o® frequency was set to the third formant frequency4. If the
estimated location obtained from the localization function approximately corresponds to one
of the speakers expected location, then we update the corresponding vowel template with the
detected vowel. In order not to pollute the carefully build vowel templates we do not update
any vowel templates when the speakers are close to each other. This in order to ensure we
do not falsely assign a vowel to one of the vowel templates. Thus if the speakers are close
to each other and if we detect a vowel, then we use the vowel templates in conjunction with
the measured vowel in order to disambiguate. However the measured vowel is not used to
update any vowel template. In Fig. 5.3 we present two results obtained from the tracking
3Note that we yield even more robust results by applying the LP ¯lter to signal with the cut-o® frequency
set to the third formant frequency whenever we detect a vowel.
4Instead of the ¯xed cut-o® frequency of 8kHz, see also section 5.1
76algorithm, we present the azimuth measurements (as thin dots) and the expected locations
of the target speakers (in bold line).
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7
7In order to overcome these problems we requested the speakers to speak with shorter
sentences. And in order to increase the probability that the formant frequency extraction
algorithm will detect vowels and correctly associate these with the speakers when they cross
each other paths, the speakers were requested to articulate their speech utterances more
strongly. The result of one of these (additional) experiments is presented in Fig. 5.4.
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1¡2s). The horizontal axis represents segments form the input signals. The vertical
axis shows location as azimuth angles (in radians). Each dot represents a measured angle.
Two bold lines give the estimated speakers' locations.
Despite the strong clutter and the fact the both speakers are male, the tracker can es-
timate the location quite reliable for the most of the sequence. In the later part, when the
targets move far away from the microphones, the trackers looses one of its targets.
The presented result in Fig. 5.4 gives a good indication of the \true" paths of the speakers.
However not each run yielded the same accurate result. Various results obtained form the
tracking algorithm are presented in Fig. 5.5.
Typically, the speakers are accurately tracked in the ¯rst part of the signal. Furthermore, the
data association problem is solved correctly when the speakers path cross. However after the
crossing, typically the tracking algorithm fails in maintaining an accurate location for each
of the speakers. We believe that this is mainly caused by an increase of the speakers` pace.
From Fig. 5.5 we see that after the crossing, the patterns in azimuth estimates change. This
could indicate an increase in velocity for each of the speakers. We note that the speakers
are remaining in position for a short period when they are in front of the microphones. This
is followed by a relative rapid movement towards an outer corner by each of the speakers.
Therefore we believe that this relative rapid change in velocity in conjunction with the strong
clutter causes the loss of (one of) the targets.
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Figure 5.5: Results obtained from various runs of the ¯ltering algorithm for tracking two
speakers. The speakers were requested to speak with shorter sentences (1¡2s). The horizontal
axis represents segments form the input signals. The vertical axis shows location as azimuth
angles (in radians). Each dot represents a measured angle. Two bold lines give the estimated
speakers' locations
795.4 Comparative Experiments: Excluding Voice Features
In order to make a sensible comparison between the tracking the speakers with and with-
out incorporating voice features we have conducted additional experiments. The ¯ltering
algorithm that is used in the additional experiments excluded all voice feature-based infor-
mation. Thus no vowel templates were constructed and exploited in order to disambiguate
in the \crossing scenarios". Moreover no vowel speci¯c information was incorporated in the
GCC method as described in section 5.1. Since we used a parameter setting that is equiv-
alent to the parameter setting in the previous experiments we refer to section 5.2 for details 5.
Various results from the additional experiments are presented in Fig. 5.6. From Fig. 5.6
we see that none of the results is correct, clearly the ¯ltering algorithm that incorporates
voice feature-based information outperforms the ¯ltering algorithm that excludes the voice
feature-based information. Note that the middle panel presents a result where the tracking
of the crossing of the speakers is actually correct. However in the latter part the ¯ltering al-
gorithm loses one of the speakers. Furthermore the ¯ltering algorithm is not able to perform
a correct and consistent speaker tracking in the crossing part (and the subsequent parts) of
the recording.
We believe that, apart from insu±cient information to tackle the data association prob-
lem, the ¯ltering algorithm su®ers from (more) strong clutter. We believe that the TDOA
estimates improve by incorporating voice feature-based information in the GCC method (for
further motivation see section 5.1). Therefore we believe that the ¯ltering algorithm that
tracks the speakers without incorporating voice feature-based information is more prone to
pick up a clutter trail, compared to the ¯ltering algorithm that incorporates voice feature-
based information.
5.5 Data Associaton: A Closer Look
This section presents a closer look at the critical part of the tracking: the crossing of the
speakers` path. The experiment from which various results are presented in Fig. 5.4 and Fig.
5.5, serves as a platform for the analysis in this section. Figure 5.7 presents the evolution of
the particle population for each speaker in the critical part. From the ¯gure we see that when
the speakers cross each others path the azimuth angle does not provide enough resolution to
distinguish between the speakers. However with the additional vowel-based information we
can successfully keep track of the speakers.
Figure 5.8 presents a sequence of consecutive analysed segments: 1012, 1013 and 1014, where
both speakers were located in an azimuth angle of approximately 0 radians. The segments
present the particle population for each speaker. Each particle population is expressed in az-
imuth angles (in radians) with their respective weights. No vowel was detected in the segment
presented in the top panel. Since the particle populations from both speakers overlap each
other, the azimuth angle measurements do not provide enough discriminative power. In the
next two segments (the middle- and bottom panel respectively) a vowel was detected. There-
fore the obtained azimuth estimates can be assigned to one of the speakers more exclusively
with the aid of the constructed speakers` vowel templates.
5Since all voice feature-based information was excluded in the experiments, the parameters for constructing
the vowel templates do not apply here.
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Figure 5.6: Results obtained from various runs of the ¯ltering algorithm for tracking two
speakers. The ¯ltering algorithm excluded all vowel speci¯c information. Thus only azimuth
features are used to tackle data association problem. The horizontal axis represents segments
form the input signals. The vertical axis shows location as azimuth angles (in radians). Each
dot represents a measured angle. Two bold lines give the estimated speakers' locations.
81800 850 900 950 1000 1050 1100 1150 1200 1250
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
Segment Index
A
z
i
m
u
t
h
 
A
n
g
l
e
 
(
R
a
d
i
a
n
s
)
Figure 5.7: The corresponding particle populations for each speaker are plotted as they evolve
in time. The vertical axis shows for each speaker the particle population in azimuth angles.
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Figure 5.8: The ¯gure shows the stochastic drift of each particle population. The horizontal
axis shows the particle population for each speaker (expressed in azimuth angles). The
vertical axis shows the corresponding particle weights. The ¯rst speaker is indicated with
dashed lines and asterisks. The second speaker is indicated with solid lines and circles. The
¯gure presents the results from segment 1012 (top panel) to segment 1014 (bottom panel).
At segment 1013 and 1014 a vowel was detected and assigned correctly to one of the speakers.
825.6 Additional Trajectories Experiments
This section presents various additional experiments with alternative trajectories. All the
experiments were conducted with the same recording conditions as presented in section 2.3.1
6 All the experiments were conducted with a particle ¯lter based tracking algorithm extended
with an additional LP ¯lter in conjunction with the adaptive sigma function. However no
threshold function was used. For the parameter setting we refer to section 5.2 for details.
First we discuss an experiment where one speaker is in front of the microphone pair (an
azimuth angle of ¼ 0 radians) and remains in this location, the other speaker is in right
corner of the room (an azimuth angle of ¼ ¡0:9 radians) and walks towards the stationary
speaker. The result is presented in Fig. 5.9.
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f ¼ 0 radians) they move back towards
their initial location. Two results of di®erent runs are presented in Fig.5.10.
6Obvious the trajectory description does not hold for the additional experiments.
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Figure 5.10: Results obtained from various runs of the tracking algorithm. The two speakers
move towards each other (from the outer corners of the rooms), however they do not cross
each others path. The horizontal axis represents segments form the input signals. The
vertical axis shows location as azimuth angles (in radians). Each dot represents a measured
angle. Two bold lines give the estimated speakers' locations
From Fig.5.10 we see that the tracker has di±culty in the latter part of the recording.
Both speaker location estimates are not very accurate. We assume that our motion model
has di±culty with providing accurate predictive particles in a strong cluttered environment.
In addition we assume that our sensor model has di±culty in detecting a (strong) change in
direction in this strong cluttered environment.
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Conclusions And Future Work
6.1 Concluding Remarks
We have presented a system that allows a static robot to keep track of multiple speakers
in its neighbourhood. Our approach relies on two microphones, which provide azimuth an-
gle cues about locations of the speakers around the robot. The azimuth measurements are
combined with a vowel template containing a \formant pro¯le" and \RMS energy pro¯le" of
each person. The templates represent intrinsic speaker properties, which are learned on-line.
Although the presented test involved a limited number or tracked speakers, they already
indicate the bene¯ts of using vowel-intrinsic features.
We have formulated our tracking problem in a probabilistic framework where we can ap-
ply approximate ¯ltering in order to estimate the state of each speaker. We have computed
the interesting distributions with the use of a well-established approach for dealing with
the data association uncertainty: JPDAFs. Since our (azimuth) tracking problem is in an
environment where the state-space is non-linear and non-Gaussian we have implemented a
sample-based JPDAF. By approximating the speakers location with samples we are able to
deal with the non-linear and multi-modal sensor model. Note that in our tracking problem
the reverberation was the main cause for the multi-modal measurement distribution.
For our tracking problem the main involved challenge emerged whenever the speakers were
no longer spatially separate 1. In order to tackle the involved data association problem we
combined the azimuth features with voice features. The extracted voice features (vowel for-
mant frequencies with their corresponding RMS energies) are stored in the vowel templates.
Each vowel template corresponds to a speaker and is as mentioned constructed online.
Dealing with the reverberation was another challenge in our tracking problem. We note
that we were not equipped with omni-directional microphones. Therefore the microphone
pair was only (highly) sensitive in one direction2. Due to the above mentioned challenges the
presented tracking algorithm only allows for multiple speaker tracking in a limited amount
of scenarios. In our experiments the speakers were requested to cross each others path when
they were close to the microphones and right in front of the microphones (approx. 1m). This
1That is spatially separate in the azimuth space.
2In our experiments the most sensitive direction was set to an azimuth angle of 0 radians. Therefore
the best results (TDOA measurements) were obtained when the speakers were in the azimuth angle of
approximately 0 radians.
85way we can optimally bene¯t from the sensing resolution of the microphone pair. We be-
lieve that we can not solve the data association problem where the speakers cross each other
path further away from the microphone pair or if the crossing occurred in a non-sensitive
direction. Whenever the speakers were not in this sensitive direction the in°uence of noise
artefacts increased. We believe that we can improve the results of our tracking algorithm by
increasing the sensing resolution with omni-directional microphones. Further progress can be
accomplished by using a microphone array of eight or more microphones as proposed by [46].
In order to improve the azimuth estimates we have contributed the adaptive sigma algo-
rithm. By relating the amount of coherence energy from the potential TDOA candidates
obtained from the GCC function, to the variance centred on each corresponding potential
azimuth angle, we obtained more robust location estimates. An elegant property of particle
¯ltering is the incorporation of a multi-modal sensor model for localization measurements.
We note that this property in conjunction with the assumptions presented in section 2.4.2
allowed us to develop the adaptive sigma function.
The transformation from TDOA to azimuth angle is an inverse problem. These inverse
problems typically exhibit ill-posed behaviour. The ill-posed nature of our tracking problem
manifested itself whenever the solution became multi-valued. Note that the measurements
originated from the true sound source and/or by noise artefacts (reverberation). In order
to suppress the multi-valued solution we have contributed a re¯nement in the GCC method
where we exploit the vowel characteristics of speech. We simply apply a LP ¯lter to the
signal before we apply cross-correlation to the signal. We set the cut-o® frequency of the
LP ¯lter to the third formant frequency (plus an o®set of 100Hz) whenever we detected a
vowel. Typically by applying this modi¯ed LP ¯lter we obtained an extended range of dis-
carded frequencies and thereby removing many spurious peaks in the correlation function.
Thus we tackle the ill-posed nature of the inverse problem by suppressing the multi-valued
solution. The multi-valued solution is suppressed by dynamically modifying the cut-o® fre-
quency of the LP ¯lter according to speci¯c vowel information, based on its spectral location.
In constructing the vowel templates we found another challenge. Note that in order to make
a sensible comparison between the speakers, we need vowel templates that are characteristic
for the corresponding speakers. This issue becomes more important whenever the di®erent
speakers have similar voices (as in our experiments). Due to several involved challenges as
measurement noise and prosodic features3, speakers with similar voices will have a potential
overlap in their estimated vowel formant characteristics. These formant characteristics in-
clude formant- frequencies, spectral magnitude and bandwidths.
We feel that in order to construct a characteristic vowel template, we need (several) reli-
able measurements. Thus this implies that for each vowel that is to be compared, we need
for each speaker several reliable vowel examples (measurements). Therefore we instructed
the speakers to speak with short sentences (in order to obtain a su±cient amount of vowel
examples) and to more or less repeat each other (in order to construct approximately equally
balanced vowel templates) 4. In order to ensure that only reliable measurements are used to
construct the vowel templates, we have contributed a formant frequency extraction algorithm
3We refer the reader to section D.2 for details.
4We note that in the experiments the involved conversations were rather arti¯cial due to the above men-
tioned reasons. However by extending our vowel template (increasing the number of vowels that can be
compared) or by extracting additional voice features the experiment conversations could gradually shift to-
wards more natural conversations.
86that consists of established methods in conjunction with a contributed method. To increase
the amount of vowel examples for the templates we contribute the expanding window LPC
analysis and the multi-segment formant extraction. In addition, aiming to increase the dis-
criminative power of the vowel templates, we contributed a re¯nement to the voice feature
estimation methods: the formant re-estimation procedures.
We believe that with the above described (potential) extensions for both hard- and software
we can equip the interface robot with a speaker tracking mechanism allowing for tracking
the speakers in more di±cult and elaborate scenarios.
6.2 Future Work
The presented ideas can be extended to more elaborate scenarios, where the audio cues are
used jointly with visual sensors. As an example, robot could use the audio signals to steer the
camera toward the current speaker. Alternatively, in limited closed areas, the audio feature
could help keep track of a person who disappears from robots ¯eld of view [13].
The tracking problem can be roughly divided into two sub-problems. Estimating the az-
imuth angle and estimating the formant frequencies. Both problems are approached in a
straight forward manner. In order to create a more robust tracking module, one can incor-
porate additional sub-modules that are closer to human auditory mechanisms. With respect
to tracking the azimuth angle one can incorporate a module that exploits information on
the precedence e®ect (PE). The PE is referred to as the observation that two sounds occur-
ring in rapid succession are perceived as a single auditory object localized near the leading
sound [37]. A substantial amount of our azimuth tracking results su®ered from noise arte-
facts caused by reverberation. We believe that we could suppress the in°uence of these noise
artefacts further by appropriate modelling of the TDOA data with respect to the PE.
During the experiments we noticed that the reverberation also has a considerable in°uence
on the formant frequency estimates. Since the input for the formant frequency extraction
algorithm is one-channel data, the channel choice is important. If one is estimating the
formant frequencies for the speaker that is closer to the left microphone than to the right
microphone pair, one should analyse the data coming from the left channel. Note that the
closer the sound source is to the microphone the less the in°uence of potential corruption
caused by various noise artefacts becomes. Therefore by appropriate switching between the
channels, the amount of corrupted input data for the formant frequency extraction algorithm
can be reduced.
Appropriate switching can be achieved by analysing the signals on interaural intensity di®er-
ences (IID) [45]. As mentioned in the ¯rst chapter the human auditory system ¯nds spatial
information (amongst other inferences) by acoustic shadowing. Note that if the sound source
is to the left side of the human listener, then the right ear receives auditory information
that is \shadowed" by the head. Therefore the human auditory system perceives a di®er-
ence in loudness. Inferences from this di®erence contribute to the ability to localize sound
sources. Note that a module that incorporates information based on IID is complementary
to the GCC method. With such a module one cannot determine a speci¯c direction (az-
imuth angle). However such a module could be a potential aid for making the appropriate
channel choice for the formant frequency extraction algorithm. The GCC occasionally fails
in estimating the correct TDOA (and therefore we obtain an incorrect azimuth angle) and
87thereby providing us with a (potential) incorrect channel choice. A complementary module
that incorporates IID based information allows for more robust channel choices.
In addition the azimuth tracking mechanism could also bene¯t from such a module. By
simply regarding the TDOA estimates that are not consistent with the IID information as
less reliable or even excluding them (as described in section 2.4.2) for further analysis.
The second sub-problem, formant frequency estimation is approached with straight forward
signal processing methods. Though in practice, we obtained acceptable results, it is highly
unlikely that this approach approximates the sophisticated human vowel detection and iden-
ti¯cation process. A more sophisticated method for speech recognition can be accomplished
with the use of dynamic Bayesian networks (DBNs) [67]. DBNs can be used to represent
complex stochastic processes. In the context of speech modelling, the DBNs provide us a
convenient method that maintain an explicit representation of the lips, tongue, jaw and other
speech articulators as they change over time. With such sophisticated modelling we can ex-
pect that the generated speech is more accurately modelled. Furthermore the DBNs are able
to model correlations among multiple acoustic features and thereby enabling us to extract
more robust voice features.
In order to distinguish speakers from each other on basis of speech utterances the formant
frequency extraction algorithm could be extended with the extraction of additional features.
An obvious choice would be extracting consonant based information (formant frequency es-
timation), a less obvious choice is extracting rhythm patterns from the speech [25]. These
rhythm patterns are based on silence cues and could complement the formant frequencies
patterns estimated from vowel and consonant utterances for speaker identi¯cation.
As stressed in earlier chapters each speaker produces unique sounding speech. Elaborat-
ing on the unique character of each speaker we believe that each speaker produces speech
from a unique vocabulary. We believe that typically each speaker uses a (di®erent) biased
set of words. These biased set of words will especially manifest in natural communication
between speakers. Therefore we believe that by incorporating probabilistic models with re-
spect to choice of words can improve the discriminative power of the speakers pro¯les. We
strongly note that such a module should be complementary of nature. By no means should
the speakers intrinsic vocabulary features solely form the basis for data association.
Finally, we feel that both sub-problems could bene¯t from the CASA research by exploit-
ing their localization models and sound source seperation models. Where the latter model
allows for scenarios where the speakers (occasionally) speak simultaneously. This issue be-
comes important whenever the tracking experiments gradually move towards more \real life\
scenarios5.
5Note that in our experiments we requested the speakers to speak in turns.
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Langevin Model
There are several models that describe the (typical) dynamics of a person moving in a
room [30]. The Langevin model can be used to represent the time-varying locations of a
speaker. The Langevin equations are commonly used in the research ¯eld physics and chem-
istry to describe dynamic processes with stochastic excitation forces [26] [63]. The Langevin
model is reasonably simple, but has been shown to work well in practice [64]. In the context
of the moving speaker, the velocity is prescribed as a random process, with properties ful¯ll-
ing the theoretical dynamic hypothesis. The source state is assumed to follow a ¯rst-order
Markov process speci¯ed by:
p(®tj®t¡1) = p(xtjxt¡1; _ xt)p(_ xtj_ xt¡1;it) £ p(ytjyt¡1; _ yt)p(_ ytj_ yt¡1;it)p(itjit¡1); (A.1)
where ®t denotes the source state at discrete time t and is de¯ned as: ®t
: = (xt; _ xt;yt; _ yt;it)
and where (xt;yt) and (_ xt; _ yt) denotes the source position in the Cartesian coordinate system
and velocity respectively. The variable it denotes whether the source is in motion (it = 1)
or stationary (it = 0). Thus, the Cartesian coordinates in the source motion model are
assumed to be independent. This is rather a strong assumption, but was found to work
well in practice [62]. The model that is used for the dynamics is based on that of source
subjected to excitation and frictional forces. When the source is in motion the excitation
force is assumed to be an i:i:d: zero-mean Gaussian random variable with variance ¾2
x. The
frictional force causes the motion to seize whenever the excitation force is removed. In the x
-coordinate the motion is given by:
xt = xt¡1 + ±T _ xt; (A.2)
_ xt = at _ xt¡1 + bt Fx; (A.3)
at = e¡¯x±T; (A.4)
bt = vx
q
1 ¡ a2
t; (A.5)
where Fx denotes the excitation force and is given by Fk » N(0;¾2
x), ±T denotes the discrete
time step separating two location estimates and is given by ±T = L=Fs with L being the
frame length in samples and Fs denoting the sampling frequency. The term vx denotes an
additional source velocity parameter and ¯x denotes the frictional force, the suggested values
for these parameters by [62] are ¾x = 5ms¡2, vx = 1ms¡1 and ¯x = 10s¡1. The dynamics
and parameters in the other Cartesian dimension is assumed to be identical.
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Likelihood Function For Particle
Filter
The uncertainty of the targets state is represented by M particles, as mentioned in section
2.2.4 the particles are hypotheses about the evolution of the targets state. Thus, the kth
particle consists of a hypothesis for the state sequence ®1:t;k, and an associated weight,
wt;k, consistent with the history of measurements: z1:t = 1;:::;t. Ideally, the particles are
sampled from the posterior. However, one is typically unable to draw the particles from
the posterior distribution (see also section 2.2.1). Therefore, the state sequence is extended
at each iteration, with the use of a proposal distribution: q(®tj®t¡1;zt). Typically, this
proposal distribution takes a convenient form, in the sense that each particle k is sampled
from a distribution that is based on only the hypothesis on the current state, giving:
®t;k » q(®t;kj®t¡1;k;zt): (B.1)
To compensate for the disparity between the proposal and posterior distribution the particle
weights are updated according to:
wt;k / wt¡1;k
p(ztj®t;k)p(®t;kj®t¡1;k)
q(®t;kj®t¡1;k;zt)
: (B.2)
Updating the particle weights according to equation(B.2) leads to a considerable computa-
tional load. Note that a trade-o® issue arises here. If one assumes that particles sampled from
such computational expensive proposals produce more accurate results compared to particles
sampled from relative simple proposals, then by sampling from such sophisticated proposals,
one can do with fewer particles. This will reduce the overall computational cost. Usually,
the choice for the proposal depends on the application/environment. However, the prior is
commonly used as the proposal, in order to simplify equation(B.2) considerably. Thus, with:
q(®t;kj®t¡1;k;zt) : = p(®t;kj®t¡1;k); (B.3)
equation(B.2) becomes:
wt;k / wt¡1;k p(ztj®t;k): (B.4)
Thus, we need to form the likelihood function p(ztj®t;k) in order to update the particle
weights.
90This paragraph discusses the likelihood function p(µzjµ®) = F(µzjµ®) that is used in
the experiments, and therefore considers the particles and measurements in the context of
azimuth angles. For a given source state ®, the aim is to develop a likelihood model based on
the TDOA measurements. The likelihood function should be chosen with respect to fact that
peaks in the localization function correspond to likely source locations. Furthermore, peak
positions may also have slight errors due to sensor calibration errors. Thus we assume that
one of the peaks in the localization function is caused by the true sound source corrupted by
some additive Gaussian noise. However, the likelihood function should also take notice of the
possibility that there occasionally is no peak in the localization function corresponding to
the true sound source (such as when the source is silent). Therefore we make an additional
assumption that occasionally none of the peaks in the localization function is caused by the
true sound source. With these assumptions we can form the Gaussian likelihood function:
F(µz;µ®) =
K X
p=1
qpN(µz(p)jµ®;¾2) + q0; (B.5)
where p = 1:::K corresponds to the potential source locations obtained from the localization
function f(µ;TDOA) and where qp (< 1) denotes the prior probability that location µz(p) is
the true source location. Without prior knowledge of the likely source locations, a typical
choice would be:
qp =
1 ¡ q0
K
; p = 1;:::;K; (B.6)
where q0 (< 1) denotes the prior probability that none of the potential locations is due to
the true source location. The peaks in the localization function are treated as being equally
likely with the Gaussian likelihood. One alternative is, treating larger peaks as more likely
to originate from the true sound source. However, one should be cautious in order not to
exclude or suppress the true sound source peak with this implicit weighting.
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Non-linear And Ill-posed
problems
In a famous paper by Jacques Hadamard published in 1902 discusses the notion of a well-
posed problem [28]. The same author argued in an earlier paper published in 1901 that
well-posed problems are physically important problems are both solvable and uniquely solv-
able. In the same paper he gave examples of problems that are not well posed and claimed
that they are not physically important.
Nowadays, the de¯nition of a well-posed problem is that it is uniquely solvable and is such
that the solution depends in a continuous way on the data. This in contrast to ill-posed
problems where the solution depends in a discontinuous way on the data. When the solution
becomes unstable then small changes in the data will have large e®ects on the estimate.
Thus, small errors such as rounding o® errors, measurement errors, or errors caused by noise
can cause large deviations. Today, the notion that ill-posed problems are not important is
not a broad shared view. In fact, [34] claims that any measurement, except the trivial ones,
gives rise to an inverse problem that is ill-posed.
De¯nition: Well-posed Problem Let H1 and H2 be two normed sets. Let T be some
linear operator from H1 to H2. Problem P: given T and y ²H2, ¯nd f ²H1 such that Tf = y
The problem P is well-posed if its solution:
- exists
- is unique
- is stable (jjf ¡ ftjj · Cjjy ¡ ytjj) - the solution depends continuously on the data
De¯nition: Ill-posed problem Problem P is ill-posed if its solution violates one of the
above requirements [12].
Inverse Map From TDOA Estimate To Azimuth Angle With Hadamards notion of
ill-posedness, many inverse problems exhibit such behaviour, as their results are sensitive to
noise in the data. Consider the inverse map from TDOA to azimuth: the received data may
originate from the \true" sound source, or by any of its \images" induced by the scattering
92surfaces 1. Thus, an ill-posed element is introduced, with the solution becoming multi-
valued 2. Furthermore, the third constraint is violated. Consider the following scenario:
suppose at time t our TDOA estimate is 0:4ms and our system con¯guration is as follows:
d = 2a = 30cm with cs = 342 m/s, where d denotes the distance between the microphones
and where cs denotes the sound wave propagation. From equation (2.2) we can write:
µ = arcsin
µ
¿c
2a
¶
(C.1)
With the above speci¯ed parameter settings, the measured azimuth angle µz becomes: 0:4735
(in radians). Suppose now that we have made an calibration error, with respect to the
distance parameter. In addition suppose that the actual distance between the microphones
is 27cm and suppose that our estimated TDOA corresponds to the true TDOA. Thus, we have
a calibration error of 10% and thus the actual azimuth angle becomes: 0:5313. Consequently,
the calibration error of 10% produced an error of 12:2080% with respect to our estimated
azimuth angle µz. The e®ect of the ill-posed nature of the inverse map increases with the
distance between the speaker and the microphone pair, as we can see from Fig. C.1.
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Figure C.1: Illustration Ill-posed nature Azimuth transform
In Fig. C.1 the circles represent the active speaker at di®erent locations. The dot on the
baseline represents the geometrical centre of the microphone pair. The thick and longer vec-
tor denotes the estimated azimuth direction. Where the thinner and shorter vector denotes
the actual azimuth direction. Despite the estimation error, the estimated azimuth direction
will still strike the speaker 3 as long as the distance between the speaker and microphone
pair remains rather small. However, if the active speaker will move backwards in the actual
azimuth direction, then up to some point, the estimated azimuth direction will not strike the
speaker.
No straight forward solutions exist in solving these inverse problems that exhibit ill-posed
behaviour. However, recent work in developing algorithms for these problems, include all
available a priori knowledge in the formulation [20]. The idea is that improved modelling, by
including a priori information, will suppress the potential sources causing ill-posed behaviour.
Returning to our inverse problem of estimating source location µ from TDOA estimates. We
attempted to suppress to e®ects of noise in the data, by including speci¯c speech extracted
information in our source localization algorithm. Therefore, we included vowel formant fre-
quencies information in the GCC method, aiming to reduce the typical multi-valued nature
of the solution (see also sections 2.1.4 and 5.1).
1As decribed in section 2.1.2
2Note, that the ¯rst constraint is violated.
3Note, that in order to establish a more natural human-robot interaction as mentioned in chapter 1, one
of our objectives is to turn the robots head towards the active speaker.
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Human Speech Production
Speech sounds production originates with vibration of the vocal cords or by constricting
the air °ow. The air forced from the lungs is submitted to a ¯ltering process in the vocal
tract, and ¯nally radiated through the lips or the nose. The principle parts of the vocal
tract consists are the larynx and vocal cords, pharynx, tongue, lips, teeth, nasal- and oral
cavity [17]. The oral cavity or mouth, is the part of the vocal tract that vary the most in
size and shape. This °exibility makes the oral cavity probably the most important single
part of the vocal tract. The °exibility is due to the adjustable nature of the organs that are
part of the oral cavity. The tongue can move its tip and edges independently. Furthermore,
the tongue can be moved forward and backward, up and down. In addition to the freely
movable tongue, adjusting the relative positions of the soft palate, the lips, the teeth and
cheeks, change the size and shape of the oral cavity and therefore its acoustics. The produced
sounds are radiated through the opening of the mouth, its size and shape are controlled by
the lips. When the radiated sound contains wavelengths that are rather large compared to
mouth opening, the radiation e±ciency is decreased. If the wavelengths approaches the size
of the opening, then the radiation e±ciency is increased. Thus the mouth radiates e®ectively
at higher frequencies, where a rise of 6 dB per octave is a good approximation of this e®ect.
D.1 Phonemes
One of the phenomenal abilities of the human sensing system is recognizing the sounds of
language. Humans can recognize over thirty phonemes per second. Although this number is
based on rate of 400 words per minute and assuming that in each word ¯ve phonemes are
present; still in normal conversation the ability is required to recognize ten to ¯fteen phonemes
per second. Phonemes, or the articulation of individual speech sounds, can be roughly divided
into two groups: vowels and consonants. Since vowel sounds are produced with the vocal
cords in vibration, they are referred to as always being voiced. Consonants sounds however,
are not always voiced. Despite the fact that consonants are more independent of language
and dialect compared to vowel sounds. Due to this property the consonant is a desirable
voice feature to extract, if one was to detect sounds of language without having a priori
knowledge of the language being spoken. However speech recognition tends to focus more
on vowel extracted information. Typically the production consonants involves very rapid,
sometimes subtle changes in sound. Therefore, the consonants are more di±cult to analyse
and describe acoustically compared to the vowel sounds. Phonemes classi¯ed as being vowel
sounds are more or less steady in duration. Furthermore, they are rich(er) of harmonics. This
94allows for more robust distinction between (coloured) noise and vowel sounds, compared to
distinguishing between (coloured) noise and consonants.
D.2 Prosodic Features Of Speech
Conveying meaning, emphasis and emotion without actually changing the phonemes are
called prosodic features. These acoustic patterns of prosodic features manifest in systematic
changes in duration, pitch, intensity, rhythm, accent and spectral patterns of individual
phonemes. Their importance, in the context of communicating information, is language
dependent. In general, prosodic features give an indication of the state of the speaker. For
example: by adding stress to speech (increasing the pitch and loudness of the voice) one
tends to indicate anger, whereas increasing the rate of speaking tends to indicate excitement.
If one stresses a voiced syllable, then this will give to a glottal source spectrum with an
increased high frequency content relative to the lower frequency content. Thus, stressed
vowels will contain higher magnitudes for the higher-frequency formants compared to the
lower-frequency formants, than unstressed vowels.
D.3 Pitch Extraction
In practice, extracting the pitch1 or fundamental frequency (f0) typically involves estimat-
ing the lowest frequency, or partial, that relates well to most of the other partials. If the
waveform is periodic, such as a vowel utterance, these partials are harmonically related 2.
Typically the frequency of the lowest partial of the waveform is referred to as the f0 [24].
There are di®erent theories on how the human auditory system perceives pitch. In general
the perception of pitch becomes more distinct whenever the relation between the partials
becomes more harmonic. A spectrum that is rich of harmonics tends to reinforce the percep-
tion of pitch. Various approaches are known for pitch extraction such as Cepstrum analysis,
component frequency ratios and by auditory modelling techniques [14]. A basic approach
in extracting the pitch from speech is to ¯nd the waveform that represents the change in
air pressure over time. From this waveform the f0 is estimated. Estimating the f0 in the
time-domain one attempts to ¯nd the period of the waveform (assuming that the waveform
is periodic). The period of the waveform is inversely related to the fundamental frequency.
Aiming to ¯nd the period of the waveform one can apply autocorrelation to the waveform.
At zero lag the correlation is maximum. If the waveform is periodic and the lag is shifted
towards half of the period of the waveform, then correlation reaches a minimum. If the lag
is further shifted to the length of one period the correlation reaches again a maximum. This
maximum (after the zero lag maximum) indicates the period of the waveform. Note that
problems arise whenever the waveform is quasi periodic and harmonically complex of nature
with the autocorrelation method. Typically the ¯rst (smaller) maximum does not correspond
to the period of the waveform.
1Here we use the terms pitch and fundamental frequency interchangeably despite the (subtle) di®erences
in psychoacoustical and physical meaning. Psycho-acousticians use the term pitch to denote the perceived
fundamental frequency of a sound (independent to whether or not this sound is actually present in the
waveform). For example speech that is transmitted through phone lines typically are band limited to approx-
imately 300 ¡ 3000Hz. Therefore the fundamental frequency of the waveform is at least 300Hz. However if
the transmitted waveform contains a typical male voice, then the perceived pitch will be lower than the f0
of 300Hz.
2Thus, the frequency of most of the partials are related to the f0 by a small whole-number ratio.
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