Let M (2,1) (N ) denotes the infimum of the size of the largest sum-free subset of any set of N positive integers. An old conjecture in additive combinatorics asserts that there are a constant c = c(2, 1) and a function ω(N ) → ∞ as N → ∞, such that cN + ω(N ) < M (2,1) (N ) < (c + ε)N for any ε > 0. The constant c(2, 1) is determined by Eberhard, Green, and Manners, while the existence of ω(N ) is still widely open.
Introduction
In 1965, Erdős asked the following question [9] . Given an arbitrary sequence A of N different positive integers, what is the size of the largest sum-free subsequence of A? By sum-free we mean that if x, y, z ∈ A, then x + y = z. Let M (2, 1) 
Using a beautiful probabilistic argument, Erdős showed that every N-element set A ⊆ N >0 contains a sum-free subset of size at least N/3, in other words, M (2,1) (N) ≥ N/3. It turns out that it is surprisingly hard to improve upon this bound. The result was later improved by Alon and Kleitman [2] , they showed that M (2, 1) (N) ≥ (N + 1)/3. Bourgain [5] , using an entirely different Fourier analytic argument, showed that M (2, 1) (N) ≥ (N + 2)/3, which is the best lower bound on M (2, 1) (N) to date. In particular, the following conjecture has been made in a series of papers, see [9, 5, 8, 25] for example. Conjecture 1. There is a function ω(N) → ∞ as N → ∞, such that M (2, 1) 
On the other hand, a recent breakthrough by Eberhard, Green, and Manners [8] proved that M (2, 1) (N) = (1/3 + o(1))N. More precisely, they showed that for every 2010 Mathematics Subject Classification. Primary 11B30; Secondary 05D10, 11K70. ε > 0, when N is large enough, there is a set A ⊆ N >0 of size N, such that every subset of A of size at least (ε + 1/3)N contains x, y, z with x + y = z. The result was later generalized by Eberhard [7] to k-sum-free. A set A is k-sum-free if for every y, x 1 , . . . , x k ∈ A, y = k i=1 x i . Eberhard proved that for every ε > 0, there is a set A ⊆ N >0 of size N, such that every subset of A of size at least (ε + 1/(k + 1))N contains a k-sum. For more background we refer to the survey [25] .
In this paper, we study the analogue of the Erdős sum-free set problem on the (k, ℓ)-sum free sets. Given two positive integers k, ℓ with k > ℓ, a set A is (k, ℓ)-sum free if for every x 1 , . . . , x k , y 1 , . . . , y ℓ ∈ A, k i=1 x k = ℓ j=1 y j . For example, using the notation of (k, ℓ)-sum free, sum-free is (2, 1)-sum free; k-sum-free is (k, 1)-sum free.
Let
where c > 0 is an absolute constant.
(iii) for every k, ℓ, we have M (k,ℓ) (N) = 1 k+ℓ + o(1) N.
The upper bound construction given by Eberhard, Green, and Manners [8] for the (2, 1)-sum free set actually works in a more general setting: the restricted (2, 1)-sumfree set. A set A is restricted (k, ℓ)-sum free if for every k distinct elements a 1 , . . . , a k in A, and ℓ distinct elements b 1 , . . . , b ℓ in A, we have k i=1 a i = ℓ j=1 b j . Let M (k,ℓ) (N) = inf A⊆N >0 |A|=N max S⊆A S is restricted (k,ℓ)−sum free |S|.
Clearly, we have that M (k,ℓ) (N) ≤ M (k,ℓ) (N). Our next theorem gives us an upper bound on M (k,ℓ) (N) when k ≤ 2ℓ + 1. Overview. The paper is organized as follows. In the next section, we provide some basic definitions and properties in additive combinatorics, harmonic analysis, and model theory (or more precisely, nonstandard analysis) used later in the proof. Theorem 1.1 (i) is proved by using the probabilistic argument introduced by Erdős, and some structural results for the (k, ℓ)-sum free open set on the torus. We will prove it in Section 3. Next, we consider Theorem 1.1 (ii). The special case for (3, 1)-sum free set is proved by Bourgain [5] , but his argument relies heavily on the fact that a certain term of the Fourier coefficient of the characteristic function is multiplicative, which is not true for the other (k, ℓ). Here we introduce a different and more involved sieve function, which can sieve out integers containing only small prime factors. We will discuss it in details in Section 4. In Sections 5 and 6, we prove Theorem 1.1 (iii). The proof goes by showing that the constructions given by Eberhard [7] for (k, 1)-sum free sets, the Følner sequence, is still the correct construction for the other (k, ℓ)-sum free sets. The new ingredients contain structural results for the large infinite (k, ℓ)-sum free sets, which can be viewed as a generalization of the Luczak-Schoen Theorem [18] . We will prove Theorem 1.2 in Section 7. In Section 8, we make some concluding remarks, and pose some open problems.
Preliminaries
We use standard definitions and notation in additive combinatorics as given in [24] . Throughout the paper, let p be a prime, and let m, n, N ranging over positive integers. Given a, b, N ∈ N and a < b, let [a, b] := [a, b] ∩ N, and let [N] := [1, N] . We use the standard Vinogradov notation. That is, f ≪ g means f = O(g), and f ≍ g if f ≪ g and f ≫ g.
Given A, B ⊆ Z, we write
When A = {x}, we simply write x + B := {x} + B and x · B := {x}B. Given A ⊆ Z, let kA := {a 1 + · · · + a k | a 1 , . . . , a k ∈ A}, for integer k ≥ 2. For example, 2 · N denotes the set of even natural numbers, while 2N denotes N + N which is still N. Using this notation, a set A is (k, ℓ)-sum free if kA ∩ ℓA = ∅. We also define the restricted sums. Let
where e(θ) = e 2πiθ . By Fourier Inversion, for every x ∈ Z,
Let µ : N >0 → C be the Möbius function. Recall that µ is supported on the square-free integers, and µ(n) = (−1) ω(n) when n is square-free, where ω(n) counts the number of distinct prime factors of n. By Inclusive-Exclusive Principle,
We also make use of the weak Littlewood conjecture. The Littlewood problem [13] is to ask that, what is
The strong Littlewood conjecture asserts that the minimum occurs when A is an arithmetic progression. The conjecture is still widely open. However, the weak Littlewood conjecture, I(N) ≫ log N, is resolved by McGehee, Pigno, and Smith [19] , and independently by Konyagin [15] . The analogues question in discrete setting is also well studied, we refer to [11, 21, 22] for the interested readers. In this paper, we use the following variant of the weak Littlewood conjecture proved by Bourgain [5] .
Theorem 2.1 ([5] ). Let Λ ⊆ N >0 be a finite set, and let P ≥ (log |Λ|) 100 . Let |a n |, |b n | ≤ 1 for all n ∈ N >0 . Then there exists c ∈ R >0 such that m∈Λ e imkx + m∈Λ n∈N 1 n (a n e imnx + b n e −imnx )
where N denotes set of positive integers m such that every prime factor of m is at least P .
Next, we give some basic definitions in nonstandard analysis which will be used later in the proof. For a more systematic accounts we refer to [3, 6] . Let S denote an infinite set. An ultrafilter U on S is a collection of subsets of S, such that the characteristic function ½ U : 2 S → {0, 1} is a finitely additive {0, 1}-valued probability measure on S. An ultrafilter is principal if it consists of all sets containing some element s ∈ S. Let βS denotes the collection of all ultrafilters. One can embed S into βS, by mapping x ∈ S to the principal ultrafilter generated by x. By Zorn's Lemma, βS \ S is non-empty.
Fix U ∈ βN \ N, and let M n be a structure for each n ∈ N. The ultraproduct n→U M n is a space consists of all ultralimits lim n→U x n of sequences x n defined in M n , with lim n→U x n = lim n→U y n if two sequences {x n } and {y n } agree on a set in U . Let * R := n→U R be the hyperreal field. Every finite hyperreal number ξ ∈ * R is infinitely close to a unique real number r ∈ R, called the standard part of ξ. In this case, we use the notation r = st(ξ). Given a sequence of finite non-empty sets F n , let µ n (X) = |X ∩ F n |/|F n | be the uniform probability measure. Let F = n→U F n be an ultraproduct. We define the Loeb measure [16] µ L on F to be the unique probability measure on the σalgebra generated by the Boolean algebra of internal subsets of F , such that when X = n→U X n is an internal subset of F , we have µ L (X) = st lim n→U µ n (X n ) .
(k, ℓ)-sum free open sets in the torus
Let T = R/Z be the 1-dimensional torus. In this section, we use µ H as the Haar probability measure on T.
Since A is (k, ℓ)-sum free, we have kA ∩ ℓA = ∅. In particular, µ H (kA) + µ H (ℓA) ≤ 1. By Kneser's inequality [14] ,
Next, we construct the largest (k, ℓ)-sum free open sets in T. When k − ℓ ≥ 2, our construction is asymmetric: this will help us to get a better lower bound on M (k,ℓ) (N). We will discuss it in details in the next section. 
Then Ω t is (k, ℓ)-sum free for every t.
Lemma 3.2 is easy to verify, and we omit the details here. When k = ℓ + 1, the following observation shows that all the possible (k, ℓ)-sum free open sets with maximum measure are symmetric. Thus one cannot apply the method used in the next section to improve the lower bound for the case k = ℓ + 1.
, and this implies that A is symmetric.
Using the argument by Erdős [9] , Lemma 3.2 is able to give us the following lower bound on the maximum (k, ℓ)-sum free subsets of any set of N integers, which proves Theorem 1.1 (i). Proposition 3.4. Let k, ℓ be positive integers and k > ℓ. Then for every A ⊆ N >0 of size N, A contains a (k, ℓ)-sum free subsets of size at least 1 k+ℓ N.
Proof. Let Ω t be as in Lemma 3.2, and let ½ Ω be the characteristic function of Ω in T. Thus by Fubini's Theorem,
Therefore, by Pigeonhole principle, there exists x ∈ T such that
finishes the proof.
Lower Bound when k − ℓ ≥ 2
Let k, ℓ be positive integers, and k − ℓ ≥ 2. Let I = {1, . . . , k − ℓ} be the index set. Set
Let M (A) be the size of the maximum (k, ℓ)-sum free subset of A. We have
since Ω t is (k, ℓ)-sum free for every t. Then
for every t ∈ I. We introduce the balanced function f t :
By Fourier inversion, when n > 0,
Hence, for every t ∈ I we have
.
Therefore, we get
Let p 1 < · · · < p s be all the prime factors of k − ℓ. Note that for every factor d of k − ℓ, we always have d ∈ I 1 . Observe that for every t 1 ,
, and m is a multiple of some p i .
< |I 1 |. Now we consider a system of linear equations L with |M| equations and |I 1 | variables
Since the rank of the system of linear equations is less than the number of variables, there are λ 1 , . . . , λ ⌊(k−ℓ)/2⌋ ∈ R, such that |λ t | ≤ 1 for every t ∈ I 2 , not all λ t are 0, and In either case, let Ψ(n) = β(n) sin( nπ k+ℓ ), and set R G := (k − ℓ)(k + ℓ). Thus Ψ ∞ ≤ 1, and Ψ is a periodic function with period R G since k + ℓ ≡ k − ℓ (mod 2). Next we are going to construct the sieve function, which is a crucial ingredient of our argument. Let R be either R F or R G , and let S = {1, . . . , R − 1}. For every k ∈ S, let a 1 = 1, and a k ∈ N >0 be the smallest prime p such that p ≡ k −1 (mod R) and gcd(p, R) = 1. If such a k does not exist (when gcd(k, R) > 1), we just simply define a k = ∞. Let Q be the product of all finite a k , and let q be a prime such that gcd(q, Q) = 1 and q ≡ Q −1 (mod R). Let M be the set containing the square-free integers generated by all the finite a k and q. For every
Let P be a prime, and P ∼ (log N) 100 . Let µ be the Möbius function.
We are now going to analyze the property of F and G. The computation contains three steps. In the first step, we sieve out integers which do not contain (Qq) φ(R)−2 as a factor, where φ is the Euler totient function. In step two, we sieve out integers containing prime factors from M with multiplicity at least φ(R) − 1. Now, we may still have some integers containing only small prime factors, all of which have the form u(qQ) φ(R)−2 , and gcd(u, qQ) = 1. In the final step, we sieve out integers containing small prime factors which are coprime with qQR. Note that for integers of the form u(qQ) φ(R)−2 , we may have u ≡ 1 (mod R), which will spoil the computation. In order to fix this, for each u with gcd(u, R) = 1, we pair with an integer a u R . An important fact is, all the remaining integers of the form u(qQ) φ(R)−2 are divisible by some ua u R except for the first term (qQ) φ(R)−2 , and this is the reason why we cannot simply apply step three without the first two steps. Now, except for the term (qQ) φ(R)−2 , all the remaining integers either containing at least one large prime factor, or only containing prime factors which are also factors of R.
Note that in the computation, we actually require that φ(R) − 2 ≥ 1, which is not always true when R F or R G is small. In that case, we just simply let R = R j F for some positive integer j such that φ(R) is large, and all the computations still work. Hence, we may assume φ(R F ) and φ(R G ) are not small for convenience.
More precisely, let R = R F , for F (x) we have the following.
Equality (4) follows from the fact that k φ(R)−1 ≡ 1 (mod R), and equality (5) follows from the basic property of the Möbius function. The set N ′ in (6) satisfies the property that for every n ∈ N ′ and every square-free t | P ! such that gcd(t, RQq) = 1, if t | n, we also have a t R | n. Equality (7) follows from a 1 = 1, and N denotes the set of integers n > (qQ) φ(R)−2 such that either all the prime factors of n are at least P , or the only prime factors of n that smaller than P are the prime factors of R.
Since R = R F = k+ℓ gcd(k+ℓ,k−ℓ) is prime, and Φ(n) = 0 when R | n. Thus we can let N = {n : ∀p | n, if p = 1, then p > P }.
and (7) still holds. We now use the similar argument on G(x). Let R = R G , and we define Q ′ , q ′ and M G in a similar way as we did for F (x). We have
where N G denotes the set of integers n > (q ′ Q ′ ) φ(R)−2 , such that either all the prime factors of n are at least P , or the only prime factors of n that smaller than P are the prime factors of R. Since R G = (k + ℓ)(k − ℓ), and by the assumption, all the prime factors of k + ℓ are also the prime factors of k − ℓ, and the fact that for every prime t | k − ℓ, Ψ(m) = 0 whenever t | m, we can conclude that if we let N G = N , (8) still holds.
Let K = ηξ gcd(η,ξ) . Now we apply Theorem 2.1 to bound the exponential sums. Therefore,
By Merterns' estimates we get
Hence there is t ∈ I such that m∈A f t (mx) L 1 (T) ≫ log N log log N . Note that for every t ∈ I, 
Together with (1) and (2), we get
and this proves Theorem 1.1 (ii).
Structures of the infinite (k, ℓ)-sum free sets
Given A ⊆ N >0 , the upper density of A is
We also define the upper density on multiples of A by
In this section, we will prove the following theorem.
Theorem 5.1. Suppose A ⊆ N >0 , and A is (k, ℓ)-sum free. Then d(A) ≤ 1 k+ℓ . For this, we will need three lemmas. The first lemma says that if a (k, ℓ)-sum free set A contains a certain long arithmetic progression, then the upper density of A is bounded.
Proof. Since s ∈ ℓA − (k − 1)A and A is (k, ℓ)-sum free, we have s / ∈ A. We will only consider s ≤ x, and the case when s ≥ x + m follows from the same proof. Since
Set a 0 = b 0 = 0. Given integers 1 ≤ u ≤ k − 1 and 2 ≤ v ≤ ℓ, let
} be the collection of all C(u) and D(v). Otherwise, we will get kA ∩ ℓA = ∅, contradicts that A is (k, ℓ)-sum free. Let u 1 , u 2 ∈ [k] and u 1 < u 2 . Suppose that C(u 1 ) ∩ C(u 2 ) = ∅. Then there exist y 1 ∈ B and y 2 ∈ A, such that
Then
Since y 1 ∈ B, thus there is r ∈ [m] such that y 1 + rd ∈ A. This implies s 0 + rd ∈ ℓA − (k − 1)A, contradicts (9) .
Similarly, there exist y 1 ∈ A and y 2 ∈ B, such that
Observe y 2 ∈ B implies that there is r ∈ [m], such that y 2 + rd ∈ A. Hence s 0 + rd ∈ ℓA − (k − 1)A, which contradicts (9).
By Claim 1, we obtain On the other hand, let N (t) = A \ B + td for every t ∈ [m], and let 
Finally, we assume that there are c 1 , c 2 ∈ A, u ∈ [m] such that
Thus, by Claim 2, we get
Together with (10) , this finishes the proof.
The next lemma is a finite version of the Szemerédi Theorem [23] , and we will use it to find the arithmetic progression in Lemma 5.2. Our final lemma says that a (k, ℓ)-sum free set A with large upper density should be periodic. This structural result can be viewed as a generalization of the Luczak-Schoen Theorem [18] .
Lemma 5.4. Let ε > 0. Then there is D > 0 such that the following holds. Let A ⊆ N >0 be a (k, ℓ)-sum free set, and d(A) > 1 k+ℓ + ε. Then A is contained in a periodic (k, ℓ)-sum free set with period D.
Proof. We pick m ∈ N >0 such that (11) m
Let L = L(ε, m) be as in Lemma 5.3. Let D = L!. Suppose the lemma fails. Let C ⊆ N >0 be a periodic set with period D, consists of all positive integers in every coset a + D · Z for a ∈ A. Thus C is not (k, ℓ)-sum free. This means, there are a 1 , . . . , a ℓ and b 1 , . . . , b k in C such that ℓ i=1 a i = k j=1 b j . Let P be the "(k, ℓ)-sum free" part of C. That is,
Let F be the collection of all M(u) and N (v). Otherwise there are p 1 , p 2 ∈ P , such that
The case that N (v 1 ) ∩ N (v 2 ) = ∅ can be proved in the same way. Thus, there exist p 1 , p 2 ∈ P , such that
This implies
By Claim 3, we obtain that d(P ) ≤ 1 k+ℓ . This means, d(A\P ) ≥ ε. By Lemma 5.3, A \ P contains a progression x + d · [m], and d < L. By the way we construct P , there are s 1 , . . . , s ℓ and t 1 , . . . , t k−1 in C such that
Hence there are e 1 , . . . , e ℓ and f 1 , . . . , f k−1 in A, such that for every i ∈ [ℓ] and j ∈ [k −1], we have that e i ∈ s i +D ·Z, and f j ∈ t j +D ·Z. Let s = ℓ i=1 e i − k−1 j=1 f j , thus s ∈ ℓA − (k − 1)A, and s ∈ x + D · Z. Since d | D, we have s ∈ x + d · Z. By Lemma 5.2, we have that
, and this contradicts (11) . 
Upper bound constructions
Recall a Følner sequence in (N, ·) is any sequence Φ : m → Φ m of finite non-empty subsets of N, such that for every a ∈ N,
Følner sequence has been used as some good constructions in many additive combinatorics problems, see [20, 4] for example. In this section, we will show that the sets in Følner sequence will never have large (k, ℓ)-sum free subsets. In fact, we will prove the following theorem. Proof of Claim 4. Note that x → ax sends internal sets to internal sets, thus it is Σ-measurable. For every X ⊆ Z, since
as m → ∞, it preserves the Loeb measure µ L . Now we are able to apply the probabilistic argument used in the proof of Proposition 3.1 on the set φ. For every x ∈ * Z, let A x := {a ∈ N | ax ∈ φ}. Thus A x is (k, ℓ)-sum free. By Claim 4, d(A x ) is Σ-measurable on x. Suppose x is chosen uniformly at random with respect to the measure µ L . By Fatou's Lemma,
By Claim 4, we have
Thus by Pigeonhole Principle, there exists a set A x ⊆ N for some x ∈ * Z such that d(A x ) ≥ δ.
Restricted (k, ℓ)-sum free sets
In this section, we prove Theorem 1.2. Since restricted (k, ℓ)-sum free can be expressed by first order formula, once we prove the conclusion in Theorem 5.1 also works for restricted (k, ℓ)-sum free sets, Theorem 1.2 follows by using the same proof in Theorem 6.1. We first consider the analogue of Lemma 5.2 for restricted (k, ℓ)-sum free sets. The similar argument also works here, with a different and more involved constructions of sets C(u), D(v), and N (t), and a more careful analysis. These new constructions will lead a different structure for the large infinite restricted (k, ℓ)-sum free sets in Lemma 7.2, compared to the non-restricted setting. Lemma 7.1. Let k, ℓ be positive integers, and ℓ < k ≤ 2ℓ + 1. Suppose A ⊆ N >0 be a restricted (k, ℓ)-sum free set. Define W ⊆ N >0 , satisfies that for every w ∈ W , there are ℓ distinct elements y 1 , . . . , y ℓ ∈ A, and k − 1 distinct elements z 1 , . . . , z k−1 ∈ A, such that w = z i for i ∈ [k −1], and w = ℓ j=1 y j − k−1 i=1 z i . Let x, s, d, m be integers, such that s ∈ W , m > k + ℓ, x + d · [m] ⊆ A, and s is in the coset x + d · Z. Then
Proof. s ∈ W implies that s / ∈ A since A is restricted (k, ℓ)-sum free. We only consider the case when s < x. Since A ∩ W = ∅, there is s 0 ∈ x + d · Z such that s 0 ∈ W and (s 0 + d · [m]) ∩ W = ∅. Thus there are ℓ distinct elements a 1 , . . . , a l ∈ A, and k − 1 distinct elements b 1 , . . . , b k−1 ∈ A, s 0 = b j for every j ∈ [k − 1], and 
Observe that
. Then
By taking x ′ ∈ x+d·[0, m−r], then both x ′ and x ′ +rd are in A. 
Let F consists of all C(u) and D(v), then Claim 1 still holds. In fact, suppose there are u 1 , u 2 ∈ [k], u 1 < u 2 such that C(u 1 ) ∩ C(u 2 ) = ∅ (the case when D(v 1 ) ∩ D(v 2 ) = ∅ is simpler). Then there exist y 1 ∈ B ′ , y 2 ∈ A ′ such that
Let e 0 = 0, and e 1 , . . . , e u 2 −u 1 −1 ∈ E if u 2 > u 1 + 1. If u 2 ≤ ℓ, we have
If u 1 ≥ ℓ + 1, we get
If u 1 ≤ ℓ, u 2 ≥ ℓ + 1, and u 2 − u 1 + 1 ≤ ℓ,
If u 1 ≤ ℓ, u 2 ≥ ℓ + 1, and u 2 − u 1 ≥ ℓ. Let e 0 = 0, e 1 , . . . , e ℓ−1 ∈ E if ℓ > 1. Thus
In any case, since y 1 ∈ B, by (12), (13) , and (14), there is r ∈ [m ′ ] such that s 0 + rd ∈ W , which contradicts the assumption of s 0 . Therefore,
We also modify the construction of N (t) in a similar way. For every t ∈ [m ′ ], let N (t) = A ′ \B+td. Let e 0 = 0, and e 1 , . . . ,
Then by using the similar argument, it is easy to see that Claim 2 still holds. We omit the details here. We have
. Together with (15), finishes the proof.
Next, we consider the analogue of Lemma 5.4 for restricted (k, ℓ)-sum free sets. The structure here is slightly different from the (k, ℓ)-sum free sets. Lemma 7.2. Let ε > 0 and let k, ℓ be positive integers with ℓ < k ≤ 2ℓ + 1. Then there is D > 0 such that the following holds. Let A ⊆ N >0 be a restricted (k, ℓ)-sum free set, and d(A) > 1 k+ℓ + ε. Then after removing at most D(2k + ℓ) elements from A, it is contained in a periodic restricted (k, ℓ)-sum free set with period D.
Proof. We pick m > k + ℓ such that
Let L = L(ε, m) be as in Lemma 5.3, and let D = L!. We consider the partition of N into cosets:
x + D · N.
For every
Next, we are going to show that A ′ is contained in a periodic restricted (k, ℓ)-sum free set with period D. Suppose this is not the case. Let
Thus C is not restricted (k, ℓ)-sum free. This means, there are ℓ distinct elements a 1 , . . . , a ℓ ∈ C and k distinct elements b 1 , . . . , b k ∈ C, such that ℓ i=1 a i = k j=1 b j . Let P be the "(k, ℓ)-sum free" part of C, that for every w ∈ P , every k − 1 distinct elements y 1 , . . . , y k−1 ∈ C \ {w}, and every ℓ distinct elements z 1 , . . . , z ℓ ∈ C, we have w + k−1 i=1 y i = ℓ j=1 z j . Let e 0 = 0, and let E consists of k − 1 distinct elements e 1 , . . . , e k−1 ∈ C, such that E is disjoint from {a i } ℓ i=1 and {b j } k j=1 . 
Let F be the collection of all M(u) and N (v). Then elements in F are pairwise disjoint. Otherwise, suppose there are
. Thus, there are y 1 , y 2 ∈ P ′ , such that
If u 1 ≥ ℓ + 1, we have
If u 1 ≤ ℓ, u 2 ≥ ℓ + 1, and ℓ ≥ u 2 − u 1 , we get
If u 1 ≤ ℓ, u 2 ≥ ℓ + 1, and ℓ < u 2 − u 1 . Let e 1 , . . . , e ℓ−1 ∈ E if ℓ > 1, we get
In any case, we get a contradiction with the assumption of P ′ and the fact that y 2 ∈ P ′ . Therefore, d(P ) ≤ 1 k + ℓ , since d(P ′ ) = d(P ). This means, d(A ′ \ P ) ≥ ε. By Lemma 5.3, A ′ \ P contains a progression x + d · [m], and d < L. By the way we construct P , there are ℓ distinct elements s 1 , . . . , s ℓ ∈ C and k − 1 distinct elements t 1 , . . . , t k−1 in C \ {x + m} such that
By the way we construct A ′ , for every r ∈ [D], if |A ′ ∩ N r | > 0, then |A ′ ∩ N r | ≥ 2k + ℓ. Thus, there are ℓ distinct elements α 1 , . . . , α ℓ ∈ A ′ and k − 1 distinct elements β 1 , . . . , β k−1 ∈ A ′ , such that for every i ∈ [ℓ] and j ∈ [k − 1], we have that α i ∈ s i + D · Z, and β j ∈ t j + D · Z. Let s = ℓ i=1 α i − k−1 j=1 β j . Note that |A ′ ∩ N r | ≥ 2k + ℓ also implies that there is r ′ ∈ [ℓ], and M ⊆ N >0 , |M| ≥ k, such that
Thus if s ∩ {β j } k−1 j=1 = ∅, then by changing α r ′ by α r ′ + nD for some n ∈ M, one can make s + nD ∩ {β j } k−1 j=1 = ∅. Since d | D, we have s ∈ x + d · Z. By Lemma 5.2, we have that d(A) ≤ m − 2 (k + ℓ)(m − k − ℓ) + 2(k + ℓ − 2) , and this contradicts (16) .
Let A be a restricted (k, ℓ)-sum free set, and let A ′ be a subset of A obtained by removing finitely many elements from A. Observe that, if A ′ is contained in a periodic restricted (k, ℓ)-sum free set, then A cannot contain a multiple of every natural number. Thus, using the same proof in Theorem 5.1, we conclude that d(A) ≤ 1 k+ℓ if A is restricted (k, ℓ)-sum free.
Concluding Remarks
In this paper, we study M (k,ℓ) (N) and M (k,ℓ) (N). In particular, we prove that Conjecture 2 is true for infinitely many (k, ℓ). While solving Conjecture 2 might not be a realistic target at the moment, the following conjecture for the case when k − ℓ ≥ 2 might be feasible. A (k, ℓ)-sum free set is a set forbidding a linear equation ℓ i=1 x i = k j=1 y j . Another interesting direction is to consider the analogue problem on sets forbidding a system of linear equations. One of the most interesting problems along this line might be forbidding the projective cubes. Given a multiset S = {s 1 , . . . , s d }, a d-dimensional projective cube generated by S is
A set is d -free if it does not contain any d-dimensional projective cubes as its subsets. Extremal properties of projective cubes have a vast literature, see e.g. [1, 10, 12, 17] . The problem on forbidding d-dimensional projective cubes can be viewed as a generalization of sum-free sets in another direction, since a sum-free set is also a 2 -free set. Thus, the following problem is worthwhile to pursue. 
