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Abstract
This paper considers the problem of robot motion planning in a
workspace with obstacles for systems with uncertain 2nd-order dynam-
ics. In particular, we combine closed form potential-based feedback
controllers with adaptive control techniques to guarantee the collision-
free robot navigation to a predefined goal while compensating for the
dynamic model uncertainties. We base our findings on sphere world-
based configuration spaces, but extend our results to arbitrary star-
shaped environments by using previous results on configuration space
transformations. Moreover, we propose an algorithm for extending
the control scheme to decentralized multi-robot systems. Finally, ex-
tensive simulation results verify the theoretical findings.
1 Introduction
Motion planning and specifically robotic navigation in obstacle-cluttered en-
vironments is a fundamental problem in the field of robotics [1]. Several
techniques have been developed in the related literature, such as discretiza-
tion of the continuous space and employment of discrete algorithms (e.g.,
Dijkstra, A⋆), probabilistic roadmaps, sampling-based motion planning, and
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feedback-based motion planning [2]. The latter, which is the focus of the
current paper, offers closed-form analytic solutions by usually evaluating ap-
propriately designed artificial potential fields, avoiding thus the potential
complexity of workspace discretization and the respective algorithms. At the
same time, feedback-based methods provide a solution to the control aspect
of the motion planning problem, i.e., the correctness based on the solution
of the closed-loop differential equation that describes the robot model.
Early works on feedback-based motion planning established the Koditschek-
Rimon navigation function (KRNF) [3, 4], where, through gain tuning, the
robot converges safely to its goal from almost all initial conditions (in the
sense of a measure-zero set). KRNFs were extended to more general workspaces
and adaptive gain controllers [5], to multi-robot systems [6–9], and more re-
cently, to convex potential and obstacles [10]. The idea of gain tuning has
been also employed to an alternative KRNF in [11]. Tuning-free constructions
of artificial potential fields have also been developed in the related literature;
[12] tackles nonholonomic multi-robot systems, and in [13,14] harmonic func-
tions, also used in [15], are combined with adaptive controllers to achieve
almost global safe navigation. A transformation of arbitrarily shaped worlds
to points worlds, which facilitates the motion planning problem, is also con-
sidered in [13,14] and in [16] for multi-robot systems. The recent works [13],
[17] guarantee also safe navigation in predefined time.
Barrier functions for multi-robot collision avoidance are employed in [18]
and optimization-based techniques via model predictive control (MPC) can
be found in [19–22]; [23] and [24] propose reciprocal collision obstacle by local
decision making for the desired velocity of the robot(s). Ellipsoidal obstacles
are tackled in [25] and [26] extends a given potential field to 2nd-order sys-
tems. A similar idea is used in [27], where the effects of an unknown drift
term in the dynamics are examined. Workspace decomposition methodolo-
gies with hybrid controllers are employed in [28], [29], and [30], and [31]
employs a contraction-based methodology that can also tackle the case of
moving obstacles.
A common assumption that most of the aforementioned works consider
is the simplified robot dynamics, i.e., single integrators/unicycle kinematics,
without taking into account any robot dynamic parameters. Hence, indi-
rectly, the schemes depend on an embedded internal system that converts
the desired velocity signal to the actual robot actuation command. The
above imply that the actual robot trajectory might deviate from the desired
one, jeopardizing its safety and possibly resulting in collisions. Second-order
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realistic robot models are considered in MPC-schemes, like [19–21], which
might, however, result in computationally expensive solutions. Moreover,
regarding model uncertainties, a global upper bound is required, which is
used to enlarge the obstacle boundaries and might yield infeasible solutions.
A 2nd-order model is considered in [25], [26], without, however, consider-
ing any unknown dynamic terms. The works [6, 32–34] consider simplified
2nd-order systems with known dynamic terms (and in particular, inertia
and gravitational terms that are assumed to be successfully compensated);
[27] guarantees the asymptotic stability of 2nd-order systems with a class
of unknown drift terms to the critical points of a given potential function.
However, there is no characterization of the region of attraction of the goal.
Adaptive control for constant unknown parameters is employed in [35], where
a swarm of robots is controlled to move inside a desired region.
In this paper, we consider the robot navigation in an obstacle-cluttered
environment under 2nd-order uncertain robot dynamics, in terms of unknown
mass and friction/drag terms. Our main contribution lies in the design of a
novel 2nd-order smooth navigation function as well as an adaptive control law
that guarantees the safe navigation of the robot from almost all initial condi-
tions. We also show how the proposed scheme can be applied to star-worlds,
i.e., workspaces with star-shaped obstacles [4], as well as to decentralized
multi-robot navigation. Adaptive control for multi-robot coordination was
also employed in our previous works [8, 36]. The results in [8], however, are
only existential, since we do not provide an explicit potential function that
satisfies the desired properties, while [36] focuses on the multi-agent ellip-
soidal collision avoidance, without guaranteeing achievement of the primary
task.
The rest of the paper is organized as follows. Section 2 provides the
notation used throughout the paper. Section 3 describes the tackled problem
and Section 4 provides the main results. Sections 5 and 6 extend the proposed
scheme to star worlds and multi-agent frameworks, respectively. Finally,
simulation studies are given in Section 7 and Section 8 concludes the paper.
2 Notation
The set of natural and real numbers is denoted by N, and R, respectively,
and Rn≥0, R
n
>0, n ∈ N, are the n-dimensional sets of nonnegative and positive
real numbers, respectively. The notation ‖x‖ implies the Euclidean norm of a
3
vector x ∈ Rn. The identity matrix is denoted by In ∈ Rn×n, the n×mmatrix
of zeros by 0n×m and the n-dimensional zero vector by 0n. The gradient and
Hessian of a function f : Rn → R are denoted by ∇xf(x) := ∂f(x)∂x ∈ Rn and∇2xf(x) ∈ Rn×n, respectively.
3 Problem Statement
Consider a spherical robot operating in a bounded workspace W, character-
ized by its position vector x ∈ Rn, n ∈ {2, 3} and radius r > 0, and subject
to the dynamics:
x˙ = v (1a)
mv˙ + f(x, v) +mg = u, (1b)
where m > 0 is the unknown mass, g ∈ Rn is the constant gravity vector,
u ∈ Rn is the input vector, and f : R2n → Rn is an unknown friction-like
function, satisfying the following assumption:
Assumption 1 The function f : R2n → Rn is analytic and satisfies
‖f(x, v)‖ ≤ α‖v‖, (2)
∀x, v ∈ R2n, where α ∈ R≥0 is an unknown constant.
The aforementioned assumption is inspired by standard friction-like terms,
which can be approximated by continuously differentiable velocity functions
[37]. Constant unknown friction terms could be also included in the dy-
namics (e.g., incorporated in the constant gravity vector). Note also that
‖f(x, v)‖ ≤ α‖v‖ implies f(x, 0n) = 0n, and ∂f(x,v)∂x
∣∣∣
v=0n
= 0n×n. The
workspace is assumed to be an open ball centered at the origin
W := {q ∈ Rn : ‖q‖ < rW}, (3)
where rW > 0 is the workspace radius. The workspace containsM ∈ N closed
sets Oj, j ∈ J := {1, . . . ,M}, corresponding to obstacles. Each obstacle is
a closed ball centered at cj ∈ R3, with radius roj > 0, i.e., Oj := {q ∈ W :
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‖q − cj‖ ≤ roj}, ∀j ∈ J . The analysis that follows will be based on the
transformed workspace:
W¯ := {q ∈ Rn : ‖q‖ < r¯W := rW − r}, (4)
and set of obstacles O¯j := {q ∈ W : ‖q − cj‖ ≤ r¯oj := roj + r}, ∀j ∈ J ,
where the robot is reduced to the point x. The free space is defined as
F := W¯\
⋃
j∈J
O¯j , (5)
also known as a sphere world [3]. We consider the following common feasi-
bility assumption [3, 17] for F :
Assumption 2 The workspace W and the obstacles Oj satisfy ‖ci − cj‖ >
roi + roj + 2r and rW − ‖cj‖ > roj + 2r, ∀i, j ∈ J , i 6= j.
Assumption 2 implies that we can find some r¯ > 0 such that
‖ci − cj‖ > roi + roj + 2r + 2r¯, ∀i, j ∈ J , i 6= j, (6a)
rW − ‖cj‖ > roj + 2r + 2r¯, ∀j ∈ J (6b)
This paper treats the problem of navigating the robot to a destination xd
while avoiding the obstacles and the workspace boundary, formally stated as
follows:
Problem 1 Consider a robot subject to the uncertain dynamics (1), operat-
ing in the aforementioned sphere world, with (x(t0), v(t0)) ∈ F × Rn. Given
a destination xd ∈ F , design a control protocol u such that
x(t) ∈ F , t ≥ t0
lim
t→∞
(x(t), v(t)) = (xd, 0n)
4 Main Results
We provide in this section our methodology for solving Problem 1. Define
first the set J¯ := {0} ∪ J as well as the distances dj : F → R≥0, j ∈ J¯ ,
with dj(x) := ‖x − cj‖2 − r¯2oj , ∀j ∈ J , and d0(x) := r¯2W − ‖x‖2. Note that,
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by keeping dj(x) > 0, d0(x) > 0, we guarantee that x ∈ F1. We also define
the constant
r¯d := min
{
r¯2W − ‖xd‖2,min
j∈J
{dj(xd)}
}
(7)
as the minimum distance of the goal to the obstacles/workspace boundary.
We introduce next the notion of the 2nd-order navigation function:
Definition 1 A 2nd-order navigation function is a function φ : F → R≥0 of
the form
φ(x) := k1‖x− xd‖2 + k2
∑
j∈J¯
β(dj(x)),
where β : R>0 → R≥0 is a (at least) twice contin. differentiable function and
k1, k2 are positive constants, with the followings properties:
1. β((0, τ ]) is strictly decreasing, limz→0 β(z) = ∞, and β(z) = β(τ),
∀z ≥ τ , j ∈ J¯ , for some τ > 0,
2. φ(x) has a global minimum at x = xd ∈ int(F) where φ(xd) = 0,
3. if β ′(dk(x)) 6= 0 and β ′′(dk(x)) 6= 0 for some k ∈ J¯ , then β ′(dj(x)) =
β ′′(dj(x)) = 0, for all j ∈ J¯ \{k}.
4. The function β˜ : (0, τ) → R≥0, with β˜(z) := β ′′(z)z
√
z is strictly de-
creasing.
By using the first property we will guarantee that, by keeping β(dj(x))
bounded, there are no collisions with the obstacles or the free space boundary.
Property 2 will be used for the asymptotic stability of the desired point
x = xd. Property 3 places the rest of the critical points of φ (which are
proven to be saddle points) close to the obstacles, and the last property is
used to guarantee that these are non-degenerate. An example for β that
satisfies properties 1) and 4), is
β(z) :=
{
(6z5 − 15z4 + 10z3)−1, z ≤ 1
1, z ≥ 1, (8)
1A safety margin can also be included, which needs, however, to be incorporated in the
constant r¯ of (6).
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Note that β is essentially a reciprocal barrier function [18]. We prove next
that, by appropriately choosing τ , only one β(dj(x)), j ∈ J¯ affects the
robotic agent for each x ∈ F , and furthermore that β ′(dj(xd)) = β ′′(dj(xd)) =
0. Hence, properties 2) and 3) of Def. 1 are satisfied.
Proposition 1 By choosing τ as τ ∈ (0,min{r¯2, r¯d}), where r¯, r¯d were in-
troduced in (6) and (7), respectively, we guarantee that at each x ∈ F there
is no more than one j ∈ J¯ such that dj ≤ τ , implying that β ′(dj(x)) and
β ′′(dj(x)) are non-zero.
Proof Assume that dj(x) ≤ τ for some j ∈ J , x ∈ F . Then, in view of
(6), it holds that
‖x− cj‖2 < r¯2 + r¯2oj ⇒ ‖x− cj‖ < r¯ + r¯oj = r¯ + r + roj < ‖cj − ck‖
∀k ∈ J \{j}, and hence
‖x− ck‖ = ‖x− cj + cj − ck‖ ≥ ‖cj − ck‖ − ‖x− cj‖ > rok + r + r¯ ⇒
‖x− ck‖2 > (rok + r + r¯)2 > (rok + r)2 + r¯2,
implying dk(x) > r¯
2 > τ , ∀k ∈ J \{j}. Moreover, in view of (6), it holds
that
‖x‖ ≤ ‖x− cj‖+ ‖cj‖ ± rW ⇒
‖x‖ < rW − r − r¯ ⇒ (rW − r)2 ≥ (‖x‖ + r¯)2 ⇒
r¯2W ≥ ‖x‖2 + r¯2 ⇒ r¯2W − ‖x‖2 > r¯2,
and hence do(x) > τ . Similarly, we conclude by contradiction that do(x) ≤
τ ⇒ dj > τ , ∀j ∈ J .
Moreover, it holds for the desired equilibrium that
x = xd ⇔ dj(x) = ‖xd − cj‖2 − r¯2j ≥ r¯d > τ,
and
x = xd ⇔ d0(x) = r¯2W − ‖xd‖2 ≥ r¯d > τ,
and hence β ′(dj(xd)) = β
′′(dj(xd)) = 0, ∀j ∈ J¯ .
Intuitively, the obstacles and the workspace boundary have a local region
of influence defined by the constant τ , which will play a significant role in
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determining the stability of the overall scheme later. This robot interaction
with only one obstacle at a time has also been demonstrated in the feed-
back control-based related literature, e.g., [5, 10, 17, 28, 38], which deals with
simplified single-integrator models, as well as in the more discrete decision
making bug algorithms [1], which involve circumnavigation of obstacles and
can handle in general complex unknown environments.
The expressions for the gradient and the Hessian of φ, which will be
needed later, are the following:
∇xφ(x) =2k1(x− xd) + 2k2
∑
j∈J
β′(dj)(x− cj)− 2k2β′(d0)x (9a)
∇2xφ(x) =2
k1 − k2β′(d0) + k2∑
j∈J
β′(dj)
 In − 2k2β′′(d0)xx⊤+
2k2
∑
j∈J
β′′(dj)(x− cj)(x− cj)⊤. (9b)
Given the aforementioned definitions, we design a reference signal vd : F →
R
n for the robot velocity v as
vd(x) = −∇xφ(x). (10)
Next, we design the control input u to guarantee tracking of the aforemen-
tioned reference velocity as well as compensation of the unknown terms m
and f(x, v). More specifically, we define the signals mˆ ∈ R and αˆ ∈ R as
the estimation terms of m and α (see Assumption 1), respectively, and the
respective errors m˜ := mˆ −m, α˜ := αˆ − α. We design now the control law
u : F × Rn+2 → Rn as u := u(x, v, mˆ, αˆ), with
u := −kφ∇xφ(x) + mˆ(v˙d + g)−
(
kv +
3
2
αˆ
)
ev, (11)
where ev := v − vd, and kv, kφ are positive gain constants. Moreover, we
design the adaptation laws for the estimation signals as
˙ˆm :=− kme⊤v (v˙d + g) (12a)
˙ˆα :=kα‖ev‖2, (12b)
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with km, kα positive gain constants, αˆ(t0) ≥ 0, and arbitrary finite initial
condition mˆ(t0). As will be verified by the proof of Theorem 1, the choices
for the control and adaptation laws are based on Lyapunov techniques, and
follow standard adaptive control methodologies (see, e.g., [39]).
Theorem 1 Consider a robot operating in W, subject to the uncertain 2nd-
order dynamics (1). Given xd ∈ F , the control protocol (10)-(12) guar-
antees the collision-free navigation to xd from almost all initial conditions
(x(t0), v(t0), mˆ(t0), αˆ(t0)) ∈ F ×Rn+1×R≥0, given a sufficiently small τ and
that kφ >
α
2
. Moreover, all closed loop signals remain bounded, ∀t ≥ t0.
Proof Consider the Lyapunov candidate function
V := kφφ+
m
2
‖ev‖2 + 3
4kα
α˜2 +
1
2km
m˜2. (13)
Since x(t0) ∈ F , there exists a constant d¯j such that dj(x(t0)) ≥ d¯j > 0,
j ∈ J¯ , and hence there exists a finite positive constant V¯0 such that V (t0) ≤
V¯0. By considering the time derivative of V and using v = ev + vd and
Assumption 1, we obtain after substituting (12):
V˙ =kφ∇xφ(x)⊤(ev + vd) + e⊤v (u−mg − f(x, v)−mv˙d)
+
3
2
α˜‖ev‖2 − m˜e⊤v (v˙d + g)
≤− kφ‖∇xφ(x)‖2 + e⊤v (kφ∇xφ(x) + u−m(g + v˙d))+
α‖ev‖‖v‖+ 3
2
α˜‖ev‖2 − m˜e⊤v (v˙d + g),
which, by substituting (11) and using α‖ev‖‖v‖ ≤ α2 ‖ev‖2 + α2‖∇xφ(x)‖2 +
α
2
‖ev‖2, becomes
V˙ ≤−
(
kφ − α
2
)
‖∇xφ(x)‖2 − 3
2
αˆ‖ev‖2 + 3
2
α‖ev‖2
− kv‖ev‖2 + m˜e⊤v (g + v˙d) + α˜‖ev‖2 − m˜e⊤v (v˙d + g)
=−
(
kφ − α
2
)
‖∇xφ(x)‖2 − kv‖ev‖2 ≤ 0.
Hence, we conclude that V (t) is non-increasing, and hence β(dj(x(t))) ≤
V (t) ≤ V (t0) ≤ V¯0, ∀t ≥ t0, which implies that collisions with the obstacles
and the workspace boundary are avoided, i.e.,
x(t) ∈ F¯ := {x ∈ F : β(dj(x)) ≤ V¯0, ∀j ∈ J¯ } ,
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∀t ≥ t0. Moreover, (9) implies also the boundedness of ∇xφ(x)|x(t), ∀t ≥
t0. In addition, the boundedness of V (t) implies also the boundedness of
x(t), ev(t), m˜(t), α˜(t), g˜(t) and hence of v(t), mˆ(t), αˆ(t), ∀t ≥ t0. More
specifically, by letting s := [x⊤, v⊤, α˜, m˜]⊤, we conclude that s(t) ∈ S¯, ∀t ≥ t0,
with
S¯ :={s ∈ F¯ × Rn+2 : |α˜| ≤
√
4
3
kαV¯0, |m˜| ≤
√
2kmV¯0,
‖v‖ ≤
√
2mV¯0 + sup
x∈F¯
‖∇xφ(x)‖}
Therefore, by invoking LaSalle’s invariance principle, we conclude that the
solution s(t) will converge to the largest invariant set in S := {s ∈ S¯ : V˙ =
0}, which, in view of (10), becomes S := {s ∈ S¯ : ∇xφ(x) = 0, v = 0}.
Consider now the closed-loop dynamics for s:
x˙ =v (14a)
v˙ =
1
m
(m˜g + mˆv˙d − kφ∇xφ(x)− f(x, v)−
(
kv +
3
2
αˆ
)
(v +∇xφ(x)))
(14b)
˙˜m =− km(v +∇xφ(x))⊤(v˙d + g) (14c)
˙˜α =kα‖v +∇xφ(x)‖2. (14d)
Note that, in view of the aforementioned discussion and the continuous dif-
ferentiability of f(x, v), the right-hand side of (14b) is bounded in S¯. Note
also that (9) implies the boundedness of ∇2xφ(x) in F¯ . Moreover, by dif-
ferentiating v˙, using the closed loop dynamics (14) and (9), we conclude
the boundedness of v¨ and the uniform continuity of v˙(t) in S¯. Hence, since
limt→∞ v(t) = 0, we invoke Barbalat’s Lemma to conclude limt→∞ v˙(t) = 0.
Therefore, the set S consists of the points where v˙ = v = ∇xφ(x) = 0,
v˙d = ∇2xφ(x)v = 0, and by also using the property f(x, 0) = 0 we obtain
limt→∞ m˜(t) = 0 and limt→∞ s˙(t) = 0. Note also that αˆ : [t0,∞) → R≥0 is
a monotonically increasing function and it converges thus to some constant
positive value αˆ⋆ > 0, since αˆ(t0) ≥ 0 and limt→∞ ˙ˆα(t) = limt→∞ ˙˜α(t) =
0. Therefore, we conclude that the system will converge to an equilibrium
s⋆ := [(x⋆)⊤, 0⊤n , 0, αˆ
⋆] satisfying ∇xφ(x)|x⋆ = 0. Since limt→∞∇xφ(x)|x(t) =
limt→∞ v(t) = 0, the system converges to the critical points of φ(x), i.e., we
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obtain from (9) that at steady state:
2k1(x
⋆ − xd) = −k2
∑
j∈J¯
β ′(d⋆j)(x
⋆ − cj), (15)
where d⋆j := dj(x
⋆), ∀j ∈ J¯ . According to the choice of τ in Prop. 1, x⋆ = xd
implies that β ′(d⋆j) = 0, ∀j ∈ J¯ , and hence the desired equilibrium x⋆ = xd
satisfies (15). Other undesired critical points of φ(x) consist of cases where
the two sides of (15) cancel each other out. However, as already proved, only
one β ′j can be nonzero for each x ∈ F . Hence, the undesired critical points
satisfy one of the following expressions:
k1(x
⋆ − xd) =− k2β ′(d⋆k)(x⋆ − ck), (16a)
k1(x
⋆ − xd) =k2β ′(d⋆0)x⋆, (16b)
for some k ∈ J¯ . In the case of (16b), x⋆ is collinear with the origin and xd.
However, the choice of τ < r¯2W − ‖xd‖2 in Prop. 1 implies that
d⋆0 = r¯
2
W − ‖x⋆‖2 ≤ τ < r¯2W − ‖xd‖2 ⇔ ‖x⋆‖ ≥ ‖xd‖,
and hence x⋆−xd and x⋆ have the same direction. Therefore, since β ′(dj) < 0,
for dj < τ , ∀j ∈ J¯ , (16b) is not feasible.
Moreover, in the case of (16a), since β ′ ≤ 0, x⋆ − xd and x⋆ − ck point
to the same direction. Hence, the respective critical points x⋆ are on the 1D
line connecting xd and ck. Moreover, since τ < r¯d ≤ ‖xd − ck‖2 − r¯2ok , as
chosen in Prop. 1, it holds that
d⋆k = ‖x⋆ − ck‖2 − r¯2ok < ‖xd − ck‖2 − r¯2ok ⇔
‖x⋆ − xd‖ > ‖x⋆ − ck‖.
We proceed now by showing that the critical points satisfying (16a) are saddle
points, which have a lower dimension stable manifold. Consider, therefore,
the error ex = x − x⋆, where x⋆ 6= xd represents the potential undesired
equilibrium point that satisfies (16a). Let also se := [s
⊤
x , α˜
⊤]⊤, where sx :=
[e⊤x , v
⊤, m˜]⊤, whose linearization around zero yields, after using (14) and
∂f(x,v)
∂x
∣∣∣
v=0n
= 0n×n,
s˙e = A¯sse, (17)
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where
A¯s :=
[
As 02n+2
0⊤2n+2 0
]
, As :=
0n×n In 0nAs,21 As,22 g
As,31 −kmg⊤ 0
 , (18)
and
As,21 :=− 1
m
(kφ + kv + αˆ
⋆)∇2xφ(x)
∣∣
x⋆
As,22 :=−∇2xφ(x)
∣∣
x⋆
− (kv + αˆ⋆)In − ∂f(x, v)
∂v
∣∣∣∣
s⋆
.
We aim to prove that the equilibrium s⋆x := [0
⊤
n , 0
⊤
n , 0]
⊤ has at least one
positive eigenvalue. To this end, consider a vector ν¯ := [µν⊤, ν⊤, 0]⊤ , where
µ > 0 is a positive constant, and ν ∈ Rn is an orthogonal vector to (x⋆− ck),
i.e. ν⊤(x⋆ − ck) = 0. Then the respective quadratic form yields
ν¯⊤Asν¯ =
[
ν⊤As,21 µν
⊤ + ν⊤As,22 ν
⊤g
] µνν
0
 =
µν⊤As,21ν + µ‖ν‖2 + ν⊤As,22ν,
which, after employing (9) with β ′(d⋆j) = 0, ∀j ∈ J \{k} and ν⊤(x⋆−ck) = 0,
becomes
ν¯⊤Asν¯ = −2µk1
m
(
kφ + kv +
3
2
αˆ⋆
)(
1 +
k2
k1
β ′(d⋆k)
)
‖ν‖2
+ µ‖ν‖2 − 2k1
(
1 +
k2
k1
β ′(d⋆k)
)
‖ν‖2 −
(
kv +
3
2
αˆ⋆
)
‖ν‖2 − ν⊤∂f(x, v)
∂v
∣∣∣∣
s⋆
ν.
From (16a), by recalling that β ′(dk) ≤ 0, we obtain that
k2
k1
β ′(d⋆k) = −
‖x⋆ − xd‖
‖x⋆ − ck‖ < −1. (19)
Therefore by defining c⋆ := −k2
k1
β ′(d⋆k)− 1 > 0, we obtain
ν¯⊤Asν¯ =
(
2µk1
m
kφc
⋆ +
(
2µk1
m
c⋆ − 1
)(
kv +
3
2
αˆ⋆
)
+ µ+ 2k1c
⋆
)
‖ν‖2
− ν⊤∂f(x, v)
∂v
∣∣∣∣
s⋆
ν,
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which is rendered positive by choosing a sufficiently large µ. Hence, As has at
least one positive eigenvalue. Next, we prove that As has no zero eigenvalues
by proving that its determinant is nonzero. For the determinant of ∇2xφ(x)|x⋆,
in view of (9) that
det(∇2xφ(x)|x⋆) = det
(
2 (k1 + k2β
′(d⋆k)) In + 2k2β
′′(d⋆k)(x
⋆ − ck)(x⋆ − ck)⊤
)
.
By using the property det(A+uv⊤) = (1+v⊤A−1u) det(A), for any invertible
matrix A and vectors u, v, we obtain
det(∇2xφ(x)|x⋆) =2n
(
k1 + k2β
′(d⋆k)
)n(
1+
k2
k1
(
1 + k2
k1
β ′(d⋆k)
)β ′′(d⋆k)‖x⋆ − ck‖2
)
. (20)
In view of (19) and by using ‖x⋆ − xd‖ − ‖x⋆ − ck‖ = ‖xd − ck‖ since x⋆, ck
and xd are collinear, (20) becomes
det(∇2xφ(x)|x⋆) =2n
(
k1k2β
′(d⋆k)
)n(
1− k2
k1‖xd − ck‖β
′′(d⋆k)‖x⋆ − ck‖3
)
.
Note that, since limdj→0 β(dj) = ∞ and β(dj) decreases to β(dj) = β(τ),
∀dj ≥ τ , the derivatives β ′(dj) satisfy limdj→0 β ′(dj) = −∞ and increase to
β ′(dj) = 0, ∀dj ≥ τ . Hence, we conclude that β ′′(dj) > 0, ∀dj ∈ (0, τ).
Therefore, in order for the critical point to be non-degenerate, we must guar-
antee that
k2
k1‖xd − ck‖β
′′(d⋆k)‖x⋆ − ck‖3 > 1. (21)
By expressing ‖x⋆−ck‖3 = (d⋆k+ r¯2ok)
√
d⋆k + r¯
2
ok
, considering that ‖xd−ck‖ ≤
2r¯W and setting r := minj∈J {r¯oj}, a lower bound for the left-hand side of
(21) is
fℓ(d
⋆
k) :=
k2
2k1r¯W
β ′′(d⋆k)(dk(x
⋆) + r2)
√
dk(x⋆) + r2. (22)
According to Property 4 of Definition 1, (22) is a decreasing function of d⋆k,
for d⋆k ∈ (0, τ), with fℓ(τ) = 0 and limd⋆k→0 fℓ(d⋆k) = ∞. Therefore, there
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exists a positive d⋆⋆k > 0, such that fℓ(d
⋆
k) > 1, ∀d⋆k < d⋆⋆k . Hence, by setting
τ < d⋆⋆k , we achieve d
⋆
k < τ < d
⋆⋆
k and guarantee that fℓ(d
⋆
k) > 1.
By defining A2ns :=
[
0n×n In
As,21 As,22
]
, it holds that
det(A2ns) = det(As,21) =
(−1)n
mn
(
kφ + kv +
3
2
αˆ⋆
)n
det(∇2xφ(x)|x⋆) 6= 0.
Moreover, it holds that A−12ns =
[
⋆ A−1s,21
⋆ 0n×n
]
and therefore we obtain that
det(As) = det(As,21)
[
kmg
⊤(∇2xφ(x))⊤|x⋆ kmg⊤
]
A−12ns
[
0n
g
]
= det(As,21)
[
kmg
⊤(∇2xφ(x))⊤|x⋆ kmg⊤
] [A−1s,21 g
0n
]
= det(As,21)kmg
⊤(∇2xφ(x))⊤|x⋆A−1s,21 g
= kmg
⊤(∇2xφ(x))⊤|x⋆adj(As,21) g,
which is non-zero, since
det(∇2x(φ(x))⊤|x⋆adj(As,21)) = det(∇2x(φ(x))⊤|x⋆) det(As,21)n−1 6= 0,
and g 6= 0n2, and hence the matrix that forms the latter quadratic form is
nonsingular.
Therefore, we conclude that As is non-degenerate and has at least one
positive eigenvalue. Note that A¯s has the same eigenvalues as As and an
extra zero eigenvalue. According to the Reduction Principle [40, Th. 5.2],
s˙e = A¯sse is locally topologically equivalent near the origin to the system
˙ˆα = kα
∥∥vα(αˆ) +∇xφ(x)|xα(αˆ)∥∥2
s˙x = Assx,
where vα(αˆ), ∇xφ(x)|xα(αˆ) are the restrictions of v and ∇xφ(x) to the center
manifold of αˆ [40, Theorem 5.2]. Regarding the trajectories of sx, since As
is a non-degenerate saddle (it has at least one positive eigenvalue) its stable
manifold has dimension lower than 2n+1 and is thus a set of zero measure.
Therefore, all the initial conditions (x(t0), v(t0), m˜(t0)) ∈ F × Rn+1, except
for the aforementioned lower-dimensional manifold, converge to the desired
equilibrium (xd, 0n, 0).
2A similar analysis can be performed in the 2-dimensional, where g = 0n.
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Remark 1 Note that, unlike the related works in feedback-based robot nav-
igation, the proposed algorithm guarantees almost global safe convergence
while compensating for unknown dynamic terms (f and m in this case).
Moreover, in contrast to tuning schemes (e.g., [3, 6, 14, 33]), we do not re-
quire large control gains in order to establish the correctness of the propose
scheme.
Remark 2 The condition kφ >
α
2
of Theorem 1 is only sufficient and not
necessary, as will be shown in the simulation results. Moreover, in case the
robot gets stuck in a local minima, one could apply an exciting input perpen-
dicular to x−xd (see [17]), freeing it thus from that configuration. Neverthe-
less, the set of initial conditions that drive the robot to such configurations
has zero measure and hence the probability of starting in it is zero.3
4.1 Dynamic Disturbance Addition
Except for the already considered dynamic uncertainties, we can add to
the right-hand side of (1) an unknown disturbance vector d(x, v, t), i.e.,
x˙ = v
mv˙ + f(x, v) +mg + d(x, v, t) = u,
subject to a uniform boundedness condition ‖d(x, v, t)‖ ≤ d¯, ∀x, v, t ∈ R2n×
R≥0. In this case, by slightly modifying the control scheme, we still guarantee
collision avoidance with the workspace obstacles and boundary. In addition,
we achieve uniform ultimate boundedness of the error signals as well as the
gradient of φ, as the analysis in this section shows.
The control scheme of the previous section is appropriately enhanced to
incorporate the σ- modification [39], a common technique in adaptive control.
More specifically, the adaptation laws (12) are modified according to
˙ˆm :=− kme⊤v (v˙d + g)− σmmˆ
˙ˆα :=kα‖ev‖2 − σααˆ,
where σm, σα are positive gain constants, to be appropriately tuned as per
the analysis below.
3The exciting input could be applied at the initial condition, if it can be identified that
it will lead to a local minima.
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Consider now the function V as defined (13). In view of the analysis of the
previous section, the incorporation of d(x, v, t), as well as the modification
of the adaptation laws, the derivative of V becomes
V˙ ≤− (kφ − α2 )‖∇xφ(x)‖2 − kv‖ev‖2 + ‖ev‖d¯
− 3
2
σαα˜αˆ− σmm˜mˆ,
which, by using αˆ = α˜ + α, mˆ = m˜ + m, as well as the properties −ab =
−1
2
(a + b)2 + a
2
2
+ b
2
2
, ab = −1
2
(a− b)2 + a2
2
+ b
2
2
, ∀a, b ∈ R, becomes
V˙ ≤− (kφ − α
2
)‖∇xφ(x)‖2 − (kv − 1
2
)‖ev‖2 + d¯
2
2
− 3σα α˜
2
4
− σm m˜
2
2
+ 3σα
α2
4
+ σm
m2
2
≤ −kξ‖ξ‖2 + dξ,
where ξ := [∇xφ(x)⊤, e⊤v , m˜, α˜]⊤ ∈ R2n+2, kξ := min{kφ− α2 , kv − 12 , σm2 , 3σα4 },
and dξ :=
d¯2
2
+ 3σα
α2
4
+ σm
m2
2
. Therefore, V˙ is negative when ‖ξ‖ >
√
dξ
kξ
,
which, by also requiring kv >
1
2
, implies that
‖ξ(t)‖ ≤ max
{
γ1(‖ξ(t0)‖), γ2
(√
dξ
kξ
)}
,
∀t ≥ t0, where γi are class K functions [41, Th. 4.18]. Since ξ(t), and hence
∇xφ(x), remain bounded, collisions are avoided.
Note that the aforementioned analysis guarantees that ∇xφ(x)|x(t) will
be ultimately bounded in a set close to zero. This point, however, might
be a critical point of φ and it is not guaranteed that x(t) will be bounded
close to the goal configuration xd. Nevertheless, intuition suggests that if
the disturbance vector d(x, v, t) does not behave adversarially, the agent will
converge close to the goal configuration. This is also verified by the simulation
results of Section 7.
5 Extension to Star Worlds
In this section, we discuss how the proposed control scheme can be extended
to generalized sphere worlds, and in particular star worlds, being inspired by
the methodology of [4]. That work however, like others related to workspace
transformations [14, 16], consider simplified dynamics without taking into
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account unknown terms, which is the focus of this section. Although we focus
on star-worlds, the analysis holds for any differeomorphic transformation that
exhibits the desired properties (e.g. [14]). Star worlds are diffeomorphic to
sphere worlds sets of the form T := W¯\⋃j∈J O¯Tj , where W¯ is a workspace
of the form (4) and O¯Tj are M disjoint star-shaped obstacles (indexed by
J = {1, . . . ,M}). The latter are sets characterized by the property that
all rays emanating from a center point cross their boundary only once [4].
One can design a diffeomorphic mapping H : T → F , where F is a sphere
world of the type (5). More specifically, H maps the boundary of T to the
boundary of F . Construction of such a mapping is beyond the scope of the
paper and we refer the interested reader to the related literature [4, 42].
The control scheme of the previous section is modified now to account
for the transformation H as follows. The desired robot velocity is set to
vd : T → Rn, with
vd(x) := −JH(x)−1∇H(x)φ(H(x)), (23)
where JH(x) :=
∂H(x)
∂x
is the nonsingular Jacobian matrix of H . Next, by
letting ev := v − vd, the control law is designed as u : T × Rn+2 → Rn, with
u := u(x, v, mˆ, αˆ) :=− kφJh(x)⊤∇H(x)φ(H(x))+
mˆ(v˙d + g)−
(
kv +
3
2
αˆ
)
ev, (24)
where mˆ and αˆ evolve according to the respective expressions in (12). The
next theorem gives the main result of this section.
Theorem 2 Consider a robot operating in W, subject to the uncertain 2nd-
order dynamics (1). Given xd ∈ T , the control protocol (23), (24), (12)
guarantees the collision-free navigation to xd from almost all initial conditions
(x(t0), v(t0), mˆ(t0), αˆ(t0)) ∈ T × Rn1 × R≥0, given a sufficiently small τ and
that kφ >
α
2
. Moreover, all closed loop signals remain bounded, ∀t ≥ t0.
Proof Following similar steps as in the proof of Theorem 1, we consider the
function
V := kφφ(H(x)) +
m
2
‖ev‖2 + 1
2kα
α˜2 +
1
2km
m˜2, (25)
whose derivative along the solutions of the closed loop system yields
V˙ ≤ −
(
kφ − α
2
)
‖∇H(x)φ(H(x))‖2 − kv‖ev‖2 ≤ 0, (26)
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which proves the boundedness of the obstacle functions β(dj(H(x(t)))), ∀j ∈
J , t ≥ t0. Since the boundaries ∂O¯j are mapped to ∂O¯Tj through H(x), we
conclude that x(t) ∈ T , t ≥ t0 and no collisions occur. Next, by following
similar arguments as in the proof of Theorem 1, we conclude that the solution
will converge to a critical point of φ(H(x)). By choosing a sufficiently small
τ for the obstacle functions β(dj(H(x(t)))), the critical points consist of the
desired equilibrium, where β ′(dj(H(xd))) = 0, ∀j ∈ J , or undesired critical
points x⋆ satisfying
k1(H(x
⋆)−H(xd)) = −k2β′(d⋆Hk)(H(x⋆)−H(ck)), (27)
for some k ∈ J , where we define d⋆Hj := dj(H(x⋆)), ∀j ∈ J . The respective
terms of the linearization matrix A¯s from (17) become now
A¯s :=
[
As 02n+2
0⊤2n+2 0
]
As :=
0n×n In 0nAs,21 As,22 g
As,31 −kmg⊤ 0
 ,
with
As,21 :=− 1
m
(
kφJH(x
⋆)⊤ +
(
kv +
3
2
αˆ⋆
)
JH(x
⋆)−1
)∇2φ⋆JH(x⋆)
As,22 :=− JH(x⋆)−1∇2φ⋆JH(x⋆)−
(
kv +
3
2
αˆ⋆
)
In − ∂f(x, v)
∂v
∣∣∣∣
s⋆
,
As,31 :=− kmg⊤
(
JH(x
⋆)−1∇2φ⋆JH(x⋆)
)⊤
and ∇2φ⋆ := ∇2H(x)φ(H(x))|x⋆, around x = x⋆, v = 0, m˜ = 0, α˜ = α˜⋆. Next,
similarly to the proof of Theorem 2, we prove that ν¯⊤Asν¯ > 0, for ν¯ :=
[µν⊤, ν⊤, 0]⊤, where µ > 0 is a positive constant and ν := JH(x
⋆)−1νˆ, with
νˆ ∈ Rn a vector orthogonal to (H(x⋆) − H(ck)). The respective quadratic
form yields, after employing (27) and defining c⋆ := −
(
1 + k2
k1
β ′(d⋆Hk)
)
> 0:
ν¯⊤Asν¯ =νˆ
⊤
[
2k1kφµc
⋆
m
In + JH(x)
−⊤
((
2k1c
⋆(kv +
3
2 αˆ
⋆)
m
+
µ−
(
kv +
3
2
αˆ⋆
)
+ 2k1c
⋆
)
In − ∂f(x, v)
∂v
∣∣∣∣
s⋆
)
JH(x)
−1
]
νˆ,
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which can be rendered positive for sufficiently large µ.
Moreover, at a critical point x⋆,1 of φ(H(x)), it holds that (see the proof
of Prop. 2.6 in [3]),
∇2H(x)φ(H(x))|x⋆,1 = JH(x⋆,1)⊤∇2xφ(x)|x⋆,2JH(x⋆,1),
where x⋆,2 is a critical point of φ(x) satisfying x⋆,2 = H(x⋆,1). Since JH(x)
is nonsingular, it holds that x⋆,1 is non-degenerate if and only if x⋆,2 is non-
degenerate. As already shown in the proof of Theorem 1, by choosing τ suf-
ficiently small, we render the critical points of φ(x) that are close to the ob-
stacles non-degenerate. Hence, we conclude that the respective critical points
of φ(H(x)) are also non-degenerate and det(∇2φ⋆) 6= 0.
Next, in order to prove that the critical point (x⋆, 0, 0) is non-degenerate,
we calculate the determinant of As. Following the proof of Theorem 1, we
obtain that
det(As) = det(As,21)kmg
⊤
(
JH(x
⋆)−1∇2φ⋆JH(x⋆)
)⊤
A−1s,21g
= kmg
⊤
(
JH(x
⋆)−1∇2φ⋆JH(x⋆)
)⊤
adj(As,21)g
where
det(As,21) =(−1)n
(
knφ
mn
det (JH(x
⋆)) +
(
kv +
3
2
αˆ⋆
)n
1
det(JH(x⋆))
)
det(∇2φ⋆) det(JH(x⋆)),
which is not zero, since det(∇2φ⋆) 6= 0 and JH(x⋆) 6= 0. Hence, we conclude
that the aforementioned quadratic form is also not zero and hence the non-
degeneracy of the critical points under consideration. Hence, by following
similar arguments as in the proof of Theorem 1, we conclude that the initial
conditions that converge to these critical saddle points form a set of measure
zero.
Remark 3 The proposed schemes can also be extended to unknown environ-
ments, where the amount and location of the obstacles is unknown a priori,
and these are sensed locally on-line. In particular, by having a large enough
sensing neighborhood, each obstacle j ∈ J can be sensed when dj = τ , and
hence the respective term can be smoothly incorporated in ∇xφ(x), in view
19
of the properties of β (a similar idea is discussed in Section V of [10]). It
should be noted, however, that the local sensory information and respective
hardware must allow for the accurate estimation of the centers and radii (or
the implicit function in case of star-worlds) of the obstacles.
6 Extension to Multi-Robot Systems
This section is devoted to extending the results of Section 4 to multi-robot
systems. Consider, therefore, N ∈ N spherical robots operating in a workspace
W of the form (3), characterized by their position vectors xi ∈ Rn, as well
as their radii ri > 0, i ∈ N := {1, . . . , N}, and obeying the second-order
uncertain dynamics (1), i.e.,
x˙i = vi (28a)
miv˙i + fi(xi, vi) +mig = ui, (28b)
with the unknown fi(·) satisfying ‖fi(xi, vi)‖ ≤ αi‖vi‖, for unknown pos-
itive constants αi, ∀i ∈ N . We also denote x := [x⊤1 , . . . , x⊤N ]⊤, v :=
[v⊤1 , . . . , v
⊤
N ]
⊤ ∈ RNn. Each robot’s destination is xdi , i ∈ N .
The proposed multi-robot scheme is based on a prioritized leader-follower
coordination. Prioritization in multi-agent systems for navigation-type ob-
jectives has been employed in [9] and [43], where KRNF gain tuning-type
methodologies are developed. The proposed framework, however, is substan-
tially different from these works; [43] does not take into account inter-agent
collisions, and uses prioritization for the sequential navigation and task sat-
isfaction subject to connectivity constraints, while [9] uses prioritization for
directional collision-avoidance. In our proposed prioritized leader-follower
methodology, the leader robot, by appropriately choosing the offset τ , “sees”
the other robots as static obstacles and hence the overall scheme reduces to
the one of Section 4. This is accomplished by differentiating the free spaces
of the leader and the followers. Moreover, the aforementioned works [9, 43]
consider simplified first-order dynamics and cannot be easily extended to the
uncertain dynamics-case considered here. In fact, we note that, according
to our best knowledge, there does not exist a control framework that prov-
ably guarantees decentralized safe multi-robot navigation in workspaces with
obstacles and subject to uncertain 2nd-order dynamics.
The workspace is assumed to satisfy Assumption 2 and we further impose
the following extra conditions:
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Assumption 3 The workspace W, obstacles Oj, j ∈ J , and destinations
xdi, i ∈ N , satisfy:
‖cj − xdi‖ > roj + ri + 2rM + ε, ∀i, j ∈ N × J
‖xdi − xdj‖ > ri + rj + 2rM + 2ε, ∀i, j ∈ N , i 6= j
rW − ‖xdi‖ > ri + 2rM + ε, ∀i ∈ N
whereas the initial positions satisfy:
‖cj − xi(t0)‖ > roj + ri + 2rM , ∀i, j ∈ N × J
rW − ‖xi(t0)‖ > ri + 2rM , ∀i ∈ N
‖xdi − xj(t0)‖ > ri + rj + 2rM + ε, ∀i, j ∈ N , i 6= j,
for an arbitrarily small positive constant ε, ∀i ∈ N , j ∈ J , where rM :=
maxi∈N{ri}.
Loosely speaking, the aforementioned assumption states that the pair-
wise distances among obstacles, workspace boundary, initial conditions and
final destinations are large enough so that one robot can always navigate
between them. Since the convergence of the agents to the their destinations
is asymptotic, we incorporate the threshold ε, which is the desired proxim-
ity we want to achieve to the destination, as will be clarified in the sequel.
Intuitively, since we cannot achieve xi = xdi in finite time, the high-priority
agents will stop once ‖xi − xdi‖ = ε, which is included in the aforemen-
tioned conditions to guarantee the feasibility of the collision-free navigation
for the lower-priority agents. Similarly to the single-agent case, we can find
a positive constant r¯ such that (6) hold as well as
‖cj − xi(t0)‖ > roj + ri + 2rM + 2r¯, ∀i, j ∈ N × J (29a)
rW − ‖xi(t0)‖ > ri + 2rM + 2r¯, ∀i ∈ N (29b)
‖cj − xdi‖ > roj + ri + 2rM + ε+ 2r¯, ∀i, j ∈ N × J (29c)
‖xdi − xdj‖ > ri + rj + 2rM + 2ε+ 2r¯, ∀i, j ∈ N , i 6= j (29d)
‖xdi − xj(t0)‖ > ri + rj + 2rM + ε+ 2r¯, ∀i, j ∈ N , i 6= j (29e)
rW − ‖xdi‖ > ri + 2rM + ε+ 2r¯, ∀i ∈ N (29f)
We consider that the agents have a limited sensing range, defined by a radius
ςi > 0, i ∈ N , and we assume that each agent i can sense the state of its
neighbors:
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Assumption 4 Each agent i ∈ N has a limited sensing radius ςi, satisfying
ςi >
√
min(r¯2, r¯d) + ri + rj + 2rM + 2r¯, with r¯d as defined in (7), and has
access to xi − xj , vi − vj, ∀j ∈ {j ∈ N : ‖xi − xj‖ ≤ ςi}.
Moreover, we consider that the destinations, xdi, i ∈ N , as well as the
radii, ri, are transmitted off-line to all the agents
4. Consider now a priori-
tization of the agents, possibly based on some desired metric (e.g., distance
to their destinations), which can be performed off-line and transmitted to all
the agents. Our proposed scheme is based on the following algorithm. The
agent with the highest priority is designated as the leader of the multi-agent
system, indexed by iL, whereas the rest of the agents are considered as the
followers, defined by the set NF := N\{iL}. The followers and leader employ
a control protocol that has the same structure as the one of Section 4. The
key difference here lies in the definition of the free space for followers and
leaders. Let q = [q⊤1 , . . . , q
⊤
N ]
⊤ ∈ RNn. We define first the sets
W¯iL := {q ∈ RNn : ‖qiL‖ < rW − riL},
O¯iL,j := {q ∈ W¯iL : ‖qi − cj‖ ≤ roj + ri}, ∀j ∈ J
CiL := {q ∈ W¯iL : ‖qiL − qj‖ ≤ riL + rj, ∀j ∈ N\{iL}},
which correspond to the leader agent, as well as the follower sets
W¯i := {q ∈ RNn : ‖qi‖ < rW − ri − 2rM − 2r¯}
O¯i,j := {q ∈ W¯i : ‖qi − cj‖ ≤ roj + ri + 2rM + 2r¯}, ∀j ∈ J
Ci := {q ∈ W¯i : ‖qi − qiL‖ ≤ ri + riL ,
‖qi − qj‖ ≤ ri + rj + 2rM + 2r¯, ∀j ∈ N\{iL, i},
‖qi − xdj‖ ≤ ri + rj + 2rM + 2r¯ + ε, ∀j ∈ Ni},
∀i ∈ NF , where Ni denotes the set of agents with higher priority than agent
i. The free space for the agents is defined then as Fi := W¯i\{(
⋃
j∈J O¯i,j) ∪
Ci}, ∀i ∈ N . It can be verified that, in view of (29), the sets Fi are nonempty
and x(t0) ∈ F :=
⋂
i∈N Fi. The main difference lies in the fact that the fol-
lower agents aim to keep a larger distance from each other, the obstacles, and
the workspace boundary than the leader agent, and in particular, a distance
enhanced by 2rM + 2r¯. In that way, the leader agent will be able to choose
an appropriate constant τ (as in the single-agent case of Section 4) so that it
4This implies that the agents can compute rM offline.
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is influenced at each time instant only by one of the obstacles/followers, and
will be also able to navigate among the obstacles/followers. Note that the
followers are required to stay away also from the destinations of the higher
priority agents, since a potential local minimum in such configurations can
prevent the leader agent from reaching its goal. We provide next the math-
ematical details of the aforementioned reasoning.
Consider the leader distances diL,ok , diL,j, diL,o0 : FiL → R≥0 as
diL,ok(x) := ‖xiL − ck‖2 − (riL + rok)2, ∀k ∈ J
diL,j(x) := ‖xiL − xj‖2 − (riL + rj)2, ∀j ∈ NF
diL,o0(x) := (rW + riL)
2 − ‖xiL‖2
and the follower distances di,ok , di,iL, di,j, di,dj di,o0 : Fi → R≥0 as
di,ok(x) := ‖xi − ck‖2 − (ri + rok + 2rM + 2r¯)2,∀k ∈ J
di,iL(x) := ‖xi − xiL‖2 − (ri + riL)2 = diL,i(x)
di,j(x) := ‖xi − xj‖2 − (ri + rj + 2rM + 2r¯)2,∀j ∈ NF\{i}
di,dj (x) := ‖xi − xdj‖2 − (ri + rj + 2rM + 2r¯ + ε)2,∀j ∈ Ni
di,o0(x) := (rW − ri − 2rM − 2r¯)2 − ‖xi‖2,
∀i ∈ NF . Note that di,j(x) = dj,i(x), ∀i, j ∈ N , with i 6= j and also that
x ∈ F is equivalent to all the aforementioned distances being positive.
Let now functions β, βi, i ∈ N , that satisfy the properties of Definition 1,
as well as the respective constants τ , τi, such that β
′(z) = β ′′(z) = 0, ∀z ≥ τ ,
β ′i(z) = β
′′
i (z) = 0, ∀z ≥ τi, i ∈ N . The 2nd-order navigation functions for
the agents are now defined as φi : Fi → R≥0, with
φi(x) := k1i‖xi − xdi‖2 + k2i
(
b1i(x) + b2i(x) + kfib3i(x)
)
b1i(x) :=
∑
j∈J¯
βi(di,oj(x)),
b2i(x) :=
∑
j∈N\{i}
β(di,j(x))
b3i(x) :=
∑
j∈Ni
βi(di,dj (x)),
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∀i ∈ N , and kfiL = 0, kfi = 1, ∀i ∈ NF . Note that the robotic agents can
choose independently their τi, i ∈ N , that concerns the collision avoidance
with the obstacles and the workspace boundary. The pair-wise inter-agent
distances, however, are required to be the same and hence the same β (and
hence τ) is chosen (see the terms b2i(x) in φi(x)), which can, nevertheless,
be done off-line. To achieve convergence of the leader to its destination, we
choose τ and τiL as in Section 4, i.e., τ, τiL ∈ (0,min{r¯2, r¯d}). Regarding the
ability of the agents to sense each other when di,j(x) < τ , it holds that
di,j(x) < τ ⇔ ‖xi − xj‖2 ≤ τ + (ri + rj + 2rM + 2r¯)2 ⇒
‖xi − xj‖ ≤
√
τ + ri + rj + 2rM + 2r¯ ⇒
‖xi − xj‖ ≤
√
min{r¯2, r¯d}+ ri + rj + 2rM + 2r¯ < ςi,
∀i, j ∈ N , i 6= j, as dictated by Assumption 4.
The control protocol follows the same structure as the single-agent case
presented in Section 4. In particular, we define the reference velocities as
vdi : Fi → Rn, with
vdi(x) := −∇xi φ˜i(x), (30)
where φ˜i : Fi → R≥0 is the slightly modified function:
φ˜i(x) := k1i‖xi − xdi‖2 + k2i(b1i(x) + 2b2i(x) + kfib3i(x))
The need for modification of φi to φ˜i stems from the differentiation of the
terms b2i . The control law is designed as ui := ui(x, v, mˆi, αˆi) : Fi×RNn+2 →
R
n, with
ui :=− kφi∇xiφ˜i(x) + mˆi(v˙di + g)−
(
kvi +
3
2
αˆi
)
evi (31)
∀i ∈ N ; kφi , kvi are positive constants, evi are the velocity errors evi :=
vi − vdi, and mˆi, αˆi denote the estimates of mi and αi, respectively, by
agent i, evolving according to (12). We further denote mˆ := [mˆ1, . . . , mˆN ]
⊤,
αˆ := [αˆ1, . . . , αˆN ]
⊤ ∈ RN . The following theorem considers the convergence
of a leader to its destination.
Theorem 3 Consider N robots operating inW, subject to the uncertain 2nd-
order dynamics (28), and a leader iL. Under Assumptions 1-4, the control
protocol (30), (31), (12) guarantees collision avoidance between the agents
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and the agents and obstacles/workspace boundary as well as convergence of
xiL to xdiL from almost all initial conditions (x(t0), v(t0), mˆ(t0), αˆ(t0)) ∈ F×
R
N(n+1) × RN≥0, given sufficiently small τ , τiL , and that kφi > αi2 , i ∈ N .
Moreover, all closed loop signals remain bounded, ∀t ≥ t0.
Proof We prove first the avoidance of collisions by considering the function
V :=
∑
i∈N
{
kφiφi +
mi
2
‖evi‖2 +
3
4kαi
α˜2i +
1
2kmi
m˜2i
}
.
Since x(t0) ∈ F , V (t0) is bounded. Differentiation of V yields, after using∑
i∈N
∑
j∈N\{i}(xi−xj)⊤(vi−vj) = 2
∑
i∈N
∑
j∈N\{i}(xi−xj)⊤vi, (31), (12),
and proceeding like in the proof of Theorem 1, yields
V˙ =
∑
i∈N
{
2kφik1i(xi − xdi)− 2kφik2i
(
β ′i(di,o0)x−
∑
k∈J
β ′i(di,ok)(xi − ck)
− 2
∑
j∈N\{i}
β ′(di,j)(xi − xj)−
∑
j∈N\{i}
kfiβ
′
i(didj )(xi − xdj )
)⊤
vi+
e⊤vi(ui − fi(xi, vi)−mig −miv˙di) +
1
2kαi
α˜i ˙ˆαi +
1
2kmi
m˜i ˙ˆmi
}
≤
∑
i∈N
{
kφi∇xi φ˜i(x)⊤vi + e⊤vi(ui −mi(g + v˙di))+
αi‖evi‖‖vi‖+ α˜i‖evi‖2 − m˜ie⊤vi(v˙di + g)
}
,
which, by using vi = evi+vdi and substituting the control and adaptation laws
(31),(12), becomes
V˙ ≤ −
∑
i∈N
{(
kφi −
αi
2
)
‖∇xiφ˜i(x)‖2 + kvi‖evi‖2
}
≤ 0,
and hence, V (t) ≤ V (t0), which implies the boundedness of all closed-loop
signals as well as that collisions between the agents and the agents and obsta-
cles/workspace boundary are avoided ∀t ≥ t0. Moreover, following similar ar-
guments as in the proof of Theorem 1, we conclude that limt→∞ ‖∇xiφ˜i(x(t))‖ =
limt→∞ ‖evi(t)‖ = limt→∞ ‖vi(t)‖ = limt→∞ ‖v˙i(t)‖ = 0, ∀i ∈ N . For the
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followers NF , depending on the choice of τi, i ∈ NF , the critical point
∇xiφ˜i(x(t)) = 0 might either correspond to their destination xdi or a lo-
cal minimum. In any case, it holds that x(t) ∈ F , ∀t ≥ t0, and hence, for all
the followers i ∈ NF ,
‖xi(t)− ck‖ > ri + rok + 2rM + 2r¯, ∀k ∈ J (32a)
‖xi(t)− xj(t)‖ > ri + rj + 2rM + 2r¯, ∀j ∈ NF\{i} (32b)
rW − ‖xi‖ > ri + 2rM + 2r¯, (32c)
‖xi(t)− xdj‖ > ri + rj + 2rM + 2r¯ + ε, ∀j ∈ Ni (32d)
∀t > t0. Hence, since limt→∞ ‖vi(t)‖ = limt→∞ ‖v˙i(t)‖ = 0, ∀i ∈ N , the
multi-robot case reduces to the single-robot case of Section 4, where the fol-
lowers resemble static obstacles. Note that the obstacle constraints (6) are
always satisfied by the followers (see (32a)-(32c)); (32d) implies that the
configuration that corresponds to the leader destination, i.e., [x⊤1 , . . . , x
⊤
iL−1
,
x⊤diL
, x⊤iL+1, . . . , x
⊤
N ]
⊤, belongs always in its free space FiL. Hence, by choos-
ing sufficiently small τ, τiL in the interval (0,min(r¯
2, r¯d)), with r¯d as defined
in (7), we guarantee the safe navigation of xiL to xdiL from almost all initial
conditions, as in Section 4.
When the current leader iL reaches ε-close to its goal, at a time instant tiL
5,
it broadcasts this information to the other agents, switches off its control
and remains immobilized, considered hence as a static obstacle with center
cM+1 := xiL(tiL) and radius rM+1 by the rest of the team. Note that ‖cM+1−
xdiL‖ ≤ ε and hence, in view of (29), ‖cj − cM+1‖ > roj + riL + 2rM + 2r¯,∀j ∈ J , and rW − ‖cM+1‖ > riL + 2rM + 2r¯, satisfying the obstacle spacing
properties (6). The next agent i′L ∈ N˜ := N\{iL} in priority is then assigned
5Note that the proven asymptotic stability of Theorem 3 guarantees that this will occur
in finite time.
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as a leader for navigation, and we redefine the sets˜¯Oi′
L
,j := {q ∈ W¯i′
L
: ‖qi − cj‖ ≤ roj + ri}, ∀j ∈ J˜
C˜i′
L
:= {q ∈ W¯i′
L
: ‖qi′
L
− qj‖ ≤ ri′
L
+ rj, ∀j ∈ N˜\{i′L}},˜¯Oi,j := {q ∈ W¯i : ‖qi − cj‖ ≤ roj + ri + 2rM + 2r¯}, ∀j ∈ J˜
C˜i := {q ∈ W¯i : ‖qi − qi′
L
‖ ≤ ri + ri′
L
,
‖qi − qj‖ ≤ ri + rj + 2rM + 2r¯, ∀j ∈ N˜\{i′L, i},
‖qi − xdj‖ ≤ ri + rj + 2rM + 2r¯ + ε, ∀j ∈ N˜i},
∀i ∈ N˜\{i′L}, where N˜i := Ni\{iL}, and J˜ := J ∪{M+1}, to account for the
new obstacle M +1. The new free space is F˜i := W¯i\{(
⋃
j∈J˜
˜¯Oi,j)∪ C˜i}, ∀i ∈
N˜ and, in view of (32), one can conclude that xi′
L
(tiL) ∈ F˜i′L, xi(tiL) ∈ F˜i ∀i ∈
N˜\{i′L}. Therefore, the application of Theorem 3 with tiL as t0 and agent i′L
as leader guarantees its navigation ε-close to xdi′
L
. Applying iteratively the
aforementioned reasoning, we guarantee the successful navigation of all the
agents to their destinations.
7 Simulation Results
This section verifies the theoretical findings of Sections 4-6 via computer
simulations. We consider first a 2D workspace on the horizontal plane with
rW = 11, populated with M = 60 randomly placed obstacles, whose radius,
enlarged by the robot radius, is randomly chosen in r¯oj ∈ [0.25, 0.75], ∀j ∈ J .
The mass, is chosen as m = 1, and f(x, v) = α
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sin(0.5(x1 + x2))F (v)v, with
F (v) = diag{[exp(−sgn(vi)vi) + 1]i∈{1,2}}, and α = 10, where we denote
(x1, x2) = x, (v1, v2) = v. Note that f() is highly nonlinear, motivated
by the friction model of [44]. We choose the goal position as xd = (5, 5),
which the robot aims to converge to from 3 different initial positions, namely
x(0) = −(5, 5), (−7, 3.5), and (3.5,−7). The parameter r¯ is chosen as r¯ = 0.5.
We choose a variation of (8) for β with τ = r¯2. The control gains are chosen
as k1 = 0.04, k2 = 5, kv = 20, kφ = 1, and km = kα = 0.01. The results for
t ∈ [0, 100] seconds are depicted in Figs. 1, 2; 1 (left) shows that the robot
navigates to its destination without any collisions, and 2 depicts the input and
adaptation signals u(t), αˆ(t), mˆ(t) for the trajectory starting from (−5, 5).
In addition, note that the fact that α > 2 does not affect the performance
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of the proposed control protocol and hence we can verify that the condition
kφ >
α
2
is only sufficient and not necessary. Moreover, in order to verify
the results of Section 4, we add a bounded time-varying disturbance vector
d(x, v, t) = d(t) := 2
[
sin(0.5t+ pi
3
), cos(0.4t− π
4
)
]⊤ ∈ R2 and we choose the
extra control gains as σm = σα = 0.1. The results are depicted in Fig. 1
(right), which shows the safe navigation of the agent to a set close to xd,
and Fig. 2, which shows the input and adaptation signals for the trajectory
starting from (−5, 5).
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Figure 1: The resulting trajectories x(t), t ∈ [0, 100] seconds, from the initial points
−(5, 5), (−7, 3.5), and (3.5,−7) to the destination (5, 5). Left: without any disturbances.
Right: with bounded disturbance d(x, v, t).
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Figure 2: The input u(t) = (u1(t), u2(t)) (left), and adaptation signals αˆ(t), mˆ(t) (right)
for the 2D trajectory from −(5, 5) to (5, 5) of Fig. 1. The subscript d corresponds to the
model where a bounded disturbance vector d(x, v, t) was included.
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Next, we consider a 3D workspace with rW = 11, populated withM = 200
randomly placed obstacles, whose radius, enlarged by the robot radius, is
randomly chosen in r¯oj ∈ [0.25, 0.75], ∀j ∈ J ; f(x, v) and m as well as the
β functions and control gains are chosen as in the 2D scenario. We choose
the goal position as xd = (4, 4, 4), which the robot aims to converge to
from 3 different initial positions, namely x(0) = −(4, 4, 4), (−4, 4,−4), and
(−4,−4, 4). The parameter r¯ is chosen as r¯ = 0.75. The robot navigation as
well as the input and adaptation signals u(t), αˆ(t), mˆ(t) (for the trajectory
starting from −(4, 4, 4)) are depicted in Figs. 3, and 4 for t ∈ [0, 100] seconds.
Note that the robot navigates to its destination without any collisions and
that mˆ converges to m, as predicted by the theoretical results.
Figure 3: The resulting trajectories x(t), t ∈ [0, 100] seconds, from the initial points
−(4, 4, 4), (−4,−4, 4), and (−4, 4,−4) to the destination (4, 4, 4).
Next, we illustrate the performance of the control protocol of Section 5
in a 2D star-world. We consider a workspace with rW = 8, which contains 2
star-shaped obstacles, centered at (−3,−3) and (0, 1), respectively. The mass
m and function f(x, v) are given as before, with α = 1. In order to transform
the workspace to a sphere world, we employ the transformation proposed in
[4]. In the transformed sphere world, we choose r¯ = 4 and r¯oj = 0.5, whereas
the function β is chosen as in the sphere-world case. The initial and goal
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Figure 4: The input u(t) = (u1(t), u2(t)) (left), and adaptation signals αˆ(t), mˆ(t) (right)
for the 3D trajectory from −(4, 4, 4) to (4, 4, 4) of Fig. 3.
position are selected as x(0) = (−5,−5) and xd = (3, 4), respectively, and
the control gains as k1 = 0.04, k2 = .2, kv = 20, kφ = 1, and km = kα = 0.01.
The robot trajectory is depicted in Fig. 5, for t ∈ [0, 500] seconds, both in
the original star and in the transformed sphere world.
Finally, we use the control scheme of Section 6 in a multi-agent scenario.
We consider 20 agents in a 2D workspace of rW = 120, populated with 70
obstacles. The agents and obstacles are randomly initialized to satisfy the
conditions of the free space of Section 6, as shown in Fig. 6. The radius of
the agents and the obstacles is chosen as ri = roj = 2, ∀i ∈ N , j ∈ J , and
the sensing radius of the agents is taken as ςi = 20, ∀i ∈ N . The functions
β, βi are chosen as before, and we also choose r¯ = 4, ε = 0.1. The results
are depicted in Fig. 7 for 870 seconds, which shows the convergence of the
distance errors ‖xi(t) − xd−i‖ to zero, ∀i ∈ N as well as the minimum of
the distances ‖xi(t) − xj(t)‖ − 2r, ∀i, j ∈ N , i 6= j, and ‖xi(t) − cj‖ − 2r,
∀i ∈ N , j ∈ J , defined as βmin(t) := min{mini,j∈N ,i 6=j{‖xi(t) − xj(t)‖ −
2r},min(i,j)∈N×J
{‖xi(t) − cj‖ − 2r}}, which stays strictly positive, ∀t ∈
[0, 870], implying that collisions are avoided. A video illustrating the multi-
agent navigation can be found in https://vimeo.com/393443782.
8 Conclusion and Future Work
This paper considers the robot navigation in an obstacle-cluttered environ-
ment subject to uncertain 2nd-order dynamics. A novel navigation function is
proposed and combined with adaptation laws that compensate for the uncer-
tain dynamics. The results are extended to star worlds as well as multi-agent
cases. Future directions will aim at relaxing the assumptions for the latter.
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Figure 5: The resulting trajectory x(t), t ∈ [0, 500] seconds, from the initial points −(5, 5)
to the destination (3, 4), in the 2D star world workspace (left) and the transformed sphere
world (right).
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Figure 6: The initial configurations of the multi-agent scenario. The obstacles are depicted
as filled red disks whereas the agents as circles. The destinations are shown with asterisk.
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