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Cap´ıtulo 1
Introduccio´n
El grafeno, los nanotubos de carbono y las nanocintas de grafeno tienen en comu´n
que son formas en las que se puede presentar el carbono a escala nanome´trica. El
carbono es el sexto elemento de la tabla perio´dica y el primero de la columna IV. Forma
parte de todos los seres vivos debido a las propiedades estructurales y energe´ticas que
presenta.
El grafeno es una monocapa de a´tomos de carbono con un solo a´tomo de grosor.
Los a´tomos de carbono esta´n dispuestos en una red hexagonal simple ana´loga a la
estructura de un panel de abejas, que puede entenderse a partir de la hibridacio´n sp2
caracter´ıstica del grafeno: los tres orbitales h´ıbridos sp2 esta´n situados en un mismo
plano, formando a´ngulos de 120o, lo que determina esta geometr´ıa hexagonal.
En 2005, el grupo de K. Novoselov y A. K. Geim aislo´ por primera vez grafeno de
una sola capa [1] mediante el proceso de exfoliacio´n micromeca´nica a partir de grafito,
propuesto en 2004 por ellos mismos [2]. Por este descubrimiento, K. Novoselov y A.
K. Geim recibieron el premio Nobel de f´ısica en 2010. El grafeno puede considerarse
como el material base para otras formas alotro´picas del carbono, como se describe
gra´ficamente en la figura 1.1. Por ejemplo, aumentando la dimensionalidad, es decir,
apilando capas de grafeno unas encima de las otras se obtiene el grafito. En el grafito
la interaccio´n entre la´minas es de´bil; por este motivo se penso´ que una ruta para la
obtencio´n del grafeno podr´ıa ser la exfoliacio´n de capas monoa´tomicas a partir de
grafito por procesos f´ısicos o qu´ımicos.
Asimismo, a partir de grafeno y reduciendo la dimensio´n, se pueden obtener na-
nocintas de grafeno y nanotubos de carbono, los cuales forman cristales cuasiunidi-
mensionales con una periodicidad traslacional a lo largo del borde de la cinta y a lo
largo del eje del tubo, respectivamente. Reduciendo au´n ma´s la dimensio´n, cortando el
grafeno en trozos de formas diversas, obtendr´ıamos los llamados copos de grafeno, que
se comportan como sistemas cuasi-cerodimensionales.
Una nanocinta de grafeno es una tira de grafeno de ancho nanome´trico cortada en
una direccio´n particular de la red hexagonal de grafeno. En este sistema la estructura
de los bordes y su anchura determinan sus propiedades electro´nicas [3].
De igual forma, para definir un nanotubo de carbono se puede partir de una hoja de
grafito de una sola capa (grafeno), la cual esta´ enrollada formando un cilindro hueco de
dia´metro nanome´trico y que puede llegar a medir algunos cent´ımetros de longitud. Hay
4
infinitas formas de enrollar una la´mina en un cilindro, por consiguiente, hay numerosos
tipos de nanotubos. Un nanotubo de carbono puede ser meta´lico o semiconductor
dependiendo de la forma en la que se enrolla (quiralidad) y de su dia´metro. Por tanto,
las propiedades electro´nicas y de transporte en nanotubos y en nanocintas quedan
determinadas por su geometr´ıa.PROGRESS ARTICLE
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crystal, whereas 100 layers should be considered as a thin ! lm of a 
3D material. But how many layers are needed before the structure is 
regarded as 3D? For the case of graphene, the situation has recently 
become reasonably clear. It was shown that the electronic structure 
rapidly evolves with the number of layers, approaching the 3D limit 
of graphite at 10 layers20. Moreover, only graphene and, to a good 
approximation, its bilayer has simple electronic spectra: they are both 
zero-gap semiconductors (they can also be referred to as zero-overlap 
semimetals) with one type of electron and one type of hole. For three 
or more layers, the spectra become increasingly complicated: Several 
charge carriers appear7,21, and the conduction and valence bands 
start notably overlapping7,20. " is allows single-, double- and few- 
(3 to <10) layer graphene to be distinguished as three di# erent types 
of 2D crystals (‘graphenes’). " icker structures should be considered, 
to all intents and purposes, as thin ! lms of graphite. From the 
experimental point of view, such a de! nition is also sensible. " e 
screening length in graphite is only ≈5 Å (that is, less than two layers 
in thickness)21 and, hence, one must di# erentiate between the surface 
and the bulk even for ! lms as thin as ! ve layers21,22.
Earlier attempts to isolate graphene concentrated on chemical 
exfoliation. To this end, bulk graphite was ! rst intercalated23 so that 
graphene planes became separated by layers of intervening atoms or 
molecules. " is usually resulted in new 3D materials23. However, in 
certain cases, large molecules could be inserted between atomic planes, 
providing greater separation such that the resulting compounds 
could be considered as isolated graphene layers embedded in a 3D 
matrix. Furthermore, one can o$ en get rid of intercalating molecules 
in a chemical reaction to obtain a sludge consisting of restacked and 
scrolled graphene sheets24–26. Because of its uncontrollable character, 
graphitic sludge has so far attracted only limited interest.
" ere have also been a small number of attempts to grow 
graphene. " e same approach as generally used for the growth of 
carbon nanotubes so far only produced graphite ! lms thicker than 
≈100 layers27. On the other hand, single- and few-layer graphene 
have been grown epitaxially by chemical vapour deposition of 
hydrocarbons on metal substrates28,29 and by thermal decomposition 
of SiC (refs 30–34). Such ! lms were studied by surface science 
techniques, and their quality and continuity remained unknown. 
Only lately, few-layer graphene obtained on SiC was characterized 
with respect to its electronic properties, revealing high-mobility 
charge carriers32,33. Epitaxial growth of graphene o# ers probably the 
only viable route towards electronic applications and, with so much 
Figure 1 Mother of all graphitic forms. Graphene is a 2D building material for carbon materials of all other dimensionalities. It can be wrapped up into 0D buckyballs, rolled 
into 1D nanotubes or stacked into 3D graphite.
!"#$%&'()*+,")-./0.+11)2.$,34+5,%&')))%&' &67689)))%:;77;79
PROGRESS ARTICLE
184 nature materials | VOL 6 | MARCH 2007 | www.nature.com/naturematerials
crystal, whereas 100 layers should be considered as a thin ! lm of a 
3D material. But how many layers are needed before the structure is 
reg rded as 3D? For the case of graphe e, th  situation has recently 
become reasonably clear. It wa  shown that the electronic s ructure 
r pidly evolves with the numbe  of lay rs, appro ching the 3D limit 
of graphite at 10 laye s20. Moreover, only graph ne and, o a good 
approximation, its bilayer has simple lectronic spectra: they are both 
ze o-gap semiconductors (th y can also be referred to as zero-overlap 
semimetals) with one type of electron and one type of ole. For three 
or more layers, the spectra be ome incr asingly complicated: Several 
charge carriers appear7,21, and the conduction and valence bands 
start notably overlapping7,20. " is allows single-, doubl - and few- 
(3 to <10) layer graphene to be distinguished as three di# erent types 
of 2D crystals (‘graphenes’).  icker structures should be considered, 
to all intents and purp ses, a  thin ! lms of graphite. From the 
experimental point of view, such a de! nition is also se ble. " e 
scree ing length in graphite is only ≈5 Å (that is, less than two lay rs 
in thick ess)21 a d, hence, one must di# erentiate between the surface 
and the bulk even for ! lms as thin as ! ve l yers21,22.
Earlier attempts to isolate graph ne concentrat d on chemical 
exfoliation. To this end, bulk graphite was ! rst intercalated23 so that 
graphene planes became separated by layers of intervening atoms or 
molecules. " is usually resulted in new 3D materials23. However, in 
certain cases, large molecules could be inserted betwee  atomic planes, 
providing greater separation such that the resulting compou ds 
could be considered as isolated graph n  layers embedded in a 3D 
matrix. Fu thermore, one can o$ en get rid of intercalating m lecules 
in a chemical reaction t  obtain  sludge consisting of r stacked and 
sc olled graphene sheets24–26. B cause of its uncontrollable character, 
graphitic sludge has s  far ttracted only lim ted interest.
" e e av  also been a small number of attempts to grow 
graphene. " e same approach as generally used for the growth of 
carbon nanotubes so far only produced g aphite ! l s thicker than 
≈100 layers27. On the other hand, single- an  few-laye  graphene 
have been grown epitaxially by chemical vapour deposition of 
hydroca bons on metal substrates28,29 and by thermal decom osition 
of SiC (refs 30–34). Such ! lms were studied by surface science 
techniques, a d their quality and continuity remained unkn wn. 
Only lately, few-layer graphene obtained on SiC was characterized 
with respect to its electronic properties, revealing high-mobility 
charge carriers32,33. Epitaxial gr wth of graphene o# ers p obably the 
only viable r ute towards elect nic applications and, with so much 
Figure 1 Mother of all graphitic forms. Graphene is a 2D building material for carbon materials of all other dimensionalities. It can be wrapped up into 0D buckyballs, rolled 
into 1D nanotubes or stacked into 3D graphite.
!"#$%&'()*+,")-./0.+11)2.$,34+5,%&')))%&' &67689)))%:;77;79
PROGRESS ARTICLE
184 nature materials | VOL 6 | MARCH 2007 | www.nature.com/naturematerials
crystal, whereas 100 layers should be considered as a thin ! lm of a 
3D material. But how many layers are needed before the structure is 
regarded as 3D? For the case of graphene, the situation has recently 
become reasonably clear. It was shown that the electronic structure 
rapidly evolves with the number of layers, approaching the 3D limit 
of graphite at 10 layers20. Moreover, only graphene and, to a good 
approximation, its bilayer has simple electronic spectra: they are both 
zero-gap semiconductors (they can also be referred to as zero-overlap 
semimetals) with one type of electron and one type of hole. For three 
or more layers, the spectra become increasingly complicated: Several 
charge carriers appear7,21, and the conduction and valence bands 
start notably overlapping7,20. " is allows single-, double- and few- 
(3 to <10) layer graphene to be distinguished as three di# erent types 
of 2D crystals (‘graphenes’). " icker structures should be considered, 
to all intents and purposes, as thin ! lms of graphite. From the 
experimental point of view, such a de! nition is also sensible. " e 
screening length in graphite is only ≈5 Å (that is, less than two layers 
in thickness)21 and, hence, one must di# erentiate between the surface 
and the bulk even for ! lms as thin as ! ve layers21,22.
Earlier attempts to isolate graphene concentrated on chemical 
exfoliation. To this end, bulk graphite was ! rst intercalated23 so that 
graphene planes became separated by layers of intervening atoms or 
molecules. " is usually resulted in new 3D materials23. However, in 
certain cases, large molecules could be inserted between atomic planes, 
providing greater separation such that the resulting compounds 
could be considered as isolated graphene layers embedded in a 3D 
matrix. Furthermore, one can o$ en get rid of intercalating molecules 
in a chemical reaction to obtain a sludge consisting of restacked and 
scrolled graphene sheets24–26. Because of its uncontrollable character, 
graphitic sludge has so far attracted only limited interest.
" ere have also been a small number of attempts to grow 
graphene. " e same approach as generally used for the growth of 
carbon nanotubes so far only produced graphite ! lms thicker than 
≈100 layers27. On the other hand, single- and few-layer graphene 
have been grown epitaxially by chemical vapour deposition of 
hydrocarbons on metal substrates28,29 and by thermal decomposition 
of SiC (refs 30–34). Such ! lms were studied by surface science 
techniques, and their quality and continuity remained unknown. 
Only lately, few-layer graphene obtained on SiC was characterized 
with respect to its electronic properties, revealing high-mobility 
charge carriers32,33. Epitaxial growth of graphene o# ers probably the 
only viable route towards electronic applications and, with so much 
Figure 1 Mother of all graphitic forms. Graphene is a 2D building material for carbon materials of all other dimensionalities. It can be wrapped up into 0D buckyballs, rolled 
into 1D nanotubes or stacked into 3D graphite.
!"#$%&'()*+,")-./0.+11)2.$,34+5,%&')))%&' &67689)))%:;77;79
Figura 1.1: Figura extra´ıda del art´ıculo e A. K. Geim y K. S. Novoselov, Nature Mate-
rials 6, 183 (2007) [6]. Se muestra como desde el gr feno se pueden obtener nanocintas,
nanotubos y grafito.
El avance de las microscop´ıas y el desarrollo de nu vas te´cnicas exp rimen ales de
o t ncio´n o cr cimie to han hecho posible el des ubrimi n o del gr f no, los nanotubos
y las nanocintas. A par ir de se momento, lo nanot b s de carbono en 1991 [4] y el
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grafeno / nanocintas en 2005 [2], se ha producido un gran auge en el estudio de estos
materiales, debido a las propiedades f´ısicas y en especial a sus interesantes propiedades
electro´nicas, que han supuesto que se propongan estos sistemas como componentes
ba´sicos de la pro´xima generacio´n de dispositivos electro´nicos en el futuro.
1.1. S´ıntesis de nanotubos, grafeno y nanocintas
El control preciso de las te´cnicas de crecimiento y de obtencio´n de nanotubos,
grafeno y nanocintas, as´ı como de estructuras complejas basadas en las anteriores
formas alotro´picas, es fundamental para el futuro de la nanoelectro´nica basada en
el carbono [5]. Existe una amplia bibliograf´ıa en la cual se describen detalladamente
muchas de estas te´cnicas, pero nos fijaremos en aquellas que son de alguna manera
referentes en la historia de estos materiales.
1.1.1. Obtencio´n de nanotubos de carbono
Los nanotubos de carbono se pueden obtener a partir de numerosas te´cnicas de
s´ıntesis, entre las que cuales destacamos, descarga por arco [7, 8], deposicio´n en fase
vapor (CVD) [9, 10, 11] y me´todos de ablacio´n la´ser [12]. Se describen como
Me´todo de descarga por arco. La primera evidencia de nanotubos de carbono
ocurre en el an˜o 1991 cuando Sumio Iijima [4] buscando fullerenos por el me´todo
de descarga por arco, observo´, por microscop´ıa electro´nica de transmisio´n (TEM),
estructuras tubulares. Los tubos que se formaron estaban compuestos por varias
capas conce´ntricas de grafeno, que se denominaron ma´s adelante nanotubos de
carbono. Utilizando el mismo me´todo los grupos de S. Iijima y D. Bethune des-
cubrieron en 1993 que con el uso de catalizadores como Co, Ni y Fe, se produc´ıan
nanotubos de pared u´nica, pero con dia´metros diferentes para cada tubo [7, 8].
Me´todo de ablacio´n la´ser. En 1996, R. Smalley y colaboradores [12] utiliza-
ron la te´cnica de ablacio´n la´ser, capaz de convertir hasta el 90% del grafito en
nanotubos de carbono de pared u´nica. Esta te´cnica consiste en la incidencia de
un rayo la´ser sobre una muestra de grafito preparada con catalizadores de Co o
Ni, obteniendo haces de nanotubos unidos entre s´ı por interacciones de van der
Waals, con dia´metros y quiralidades diferentes. El principal reto al que se enfren-
tan estas te´cnicas es el de conseguir nanotubos de carbono con un dia´metro y una
quiralidad concreta. Para conseguir esto se necesita un control preciso de factores
como la presio´n, la temperatura y, lo que es ma´s importante, el catalizador.
Deposicio´n en fase vapor. Una te´cnica ma´s reciente es la deposicio´n en fase
vapor (CVD), que consiste en la descomposicio´n de un gas orga´nico sobre un
sustrato a una temperatura y presio´n controladas. El sustrato esta´ cubierto en
sitios espec´ıficos por un metal catalizador. Con este me´todo de crecimiento se
consiguen crecerlos en posiciones determinadas del sustrato y con dia´metros si-
milares, pero con quiralidades diferentes. Se han obtenido nanotubos de pared
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u´nica con un dia´metro homoge´neo de 1 nm, pero con diferente quiralidad. Con es-
ta te´cnica es posible fabricar estructuras complejas para dispositivos electro´nicos
o puntas para microscopios de fuerzas ato´micas (AFM) [9, 10, 11]. En la figura
1.3 se muestra un ejemplo de nanotubos de doble pared crecidos por CVD, en el
que el nanotubo interior tiene el dia´metro ma´s pequen˜o observado (∼ 0.4 nm)
[13].
to 573 K. After maintaining the temperature for 48 h, the
tube was cooled to room temperature. The so-obtained
materials were FeCp2@HiPCO SWNTs. In order to remove
FeCp2 coated on the SWNT surface, the SWNTs were
washed with alcohol for several times until the solvent was
colorless. Conversion of the FeCp2 inside HiPCO SWNTs
to the inner SWNTs was carried out via annealing at 1273
K in 10-3 Pa for 24 h. After annealing, the yield of the
smallest SWNTs was about 15∼20%, other products were
carbon graphite materials. The mean diameter of HiPCO
SWNT is relatively small and well suited for the inner tube
growth with 0.4 nm diameter when the typical interlayer
distance ∼0.35 nm is taken into account. (Note that, in a
previous study, annealing FeCp2 inside larger SWNTs with
mean diameter of ∼1.4 nm at high temperature converted
the filled FeCp2 into the inner tubes, forming the DWNTs
with the mean inner diameter of 0.7 nm.10)
The prepared “DWNTs”, i.e., the smallest tubes grown
inside the outer SWNTs, were put on a holey carbon grid
for TEM observations. A field emission TEM (JEOL-2010F,
operated at 120kV) equipped with a post-specimen spherical
aberration coefficient (Cs) corrector (CEOS) was used for
the HR-TEM imaging. The Cs value was set to 0.02-0.1
µm and the defocus condition was slightly underfocused (∆f
) -5 to -10 nm) in this study, so that the spatial point
resolution of the HR-TEM was 0.14 nm, which is sufficient
to visualize the typical carbon-carbon distance (0.14 nm).
Carbon nanotubes are sensitive to electron irradiation; for
instance, Ajayan et al. observed nanotubes shrank from 1.4
to 0.4 nm under continuous electron beam irradiation.11 In
order to minimize the electron irradiation effect, we em-
ployed optimized parameters for imaging by reducing the
exposure time (1 s for one frame) and electron dose as low
as possible. A sequence of HR-TEM frames were acquired
and superimposed (four frames for 1 image shown below)
to increase the signal-to-noise (S/N) ratio for display. In the
HR-TEM image, the apparent chiral angle can be measured
with accuracy of∼5°; the apparent diameter can be converted
to the approximate true diameter with an error of∼0.05 nm.
A systematic image simulation for the smallest DWNTs with
various diameters has been performed for the wide range of
diameters with 0.01 nm step to achieve the final set of chiral
indices.
Figure 1 shows some HR-TEM images of the DWNTs,
accompanied with the schematic models and the simulated
images based on the models. Unlike previous HR-TEM
images in which the DWNTs appeared only four dark lines,5
the HR-TEM images taken by the Cs-corrected microscope
does exhibit fine structure of graphene layer network with
atomic resolution. It is generally more complicated to assign
the (n, m) value of the constituent tubes because of the
intense interference of the Fresnel fringes arising from two
adjacent layers.12 Systematic image simulations are therefore
Figure 1. Set of HR-TEM image (up left), simulation (down), and schematic model (right) for (a) (3,3)@(12,3) DWNTs, (b) (4,3)@(9,8)
DWNTs, and (c) (4,4)@(9,9) DWNTs. Scale bar ) 1 nm.
Table 1. Summary of the Assigned Best Fit Chiral Indices,
Diameter, and Interlayer Distance of Inner and Outer Tubesa
DWNT
chiral
index
(inner/outer)
calculated
diameter
Dinner/Douter
(nm)
calculated
interlayer distance
(nm)
1 (3,3)@(12,3) 0.407/1.077 0.335
2 (3,3)@(10,6) 0.407/1.097 0.345
3 (4,3)@(9,8) 0.476/1.154 0.339
4 (4,4)@(9,9) 0.542/1.221 0.340
5 (5,1)@(11,5) 0.436/1.110 0.337
6 (5,2)@(15,0) 0.489/1.175 0.343
7 (5,3)@(9,9) 0.548/1.221 0.336
a The C-C bond lengths are assumed unchanged.
460 Nano Lett., Vol. 8, No. 2, 2008
Figura 1.2: Imagen de nanotubos de doble pared crecidos por CVD con una te´cnica
llamada alta presio´n de mono´xido de carbono (HiPCO). En gris se observa una imagen
obtenida por microscop´ıa de transmisi´n de electrones de alta definicio´n (HR-TEM)
(arriba) y simulada (abajo). El caso a) corresponde al nanotubo interior que tiene el
dia´metro ma´s pequen˜o observado. Al lado derecho se muestra la geometr´ıa esquema´tica
de estos tubos. Referencia: L. Guan, K. Suenaga, and S. Iijima, Nano Lett. 8, 459 (2008)
[13].
1.1.2. Obtencio´n de grafe o
En la de´cada de los treinta, estudios formulados por L. D. Landau y R. E. Peierls
establecieron que un mat rial estrict mente bidimensi nal (2D) o podr´ıa xistir debido
a fluctuaciones te´rmicas que desplazar´ıan los a´tomos una distancia similar a la distancia
interato´mica a cualquier temperatura finita [14, 15]. Por ello, se penso´ en sistemas 2D
como parte de sistemas tridime sionales (3D) y las u´nicas referencias que hay antes
del descubrimiento del grafeno son teo´ricas [16]. Hoy en d´ıa el grafeno [17] junto con
el nitruro de boro (BN) [18] son los u´ icos ateriales estrictamente bidimensionales
estables qu se han o tenido experimentalmente.
De forma general, podemos describir tres me´todos posibles de obtencio´n del grafeno:
Por te´cnicas meca´nicas. La exfoliacio´n micromeca´nica consiste en la traccio´n
por medio de una cinta adhesiva sobre grafito de una o vari s capas de grafeno
[2]. Es el proceso que se utilizo´ por primera vez para aislar grafeno [1]. Este
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me´todo es delicado y costoso en tiempo, pero se obtiene grafeno de gran calidad
y electro´nicamente aceptable, con taman˜os incluso de mil´ımetros.
Otra te´cnica meca´nica consiste en el uso de ultrasonidos o sonificacio´n en trozos de
grafito [19, 20], la cual conduce a suspensiones estables de grafeno por debajo del
micro´metro. La sonificacio´n permite la produccio´n de grafeno a escala industrial,
aunque las estructuras obtenidas no son homoge´neas y pueden estar formadas
por varias capas de grafeno.
Por crecimiento sobre otros cristales [21]. Este es un crecimiento 3D en el
que las capas de grafeno permanecen enlazadas al sustrato, y puede realizarse por
medio del me´todo CVD. En este caso, a partir de un gas carbo´nico se deposita
carbono formando grafeno sobre un sustrato de Ni [22, 23] o Cu [24]. El sustrato
se elimina por ataque qu´ımico y se enfr´ıa la muestra a una temperatura lo sufi-
cientemente baja para que las fluctuaciones te´rmicas no rompan los enlaces del
carbono [22, 23, 24, 25].
Otras veces no se busca aislar el grafeno completamente, sino que este´ unido a
un sustrato que garantice el soporte meca´nico para sus aplicaciones electro´nicas.
Habitualmente se usa un sustrato de carburo de silicio (SiC), debido a que es
aislante. Se pueden distinguir dos tipos de crecimiento de grafeno sobre SiC:
sobre la cara acabada en Si, en la que se ha conseguido crecer una o dos la´minas
de grafeno, y sobre la cara acabada en C, en la que se crecen capas mu´ltiples de
grafeno [26, 27].
Fuente de carbono so´lido sobre un sustrato [28]. Este me´todo consiste en
cubrir un sustrato de Cu con una fuente so´lida como es el polimetilmetacrilato
(PMMA) que contiene carbono. Al calentar la muestra a unos 800oC en una
atmo´sfera controlada de H2/Ar y bajo condiciones de presio´n baja, se crea una
capa uniforme de grafeno totalmente cristalina.
shape and the positions of the 2D peak are significantly different from
monolayer graphene to bilayer graphene and few-layer graphene
(Supplementary Fig. 3). For monolayer graphene, the 2D peak can
be fitted with a single sharp Lorentz peak. The observed 2D splitting
in bilayer and few-layer PMMA-derived graphene can be assigned to
the electronic band splitting caused by the interaction of the graphene
planes24. The Raman mapping of the G to 2D peak ratio illustrates the
uniformity of the graphene films over the 70–75mm2 areas investi-
gated (Supplementary Fig. 4). For monolayer graphene, more than
95% of the film has this signature, with IG/I2D, 0.4. The bilayer gra-
phene has more than 85% coverage, with an IG/I2D< 0.8.
We interpret the effect of hydrogen as follows: hydrogen acts as both
the reducing reagent and a carrier gas to remove C atoms that are
extruded from the decomposing PMMA during growth. A slower
H2 flow leaves more C sources for the growth of multilayer graphene.
Owing to the low concentration and solubility of the carbon source in
Cu, traditional CVD-grown graphene on Cu usually terminates as a
monolayer. In this experiment, highly concentrated and uniformly
dispersed carbon sources favourmultilayer graphenewhen theH2 flow
is low. The higher-order layers might form through graphitization
directly atop the first layer, which blocks the contact of the carbon
sources with the metal catalyst. Some metal catalysts, such as Ni, are
known to reverse graphene growth by converting graphene to hydro-
carbon products, therefore cutting graphene along specific direc-
tions27. This reverse reaction does not appear to occur on the
PMMA-derived graphene which is atop the Cu.
High quality monolayer PMMA-derived graphene was obtained at
800 uC by this method; this is lower than the CVD growth temperature
on Cu used in the original report6 (see Supplementary Fig. 5). For the
semiconductor industry, the lower processing temperature is favour-
able because temperatures as high as 1,000uC would be problematic in
the fabrication of the multi-layer stacks of heterogeneous materials.
Therefore, in addition to changing the Ar/H2 flow rate, the graphene
growth process was conducted at different temperatures. The quality of
the graphene films was monitored by the D/G peak ratio from Raman
spectroscopic analysis. The peak ratio for graphene sheets obtained
at 800 uC was less than 0.1. At 750 uC, the peak ratio was ,0.35;
hence 800 uC is the lower limit for obtaining high quality graphene
from PMMA (Supplementary Fig. 5). We used other solid carbon
sources—including fluorene (C13H10) and sucrose (table sugar,
C12H22O11)—to grow monolayer graphene on Cu catalyst under the
same growth conditions as was used for the PMMA-derived graphene.
Because theseprecursors are powdersnot films, 10mgof each as a finely
ground powder was placed directly on a 1 cm2 Cu foil. After subjecting
the powder-coated Cu films to the same reaction conditions as used for
PMMA-derived graphene, Raman spectra indicated that all of the solid
carbon sources were transformed into monolayer graphene with no D
peakobserved (Fig. 2c). Although these solid carbon precursors contain
potential topological defect generators (the five-membered ring in
fluorene) or high concentrations of heteroatoms (oxygen in sucrose),
they produce high quality pristine graphene. It is possible that at ele-
vated temperatures under vacuum, C has a higher affinity for the metal
catalyst surface than the heteroatoms; atom rearrangement occurs and
most of the topological defects are self-healed as the graphene is formed.
Other substrates—such as Ni, Si,100.with native oxide, and 200-
nm-thick SiO2 thermally grown—were also tested to determine if they
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Figure 1 | Synthetic protocol, spectroscopic analysis and electrical
properties of PMMA-derived graphene. a, Monolayer graphene is derived
from solid PMMA films onCu substrates by heating in anH2/Ar atmosphere at
800 uC or higher (up to 1,000 uC). b, Raman spectrum (514nm excitation) of
monolayer PMMA-derived graphene obtained at 1,000uC. See text for details.
c, Room temperature IDS–VG curve from a PMMA-derived graphene-based
back-gated FET device. Top inset, IDS–VDS characteristics as a function ofVG;
VG changes from 0V (bottom) to240V (top). Bottom inset, SEM (JEOL-6500
microscope) image of this device where the PMMA-derived graphene is
perpendicular to the Pt leads. IDS, drain–source current; VG, gate voltage; VDS,
drain–source voltage. d, SAED pattern of PMMA-derived graphene.
e–g, HRTEM images of PMMA-derived graphene films at increasing
magnification. In g, black arrows indicate Cu atoms.
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Figura 1.3: Te´cnica para la obtencio´n de grafeno sobre un sustrato de silicio. Fuente:
Z. Sum y colaboradores, Nature 468, 549 (2010) [28].
1.1.3. Obtencio´n de nanocintas de grafeno
Para la obtencio´n de nanocintas de grafeno se utilizan los siguientes procesos:
A partir de grafeno. Una de las primeras te´cnicas empleadas para la obten-
cio´n de nanocintas fue la utilizacio´n de procesos litogra´ficos sobre el grafeno, en
los cuales un haz de electrones corta literalmente el grafeno en una direccio´n
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espec´ıfica para formar cintas u otras formas deseadas [29]. Con esta te´cnica se
han conseguido crecer cintas con anchos de unos 20 nm, pero los bordes no son
homoge´neos y esta´n llenos de imperfecciones.
A partir de grafito. En otros trabajos se sen˜ala la produccio´n de nanocintas de
grafeno a partir de grafito mediante un proceso f´ısico-qu´ımico [30]. Este consiste
en la preparacio´n de copos de grafito mediante tratamiento qu´ımico para despue´s
separar las la´minas de grafeno mediante calentamiento a 1000oC y sonificacio´n.
De esta manera se han llegado a producir nanocintas de grafeno con anchos de
∼ 10 nm y con bordes localmente homoge´neos. Estas nanocintas se implemen-
taron en un transistor para ver sus propiedades electro´nicas [30]. Sin embargo,
la produccio´n industrial mediante este me´todo no es factible debido a la gran
disparidad de nanocintas con diferentes anchos.
Crecimiento por CVD sobre sustratos escalonados. Este proceso esta´ orien-
tado a la produccio´n de grandes cantidades de nanocintas para su uso en electro´ni-
ca. Consiste en la preparacio´n de un sustrato de SiC con escalones nanome´tricos
en direcciones en la que son propensos los crecimientos de nanocintas. Con esta
te´cnica se han conseguido nanocintas con 40 nm de ancho y chips con una densi-
dad de 104 transistores por 0.24 cm2 [31], pero los bordes de las nanocintas son
heteroge´neos.
model (1.0 nm). STM simulations (Fig. 2b, right side, greyscale) that
account for the finite tip radius perfectly reproduce the apparent
height and width of the polyanthrylenes. The fully aromatic system
is obtained by annealing the sample in a second step at 400 uC, which
induces intramolecular cyclodehydrogenation of the polymer chain
and hence the formation of an N5 7 armchair ribbon (Fig. 2c) with
half the periodicity of the polymeric chain (0.42 nm) and a markedly
reduced apparent height of 0.18 nm (Supplementary Fig. 3). STM
simulations are in perfect agreement with experimental images
(Fig. 2e), confirming that the reaction products are atomically precise
N5 7 GNRs with fully hydrogen-terminated armchair edges.
The Raman spectrum in Fig. 2d of a densely packed layer ofN5 7
armchair GNRs grown on a 200-nmAu(111) film on amica substrate
further attests to theuniformwidthof the ribbons: besides theDandG
peaks23 and several other peaks appearing due to the finite width and
low symmetry of the ribbons, the spectrum exhibits the width-specific
radial-breathing-like mode24 as a sharp peak at 396 cm21 (in excellent
agreement with our calculated value of 394 cm21). This implies that
the radial-breathing-like mode is indeed a sensitive probe of GNR
width (N5 6 and N5 8 GNRs have radial-breathing-like mode fre-
quencies about 50 cm21 higher and lower, respectively24).
In our method the topology of the GNRs produced is determined
by the functionality pattern of the precursor monomers, allowing the
fabrication of ribbons with complex shapes. As an example, Fig. 3a
illustrates the strategy for fabricating chevron-type GNRs with
alternating widths of N5 6 and N5 9 using 6,11-dibromo-1,2,3,4-
tetraphenyltriphenylene precursor monomers 2. Initial colligation of
the dehalogenated intermediates on Au(111) at 250 uC yields chains,
in which adjacent monomers have opposite orientation with respect
to the polymer main axis (Supplementary Fig. 2). The fully aromatic
GNR is then produced during a second annealing step at 440 uC,
which causes intramolecular cyclodehydrogenation of the polymer
chain as is shown by a reduction of the apparent height from 0.25 nm
to 0.18 nm (Supplementary Fig. 3). The resultant chevron-type GNRs
have a periodicity of 1.70 nm and a pure armchair edge structure
(Fig. 3b, c). Comparisons with the model structure and with density
function theory (DFT) -based STM simulations (Fig. 3b) confirm
that the structure of the chevron-type ribbon has been imposed by
the colligated and cyclodehydrogenated monomer 2.
Figure 3c shows a monolayer thin film of N5 6/N5 9 chevron-
type armchair GNRs, with the degree of alignment between neigh-
bouring GNRs improved over that seen in low-coverage samples. The
preferred growth direction of the GNRs is given by the herringbone
reconstruction of the Au(111) substrate. The substrate-controlled
growth direction also limits the ribbon length: The length histogram
(inset in Fig. 3c) drops significantly above ,30 nm, which corre-
sponds to the typical length of the straight segments of the herring-
bone reconstruction of the Au(111) sample used. A significant
increase in ribbon length can thus be expected for template surfaces
favouring unidirectional ribbon growth25,26.
An X-ray photoelectron spectroscopy (XPS) analysis of a mono-
layer thin film of N5 6/N5 9 chevron-type armchair GNRs grown
on a Au(111)/mica surface was performed after sample transfer
through air and subsequent annealing to 450 uC under ultrahigh-
vacuum conditions to desorb volatile contaminants accumulated
during air exposure. The overview XPS spectrum shown in Fig. 3d
exhibits only core level peaks owing to the gold substrate and the
GNRs. The enlarged view of the C1s core level region in the inset
shows that the C 1s peak consists of a single sharp component at
Br
Br
200 ºC 400 ºC
1
a
b
c e
d
0 3.8 Å
0 2 Å
396
953
1,220
1,260
1,341
1,600
400 600 800 1,000 1,200 1,400 1,600
Wavenumber (cm–1)
20 nm 3 nm
1 nm
1 nm
Calculation
Experiment
Figure 2 | Straight GNRs from bianthryl monomers. a, Reaction scheme
from precursor 1 to straight N5 7 GNRs. b, STM image taken after surface-
assisted C–C coupling at 200 uC but before the final cyclodehydrogenation
step, showing a polyanthrylene chain (left, temperature T5 5K, voltage
U5 1.9 V, current I5 0.08 nA), and DFT-based simulation of the STM
image (right) with partially overlaid model of the polymer (blue, carbon;
white, hydrogen). c, Overview STM image after cyclodehydrogenation at
400 uC, showing straight N5 7 GNRs (T5 300K, U523V, I5 0.03 nA).
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Figure 3 | Chevron-type GNRs from tetraphenyl-triphenylene monomers.
a, Reaction scheme from 6,11-dibromo-1,2,3,4-tetraphenyltriphenylene
monomer 2 to chevron-type GNRs. b, Overview STM image of chevron-type
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and corresponding ribbon length distribution. d, XPS survey of amonolayer
sample of chevron-type GNRs with core levels and valence band (VB)
labelled. The C1s core level spectrum (inset) consists of a single component
located at 284.5 eV binding energy (full-width at half-maximum, FWHM
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indicate the energy position for C–O, C5O and COOH (with increasing
chemical shift); see text.
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284.5 eV binding energy characteristic of sp2 bonded carbon. There
are no signs of carbon in other chemical environments, and in par-
ticular noC–O, C5OorCOOHcomponents27.We conclude that the
GNRs are chemically pure, and inert under ambient conditions. XPS
also shows that the halogens desorb from the surface before the final
cyclodehydrogenation step.
Suitably designedhalogen-functionalizedmolecular precursorswill
provide access to a wide range of other GNR shapes and widths and
thus enable the engineering of electronic properties. For example, the
N5 7 armchair GNR obtained from precursor 1 (Fig. 2) exhibits a
bandgap of 1.6 eV (Supplementary Fig. 4), whereas the relatedN5 9
andN5 11 ribbons are predicted to exhibitmuch smaller bandgaps of
about 0.7 eV and 0.2 eV, respectively (Supplementary Fig. 6)2,6,28. The
chevron-likeGNRconsistingof alternatingN5 6 andN5 9 segments
(Fig. 3) exhibits the same bandgap of 1.6 eV (Supplementary Fig. 4)
despite its different topology. However, its conduction bands are
much less strongly dispersing, indicating a significant degree of charge
carrier loc lization owing to the peculiar ‘zigzag’ shape of the ribbon
(Supplementary Fig. 5). This suggests that the rational design of GNR
width and shape (topology) allows not only for a detailed engineering
of the bandgap, but also of the band curvature and thus the effective
mass (mobility) of charge carriers.
Our bottom-up GNR fabric tion process is ot limited to Au(111)
templates, with Ag(111) equally suitable for the fabrication of the two
types of GNRs discussed above. This is illustrated by the sample in
Fig. 4a, wit the straight N5 7 GNRs a d the chevron-type
N5 6/N5 9 GNRs having been grown sequentially on a Ag(111)
surface. Incidentally, a sample containing both GNRs is also obtained
if both precursor monomers are deposited together on the substrate
surface and the ther al activa ion sequence is then applied to the
mixed sample. The intermolecular coupling reaction is thus highly
selective: the design of the twomonomers allows only homomolecular
reactions, whereas heteromolecular coupling is sterically hindered.
But monomers can also be specifically designed for heteromole-
cular coupli g. This is illustrated in Fig. 4b– with the tri-h logen-
functionalized monomer 1,3,5-tris(499-iodo-29-biphenyl)benzene
(monomer 3), which has C3 symmetry and provides no steric hind-
rance against radical addition to monomer 2 to yield the threefold
GNR junction seen in the STM image in Fig. b. The strategy of using
two different precursor monomers designed for facile heteromole-
cular coupling and cyclodehydrogenation should also enable the
controlled growth of GNR heterojunctions. Our bottom-up GNR
fabrication even holds promise for the growth of chemically doped
GNRs from precursor monomers with phenyl rings substituted by
heterocycles (with heteroatoms at positions that do not interfere with
cyclodehydrogenation), leading to isostructural GNRs but with
heteroatoms at strictly defined positions along the ribbon edges.
The present bottom-up route to atomically precise GNRs involves
modest temperatures (,450 uC) compatible with current comple-
mentary metal–oxide–semiconductor (CMOS) technology, and all
fabrication steps are performed in situ so that the intrinsic properties
of the GNRs can be probed on clean and well-defined substrates.
However, the technological use of this fabricationmethod faces some
challenges, such as its extension to substrates that are technologically
relevant while still being able to induce the dehalogenation, C–C
coupling and cyclodehydrogenation steps. An alternative might be
offered by the adaptation of transfer methods developed for epitaxial
graphene29,30, with preliminary results using a simple ‘chip-to-chip
pre s’ method indicating that intact GNRs can be successfully trans-
ferred from gold films onto a SiO2 substrate (Supplementary Fig. 7).
METHODS SUMMARY
Preparation of GNRs. Au(111) and Ag(111) single crystals (Surface Preparation
Laboratory,Netherlands) aswell as 200nmAu(111) thin filmsepitaxially grownon
mica (Phasis, Switzerland) were used as substrates for GNR growth. Substrate
surfaces were cleaned by repeated cycles of argon ion bombardment and annealing
to470 uC.Precursormonomers (for details on the synthesis, see the Supplementary
Information)were deposited onto the clean substrate surfaces by sublimation from
a sixfold evaporator (Knudsen-cell type) at rates of,1 A˚min21. Owing to a large
distance between substrate and evaporator in our ultrahigh-vacuum set-up, only
,2% of the sublimatedmaterial reaches the sample. For the fabrication of straight
N5 7 armchair GNRs, the substrate was maintained at 200uC during monomer
deposition to induce dehalogenation and radical addition. After deposition, the
sample was post-annealed at 400uC for 10min to cyclodehydrogenate the poly-
mers and form GNRs. For the chevron-type GNRs, the preparation process was
identical, except that slightly higher substrate temperatures of 250uC and 440 uC
were used during monomer deposition and for post-annealing, respectively. In
both cases, essentially all deposited monomers are transformed into the desired
GNR tructures.
STM characterization of GNRs. A variable-temperature STM and a low-
temperature STM,both fromOmicronNanotechnology,wereused to characterize
the morphology of the GNR samples. Images were taken in the constant current
modeunder ultrahigh-vacuum conditions at sample temperatures of 298K (room
temperature), 115K (liquidN2 cooling)or35K (liquidHe cooling) in the variable-
temperature STM and 77K or 5K in the low-temperature STM.
Monomer synthesis, spectroscopic characterization, DFT calculations.
Details regarding the synthesis of the precursor monomers, the Raman and
XPS experiments, DFT calculations and STM simulations are given in the
Supplementary Information.
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Figure 4 | Versatility of bottom-up GNR synthesis. a, STM image of
coexisting straight N5 7 and chevron-type GNRs sequentially grown on
Ag(111) (T5 5K, U522V, I5 0.1 nA). b, Threefold GNR junction
obtained from a 1,3,5-tris(499-iodo-29-biphenyl)benzene monomer 3 at the
nodal point and monomer 2 for the ribbon arms: STM image on Au(111)
(T5 115K, U522V, I5 0.02 nA). Monomers 2 and 3 were deposited
simultaneously at 250 uC followed by annealing to 440 uC to induce
cyclodehydrogentation. c, Schematic model of the junction fabrication
process wit components 3 and 2. d, Model blue, carbon; white, hydrogen)
of the colligated and dehydrog nated molecules forming the threefold
junction overlaid on the STM image from b.
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b
Figura 1.4: a) Imagen STM de n nocintas con orde armchair y nanocintas en forma
de V. b) Imagen HR-TEM de una nanocinta armchair muy estrecha, donde n azul se
muestra un modelo molecular y en gris la densidad electro´nica obtenidas por ca´lculos
de primeros principios. Referencia: J. Cai y colab radores, Nat re 466, 470 (2010) [32].
Proceso bottom-up. Este proceso consiste en el emsamblado de mole´culas aroma´ti-
cas sobre un sustrato en el cual se situ´an precursores en posiciones espec´ıficas para
unir las mole´culas las unas con las otras, formand ci t s rect s o cintas en forma
de V. Cabe destacar la obtencio´n de nanocintas de grafeno muy estre has, del
orden de ∼ 1 nm (solo 7 a´tomos de carbono enlazados), con bordes perfectos
armchair (ver figura 1.4) [32].
A partir de nanotubos de carbono. Recientemente ha surgido una te´cnica
revolucionaria que consiste en el desenrollamiento de nanotubos de carbono para
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formar nanocintas de grafeno [33, 34, 35, 36]. De esta manera, conociendo la
forma del nanotubo de carbono, se controla tanto el ancho como la forma del
borde de la nanocinta. La apertura de los nanotubos puede lograrse por ataque
qu´ımico [33], me´todos f´ısicos [34], o por la intercalacio´n de litio seguido por una
exfoliacio´n [35, 36]. En el primero, representado en la figura 1.5, se disuelven los
nanotubos previamente crecidos por CVD en a´cido sulfu´rico H2SO4 an˜adie´ndole
posteriormente permanganato pota´sico KMnO4. En la figura 1.5(b) se muestra un
esquema del proceso qu´ımico seguido para romper los enlaces carbono-carbono. El
a´cido sulfu´rico ma´s el permanganato oxidan los enlaces del nanotubo de carbono,
produciendo un corte longitudinal o en espiral dependiendo de la estructura quiral
del nanotubo y del enlace que se destruya primero.
first iteration (sample I), 200wt% in the second iteration (sample II),
and so on until the final iteration, when we used 500wt% (sample V).
This resulted in consecutive unencapsulation of the different layers
by unzipping of the successiveMWCNTs (seeMethods for details). It
is evident from TEM images (Fig. 2a–e) that the walls of the
MWCNTs open to a higher degree as the level of oxidation increases,
with lessMWCNT inner tube remaining in successive iterations. This
is highlighted in a statistical plot (Fig. 2f) showing the decrease of the
average diameter of remaining MWCNTs from ,65 nm to ,20 nm
as the amount of KMnO4 exposure is increased. The smaller-
diameter tubes that remained after treatment with 500wt%
KMnO4 were exposed to the reaction conditions for less time than
the larger-diameter tubes and, thus, may not have had the chance to
fully react; no difference in the rate of unzipping between smaller-
and larger-diameter nanotubes can be inferred from this data.
The degree of oxidation of the product formed (partly and/or
completely unravelled MWCNTs) from each of the five iterative
KMnO4 treatment steps was monitored using attenuated-total-
reflection infrared (ATR–IR) spectroscopy and thermogravimetric
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Figure 1 | Nanoribbon formation and imaging. a, Representation of the
gradual unzipping of one wall of a carbon nanotube to form a nanoribbon.
Oxygenated sites are not shown. b, The proposed chemical mechanism of
nanotube unzipping. The manganate ester in 2 could also be protonated.
c, TEM images depicting the transformation ofMWCNTs (left) into oxidized
nanoribbons (right). The right-hand side of the ribbon is partly folded onto
itself. The dark structures are part of the carbon imaging grid. d, AFM images
of partly stacked multiple short fragments of nanoribbons that were
horizontally cut by tip-ultrasonic treatment of theoriginal oxidationproduct
to facilitate spin-casting onto the mica surface. The height data (inset)
indicates that the ribbons are generally single layered. The two small images
on the right show some other characteristic nanoribbons. e, SEM image of a
folded, 4-mm-long single-layer nanoribbon on a silicon surface.
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Figure 2 | Stepwise opening of MWCNTs to form nanoribbons. a–e, TEM
images of the stepwise opening of MWCNTs representing the incremental
exposure of the system to KMnO4: the least oxidized sample (sample I) is in
a and themost oxidized sample (sample V) is ine. f, Scatter plot showing how
the average MWCNT diameter (determined from studying 15–20 TEM
images per sample, each with,5 MWCNTs per image) changes with
increasing exposure to KMnO4. Error bars indicate the standard deviation of
the averageMWCNTdiameter across the sample.g, ATR–IR spectroscopy of
stepwise opening/oxidation of MWCNTs. h, X-ray diffraction analysis of the
stepwise opening of the nanotube. h, diffraction angle; a.u., arbitrary units.
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first iteration (sample I), 200wt% in the second iteration (sample II),
and so on until the final iteration, when we used 500wt% (sample V).
This resulted in consecutive unencapsulation of the different layers
by unzipping of the successiveMWCNTs (seeMethods for details). It
is evident from TEM images (Fig. 2a–e) that the walls of the
MWCNTs open to a higher degree as the level of oxidation increases,
with lessMWCNT inner tube remaining in successive iterations. This
is highlighted in a statistical plot (Fig. 2f) showing the decrease of the
average diameter of remaining MWCNTs from ,65 nm to ,20 nm
as the amount of KMnO4 exposure is increased. The smaller-
diameter tubes that remained after treatment with 500wt%
KMnO4 were exposed to the reaction conditions for less time than
the larger-diameter tubes and, thus, may not have had the chance to
fully react; no difference in the rate of unzipping between smaller-
and larger-diameter nanotubes can be inferred from this data.
The degree of oxidation of the product formed (partly and/or
completely unravelled MWCNTs) from each of the five iterative
KMnO4 treatment steps was monitored using attenuated-total-
reflection infrared (ATR–IR) spectroscopy and thermogravimetric
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gradual unzipping of one wall of a carbon nanotube to form a nanoribbon.
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nanotube unzipping. The manganate ester in 2 could also be protonated.
c, TEM images depicting the transformation ofMWCNTs (left) into oxidized
nanoribbons (right). The right-hand side of the ribbon is partly folded onto
itself. The dark structures are part of the carbon imaging grid. d, AFM images
of partly stacked multiple short fragments of nanoribbons that were
horizontally cut by tip-ultrasonic treatment of theoriginal oxidationproduct
to facilitate spin-casting onto the mica surface. The height data (inset)
indicates that the ribbons are generally single layered. The two small images
on the right show some other characteristic nanoribbons. e, SEM image of a
folded, 4-mm-long single-layer nanoribbon on a silicon surface.
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images of the stepwise opening of MWCNTs representing the incremental
exposure of the system to KMnO4: the least oxidized sample (sample I) is in
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the average MWCNT diameter (determined from studying 15–20 TEM
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Figura 1.5: (a) Figura esquema´tica del desenrollamiento de un nanotubo de carbono. (b)
Proceso qu´ımico seguido para el corte longitudinal o en espiral a lo largo del nanotubo.
(c) Imagen TEM de nanotubos de carbono (izquierda) y de una nanocinta (derecha)
producida por este me´todo. Fuente: D. V. Kosynkin y colaboradores, Nature 458, 872
(2009).
La segunda te´cnica consiste en embeber nanotubos en una ma riz de PMMA,
para despue´s exponerla a un plasma de argo´n, co siguiendo elim ar el PMMA y
parte de los nanotubos, obteniendo as´ı el desenrollamiento de los nanotubos (ver
figura 1.6(a)). Los productos finales dependen t nto de l f rma del nanotubo
como del tiempo de exposicio´n al plasma [34]; se obtien n nanocintas al dedor
de 10 nm de ancho (figura 1.6(b)).
Debido a que las propiedades electro´nicas de las nanocintas de grafeno dependen
en gran medida de la estructura de sus bordes, para conseguir bordes homoge´neos
y cristalinos se han implementado varios me´todos que consisten en suministrar una
energ´ıa lo suficiente ente alta a los a´tomos del borde como para que estos se muevan
a otros sitios vacantes ma´s estables [37, 38]. Basados en esto, al pasar una corriente
por una nanocinta de bordes inhomoge´neos, ciertos a´tomos del borde se evaporan o se
mueven por calentamiento Joule, produciendo bordes homoge´neos con a´tomos acabados
en zigzag o armchair, que son los ma´s estables [37]. Tambie´n, se ha conseguido mediante
TEM, con correccio´n en la aberracio´n, corregir imperfecciones de red en los bordes de
las nanocintas. Empleando el microscopio, se bombardea la cinta con electrones de una
10
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Figura 1.6: (a) Proceso f´ısico para la obtencio´n de nanocintas a partir de nanotubos de
carbono. (b) Imagen mediante AFM de nanocintas obtenidas con anchos comprendidos
entre ∼ 10 nm y ∼ 50 nm (la barra tiene una longitud de 1 µm). Ancho de las
nanocintas: (c) 7 nm, (d) 8 nm, (e) 13 nm, (f) 15 nm, (g) 17 nm, (h) 33 nm, (i) 45 nm
y (j) 51 nm. Fuente: L. Jiao y colaboradores, Nature 458, 877 (2009) [34].
energ´ıa determinada, que ha de ser ligeramente superior a la barrera energe´tica de la
unio´n entre carbonos, para provocar que se muevan a posiciones ma´s estables [38]. Con
estos me´todos se ha conseguido reconstruir los bordes y eliminar defectos en nanocintas
de carbono.
1.2. Propiedades f´ısicas y aplicaciones de nanotu-
bos, grafeno y nanocintas
Las propiedades f´ısicas del grafeno, de los nanotubos de carbono y de las nanocintas
esta´n muy relacionadas debido a la estructura localmente hexagonal de su red cristalina,
derivada de la hibridacio´n sp2 de los a´tomos de carbono.
Desde la obtencio´n experimental de nanotubos y grafeno, se penso´ en que pod´ıan
formar parte en aplicaciones pra´cticas en electro´nica debido al comportamiento ex-
cepcional de sus portadores de carga. Por este motivo las propiedades f´ısicas ma´s ex-
ploradas son sus propiedades electro´nicas [39, 40]. Para entender el comportamiento
electro´nico de nanotubos y nanocintas antes debemos conocer las propiedades del gra-
feno.
La interaccio´n de los portadores de carga en el grafeno con el potencial perio´di-
co de la red hexagonal hace que se comporten como cuasipart´ıculas sin masa, que a
bajas energ´ıas se describe mediante la ecuacio´n de Dirac, con una velocidad efectiva
trescientas veces inferior a la de la luz (vF = 106 ms−1). Por tanto, las principales
caracter´ısticas electro´nicas del grafeno se derivan de su peculiar estructura de bandas,
que a bajas energ´ıas presenta una relacio´n de dispersio´n lineal que corresponde a la
obtenida mediante la ecuacio´n de Dirac, formando un cono de Dirac (ver figura 1.7a).
Una consecuencia de esto es la prediccio´n de la paradoja de Klein en grafeno [41] y su
posterior observacio´n experimental [42, 43]. O. Klein en 1929 predijo que para part´ıcu-
11
1.2. PROPIEDADES FI´SICAS Y APLICACIONES DE NANOTUBOS,
GRAFENO Y NANOCINTAS
las relativistas que viajan a velocidades cercanas a la velocidad de la luz, las barreras
de potencial de alta energ´ıa se vuelven transparentes para ciertos a´ngulos de incidencia
y energ´ıas, independientes de la altura de la barrera.
La estructura de bandas del grafeno tiene simetr´ıa electro´n-hueco, y presenta un
gran efecto de campo ambipolar, esto es, los portadores de carga pueden ser sintoni-
zados entre electrones y huecos con concentraciones altas, llegando a valores de 1013
cm−2, y con movilidades µ que pueden sobrepasar los 15000 cm2 V−1 s−1 bajo condi-
ciones normales [44]. Este valor de la movilidad es incluso un orden de magnitud mayor
al observado en estructuras de silicio. Estudios recientes han encontrado movilidades
en torno a 106 cm2 V−1 s−1 con densidades electro´nicas por debajo de 1010 cm−2, in-
dicando la alta calidad en las muestras experimentales [45]. En las mismas muestras
tan puras de grafeno se ha demostrado que la interaccio´n electro´n-electro´n provoca un
afilamiento del cono de Dirac, que hace que los portadores de carga se muevan con una
velocidad de 3x106 m/s [45].
Se ha observado experimentalmente un transporte bal´ıstico cercano al micro´metro
∼0.3 µm a temperatura ambiente. Esto quiere decir que los electrones pueden recorrer
distancias a temperatura ambiente alrededor del micro´metro sin sufrir dispersio´n. Este
comportamiento se verifica cuando el grafeno se encuentra encima de sustratos, cubierto
con absorbatos o con ada´tomos.
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Dirac cones reshaped by interacti n effects in
suspended graphene
D. C. Elias1, R. V. Gorbachev1, A. S. Mayorov1, S. V. Morozov2, A. A. Zhukov3, P. Blake3,
L. A. Ponomarenko1, I. V. Grigorieva1, K. S. Novoselov1, F. Guinea4* and A. K. Geim1,3
In graphene, electron–electron interactions are expected to
play a significant role, as the screening length diverges at the
charge neutrality point and the conventional Landau theory
that enables us to map a strongly interacting electronic liquid
into a gas of non-interacting fermions is no longer applicable1,2.
This should result in considerable changes in graphene’s
linear spectrum, and even more dramatic scenarios, including
the opening of an energy gap, have also been proposed3–5.
Experimental evidence for such spectral changes is scarce, such
that the strongest is probably a 20% difference between the
Fermi velocities vF found in graphene and carbon nanotubes6.
Here we report measurements of the cyclotron mass in
suspended graphene for carrier concentrations n varying over
three orders of magnitude. In contrast to the single-particle
picture, the real spectrum of graphene is profoundly nonlinear
near the neutrality point, and vF describing its slope increases
by a factor of more than two and can reach ≈3× 106 m s−1 at
n< 1010 cm−2. No gap is found at energies even as close to the
Dirac point as ∼0.1meV. The observed spectral changes are
well described by the renormalization group approach, which
yields corrections logarithmic in n.
In the first approximation, charge carriers in graphene behave
like massless relativistic particles with a conical energy spectrum
E = vFh¯k where the Fermi velocity vF plays the role of the effective
speed of light and k is the wave vector. Because graphene’s spectrum
is filled with electronic states up to the Fermi energy, their Coulomb
interaction has to be taken into account. To do this, the standard
approach of Landau’s Fermi-liquid theory, proven successful for
normal metals, fails in graphene, especially at E close to the
neutrality point, where the density of states vanishes. This leads
to theoretical divergences that have the same origin as those in
quantum electrodynamics and other interacting-field theories. In
the latter case, the interactions are normally accounted for by using
the renormalization group theory1, that is, by defining effective
models with a reduced number of degrees of freedom and treating
the effect of high-energy excitations perturbatively. This approach
was also applied to graphene by using as a small parameter either
the effective coupling constant α= e2/h¯vF (refs 7,8) or the inverse
of the number of fermion species in grapheneNf=4 (refs 9,10). The
resultingmany-body spectrum is shown in Fig. 1.
As for experiment, graphene placed on top of an oxidized
Si wafer and with typical n ≈ 1012 cm−2 exhibits vF with the
conventional value v∗F ≈ 1.05 ± 0.1 × 106 m s−1. The value was
measured by using a variety of techniques including the early
transport experiments, in which Shubnikov–de Haas oscillations
(SdHO) were analysed to extract vF (refs 11,12). It has been noted
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Figure 1 | Sketch of graphene’s electronic spectrum with and without
taking into account e–e interactions. The outer cone is the single-particle
spectrum E= vFh¯k, and the inner cone illustrates the many-body spectrum
predicted by the renormalization group theory and observed in the current
experiments. We need to consider this image as follows. Electron–electron
(e–e) interactions reduce the density of states at low E and lead to an
increase in vF that slowly (logarithmically) diverges at zero E. As the Fermi
energy changes, vF changes accordingly but remains constant under the
Fermi surface (note the principal difference from the excitation spectra that
probe the states underneath the surface28).
that v∗F is larger than v0F ≈ 0.85±0.05×106 m s−1, where v0F is the
value accepted for metallic carbon nanotubes (see, for example,
ref. 6). In agreement with this notion, the energy gaps measured
in semiconducting nanotubes show a nonlinear dependence on
their inverse radii, which is consistent with the larger vF in flat
graphene6. The differences between vF in graphene and its rolled-up
version can be attributed to e–e interactions13. Another piece of
evidence came from infrared measurements14 of the Pauli blocking
in graphene, which showed a sharp (15%) decrease in vF on
increasing n from ≈ 0.5 to 2× 1012 cm−2. A similar increase in
vF(≈ 25%) for similar n has recently been found by scanning
tunnelling spectroscopy15. In both cases, the changes were sharper
and larger than the theory predicts for the probed relatively small
intervals of n.
Here, we have studied SdHO in suspended graphene devices
(inset in Fig. 2a). They were fabricated by using the procedures
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Fi ure 2 | Probing graphen ’s electronic spectrum through SdHO. a, Symbols show examples of the T dependence of SdHO for n≈+1.4 and
−7.0× 1010 cm−2 for el ctrons nd holes, respectively. The dependence is well described by the Lifshitz–Kosevich formula (solid curves). The dashed
curves are the behaviour expected for vF = v∗F (in the matching colours). The inset shows a scanning electron micrograph of one of our devices. The vertical
graphene wire is≈2 µmwide and suspended above an oxidized Si wafer attached to Au/Cr contacts. Approximately half of the 300-nm-thick SiO2 was
etched away underneath the graphene structure. b,mc as a function of kF for the same device.m0 is the free-electron mass. It is the exponential
dependence of the SdHO amplitude onmc that enables high accuracy of the cyclotron-mass measurements. The error bars indicate maximum and
minimum values ofmc that could fit data such as in a. The dashed curves are the best linear fitsmc ∝ n1/2 at high and low n. The dotted line is for the
standard value of vF= v∗F . Graphene’s spectrum renormalized owing to e–e interactions is expected to result in the dependence shown by the solid curve.
c,mc re-plotted in erms f varying vF. The colour scheme is to match the corresponding data in b.
described previously16–18. After current annealing, our devices
exhibited record mobilities µ ∼ 1,000,000 cm2 Vs−1, and charge
homogeneity δn was better than 109 cm−2 such that we observed
the onset of SdHO in magnetic fields B ≈ 0.01 T and the first
quantum Hall plateau became clearly visible in B below 0.1 T
(see Supplementary Information). To extract the information
about graphene’s electronic spectrum, we employed the following
routine. SdHO were measured at various B and n as a function of
temperature (T ). Their amplitude was then analysed by using the
standard Lifshitz–Kosevich formula T/sinh(2pi2Tmc/h¯eB), which
holds for the Dirac spectrum19 and enables us to find the effective
cyclotron mass mc at a given n. This approach was previously
employed for graphene on SiO2, and it was shown that, within
experimental accuracy and for a range of n∼1012 cm−2,mc was well
described by dependence mc = h¯(pin)1/2/v∗F , which corresponds to
the linear spectrum11,12.With respect to the earlier experiments, our
suspended devices offer critical advantages. First, in the absence of
a substrate, interaction-induced spectral changes are expected to be
maximal because no dielectric screening is present. Second, the high
quality of suspended graphene has enabled us to probe its spectrum
over a very wide range of n, which is essential as the spectral changes
are expected to be logarithmic in n. Third, owing to low δn, we can
approach theDirac pointwithin a fewmillielectronvolts. This low-E
regime, in which a major renormalization of the Dirac spectrum is
expected, has previously been inaccessible.
Figure 2a shows examples of the T dependence of the SdHO
amplitude at low n (for details, see Supplementary Information).
The curves are well described by the Lifshitz–Kosevich formula but
the inferred mc are half those expected if we assume that vF retains
its conventional value v∗F . To emphasize this profound discrepancy
with the earlier experiments, the dashed curves in Fig. 2a plot
the T dependence expected under the assumption vF = v∗F . The
SdHO would then have to decay twice as fast with increasing T ,
which would result in a qualitatively different behaviour of the
SdHO. From the measuredmc we find vF≈ 1.9 and 2.2×106 m s−1
for the higher and lower |n| in Fig. 2a, respectively. We have
carried out measurements of mc as in Fig. 2a for many different
n, and the extracted values are presented in Fig. 2b for one of the
devices. For the linear spectrum, mc is expected to increase linearly
with kF = (pin)1/2. In contrast, the experiment shows a superlinear
behaviour. Trying to fit the curves in Fig. 2b with the linear
dependence mc(kF), we find vF ≥ 2.5× 106 m s−1 at n< 1010 cm−2
and ≤1.5× 106 m s−1 for n > 2× 1011 cm−2, as indicated by the
dashed lines. The observed superlinear dependence of mc can be
translated into vF varying with n. Figure 2c replots the data in
Fig. 2b in terms of vF = h¯(pin)1/2/mc, which shows a diverging-like
behaviour of vF near the neutrality point. This sharp increase in
vF (by nearly a factor of three with respect to v∗F ) contradicts to
the linear model of graphene’s spectrum but is consistent with the
spectrum reshaped by e–e interactions (Fig. 1).
The data for mc measured in four devices extensively studied
in this work are collected in Fig. 3 and plotted on a logarithmic
scale for both electrons and holes (no electron–hole asymmetry
was noticed). The plot covers the experimental range of |n| from
109 to nearly 1012 cm−2. All the data fall within the range marked
by the two dashed curves that correspond to constant vF = v∗F
and vF = 3× 106 m s−1. We can see a gradual increase in vF as
n increases, although the logarithmic scale makes the observed
threefold increase less dramatic than in the linear presentation of
Fig. 2c. Note that, even for the highest n in Fig. 3, the measured
mc do not reach the values expected for vF = v∗F and are better
described by vF ≈ 1.3v∗F . This could be due to the fact that the
highest n values we could achieve for suspended graphene were
still within a sub-1012 cm−2 range, in which some enhancement in
vF was reported for graphene on SiO2 (refs 14,15). Alternatively,
the difference could be due to the absence of a substrate in our
case. To find out which of the effects dominates, we have studied
high-µ devices made from graphene deposited on boron nitride20,21
(its dielectric constant ε is close to that of SiO2) and found that
mc in the range of n between ≈ 0.1 and 1× 1012 cm−2 is well
described by vF ≈ v∗F (Supplementary Information). This indicates
that the observed difference in mc at high n in Fig. 3 with respect
to the values expected for v∗F is likely to be due to the absence
of dielectric screening in suspended graphene, which maximizes
the interaction effects.
To explain the observed changes in vF, let us first note that, in
principle, not only e–e interactions but also other mechanisms such
as electron–phonon coupling and disorder can lead to changes in
vF. However, the fact that the increase in vF is observed over such
a wide range of E rules out electron–phonon mechanisms, whereas
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news & views
The exceptional electronic properties of graphene, a single-atom-thick plane of graphite, make it a promising 
candidate for applications from optical 
switches to high-frequency electronic 
ampli!ers1,2. However, graphene lacks a 
key attribute essential to digital electronics: 
graphene’s bandgap, which enables the 
insulating ‘o" ’ state in a digital transistor, 
is zero. One route around this problem is 
to fashion graphene into strips known as 
graphene nanoribbons (GNRs). Narrow 
GNRs should have large bandgaps, and 
show tunable properties that depend on 
the direction of the ribbon relative to the 
graphene lattice. However, it has been 
di#cult to achieve the atomic-scale control 
necessary to fabricate GNRs of precise 
width and direction. $at has changed with 
a recent report in Nature by Jinming Cai 
and colleagues3 who demonstrated the 
assembly of atomically precise GNRs from 
molecular precursors on metallic substrates.
Graphene is uniquely neither metallic 
nor semiconducting (see Fig. 1a,b). 
Graphene’s bandgap, the de!ning 
characteristic of a semiconductor, vanishes 
at two special momentum points, called 
Dirac points. Near the Dirac points, 
graphene’s electronic spectrum is linear, 
characteristic of massless particles such as 
photons, and the electrons in the system 
are best described by the Dirac equation 
for massless relativistic particles, rather 
than the usual Schrödinger equation1,2. 
As mentioned, although graphene is not 
strictly a semiconductor, it is not strictly a 
metal either: metals have a !nite density of 
states at the Fermi energy, but graphene’s 
density of states also vanishes at the 
Dirac points. However, when graphene is 
doped (and some tiny amount of doping 
through interaction with the environment 
is inescapable), the Fermi energy is 
moved away from the Dirac point, and 
graphene becomes metallic4. $is inevitable 
metallic conduction prevents graphene’s 
use as a digital switch — the current 
through graphene can never be turned 
o" completely.
Physicists have long understood that this 
problem can be solved by cutting graph ne 
into a GNR5,6. GNRs are analogous to 
carbon nanotubes (CNTs), which may 
be metallic or semiconducting, with 
semiconducting bandgaps varying inversely 
with the diameter of the nanotube, or in the 
case of GNRs, with the width of the ribbon6. 
$ere are, however, important di"erences. 
GNRs possess two edges, and certain 
edges — those with a ‘zigzag’ arrangement 
of carbon atoms — have an electronic state 
that has no counterpart in a CNT. Careful 
electronic structure calculations indicate 
that the zigzag edge state may be metallic, 
and even ferromagnetic7.
But the edge also brings new problems. 
It is a natural source of disorder, and just 
as the properties of GNRs are sensitive 
to their width and orientation, they are 
also sensitive to missing atoms or the 
presence of a chemical group bound to 
the edge. So far the fabrication of GNRs 
has relied largely on so-called top–down 
techniques such as nanolithography to cut 
a ribbon out of graphene by brute force. 
$ese GNRs, with inherent edge disorder, 
do indeed possess a bandgap, but the 
directional dependence of GNR properties 
appears to be confounded by disorder8. A 
number of bottom–up schemes have been 
proposed for the fabrication of GNRs, 
such as unzipping CNT templates9,10 or 
sonicating graphene in the presence of 
certain polymers11, but none of them have 
demonstrated atomic-scale level of control 
over the GNR structure.
Cai et al. have devised an ingenious 
scheme that can produce GNRs with 
atomic-scale precision3. $ey synthesized 
speci!cally designed molecular precursors 
consisting of polycyclic aromatic 
hydrocarbons with two well-placed binding 
sites, initially protected by halogens such 
as bromine (see Fig. 2). When deposited 
on a metal surface, here gold or silver, 
the molecules easily lose their halogens, 
activating the binding sites. $e surface 
is then heated slightly; the molecules 
di"use until they locate another precursor 
molecule and subsequently link up in 
a linear arrangement programmed by 
their active binding sites. $e resulting 
polymer chains are heated again causing 
more carbon–carbon bonds to f r  
by cyclodehydrogenation. $is process 
produces a GNR with a predetermined 
structure that is well-de!ned.
GRAPHENE
Ribbons piece-by-piece
Directed assembly of molecular precursors allows the fabrication of graphene nanoribbons with atomic precision.
Michael S. Fuhrer
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Figure 1 | Atomic and electronic structure of two-dimensional graphene. a, Graphene sheet. Carbon atoms 
are shown as blue dots. b, Ene gy (E) versus two-dimensional momentum (px,py) for electrons in graphene, 
showing a linear spectrum (blue lines). The conical conduction band (light blue shading) and valence 
band (dark blue shading) touch at the Dirac point. (A second Dirac point in graphene is not shown.)
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Figura 1.7: a) Energ´ıa en funcio´n el momento (px,py) de los electrones en grafeno. La
parte co´nica de las bandas de valencia y las de conduccio´n se tocan en el punto de
n utralidad de carga, llamado punto de Dirac. El cono externo corresponde a un cono
de Dirac con dispersio´n lineal, mientras qu el cono interior corresponde a un cono de
Dirac con interacciones electro´n-electro´n. b) Imagen SEM de un dispositivo de grafeno
suspendido con contactos de Au/Cr. Fuente: D. C. Elias y colaboradores, Nature Phys.
7, 701 (2011) [45].
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1.2. PROPIEDADES FI´SICAS Y APLICACIONES DE NANOTUBOS,
GRAFENO Y NANOCINTAS
Debido a la relacio´n de dispersio´n lineal de sus portadores y la dispersio´n de´bil entre
ellos, los efectos cua´nticos del grafeno son robustos y pueden sobrevivir a temperatura
ambiente. Por este motivo el grafeno es un material ido´neo para estudiar los feno´menos
cua´nticos. Por ejemplo, se ha observado y comprendido el efecto Hall cua´ntico ano´malo
semientero en grafeno [46].
Otra caracter´ıstica importante del grafeno es que es un semiconductor de gap cero,
con una densidad de estados nula al nivel de Fermi. Diversos factores como el dopado o
una simple perturbacio´n de la red hacen que el nivel de Fermi se desplace, provocando
que el grafeno se comporte como un metal. Este comportamiento meta´lico hace que el
grafeno no pueda actuar como un dispositivo electro´nico semiconductor. Por esta razo´n
se han desarrollado las nanocintas de carbono, que pueden ser semiconductoras, por lo
que pueden integrarse en dispositivos para formar puertas lo´gicas o transistores.
La estructura de bandas de nanotubos y nanocintas pueden obtenerse aplicando
condiciones de contorno espec´ıficas a la estructura de bandas del grafeno. Por ello na-
nocintas y nanotubos tendra´n las propiedades anteriormente descritas para el grafeno,
esto es, transporte bal´ıstico y alta movilidad de sus portadores de carga, pero con la
caracter´ıstica an˜adida de poder comportarse como un semiconductor o un metal de-
pendiendo su geometr´ıa. Por ejemplo, W. A. de Heer y colaboradores demostraron que
un nanotubo de carbono puede transportar corriente con resistencia nula, es decir, los
portadores de carga se mueven libremente sin pe´rdida de energ´ıa, exhibiendo transpor-
te bal´ıstico [47]. Al igual, X. Wang y colaboradores han demostrado el comportamiento
cua´ntico del transporte en nanocintas de carbono [48] obtenidas al desenrollar nano-
tubos de carbono por el me´todo anteriormente descrito [34]. A. Zettl y colaboradores
sintetizaron la primera unio´n entre un nanotubo meta´lico y otro semiconductor, que
se comportaba como un diodo molecular [49]. C. Dekker y colaboradores realizaron
el primer transistor basado en nanotubos de carbono, el cual funciona a temperatura
ambiente [50]. Estos ejemplos muestran el intere´s que suscitan estos materiales basados
en carbono, y su potencial para la nanoelectro´nica.
Los tres materiales tienen unas propiedades meca´nicas y te´rmicas que destacan por
encima del resto de materiales, debido a que el enlace carbono-carbono es el ma´s fuerte
que se conoce. Son maleables, y pueden estirarse hasta el 20% antes de la rotura con
una fuerza de 40 N/m. Poseen un mo´dulo de Young alt´ısimo, con valores por encima
del TPa [51, 52] (100 veces ma´s fuerte que el acero), lo que ha hecho que por ejemplo los
nanotubos de carbono formen parte de composites para hacer materiales ma´s fuertes,
resistentes y ligeros [53]. Tienen una conductividad te´rmica con los mayores valores
medidos; por ejemplo, en grafeno se han alcanzado los 5000 W m−1 K−1 [54] y se han
teorizado para nanotubos valores cercanos a 6600 W m−1 K−1 [55].
En los tres sistemas las fuerzas, deformaciones y defectos que se produzcan en
su red hexagonal pueden alterar de forma considerable sus propiedades electro´nicas.
La inclusio´n de defectos topolo´gicos en estos sistemas cambia de forma dra´stica su
comportamiento, como describiremos a continuacio´n.
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1.3. Defectos topolo´gicos
Debido a sus propiedades electro´nicas y f´ısicas, los nanotubos de carbono y nano-
cintas de grafeno se han postulado para la pro´xima generacio´n de circuitos electro´nicos
a escala nanome´trica, lo que supondr´ıa una alternativa a la actual tecnolog´ıa del silicio
[56, 57]. La principal dificultad para hacer circuitos electro´nicos basados en nanotubos
de carbono es conseguir de manera fiable y controlada uniones intramoleculares entre di-
ferentes nanotubos con diferentes quiralidades, pudiendo unir metales/semiconductores
o metales/metales.
Cuando se producen uniones intramoleculares entre nanotubos de diferente quirali-
dad aparecen defectos topolo´gicos. Los ma´s sencillos y los ma´s probables son defectos
tipo hepta´gono / penta´gono en la red hexagonal (ver figura 1.8b). Estos defectos pueden
producir la aparicio´n de estados de intercara, los cuales pueden dominar el transporte
en estos sistemas [58]. La aparicio´n de este tipo de defectos en un nanotubo de carbono
(ver figura 1.8) induce un cambio de la quiralidad y por tanto, de sus propiedades
electro´nicas y de transporte [59].
where a1 and a2 are the unit vectors of the 
graphene hexagonal lattice. For the semicon- 
ducting and metallic portions, these indices are 
(21,-2) and (22,-5), respectively. SWNT seg- 
ments with these indices can be join d seam- 
lessly along a common axis using different 
configurations of 5-7 defects. Two low-energy 
structural models are shown (Fig. 2A), which 
have been optimized using molecular mechan- 
i s energy minimization. M del. I consists of 
three separated 5-7 pairs and Model II has two 
isolated 5-7 pairs and one 5-7/7-5 pair. It is 
possible to evaluate the viability of these atomic 
models by calculating the local electronic den- 
sity of states (LDOS) and comparing these with 
experiment. The results from our tight-binding 
REPORTS 
calculations (15, 25) (Fig. 2B) show that LDOS 
for Model I matches the experimental data well. 
Specifically, the first VHS of the semiconduct- 
ing segment decays across the IMJ into the 
metallic segment with a d ay constant similar 
to that in the experiment. In contrast, the LDOS 
calculated for Model II exhibits low-energy 
states around-0.10 eV, which are not observed 
in our experimental data. Hence, we believe 
that Model I can be easonably assign d to he 
structure for the observed IMJ. Our new results 
and previous calculations (5-8) show that the 
absence or presence of localized states at the 
M-S junction reflect the specific configuration 
of 5-7 defects. Because this could be use  to 
vary device properties, it will be interesting to 
see whether these configurations can be con- 
trolled in the future. 
We also characterized a M-M IMJ junction 
using similar methods (Fig. 3). The atomically 
resolved image (Fig. 3A) suggests a large dif- 
ference in diameters but similar chiral angles 
for the upper and lower segments of IMJ struc- 
ture, d = 1.23 + 0.05 nm and 0 = 24.3? + 
0.6?, and d = 1.06 ? 0.05 nm and 0 = 23.8? + 
0.6?, respectively. The local spectroscopy data 
recorded away from the IMJ region (Fig. 3B) 
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Fig. 1. Structure and spectroscopy of a M-S IMJ. (A) Atomically resolved STM image of a SWNT 
containing an IMJ; the junction position is highlighted with a white arrow. Black honeycomb meshes 
corresponding to (21,-2) and (22,-5) indices are overlaid on the upper and lower portions, 
respectively, of the nanotube to highlight the distinct atomic structures of these different regions. 
The image was recorded in the constant-current mode with electrochemically etched tungsten tips 
at bias voltage Vb = 650 mV and I = 150 pA. Bar, 1 nm. (B) Tunneling conductance, dl/dV, recorded 
at the upper (V) and lower (A) locations indicated in (A). The data were recorded directly as the 
in-phase component of the current I by a lock-in amplifier with a 7.37-kHz modulation signal of 
2-mV peak-to-peak amplitude, and the curves presented in the figures were typically averaged over 
six sets of raw data. The energy difference between first VHS gap in the upper semiconducting 
segment, 0.45 eV, and lower metallic segment, 1.29 eV, are shown. (C) Spatially resolved dl/dV 
acquired across the M-S IMJ at the positions indicated by the six symbols on the high-resolution 
image (inset) of the junction interface. The small arrows highlight the positions of the first VHS of 
the semiconducting (21,-2) structure and emphasize their spatial decay across the junction; the 
large arrows highlight the first VHS of the metallic (22,-5) structure. Bar, 1 nm. 
Energy (eV) 
Fig. 2. Atomic models and electronic properties 
of the M-S IMJ. (A) Two different models for a 
(22,-5)/(21,-2) junction. Model I has three 
separated 5-7 pairs, and Model II has two iso- 
lated 5-7 pairs and one 5-7/7-5 pair. The filled 
black spheres highlight the atoms forming the 
5-7 defects. The symbols in (A) are the same as 
in Fig. 1A, and correspond to the locations 
where LDOS was calculated. (B) Calculated 
LDOS for Model I (solid line) and Model II 
(dashed line). More than 2000 carbon atoms 
were involved for calculation for every model. 
The small and large black arrows highlight the 
same features as in Fig. 1C. 
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Figura 1.8: (a) Imagen STM de una unio´n entre diferentes nanotubos . Fuente: M. Ou-
yang y colaboradores, Science 291, 97 (2001) [63]. (b) Figura esquema´tica de una unio´n
entre dos nanotubos con diferente quiralidad, donde se observa el defecto hepta´gono /
penta´gono. Fuente: L. Chico y colaboradores, Phys. Rev. Lett. 76, 971 (1996) [59].
Estas uniones intramoleculares entre diferentes nanotubos se han estudiado teo´rica-
mente desde 1996, prediciendo sus propiedades electro´nicas y de transporte [59] y han
sido creadas experimentalmente desde el an˜o 1999 [60, 61, 62, 63, 64]. Por ejemplo, en
la figura 1.8(a) se representa la unio´n entre dos nanotubos con dia´metro similar pero
con quiralidad diferente. Recientemente se han producido avances en la produccio´n
controlada de uniones intramoleculares de nanotubos. Por un lado Yao y otros en 2007
[65] han conseguido controlar la aparicio´n de uniones intramoleculares mediante la va-
riacio´n de la temperatura durante l crecimiento del nanotubo. Un incremento de la
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temperatura durante el crecimiento disminuye el dia´metro del nanotubo, produciendo
una zona de intercara entre dos nanotubos distintos. Cuando se baja la temperatura se
pasa a un nanotubo de mayor dia´metro (fig. 1.9). Al cambiar de dia´metro se cambia la
quiralidad del nanotubo y por tanto las propiedades electro´nicas del nanotubo inicial.
Tambie´n han conseguido, con cambios de temperatura alternos, crear un nanotubo
con seis uniones intramoleculares, posibilitando la fabricacio´n de puntos cua´nticos o
superredes.LETTERS
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Figure 1 Intramolecular junctions induced by a change in temperature during CVD. a,b, Scanning electron microscopy (Hitachi S-4800) images of a SWNT junction
induced by an increase in temperature from 900 to 950◦C (a) and a SWNT junction induced by a decrease in temperature from 950 to 900◦C (b). The vertical line ina is the
mark on the patterned substrate that was used to locate the SWNTs. The zero on the horizontal axes ofa and b refers to the identified positions of the intramolecular
junctions. c,d, The shift of the Raman RBM peak along the SWNT ina (c) and along the SWNT inb (d) with a junction at location 0. Insets: Schematic diagrams of the SWNT
diameter variation with temperature at the junction20. e,f, Raman-RBM-peak and G-peak shift between the SWNT segments grown atT1= 900 ◦C and T2= 950 ◦C,
respectively (e) and between the SWNT segments grown atT1= 950 ◦C and T2= 900 ◦C, respectively (f).
oscillation involved cooling from 950 to 880 ◦C in 20 s and then
heating back to 950 ◦C in 40 s. Individual SWNTs grown during
this process are shown in Fig. 2c. RBM spectra corresponding
to different time–temperature points in Fig. 2a are shown in
Fig. 2b. Clearly, the RBM peak position oscillated following
the temperature oscillation. In other words, six intramolecular
junctions were formed. This demonstrates that it is possible to form
arrays of intramolecular junctions using temperature control.
The above results indicate that varying the temperature can
be used as an effective method to tune the diameter and generate
intramolecular junctions along SWNTs. For this method to work
reliably, the diameters of individual SWNTs should stay uniform
when grown under a constant temperature. We mapped a few
dozen SWNTs grown under a constant temperature of 950 ◦C
and found that their diameters indeed stayed uniform along their
length, which is consistent with a previous study9. For example,
Raman scanning along a 6-mm-long SWNT revealed that the RBM
peak is positioned at 137.2 cm−1, with a variation of less than
0.4% (see Supplementary Information, Fig. S1). In other words, the
diameter of this SWNT varied less than 0.4% over a length of 6mm.
A rectifying behaviour was found across an S–S intramolecular
junction. With the aid of Raman positioning, four 50-nm-thick Pd
electrodes were deposited 4µm apart at desired positions along a
SWNT with an S–S junction using a technique involving electron
beam lithography, electron beam deposition and lift-off. Figure 3a
shows an AFM image and a schematic diagram of the positions of
the S–S junction and Pd electrodes. As the Pd–nanotube contact
is ohmic in nature4, the measured current–voltage, I–V , curves
are not affected by the contact barrier. The Ids–Vds (drain-source
current versus drain-source bias voltage) curves of segments S1 and
S2 were symmetric and the current of segment S2 was larger than
that of segment S1 at the same bias and gate voltages (Fig. 3b).
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Figura 1.9: Figura extra´ıda del art´ıculo de Yao y otros, Nature Materials 9, 611 (2010).
Imagen de STM de una unio´n entre dos nanotubos inducida por la variacio´n de la
temperatura durante su crecimiento desde 900o hasta 950o (a) y de una unio´n de 2
nanotubos cuando la temperatura decrece desde 950o hasta 900o (b). El cero en la
distancia marca donde esta´ la intercara entre los dos nanotubos. (c) y (d) muestran
como cambia el espectro Raman al variar la temperatura. El espectro Raman permite
conocer el dia´metro del nanotubo. El nanotubo representado en (a) y (c) corresponde a
una unio´n entre dos semiconductores. La unio´n en el segundo caso (b) y (d) corresponde
a una unio´n entre dos metales.
Por otro lado, Ji y otros en 2008 [66] han conseguido conectar dos nanotubos
de carbono del mismo o similar dia´metro. En la zona de la unio´n entre los tubos se
produce calentamiento Joule por el paso de una corriente a trave´s de ellos. Adema´s de
hacer uniones por los extremos de los nanotubos, han conseguido uniones por algu´n
punto intermedio, lo cual permite crear uni nes en forma de T o Y (figs. 1.10). Estos
experimentos muestran los avances en la creacio´n de uniones intramoleculares en el
lugar, del taman˜o y de la orientacio´n que se desee. El control de la formacio´n de
uniones de nanotubos es fundamental para la consecucio´n de uniones simples, puntos
cua´nticos o superredes hechas completamente de nanotubos de carbono.
Recientemente, se ha constatado la realizacio´n de una unio´n intramolecular entre
dos graf nos [67]. En ella aparece una l´ınea de defectos formad por penta´gonos y
octo´gonos (ver figura 1.11), abriendo la posibilidad a la fabricacio´n de uniones intra-
moleculares en grafeno e incluso en nanocintas de grafeno. Algunos grupos han reali-
zado grafeno de grandes taman˜os, con dimensiones laterales de metros [68]. Cuando
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with no success. Instead, they would always detach and shrink
in length, even with a sub-threshold input voltage and
current applied for as long as 10 min (see Supplementary
Information, Movie S4).
By simply applying a voltage and introducing a current, two
CNTs with the same or similar diameter can indeed be joined,
but it seems to be intrinsically difficult to join two CNTs with
completely different diameters. In order to exclude any
exceptional events, a systematic investigation of the joining of a
large number of CNTs was performed. Table 1 presents data for
37 examples of various types of CNTs chosen for joining (see
Supplementary Information, Table S1, for details of these
experiments). In the case of ‘cap-to-cap’ joining, all 13 attempts
were successful when the CNTs stemmed from the same tube,
without exception, but all 16 specimens failed to join when CNTs
with different diameters were randomly chosen. Attempts to
form a Y-type junction in the ‘cap-to-wall’ geometry failed in 7
of 8 attempts (see Supplementary Information, Fig. S2, for the
one exception).
Two CNTs made from the electrical breakdown of a single
nanotube are likely to have the same chirality, but two CNTs
having different diameters should have different chiralities. The
data in Table 1 may therefore give an important indication for a
strict diameter and/or chirality selection rule, as proposed for the
‘wall-to-wall’ coalescence of SWNTs (refs 1, 6). The existence of
some topological defects, such as a pentagon–heptagon pair, can
induce a chirality change across a junction7,8, thus there must be
a tolerance level for chirality matching when joining two CNTs.
The seamless joining of two CNTs requires the rearrangement
of the carbon networks. In particular, a closed cap contains a
number of pentagons that should be activated to accommodate
the shape change. According to theoretical simulations for the
I
I
Figure 2 Successful and unsuccessful joining attempts on two different types of SWNTs. a–d, Successful joining of an SWNT split into two separate SWNTs by
applying a large voltage (a,b), where the arrow in a indicates the direction of the current. The two SWNTs re-contact each other (c) and a new SWNT forms (d),
showing some local protrusions appearing (arrowheads). e–g, Unsuccessful joining attempt using two SWNTs of different diameters (e). The arrow in e indicates the
direction of the electric current. An obvious deformation appears on the cap of the upper SWNT (f, arrowhead). The two SWNTs detach from each other very
quickly (g). Scale bars are 5 nm in all panels.
Table 1 Statistical data for joining attempts of various types of CNTs.
Types of CNTs Joining
geometry
Number of
attempts
Number of
successful
joining
Description
of failure
Same diameter
and origin
Cap-to-cap 13 13 –
Cap-to-wall 4 0 Shrinkage
Different origins
and diameters
Cap-to-cap 16 0 Shrinkage
Cap-to-wall 4 1 Shrinkage
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Figura 1.10: Imagen obtenida mediante TEM del e´xito en la unio´n de un nanotubo
previamente roto. En (a) se ha introducido una corriente que ha provocado la rotura del
nanotubo (b). En (c) se pone de nuevo el nanotubo en contacto y un nuevo nanotubo se
forma (d). Las flechas en (d) indican dos protuberancias debidas a defectos topolo´gicos
producidos en la red hexagonal. Fuente: C. H. Jin y colaboradores, Nature Nanotech.
3, 17 (2008) [66].
el taman˜o aument , inevitablemente aparecen domini s unidos po fron eras de grano
formadas por def ctos topo o´gicos [69]. La comprensio´n del transporte electro´nico en
estas intercaras llenas de defectos es importante para el uso del grafeno en aplicaciones
tecnolo´gicas a gr n escal . Un estudio teo´rico reciente indica que la introduccio´n de
defectos en la red hexagonal del grafeno pu de abrir un g p, haciendo que el grafeno
se comporte co o un semiconductor [70].
structure of sp2-hybridized carbon systems due to the presense of
5- and 7-member rings has been shown in ref. 21. The calculated
band structure and density of states (DOS) of the newly discovered
extended topological defect are shown in Fig. 4. The DOS shows the
characteristic 1/
p
E singularities at the band extrema, which is con-
sidered to be the true signature of a one-dimensional character of
the electronic structure, as has been observed for carbon nano-
tubes22,23 and graphene nanoribbons (GNR) (ref. 5). It shows
an almost flat band, similar to that of zig-zag-edged GNR. This
results in a spike in the DOS at the Fermi level. However, in
contrast to zigzag-edged GNR, for which the flat band extends
within 2p/3, |k|,p of the Brillouin zone, the flat band of the
one-dimensional topological defect is located in the centre of the
Briliouin zone. The electronic states from the band close to the
Fermi level produce a local doping in a narrow stripe along
the line defect, thus creating a perfect one-dimensional metallic
wire embedded in the perfect graphene sheet. The STM images,
taken with a bias voltage of 100 mV, probed the local DOS close
to the Fermi level. This allowed us to explore the spatial distribution
of the wavefunctions associated with the line defect. The STM image
shown in Fig. 3c shows the brightest contrast along the defect
line. The profile across the defect line (inset of Fig. 3c) shows the
decaying contrast away from the defect. The decay length of the
contrast variation observed in STM is !0.8 nm, which is similar
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Figure 3 | Scanning tunnelling microscopy images of extended one-dimensional defects in graphene. a, Transition from a ridge domain boundary to an
extended one-dimensional defect line.b, Defect structure and superimposed defect model.c, Line defect with image profile in the direction perpendicular to
the wire (inset). The brighter area surrounding the defect originates from the states with wavefunctions localized at the defect, and decays exponentially
away from the defect core.
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Figure 4 | Electronic structure of the extended one-dimensional defect. a, Band structure, showing a flat band close to the Fermi level in the first half of the
Brillouin zone. b, Density of states of perfect graphene (red) and the one-dimensional extended defect (blue), illustrating the metallic character of the wire.
The latter shows 1/
p
E singularities at the band structure extrema, characteristic of truly one-dimensional systems.
LETTERS NATURE NANOTECHNOLOGY DOI: 10.1038/NNANO.2010.53
NATURE NANOTECHNOLOGY | VOL 5 | MAY 2010 | www.nature.com/naturenanotechnology328
structure of sp2-hybridized carbon systems due to the presense of
5- and 7-member rings has been shown in ref. 21. The calculated
band structure and density of states (DOS) of the newly discovered
extended topological defect are shown in Fig. 4. The DOS shows the
characteristic 1/
p
E singularities at the band extrema, which is con-
sidered to be the true signature of a one-dimensional character of
the electronic structure, as has been observed for carbon nano-
tubes22,23 and graphene nanoribbons (GNR) (ref. 5). It shows
an almost flat band, similar to that of zig-zag-edged GNR. This
results in a spike in the DOS at the Fermi level. However, in
contrast to zigzag-edged GNR, for which the flat band extends
within 2p/3, |k|,p of the Brillouin zone, the flat band of the
one-dimensional topological defect is located in the centre of the
Briliouin zone. The electronic states from the band close to the
Fermi level produce a local doping in a narrow stripe along
the line defect, thus creating a perfect one-dimensional metallic
wire embedded in the perfect graphene sheet. The STM images,
taken with a bias voltage of 100 mV, probed the local DOS close
to the Fermi level. This allowed us to explore the spatial distribution
of the wavefunctions associated with the line defect. The STM image
shown in Fig. 3c shows the brightest contrast along the defect
line. The profile across the defect line (inset of Fig. 3c) shows the
decaying contrast away from the defect. The decay length of the
contrast variation observed in STM is !0.8 nm, which is similar
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extended one-dimensional defect line.b, Defect structure and superimposed defect model.c, Line defect with image profile in the direction perpendicular to
the wire (inset). The brighter area surrounding the defect originates from the states with wavefunctions localized at the defect, and decays exponentially
away from the defect core.
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a b
Figura 1.11: a) y b) Imagen STM de una la´mina de grafeno sobre Ni, con una l´ınea de
defectos. Fuente: J. Lahiri y colaboradores, Nature nanotech. 5, 326 (2010) [67].
En conclusio´n, la presencia de defectos topolo´gicos en grafeno y nanotubos tie-
ne un efecto importante en las propiedades f´ısicas, y pueden emplearse para disen˜ar
nanoestructuras con propiedades electro´nicas novedosas. El e´xito de las te´cnicas ex-
perimentales en la determinacio´n y fabricacio´n de nuevas estructuras proporciona una
motivacio´n adicional al trabajo teo´rico desarrollado en esta memoria, en la que estu-
diaremos las propiedades electro´nicas y de transporte de varios sistemas con defectos
topolo´gicos. En el siguient cap´ıtulo xpond e´ los modelos y te´cnicas que usare´ a lo
largo de toda la memoria.
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Cap´ıtulo 2
Me´todos y te´cnicas utilizadas
En este cap´ıtulo se exponen los me´todos y te´cnicas que he empleado a lo largo de
esta memoria para calcular las propiedades electro´nicas y de transporte de sistemas
nanoestructurados. Para describir el comportamiento electro´nico de un conjunto de
a´tomos usaremos la meca´nica cua´ntica. La ecuacio´n principal de la que partiremos para
un sistema a´tomico es la llamada ecuacio´n de Schro¨dinger independiente del tiempo,
esto es,
H |Φ〉 = E |Φ〉 , (2.1)
donde H representa el hamiltoniano, E la energ´ıa del sistema y |Φ〉 es la funcio´n
de onda. El hamiltoniano H independiente del tiempo para un sistema formado por
un conjunto de electrones y n´ucleos a´tomicos viene determinado en general por los
siguientes te´rminos:
H = Ti(R) + Vii(R) + Te(r) + Vee(r)− Vie(r,R), (2.2)
los cuales corresponden a
la energ´ıa cine´tica del ion , Ti(R) =
∑
α
p2α
2Mα
,
la interaccio´n repulsiva entre iones Vii =
1
2
∑
α,β
ZαZβe2
|Rα−Rβ | ,
la energ´ıa cine´tica de los electrones Te =
∑
i
p2i
2m ,
la interacio´n entre electrones Vee =
1
2
∑
i,j
e2
|ri−rj | ,
y por u´ltimo, la interaccio´n electro´n-ion coulombiana Vie =
∑
α,i
Zαe2
|Rα−ri| , el cual
es el u´nico te´rmino atractivo,
donde Zα y Mα y R es la carga, la masa y la posicio´n del ion nuclear α, respecti-
vamente. Los operadores de momento corresponden para el ion pα y para el electro´n
pi. La masa y la posicio´n del electro´n se denotan por m y r, respectivamente. En el
caso de tener Ne electrones y Nn iones, cuyos vectores de posicio´n son r = (r1, ..., rNe)
y R = (R1, ...,RNn), es imposible resolver el sistema sin hacer aproximaciones.
17
Utilizaremos la hipo´tesis de Born-Oppenheimer que trata la posicio´n de los nu´cleos
cla´sicamente. En el supuesto de que los nu´cleos se muevan, el tiempo caracter´ıstico de
evolucio´n de la dina´mica nuclear es mucho mayor que el de los electrones. Por consi-
guiente, los electrones evolucionara´n de forma adiaba´tica frente al cambio de posiciones
de los nu´cleos. Con esta aproximacio´n se consigue separar el hamiltoniano del sistema
en una contribucio´n debida a los electrones y otra debida a los nu´cleos de la forma:
Htot(r,R) = He(r,R) +Hn(R), (2.3)
siendo He el hamiltoniano fundamental del sistema de Ne electrones para la geo-
metr´ıa nuclear (R) y Hn el hamiltoniano que describe a los Nn nu´cleos. Los hamilto-
nianos se pueden describir como:
He(r,R) =
Ne∑
α=1
(
Te(rα) +
Nn∑
β=1
Vie(rα,Rβ)
)
+
Ne∑
α "=β
Vee(rα, rβ), (2.4)
Hn(R) =
Nn∑
I=1
Ti(RI) +
Nn∑
I "=J
Vii(RI −RJ). (2.5)
Para obtener los autovalores y las autofunciones se resuelve primero la ecuacio´n de
Schro¨dinger del sistema electro´nico He para despue´s resolver la dina´mica de los nu´cleos
con Hn, en el que se incluye la contribucio´n de la energ´ıa, Ee.
He(r,R)Ψ(r,R) = EeΨ(r,R),
(Hn + Ee)φ(R) = Eφ(r,R), (2.6)
con lo que la funcio´n de onda total viene descrita por Φ(r,R) = Ψ(r,R)φ(R).
Debido al principio de exclusio´n de Pauli, la funcio´n de onda electro´nica Ψ(r,R) es
antisime´trica cuando se permutan las coordenadas de dos electrones, es decir, cambia
de signo
Ψ(r1, .., ri, ..., rj, ..., rN ,R) = −Ψ(r1, .., rj, ..., ri, ..., rN ,R). (2.7)
Una vez descrita la importancia de separar en hamiltonianos nuclear y electro´ni-
co emplearemos una serie de modelos, los cuales son aproximaciones al hamiltoniano
electro´nico partiendo de la ecuacio´n 2.4. Emplearemos el modelo ma´s conveniente para
cada sistema teniendo en cuenta el grado de complejidad, el coste computacional y las
propiedades f´ısicas que creamos ma´s interesantes. En muchos casos hemos comparado
los resultados provenientes de varios de estos modelos para tener una certeza adicional.
Los modelos que emplearemos son:
Modelo Tight-Binding o de electrones fuertemente ligados. Este modelo usa una
combinacio´n de funciones de onda, las cuales esta´n basadas en la superposicio´n
de las funciones de onda de un a´tomo aislado localizadas en cada sitio ato´mico.
La matriz hamiltoniano se expresa en una forma parametrizada y para reducir el
nu´mero de para´metros necesarios que describan el so´lido se utilizan las simetr´ıas
del cristal o de la red. Los valores de los elementos de matriz vienen dados por
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2.1. MODELO TIGHT-BINDING O DE ELECTRONES FUERTEMENTE
LIGADOS
aproximaciones derivadas de datos experimentales o predichos por ca´lculos teo´ri-
cos precisos.
Modelo de Hubbard. Describe la dina´mica electro´nica, mediante un hamiltoniano
tight-binding al que se le an˜ade un te´rmino de interaccio´n entre electrones Vee.
Modelo de masa efectiva o kp. Este modelo usa la teor´ıa de perturbaciones junto
con el teorema de Bloch para describir las propiedades electro´nicas cerca de los
puntos de alta simetr´ıa de la primera zona de Brillouin.
Modelo basado en la teor´ıa del funcional de la densidad (DFT). En este mo-
delo la densidad electro´nica es la u´nica variable necesaria para conocer el estado
fundamental de un sistema de Ne electrones. Se usan las ecuaciones Kohm-Sham
para pasar de un sistema de electrones interactuantes a uno equivalente de elec-
trones no interactuantes donde los electrones se mueven en un potencial efectivo.
Este proceso se hace mediante el uso de la aproximacio´n al funcional de la energ´ıa
de intercambio-correlacio´n. Utilizaremos el me´todo SIESTA basado en el modelo
DFT.
Junto con estos modelos hemos empleado el me´todo de empalme de las funciones de
Green (SFGM) que nos permite conocer el comportamiento electro´nico en sistemas en
los que se dan, por ejemplo, defectos topolo´gicos o intercaras entre medios diferentes,
como son uniones simples o puntos cua´nticos. Para el ca´lculo de las propiedades de
transporte hemos empleado el formalismo de Landauer-Bu¨ttiker. Todo ello nos per-
mitira´ obtener la informacio´n f´ısica necesaria por medio de la estructura de bandas,
la densidad de estados y la conductancia, que determinan las propiedades electro´nicas
y de transporte de los sistemas procedentes del carbono que presentaremos en esta
memoria.
A continuacio´n se describira´n cada uno de los modelos enumerados anteriormente.
2.1. Modelo tight-binding o de electrones fuertemen-
te ligados
El modelo tight-binding nos proporciona una buena descripcio´n de las propieda-
des electro´nicas y de enlace de sistemas compuestos por un gran nu´mero de a´tomos.
Es usado ampliamente por su simplicidad a la hora de ser implementado en ca´lculos
computacionales. En esta aproximacio´n la funcio´n de onda se expande en una combi-
nacio´n lineal de orbitales ato´micos (LCAO: Lineal Combination of Atomic Orbitals),
los cuales esta´n asociados con un a´tomo espec´ıfico dentro de la mole´cula o cristal. Los
orbitales esta´n relacionados por un potencial que sera´ semiemp´ırico o predicho por
ca´lculos DFT. A continuacio´n deduciremos la ecuacio´n secular, con la cual podremos
calcular las autoenerg´ıas, las autofunciones y la relacio´n de dispersio´n para un sistema
dado.
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2.1.1. Ecuacio´n secular
Partiendo de la ecuacio´n 2.4, el modelo tight-binding aproxima el hamiltoniano
electro´nico de la forma
H(r) = Hato(r−R) + Vef (r), (2.8)
donde R es la posicio´n de los a´tomos, Hato es el hamiltoniano de un a´tomo aislado,
el cual describe los orbitales ato´micos asociados a cada estado electro´nico y Veff es
igual al potencial que experimenta dicho electro´n por el efecto de los otros orbitales
que hay a su alrededor pertenecientes a los otros a´tomos de la red. Este modelo describe
a sistemas cristalinos. Como consecuencia, la celda unidad, dada por los vectores de
red ai, (i = 1, .., 3) tiene simetr´ıa traslacional, y cualquier funcio´n de onda de la red,
Ψ debera´ satisfacer el teorema de Bloch
TaiΨ = e
kaiΨ, con i = 1, .., 3, (2.9)
donde Tai es el operador traslacional a lo largo del vector de red ai, y k es el vector
de onda [71, 72].
Una funcio´n de Bloch tight-binding esta´ dada por:
ψj(k, r) =
1√
N
N∑
R
eikRϕj(r−R), (j = 1, .., n) (2.10)
aqu´ı R es la posicio´n del a´tomo, ϕj es la funcio´n de onda ato´mica del estado j, y n
es el nu´mero de funciones de onda ato´micas en la celda unidad. Las funciones ϕj en las
N celdas unidad esta´n pesadas por el factor de fase eikR y sumadas sobre los vectores
de red R de todo el cristal.
Las autofunciones del so´lido Ψj(k, r) esta´n expresadas por una combinacio´n lineal
de funciones de Bloch tight-binding ψj(k, r)
Ψj(k, r) =
n∑
j′=1
Cjj′(k)ψj(k, r), (2.11)
donde Cjj′(k) son coeficientes a determinar. El autovalor Ej(k) (j = 1, ..., n) como
funcio´n de k esta´ dado por
Ej(k) =
〈Ψj|H|Ψj〉
〈Ψj|Ψj〉 =
∫
Ψ∗jHΨjd&r∫
Ψ∗jΨjd&r
, (2.12)
donde H es el hamiltoniano del so´lido. Sustituyendo (2.11) en (2.12) se obtiene la
siguiente ecuacio´n,
Ej(k) =
∑n
i,j′=1C
∗
ijCij′ 〈Ψj|H|Ψj′〉∑n
i,j′=1C
∗
ijCij′ 〈Ψj|Ψj′〉
=
∑n
ij′=1Hjj′(k)C∗ijCij′∑n
ij′=1 Sjj′(k)C∗ijCij′
, (2.13)
donde Hjj′ y Sjj′ son las matrices integrales de transferencia y de solapamiento, res-
pectivamente, las cuales esta´n definidas como Hjj′(k) = 〈Ψj|H|Ψj′〉, Sjj′(k) =
〈
Ψj|Ψ′j
〉
(j, j′ = 1, ..., n).
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MODELO DE HUBBARD
Fijando los valores de Hjj′(k) y Sjj′(k) para un determinado k, los coeficientes C∗ij
minimizan las energ´ıas Ei(k):
∂Ei(k)
∂C∗ij
=
∑N
j′=1Hij′(k)Cij′∑N
i,j′=1 Sij′(k)C∗ijCij
−
∑N
j,j′=1Hij′(k)C∗ij′Cij′(∑N
i,j′=1 Sij′(k)C∗ijCij′
)2 N∑
j′=1
Sij′(k)Cij′ = 0. (2.14)
Cuando se multiplica a ambos miembros de la ecuacio´n (2.14) por
∑N
i,j′=1 Sij′(k)C∗ijCij′
y se sustituye la expresio´n para Ei(k) de la ecuacio´n (2.13) en el segundo te´rmino de
la ecuacio´n (2.14) se obtiene:
N∑
j′=1
Hij′(k)Cij′ = Ei(k)
N∑
j′=1
Sij′(k)Cij′ . (2.15)
Definiendo un vector columna &Ci, llegamos a la expresio´n H &Ci = Ei(k)S &Ci. De la
u´ltima expresio´n llegamos fa´cilmente a la ecuacio´n secular:
det [H− ES] = 0, (2.16)
cuyas soluciones son los n autovalores Ei(k) (i = 1, ..., n) para un k determinado.
Para determinar la relacio´n de dispersio´n Ei(k), resolveremos la ecuacio´n secular 2.16
para un nu´mero de puntos k de alta simetr´ıa.
2.2. Inclusio´n de interaccio´n electro´n-electro´n. Mo-
delo de Hubbard
El modelo de Hubbard introduce el efecto de la interaccio´n entre electrones de una
forma muy simple. Desde que fue propuesto en 1963 por J. Hubbard [73], para describir
el efecto de la correlacio´n en electrones de la capa d parcialmente llena, en o´xidos de
metales de transicio´n, tales como FeO, NiO, o´ CoO, han surgido gran cantidad de tra-
bajos en los que este modelo ha servido para explicar el comportamiento electro´nico de
numerosos sistemas, desde fermiones pesados hasta superconductores de alta tempe-
ratura, pasando por aislantes tipo Mott [74]. El hamiltoniano de Hubbard viene dado
por la siguiente expresio´n:
H =
∑
〈ij〉,σ
ti,jc
†
i,σcj,σ + h.c.
+ U∑
i
ni,↑ni↓ = Hcin +Hint, (2.17)
donde el primer te´rmino, Hcin, corresponde a la energ´ıa cine´tica que describe el
movimiento de los electrones dentro de una red perio´dica, y el segundo, Hint, es el
te´rmino de interaccio´n, el cual es debido a la interaccio´n electro´n-electro´n dentro de un
mismo a´tomo. Las expresiones cj,σ y c
†
i,σ son los operadores de creacio´n y de destruccio´n,
respectivamente, y su producto describe la destruccio´n de un electro´n de esp´ın σ en un
sitio j y su creacio´n en un sitio i, y viceversa. El acro´nimo h.c. indica que la matriz
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generada es hermı´tica conjugada. El segundo te´rmino an˜ade una energ´ıa U , definida
como para´metro de Hubbard, cuando un sitio es ocupado por dos electrones. Este
para´metro es U > 0 para una interaccio´n repulsiva de Coulomb, pero si U = 0 el
hamiltoniano de Hubbard recupera la expresio´n para un sistema no interactuante de
electrones en movimiento, es decir, obtenemos la aproximacio´n tight-binding.
Los elementos {ci,σ, c†i,σ} satisfacen las relaciones usuales cano´nicas de anticonmu-
tacio´n (a´lgebra de los observables),
[
ci,σ, c
†
i,σ
]
= 1
[
ci,σ, c
†
j,σ
]
=
[
c†i,σ, c
†
j,σ
]
= [ci,σ, cj,σ] = 0
c2i,σ, c
†2
i,σ = 0
. (2.18)
Se define el operador nu´mero a partir de los operadores anteriores como
ni,σ = c
†
i,σ, ci,σ, (2.19)
definiendo el nu´mero total de electrones como N =
∑
i,σ = ni,σ, donde N esta´ com-
prendido entre 0 < N < 2Ns, y Ns es el nu´mero de sitios en la red. Un sistema es
neutro cuando el nu´mero de sitios de red, Ns, es igual al nu´mero total de electrones N ,
esto es, N = Ns, que es la condicio´n de llenado mitad.
Cuando se estudia un sistema cua´ntico de muchos cuerpos como es el propio modelo
de Hubbard, uno de los principales retos es encontrar el estado de equilibrio. Sabemos
que el estado de mı´nima energ´ıa en equilibrio se alcanza para el estado fundamental
del sistema. Todas las propiedades f´ısicas que son relevantes para el sistema se obtie-
nen aplicando este estado a los correspondientes observables. Con el fin de calcular
estas cantidades, tenemos que obtener una expresio´n expl´ıcita para la matriz densidad
correspondiente al estado fundamental. Para ello tenemos que reescribir el te´rmino de
interaccio´n, Hint, considerando desviaciones respecto de sus valores medios. Definiendo
un operador Pi, con i = 1, 2, como Pi = 〈Pi〉+ δPi, donde 〈Pi〉 es el valor esperado del
operador Pi y δPi el cambio en este valor. Aplicando esto al operador nu´mero tenemos
ni,σ = 〈ni,σ〉+ (ni,σ − 〈ni,σ〉), (2.20)
y cuando se multiplican los dos operadores nu´mero que aparecen en la ecuacio´n
2.17 se obtiene:
ni,↑ni,↓ = ni,↑〈ni,↓〉+ 〈ni,↑〉ni,↓ − 〈ni,↑〉〈ni,↓〉+
+(ni,↑ − 〈ni,↑〉)(ni,↓ − 〈ni,↓〉). (2.21)
En la ecuacio´n 2.17 se considera que cada electro´n interacciona individualmente con
los dema´s electrones del mismo sitio, expresado mediante ni,↑ni,↓. Pero, con la ecuacio´n
2.21 el efecto de la repulsio´n de Coulomb se reemplaza por un campo externo, propor-
cional a 〈niσ〉. Es usual emplear en primera aproximacio´n los tres primeros te´rminos,
pasando el cuarto a ser el error en la aproximacio´n, esto es,
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ni,↑ni,↓ → ni,↑〈ni,↓〉+ 〈ni,↑〉ni,↓ − 〈ni,↑〉〈ni,↓〉. (2.22)
Entonces, el hamiltoniano de Hubbard de campo medio es
HH =
∑
〈ij〉,σ
ti,jc
†
i,σcj,σ + h.c.
+ U ∑
i,σ=↑,↓
ni,σ〈ni,σ〉 − U
∑
i
〈ni,↑〉〈ni,↓〉. (2.23)
Este hamiltoniano consiste solo en te´rminos cuadra´ticos y es mucho ma´s simple de
diagonalizar que el hamiltoniano original. Adema´s, dentro de la aproximacio´n, hemos
convertido un hamiltoniano de muchos cuerpos en un hamiltoniano de part´ıcula simple.
El valor esperado de la ocupacio´n a T = 0 K esta´ dado por:
〈ni,σ〉 =
EF∑
− ı´nf
ρ(E, i,σ)dE (2.24)
donde ρ(E, i,σ), son los elementos diagonales de la matriz densidad.
Con las ecuaciones 2.23 y 2.24 se define un problema autoconsistente que se resuelve
por iteracio´n nume´rica. A partir de la ec. 2.23 se puede encontrar la densidad de esp´ın
de un a´tomo cualquiera como:
〈mi〉 = ni,↑ − ni,↓
2
, (2.25)
que nos indica el valor medio de la magnetizacio´n del elemento i.
2.3. Me´todo k·p
Este me´todo basado en teor´ıa de perturbaciones y en las funciones de Bloch ofrece
una buena descripcio´n tanto de la estructura de bandas como de las funciones de onda
en un entorno cercano a los puntos de alta simetr´ıa de la zona de Brillouin. A diferencia
de los me´todos tight-binding y DFT, en los que se utiliza toda la zona de Brillouin y
por ello requieren un gasto computacional ma´s elevado, con el me´todo k·p, a partir de
un nu´mero pequen˜o de para´metros como son las masas efectivas y las discontinuidades
de las bandas se puede lograr una buena aproximacio´n en torno a los puntos de alta
simetr´ıa con un gasto computacional menor. Formulado inicialmente por Seitz [75] y
luego fue extendido al estudio de las estructura de bandas en semiconductores como el
germanio y silicio [76, 77, 78].
Partiendo de la ecuacio´n de Schro¨dinger para un electro´n
Hψ(r) =
(
p2
2m0
+ V (r)
)
ψ(r) = Eψ(r), (2.26)
donde V (r) es el potencial de la red cristalina y (p2/2m0) es el te´rmino cine´tico que
viene dado por la masa del electro´n libre (m0), siendo p = −i!∇ el operador momento.
Como hemos indicado en el apartado 2.1, debido a la simetr´ıa traslacional de la red
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cualquier funcio´n de onda ψ(r) puede escogerse de tal manera que sean autofunciones
del operador de traslacio´n "T!ai , siendo "ai los vectores de la red (ec. 2.9). Escogiendo una
funcio´n de Bloch de la forma
ψnk(r) = e
ikrunk(r), (2.27)
y sustituyendo en 2.26 se obtiene
p2
2m0
+
!
2m0
k · p+ !
2k2
2m0
+ V (r)unk(r) = Eunk(r). (2.28)
Si un punto de alta simetr´ıa esta´ en k = k0 se puede definir el hamiltoniano en k0
como
H0 = p
2
2m0
+
!
2m0
k0 · p+ !
2k20
2m0
+ V (r), (2.29)
con lo que la ec. 2.26 pasa a ser(
Hk0 +
!
m0
(k− k0) · p+ !
2
2m0
(k2 − k02)
)
unk(r) = Eunk(r) (2.30)
La funcio´n de onda de Bloch para cualquier k, unk(r), puede expresarse como
combinacio´n de la funcio´n de onda de k0 como unk(r) =
∑
n′ Cn′n(k− k0)un′k0(r). La
ecuacio´n 2.29 se puede multiplicar por u†nk(r) e integrada en la celda unidad da
∑
n′
[(
En(k0) +
!2
2m0
(k2 − k02)
)
δnn′ +
!
m0
(k− k0) · pnn′
]
Cnn′ = En(k)Cnn (2.31)
siendo pnn′ =
∫
c.u. u
†
nk(r)pun′k(r)dr. Estamos interesados en obtener como se com-
porta el sistema cerca de un punto de alta simetr´ıa k0, esto es cuando k " k0. En
este caso los te´rminos !m0 (k− k0) · pnn′ son pequen˜os y pueden ser tratados como una
perturbacio´n. En general se pueden usar todo tipo de perturbaciones (degeneradas, no
degeneradas, etc.). Por ejemplo usando teor´ıa de perturbaciones de segundo orden para
una sola banda se obtiene:
En(k) = En(k0)+
!
m0
(k−k0) ·pnn+ !
2
2m0
(k2−k20)+
!2
m20
∑
n′
| (k− k0) · pnn′ |2
En(k0)− En′(k0) (2.32)
2.4. Teor´ıa del funcional de la densidad. Me´todo
SIESTA
A continuacio´n explicaremos en que consiste el me´todo de la teor´ıa del funcional de
la densidad (DFT) combinando teor´ıa ba´sica con la resolucio´n de las ecuaciones plan-
teadas mediante te´cnicas nu´mericas. Esto dara´ una visio´n general de las capacidades
y de las limitaciones de la DFT [79, 80]. Seguiremos con una explicacio´n sencilla del
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co´digo SIESTA, que utilizaremos para modelar algunos de los sistemas presentados en
esta memoria.
La funcio´n de onda de muchos electrones Ψ contiene un gran volumen de informa-
cio´n, debido a que esta´ en funcio´n de numerosas variables, siendo no fa´cil de calcular,
guardar, y aplicar. Usualmente solo queremos obtener informacio´n sobre pocas varia-
bles, tales como la energ´ıa total o la densidad de electrones para el estado fundamental.
Un funcional es una regla que asigna un nu´mero F [f ] a una funcio´n f , de igual
forma que una funcio´n es una regla que asigna un nu´mero f(x) a un nu´mero x. Por
ejemplo 〈Ψ|H|Ψ〉 es un funcional de la funcio´n Ψ, dado por el hamiltoniano H.
Los teoremas de Hohenberg y Kohn [81] establecen que la densidad electro´nica es
la u´nica variable estrictamente necesaria para conocer el estado fundamental de un
sistema de N electrones sometidos a la accio´n de un potencial local exterior vext(r).
Expongamos dicho teorema siguiendo una formulacio´n ma´s simple y ma´s constructiva,
debida a Levy y a Lieb [82, 83]:
Si n0(r) es la densidad electro´nica del estado fundamental de un sistema de
part´ıculas interactuantes se cumple que
E0 = Evext [n0] = FHK [n0] +
∫
d3rvext(r)n0(r), (2.33)
donde FHK [n0] es el funcional de Hohenberg y Kohn de la densidad del estado
fundamental, n0, definie´ndose como
FHK [n0] = mı´n
Ψ→n0
〈Ψ|H|Ψ〉 (2.34)
donde el hamiltonianoH = T+W , siendo T el te´rmino cine´tico yW el te´rmino de
interaccio´n entre electrones. El potencial exterior, vext(r) se determina de forma
un´ıvoca, excepto por una constante, y es funcio´n de la densidad electro´nica del
estado fundamental n0(r).
La energ´ıa del estado fundamental E0 = Evext [n0] se obtiene al minimizar el
funcional Evext [n0] respecto de todas las densidades f´ısicas que normalizan a los
N electrones:
E0 = mı´n
n(r)→N
Evext [n] = mı´n
n(r)→N
[
FHK [n] +
∫
d3rvext(r)n(r)
]
, (2.35)
En definitiva, la funcio´n de onda del estado fundamental es un funcional de la
densidad y, por ende, todas las propiedades del estado fundamental, incluida la
energ´ıa, son funcionales de la densidad.
Usando la propiedad de que un funcional de la densidad F [n] cambia bajo una
pequen˜a variacio´n de la densidad δn(r) de la forma:
δF =
∫
d3r
(
δF
δn(r)
)
δn(r) (2.36)
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y puesto que Evext [n] alcanza un mı´nimo para n0(r), se obtiene
δ
(
Evext [n]− µ
∫
d3rn(r)
)
n=n0
= 0, (2.37)
donde µ es un multiplicador de Lagrange, el cual actu´a como el potencial qu´ımico
del sistema. Suponiendo que 2.36 esta´ en torno a n0(r), la densidad fundamental
satisface la siguiente ecuacio´n de tipo Euler-Lagrange
δEvext [n]
δn(r)
∣∣∣∣
n=n0
=
δFHK [n]
δn(r)
∣∣∣∣
n=n0
+ vext(r) = µ (2.38)
con la condicio´n de normalizacio´n del sistema de N electrones,∫
d3rn0(r) = N. (2.39)
Entonces, un problema 3N -dimensional queda formalmente reducido a un simple
problema tridimensional (3D). Los teoremas expresan la existencia del funcional uni-
versal FHK [n], obtenido desde un punto de vista riguroso basado en la teor´ıa cua´ntica,
sin embargo, nada se dice sobre su forma y propiedades. Por tanto, a la hora de apli-
car el teorema ba´sico de la teor´ıa del funcional de la densidad se tienen que hacer
aproximaciones a FHK [n].
2.4.1. Las ecuaciones Kohn-Sham
Kohn y Sham [84] desarrollaron una herramienta poderosa para la aplicacio´n de la
DFT. Este procedimiento consiste en una transformacio´n del sistema real de electrones
interactuantes en un sistema ficticio de electrones no interactuantes, suponiendo que
la densidad del estado fundamental del sistema interactuante real es la misma que la
del sistema de electrones no interactuantes o ficticio. Veremos que la implementacio´n
pra´ctica del me´todo de Kohn y Sham solo exige la aproximacio´n del funcional de la
energ´ıa de intercambio-correlacio´n (XC), el cual ha de describir todos los efectos de
muchos cuerpos asociados a la interaccio´n entre electrones.
Para un sistema de N electrones no interactuantes las ecuaciones Kohn-Sham (KS)
son: [
−∇
2
2
+ vKS[n](r)
]
ψi(r) = *iψi(r), (2.40)
donde vKS(r) es el potencial de Kohn-Sham, el cual depende de la densidad electro´ni-
ca, n(r). La densidad se define en funcio´n de las funciones de onda KS, ψi(r):
n(r) =
ocp∑
i
| ψi(r) |2, (2.41)
donde el ı´ndice i se refiere a los estados desocupados de part´ıculas monoelectro´nicas.
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El potencial vKS se define como la suma de un potencial exterior, vext (normalmente
el potencial generado por el nu´cleo), el te´rmino de Hartree vHartree, el cual describe la
interaccio´n de Coulomb entre un electro´n y la distribucio´n media del resto de electrones
y, por u´ltimo, el potencial de intercambio-correlacio´n vXC ,
vKS[n](r) = vext + vHartree[n] + vXC [n]. (2.42)
Estas ecuaciones forman un conjunto de ecuaciones acopladas no lineales, debido a
que se da una dependencia funcional con respecto a la densidad electro´nica, n(r). El
procedimiento esta´ndar para su resolucio´n consiste en un proceso iterativo hasta que
se logra la autoconsistencia. En la figura 2.1 se muestra un cuadro esquema´tico para
realizar dicho proceso.
SI NO
¿Convergido?FIN
n0(!r)
1
vKS[n0](!r)
1
HKSψi("r) = #iψi("r)
1
n(!r) =
∑
i | ψi(!r) |2
1
Figura 2.1: Cuadro esquema´tico del proceso seguido para resolver las ecuaciones Kohn-
Sham.
Se parte inicialmente de una densidad electro´nica sugerida, n0(r), para el sistema
no interactuante. Seguidamente se evalu´a el potencial de Kohn-Sham, vKS(r) con esta
densidad. Cada uno de los componentes de vKS(r) se calculan por separado, teniendo
que resolver un problema nume´rico diferente para cada uno de ellos, esto es
El potencial exterior, vext(r) es simplemente una suma de potenciales nucleares
centrados en las posiciones Rα de cada uno de los a´tomos α
vext(r) =
∑
α
vα(r−Rα). (2.43)
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En algunos me´tdos, vα es la atraccio´n de Coulomb entre el nu´cleo entero y los
electrones, vα = −Zα/r, donde Zα es la carga del nu´cleo. En otros casos, se usan
menos electrones, y se tiene que recurrir a los pseudopotenciales, los cuales se
explicara´n en la seccio´n 2.4.3.
El siguiente te´rmino es el potencial de Hartree,
vHartree(r) =
∫
d3r′
n(r′)
|r− r′| . (2.44)
Para resolver esta integral hay diferentes te´cnicas, bien se puede utilizar una
integracio´n directa o bien se puede resolver la ecuacio´n de Poisson equivalente,
∇2vHartree(r) = −4pin(r). (2.45)
La eleccio´n de una u otra forma depende del problema espec´ıfico.
Finalmente, el potencial de intercambio-correlacio´n vXC , el cual esta´ definido
formalmente a trave´s de la derivada funcional de la energ´ıa de intercambio-
correlacio´n, EXC ,
vXC(r) =
δEXC
δn(r)
. (2.46)
La expresio´n de este funcional es desconocida, por lo que resulta imprescindible
construir aproximaciones adecuadas para su aplicacio´n a sistemas de intere´s. Este
potencial incluye no solo el intercambio y la correlacio´n electro´nica sino los efectos
a muchos cuerpos de la energ´ıa cine´tica.
Una vez que tenemos el potencial Kohn-Sham, hay que resolver la ecuacio´n 2.40.
El procedimiento consiste en obtener los autovalores p del hamiltoniano HKS, donde
p es la mitad del nu´mero de estados ocupados. A partir de las nuevas autofunciones
extra´ıdas de la ecuacio´n Kohn-Sham se genera la nueva densidad de estados n(r).
El ciclo autoconsistente se detiene en el momento que se alcance algu´n criterio de
convergencia. Los dos criterios ma´s comunes esta´n basados en la diferencia de energ´ıa
total o densidad entre la iteracio´n i y la i−1, es decir, el ciclo se detiene cuando |E(i)−
E(i−1)| < µE o
∫
d3|ni − ni−1| < µn, donde Ei y ni son la energ´ıa total y la densidad
de la iteracio´n i, y µE y µn las tolerancias respectivas. Para evitar inestabilidades, es
usual mezclar la densidad de salida con densidades de iteraciones previas.
Finalmente, cuando el me´todo ha convergido, se obtiene una solucio´n para el sis-
tema real de muchos cuerpos a partir de un problema de part´ıculas independientes
Kohn-Sham. Es cuando se pueden evaluar algunos observables entre los que destaca
la energ´ıa total del sistema. Desde esta cantidad se obtienen, por ejemplo, geometr´ıas
de equilibrio, curvas de dispersio´n de fonones, o potenciales de ionizacio´n. En la teor´ıa
Kohn-Sham, la energ´ıa total es
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E = −
oc∑
i
∫
d3rψ∗i (r)
∇2
2
ψi(r)+
∫
d3(r)vextn(r)+
1
2
∫
d3(r)
∫
d3(r′)
n(r)n(r′)
|r− r′| +EXC ,
(2.47)
donde los sumandos del segundo miembro, de izquierda a derecha, corresponden
a la energ´ıa cine´tica, el potencial exterior, el potencial de Hartree y la energ´ıa de
intercambio-correlacio´n, respectivamente. Usando la ecuacio´n 2.40 para simplificar la
ec. 2.47 se obtiene la siguiente expresio´n para la energ´ıa total:
E = −
oc∑
i
*i
∫
d3(r)
[
1
2
vHartree(r) + vXC
]
n(r) + EXC . (2.48)
Cuando se hacen optimizaciones de la geometr´ıa (relajacio´n de la estructura), se
tiene que an˜adir a la anterior ecuacio´n un te´rmino de repulsio´n de Coulomb que toma
el efecto de la interaccio´n entre iones, esto es,
Enn =
∑
α,β
ZαZβ
|Rα −Rβ| . (2.49)
2.4.2. Funcional de intercambio correlacio´n
El funcional de intercambio-correlacio´n se puede aproximar razonablemente por un
funcional local o cuasi-local dependiente de la densidad. La aproximacio´n ma´s sencilla a
la energ´ıa de intercambio-correlacio´n EXC [n] es la llamada aproximacio´n de la densidad
local (LDA)
EXC [n] ( ELDAXC [n] =
∫
d3rn(r)*homXC [n(r)], (2.50)
esto es, la energ´ıa de intercambio-correlacio´n en un punto cualquiera r se aproxima
por el valor correspondiente de un gas homoge´neo de electrones como funcional de la
densidad, *homXC [n(r)]. De esta manera el comportamiento local del sistema electro´nico
es equivalente al del gas homoge´neo. El potencial XC es fa´cil de calcular usando las
reglas ba´sicas de la derivacio´n variacional, obteniendo
vLDAXC (r) = *
hom
XC (n(r)) + n(r)
∂*homXC (n(r))
∂n(r)
(2.51)
La gran ventaja de esta aproximacio´n es su sencillez, debida a que tanto la energ´ıa
como el potencial se reducen a meras expresiones algebraicas en te´rminos de la densi-
dad. Se ha generalizado su uso sobre todo en sistemas extensos de intere´s en la f´ısica
del estado so´lido, en los que el perfil de la densidad del sistema electro´nico bajo estudio
es lo ma´s homoge´neo posible. Sin embargo, no es muy buena aproximacio´n en sistemas
en los que existen discontinuidades o saltos en la densidad electro´nica, por ejemplo en
sistemas en los que hay intercaras o diferentes mole´culas interaccionando entre s´ı.
Existe una variante de la LDA que incluye la polarizacio´n de esp´ın que se denomina
LSDA (Local Spin Density Approximation).
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Para corregir la energ´ıa XC en las regiones en las que LDA se comporta de forma
erro´nea surge la llamada aproximacio´n de gradientes generalizados (GGA). En esta
aproximacio´n la energ´ıa XC se aproxima mediante la forma funcional
EXC [n] ( EGGAXC [n] =
∫
d3rn(r)
(
*homXC [n(r)]FGGA[n(r), t(r), s(r)]
)
, (2.52)
siendo FGGA un factor a determinar que depende de la densidad en la forma
t(r) = 0.25193
|&∇n(r)|
n(r)7/6
; s(r) = 0.16162
|&∇n(r)|
n(r)4/3
. (2.53)
Entonces, la aproximacio´n GGA a la energ´ıa XC es igual a la LDA con un factor
de correccio´n FGGA que depende de la densidad y de las funciones t(r) y s(r), que
pretenden modelizar efectos de intercambio y correlacio´n ma´s alla´ de la aproximacio´n
local.
Las aproximacio´n GGA se puede obtener por medio de primeros principios, en cuya
construccio´n se utilizan exclusivamente propiedades generales del funcional XC y del
gas homoge´neo. Por ejemplo un funcional muy usado es el funcional de Perdew, Burke y
Ernzerhof (PBE) [85], el cual cumple exactamente algunas propiedades de escalamiento
del funcional EXC y del gas homoge´neo, incluyendo propiedades de respuesta esta´tica
en el l´ımite de largas longitudes de onda.
Existen aproximaciones no locales como son los funcionales de van der Waals [86,
87], en los cuales se separa la contribucio´n de intercambio y de correlacio´n con el fin
de calcular la correlacio´n no local debida a una interaccio´n de largo alcance, usando
diferentes aproximaciones al te´rmino de intercambio. Esto lo veremos en detalle en el
cap´ıtulo 8 de la presente memoria.
2.4.3. Bases
Para la resolucio´n de la ecuaciones Kohn-Sham es indispensable elegir la forma que
tendra´n las funciones de onda desconocidas ψi(r). Esta eleccio´n dependera´ del tipo
de sistema. Por ejemplo, para a´tomos sueltos o mole´culas pequen˜as las ecuaciones de
Kohn-Sham se pueden reducir al caso de ecuaciones diferenciales en una dimensio´n.
Sin embargo, para sistemas ma´s extensos se usara´n bases localizadas, ondas planas, o
mallas en el espacio real, teniendo que diagonalizar el hamiltoniano, HKS.
El uso de ondas planas o de orbitales localizados requiere la resolucio´n del problema
en el espacio rec´ıproco, en los cuales se expande la funcio´n de onda desconocida ψi en
te´rminos de las funciones base conocidas χj, como
ψi(r) =
∑
j
cjiχj(r). (2.54)
La expansio´n en ondas planas de las funciones de onda Kohn-Sham es muy usada
en sistemas sime´tricos porque al desarrollarse en el espacio rec´ıproco aprovecha la
periodicidad del cristal [88]. Para sistemas finitos, tales como a´tomos, mole´culas o
agregados ato´micos, las ondas planas se usan en una aproximacio´n de supercelda. Con
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este me´todo la supercelda de los sistemas finitos se hace lo suficientemente grande
como para evitar interacciones entre celdas vecinas. Sin embargo, es necesario un gran
nu´mero de ondas planas cuando la densidad electro´nica se concentra en una pequen˜a
fraccio´n del volumen total de la supercelda.
La expansio´n en orbitales localizados, o tambie´n llamado combinacio´n de orbitales
ato´micos (LCAO), usa funciones base que reproducen esencialmente las caracter´ısticas
de los orbitales dentro de mole´culas o estructuras.
Por otro lado se puede resolver el problema en el espacio real, donde las funciones
ψ se calculan en una malla en el espacio real [89]. Esta forma destaca debido a que
solo tiene un para´metro de convergencia que es el espaciado de la malla, adema´s no
se usan superceldas para sistemas perio´dicos sino condiciones de contorno perio´dicas o
de frontera. A la hora de su implementacio´n destaca su simplicidad e intuitividad. Sin
embargo, no es un me´todo variacional, es decir se puede encontrar una energ´ıa u otra
dependiendo del espaciado, el uso de la malla rompe la simetr´ıa traslacional, pudiendo
aparecer picos espurios en el espectro. En definitiva, todos los problemas son debidos al
espaciado de la malla, siendo estos menores cuanto menor sea el espaciado. Al reducir
el espaciado se aumenta el gasto computacional. El procedimiento consiste en ajustar
el espaciado de manera que se lleguen a unos resultados razonables.
2.4.4. Pseudopotenciales
En sistemas en los que hay presencia de a´tomos con un nu´mero a´tomico Z grande,
se producen oscilaciones fuertes en la funcio´n de onda de los electrones de valencia
internos. Esto se debe a la ortogonalizacio´n de la funcio´n de onda de estos electrones
internos. Para describir estas oscilaciones se necesitan un gran nu´mero de ondas pla-
nas o de orbitales localizados, lo que dificulta el ca´lculo de la energ´ıa total. Con el fin
de solucionar este problema, se suele distinguir entre los electrones de valencia y los
electrones de core. Los electrones del core forman enlaces fuertes y no tienen un papel
significativo en los enlaces entre a´tomos, por consiguiente forman junto con el nu´cleo
un conjunto inerte. Las propiedades de enlace son casi completamente debidas a los
electrones de valencia, especialmente en metales y semiconductores. Esto hace que una
forma de modelar el a´tomo sea separando las contribuciones del core io´nico y de los
electrones de valencia. Esta aproximacio´n se realiza mediante los llamados pseudopon-
tenciales, los cuales separan con una interaccio´n efectiva al conjunto de los electrones
de core io´nico con los de valencia.
El uso de pseudopotenciales se ha extendido por su eficiencia computacional sobre
todo en sistemas extensos. Hay numerosas parametrizaciones, entre las que destacan
los pseudopotenciales emp´ıricos [90], en los cuales los para´metros se ajustan a datos
experimentales. Pero los ma´s importantes son los pseudopotenciales ab-initio, en los
cuales las pseudofunciones se hacen coincidir con las funciones de onda de valencia
dadas por ca´lculos exactos (all-electron) por encima de una distancia r. Este tipo de
pseudopotenciales conservan la norma [91], destacando los pseudopotenciales Troullier-
Martins [92].
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2.4.5. Co´digo SIESTA
El co´digo SIESTA (Spanish Initiative for Electronic Simulations with Thousands
of Atoms) es un me´todo totalmente autoconsistente basado en la combinacio´n lineal
flexible nume´rica de orbitales ato´micos (NAO). Estas funciones base se proyectan en
una malla de espacio real, con un nu´mero de operaciones que escalan linealmente con
el taman˜o del sistema de orden N, O(N) [93]. Usan principalmente las aproximaciones
LDA o GGA para describir el te´rmino de intercambio-correlacio´n, aunque tambie´n se
pueden usar aproximaciones no locales tipo van der Waals. Las fuerzas y las presiones
se calculan eficientemente con precisio´n, permitiendo las relajaciones estructurales y
simulaciones de dina´mica molecular. Las caracter´ısticas ma´s importantes son:
Funciones base. La implementacio´n del escalado lineal O(N) requiere que tan-
to el hamiltoniano como las matrices de solapamiento sean poco densas. Esto
se consigue mediante el uso de una base de orbitales confinados, esto es, orbi-
tales que son cero para distancias mayores que un cierto radio [94]. Esta base
mantiene estrictamente el principio variacional, por consiguiente, se facilita una
convergencia con respecto al radio de confinamiento. Dentro de este radio, los
orbitales a´tomicos de la base son productos de una funcio´n nume´rica radial y de
un armo´nico esfe´rico. En general, podra´ haber algunos orbitales con la misma
dependencia angular pero diferente dependencia radial, los cuales son llamados
convencionalmente “multiple-ξ”. Estas bases se pueden elegir ajustando una serie
de para´metros en el archivo de input. Se pueden generar bases “single-ξ” (SZ)
para simulaciones semicuantitativas, y bases “doble-ξ” polarizadas (DZP) que
dan resultados de alta calidad para la mayor´ıa de sistemas.
Pseudopotenciales.
Principalmente el me´todo SIESTA se ha establecido para usarse con pseudopoten-
ciales derivados de primeros principios y que conservan su norma [91]. SIESTA los
lee en sus formas semilocales desde unos archivos de datos que el usuario puede re-
llenar a su eleccio´n. Generalmente se usa la parametrizacio´n de Troullier-Martins
[92].
Implementacio´n del hamiltoniano
El hamiltoniano estandar Kohn-Sham dentro de la aproximacio´n del pseudopo-
tencial no local puede ser escrito como
H = T +
∑
I
V KBI +
∑
I
V NAI (r) + δV
H(r) + V XC(r) (2.55)
donde el potencial de apantallamiento de ‘atomo-neutro’ (NA) V NAI ≡ V localI +
V atomI es cero por debajo de un radio [94]. Este radio es el de corte por encima
del cual los orbitales ato´micos son cero. Los dos primeros elementos de la ecua-
cio´n 2.55 involucran integrales a dos centros, las cuales se calculan en el espacio
rec´ıproco y se tabulan con una funcio´n de la distancia interato´mica. Los tres u´lti-
mos te´rminos involucran potenciales, que se calculan en una red tridimensional
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en el espacio real. El nu´mero de puntos de esta malla se controla por una energ´ıa
de corte (Ecut), la cual sera´ un para´metro a tener en cuenta, que se define como
la ma´xima energ´ıa cine´tica de las ondas planas que pueden ser representadas en
la malla tridimensional.
2.5. Funciones de Green
Para conocer las propiedades electro´nicas y de transporte de sistemas complejos en
los que intervienen uniones entre diferentes nanoestructuras emplearemos la funcio´n
de Green, la cual es una herramienta fundamental a la hora de aplicar los diferentes
modelos explicados en la seccio´n anterior a sistemas sin simetr´ıa traslacional. La funcio´n
de Green G del hamiltoniano H se define como
(E −H)G = I (2.56)
donde I es el operador identidad y E son los correspondientes autovalores.G describe
la respuesta en cualquier punto del espacio r′ debido a la excitacio´n que se da en
otro punto r. G se define en el espacio de posiciones para cada energ´ıa en la forma
G(r, r′;E) =< r|G(E)|r′ >.
En la ecuacio´n anterior se verifica que los polos de G vienen dados por los autovalores
del hamiltoniano H, por este motivo introducimos una parte imaginaria de la energ´ıa
η que nos permite obtener G como
G± = l´ım
η→0+
1
E ± iη −H , (2.57)
donde (G+) y (G−) se denominan funcio´n de Green retardada y avanzada, respec-
tivamente. Se puede definir la ecuacio´n 2.57 en la base de valores propios como
G± = l´ım
η→0+
∑
k
|k〉 〈k|
E ± iη − *k (2.58)
Nuestro principal intere´s se centra en el operador G+, tambie´n llamado propagador
en la formulacio´n causal. El origen de este nombre viene al hacer la transformada de
Fourier de la ec. 2.57, la cual se evalu´a fa´cilmente usando la integral de contorno:
iG+(t) =
i
2pi
∫
dEG+(E)e−iEt/! = Θ(t)e−iHt/!e−ηt/!, (2.59)
donde Θ(t) es la funcio´n escalo´n, que aparece al cerrar el contorno en la mitad
superior del plano complejo E, en el cual no hay polos encerrados, dando una contri-
bucio´n nula a la integral. El operador iG+(t − t′) actu´a propagando el estado bajo la
influencia del hamiltoniano H en cualquier tiempo t ≥ t′, dando informacio´n acerca
de la respuesta del sistema en r′ a causa del impulso o la excitacio´n en r. Por otro
lado, el operador iG−(t− t′) se asocia con la formulacio´n acausal porque propaga una
excitacio´n o un impulso en la otra direccio´n temporal.
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2.5.1. Densidad de estados
A partir de la funcio´n de Green G+ podemos obtener la densidad de estados en la
forma
DOS(E) =
1
2pi
[tr A(E)] = − 1
pi
Im
[
Tr G+(E)
]
, (2.60)
donde se define la funcio´n espectral a partir de la funcio´n de Green retardada y
avanzada (ec. 2.57) como
A ≡ i (G− −G+) . (2.61)
Podemos desarrollar la funcio´n espectral en te´rminos de la base de valores propios
(ec. 2.58), con el fin de tener una idea intuitiva del papel que juega la energ´ıa imaginaria
η, de la forma
A = i
∑
k
|k〉 〈k|
(
1
E + iη − *k −
1
E − iη − *k
)
=
∑
k
|k〉 〈k| 2η
(E − *k)2 + η2
, (2.62)
que comparada con la distribucio´n de Cauchy-Lorentz, muestra que las resonancias
en la energ´ıa se localizan en los autovalores *k (E = *k) de H, y que el tiempo de vida
medio de los electrones viene dado por η, que es el ancho total a la mitad del ma´ximo
de la resonancia.
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3D 2D 1D 0D
Figura 2.2: Ejemplo de densidades de estados para electrones no interactuantes en 3D,
2D, 1D, 0D. Los dos u´ltimos casos corresponden a la DOS para un nanotubo que repre-
senta un sistema cuasiunidimensional y un punto cua´ntico compuesto por nanotubos de
carbono representando a un sistema cuasicerodimensional, ambos sistemas estudiados
en esta memoria.
La densidad de estados es una magnitud fundamental que usaremos a lo largo de
este trabajo para describir los sistemas electro´nicos. Cuando hay confinamiento en un
sistema la energ´ıa de los estados electro´nicos se cuantiza, pudiendo haber varios estados
con la misma energ´ıa. La densidad de estados da cuenta del nu´mero de estados a una
energ´ıa E. Su forma, entonces, viene determinada por el confinamiento electro´nico que
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puede haber en las tres direcciones del espacio. En la figura 2.2 se puede observar la
forma de la DOS dependiendo de la dimensio´n.
En sistemas 3D los electrones pueden moverse en las tres direcciones del espacio.
Para ilustrar el comportamiento de la DOS, partimos de la relacio´n de dispersio´n
de una part´ıcula libre de masa m cuando se mueve por todo el espacio, es decir
sin confinamiento y sin potenciales exteriores
E(kx, ky, kz) =
!2
2m
(
k2x + k
2
y + k
2
z
)
, (2.63)
y su correspondiente densidad de estados viene dada por
DOS(E) =
∑
k
δ
(
E − !
2k2
2m
)
=
V
pi2!3
√
2m3E ∼ √E, (2.64)
donde V es el volumen por donde se mueve la part´ıcula. En la figura 2.2 se ilustra
la dependencia ∼ √E de la DOS.
En sistemas 2D tenemos una restriccio´n para el movimiento de los electrones. Por
ejemplo, en la direccio´n x los valores de la energ´ıa esta´n cuantizados mediante
Enx , esto es
E(kx, ky, kz) =
!2
2m
(
+k2y + k
2
z
)
+ Enx , (2.65)
con la correspondiente densidad de estados:
DOS(E) =
∑
k
δ
(
E − !
2k2
2m
)
− Enx) =
Sm
pi!2
∑
nx
Θ(E − Enx), (2.66)
siendo Θ la funcio´n escalo´n. Un ejemplo de sistemas 2D es el grafeno.
En sistemas 1D se tienen dos direcciones (x e y) con restricciones al movimiento de
la part´ıcula, pudie´ndose mover solo en una direccio´n (z). La DOS correspondiente
es
DOS(E) =
∑
k
δ
(
E − !
2k2
2m
)
−Enx−Eny) =
L
pi!
∑ √2m√
E − Enx − Eny
, (2.67)
En la cual aparecen singularidades de van Hove. Por ejemplo, los nanotubos de
carbono tienen este tipo de DOS.
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En sistemas 0D el confinamiento se produce en las tres direcciones del espacio
(x, y y z ), esto es
DOS(E) =
∑
k
δ
(
E − Enx − Eny − Enz
)
, (2.68)
en la cual aparecen niveles discretos. Este es el caso de los a´tomos aislados o los
puntos cua´nticos de nanotubos de carbono.
Cuando en un sistema aparecen defectos topolo´gicos en forma de perturbacio´n o
se dan intercaras entre diferentes materiales utilizaremos el me´todo de empalme de
las funciones de Green (SFGM), el cual describe el comportamiento electro´nico de
estos sistemas a partir de las funciones de Green de los materiales por separado. Nos
permitira´ obtener la densidad local de estados (LDOS), la cual nos describe la DOS
en funcio´n del a´tomo o de la celda unidad de cada material. Esta te´cnica se describe
detalladamente en los libros de Garc´ıa Moliner y Flores [95] y Garc´ıa Moliner y Velasco
[96].
2.5.2. Me´todo de empalme de las funciones de Green (SGFM).
El me´todo SGFM permite la construccio´n de la funcio´n de Green del sistema
perturbado (G), a partir de los propagadores del sistema sin perturbar (G0). Se procede
como en la teor´ıa de dispersio´n, un sistema inicial representado por la funcio´n G0 se
perturba con V : El propagador del nuevo sistema perturbado, representado por G,
viene dado por (ecuacio´n de Dyson)
G = G0 +G0V G, (2.69)
puesto que G esta´ en ambos lados de la igualdad, la ecuacio´n anterior puede desa-
rrollarse como:
G = G0 +G0V G0 +G0V G0V G0 + ... (2.70)
G = G0 +G0TG0, (2.71)
donde T es la matriz de scattering, la cual contiene los efectos de la perturbacio´n a
todos los o´rdenes.
En sistemas que tienen una pe´rdida de simetr´ıa estudiaremos un sistema general
formado por dos medios separados entre s´ı por una intercara, como se observa en la
figura 2.3. Las funciones de Green de los medios sin perturbar de volumen A y B se
denotan como Gµ, donde µ = A,B. El objetivo es construir la funcio´n de Green del
sistema Gs, formado por la unio´n de los medios A y B.
Una excitacio´n que se produce en un punto P ′µ, se propaga dentro del medio µ a
otro punto Pµ y dentro del medio µ a un punto Pµ. Se usa la nomenclatura Pµ para
denotar la proyeccio´n en el medio µ.
La excitacio´n proveniente de P ′µ llega a Pµ por dos caminos, uno directo, esto
es, PµGµP ′µ, y otro indirecto, proveniente de la reflexio´n en la intercara entre los dos
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Figura 2.3: Propagacio´n de una excitacio´n que parte del punto P ′µ a un punto Pµ del
medio µ (medio A) y a otro punto Pµ del medio µ (medio B). S indica la intercara
y I la propagacio´n sobre el dominio de la intercara. R y T indican la reflexio´n y la
transmisio´n, respectivamente, en la intercara. Gµ (Gµ) es el progagador del medio µ
(µ).
medios, esto es, PµGµIRIGµP ′µ, siendo I la proyeccio´n sobre el dominio de la intercara.
As´ı, si el punto inicial y el punto final esta´n en el mismo medio µ, podemos escribir la
funcio´n de Green del sistema compuesto, Gs como la suma de los dos caminos, esto es
PµGsP ′µ = PµGµP ′µ + PµGµIRIGµP ′µ (2.72)
donde R es un objeto definido solo en el dominio de la intercara I, este toma el
efecto de la perturbacio´n (la intercara) en todos los o´rdenes, como la matriz T en la
ecuacio´n 2.71.
Si el punto inicial esta´ en el medio µ y el punto final en el otro medio µ tenemos el
efecto de la transmisio´n:
PµGsP ′µ = PµGµIT IGµP ′µ (2.73)
donde T se define como R, pero esta tiene en cuenta la transmisio´n a trave´s de la
intercara (o impureza en el caso 1D).
Comparando la ecuacio´n 2.71 con 2.72 y 2.73, vemos que R y T son comparables
a la matriz T proveniente de la teor´ıa de scattering. Por consiguiente, R y T incluyen
el efecto de la intercara a todos los o´rdenes.
Se denota la proyeccio´n de la funcio´n de Green del sistema, Gs, en la intercara por
gs = IGsI (2.74)
Evaluando las ecuaciones 2.72, 2.73 en el dominio de la intercara se obtiene
gs = gµ + gµRgµ
gs = gµT gµ (2.75)
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A partir de la ecuacio´n anterior podemos escribir las matrices T y R en te´rminos
de la proyeccio´n en la intercara, gs,
R = g−1µ (gs − gµ)g−1µ
T = g−1µ gsg−1µ (2.76)
Sustituyendo 2.76 en 2.72, 2.73 se obtiene
PµGsP ′µ = PµGµP ′µ + PµGµg−1µ (gs − gµ)g−1µ GµP ′µ
PµGsP ′µ = PµGµg−1µ gsg−1µ GµP ′µ (2.77)
Con este me´todo, conociendo la funcio´n de Green, gs del sistema perturbado justo
en el dominio de la intercara, podemos obtener la funcio´n Gs del sistema completo. Se
entiende por ello que la clave es calcular gs.
Si partimos de un punto inicial en la intercara del material (P ′µ = Iµ) se obtiene
para la reflexio´n:
PµGsIµ = PµGµIµ + PµGµg−1µ (gs − gµ)g−1µ Iµ = PµGµg−1µ gsIµ (2.78)
y para la transmisio´n:
PµGsIµ = PµGµg−1µ gsg−1µ Iµ = PµGµg−1µ gsIµ (2.79)
Podemos reescribir estas dos ecuaciones como
PµGsg−1s I = PµGµg−1µ I (2.80)
Lo cual tiene un significado f´ısico: la propagacio´n esta´ dada por la funcio´n de Green
homoge´nea de cada medio a una distancia alejada del dominio de la intercara.
2.5.3. Uniones simples
Vamos a tratar las uniones simples entre medios discretos. En este caso es usual
denotar al propagador G cuando nos movemos desde una capa n′ a otra n como Gnn′ .
Para indicar que los argumentos de la funcio´n de Green pueden ser en cualquier punto
del medio µ escribiremos:
Gµnn′ = PµGµP ′µ, (2.81)
donde Pµ y P ′µ son el proyector sobre el material µ en el punto n y n′, respectiva-
mente.
El dominio de la intercara esta´ formado por las dos capas adyacentes del medio A
y B. As´ı, la proyeccio´n I es I = IA + IB, donde IA es la primera capa del medio A,
denotada por −1 y IB es la primera capa del medio B, denotada por 1 (ver figura 2.5).
De este modo I se puede expresar como I = (|−1〉 〈−1|+ |1〉 〈1|).
Se denota la proyeccio´n de la funcio´n de Green, Gs en la interfase por
IGsI = gs =
(
gs−1,−1 gs−1,1
gs1,−1 gs1,1
)
. (2.82)
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Cuando se unen dos medios diferentes para describir el sistema apropiadamente
tenemos que definir el hamiltoniano completo del sistema, Hs, este es igual a HA en el
medio A, a HB en el medio B y en la intercara esta´ dado por el acoplamiento de los dos
medios. Supondremos que solo las partes Hs−1,1 y Hs1,−1 contribuyen al hamiltoniano
de intercara. Se proyecta la ecuacio´n (E −Hs)Gs = 1, que define Gs, en el dominio de
la intercara I, y multiplicamos por la derecha por g−1s :
I(E −Hs)(PA + PB)Gsg−1s = g−1s (2.83)
donde (PA+PB) es la proyeccio´n sobre todo el espacio, igual a la identidad. Desa-
rrollando 2.83 se llega a
I(E −Hs)(PAGsg−1s + PBGsg−1s ) = g−1s (2.84)
2
HAHAHA HB HB HB
HA-2,-1
-1-2-3
HS-1,1
HS1,-1
HB1,2
1 2 3
HB1,2HA-1,-2
Baa · I ·
∑
Aaa · I ·
∑aa · I ·∑
Figura 2.4: Unio´n simple entre dos medios diferentes A (tria´ngulos) y B (cuadrados).
Se observa la intercara I = IA + IB junto con el hamiltoniano que la describe HS1,−1
y HS−1,1 , y los hamiltonianos de los dos medios.
Usamos la ecuacio´n 2.80 para el medio A, esto es, PAGsg−1s = PAGAg−1A e igual
para el medio B, PBGsg−1s = PBGBg−1B . Separando en dos ecuaciones se tiene:
I(E −Hs)PAGAg−1A
I(E −Hs)PBGBg−1B
}
= g−1s (2.85)
Dado que I = IA + IB = (|−1〉 〈−1|+ |1〉 〈1|), PA = (|−1〉 〈−1|+ |−2〉 〈−2|) y
PB = (|1〉 〈1|+ |2〉 〈2|), se puede desarrollar la ecuacio´n 2.85 del siguiente modo
I(E −Hs)PAGAg−1A =
= (〈−1|+ 〈1|)(E −Hs) (|−1〉 〈−1|+ |−2〉 〈−2|)GAg−1A
= E − 〈−1|Hs |−1〉 〈−1|GAg−1A + 〈−1|Hs |−2〉 〈−2|GAg−1A − 〈1|Hs |−1〉 〈−1|GAg−1A =
= E−1,−1 −HA−1,−1 −HA−1,−2GA−2,−1g−1A −Hs1,−1
(2.86)
Con lo que tendremos para la ecuacio´n 2.83
g−1s = E−1,−1 −HA−1,−1 −HA−1,−2GA−2,−1g−1A −Hs1,−1+
+E1,1 −HB1,1 −HA1,2GB2,1g−1B −Hs−1,1
. (2.87)
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Escribiendo g−1s en la base |k〉 de la intercara se obtiene la matriz g−1s ,
g−1s =
(
E −HA−1,−1 −HA−1,−2TA −Hs−1,1
−Hs1,−1 E −HB1,1 −HB1,2TB
)
(2.88)
donde hemos empleado la definicio´n de T y T para un sistema homoge´neo:
Gn+1,m = TGn,m (n ≥ m)
Gn−1,m = TGn,m (n ≤ m) (2.89)
Las matrices de transferencia, T y T , se calculan mediante un proceso robusto de
decimacio´n que depende de la parte imaginaria de la energ´ıa η que impongamos a los
ca´lculos (ver ape´ndice B).
La expresio´n 2.88 para gs depende solamente de los hamiltonianos de volumen y
las matrices de transferencia. Podemos encontrar Gs entre dos puntos cualesquiera del
sistema, aplicando la ecuacio´n 2.77.
2.5.4. Puntos cua´nticos
Se define un punto cua´ntico A/BN/C, como un sistema formado por un material
B entre dos medios semiinfinitos, el de la izquierda de un material A y el de la derecha
de un material C. El elemento de dentro cuenta con N capas (figura 2.5).
l1
HCHBHBH
SA,B
HA
l2 r2 r1
HC
1 N
H
A
HA-1,0
A0,-1H
HC0,1
HC1,0SB,AH
SB,C
H
SC,BH
HB0,1
HB1,0
l1-1 r1+1
i
∑
I · §
∑
I · § ∑ I · §∑ I · §e ei
HB
2
l2+1
HB
N-1
r2-1
HB0,1
HB1,0
aa · D ·
∑
e aa · D ·
∑
i aa · D ·
∑
eaa · D ·
∑
i
Figura 2.5: Representacio´n de un punto cua´ntico de la forma A/BN/C. Se observan
dos intercaras que se definen por medio de los hamiltonianos HSA,B , HSB,A y HSB,C ,
HSC,B para las intercaras de A con B y de B con C, respectivamente.
Trataremos primero un caso general en el que el nu´mero de capas del punto cua´ntico
sea N ≥ 2. A posteriori, derivaremos el punto cua´ntico para el caso N = 1 partiendo de
las ecuaciones del caso general. Definiremos la base de la intercara entre los medios que
es la base en la que escribiremos la funcio´n de Green de la intercara, gs. Para N ≥ 2,
la intercara I viene definida por una zona exterior (l1 y r1) y por una zona interior (l2
y r2)
I = Ie + Ii = ((|l1〉 〈l1|+ |r1〉 〈r1|) + (|l2〉 〈l2|+ |r2〉 〈r2|)) , (2.90)
que en un desarrollo matricial es
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I =

l1 0 0 0
0 l2 0 0
0 0 r2 0
0 0 0 r1
 . (2.91)
En este caso concreto pueden definirse proyecciones sobre el dominio de intercara,
una interior, Pi y otra exterior, Pe:
Pe = (Ie +De) = ((|l1〉 〈l1|+ |r1〉 〈r1|) + (|l1 − 1〉 〈l1 − 1|+ |r1 + 1〉 〈r1 + 1|))
Pi = (Ii +Di) = ((|l2〉 〈l2|+ |r2〉 〈r2|) + (|l2 + 1〉 〈l2 + 1|+ |r2 − 1〉 〈r2 − 1|))
(2.92)
Como en el caso de la unio´n simple partimos de la ecuacio´n
I(E −Hs)(Pe + Pi)Gsg−1s = g−1s (2.93)
y siguiendo el proceso definido en la ecuacio´n 2.86, llegamos a la siguiente igualdad
g−1s = EI − IHsI − IeHsPeGeIeg−1e − IiHsPiGiIig−1i , (2.94)
donde
IHsPeGeIeg−1e = IHsIe + IeHsDeGeIeg−1e
IHsPiGiIig−1i = IHsIi + IiHsDiGiIig−1i . (2.95)
En forma matricial,
g−1s =

l1(E −Hs)l1 − l1Del1 −l1Hsl2 0 −l1Der1
−l2Hsl1 I2(E −Hs)l2 − l2Dil2 −l2Dir2 0
0 −r2Dil2 r2(E −Hs)r2 − r2Dir2 −r2Hsr1
−r1Del1 0 −r1Hsr2 r1(E −Hs)r1 − r1Der1
,
(2.96)
donde los elementos Di y De se calculan de la siguiente forma
(
l2Dil2 l2Dir2
r2Dil2 r2Dir2
)
=
( HB0,1 0
0 HB1,0
)(
TB T
N−2
B
TN−2B TB
)(
1 T
N−1
B
TN−1B 1
)−1
(2.97)(
l1Del1 l1Der1
r1Del1 r1Der1
)
=
( HA0,−1 0
0 HC0,1
)(
TA 0
0 TC
)
, (2.98)
y los elementos de Hs son de la forma(
l1(E −Hs)l1 −l1Hsl2
−l2Hsl1 l2(E −Hs)l2
)
=
(
E −HA −HsA,B
−HsB,A E −HB
)
(2.99)(
r2(E −Hs)r2 −r2Hsr1
−r1Hsr2 r1(E −Hs)r1
)
=
(
E −HB −HsB,C
−HsC,B E −HC
)
. (2.100)
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A partir de este desarrollo pueden obtenerse las expresiones para las funciones de
Green de otras heteroestructuras, como por ejemplo
Punto cua´ntico A/B1/C.- Este sistema es ana´logo al anterior pero el medio in-
terno tiene una sola capa, N = 1. Para tratar este sistema primero definimos la
base de la intercara I que sera´ una matriz 3x3 de la forma
I =
 l1 0 00 i 0
0 0 r1
 (2.101)
En este caso concreto, la proyeccio´n sobre las capas exteriores definidas en la
relacio´n 2.92 pasa a ser Pe = (Ie+De) = (|l1〉 〈l1|+ |r1〉 〈r1|) y Pi = Ii = (|i〉 〈i|).
Utilizando la relacio´n 2.97 para De y la proyeccio´n Pi sobre el hamiltoniano Hs
como 〈i|H |i〉 = HB, llegamos a la ecuacio´n general para la funcio´n de Green,
g−1s =
 E −HA −HA0,−1TA −HsA,B 0−HsB,A E −HB −HsB,C
0 −HsC,B E −HC −HC0,1TC
 (2.102)
Punto cua´ntico A/BN/A o A/B1/A, es aquel formado por un material B entre dos
medios semiinfinitos A. Para hallar la funcio´n de Green en este tipo de sistemas
solo debemos cambiar C por A en las relaciones 2.98 y 2.100.
Superred tipo (...AN/BM/AN/BM ...), solo debemos incluir una fase y tener en
cuenta el nu´mero de capas N(M) del material A(B) [97].
Punto cua´ntico doble.- Su estructura viene definida por el esquema (...A/BM/CN
/DL/E...), en el que A y E son materiales semiinfinitos y B,C,D son finitos con
M , N y L capas, respectivamente. En este caso se definira´ primero la base de
la intercara I que sera´ una matriz con el doble de elementos que la del punto
cua´ntico, y a partir de aqu´ı se pueden desarrollar las ecuaciones siguiendo los
mismos pasos que para el punto cua´ntico.
En resumen, el me´todo SFGM es una poderosa herramienta para el estudio de
heteroestructuras compuestas por diferentes materiales. Nos permite hallar la funcio´n
de Green a partir de la funcio´n de Green de la intercara, gs, y a partir de ella el
comportamiento electro´nico, estudiar los fonones y otras excitaciones que se den en el
sistema. Adema´s nos servira´ para el estudio del transporte, como explicaremos en la
siguiente seccio´n.
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2.6. Transporte cua´ntico electro´nico
En esta seccio´n mostrare´ el formalismo utilizado que nos ha permitido hallar las
propiedades de transporte electro´nico de los sistemas presentados en esta memoria. El
formalismo que usaremos es va´lido para taman˜os del sistema en el cual los electrones se
comportan coherentemente; por ello, utilizaremos la formulacio´n de Landauer, ya que
esta se ajusta a las caracter´ısticas del transporte que se da en nanotubos y cintas de
grafeno. Relacionaremos la fo´rmula de Landauer con las funciones de Green descritas
anteriormente, para poder hallar el transporte a trave´s de intercaras y puntos cua´nticos.
2.6.1. Clasificacio´n del transporte segu´n el taman˜o del sistema
Para dar una clasificacio´n de los distintos tipos de transporte electro´nico debemos
tener en cuenta las siguientes magnitudes:
Longitud de onda de Fermi (λF ).- Es una magnitud ba´sica porque a temperaturas
bajas, los electrones con una energ´ıa cercana a la energ´ıa de Fermi son los que
contribuyen al transporte electro´nico. Los electrones con estados por debajo de
la energ´ıa de Fermi no contribuyen debido a que estos se encuentran ocupados.
El vector de onda de Fermi λF viene determinado por la longitud de onda de
Broglie a la energ´ıa de Fermi
λF =
2pi
kF
=
2pi!
mvF
, (2.103)
donde vF es la velocidad de Fermi y m es la masa efectiva debida al movimiento
del electro´n dentro de una red cristalina perfecta. Este se asemeja al movimiento
en el vac´ıo pero con una masa efectiva diferente a la del electro´n libre.
Camino libre medio (Lm).- Cualquier perturbacio´n de la red, como impurezas
o fonones, ocasiona colisiones ela´sticas con el electro´n, incluso se pueden incluir
colisiones con otros electrones en las que no haya una pe´rdida de energ´ıa. El
camino libre medio Lm, es la distancia que un electro´n viaja antes de que cambie
su momento inicial, esto es
Lm = vF τm, (2.104)
donde τm es el tiempo de relajacio´n del momento, el cual esta´ relacionado con el
tiempo de colisio´n por 1τm → αmτc . El factor αm es la efectividad con la que una
colisio´n cambia el momento del electro´n, la cual es muy pequen˜a.
Longitud de relajacio´n de fase (Lϕ).- Es la longitud en la que la fase del electro´n es
coherente y esta´ bien definida. Ana´logo a Lm, podemos escribir que el tiempo de
relajacio´n de fase (τϕ) viene determinado por
1
τϕ
→ αϕτc , donde αϕ es la efectividad
de que en una colisio´n individual la fase cambie. La Lϕ se ve afectada por procesos
de dispersio´n con pe´rdida de energ´ıa como son las interacciones con impurezas o
fonones. Usualmente a bajas temperaturas la mayor contribucio´n a la relajacio´n
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de fase es la dispersio´n electro´n-electro´n. A bajas temperaturas los fonones, tienen
bajas frecuencias, y son transparentes a la interaccio´n con los electrones.
Se dice que un material tiene un comportamiento bal´ıstico si la longitud del conduc-
tor (L) es menor que Lm (L < Lm), por el contrario, es difusivo si L > Lm. Un material
tiene transporte coherente de fase si L < Lϕ, o por el contrario transporte incoherente
si L > Lϕ. El transporte incoherente de fase y difusivo hacen que el comportamiento
sea o´hmico (L > Lm, Lϕ,λF ). En este caso el transporte puede ser tratado mediante las
ecuaciones de Boltzmann, mientras que en un conductor bal´ıstico y coherente de fase
(L << Lm, Lϕ) el transporte de los portadores de carga puede ser calculado mediante
el formalismo de Landauer-Bu¨ttiker [98].
2.6.2. Conductancia
La forma ma´s habitual de definir las propiedades de transporte en un material
difusivo es mediante la conductancia (G), la cual nos relaciona la corriente (I) que
pasa a trave´s de e´l al aplica´rsele un voltaje (V ):
I = GV. (2.105)
La conductancia nos dice la efectividad con que los electrones pasan a trave´s del
material. Cla´sicamente, la conductancia esta dada por
G = σ
A
L
, (2.106)
donde la conductividad σ es una constante intr´ınseca del material, A y L son res-
pectivamente el ancho y el largo del conductor. La unidad de la conductancia, G, en el
Sistema Internacional de medidas (SI) es el siemens ([S] = C
2s
Kgm2 = [Ω
−1]).
En la ecuacio´n 2.106 la conductancia es inversamente proporcional a la longitud del
conductor (L). Si L disminuye, la conductancia (G) aumenta con lo que la resistencia
(R) disminuye (R = G−1). Sin embargo, en sistemas pequen˜os se encuentra que la
conductividad se aproxima a un valor l´ımite cuando la longitud del conductor llega a
ser ma´s pequen˜o que Lm.
Para explicar la resistencia de contacto, nos fijaremos en la Fig 2.6. En ella se
observa el sistema formado por dos reservorios o contactos (C1 y C2) unidos por un
conductor. Los contactos se describen electro´nicamente mediante una funcio´n distribu-
cio´n de Fermi-Dirac caracterizada por la energ´ıa de Fermi.
Debido a la aplicacio´n de un potencial ele´ctrico V entre los dos contactos, el contacto
de la izquierda (C1) se encuentra a un potencial electroqu´ımico µ1, mientras que el
contacto de la derecha C2 se halla a µ2. Los electrones originados en el contacto C2
pueblan los estados −k del conductor y se transmiten sin reflexio´n dentro del contacto
C1, as´ı mismo, los electrones originados en el contacto C1 pueblan los +k estados del
conductor y son transmitidos sin reflexio´n en el C2. Esto es, con el supuesto de que no
haya reflexio´n entre el contacto y el conductor, la corriente se debe a los +k estados
que hay entre µ1 y µ2.Cada modo se asocia a una banda electro´nica del conductor con
una energ´ıa E(N, k), siendo N el nu´mero de bandas. El nu´mero de modos transversales
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Figura 2.6: Esquema de un material conductor entre dos contactos C1 y C2, a los que
se les ha aplicado una diferencia de potencial V . Arriba se muestra la estructura de
bandas de los tres materiales. El contacto C1 se encuentra a un potencial electroqu´ımico
µ1 y el contacto C2 a µ2. Solo contribuyen al transporte aquellos electrones (estados
electro´nicos) que se encuentran entre estos dos potenciales en la estructura de bandas
del conductor (bandas recuadradas). Tambie´n se muestra la energ´ıa de Fermi.
a una energ´ıa E, M(E) se obtiene contando el mu´mero de bandas por debajo de E,
esto es,
M(E) =
∑
N
θ(E − *N), (2.107)
donde *N = E(N, k = 0), es la energ´ıa del nivel ma´s bajo de la bandaN . La corriente
asociada a un modo transversal viene determinada por los estados electro´nicos +k que
son ocupados de acuerdo con la funcio´n distribucio´n f+(E). La corriente transportada
por un estado electro´nico viene determinada por I = e 1Lvk, donde vk es la velocidad
del modo k. Podemos definir la corriente I+ que llevan los estados +k como
I+ =
e
L
∑
k
vf+(E) =
e
L
∑
k
1
!
∂E
∂k
f+(E). (2.108)
Suponiendo condiciones de contorno perio´dicas y convirtiendo la suma sobre k en
una integral de acuerdo con ∑
k
→ 2(esp´ın) · L
2pi
∫
dk, (2.109)
se obtiene I+ = 2eh
∫∞
' f
+(E)dE, donde * es la energ´ıa de cada modo. Podemos
extender este resultado para todos los modos y escribir la corriente I+ debida a todos
los estados +k en el conductor como
I+ =
2e
h
∫ ∞
−∞
f+(E)M(E)dE, (2.110)
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donde M(E) es el nu´mero de modos que esta´n por debajo de una energ´ıa de corte
E.
Suponiendo que el nu´mero de modos M es constante sobre el rango energe´tico
µ1 > E > µ2, llegamos a
f+(E)M(E)dE =M(µ1 − µ2)→ I = 2e
2
h
M
µ1 − µ2
e
, (2.111)
y sustituyendo la ecuacio´n 2.111 en 2.110 se obtiene que la conductancia de los
contactos viene dada por
GC = (2e
2/h)M. (2.112)
Invirtiendo la ecuacio´n anterior obtenemos la resistencia debida a los contactos,
R = G−1c =
h
2e2M
=
12.9kΩ
M
. (2.113)
En caso de un solo modo (M=1) la resistencia que uno deber´ıa medir para un
conductor bal´ıstico entre dos contactos conductores, teniendo en cuenta la degeneracio´n
de esp´ın es de ∼ 12.9kΩ.
2.6.3. Fo´rmula de Landauer
Una vez vista las conductancia para cuando el sistema es pequen˜o, vamos a desa-
rrollar la fo´rmula de Landauer, la cual tiene en cuenta:
1. la resistencia debida a las intercaras entre los contactos y el conductor, que es
independiente de L como ya hemos visto, y
2. el ancho del conductor, ya que la conductancia depende del nu´mero de modos
transversales, decreciendo en pasos discretos segu´n disminuya el ancho.
Se define Tij como la probabilidad de que un electro´n sea transmitido desde el canal
j del contacto de la izquierda (C1) al canal i del contacto de la derecha (C2). De esta
manera se obtiene una conductancia asociada al canal j de
Gj =
2e2
h
∑
i
Tij, (2.114)
donde se define el cuanto de conductancia como
G0 =
2e2
h
. (2.115)
Podemos escribir esta misma ecuacio´n en te´rminos del nu´mero de modosM y de T ,
que es la probabilidad media de que un electro´n en un lado del conductor se transmita
hacia el otro lado, como
G =
2e2
h
MT. (2.116)
En este caso, si T = 1 recuperamos la expresio´n correcta de un conductor bal´ıstico
(ec. 2.106).
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2.6.4. Transmisio´n y funciones de Green
La conexio´n entre la transmisio´n descrita en la ecuacio´n 2.114 y las funciones de
Green expuestas en la seccio´n anterior viene dada por la matriz de scattering, S, que
ya hemos utilizado:
Tij = |Sij|2 (2.117)
La matriz S relaciona las amplitudes &bi de los modos que llegan al conductor con
las amplitudes &aj de los modos que salen del conductor a cualquier energ´ıa, esto es
&bi(E) = Sij(E)&aj(E). (2.118)
A fin de que se conserve la corriente, S es unitaria, esto es
∑MT
j=1 |Sij|2 = 1. Se define
la matriz S ′ en funcio´n de las velocidades de los modos i y j como
S ′ij =
√
vj/viSij, (2.119)
la cual no es unitaria y nos servira´ para enlazarla con las funciones de Green.
ConductorElectrodo L Electrodo R
Ap+Ap- Aq+Aq-
pi qj
Figura 2.7: Representacio´n de un sistema conductor con dos electrodos o contactos.
El contacto o electrodo L la izquierda cuenta con pi modos que se propagan hacia
la izquierda y hacia la derecha con una amplitud A−p y A
+
p , respectivamente, y en el
electrodo R con qj modos que se propagan con amplitud A−q y A
+
q hacia la izquierda y
derecha, respectivamente.
La relacio´n de Fisher-Lee [99] expresa los elementos de la matriz S en te´rminos de
la funcio´n de Green. Supongamos un conductor unido a dos electrodos (figura 2.7). En
te´rminos de la amplitud de propagacio´n A, una excitacio´n que se produce en el modo
p del electrodo de la izquierda L provoca, por un lado, una onda de amplitud A−p que
se propaga en la direccio´n contraria al conductor, y por otro, una onda con amplitud
A+q que se propaga al electrodo de la derecha R a trave´s del conductor. La onda que
se desplaza ahora por el electrodo de la derecha R se reparte en los diferentes modos
q. Por consiguiente se puede escribir
Gpq = δpqA
−
p + S
′
qpA
+
p (2.120)
Relacionando las amplitudes como A+p = A
−
p = −i(!vp)−1 y aplicando la definicio´n
para S ′, llegamos a la siguiente igualdad que relaciona la matriz de scattering con la
funcio´n de Green retardada.
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Spq = −δpq + i!√vpvqGpq (2.121)
Teniendo en cuenta todos los modos transversales es posible derivar a partir de
la ecuacio´n 2.121 una relacio´n compacta de la transmisio´n a trave´s de un conductor
cuando tenemos electrodos semiinfinitos [100, 101] de la forma:
TLR = Tr [ΓLGLRΓRGRL] (2.122)
donde GRL = G
†
LR y ΓL(R) describe el acoplamiento entre el electrodo L(R) y el
conductor C,
ΓL(R) ≡ i
[
ΣL(R) − Σ†L(R)
]
, (2.123)
siendo ΣL(R) la autoenerg´ıa, que da cuenta de la interaccio´n entre un conductor y un
electrodo. No´tese que la funcio´n Γ se define como la funcio´n espectral A (ecuacio´n 2.57),
que da cuenta del acoplamiento de los modos del electrodo con los del conductor. GLR
y GRL=G
†
LR describe la dina´mica de los electrones cuando pasan de un electrodo a otro
a trave´s del conductor.
Para obtener la autoenerg´ıa pasemos al caso ya descrito en la seccio´n anterior para
una unio´n simple. Un material semiinfinito se puede asemejar a un electrodo L unido a
un conductor C tambie´n semiinfinito en el que los modos pi de L son equivalentes a los
modos del conductor qj. Para este sistema partimos de la ecuacio´n 2.56. Particionando
la funcio´n de Green del sistema segu´n(
E −HL HLC
H†LC E −HC
)(
GL GLC
G†LC GC
)
=
(
I 0
0 I
)
, (2.124)
donde HL(C) es el hamiltoniano que describe el comportamiento de los electrones de
L y C, respectivamente. El hamiltoniano HLC describe la interaccio´n de los pi modos
de L con los qj de C y viceversa para HCL. Para conocer el comportamiento de los
electrones dentro del conductor, tenemos que despejar GC de las siguientes ecuaciones
escogidas adecuadamente del sistema 2.124{
(E −HC)GLC +HLCGC = 0
H†LC + (E −HC) = 1,
(2.125)
que nos dan
GC =
(
E −HC − iη −H†LCgLHLC
)−1
= (E −HC − iη − ΣL)−1 , (2.126)
donde gL = (E−HL)−1, por consiguiente la funcio´n de Green del sistema GC tiene
una parte debida al electrodo ΣL.
Debido a que nuestro intere´s se centra en obtener las propiedades de transporte en
sistemas compuestos por heterouniones uniones simples o puntos cua´nticos, tenemos
que determinar las magnitudes que aparecen los siguientes casos [102]:
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Unio´n simple (A/B). Puesto que ya hemos estudiado una unio´n entre un medio
A y otro B obteniendo la funcio´n de Green del sistema de la intercara, gs. Es
inmediato relacionar la autoenerg´ıa del electrodo L(R) con:
ΣL = ΣA = HA0,−1TA
ΣR = ΣB = HB0,1TB
(2.127)
y las funciones de Green como GLR = GAB. Hay que darse cuenta de que la
funcio´n de Green en la ecuacio´n 2.102 esta´ invertida, por consiguiente el elemento
GAB se obtiene invirtiendo g−1s .
Punto cua´ntico (A/BN/C). En este caso GLR = GAC y las autoenerg´ıas son
ΣL = ΣA = HA0,−1TA
ΣR = ΣC = HC0,1TC
(2.128)
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Cap´ıtulo 3
Sistemas procedentes del grafeno
En este cap´ıtulo describiremos las propiedades geome´tricas y electro´nicas del gra-
feno, nanotubos y nanocintas, empleando algunos de los modelos mostrados en el
cap´ıtulo anterior. Analizaremos la estructura de bandas del grafeno mediante un mo-
delo tight-binding y un modelo de bajas energ´ıas k · p, que nos servira´ para mostrar
el comportamiento electro´nico de nanotubos y nanocintas. Emplearemos estos resul-
tados a lo largo de esta memoria para investigar el comportamiento electro´nico de
sistemas ma´s complejos, como las uniones entre nanotubos con diferente quiralidad
[103, 104], puntos cua´nticos formados completamente por nanotubos [105, 106] o na-
notubos parcialmente abiertos [107, 108]. As´ı mismo, describiremos el transporte en
nanocintas superpuestas [109, 110] y veremos la interaccio´n entre ellas [111]. Adema´s,
analizaremos la estructura de las nanocintas con bordes de geometr´ıa arbitraria [112].
Empezaremos con una visio´n general de las formas alotro´picas del carbono relacio-
nandolas con los distinto tipos de hibridacio´n que se presentan en este elemento.
3.1. Formas alotro´picas del carbono
Las formas alotro´picas ma´s conocidas del carbono son el grafito, el diamante, las
fibras de carbono, los fullerenos y los nanotubos. Las ma´s estudiadas son el grafito y el
diamante, y se demuestra que por ejemplo el grafito es un material blando en volumen,
pero tiene el mayor mo´dulo ela´stico en el plano xy; el diamante es el material ma´s duro
y ambos materiales son muy buenos conductores te´rmicos.
El carbono es el sexto elemento de la tabla perio´dica y el primero de la columna IV.
Cada a´tomo de carbono tiene seis electrones que ocupan los orbitales a´tomicos 1s2, 2s2,
2p2 en el estado fundamental. Dos de estos electrones son de core y ocupan el orbital 1s2;
los otros cuatro son los electrones de valencia, y en fase cristalina ocupan los orbitales
2s, 2px, 2py, y 2pz. Las funciones de onda de los electrones de valencia pueden hibridarse
de diferentes maneras. La mezcla de un orbital 2s con los orbitales 2pn (n = 1, 2, 3) se
denomina hibridacio´n spn. Cuando un orbital spn enlaza con otro orbital de su misma
especie, forman enlaces σ. Los orbitales p que no hibridan con los s son perpendiculares
a estos y pueden enlazarse con un orbital p de otro a´tomo de carbono, formando un
enlace de´bil pi. Los orbitales σ forman la estructura de la unio´n entre los carbonos y
los orbitales pi dan lugar a las propiedades de transporte que aparecen en materiales
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Figura 3.1: Dibujo esquema´tico donde se muestran los orbitales s,px y py, los cuales se
hibridan en tres orbitales sp2 en un plano a 120o. Abajo se muestra como el orbital pz
queda perpendicular a los otros.
compuestos por carbono, debido a que los electrones esta´n deslocalizados por todo el
material por su energ´ıa de enlace de´bil. Los tipos de hibridacio´n que se pueden dar en
el carbono son
Hibridacio´n sp, con dos enlaces σ y dos enlaces pi. Estos enlaces forman cadenas
de pol´ımeros como por ejemplo el acetileno (HC ≡ HC).
Hibridacio´n sp2, tienen tres orbitales σ enlazantes en el mismo plano y uno pi
perpendicular. El grafito es la forma caracter´ıstica de este tipo de hibridacio´n,
as´ı como el grafeno.
La hibridacio´n sp3 da lugar a cuatro orbitales σ. Es la hibridacio´n que caracteriza
al diamante, cuyos a´tomos se enlazan de manera tetragonal.
3.2. Grafeno
Las propiedades electro´nicas de los nanotubos de carbono se comprenden ma´s fa´cil-
mente a partir de las del grafeno. Aunque el grafeno se sintetizo´ en el 2005 [1], sus
propiedades f´ısicas se han estudiado teo´ricamente desde la de´cada de los 40 [16]. El
grafeno es una monocapa de grafito, en la cual los a´tomos de carbono tienen hibrida-
cio´n sp2. Los orbitales σ forman los enlaces covalentes que dan lugar a la estructura
hexagonal que presenta y los orbitales pi esta´n dispuestos perpendicularmente al plano
de la la´mina, formando enlaces de´biles que dan lugar a las propiedades electro´nicas en
torno al nivel de Fermi de este material [39].
La celda unidad del grafeno tiene dos a´tomos de carbono iguales (A y B) dispuestos
en una red hexagonal definida por los vectores &a1 y &a2. Se ha escogido la base de tal
manera que &a1 y &a2 forman un a´ngulo de 60◦ (se puede escoger tambie´n una base en
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Figura 3.2: a) Estructura geome´trica del grafeno. Los vectores de red &a1 y &a2 definen
la celda unidad compuesta por dos a´tomos de carbono equivalentes. b) Primera zona
de Brillouin del grafeno con los puntos de alta simetr´ıa Γ, K, K ′ y M .
los que los vectores de la red formen 120◦) y se ha definido entre los a´tomos A y B el
vector &τ que va del a´tomo A al B (ver fig. 3.2), esto es,
&a1 = a
(√
3
2
,
1
2
)
, &a2 = a
(√
3
2
,−1
2
)
, &τ =
1
3
(&a1 + &a2) = a
(√
3
3
, 0
)
(3.1)
donde a = |&a1| = |&a2| =
√
3aC−C =
√
3 · 1.42 A˚ = 2.46 A˚. Los vectores de la red
rec´ıproca, &bi, se obtienen fa´cilmente de la condicio´n &ai ·&bi = 2piδij:
&b1 =
2pi
a
(
1√
3
, 1
)
, &b2 =
2pi
a
(
1√
3
,−1
)
. (3.2)
La primera zona de Brillouin es un hexa´gono cuyos seis ve´rtices corresponden a
los puntos K y K’, en el centro se encuentra Γ y en el punto medio de cada arista el
punto M (ver Fig. 3.2). En la figura 3.2 se indican los puntos de alta simetr´ıa, cuyas
coordenadas en el espacio rec´ıproco respecto de la base definida en 3.1 son
Γ = (0, 0) , K =
2pi
a
(
1√
3
,
1
3
)
, , K ′ =
2pi
a
(
1√
3
,−1
3
)
, M =
2pi
a
(
1√
3
, 0
)
. (3.3)
Descripcio´n de las bandas pi
Debido a que el solapamiento entre los orbitales pz con los s, px, o py es estrictamente
cero por simetr´ıa, los orbitales pz pueden ser tratados independientemente. Los orbitales
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ato´micos pz de a´tomos pro´ximos cuando esta´n enlazados dan lugar a orbitales pi. Dentro
de esta aproximacio´n el a´tomo A o el B se representa por un solo orbital por a´tomo:
φpz(&r − &rA) para A y φpz(&r − &rB) para B. La funcio´n de onda del sistema viene dada
por
Ψ(&k,&r) = CA(&k)Φ
A
pz(
&k,&r) + CB(&k)Φ
B
pz(
&k,&r) (3.4)
siendo
ΦApz(
&k,&r) = 1√
N
∑
(l e
i(k(lφpz(&r − &rA −&l)
ΦBpz(
&k,&r) = 1√
N
∑
(l e
i(k(lφpz(&r − &rB −&l),
(3.5)
donde &l es la posicio´n de la celda unidad. Dado que hay dos a´tomos por celda
unidad, la ecuacio´n secular tight-binding se reduce a∣∣∣∣∣ HAA(&k)− E(&k)SAA(&k) HAB(&k)− E(&k)SAB(&k)H∗AB(&k)− E(&k)S∗AB(&k) HBB(&k)− E(&k)SBB(&k).
∣∣∣∣∣ = 0. (3.6)
En todos nuestros ca´lculos suponemos que el solapamiento entre los orbitales pz
vecinos es nulo, es decir,
S(&k) =
(
SAA(&k) SAB(&k)
SBA(&k) SBB(&k)
)
=
(
〈ΦApz(&k)|ΦApz(&k)〉 〈ΦApz(&k)|ΦBpz(&k)〉
〈ΦBpz(&k)|ΦApz(&k)〉 〈ΦBpz(&k)|ΦBpz(&k)〉
)
=
(
1 0
0 1
)
(3.7)
La ecuacio´n (3.6) se reduce a∣∣∣∣∣ HAA(&k)− E(&k) HAB(&k)H∗AB(&k) HBB(&k)− E(&k)
∣∣∣∣∣ = 0, (3.8)
de donde se obtiene la relacio´n de dispersio´n
E(&k) =
1
2
[
HAA +HBB ±
√
(HAA −HBB)2 + 4|HAB|2
]
. (3.9)
Puesto que en este caso A y B son a´tomos iguales, se tiene HAA(&k) = HBB(&k), por
lo que la ecuacio´n (3.9) queda:
E(&k) = HAA ± |HAB| (3.10)
Ahora determinamos los elementos HAA(&k) y HAB(&k):
HAA(&k) = 〈ΦApz(&k)|ΦApz(&k)〉 = 1N
∑
(l,(l′ e
−i(k((l−(l′)〈φpz(&r − &rA −&l)|H|φpz(&r − &rA − l′)〉
HAB(&k) = 〈ΦApz(&k)|ΦBpz(&k)〉 = 1N
∑
(l,(l′ e
−i(k((l−(l′)〈φpz(&r − &rA −&l)|H|φpz(&r − &rB −&l′)〉
(3.11)
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El mayor peso del ca´lculo de HAA(&k) lo da la propia energ´ıa del orbital 2p, llamada
energ´ıa on-site, *2p, y se genera cuando en la ecuacio´n 3.11 &l = &l′. Es usual tomar la
energ´ıa on-site *2p como la energ´ıa de referencia, es decir, (*2p = 0 eV). En el caso de
HAB(&k), despue´s de una simple manipulacio´n y restringie´ndonos a la interaccio´n entre
primeros vecinos, en la que cada a´tomo de la subred A interacciona con tres vecinos
vecinos de la subred B y viceversa, llegamos a
HAB(&k) = 〈φpz(&r − &rA)|H|φpz(&r − &rB)〉+
e−i(k(a1〈φpz(&r − &rA)|H|φpz(&r − &rB − &a1)〉+
e−i(k(a2〈φpz(&r − &rA)|H|φpz(&r − &rB − &a2)〉 = γ0α(&k)
(3.12)
donde α(&k) =
(
1 + e−i(k(a1 + e−i(k(a2
)
y el elemento de matriz del enlace entre orbi-
tales pi a primeros vecinos en el carbono viene determinado por γ0 = Vpppi = 〈φpz(&r −
&rA)|H|φpz(&r− &rB)〉, el cual esta´ en torno a −3 eV [113]. En nuestros ca´lculos usaremos
el valor de γ0 = −2.66 eV. Redefiniendo el hamiltoniano HAB como HAB(&k) = f(&k) =
γ0α(&k), podemos escribir el hamiltoniano tight-binding del que obtenemos las bandas
pi como:
H(&k) =
(
0 f(&k)
f ∗(&k) 0
)
, (3.13)
el cual usaremos ma´s adelante para introducir la aproximacio´n a bajas energ´ıas.
La relacio´n de dispersio´n procedente de la ecuacio´n 3.10 viene dada por
E(&k) = ±γ0
√
α2(&k), (3.14)
esto es,
Eg2D(kx, ky) = ±γ0
√√√√1 + 4 cos(√3kxa
2
)
cos
(
kya
2
)
+ 4 cos2
(
kya
2
)
. (3.15)
En la figura 3.3 se muestra la estructura de bandas del grafeno, en la cual se indican
en azul las bandas pertenecientes a los estados procedentes de los orbitales pi y en gris
las bandas generadas por los orbitales σ. Las bandas pi se cruzan en el nivel de Fermi
(EF = 0 eV) en cada uno de los seis puntos de alta simetr´ıaK yK ′ que tiene la primera
zona de Brillouin, dando al grafeno un caracter meta´lico. Las bandas σ no contribuyen
a las propiedades de transporte del grafeno por estar muy alejadas del nivel de Fermi
y s´ı lo hacen a la estructura geome´trica. Los detalles del ca´lculo de las bandas σ se
pueden ver en el ape´ndice A.
Al incluir el solapamiento S(&k) las bandas pi se distorsionan, produciendo la elimi-
nacio´n de la simetr´ıa electro´n-hueco, pero esto ocurre a energ´ıas alejadas del nivel de
Fermi.
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Figura 3.3: Estructura electro´nica del grafeno. En azul se muestran las bandas pi y en
gris las bandas σ. Se ha representado el espacio de momentos k incluyendo los puntos
de alta simetr´ıa Γ, K, K ′ y M .
3.2.1. Estructura de bandas a bajas energ´ıas y Fermiones de
Dirac en el grafeno.
En el grafeno toda la f´ısica que ocurre a bajas energ´ıas se concentra en torno a los
puntos K y K’ [39]. Por consiguiente, utilizaremos la aproximacio´n de bajas energ´ıas k·p
para desarrollar el hamiltoniano 3.13, obtenido por el me´todo tight-binding, alrededor
de estos puntos para las bandas pi. Descomponiendo el vector de onda de la siguiente
forma &k = K ξ + &q, donde ξ = +(−) nos indica el punto K (K’) y el vector de la red
rec´ıproca &q queda definido en un entorno pequen˜o, |&q| a, 1, podemos desarrollar una
serie de Taylor f(&k) en torno a K ξ como
f(&k) = f(K ξ + &q) = f(K ξ) +∇(kf(K ξ) +O2(f(K ξ)) + ... . (3.16)
Queda´ndonos con el primer orden del desarrollo anterior,
f(&q) ( γ0
[
ξ
√
3
2
&q · (&a2 − &a1)− i&q
2
(&a1 + &a2)
]
, (3.17)
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con lo que en torno a K, f(&q) es
f(&q) ( !vF (ξqy − iqx), (3.18)
donde vF es la velocidad de Fermi, dada por vF = 3ta/2! ( 106m/s ( c/300 siendo
c la velocidad de la luz. Esta velocidad es independiente de la densidad de portadores
por lo que la densidad de estados es lineal. Entonces, introduciendo el valor de f(&q) en
la ecuacio´n 3.13 obtenemos el hamiltoniano del modelo continuo para bajas energ´ıas
del grafeno, el cual se puede escribir como
H(&k) = ξ!vF q
(
0 (ξqy − iqx)
(ξqy + iqx) 0
)
= ξ!vF q
(
0 e−iξθq
eiξθq 0
)
= !vF&σ · &q,
(3.19)
donde θ = arctan(qy/qx) y &σ = (σx,σy) es un vector compuesto por las matrices de
Pauli:
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
. (3.20)
Por consiguiente, el hamiltoniano 3.19 es ana´logo al propuesto por Dirac para fer-
miones sin masa en dos dimensiones, 2D [114]. La relacio´n de dispersio´n viene deter-
minada por
E±(&q) = ±vF! |&q| , (3.21)
de modo que las bandas tienen la forma de dos conos que se tocan por el ve´rtice en
el punto de Dirac Kξ. Los puntos Kξ se denominan valles. Las funciones de onda de las
part´ıculas relativistas de Dirac se describen por una estructura de espinores. Estos, se
pueden escribir en la base de las funciones de onda {φA,φB} para el valle K y {φB,φA}
para el valle K ′ de la forma:
ψξs,(q =
eiθ$q√
2
(
ξ · s
eiθ$q
)
, (3.22)
donde el ı´ndice s toma valores s = ±1, refiriendose a las bandas con energ´ıa E > 0
correspondientes a los electrones (s = +1) y a las bandas negativas o de huecos
(s = −1). El hamiltoniano 3.19 es proporcional al operador helicidad (σ(k|(k| ; por con-
siguiente, sus autoestados ψξs,(q lo son tambie´n de este operador con autovalores ±1, y
son por tanto fermiones quirales. No´tese, el operador &σ no es un esp´ın real (conocido
como pseudoesp´ın), sino que esta´ asociado a la amplitud de probabilidad cua´ntica de
encontrar al fermio´n en la subred A o en la B. Las autofunciones del hamiltoniano
tienen el pseudoesp´ın paralelo +1 o antiparalelo −1 al vector de onda k.
En la figura 3.4 se muestra esquema´ticamente la estructura de bandas de la primera
zona de Brillouin en la aproximacio´n a bajas energ´ıas. Se puede comprobar por la
ecuacio´n 3.21 que se produce una estructura de bandas formada por dos conos de Dirac
unidos por su ve´rtice en cada uno de los puntos K. De los seis puntos de Dirac, dos
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Figura 3.4: a) Estructura electro´nica del grafeno a bajas energ´ıas calculado con la
aproximacio´n k · p. Figura de la izquierda representa los 6 puntos de Dirac (3 parejas
de puntos K y K’). Estos dan lugar a 2 puntos inequivalentes (figura de la derecha)
llamados valles K y K’.
son inequivalentes, que son los conocidos como “valles”, los cuales esta´n representados
en la figura 3.4 derecha.
Una vez conocidas las propiedades electro´nicas del grafeno, vamos a describir la
estructura geome´trica y electro´nica de cada uno de los sistemas ba´sicos que vamos a
utilizar en la presente memoria.
3.3. Nanotubos de carbono
Hay dos tipos de nanotubos, los nanotubos de pared mu´ltiple (MWCNT, multi-
wall carbon nanotubes) y los nanotubos de pared simple (SWCNT, single wall carbon
nanotubes). Los primeros se vieron por primera vez en 1991 [4] gracias al microscopio
electro´nico de transmisio´n (TEM , Transmission electron microscopy). Las ima´genes
obtenidas correspond´ıan a cilindros conce´ntricos en forma de capas, los cuales ten´ıan
un dia´metro que iba desde unos pocos nano´metros a algunos cientos de nano´metros y
pod´ıan alcanzar algunos micro´metros de longitud. Los segundos, los SWCNT fueron
sintetizados ma´s adelante, en 1993 [7, 8]. Se trataba de cilindros de una sola capa, con
dia´metros del orden de un nano´metro.
Este dia´metro tan pequen˜o y sus propiedades electro´nicas inusuales, que veremos
ma´s adelante, explica porque´ estos objetos son considerados como sistemas unidimen-
sionales.
3.3.1. Estructura geo´metrica de los nanotubos de carbono
Dado que un nanotubo de carbono se obtiene geome´tricamente por el enrollamiento
de una la´mina de grafeno, es posible etiquetar el nanotubo por el vector circunferencia
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&Ch (vector quiral) en la hoja de grafeno desenrollada. &Ch conecta los a´tomos que se
identifican al formar el nanotubo a partir de la la´mina de grafeno (figura 3.5) y se
define en te´rminos de un par de ı´ndices (n,m) que multiplican a los vectores de red &a1
y &a2
&Ch = n&a1 +m&a2. (3.23)
Si |&Ch| es la circunferencia del nanotubo, su dia´metro es
dt =
∣∣∣&Ch∣∣∣
pi
=
a
pi
√
n2 + nm+m2. (3.24)
Se define el a´ngulo quiral θ, como el a´ngulo que forman &a1 y el vector quiral &Ch:
cos θ =
&Ch&a1∣∣∣&Ch∣∣∣ |&a1| = 2n+m2√n2 + nm+m2 , 0◦ ≤ θ ≤ 30◦. (3.25)
Ch
a2
a1
T
θ
(n,
0)
(n,n)
30º
Figura 3.5: A la izquierda de la figura, en azul claro se representa la celda unidad de un
nanotubo de carbono (4, 2) sobre una la´mina de grafeno, con los vectores &Ch = (4, 2)
y &T = (−5, 4). En la derecha se muestra el nanotubo (4, 2) formado.
En la figura 3.5 se puede ver la formacio´n esquema´tica de la celda unidad de un
nanotubo con ı´ndices del vector quiral Ch = (4, 2) a partir de una hoja de grafeno.
Este rango viene de la simetr´ıa hexagonal de la red de grafeno. Segu´n el a´ngulo o
el vector quiral hay dos tipos de nanotubos:
nanotubos aquirales. Son aquellos en los que el a´ngulo quiral es 0◦, con ı´ndices
(n, 0), o 30◦, con ı´ndices (n, n). Los (n, 0), son llamados nanotubos zigzag porque
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los a´tomos dibujan un patro´n en forma de zigzag a lo largo de la circunferencia.
Los (n, n) son llamados nanotubos armchair porque los a´tomos forman a lo largo
de la circunferencia un patro´n en forma de “sillo´n”(fig 3.6).
nanotubos quirales. Son todos los dema´s, con un a´ngulo θ comprendido entre
0◦ < θ < 30◦. Este a´ngulo da cuenta de como esta´n girados los hexa´gonos de la
red con respecto a la direccio´n del eje del nanotubo (fig. 3.5).
El vector ma´s pequen˜o de traslacio´n &T define el periodo traslacional a lo largo
del eje del tubo. Este vector, junto con &Ch define la celda unidad del nanotubo. &T
puede expresarse en te´rminos de los vectores de la base del grafeno &a1 y &a2 como
&T = t1&a1 + t2&a2. Utilizando la ecuacio´n &Ch · &T = 0 se obtiene
t1 =
2m+ n
NR
, t2 =
2n+m
NR
, (3.26)
donde NR es el ma´ximo comu´n divisor de (2m + n) y (2n +m). La longitud de la
celda unidad en la direccio´n del eje del nanotubo viene determinada por t:
|&T | = t = a
√
3
√
n2 + nm+m2
NR
. (3.27)
Entonces, la celda unidad del nanotubo de carbono esta´ formada por una superficie
cil´ındrica de altura t y de dia´metro dt. El nu´mero de hexa´gonos por celda unidad viene
dado por la ecuacio´n:
N =
2 (n2 + nm+m2)
NR
. (3.28)
Por lo tanto, el nu´mero de a´tomos Nc que hay en una celda unidad de un nanotubo
de carbono viene dado por Nc = 2N .
Figura 3.6: Los dos tipos de nanotubos de carbono aquirales. Arriba: un nanotubo
armchair (6,6); abajo: un nanotubo zigzag (12,0). Se puede apreciar la terminacio´n del
borde en los dos casos. A la derecha tenemos los mismos nanotubos vistos a lo largo
del eje. Es posible ver que el nanotubo (6, 6) tiene una simetr´ıa dada por el grupo C6
mientras que el (12, 0) tiene una simetr´ıa dada por el grupo C12 en la direccio´n del eje
del nanotubo.
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Para dar una idea de las dimensiones de los nanotubos, en el recuadro 3.3.1 se mues-
tran algunos ejemplos de nanotubos con sus respectivos nu´mero de a´tomos, dia´metro
y dimensio´n de la celda unidad en la direccio´n del eje del tubo (Nc, dt, t).
(n,m) (4, 2) (12, 0) (6, 6) (8, 2)
Nc 56 48 24 84
dt (nm) 0.41 0.94 0.81 0.72
t (nm) 1.13 0.43 0.25 0.96
Cuadro 3.1: Ejemplos de las dimensiones de la celda unidad de nanotubos de carbono.
La simetr´ıa en los nanotubos de carbono puede describirse por los llamados grupos
lineales, los cuales describen sistemas unidimensionales. En estos se incluyen grupos
puntuales como rotaciones o reflexiones. Atendiendo a los grupos puntuales, se pueden
clasificar las simetr´ıas segu´n el tipo de nanotubo:
Simetr´ıas para los nanotubos aquirales.- Pertenecen al grupo de simetr´ıas
puntuales Dn, las cuales tienen operaciones verticales (paralelas al eje del nano-
tubo) y horizontales (perpendiculares al eje del nanotubo). Nos fijaremos en las
operaciones verticales las cuales vienen dadas por el grupo de simetr´ıa Cn para
un nanotubo (n, n) o (n, 0). Esto significa que el nanotubo es invariante bajo
rotaciones Cn en torno al eje del nanotubo.
Simetr´ıas para los nanotubos quirales.- Solo tienen operaciones verticales y
dependen de si los ı´ndices (n,m) tienen un denominador comu´n, d. Cuando d = 1
solo tiene operaciones helicoidales. Cuando d -= 1 el nanotubo es invariante bajo
rotaciones Cd en torno al eje longitudinal del nanotubo.
3.3.2. Estructura electro´nica de los nanotubos de carbono
Podemos encontrar la estructura de bandas de cualquier nanotubo de carbono por
dos me´todos sencillos:
A partir de una hoja de grafeno enrollada [115, 116], aplicando condiciones de
contorno perio´dicas a la relacio´n de dispersio´n del grafeno.
Diagonalizando el hamiltoniano de la celda unidad del nanotubo, aplicando con-
diciones perio´dicas en la direccio´n del eje del nanotubo.
La primera zona de Brillouin de un nanotubo de carbono se define a partir de los
vectores de la red rec´ıproca &K1 y &K2, que se obtienen de las relaciones
&Ch &K1 = 2pi &T &K1 = 0
&Ch &K2 = 0 &T &K2 = 2pi,
(3.29)
definiendose como
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&K1 =
1
N (−t2&b1 + t1&b2)
&K2 =
1
N (m
&b1 − n&b2),
(3.30)
donde &b1 y &b2 son los vectores de la red rec´ıproca del grafeno. Sus correspondientes
mo´dulos vienen dados por∣∣∣ &K1∣∣∣ = 2pi∣∣∣&Ch∣∣∣ = 2dt ;
∣∣∣ &K2∣∣∣ = 2pi∣∣∣&T ∣∣∣ = 2pit . (3.31)
Aplicando al grafeno condiciones de contorno perio´dicas en la direccio´n de la cir-
cunferencia, tambie´n llamadas condiciones de contorno Born-von Ka´rma´n, los vectores
de onda asociados con la direccio´n de la circunferencia (direccio´n de &Ch) esta´n cuan-
tizados, mientras que en la direccio´n axial los vectores de onda esta´n expuestos a las
condiciones de contorno que existan en esa direccio´n. En el caso de nanotubos infinitos
toman valores continuos. Por consiguiente, &K1 esta´ discretizado en N valores permiti-
dos, espaciados en 2pi| (Ch| , en la celda unidad del nanotubo. En la direccio´n
&K2 los valores
de k permitidos esta´n comprendidos entre −pit ≤ k ≤ pit y son continuos en el caso de
nanotubos infinitos.
De este modo, la restriccio´n que hay que imponer a las bandas del grafeno es
α &K1 + k
&K2∣∣∣ &K2∣∣∣ α = 1, ..., N − pit ≤ k ≤ pit (3.32)
Introduciendo estos valores en la expresio´n anal´ıtica para las bandas pi del grafeno
(3.15) se obtienen las N bandas permitidas en la direccio´n del eje del nanotubo (k):
EG2D
α &K1 + k &K2∣∣∣ &K2∣∣∣
 = Eα1D(k) α = 1, ..., N − pit ≤ k ≤ pit . (3.33)
En las gra´ficas de la parte superior de la figura 3.7 se observan las proyecciones de los
valores de k permitidos sobre las bandas pi del grafeno para tres nanotubos de carbono
con diferentes quiralidades. Como el grafeno tiene seis puntos de Fermi coincidiendo
con los puntos de alta simetr´ıa K y K ′ , un nanotubo tendra´ cara´cter meta´lico cuando
los valores de k permitido, por la ec.(3.33) incluyan los puntos K o K ′ del grafeno.
K =
(
2pi√
3a
,
2pi
3a
)
=
(
2&b1 +&b2
)
3
= α &K1 + k
&K2∣∣∣ &K2∣∣∣ −→ α = 2n+m3 (3.34)
La condicio´n general es que 2n+m o´ n−m sea mu´ltiplo de tres, esto es n−m = 3q,
siendo q un entero. En las gra´ficas inferiores de la figura 3.7 se muestra la estructura
de bandas para los nanotubos (6, 0), (6, 6) y (4, 2). Se observa como los dos primeros
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Figura 3.7: Estructura de bandas en 3D para el grafeno. Las l´ıneas en azul corresponden
a las N bandas permitidas para el nanotubo a) zigzag (6, 0), b) armchair (6, 6), y c)
el nanotubo quiral (4, 2). Abajo: estructura de bandas para los mismos nanotubos en
funcio´n del vector de onda a lo largo del eje del nanotubo. Se observa que el nanotubo
(6, 0) es meta´lico debido a que dos bandas se cruzan en el punto de alta simetr´ıa Γ
(abajo a la izquierda), el (6, 6) tambie´n es meta´lico, con dos bandas que se cruzan en
el punto 2/3 de ΓX (abajo - centro) y el nanotubo (4, 2) es semiconductor (abajo-
derecha).
nanotubos son meta´licos, mientras que el tercero es semiconductor debido a que se abre
un pequen˜o gap entre las bandas de valencia y de conduccio´n, coincidiendo con la regla
anterior. Por tanto, de la aplicacio´n de esta regla se deduce que todos los nanotubos
armchair, (n, n), son meta´licos. En los nanotubos zigzag, (n, 0), su metalicidad depende
del valor de n, por ejemplo un nanotubo (6, 0) es meta´lico mientras que un (5, 0) es
semiconductor.
Cabe destacar que las bandas que se cruzan en el nivel de Fermi para el caso de
nanotubos zigzag esta´n degeneradas doblemente debido a que provienen de los valles
inequivalentes del grafenoK yK ′. En el caso de todos los nanotubos armchair aparecen
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dos bandas que se cruzan a nivel de Fermi a 2/3 de ΓX, siendo X = pi/t y otras dos
a 2/3 de ΓX provenientes de los valles del grafeno K ′ y K, respectivamente. Los
nanotubos quirales meta´licos tienen su punto de Fermi en Γ o a 2/3 de ΓX segu´n la
siguiente regla: si el ma´ximo comu´n divisor entre 2n + m y 2m + n (NR) es igual al
ma´ximo comu´n divisor entre n y m (ND) el punto de Fermi esta´ en Γ, y si NR = 3ND
entonces el punto de Fermi esta´ a 2/3 de ΓX.
El gap Eg que se produce en los semiconductores viene determinado por el dia´metro
del nanotubo [115]
Eg =
Vpppiacc
dt
. (3.35)
Todas estas conclusiones preliminares esta´n sujetas a la no inclusio´n de los efectos
de curvatura que se producen al formar el nanotubo. La curvatura hace que los orbitales
pz ya no sean independientes del resto de orbitales p (px y py) y s [117]. La inclusio´n de
este efecto crea un pequen˜o gap en la relacio´n de dispersio´n de los nanotubos meta´licos
que no sean armchair. Este gap es inversamente proporcional al cuadrado del dia´metro
del nanotubo [115].
3.4. Nanocintas de carbono
Las nanocintas de carbono (GNR, Graphene Nanoribbons, de sus siglas en ingle´s) se
obtienen del grafeno cortando una tira unidimensional. Se han estudiado teo´ricamente
desde 1996 [3, 118, 119], cuando se determino´ que sus propiedades electro´nicas dependen
fuertemente de la terminacio´n de sus bordes. En 2004, tras la publicacio´n del trabajo de
A. K. Geim y K. S. Novoselov [2], se produce un aumento espectacular en el intere´s de
la comunidad cient´ıfica por estos sistemas y se empezaron a postular para su aplicacio´n
en nanoelectro´nica.
Si cortamos una hoja de grafeno en una direccio´n determinada, se obtiene una
cinta recta de un ancho determinado con un borde espec´ıfico. Se pueden definir dos
nanocintas protot´ıpicas en funcio´n de la direccio´n de corte: Las nanocintas con borde
armchair (AGNR) (figura 3.8 izquierda) y las nanocintas de grafeno zigzag (ZGNR)
(figura 3.8 derecha). Volviendo a la figura 3.2, la direccio´n de corte en las AGNR es
a lo largo de la direccio´n marcada por la suma de los vectores de red &a1 y &a2 y en
las ZGNR la direccio´n de corte es a lo largo de cualquiera de los vectores de red. A
partir del estudio de las propiedades de estos dos tipos de cintas se pueden determinar
cuales sera´n las propiedades electro´nicas de los otros tipos de nanocintas con bordes
ma´s generales, en los que hay mezcla de tipo zigzag y armchair, como veremos en el
cap´ıtulo 9 de la presente memoria.
El ancho de estas cintas viene determinado por N , que denota el nu´mero de l´ıneas
de d´ımeros tanto para la cinta armchair como para la cinta zigzag. Por tanto, la anchura
Wa de la cinta AGNR viene dada por la expresio´n
Wa =
√
3aC−C
2
(N − 1) , (3.36)
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donde aC−C = 1.42 A˚ y para el caso de la cinta ZGNR la anchura Wz viene dada
por
Wz = aC−C
(
3
2
N − 1
)
. (3.37)
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Figura 3.8: a) Estructura geome´trica de una nanocinta de grafeno zigzag, 6-ZGNR
(izquierda) y armchair, 10-AGNR, (derecha). El anchoW, se caracteriza por el nu´mero
de filas de d´ımeros, N, en los dos casos. En colores diferentes se muestran los elementos
de una subred y otra. Tambie´n se indica la celda unidad y la direccio´n en la que hay
simetr´ıa traslacional, segu´n las flechas horizontales.
3.4.1. Estructura electro´nica de las nanocintas con borde zig-
zag
Para estudiar las propiedades electro´nicas de las GNR se supone que los a´tomos del
borde esta´n saturados con hidro´genos. Utilizando el me´todo tight-binding para estudiar
la estructura de bandas se observa que todas las cintas ZGNR son me´talicas, es decir,
hay estados al nivel de Fermi (EF = 0 eV), donde aparece una banda plana degenerada
en energ´ıa [118, 119]. La anchura de esta banda depende del ancho de la cinta, Wz,
y esta´ comprendida entre 23
pi
a ≤ k ≤ pia de la primera zona de Brillouin. Cuanto ma´s
estrecha sea la cinta las bandas planas sera´n ma´s dispersivas en torno a k = 23
pi
a ; por el
contrario cuanto ma´s ancha sea la cinta, la banda llegara´ a ser completamente plana
en ese valor de k. Las bandas planas indican que hay estados muy localizados en la
cinta, esto esta´ corroborado por la densidad de estados, en la cual se observa un pico a
E = 0 eV. Estos estados se localizan espacialmente en los a´tomos del borde y decaen
exponencialmente hacia el interior de la cinta, localiza´ndose sobre los a´tomos de la
misma subred a la que pertenecen los a´tomos del borde.
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Figura 3.9: a) Estructura de bandas, densidad de estados local (LDOS) y conductancia
de una nanocinta de grafeno zigzag de ancho N = 12 (12-ZGNR). Las bandas de
conduccio´n y valencia se unen a partir de 2/3ΓX, donde Γ = 0 y X = pia en la primera
zona de Brillouin. La distancia entre las segundas subbandas viene dada por ∆E1.
b) En la LDOS se observa como aparece una densidad de estados elevada a EF = 0
eV, y el patro´n que sigue la LDOS corresponde a un sistema cuasi-unidimensional en
los que se dan singularidades de van Hove. c) Conductancia en funcio´n de la energ´ıa,
donde se puede apreciar que cada banda genera una zona de conductancia constante.
La conductancia aumenta con el nu´mero de subbandas a razo´n de (2e2/h).
3.4.2. Estructura electro´nica de las nanocintas con borde arm-
chair
El comportamiento electro´nico de este tipo de cintas, AGNR, depende fuertemente
de su anchura, Wa y se puede englobar en tres grupos. Un grupo en el que las cintas
son meta´licas, su anchura viene determinada por N = 3m + 2, siendo m un nu´mero
entero. Otro grupo corresponde a cintas semiconductoras con una anchura dada por
N = 3m + 1, en el que las dos bandas ma´s cercanas al nivel de Fermi son paralelas.
Y el otro grupo, correspondiente a nanocintas con una anchura dada por N = 3m, en
el que las cintas son tambie´n semiconductoras, pero sus dos bandas ma´s cercanas al
nivel de Fermi se cruzan entre s´ı. En la figura 6.2 se pueden observar los tres tipos de
estructuras de bandas para las nanocintas armchair, concretamente para los anchos
correspondientes a N = 10, 11 y 12. Debido a que en el borde se dan a´tomos de las dos
subredes, los valles esta´n mezclados y no se puede distinguir entre un valle K y otro
K ′.
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Figura 3.10: Estructura de bandas para una nanocinta de carbono con borde armchair
para los anchos A) N = 10 B) N = 11 C) N = 12
Podemos obtener la solucio´n anal´ıtica para el comportamiento electro´nico de las
nanocintas con borde armchair a partir del me´todo k · p en torno a los puntos de
Dirac K y K ′ [120, 121]. Esta resolucio´n la utilizaremos en el cap´ıtulo 7, para conocer
anal´ıticamente el comportamiento del transporte en nanocintas de grafeno bicapa. El
hamiltoniano de Dirac en torno a cada punto K, K ′ en el espacio de momentos es
HK = vF
(
0 px − ipy
px + ipy 0
)
(3.38)
HK′ = vF
(
0 px + ipy
px − ipy 0
)
(3.39)
La funcio´n de onda total, Ψ es una combinacio´n lineal de las funciones de onda
para cada uno de los valles (ver 3.22)
Ψ(&r) = eiK(rψ(&r) + eiK
′(rψ′(&r) (3.40)
Suponiendo que los bordes de la cinta son paralelos al eje x, la simetr´ıa traslacional
garantiza que la funcio´n de onda espinorial pueda escribirse como
ψξ(&r) = ekxx
(
φξA(y)
φξB(y)
)
(3.41)
donde φξA(B) es la funcio´n de onda para la subred A(B). Ahora, imponiendo las
condiciones de contorno localizadas en el borde de las cintas (en x = 0 y x = L, donde
L es el ancho de la cinta) siguientes
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eikyyφ+A(0) + e
ikyyφ−A(0) = 0 (3.42)
eikyyφ+B(0) + e
ikyyφ−B(0) = 0 (3.43)
eiKLeikyyφ+A(L) + e
−iKLeikyyφ−A(L) = 0 (3.44)
eiKLeikyyφ+B(L) + e
−iKLeikyyφ−B(L) = 0, (3.45)
las cuales se satisfacen para cualquier valor de y si
φ+A(B)(0) + φ
−
A(B)(0) = 0 (3.46)
y
φ+A(B)(L)− ei∆KLφ−A(B)(L) = 0, (3.47)
siendo ∆K = 2pi/3a0. Se observa claramente que estas condiciones de contorno
mezclan estados procedentes de los dos puntos de Dirac inequivalentes K y K ′. Ne-
cesitamos ahora conocer la forma de las funciones φξA(B) que obedecen las condiciones
3.46 y 3.48. Para ello las desarrollaremos aplicando HK (ec. 3.38) sobre las φξA(B) en la
forma:
!vF q
(
0 px − ipy
px + ipy 0
)(
φ+A
φ+B
)
=
(
φ+A
φ+B
)
, (3.48)
resultando que
!vF qe−iθqφB = *φA
!vF qeiθqφA = *φB,
(3.49)
despejando φA en la ecuaciones anteriores 3.49 obtenemos para φB
q2φB =
*2
!2v2F
φB = *˜
2φB, (3.50)
ahora q se puede descomponer en q = q2x + q
2
y , y teniendo en cuenta que
py = −i!∂y, → qy = py! = −i∂y, → q
2
y = −∂2y , (3.51)
se puede reescribir la ecuacio´n 3.50 como
q2φB =
(
q2x − ∂2y
)
φB = *˜
2φB. (3.52)
Las funciones de onda cuya solucio´n a la ecuacio´n 3.52 tendra´n la forma
φ+B(y) = Ae
ikny +Be−ikny (3.53)
φ−B(y) = Ce
ikny +De−ikny, (3.54)
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ahora, aplicando las condiciones de contorno dadas en las ecuaciones 3.46 y 3.48,
se obtienen
A+B + C +D = 0 (3.55)
Aei(kn+K)L +De−i(kn+K)L +Be−i(kn−K)L + Cei(kn−K)L = 0 (3.56)
cumpliendose simultaneamente, siempre y cuando se elija A = −D y B = C = 0 y
generando la solucio´n
sin[(kn +∆K)L] = 0, (3.57)
cumpliendose para los siguientes valores permitidos de kn
kn =
npi
L
−∆K = npi
L
− 2pi
3a0
, (3.58)
y las autoenerg´ıas esta´n dadas por *˜ = k2x + k
2
n. En este caso, en el de nanocintas
armchair no se dan estados de borde.
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Cap´ıtulo 4
Estados de intercara en uniones
simples de nanotubos de carbono
La comprensio´n de la f´ısica de las uniones entre diferentes nanotubos, para las
cuales los estados de intercara pueden dominar las propiedades de transporte, ha sido
un cap´ıtulo de creciente actividad durante los u´ltimos an˜os [59, 122, 123, 124, 125, 126,
127, 128, 129, 130].
Experimentos de microscop´ıa de efecto tu´nel (STM) demuestran que en las uniones
intramoleculares entre dos nanotubos aparecen estados de intercara [131, 132, 133].
Concretamente, H. Kim y colaboradores estudiaron los estados de intercara en uniones
de nanotubos meta´licos con STM mostrando que los estados de intercara se extienden
aproximadamente 2 nm desde la zona de la unio´n [131] y en otro trabajo encontraron
longitudes de decaimiento grandes para uniones entre nanotubos semiconductores, con
diferentes valores a cada lado de la intercara [133].
El principal propo´sito de este estudio es aclarar el origen de los estados de intercara
en uniones simples de nanotubos aquirales. A partir de un estudio sistema´tico de estos
estados, hemos relacionado su origen con los estados de borde de grafeno. Esto nos
permite predecir el nu´mero de estados en cualquier unio´n de tubos aquirales e incluso
su energ´ıa dentro de una aproximacio´n tight-binding.
4.1. Sistema y modelo
Hemos estudiado teo´ricamente las propiedades electro´nicas de uniones simples entre
nanotubos de carbono. En particular, nos hemos cen˜ido a uniones zigzag/armchair, en
las que el radio de los nanotubos es similar. Denotamos estas estructuras por los ı´ndices
del vector quiral de cada nanotubo que lo forma, esto es, (2n, 0)/(n, n). En la unio´n
entre un nanotubo (2n, 0) y otro (n, n) aparecen n pares de defectos topolo´gicos tipo
hepta´gono/penta´gono en la red hexagonal del nanotubo. Estos pares de defectos tienen
una simetr´ıa dada por el grupo Cn de las rotaciones en torno al eje longitudinal del
nanotubo, es decir, si rotamos el sistema un a´ngulo θ = 2pi/n, el sistema permanece
invariante.
Describiremos las propiedades electro´nicas de estas estructuras mediante el me´todo
tight-binding junto con la te´cnica de pegado de las funciones de Green (SGFM). Para
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Figura 4.1: Unio´n entre dos nanotubos diferentes, (10,0)/(5,5). Los n = 5 pares de
defectos tipo hepta´gono/penta´gono (5/7) esta´n representados en rojo.
confirmar los resultados, tambie´n usaremos metodos ba´sados en el funcional de la
densidad (DFT).
Como hemos sen˜alado en el cap´ıtulo 2 de la presente memoria, con la aplicacio´n
de la te´cnica SFGM podemos obtener la densidad local de estados (LDOS) por celda
unidad, por capas ato´micas o resuelta en a´tomos.
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Figura 4.2: a) Estructura de bandas y LDOS para los nanotubos (10,0) y (5,5). b)
Densidad de estados para la unio´n (10,0)/(5,5), en la cual aparece un estado de intercara
a E = −0.2525 eV.
Primero, como caso particular de las uniones (2n, 0)/(n, n), vamos a estudiar la
estructura formada por un nanotubo (10, 0) y un nanotubo (5, 5), esto es, la unio´n
(10, 0)/(5, 5). En la intercara entre ambos nanotubos aparecen n = 5 pares de defectos
hepta´gono/penta´gono (5/7). Hay que notar que el nanotubo (10, 0) tiene 40 a´tomos por
celda unidad, mientras que el (5, 5) tiene 20, y que la longitud de la celda unidad en la
direccio´n del eje del nanotubo zigzag es t(10,0) = 4.26 A˚ y en el armchair t(5,5) = 2.46 A˚.
En la figura 4.2 se observa que en la estructura de bandas del nanotubo (10, 0) aparece
un gap entre las bandas de valencia y las de conduccio´n; por tanto, este nanotubo es
semiconductor, mientras que el (5, 5) es meta´lico debido a que en el nivel de Fermi
(E = 0 eV) hay dos bandas que se cruzan a 2/3 de ΓX, como ocurre en todos los
nanotubos armchair (n, n). Hemos representado tambie´n la densidad de estados local
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(LDOS), donde se observan las t´ıpicas singularidades de van Hove, caracter´ısticas de
sistemas 1D.
En la figura 4.2(b) se muestra la densidad local de estados de la unio´n (10, 0)/(5, 5).
Se observa que aparece un estado localizado a E = −0.2525 eV. Esta energ´ıa esta´ muy
cerca del nivel de Fermi, EF = 0 eV, por lo que influira´ en las propiedades electro´nicas
y de transporte de este tipo de uniones. Por esta razo´n, hemos fijado nuestra atencio´n
en este tipo de estados. Analizando la localizacio´n espacial de este estado por medio
de la densidad de estados resuelta en a´tomos a la energ´ıa E = −0.2525 eV, se observa
como se distribuye a lo largo de la intercara entre los dos tubos, ver figura 4.3. Por este
motivo este estado localizado lo denominaremos estado de intercara (EI).
123..... 1 2 3 .....
Figura 4.3: LDOS por a´tomo a la energ´ıa del estado de intercara E = −0.2525 eV
en la unio´n (10,0)/(5,5). Esta´ representada sobre un plano que simula el nanotubo
desenrollado a lo largo de su eje. Los nu´meros indican el ı´ndice de capa a un lado y a
otro de la intercara. La l´ınea vertical discontinua marca la intercara entre los tubos.
4.2. Resultados
Hemos calculado la LDOS para los sistemas (2n, 0)/(n, n) desde n = 1 hasta n = 15.
Los resultados se muestran en la figura 4.4, en la que se ha representado la LDOS en
funcio´n de la energ´ıa para cada unio´n, excepto para las uniones con n < 3 en las que
no aparecen estados de intercara. Las caracter´ısticas principales de estas uniones son:
Para los casos desde n = 1 hasta n = 3 no hay estados de intercara. Para los
siguientes casos, van a apareciendo cada n = 3 obedeciendo a una ley mu´ltiplo
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de tres, de modo que cuando n = 3q + 1 aparece un nuevo estado, siendo q el
nu´mero de dichos estados (q = 1, 2, ..).
Hay estados provenientes de diferentes uniones, y por tanto de diferente n, que
tienen igual energ´ıa. Tal es el caso, por ejemplo, de la unio´n (10, 0)/(5, 5) (n = 5)
y (20, 0)/(10, 10) (n = 10) donde aparece un estado a una energ´ıa de E = −0.2525
eV. En el caso n = 7 y n = 14 hay dos estados de intercara que se repiten en
energ´ıa (E = −0.2940 eV y E = −0.1005 eV).
En todos los casos estudiados los estados de intercara esta´n localizados por debajo
de la EF a una energ´ıa comprendida entre −0.3 eV y 0 eV.
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Figura 4.4: Estados de intercara comprendidos entre −0.3 y 0 eV para las uniones entre
nanotubos aquirales ((2n, 0)/(n, n)), desde n = 4 hasta n = 15, como se muestra en la
parte superior derecha de cada gra´fica. El valor de la energ´ıa se indica junto al estado
correspondiente.
Para explicar estas regularidades, nos planteamos estudiar la unio´n entre un grafeno
terminado en zigzag y otro terminado en armchair.
4.2.1. Uniones entre grafenos semiinfinitos
Para comprender las caracter´ısticas y origen de los estados de intercara que aparecen
en las uniones (2n, 0)/(n, n), hemos considerado estudiar la unio´n de dos planos semi-
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infinitos de grafeno, uno acabado en un borde tipo zigzag, GZ, y el otro terminado en
armchair GA, esto es, una unio´n GZ/GA. La figura 4.5 indica la estructura geome´tri-
ca del sistema GZ/GA, en el que la intercara que se genera entre los dos grafenos
esta´ formada por una tira infinita de defectos topolo´gicos tipo penta´gono/hepta´gono.
Este nuevo sistema, GZ/GA, equivale a desenrollar un nanotubo con dia´metro infinito
(n→∞) (2n, 0)/(n, n) a lo largo de su eje.
En la figura 4.5 se indican las celdas unidad de cada uno de los integrantes de la
unio´n. La celda unidad del GZ contiene ocho a´tomos, mientras que la del GA cuatro.
Aunque en un GZ aislado la celda unidad mı´nima que se podr´ıa escoger es de cuatro
a´tomos, y es con la que se han descrito la mayor´ıa de propiedades de las nanocintas de
grafeno [3, 118, 119], hemos elegido el doble, debido a que al hacer la unio´n GZ/GA,
la celda unidad mı´nima para formar el defecto es la compuesta por ocho a´tomos en el
GZ y cuatro en el GA. De este modo aparece una secuencia de defectos 5/7 en la red
hexagonal a lo largo de la intercara, definida en la direccio´n z.
......
. .
.
. .
.
d
z
y
Figura 4.5: Estructura del sistema GZ/GA. Los recta´ngulos delimitan la unidad mı´nima
de defecto, con un taman˜o en la direccio´n z de d. La repeticio´n de este defecto a lo
largo del eje z da una secuencia alternada de pares de defectos hepta´gono/penta´gono.
La celda unidad del GZ es de 8 a´tomos mientras que la del GA es de 4.
La estructura GZ/GA es perio´dica en la direccio´n de la intercara (z), por lo tanto,
el vector de onda kz es un buen nu´mero cua´ntico, pudie´ndose obtener la estructura de
bandas en esa direccio´n. Ahora el hamiltoniano del sistema Hs tiene una dependencia
en kz, por lo tanto, la funcio´n de Green Gs y la densidad de estados LDOS tambie´n,
esto es,
LDOS(E, kz) = − 1
pi
Im(trG(E, kz)). (4.1)
Una forma de describir el comportamiento electro´nico de un material semiinfinito
con una superficie o borde consiste en obtener la energ´ıa en la que la densidad de
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estados local (LDOS) tiene un ma´ximo. Este ma´ximo depende del vector de onda en
la direccio´n superficial o del borde. La condicio´n de ma´ximo implica
d(LDOS(E, kz))
dE
= 0 → punto (E, kz), (4.2)
siendo el punto (E, kz) un estado propio del sistema semiinfinito. Los estados super-
ficiales se pueden dividir en dos tipos de estados, esto es, en resonancias de los estados
del volumen del material y en estados de superficie (o de borde en 2D). Estos u´ltimos
aparecen en el gap del material de volumen.
Para distinguirlos es necesario representar todos los estados obtenidos junto con
las bandas proyectadas de volumen en la direccio´n superficial o del borde, siendo kz
en nuestro caso. Las bandas proyectadas muestran las regiones energe´ticas en las que
hay estados de volumen. Se obtienen asignando a un particular kz de la primera zona
de Brillouin todas las bandas de volumen correspondientes a los vectores de onda
perpendiculares ky de la primera zona de Brillouin en esa direccio´n. Formalmente se
parte de un hamiltoniano en 2D (caso grafeno) obtenie´ndose las bandas
Evolumenν (&k) = E
volumen
ν (kz + ky) = Eνky(kz) = Eβ(kz) (4.3)
donde β reemplaza al nu´mero cua´ntico νky. Como ky var´ıa de forma continua, β
tambie´n lo hace. Esto significa que una banda particular del cristal de volumen infinito
genera bandas de superficie continuas.
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Figura 4.6: LDOS frente a la energ´ıa cuando variamos el nu´mero cua´ntico kz en una
unio´n GZ/GA. En cada banda aparece un pico bien definido que corresponde a un
estado de intercara o superficie. Tambie´n se distinguen las resonancias del sistema
caracterizadas por un decaimiento ma´s suave. Estas u´ltimas pueden llegar a desaparecer
dentro de las bandas de volumen del material.
Los estados superficiales que este´n en las zonas donde esta´n las bandas proyectadas
del volumen del material corresponden a estados resonantes. El decaimiento de su
densidad de estados es de tipo potencial. Los estados de intercara aparecen en las
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regiones fuera de las bandas proyectadas y su decaimiento es de tipo exponencial, mucho
ma´s acusado que el decaimiento de las resonancias. En la figura 4.6 he representado
la LDOS en funcio´n de la energ´ıa para diferentes valores de kz en una unio´n GZ/GA,
observa´ndose estos dos tipos de estados. En el primero de ellos, a la izquierda, el
ma´ximo que se alcanza es ma´s suave que el ma´ximo de la derecha que es ma´s acusado,
as´ı mismo, cuando var´ıa kz, el ma´ximo se va suavizando de tal manera que llega a
desaparecer dentro de las bandas de volumen del material. Entonces, los ma´ximos de
la izquierda corresponden a estados resonantes dentro de las bandas de volumen del
material y el ma´ximo de la derecha corresponde, en este caso, a un estado propio de
borde.
Antes de mostrar las propiedades electro´nicas que se derivan de la unio´n GZ/GA
vamos a describir las propiedades de cada una de las partes integrantes de la unio´n
esto es, del GZ y del GA por separado.
Figura 4.7: Estructura de bandas de a) un grafeno semiinfinito terminado en armchair,
GA, b) un grafeno semiinfinito terminado en zigzag, GZ con una celda unidad de 4
a´tomos, (c) un GZ con 8 a´tomos, y (d) de la unio´n GZ/GA. Aparecen las bandas
de volumen procedentes del grafeno proyectadas sobre la direccio´n armchair (en azul)
y las proyectadas sobre la direccio´n zigzag (en rojo). Las bandas procedentes de la
ecuacio´n 4.2, para cada uno de los sistemas, se muestran en negro, observa´ndose bandas
procedentes de resonancias que desaparecen dentro del volumen del material y una
banda de borde en el GZ y de intercara en la unio´n GZ/GA. Tambie´n se observa una
l´ınea vertical discontinua en la gra´fica (b) dispuesta a kz =
1
2ΓX que muestra por donde
hay que plegar para obtener las estructura de bandas del caso (c).
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En la figura 4.7 (a) en azul se muestran las bandas proyectadas de volumen de
un grafeno en la direccio´n armchair junto con las bandas procedentes del grafeno
semiinfinito terminado en armchair GA (l´ıneas negras). Se observa como no hay bandas
fuera de las bandas de volumen por lo que no hay estados de borde. Por lo tanto, todas
las bandas corresponden a estados resonantes, desapareciendo, algunas de ellas, dentro
de las bandas de volumen del material.
En las figuras 4.7 (b) y (c) he representado las bandas procedentes de un grafeno
semiinfinito terminado en zigzag GZ (l´ıneas negras) con una celda unidad de cuatro y
ocho a´tomos respectivamente. En cada una de ellas, tambie´n se muestran las bandas
del grafeno infinito proyectadas sobre la direccio´n zigzag (en rojo). La estructura de
bandas con la celda unidad de ocho a´tomos no es ma´s que el plegamiento por la mitad
de la estructura de bandas de la de cuatro, debido a que una celda unidad es el doble
que la otra. En las dos gra´ficas ((b) y (c)) se observa como aparece una banda fuera de
las bandas proyectadas de volumen que en el caso (b) empieza en 2/3ΓX y finaliza en
el punto X en la primera zona de Brillouin, y en el otro caso, el (c), desde Γ a 2/3ΓX,
pero en ambos casos los puntos 2/3ΓX y X no pertenecen a la banda de borde debido
a que se halla en el continuo de las bandas de volumen. Los estados de la banda plana
a E = 0 eV esta´n localizados en los a´tomos del borde del GZ. En las dos gra´ficas se
observan bandas que pertenecen a estados resonantes y que llegan a desaparecer dentro
de las bandas de volumen.
En la unio´n de los dos sistemas descritos anteriormente, GZ/GA, la estructura de
bandas en la direccio´n kz viene dada por las bandas proyectadas del grafeno en las
dos direcciones particulares zigzag y armchair, ma´s las bandas obtenidas procedentes
de los ma´ximos en la densidad de estados LDOS(E,kz), como se puede observar la
figura (4.7) (d). En ella aparece una banda de borde fuera de la bandas de volumen,
que por ser una unio´n entre dos medios y estar localizada en la intercara, llamaremos
banda de intercara. Esta banda esta´ comprendida entre Γ y 2/3 ΓX sin incluir estos
extremos porque pertenecen al volumen del material. El rango de energ´ıas de dicha
banda esta´ comprendido entre −0.3 y 0 eV. Tambie´n, como en los sistemas estudiados
anteriormente, aparecen bandas dentro del volumen que son debidas posiblemente a
resonancias y no son de intere´s para el ana´lisis de los estados de intercara en los
nanotubos de carbono.
Al unir un grafeno terminado en zigzag, GZ y otro terminado en armchair, GA,
se mezclan las dos subredes del grafeno en la intercara, rompiendo la simetr´ıa electro´n-
hueco. Esto produce que la banda plana del GZ se deforme hacia energ´ıas negativas.
4.2.2. Condiciones de contorno Born-von Ka´rma´n
Las condiciones de contorno de Born-von Ka´rma´n (BvK) imponen que la funcio´n
de onda sea perio´dica en una red de Bravais. Usando el teorema de Bloch, esto es,
Ψ(x1) = Ψ(xN) = e
ikxNΨ(x1), (4.4)
donde Ψ(xN) indica la funcio´n de onda del elemento N . Cuando se imponen estas
condiciones a una la´mina de grafeno, se forma un cilindro, es decir, un nanotubo de
76
4.2. RESULTADOS
carbono, como se explico´ en la introduccio´n. De las condiciones BvK se obtiene una
regla de cuantizacio´n sencilla que nos da los vectores de onda permitidos,
kz =
2pim
nd
m = 0, 1, ..., n− 1 (4.5)
siendo d la longitud de la celda unidad en la direccio´n z. Al aplicar directamente
esta regla sobre la estructura de bandas de la unio´n GZ/GA se obtienen los valores
permitidos de kz cuando formamos el nanotubo (2n, 0)/(n, n). En la siguiente tabla se
muestran los valores permitidos de kz para los 10 primeros valores de n.
 kz  permitido 
n m=0 m=1 m=2 m=3 m=4
1 0
2 0
3 0 2/3
4 0 1/2
5 0 2/5 4/5
6 0 1/3 2/3
7 0 2/7 4/7 6/7
8 0 1/4 1/2 3/4
9 0 2/9 4/9 6/9 8/9
10 0 1/5 2/5 3/5 4/5
En azul se encuentran los valores de kz obtenidos por la regla de cuantizacio´n 4.5 que
existen en la banda de intercara del grafeno, y por tanto dan lugar a estados de intercara
en los nanotubos (2n, 0)/(n, n). Gra´ficamente, corresponden a l´ıneas de cuantizacio´n
que cruzan la banda de intercara de la unio´n GZ/GA, como puede observarse en la
figura 4.8. En ella se muestran tambie´n los valores de la energ´ıa que resultan del cruce
de la banda de intercara con las l´ıneas de cuantizacio´n procedentes de la regla 4.5.
Estas energ´ıas coinciden exactamente con los valores en los que se hallan los estados
de intercara de las uniones (2n, 0)/(n, n).
Los valores kz = 0 y kz = 2/3 no pertenecen a la banda de intercara porque
pertenecen a las bandas de volumen del GA y del GZ, respectivamente. Por ejemplo
para la unio´n (12, 0)/(6, 6) los kz permitidos son: kz = 0,
1
3 ,
2
3 , pero solo el kz =
1
3
cruza la banda de intercara, dando lugar a un solo estado de intercara en la unio´n de
nanotubos.
Esto explica porque´ hay uniones que no tienen estados de intercara como ocurre en
los casos (n = 1, 2, 3), y la secuencia de aparicio´n de estados de intercara en funcio´n de
n. Tambie´n explica porque´ hay estados en distintos tubos que tienen la misma energ´ıa.
En definitiva esta regla nos da el nu´mero y la energ´ıa exacta de los estados de intercara
en las uniones entre nanotubos aquirales.
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Figura 4.8: Representacio´n de la banda de intercara de la unio´n GZ/GA. Las l´ıneas
verticales representan los valores de kz permitidos por la regla de cuantizacio´n en cada
caso. El punto de corte con la banda de intercara da el valor de la energ´ıa de un estado
de intercara en en los nanotubos (2n, 0)/(n, n).
Por consiguiente, podemos identificar cada estado de la unio´n (2n, 0)/(n, n) con un
nu´mero cua´ntico m. Este nu´mero cua´ntico caracteriza el vector de onda del estado de
intercara ΨIS. Como la unio´n es invariante bajo rotaciones del grupo Cn a lo largo
del eje del nanotubo, la funcio´n de onda verifica CnΨIS = eimφΨIS con φ =
2pi
n . En
la figura 4.9 se puede ver otra manera de representar la figura 4.5, con el nu´mero
cua´ntico m que relaciona todos los estados con un mismo m, el cual puede verse como
un nu´mero cua´ntico del ”momento angular discreto”de los estados de intercara [134]. El
comportamiento de estos estados de intercara recuerda el comportamiento de estados
localizados en pozos cua´nticos cuando se incrementa el nu´mero de capas en el sistema
[135, 136]. Sin embargo, a diferencia de los estados de pozo cua´ntico, estos estados de
intercara se cruzan al aumentar el taman˜o del sistema.
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Figura 4.9: LDOS frente a la energ´ıa de los estados de intercara de la unio´n
(2n, 0)/(n, n) en funcio´n de n y del nu´mero cua´ntico m.
4.2.3. Localizacio´n espacial de la densidad de estados
Con objeto de estudiar la localizacio´n espacial de los estados de intercara hemos
representado en la figura 4.10, la densidad de estados para diferentes valores de kz a
lo largo de la banda de intercara. Los estados esta´n indicados con su correspondiente
valor de kz en unidades de pi/d.
En la banda de intercara, desde Γ hasta el borde de la banda a 2/3 de ΓX en la
zona positiva de la primera zona de Brillouin, la localizacio´n de la densidad de estados
cambia desde el lado armchair al lado zigzag. Para un kz en el mı´nimo de la banda
kz =
1
3ΓX la densidad de estados esta´ principalmente localizada en los a´tomos de la
intercara.
Esto explica porque el estado de intercara en la unio´n (10, 0)/(5, 5), que proviene
de la banda de intercara a kz =
2
5ΓX esta´ localizado en la zona de la intercara entre
los dos nanotubos. El estado de intercara del (12, 0)/(6, 6) con un kz =
1
3
pi
d , es el que
se encuentra ma´s localizado en la intercara entre ambos tubos.
Otras uniones con mayor dia´metro tienen diferentes estados de intercara exten-
die´ndose en lados opuestos, pero con un ma´ximo centrado siempre en los defectos
topolo´gicos 5/7. Tal es el caso del (14, 0)/(7, 7) que tiene un estado a una energ´ıa
E = −0.2940 eV, proveniente del kz = 27ΓX de la banda de intercara, que esta´ ma´s o
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menos localizado en la zona de la intercara y otro estado a una energ´ıa E = −0.1005
eV, proveniente de kz =
4
7ΓX, que esta´ claramente extendido hacia en el lado zigzag.
k (  /d)!
0.02
0.1
0.3
0.6
0.65
Figura 4.10: Localizacio´n espacial de la LDOS en la banda de intercara en una unio´n
GZ/GA para diferentes valores de kz. La l´ınea vertical indica donde esta´ la zona de
la unio´n separando en el lado izquierdo la celda unidad de un GZ hasta 7 capas y en
el lado derecho la celda unidad de un GA repetida 7 veces. Se observa como a valores
de kz pequen˜os la LDOS se distribuye exte´ndiendose hacia el lado armchair y para
valores altos hacia el lado zigzag. Para valores intermedios de kz la LDOS se localiza
principalmente en los a´tomos de la intercara.
Estos resultados dan una explicacio´n al decaimiento desigual de estados de intercara
que se han encontrado experimentalmente en uniones entre nanotubos semiconductores
[132, 133].
4.2.4. Ca´lculos de primeros principios de superredes de nano-
tubos de carbono
Con el fin de comprobar la fiabilidad de los resultados tight-binding, hemos realizado
ca´lculos ab initio. En este tipo de ca´lculos, al usar una aproximacio´n de supercelda
para modelar el sistema, no es posible hacer la unio´n entre dos nanotubos semiinfinitos
como hemos hecho con el me´todo tight-binding. Una manera sencilla de representar una
unio´n entre dos nanotubos aquirales (2n, 0)/(n, n) es mediante ca´lculos de superredes
N(2n, 0)/M(n, n), donde N yM corresponden al nu´mero de capas del nanotubo (2n, 0)
y (n, n), respectivamente.
Los ca´lculos de primeros principios se han realizado con un funcional de intercambio-
correlacio´n dado por la aproximacio´n de gradientes generalizados (GGA) dentro de la
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teor´ıa del funcional de la densidad (DFT) [137] empleando el co´digo SIESTA [93]. He-
mos descrito los electrones de core usando un pseudopotencial que conserva la norma
tipo Troulliers-Martins, mientras que los electrones de valencia se describen con una
base polarizada doble-ξ. La energ´ıa de corte de las funciones de onda se ha establecido
a 150 eV. Hemos escogido 8 puntos en la zona de Brillouin, el doble de puntos escogidos
en otros ca´lculos hechos con anterioridad [138]. La distancia fijada entre superceldas
perpendiculares al eje del nanotubo ha sido de 45 A˚, la cual asegura que no hay inter-
accio´n entre los tubos. Por u´ltimo, cabe destacar que las coordenadas de los a´tomos
han sido relajadas hasta que las fuerzas entre a´tomos esta´n por debajo de 0.04 eV/A˚.
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FIG. 4: Left panel: Interface band of the zigzag/armchair
graphene junction, with the corresponding projected
graphene bulk bands at this interface. Right panel: Edge
band of the zigzag-terminated graphene with the graphene
bandstructure projected at this surface. Bottom panel: Zoom
of the interface band, with quantization lines showing the in-
terface energies for then = 5 (dashed) and the n = 9 junctions
(dotted). Symbols mark the corresponding interface state en-
ergies. Open circles at the interface band ends stress that
these energies do not belong to the band but, rather, to the
bulk continua.
breaks the electron-hole symmetry due to the mixing of
the two graphene sublattices, combing the surface band
and moving it to negative energies, as depicted in the
left panel of Fig. 4. Thus, the armchair-edge graphene
acts as an external potential for the states of the zigzag-
terminated graphene, bending down the interface band.
The zigzag edge nature of the interface band shown in
Fig. 4 is therefore demonstrated, as well as that of inter-
face states in zigzag/armchair junctions of tubes, which
we have shown here to originate from edge states, as those
found in graphene nanoribbons. This finding has impli-
cations for the analysis of other defects such as vacancies,
and even substitutional atoms in nanotubes or graphene,
which have been shown to yield an effective edge in the
hexagonal carbon lattice.21
I2
I1
(14,0)/(7,7)
FIG. 5: (Color online) Two examples of wavefunctions of in-
terface states belonging to the 4(14, 0)/4(7, 7) superlattice cal-
culated ab initio.
D. First-principles calculations of nanotube
superlattices
In order to test the robustness of our tight-binding
results, we have performed ab initio calculations of
4(2n, 0)/4(n, n) superlattices (SL) using the method and
parameters described in Sec. II. Introducing another
junction and imposing periodic boundary conditions in-
duces significant changes in the electronic structure, but
by comparison to tight binding results and checking the
wavefunction symmetry and spatial distribution, we have
successfully identified interface states.22 Specifically, we
have checked that there are no interface states in the
(6, 0)/(3, 3) system, whereas one IS per junction appears
in the (8, 0)/(4, 4) and the (12, 0)/(6, 6) cases, and two
states per junction appear in the (14, 0)/(7, 7) system.
For the time being, further studies for lattices with a
larger number of defects are beyond our computational
capabilities. Hitherto, ab initio calculations and tight-
binding results fully agree as to the number of interface
states in these achiral junctions.
We have chosen a pair of interface states belonging
to the largest system calculated by ab initio techniques,
namely the 4(14, 0)/4(7, 7) SL, to show their spatial dis-
tribution. Their wavefunctions are shown in Fig. 5. The
lowest-lying interface state, labeled I1, is mainly local-
ized at the interface, spreading towards the armchair
side. This behavior was also observed in the interface
states of (12, 0)/(6, 6) SLs and (10, 0)/(5, 5) junctions.6,22
But, surprisingly, the second interface state (labeled I2)
spreads appreciably from the interface into the zigzag
part.
Figura 4.11: Localizacio´n de los estados de intercara I1 y I2 de la superred
4(14, 0)/4(7, 7), por medio de su funcio´n de onda, calculadas mediante el co´digo SIES-
TA.
Se han hecho ca´lculos de las siguientes superredes: 8(6, 0)/8(3, 3), 4(8, 0)/4(4, 4),
4(12, 0)/4(6, 6) y 4(14, 0)/4(7, 7). La superred 8(6, 0)/8(3, 3) no produjo ningu´n estado
de intercara, mientras que aparecio´ uno en las superredes 4(8, 0)/4(4, 4) y 4(12, 0)/4(6, 6)
y dos en el caso 4(14, 0)/4(7, 7). Aunque las energ´ıas a las que aparecen estos estados
de intercara son diferentes a las energ´ıas que nos muestran los resultados tight-binding,
el nu´mero de estados de intercara aparecidos son los mismos y por tanto el acuerdo es
satisfactorio. Hemos atribuido esta diferencia de energ´ıas al hecho de que los estados
de dos intercaras que esta´n a una distancia pequen˜a pueden interaccionar entre s´ı cam-
biando su energ´ıa, y por las relajaciones estructurales que hacen que los para´metros de
enlace entre los diferentes a´tomos cambien.
En la figura 4.11 he representado la distribucio´ espacial de los os estados de in-
tercara que aparecen en la superr 4(14, 0)/4(7, 7) p r medio de la funcio´n de onda .
El estado de inter ara de energ´ıa menor, I1, esta´ loc lizado principalmente en la inter-
cara, extendie´ndose hacia el lado rmchair. Este omportamiento ha sido observado en
el u´nico estado de intercara de la superred (12, 0)/(6, 6) y en la unio´n (10,0)/(5,5) [58].
Lo resultados ab initio para la localizacio´n espacial de la funcio´n de onda esta´n de
acu rdo con los obtenidos mediante el me´todo tight-binding. El estado I1 corresponde
a un estado situado en torno a la energ´ıa de E = −0.3 eV. mientras que el estado de
mayor energ´ıa el I2, corresponde a un estado procedente de valores de kz cercanos a
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0.6 en los cuales la funcio´n de onda se distribuye mayormente por la zona del nanotubo
zigzag.
4.2.5. Relacio´n con los resultados experimentales y perspec-
tivas
Nuestros resultados dan una explicacio´n al decaimiento desigual de los estados de
intercara que se ha encontrado en uniones de nanotubos semiconductores, as´ı como
del valor grande en la localizacio´n de los mismos, comparado con estados en uniones
de nanotubos meta´licos [132, 133]. Hemos demostrado la coexistencia en el mismo
nanotubo de estados de intercara con una distribucio´n espacial que puede extenderse
ma´s hacia uno de los tubos, como se ha observado por medio de microscop´ıa de efecto
tu´nel (STM) en las refs. [131, 132, 133]. El hecho de que aparezcan varios estados de
intercara con localizaciones espaciales y energ´ıas diferentes abre el camino al disen˜o de
nuevos dispositivos basados en estas caracter´ısticas. Por ejemplo, seleccionando uniones
entre nanotubos con un dia´metro apropiado, los estados de intercara que se produzcan
en la unio´n con localizaciones espaciales desiguales se podr´ıan elegir aplicando diferentes
voltajes, con lo que se permitir´ıa el uso de operaciones de conmutacio´n.
Las uniones estudiadas corresponden a uniones en las que el a´ngulo quiral definido
en la introduccio´n es ma´ximo θ = 300. Sin embargo, en uniones donde el a´ngulo quiral
entre los dos tubos es distinto de 300 aparecen unas veces estados y otras veces no.
Tal es el caso de la unio´n (8,0)/(7,1) que no presenta ningu´n estado de intercara, sin
embargo el (8,0)/(5,3) presenta dos [59].
Todav´ıa queda abierto el estudio de uniones entre diferentes tubos quirales. En
cualquier caso, los resultados plasmados en este cap´ıtulo sugieren que los estados de
intercara en las uniones entre nanotubos tienen un origen comu´n: la banda de borde
del grafeno terminado en zigzag.
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4.3. Conclusiones
Del estudio de la densidad de estados en uniones de nanotubos de carbono aquirales
tipo zigzag/armchair (2n, 0)/(n, n) hemos obtenido las siguientes conclusiones:
En uniones entre nanotubos de carbono aquirales aparecen estados de intercara
con una energ´ıa comprendida entre −0.3 eV y 0 eV. La frecuencia de aparicio´n
de estos estados sigue una regla mu´ltiplo de tres.
Los estados de intercara en uniones entre nanotubos de carbono aquirales, usual-
mente atribuidas a los defectos topolo´gicos penta´gono-hepta´gono, son debidos a
los estados de borde que aparecen en un grafeno terminado en zigzag.
Aplicando condiciones de contorno de Born-von Ka´rma´n a la banda de intercara
que aparece en la unio´n entre un grafeno semiinfinito terminado en zigzag y otro
terminado en armchair, se obtiene el nu´mero y la energ´ıa de cada estado de
intercara de las uniones entre nanotubos (2n, 0)/(n, n).
La banda de intercara de la unio´n entre los dos grafenos semiinfinitos zigzag/armchair
no es ma´s que la banda de borde de un grafeno semiinfinito terminado en zigzag,
pero desplazada a energ´ıas negativas. Esta ruptura de la simetr´ıa electro´n-hueco
se debe a la introduccio´n de defectos topolo´gicos en la red hexagonal del grafeno.
Nuestros resultados predicen que en uniones de nanotubo con dia´metros suficien-
temente grandes habra´ estados de intercara que se extienden a lados distintos de
la unio´n. Nuestros resultados explican porque´ en ima´genes STM de uniones en-
tre diferentes nanotubos se observan estados de intercara extendie´ndose a ambos
lados de la unio´n con decaimientos distintos.
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Cap´ıtulo 5
Oscilaciones de Friedel en puntos
cua´nticos de nanotubos de carbono
Un punto cua´ntico (PQ) es una estructura formada por a´tomos en la que sus elec-
trones se encuentran confinados en las tres dimensiones del espacio. Como ya hemos
visto en el cap´ıtulo 2 de la presente memoria, la densidad de estados de los puntos
cua´nticos esta´ muy localizada tanto en el espectro energe´tico como espacialmente. El
comportamiento electro´nico de este tipo de estructuras se asemeja al de un a´tomo
aislado con niveles de energ´ıa discretos. Esta caracter´ıstica hace que estas estructuras
tengan propiedades de transporte interesantes, con posibles aplicaciones tales como
dispositivos optoelectro´nicos [139].
La posibilidad de obtener puntos cua´nticos formados por el mismo material, es de-
cir, compuestos solo de nanotubos de carbono variando la quiralidad del tubo, ha hecho
que se considere su enorme potencial en la formacio´n de dispositivos electro´nicos. Las
propiedades electro´nicas de puntos cua´nticos formados por nanotubos han sido estudia-
das desde 1996 [59]. Se ha demostrado experimentalmente el confinamiento electro´nico
en puntos cua´nticos hechos de nanotubos de carbono meta´licos [50], comprobandose
el efecto Kondo [140], o la simetr´ıa electro´n-hueco para nanotubos semiconductores de
pared u´nica [141]. En heterouniones simples de nanotubos de carbono se ha sugerido
que las oscilaciones de la LDOS tienen un comportamiento tipo Friedel [142], pero en
puntos cua´nticos no se han estudiado. En este cap´ıtulo estudiaremos las propiedades
electro´nicas de puntos cua´nticos hechos por completo de nanotubos de carbono, en los
que hay un comportamiento de los estados discretos que se asemeja a oscilaciones tipo
Friedel cuando se incrementa el taman˜o del punto cua´ntico.
5.1. Oscilaciones de Friedel
Cuando un defecto o una impureza se produce o introduce en un metal, sus elec-
trones se reordenan de tal forma que la carga queda neutralizada a largas distancias.
Por ejemplo, cuando una impureza con valencia positiva Z se situ´a en la superficie de
un metal, Z electrones rodeara´n a la impureza haciendo que la carga total se anule. El
apantallamiento es la capacidad o la habilidad que tiene un material para reordenar su
carga de tal forma que una carga introducida quede neutralizada. La variacio´n en la
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densidad de carga (carga de apantallamiento) es
δρ(R) = ρ(R)− ρ0, (5.1)
siendo ρ(R) la densidad de carga con la impureza o el defecto y ρ0 la densidad de
carga inicial. La carga apantallada tiene que ser igual a la carga introducida:
Z = 4pi
∫ ∞
0
r2drδρ(R). (5.2)
J. Friedel, usando una regla de suma sobre el cambio de fase necesario para la
neutralidad de carga, mostro´ que la variacio´n en la densidad de carga, δρ, de un sistema
cuando se introduce una carga puntual Z en el mismo decae de forma oscilatoria a largas
distancias [143] segu´n
δρ = A
sin[2kF (R + δ0)]
dα
, (5.3)
donde A es una constante, kF es el vector de onda de Fermi, d es la distancia,
δ0 es un cambio de fase y α es el factor de atenuacio´n que usualmente se relaciona
con la dimensio´n del sistema [144], siendo α = 3 para una impureza o un defecto
en metales 3D, α = 2 en 2D y α = 1 en 1D. La reduccio´n de la dimensionalidad
tendra´ consecuencias solo en el factor de atenuacio´n, ya que el periodo de las oscilaciones
es el mismo, dado por 2kF para todas las dimensiones. Por otro lado Lindhard resolvio´ el
problema del apantallamiento usando la teor´ıa de respuesta diele´ctrica, llegando al
mismo resultado que Friedel [145].
Las oscilaciones de Friedel constituyen un mecanismo de interaccio´n de largo alcance
en metales. Por ejemplo, la absorcio´n de a´tomos o mole´culas en una superficie meta´lica
depende en buena medida de los efectos de apantallamiento que se producen sobre
la superficie, donde la carga se distrubuye de forma oscilatoria para neutralizar la
carga introducida por el nuevo a´tomo o mole´cula, es decir, en una oscilacio´n de Friedel
[146, 147]. Entonces se puede decir que esta interaccio´n esta mediada por oscilaciones
de Friedel, teniendo implicaciones importantes, por ejemplo, en el crecimiento epitaxial
y pudiendo alterar las propiedades magne´ticas de los diferentes materiales al depender
del esp´ın [148].
Se han publicado numerosos trabajos experimentales donde pueden verse dichas
oscilaciones por imagen STM (Scanning Tunneling Microscopy), como por ejemplo
el llamado corra´l cua´ntico de M. F. Crommie [149, 150].
5.2. Sistema
Hemos estudiado teo´ricamente las propiedades electro´nicas de puntos cua´nticos
(PQ) hechos por completo de nanotubos de carbono. Los PQ estudiados corresponden
a la estructura A/B/A, donde A y B son nanotubos de distinta quiralidad y por tanto
de diferentes propiedades electro´nicas. Debido a que un nanotubo puede ser meta´lico
(M) o semiconductor (SC) dependiendo de su quiralidad, se pueden dar cuatro tipos
ba´sicos de PQ atendiendo a la ya citada estructura: M / M/ M, M / SC / M, SC /M
/ SC y SC /SC /SC.
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Figura 5.1: Estructura de los puntos cua´nticos estudiados. El PQ de arriba corresponde
a un PQ2(12,0) y el de abajo a un PQ3(6,6). Ambos tienen 6 pares de defectos 5/7 en
las intercaras que hacen posible la unio´n.
Nuestro estudio se ha basado en puntos cua´nticos meta´licos, es decir del tipoM / M
/ M. Concretamente, hemos estudiado PQ meta´licos hechos enteramente de nanotubos
aquirales, zigzag (2n,0) y armchair (n,n), teniendo por tanto dos posibilidades:
PQ (zigzag) o PQN(2n,0) : el nanotubo central es zigzag y los exteriores son de
tipo armchair en la forma (n,n) / N (2n,0) / (n,n)
PQ (armchair) o PQN(n,n) : el nanotubo central es armchair y los exteriores
son de tipo zigzag en la forma (2n,0) / N (n,n) / (2n,0)
N indica en este caso el nu´mero de capas del material interior, por lo tanto esta´ re-
lacionado con el taman˜o del PQ, en la forma d = Na, donde d es la longitud del
nanotubo en la direccio´n de su eje longitudinal y a es la longitud de la celda unidad,
que en el caso de nanotubos armchair es a = 2.46 A˚ y en el caso de nanotubos zigzag
es de a = 4.26 A˚.
Hemos elegido los tubos de manera que el PQ permanezca recto y la diferencia entre
el dia´metro de los tubos no sea muy grande. Para hacer uniones entre los nanotubos es
necesario introducir defectos topolo´gicos tipo hepta´gono/penta´gono en la red hexagonal
del nanotubo, como hemos explicado en el cap´ıtulo anterior. Para el caso de uniones
(2n, 0)/(n, n) son necesarios n pares de defectos 5/7. Por lo tanto, el sistema tiene dos
intercaras en las cuales los defectos 5/7 esta´n enfrentados entre s´ı, como indica la figura
5.1.
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5.3. Densidad de estados y estados de intercara en
PQ de nanotubos
La densidad de estados local (LDOS) se ha calculado dentro de la aproximacio´n
tight-binding usando el me´todo SGFM, explicados en el cap´ıtulo 2 de la presente me-
moria. Esta´ nos dara´ la localizacio´n energe´tica y espacial de los estados electro´nicos.
En la figura 5.2 he representado la LDOS en funcio´n de la energ´ıa de un PQN(18,0)
con N variando desde 1 hasta 9 capas, y un PQN(9,9) con N desde 1 hasta 14 capas. Se
observa como aparecen estados localizados en los que la energ´ıa a la que se encuentran
var´ıa segu´n aumenta el taman˜o (N) del PQ. Cada l´ınea vertical azul determina la
energ´ıa hacia donde convergen los estados de intercara cuando el taman˜o, N, aumenta,
que es la energ´ıa a la que se encuentran los estados de intercara de una intercara aislada.
En cada PQ hay dos l´ıneas determinadas, una a la energ´ıa E = −0.2205 eV y la otra a
una energ´ıa E = −0.2825 eV. Estas energ´ıas coinciden exactamente con las extra´ıdas
para el caso de una unio´n simple de un nanotubo (18,0) con otro (9,9), (18,0)/(9,9),
cuyo origen se ha explicado en el cap´ıtulo anterior. Tambie´n se observa que aparecen
otros picos en la LDOS, pero conforme el taman˜o del nanotubo central va aumentando
la altura relativa de los picos va disminuyendo hasta incluso desaparecer, por lo tanto
no los hemos considerado como estados propios de intercara.
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Figura 5.2: LDOS de un PQN(18,0) (A)) y de un PQN(9,9) (B)). Las l´ıneas azules
corresponden a la energ´ıa a la que tienden los estados de intercara cuando el taman˜o
del PQ aumenta segu´n N .
Esto mismo sucede para los dema´s casos, PQN(2n,0) y PQN(n,n), en los cuales
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los estados de intercara tienden a las energ´ıas de los estados localizados de una unio´n
simple, (2n, 0)/(n, n). Esto tiene una razo´n muy simple, cuando un punto cua´ntico
esta´ formado por dos intercaras, cada una de ellas aportara´ los estados que se produzcan
en ella. Cuando el taman˜o del PQ es pequen˜o los estados provenientes de las dos
intercaras interaccionan y se separan en energ´ıa. Ahora bien, cuando la distancia entre
las dos intercaras es lo suficientemente grande para que los estados no interaccionen
entre ellos, estos tienden a la energ´ıa del estado de una sola intercara.
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Figura 5.3: Las gra´ficas centrales corresponden a la LDOS en funcio´n de la energ´ıa
para los PQ3(9,9) (arriba) y PQ3(18,0) (abajo). Los estados de intercara han sido
etiquetados mediante las letras A, B, C y D en cada PQ. Las representaciones de la
izquierda corresponden a la LDOS por a´tomo del PQ3(18,0) para cada uno de los
estados etiquetados, mientras que las de la derecha corresponden al PQ3(9,9). Se ha
escogido una porcio´n del nanotubo y se ha representado en un plano para mejorar su
visualizacio´n.
Veamos algu´n ejemplo de la localizacio´n espacial de estados de intercara. En las
gra´ficas centrales de la figura 5.3 se observa la LDOS en funcio´n de la energ´ıa para un
taman˜o N = 3 del nanotubo central del PQ. Aparecen para cada PQ cuatro estados
localizados etiquetados con las letras A, B, C y D, y en las ilustraciones de los laterales
se ve la LDOS en funcio´n del a´tomo correspondiente para cada uno de los estados
localizados del PQ3(18,0) y del PQ3(9,9). En ambos casos los estados se pueden dis-
criminar por parejas segu´n sea su localizacio´n espacial. Para ambos PQ, una pareja
esta´ formada por los estados A y D y la otra pareja por los estados B y C. Estas pa-
rejas de estados convergen al mismo estado cuando N aumenta, es decir, provienen del
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mismo estado de intercara como ya hemos visto anteriormente. En el PQ3(18,0), A y
D convergen a la energ´ıa E = −0.2205 eV, y la pareja B y C a la energ´ıa E = −0.2825
eV. En el PQ3(9,9) A y D convergen a la energ´ıa E = −0.2825 eV, mientras que B
y C a E = −0.2205 eV. Se comprueba que los estados A y D del PQ3(18,0) esta´n
localizados en la intercara pero se extienden hacia el interior del PQ, es decir hacia el
lado del nanotubo (18,0), mientras que los estados B y C se anclan en la intercara pero
se localizan ma´s hacia el exterior del PQ, es decir, en el lado de los nanotubos (9, 9). El
PQ3(9,9) presenta el comportamiento inverso: los estados A y D tienen un ma´ximo en
los a´tomos de la intercara, pero tienden a localizarse en los a´tomos de los nanotubos
exteriores (18, 0), mientras que los B y C tienden a localizarse en el nanotubo interior
(9, 9) del PQ.
5.3.1. Decaimiento de los estados de intercara
La dependencia de la energ´ıa de los estados de intercara con el taman˜o del punto
cua´ntico depende del tipo del nanotubo interior. En un PQ de la forma PQN(2n,0)
el decaimiento en energ´ıa es mono´tono, mientras que en un PQN(n,n) es oscilatorio.
Este comportamiento se ha observado para cualquier dia´metro n del PQ, desde n=4
hasta n=15. En la figura 5.4 se pueden observar las energ´ıas en funcio´n de N para el
PQN(18,0). Se ve claramente como los estados de intercara tienden al estado 1 con
una energ´ıa de E = −0.2205 eV y al estado 2 con una energ´ıa E = −0.2825 eV.
Una propiedad a tener en cuenta es el taman˜o N al cual convergen definitivamente
los estados. En el caso del estado 1, y para una energ´ıa imaginaria η = 10−3 eV, la
convergencia se alcanza a un taman˜o de N = 14 capas, mientras que para el estado 2,
y para la misma η, se alcanza a N = 7 capas.
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Figura 5.4: Energ´ıa de los estados de intercara de un PQN(18,0). Las curvas indican
el decaimiento mono´tono.
Por otro lado he representado los valores de las energ´ıas de los estados de intercara
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para cada valor de N del PQN(9,9) identificando cada estado segu´n su funcio´n de onda
(ver fig. 5.5). Segu´n la simetr´ıa de la funcio´n de onda, cada estado se puede dividir en
dos grupos que he identificado en rojo o azul en la figura, es decir los estados marcados
en rojo (azul) tienen la misma funcio´n de onda y por tanto son el mismo estado, pero
su energ´ıa var´ıa segu´n el taman˜o del PQ de forma oscilatoria. Al igual que en el caso
anterior los estados tienden a la misma energ´ıa (estado 1 y 2) y el taman˜o N al cual
convergen definitivamente var´ıa de un estado a otro, el estado 1 converge a un taman˜o
de N = 10, mientras que el estado 2 converge a N = 15 aproximadamente, para una
misma η.
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Figura 5.5: Energ´ıa de los estados de intercara de un PQN(9,9) en funcio´n de N. Las
gra´ficas insertadas es una ampliacio´n en energ´ıas de una zona concreta. La gra´fica de la
izquierda muestra el decaimiento del estado 1 que corresponde al energ´ıa E = −0.2205
eV y la gra´fica de la derecha al estado 2 con E = −0.2825 eV.
Hemos atribuido el diferente comportamiento de los estados de intercara a oscila-
ciones de tipo Friedel dependientes del nanotubo que forma el PQ. Las oscilaciones
de Friedel se relacionan con la oscilacio´n de la carga alrededor de una impureza o un
defecto, como hemos visto anteriormente. En el caso que estamos estudiando, las inter-
caras que conectan a los nanotubos actu´an como impurezas, entonces el PQ puede ser
tratado como un sistema 1D con dos impurezas que interaccionan en la regio´n central
del punto cua´ntico, donde las oscilaciones de carga se solapan. Debido a los efectos de
interferencia la energ´ıa de interaccio´n entre las dos intercaras toma la misma depen-
dencia oscilatoria que en el caso de un defecto simple. Las oscilaciones de tipo Friedel
siguen la funcio´n
f(d) = A
sin[2kF (d+ δ0)]
dα
, (5.4)
donde d es el taman˜o del PQ y δ0 es un cambio de fase superficial, que representa
la alteracio´n de la funcio´n de onda en los bordes del PQ.
De la ecuacio´n 5.4 es inmediato ver que las oscilaciones dependen en primer lugar
del taman˜o d, que en el nanotubo se relaciona con el nu´mero de capas N del nanotubo
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Figura 5.6: Estructura de bandas de los nanotubos (18,0) y (9,9). La energ´ıa de Fermi
EF = 0 cruza a las bandas en kF = 0 en el nanotubo (18,0), mientras que en el
nanotubo (9,9) la EF = 0 cruza las bandas a
2
3ΓX =
2pi
3a , donde a = 2.46 A˚.
central y en segundo lugar, dependen del vector de onda a nivel de Fermi, kF , del
nanotubo central del PQ. Esto explica el diferente comportamiento de las dos series
de PQ estudiadas. En el PQN(18,0), el nanotubo (18,0) tiene un kF = 0 mientras
que en el PQN(9,9) el nanotubo (9,9) tiene un kF = 2pi/3a, (ver figura 5.6). Debido
a esto, el PQN(18,0) no puede mostrar ninguna oscilacio´n entre el acoplamiento de
los estados de intercara, y por consiguiente sigue un decaimiento potencial mono´tono
definido por la ecuacio´n f(d) = Ad−α, donde α es el decaimiento de los estados. Hemos
obtenido un decaimiento α1 = 1.68 para el estado 1 y un decaimiento α2 = 2.45
para el estado 2, que son resultados muy alejados del valor esperado (α ≈ 1)[144]
para un sistema unidimensional. Por consiguiente, en puntos cua´nticos compuestos
por nanotubos de carbono el acoplamiento entre los estados en los que intervienen los
defectos penta´gono-hepta´gono no sigue el decaimiento de sistemas unidimensionales y
adema´s el decaimiento es diferente para cada estado.
Volviendo a la figura 5.5, la l´ınea roja (azul) representa el ajuste de los estados del
PQN(9,9) a la ecuacio´n 5.4. Pero para ver esto de forma ma´s clara es preciso darse
cuenta de que la amplitud de las oscilaciones disminuyen para largas distancias. Por
tanto, adoptaremos una estrategia que nos permita relacionar las oscilaciones de los
estados de intercara con la ecuacio´n 5.4 de forma ma´s clara, obviando el decaimiento
mono´tono. Esta consiste en obtener la derivada segunda de la magnitud en cuestio´n
[136, 144, 151, 152, 153, 154], que en nuestro caso es la derivada segunda de la energ´ıa
con respecto a d,∆2E, multiplicada por el taman˜o del PQ dα (ver figura 5.7), para luego
ajustar los puntos obtenidos a la derivada segunda de f(d), esto es, f ′′(d) = f(d). En las
gra´ficas de la figura 5.7 se puede ver como por un lado se ha representado ∆2E frente
a N para cada uno de los estados 1 y 2 y por otro se ha hecho el ajuste anteriormente
descrito. Hemos obtenido para el periodo de oscilacio´n un valor de 1.61 c. u. y 1.51 c.
u. para el estado 1 y estado 2 respectivamente, muy cercano al valor teo´rico esperado
de 32 celdas unidad como periodo de oscilacio´n.
Hemos obtenido valores similares para otros puntos cua´nticos como son PQN(12,0) y
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Figura 5.7: Los puntos azules unidos con una l´ınea corresponden a la segunda derivada
de los estados 1 (a) y 2 (b) del PQN(9,9) multiplicada por el taman˜o del PQ elevado a
α, dα. La l´ınea discontinua corresponde al ajuste a la funcio´n f ′′(d) = f(d) · dα, donde
f(d) esta´ definida en la ecuacio´n 5.4.
PQN(6,6). En la figura 5.8 se puede ver como el decaimiento de los estados de intercara
que aparecen en el PQN(12,0) es mono´tono tal como aparecen en el PQN(18,0), en
cambio, en este caso los estados decaen a la energ´ıa E = −0.2850 eV conforme aumenta
N , es decir, solo hay un estado al que tienden los otros estados y no dos como en el
caso anterior. En el PQN(6,6) el decaimiento de la energ´ıa de los estados de intercara
es oscilatorio y por tanto se asemeja al caso del PQN(9,9).
Para obtener el factor de atenuacio´n α en el PQN(12,0) se procede de forma igual
que en el caso anterior. El PQN(12,0) tiene situado el nivel de Fermi a EF = 0 eV y
a esa energ´ıa el vector de onda k tiene un valor kF = 0. Ajustando los valores de los
estados de intercara a la ecuacio´n 5.4 obtenemos un valor para α = 3.5.
Haciendo el ajuste mediante la ecuacio´n 5.4 a ∆2E ·dα para los estados de intercara
del PQN(6,6) (apartado A) de la figura 5.10) hemos obtenido un periodo de oscilacio´n
de 1.4, el cual esta´ de acuerdo con el valor teo´rico de 32 .
En superredes compuestas por nanotubos aquirales meta´licos tambie´n se ha observa-
do este comportamiento. Concretamente en la superredM(12,0)/N(6,6) yM(18,0)/N(9,9)
donde M y N son el nu´mero de capas de los nanotubos zigzag y armchair respectiva-
mente. En la fig. 5.9 se han representado los estados de intercara cuando variamos M
y fijamos a un taman˜o determinado N, (N = 8), en la superred M(12,0)/8(6,6) obte-
niendo valores parecidos al PQN(12,0). Cuando N var´ıa en 8(12,0)/N(6,6) se obtiene
un patro´n de estados de intercara similar al punto cua´ntico PQN(6,6). El ajuste reali-
zado para los estados de intercara de la superred M(12,0)/8(6,6) da un valor para el
decaimiento α = 3.43 y para la superred 8(12,0)/N(6,6) se obtiene un valor del periodo
de oscilacio´n 1.56 celdas unidad (ver fig. 5.10B)). Para la superred con un dia´metro
mayor, la M(18,0)/N(9,9), se obtienen dos estados, tal y como sucede en el PQN(18,0)
y PQN(9,9), a los que tienden los estados de intercara cuando N o M aumenta.
Se ha comprobado que el comportamiento de la energ´ıa a las que se encuentran
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Figura 5.8: A) Estados de intercara en el PQN(12,0). La l´ınea roja discontinua co-
rresponde al ajuste del decaimiento mono´tono de los estados mediante la ecuacio´n que
aparece en la insercio´n de la gra´fica. B) Decaimiento de los estados de intercara en un
PQN(6,6). La gra´fica insertada es una ampliacio´n en energ´ıas de los valores mayores
de N.
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Figura 5.9: A) Estados de intercara en la superredM(12,0)/8(6,6). La l´ınea roja rayada
corresponde al ajuste del decaimiento mono´tono de los estados. B) Decaimiento de
los estados de intercara en la superred 8(12,0)/N(6,6). La gra´fica insertada es una
ampliacio´n en energ´ıas de una parte de los estados.
los estados de intercara en PQ aquirales esta´n gobernadas por oscilaciones tipo Friedel
dependientes del vector de onda de Fermi kF del nanotubo interior.
Estas oscilaciones no solo se dan en la energ´ıa de los estados sino que esperamos
que se den en otros feno´menos como son la energ´ıa total, la cual oscilar´ıa en funcio´n del
taman˜o del PQ. Esto puede tener implicaciones en el crecimiento de puntos cua´nticos
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Figura 5.10: Ajuste de la ∆2E · dα de los estados de intercara del PQN(6,6) (A)) y de
la superred 8(12,0)/N(6,6) (B)) a la ecuacio´n 5.4, utilizando el decaimiento α de los
estados, obtenido a partir del PQN(12,0) y de M(12,0)/8(6,6), respectivamente.
compuestos de nanotubos meta´licos, debido a que la energ´ıa total mı´nima esta´ asociada
a las estructuras ma´s estables, como ya ha sido observado en el crecimiento de capas
[151, 152] o nanoclusters [155], donde aparecen nu´meros ma´gicos selectivos para los
taman˜os de los clusters. Adema´s, las oscilaciones de Friedel pueden tener influencia en el
acoplamiento magne´tico en nanotubos meta´licos, como pasa en multicapas magne´ticas
[136, 156].
Una vez establecido el comportamiento de los estados de intercara pasemos a ver
la procedencia de los mismos.
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5.4. Procedencia de los estados de intercara en pun-
tos cua´nticos de nanotubos de carbono
En este apartado veremos la procedencia de los estados de intercara en los PQ
de nanotubos aquirales. Al igual que en el cap´ıtulo anterior, en el que hemos anali-
zado el origen de los estados de intercara de una unio´n simple hecha con nanotubos
(2n,0)/(n,n) a partir del estudio de una unio´n simple entre grafenos semiinfinitos con
borde armchair (GA) y zigzag (GZ), en este apartado vamos a tratar de explicar los
estados de intercara que aparecen en PQ de nanotubos a partir de la estructura de
bandas de pozos cua´nticos (QW, de sus siglas en ingle´s) compuestos por grafenos semi-
infinitos. Desenrollando el PQN(2n,0) en la direccio´n del eje del tubo (eje y) y haciendo
que el sistema se extienda hasta el infinito, perpendicularmente al eje del tubo (eje z),
se obtiene un pozo cua´ntico formado por grafenos en la forma GA/GZN/GA donde N
es el nu´mero de capas del grafeno de dentro. Ana´logamente al desenrollar el PQN(n,n)
se obtiene un pozo cua´ntico formado por grafenos en la forma GZ/GAN/GZ, como
indica la figura 5.11.
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Figura 5.11: El esquema de arriba representa un pozo cua´ntico GA/GZN/GA formado
por un grafeno zigzag (GZ) conN capas, entre dos grafenos armchair semiinfinitos (GA)
en la direccio´n y. El esquema de abajo representa la estructura de unQWGZ/GAN/GZ.
Ambos sistemas son perio´dicos en la direccio´n z. Se observan los defectos topolo´gicos
5/7 necesarios para unir los grafenos GA y GZ.
Los pozos cua´nticos descritos anteriormente tienen una celda unidad perio´dica en
la direccio´n del eje z. Estudiaremos la estructura de bandas, E(kz), dependiente del
vector de onda kz, para cada taman˜o N del sistema. En esta direccio´n es en la que
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aparecen dos tiras enfrentadas entre s´ı de defectos topolo´gicos 5/7, necesarias para unir
los dos tipos de grafenos involucrados, GA y GZ.
Figura 5.12: Estructura de bandas cerca del nivel de Fermi (EF = 0 eV) para el punto
cua´ntico formado por grafenos en la forma GA/GZN/GA con N desde N = 1 hasta
N = 8. La gra´fica de la derecha corresponde al QW GA/GZ30/GA. Aparecen 2 bandas
de intercara de Γ a 23ΓX. La zona en azul representa las bandas de volumen del GA
proyectadas sobre kz.
La estructura de bandas para el QW GA/GZN/GA cuando N var´ıa desde N = 1
hasta N = 8 puede verse en la figura 5.12. En cada una de las gra´ficas se observa
como aparecen dos bandas separadas cerca del nivel de Fermi (EF = 0 eV) que van
desde Γ a X en la primera zona de Brillouin, sin incluir el punto Γ debido a que este
punto pertenece a las bandas de volumen del GA proyectadas sobre kz. Tambie´n se
observa como aparecen bandas que tienen parte fuera y parte dentro de las bandas de
volumen. Recordemos que cuando una banda se halla en el volumen corresponde a una
resonancia o estado cuasilocalizado. Para un taman˜o de QW mı´nimo, es decir N = 1,
se comprueba en la figura 5.12 como estas bandas esta´n separadas. Pero, conforme
el taman˜o N del QW aumenta, estas dos bandas se van aproximando hasta que se
solapan en una sola, ve´ase la figura para N=30. Esta banda es la que aparece en una
unio´n simple entre grafenos semiinfinitos GA/GZ. En este caso, debido a que hay dos
intercaras, aparece doblemente degenerada para N grande.
Las estructura de bandas del QW GZ/GAN/GZ puede verse en la figura 5.13. Al
igual que en el QW estudiado anteriormente he representado las bandas de volumen
del material exterior, que en este caso es el GZ, junto con las bandas provenientes del
PQ. Se puede observar como aparecen dos bandas en cada una de las gra´ficas, pero su
comportamiento difiere por completo con el del QW anterior. La posicio´n relativa de
estas dos bandas tiene un comportamiento oscilante segu´n aumenta el taman˜o del QW.
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Figura 5.13: Estructura de bandas cerca del nivel de Fermi (EF = 0 eV) para el punto
cua´ntico formado por grafenos en la forma GZ/GAN/GZ con N desde N=1 hasta
N=8. La gra´fica de la derecha corresponde al QW GZ/GA20/GZ. Aparecen 2 bandas
de intercara de Γ a 23ΓX. La zona en rojo representa las bandas de volumen del GZ
proyectadas sobre kz.
Para un cierto taman˜o considerable, por ejemplo, N=20, estas dos bandas se unen en
una correspondiendo, al igual que el caso anterior, a la banda de intercara de la unio´n
simple.
Analizando las bandas para cada taman˜o N del QW GZ/GAN/GZ encontramos que
siguen un patro´n bien definido. Teniendo en cuenta que el material que forma la parte
central del pozo cua´ntico, es decir, el GAN , es una cinta de grafeno con borde armchair
(ARN) y que las bandas de borde proceden del grafeno terminado en zigzag GZ, el
comportamiento de las bandas que aparecen en este QW es debida a una combinacio´n
entre el efecto de taman˜o de una cinta ARN con las bandas de borde del GZ.
Las propiedades electro´nicas de una cinta ARN dependen del taman˜o de la misma,
N, agrupa´ndose en tres casos electro´nicos diferentes, vistos en el cap´ıtulo 2 (ver fig.
3.10), un punto cua´ntico formado en su parte central por este tipo de cintas se com-
portara´ de igual modo. Entonces, se observan los siguientes comportamientos segu´n el
taman˜o N:
Para N=1,4,7,... la cinta ARN es meta´lica. De las dos bandas que aparecen entre
Γ y 23ΓX hay una que en kz = Γ esta´ anclada a una energ´ıa E = 0 eV para
todo N y la otra toma valores negativos de la energ´ıa. Segu´n aumenta N estas
se aproximan, la primera bajando su energ´ıa y la otra aumenta´ndola sin llegar a
cruzarse en ningu´n momento.
Para N=2,5,8,.. la cinta ARN es semiconductora tipo 1. Hay una banda que
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esta´ anclada en Γ a E = 0 eV y la otra a valores negativos, subiendo su energ´ıa
segu´n aumenta N, pero en este caso estas bandas se cruzan a un cierto kz entre
Γ y 23X.
Para N=3,6,9,... la cinta ARN es semiconductora tipo 2. Las dos bandas se abren
en Γ, una con valor positivo de la energ´ıa y la otra con valor negativo, apro-
xima´ndose progresivamente cuando aumenta N.
Se ha comprobado adema´s que las funciones de onda correspondientes a las bandas
tienen una simetr´ıa diferente. Si etiquetamos a las dos bandas con A y B, y la banda
que se ancla en Γ = 0 a la energ´ıa E = 0 eV es la A y la banda que aparece en Γ = 0
a energ´ıas menores a 0 eV es la B para todos los casos excepto para N=3,6,9,.. en el
que las dos bandas se invierten, estando la banda B por encima de la A.
Este comportamiento esta´ de acuerdo con las oscilaciones que hemos encontrado
en los puntos cua´nticos de nanotubos, que hemos identificado como oscilaciones de
tipo Friedel. Por un lado, el QW GA/GZN/GA muestra un comportamiento de las dos
bandas mono´tono y por otro el comportamiento del QW GZ/GAN/GZ es oscilatorio,
tendiendo al final a la banda de intercara de una unio´n simple.
5.4.1. Obtencio´n de los estados de intercara a partir de las
bandas de pozos cua´nticos de grafeno
Una vez establecidas la estructura de bandas para los diferentes QW de grafenos,
obtendremos la energ´ıa de cada uno de los estados de intercara que aparecen en los
PQ hechos con nanotubos. La forma de proceder es como en la unio´n simple: aplicando
condiciones perio´dicas de contorno tipo BvK a la estructura de bandas de los PQ
de grafenos se obtienen los valores permitidos del vector de onda kz y con ello la
energ´ıa especifica de cada estado de intercara en el PQ hecho con nanotubos. Estos
valores dependera´n del dia´metro del nanotubo, es decir, de n de la forma siguiente
kz =
2j
n , donde j es un nu´mero entero (j = 0, .., n− 1). Por ejemplo, para un nanotubo
aquiral cuyo n = 9, esto es ((18,0) o´ (9,9)), se obtienen los valores permitidos para
kz = 0,
2
9 ,
4
9 ,
2
3 ,
8
9 dentro de ΓX.
En la figura 5.14 y 5.15 se pueden ver varios ejemplos de la aplicacio´n de condicio-
nes de contorno perio´dicas BvK a los QW’s de grafenos para obtener las energ´ıas a las
que aparecen los estados de intercara de un PQ compuesto por nanotubos aquirales.
Concretamente se observan como del QW GA/GZ2/GA y del GZ/GA2/GZ se obtie-
nen las energ´ıas a las que aparecen los estados de intercara en los puntos cua´nticos
PQ2(18,0) y PQ2(9,9) respectivamente, simplemente aplicando los valores permitidos
de kz. Para los valores de kz = Γ y de kz =
2
3ΓX no se produce ningu´n estado de
intercara porque estos puntos caen dentro de las bandas de volumen de los PQ2(18,0)
y PQ2(9,9) respectivamente. Las energ´ıas de tales estados coinciden perfectamente con
las energ´ıas obtenidas y se puede comprobar para cada uno de los ejemplos expuestos
anteriormente. Esto mismo se ha comprobado para cada uno de los taman˜os de los
PQN(18,0), PQN(9,9), PQN(12,0) y PQN(6,6).
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Friedel-like Oscillations in Carbon Nanotube Quantum Dots
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Interface states of all-metallic carbon nanotube quantum dots are studied based on a tight-binding
approach and a Green function matching technique. We have found that depending on the type of
metallic tube, the energy of interface states may show an oscillatory behavior. We identify these
as coming from Friedel oscillations. We comment on possible implications of this finding on other
physical properties, such as stability during growth of nanotube junctions and magnetic interaction
through carbon nanotubes.
PACS numbers:
kz =
2j
n
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Figura 5.14: Arriba: Tabla con los valores permitidos para el vector de onda kz para un
dia´metro n=9 de unio´n (2n,0)/(n,n). Abajo izquierda: aplicacio´n de los valores permi-
tidos de kz a la primera zona de Brillouin que va desde Γ a X de un QW GA/GZ2/GA,
y abajo derecha LDOS del PQ2(18,0).
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Figura 5.15: La gra´fica de la izquierda representa la aplicacio´n de los valores permitidos
de kz a la primera zona de Brillouin que va desde Γ a X de un QW GZ/GA2/GZ para
obtener los estados de intercara en un PQ2(18,0) (derecha).
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5.5. Conclusiones
A partir de los resultados obtenidos para la densidad de estados local (LDOS) de
puntos cua´nticos aquirales hemos llegado a la conclusio´n de que,
Hemos encontrado que los estados de intercara que aparecen en sistemas com-
puestos por nanotubos de carbono pueden mostrar oscilaciones tipo Friedel en la
energ´ıa.
Hemos tenido en cuenta dos tipos de puntos cua´nticos: 1) el nanotubo que forma el
punto cua´ntico es de tipo zigzag (2n, 0), mientras que los contactos son nanotubos
armchair (PQN(2n,0)), y 2) el nanotubo que forma el punto cua´ntico es armchair
con nanotubos exteriores de tipo zigzag (PQN(n,n)).
Cuando el taman˜o del punto cua´ntico, N , es pequen˜o, los estados de intercara
interaccionan por parejas separa´ndose en energ´ıa. Al aumentar el taman˜o del
nanotubo central, cada pareja de estados converge a la energ´ıa de los estados de
intercara de la unio´n simple. Esta convergencia depende del tipo de nanotubo que
forma el punto cua´ntico. Para puntos cua´nticos PQN(2n,0) el comportamiento de
los estados de intercara es mono´tono, mientras que para PQN(n,n) es oscilatorio.
Esta diferencia esta´ relacionada con el vector de onda de Fermi kF del nanotubo
que forma el punto cua´ntico.
Aunque los valores encontrados para el decaimiento esta´n muy por encima del
valor teo´rico predicho para sistemas unidimensionales, el periodo espacial de las
oscilaciones encontradas esta´ de acuerdo con valor teo´rico, el cual es 32 celdas
unidad para un nanotubo armchair.
Se ha comprobado que los estados de intercara proceden del estado de borde de
un grafeno acabado en zigzag, y que se pueden obtener a partir de la estructura
de bandas de un pozo cua´ntico compuesto por grafenos, simplemente aplican-
do condiciones de contorno perio´dicas o de Born-von Ka´rma´n en una direccio´n
determinada.
100
Cap´ıtulo 6
Nanoelectro´nica en nanotubos
abiertos
6.1. Introduccio´n
La nanoelectro´nica es la disciplina que estudia las propiedades electro´nicas y de
transporte en dispositivos en los que los feno´menos cua´nticos son importantes. Debido
a los efectos cua´nticos, nuevos grados de libertad aparecen como son el esp´ın de los
portadores de carga y el valle al que pertenecen. Las propiedades electro´nicas debidas al
esp´ın del electro´n son ma´s conocidas y estudiadas en lo que se denomina la espintro´nica
[157, 158]. La espintro´nica se remonta a la de´cada de 1930 cuando Mott atribuyo´ ciertas
anomal´ıas en el transporte ele´ctrico de metales ferromagne´ticos al hecho de que los
electrones de conduccio´n se dividen en dos familias independientes de portadores de
carga: unos con esp´ın up y otros con esp´ın down [159]. Estas dos familias pueden
contribuir de manera diferente a los procesos de transporte electro´nico, manifesta´ndose
en la separacio´n entre bandas con esp´ın up y down en la estructura de bandas.
Pero realmente, la espintro´nica como tal no comienza hasta 1988, an˜o en el que
dos grupos de investigacio´n descubrieron el feno´meno de la magnetorresistencia gi-
gante (GMR, de sus siglas en ingle´s) en multicapas magne´ticas. Estas consisten en
capas delgadas magne´ticas separadas por capas delgadas no magne´ticas. En ellas se
vio que la corriente electro´nica depende de la orientacio´n relativa de la magnetizacio´n
de las capas magne´ticas. En concreto, la GMR se define como el feno´meno f´ısico que
presentan ciertos materiales en los que su resistencia cambia fuertemente cuando un
campo magne´tico es aplicado. El grupo de Peter Gru¨nberg obtuvo GMR en tricapas de
Fe/Co/Fe [160] y el grupo de Albert Fert en multicapas de Fe/Cr [161]. Ambos grupos
obtuvieron en 2007 el premio Nobel de F´ısica por este descubrimiento.
Efectivamente en los trabajos anteriores, cuando las capas mostraban un ordena-
miento ferromagne´tico, es decir, cuando la magnetizacio´n de cada una de las capas era
la misma, la resistencia era menor que cuando mostraban un ordenamiento antiferro-
magne´tico (capas con diferente esp´ın alternativamente). Al aplicar un campo magne´tico
a las multicapas magne´ticas, los espines de las capas se alinean progresivamente en la
direccio´n del campo. El valor de la GMR se define como
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GMR(EF ) =
GFM(EF )−GAFM(EF )
GFM(EF ) +GAFM(EF )
100, (6.1)
donde GFM y GAFM son las conductancias del sistema ferromagne´tico y antiferro-
magne´tico respectivamente. En el caso de multicapas Fe/Cr se obtuvo una GMR con
valores del 80% para una temperatura de helio l´ıquido de la muestra y 20% para una
temperatura ambiente. Pero la GMR puede ser mayor del 200% [162] y esta es la razo´n
por lo que este efecto toma la palabra gigante [163].
El descubrimiento de la GMR creo´ grandes expectativas que se han visto cumplidas
ya que tiene grandes aplicaciones, particularmente en dispositivos de almacenamiento
de informacio´n magne´tica. El uso de va´lvulas de esp´ın multicapa fue propuesta por
IBM en 1994 [164] para memorias de disco duro.
Con el desarrollo de la espintro´nica se han creado nuevos dispositivos basados en
el grado de libertad del esp´ın. Estos dispositivos tienen por ejemplo la ventaja de in-
crementar la velocidad de procesamiento de datos, de disminuir el consumo de energ´ıa
y de incrementar las densidades de integracio´n. Dispositivos nuevos tales como spin-
FET (Transistores de efecto campo), esp´ın-LED (diodos de emisio´n de luz), esp´ın-
RTD (dispositivo de tuneleo resonante), conmutadores, dispositivos que utilizan los
bits cua´nticos (qubits) para la computacio´n cua´ntica, todos ellos basados en feno´menos
dependientes del esp´ın, pueden surgir en los pro´ximos an˜os. Para la puesta en marcha
de este tipo de dispositivos uno de los grandes retos a los que se enfrenta la espintro´nica
es conseguir que el transporte de portadores de carga polarizados en esp´ın no pierda la
coherencia cuando se desplaza a grandes distancias y entre distintos materiales atrave-
sando sus intercaras.
El otro grado de libertad que hemos mencionado anteriormente, el del valle al
que pertenece el electro´n, ha sido menos estudiado, y por ende la relevancia de tener
mu´ltiples valles de conduccio´n en un material. Se podr´ıa decir, en analog´ıa con la
espintro´nica, que la disciplina que estudia el grado de libertad del valle de los portadores
de carga es la “valletro´nica”. La ocupacio´n electro´nica por valles ha sido estudiada
teo´ricamente [165] y comprobada experimentalmente en un sistema 2D compuesto por
AlAs [166].
Pero no ha sido hasta 2007 cuando el valle electro´nico se ha tenido ma´s en cuenta
en grafeno, gracias al trabajo que realizaron A. Rycerz y colaboradores, los cuales
propusieron usar el grado de libertad del valle como portador de informacio´n en grafeno
[167]. Estos autores usando un sistema formado por una nanocinta de grafeno con
borde zigzag determinaron que se puede usar como filtro de valle y como va´lvula de
esp´ın dependiendo de un campo ele´ctrico aplicado. En un filtro de valle, los electrones
provenientes de un valle, por ejemplo el K, son transmitidos, mientras que electrones
provenientes del valle K’ son reflejados. Este efecto es consecuencia de que la nanocinta
con borde zigzag tiene polarizacio´n de valle en el modo de conduccio´n ma´s cercano al
nivel de Fermi [118]. Han surgido numerosos trabajos teo´ricos en los que estudian
este feno´meno, como por ejemplo en el efecto Hall cua´ntico de nanocintas [168] o ma´s
recientemente, se ha propuesto que una l´ınea de defectos topolo´gicos actu´e como filtro
de valle [169]. Sin embargo, la conduccio´n por valles en nanocintas no se ha comprobado
experimentalmente debido a la dificultad de fabricar nanocintas de grafeno con un borde
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zigzag perfecto.
Por otro lado en abril de 2009, tres grupos anunciaron simulta´neamente una prome-
tedora forma de fabricar nanocintas de grafeno delgadas usando nanotubos de carbono
como material de partida [33, 34, 35]. Estos tres grupos propusieron el desenrollamiento
de nanotubos de carbono a lo largo del eje longitudinal para hacer nanocintas. Esto
abre la posibilidad, como he explicado en la introduccio´n, de fabricar cintas de grafeno
con un borde y un ancho determinado, partiendo de un nanotubo de carbono conoci-
do. Por ejemplo se podr´ıan obtener nanocintas con borde zigzag perfecto partiendo de
nanotubos aquirales tipo armchair (n,n).
En ima´genes de microscop´ıa TEM se ha visto que en algunos casos el desenrolla-
miento no se produjo totalmente sino parcialmente [36], quedando una nanocinta unida
al nanotubo de partida. En este cap´ıtulo estudiaremos una nueva estructura basada
en la unio´n de un nanotubo con una nanocinta de grafeno. Este sistema aprovecha las
ventajas de los electrones confinados en una estructura tubular cuasiunidimensional
(nanotubos) junto con los estados de borde que aparecen en las nanocintas, pudiendo
ser usado por la espintro´nica y la “valletro´nica” para fabricar nuevos dispositivos. Ade-
lantamos que el nuevo sistema propuesto tiene una GMR del 100% y puede ser usado
como filtro de valle, adema´s de una transparencia electro´nica entre sus intercaras total,
lo que produce una buena coherencia entre los portadores de carga a largas distancias.
6.2. Sistema y modelo
Vamos a estudiar las propiedades electro´nicas y de transporte de los siguientes
sistemas en los que esta´n involucrados nanotubos y nanocintas (ver figura 6.1):
Nanotubo abierto por uno de sus extremos. Se asemeja a una unio´n simple na-
notubo/nanocinta.
Nanotubo parcialmente abierto en su parte central. PQ [nanotubo/nanocinta/nanotubo].
Nanotubo abierto por sus extremos. PQ [nanocinta / nanotubo / nanocinta].
Utilizaremos un modelo tight-binding a primeros vecinos para describir los electrones
de los orbitales pi. Con la inclusio´n de el te´rmino de Hubbard en el rango 1.5 < U < 3.0
eV se incluye la interaccio´n entre electrones necesaria para explicar la magnetizacio´n
que sufre la parte de la cinta ZGNR [170]. Esta aproximacio´n describe adecuadamente
las principales caracter´ısticas de los ca´lculos ab initio, como hemos visto en el cap´ıtulo 1.
Para calcular las propiedades electro´nicas y de transporte de estos sistemas utilizaremos
la te´cnica SFGM junto con la formulacio´n de Landauer.
Hemos considerado que un nanotubo abierto es un nanotubo al que se le han cortado
los enlaces por donde ocurre la apertura, que suele ser a lo largo del eje del nanotubo.
Suponemos que esto no afecta a los enlaces entre los otros carbonos.
Nos centraremos en nanotubos armchair tipo (n, n). Estos nanotubos al abrirse a
lo largo del su eje forman nanocintas zigzag (ZGNR), las cuales son interesantes de-
bido a que tienen estados localizados en el borde en Fermi, como ya hemos estudiado
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en cap´ıtulos anteriores. Estos estados pueden ser magne´ticos, es decir, tienen un ca-
racter ferromagne´tico o antiferromagne´tico, comporta´ndose como un metal o como un
semiconductor en Fermi, respectivamente [202]. En estas cintas aparte del magnetismo
que tienen por los estados de borde, son interesantes porque el modo ma´s cercano a
la energ´ıa de Fermi esta´ degenerado en valle, tambie´n llamado isosp´ın del electro´n. A
continucio´n desarrollaremos el te´rmino valle en cintas de grafeno y nanotubos.
Figura 6.1: Izquierda: Estructura geome´trica del nanotubo CNT(6,6) abierto por un
extremo. Derecha arriba: Estructura del CNT(6,6) abierto por el centro: PQ nanotu-
bo / nanocinta / nanotubo y abajo derecha CNT(6,6) abierto por sus extremos: PQ
nanocinta / nanotubo / nanocinta.
6.2.1. Valle electro´nico en cintas de grafeno y nanotubos de
carbono.
Como ya hemos explicado una caracter´ıstica de la red hexagonal del grafeno com-
puesta por dos a´tomos inequivalentes es que crea dos conos de Dirac K y K ′ en su
estructura de bandas. La estructura de bandas de nanotubos o nanocintas viene dada
por la aplicacio´n de condiciones de contorno perio´dicas o de frontera, respectivamente,
a estos dos conos de Dirac K y K ′ del grafeno. En la estructura de bandas de nanocin-
tas armchair y nanotubos zigzag, las bandas resultantes tienen degeneracio´n de valle es
decir, ambos valles del grafeno originan la misma banda. Por el contrario en nanocintas
zigzag y nanotubos armchair las bandas se pueden separar por valles por que su origen
viene de valles diferentes del grafeno [171].
En la estructura de bandas cada banda contribuye con un cuanto de conductancia.
Si suponemos que la transmisio´n se produce de izquierda a derecha en una nanocinta
de grafeno zigzag, son los estados pertenecientes a las bandas con pendiente positiva los
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que contribuyen a la conductancia. Debido a la invariancia bajo inversio´n temporal, hay
un estado con velocidad v > 0 por banda. Para poder explicar esto con ma´s detalle en
la figura 6.2 se muestra la estructura de bandas por duplicado de una cinta 12-ZGNR.
En la primera gra´fica he marcado los estados A, C y E, donde el estado A pertenece
a la primera subbanda y al valle K ′ por tener pendiente positiva, y los estados E y
el C pertenecen a la segunda subbanda y al valle K ′ y K, respectivamente. Se puede
observar como el estado electro´nico A se transmite al estado B de la misma banda
energe´tica y mismo valle electro´nico. Al igual ocurre con los estados electro´nicos C y E
que esta´n en la misma subbanda pero en distinto valle transmitie´ndose hacia la misma
banda e igual valle de partida.
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Figura 6.2: Relacio´n entre la estructura de bandas y la conductancia en la cinta 12-
ZGNR. En azul se muestran las bandas con pendiente positiva que contribuyen a la
conductancia.
La conductancia de una nanocinta de grafeno zigzag (12-ZGNR) en funcio´n de la
energ´ıa se muestra en la figura 6.2 (derecha). En un sistema unidimensional perfecto,
como el el caso de la nanocinta (12-ZGNR), la conductancia esta´ cuantizada y viene
dada por el nu´mero de canales (bandas con pendiente positiva) a la energ´ıa de intere´s.
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6.3. Resultados
Estudiaremos a continuacio´n los sistemas propuestos con anterioridad, desde el ma´s
sencillo como es el caso de una unio´n simple con electrones no interactuantes hasta
puntos cua´nticos con electrones interactuantes.
6.3.1. Unio´n nanotubo/nanocinta con electrones no interactuan-
tes.
Primero empezaremos por la ma´s simple de las nanoestructuras propuestas, la unio´n
entre un nanotubo CNT(6,6) y una cinta 12-ZGNR (CNT(6,6)/12-ZGNR). En la figu-
ra 6.3 se puede observar la conductancia de los componentes del sistema por separado,
esto es, del nanotubo y de la nanocinta, y de la unio´n cuando los electrones no son
interactuantes, es decir, con el te´rmino de Hubbard U = 0 eV. Por un lado la l´ınea
punteada roja es la conductancia de la nanocinta 12-ZGNR y por otro la l´ınea dis-
continua azul representa la conductancia del nanotubo (6,6). La l´ınea negra continua,
que representa la conductancia de la unio´n, se aproxima al valor de la conductancia
de un integrante u otro de la unio´n, obviamente al que tenga la conductancia menor a
cada energ´ıa. A energ´ıas cercanas de 0 eV, entre −0.92 < E < 0.92 eV, aparece una
regio´n constante en la conductancia de la unio´n con valor G = 1G0, siendo G0 = 2e2/h
el cuanto de conductancia, que coincide exactamente con el valor de la conductancia
de la nanocinta, lo que demuestra que el nanotubo CNT(6,6) actu´a como un contacto
transparente a los electrones provenientes de la cinta 12-ZGNR.
En la gra´fica insertada de la figura 6.3 se muestra la estructura de bandas por
canales (K y K’) para cada uno de los 2 integrantes de la unio´n. En el eje de abscisas
esta´ representado el vector de onda multiplicado por la longitud de la celda unidad, ka,
de este modo el rango de la primera zona de Brillouin es (−pi, pi], mientras que en el
eje de coordenadas la energ´ıa esta´ representada sin unidades debido a que se exponen
las bandas de un modo orientativo, solo para hacer hincapie´ en los canales K y K’ que
tiene cada una de las partes.
Analizando el sistema, cuando la conduccio´n se hace de izquierda a derecha (del
nanotubo a la nanocinta) se encuentra que solo el canal K’ de la nanocinta esta´ abierto
al transporte debido a que solo existe un valle positivo en los canales de K’ a energ´ıas
cercanas a 0 eV. Este canal es completamente transparente a los estados que proceden
del canal K’ del nanotubo. As´ı mismo, los electrones provenientes del canal K del
nanotubo no pueden atravesar la unio´n con la nanocinta debido a que necesitan una
transferencia de momento, ∆k, elevada para pasar de un valle a otro, y por tanto no
son transmitidos. Por tanto, la nanocinta actu´a como filtro de valle para el nanotubo.
Cuando la energ´ıa aumenta o disminuye alrededor de 1 eV, nuevos canales se abren
en la nanocinta (hasta tres). En este caso la conductancia estara´ limitada por los canales
del nanotubo CNT(6,6), el cual tiene dos a esa energ´ıa, posibilitando el transporte de los
estados de sus dos valles. En este caso la nanocinta 12-ZGNR actu´a como un contacto
transparente para el nanotubo CNT(6,6).
Estos resultados han sido comprobados en nanoestructuras ma´s grandes, como es el
caso de la unio´n CNT(18,18)/36-ZGNR (ver figura 6.4). En ella el comportamiento de
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Figura 6.3: Conductancia de la unio´n CNT(6,6)/12-ZGNR (negro). La l´ınea azul dis-
continua representa la conductancia de un nanotubo CNT(6,6) y la l´ınea roja punteada
a una nanocinta 12-ZGNR. Las gra´ficas insertadas son las estructuras de bandas re-
presentativas del CNT(6,6) (izquierda) y de la 12-ZGNR (derecha).
la conductancia es igual al del sistema anterior. La conductancia de la unio´n adquiere el
valor de la conductancia o bien del nanotubo o bien de la nanocinta, es decir aquella que
sea menor para cada energ´ıa. Es decir, en este sistema, o bien el nanotubo actu´a como
un contacto transparente a la nanocinta, o bien la nanocinta actu´a como un contacto
transparente al nanotubo. En la conductancia aparecen nuevos canales conductores a
energ´ıas ma´s cercanas a E = 0 eV debido al taman˜o de los componentes de la unio´n,
as´ı, se reduce la regio´n en la que la conductancia es ma´s baja (−0.325 eV < E < 0.325
eV), y por ende la zona en la que los electrones provenientes del nanotubo CNT(18,18)
sufren un filtrado de valle.
En la gra´fica insertada en la figura 6.4 se observa la estructura de bandas represen-
tativa de cada uno de los integrantes de la unio´n, en ella se comprueba que aparecen
nuevos canales debido al taman˜o del sistema. Se ha comprobado que solo se transmiten
los estados provenientes del valle K ′ del CNT(18,18) a los estados del valle K ′ de la
nanocinta 36-ZGNR a niveles energe´ticos cercanos a E = 0 eV. Por consiguiente, la
nanocinta actu´a como filtro de valle para el nanotubo tal y como pasa en la unio´n ma´s
pequen˜a.
Analizando sistemas en los que la parte de la nanocinta es ma´s estrecha de la
que se obtendr´ıa con un nanotubo abierto, como por ejemplo el sistema formado por
un nanotubo CNT(6,6) y una nanocinta 10-ZGNR, (CNT(6,6)/10-ZGNR), no hemos
encontrado cambios significativos. A una energ´ıa cercana a E = 0 eV se observa que
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Figura 6.4: Conductancia de la unio´n CNT(18,18)/36-ZGNR (negro). La l´ınea azul
discontinua representa la conductancia de un nanotubo CNT(18,18) y la l´ınea roja
punteada a una nanocinta 36-ZGNR. Las gra´ficas insertadas son las estructuras de
bandas del CNT(18,18) (izquierda) y de la 36-ZGNR (derecha).
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Figura 6.5: Conductancia de la unio´n CNT(6,6)/10-ZGNR (negro). La l´ınea azul dis-
continua representa la conductancia de un nanotubo CNT(6,6) y la l´ınea roja punteada
a una nanocinta 10-ZGNR. Las gra´ficas insertadas son las estructuras de bandas del
CNT(6,6) (izquierda) y de la 10-ZGNR (derecha). Tambie´n se muestra la estructura
geome´trica de la unio´n, donde el azul es el CNT(6,6) y en rojo la 10-ZGNR.
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el sistema ha pasado de una conductancia G = 1G0 a G = 0.98G0, esto es debido
al cambio sustancial en la estructura de bandas del 10-ZGNR con respecto al 12-
ZGNR, la curvatura de las bandas es ligeramente diferente y esto hace que los estados
tengan una reflexio´n casi imperceptible en la intercara. Entonces, la reduccio´n de la
nanocinta no implica cambios cualitativos y la nanocinta sigue siendo cuasitransparente
a los estados provenientes del nanotubo en el rango energe´tico −1.08 eV < E < 1.08
eV. Adema´s, se transmiten los estados del valle K ′ del nanotubo a la nanocinta 10-
ZGNR, que hace de filtro de valle para los estados del nanotubo CNT(6,6). Hemos
comprobado estos resultados tambie´n en sistemas ma´s grandes como es el caso de la
unio´n CNT(36,36)/32-ZGNR.
6.3.2. Unio´n nanotubo/nanocinta con electrones interactuantes.
La interaccio´n entre electrones produce cambios significativos en la estructura de
bandas de las nanocintas cerca del nivel de Fermi. A continuacio´n analizaremos como
estas interacciones modifican las propiedades de transporte a bajas energ´ıas en la unio´n
nanotubo/nanocinta.
En la Figura 6.6 se muestran los efectos de las interacciones electro´n-electro´n en
la conductancia del sistema CNT(6,6)/12-ZGNR para una energ´ıa de Hubbard de
U = 2 eV y U = 3 eV. Se comprueba que para los nanotubos la interaccio´n de
Hubbard no modifica los momentos magne´ticos de los a´tomos de carbono, de este
modo el efecto de U no produce cambios en la estructura de bandas. Sin embargo, en
las ZGNR la interaccio´n coulombiana ordena los espines de los a´tomos de cada borde
ferromagne´ticamente, mientras que los momentos magne´ticos de los bordes se alinean
antiferromagne´ticamente (AFM). El ordenamiento AFM de los momenos de los bordes
abre un gap e induce una dispersio´n en las bandas de las nanocintas. El gap aumenta
con el valor de la interaccio´n coulombiana U .
Por encima del gap hay una regio´n en la que la conductancia aumenta con respecto al
caso de de electrones no interactuantes. Esto es debido a la dispersio´n de los estados de
borde inducida por la interaccio´n electro´n-electro´n que abre un nuevo canal electro´nico
cerca del punto de Dirac de la nanocinta, como por ejemplo en el punto C de la figura
6.6.
Aparte de la transmisio´n desde el valle K ′ del nanotubo al valle K ′ de la nanocinta
observados en el caso de electrones no interactuantes, ahora un estado A proveniente
del valle K del nanotubo puede ser transmitido a un estado C de la nanocinta ZGNR
perteneciente tambie´n al valle K, dando un aumento en la conduccio´n. El ancho de
este abultamiento en la conductancia es proporcional al gap y aumenta con U, por
ejemplo para U = 2 eV, el ancho del abultamiento es ∆E = 0.135 eV, y para U = 3
eV es de ∆E = 0.220 eV. El estado C es un estado de borde, en el cual la funcio´n
de onda se localiza en bordes contrarios para orientaciones de esp´ın contrarias. Por
consiguiente, el exceso de corriente con respecto al caso sin interaccio´n (abultamiento
en la conductancia), se localiza en los bordes con polarizacio´n de esp´ın diferente.
A energ´ıas ma´s altas hay un intervalo donde la conductancia tiene el valor 2e2/h, en
el cual ocurre el filtrado de valle, como esta´ explicado en el apartado anterior. El ancho
de esta regio´n de conductancia constante es de ∆E = 0.65 eV para U = 2 eV haciendo
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posible el filtrado de valles en nanotubos de carbono. Por encima de esta regio´n, los
valores de la conductancia son iguales al caso sin interaccio´n, demostra´ndose la alta
transparencia de los nanotubos armchair para nanocintas ZGNR y viceversa.
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Figura 6.6: Conductancia de la unio´n CNT(6,6)/12-ZGNR con U = 2 eV (l´ınea negra)
y con U = 3 eV (l´ınea verde). Las gra´ficas insertadas son las estructura de bandas
respresentativas del CNT(6,6) (izquierda) y de la 12-ZGNR con U = 3 eV(derecha).
El ordenamiento antiferromagne´tico de los bordes de la nanocinta es muy suscep-
tible a campos magne´ticos externos B. El acoplamiento Zeeman entre los espines del
electro´n y B, el cual hace que la nanocinta tenga una configuracio´n ferromagne´tica en-
tre sus bordes, compite con el acoplamiento AFM. El campo necesario B para cambiar
el ordenamiento de los momentos del borde de AFM a FM en una cinta ZGNR depende
de la energ´ıa de Hubbard U (en el modelo aplicado), del largo y ancho de la nanocinta
y adema´s de la temperatura. Este valor ha sido estimado [170] en B = 0.03 T para una
temperatura de 4 kelvin.
La solucio´n ferromagne´tica se obtiene resolviendo auto-consistentemente el hamilto-
niano de Hubbard, con una configuracio´n inicial ferromagne´tica. En la gra´fica insertada
en la izquierda de la figura 6.7 esta´ representada la estructura de bandas para la nano-
cinta 12-ZGNR para el ordenamiento ferromagne´tico. En ella puede observarse como
la energ´ıa de los estados de borde con espines opuestos se desdobla y debido a la si-
metr´ıa electro´n-hueco se cruzan a una energ´ıa E = 0 eV. Por consiguiente un campo
magne´tico aplicado a la nanocinta ZGNR hace que esta sea ferromagne´tica y meta´lica,
abriendo nuevos canales al transporte a bajas energ´ıas.
La conductancia para la unio´n CNT(6,6)/12-ZGNR con la nanocinta 12-ZGNR
en ordenamiento ferromagne´tico entre sus bordes puede verse tambie´n en la figura
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Figura 6.7: Conductancia de la unio´n CNT(6,6)/12-ZGNR con U = 2 eV y con la na-
nocinta 12-ZGNR ferromagne´tica con esp´ın negativo (l´ınea negra) y con esp´ın positivo
(l´ınea naranja). La gra´fica insertada de la izquierda representa la estructura de bandas
de la 12-ZGNR con U = 2 para el caso ferromagne´tico con esp´ın positivo (l´ınea naran-
ja) y con esp´ın negativo (l´ınea negra). La gra´fica insertada de la derecha representa la
magnetorresistencia (MR) de la unio´n.
6.7. En ella se observa la conductancia separada por el ordenamiento ferromagne´tico
con esp´ın hacia arriba y con esp´ın hacia abajo. Aparte de la eliminacio´n del gap con
respecto al caso antiferromagne´tico, hay dos regiones con polarizacio´n de esp´ın debido al
desdoblamiento de las bandas en la configuracio´n ferromagne´tica. Este comportamiento
tiene intere´s para aplicaciones espintro´nicas. A energ´ıas superiores al abultamiento
sigue producie´ndose una regio´n constante en la conductancia de 2e2/h que nos indica
la transparencia de los electrones provenientes de uno y otro lado de la unio´n.
Por consiguiente, un campo B produce un cambio drama´tico en la conductancia
del sistema, que puede ser cuantificada calculando la magnetorresistencia. Este cambio
se define como el cambio relativo de la resistencia cuando un campo magne´tico es
aplicado. Desde la ecuacio´n 6.1 hemos dibujado la magnetorresistencia con respecto
a la energ´ıa (ver gra´fica derecha insertada en la figura 6.7). Se puede ver como la
magnetorresistencia es del 100%, esto es, una magnetorresistencia gigante.
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6.3.3. Nanotubo abierto por el centro
En esta seccio´n analizaremos un nanotubo abierto por el centro a lo largo del eje
del tubo. La conductancia de este sistema se calcula ana´logamente a la de un punto
cua´ntico A/B/A, donde A es el nanotubo y B la nanocinta. Analizaremos el caso
CNT(6,6) / N 12-ZGNR / CNT(6,6), donde N es el nu´mero de capas de la nanocinta,
esto es, su longitud. Hemos incluido la interaccio´n entre electrones, que como hemos
explicado anteriormente solo afecta a la parte de la nanocinta, con un te´rmino de
Hubbard de U = 2 eV. El ordenamiento de los espines entre los bordes de la nanocinta
es antiferromagne´tico.
En la figura 6.8 esta´ representada la conductancia desde N = 1 hasta N = 15 a fin
de ver como var´ıan las propiedades de transporte cuando el taman˜o del punto cua´ntico
aumenta progresivamente. La transparencia de los contactos es evidente. La transmisio´n
a trave´s de la nanocinta es mayor que en el caso de la unio´n simple nanotubo/nanocinta
para longitudes de la nanocinta pequen˜as, es decir de hasta N=6. Esto lo atribuimos
al efecto tu´nel. La nanocinta que forma el punto cua´ntico es como una perturbacio´n
a los contactos que son los nanotubos y parte de los electrones atraviesan la barrera
de potencial que simula la estrecha nanocinta. A partir de un taman˜o de N=9 ya se
empieza a ver progresivamente que el sistema tiende a la conductancia de la unio´n
simple.
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Figura 6.8: Conductancia del punto cua´ntico CNT(6,6)/ N 12-ZGNR / CNT(6,6) con
U = 2 eV, para los diversos taman˜os N de la nanocinta 12-ZGNR (desde N = 1 hasta
N = 15). La l´ınea punteada indica que la conductancia a energ´ıas cercanas a E = 0
eV va bajando de acuerdo al aumento de N.
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Para N = 15 (l´ınea naranja), en el rango energe´tico −0.15 eV < E < 0.15 eV
aparece el gap en la conductancia debido a la nanocinta 12-ZGNR, que no llega a cero
del todo debido a que todav´ıa hay estados provenientes de los contactos (el nanotubo
CNT(6,6)) que atraviesan la unio´n por efecto tu´nel. En el rango energe´tico 0.15 eV <
E < 0.25 eV aparece el aumento en la conduccio´n que se observa en la unio´n simple
y en el rango 0.25 eV < E < 0.92 eV la zona de conductancia constante a 2e2/h, que
indica que la nanocinta es transparente a los electrones provenientes de los contactos.
6.3.4. Nanotubo abierto por los extremos
Por u´ltimo analizaremos el sistema en el que nanotubo esta´ abierto por los extremos
(figura 6.1). Hemos calculado la conductancia de la estructura 12-ZGNR / N CNT(6,6)
/ 12-ZGNR con el te´rmino de Hubbard U = 2 eV. La conductancia en este sistema
esta´ controlada por los contactos que en este caso son las nanocintas 12-ZGNR, pero
esta´ influenciada por el material que hay dentro del punto cua´ntico, el cual es el nano-
tubo CNT (6, 6). Los resultados obtenidos de este sistema se muestran en la figura 6.9
para diversos taman˜os del punto cua´ntico (N).
Se puede observar como para un taman˜o de punto cua´ntico N = 1 la conductancia,
G, es casi ide´ntica a la conductancia de una nanocinta 12-ZGNR antiferromagne´tica.
Los estados del electrodo atraviesan el punto cua´ntico sin apenas resistencia debido al
taman˜o de este u´ltimo. En el rango −0.11 eV < E < 0.11 eV aparece el gap ya estu-
diado, que es debido a la disposicio´n antiferromagne´tica entre los estados de borde de
12-ZGNR. A partir de la energ´ıa E = ±0.25 eV aparece el abultamiento caracter´ıstico
en el que los estados de un nuevo canal de la nanocinta empiezan a conducir. Segui-
damente, en el rango ±0.25eV < E < ±0.92 eV, se observa la regio´n de conductancia
constante a G = 2e2/h en el que los estados provenientes de la nanocinta son trans-
parentes cuando atraviesan el nanotubo CNT(6,6) excepto para las antirresonancias
tipo Fano. La aparicio´n de antirresonancias tipo Fano [172, 173, 174, 175, 176], que
son debidas a la interferencia de dos caminos electro´nicos, hace que se observen ca´ıdas
pronunciadas de la conductancia a una energ´ıa determinada. Estas ca´ıdas se asemejan
a picos inversos, los cuales son asime´tricos.
A menudo estas resonancias pueden ser explicadas en te´rminos del acoplamiento
entre los estados cuantizados que tiene la zona del punto cua´ntico y los estados del
continuo provenientes de los contactos. Cuando los estados de los contactos intentan
atravesar el punto cua´ntico, se encuentran con los estados cuantizados. El intento de
los estados provenientes de los electrodos de conducir por sus estados y por el esta-
do cuantizado, es decir por dos caminos, hace que estos interfieran destructivamente,
provocando que la conductancia sea cero para un canal determinado.
En el sistema estudiado ya se observan antirresonancias tipo Fano desde el taman˜o
N = 1 y a una energ´ıa de E = ±0.52 eV. Este taman˜o de punto cua´ntico es un
caso particular debido a que es una nanocinta cuyos bordes esta´n conectados solo por
un enlace, lo que hace que el transporte sea muy parecido al de la nanocinta infinita
excepto donde aparecen los estados discretizados provenientes del enlace extra. Estas
antirresonancias aumentan en nu´mero con el incremento del taman˜o del punto cua´ntico,
esto es debido a que al aumentar la longitud de del nanotubo, aparecen cada vez ma´s
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Figura 6.9: Conductancia del punto cua´ntico 12-ZGNR / N CNT(6,6)/ 12-ZGNR con
U = 2 eV, Para los diversos taman˜os N del nanotubo CNT(6,6) (desde N = 1 hasta
N = 7).
nuevos estados discretos. Se puede observar como para N=7 hay dos antiresonancias.
A partir de 0.92 eV la conductancia alcanza casi valores de 6e2/h que es el l´ımite
marcado por la conductancia de la cinta infinita sin defectos a esas energ´ıas. Segu´n
aumenta el taman˜o del punto cua´ntico la conductancia del abultamiento disminuye y
se va pareciendo cada vez ma´s al caso de una unio´n simple CNT(6,6)/12-ZGNR.
La introduccio´n de un campo magne´tico tanto en este sistema como en el anterior
alterara´ el comportamiento electro´nico de la nanocinta 12-ZGNR. Esta pasara´ a un
estado ferromagne´tico con lo que el gap desaparecera´ pasando de un sistema aislante
a un sistema conductor con una magnetorresistencia del 100%.
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6.4. Conclusiones
Del estudio de las propiedades electro´nicas y de transporte de nanotubos parcial-
mente desenrollados hemos obtenido las siguientes conclusiones:
Proponemos una nueva clase de nanoestructuras basadas en nanotubos de car-
bono parcialmente desenrollados, los cuales consisten en la unio´n entre un nano-
tubo y una nanocinta de carbono.
Hemos encontrado que la nanocinta procedente del nanotubo abierto se comporta
como contacto completamente transparente al tubo que esta´ unido, y viceversa.
Nuestros resultados demuestran que los nanotubos de carbono parcialmente abier-
tos son por s´ı mismos, dispositivos magnetorresistivos, cuyo valor de la magne-
torresistencia es grande.
En estas nanoestructuras las nanocintas de carbono actu´an como filtros de valle
para los nanotubos de carbono. Este comportamiento es robusto con respecto a
la inclusio´n de la interaccio´n electro´n-electro´n, abriendo la posibilidad de emplear
el grado de libertad del valle electro´nico en una nueva clase de nanodispositivos
basados en carbono.
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Cap´ıtulo 7
Transporte electro´nico en copos de
grafeno bicapa
Existen varias formas de modificar la estructura de bandas del grafeno. Una de ellas
consiste en apilar dos monocapas de grafeno, formando lo que se conoce como grafeno
bicapa [177, 178, 179]. En el grafeno bicapa hay cuatro a´tomos por celda unidad,
situados en los sitios de red inequivalentes A1, B1 y A2, B2 en la primera y segunda
capa de grafeno, respectivamente.
En el grafeno bicapa pueden existir diferentes tipos de apilamientos entre las capas.
El ma´s estudiado comu´nmente es el apilamiento AB o tambie´n llamado Bernal, que se
da en grafito. En el apilamiento AB, las dos capas de grafeno esta´n ordenadas de tal
forma que la subred A1 esta´ exactamente encima de la subred B2. Por el contrario,
en el apilamiento hexagonal simple o AA, ambas subredes de la capa uno, A1 y B1,
esta´n localizadas directamente encima de las dos subredes A2 y B2 de la capa dos.
Aunque el apilamiento AA o directo no se ha observado en grafito natural, se ha
conseguido experimentalmente doblando capas de grafito en los bordes de una muestra
fija con una punta de STM [180]. Adema´s, se ha crecido grafito con apilamiento AA
sobre diamante (111) [181]. Asimismo, se ha encontrado que el apilamiento AA es
sorprendentemente frecuente en grafeno bicapa [182], por lo que se podr´ıa considerar
como una posibilidad real en el ordenamiento de pocas capas de grafeno superpuestas.
La distancia entre las capas var´ıa dependiendo del ordenamiento, por ejemplo, en el
caso AB, se ha determinado experimentalmente que es cAB = 3.35 A˚ [183], mientras
que para el caso AA es cAB = 3.55 A˚ [181]. Ca´lculos a primeros vecinos confirman estas
distancias [184, 185, 186]. En cualquier caso, la distancia entre a´tomos que pertenecen
a diferentes capas en ambos ordenamientos es mucho ma´s grande que la separacio´n
entre a´tomos de la misma capa, cAB = 1.42 A˚.
Recientemente, han comenzado a explorarse nuevas nanoestructuras basadas en
grafeno bicapa [187, 196, 189, 190, 191], como son los copos de grafeno bicapa. Se
comprueba que estas estructuras aparecen en procesos de crecimiento epitaxial, como
hemos indicado en la introduccio´n. Ambas estructuras, las nanocintas bicapa y los copos
bicapa, muestran propiedades interesantes que dependen del apilamiento. En copos de
grafeno bicapa, el gap energe´tico depende del ancho y de su terminacio´n ato´mica [192].
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Figura 7.1: Vista esquema´tica de dos posibles configuraciones geome´tricas para un
copo de grafeno bicapa conectado con dos nanocintas. Figura de arriba: un copo de
grafeno bicapa finito logrado superponiendo una nanocinta de grafeno finita sobre una
nanocinta infinita, la llamamos configuracio´n 1 → 1. Figura de abajo: dos nanocintas
semiinfinitas de grafeno forman una BGF, configuracio´n 1→ 2. La anchura del sistema
viene determinada por W y L nos indica la longitud de la zona central en la que se
da´ una bicapa de grafeno finita.
7.1. Sistema, modelo y me´todo
7.1.1. Geometr´ıas
En este cap´ıtulo estudiaremos las propiedades de transporte de copos de grafeno
bicapa (BGF, de sus siglas en ingle´s) con contactos de nanocintas de grafeno. Hay dos
formas posibles de lograr estas estructuras cuasicerodimensionales, una es por el sola-
pamiento de dos nanocintas semiinfinitas de grafeno, cuyo esquema esta´ representado
en la figura 7.1 (abajo), o por la suspensio´n de un copo de grafeno de taman˜o finito
sobre una nanocinta de grafeno infinito, indicado en la figura 7.1 (arriba).
Estas dos configuraciones son las u´nicas posibles para conectar un grafeno bicapa
de taman˜o finito a nanocintas de grafeno que actu´an como contactos o electrodos.
Llamaremos a estos dos sistemas como configuracio´n 1 → 1 y configuracio´n 1 → 2,
cuando la transmisio´n se produce de la capa de abajo a la misma capa y cuando lo
hace de la capa de abajo a la capa de arriba, respectivamente.
En ambas geometr´ıas la anchura, W, de la BGF y los contactos (nanocintas de
grafeno) es la misma. Un para´metro a tener en cuenta es la longitud, L, de la zona de
la BGF, la cual depende del nu´mero de celdas unidad que tenga.
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7.1.2. Modelos. Estructura electro´nica.
Las propiedades electro´nicas a bajas energ´ıas del grafeno quedan determinadas por
los orbitales pz y por lo que sucede cerca de los dos valles inequivalentes K y K ′. Por
consiguiente, utilizaremos indistintamente un hamiltoniano
tight-binding con una interaccio´n a primeros vecinos, dentro de la misma capa,
dada por el para´metro de solapamiento entre orbitales pi, γ0 = 2.66 eV.
y de Dirac para los fermiones sin masa cerca de los puntos de Dirac K y K ′, esto
es, H = vF&σ · &p, donde la velocidad de Fermi es vF =
√
3
2 γ0a0 ∼ 106 m/s, con
a0 = 2.46 A˚, &p es el operador momento y &σ las matrices de Pauli, definidas en el
cap´ıtulo 3 de la presente memoria.
En el grafeno bicapa las capas esta´n acopladas entre s´ı. El acoplamiento entre las
capas se ha modelado con un para´metro de enlace γ1, el cual conecta los a´tomos que
justo esta´n uno encima del otro. El valor escogido para los ca´lculos es de γ1 = 0.1γ0
que esta´ de acuerdo con resultados experimentales [193, 194]. Como hemos sen˜alado
anteriormente, el para´metro de solape entre capas es ma´s pequen˜o, diez veces aproxi-
madamente, que el solape dentro de la misma capa a pro´ximos vecinos debido a que
la distancia entre carbonos es mucho ma´s pequen˜a que la separacio´n entre capas. Una
descripcio´n ma´s realista necesitar´ıa la inclusio´n de ma´s te´rminos de solape en el ha-
miltoniano, los cuales producen distorsiones en la estructura de bandas. Sin embargo,
estamos interesados en las propiedades electro´nicas cerca de los puntos de Dirac, en
donde los conos de Dirac se mantienen sin alteraciones notables.
A.- Hamiltonianos tight-binding para grafeno bicapa.
El hamiltoniano tight-binding para el grafeno bicapa con apilamiento AB es
HAB = −γ0
∑
<i,j>,m
(a†m,ibm,i + h.c.)− γ1
∑
i
(a†1,ib2,i +H.c.), (7.1)
donde am,i(bm,i) aniquila un electro´n en la subred A(B), en la capa m = 1, 2 en
el sitio de red i. < i, j > representa un par de a´tomos vecinos pro´ximos. El segundo
te´rmino reproduce la interaccio´n entre las dos capas, suponiendo que los a´tomos de la
subred A de la capa de abajo, A1, esta´n conectados a aquellos de la subred B de la
capa de arriba, B2.
Para el grafeno bicapa en conformacio´n AA, todos los a´tomos de la capa 1 esta´n
encima de los a´tomos de la capa 2, por consiguiente, el hamiltoniano toma la forma
HAA = −γ0
∑
<i,j>,m
(a†m,ibm,i + h.c.)− γ1
∑
i
(a†1,ia2,i + b
†
1,ib2,i +H.c.). (7.2)
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B.- Hamiltonianos de Dirac para grafeno bicapa.
El hamiltoniano de Dirac para la monocapa y la bicapa de grafeno se obtiene
aplicando la aproximacio´n k · p [120, 121, 178]. Entonces, el hamiltoniano efectivo de
bajas energ´ıas describe las propiedades de un grafeno infinito bicapa AA en la forma
HAA =

0 vFpi† γ1 0
vFpi 0 0 γ1
γ1 0 0 vFpi†
0 γ1 vFpi 0
 , (7.3)
donde pi = kx + iky = keiθk , θk = tan−1(kx/ky), y k = (kx, ky) es el momento
relativo al punto de Dirac. El hamiltoniano actu´a sobre un espinor de 4 componentes
(φ(1)A ,φ
(1)
B ,φ
(2)
A ,φ
(2)
B ), donde A y B indican la subred y, el super´ındice la capa a la que
pertenecen. Las autofunciones de este hamiltoniano son combinaciones enlazantes y
antienlazantes de las soluciones de una la´mina de grafeno aislada,
ΨAAs,± =

1
seiθk
±1
±seiθk
 eik·r, (7.4)
y los autovalores toman la forma
EAAs,± = svFk ± γ1, (7.5)
con s = ±1 indicando el valle al que pertenecen.
El hamiltoniano para el apilamiento AB de un grafeno infinito bicapa [177] es
HAB =

0 vFpi† 0 γ1
vFpi 0 0 0
0 0 0 vFpi†
γ1 0 vFpi 0
 , (7.6)
con autovalores
EABs,± =
s
2
(γ1 ±
√
4v2Fk
2 + γ21), s = ±1. (7.7)
Para cada autovalor E, la funcio´n de onda toma la forma
ΨAAs,± =

E
vFkeiθk
−vF ke−iθkγ1E (v2Fk2 − E2)
−vF k2−E2γ1
 eik·r. (7.8)
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Figura 7.2: Geometr´ıa de la estructura a´tomica y relaciones de dispersio´n cerca de
los puntos de Dirac de algunas nanocintas terminadas en armchair. Si consideramos
las estructuras perio´dicas en la direccio´n horizontal el caso (a) corresponde a una
nanocinta armchair; el caso (b) a una nanocinta bicapa AA; el (c) una nanocinta
bicapa con ordenamiento ABα; y por u´ltimo el caso (d) corresponde a una nanocinta
con apilamiento ABβ. En los tres primeros casos, (a)-(c), la estructura de bandas es
independiente del ancho W, pero en el caso (d) corresponde a un ancho con N = 17.
Propiedades electro´nicas de nanocintas bicapa.
Estamos interesados en conocer las propiedades de transporte de estructuras en
las que hay una zona de grafeno bicapa en el centro con contactos de nanocintas de
grafeno de una sola capa. Antes de ver como se comporta el sistema total, debemos
comprender como se comporta cada parte del sistema por separado. Las nanocintas
de grafeno se han estudiado en el cap´ıtulo 3 de la presente memoria, por ello en este
apartado haremos ma´s hincapie´ en la BLG.
Hemos centrado nuestro intere´s en aquellos sistemas resultantes que tienen contac-
tos de nanocintas de grafeno con borde armchair (AGNR), con anchos elegidos de tal
forma que tengan caracter meta´lico. Como hemos indicado en el cap´ıtulo 3, las AGNR
son meta´licas cuando N = 3p + 2, donde p = 0, 1, 2, 3... y N es el nu´mero de dimeros
de carbono a lo largo de la celda unidad de la cinta (ver fig 3.10 en el cap´ıtulo 3).
En la figura 7.2 hemos esquematizado tanto la geometr´ıa ato´mica (arriba) como
la estructura de bandas (abajo) de los contactos correspondiente al caso (a), y de
una nanocinta bicapa de grafeno con diferentes ordenamientos, casos (b)-(d). En la
cinta monocapa armchair AGNR los dos puntos de Dirac colapsan en uno solo [120].
Cerca del punto de Dirac la dispersio´n es lineal, vFk. En los ca´lculos de transporte solo
hemos incluido energ´ıas incidentes de los electrones en esa subbanda y por debajo de
la segunda subbanda.
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Hay que tener en cuenta que cuando se solapan dos nanocintas de grafeno armchair,
formando una nanocinta bicapa de grafeno con bordes armchair, la estructura de ban-
das de este sistema bicapa tiene tambie´n cara´cter meta´lico sin importar el apilamiento
AA, ABα o ABβ que tenga entre sus capas. Sin embargo, la forma de sus bandas de-
pendera´ fuertemente de este apilamiento. En la figura 7.2(b) se muestra la estructura
de bandas de una nanocinta bicapa con ordenamiento AA. Las bandas presentan una
dispersio´n lineal y se puede entender como una combinacio´n enlazante/antienlazante
de las bandas de una AGNR. El ordenamiento AB puede lograrse partiendo desde un
ordenamiento AA desplazando una de las capas de grafeno con respecto a la otra, de
tal forma que los a´tomos de una subred de la capa de arriba, por ejemplo la A, este´n
encima de los a´tomos de la otra subred, B, de la capa de abajo. En nanocintas son
posibles dos ordenamientos AB: [195] el ordenamiento ABα mostrado en el caso (c),
el cual es sime´trico, y el ABβ (d). Hay que notar que, para nanocintas bicapa arm-
chair, la configuracio´n ABα puede alcanzarse desplazando la capa de arriba en el AA
una distancia igual a la distancia carbono-carbono, acc, a lo largo de la longitud de la
cinta, como se observa comparando la estructura geo´metrica (b) y (c) en la figura 7.2.
Para el ordenamiento ABβ, el desplazamiento es de la misma magnitud pero a 60o de
la direccio´n longitudinal, formando una configuracio´n menos sime´trica que la anterior
para nanocintas armchair (d). En ambos casos (ABα y ABβ) las cintas tienen cara´cter
meta´lico, y las bandas de conduccio´n y de valencia tienen una dispersio´n parabo´lica en
el punto de Dirac.
7.1.3. Conductancia electro´nica. Dos me´todos de ca´lculo.
Hallaremos la conductancia a partir de dos me´todos de ca´lculo:
Formalismo de Landauer-Bu¨ttiker. Utilizaremos las fo´rmulas expuestas en
el cap´ıtulo 2 de la presente memoria para un sistema en la forma A/B/A.
Me´todo de empalme de las funciones de onda. Calcularemos la conductan-
cia empleando las funciones de onda obtenidas a partir del modelo de Dirac. La
ventaja de este me´todo radica en que podemos obtener expresiones anal´ıticas para
la transmisio´n, lo que nos permite hacer un ana´lisis ma´s detallado del comporta-
miento del sistema. Por lo tanto, nos centraremos en este meto´do, comparando
los resultados obtenidos con el formalismo anterior.
Me´todo de empalme de las funciones de onda
Este me´todo consiste en el empalme de las funciones de onda, generadas en nues-
tro caso por el modelo de Dirac. Esto se consigue aplicando condiciones de contorno
apropiadas en los puntos en los que el sistema cambia su geometr´ıa.
En el l´ımite de bajas energ´ıas, podemos obtener la conductancia del sistema empal-
mando los autofunciones del hamiltoniano de Dirac. Vamos a considerar u´nicamente
electrones incidentes procedentes de la subbanda de conduccio´n ma´s baja en energ´ıa
de los contactos semiinfinitos, cuyo momento transversal corresponde a ky = 0 en una
nanocinta AGNR (ver el cap´ıtulo 2). Suponiendo que un electro´n con una energ´ıa E
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function should be continuous in the bottom layer, i.e.,
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Figura 7.3: Condiciones de contorno para las configuraciones a) 1→ 1 y b) 1→ 2
se propaga desde el contacto izquierdo, analizaremos el coeficiente de transmisio´n, t,
hacia el contacto derecho (nanocinta derecha). En la parte central, las funciones de
onda son conbinaciones lineales de las soluciones del hamiltoniano de una nanocinta
bicapa a la energ´ıa E. La transmisio´n, reflexio´n, y los coeficientes de las funciones de
onda en la parte bicapa se determinan por la imposicio´n de condiciones de contorno
apropiadas en el comienzo (x = 0) y en el final (x = L) de la parte bicapa. El empalme
de las funciones de onda equivale a exigir su continuidad en esos puntos. Como el ha-
miltoniano es una ecuacio´n diferencial de primer orden, la conservacio´n de la corriente
esta´ garantizada. Las condiciones de contorno dependen de la configuracio´n, 1→ 1, y
1→ 2, y del apilamiento de la parte central bicapa.
1.- Apilamiento AA
En este apilamiento la dispersio´n esta´ dada por la ecuacio´n 7.5, y para cada electro´n
incidente con momento kx, hay siempre dos autofunciones reflejadas y otras dos trans-
mitidas con el momento perteneciente a cada uno de los valles ±(kx±γ1/vF ) (ver figura
7.2 (b)).
En la figura 7.3 hemos esquematizado las dos configuraciones para aclarar las con-
diciones de contorno que debemos aplicar al sistema. En la configuracio´n 1 → 1 la
funcio´n de onda debe ser continua en la la´mina de abajo, esto es, φ(1)A (x) continua en
x = 0 y φ(1)B (x) continua en x = L (ver figura 7.3 (a)). Para la capa de arriba las
condiciones de contorno de las funciones de onda son las siguientes
φ(2)A (x = 0) = φ
(2)
B (x = L) = 0. (7.9)
Aplicando estas condiciones de contorno, obtenemos la siguiente transmisio´n para
el apilamiento AA y para una configuracio´n 1→ 1:
T 1→1AA = 1−
sin4 γ1LvF
1 + 2 cos 2ELvF cos
2 γ1L
vF
+ cos4 γ1LvF
. (7.10)
En la configuracio´n 1→ 2 la funcio´n de onda de la capa de abajo φ(1)A (x) y la φ(2)B (x)
de la capa de arriba deben ser continuas en x = 0 y x = L, respectivamente. Adema´s
las otras condiciones (ver figura 7.3 (b)) para las funciones de onda son
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φ(2)A (x = 0) = φ
(1)
B (x = L) = 0. (7.11)
De las condiciones de contorno anteriores se obtiene la transmisio´n para el apila-
miento AA y la configuracio´n 1→ 2
T 1→2AA = 1−
cos4 γ1LvF
2
(
1− cos 2ELvF
)
sin2 γ1LvF + cos
4 γ1L
vF
. (7.12)
En esta ecuacio´n se observa como la conductancia cambia perio´dicamente en funcio´n
de la energ´ıa incidente, E, y la longitud del copo bicapa, L. A continuacio´n hare´ un
estudio ma´s completo de lo que ocurre en las anteriores ecuaciones para la transmisio´n
7.10 y 7.12 cuando se mantiene fijado alguno de los para´metros anteriores (L o E):
1. Para una longitud de la zona bicapa fijada a L, la transmisio´n es una funcio´n
perio´dica dependiente de la energ´ıa incidente E. En la geometr´ıa 1 → 1 apare-
cen antirresonancias cuando la transmisio´n T 1→1AA = 0, a las energ´ıas dadas por
pivF
L (n+
1
2), con n = 0, 1, 2, .... Estas energ´ıas corresponden a estados cuasilocaliza-
dos de la capa de arriba de la BLG. Hay que recordar que en una nanocinta arm-
chair meta´lica en la aproximacio´n de un modo u´nico (ky = 0) aparecen estados
localizados siempre que tan kxL = 0. Entonces, al haber estados cuasilocalizados
en la capa de arriba y caminos libres en la capa de abajo, al atravesar el electro´n
la capa de abajo interfiere destructivamente con los estados cuasilocalizados de la
capa de arriba, produciendo una antirresonancia Fano. En la configuracio´n 1→ 2,
el momento de los estados cuasilocalizados de la zona bicapa esta´ desfasado con
respecto al de la otra configuracio´n en − pi2L , as´ı las antirresonancias se dan a las
energ´ıas pivFL n, con n = 0, 1, 2, ....
2. Para una energ´ıa del electro´n incidente fijada a E, la conductancia var´ıa pe-
riodicamente en funcio´n de la longitud L de BLG. Existe un periodo, pivF/E,
relacionado con la energ´ıa del electro´n incidente. Aparecen otros periodos, pero
son armo´nicos de este u´ltimo, impuestos por el para´metro de solape entre capas,
pivF/γ1. La dependencia de la conductividad en γ1 se comprende recurriendo a un
modelo simple no quiral con dispersio´n lineal. Esto es, si consideramos un por-
tador incidente desde la izquierda con momento kx y con una energ´ıa E = vFkx
en la capa de abajo, cuando llega a la region central de la bicapa, la funcio´n de
onda incidente se descompone en una combinacio´n de estados enlazantes (a) y
antienlazantes (b) con momento kb(a) = kx ± γ1/vF . La conductancia a trave´s
de la regio´n bicapa es proporcional a la probabilidad de encontrar un electro´n al
final de la capa de arriba (abajo) de la regio´n central,
1± cos(kb − ka)L = 1± cos(γ1L/vF ), (7.13)
dependiendo de si el sistema esta´ en configuracio´n 1 → 2 o 1 → 1. Este modelo
simple explica la dependencia de la conductividad en armo´nicos de cos γ1L/vF ,
y explica tambie´n el porque´ esta´n en contrafase las transmisiones de las configu-
raciones 1→ 1 y 1→ 2.
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La contrafase es ma´s evidente cuando aplicamos el l´ımite E → 0 a las ecuaciones
7.10 y 7.12, obteniendo una conductancia cero en la configuracio´n 1→ 2, mientras
que para el caso 1 → 1 obtenemos un valor para la conductancia ma´ximo que
depende de la longitud del copo, esto es,
T 1→1AA (E = 0) = 1−
4 sin4 γ1vF
3 + cos2 2γ1LvF
, (7.14)
T 1→2AA (E = 0) = 0. (7.15)
2.- Apilamiento ABα
En este apilamiento la dispersio´n para un grafeno bicapa infinito esta´ dada por la
ecuacio´n 7.7 y puede verse esquematizada para energ´ıas cercanas al nivel de Fermi en
la figura 7.2(c). Se observa como a una energ´ıa por encima de γ1 existen dos canales
(dos bandas), y por el contrario, cuando la energ´ıa esta´ por debajo de γ1 hay un solo
canal conductor (correspondiente a una u´nica banda con pendiente positiva si la trans-
misio´n se produce de izquierda a derecha). Esto es, para un portador incidente con
| E |> γ1 y momento kx siempre hay dos funciones de onda reflejadas y dos transmiti-
das en la regio´n bicapa con momento ±k1(2) = ±
√
kx(kx ± γ1/vF ). Sin embargo, para
una funcio´n de onda con energ´ıa | E |< γ1, existe solo una funcio´n de onda transmi-
tida y otra reflejada con momento ±k1 = ±
√
kx(kx ± γ1/vF ). Adicionalmente, existen
estados evanescentes con una constante de decaimiento κ = ±√kx(γ1/vF − kx). Por
consiguiente, la conductancia de este sistema depende de si la energ´ıa del portador es
ma´s grande o ma´s pequen˜a que el para´metro de solape entre capas γ1. En el caso de
| E |> γ1 se producira´n interferencias entre los dos canales y dara´n lugar a antirre-
sonancias en la conductancia, mientras que para una energ´ıa | E |< γ1 solo existe un
canal electro´nico en la regio´n central, y pueden ocurrir interferencias tipo Fabry-Pe´rot.
Hemos obtenido expresiones anal´ıticas para la conductancia en el caso de apila-
miento ABα, pero son muy grandes e impracticables. Debido a ello, tomaremos los
l´ımites a bajas y altas energ´ıas con el fin de obtener una expresio´n comprensible para
la transmisio´n. Seguidamente, compararemos estos resultados con los obtenidos con el
modelo tight-binding.
Las condiciones de contorno para el apilamiento ABα son iguales al caso AA. Para
la configuracio´n 1 → 1 las funciones de onda φ(1)A (x) y φ(1)B (x) deben ser continuas en
x = 0 y en x = L, respectivamente (ver figura 7.3 (a)) y φ(2)A (x = 0) = φ
(2)
A (x = L = 0).
En el l´ımite a bajas energ´ıas la conductancia para el sistema con apilamiento ABα
toma la forma
T 1→1AB (E , γ1) = 1−
1
A
, (7.16)
siendo,
A = 1 +
4E
γ1
(cos k1L+ coshκL)2
(coshκL sin k1L− cos k1L sinhκL)2 , (7.17)
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la cual presenta resonancias cuando tan k1L = tanhκL. Para L grandes, esto ocurre
cuando L = (n + 14)
pi
k1
, siendo n un nu´mero entero. Cuando la energ´ıa tiende a cero
(E → 0) el sistema tiene transmisio´n uno.
En el l´ımite de energ´ıas altas, E 0 γ1 y para la configuracio´n 1→ 1 la transmisio´n
es
T 1→1AB (E 0 γ1) = 1−
A
B + C
, (7.18)
siendo,
A = 8 sin4
(
k1−k2
2 L
)
,
B = 11 + 4 cos 2k1L+ 4 cos(k1 − k2)L,
C = cos 2(k1 − k2)L+ 4 cos 2k2L+ 8 cos(k1 + k2).
(7.19)
Esta transmisio´n presenta antirresonancias asociadas a interferencias destructivas
de los dos canales electro´nicos en la zona de la bicapa. El comportamiento de la con-
ductancia es igual al caso del apilamiento AA. Se dan periodicidades asociadas a la
energ´ıa del portador incidente: para E 0 γ1, 2k1L ∼ 2k2L ∼ (k1 + k2)L ∼ 2EL/vF ;
tambie´n se dan periodicidades asociadas al para´metro de solape entre las capas, γ1,
en la zona bicapa. El armo´nico ma´s bajo en el apilamiento ABα,
k1−k2
2 L ∼ γ1L2vF , es la
mitad del armo´nico ba´sico del apilamiento AA, y, por consiguiente, refleja el hecho de
que en el apilamiento ABα solo la mitad de los a´tomos de la bicapa esta´n acoplados.
En la otra configuracio´n tenemos que aplicar las condiciones de contorno descritas
en la figura 7.3 (b). Estas dicen que la funcio´n de onda φ(2)A (x) y φ
(1)
B (x) debe de ser
continua en x = 0 y en x = L, respectivamente y que φ(2)A (x = 0) = φ
(1)
A (x = L) = 0.
Para E 0 γ1, en la configuracio´n 1→ 2 la transmisio´n puede aproximarse por
T 1→2AB (E , γ1) = 1−
A
B + C
, (7.20)
siendo,
A =
(
1 + cos k1L coshκL+
E
γ1
sin k1L sinhκL
)2
,
B = 4 Eγ1 (coshκL sin k1L+ cos k1L sinhκL)
2 ,
C =
(
1 + cos k1 coshκL− 3 Eγ1 sin k1L sinhκL
)2
.
(7.21)
En el l´ımite E → 0, la transmisio´n T 1→2AB → 0, y por consiguiente, es complementario
al caso T 1→1AB . Para L grande, T
1→2
AB presenta resonancias en L = (n +
1
2)
pi
k1
, siendo
n un entero. Para energ´ıas ma´s grandes que γ1, E 0 γ1, la conductancia para la
configuracio´n 1→ 2 puede aproximarse por
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T 1→2AB (E 0 γ1) = 1−
A
B + C
, (7.22)
siendo,
A = 8 sin4
(
k1−k2
2 L
)
,
B = 11− 4 cos 2k1L− cos(k1 − k2)L+ cos 2(k1 − k2)L,
C = 8 cos(k1 + k2)− 4 cos 2k2L.
(7.23)
En este rango energe´tico, se producen igualmente antirresonancias en la transmisio´n
debidas a la interferencia entre los canales electro´nicos diferentes que atraviesan el
sistema. Similarmente al caso 1→ 1, para una energ´ıa fija E 0 γ1 la transmisio´n var´ıa
perio´dicamente con L, con un periodo dado por la energ´ıa incidente, pivF/E y otros
relacionados con el para´metro de solape, mu´ltiplo de pivF/γ1.
7.2. Resultados
En este apartado, mostrare´ los resultados de la conductancia que hemos obtenido
a partir de los dos me´todos. Solo se representan las energ´ıas positivas E ≥ 0 debido
a que el sistema tiene simetr´ıa electro´n-hueco. En todas las figuras que se muestran
a continuacio´n, la longitud del sistema bicapa, L, viene dada en te´rminos de la celda
unidad (c.u.) de una nanocinta AGNR, la cual es de 3acc =
√
3a0. Por otro lado, hay
que darse cuenta que en el modelo de tight-binding, cuando se imponen las condiciones
de contorno en los bordes del copo bicapa (x = 0 y x = L), estamos an˜adiendo dos filas
extras de a´tomos donde la funcio´n de onda debe ser cero. Esto an˜ade una cantidad a
la longitud del sistema cuyo valor es acc, que hemos tomado en cuenta al comparar los
resultados obtenidos por uno y otro me´todo.
7.2.1. Apilamientos AA y ABα
Como hemos indicado en la seccio´n anterior, las expresiones para la transmisio´n
(ecuaciones 7.16, 7.18, 7.20 y 7.22) demuestran unas periodicidades relacionadas con
el para´metro de solape γ1, con L y con E. Esto puede verse en la figura 7.4, en la
que se muestra la conductancia en funcio´n de la longitud L para unas energ´ıas fijadas
a E = γ1/2 y de E = 2γ1, en las gra´ficas de la izquierda y gra´ficas de la derecha,
respectivamente. La Fig. 7.4 muestra tambie´n la dependencia en los ordenamientos
AA y ABα, y en las configuraciones 1 → 2 (arriba) y 1 → 1 (abajo). Con puntos
rojos se representan los resultados obtenidos por medio del modelo tight-binding y
con una l´ınea negra los provenientes del modelo de Dirac. Estos resultados son los
correspondientes a una nanocinta de ancho N = 17. Para este rango energe´tico solo
hay un canal que contribuye a la conduccio´n en los contactos y al menos dos canales
en el copo de grafeno bicapa, por lo tanto la conductancia es independiente de N .
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El acuerdo entre los dos modelos es casi perfecto para estos apilamientos y para
este rango energe´tico. Como era de esperar, el apilamiento AA a la energ´ıa E = γ1/2
muestra claras antirresonancias como funcio´n de la longitud. Se comprueba que las
configuraciones 1→ 1 y 1→ 2 esta´n perfectamente en contrafase, es decir, cuando en
la configuracio´n 1 → 1 hay un ma´ximo en la conductancia, en la otra configuracio´n
aparece un mı´nimo, y viceversa. Este no es el caso del apilamiento ABα, en el que, a
la misma energ´ıa (E = 0.5γ1), solo se da un comportamiento complementario cuando
L → 0, es decir, en esa aproximacio´n la transmisio´n es cero para el caso 1 → 2 y
para el caso 1 → 1 es ma´xima. Los ma´ximos y mı´nimos subsecuentes se cambian
ligeramente. Lo ma´s destacado del apilamiento ABα a una energ´ıa E = 0.5γ1 es que
no hay antirresonancias en la conductancia, sino una oscilacio´n debida a los efectos de
taman˜o finito, comporta´ndose como un oscilador de Fabry-Pe´rot.
a) E = 0.5γ1 b) E = 2γ1
Figura 7.4: Conductancia en funcio´n de la longitud de la regio´n bicapa para una nano-
cinta de ancho N = 17 con ordenamientos AA y ABα, a la energ´ıa E = 0.5γ1 y E = 2γ1
para a) y b) respectivamente. Las dos gra´ficas superiores muestran la configuracio´n
1→ 2 y las inferiores corresponden a la configuracio´n 1→ 1, como esta´ esquematizado
en la esquina superior izquierda de las gra´ficas. Los c´ırculos en rojo corresponden a los
resultados provenientes del modelo tight-binding y la l´ınea negra a los obtenidos desde
la ecuacio´n de Dirac.
En las gra´ficas de la derecha de la figura 7.4 se muestra la conductancia en funcio´n
de L para una energ´ıa superior al para´metro de solape entre capas, concretamente,
E = 2γ1. En este caso hay dos canales conductores para los dos apilamientos. Es
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Figura 7.5: Conductancia en funcio´n de la energ´ıa de Fermi para una longitud de bicapa
de L = 10 c.u. (panel de arriba) y de L = 20 c.u. (panel de abajo). La l´ınea negra
corresponde a una configuracio´n 1→ 2 y la l´ınea roja discontinua a una configuracio´n
1 → 1, ambas obtenidas desde el modelo de Dirac. Los puntos negros y los rojos
corresponden a las configuraciones 1→ 2 y 1→ 1, respectivamente, procedentes desde
una aproximacio´n tight-binding.
notable el cambio que se produce para el apilamiento ABα donde para esta energ´ıa
aparecen antirresonancias, alcanzando conductancia cero. La conductancia muestra
claras oscilaciones, que en el caso AA y para la configuracio´n 1 → 2 son de 16 c.u.,
mientras que para el caso 1 → 1 la periodicidad es de 8 c.u., procedente desde el
te´rmino cosEL/vF en la conductancia. Las expresiones anal´ıticas 7.10 y 7.12 verifican
que para el caso 1 → 2, el te´rmino dependiente de la energ´ıa E, se combina con los
otros te´rminos dependientes de γ1, cos4 γ1L/vF para dar un solo periodo, mientras que
para el caso 1→ 1, el te´rmino cos4 γ1L/vF predomina sobre el resto de te´rminos.
En la figura 7.5 se muestra la conductancia G(E) en funcio´n de la energ´ıa para las
configuraciones y los apilamientos ma´s sime´tricos cuando las nanocintas terminan en
armchair, esto es, AA y ABα, para una longitud de bicapa de L = 10 c.u. (panel de
arriba) y de L = 20 c.u. (panel de abajo). La caracter´ıstica ma´s importante es la apa-
ricio´n de antirresonancias tipo Fano con un valor de la conductancia cero. Esto puede
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pasar a cualquier energ´ıa en el caso del ordenamiento AA porque siempre existen dos
canales conductores en la regio´n de la bicapa. Por el contrario, para el ordenamiento
ABα, con un solo canal a energ´ıas E < γ1 = 0.1γ0, las oscilaciones en la conductan-
cia son debidas a efectos Fabry-Pe´rot, esto es, la interferencia que se produce en un
determinado canal con el mismo debido al taman˜o finito de la estructura. Esto se ve
ma´s claramente para el caso L = 20 c.u., donde ABα muestra en la conductancia un
mı´nimo que no es cero en el rango (0, γ1) , mientras que las antirresonancias aparecen
por encima de γ1 con un valor en la conductancia de cero.
No´tese que los resultados obtenidos con el modelo continuo y los obtenidos con
el modelo tight-binding son casi los mismos cuando la energ´ıa E → 0. En todas las
gra´ficas en las que la configuracio´n es 1 → 2, la conductancia es cero en este l´ımite.
Por el contrario, en el caso de la configuracio´n 1 → 1 la conductancia tiene un valor
diferente a cero a este l´ımite, y oscila en funcio´n de la longitud del sistema, como es
descrito por la ecuacio´n 7.14 (ver fig. 7.5). La conductancia para el ordenamiento AA
muestra una complementariedad entre las configuraciones 1 → 1 y 1 → 2, esto es, la
conductancia mı´nima para una configuracio´n coincide con la ma´xima de la otra. Otro
aspecto a tener en cuenta es que la periodicidad de la conductancia como funcio´n de
la energ´ıa en el ordenamiento AA, debido al te´rmino 2EL/vF , esta´ perfectamente de
acuerdo con el valor dado en la aproximacio´n continua de Dirac, esto es, 0.16γ0 para
L = 10 c.u. y 0.079γ0 para L = 20 c.u.(ver fig. 7.5).
Figura 7.6: Transmisio´n en funcio´n de la energ´ıa y de la longitud para un apilamiento
AA (izquierda) y ABα (derecha), obtenido desde el modelo continuo de Dirac. Los
paneles de arriba corresponden a la configuracio´n 1→ 2 y los de abajo a la 1→ 1.
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En la figura 7.6 se muestran las gra´ficas de contorno de la transmisio´n en funcio´n
de la energ´ıa y la longitud del copo bicapa, para el apilamiento AA (izquierda) y para
el apilamiento ABα (derecha), y para cada una de las configuraciones (1 → 2 arriba
y 1 → 1 abajo). Estos resultados esta´n extra´ıdos del modelo de Dirac. En el caso
AA, claramente se observan las principales antirresonancias en la transmisio´n con un
periodo de 16 c.u., las cuales provienen del para´metro de solape en la forma pivF/γ1,
como se discutio´ anteriormente. De hecho, esto hace que para ciertas longitudes de
la regio´n bicapa, la conductancia sea cero independientemente de la energ´ıa. Como
este periodo depende directamente de la constante de acoplo γ1, proponemos que esta
caracter´ıstica pueda ser usada para estimar el acoplamiento efectivo o de solape entre
a´tomos que esta´n en distintas capas, el cual esta´ todav´ıa bajo debate [196]: al medir
la conductancia en la configuracio´n 1 → 2, cuando se desplaza una nanocinta con
respecto a la otra, el periodo de las oscilaciones en transmisio´n podr´ıa ser medido y,
por consiguiente se obtendr´ıa una estimacio´n de γ1.
Debido a que aparece una variacio´n dra´stica en la conductancia en funcio´n de la
longitud, es decir, se pasar´ıa desde un cuanto de conductancia a cero, este sistema se
podr´ıa usar como un interruptor electromeca´nico, esto es, el sistema pasa de conducir
a no conducir cuando se desplaza una distancia de pocos A˚.
Adema´s, en el caso AA, cuando se comparan las dos configuraciones observamos
como esta´n en contrafase, es decir, el ma´ximo de la conductancia en funcio´n de L para
la configuracio´n 1→ 2 coincide con el mı´nimo de la configuracio´n 1→ 1 y viceversa.
A la derecha en la figura 7.6 se muestran las graficas del apilamiento ABα. Hay
dos grandes diferencias con el caso AA. En el caso ABα se observan dos regiones
diferentes dependiendo de la energ´ıa del para´metro de solape γ1. Por debajo de E =
γ1, no hay antirresonancias porque solo existe un canal en la regio´n bicapa. Cuando
E > γ1 aparecen oscilaciones en la conduccio´n, en las cuales aparecen antirresonancias
tipo Fano a causa de la coexistencia de dos canales propagadores en la parte bicapa.
Para este u´ltimo rango energe´tico, el comportamiento es similar al caso AA, con una
diferencia obvia en los periodos espaciales. Como hemos mencionado en la seccio´n
anterior, el armo´nico ma´s bajo en el ordenamiento ABα es
γ1L
2vF
, con el que se obtiene un
periodo espacial de 32 c.u., el cual es el doble justo del caso AA. Hemos atribuido esta
diferencia al hecho de que en el apilamiento AB solo hay solape mediante el para´metro
γ1 entre la mitad de los a´tomos de una capa y otra, mientras que en AA esta´n todos
conectados. Esto hace que el periodo espacial de oscilacio´n dependiente del para´metro
γ1 sea justo el doble en el caso ABα, comparado con el AA.
7.2.2. Apilamiento ABβ
Hasta este punto nos hemos centrado en los apilamientos ma´s sime´tricos, en los
cuales el modelo continuo de Dirac y el tight-binding esta´n en perfecto acuerdo, como
se ha mostrado en el apartado anterior. Ahora volvemos nuestra atencio´n al caso ABβ,
el cual solo se puede modelar adecuadamente mediante el hamiltoniano tight-binding,
debido a la falta de simetr´ıa entre los bordes de las dos nanocintas, como se puede ver
en la figura 7.2 (d). Los a´tomos del borde de la capa de arriba no esta´n conectados con
los a´tomos de la capa de abajo independientemente de la subred a la que pertenezcan,
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y viceversa. Tal caracter´ıstica no se puede describir por el hamiltoniano de Dirac dado
por la ecuacio´n 7.3, el cual supone que todos los a´tomos pertenecientes a la subred A
de la capa de abajo esta´n conectados a los a´tomos B de la capa de arriba. A medida
que el ancho de la cinta aumenta, esta diferencia no es importante, pero para anchos
pequen˜os la proporcio´n de a´tomos en los bordes en los bordes con respecto al total
aumenta y no se puede despreciar.
Figura 7.7: Conductancia en funcio´n de la longitud de la regio´n bicapa en un apila-
miento ABβ para tres energ´ıas de Fermi (E = 0.2γ1, E = 0.5γ1, E = 1.5γ1) y para tres
anchos de la nanocinta: N = 5 (l´ınea punteada azul), N = 17 (l´ınea negra), y N = 29
(l´ınea discontinua roja). Las curvas E = 0.5γ1 y E = 1.5γ1 se muestran desplazadas
en una y dos unidades de la conductancia, respectivamente, para mayor claridad de
la figura. El panel de arriba representa la configuracio´n 1 → 2 y el panel de abajo la
1→ 1.
Una manera de comprobar la importancia del efecto de los bordes es atender a la
diferencia en energ´ıas entre la primera y la segunda subbanda para E ≥ 0. Para un
acoplo ABα entre las capas esta diferencia es siempre γ1, sea cual sea el ancho de las
cintas, mientras que para el caso ABβ depende de la anchura de las nanocintas, como
puede verse en las estructuras de bandas de la figura 7.2. La dependencia en el com-
portamiento electro´nico de una nanocinta bicapa ABβ se traduce en una conductancia
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diferente. En la figura 7.7 se muestra la conductancia para tres energ´ıas y tres anchos,
N , para cada una de las dos configuraciones, 1→ 2 y 1→ 1. Los resultados muestran
que los efectos de taman˜o son todav´ıa importantes para anchos cercanos a N ∼ 30. A
bajas energ´ıas, E = 0.2γ1, hay un solo canal de conduccio´n en el copo bicapa, entonces,
las tres anchuras muestran un comportamiento similar a partir de una longitud de la
bicapa suficiente (L > 10). Sin embargo, para energ´ıas mayores el desacuerdo es paten-
te, debido a la dependencia del periodo espacial con N . Para una energ´ıa E = 1.5γ1,
se observan claramente los tres periodos, para los cuales al menos media longitud de
onda de oscilacio´n se puede apreciar en los tres casos. La conductancia a la energ´ıa de
E = 0.5γ1 se muestra en la parte central de las dos gra´ficas y puede ser comparada con
la obtenida para el caso ABα (fig. 7.3). Las diferencias que se producen en la conduc-
tacia para los dos apilamientos AB, son debidas al hecho de que en el caso ABα se da
solo un canal propagador a esa energ´ıa, mientras que en el caso ABβ dos.
7.3. Aplicacio´n de un voltaje entre la´minas
Una vez vista la variacio´n de la conductancia en funcio´n del apilamiento entre
la´minas y la configuracio´n en el que se encuentra el copo de grafeno bicapa, en este
apartado estudiaremos la dependencia de la conductancia en funcio´n de un para´metro
externo al sistema. El para´metro estudiado es un voltaje aplicado entre las la´minas,
como se representa en la figura 7.13. Adelantamos que mediante este para´metro externo
se puede sintonizar la conductancia. Para simplificar, solo mostraremos resultados para
el apilamiento ABα, pero mantendremos las dos configuraciones descritas (1 → 1 y
1 → 2). Antes de mostrar los resultados, sen˜alaremos el cambio en la estructura de
bandas que sufre cada integrante del sistema cuando se les aplica un voltaje.
V
V
(a)
(b)
_
+
+
_
Figura 7.8: Dibujo esquema´tico de una nanocinta de grafeno bicapa entre dos contactos
compuestos por nanocintas de grafeno monocapa, cuando se le aplica un voltaje V entre
las la´minas. En la configuracio´n 1→ 1 (a) y en la 1→ 2 (b).
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7.3.1. Estructura de bandas de nanocintas de grafeno bicapa
con un voltaje aplicado entre ellas
Las propiedades electro´nicas del grafeno bicapa infinito con apilamiento AB y con
un voltaje V aplicado entre capas se describen en la aproximacio´n de bajas energ´ıas
por el hamiltoniano que aparece en la ecuacio´n 7.6 ma´s un te´rmino adicional debido
al voltaje [177]. Este te´rmino es una energ´ıa que se le sumistra a cada orbital pi con
valor V2 τz ⊗ σ0, donde τz y τ0 son componentes de las matrices de Pauli, definidas en
la ecuacio´n 3.21 del cap´ıtulo 3. Las bandas electro´nicas generadas vienen dadas por
*2BG(p) = v
2
Fp
2 +
V 2
4
+
γ21
2
± 1
2
√
4v2Fp
2(V 2 + γ21) + γ
4
1 . (7.24)
!
1
V/2
-V/2
(a) (b)
T
B
Figura 7.9: Estructura de bandas esquema´tica de un grafeno bicapa con un voltaje
V aplicado entre sus capas. En el panel (a) se muestran las bandas cuando no hay
acoplamiento γ1 = 0 entre las capas. Un voltaje positivo (negativo) de V/2 se aplica a
la capa de arriba (abajo), produciendo el desplazamiento r´ıgido de las correspondientes
bandas de la capa de abajo (l´ınea roja punteada) y de la capa de arriba (l´ınea azul
discontinua). T y B denomina a la capa de arriba y a la de abajo respectivamente.
Cuando se conecta el solape entre capas γ1 = 0.1t, se abren gaps entre las bandas en
el lugar en el que se cruzan, produciendo la forma conocida de sombrero mexicano en
la banda ma´s pro´xima al nivel de Fermi.
En la figura 7.9(b) se muestra la estructura de bandas esquema´tica del grafeno
bicapa con un voltaje V entre sus capas. La banda que aparece a ma´s baja energ´ıa,
cerca del nivel de Fermi, tiene forma de sombrero mexicano con un gap mı´nimo de
∆1 = γ1|V |/
√
γ21 + V
2 y con un gap ma´ximo (justo a k = 0) de V . El gap que hay
entre las segundas subbandas es de∆2 = 2
√
γ21 + (V/2)
2. En la figura 7.9 (a) se clarifica
el papel que juega un potencial entre capas. Cuando el te´rmino de solape entre capas es
cero, el potencial separa las bandas, entre bandas cuyos estados tienen una distribucio´n
espacial en la capa de arriba (T) y entre bandas con estados cuya distribucio´n espacial
esta´ en la capa de abajo (B). Cuando el te´rmino de solape entre capas se conecta, este
produce un gap en donde las bandas de una y otra capa se cruzan (ver figura 7.9 (b)).
En la banda ma´s cercana al nivel de Fermi, en la que se abre el gap, la localizacio´n de
los electrones cambia desde la capa de arriba a la capa de abajo, dependiendo de la
zona de la banda elegida.
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En la figura 7.10 se muestran las bandas esquematizadas para cada parte inte-
grante del sistema compuesto por una nanocinta bicapa entre dos contactos (monoca-
pa/bicapa/monocapa) cuando se aplica un voltaje V entre las capas. Se representan
las bandas para las dos posibles configuraciones, ya descritas en la figura 7.1 y 7.10.
Como hemos sen˜alado a lo largo de esta memoria, la terminacio´n del borde de las na-
nocintas influye de manera notable en el comportamiento electro´nico del sistema, de
esta manera distinguiremos entre bordes tipo armchair (izquierda de la Fig. 7.10) y
bordes tipo zigzag (derecha de la Fig. 7.10).
E=V/2
E=-V/2
V !
1
!
2 E=0
E=V/2
2
1
1 1
E=0
E=V/2
E=V/2
E=-V/2
!
1 1
2
1
Figura 7.10: Esquema de las bandas de una nanocinta bicapa armchair meta´lica (iz-
quierda) y zigzag (derecha) con contactos monocapa. Se les ha aplicado un voltaje V
entre las capas. Los paneles de arriba corresponden a la configuracio´n 1 → 1 y los de
abajo a la 1 → 2. Las dispersiones que aparecen en negro corresponden a nanocintas
de grafeno del mismo ancho que las nanocintas de grafeno bicapa, cuyas dispersiones se
representan en azul y en la parte central de cada panel. En la estructura de bandas de
la zona bicapa se indican los gaps ma´s relevantes V , ∆1, ∆2 en las nanocintas armchair
y ∆ en las zigzag.
Para nanocintas bicapa armchair cuando el nu´mero de a´tomos de carbono a lo
largo de su celda unidad es 3m+2, el momento transversal ma´s pequen˜o es cero, y por
consiguiente son meta´licas. La relacio´n de dispersio´n de nanocintas bicapa armchair
meta´licas se puede obtener desde la ecuacio´n 7.24 con *BG(px), siendo px el momento
longitudinal de la nanocinta.
Las nanocintas bicapa zigzag tienen en la estructura de bandas dos tipos de estados
de borde [197]; (i) estados con energ´ıas ∼ ±V/2, iguales a los que se dan en monocapas
terminadas en zigzag y (ii) estados polarizados de valle con energ´ıas en el gap. En cada
borde de la nanocinta hay dos estados que transportan corriente en direcciones opuestas
y pertenecen a diferentes valles. Ambas clases de estados proceden del estado de borde
de la monocapa [198], pero debido a la interaccio´n entre bordes, los estados de borde
no esta´n protegidos contra el scattering entre estados pertenecientes a diferentes valles
de distintas capas o entre valles de la misma capa. Los estados (ii) se dan cuando la
anchura de la nanocinta es ma´s pequen˜a que la longitud de penetracio´n transversal de
los estados de borde dentro de la nanocinta [199], l ∼ √3 tγ1a, que para valores realistas
del para´metro de solape entre capas es de alrededor l = 17a. Este valor grande de
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l produce un gap ∆ en el espectro de nanocintas bicapa de grafeno zigzag. Aunque
los estados polarizados de valle se pueden modelizar usando el hamiltoniano de Dirac,
el acoplamiento entre estados localizados en bordes opuestos se describe mejor por un
hamiltoniano tight-binding, el cual toma en consideracio´n el acoplamiento de los puntos
de Dirac inequivalentes.
En los siguientes apartados se mostrara´n los resultados para nanocintas con dife-
rentes bordes (armchair y zigzag) en las dos configuraciones posibles y analizaremos el
caso de un copo de nanocinta bicapa armchair cuando ma´s de un canal proviene de los
contactos.
7.3.2. Copos de nanocintas bicapa meta´licas tipo armchair
En la figura 7.11 se muestra la transmisio´n en funcio´n de la energ´ıa incidente y
del voltaje aplicado entre las nanocintas meta´licas tipo armchair en la configuracio´n
1 → 1 y 1 → 2. La longitud de la zona bicapa es de L = 35√3a ∼ 15 nm, y el valor
del para´metro de acoplo entre capas γ1 = 0.1t. Los resultados son independientes de la
anchura de la nanocinta, siempre y cuando las nanocintas sean meta´licas y la energ´ıa
del electro´n incidente sea menor que la energ´ıa a la que entra la segunda subbanda.
Para obtener la transmisio´n hemos utilizado el modelo de Dirac junto con el me´todo
de empalme de las funciones de onda, comproba´ndose que coinciden con los resultados
obtenidos mediante el modelo tight-binding junto con el me´todo de Landauer.
La configuracio´n 1 → 2 muestra simetr´ıa electro´n-hueco (e − h) y V → −V , a
causa de la simetr´ıa de los contactos (ver la gra´fica inferior de la fig. 7.11). Este no
es el caso de la configuracio´n 1 → 1, en la cual la posicio´n de los contactos elimina
estas simetr´ıas. En este u´ltimo caso la simetr´ıa que se observa es la que se obtiene
del intercambio (e, V ) ↔ (h,−V ) (ver la gra´fica superior de la fig. 7.11). Esto puede
comprenderse mirando la figura 7.10 (izquierda), la cual representa el alineamiento de
la estructura de bandas de una nanocinta de una capa y de una bicapa armchair cuando
se aplica un voltaje entre las capas. En este caso, el punto donde se cruzan las bandas
de la monocapa esta´ desplazado hacia arriba con respecto al centro del gap de la zona
bicapa. Para voltajes negativos, es fa´cil ver que las bandas de la monocapa tienden
hacia abajo, por consiguiente, dan lugar a la simetr´ıa bajo el intercambio simulta´neo
del signo del voltaje y de los portadores.
En ambos casos se observa como en el rango en el que existe un gap en la zona
bicapa E < |∆1|/2, la conductancia es cero, debido a que en la regio´n bicapa no hay
estados para que se produzca la conduccio´n.
Analizando el caso 1 → 1 con ma´s detalle se observa como en el rango ∆1/2 <
|E| < |V |/2 hay 2 estados propagantes en la parte de la bicapa y la conductancia es
finita. En el rango de energ´ıas |V |/2 < |E| < ∆2/2 hay solo un modo propagante en la
zona central, pero cuando E y V tienen el mismo signo, este modo se localiza en la capa
opuesta (la de arriba) a los contactos (abajo) y la conductancia tiene valores cercanos
a cero. Por consiguiente, cuando se aplica un voltaje entre las dos capas, la densidad
electro´nica cambia de tal modo que la distribucio´n de los portadores se localiza en
una capa o en la otra dependiendo del voltaje aplicado, permitiendo el control de la
conductancia del sistema por medio de un para´metro externo. Para energ´ıas |E| > ∆2/2
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Figura 7.11: Transmisio´n en funcio´n de la energ´ıa incidente y del voltaje aplicado
para una nanocinta meta´lica tipo armchair en la configuracio´n 1 → 1 y 1 → 2 en el
rango energe´tico dado por un solo modo incidente. La longitud de la regio´n bicapa
es de L = 35
√
3a ∼ 15nm. Los valores de los gaps ±∆1/2, ±∆2/2 y ±V/2 esta´n
representados por l´ıneas blancas.
la transmisio´n es finita con antirresonancias asociadas a interferencias en la regio´n
bicapa debido a la existencia de dos canales propagadores [109].
Estas interferencias son ma´s de´biles para voltajes |V | > γ1, con una conductancia
en general distinta de cero. Esto es debido a que los portadores incidentes desde el
electrodo de la izquierda se transmiten eficientemente a trave´s de los canales de la zona
bicapa (ve´ase la parte superior de la relacio´n de dispersio´n, figura 7.10) y desde all´ı al
conductor de la derecha, con casi un perfecto solape de la funcio´n de onda [129]. Las
interferencias que se observan son de´biles, siendo debidas a los estados confinados en
la bicapa. En la gra´fica se observa la aparicio´n de antirresonancias en una forma lineal
a partir de zonas en las que la conductancia es cero en funcio´n del voltaje aplicado.
Esto es debido a que la energ´ıa de estados confinados en la capa de arriba se desplaza
en funcio´n del voltaje aplicado −V/2, por consiguiente, la localizacio´n energe´tica de
las antirresonancias cambia.
En la configuracio´n 1→ 2 la conductancia no se cancela para |V |/2 < |E| < |∆2|/2
porque en este caso los electrones que entran y que salen pertenecen a capas diferentes.
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El modo que se propaga en la zona de bicapa se transmite con facilidad al contacto
derecho, debido a que se localiza espacialmente en la capa de arriba. La transmisio´n a
energ´ıas |E| > ∆2/2 es cero generalmente. Esto puede comprenderse por el reajuste de
la funcio´n de onda entre los contactos de la izquierda y de la derecha producido por el
voltaje.
Fuera de la zona del gap las transmisiones en las configuraciones 1→ 1 y 1→ 2 son
casi complementarias; las antirresonancias que ocurren en el caso 1→ 1 se convierten
en resonancias en el caso 1 → 2. Esta complementariedad en la conductancia puede
entenderse recurriendo a un modelo simple. Si consideramos un electro´n proveniente
del electrodo de la izquierda con una energ´ıa alejada del la zona del gap, cuando llega
a la zona bicapa la funcio´n de onda incidente se descompone en una combinacio´n de
autoestados de la zona bicapa. La conductancia a trave´s de la zona bicapa es propor-
cional a la probabilidad de encontrar un electro´n al final de la capa de arriba en la
configuracio´n 1 → 2 y viceversa para la configuracio´n 1 → 1. Cuando la probabilidad
total de encontrar al electro´n al final de la zona central es la unidad, las transmisiones
en las dos configuraciones deber´ıan ser contrarias.
7.3.3. Copos de nanocintas bicapa meta´licas tipo zigzag
En la figura 7.12 se muestra la transmisio´n en funcio´n de la energ´ıa de Fermi y
el voltaje aplicado para nanocintas tipo zigzag en las configuraciones 1 → 1 y 1 →
2. Hemos empleado el modelo tight-binding y la formulacio´n de Landauer, usando la
te´cnica de empalme de las funciones de Green [100]. La longitud de la parte bicapa es de
L = 60a ∼ 15 nm y el valor del solpamiento entre capas es de γ1 = 0.1t. La conductancia
de las nanocintas de grafeno zigzag depende del ancho W, de las mismas. Los resultados
expuestos en la figura 7.12 corresponden a una cinta estrecha, W = 11a/
√
3 = 1.56
nm (N=8), en la cual solo hay un canal en el contacto de la izquierda para todas
las energ´ıas representadas. Como pasa con el sistema con borde armchair, se da una
complementariedad entre las configuraciones, dando una conductancia completamente
contraria en funcio´n de la energ´ıa y del voltaje aplicado entre las dos configuraciones.
Las antirresonancias (resonancias) en la configuracio´n 1→ 1 (1→ 2) tienen el mismo
origen y son similares a las ocurridas en el caso armchair. Lo mismo se puede decir
de las simetr´ıas e − h y V → −V para la configuracio´n 1 → 1 y (e, V ) ↔ (h,−V )
para el caso 1→ 2. Estas simetr´ıas pueden ser explicadas considerando las alineaciones
relativas de las bandas en la figura 7.10.
En la figura correspondiente a la configuracio´n 1 → 1 el gap que aparece en el
caso armchair entre V/2 y ∆2/2 se reduce en este caso a una l´ınea con pendiente V/2,
observando la estructura de bandas de la figura 7.10. Tambie´n se observa un gap ∆ ma´s
pequen˜o que el gap de volumen de la zona bicapa ∆1. Este gap ∆ aparece a causa del
acoplamiento entre estados con la misma polarizacio´n de valle localizados en bordes
diferentes y movie´ndose en direcciones opuestas. La longitud de penetracio´n l en la
nanocinta de estos estados es grande; para nanocintas cuya anchura es menor que l,
esto produce un gap ma´s pequen˜o que el gap del volumen.
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Figura 7.12: Transmisio´n en funcio´n de la energ´ıa incidente y del voltaje aplicado para
una nanocinta tipo zigzag en la configuracio´n 1 → 1 y 1 → 2 en el rango energe´tico
dado por un solo modo incidente. La anchura de la nanocinta es de W = 11a/
√
3
correspondiente al caso N=8. La longitud de la regio´n bicapa es de L = 60a ∼ 15 nm.
Los valores de los gaps ±∆1/2 esta´n representados por l´ıneas blancas; ver la figura
7.10.
7.3.4. Copos de nanocintas con ma´s canales conductores
Finalmente, presentare´ algunos resultados en los que hay ma´s de un canal conductor
en los sistemas. Nos centraremos en sistemas con borde tipo armchair, en los que la
anchura determina si son semiconductores o meta´licos. Hemos empleado un modelo
tight-binding. Nos centraremos en la geometr´ıa 1 → 1 y a partir de esta se puede
deducir el comportamiento complementario de la otra configuracio´n.
En primer lugar, analizaremos el caso en el que las cintas son semiconductoras, por
ejemplo para el caso en el que a lo largo del ancho hayN = 19 d´ımeros (W = 9a ∼ 22 A˚)
en la geometr´ıa 1→ 1. Hemos elegido este ancho para tener dos canales conductores en
la regio´n energe´tica estudiada en este trabajo. El gap de la monocapa (los contactos) es
ma´s grande que el de la regio´n bicapa (zona central), con una energ´ıa entre los bordes
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de las bandas de ±0.09γ0. Las separacio´n entre las otras dos subbandas es de ±0.18γ0.
El gap de los contactos fija el umbral para la conductancia en V = 0, como puede
observarse en la figura 7.13 (izquierda), la cual muestra la conductancia en funcio´n de
la energ´ıa y del voltaje aplicado entre las capas. El color de la escala var´ıa entre 0 y 4
unidades de conductancia (2e2/h). En este sistema el gap de los contactos domina el
sistema a bajas energ´ıas, pero se pueden observar resonancias y antirresonancias como
las estudiadas en sistemas anteriores a energ´ıas ma´s altas.
V/t
E
/t
E
/t
V/t
Armchair, W=9a Armchair, W=11a
Figura 7.13: Conductancia en unidades de 2e2/h en funcio´n de la energ´ıa y del voltaje
aplicado para una nanocinta bicapa armchair entre dos nanocintas armchair en la
configuracio´n 1 → 1. El para´metro de solape entre capas es de γ1 = 0.1t. El nu´mero
de d´ımeros a lo ancho de la cinta es de 19 (gra´fica de la izquierda) y de 23 (gra´fica de
la derecha) correspondiendo a un ancho de W = 9a ∼ 22 A˚ y de W = 11a ∼ 27 A˚,
respectivamente. La longitud de la zona bicapa es de L = 35
√
3a.
Analizaremos ahora el caso en el que los contactos (las dos monocapas) y la zona
central (la bicapa) son nanocintas armchair meta´licas con un ancho de N = 23 d´ımeros
a lo ancho de la cinta (W = 11a ∼ 27 A˚), y con una longitud de la zona bicapa igual a
la del sistema anterior, L = 35
√
3a. Se ha elegido el ancho de tal manera que aparte de
las bandas lineales que se cruzan a E = 0, hay dos subbandas parabo´licas con mı´nimos
a 0.22γ0 y 0.23γ0 con energ´ıas positivas. Estas energ´ıas marcan el umbral para los
valores de la conductancia por encima de 1 y 2 unidades de la conductancia (2e2/h)
como puede verse en la figura 7.13. El comportamiento a energ´ıas altas es similar al caso
de un solo modo. Tambie´n se observa como aparecen resonancias y antirresonancias
debidas a los mismos mecanismos del caso de un solo modo.
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7.4. Conclusiones
En este cap´ıtulo hemos estudiado las propiedades electro´nicas y de transporte de
copos de grafeno bicapa conectados mediante monocapas de grafeno, las cuales
actu´an como contactos. Se han considerado las dos configuraciones posibles para
estas estructuras, esto es, que el contacto de la derecha como el de la izquierda
este´n conectados a la misma nanocinta del copo bicapa, o este´n conectados a
distinta capa. Adema´s se han tenido en cuenta tres apilamientos entre las capas
(AA, ABα y ABβ).
Hemos calculado la conductancia por dos me´todos: 1) con la aproximacio´n tight-
binding aplicando la fo´rmula de Landauer, y 2) con el me´todo de empalme de las
funciones de onda dentro del modelo continuo de Dirac. Los resultados obtenidos
por estos dos me´todos esta´n en perfecto acuerdo, pero el u´ltimo nos permite
obtener expresiones anal´ıticas para la conductancia, y de manera que se pueden
comprender mejor los resultados obtenidos.
La principal caracter´ıstica de estos sistemas es que producen oscilaciones y perio-
dicidades de la conductancia relacionadas con la energ´ıa del electro´n incidente,
E, el para´metro de acoplamiento entre las capas, γ1, y la longitud de la zona
bicapa, L.
En el apilamiento AA se producen antirresonancias tipo Fano. Para una energ´ıa
E, la conductancia oscila en funcio´n de los dos principales periodos relacionados
con E y con γ1.
En el apilamiento AB se dan dos comportamientos distintos en funcio´n de E.
• Para E > γ1 el comportamiento se asemeja al del apilamiento AA, pero en
este caso el periodo principal es el doble que el caso AA debido a que en el
AB la mitad de a´tomos esta´n conectados entre las capas.
• Para E < γ1 se dan resonancias relacionadas con la exitencia de interfe-
rencias tipo Fabry-Pe´rot, debido a que solo hay un canal conductor a esa
energ´ıa.
Como la conductancia de estos sistemas puede oscilar en funcio´n de su longi-
tud, el sistema compuesto por dos nanocintas parcialmente superpuestas puede
comportarse como un interruptor electromeca´nico.
El transporte en estos sistemas puede ser, adema´s, controlado mediante un para´me-
tro externo, como es un voltaje aplicado entre las capas. La dependencia de la
conduccio´n con el voltaje puede ser grande.
Junto con el gap abierto por el voltaje, la conductancia puede ser sintonizada
cambiando la distribucio´n espacial de los portadores dentro de la zona bicapa.
Hemos encontrado que el gap de la conductancia en nanocintas de grafeno bicapa
zigzag es ma´s pequen˜o que el gap de la correspondiente nanocinta bicapa infinita.
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Hemos atribuido este hecho al acoplamiento de los estados de borde con la misma
polarizacio´n de valle, que tienen energ´ıas menores que las cintas monocapas.
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Cap´ıtulo 8
Interaccio´n de van der Waals en
nanocintas de grafeno bicapa con
estados de borde magne´ticos
Una de las formas de modificar las propiedades electro´nicas y de transporte de un
sistema compuesto por nanocintas de grafeno consiste en la alineacio´n superpuesta
de varias de ellas en forma suspendida o apiladas sobre un sustrato [39]. A priori, el
comportamiento electro´nico de estos sistemas multicapa se determina por tres factores
geome´tricos, esto es, el tipo de borde que posea cada nanocinta por separado, el tipo
de apilamiento entre las capas y el nu´mero de capas de que disponga [200].
En nanocintas bicapa hay una gran variedad de apilamientos, como se ha visto en
los trabajos experimentales que muestran patrones de Moire´ entre las capas. No obs-
tante, los apilamientos ma´s sime´tricos son el directo (AA) y el Bernal (AB). La mayor´ıa
de estudios teo´ricos sobre propiedades electro´nicas se han centrado en el apilamiento
AB debido a que es el ma´s estable y caracter´ıstico en grafito [184]. Sin embargo, en
trabajos experimentales se ha encontrado recientemente grafeno con apilamiento AA
[181, 182, 201, 193]. Por ejemplo, se ha observado indistintamente apilamiento AA o
AB en bordes de grafeno en muestras crecidas sobre SiC [201]. Tambie´n el grafeno AA
se ha sintetizado y observado mediante TEM [181]. Incluso, Liu y colaboradores apun-
taron la dificultad en numerosas ocasiones de distinguir entre monocapas de grafeno y
multicapas de grafeno con apilamiento AA, dando una receta sencilla para poder hacer
tal distincio´n [182]. Debido a las diferencias en las propiedades electro´nicas entre el
grafeno con apilamiento AA y AB, la posibilidad de cambiar entre un apilamiento y
otro por un desplazamiento relativo de las capas fue propuesto como un mecanismo pa-
ra un conmutador electromeca´nico [193], como hemos sen˜alado en el cap´ıtulo anterior
[109, 110]. Basados en estas evidencias experimentales, estudiaremos no solo el caso
AB sino tambie´n el apilamiento AA.
Cuando se analizan las propiedades de cada monocapa por separado de un sistema
multicapa, esto es, de cada nanocinta individual, se comprueba que los para´metros cla-
ves para determinar el comportamiento electro´nico entorno a la energ´ıa de Fermi son
tanto la forma del borde como el ancho de la nanocinta. Por ejemplo, tal y como hemos
sen˜alado en la introduccio´n, las nanocintas armchair (AGNR) pueden ser meta´licas o
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semiconductoras dependiendo de su anchura [3]. Por otro lado las nanocintas zigzag
(ZGNR) tienen estados de borde con magnetismo [203]. Las configuraciones magne´ti-
cas de los bordes en las ZGNR pueden ser ferromagne´ticas (fm), con polarizacio´n de
esp´ın alineada paralelamente en ambos bordes, o antiferromagne´ticas (afm) con pola-
rizaciones de esp´ın antiparalelas. De hecho, esta caracter´ıstica de las ZGNR hace que
sean interesantes para su aplicacio´n en dispositivos espintro´nicos [202, 170, 107].
En este cap´ıtulo me centrare´ en el estudio de la interaccio´n entre nanocintas de gra-
feno bicapa (b-GNR) con bordes zigzag (b-ZGNR) o armchair (b-AGNR). Hay trabajos
en los que se han establecido las propiedades electro´nicas de las b-GNR, manteniendo
fija la distancia entre capas a la del grafito [195, 204]. En otros trabajos se han conside-
rado relajaciones de la estructura usando LSDA dentro de la DFT [205]. Sin embargo,
para tratar este tipo de interacciones entre capas se debe incluir una descripcio´n basa-
da en interacciones van der Waals (vdW), como explicaremos en el siguiente apartado.
Tal esquema se uso´ para describir el comportamiento de las b-ZGNRs con apilamiento
AB [206], donde la interaccio´n de vdW se utiliza de modo artificial fija´ndola a un sis-
tema de referencia [207]. Por consiguiente, la aparicio´n de apilamiento AA estable en
experimentos no ha sido explicada desde un punto de vista teo´rico hasta el momento.
En este cap´ıtulo resolveremos esta cuestio´n incluyendo el efecto de las fuerzas de-
bidas a la dispersio´n no local vdW implementada de una forma moderna [87].
8.1. Fuerzas de van der Waals y detalles compu-
tacionales
La fuerza de van der Waals es un feno´meno procedente de la meca´nica cua´ntica. Es
debida a fluctuaciones de la carga en una parte de los sistemas ato´micos, los cuales esta´n
correlacionados electrodina´micamente con fluctuaciones de carga en otras regiones o
sistemas. La fuerza de vdW en un punto depende de la carga en otras regiones, por lo
tanto es una correlacio´n de largo alcance.
Debido a que el sistema que estudiaremos esta´ compuesto por capas dispuestas
horizontalmente en el plano xy a una distancia considerable (∼ 3.5 A˚) dada por la
coordenada z, es necesario el uso de una interaccio´n de largo alcance que tenga en
cuenta el reordenamiento de las densidades electro´nicas en las capas.
En la aplicacio´n del me´todo DFT se tiene que aproximar el funcional de intercambio-
correlacio´n (XC) tal y como hemos indicado en el cap´ıtulo 2 de la presente memoria. La
aproximacio´n local, LDA, o la semilocal, GGA, no tienen en cuenta expl´ıcitamente la
correlacio´n de largo alcance, por su cara´cter local. Debido a ello debemos incluir en el
funcional XC la interaccio´n de van der Waals. Uno de los funcionales ma´s rigurosos es el
funcional de la densidad de van der Waals no local propuesto por Dion y colaboradores
[86], en el cual se separa la contribucio´n de intercambio y de correlacio´n con el fin de
calcular la correlacio´n no local debida a la interaccio´n de largo alcance (vdW), de la
forma siguiente:
EXC = E
GGA
X + E
LDA
C + E
nl
C , (8.1)
donde EGGAX es la energ´ıa de intercambio GGA. Esta se obtiene a partir del funcional
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revPBE [208], el cual es un funcional derivado del PBE [85]. ELDAc es la energ´ıa debida
a los efectos de correlacio´n locales obtenida dentro de la parte LDA. Finalmente, EnlC
es la energ´ıa de correlacio´n no local, la cual esta´ basada en interacciones de densidades
electro´nicas por medio de un modelo de la funcio´n respuesta.
El funcional vdW-DF LMKLL [87], llamado vdW-DF2, esta´ basado en el original
vdW-DF de Dion y colaboradores pero usa un funcional ma´s preciso de intercambio
semilocal, EGGAX , esto es, reemplaza el funcional revPBE original por el funcional PW86
[209, 210]. El revPBE es generalmente demasiado repulsivo en torno a la distancia de
equilibrio. Adema´s, en el te´rmino no local, EnlC se escoge un valor mayor para |Zab| de
acuerdo con criterios emp´ıricos [211] y teo´ricos [212].
Para realizar ca´lculos de primeros principios DFT hemos usado el me´todo SIESTA.
Para aproximar el funcional de intercambio-correlacio´n hemos elegido el funcional vdW
parametrizado por K. Lee y colaboradores [87] (LMKLL) implementado en el propio
co´digo. A fin de representar la interaccio´n entre electrones e iones hemos usado pseu-
dopotenciales con conservacio´n de la norma en la forma no local de Troullier-Martins
[92]. Estos han sido generados con una configuracio´n ato´mica [He]2s22p2 elegida como
referencia, y con un radio de corte para los orbitales s, p, d y f de 1.25 A˚. Hemos
incluido correcciones al core [213], de esta manera la densidad de carga del pseudocore
se iguala con la densidad de carga fuera del radio de 1.6 A˚. La zona de Brillouin se ha
definido mediante Monkhorst-Pack con 30x1x1 puntos k, y la malla para el funcional
de intercambio y correlacio´n usa una energ´ıa de corte de 350 Ry.
Se ha relajado la estructura por optimizaciones de gradientes conjugados hasta que
las fuerzas han sido menores que 0.01 eV/A˚. Aunque se han aplicado condiciones de
contorno perio´dicas, hemos usado superceldas con un taman˜o suficiente grande (15 A˚)
para evitar interacciones entre celdas vecinas.
8.2. Sistema
En las b-GNR hemos considerado apilamientos en los que los bordes de las nanocin-
tas son o bien armchair (b-AGNR) o bien zigzag (b-ZGNR). La geometr´ıa de la b-GNR
depende de la posicio´n respectiva de las dos la´minas, como puede observarse en la fi-
gura 8.1. Cuando los a´tomos de ambas capas coinciden uno encima del otro, se da un
apilamiento directo o AA. Cuando solo la mitad de los a´tomos de la capa superior esta´n
encima de los de la capa inferior, el apilamiento es ABβ. Estos dos apilamientos entre
las dos capas corresponden a los casos ma´s sime´tricos, que podr´ıan obtenerse cuando
se cortan varias capas de grafeno por procesos litogra´ficos [29]. Hemos considerado,
adema´s, el apilamiento ABα el cual se genera a partir del AA cuando una de las capas
se desliza sobre la otra en la direccio´n armchair.
Las b-AGNR no muestran ningu´n tipo de magnetizacio´n en sus bordes debido a que
las nanocintas AGNR por separado no tienen estados de borde que pueden magneti-
zarse. En las b-ZGNR, al tener cada una de las la´minas dos posibles magnetizaciones
(afm o fm) entre sus estados de borde, hay que considerar un efecto de interaccio´n
magne´tica entre capas como se muestra en la figura 8.1 (b). Entonces, independiente-
mente del apilamiento hemos estudiado cuatro configuraciones magne´ticas. La primera,
denominada AFMafm, esta´ compuesta de dos capas antiferromagne´ticas (afm) con aco-
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Figura 8.1: (a) Representacio´n de las nanocintas bicapa con bordes zigzag en los tres
aplilamientos AA, ABβ y ABα. En gris se muestra la capa de abajo y en azul la capa de
arriba. (b) Ordenamiento magne´tico de los estados de borde, donde la flecha azul mues-
tra el estado con esp´ın up y en rojo con esp´ın down. En cada una de las monocapas se
puede dar una configuracio´n antiferromagne´tica (afm) y ferromagne´tica (fm). Cuando
la interaccio´n entre capas es AFM o FM para configuraciones antiferromagne´ticas y
ferromagne´ticas, respectivamente. En (b) se presentan cuatro configuraciones: AFMafm,
FMafm, AFMfm y FMfm.
plamiento antiferromagne´tico (AFM) entre ellas. La segunda, FMafm, esta´ formado por
dos nanocintas afm con acoplamiento FM entre capas. Las configuraciones tercera y
cuarta, FMfm y AFMfm, tienen ambas nanocintas fm pero con acoplamientos entre ellas
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FM y AFM, respectivamente. Centraremos nuestro estudio en las b-ZGNR debido al
comportamiento magne´tico de los estados de intercara.
8.3. Resultados
Hemos considerado dos tipos de ca´lculos atendiendo al grado de libertad de las
relajaciones estructurales. Hemos realizado ca´lculos en los cuales se ha relajado la es-
tructura en el plano xy mantenie´ndose fija la coordenada z. De esta manera se puede
ver la interaccio´n entre las capas para diferentes distancias entre ellas. En ca´lculos
posteriores se ha relajado el sistema totalmente, obteniendo la energ´ıa total y la mag-
netizacio´n. Con la relajacio´n total las nanocintas se pueden curvar o doblar segu´n sea
la interaccio´n entre ellas.
8.3.1. Grafeno bicapa
Hemos empezado haciendo ca´lculos de grafeno bicapa para tener una energ´ıa de
referencia y ver que se comprueba que el apilamiento AB es ma´s estable que el AA. En
la figura 8.2 (a) se muestra la energ´ıa total en funcio´n de la distancia entre capas para
los apilamientos AA y AB. De acuerdo con ca´lculos previos [184] el grafeno bicapa con
apilamiento AB es el ma´s favorable debido a que su energ´ıa total es menor con respecto
a la del AA. La distancia de equilibrio, d, entre las capas es de 3.55 A˚ y 3.70 A˚ para el
apilamiento AB y AA, respectivamente. Esta distancia es ligeramente superior al valor
experimental de la distancia entre capas en el grafito. No obstante, un mayor nu´mero
de capas implica una menor distancia entre ellas debido a un mayor empaquetamiento.
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Figura 8.2: (a) Energ´ıa total (Etotal) y (b) energ´ıa de enlace (BE) en funcio´n de la
distancia para un sistema de grafeno bicapa con apilamiento AA y AB.
A fin de cuantificar la interaccio´n de van der Waals de largo alcance, hemos preferido
estudiar la energ´ıa de enlace (BE) entre la´minas, definida como
BE = Etotal − Ecapa,1 − Ecapa,2, (8.2)
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donde la Ecapa,n, con n = 1, 2 es la energ´ıa de cada la´mina que forma el sistema
bicapa. La BE esta´ dada en meV por a´tomo [216, 217]. De esta manera compararemos
las sucesivas BE que obtegamos para diferentes sistemas. En la figura 8.2 (b) hemos
representado la BE obtenida a partir de la Etotal del grafeno bicapa por medio de la
ecuacio´n 8.2, obteniendo un valor para el apilamiento AB de BE = 50.6 meV/a´tomo
y para el AA de BE = −43.34 eV. Estas energ´ıas de enlace esta´n de acuerdo con los
resultados obtenidos en trabajos experimentales, en los cuales se ha determinado que
la BE entre capas de grafeno durante la exfoliacio´n de una capa del grafito es de 43
meV/a´tomo [218]; y en hidrocarburos poliaroma´ticos es sobre 52 meV/a´tomo [219].
8.3.2. Nanocintas bicapa armchair
Para todas las nanocintas bicapa armchair el apilamiento ma´s estable y en el que la
energ´ıa de enlace entre las capas es mayor es para el AB estando totalmente de acuerdo
con los resultados del grafeno bicapa. En la figura 8.3 se muestra la energ´ıa de enlace
para una nanocinta bicapa armchair con anchura N = 5, 5-b-AGNR.
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Figura 8.3: Energ´ıa de enlace para la nanocinta 5-b-AGNR para los apilamientos AA
y AB, la figura insertada muestra la geometr´ıa de la nanocinta bicapa armchair con
anchura N = 5, donde en rojo se muestra la capa de arriba y en gris la capa de abajo.
Los hidro´genos se muestras como bolas grises.
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8.3.3. Nanocintas bicapa zigzag
Nanocintas monocapa zigzag
Antes de exponer los ca´lculos sobre nanocintas bicapa zigzag b-ZGNR, en la figura
8.4 se muestra la diferencia energe´tica entre la configuracio´n antiferromagne´tica y fe-
rromagne´tica de una nanocinta zigzag con ancho N . En todos los casos la energ´ıa total
de la la´mina afm es mayor que la de la la´mina con configuracio´n fm, por consiguiente,
la nanocinta individual ma´s estable tiene una configuracio´n antiferromagne´tica, afm.
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Figura 8.4: Diferencia de energ´ıas entre la configuracio´n afm y fm de una nanocinta
acabada en zigzag (ZGNR) en funcio´n de el ancho de la misma N.
Para cintas muy estrechas, esto es, aquellas con N=2,4, la diferencia energe´tica,
∆E, entre el caso afm y el fm es muy alta. Esto es debido a la elevada repulsio´n que se
da en la configuracio´n fm entre orbitales contiguos polarizados en esp´ın. Por ejemplo,
analizando la nanocinta 2-ZGNR ferromagne´tica, la cual cuenta con cuatro a´tomos
por celda unidad ma´s dos hidro´genos, uno en cada borde, se observa que el estado de
borde localizado en los a´tomos de carbono exteriores tiene esp´ın ↑ (↓), donde los dos
a´tomos contiguos centrales, los cuales pertenecen a subredes diferentes, tienen el mismo
esp´ın ↓ (↑). Esto hace que se produzca una repulsio´n entre los orbitales de los a´tomos
centrales. Lo´gicamente, en una cinta estrecha se da una mayor repulsio´n, debido a que
la magnetizacio´n de orbitales de los a´tomos centrales es mayor que en una cinta ma´s
ancha. En la configuracio´n afm no se da tal repulsio´n porque el decaimiento de los
estados de borde con igual esp´ın siempre se localiza en la misma subred, y los a´tomos
centrales tienen esp´ın opuesto [203, 214].
Esto implica que la diferencia energe´tica entre las dos configuraciones disminuya
conforme aumenta N y que en cintas suficientemente anchas las dos configuraciones
tengan una energ´ıa parecida, siendo ambas igualmente probables. Consecuentemen-
te, se puede pasar de una a otra configuracio´n simplemente con la aplicacio´n de un
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campo magne´tico, corroborando el hecho de que estas nanocintas individualmente se
puedan usar para formar parte de dispositivos espintro´nicos, como hemos sen˜alado en
el cap´ıtulo 6.
Relajaciones xy
Para ca´lcular la BE en las b-ZGNR, se establece una configuracio´n de esp´ın inicial,
dada por los cuatro casos expuestos en la figura 8.1 (b). Durante la autoconsistencia
se puede producir una reorganizacio´n de la densidad electro´nica, de forma que la confi-
guracio´n final sea distinta a la inicial. Para cada apilamiento, entre algunas soluciones
convergidas hay poca diferencia en energ´ıa, de tal forma que el sistema se puede esta-
bilizar en una configuracio´n diferente, debido a condiciones externas, tal como campos
magne´ticos o ele´ctricos. Entonces, cada configuracio´n magne´tica convergida representa
una posible solucio´n metaestable [215].
En los resultados obtenidos se comprueba que en el apilamiento AA de cintas es-
trechas, los casos en los que la interaccio´n entre capas es ferromagne´tica, (esto es, los
FMfm,afm), no son estables. Esto es debido a que durante el proceso de autoconsisten-
cia la densidad electro´nica cambia siempre a un estado base AFM entre las dos capas.
Lo mismo ocurre para el apilamiento ABβ cuando una configuracio´n inicial es FMafm
que cambia a AFMafm. Otro hecho destacable es que en el apilamiento ABβ hay un
mayor nu´mero de configuraciones magne´ticas metaestables, esto es debido a que los
a´tomos de los bordes pertenecientes a cada una de las cintas no esta´n enfrentados, y
por consiguiente los estados de borde magne´ticos esta´n desplazados, no da´ndose una
interaccio´n tan acusada como en el apilamiento AA.
En la figura 8.5 se observa la energ´ıa de enlace de las nanocintas b-ZGNR en funcio´n
de la distancia entre ellas. Cada punto de la gra´fica se ha calculado manteniendo fija
la distancia d entre capas e incluyendo relajaciones en el plano xy. Hemos realizado
ca´lculos de los apilamientos ma´s sime´tricos entre capas, esto es el AA y el ABβ. Para las
cintas estrechas, N = 2, 4, 6, el apilamiento AA tiene una BE ma´s alta en valor absoluto
que el ABβ. Observando las diferentes configuraciones que se dan en el apilamiento AA,
la configuracio´n AFMfm tiene una energ´ıa de enlace mayor que la del caso AFMafm, es
decir, la energ´ıa de exfoliacio´n entre dos capas fm es mayor que para las dos capas con
configuracio´n afm. Pero, hay que tener en cuenta que la energ´ıa total es mayor para el
caso AFMafm que para el caso AFMfm, es decir, en el AA aunque el caso AFMafm sea
el ma´s estable cuesta menos separar las dos la´minas que en el caso AFMfm.
En el apilamiento ABβ las configuraciones ma´s estables y con mayores BE corres-
ponden a aquellas en las que el ordenamiento de los estados de borde entre capas es
ferromagne´tico, FM. Hemos atribuido este efecto al hecho de que los a´tomos del borde
de las dos la´minas no esta´n enfrentados, sino que los de una de las capas se situ´an en
la segunda fila de la otra, correspondiente a orbitales con diferente esp´ın, con lo que
se puede establecer una cierta atraccio´n entre ellos, aumentando la energ´ıa de enlace.
Hay que destacar que el caso ma´s estable (mayor energ´ıa total) corresponde a la con-
figuracio´n FMafm, pero esta tiene menor energ´ıa de enlace que la configuracio´n FMfm,
debido simplemente a diferencia entre energ´ıas, ∆E, entre las la´minas afm y fm que
queda patente en la fo´rmula 8.2.
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Figura 8.5: Energ´ıa de enlace respecto de la distancia entre capas en b-ZGNR con
anchura (a) N=2, (b) N=4, (c) N=6, y (d) N=8. En la gra´fica (c) y (d) se ha ampliado
la zona del mı´nimo de la curva. Se observa como la mayor energ´ıa de enlace corresponde
en el apilamiento AA a la configuracio´n AFMafm y en el ABβ a la configuracio´n FMfm.
A partir de N = 6, el apilamiento ma´s estable y con mayor BE es la ABβ, apro-
xima´ndose ma´s al caso infinito (grafeno bicapa) dado por en la figura 8.2.
150
8.3. RESULTADOS
Relajaciones totales
Una vez realizadas las relajaciones solo en el plano xy, fija´ndonos las energ´ıas de
enlace caracter´ısticas de la interaccio´n vdW, expondremos los resultados obtenidos para
las mismas nanocintas b-ZGNR pero incluyendo en los ca´lculos relajaciones totales de
las coordenadas xyz. Esto nos va a permitir observar el papel que juega la posible
deformacio´n de la estructura en la energ´ıa total y energ´ıa de enlace con respecto a un
sistema totalmente plano.
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
AB!
AB"
AA
{
{
AFMafm
FMafm
FMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
FMafm
FMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
AB!
AB"
AA
{
{
AFMafm
FMafm
AFMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
B
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
A(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 100
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
- A (I)
H
1
-AB
!
(I)
H
2
- A(I)
H
2
-AB
!
(I)
FMafm
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
A
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
FMafm
FMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
AB!
AB"
AA
{
{
AFMafm
FMafm
AFMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
B
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
A(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
B
"
(I)
AB
"
I)
AB
"
(III)
2 4 6 8 100
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
- A (I)
H
1
-AB
!
(I)
H
2
- A(I)
H
2
-AB
!
(I)
FMafm
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
A
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
FMafm
FMfm
(a)
(b)
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
AB!
AB"
AA
{
{
AFMafm
FMafm
FMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
FMafm
FMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
AB!
AB"
AA
{
{
AFMafm
FMafm
AFMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
B
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
A(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 100
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
- A (I)
H
1
-AB
!
(I)
H
2
- A(I)
H
2
-AB
!
(I)
FMafm
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
A
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
FMafm
FMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
AB!
AB"
AA
{
{
AFMafm
FMafm
AFMfm
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
AA(I)
AB
!
(I)
AB
!
(II)
B
!
(III)
AB
"
(I)
AB
"
(II)
AB
"
(III)
2 4 6 8 10
N
0
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
N
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
-AA (I)
H
1
-AB
!
(I)
H
2
-AA(I)
H
2
-AB
!
(I)
-60
-55
-50
-45
-40
-35
B
E
 (
m
eV
/a
to
m
)
A(I)
AB
!
(I)
AB
!
(II)
AB
!
(III)
B
"
(I)
AB
"
I)
AB
"
(III)
2 4 6 8 100
0.05
0.1
0.15
0.2
0.25
M
(!
b)
2 4 6 8 10
3
3.2
3.4
3.6
3.8
H
 (
Å
) H
1
- A (I)
H
1
-AB
!
(I)
H
2
- A(I)
H
2
-AB
!
(I)
FMafm
B
E
 (
m
eV
/a
to
m
)
(I)
!
(I)
!
(II)
A
!
(III)
"
(I)
"
(II)
"
(III)
.
.
.
.
.
M
(!
b)
.
.
.
.
H
 (
Å
)
1
-  (I)
1
-
!
(I)
2
- (I)
2
-
!
(I)
FMafm
FMafm
FMfm
(a)
(b)
Figura 8.6: (a) Energ´ıa de enlace y (b) magnetizacio´n del orbital pi del a´tomo exterior,
en funcio´n del ancho de las cintas N, para los apilamientos AA, ABα y ABβ en una
b-NZGNR. Resultados obtenidos desde relajaciones totales.
En la figura 8.6 se muestra la BE y la magnetizacio´nM del orbital pi del a´tomo del
borde de una nanocinta b-N-ZGNR en funcio´n del ancho de la cinta N para diversas
configuraciones magne´ticas de los apilamientos AA, ABα y ABβ. El valor de la BE
aumenta segu´n aumenta la anchura de la cinta N para todos los casos, pero este incre-
mento no es mono´tono, es decir, para ciertos anchos se observa una mayor estabilidad,
por ejemplo, en los casos N = 4 y N = 6. Este hallazgo indica que se da un equilibrio
te´rmico ma´s favorable para ciertos anchos.
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Analizando con mayor detalle el papel de las configuraciones magne´ticas en cada
uno de los apilamientos, se encuentra que los casos ABα y ABβ con capas fm esta´n
en el mismo rango energe´tico, y la BE del ABβ es mayor que la del ABα para todos
los anchos. Cuando las capas tienen un ordenamiento magne´tico interno afm, el apila-
miento ABα y el ABβ esta´n en el mismo rango, siendo el ABβ con ordenamiento entre
capas FM el ma´s favorable para los anchos N = 6, 8, 10.
Cabe destacar que el apilamiento AA con configuracio´n AFMafm es ma´s estable que
los apilamientos ABβ y ABα para todas las configuraciones y anchos, excepto para la
configuracio´n AFMafm del ABα, con la que compite en energ´ıa. Estos dos apilamientos,
(AA y ABα) para la configuracio´n AFMafm tienen una energ´ıa de enlace muy parecida
por debajo del ancho de cintaN = 4, siendo ma´s favorable el AA. El ana´lisis presente de
las energ´ıas de enlace es significativo porque demuestra la relacio´n entre el apilamiento
y las configuraciones magne´ticas de los bordes de las nanocintas.
En estas simulaciones con relajaciones totales para las b-ZGNR, hemos encontrado
cambios en la estructura y en la energ´ıa de algunos de los casos. En todas las confi-
guraciones pertenecientes al apilamiento ABβ y en la mayor´ıa de las ABα, las la´minas
permanecen planas, es decir, su estructura permanece inalterable con respecto a la rela-
jacio´n xy. Este no es el caso de los apilamientos AA y ABα con configuracio´n magne´tica
AFMafm, en los que las la´minas cambian su estructura geome´trica. En la figura 8.7 (a)
se muestra un ejemplo para una nanocinta b-10-ZGNR, cuyos bordes se curvan de tal
manera que en el caso AA los bordes de las la´minas se doblan sime´tricamente ha-
cia adentro, siendo convexa en el centro, mientras que en el caso ABα los bordes que
sobresalen con respecto a la otra la´mina se curvan aproxima´ndose a los otros.
Para cuantificar estas distorsiones, hemos definido la altura entre las capas medida
en el centro hc y en los bordes he, representando estas magnitudes en funcio´n del
ancho de las capas en la figura 8.7 (b). Los valores de hc para el apilamiento ABα
permanecen constantes; sin embargo, para el caso AA sufren grandes cambios. Para
anchos pequen˜os, por debajo de N = 4, la altura hc del apilamiento AA es ma´s pequen˜a
que para los apilamientos AB. Esto es inusual comparado con grafeno bicapa, indicando
la fuerte interaccio´n en el caso AA. Cuando N = 6, esta tendencia se invierte, y el caso
ABα pasa a tener una altura en el centro menor que el apilamiento AA. Entonces a
partir del ancho N = 6 la altura entre capas tiende a ser ma´s pequen˜a en el apilamiento
ABα que en el AA. Por el contrario, la distancia entre los bordes, he, se mantiene a
una altura similar a la hc y se separa a partir de N = 6. Los bordes se aproximan tanto
como 0.25 A˚, indicando una interaccio´n muy fuerte. Esto muestra que hasta N = 6 las
nanocintas son r´ıgidas, llegando a ser ma´s flexibles despue´s de un cierto ancho cercano
a N = 6.
En la figura 8.6 (b) se representa la magnetizacio´n M en funcio´n del ancho de la
cinta N. Se define la magnetizacio´nM = N↑−N↓, donde N↑ (N↓) es el nu´mero local de
electrones con esp´ın ↑ (↓) en el a´tomo del borde. Esta magnetizacio´n corresponde a un
95% a orbitales pi y a un 5% al resto de orbitales. Los momentos localizados se situ´an
en el borde y decaen hacia dentro de la nanocinta [202]. Una fuerte interaccio´n entre
los bordes suprime la magnetizacio´n. Cuando los estados de borde no interaccionan, el
valor de la magnetizacio´n permanece constante alrededor de 0.25 µb, como es el caso de
todas las configuraciones en el ABβ y la mayor´ıa del ABα excepto para la configuracio´n
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Figura 8.7: (a) Resultado geome´trico de una nanocinta b-10-ZGNR con configuracio´n
AFMafm y apilamiento AA (arriba) y ABα (abajo). (b) Altura entre las dos la´minas
por el centro, hc y por los bordes he en funcio´n de N para las nanocintas anteriores.
AFMafm. En los casos en los que los bordes de las la´minas no interaccionan, e´stas
permanecen planas. Para los otros casos, (AFMafm en AA y ABα) cuando la distancia
entre bordes, he, es lo suficientemente pequen˜a, se produce una fuerte interaccio´n entre
los orbitales pi, provocando que la nube electro´nica evolucione hacia una configuracio´n
no magne´tica. De hecho, la polarizacio´n de esp´ın paraN = 10 es nula. Por consiguiente,
debido a la fuerte interaccio´n entre los estados de borde con configuracio´n magne´tica
AFMafm en las nanocintas AA y ABα b-ZGNR con N grande, se producen profundos
cambios estructurales en los bordes que hacen que el magnetismo se anule.
Estructura electro´nica de las nanocintas bicapa zigzag
Los cambios estructurales y magne´ticos esta´n asociados con otras propiedades
electro´nicas de las nanocintas. En la figura 8.8 (a) se muestra la estructura de bandas
de la cinta b-8-ZGNR para los apilamientos AA y ABα en la configuracio´n magne´tica
AFMafm. En el caso AA la estructura de bandas se asemeja a la configuracio´n afm de
una nanocinta individual 8-ZGNR, en la que los estados de borde corresponden a las
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bandas comprendidas entre 2/3ΓX y X de la primera zona de Brillouin. Es decir, las
bandas de borde en la bicapa esta´n acopladas de tal manera que parecen una nanocinta
individual, excepto que en 2/3ΓX ya no se abre un gap tan grande como se abre en la
nanocinta individual. Por consiguiente, los cambios estructurales hacen que los estados
de borde se acoplen de tal manera que el magnetismo se anule produciendo una bajada
brusca del gap de la bicapa.
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Figura 8.8: (a) Estructura de bandas de la nanocinta b-8-ZGNR con configuracio´n
magne´tica AFMafm y con un apilamiento AA (izquierda) y ABα (derecha). (b) Energ´ıa
del gap, Eg de la nanocinta anterior en funcio´n de ancho dado por N con apilamiento
AA y AB.
Lo mismo ocurre en la ABα, pero en este caso debido a la asimetr´ıa en la geometr´ıa
las bandas de los estados de borde no se acoplan sino que se entrecruzan unas con otras.
En este caso, la interaccio´n de los bordes no ha provocado la suficiente deformacio´n de
la nanocinta como para que el magnetismo se anule y no se ha producido una bajada
brusca del gap como en el apilamiento AA. No obstante, a partir de N = 10 ya el
acercamiento de los bordes es lo suficientemente grande como para que se terminen
de acoplar los estados de borde, anulando el magnetismo y haciendo que la nanocinta
bicapa sea cuasi-meta´lica.
En la figura 8.8 (b) se comprueba lo explicado anteriormente, esto es, se muestran
los gaps de los apilamientos AA y ABα con configuracio´n AFMafm. En ella se observa
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que el gap sigue una relacio´n ∼ 1/N [192], incluso en relajaciones totales, hasta que
se observa un salto abrupto, que en el AA se produce a partir de N = 6 y en el
ABα a partir de N = 8. Esto es debido, como hemos explicado anteriormente, a que
la magnetizacio´n de los estados de borde decrece casi hasta cero producie´ndose una
metalizacio´n mayor (Eg < 0.05 eV) para el apilamiento AA en b-8-ZGNR [202, 220].
Hemos mostrado una fuerte relacio´n entre la deformacio´n de la estructura y la
configuracio´n magne´tica. Sin embargo, una cuestio´n que permanece sin respuesta es
si cambiando la configuracio´n magne´tica se pueden introducir cambios estructurales.
Para determinar esto, hemos elegido el caso ma´s estable con N = 10 en el apilamiento
ABα, es decir, con una configuracio´n AFMafm. Con la estructura convergida de la con-
figuracio´n anterior, hemos realizado de nuevo el ca´lculo con una configuracio´n inicial
FMafm. Cuando finaliza la convergencia la estructura vuelve a ser plana, mantenie´ndose
la configuracio´n magne´tica FM entre las capas. Este hallazgo tiene una clara implica-
cio´n para el disen˜o de dispositivos en los que se podr´ıa controlar la distorsio´n con
campos magne´ticos externos, esencialmente cuando las diferentes distorsiones tienen
asociadas diferentes caracter´ısticas de transporte como hemos visto anteriormente con
la anulacio´n del gap.
8.3.4. Nanocintas zigzag sobre grafeno
Para estar ma´s seguros del papel que juegan las interacciones magne´ticas, hemos
realizado ca´lculos de nanocintas sobre grafeno. En este caso, como solo hay una nano-
cinta, la interaccio´n borde-borde se reemplaza por una interaccio´n de la nanocinta con
el grafeno, en la cual no se puede distinguir entre el apilamiento ABα y ABβ. Hemos
encontrado que la energ´ıa de enlace es mayor en el apilamiento AB para todos los
anchos estudiados. En la figura 8.9 se muestra la BE para la nanocinta 4-ZGNR sobre
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Figura 8.9: Energ´ıa de enlace entre una nanocinta 4-ZGNR y grafeno para los apila-
mientos AA y AB.
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grafeno para los apilamientos AA y AB. En estos casos, la BE no se ve afectada por
la magnetizacio´n de la nanocinta, por consiguiente, la interaccio´n de una nanocinta
afm o fm con el grafeno es la misma. Independientemente de la magnetizacio´n de la
nanocinta, los casos AB tienen la menor energ´ıa total, de acuerdo con los resultados
obtenidos para el grafito donde el apilamiento AB es ma´s estable que el AA.
Comparando con los resultados anteriores de nanocintas b-ZGNR, en los cuales
el apilamiento AA compite con el AB siendo incluso el ma´s estable para nanocintas
estrechas, podemos sen˜alar que el acoplamiento magne´tico en la interaccio´n borde-
borde siempre se tiene que tener en cuenta.
Hemos realizado relajaciones totales para la nanocinta 4-ZGNR sobre grafeno. La
geometr´ıa, la energ´ıa total y la BE permanecen inalterables con respecto a relajaciones
realizadas sobre el plano xy, para todos los apilamientos y configuraciones magne´ticas
de la nanocinta individual. Para ver si las cintas cambian su geometr´ıa curvandose
como algunos casos bicapa, hemos analizado una cinta ma´s ancha. En la figura 8.10
(a) se ha representado el perfil geome´trico y la magnetizacio´n M de los a´tomos del
borde correspondiente a la celda unidad del sistema compuesto por una nanocinta 10-
ZGNR sobre grafeno con apilamiento AB. Se observa que la nanocinta se curva hacia
dentro del orden de ∼ 0.04 A˚. Igualmente el grafeno se curva ligeramente del orden de
∼ 0.03 A˚.
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Figura 8.10: a) Perfil geome´trico (altura, z, en funcio´n de la coordenada x) y magne-
tizacio´n, M para un sistema formado por una nanocinta 10-ZGNR afm sobre grafeno.
La magnetizacio´n de la nanocinta 10-ZGNR permanece igual que una nanocinta
aislada, en este caso afm con un ma´ximo de M = 0.259µb. En el grafeno en la zona
donde esta´ la nanocinta se induce cierto magnetismo, pero muy pequen˜o, del orden
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de ∼ 0.005µb. Esto sugiere que el grafeno es un buen sustrato para las nanocintas
de grafeno con unas energ´ıas de enlace alrededor de ∼ 50 meV/a´tomo, en las que
las nanocintas mantienen su magnetismo, siendo ideales para formar nanoestructuras
espintro´nicas.
8.3.5. Nanocintas bicapa zigzag sobre grafeno
Para finalizar, hemos comprobado la interaccio´n magne´tica de los bordes de una
nanocinta bicapa cuando esta´ depositada sobre el grafeno (sustrato). Este sistema
puede ser ma´s real que la nanocinta bicapa suspendida y lo proponemos como una
estructura que puede ser parte integrante de dispositivos nanoelectro´nicos. En la figura
8.11 se muestra la proyeccio´n de la geometr´ıa y la estructura magne´tica de la nanocinta
b-10-ZGNR sobre grafeno con una configuracio´n magne´tica AFMafm y con apilamiento
ABα. La nanocinta exterior es la que ma´s se deforma, mientras que la nanocinta inferior
permanece casi plana.
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Figura 8.11: Estructura geome´trica de una nanocinta bicapa b-10-ZGNR con apila-
miento ABα y configuracio´n magne´tica AFMafm sobre un sustrato de grafeno. En los
a´tomos de carbono del borde se muestra la magnetizacio´n M de los estados de borde,
y la conformacio´n de los esp´ınes (↑) y (↓).
Se observa como la magnetizacio´n de los estados de borde es superior a la encontrada
en la nanocinta bicapa suspendida con el mismo ancho, dando unos valores cercanos
al de una nanocinta individual (∼ 0.23 µb). Las nanocintas bicapa depositadas sobre
sustratos permanecen con una configuracio´n magne´tica para altos valores de N . Esto
quiere decir que las nanocintas con anchos sobre 2 nm pueden actuar como dispositivos
espintro´nicos, no solo suspendidas sino sobre sustratos.
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8.4. Conclusiones
Hemos establecido las propiedades estructurales, electro´nicas y magne´ticas de nano-
cintas bicapa, utilizando teor´ıa DFT implementada mediante el co´digo/me´todo SIES-
TA. Debido a que las capas interaccionan entre s´ı, se necesita una aproximacio´n de
largo alcance y no local al funcional de intercambio correlacio´n, como es la interaccio´n
de van der Waals. Analizando los resultados obtenidos hemos llegado a las siguientes
conclusiones:
Nuestros resultados muestran que el apilamiento AA es tan favorable como el AB
para capas estrechas de b-ZGNR. Esto es, cuando las nanocintas son estrechas
los tres apilamientos estudiados son posibles y adema´s ma´s favorables para los
casos AA y ABα seguidos por el ABβ.
La interaccio´n entre bordes, solo dobla la estructura hacia adentro para los api-
lamientos AA y ABα cuya configuracio´n magne´tica es antiferromagne´tica entre
la´minas y en las la´minas. Este efecto es debido al acoplamiento magne´tico entre
los bordes de las la´minas, produciendo, en el caso de que los bordes se aproximen
mucho entre s´ı, una anulacio´n del magnetismo de los estados de borde de las
nanocintas zigzag.
Hemos comprobado este efecto en sistemas ma´s reales en los que las nanocintas
se encuentran sobre un sustrato, como el grafeno. Hemos encontrado que en el
sistema formado por una nanocinta sobre grafeno el apilamiento ma´s favorable
es el AB tal y como pasa en grafito. Adema´s, debido a que no se da una inter-
accio´n borde-borde con el sustrato, la nanocinta permanece pra´cticamente plana
conservando su configuracio´n magne´tica y por tanto sus propiedades electro´nicas.
Lo mismo ocurre en las nanocintas b-ZGNR sobre grafeno. La estructura cambia
ligeramente curva´ndose los bordes pero no llegan al caso en el que las b-ZGNR
esta´n suspendidas. Esto hace que las propiedades electro´nicas y magne´ticas se
mantengan, haciendo posible la utilizacio´n de estos sistemas como parte inte-
grantes en dispositivos espintro´nicos con gran riqueza de estados magne´ticos.
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Cap´ıtulo 9
Estados de borde en nanocintas de
grafeno
Como hemos sen˜alado a lo largo de esta memoria, los estados de borde juegan un
papel predominante en el comportamiento electro´nico y de transporte de los sistemas
procedentes de carbono. Por ejemplo, las propiedades magne´ticas en nanocintas de
carbono esta´n directamente relacionadas con la existencia de estados de borde [202];
esta dependencia se puede observar en el efecto Hall cua´ntico [44] y en el efecto Hall
cua´ntico de esp´ın [77].
Un gran nu´mero de trabajos teo´ricos han estudiado las nanocintas de grafeno con
bordes zigzag [120, 203], armchair [120, 203, 221] y mixtos incluso con nodos tipo cove
o Klein [222] por medio de modelos de Dirac [120], tight-binding [221] y basados en
DFT [203].
Todos estos bordes se han identificado experimentalmente, por ejemplo mediante
TEM [223, 224] y mediante TEM de alta resolucio´n, HR-TEM [182, 225]. Concreta-
mente K. Suenaga y M. Koshino han demostrado la existencia de bordes estables con
nodos tipo Klein como se muestra en la figura 9.1 [225], llamados bordes barbados
cuando los a´tomos externos del borde zigzag esta´n completamente cubiertos con nodos
tipo Klein.
Por lo tanto, desde un punto de vista teo´rico es importante identificar cuales son
los bordes en nanocintas de grafeno que presentan estados localizados. Aunque se han
estudiado las condiciones de contorno para una serie de terminaciones [226], as´ı co-
mo algunas modificaciones [227] de intere´s experimental [182], hasta ahora tanto la
estructura de bandas y los estados de borde de nanocintas con bordes arbitrarios no se
conocen de forma general.
En este cap´ıtulo resolveremos este problema dando una regla simple, la cual permite
predecir la existencia de estados de borde y su degeneracio´n para cualquier nanocinta
o grafeno con un borde perio´dico. Se mostrara´ una regla sencilla, sin necesidad de
ca´lculos, para indicar si existen estados de borde o bandas planas a nivel de Fermi
(EF) en cualquier borde de grafeno perio´dico y para nanocintas suficientemente anchas
donde sus estados de borde no interacionan entre s´ı, con ca´lculos tight-binding, y con
ca´lculos de primeros principios basados en la teor´ıa DFT.
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s
are
m
obile
during
the
observation,
as
indicated
by
the
w
iggling
contrast
frequently
observed
at
the
edge
regions.T
he
fastFouriertransform
ation
ofan
A
D
F
im
age
offew
-layer
graphene
show
sthatthe
spatialresolution
ofthe
experim
entalset-up
is
betterthan
0.106
nm
(insetto
Supplem
entary
Fig.1a)and
so
the
hexa-
gonalnetw
ork
ofcarbon
atom
s,separated
by
about0.14
nm
,is
clearly
visible
in
a
m
onolayer
region
(Supplem
entary
Fig.1b).A
probe
ofthe
sam
e
size
and
brightness
w
as
used
for
the
follow
ing
ELN
ES
analysis.
Figure
1a
show
s
a
typicalA
D
F
im
age
ofthe
edge
region
ofa
single
graphenelayer.T
hehexagonalnetw
ork
ofcarbon
atom
sin
bulk
isvisible
on
the
right-hand
side
ofthe
im
ageand
the
vacuum
region
appears
in
black
on
the
left-hand
side.T
he
possible
carbon
atom
positionsderived
from
the
localintensity
m
axim
a
ofA
D
F
signals
are
m
arked
by
yellow
circlesafteran
im
age-sm
oothing
processin
Fig.1b.T
hereisstrong
w
iggle
contrastatthe
edge
regions
and
som
e
ofthe
atom
positions
cannotbe
com
pletely
identified.W
e
note
thatsom
e
ofthe
hexagonalnetw
orksare
im
perfectand
considerably
reconstructed
atthe
edge
region.
T
he
typicalELN
ES
spectra
ofcarbon
K
(1s)-edge
are
displayed
w
ith
their
corresponding
atom
ic
positions
in
Fig.1c.Figure
1d
show
s
three
characteristic
carbon
K
-edge
fine
structures
extracted
using
sequential
electron
energy-loss
spectroscopy(EELS)
w
ith
probe-scanning
(know
n
asthe
spectrum
-im
age
m
ode) 11.T
he
spectrum
in
green
w
asrecorded
at
an
atom
ic
position
in
bulk
(indicated
by
a
green
circle
and
arrow
in
1N
anotube
R
esearch
C
enter,N
ationalInstitute
ofAdvanced
IndustrialScience
and
Technology
(AIST),AIST
C
entral5,Tsukuba
305-8565,Japan.
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Figure
1
|G
raphene
edge
spectroscopy.
a,A
D
F
im
age
ofsingle
graphene
layer
atthe
edge
region.
N
o
im
age-processing
has
been
done.A
tom
ic
positions
are
m
arked
by
circles
in
a
sm
oothed
im
age(b).Scalebars,0.5
nm
.d,ELN
ES
ofcarbon
K
(1s)
spectra
taken
atthe
colour-coded
atom
s
indicated
in
b.G
reen,blue
and
red
spectra
correspond
to
the
norm
alsp
2
carbon
atom
,a
double-coordinated
atom
and
a
single-coordinated
atom
,respectively.T
hese
differentstates
ofatom
ic
coordination
are
m
arked
by
coloured
arrow
s
in
a
and
b
and
illustrated
in
c.C
C
D
,charge-coupled
device.
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states
are
com
pletely
localized
at
the
atom
ic
level.
Even
for
triple-
coordinated
carbon
atom
s,
slight
electronic
structure
m
odification,
asindicated
by
the
restricted
excitonic
effect(orthe
reduced
s
*
peak),
m
ay
exist
near
the
edge
region
but
it
vanishes
after
1.5
nm
from
the
edge
front.
T
he
properties
of
graphene
nanoribbons
w
ith
sm
aller
w
idths
m
ightbe
governed
by
the
edge
effects 16.
Itisvery
surprising
thattheEELS
signaldelocalization
hasturned
out
notto
be
very
im
portantforatom
-by-atom
spectroscopy
in
the
present
experim
ent.
T
he
EELS
signal
delocalization
should
be
substantially
decreased
w
hen
a
low
er
accelerating
voltage
is
used
for
the
incident
electron
probe
8.
T
he
delocalization
effect
w
ith
a
30–60
kV
incident
probe
isonly
a
fraction
ofthatforthe
norm
alST
EM
operation
voltage
at200–300
kV
.Low
ering
the
accelerating
voltage
ofthe
electron
m
icro-
scope
is
therefore
very
beneficial,reducing
the
delocalization
effectin
addition
to
contrastenhancem
entand
dam
age
reduction.
ELN
ES
analysisfrom
singleatom
sishighly
desirablebecausetherich
inform
ation
itsuppliesw
illbecom
e
accessible
from
individualatom
sat
any
localarea.T
he
ELN
ES
fingerprinting
m
ethod
hasbeen
w
idely
used
to
determ
ine
the
electronic/bonding
states
of
unknow
n
m
aterials
by
com
parison
w
ith
thereferencespectraofknow
n
m
aterials.Forexam
ple,
the
chem
icalstate
ofC
e 3
1
or
C
e
4
1
in
m
etallofullerene
m
olecules
has
been
clearly
discrim
inated
atthe
single-atom
levelsim
ply
by
m
easuring
theenergy
shift 17.H
erew
ehavedem
onstrated
thepossibilitiesofELN
ES
spectra
analysis
beyond
the
sim
ple
fingerprinting
m
ethod.N
on-bulk
atom
sprovide
peculiarelectronic
structuresand
therefore
theirEN
LES
should
be
com
pletely
new
(or
previously
unknow
n)
and
cannot
be
com
pared
w
ith
any
existing
reference.Further
efforts
should
be
m
ade
to
obtain
the
electronic
state
inform
ation
from
new
ELN
ES
spectra
by
com
bining
atom
ic
resolution
im
aging
w
ith
theoreticalcalculations.
M
ETH
O
D
S
SU
M
M
A
RY
ST
EM
-EELS
experim
ents.A
JEO
L
2100F
transm
ission
electron
m
icroscope
w
ith
the
D
ELT
A
corrector
w
as
operated
at
60
kV
(ref.9).T
he
energy
resolution
w
as
around
0.4
eV
.W
e
used
a
probe
of0.1
nm
diam
eter
w
ith
20
pA
for
experim
ents.
For
spectroscopy,w
e
used
G
IF
Q
uantum
18,designed
for
low
-voltage
operations.
T
he
convergenceangleforincidentprobew
assetto
30
m
rad,w
hilethe
innerangle
for
A
D
F
im
aging
w
as
around
45–50
m
rad,w
hich
is
equalto
the
EELS
collection
angle.
ELN
ES
analysis
w
as
perform
ed
at
each
pixel
w
hile
the
incident
probe
digitally
scanned
11.T
he
spectrum
-im
age
m
ode,consisting
ofa
tw
o-dim
ensional
set
of
ELN
ES
spectra,takes
longer
for
total
acquisition
and
easily
leads
to
the
destruction
of
the
specim
en.
T
herefore
w
e
frequently
used
the
spectrum
-line
m
ode,
consisting
of
a
one-dim
ensional
set
of
EN
LES
spectra,
in
this
study.
T
ypicalacquisition
tim
e
is
around
0.1
to
1.0
s
foreach
spectrum
.A
spectrum
line
consists
of
100
spectra,w
hile
an
im
age
spectrum
consists
of
typically
12
3
12
spectra
(see
also
Supplem
entary
Fig.3).
Specim
en
preparation.
C
om
m
ercially
available
synthetic
H
O
PG
(N
T
-M
D
T
C
om
pany)
w
as
used
for
experim
ents.
Som
e
of
the
flakes
w
ere
cleaved
using
Scotch
tapesand
then
transferred
to
transm
ission
electron
m
icroscope
m
icrogrids
follow
ing
the
m
ethod
developed
by
M
eyer
and
co-w
orkers 19.
ELN
ES
sim
ulations.
T
he
first-principles
calculation
based
on
D
FT
theory
w
as
used
to
estim
ate
energy
levels
and
partial
density
of
states
on
carbon
atom
s
of
graphene
structures.In
the
discrete
variance-X
a
m
ethod,the
energy
levels
and
partialdensity
ofstates
ofunoccupied
carbon
2p
orbitals
are
estim
ated
from
the
self-consistentcharge
calculation.T
o
estim
ate
the
threshold
energy
ofthe
carbon
K
-edge,
the
core–hole
effect
w
as
considered
by
em
ploying
the
transition-state
approxim
ation
m
ethod,w
hich
configuresa
half-electron
rem
oved
from
thecarbon
1sorbitaland
added
to
an
unoccupied
orbital 20,21.See
also
Supplem
entary
Fig.2.
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Figura 9.1: a) Imagen HR-TEM el bor e de un grafeno suspendido, identifica´ndose
los a´tomos de carbon en b). c) Imagen d los distintos a´tomos sen˜alados mediante
flechas. d) borde zigzag con nodos tipo Klein a˜adidos (borde ba bado). Fuente: K.
Suenaga, and M. Koshino, Nature 468, 1088 (2010) [225].
9.1. Caracterizacio´n d los bordes de grafeno: Re
gla de plegad y orde mı´nimo
Descripcio´n de un borde de grafeno. Un borde de grafeno queda determinado por la
disposicio´n de los a´tomos ma´s externos. Estos pueden esta´ uni os a uno o dos a´t mos
v cinos, tenien o dos o un orbital pi sin e lazar, res e tivamente. Sup ndremos en
este cap´ıtulo que l fo ma del borde es peri´dica, por l tanto, forma na estruct ra
cristalina unidimensional con un periodo de traslacio´n definido por &T = n&R1 +m&R2,
donde &R1 y &R2 son los vectores primitivos de la red hexagonal del grafeno, como
puede verse en la figura 9.2. El peri do &T queda defini o por l s ı´ndices ( ,m), donde
el nu´mero de a´tomo del borde, Ne, y el nu´mer de enl ces cortados, Nd, pueden ser
arbitrariame te grandes, pero ningu o de ell s ma´s pequen˜ que n+m [226]. Siguiendo
la referencia [226], cuando el nu´m ro de a´tomos del borde es igual al nu´mero e enlaces
cortados de los a´tomos del borde y ambos son iguales a n +m (Ne = Nd = n +m),
entonces, s denomina borde mı´ni o. Es e borde presenta la pr p edad siguiente: el
nu´mero de nodos en una subr d es igual a n y el nu´mero de nodos en l otra subred es
igual a m.
Cualquier borde mı´nimo puede ser modificado an˜adiendo a´tomos extra. Para iden-
tificar este borde modificado, se tiene que suministrar la informacio´n neces ria de los
nodos an˜adidos al borde mı´nimo. Por ejemplo, en la figura 9.2 se muestran dos bordes
de grafeno asociados al vector de traslacio´n &T = (n,m) = (8, 1). En la figura superior
se representa el borde mı´nimo (8, 1) con los a´ omos y enlaces e rojo, mientras que n
la figura de abaj , en azul, se representa un borde modificado a partir del anterior, con
dos a´tomos tipo Klein.
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Figura 9.2: Dos ejemplos de bordes perio´dicos correspondientes al mismo vector de
traslacio´n &T (n,m) = (8, 1). Los vectores &TZ y &TA son las proyecciones de &T en las
direcciones zigzag y armchair. El borde de arriba, en rojo, representa el borde mı´nimo,
el cual es una simple combinacio´n de borde zigzag a lo largo de &TZ y de borde armchair
a lo largo de &TA. En la figura de abajo, en azul se muestra una borde modificado, el
cual resulta an˜adiendo dos nodos Klein al caso del borde mı´nimo.
El vector de traslacio´n &T = n&R1+m&R2 que define cualquier borde de grafeno puede
ser descompuesto en dos direcciones importantes dentro de la red hexagonal (ver fig.
9.2), llamadas armchair (&TA) y zigzag (&TZ): &T = &TA+&TZ . Se observa que &TZ = (n−m)&R1
y &TA = m(&R1 + &R2). Esta descomposicio´n es crucial para describir las propiedades
electro´nicas de estas estructuras, debido a que los grafenos con bordes terminados en
armchair puros no tienen estados localizados a E = 0, mientras que los terminados
en zigzag tienen una banda plana de borde a la energ´ıa de Fermi (en la aproximacio´n
de un electro´n pi) para los estados con k > 2/3pi [118, 3]. De hecho, se ha demostrado
que cualquier borde mı´nimo que contenga zonas zigzag tiene estados localizados, y un
borde mı´nimo armchair no tiene [226]. Es fa´cil ver que, geome´tricamente, un borde
mı´nimo correspondiente a &T es una simple combinacio´n de la contribucio´n zigzag &TZ
y la armchair &TA. En la figura 9.2 se puede observar tal descomposicio´n para el caso
&T = (8, 1), donde hemos elegido el origen del vector de traslacio´n &T de tal manera que
pueda observarse de manera ma´s clara la descomposicio´n. En este caso &T = &TA + 7&TZ .
El diagrama de bandas esquema´tico (cercano a EF ) de un borde zigzag definido
por el ma´s pequen˜o &TZ = &R1 = (1, 0), esta´ representado en el panel de arriba a la
izquierda de la figura 9.3. En e´l se muestra la banda de borde y la zona del continuo
en gris. La estructura de bandas de los dema´s bordes zigzag, definidos por &TZ = S &R1,
(n −m, 0) = (S, 0), se obtiene plegando S veces el espectro del (1,0). El caso (2,0) se
muestra en la representacio´n de arriba a la derecha de la figura 9.3. Ambos casos, el
(1, 0) y el (2, 0), tienen una banda de borde con degeneracio´n uno. Cuando se repite
este proceso, esto es, doblando S veces el espectro (1,0) para obtener la estructura
de bandas y la degeneracio´n de la banda de borde, se llega a una regla general para
cualquier borde (S, 0). Cualquier nu´mero entero S > 0 puede descomponerse en la
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suma S = I + 3M , donde I = 1, 2, 3 y M = 1, 2, 3, .... Para I = 1, 2, el espectro
siempre tiene el punto de Dirac a 2/3pi de la primera zona de Brillouin, mientras que
para I = 3, el punto de Dirac esta´ situado en k = 0, como puede verse en la fig.
9.3. Las estructuras de bandas de todos los casos con borde zigzag obtenidos desde el
plegamiento de la estructura de bandas del caso (1, 0) pueden verse en la fig. 9.3. La
correspondiente degeneracio´n de las bandas planas de borde esta´ indicada por el ı´ndice
M y M + 1.
!!"#! !"#
$#%&'(()*#%(!*& $+%&'(()*+%(!*&
)*# )*+ )*,
Figura 9.3: Estructura de bandas esquema´tica de un grafeno semiinfinito terminado
en un borde zigzag para (1,0), (2,0) (arriba), y para un (S,0) general (abajo). Las
a´reas sombreadas representan el continuo de estados. Todos los casos se reducen a tres,
caracterizados por el ı´ndice I, esto es, S = I + 3M con I = 1, 2, 3 mostrado en los
paneles inferiores y M = 0, 1, .. indica la degeneracio´n correspondiente de cada banda,
en este caso, M y M +1. Estas estructuras de bandas se obtienen doblando S veces el
espectro del caso (1,0).
Como la componente armchair no proporciona ningu´n estado de borde, se puede
esperar que la estructura de bandas de un borde mı´nimo (n,m) sea parecida a la de
un borde zigzag (n − m, 0) cerca del nivel de Fermi, EF . Esto lo hemos comprobado
en gran nu´mero de grafenos semiinfinitos terminados en un borde mı´nimo, mediante
ca´lculos tight-binding, verificando que la regla de doblado de la estructura de bandas
presentada anteriormente se mantiene en todos los casos examinados. Para nanocintas
de grafeno con los dos bordes iguales, la degeneracio´n de las bandas es dos veces la de
un solo borde, siempre y cuando la nanocinta sea lo suficientemente ancha como para
que la interaccio´n entre los bordes sea despreciable.
Descripcio´n de una nanocinta con bordes arbitrarios. Para la descripcio´n de nano-
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cintas con un borde cualquiera &T , tenemos que tener en cuenta el vector &H, el cual
indica el menor vector de red perpendicular a &T . La anchura de la nanocinta es de-
finida mediante el vector &W , esto es &W = N &H, donde N es un nu´mero entero. Una
vez fijado el vector de traslacio´n a lo largo del borde &T , &H se determina u´nicamente
salvo por el signo. As´ı pues, para nombrar las nanocintas usaremos la nomenclatura
N &T = N(n,m), donde N determina la anchura de la nanocinta y los ı´ndices (n,m) in-
dican el borde mı´nimo. Por ejemplo, en la figura 9.4 esta´ mostrada la nanocinta 2(7, 1),
con N = 2 celdas de anchura &H.
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Figura 9.4: Estructura geome´trica de la nanocinta de grafeno 2(7, 1) en verde, mientras
la base de grafeno esta´ dibujada en gris. Se muestra el vector de borde mı´nimo, &T =
&TZ + &TA, donde &TZ = (6, 0) y &TA = (0, 1). Se indica la anchura de la celda unidad como
&W = 2 &H, siendo &H la anchura ma´s pequen˜a.
Hay que aclarar que pueden existir nanocintas con una geometr´ıa de borde mı´nimo
en las que la anchura puede ser dada por un valor de N no entero, tal como las llamadas
nanocintas antizigzag. Pero nuestro objetivo aqu´ı es el estudio de las bandas de borde
restringie´ndonos a enteros y usando valores de N lo suficientemente grandes como para
eliminar la interaccio´n entre los bordes de la nanocinta.
En la estructura de bandas de la nanocinta con borde mı´nimo 3(8, 1), se comprueba
que la degeneracio´n de las bandas planas de borde situadas a una energ´ıa E = 0 eV, son
exactamente las mismas que hay en una nanocinta zigzag 20(7, 0) (figura 9.5). Hemos
elegido la anchura N de las dos nanocintas de tal manera que sea parecida y que los
estados de borde no interaccionen entre s´ı.
Entonces, en las nanocintas de grafeno con un borde mı´nimo (n,m) aparecen las
mismas bandas planas de borde que en el caso de nanocintas zigzag (n − m, 0), las
cuales tienen la misma degeneracio´n y forma que el caso de la nanocinta zigzag (1, 0)
plegando su espectro S = (n−m) veces (con el mismo ancho). Como hemos discutido
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anteriormente, esto es consecuencia de: (1) el borde mı´nimo basado en el vector de
traslacio´n &T tiene una parte de borde zigzag y otra armchair, dado por los vectores
&TZ y &TA, respectivamente, y (2) los bordes armchair no proporcionan ningu´n estado
localizado de borde. Por consiguiente, la estructura de bandas alrededor de la energ´ıa
de Fermi de una nanocinta con borde mı´nimo proviene de la componente &TZ .
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Figura 9.5: Estructura de bandas de una nanocinta de grafeno 20(7, 0) (izquierda) y de
una nanocinta 3(8, 1) (derecha) cerca del nivel de Fermi. Las celdas unidad de ambas
nanocintas contienen un nu´mero igual de nodos. Las degeneraciones de las bandas esta´n
indicadas cerca del extremo de cada banda.
9.2. Bordes modificados
9.2.1. Acoplamiento de los defectos de borde y las bandas
desdobladas
En este apartado estudiaremos bordes modificados mediante defectos tipo Klein
[227] (ver figura 9.6a) y mediante defectos tipo cabo aislados (ver figura 9.6b). Un
defecto tipo Klein consiste en un a´tomo an˜adido al borde, el cual solo tiene un a´tomo
de carbono vecino. Cuando el borde esta´ completamente lleno de defectos Klein se
le conoce como borde barbado, como hemos sen˜alado anteriormente. Los defectos tipo
cabo puede ser construidos an˜adiendo a´tomos adicionales a un borde zigzag con defectos
Klein. Concretamente, pueden ser construidos enlazando dos defectos Klein mediante
un a´tomo adicional, como puede verse en la figura 9.6b. Consideraremos tambie´n bordes
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compuestos por defectos tipo cabo separados entre s´ı en mayor o menor medida, tal
y como indican las figuras 9.6c y 9.6d. En los siguientes apartados discutiremos la
estructura de bandas de estas modificaciones del borde a una energ´ıa cercana a Fermi.
A la hora de representar los ca´lculos nume´ricos, hemos elegido nanocintas con los dos
bordes iguales y con una anchura suficientemente grande como para que los estados de
uno y otro borde no interaccionen entre s´ı.
Figura 9.6: Geometr´ıas de algunos bordes de grafeno zigzag modificados: (a) borde
zigzag barbado compuesto por la sucesio´n perio´dica de defectos tipo Klein, (b) una
estructura tipo cabo en un borde zigzag obtenida an˜adiendo un a´tomo extra entre dos
defectos de Klein pro´ximos, (c) borde cubierto por defectos tipo cabo y (d) un borde
con mayor separacio´n entre los defectos tipo cabo.
A.- Bordes zigzag con defectos tipo Klein
En esta seccio´n vamos a estudiar la estructura de bandas de una nanocinta con
defectos tipo Klein. La estructura de bandas de la nanocinta zigzag de ancho N = 40 y
de borde mı´nimo, esto es, la nanocinta 40(1, 0), esta´ representada en la figura 9.7a. Las
dos bandas planas localizadas en los bordes opuestos de la nanocinta [3] se extienden
en el intervalo 2/3pi < k < pi. La condicio´n para tener E = 0 requiere que la amplitud
de la funcio´n de onda no desaparezca en una de las dos subredes del grafeno [228].
Para k = pi, la correspondiente funcio´n de onda esta´ localizada justo en el nodo ma´s
exterior del borde. El borde opuesto tiene a´tomos pertenecientes a la otra subred.
Para k cercanos a 2/3pi, las funciones de onda correspondientes a estas bandas de
borde penetran hacia dentro de la nanocinta. Por consiguiente, los estados de borde
interaccionan entre ellos para valores de k cercanos a 2/3pi, mezcla´ndose y separa´ndose
en bandas enlazantes y antienlazantes.
Cuando se an˜aden defectos tipo Klein en ambos bordes de la nanocinta 40(1,0),
obtenemos una estructura perio´dica en cada uno de los dos bordes que se denomina
borde barbado (ver figura 9.6a). En este caso, las bandas aparecen desde k = 0 hasta
2/3pi. Con el fin de comprender este cambio en las bandas planas a E = 0 eV con
respecto al valor de k, vamos a variar gradualmente el para´metro de acoplamiento
entre los orbitales pi de los a´tomos constituyentes del borde tipo Klein.
Primero an˜adimos un nodo Klein en cada uno de los dos lados de la celda unidad
de la nanocinta, pero poniendo los para´metros de enlace a cero. Aparece una banda
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Figura 9.7: Evolucio´n de la estructura de bandas para la nanocinta de grafeno 40(1,0)
(a) con nodos tipo Klein an˜adidos en ambos bordes (d). En (b) se muestra la estruc-
tura de bandas cuando se han introducido dos nodos Klein pero con un para´metro de
enlace con los a´tomos del borde zigzag nulo (t = 0t0). En (c) se muestra la relacio´n
de dispersio´n de la misma nanocinta pero con los nodos tipo Klein enlazados con un
para´metro t = 0.5t0. Se observa como las bandas en la regio´n 2/3pi < k < pi se acoplan
separa´ndose. Los paneles de abajo esquematizan el proceso seguido para adjuntar los
nodos a la celda unidad de la nanocinta zigzag.
adicional doblemente degenerada, debida a los orbitales de los a´tomos del borde que
no esta´n enlazados, la cual se extiende desde k = 0 a pi, como se muestra en la figura
9.7b. La degeneracio´n doble es debida a la contribucio´n de los dos bordes. El siguiente
paso consiste en cambiar el para´metro de enlace a t = 0.5t0, donde t0 = 2.66 eV es
el para´metro de enlace entre dos orbitales pi. La estructura de bandas resultante se
muestra en la figura 9.7c. El enlace con los a´tomos Klein conecta a´tomos que perte-
necen a diferentes subredes; esto tiene en cuenta la interaccio´n de las bandas planas
correspondientes al borde zigzag y a los nodos Klein an˜adidos, las cuales hibridan y se
separan. Como las bandas planas originales procedentes del borde zigzag y las bandas
procedentes de los nodos Klein an˜adidos coinciden solo para k > 2/3pi, la separacio´n
tiene lugar en esos valores de k. De hecho, esta separacio´n es ma´s pronunciada para
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k = pi debido a que la localizacio´n y el solapamiento es ma´s fuerte que para otros valo-
res de k, incrementa´ndose gradualmente desde k = 2/3pi hacia el borde de la primera
zona de Brillouin.
La banda doblemente degenerada que permanece plana hasta k < 2/3pi, se mantiene
debido a que en ese rango de k no hay ningu´n estado localizado a E = 0 eV en la
nanocinta zigzag original. Finalmente, cuando t = t0, la interaccio´n de las bandas
enlazantes y antienlazantes desde k = 2/3pi a pi es demasiado grande produciendo una
separacio´n entre ellas, llegando a alcanzar las bandas continuas de volumen (ver fig.
9.7). Por consiguiente, la estructura de bandas para un borde zigzag con defectos tipo
Klein tiene una banda plana doblemente degenerada desde k = 0 a k < 2/3pi localizada
en lados opuestos y diferentes subredes.
Un inspeccio´n de la funcio´n de onda, nos muestra que esta nunca se localiza solo en
los defectos Klein, sino que la funcio´n de onda penetra dentro de la nanocinta incluso
para el valor k = 0.
Se puede destacar que si modificamos solo uno de los bordes de la nanocinta
an˜adie´ndole nodos Klein, la banda adicional a energ´ıa cero sera´ no degenerada y se
hibridara´ solo con una de las bandas en el rango 2/3pi < k < pi, separa´ndose en
energ´ıa. Los estados de la banda hibridada, por consiguiente, se localizan en el lado
donde los nodos Klein se an˜adieron.
B.- Bordes zigzag con defectos tipo cabo
En este apartado consideraremos una modificacio´n del borde zigzag au´n ma´s com-
pleja que la anterior. Esto va a ayudar a ilustrar y refinar en detalle la prescripcio´n
presentada en este cap´ıtulo, la cual nos permitira´ predecir la degeneracio´n y aparicio´n
de estados de borde para cualquier nanocinta.
El panel de arriba de la figura 9.8 muestra un borde zigzag al que se le ha an˜adido
un defecto tipo cabo. Para distinguir las dos subredes he dibujado dos tipos de nodos
(a´tomos), los pertenecientes a una subred mediante c´ırculos negros y los pertenecientes
a la otra mediante c´ırculos vac´ıos. De forma similar, el defecto cabo esta´ formado en
el borde opuesto de la nanocinta, pero los c´ırculos negros y vac´ıos esta´n dispuestos de
forma contraria al del borde dibujado en 9.8.
Hemos considerado la nanocinta zigzag (4, 0) con un ancho dado por N = 40,
40(4, 0), y en cada borde se han an˜adido nodos adicionales para formar la estructura
tipo cabo. El proceso es es siguiente: primero se an˜aden dos nodos Klein contiguos, y
a continuacio´n, el par de nodos Klein se conecta a otro nodo adicional para formar la
estructura tipo cabo.
La estructura de bandas alrededor del nivel de Fermi de la nanocinta 40(4, 0) se
presenta en la figura 9.8a. E´sta la obtenemos doblando cuatro veces la estructura de
bandas de la nanocinta 40(1, 0) presentada en la figura 9.7a. La degeneracio´n de las
bandas planas es consecuencia directa de este plegamiento. Cuando se an˜aden los dos
nodos Klein a ambos lados de la nanocinta pero sin conectarlos a los nodos del borde
zigzag, estos generan cuatro bandas planas a E = 0 eV. Por tanto la degeneracio´n de la
banda plana es de seis en el intervalo 0 < k < 2/3pi y de ocho en 2/3pi < k < pi, como
puede observarse en la figura 9.8b. Comenzamos conectando los nodos Klein con los
a´tomos del borde con un para´metro de enlace de t = 0.2t0. Al observar la estructura
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Figura 9.8: Evolucio´n de la estructura de bandas de una nanocinta zigzag 40(4,0) cuando
se an˜aden dos nodos extra con el fin de formar una estructura tipo cabo. El panel de
arriba muestra el borde de la nanocinta cuando se an˜ade tal estructura, donde se
observan las conexiones con una l´ınea punteada. La separacio´n de las cuatro celdas
unidad dibujadas esta´ dibujada mediante una l´ınea discontinua. Los diagramas son
los siguientes: (a) nanocinta zigzag 40(4,0), (b) con dos nodos Klein an˜adidos a cada
lado de la celda unidad con para´metro t = 0, (c) con los nodos Klein conectados por
t = 0.2t0, (d) con los nodos Klein conectados por t = 1.0t0, (e) con un nodo extra
conectado a los dos nodos Klein por t = 0.2t0, y por u´ltimo (f) con la estructura de
cabo an˜adida al borde con todos los nodos extra conectados a t = t0. Los diagramas
que se encuentran debajo de cada estructura de bandas explican el desdoblamiento y
separacio´n de las bandas planas.
de bandas generada (ver fig. 9.8c), la banda que estaba ocho veces degenerada en el
intervalo k > 2/3pi se separa en bandas doblemente degeneradas debido a la interac-
cio´n entre bandas enlazantes y antienlazantes. Para el intervalo 0 < k < 2/3pi, solo
dos bandas doblemente degeneradas se separan, quedando una sola banda doblemente
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degenerada (por los dos bordes de la nanocinta) a E = 0 eV. Cuando t = t0 (ver fig.
9.8d), todas las bandas que se hab´ıan separado en el anterior caso (con t = 0.2t0) se
acoplan a las bandas del continuo. Las dos bandas que sobreviven a E = 0 eV revelan
que hay estados localizados en los nodos Klein, los cuales penetran en la nanocinta en
los a´tomos pertenecientes a la misma subred. Su extensio´n dentro de la nanocinta es
ana´loga a la obtenida cuando se introducen nodos Klein de forma perio´dica en todos
los nodos zigzag, como puede verse en la fig. 9.7d.
Para formar la estructura tipo cabo sobre la nanocinta 40(4,0), tenemos que an˜adir
otro nodo extra que conecte los dos nodos Klein. Hay que darse cuenta que los nodos
Klein y el nodo extra pertenecen a subredes diferentes. Al an˜adir el nodo extra a ambos
lados y no conectarlo mediante el para´metro de enlace, este an˜ade dos bandas planas a
E = 0 eV a la estructura de bandas de la fig. 9.8d. Cuando la conexio´n es de t = 0.5t0,
las bandas planas en el rango 0 < k < 2/3pi, las cuales son debidas a los defectos
tipo Klein, hibridan con las bandas an˜adidas desde el nodo extra y se separan. Esta
separacio´n es mostrada en la estructura de bandas de la figura 9.8e. Cuando se conecta
el nodo externo a los nodos Klein con un para´metro t = t0, las bandas hibridadas se
unen a las bandas del continuo debido al fuerte acoplamiento, como se muestra en la
fig. 9.8f. Entonces, se mantiene una banda doblemente degenerada a k > 2/3pi. La
funcio´n de onda de los estados pertenecientes a la banda plana que queda en el rango
k > 2/3pi se localiza en el nodo ma´s externo de la estructura tipo cabo extendie´ndose
hacia el interior de la nanocinta en los nodos pertenecientes a la misma subred.
Para hallar la localizacio´n de la funcio´n de onda hemos realizado ca´lculos nume´ricos
a trave´s del modelo tight-binding y de primeros principios usando la teor´ıa del funcio-
nal de la densidad (DFT). Hemos empleado el co´digo SIESTA [93]. Para resolver las
ecuaciones Kohn-Sham hemos usado para el funcional de intercambio-correlacio´n la
aproximacio´n de Perdew-Burke-Ernzerhof (PBE) [137]. El nu´mero de puntos k se ha
convergido y los a´tomos se han relajado hasta que las fuerzas fueron ma´s pequen˜as
que 0.02 eV/A˚. Hemos elegido para los ca´lculos una nanocinta 40(4, 0) con una es-
tructura tipo cabo, cuyo esquema esta´ representado en la figura 9.6d, y una nanocinta
40(2, 0) con una estructura tipo cabo tambie´n pero se distingue de la anterior por que
las estructuras tipo cabo ocupan todo el borde, cuyo esquema se representa en la fig.
9.6c.
Las funciones de onda de la nanocinta 40(4, 0) y 40(2, 0), ambas con una estructura
tipo cabo en la celda unidad, son diferentes [229]. En esta referencia [229] los autores
demostraron que en el caso de un borde cubierto completamente de estructuras tipo
cabo (caso del 40(2,0)+ cabo), las funciones de onda de las bandas planas no esta´n
localizadas en el a´tomo ma´s externo de la estructura, sino que se localizan en los nodos
vecinos, los cuales pertenecen a la otra subred. Nosotros confirmamos este hallazgo,
con ca´lculos tight-binding y DFT, los cuales se muestran en los paneles de la izquierda
de la figura 9.9. Hay que notar que las bandas que en ca´lculos tight-binding son planas
a E = 0 eV en ca´lculos DFT esta´n ligeramente separadas. Esta pequen˜a separacio´n es
debida a la polarizacio´n de esp´ın de diferentes bordes [220]. Para la estructura an˜adida
tipo cabo, la inclusio´n de polarizacio´n de esp´ın elimina la degeneracio´n doble de la
banda a E = 0 eV, permaneciendo muy cerca del nivel de Fermi.
Intuitivamente, se espera que la funcio´n de onda este´ localizada sobre los a´tomos
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Figura 9.9: Localizacio´n de la funcio´n de onda correspondiente a las bandas planas en
el punto k = pi para una nanocinta de grafeno 40(2, 0) (izquierda) y 40(4, 0) con una
estructura tipo cabo. Los correspondientes bordes esquema´ticos esta´n mostrados en las
figuras 9.6c y 9.6d, respectivamente. Se muestra solo un borde y unos pocos nodos
vecinos. En los paneles superiores se ha dibujado los resultados obtenidos a partir del
me´todo tight-binding y en los paneles inferiores los correspondientes a resultados de
primeros principios. El taman˜o de punto en los paneles superiores refleja la densidad
de estados en cada a´tomo normalizada a la unidad, lo que no quiere decir que donde
no se vea punto la funcio´n de onda en ese punto sea exactamente cero.
ma´s externos, los cuales parecen estar ma´s expuestos a ataques qu´ımicos. Sin embargo,
en una nanocinta o en un grafeno semiinfinito con borde zigzag y cubierto comple-
tamente de estructuras tipo cabo como esta´ dibujado en la fig. 9.6c, esto no es as´ı,
comproba´ndose que la funcio´n de onda se localiza sobre la segunda fila de a´tomos que
forma la estructura cabo. Por consiguiente, los estados de borde se localizan en los
a´tomos cercanos al ma´s externo, los cuales pertenecen a subredes diferentes, mientras
que la funcio´n de onda en el a´tomo ma´s externo es cero con el modelo tight-binding o
casi cero en la aproximacio´n DFT (ver los paneles izquierdos en la figura 9.9). Cuando
las estructuras tipo cabo se encuentran dispersas en una nanocinta con borde zigzag,
la mayor´ıa de a´tomos del borde pertenecen al borde original zigzag, los cuales esta´n
situados en la misma subred que el a´tomo exterior de la estructura cabo. En este caso,
la funcio´n de onda del estado de borde esta´ situada sobre la subred de la mayor´ıa de
a´tomos de borde, con un valor cero en la otra subred como se observa en los paneles
de la derecha de la figura 9.9.
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9.2.2. Diagramas mezcla y de doblado
Como hemos explicado en la seccio´n anterior, la curvatura y el desplazamiento de
las bandas planas son debidas a la hibridacio´n entre los orbitales de los nodos que
pertenecen a diferentes subredes. En este apartado vamos a introducir unos diagramas
simples que nos ayuden a comprender tal hibridacio´n. Explicaremos como se separan
y se localizan estas bandas planas y sus funciones de onda.
Cada diagrama se forma con dos filas de cajas cuadradas, donde cada caja repre-
senta una banda no degenerada a la energ´ıa cero. La fila superior e inferior corresponde
al borde superior e inferior de la nanocinta, respectivamente. Cajas vac´ıas o llenas re-
presentan bandas que se localizan en una subred o en la otra. Cada nodo extra an˜adido
a un borde particular se representa por una nueva caja agregada a la correspondiente
fila. La caja an˜adida estara´ llena o vac´ıa dependiendo a la subred a la que pertenezca el
nuevo nodo. Una caja llena y otra vac´ıa en una fila dada respresentan dos bandas que
interactu´an e hibridan, las cuales se desplazan lejos de la energ´ıa cero. En este caso,
las dos cajas correspondientes desaparecen de la fila a la que pertenecen. Las cajas
que quedan representan las bandas planas que sobreviven al proceso de hibridacio´n.
Su llenado determina la subred en la que se localizan.
A continuacio´n explicaremos un sencillo caso para ilustrar esta regla de hibridacio´n
entre las bandas. Vamos a partir de una nanocinta zigzag 40(4, 0) para explicar la
regla de hibridacio´n, a la que se le an˜aden nodos adicionales con el fin de formar una
estructura tipo cabo en el borde la misma, como se ha mostrado en la figura 9.8.
El diagrama correspondiente a las bandas planas de una nanocinta 40(4, 0), repre-
sentado en la figura 9.8a, tiene para k < 2/3pi una caja llena en la fila superior y una
caja vac´ıa en la fila inferior, correspondientes a una banda plana localizada en el bor-
de superior y una banda plana localizada en el borde inferior, respectivamente. Para
k > 2/3pi, hay dos cajas llenas en la fila superior y dos cajas vac´ıas en la fila inferior.
Una vez que tenemos los diagramas del sistema primario, procederemos a an˜adirle dos
nodos Klein extra en cada borde de la nanocinta. Los correspondientes diagramas esta´n
debajo de la estructura de bandas de la figura 9.8b y 9.8c. Los dos nodos Klein a cada
lado de la nanocinta generan dos cajas vac´ıas y dos cajas llenas en la fila superior e
inferior, respectivamente. Las parejas de cajas (una caja llena y otra vac´ıa) en cada fila
se cancelan (Fig. 9.8c) y las correspondientes bandas se separan de la energ´ıa cero. Solo
dos cajas se mantienen en el nivel de Fermi para k < 2/3pi, y ninguna para k > 2/3pi.
Para formar la estructura tipo cabo un nuevo nodo se an˜ade a ambas lados de la
nanocinta conectando los dos nodos de Klein. Cuando estos nuevos nodos no esta´n
conectados, es decir cuando el para´metro del solapamiento entre orbitales pi es cero dos
bandas planas a E=0 eV aparecen en la estructura de bandas. Estas se representan
con dos cajas nuevas: una llena en la fila superior y una vac´ıa en la fila inferior. Ahora,
cuando t = t0, para el intervalo k < 2/3pi, las parejas de cajas en cada fila se suprimen,
debido a la hibridacio´n y alejamiento de las correspondientes bandas que estaban a
energ´ıa cero, como se muestra en las Figs. 9.8e y 9.8f. Para k > 2/3pi, despue´s de la
eliminacio´n de las parejas de cajas de cada fila, se mantiene una caja llena arriba y
otra vac´ıa abajo, correspondiente a una banda plana localizada en una subred en el
borde de arriba y en la otra subred en el borde de abajo, respectivamente. Esta regla
con diagramas simples confirma la degeneracio´n y localizacio´n de las bandas como se
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explico´ en la seccio´n anterior, pero con la ventaja de usar una regla simple sin hacer
ningu´n tipo de ca´lculo nume´rico.
9.2.3. Estados de gap lejos de la energ´ıa de Fermi
Se ha observado que, en algunos casos, las bandas que se hibridan y separan del
nivel de Fermi no alcanzan las bandas del volumen, y para algu´n rango de k, estas
forman estados de gap con E -= 0 (ver Fig. 9.8d). Bandas similares aparecen en bordes
barbados que se han investigado en la Ref. [229], donde bordes zigzag y defectos tipo
Klein aparecen alternativamente. La estructura de bandas de estos sistemas puede ser
fa´cilmente explicada utilizando nuestra regla. Los estados en el gap con E -= 0 se re-
lacionan usualmente con bordes que tienen un cara´cter mixto entre zigzag y armchair.
En esta seccio´n, trataremos dos ejemplos de bordes donde aparecen este tipo de ban-
das, explicando con detalle el origen de las bandas que se mantienen en el gap como
ilustracio´n de que nuesta regla es aplicable a cualquier clase de borde.
!"! !"# $"!!"! !"# $"!
Figura 9.10: Estructura de bandas de una nanocinta armchair, definida por 40(1, 1) con
un defecto tipo Klein (izquierda) y con dos defectos Klein (derecha). Abajo esta´ dibu-
jada la correspondiente estructura en la que los nodos llenos y vac´ıos indican diferentes
subredes.
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A.- Defectos Klein en bordes armchair
Vamos a considerar el caso de nanocintas armchair con un solo borde modificado
por defectos tipo Klein. La estructura de bandas para una nanocinta 40(1, 1) con un
defecto Klein en la celda unidad se muestra en la gra´fica de la izquierda de la figura
9.10. La banda que aparece no esta´ degenerada ya que solo hay defectos Klein en
un borde. Esta banda plana aparece en la misma posicio´n este´ el nodo conectado o
sin conectar. Nuestra regla explica este hecho: esta banda plana no tiene otra banda
con la que pueda hibridar y por consiguiente, separarse del nivel de Fermi. Cuando
un segundo nodo Klein se an˜ade (ver el panel derecho inferior de la Fig. 9.10), las
bandas planas se mezclan y separan debido a que pertenecen a diferentes subredes.
Sin embargo, no alcanzan las bandas continuas del volumen y llegan a ser estados de
gap E -= 0. Cuando adicionalmente conectamos los dos nodos de Klein entre ellos, las
bandas anteriores se acoplan con las bandas de volumen obteniendo la estructura de
bandas de una nanocinta armchair.
B.- Bordes quirales
En este apartado describiremos los resultados correspondientes a una nanocinta con
un borde general, por ejemplo un borde mı´nimo al que se le an˜aden defectos tipo Klein.
La estructura de bandas generada por estas cintas se pueden explicar por la regla de
doblado y los diagramas presentados anteriormente. Como ejemplo, investigaremos la
nanocinta de grafeno 3(8, 1) con un borde mı´nimo y dos modificaciones. Es interesante
el estudio de gran variedad de bordes dados por el vector de traslacio´n &T debido a que
en la unio´n entre grafenos o entre nanotubos de carbono diferentes pueden aparecer
estados de intercara resonantes localizados en los bordes o intercaras de las uniones,
incluso se pueden predecir las energ´ıas a las que esta´n situados [103].
En la figura 9.11 (arriba) se muestran los bordes esquema´ticos correspondientes a
la celda unidad de la nanocinta 3(8,1). El panel de la izquierda corresponde al borde
mı´nimo y el panel de la derecha al borde mı´nimo modificado con un defecto tipo Klein
(A) y con dos defectos Klein (A y B). La estructura de bandas cerca del nivel de
Fermi de la nanocinta con borde mı´nimo se muestra en la Fig. 9.11a. Hay que darse
cuenta que en efecto es la misma gra´fica que la introducida en la Fig. 9.11 (derecha).
La degeneracio´n de la banda a E = 0 eV es el resultado de aplicar la regla de doblado
correspondiente a la nanocinta (7, 0). Cuando un nodo extra (nodo A) se an˜ade a cada
lado de la celda unidad de la nanocinta pero no se conecta con los a´tomos del borde,
aparece una banda doblemente degenerada a E = 0 en el espectro. En este caso la
degeneracio´n aumenta a seis y ocho para k < 2/3pi y k > 2/3pi, respectivamente.
Cuando se conectan los nodos con un para´metro de solape de t = 0.1t0, dos bandas
planas hibridan y se separan (ver Fig. 9.11b). La hibridacio´n y la separacio´n desde el
nivel de Fermi se explica por los diagramas adjuntados debajo de los espectros. Cuando
t = t0, las bandas que se han separado se introducen dentro de las bandas del volumen
desapareciendo de la regio´n de gap. Su estructura de bandas y los correspondientes
diagramas se muestran en la Fig. 9.11c.
Cuando al borde anterior se le an˜ade otro nodo Klein (nodo B), primero con un
para´metro de solape t = 0, la degeneracio´n de las bandas planas se incrementa en
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Figura 9.11: Estructura de bandas cerca del nivel de Fermi de la nanocinta de grafeno
3(8, 1) con terminaciones del borde diferentes, ordenados de la siguiente forma: A) borde
mı´nimo, B) borde mı´nimo con un defecto Klein (el defecto A) an˜adido conectado con
un para´metro de solape t = 0.1t0, C) mismo borde anterior pero conectado con t = t0,
y por u´ltimo, D) borde mı´nimo con dos defectos Klein an˜adidos (A y B). Los paneles
de arriba muestran el borde esquema´tico mı´nimo (izquierda) y con los defectos Klein
A y B an˜adidos.
dos. Cuando se conecta con t = t0, las bandas se hibridan y se separan. La figura
9.11d muestra las bandas para este u´ltimo caso. Todas las cajas del diagrama para
k < 2/3pi se aniquilan. Para k > 2/3pi solo una banda doblemente degenerada se
mantiene a energ´ıa cero. En el correspondiente diagrama, dos pares de cajas llenas y
vac´ıas se aniquilan, quedando una caja vac´ıa arriba y una llena en la fila de abajo. Los
diagramas dibujados solo indican que las bandas planas se localizan en las subredes
correspondientes a los bordes zigzag. Los ca´lculos nume´ricos confirman otra vez estas
predicciones.
Hay que darse cuenta que al an˜adir el segundo nodo Klein, las bandas en la regio´n
k < 2/3pi se separan de´bilmente y no llegan a unirse a las bandas de volumen de la
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nanocinta. Una inspeccio´n de las funciones de onda muestra, a k = 0, como uno de los
estados que se localiza en los a´tomos zigzag cercanos al salto que hay en el borde y la
funcio´n de onda del otro estado, a k = 0, se localiza en los a´tomos zigzag alejados de
ese salto. Cuando se an˜ade el primer nodo Klein (el nodo A), se produce una fuerte
hibridacio´n entre la funcio´n de onda del nodo A y la funcio´n de onda ma´s cercana a
este nodo (la localizada en el salto). Cuando se an˜ade el nodo B, la funcio´n de onda de
este nodo deber´ıa hibridarse con la funcio´n de onda ma´s cercana, pero al encontrarse
alejadas en el espacio, la hibridacio´n se produce ma´s de´bilmente, traducie´ndose en que
las bandas no llegan a alcanzar las bandas de volumen de la nanocinta, permaneciendo
en el gap. Esto explica porque la separacio´n de las bandas es menor cuando se an˜ade
el nodo B.
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9.3. Conclusiones
Hemos presentado una regla para predecir, sin hacer ningu´n ca´lculo, la existencia
de bandas planas localizadas en el borde a la energ´ıa de Fermi en nanocintas de
grafeno o en grafeno semiinfinito, en el que los bordes tienen una forma arbitraria.
Esta receta esta´ basada en:
• Cualquier borde puede ser creado desde un borde mı´nimo an˜adiendo nodos
extra.
• La estructura de bandas cerca del nivel de Fermi de un borde mı´nimo puede
ser definida por la estructura de bandas de su correspondiente componen-
te zigzag (n, 0), la cual a su vez es obtenida plegando n veces el espectro
energe´tico del borde (1, 0).
Hemos introducido unas reglas y diagramas simples, que nos permiten determi-
nar con precisio´n la existencia de bandas planas, as´ı como su degeneracio´n y la
localizacio´n de sus correspondientes funciones de onda en las subredes de grafeno.
Incluso nos permiten estimar el gap energe´tico que se abre en ciertas regiones de
k.
Cuando las nanocintas son demasiado estrechas, la interaccio´n entre los dos bor-
des puede provocar una separacio´n y una pe´rdida de planitud de las bandas de
borde.
Para hacer el estudio completo hemos considerado un gran nu´mero de nanocintas
de grafeno con bordes diferentes, como son bordes con nodos Klein o con estruc-
turas tipo cabo. Los bordes de grafeno con estas estructuras son esenciales en la
formacio´n de sistemas ma´s complejos de grafeno, por ejemplo en uniones entre
nanocintas con diferente quiralidad, y el estudio de las partes por separado puede
explicar el comportamiento final del sistema completo.
Los resultados expuestos mediante el modelo tight-binding y mediante ca´lculos
DFT de primeros principios coinciden en cuanto a la localizacio´n de las funciones
de onda.
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Conclusiones y perspectivas
En esta tesis se ha investigado el comportamiento electro´nico, magne´tico y de trans-
porte de diferentes heteroestructuras basadas en carbono, de intere´s para la electro´nica
a escala nanome´trica. Las heteroestructuras estudiadas esta´n compuestas de nanotubos
de carbono y nanocintas de grafeno, dos formas alotro´picas del carbono con hibrida-
cio´n sp2, que pueden tener un comportamiento meta´lico o semiconductor segu´n su
geometr´ıa.
Hemos estudiado estas estructuras por medio de distintas aproximaciones a la ecua-
cio´n de Schro¨dinger. Los modelos y me´todos aplicados en esta memoria son el modelo
de electrones fuertemente ligados o tight-binding, el modelo de Hubbard, que incluye
la interaccio´n electro´n-electro´n, el modelo k · p, basado en teor´ıa de perturbaciones y
un modelo basado en la teor´ıa del funcional de la densidad (DFT). La eleccio´n de los
distintos me´todos de ca´lculo se ha realizado en funcio´n de las caracter´ısticas de los sis-
temas y de las propiedades estudiadas. En ocasiones hemos empleado distintas te´cnicas
para estudiar el mismo problema, bien para verificar la validez de las aproximaciones
realizadas o para dar una interpretacio´n ma´s completa de los resultados obtenidos. En
los sistemas sin simetr´ıa traslacional se ha empleado el me´todo de empalme de fun-
ciones de Green (SGFM) para calcular las propiedades electro´nicas y la formulacio´n
de Landauer-Kubo para el ca´lculo de la conductancia. Con estos modelos y te´cnicas
hemos investigado los siguientes sistemas:
Uniones simples de nanotubos aquirales, esto es, formados por un nanotubo tipo
zigzag unido a un nanotubo tipo armchair. Este tipo de uniones entre nanotubos
son posibles por la formacio´n de defectos topolo´gicos penta´gono/hepta´gono a lo
largo de toda la intercara.
Hemos estudiado los estados electro´nicos de intercara, que se localizan en la zo-
na de la unio´n y expanden hacia ambos lados de la misma, con un decaimiento
diferente, tal como se observa en trabajos experimentales. Hemos esclarecido su
origen estudiando un sistema relacionado, la unio´n de un grafeno semiinfinito
acabado en zigzag y otro terminado en armchair mediante una l´ınea de defectos
topolo´gicos penta´gono/hepta´gono. En esta unio´n de grafenos aparece una banda
de intercara desplazada a energ´ıas negativas, que hemos relacionado con el esta-
do de borde del grafeno terminado en zigzag. Hemos demostrado que aplicando
condiciones de contorno perio´dicas a esta banda, se obtienen tanto el nu´mero
177
como las energ´ıas en la que se encuentran los estados de intercara en uniones
entre nanotubos de carbono aquirales. A partir del comportamiento electro´nico
de esta banda de intercara hemos explicado la localizacio´n dispar de los estados
de intercara que se produce a ambos lados de la unio´n de nanotubos. Aunque este
trabajo se realizo´ empleando un modelo tight-binding y SGFM, se ha comprobado
su bondad haciendo ca´lculos DFT para los sistemas de menor taman˜o.
Puntos cua´nticos formados por nanotubos de carbono aquirales. En esta hete-
roestructura hay dos intercaras en las que aparecen estados electro´nicos. Cuando
el taman˜o del punto cua´ntico es grande, estos estados no interaccionan y se lo-
calizan a la energ´ıa de las uniones simples descritas anteriormente. Cuando el
taman˜o del punto cua´ntico es pequen˜o, los estados de intercara interaccionan y
se desdoblan en energ´ıa. Hemos variado el taman˜o del punto cua´ntico para es-
tudiar la dependencia de la energ´ıa de los estados de intercara respecto de su
separacio´n espacial, para estudiar su decaimiento hacia los estados de la unio´n
simple. Hemos encontrado que el comportamiento var´ıa segu´n el tipo de nano-
tubo (armchair o zigzag) que forme el punto cua´ntico: la energ´ıa de los estados
de intercara var´ıa de manera oscilatoria cuando el nanotubo que forma el punto
cua´ntico es armchair, y decae de forma mono´tona cuando el nanotubo es zigzag.
Hemos establecido que este comportamiento dispar se debe a oscilaciones tipo
Friedel, ya que el vector de onda de Fermi del nanotubo zigzag es cero, mientras
que tiene un valor finito para los armchair.
Nanotubos parcialmente abiertos. Estos sistemas pueden considerarse como la
unio´n entre un nanotubo y una nanocinta de grafeno. Hemos studiado sus pro-
piedades de transporte, verificando que esta estructura puede actuar como filtro
de valle para los estados electro´nicos del nanotubo. Cuando se aplica un campo
magne´tico a este sistema, la nanocinta pasara´ a tener un comportamiento meta´li-
co, dando lugar a una magnetorresistencia del 100%, es decir, el sistema pasa
de tener una conductancia nula a ser conductor con la aplicacio´n de un campo
magne´tico. Estas propiedades pueden ser de intere´s para el empleo de nanotubos
parcialmente abiertos en futuros dispositivos magnetorresistivos.
Copos (flakes) de grafeno bicapa con contactos formados por nanocintas de gra-
feno monocapa. Este sistema se puede ver como un punto cua´ntico de una na-
nocinta bicapa entre contactos de nanocintas monocapa. Por lo tanto el sistema
puede tener dos geometr´ıas: o bien los contactos pertenecen a la misma nanocin-
ta o bien los contactos se conectan a capas distintas del copo. Se han estudiado
tres apilamientos, esto es, el directo o AA, y el Bernal en sus dos variantes ma´s
sime´tricas.
La principal caracter´ıstica del transporte en estos sistemas es que la conductan-
cia muestra oscilaciones perio´dicas dependientes de tres factores; la energ´ıa del
electro´n incidente, el acoplo entre las capas, y la longitud de la zona bicapa. El
sistema formado por las dos cintas parcialmente superpuestas puede comportar-
se como un dispositivo electromeca´nico: al deslizar una la´mina sobre la otra la
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conductancia oscila entre su ma´ximo valor y cero. Estas caracter´ısticas se pueden
modificar por la inclusio´n de un voltaje entre la´minas.
Interaccio´n entre nanocintas de grafeno bicapa. Hemos hecho ca´lculos de energ´ıa
total con la inclusio´n de fuerzas de van der Waals y polarizacio´n de esp´ın. Hemos
determinado que en las nanocintas bicapa acabadas en zigzag, los estados de
borde con polarizacio´n de esp´ın influyen de manera notable en el apilamiento
ma´s estable entre ellas. Hemos encontrado que el apilamiento ma´s estable para
cintas muy estrechas es el directo o AA con configuracio´n antiferromagne´tica entre
capas y en la misma capa. A partir de un cierto ancho la situacio´n se invierte y
el caso ma´s estable pasa a ser el Bernal o ABβ. Esto es debido a la interaccio´n
magne´tica entre los estados de borde de las capas, que en las configuraciones ma´s
favorables provoca una deformacio´n de la estructura plana llegando a reducir la
magnetizacio´n de las capas.
Adema´s, hemos comprobado que cuando la nanocinta bicapa se deposita sobre
grafeno a modo de sustrato, se mantiene la magnetizacio´n de los bordes para
anchos mayores.
Para finalizar, hemos hecho un estudio de la estructura de bandas de nanocintas
con la forma del borde arbitraria. Con una regla general podemos predecir la
existencia de estados de borde, su dispersio´n y su degeneracio´n, sin hacer ningu´n
tipo de ca´lculo.
En este trabajo hemos investigado diversos materiales con propiedades f´ısicas in-
teresantes, que abren multitud de posibilidades de estudio para el futuro. Por ejemplo,
en las uniones y puntos cua´nticos compuestos por nanotubos se deber´ıa continuar el
estudio con nanotubos quirales. En estas estructuras la aplicacio´n de campos magne´ti-
cos externos cambiara´ la energ´ıa de los estados de intercara y podr´ıa distinguirse entre
estados con polarizacio´n de esp´ın, haciendo que estas uniones entre tubos tengan pro-
piedades magne´ticas interesantes. En las nanocintas parcialmente abiertas la inclusio´n
de acoplamiento esp´ın-orbita en los ca´lculos podr´ıa generar nuevas propiedades f´ısicas,
abriendo la posibilidad a sistemas con transporte polarizado en esp´ın.
En definitiva, analizando las estructuras y los resultados que hemos obtenido en
esta memoria, pueden proponerse infinidad de sistemas nuevos. Pero, sin lugar a dudas
los avances experimentales nos arrojara´n luz sobre que´ materiales investigar.
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Ape´ndice A
Bandas σ en el grafeno
Para tener una visio´n general acerca de las bandas que hay en el grafeno vamos a
representar tambie´n las bandas σ.
Para formar la hibridacio´n sp2 en el carbono y dar lugar a los orbitales σ, los
orbitales ato´micos, s, px y py, interactu´an entre s´ı. En este caso el HAA de la ecuacio´n
3.10 quedara´:
HAA(&k) =

HAAs,s HAAs,px HAAs,py
HAApx,s HAApx,px HAApx,py
HAApy ,s HAApy ,px HAApy ,py
 (A.1)
en donde los u´nicos elementos que contribuyen son los elementos de la diagonal
principal:
HAAs,s =< ΦAs (&k)|H|ΦAs (&k) >= 1N
∑
l,l′ e
−i(k(0−0) < φs(&r − &rA − 0)|H|φs(&r − &rA − 0) >= *2s
HAApx,px =< ΦApx(&k)|H|ΦApx(&k) >= 1N
∑
l,l′ e
−i(k(0−0) < φpx(&r − &rA − 0)|H|φpx(&r − &rA − 0) >= *2p
HAApy ,py =< ΦApy(&k)|H|ΦApy(&k) >= 1N
∑
l,l′ e
−i(k(0−0) < φpy(&r − &rA − 0)|H|φpy(&r − &rA − 0) >= *2p
(A.2)
El resto de elementos HAAs,px = HAAs,py = HAApx,s = HAApx,py = HAApy ,s = HAApy ,px = 0
la matriz HAB en este caso es:
HAB(&k) =

HABs,s HABs,px HABs,py
HABpx,s HABpx,px HABpx,py
HABpy ,s HABpy ,px HABpy ,py
 (A.3)
El valor del potencial cuando se enlazan dos a´tomos vecinos con una hibridacio´n
sp2 para cada uno de los orbitales s, px y py
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Vssσ =< φs(&r − &rA)|H|φs(&r − &rB) >
Vppσ =< φp(&r − &rA)|H|φp(&r − &rB) >
Vspσ =< φs(&r − &rA)|H|φp(&r − &rB) >
(A.4)
Los elementos de la matrizHAB se calculan teniendo en cuenta el a´ngulo que forman
los orbitales s, px y py para cada uno de los 9 casos (ver fig. A.1):
Caso a) A = s y B = s
HABs,s =< ΦAs (&k)|H|ΦBs (&k) >=
(
ei
(k (R1 + ei
(k (R2 + ei
(k (R3
)
Vssσ (A.5)
Caso b) A = s y B = px
HABs,px =< ΦAs (&k)|H|ΦBpx(&k) >=
(
ei
(k (R1 cos 1800 + ei
(k (R2 cos 600 + ei
(k (R3 cos 600
)
Vspσ =
=
(
−ei(k (R1 + 12
(
ei
(k (R2 + ei
(k (R3
))
Vspσ
(A.6)
Caso c) A = s y B = py
HABs,py =< ΦAs (&k)|H|ΦBpy(&k) >=
(
ei
(k (R1 cos 900 + ei
(k (R2 cos 1500 + ei
(k (R3 cos 300
)
Vspσ =
=
(
ei
(k (R3 − ei(k (R2
) √
3
2 Vspσ
(A.7)
Caso d) A = px y B = px
HABpx,px =< ΦApx(&k)|H|ΦBpx(&k) >=
(
ei
(k (R1 cos 1800Vpppi
)
+ ei
(k (R2 (cos 1500 cos 600Vppσ +
+ sin(600) sin(600)Vpppi) + ei
(k (R3 (cos 600 cos 1500Vppσ + sin 600 sin 600Vpppi) =
= −ei(k (R1Vppσ + 14
(
ei
(k (R2 + ei
(k (R3
)
(3Vpppi − Vppσ)
(A.8)
Caso e) A = px y B = py
HABpx,py =< ΦApx(&k)|H|ΦBpy(&k) >= ei(k (R2 (cos 1500 cos 600Vppσ + sin 300 sin 600Vpppi)+
+ei
(k (R3 (cos 300 cos 1500Vppσ + sin 1500 sin 600Vpppi) =
=
√
3
4
(
ei
(k (R2 − ei(k (R3
)
(Vpppi + Vppσ)
(A.9)
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Caso f) A = py y B = py
HABpy ,py =< ΦApy(&k)|H|ΦBpy(&k) >= ei(k (R1Vpppi + ei(k (R2 (cos 1500 cos 300Vppσ + sin 300 sin 300Vpppi)+
+ei
(k (R3 (cos 1500 cos 300Vppσ + sin 300 sin 1500Vpppi) =
= ei
(k (R1Vpppi +
1
4
(
ei
(k (R2 + ei
(k (R3
)
(Vpppi − 3Vppσ)
(A.10)
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Figura A.1: Representacio´n de orbitales en grafeno para hallar los elementos de HABm,n,
donde m y n son los orbitales s,px, py y A, B los a´tomos a primeros vecinos.
y los restantes elementos:
HABpx,s = −HABs,px
HABpy ,s = −HABs,py
HABpy ,px = HABpx,py
(A.11)
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Entonces, los hamiltonianos HAA(&k) y HAB(&k) son:
HAA(&k) =

*2s 0 0
0 *2p 0
0 0 *2p
 (A.12)
HAB(!k) =

(
ei
!k !R1 + ei!k !R2 + ei!k !R3
)
Vssσ
(
−ei!k !R1 + 12
(
ei
!k !R2 + ei!k !R3
))
Vspσ
(
ei
!k !R3 − ei!k !R2
) √
3
2 Vspσ(
ei
!k !R1 + 12
(
ei
!k !R3 − ei!k !R2
))
Vspσ −ei!k !R1Vppσ + 14
(
ei
!k !R2 + ei!k !R3
)
(3Vpppi − Vppσ)
√
3
4
(
ei
!k !R2 − ei!k !R3
)
(Vpppi + Vppσ)(
ei
!k !R3 − ei!k !R2
) √
3
2 Vspσ
√
3
4
(
ei
!k !R2 − ei!k !R3
)
(Vpppi + Vppσ) ei
!k !R1Vpppi + 14
(
ei
!k !R2 + ei!k !R3
)
(Vpppi − 3Vppσ)

(A.13)
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Los ca´lculos han sido realizados con los valores para los potenciales dados en el
art´ıculo [113] como Vssσ = −4.30 eV, Vspσ = 4.98 eV, Vppσ = 6.38 eV, Vpppi = −2.66 eV
y para las energ´ıas onsite, *s = −7.3 eV y *p = 0.00 eV.
Se observa en la figura 3.3 como las bandas σ esta´n alejadas del nivel de Fermi
(EF = 0 eV) y las bandas pi esta´n unidas por los 6 puntos de alta simetr´ıa K, haciendo
posible la metalicidad del grafeno.
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Ape´ndice B
Ca´lculo de las matrices de
transferencia
Un sistema descrito por un hamiltonaniano tight-binding se puede representar en
la base |n,α〉, donde n indica la posicio´n de cada celda unidad y α el orbital Norb del
a´tomo NA. Por consiguiente el ı´ndice α toma los valores 1, 2, .., NA ·Norb. Recordamos
que la funcio´n de Green se define como (E − H)G = 1. Nuestro objetivo es calcular
G en la base |n,α〉, esto es, 〈n,α|G|m, β〉. Al considerar H y G como matrices en α, β
omitimos la dependencia en estos ı´ndices, de modo que la funcio´n de Green queda
〈n|G|m〉. Por ejemplo, tomando la capa final n = 1 y la capa inicial m = 1 obtenemos
〈1|(E −H)G|1〉 = 1 = E〈1|G|1〉 − 〈1|H|0〉〈0|G|1〉 − 〈1|H|1〉〈1|G|1〉 − 〈1|H|2〉〈2|G|1〉
(B.1)
Denotando G21 = 〈2|G|1〉, H10 = 〈1|H|0〉, se obtiene para la ecuacio´n (B.1)
(E −H11)G11 −H10G01 −H12G21 = 1. (B.2)
Para sistemas homoge´neos Hmn o Gmn dependen solo de la diferencia entre m− n,
por ejemplo, H11 = H00 = Hn,n = .., G20 = G42 = Gn+2,n = .... De este modo la
ecuacio´n (B.2) se puede escribir de la forma
(E −H00)G00 −H10G01 −H01G10 = 1, (B.3)
y en general si n > 0
〈n|(E −H)G|0〉 = (E −Hn,n)Gn,0 −Hn,n−1Gn−1,n −Hn,n+1Gn+1,0 = 0. (B.4)
Recordando las definiciones de las matrices de transferencia (ec. 2.89):
Gn+1,m = TGn,m (n ≥ m)
Gn−1,m = TGn,m (n ≤ m), (B.5)
donde T describe la propagacio´n hacia la izquierda y T hacia la derecha. Multipli-
cando a ambos miembros de la ecuacio´n (B.4) por (E − H00)−1 y despejando Gn,0 se
obtiene
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Gn,0 = (E −H00)−1H10Gn−1,0 − (E −H00)−1H0,1Gn−1,0. (B.6)
Definimos ahora los para´metros en la ecuacio´n (B.6):
t0 = (E −Hn,n)−1H1,0 h0 = (E −H00)−1H01 (B.7)
Para obtener las matrices de transferencia se usa una relacio´n recursiva [230], por
ello se definen las funciones de Green G en diferentes capas:
Gn−1,0 = t0Gn−2,0 + h0Gn,0
Gn+1,0 = t0Gn,0 + h0Gn+2,0.
(B.8)
tras sucesivas sustituciones llegamos a
Gn,0 = tiGn−2i,0 + hiGn+2i,0 i = 0, 1, 2, ... (B.9)
donde
ti = (1− ti−1hi−1 − hi−1ti−1)−1t2i−1
hi = (1− ti−1hi−1 − hi−1ti−1)−1h2i−1 (B.10)
Por ejemplo, la funcio´n de Green que pasa de la capa m = 0 a la capa n = 1, G10
se define como
G1,0 = t0G0,0 + h0G2,0 (B.11)
Para hallar la matriz de transferencia T se sustituyen las funciones de Green que
aparecen en la ecuacio´n (B.9) llegando a un te´rmino que tiene la forma:
G1,0 = (t0 + h0t1 + h0h1t2 + ...+ h0h1...hm−1tm)G00 + (h0h1...hm)G2n,0 (B.12)
El segundo te´rmino de la ecuacio´n (B.12) tiende a cero cuando m es grande, mien-
tras que el primer te´rmino tiende a una constante. Por lo tanto hemos llegado a una
relacio´n de la forma G10 = (t0 + h0t1 + ...)G00 que es justo la definicio´n de la matriz
de transferencia T: G10 = TG00.
Por consiguiente este procedimiento computa iterativamente la matriz de transfe-
rencia T , y toda la informacio´n que se necesita es conocer H00, H10 y H01. La conver-
gencia es muy ra´pida porque m iteraciones suponen 2m posiciones. Se puede hallar T
de esta misma forma evaluando G01 = TG11.
Podemos escribir la ecuacio´n (B.3) como
(E −H00)G00 −H10TG00 −H01TG00 = 1. (B.13)
De esta manera, despejando G00 de la ecuacio´n (B.15) llegamos a
G−100 = E −H00 −H10TH01T, (B.14)
y podemos conocer la funcio´n de Green en cualquier capa con la siguiente ecuacio´n:
Gm0 = T
mG00. (B.15)
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Summary
In this Thesis I present a study of the electronic, magnetic and transport properties
of new structures based on graphene, carbon nanotubes and graphene nanoribbons,
which are novel carbon allotropes.
In the last years, the advances of new techniques of microscopy, such as high reso-
lution transmission electron microscopy (HR-TEM), aberration-corrected TEM, scan-
ning tunnelling microscopy (STM) and atomic force microscopy (AFM) as well as the
development of synthesis techniques, have made possible the fabrication and characteri-
zation of new nanoscale materials. In particular, there is a growing interest in nanoscale
carbon allotropes because of their unique physical properties.
Graphene is a one-atom thin two dimensional (2D) material. The atoms are arran-
ged in a hexagonal lattice analogous to the honeycomb structure, which can be unders-
tood in terms of the sp2 hybridization: the three hybrid orbitals are located in the same
plane at 120o and the remaining p orbital perpendicular to the plane is responsible of
the low-energy electronic and transport properties of graphene.
Carbon nanotubes and graphene nanoribbons can be understood as materials de-
rived from graphene. Graphene nanoribbons are stripes of nanometer widths cut from
graphene and carbon nanotubes are rolled-up cylinders of graphene with nanometer
diameter [1]. The way that graphene is rolled into a cylinder is called chirality. These
two structures behave electronically as quasi-one-dimensional systems. The physical
properties of these structures can be obtained from those of graphene. For this reason,
we must first understand the physics of graphene.
The experimental isolation of graphene [2, 3] and the anomalous electronic proper-
ties of its carriers [4] have rapidly motivated an intense theoretical and experimental
investigation of graphene. The valence and conduction bands of graphene touch at two
inequivalent points of the Brillouin zone. Near these points, the dispersion relation is li-
near, so graphene carriers behave as massless Dirac Fermions with a velocity v ∼ c/300,
where c is the speed of light. The two Dirac points are inequivalent, and they are called
“valleys”.
Graphene is considered a semiconductor with a zero gap. Any perturbation, such
as impurities or adatoms, or temperature effects makes graphene metallic. Ballistic
transport has been observed in graphene with relaxation lengths close to the µm.
Some clear characteristics of quantum systems, as for example, a semiinteger Quantum
Hall effect has been experimentally demonstrated [5].
The electronic properties of nanotubes or nanoribbons can be approximately derived
from the band structure of graphene by imposing the appropriate boundary conditions,
which are fixed by the geometry, that is, edge shape and width of the ribbons and the
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chirality of tubes. Nanotubes and nanoribbons can behave as metallic or semiconduc-
ting materials depending on their geometry.
One of the main characteristics of graphene nanoribbons is the presence of locali-
zed states at their edges, the so-called edge states, which may have potential practical
applications and are the key ingredients in many of the fascinating properties of grap-
hene. For example, the magnetic properties of nanoribbons are directly related to the
existence of localized edge states [6]. The most studied nanoribbons are zigzag and
armchair. It is known that the zigzag termination has edge states. Armchair ribbons
do not have edge states and its behaviour (metallic or semiconductor) depends on
its width. Any atomic change at the edge can modify the electronic, magnetic and
transport properties.
Another way to change the electronic structure of graphene and nanoribbons is to
stack some layers. The electronic properties of these systems depend on the stacking
arrangement between the layers.
Carbon nanotubes can be identified by their chirality, related to their unrolled
circumference vector in the graphene lattice. Such chiral vector is specified by a pair
of integers (n,m), which are the components of the chiral vector in the graphene basis.
The simplest geometries are the so-called achiral tubes which are zigzag ((n, 0)) and
armchair ((n, n)) nanotubes. Armchair nanotubes are one-dimensional metals with
two inequivalent Fermi points in the Brillouin zone, reminiscent of the Dirac points of
graphene, and zigzag nanotubes can be semiconductor or metallic depending on the
diameter.
Several experimental and theoretical works have pointed out that the junctions
between nanotubes with different chiralities can be systems of interest for future na-
noelectronic devices, such as molecular diodes [7] or transistors [8]. Nanotube junctions
are achieved by the introduction of topological defects. The most common and stable
defects are the pentagon/heptagon pair defects. The controlled synthesis of several car-
bon nanotube intramolecular junctions has been reported, either by current injection
between nanotubes [9] or by temperature changes during growth [10]. This opens the
possibility of producing several interfaces along the same nanotube, in which each por-
tion can have different electronic properties. Remarkably, transport in these junctions
is dominated by interface states.
We have characterized the electronic properties of these systems employing the fo-
llowing models, which stem from different approximations to the Schro¨dinger equation:
Tight-binding model. This model uses an approximate set of wave functions
based upon superposition of wave functions for isolated atoms located at each
atomic site. The Hamiltonian matrix is expressed in a parameterized form. The
crystal symmetries are used to reduce the number of parameters needed to des-
cribe a solid. The matrix elements values can be derived approximately or fitted
to experimental data or accurate theoretical calculations.
Hubbard model. This model describes the electronic dynamics by a tight-
binding Hamiltonian plus an electron-electron interaction term.
k·pmodel. This model use the perturbative theory and Bloch theorem to describe
the electronic properties around high symmetry points at Brillouin zone.
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Model based on density functional theory (DFT). Within the density
functional theory the electronic density is the only variable needed to know the
ground state of an electronic system. The Kohn-Sham equations transform a sys-
tem of interacting electrons into a non-interacting one in which the electrons move
in an effective potential. The exchange and correlation interactions are approxi-
mated by specific functionals. We use the method SIESTA (Spanish Initiative for
Electronic Simulations with Thousands of Atoms), which is based on DFT [11].
In systems without translational periodicity, such as junctions between different
materials and quantum dots, we employ the surface Green function matching technique
(SFGM) to calculate the local density of states.
The transport properties are calculated within the Landauer-Bu¨ttiker formalism.
The scattering matrix, which plays a central role in this approach, can be obtained
from the Green function of the system.
Results
The results are summarized as follows
1. Interface states in achiral carbon nanotubes [12, 13]
The appearance of interface states in carbon nanotube intramolecular junctions
between zigzag and armchair tubes is explained. The junction, which is denoted
by (2n, 0)/(n, n), of a zigzag and a armchair tube is composed by a ring of n
pentagon-heptagon (5/7) pair defects. We have employed a nearest neighbour
tight-binding model and the SFGM method to calculate the electronic properties
of the junctions. We have checked the results for the smaller cases employing the
SIESTA ab initio method.
We have done a systematic study of the appearance of interface states in achiral
junctions with increasing diameter. In a (n, n)/(2n, 0) junction, the number of
interface states is given by a multiple-of-three rule: when n = 3q + 1, with q =
1, 2..., a new interface state appers, q being the number of such states. Another
key feature is that their energies are limited to a narrow interval below Fermi
energy, specifically, between −0.3 and 0 eV. Additionally, some interface states
of different junctions appear at the same energy. All these features point toward
their folding origin.
In order to understand these features, we have unrolled the achiral nanotube
junction and extended it in all directions. The new resulting system is a semi-
infinite graphene terminated with zigzag edge joined to an armchair-terminated
one, yielding an infinite line of pentagon-heptagon defects as an interface between
the two graphenes. The band structure along the line of defects shows an interface
band in the gap of the band structure of graphene projected into the zigzag and
armchair directions. This interface band spans from −0.3 to 0 eV, comprising the
energy range of all the nanotube interface states.
3

Rolling up the graphene junction amounts to apply Born-von Ka´rma´n boundary
condition to the graphene interface band, which determines a quantization rule.
The energies obtained by this rule exactly match those obtained in the nanotube
junction calculations, thus pointing to the folding origin of these states. The
graphene interface band is in fact a zigzag edge band with dispersion due to
the topological defects produced when the armchair edge graphene is joined to
the zigzag one. The electron-hole symmetry is broken due to the mixing of the
two graphene sublattices, combing the surface band and moving it to negative
energies.
We have investigated the spatial localization of the interface states in carbon na-
notubes and graphene. The wave-function localization of interface states changes
from the armchair to the zigzag side depending on their situation in the grafene
interface band. This explains why in nanotube junctions with sufficiently large
diameter there are different interface states with unequal decay lengths of the
interface pinned at the carbon ring made of 5/7 topological defects.
2. Friedel-like oscillations in carbon nanotubes quantum dots [16, 17].
In this chapter, I analyze quantum dots formed solely by carbon nanotubes. Most
of the previous theoretical effort is focused on states due to quantum confinement
[18]. Even though the local electronic properties of carbon nanotube heterojun-
ctions have been investigated [19, 20], the energy dependence of interface states
in such systems has not been fully clarified. I present a study of the interface
states that appear in quantum dots formed by nanotubes and relate their energy
dependence to Friedel-like oscillations mediated by the inner tube composing the
dot.
The quantum dots are formed by achiral nanotubes, i. e., armchair and zig-
zag tubes. The density of states of these structures has been calculated with a
tight-binding model employing SFGM techniques. We have done calculations for
an armchair/zigzag/armchair and for zigzag/armchair/zigzag nanotube quantum
dots, for some fixed diameter as a function of the quantum dot length.
We have observed that depending on the length of the inner nanotube appears
interface states that localize on both junctions, at different energies. When the
quantum dot length is sufficiently large, the interface states do not interact and
they are degenerate at the energy of the corresponding interface state of the single
junction. For smaller quantum dot sizes, the interface states interact and their
energies split.
The energy dependence of the interface states with the dot length depends on
the type of nanotube employed in the central part of the dot. For zigzag carbon
nanotubes, the energies decay monotonically with the dot size, whereas for the
armchair nanotubes they oscillate with decreasing amplitude with the dot length.
We have explained this dissimilar behaviour based on the coupling of the dot-
lead interface states via Friedel-like charge oscillations inside the quantum dot. In
both quantum dot systems the decay and oscillations of the energies of interface
states depend on the quantum dot length and on the Fermi wavevector of the
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inner tube. These parameters are important in the so-called Friedel oscillations.
This explains the different behaviours of the two quantum dot systems.
To explain the appearance of interface states in nanotube quantum dots, we have
analyzed graphene quantum dots made by finite-size nanoribbons joined to two
semiinfinite graphene, forming two lines of 5/7 defects. We have calculated the
band structure of these systems and we have checked that when the length of the
inner nanoribbon increases the two interface bands tends to the interface band
of the simple junctions. Applying Born-von Ka´rma´n boundary conditions to the
interface bands, the energies of the nanotube quantum dots are obtained.
3. Nanoelectronics in open carbon nanotubes [21, 22].
In this chapter, we study novel carbon nanostructures made of partially unzipped
carbon nanotubes, which can be regarded as a seamless junction of a tube and a
nanoribbon.
Quite recently, three experimental groups announced simultaneously a promising
way to fabricate narrow graphene nanoribbons using carbon nanotubes as starting
material [23, 24, 25]. These experimental techniques appear as a promising way to
fabricate narrow nanoribbons needed for nanoelectronic applications. But in these
processes partially unzipped tubes can appear. We propose that these structures
can actually be used to produce a new class of carbon-based systems, which
combine nanoribbons and nanotubes.
We have studied these systems with the Hubbard model and the transport proper-
ties with the Landauer-Bu¨ttiker formalism, employing the SFGMmethod because
of the lack of translational symmetry.
We have studied a nanotube/nanoribbon junction between an armchair tube and
its corresponding unzipped tube, a zigzag nanoribbon. The main feature of the
armchair tube is the presence of two conducting channels at Fermi energy, each
one belonging to a different valley. On the contrary, the nanoribbon only has a
conductance channel around Fermi energy in one valley, and the main feature
of the zigzag ribbon is the edge states at the Fermi energy, which can have a
magnetic ordering.
First, we have calculated the transport properties of a nanotube/nanoribbon
junction with non-interacting electrons. We show that the conductance for low
energies of the junction is equal to that of the perfect nanoribbons demonstrating
that the nanotube acts as a transparent contact for the nanoribbon. The backs-
cattering is practically zero in the device and the conductance in this energy
range is set by the ribbon, which acts as a valley filter for the nanotube.
We have also analyzed how the interactions between electrons modify the low
energy transport properties of the junction. The inclusion of interacting elec-
trons only changes the band structure of graphene nanoribbons. The magnetic
moments of the two edges can couple ferromagnetically (fm), or antiferromagne-
tically (afm). The most stable order is the antiferromagnetic [26]. The magnetic
ordering induces dispersion of the edge bands, but in the afm order a gap is open,
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which depends on the value of the electron interaction. Above the gap, there is
a region of enhanced conductance with respect to the noninteracting case. This
occurs because the dispersion of the edge states opens a new electronic channel
near each Dirac point of the zigzag nanoribbon. Above this energy region there
is an nergy interval where the valley filtering occurs.
The application of a magnetic field, B, changes dramatically the electronic struc-
ture of the nanoribbon, yielding a fm nanoribbon. This changes the nanoribbon
from semiconductor to metallic, opening new transport channels at low ener-
gies. This generates a finite value of the conductance near the Fermi energy. The
conductance shows at some energies a spin polarization. The results indicate a
magnetoresistance close to 100% near the Fermi energy.
We have explored another systems like a partially open nanotube at the centre.
This system can be considered like a quantum dot formed by a nanotube / nano-
ribbon / nanotube. The behaviour of the conductance depends on the length of
the nanoribbon and antirresonances appear. When the nanoribbon length is suf-
ficiently large this system can behave like the above system. We explore the con-
ductance of a complementary system, i. e., a nanoribbon/nanotube/nanoribbon
quantum dot, finding a similar behaviour as the transparency of the contacts.
4. Transport in graphene nanoribbons flakes [27, 28].
We have studied the electronic transport of a bilayer graphene flake contacted
by two monolayer nanoribbons. Graphene flakes are quantum-dot-like structures,
which are composed by two portions of graphene stack one over the other. One
promising way to modify the electronic properties of graphene is to stack two
graphene monolayers. Different stacking orders can occur in bilayer graphene. The
most commonly studied is AB (Bernal) stacking because of it is the one found in
natural graphite, but the direct stacking is possible in few layer graphene, as it has
been shown in experimental works [29, 30]. Bilayer nanoribbons and bilayer flakes
show interesting properties with an intriguing dependence on stacking. For this
reason, it is important from a theoretical point of view to study both stackings.
We concentrate in the transport properties of bilayer armchair graphene flakes
with nanoribbon contacts. The most likely way of achieving such structure is eit-
her by the partially overlap of two nanoribbons, or the deposition of a finite-size
graphene flake over a graphene nanoribbon. We address these two configurations
as bottom-bottom (1 → 1) or bottom-top (1 → 2), respectively. In both geo-
metries the width of the bilayer flake and nanorbbons is the same, W , and the
length of the bilayer region is L.
We calculate the conductance with two different approaches:
Tight-binding model using the Landauer-Bu¨ttiker formalism. Due to the
lack of translational invariance of the system, we employ the SFGM method
to calculate the electronic and transport properties. With this method we
obtain the conductance as a function of the energy.
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Continuum Dirac-like model using a function matching technique. In the
low-energy limit, the conductance of the system is obtained by matching
the eigenfunctions of the Dirac-like Hamiltonians. With this technique the
transmission, reflection, and the coefficients of the wave functions in the bi-
layer part are determined by imposing the appropriate boundary conditions
at the beginning (x = 0) and at the end (x = L) of the bilayer region. The
precise boundary condition depends both on the lead configuration (1→ 1
or 1 → 2) and on the stacking. With this technique we obtain an analyti-
cal expressions that allows us to have a deeper understanding the transport
properties in these structures. I show that the two methods are in agreement.
In the AA stacking order, transmission through the system shows antiresonances
due to the interference of the two propagating electronic channels in the bila-
yer flake. When the length of the flake L is fixed, the conductance oscillates
as function of energy, and when the incident energy E is fixed, the conductance
oscillates as a function of L. The conductance of the bottom-top and the bottom-
bottom configurations are complementary.
In the AB stacking, and for energies larger than the interplane hopping, these
devices behave similar to those with the AA stacking. An interesting difference
is that, for a fixed incident energy, the period is twice than that found for the
AA stacking. This reflects that in the AB stacking only half of the atoms are
connected by interlayer hopping, whereas in the AA arrangement all atoms are
connected. For energies smaller than the interplane hopping, for AB stacking the
conductance shows Fabry-Pe´rot-like resonances.
Finally, we have also studied the effect on these systems of an external potential.
We study the conductance of a biased bilayer graphene flake. We have checked
that the bias allows to tune the electronic density on the bilayer flake, making
possible to control the electronic transmission by an external parameter.
5. Van der Waals interaction in magnetic bilayer graphene nanoribbons
[31].
In this chapter, we study the interaction energy between two graphene nanorib-
bons by first principles calculations, including van der Waals interactions and
spin polarization. In bilayer graphene nanoribbons both, edges and stacking or-
der, determine the electronic and magnetic properties. Most of the theoretical
works are focused into Bernal stacking because it is the most stable in bulk grap-
hite, but, as indicated previously, several experimental works have pointed out
the existence of direct stacking in few-layer graphene [29, 30]. Therefore it is not
clear which is the most stable stacking in graphene nanoribbons. For this purpose
we have done a detailed study of bilayer ribbons with direct stacking and two
cases of AB stacking, which are denoted by ABα and ABβ.
In multilayer graphene it is necessary the inclusion of long range interaction into
the calculations, as van der Waals forces, which have been recently included in
the SIESTA method. In order to determine the interaction between layers we
have obtained binding energies from total energy calculations.
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We have calculated the total energy of armchair graphene nanoribbons, showing
that the AB stacking is the most stable. Due to the existence of edge states with
magnetic order we include spin polarization for zigzag graphene nanoribbons.
We start from four possible magnetic configurations based, on the antiferromag-
netic/ferromagnetic interlayer/intralayer coupling. We have observed that the
direct stacking is even more stable than Bernal for ultranarrow zigzag graphene
nanoribbons, competing in energy for larger cases. This behaviour is due to the
magnetic interaction between edge states. We found a reduction of the magneti-
zation in zigzag nanoribbons with increasing ribbon width due to the structural
changes produced by the magnetic interaction.
Finally, we have shown that bilayer zigzag graphene nanoribbons deposited on a
substrate remain magnetic for larger widths than the isolated bilayer ribbons.
6. Edge states and flat bands in graphene nanoribbons with arbitrary
geometries [32].
As indicated above, edge states dominate the electronic, magnetic and transport
properties of graphene nanoribbons. From this reason, it is important to identify
such states at any ribbon or graphene with an edge. The zigzag and armchair
terminated edges honeycomb lattice are well known but the appear of edge sta-
tes for edges of arbitrary geometries are not well established. In this chapter, I
explain this problem giving a simple prescription, which allows us to predict the
existence of the edge states and their degeneracy in a given graphene edge or
nanoribbon. For this purpose, we have done a large number of calculations of
different nanoribbons, which were performed in the tight-binding approximation.
We use the definition of minimal edge, i. e., those with a minimum number of
edge nodes and dangling bonds per translation period [33]. In minimal edges the
decomposition between zigzag edge component and armchair edge component of
the translational vector !T = (n,m) over the graphene sheet, is crucial, since it
is known that an armchair edge does not have zero-energy localized states, while
the zigzag termination reveals a flat edge band at Fermi energy. Basically the
rule takes into account the zigzag edge component, folding the spectrum of the
minimum zigzag edge, which is well-known. From this folding, a rule is established
giving the degeneracy and the localization of the edge bands of any minimal edge.
Adding extra edge nodes can modify any minimal edge. We have studied edges
with Klein nodes, and cape structures added to minimal edges, bearded zigzag
edges, composed of Klein defects joined to all the zigzag nodes, or cove edges com-
posed by periodic cape structures. When a new node is introduced to a minimal
edge, a reconfiguration of the band structure is produced. The flat bands wave
function mix and split due to the hybridization of orbitals between neighbouring
nodes. We have introduced simple diagrams that help us to understand such hy-
bridization. With these diagrams, we can explain how such bands at E = 0 split
and their wave functions localize. The wave function localization has been tested
by a DFT calculation.
Our prescription and diagram analysis confirms the degeneracy and localization
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of bands, but without performing any calculations.
Finally, we have checked the bands that split, but do not reach the bulk continuum
bands, and they form gap states with E $= 0 for some range of k. We have shown
two examples where this occur, in armchair edges with Klein defects and in any
chiral edge with any Klein node attached. In the full armchair edge with two
Klein nodes, two bands appear in the gap, this is because the these two Klein
nodes belong to different sublattices and each one has a orbital without bonding.
When this orbital is paired with the adjacent orbital, the bands merge in the
continuum bulk bands. In the other case, a chiral edge with two Klein nodes, we
have checked that the bands remain into the gap.
In conclusion, I show in this thesis the investigations carried out in the last four
years, which are based on the study of the electronic, magnetic and transport properties
of systems derived from new carbon allotropes. These results can be of interest from
the applied and fundamental pint of view.
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Conclusions and perspectives
In this thesis the electronic, magnetic and transport behaviour of various carbon-
based heterostructures have been investigated. These systems are of interest for the
design of novel nanoelectronic devices based on carbon. The studied heterostructures
are composed of carbon nanotubes and graphene nanoribbons, which are carbon allo-
tropes with sp2 hybridization and may behave as a metal or semiconductor depending
on their geometry.
We have studied these structures by means of different approximations to the
Schro¨dinger equation. The model and methods applied herein are: tight-binding mo-
del, Hubbard model, which includes electron-electron interactions, k · p model based
on perturbative theory, and a density functional theory model.
The choice of different methods of calculation has been made on the basis of the
characteristics of the systems and the properties studied. Sometimes we used different
models to study the same problem to verify the validity of the approximations made or
give a more complete interpretation of the results. To calculate the electronic proper-
ties in systems without translational symmetry the Surface Green Function matching
(SFGM) technique has been employed, and the conductance has been calculated ap-
plying the Landauer-Bu¨ttiker equation. With these models and techniques we have
investigated the following systems:
Achiral nanotube junctions, which are formed by a zigzag nanotube joined to
an armchair nanotube. This kind of junctions is possible by the formation of
topological pentagon/heptagon defects along the entire interface.
We have clarified the origin and appearance of interface states in achiral car-
bon nanotube junctions by studying a related system, the junction between an
armchair-terminated semi-infinite graphene and a zigzag-terminated semi-infinite
graphene by an infinite line of pentagon/heptagon defects. This system has an
interface band shifted to negative energies, which we have related to the zigzag-
terminated semi-infinite graphene edge band. Applying periodic boundary con-
dition to this band, the number and the energies of the interface states in achiral
nanotube junctions is obtained. From the electronic behaviour of this interface
band we have explained the unequal localization of interface states on both sides
on the junction. Although this work was performed using a tight-binding model
and SFGM, we have proven its reliability by DFT calculations for the smaller
systems.
Quantum dots formed by achiral carbon nanotubes. In this heterostructure there
are two interfaces in which electronic states appear. When the size of the quantum
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dot is large, these states do not interact and are localized to the energy of the
simple achiral nanotube junctions, described above. When the size of the quantum
dot is small the interface states interact and their energies split. We have found
that the behaviour varies depending on the type of nanotube formed quantum
dot: The energy of the interface states oscillates when the nanotube forming the
quantum dot is an armchair, and decays monotonically when the nanotube is a
zigzag. We have established that this dissimilar behaviour is due to Friedel-like
oscillations, due to this oscillation depends on the wave-vector and on the size of
the material forming the quantum. Notice that the wavevector of zigzag tube is
zero and of the armchair tube has a finite value, giving and oscillating behaviour
only in the armchair nanotube quantum dot.
Partially open nanotubes. These systems can be considered as the junction bet-
ween a nanotube and a graphene nanoribbon. We have studied its transport
properties, verifying that this structure can act as a valley filter for the electronic
states of the nanotube. When a magnetic field is applied to this system, the nano-
ribbon will have a metallic behaviour, leading to a magnetoresistance of 100%, i.
e., the system goes from zero conductance to be a conductor with the application
of a magnetic field. These properties may be of interest for the use of partially
open nanotubes for future magnetoresistive devices.
Bilayer graphene flakes with contacts formed by monolayer graphene nanorib-
bons. This system can be viewed as a quantum dot of a bilayer nanoribbon bet-
ween two nanoribbon contacts. Therefore, the system can have two geometries:
either the contacts belong to the same nanoribbon or left contact is connected to
the bottom layer of the bilayer area, with the right contact at the top. We studied
three stacks, that is, the direct stacking or AA, and two Bernal stackings, ABα
and ABβ.
The main feature of the transport in these systems is that the conductance shows
periodic oscillations dependent on three factors: The incident electron energy,
the coupling between the layers, and the length of the bilayer area. The system
consisting of two partially overlapping ribbons can act as an electromechanical
device: when one nanoribbon slides over the other, the conductance oscillates
between its maximum value and zero.
These features can be modified by the inclusion of a voltage between the ribbons.
The bias voltage can tune the conductance opening a gap that can be controlled.
Van der Waals interactions in bilayer graphene nanoribbons interactions. We
have done total energy calculations with the inclusion of van der Waals forces
and spin polarization in bilayer graphene nanoribbons. In zigzag graphene nano-
ribbons the edge states with spin polarization significantly influence in the most
stable stacking between the ribbons. We have found that the most stable stacking
for ultranarrow ribbons is the direct one or AA, with interlayer and intralayer
antiferromagnetic configuration.
For larger ribbon widths the most stable stacking is the Bernal ABα. This is
because of the magnetic interaction between the edge states of the layers, which in
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the most stable configurations causes a deformation of the flat structure, leading
to a reduction of the layer magnetization.
In addition, we found that when the bilayer graphene nanoribbon is deposited
on a substrate, the edge magnetization is for nonzero larger widths.
Nanoribbons with arbitrary geometries. We have studied the band structure of
nanoribbons with edge of arbitrary shape. We have found that the existence of
edge states can be predicted, as well as their dispersion and their degeneration,
without doing any calculation. We give a general rule to give the dispersion and
degeneracy of edge states.
In this thesis we have investigated various materials with interesting physical pro-
perties, which opens up many possibilities for future study. For example, the interface
states of systems composed by chiral tubes should be addressed. In the partially open
nanoribbons, the inclusion of spin-orbit in the calculations could lead to new physical
properties, opening the possibility for spin filtering devices.
In short, analyzing the structures and the results we have obtained herein, many
new systems can be proposed. But undoubtedly experimental advances will shed light
on the materials that deserve to be researched.
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