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1. Introduction
Nested parentheses arewidely studied and used in computer science, partly for the reason that they provide a convenient
way to represent forests and trees by strings. For example, the Newick tree format, which was designed to represent
phylogenetic trees in computational biology, is based on this idea [11]. More information about applications and properties
of nested parentheses can be found in [19].
In this paper, we propose ametric for measuring the shape difference between two rooted unlabeled trees with the same
number of nodes. The input trees are translated into nested parenthesis strings, on which the comparison is performed.
Informally speaking, this metric is defined as the minimum number of parenthesis moves that can transform one nested
parenthesis string into another. Its precise definition will be given in Section 2. We focus on the complexity issue for
computing this metric. Although its definition is simple and natural, we will show that the time complexity is actually
NP-hard. Hence we propose a 1.5-approximation algorithm for it in this paper.
There are several approaches that can measure the dissimilarity (or proximity) of two trees. Here, we discuss two of
them related to this paper. The first approach is called the shortest path approach. It defines a set of tree transformation
rules, such as left rotations and right rotations (see Fig. 1). Put the trees being considered as vertices of a graph, where two
vertices are linked by an arc if and only if one vertex, which is a tree, can be transformed into another by applying any of
the transformation rules once. This metric measures the length of the shortest path between any two vertices in this graph.
This approach yields several important applications in tree comparisons, such as providing the tree edit distance [31] for
arbitrary rooted trees and the tree rotation distance [30] for rooted binary trees with unlabeled vertices. For surveys and
more recent results concerning tree edit distance, see [1,4,24,32]. Here we emphasize more the tree rotation distance. There
is no known polynomial-time algorithm for evaluating the exact values of rotation distances, and even its NP-hardness has
been open for more than two decades [6,30]. Therefore, some researchers turned to discussing restricted versions [5,29]
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Fig. 1. Tree rotations.
or variants [7,15,27,34] of rotation distance, and others focused on estimating (numerical or algorithmic) upper and lower
bounds [23,25,26,28,30] for this metric. More references on tree rotation distance can be found in [3,8–10,16,20,22,28].
The second approach is based on the idea of aligning two trees so that their corresponding similar parts can be identified
and associated. An alignment is constructed under some constraints. Usually, it must be consistent with the structures of
the two compared trees. Even so, there are too many ways to align them, and thus, a cost function that can judge the quality
of an alignment is defined so that a best alignment, which has the minimum cost, can be chosen. A substitution matrix is
used to weigh the cost for aligning two nodes of the trees, and the cost for the whole alignment is evaluated as the sum of
costs for aligning all nodes in this alignment. The tree alignment distance [18] is an instance.
Our method in this paper follows the alignment approach. Let Tn be the set of all rooted trees with n unlabeled vertices.
For any T ∈ Tn, its parenthesis representation π(T ) can be obtained recursively as follows:
1. if T is a tree with only one node, π(T ) =();
2. if the root of T is rT and T1, . . . , Tk are children of rT in this order, then π(T ) = (π(T1) . . . π(Tk)) for k ≥ 1.
To compare the distance between any two trees T1, T2 ∈ Tn, we compare the distance between π(T1) and π(T2). An optimal
alignment for π(T1) and π(T2) is constructed in order to get the distance.
Inspired by thework of Jiang et al. [17], we originally proposed thismetricwhile studying how to compare RNA secondary
structures. However, after successive failures in designing a polynomial-time algorithm using dynamic programming, we
realized that our current formulation could be NP-hard. Then following the research lines of [21], we successfully proved
the NP-hardness and learned that it is necessary to circumvent this pitfall in order to develop a practical model for RNA
secondary structure comparisons. This goal was achieved and the result is described in [33].
The organization of this paper is as follows. Section 2 formally defines the parenthesis rearrangement distance problem,
and Section 3 proves its NP-hardness. Afterward, Section 4 provides a 1.5-approximation algorithm, and finally, Section 5
concludes this study.
2. The parenthesis rearrangement distance problem
A parenthesis string is a finite string over the symbols ‘(’ and ‘)’. A parenthesis string a1 . . . a2n is properly nestedwhen it
contains n occurrences of ‘(’ and n occurrences of ‘)’, where the kth ‘(’ precedes the kth ‘)’ for 1 ≤ k ≤ n. Let Pn be the set
of properly nested parenthesis strings of length 2n. For P ∈ Pn, we use P[i] to refer to the ith parenthesis of P and P[i . . . j]
to refer to the substring of P from position i to position j. We say that P[i] pairs with P[j]where 1 ≤ i < j ≤ 2n iff (1) P[i] is
a left parenthesis and P[j] is a right parenthesis; and (2) P[i+ 1 . . . j− 1] is properly nested (including the empty string). In
this case, we say that P[i] and P[j] form a pair, and call P[i] amate of P[j] and vice versa.
Before introducing our main problem, we define the concept of parenthesis alignments for nested parenthesis strings. For
P1, P2 ∈ Pn, we say that (A1, A2) is an alignment for P1 and P2 where A1 = a1[1] . . . a1[m] and A2 = a2[1] . . . a2[m] if and
only if the following conditions hold:
PA1 The strings A1 and A2 are obtained from P1 and P2, respectively, by inserting spaces. This impliesm ≥ 2n.
PA2 If a1[i] and a2[i] are parentheses, they are of the same type (i.e. both are left parentheses or both are right parentheses).
PA3 Suppose a1[i], a1[j], a2[i] and a2[j] are parentheses where 1 ≤ i < j ≤ m. Then a1[i] and a1[j] form a pair if and only if
a2[i] and a2[j] form a pair.
In the above definition, we say that a1[i] is aligned with a2[i] for 1 ≤ i ≤ m. If a1[i] and a2[i] are parentheses of the same
type, then it is said that there is amatch occurring at position i in this alignment; otherwise there is amismatch.
Example 1. Let us consider the instance in Fig. 2. We use a dotted line to link two parentheses that form a pair. A space is
symbolized by a minus sign. Notice that a match occurs at position 1 and a mismatch occurs at position 2 in the alignment
(A1, A2). There are in total eight matches (at positions 1, 3, 5, 6, 9, 10, 11, 12) and four mismatches (at positions 2, 4, 7, 8).
The rearrangement distance for an alignment (A1, A2), denoted by D(A1, A2), is defined as the number of mismatched
parentheses in A1, which is equal to the number of mismatched parentheses in A2. The rearrangement distance D(P1, P2) for
two nested parenthesis strings P1 and P2 is defined as the minimum value of D(A1, A2) over all possible alignments (A1, A2)
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(a) Two parenthesis strings. (b) The alignment of P1 and P2 in (a).
Fig. 2. An example of the parenthesis alignment.
for P1 and P2 according to PA1–PA3. Intuitively, the function D(P1, P2) accounts for the least number of parentheses that
have to be moved in P1 in order for it to become the same as P2, under the constraint that pairs of parentheses in P1 are still
pairs in P2. We use the shorthand PRD (which stands for the Parenthesis Rearrangement Distance) to refer to the problem
of evaluating D(P1, P2).
Example 2. Let us revisit Example 1. The alignment (A1, A2) in Fig. 2(b) is an optimal alignment for P1 and P2 in Fig. 2(a).
From this alignment, we can see that A1[4] and A1[8] are aligned with spaces. Therefore, we can simultaneously move A1[4]
to A2[7] and A1[8] to A2[2] so that P1 becomes P2. Hence, D(P1, P2) = 2.
Surprisingly, the PRD problem is NP-hard. Wewill give an NP-hardness proof for it in Section 3. In the rest of this section,
we show that the parenthesis rearrangement distance fulfills the requirements for being a metric.
Theorem 1. Let P1, P2 and P3 be any nested parenthesis strings whose lengths are all 2n. Then we have the following properties
for P1, P2 and P3:
1. The positive definiteness: D(P1, P2) ≥ 0. In addition, D(P1, P2) = 0 if and only if P1 and P2 are identical.
2. The symmetry: D(P1, P2) = D(P2, P1).
3. The triangle inequality: D(P1, P2)+ D(P2, P3) ≥ D(P1, P3).
Proof. Parts (1) and (2) come directly from the definition. As for Part (3), wewill show that there exists an alignment (A1, A3)
for P1 and P3 such that D(P1, P2)+D(P2, P3) ≥ D(A1, A3). Combining this with the fact that D(A1, A3) ≥ D(P1, P3), (3) will be
established. The construction of (A1, A3) is as follows. Let (B1, B2) and (C2, C3) be alignments for P1, P2 and P2, P3 respectively
such that D(B1, B2) = D(P1, P2) and D(C2, C3) = D(P2, P3). Then set P1[i] (the ith parenthesis in P1) to be aligned with P3[k]
in (A1, A3) if and only if P1[i] is aligned with P2[j] in (B1, B2) and P2[j] is aligned with P3[k] in (C2, C3) for some j where
1 ≤ i, j, k ≤ 2n. Or equivalently, P1[i] is aligned with a space in (A1, A3) (and thus contributes 1 to D(A1, A3)) if and only if
one of the following cases holds:
Case 1 : The symbol P1[i] is aligned with a space in (B1, B2). This contributes 1 to D(P1, P2).
Case 2 : The symbol P1[i] is aligned with P2[j] in (B1, B2) for some j, but P2[j] is aligned with a space in (C2, C3). In this case,
the latter condition contributes 1 to D(P2, P3).
When some P1[i] contributes 1 to D(A1, A3), it must be aligned with a space. Hence, it contributes 1 either to D(P1, P2) or
to D(P2, P3). Therefore, we have D(P1, P2) + D(P2, P3) ≥ D(A1, A3). The inequality strictly holds when there exists P2[j]
that is aligned with a space in (B1, B2) and a space in (C2, C3). In this case, P2[j] contributes 1 to D(P2, P3) but there is no
corresponding P1[i] that can share this cost in D(A1, A3). 
3. An NP-hardness proof
Let the DPRD problem be the decision version of the PRD problem. That is, we are given a parameter K in addition to two
nested parenthesis strings P1 and P2, and want to determine whether D(P1, P2) ≤ K . It is easy to see that the DPRD problem
is in NP. In this section, we will show that the DPRD problem is NP-complete.
Our strategy for proving the NP-completeness is as follows. We consider its dual problem, and then show that this
dual problem is NP-complete. Let (A1, A2) be an alignment for P1, P2 ∈ Pn. Define S(A1, A2) to be the number of matched
parentheses for A1 and A2. It follows thatD(A1, A2)+S(A1, A2) = 2n. Similarly, this definition can be extended to parenthesis
strings, by considering the optimal alignment that canmaximize S(A1, A2). The samenotation S(P1, P2) is used to refer to this
optimal value. Hence the identityD(P1, P2)+S(P1, P2) = 2n holds. The evaluation of S(P1, P2) is referred to as the parenthesis
rearrangement score problem, or the PRS problem for short, throughout this paper. Let DPRS be the decision version of PRS. It
follows that D(P1, P2) ≤ K if and only if S(P1, P2) ≥ 2n− K . Hence, the complexities for these two problems are the same.
Before showing a key lemma from [21], we introduce some preliminary knowledge on two-page graphs. A graph is called
a two-page graph if its vertices can be put on a straight line in an orderly fashion such that no edges are crossing. A two-page
graph is called cubic if and only if every vertex of it has degree 3, and furthermore, there are at least one upward edge and
one downward edge (see Fig. 3(a)).
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(a) A 3-regular two-page graph G.
(b) The output of the reduction from (a).
(c) The ‘edges’ of G on (b).
Fig. 3. An illustration of the reduction.
Fig. 4. The gadgets for the reduction to the DPRS problem.
Lemma 1 ([21]). The maximum independent set problem restricted to simple cubic 2-page graphs is NP-hard.
Lemma 1 is built on the results from [12–14,35]. In the following paragraphs, we are going to show that the DPRS problem
is NP-complete.
We will show how to reduce the maximum independent set problem from simple cubic two-page graphs to the DPRS
problem. Let G be such a graph with n vertices; see Fig. 3(a) for an example. We classify vertices of G into three cases, and
each case is further divided into four subcases, as shown in Fig. 4. The reduction starts from a linear scan on vertices of G
from left to right, and finally two nested parenthesis strings S1 and S2 will be output.
Suppose the vertices of G are labeled in an orderly fashion by vi for 1 ≤ i ≤ n from left to right. For each vi, we look
at Fig. 4 and get the corresponding upper block Ui and lower block Li. Set S ′1 =
∏
1≤i≤n BUi and S
′
2 =
∏
1≤i≤n BLi where B
consists of 10n left parentheses followed by 10n right parentheses. The purpose of these B blocks is to serve as delimiters
that can force an optimal alignment to align Ui with Li for 1 ≤ i ≤ n (see Fig. 3(b) for an illustration and Lemma 3 for a
formal proof). Notice that the lengths of S ′1 and S
′
2 may not be equal. In fact, if vi has one upward edge and two downward
edges, |Ui| − |Li| = 1; conversely, if vi has two upward edges and one downward edge, |Ui| − |Li| = −1. Therefore, we
have to add more parentheses in order to make the lengths of S ′1 and S
′
2 equal. Let δ = S ′1 − S ′2. Since every vertex of G has
odd degree, the total number of vertices of Gmust be even, which implies that δ is even. When δ > 0, let H1 be the empty
string and H2 consist of δ2 left parentheses followed by
δ
2 right parentheses. Otherwise, for δ ≤ 0, let H1 consist of −δ2 left
parentheses followed by −δ2 right parentheses and H2 be the empty string. Let S1 be H1S
′
1 and S2 be H2S
′
2. The output of the
reduction is S1 and S2.
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(a) The forbidden case. (b) The allowed case.
Fig. 5. Optimal alignments for Subcase 1.1 in Fig. 4.
(a) The forbidden case. (b) The allowed case.
Fig. 6. Optimal alignments for Subcase 2.1 in Fig. 4.
(a) The forbidden case. The dotted-line box indicates
that there are three ways to align the parentheses inside it;
each way contributes four matches.
(b) The allowed case.
Fig. 7. Optimal alignments for Subcase 3.1 in Fig. 4.
Informally speaking, the complex Ui and Li is a ‘switch’, which can mimic the effect of choosing or not choosing vi for an
independent set of G. This completes the specification of the reduction. For example, in Fig. 3(b), v1–v4 belong to Subcases
1.1, 3.2, 2.3, and 1.4, respectively. The output of the reduction for Fig. 3(a) is shown in Fig. 3(b).
We use the term edge parenthesis to refer to a parenthesis whose mate resides on a different block, such as those linked
by dotted lines in Fig. 3(c); otherwise it is called a nonedge parenthesis. An edge parenthesis can be considered as one of the
endpoints of an edge of G, and a pair of edge parentheses corresponds to a complete edge of G. Note that edge parentheses
and nonedge parentheses are drawn as hollow shapes and solid shapes respectively in Figs. 3 and 4. We have the following
lemma.
Lemma 2. The maximum number of matches (constrained by PA1–PA3) of a U block and an L block in Fig. 4 depends on the
following preconditions, according to whether an edge parenthesis inside U or L is allowed to be matched up or not:
1. Allowed: there are 3matches for Cases 1 and 2, and 7matches for Case 3.
2. Disallowed: there are 2matches for Cases 1 and 2, and 6matches for Case 3.
Furthermore, in the allowed case, all edge parentheses have to be matched up.
Proof. We can exhaustively enumerate all maximummatchings of U and L for each subcase in Fig. 4. Note that Subcase 1.2
is a vertical reflection of Subcase 1.1, and Subcases 1.3 and 1.4 are horizontal reflections of Subcases 1.1 and 1.2 respectively.
Hence, due to symmetry, we only need to consider Subcase 1.1 for Case 1. Similarly, we only need to consider Subcases 2.1
and 3.1 for Cases 2 and 3.
Let us first focus on Subcase 1.1. Suppose the edge parentheses cannot be matched up. In this case, there are exactly
two nonedge parentheses in the U block. When all of them are matched up, we get two matches which is optimal, as
shown in Fig. 5(a). Now consider the situation where the edge parentheses can be matched up. Notice that there are exactly
four parentheses in the U block. However, block U =()(( is not a subsequence of block L =((()), and therefore not all
parentheses in U can be matched up. Accordingly, there are at most three matches that can happen, and the result is shown
in Fig. 5(b). In this case, all edge parentheses are matched up. This finishes the proof for Subcase 1.1.
The enumeration results for Subcases 2.1 and 3.1 are shown in Figs. 6 and 7, respectively. In these figures, panel (a)s
consider the disallowed case and panel (b)s handle the allowed case. The dotted-line box in Fig. 7(a) indicates that there are
three ways to align the parentheses inside it; each way contributes four matches. Furthermore, in the allowed case, all edge
parenthesis are involved in the matchings. Therefore by arguments similar to those for Subcase 1.1, the claim follows. 
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Fig. 8. The structure of the output of the reduction. Notice that the traces of any optimal alignment for S1 and S2 are limited to being within the dotted-line
boxes.
Lemma 2 reveals a key point. Each complex U and L acts as a ‘switch’. The ‘switch on’ indicates that all edge parentheses
are matched up, and in this case, we acquire three matches for Cases 1 and 2, and get seven matches for Case 3 in Fig. 4.
When the switch turns off, we always get one less match.
Recall that S1 = H1∏1≤i≤n BUi and S2 = H2∏1≤i≤n BLi, which are the output of the reduction. In order to simplify the
description of proof for Lemma 3, we set U0 = H1 and L0 = H2.
Lemma 3. For any output of the reduction S1 and S2, there exists an optimal alignment that aligns Ui with Li for 0 ≤ i ≤ n.
Proof. We use Bℓt,i and B
r
t,i to refer to the partition of the ith B block of St , for t = 1, 2, such that Bℓt,i and Brt,i contain only left
parentheses and right parentheses, respectively. For any optimal alignment for S1 and S2, we first show that it cannot align
a parenthesis of Br1,i with a parenthesis of B
r
2,j for j ≠ i. If that was the case, let their positions be k1 in S1 and k2 in S2. In the
following, we will show that the absolute value of k1 − k2 is very large, which implies that there are too many mismatches
in this alignment so it cannot be optimal. Without loss of generality, assume i > j. Notice that the number of parentheses
in each block listed in Fig. 4 is between 4 and 9. It follows that
k1 ≥
i−1
q=0
Uq+ i−1
q=1
Bℓ1,qBr1,q+ Bℓ1,i
≥ 4(i− 1)+ (i− 1) |B| + |B|
2
. (1)
Similarly, we have
k2 ≤
j−1
q=0
Lq+ j−
q=1
Bℓ1,qBr1,q ≤ n+ 9(j− 1)+ j |B| . (2)
When we subtract Eq. (2) from Eq. (1), we obtain
k1 − k2 ≥ 4(i− 1)+ (i− 1) |B| + |B|2 − n− 9(j− 1)− j |B|
≥ |B|
2
− n+ |B|(i− 1− j)+ 4(i− 1)− 9(j− 1). (3)
Since i > j, the term |B|(i− 1− j) ≥ 0 and 4(i− 1) ≥ 4(j− 1). Eq. (3) can be further simplified into
k1 − k2 ≥ |B|2 − n− 5(j− 1) ≥
|B|
2
− 6n = 10n− 6n = 4n. (4)
Eq. (4) implies that there are at least 4nmismatched parentheses in S1 for any alignment of S1 and S2 that aligns S1[k1]with
S2[k2], since we have to insert at least 4n spaces into S2[1 . . . k2] in order to make its length equal to S1[1 . . . k1].
Consider the alignment A′ that aligns Ui with Li in the way shown in Figs. 5–7, and aligns Bℓ1,i with B
ℓ
2,i and B
r
1,i with B
r
2,i
accordingly for 1 ≤ i ≤ n. Wewould like to count an upper bound for the number of mismatched parentheses that occurred
in S1 for A′. Aligning H1 with H2 contributes at most nmismatched parentheses since the length of H1 is at most n; aligning
each Ui with Li for 1 ≤ i ≤ n contributes at most 2, as shown in Figs. 5–7. To sum up, there are at most n + 2n = 3n
mismatched parentheses occurring in S1 for A′. Therefore, the alignment that aligns S1[k1] with S2[k2] is worse than A′, a
contradiction.
The same argument can be extended to exclude the following two cases in an optimal alignment for S1 and S2: (1) aligning
Br1,i with Lj for 1 ≤ i ≠ j ≤ n; and (2) aligning Br1,1 with H2. See Fig. 8 for an illustration. Combining these two cases with
the original one, we conclude that Br1,i can only be aligned with B
r
2,i and Li for 1 ≤ i ≤ n in an optimal alignment. A similar
argument from symmetry would establish that Bℓ1,i can only be aligned with B
ℓ
2,i and Li−1 for 1 ≤ i ≤ n (recall that we set
L0 = H2) in an optimal alignment.
As a summary, the above arguments reveal the fact that Br1,iUiB
ℓ
1,i+1 can only be aligned with B
r
2,iLiB
ℓ
2,i+1 for 1 ≤ i ≤ n−1
in any optimal alignment for S1 and S2, as shown in Fig. 8. Since Br1,i and B
ℓ
1,i+1 are perfectly matched to B
r
2,i and B
ℓ
2,i+1,
the minimum number of mismatches between Br1,iUiB
ℓ
1,i+1 and B
r
2,iLiB
ℓ
2,i+1 is equal to the minimum number of mismatches
between Ui and Li for 0 ≤ i ≤ n. This establishes the claim of this lemma. 
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(a) The symbol z is a nonedge parenthesis. (b) The symbol z is an edge parenthesis.
Fig. 9. The interaction between gadgets in the output of the reduction.
Lemma 4. Let x be an edge parenthesis in either Ui or Li and y be the mate of x. If the switch containing x (i.e., the complex Ui and
Li) is turned on (i.e., all edge parentheses are matched), the switch containing y has to be turned off (i.e., no edge parenthesis can
be matched).
Proof. Without loss of generality, we may assume that x is in Ui and it is a left parenthesis (see Fig. 9). Suppose x is aligned
with z, which is a parenthesis of the same type as x. There are two cases for z.
1. The symbol z is a nonedge parenthesis (see Fig. 9(a)). Hence its mate is within Li. However, y is located at Uj and i < j,
and due to Lemma 3, y cannot be aligned with the mate of z. Therefore, the only way to align y is with a space. However,
y is an edge parenthesis, and according to Lemma 2, the switch that contains y has to be off.
2. The symbol z is an edge parenthesis (see Fig. 9(b)). If we want to align ywith a parenthesis, the only way to do this is to
align ywith the mate of z, due to PA3. This would indicate that there are two edges between vi and vj (vertices of G), one
described by x and y and the other described by z and its mate. However, the graph G is simple, so there can be at most
one edge between any two vertices, a contradiction. Hence, there is no way to align y with a parenthesis. Thus, y has to
be aligned with a space. Accordingly, the switch containing y has to be off. 
Let I be a maximum independent set of G. Suppose there are Ni vertices of G and N ′i vertices of I that belong to Case i for
1 ≤ i ≤ 3. Note that N1 + N2 + N3 = n. From Lemmas 2–4, we have
S(S1, S2) = 2N1 + 2N2 + 6N3 + 20n(n− 1)+ (N ′1 + N ′2 + N ′3)
= 2n+ 4N3 + 20n(n− 1)+ |I|
= 4N3 + 20n2 − 18n+ |I|.
The term 20n(n − 1) comes from those (n − 1) occurrences of B complexes in S1 and S2, each of which contributes 20n
matches. Hence G has an independent set of size at least K if and only if S(S1, S2) ≥ 4N3 + 20n2 − 18n + K . On the other
hand, the DPRS problem is certainly in NP. Consequently, we have Lemma 5.
Lemma 5. The DPRS problem is NP-complete.
Theorem 2. The DPRD problem is NP-complete.
Proof. The complexity of the DPRD problem is the same as the complexity of the DPRS problem. Hence this theorem follows
directly from Lemma 5. 
We remark that theDPRS problem falls in a subclass of the longest arc-preserving common subsequence (LAPCS) problem
(more precisely, the nested-to-nested category) proposed in [21], which has been proved NP-complete. However, it is not
necessary to imply that theDPRS is triviallyNP-complete sinceweall know that 2SAT is a special SATbut it is still polynomial-
time solvable.
4. A simple 1.5-approximation algorithm
We have shown that the PRD problem is NP-hard in Section 3. In this section, we propose a 1.5-approximation algorithm
for treating it.
The idea of the approximation algorithm is as follows. Consider an additional constraint for the PRD problem:
PL If a left parenthesis is aligned with a space, then its (right) mate must also be aligned with a space.
Let the parenthesis rearrangement distance according to PA1–PA3 together with PL be denoted by DL(P1, P2).
Similarly, consider the symmetry of PL as follows:
PR If a right parenthesis is aligned with a space, then its (left) mate must also be aligned with a space.
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We use DR(P1, P2) to denote the parenthesis rearrangement distance according to PA1–PA3 and PR. Then we have the
following lemma.
Lemma 6. Theminimum of DL(P1, P2) and DR(P1, P2) is a 1.5-approximation for D(P1, P2) for any two nested parenthesis strings
P1 and P2 whose lengths are equal.
Proof. Let (A∗1, A
∗
2) be an optimal way to align P1 and P2 for evaluating D(P1, P2). By definition, we have to count the number
of mismatched parentheses in A∗1 . We distinguish three cases.
1. Both ends of a pair of parentheses are mismatched. Let B be the number of such pairs.
2. Only the left end of a pair of parentheses is mismatched. Let L be the number of such pairs.
3. Only the right end of a pair of parentheses is mismatched. Let R be the number of such pairs.
Then clearlywe haveD(P1, P2) = L+R+2B. It is not difficult to see thatDL(P1, P2) ≤ 2L+R+2B since (A∗1, A∗2) can be relaxed
to a feasible solution for PA1–PA3 and PL by aligning L right parentheses with spaces. Similarly, DR(P1, P2) ≤ L + 2R + 2B.
Therefore, we have
D(P1, P2) ≤ min{DL(P1, P2),DR(P1, P2)} ≤ L+ R+ 2B+min{L, R}
≤ L+ R+ 2B+ (L+ R)/2 ≤ 3
2
(L+ R+ 2B) = 3
2
D(P1, P2). 
In the next paragraphs, we are going to propose a simple dynamic programming algorithm that can evaluate DR(P1, P2)
in time O(n4). The algorithm that evaluates DL(P1, P2) in O(n4) can also be obtained symmetrically.
Let i1 and i2 be indices over P1 for 1 ≤ i1 ≤ i2 ≤ 2n and j1 and j2 be indices over P2 for 1 ≤ j1 ≤ j2 ≤ 2n.
A four-dimensional array AR(i1, i2; j1, j2) is computed for evaluating DR(P1, P2), and finally we would get DR(P1, P2) =
AR(1, 2n; 1, 2n). Intuitively, AR(i1, i2; j1, j2) records the minimum cost for aligning P1[i1 . . . i2]with P2[j1 . . . j2] according to
PA1–PA3 and rule PR such that the number of parentheses in P1[i1 . . . i2] that are aligned with spaces is minimized. Notice
that there could be ‘free’ parentheses in P1[i1 . . . i2] and P2[j1 . . . j2], i.e., parentheses whosemates are not within P1[i1 . . . i2]
and P2[j1 . . . j2]. In this case, all free parentheses are forced to be aligned with spaces. Accordingly, AR(i1, i2; j1, j2) can be
computed by the following dynamic program, which considers all possible combinations of P1[i2] and P2[j2].
1. Either P1[i2] or P2[j2] is a left parenthesis. This left parenthesis has to be aligned with a space. Thus, let AR(i1, i2; j1, j2) be
AR(i1, i2 − 1; j1, j2)+ 1 when P1[i2] is a left parenthesis; otherwise, let it be AR(i1, i2; j1, j2 − 1).
2. Both P1[i2] and P2[j2] are right parentheses. The value for AR(i1, i2; j1, j2) is the minimum over the following four cases.
(a) Align P1[i2]with a space: AR(i1, i2 − 1; j1, j2)+ 1.
(b) Align P2[j2]with a space: AR(i1, i2; j1, j2 − 1).
(c) Align P1[i2]with P2[j2] but not the mates: AR(i1, i2 − 1; j1, j2 − 1).
(d) Align P1[i2]with P2[j2] togetherwith themates: AR(i1, P1[i′2]−1; j1, P2[j′2]−1)+AR(P1[i′2]+1, i2−1; P1[j′2]+1, j2−1)
where i′2 and j
′
2 are the positions of the mates of i2 and j2, respectively.
The time complexity is clearly in O(n4) since there are four indices for the AR table and the computation for each entry takes
only O(1) time. To combine with Lemma 6, therefore we have the main theorem in this section.
Theorem 3. There exists a 1.5-approximation algorithm for computing the parenthesis rearrangement distance in time O(n4).
5. Concluding remarks
We have shown that the PRD problem is NP-hard in Section 2 and proposed a 1.5-approximation algorithm for it in
Section 4. In our reduction, we reduced the maximum independent set problem restricted to simple cubic two-page graphs
to this problem. It has been shown in [2] that the maximum independent set problem on planar graphs (and so for the cubic
two-page graphs) admits a PTAS. Hence, our reduction provides no clue as to whether the PRD problem is APX-hard or not.
We leave this question to future research.
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