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Abstract
We introduce the tangent space on a quantum hyperboloid. We define an action of this tangent
space on the corresponding “quantum function space” A , what converts the elements of the tangent
space into “braided vector fields”. The tangent space is shown to be a projective A-module and we
define a quantum (pseudo)metric and a quantum connection (partially defined) on it.
1 introduction
Il est bien connu depuis les anne´es 60 que toutes les constructions principales de la ge´ome´trie classique
se ge´ne´ralisent dans le cadre de la superthe´orie. Dans les anne´es 80, plusieurs notions et constructions
de la ge´ome´trie classique et de la superthe´orie s’e´tendent au cas de la ge´ome´trie tresse´e (“braided ge-
ometry”). En particulier il existe une ge´ne´ralisation naturelle de la notion d’alge`bre commutative (ou
super-commutative) lie´e aux ope´rateurs de tresses involutifs (appele´s aussi syme´tries). En effet soit A
une alge`bre associative de produit note´ ◦ et munie d’un ope´rateur de tresse1 S involutif (i.e. S2 = id )
S : A⊗2 → A⊗2,
A est appele´e une alge`bre S-commutative si :
1. ◦ = ◦S ,
2. S ◦12 = ◦23S12S23.
Dans ce cas, certains aspects du calcul diffe´rentiel tresse´ ont e´te´ de´veloppe´s dans [GRR]. Plus parti-
culie`rement la notion de champ de vecteurs se ge´ne´ralise (dans l’esprit de la superthe´orie) de la fac¸on
suivante : une application line´aire X : A → A est appele´e un champ de vecteurs tresse´s si elle ve´rifie
la S-analogue de la re`gle de Leibniz
X (f ◦ g) = X (f) ◦ g + ◦ ev23 S12 (X ⊗ f ⊗ g) (1)
ou` ev est l’application d’e´valuation X ⊗ f → X(f). Nous supposons ici que S peut eˆtre e´tendu a`
un tressage (note´ encore S ) “transposant” les fonctions et les ope´rateurs et qu’en outre l’application
d’e´valuation commute avec S dans le sens suivant
e v23 S12 S23 (X ⊗ f ⊗ g) = S e v12 (X ⊗ f ⊗ g)
(il en est de meˆme en remplac¸ant la fonction g par un ope´rateur Y ).
Ainsi, lorsque A est une alge`bre S-commutative, les champs de vecteurs sur une telle alge`bre peuvent
eˆtre de´finis par la S-analogue de la re`gle de Leibniz (1).
1Nous appelons ope´rateur de tresse (ou un tressage) une solution de l’e´quation de Yang-Baxter quantique (EYBQ) :
S12 S23 S12 = S23 S12 S23
ou` S12 = S ⊗ id, S23 = id⊗ S.
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Si l’alge`bre A est plutoˆt munie d’une application de tresse non involutive (c’est juste le cas de l’alge`bre
que nous conside´rons ici) il n’existe aucune de´finition ge´ne´rale de l’analogue tresse´e d’une alge`bre commu-
tative. (Comme le montre plusieurs exemples y compris celui de l’hyperbolo¨ıde quantique, l’application
na¨ıve des relations de la S-commutativite´ (c¸i-dessus) n’est plus raisonnable). Autrement dit, il n’est pas
e´vident de dire ce qu’est une alge`bre S-commutative ni de de´crire (dans l’esprit de la superthe´orie) les
e´le´ments de la ge´ome´trie tresse´e. Par exemple la S-analogue de la re`gle de Leibniz de´finie par la relation
(1) n’est plus valable et donc, il n’est pas trivial de de´crire l’espace tangent d’une varie´te´ quantique.
(Soulignons que pour les varie´te´s quantiques lie´es aux applications de tresses involutives, l’espace tangent
peut eˆtre de´crit en termes de champs de vecteurs tresse´s.)
Le but de cet article est de de´finir l’espace tangent sur l’hyperbolo¨ıde quantique, d’e´tudier ses pro-
prie´te´s et d’introduire les analogues tresse´s de certaines structures classiques (me´trique, connexion).
Soulignons que nous traitons (dans l’esprit de [S1]) l’espace tangent comme un module projectif de rang
fini sur l’alge`bre des “fonctions polynoˆmes sur l’hyperbolo¨ıde quantique”. Rappelons que dans [S1], Serre
a e´tablit une correspondance biunivoque entre les fibre´s vectoriels et les modules projectifs de rang fini
sur l’anneau des coordonne´es.(Une analogue de cette correspondance pour les varie´te´s lisses compactes a
e´te´ e´tablie par R.G.Swan.)
L’hyperbolo¨ıde quantique (ou tresse´) est le plus simple exemple d’orbite quantique. Par orbite quan-
tique, nous entendons les alge`bres qui ve´rifient les proprie´te´s suivantes :
1. elles sont Uq(g)-covariantes (i.e. leur produit ◦ est Uq(g)-covariant
X ◦ (a⊗ b) = ◦∆X (a⊗ b), ∀ X ∈ Uq(g) (2)
ou` a et b sont des e´le´ments de l’alge`bre conside´re´e),
2. elles repre´sentent une de´formation plate 2 de leurs analogues classiques : i.e. des orbites habituelles
dans g∗ (plus pre´cise´ment, les alge`bres de fonctions sur de telles orbites),
3. elles sont en un certain sens commutatives.
La dernie`re proprie´te´ est la plus difficile a` traiter, car les orbites quantiques font partie d’une famille
d’alge`bres Uq(g)-covariantes et ce n’est pas toujours facile de distinguer dans cette famille une alge`bre
“commutative” au sens tresse´ (voir [DGK] ou` ce proble`me est discute´). Pour expliquer le proble`me
de´crivons d’abord les objets infinite´simaux sur de telles alge`bres.
Soit M une varie´te´ lisse (en particulier une orbite dans g∗ ) et
ρ : g → Vect (M)
la repre´sentation de g sur l’espace des champs de vecteurs sur M. Associons a` la R-matrice
R =
∑
α∈∆+
Xα ∧ X−α ∈ ∧2(g)
ou` {Hα , Xα , X−α} est une base de Cartan-Weyl en normalisation de Chevalley de l’alge`bre de Lie g
et ∆+ de´signe son syste`me de racines positives (en supposant une de´composition triangulaire fixe´e de
g), le crochet de R-matrice
{f , g}R = µ < ρ⊗2 (R) , df ⊗ dg >, f, g ∈ Fun (M)
ou` µ est le produit dans Fun (M).
Dans le cas ge´ne´ral, ce crochet ne satisfait pas a` la relation de Jacobi. Par conse´quent, il n’est pas un
crochet de Poisson. Mais il l’est sur certaines varie´te´s dites de type R-matrices dans [GP]. C’est juste
2Rappelons que l’alge`bre Ah¯ (ou` h¯ est un parame`tre formel) est une de´formation plate de l’alge`bre A0, si on a
A0 = Ah¯/h¯Ah¯
et A0⊗K[[h¯]] est isomorphe a` Ah¯ comme des K[[h¯]]-modules (ici le produit tensoriel est comple´te´ en topologie h¯-adique).
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le cas des orbites dans g∗ qui admettent comme de´formations plates, des alge`bres Uq(g)-covariantes.
(Mais il existe quand meˆme des orbites dans g∗ qui sont des de´formations plates Uq(g)-covariantes et
sur lesquelles le crochet de Poisson correspondant est un peu diffe´rent de { , }R , voir [DGS].) ll est facile
de voir que sur de telles orbites, le crochet de Kirillov-Kostant-Souriau (KKS) note´ { , }KKS (qui est
la restriction sur g∗ tout entier du crochet line´aire dit de Lie-Poisson) et le crochet de R-matrice sont
compatibles et donc sur elles, ces deux crochets engendrent ce qu’on appelle le pinceau de Poisson. Ainsi
la famille de crochets de´finie par
{ , }a , b = a { , }KKS + b { , }R, (3)
est une famille de crochets de Poisson.
Si l’on peut dire qu’un crochet de Poisson de´finit “une direction de de´formation”, un pinceau de
Poisson nous donne un plan de ces directions. La quantification double (i.e. simultane´e) de ce pinceau
de Poisson conduit aux alge`bres non commutatives tresse´es. Ces alge`bres de´pendent de deux parame`tres.
Leur produit est toujours Uq(g)-covariant.
Dans cet article, un cas particulier de telles alge`bres est e´tudie´. Notamment celle qui de´coule de
l’hyperbolo¨ıde plonge´ comme une orbite (par rapport a` l’action coadjointe du groupe SL(2)) d’un e´le´ment
semi-simple de sl(2)∗ (nous regardons plus pre´cise´ment une famille d’orbites). Etant l’orbite d’un
e´le´ment semi-simple la varie´te´ initiale est une varie´te´ alge´brique affine ferme´e. Notons que dans ce cas
particulier il n’est pas difficile de distinguer dans la famille des alge`bres Uq(sl(2))-covariantes, une alge`bre
“commutative” tresse´e.
Soulignons que l’hyperbolo¨ıde quantique a e´te´ introduit par Podle`s [P] sous le nom de la sphe`re
quantique. En fait, la sphe`re quantique est l’hyperbolo¨ıde quantique munie d’une involution (nous ne
regardons pas ici le proble`me d’une de´finition raisonnable d’une involution sur l’hyperbolo¨ıde quantique).
Nous nous contentons de conside´rer simplement l’hyperbolo¨ıde quantique sans involution. Toutefois la
forme compacte ou non de la varie´te´ initiale n’a aucune importance, puisque nous ne regardons que les
fonctions polynoˆmes restreintes sur cette varie´te´. (Par un changement de variables convenable nous pou-
vons passer de l’alge`bre des fonctions sur la sphe`re a` celle des fonctions sur l’hyperbolo¨ıde correspondant
et re´ciproquement.)
Certains aspects de l’alge`bre provenant de la quantification du pinceau de Poisson (3) sur l’hyperbolo¨ıde
ont e´te´ examine´s dans [DG], [DGR], [GV]. En particulier il a e´te´ montre´ que cette alge`bre est sans mul-
tiplicite´ (i.e. chaque module irre´ductible de dimension finie entre dans la de´composition en Uq(sl(2))-
modules irre´ductibles de cette alge`bre au maximum une fois).
De´signons par Ach¯,q cette alge`bre a` deux parame`tres qui est le re´sultat de la quantification double du
pinceau de Poisson sur l’hyperbolo¨ıde plonge´ comme une orbite dans sl(2)∗. En gros, nous disons que le
parame`tre h¯ est celui de la quantification du crochet de KKS, q celui de tressage et c nume´rote les orbites
quantiques. Dans le cas ou` h¯ = 0 , nous obtenons l’alge`bre Ac0,q qui est conside´re´e comme la q-analogue
de l’alge`bre commutative correspondante. (Elle est parfois appele´e sphe`re quantique standard.) C’est
notre alge`bre principale : “l’alge`bre des fonctions polynoˆmes restreintes sur l’hyperbolo¨ıde quantique”
(ou` “l’anneau des coordonne´es quantiques”). Ainsi dans la suite, tous les modules conside´re´s (dans le
cas quantique) seront des modules sur cette alge`bre. Nous introduisons alors les notions de champs de
vecteurs, d’espace tangent sur l’hyperbolo¨ıde quantique. Nous traitons cet espace tangent comme un
Ac0,q-module et nous l’appellons “module tangent” sur l’hyperbolo¨ıde quantique.
Commenc¸ons par le module tangent. Dans le cas classique, il est forme´ par des champs de vecteurs
tangents a` la varie´te´ sous conside´ration (ici la sphe`re ou l’hyperbolo¨ıde). Quels sont les analogues quan-
tiques de ces champs ?
Les champs de vecteurs auxquels l’on peut spontane´ment penser, sont les ge´ne´rateurs X,Y,H du
groupe quantique (GQ) Uq(sl(2)) (voir Section 2). Mais si nous introduisons le module tangent comme
toutes les combinaisons line´aires (ayant pour coefficients les e´le´ments de l’alge`bre Ac0,q) de ces ope´rateurs,
nous n’obtenons pas une de´formation plate du module tangent initial. En effet, notons Fun (S2) l’alge`bre
des fonctions polynoˆmes restreintes sur la sphe`re (S2 ). On peut de´crire le “module tangent” sur la sphe`re
comme toutes les combinaisons line´aires aux coefficients-fonctions de trois rotations infinite´simales
X = z∂y − y∂z, Y = x∂z − z∂x, Z = y∂x − x∂y . (4)
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Ces rotations correspondent aux ge´ne´rateurs standards x, y, z de g = so(3) = su(2) qui ope`rent sur
l’alge`bre de Lie g elle-meˆme par l’action adjointe, et leur extension sur les e´le´ments de
Fun (g∗) = Sym (g)
s’effectue par la re`gle de Leibniz. Il est facile de voir que sur l’alge`bre Fun (S2), les ope´rateurs X, Y, Z
satisfont a` la relation
xX + y Y + z Z = 0.
En passant a` la forme non compacte (i.e. a` l’hyperbolo¨ıde H ), nous avons la relation
xY + yX +
h
2
H = 0 (5)
avec les ge´ne´rateurs standards x, y, h de l’alge`bre sl(2) et X, Y, H sont ici les rotations hyper-
boliques infinite´simales correspondantes. Notons Fun (H) l’alge`bre des fonctions polynoˆmes restreintes
sur l’hyperbolo¨ıde. Finalement nous pouvons de´finir l’espace tangent sur l’hyperbolo¨ıde comme un mod-
ule facteur d’un module libre A3 de rang 3 (ici A = Ac0,1 = Fun (H)) de la fac¸on suivante :
aX + bY + cH modulo f.(xY + yX +
h
2
H)
ou` a, b, c, f ∈ Fun (H). Notons T (H) le Fun (H)-module tangent sur l’hyperbolo¨ıde. Nous avons en
outre l’action
T (H)⊗A → A
qui signifie que les e´le´ments du A-module (disons gauche) T (H) sont pre´sente´s comme des ope´rateurs
sur A et on appelle le plongement
sl (2) →֒ T (H). (6)
une ancre.
Notre but est de de´finir le module tangent sur l’hyperbolo¨ıde quantique muni d’une ancre quantique.
Contrairement au cas classique, les ge´ne´rateurs X, Y, H du GQ Uq(sl(2)) ne satisfont a` aucune
relation du type (5) et donc la platitude de la de´formation du module tangent (engendre´ par les ope´rateurs
X, Y, H ) n’a pas lieu.
Nous sugge´rons d’autres candidats pour le roˆle des q-analogues des ope´rateurs X, Y, H (∈ U(sl(2))) ,
de sorte qu’ils satisfassent a` la q-analogue de la relation (5). Donc l’analogue quantique du module
tangent peut eˆtre introduit de fac¸on analogue au cas classique. La construction se fait en deux e´tapes :
• Primo, nous de´finissons l’analogue tresse´ du crochet de Lie de sl(2) (il a e´te´ introduit pour la
premie`re fois dans [DG] et ge´ne´ralise´ apre`s dans [LS]). Cela nous permet d’introduire l’ad-action de
l’alge`bre “ sl(2) tresse´e” sur elle-meˆme. Il est facile de ve´rifier que les ope´rateurs correspondants aux
ge´ne´rateurs de l’alge`bre sl(2) tresse´e, satisfont a` une relation qui est la q-analogue de la relation (5). Cela
incite alors a` de´finir l’analogue quantique du module tangent comme un module quotient d’un module
libre en utilisant cette relation.
• Secundo, si nous voulons avoir une action de ce module sur l’alge`bre Ac0,q , nous devons e´tendre
l’action des ope´rateurs adjoints qui est bien de´finie pour le moment sur les e´le´ments de degre´ un de
l’alge`bre Ac0,q a` toute fonction polynoˆmes de degre´ supe´rieur a` un, sur l’hyperbolo¨ıde quantique.
Malheureusement pour le cas que nous traitons, il n’existe aucune forme tresse´e de la re`gle de Leibniz.
Nous pre´sentons une autre me´thode pour e´tendre l’action des ope´rateurs adjoints provenant de l’ad-
action de l’alge`bre sl(2) tresse´e, sur toute l’alge`bre Ac0,q de sorte que la q-analogue de la relation (5)
soit toujours satisfaite.
En fait notre construction nous ame`ne a` deux modules tangents : celui traite´ comme un Ac0,q-
module gauche note´ T (Hq)l et celui traite´ comme un Ac0,q-module droit note´ T (Hq)r. Le proble`me
est de les identifier, c’est-a`-dire construire un isomorphisme (dans la cate´gorie conside´re´e3) entre ces
3Par de´finition, un morphisme dans cette cate´gorie est introduit comme une application qui commute a` l’action de
Uq(sl(2)).
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deux modules. Notons qu’une telle identification est une e´tape indispensable pour de´finir par exemple
une (pseudo)me´trique tresse´e sur l’hyperbolo¨ıde quantique. Le proble`me est que notre me´thode pour
introduire une telle me´trique consiste a` de´finir d’abord un “couplage” < , > sur T (Hq)l⊗KT (Hq)r
< , > : T (Hq)l⊗KT (Hq)r → Ac0,q.
(Ici, T (Hq)l est un Ac0,q-module gauche et T (Hq)r un Ac0,q-module droit.)
Le passage a` une (pseudo)me´trique sur
T (Hq)r⊗KT (Hq)r → Ac0,q ou T (Hq)l⊗KT (Hq)l → Ac0,q
ne peut eˆtre effectue´ qu’apre`s l’identification des modules T (Hq)l et T (Hq)r :
T (Hq)l ≈ T (Hq)r.
Soulignons que sans une telle identification, il n’est pas e´vident de sortir le facteur f dans le terme
< X , fY > X , Y ∈ T (Hq)l , f ∈ Ac0,q.
Plus pre´cise´ment sans cette identification on ne peut pas de´finir le produit tensoriel T (Hq)ǫ⊗Ac
0,q
T (Hq)ǫ
ou` ǫ = l, r.
Nous construisons e´galement une connexion (partiellement de´finie, i.e. sur un sous espace de T (Hq)ǫ⊗
T (Hq)ǫ ) tresse´e. Le proble`me dans ce cas est que, pour e´tendre cette connexion sur T (Hq)ǫ ⊗ T (Hq)ǫ ,
il faut pouvoir e´tendre le crochet de Lie tresse´ sur cet espace. Malheureusement nous ne savons pas
prolonger (par les me´thodes existantes) sur T (Hq)ǫ ⊗ T (Hq)ǫ le crochet de Lie tresse´ initialement de´fini
sur sl(2).
Pre´cison que les crite`res de raison d’eˆtre pour les objets et les ope´rateurs que nous introduisons sont
de deux sortes : la platitude de la de´formation et la Uq(sl(2))-covariance.
Le contenu de cet article est le suivant. Dans la Section 2, nous pre´sentons notre alge`bre principale :
celle des fonctions sur l’hyperbolo¨ıde quantique. Nous rappelons dans la Section 3, l’alge`bre enveloppante
tresse´e de sl(2). Dans la Section 4, nous de´finissons les champs de vecteurs tresse´s et l’espace tangent
(conside´re´ comme un Ac0,q-module) sur l’hyperbolo¨ıde quantique muni d’une ancre quantique. Dans la
Section 5 nous montrons que ce Ac0,q-module tangent est projectif. Dans la Section 6 nous de´finissons et
construisons une (pseudo)4me´trique et une connexion (partiellement de´finie) tresse´es sur l’hyperbolo¨ıde
quantique. Dans la dernie`re Section, nous proposons une fac¸on canonique pour identifier les modules
tangents gauche et droit sur l’hyperbolo¨ıde quantique.
Dans toute la suite, le corps de base K est IR ou IC et le parame`tre q (∈ K) est ge´ne´rique.
Remerciemments : D. Gurevich m’a soumis ce proble`me et m’a constamment guide´ dans sa
re´solution et dans sa re´daction. Je l’en remercie.
4Pseudo signifie que son analogue classique n’est pas de´finie positive.
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2 Hyperbolo¨ıde quantique
Rappelons d’abord la pre´sentation de l’hyperbolo¨ıde classique.
Soient :
sl(2) l’alge`bre de Lie du groupe de Lie SL(2),
[ , ] le crochet de Lie sur sl(2),
sl(2)∗ l’espace (vectoriel) dual de sl(2) et
(X, Y, H) la base de Cartan-Weyl de sl(2) .
La repre´sentation “adjointe gauche” (Ad) de SL(2) :
Adg X = g X g
−1, g ∈ SL(2), X ∈ sl(2)
fait de sl(2) un SL(2)-module gauche. (Notons que Ad de´signe souvent la repre´sentation adjointe droite.
Mais nous pre´fe´rons re´aliser sl(2) comme un SL(2)-module gauche.)
Par la repre´sentation coadjointe associe´e et note´e Ad∗ , l’espace sl(2)∗ est un SL(2)-module droit.
Soit ω l’e´le´ment de sl(2)∗ de´fini par :
ω(H) = a, ω(X) = ω(Y ) = 0, a ∈ K, a 6= 0.
De´signons par Oω l’orbite de l’e´le´ment ω par la repre´sentation coadjointe Ad∗ :
Oω = {Adg∗(ω) / g ∈ SL(2) }.
Le stabilisateur de l’e´le´ment ω est juste le sous-groupe de Cartan H de SL(2). Par conse´quent comme
un espace homoge`ne :
Oω = SL(2)/H.
Pre´sentons maintenant l’orbite Oω comme une varie´te´ alge´brique affine.
Conside´rons Fun (sl(2)∗) , l’alge`bre des fonctions polynoˆmes sur l’espace sl(2)∗. Soit Sym (sl(2))
l’alge`bre syme´trique de l’espace sl(2). On a alors de manie`re naturelle :
Fun (sl(2)∗) = Sym (sl(2)).
Soit U(sl(2)) l’alge`bre enveloppante de sl(2). Elle est une alge`bre filtre´e. Soit GrU(sl(2)) l’alge`bre
gradue´e associe´e a` l’alge`bre filtre´e U(sl(2)). On a : GrU(sl(2)) ∼= Sym (sl(2)) par le the´ore`me de
Poincare´-Birkhoff-Witt (PBW).
Soit C l’e´le´ment de Casimir de U(sl(2))
C = XY + Y X +
H2
2
,
C , est un ge´ne´rateur du centre de l’alge`bre U(sl(2)). Associons a` chaque e´le´ment Z de U(sl(2)) son
image (note´e z) dans GrU(sl(2)) (≈ Sym (sl(2))). Alors par cette correspondance, l’image (que nous
notons encore C ) de l’e´le´ment de Casimir dans Sym (sl(2)) est
C = 2 xy +
h2
2
.
Il est bien connu que toute orbite de la repre´sentation coadjointe Ad∗ est contenue dans la varie´te´
alge´brique affine de´finie par :
C = 2 xy +
h2
2
= c ou` c est une constante dans K.
En particulier si K = IC et c 6= 0 , l’orbite Oω co¨ıncide avec l’hyperbolo¨ıde (classique) H d’e´quation
2xy +
h2
2
= c = C(ω) =
a2
2
. (7)
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Si K = IR , l’hyperbolo¨ıde contient parfois une orbite, parfois deux.
Pour c = 0 , (7) de´finit le coˆne qui est compose´ de deux orbites {0} et tout le reste si K = IC ; et
de trois orbites si K = IR. Fixons c 6= 0 et conside´rons Fun (H) , l’alge`bre des fonctions polynoˆmes sur
l’hyperbolo¨ıde H. Par de´finition Fun (H) est la restriction des fonctions polynoˆmes de Fun (sl(2)∗) sur
H i.e.
Fun (H) = Fun (sl(2)∗)/{C− c}, (8)
ou` {C− c} de´signe l’ide´al bilate`re engendre´ par l’e´le´ment C− c .
Il est en outre facile de voir que la multiplication dans l’alge`bre Fun (H) est covariante par l’action
de U(sl(2)).
Par analogie avec le cas classique pre´ce´demment de´crit, nous pre´sentons l’analogue quantique note´ Hq
de l’hyperbolo¨ıde classique H , sous forme de son alge`bre des “fonctions quantiques”. La multiplication
dans cette alge`bre doit eˆtre en outre Uq(sl(2))-covariante. Pour ce faire, nous donnons dans la suite un
analogue “tresse´” de l’e´le´ment de Casimir C qui participera a` nos constructions.
Soit Uq(sl(2)) le GQ associe´ au groupe SL(2). Le groupe Uq(sl(2)) est une alge`bre de Hopf. Dans
le mode`le de Drinfel’d-Jimbo, elle est engendre´e par les e´le´ments X, Y, H satisfaisant aux relations de
commutation (pour q 6= 0, q2 6= 1) :
[H,X ] = 2X, [H,Y ] = −2Y, [X,Y ] = q
H − q−H
q − q−1 . (9)
On peut choisir le coproduit ( ∆ ) de´fini par exemple par :
∆(X) = X ⊗ 1 + q−H ⊗X, ∆(Y ) = 1⊗ Y + Y ⊗ qH , ∆(H) = H ⊗ 1 + 1⊗H. (10)
Alors l’antipode γ est donne´e par :
γ(X) = −qHX, γ(H) = −H, γ(Y ) = −Y q−H . (11)
(Pour q = 1 , les relations (9) et (10) correspondent a` celles de l’alge`bre de Hopf U(sl(2))).
De´signons par Uq(sl(2))−Mod la cate´gorie des Uq(sl(2))-modules de dimension finie qui sont ana-
logues quantiques (c’est-a`-dire des de´formations) de U(sl(2))-modules irre´ductibles de dimension finie.
Tout objet de Uq(sl(2))−Mod est appele´ q-analogue (ou analogue tresse´) de l’objet classique correspon-
dant.
Le centre de l’alge`bre Uq(sl(2)) est engendre´ (voir [M]) par l’ope´rateur de Casimir quantique
Cq = (
q
H+1
2 − q−H+12
q − q−1 )
2 + Y X . (12)
(On peut remarquer que pour q = 1 on a C1 =
C
2 +
id
4 6= C.)
Donnons a` pre´sent un autre analogue de l’e´le´ment de Casimir C qui nous servira dans la suite. Pour
cela, conside´rons une seconde copie de l’espace sl(2) que nous notons V pour la diffe´rencier de l’espace
initiale sl(2) et de´signons par (u, v, w ) une base de l’espace V :
V = Span (u, v, w) , notons sl(2) := (V , [ , ]).
Munissons V de l’action de Uq(sl(2)) qui co¨ıncide pour q = 1 avec celle de la repre´sentation adjointe
(ad) de sl(2). Elle est note´e . et de´finie par :
X.u = 0, X.v = −(q + q−1)u, X.w = v,
Y.u = −v, Y.v = (q + q−1)w, Y.w = 0,
H.u = 2u, H.v = 0, H.w = −2w.
(Pour q = 1 , on ve´rifie qu’on a bien l’“ad-action gauche” de sl(2).)
La structure de coalge`bre de Uq(sl(2)) permet d’e´tendre cette action sur V
⊗2. Par le the´ore`me
de Clebsch-Gordan quantique (voir [K]), V⊗2 se de´compose en trois Uq(sl(2))-modules irre´ductibles
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de dimension finie Vq0, V
q
1, V
q
2 respectivement de spins 0 , 1 , 2. Fixons respectivement dans les espaces
V, Vq0, V
q
1, V
q
2 leurs e´le´ments de plus haut poids, note´s :
x0, Cq, x1, x2
ou` Cq = (q3 + q)uw + vv + (q + q−1)wu.
La compatibilite´ de la Uq(sl(2))-action sur l’espace V
⊗2 ⊕ V ⊕K impose les relations
Cq = c, x1 = h¯x0 (13)
ou` c et h¯ sont des constantes dans K. Cq est appele´ Casimir tresse´. Il n’est pas a` confondre avec le
Casimir quantique Cq (de´fini par (12)) qui appartient a` l’alge`bre Uq(sl(2)).
Faisons remarquer que pour q = 1, C1 = 4uw+ v2 = 2C. Cq (plus pre´cise´ment Cq2 ) est la q-analogue
de C , dont nous nous servons dans toute la suite pour nos constructions.
En ope´rant avec l’ope´rateur Y ∈ Uq(sl(2)) sur la deuxie`me e´quation de (13), on en de´duit en plus
deux autres e´quations. (Voir appendice A pour leurs formes explicites). En posant :
x0 = u, x1 = q
2uv − vu, x2 = uu
on en de´duit l’expression des deux autres e´le´ments de base de Vq1 en ope´rant avec Y (∈ Uq(sl(2))) sur
l’e´le´ment x1.
De´finition 2.1 L’alge`bre Ach¯,q est le quotient de l’alge`bre tensorielle libre T (V) par l’ide´al bilate`re Ih¯
engendre´ par les e´le´ments :
q2uv − vu+ 2uh¯, (q3 + q)(uw − wu) + (1− q2)vv − 2vh¯,
−q2vw + wv − 2wh¯, Cq − c.
Pour h¯ = 0 et c 6= 0 , l’alge`bre Ac0,q est celle des fonctions sur l’hyperbolo¨ıde quantique (qui est aussi
note´e Hq).
Remarque 2.1 Dans cette de´finition h¯ et q sont des constantes fixe´es. Nous pouvons les conside´rer
comme des parame`tres. Il suffit pour cela de remplacer dans la de´finition pre´ce´dente T (V) par T (V)⊗
K[[h¯, q, q−1]]. Le parame`tre orbital c est une constante.
Bien que l’hyperbolo¨ıde classique soit une varie´te´ non compacte, en un certain sens, l’hyperbolo¨ıde
quantique est plutoˆt un analogue tresse´ de la sphe`re. Ceci vient du fait que nous ne conside´rons que les
fonctions polynomiales sur l’objet classique et leurs analogues tresse´s. En outre, toutes les repre´sentations
que nous conside´rons sont de dimension finie.
Proposition 2.1 Ach¯,q est une alge`bre associative Uq(sl(2))-covariante.
Preuve : C’est par construction de l’alge`bre Ach¯,q.
• Ac0,1 (pour c 6= 0 ) est l’alge`bre des fonctions polynoˆmes sur sl(2) restreintes a` la varie´te´ alge´brique
affine de´finie par : 4uw + v2 = c , c’est l’alge`bre des fonctions sur l’hyperbolo¨ıde (classique) qui est
commutative.
• L’alge`bre Ach¯,1 (pour c 6= 0 ) est l’analogue non commutative de l’alge`bre Ac0,1 , mais elle est
toujours sl(2)-invariante.
Remarque 2.2 L’alge`bre Ach¯,1 est une de´formation plate de l’alge`bre Ac0,1. Cela de´coule du the´ore`me
de PBW. Ainsi pour c 6= 0 , comme dans la de´composition en sl(2)-modules irre´ductibles de dimension
finie (Vk de spin k ∈ N ) de l’alge`bre Ac0,1 , toute composante apparaˆıt sans multiplicite´, il en est de
meˆme pour les alge`bres Ach¯,1 et Ach¯,q ( q 6= 1 ) (voir [GV],[A]).
• Le cas c = 0 correspond au coˆne (dit “quantique” si q 6= 1 ).
• Ach¯,q est une famille (de´pendante de h¯) d’alge`bres Uq(sl(2))-covariantes. La sphe`re quantique de
Podle`s [P] est en effet une autre pre´sentation de telles alge`bres, et munies d’une involution. Nous n’avons
pas besoin dans la suite d’une quelconque involution sur l’alge`bre Ac0,q .
• Dans la famille Ach¯,q , nous traitons l’alge`bre Ac0,q comme la q-analogue de l’alge`bre commutative
Ac0,1.
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3 sl(2) tresse´
3.1 Crochet de Lie tresse´ de sl(2)
Le crochet de Lie [, ] sur sl(2) :
[, ] : V⊗2 → V,
• est une application K-line´aire,
• et sl(2)-invariante.
Nous allons de´finir de fac¸on analogue le crochet de Lie tresse´ (note´ [, ]q) sur sl(2).
Nous introduisons les q-analogues note´es Iq± des sous-espaces syme´triques et antisyme´triques de
l’espace sl(2)⊗2 de fac¸on similaire au cas classique en posant :
Iq+ = V
q
0 ⊕ Vq2 et Iq− = Vq1.
(Notons que les alge`bres correspondantes T (V)/{Iq±} sont des de´formations plates de leurs analogues clas-
siques. En outre comme l’alge`bre Ac0,q est une alge`bre quotient de l’alge`bre “q-syme´trique” T (V)/{Iq−} ,
Ac0,q est e´galement une alge`bre q-syme´trique.)
Notons que Iq− est engendre´ par les trois tenseurs
q2uv − vu, (q3 + q)(uw − wu) + (1− q2)vv, −q2vw + wv.
De´finition 3.1 Le crochet de Lie tresse´ de sl(2) , est l’ope´rateur
[, ]q : V
⊗2 → V ve´rifiant
1. [, ]q I
q
+ = 0 ,
2. • [, ]q (q2uv − vu) = −τu,
• [, ]q ((q3 + q)(uw − wu) + (1− q2)vv) = τv,
• [, ]q (−q2vw + wv) = τw.
τ est une constante non nulle.
V muni du crochet [, ]q est appele´ alge`bre de Lie tresse´e et note´ sl(2)q. Plus pre´cise´ment
sl(2)q : = (V , [, ]q).
De fait ce crochet de Lie tresse´ de´pend du facteur τ . Mais nous ne´gligeons cette de´pendance en supposant
que τ est fixe´.
Proposition 3.1 1. [, ]q est un Uq(sl(2))-morphisme (i.e. une application Uq(sl(2))-covariante).
2. La table de commutation de [, ]q est :
[u, u]q = 0, [u, v]q = −q2Mu, [u,w]q = (q + q−1)−1Mv,
[v, u]q =Mu, [v, v]q = (1− q2)Mv, [v, w]q = −q2Mw,
[w, u]q = −(q + q−1)−1Mv, [w, v]q = Mw, [w,w]q = 0,
M = (1 + q4)−1τ.
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Preuve : 1. C’est la proprie´te´ 2 de la de´finition 3.1
2. C’est un calcul direct.
(Si q = 1 et τ = 4 (donc M = 2 ), nous obtenons le crochet de Lie sur sl(2).)
Remarque 3.1 C’est le fait que l’espace sl(2) apparaisse une seule fois dans la de´composition en sl(2)-
modules irre´ductibles de sl(2)⊗2 qui a permit de de´finir de fac¸on unique le crochet de Lie tresse´ [, ]q.
Pour les alge`bres de Lie g = sl(n) (n > 2 ) , la multiplicite´ de l’espace sl(n) dans sl(n)⊗2 est deux
: l’une appartenant a` la partie syme´trique de sl(n)⊗2 et l’autre a` sa partie antisyme´trique. Il n’est
donc pas e´vident de de´crire les q-analogue des alge`bres syme´triques et antisyme´triques de g. Cependant,
il existe un sous-espace Iq− ⊂ g⊗2q ou` gq est l’espace sl(n) muni de la Uq(sl(n))-action, telle que
l’alge`bre quadratique T (gq)/{Iq−} soit une de´formation plate de l’alge`bre syme´trique de g (voir [D]).
Une description explicite du sous-espace Iq− peut eˆtre donne´e par l’e´quation appele´e “reflection equation”
SL1SL1 = L1SL1S (14)
ou` S est une solution de l’e´quation de Yang-Baxter quantique de type Hecke (voir [G1]), L1 = L ⊗ id
et L est une matrice dont les coefficients matriciels sont les e´le´ments lji , 1 ≤ i , j ≤ n. L’alge`bre
quadratique de´finie par l’e´quation (14) est habituellement appele´e “reflection equation algebra” (REA).
En conside´rant l’alge`bre gq introduite dans [LS] qui est la q-analogue de l’alge`bre g , on peut de´crire
a` partir de la REA, l’alge`bre enveloppante de l’alge`bre gq qui est aussi une de´formation plate a` deux
parame`tres de l’alge`bre syme´trique de g. (voir [AG])
Si g est une alge`bre de Lie simple diffe´rente de sl(n) , dans g⊗2 toute composante qui apparaˆıt
est sans multiplicite´. Donc on peut de´finir la q-analogue du crochet de Lie, en imposant qu’il soit un
morphisme non trivial dans la cate´gorie des Uq(g)-modules irre´ductibles de dimension finie (il est donc
de´fini de fac¸on unique a` un facteur constant pre`s) puis, on introduit son alge`bre enveloppante, son alge`bre
syme´trique et antisyme´trique comme dans le cas classique, mais dans la cate´gorie sous conside´ration. (Ici
le fait que g⊗2 soit sans multiplicite´ joue le roˆle principale.) Cependant, ces alge`bres ne sont pas des
de´formations plates de leurs analogues classiques (voir [G2]).
3.2 Alge`bre enveloppante tresse´e de sl(2)
• Rappelons que dans le cas classique (q = 1), l’alge`bre enveloppante U(sl(2)) est de´finie de la fac¸on
suivante
U(sl(2)) = T (sl(2))/{AB −BA− [A,B]}
= T (sl(2))/{Im(id− 12 [, ])I−},
(15)
ou` A, B sont des e´le´ments de sl(2) .
• Par analogie avec l’alge`bre enveloppante de sl(2) , nous de´finissons l’alge`bre enveloppante tresse´e de
sl(2) note´e U(sl(2)q) comme suit :
U(sl(2)q) = T (sl(2)q)/{Im (id− κ [, ]q)Iq−}.
L’ide´al {Im (id− κ [, ]q)Iq−} est celui engendre´ par les e´le´ments :
q2uv − vu− κ(q2[u, v]q − [v, u]q),
(q3 + q)(uw − wu) + (1− q2)vv − κ((q3 + q)([u,w]q−
−[w, u]q)(1− q2)[v, v]q),
−q2vw + wv − κ(−q2[v, w]q + [w, v]q).
(16)
Le choix de κ sera pre´cise´ par la suite (voir la relation (23)).
Remarque 3.2 En fait on a
Ach¯,q = U(sl(2)q)/{Cq − c} avec h¯ =
κτ
2
.
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Lemme 3.1 ([DG]) Le Casimir tresse´ Cq est un e´le´ment centrale de l’alge`bre enveloppante tresse´e
U(sl(2)q) c’est-a`-dire :
X Cq = Cq ∀ X ∈ U(sl(2)q).
Rappelons que nous voulons en fait d’une part, introduire le module tangent sur l’hyperbolo¨ıde quan-
tique et d’autre part de´crire les analogues tresse´es de certaines notions de la ge´ome´trie diffe´rentielle
classique sur ce module. Pour ce faire, dans toute la suite nous travaillons principalement avec l’alge`bre
Ac0,q et tous les modules conside´re´s sont des modules sur cette alge`bre.
4 Espace tangent quantique
Dans cette section, nous de´finissons l’espace tangent (conside´re´ comme un Ac0,q-module) sur l’hyperbolo¨ıde
quantique note´ T (Hq). Puis nous construisons des champs de vecteurs tresse´s sur l’hyperbolo¨ıde quan-
tique tels qu’ils nous permettent de munir T (Hq) d’une structure d’ancre quantique.
Pour mieux pre´senter le formalisme de la construction de ce module et de cette ancre dans le cas
quantique, commenc¸ons par l’exemple du cas classique.
Conside´rons pour cela la sphe`re S2 de dimension deux. Elle a pour e´quation
x2 + y2 + z2 = R2
ou` R est une constante strictement positive. Posons
Fun (S2) = K[x, y, z]/{x2 + y2 + z2 − R2}.
Nous donnons ici, trois descriptions (globales) de l’espace tangent sur la sphe`re note´ T (S2).
a) Comme un champ de vecteurs c’est : Vect (S2) i.e. l’espace des champs de vecteurs sur S2 .
b) Comme un Fun (S2)-module : d’abord Vect (S2) est engendre´ par les trois rotations infinite´simales
X, Y, Z de´finies par (4) et qui ve´rifient dans l’alge`bre Fun (S2) la relation
xX + yY + zZ = 0. (17)
(Dans l’expression (17) x, y, z de´signent en fait des ope´rateurs de multiplication). Donc comme un
Fun (S2)-module, T (S2) peut eˆtre re´alise´ comme le module quotient M/N ou`
M = {aX + bY + cZ , a, b, c ∈ Fun (S2) } ,
N = {f(xX + yY + zZ) , f ∈ Fun (S2) } .
c) Comme une varie´te´ alge´brique affine : elle est plonge´e dans l’espace de dimension 6
(span (x, y, z, X, Y, Z ))∗
et de´finie par l’e´quation de la sphe`re et la relation (17).
Notons que l’espace tangent T (S2) est un cas particulier de fibre´ vectoriel (sur la sphe`re). Habituelle-
ment T (S2) est de´fini en termes de cartes locales. Nous n’utilisons pas cette description locale ici, car
dans le cas quantique nous n’avons pas de localisation.
En passant a` l’hyperbolo¨ıde H (i.e. a` l’analogue non compacte de la sphe`re), nous avons de fac¸on
analogue trois descriptions (globales) de l’espace tangent sur l’hyperbolo¨ıde note´ T (H).
a’) Comme un champ de vecteurs c’est juste Vect (H).
b’) Comme un Ac0,1-module, il est re´alise´ comme le module quotient M/N ou`
M = {aU + bV + cW , a, b, c ∈ Ac0,1 } ,
N = {f(2uW + vV + 2wU) , f ∈ Ac0,1 = Fun (H)} .
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Notons qu’ici U, V, W sont les rotations hyperboliques infinite´simales associe´es respectivement aux
ge´ne´rateurs u, v, w de l’alge`bre de Lie sl(2). De meˆme l’analogue non compacte de l’e´quation (17)
s’e´crit :
2uW + v V + 2wU = 0. (18)
Nous pouvons mettre l’e´quation (18) sous la forme symbolique
(V ⊗ V′)0 = 0, (19)
ou` V de´signe (encore) l’espace vectoriel engendre´ par u, v, w et la marque ′ de´signe l’espace vectoriel
engendre´ par les rotations hyperboliques infinite´simales. En outre V et V′ sont des U(sl(2))-modules.
La composante (V⊗V′)i de´note celle de spin i dans la de´composition en U(sl(2))-modules irre´ductibles
de dimension finie de V ⊗ V′.
Ici, nous regardons le module tangent T (H) comme un Ac0,1-module gauche. Comme un Ac0,1-module
droit il est donne´ par l’e´quation (V′ ⊗V)0 = 0. Il est bien connu que ces deux Ac0,1-modules s’identifient
naturellement. Nous discutons dans la section 7, du proble`me d’identification des modules tangents
gauche et droit sur l’hyperbolo¨ıde quantique (re´alise´s tous deux comme des Ac0,q-modules).
c’) Enfin comme une varie´te´ alge´brique affine, elle est plonge´e dans l’espace de dimension 6
(span (u, v, w, U, V, W ))∗
et de´finie par l’e´quation de l’hyperbolo¨ıde et la relation (18).
Laquelle des trois descriptions pre´ce´dentes admet une “bonne” (i.e. plate) q-analogue ?
Il est e´vident que si nous voulons de´finir sur l’hyperbolo¨ıde quantique le Ac0,q-module tangent gauche
note´ T (Hq)l comme une de´formation plate de son analogue classique, nous devons utiliser la meˆme
formule (19) mais dans la cate´gorie Uq(sl(2))−Mod. Cela nous ame`ne a` l’e´quation symbolique :
(V ⊗ V′q)0 = 0. (20)
Dans l’identite´ (20), V est muni de la Uq(sl(2))-action et V
′q est l’analogue tresse´ de V′.
Interessons nous d’abord a` la q-analogue des descriptions a’) et b’).
4.1 T (Hq) comme Ac0,q-module tresse´
Soit N un e´le´ment de la cate´gorie Uq(sl(2))−Mod et qui soit en outre un Ac0,q-module. Soit l’application
µ : Ac0,q ⊗N → N
qui de´signe l’action de Ac0,q sur N .
De´finition 4.1 N est appele´ un Ac0,q-module tresse´ si µ est un morphisme dans la cate´gorie Uq(sl(2))−
Mod i.e. :
z. µ (a⊗ n) = µ (z(1).a⊗ z(2).n)
ou` z ∈ Uq(sl(2)), ∆(z) = z(1) ⊗ z(2), a ∈ Ac0,q et n ∈ N .
Notons U q, V q, W q les ge´ne´rateurs de V′q. Le GQ Uq(sl(2)) agit sur ces ge´ne´rateurs comme il
ope´rait sur les e´le´ments de l’espace V i.e.
X.U q = 0, X.V q = −(q + q−1)U q, X.W q = V q,
Y.U q = −V q, Y.V q = (q + q−1)W q, Y.W q = 0,
H.U q = 2U q, H.V q = 0, H.W q = −2W q.
Alors l’identite´ (20) devient en forme explicite :
(q3 + q)uW q + vV q + (q + q−1)wU q = 0 (21)
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Ainsi le Ac0,q-module tangent gauche T (Hq)l est re´alise´ comme un Ac0,q-module facteur du Ac0,q-
module
(Ac0,q)3 = M ql = {aU q + bV q + cW q, a, b, c, ∈ Ac0,q }
par le Ac0,q sous-module
N ql = {f((q3 + q)uW q + vV q + (q + q−1)wU q) , f ∈ Ac0,q }.
Pre´cisons que les Ac0,q-modules
M ql , N
q
l , T (Hq)l = M
q
l /N
q
l
sont des modules tresse´s au sens de la de´finition 4.1.
De fac¸on similaire le Ac0,q-module tangent droit sur l’hyperbolo¨ıde quantique note´ T (Hq)r est re´alise´
comme le module quotient M qr /N
q
r ou`
M qr = {U
q
a+V
q
b+W
q
c , a, b, c, ∈ Ac0,q } ,
N qr = {f((q3 + q)U
q
w +V
q
v + (q + q−1)W
q
u) , f ∈ Ac0,q },
ou` U
q
, V
q
,W
q
sont les ge´ne´rateurs du Ac0,q-module T (Hq)r. (L’action du groupe quantique Uq(sl(2))
sur ces ge´ne´rateurs est la meˆme que sur V′q.) De meˆme les Ac0,q-modules
M qr , N
q
r, T (Hq)r = M
q
r /N
q
r
sont des modules tresse´s au sens de la de´finition (4.1).
Proposition 4.1 ([A]) Le Ac0,q-module tangent T (Hq) est une de´formation plate de son analogue clas-
sique.
4.2 T (Hq) comme champs de vecteurs tresse´s
Nous conside´rons les ge´ne´rateurs u, v, w de l’alge`bre Ac0,q comme des ope´rateurs de multiplication
(a` gauche) dans cette meˆme alge`bre, puis nous de´finissons les ope´rateurs U q, V q, W q qui sont les q-
analogues des rotations hyperboliques infinite´simales U, V, W . Finalement nous obtenons la q-analogue
des champs de vecteurs qui est engendre´ par les ope´rateurs U q, V q, W q et les e´le´ments de l’alge`bre Ac0,q
sont traite´s comme des ope´rateurs.
Soulignons une fois de plus que la tentation est de faire jouer aux ge´ne´rateurs X, Y, H du GQ
Uq(sl(2)) le roˆle de q-analogue des rotations hyperboliques infinite´simales U, V, W . Mais alors dans ce
cas, on a aucune relation de la forme (20). Par conse´quent ils ne peuvent eˆtre conside´rer comme les
q-analogues des champs de vecteurs U, V, W . Il faut donc trouver un autre moyen pour re´aliser les
ge´ne´rateurs U q, V q,
W q de V′q comme des ope´rateurs sur l’alge`bre Ac0,q.
Par analogie avec le cas classique, a` partir du crochet de Lie tresse´ de sl(2) pre´ce´demment de´fini, on
peut de´finir U q, V q, W q comme des ope´rateurs sur l’espace V (identifie´ a` l’espace des fonctions line´aires
sur V∗ ). En effet, associons au vecteur de base u de l’espace V , l’ope´rateur
U q : V → V
z 7→ U qz = adqu(z) = [u, z]q, U q1 = 0,
de´fini sur les vecteurs de base de V. Les ope´rateurs V q, W q associe´s respectivement aux vecteurs de
base v, w sont de´finis de fac¸on analogue a` l’ope´rateur U q.
Imposons maintenant que les ope´rateurs U q, V q, W q ainsi de´finis sur V ve´rifient les relations de
de´finition de l’alge`bre enveloppante tresse´e U(sl(2)q). C’est-a`-dire que l’e´quation (16) soit encore sat-
isfaite si nous remplac¸ons les ge´ne´rateurs u, v, w (de l’espace V ) respectivement par leurs images par
adq. Autrement dit, pour l’ope´rateur adq nous avons pour tout vecteur de base z de l’espace V :
q2[u, [v, z]q]q − [v, [u, z]q]q = κ[q2[u, v]q − [v, u]q, z]q
(q3 + q)([u, [w, z]q]q − [w, [u, z]q]q) + (1− q2)[v, [v, z]q]q =
= κ(q3 + q)[[u,w]q − [w, u]q, z]q + (1− q2)[[v, v]q, z]q,
−q2[v, [w, z]q]q + [w, [v, z]q]q = κ[−q2[v, w]q + [w, v]q, z]q.
(22)
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Les relations du (22) fixent le choix de la constante κ de (16). Par exemple en se servant de la premie`re
relation du (22), nous obtenons
κ = 1− (q2 + q−2)−1. (23)
Ainsi pour ce choix de κ fixe´ par l’identite´ (23), adq est une repre´sentation de sl(2)q (sur V). Nous
regardons les relations du (22) comme l’analogue tresse´ de l’identite´ de Jacobi.
Remarque 4.2.1 Il a e´te´ montre´ dans [LS] qu’il existe e´galement un analogue tresse´ de l’identite´ de Jacobi
pour les alge`bres sl(n), n > 2. Pour d’autres alge`bres de Lie simples, il n’en existe (apparemment) pas.
Puisque adq est une repre´sentation, les ope´rateurs U q , V q , W q sont des ope´rateurs adjoints (gauches)
tresse´s. Ils sont donc de´finis par la table suivante :
U qu = [u, u]q = 0, U
qv = −q2Mu, U qw = (q + q−1)−1Mv,
V qu =Mu, V qv = (1− q2)Mv, V qw = −q2Mw,
W qu = −(q + q−1)−1Mv, W qv = Mw, W qw = 0.
Lemme 4.1
(q3 + q)uW q + v V q + (q + q−1)wU q = 0 , (24)
sur les e´le´ments de degre´ un de l’alge`bre Ac0,q.
Preuve : Il suffit de la ve´rifier sur les e´le´ments u, v, w de l’alge`bre Ac0,q. Ce qui est imme´diat. Par
exemple pour u on a :
(q3 + q)uW q(u) + v V q(u) + (q + q−1)wU q(u) =
=M(−q2uv + vu) = 0 dans l’alge`bre Ac0,q.
Il reste maintenant a` re´soudre le proble`me qui consiste a` e´tendre les ope´rateurs U q, V q, W q (bien
de´finis pour le moment sur l’espace V ) sur tout e´le´ment de l’alge`bre Ac0,q de telle manie`re que l’e´quation
(24) soit ve´rifie´e sur Ac0,q et les ope´rateurs ainsi prolonge´s satisfassent aux relations de de´finition de
l’alge`bre U(sl(2)q).
Dans le cas classique cette extension est effectue´e par la re`gle de Leibniz. Il existe aussi une forme de
cette re`gle pour les solutions involutives de l’e´quation de Yang-Baxter quantique (voir (1)). Mais dans
notre cas, ou` l’ope´rateur de Yang-Baxter quantique provenant du GQ Uq(sl(2)) n’est pas involutif, ce
n’est pas e´vident d’e´tendre de fac¸on naturelle ces ope´rateurs sur les e´le´ments de degre´ supe´rieur (a` un)
de l’alge`bre Ac0,q.
Le fait que l’alge`bre Ac0,q se de´compose en Uq(sl(2))-modules irre´ductibles de spin k , Vqk(⊂ V⊗k)
nous permet de de´finir cette extension sur les composantes Vqk.
The´ore`me 4.1 Il existe une application
β : T (Hq)⊗Ac0,q → Ac0,q
telle que :
1) Le diagramme suivant soit commutatif
Ac0,q ⊗ T (Hq)⊗Ac0,q → T (Hq)⊗Ac0,q
↓ ↓
Ac0,q ⊗Ac0,q → Ac0,q
(ou` dans les lignes horizontales de ce diagramme Ac0,q agit sur Ac0,q par son produit habituel et dans les
lignes verticales on ope`re par l’application β).
2) L’application β restreinte a` l’espace V′q est une repre´sentation de l’alge`bre U(sl(2)q). En outre
les ge´ne´rateurs de β(V′q) ve´rifie l’identite´ (24).
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Preuve :
2) Elle se fait en deux e´tapes :
Etape 1. Nous allons re´aliser les ope´rateurs U q, V q, W q comme une se´rie de repre´sentations de
l’alge`bre Ac0,q sur les composantes Vqk.
Soit
P qk : V
⊗k → Vqk
z 7→ P qk z
le projecteur tresse´ correspondant a` son analogue classique note´ Pk. P
q
k est un morphisme dans la
cate´gorie Uq(sl(2))−Mod. Conside´rons e´galement l’application
ρqk(z)v = αkP
q
k (ρ
q(z)⊗ idk−1)v, z ∈ sl(2)q, v ∈ Vqk, αk ∈ K (25)
ou` idk−1 est l’ope´rateur identite´ sur l’espace V
⊗(k−1). Notons que dans la formule (25), αk est une
constante quelconque. En supposant que l’application ρqk soit une repre´sentation de l’alge`bre Ac0,q , cela
impose le choix de la constante αk donne´e par la propositon suivante
Proposition 4.2 ([G2])
αk = (q
−1 + q3)(1 + q2 + ...+ q2(k−1))(q−1 + q2k+1)−1.
Ainsi a` l’e´le´ment de base u de l’espace V , on associe la famille d’ope´rateurs U qk de´finie sur le
Uq(sl(2))-module irre´ductible de spin k , V
q
k ⊂ V⊗k :
U qk : V
q
k → Vqk
U qk (v) = αk P
q
k (U
q ⊗ idk−1)v, v ∈ Vqk
ou` αk est donne´e par la proposition 4.2. La famille d’ope´rateurs U
q
k ( k ∈ N ) de´finie l’extension (encore
note´e U q) de l’ope´rateur U q (initialement de´finit sur V) sur l’alge`bre Ac0,q
U q : Ac0,q → Ac0,q.
On prolonge de la meˆme manie`re, les ope´rateurs V q, W q. Nous montrons dans la deuxie`me e´tape que
(pour toute valeur de la constante αk ) l’e´quation (24) est encore satisfaite par les ope´rateurs prolonge´s
U q, V q, W q.
Pour le faire montrons d’abord que l’e´le´ment (U q ⊗ idk−1)vqk (ou` vqk ∈ Vqk ), re´duit en forme de base
dans l’alge`bre Ac0,q est identique (a` un facteur pre`s) a` l’e´le´ment P qk (U q⊗ idk−1)vqk. Pour cela, il suffit en
fait de montrer que dans la forme re´duite de l’e´le´ment (U q⊗idk−1)vqk , il n’y a pas d’e´le´ments appartenant
aux composantes Vqi , i < k. L’e´le´ment (U
q ⊗ idk−1)vqk re´sulte de l’application de l’ope´rateur [ , ]q a`
l’e´le´ment u⊗ vqk ∈ sl(2)q ⊗ Vqk. Cette ope´ration commute avec l’action du GQ Uq(sl(2)).
Dans la de´composition en Uq(sl(2))-modules du produit sl(2)q⊗Vqk il y a trois composantes irre´ductibles
: Vqk+1, V
q
k, V
q
k−1. En tenant compte du fait que l’e´le´ment (U
q⊗idk−1)vqk ∈ V⊗k et que dans la re´duction
de base d’un e´le´ment de V⊗k seulement les composantes Vqk, V
q
k−2, V
q
k−4 peuvent apparaˆıtre, nous en
concluons que l’e´le´ment (U q ⊗ idk−1)vqk ∈ Vqk. Dans le raisonnement pre´ce´dent en remplac¸ant U q par
V q ou par W q on obtient la meˆme conclusion.
Etape 2. Ayant finalement re´alise´ U q, V q, W q comme des ope´rateurs sur l’alge`bre Ac0,q , nous
montrons a` pre´sent que l’e´quation (24) reste encore vraie sur toute l’alge`bre Ac0,q. En effet, soit ui ∈
{u, v, w} et g ∈ Ac0,q. L’e´le´ment g s’e´crit :
g =
∑
k
P qk (g) =
∑
k
gk, gk = P
q
k (g) avec gk ∈ Vqk ⊂ V⊗k.
Ecrivons e´galement gk sous la forme uigk−1. Pour k fixe´, nous avons :
[(q3 + q)uW q + vV q + (q + q−1)wU q] (gk) = (∗)
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= αk[(q
3 + q)uP qk (W
q ⊗ id) + v P qk (V q ⊗ id) + (q + q−1)wP qk (U q ⊗ id)](gk)
(∗) (e´crit dans la base de Ac0,q ) donne (a` un facteur constant pre`s) :
(∗) = αk[(q3 + q)P qk (uW q ⊗ id) + P qk (vV q ⊗ id) + (q + q−1)P qk (wU q ⊗ id)](gk)
= αkP
q
k ([(q
3 + q)uW qui + vV
qui + (q + q
−1)wU qui]⊗ idk−1(gk−1) = 0.
La dernie`re e´galite´ e´tant due a` l’e´quation (24).
1) Elle est une conse´quence imme´diate de la fac¸on dont les ope´rateurs U q, V q, W q ont e´te´ construits
dans le 2).
De´finition 4.2 Les ope´rateurs U q, V q, W q et toutes leurs combinaisons line´aires a` coefficients dans
l’alge`bre Ac0,q sont appele´s les champs de vecteurs tresse´s gauches. Ils sont de la forme
aU q + b V q + cW q, a, b, c ∈ Ac0,q.
Remarque 4.2.2 Pour q = 1, les ope´rateurs U1, V 1, W 1 co¨ıncident respectivement avec les champs
de vecteurs (ou les rotations hyperboliques infinite´simales) U, V, W sur l’hyperbolo¨ıde.
De la meˆme manie`re, on de´finit U
q
, V
q
,W
q
les champs de vecteurs tresse´s droits associe´s respective-
ment aux e´le´ments de base u, v, w de V. Il est facile de ve´rifier que dans l’alge`bre Ac0,q , ces ope´rateurs
satisfont a` une relation analogue au (24) :
(q3 + q)U
q
w +V
q
v + (q + q−1)W
q
u = 0.
Par le the´ore`me 4.1, T (Hq) est le Ac0,q-module tangent des champs de vecteurs tresse´s sur l’hyperbolo¨ıde
quantique.
Remarque 4.2.3 Par la me´thode de´veloppe´e dans [LS] qui consiste a` de´crire l’alge`bre enveloppante
tresse´e a` partir de la REA, on aurait puˆ traiter facilement les ope´rateurs adjoints tresse´s correspondants
aux ge´ne´rateurs u, v, w comme des ope´rateurs sur l’alge`bre Ac0,q. Mais la diffe´rence fondamentale avec
notre me´thode est que les ope´rateurs provenant de la me´thode sugge´re´e dans [LS] ne permettent pas
de controˆler l’identite´ (24) sur l’alge`bre Ac0,q. A` notre connaissance a` part notre fac¸on de de´finir les
ope´rateurs U q, V q, W q il n’en existe apparement pas d’autre qui puisse controˆler (24).
De´finition 4.3 Le plongement
sl(2)q →֒ T (Hq)
est appele´ une ancre quantique.
Notons que le plongement de la de´finition 4.3 est la q-analogue de celui de´finit par (6), qui est l’exemple
le plus simple d’une ancre. Rappellons qu’une ancre est constitue´e d’une varie´te´ M d’une alge`bre de Lie
g et d’un plongement de g dans l’espace des champs de vecteurs sur M. C’est la raison principale pour
laquelle nous appellons le plongement de la de´finition (4.3) ancre quantique et cela en de´pit du fait que
le Ac0,q-module T (Hq) n’est muni d’aucun crochet de Lie tresse´. Nous conside´rons e´galement le couple
(T (Hq) , Ac0,q) comme une q-analogue d’une alge`bre de Lie-Rinehart [R] partielle (partielle est associe´ au
fait que T (Hq) n’est muni d’aucune structure de Lie tresse´).
Remarque 4.2.4 Quant a` la description c) qui de´crivait l’espace tangent sur l’hyperbolo¨ıde comme
une varie´te´ alge´brique affine, pour la q-de´forme´ il est ne´ce´ssaire de trouver la q-analogue de l’alge`bre
syme´trique de l’espace tangent T (Hq) tel qu’il soit une de´formation plate de son analogue classique.
Le proble`me fondamentale qui se pose pour l’existence de cette alge`bre syme´trique de´forme´e est de
trouver une fac¸on raisonnable de transposer les e´le´ments de l’alge`bre Ac0,q et de l’espace V′q. Le seul
bon candidat susceptible de pouvoir re´aliser une telle transposition est l’ope´rateur de Yang-Baxter (YB)
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quantique provenant de la R-matrice universelle du GQ Uq(sl(2)). Malheureusement cette me´thode
conduit a` une de´formation non plate de l’alge`bre syme´trique (classique).
Remarque 4.2.5 Une fac¸on d’introduire dans le cas classique les champs de vecteurs sur une varie´te´
alge´brique affine, consiste a` de´finir d’abord les champs de vecteurs dans l’espace ambiant comme toutes
les combinaisons line´aires a` coefficients-fonctions (ici les fonctions dans l’espace ambiant) de de´rive´es
partielles. Ensuite, on de´finit les champs de vecteurs sur la varie´te´ donne´e comme de tels champs de
vecteurs qui respectent les e´quations de´finissant la varie´te´ en question. L’autre fac¸on consiste au passage
aux cartes, i.e. au conside´ration locale.
Malheureusement nous ne connaissons pas de q-analogues des de´rive´es partielles. Par conse´quent nous
ne savons pas de´finir les champs de vecteurs tresse´s sur l’espace sl(2)q
∗
tout entier, puisque les de´rive´es
partielles tresse´es ne sont pas de´finies. C’est la raison principale pour laquelle nous avons introduit les
champs de vecteurs tresse´s sur l’hyperbolo¨ıde quantique a` partir du crochet de Lie tresse´.
Nous montrons maintenant que sur la sphe`re (ou l’hyperbolo¨ıde), la notion de champs de vecteurs
de´finie a` partir des de´rive´es partielles et celle de´finie a` partir des champs de vecteurs adjoints sont
e´quivalentes.
En effet, il est clair que les champs de vecteurs X, Y, Z sur la sphe`re de´finis par (4) tels que
X (x2 + y2 + z2 −R2) = Y (x2 + y2 + z2 −R2) = Z (x2 + y2 + z2 −R2) = 0
s’expriment en fonction des de´rive´es partielles ∂x, ∂y, ∂z . Montrons la re´ciproque. Cela revient a` montrer
que pour tout champ de vecteurs X sur la sphe`re de la forme
X = α∂x + β ∂y + γ ∂z ,
ou` α , β , γ ∈ Fun (S2) sont tels que
X (x2 + y2 + z2 −R2) = 0 i.e. αx+ β y + γ z = 0, (26)
X est une combinaison line´aire a` coefficients-fonctions (ici dans
Fun (S2) ) des champs de vecteurs X, Y, Z. Notons que la condition (26) signifie que le champ de vecteurs
X est tangent a` la sphe`re.
Proposition 4.3 Il existe k, l, m ∈ Fun (S2) tels que :
X = α∂x + β∂y + γ∂z = kX + lY +mZ . (27)
Preuve : En appliquant (27) respectivement a` x, y, z les fonctions α, β, γ se mettent sous la forme
α = −zl+ ym, β = zk − xm, γ = −yk + xl . (28)
Conside´rons les fonctions k, l, m de´finies par
k =
1
R2
(βz − γy), l = 1
R2
(−αz + γx), m = 1
R2
(αy − βx). (29)
Par l’e´quation (26), il est facile de ve´rifier que (k, l, m) ainsi donne´ ve´rifie (27).
Par le changement de base :
u = i(x+ iy), v =
√
2z, w = −i(x− iy) ,
on se rame`ne au cas de l’hyperbolo¨ıde. On peut remarquer qu’un champ de vecteurs
X = α∂u + β∂v + γ∂w
“respecte” l’e´quation
2uw +
v2
2
− c = 0
(i.e. 2αw + βv + 2γu = 0) si et seulement si X peut eˆtre pre´sente´ sous la forme :
X = k U + l V +mW
ou` U, V, W sont les rotations hyperboliques infinite´simales.
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5 Projectivite´ du Ac0,q-module T (Hq)
Il existe plusieurs de´finitions e´quivalentes d’un module projectif (voir par exemple [L]). En remplac¸ant
homomorphisme par homomorphisme dans la cate´gorie Uq(sl(2)) −Mod et module par module tresse´,
nous adoptons ces de´finitions et proprie´te´s pour notre cas tresse´.
Pour montrer que le module tangent sur l’hyperbolo¨ıde quantique est un module projectif, nous
traitons juste le cas classique, i.e. le cas de la sphe`re puis nous en de´duisons les re´sultats dans notre cas
tresse´.
Comme nous l’avons de´ja fait remarquer, bien que le module tangent T (S2) ne soit pas un Fun (S2)-
module libre, il est par contre un Fun (S2)-module projectif. En effet posons ici A = Fun (S2). Soit
( X, Y, Z ) la base du A-module A3 et N le A-module de type fini engendre´ par l’e´le´ment
xX + yY + zZ := (x, y, z)
N est un sous-module de A3. Notons N le sous-module de A3 engendre´ par les e´le´ments
yX − xY := (y,−x, 0), zY − yZ := (0, z,−y) ,
xZ − zX := (−z, 0, x).
Proposition 5.1 En sens de A-module on a :
A3 = N ⊕N
Preuve : Notons Q le projecteur de A3 tel que ImQ = N et de´fini par : ∀ (f, g, h) ∈ A3
Q(f, g, h) = R−2(fx+ gy + hz)(x, y, z)
= R−2(fx+ gy + hz)(xX + yY + zZ).
Montrer que l’intersection des deux A-modules N et N est re´duite a` ze´ro, revient a` montrer que
Ker Q =N. Nous avons :
Q(y,−x, 0) = Q(0, z,−y) = Q(−z, 0, x) = 0
par conse´quent N ⊂ KerQ. Il reste a` prouver que KerQ ⊂N.
Soit X ∈ KerQ , alors il existe (α, β, γ) ∈ A3 tel que
X = αX + β Y + γ Z et Q(X ) = 0.
La deuxie`me condition ( Q(X ) = 0 ) entraˆıne
αx+ β y + γ z = 0.
Ainsi si X ∈ KerQ , cela revient a` dire que X est de la forme :
X = αX + β Y + γ Z avec αx+ β y + γ z = 0.
Donc montrer qu’un tel champ X appartient a` N revient a` montrer la proposition 4.3 (il suffit de rem-
placer dans cette proposition, les de´rive´es partielles ∂x, ∂y, ∂z respectivement par les champs X, Y, Z ).
Par conse´quent on a bien KerQ ⊂N.
En outre comme (f, g, h) = f (1, 0, 0) + g (0, 1, 0) + h (0, 0, 1), il est ne´ce´ssaire et suffisant de
connaˆıtre cette de´composition pour les e´le´ments X := (1, 0, 0); Y := (0, 1, 0); Z := (0, 0, 1) en vue de
pouvoir de´composer tout e´le´ment du A-module A3 comme somme d’un e´le´ment du A-module N et du
A-module N . Par un calcul directe nous avons :
Q(X) = R−2x(xX + yY + zZ)
Q(Y ) = R−2y(xX + yY + zZ)
Q(Z) = R−2z(xX + yY + zZ).
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Conside´rons en outre le projecteur note´ P , de A3 sur le A-module N :
P = id−Q ,
nous obtenons e´galement par un calcul directe :
P(X) = −R−2(z(xZ − zX)− y(yX − xY ))
P(Y ) = −R−2(x(yX − xY )− z(zY − yZ))
P(Z) = −R−2(y(zY − yZ)− x(xZ − zX)).
D’ou` la preuve de la proposition.
Nous avons alors les identifications suivantes :
A3 / {N} ≈ N, A3 / {N} ≈ N.
Donc le A-module T (S2) = A3 / {N} est re´alise´ comme un sous-module (N ) de A3 ayant un module
supple´mentaire (N).
Faisons enfin remarquer qu’en prenant A = Fun (H), N le A-module engendre´ par 2wU+vV +2uW
et N celui engendre´ par les ge´ne´rateurs de (V ⊗ V′)1, la proposition 5.1 reste e´galement valable sur
l’hyperbolo¨ıde.
Passons a` pre´sent au cas tresse´. L’analogue tresse´ des Fun (H)-modules N et N sont respectivement
le Ac0,q-module (disons gauche) N ql et N
q
l . Rappelons que N
q
l est engendre´ par
(q3 + q)uW q + vV q + (q + q−1)wU q
et pre´cisons que N
q
l est engendre´ par les e´le´ments :
q2uV q − vU q, (q3 + q)(uW q − wU q) + (1− q2)vV q, −q2vW q + wV q.
Proposition 5.2 En sens de Ac0,q-module on a :
(Ac0,q)3 = N ql ⊕N
q
l
Preuve : Pour montrer que l’intersection de N ql et N
q
l est re´duite a` ze´ro, notons Qq l’analogue tresse´
du projecteur Q. Qq est la projection de (Ac0,q)3 telle que ImQq = Nql et de´finie par ∀ g, h, k ∈ Ac0,q
Qq(g, h, k) = c
−1[gu+ hv + kw][(q3 + q)uW q + vV q + (q + q−1)wU q ]
Conside´rons “l’analogue tresse´ de la proposition 4.3” i.e. en remplac¸ant dans l’e´quation (27) les de´rive´es
partielles par les ge´ne´rateurs de V′q et les champs X, Y, Z par les ge´ne´rateurs de (V⊗ V′q)1. En outre
l’analogue tresse´ de la condition (26) s’e´crit
(αU q + β V q + γ W q) (Cq − c) = 0
avec α, β, γ ∈ Ac0,q. Alors les coefficients k, l, m ∈ Ac0,q de l’analogue tresse´ de la proposition 4.3 sont
donne´s (au facteur constant c−1 pre`s) par les ge´ne´rateurs de l’espace (V⊗ V)1 ou` l’espace V est celui
engendre´ par les e´le´ments α, β, γ.
Le fait que Ker (Qq) =N
q
l de´coule (comme dans le cas classique) de “l’analogue tresse´ de la proposition
4.3”.
Comme pour la sphe`re (ou l’hyperbolo¨ıde classique) tout e´le´ment du Ac0,q-module (Ac0,q)3 est la
somme d’un e´le´ment de N ql et de N
q
l . En effet nous avons :
Qq(U
q) = c−1u((q3 + q)uW q + vV q + (q + q−1)wU q)
Qq(V
q) = c−1v((q3 + q)uW q + vV q + (q + q−1)wU q)
Qq(W
q) = c−1w((q3 + q)uW q + vV q + (q + q−1)wU q).
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En conside´rant en outre l’analogue tresse´ note´ Pq du projecteur P qui est tel que Im (Pq) = N
q
l et
e´videmment de´finit par
Pq = id−Qq
nous obtenons alors par un calcul directe :
Pq(U
q) = −q−2c−1{q2u[(q3 + q)(uW q − wU q) + (1 − q2)vV q]−
−v(vU q − q2uV q)}
Pq(V
q) = −q−2c−1{−(q3 + q)u(−q2vW q + wV q)− (q3 + q)(q2uV q −
−vU q)− (1− q2)v[(q3 + q)(uW q − wU q) + (1− q2)vV q]}
Pq(W
q) = −q−2c−1{−q2v(q2vW q − wV q)− w[(q3 + q)(uW q − wU q) +
+(1− q2)vV q]}
Ainsi nous venons de prouver (comme dans le cas classique) que le Ac0,q-module T (Hq)l est un
Ac0,q-module projectif. (De meˆme le Ac0,q-module T (Hq)r est projectif).
6 Me´trique et Connexion tresse´es
Nous de´finissons et montrons l’existence d’une (pseudo)me´trique et d’une connexion (partiellement de´finie)
tresse´es sur le module tangent T (Hq).
6.1 (Pseudo)me´trique tresse´e
Rappelons que “pseudo” signifie que son analogue classique n’est pas de´finie positive. Par la suite nous
omettrons cette pre´cision.
De´finition 6.1 L’ope´rateur
<,>: T (Hq)l⊗KT (Hq)r → Ac0,q
a⊗ b 7→ < a⊗ b >=< a, b >
est une me´trique tresse´e si : ∀P ∈ T (Hq)l, Q ∈ T (Hq)r, f ∈ Ac0,q
< fP , Q >= f < P , Q >, < P , Qf >=< P , Q > f (30)
et < , > est Uq(sl(2))-covariant, c’est-a`-dire ∀z ∈ Uq(sl(2)) :
z. < a, b > = < , > ∆(z).(a⊗ b) =< , > (z(1) ⊗ z(2))(a⊗ b)
= < z(1).a, z(2).b > avec (a , b) ∈ T (Hq)l × T (Hq)r.
Si en outre on a :
< , > (V′q ⊗V′q)1 = 0, (31)
la me´trique tresse´e est dite q-syme´trique. (V
′q
co¨ıncide avec V′q comme un espace vectoriel. Mais il
engendre T (Hq) comme un Ac0,q-module droit.)
Soulignons que pour le moment nous introduisons la me´trique tresse´e sur T (Hq)l⊗KT (Hq)r. Nous pour-
rons la prolonge´e sur T (Hq)ǫ⊗KT (Hq)ǫ seulement apre`s l’identification des modules tangents T (Hq)l et
T (Hq)r (voir section 7.1).
The´ore`me 6.1 Il existe une unique (a` un facteur pre`s) me´trique tresse´e et q-syme´trique sur le module
tangent T (Hq). Cette me´trique tresse´e restreinte sur V
′q ⊗V′q fournit la table suivante :
< U q , U
q
>= uu, < U q , V
q
>= uv, < V q , U
q
>= vu,
< W q , V
q
>= wv, < V q , V
q
>= (1− q2)vv − q−1(1 + q2)2uw ,
< W q ,W
q
>= ww, < U q ,W
q
>= −q−1(1 + q2)−1vv − q2uw ,
< V q ,W >= vw, < W q , U
q
>= −q(1 + q2)−1vv − q−2wu.
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Preuve : De´crivons d’abord tous les couplages
< , > : V′q ⊗V′q → Ac0,q
Uq(sl(2))-covariants. Pour cela, nous de´composons V
′⊗V′ en Uq(sl(2))-modules irre´ductibles de dimen-
sion finie. La Uq(sl(2))-covariance impose les conditions :
< , > (V′q ⊗V′q)2 = kVq2, < , > (V′q ⊗V
′q
)0 = γ (32)
ou` k et γ sont des constantes. (La q-syme´trie exigera en outre la relation (31).)
La seconde e´tape de la de´monstration consiste a` de´terminer les relations de de´pendance entre les
parame`tres k et γ. Nous la faisons par le biais des relations caracte´risant le module tangent tresse´
gauche et le module tangent tresse´ droit. Cela revient a` ve´rifier que la relation de de´pendance de´finie par
< , >23 (V ⊗ V′q)0 ⊗V′q = 0 (33)
est compatible avec celle de´finie par
< , >12 V′q ⊗ (V′q ⊗ V)0 = 0. (34)
On e´tend enfin ce couplage a` T (Hq)l⊗KT (Hq)r en utilisant la proprie´te´ (30). (Voir appendice A
pour la forme explicite des e´quations symboliques).
Nous avons de´termine´s le couplage < , > avec la condition (33). Mais on ve´rifie que la condition (34)
est satisfaite pour ce couplage ainsi de´termine´.
6.2 Connexion tresse´e
Rappelons d’abord que dans le cas classique (q = 1), une connexion line´aire sur l’espace des champs
de vecteurs E d’une varie´te´ alge´brique re´gulie`re (ou plus ge´ne´ralement d’une varie´te´ lisse) M est
l’application note´e ∇
∇ : E ⊗ E → E
a⊗ b 7→ ∇ab
K-line´aire et satisfaisant aux proprie´te´s suivantes :
1. ∇fa b = f∇a b, (a, b) ∈ E2, f ∈ Fun(M)
2. ∇a fb = f∇a b+ (af) b .
Notons que la proprie´te´ 2. est la re`gle de de´rivation de Leibniz pour la connexion ∇.
Lorsque la connexion ∇ est sans torsion (par exemple connexion de Levi-Civita), on a en plus
[a , b] = ∇a b − ∇b a
(ou` [, ] de´signe le crochet de Lie des champs de vecteurs a et b ), on en de´duit alors :
∇afb = ∇fba− [fb, a]
= ∇fba− (f [b, a]− (af)b)
= ∇fba− (∇fba−∇fab− (af)b)
= f∇ab+ (af)b.
Ainsi si la connexion ∇ est sans torsion, la proprie´te´ 2. de´coule de la proprie´te´ 1. Ceci nous permet de
nous passer de la re`gle de de´rivation de Leibniz pour la connexion si cette dernie`re est sans torsion.
Nous ge´ne´ralisons la notion de connexion line´aire a` notre cas tresse´. Mais nous construisons dans
ce cas plutoˆt une connexion partiellement de´finie sur le module tangent tresse´. (“Partiellement de´finie”
signifie qu’elle est de´finie sur un sous-ensemble de T (Hq)⊗ T (Hq)).
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De´finition 6.2 L’ope´rateur
∇ : T (Hq)l⊗KV′q → T (Hq)l
a⊗ b 7→ ∇a b
est une “connexion” tresse´e (sans torsion), s’il ve´rifie les proprie´te´s :
1. ∇ est un morphisme dans la cate´gorie des Uq(sl(2))-modules, c’est-a`-dire :
z.∇ab = ∇z(1).a z(2).b
∀ a ∈ T (Hq)l, b ∈ V′q , z ∈ Uq(sl(2)).
2. ∇fa b = f∇a b, ∀a ∈ T (Hq)l, b ∈ V′q, f ∈ Ac0,q.
3.
aij∇XiYj = [Xi, Yj ], Xi , Yj ∈ V′q avec aijXi ⊗ Yj ∈ Vq1. (35)
Notons que (35) est la q-analogue de la notion de connexion sans torsion. Si nous arrivons en outre
a` e´tendre le q-crochet de Lie [ , ]q sur T (Hq) tout entier et a` comprendre l’alge`bre enveloppante de
cette alge`bre de Lie q-de´forme´e (nous en avons besoin pour e´crire la partie a` gauche de la relation (35)),
nous pourrons prolonger notre connexion (partiellement de´finie) sur T (Hq)ǫ⊗KT (Hq)ǫ en utilisant une
analogue de (35). Malheureusement nous ne connaissons aucune fac¸on de le faire.
The´ore`me 6.2 Il existe une connexion tresse´e ∇ sur le module tangent de l’hyperbolo¨ıde quantique (au
sens de la de´finition (6.2). Elle est donne´e sur V′q par
∇UqU q = α(uvU q − q2uuV q), ∇W qW q = α(wwV q − q4vwW q),
∇UqV q = β{{−α[(q3 + q)uw − q2vv]− 2q2}U q − α(q6 + q2 − 1)
uvV q}+ βα(q3 + q)uuW q,
∇V qU q = β{{−αq2[(q3 + q)uw − q2vv] + 2}U q − αq2(q6 + q2 − 1)
uvV q}+ βαq2(q3 + q)uuW q,
∇V qW q = β{−αq3(1 + q2)wwU q + α(1 + q4 − q6)vwV q}+ β{αq4
[(q + q−1)uw − vv]− 2q2}W q,
∇W qV q = β{−αq5(1 + q2)wwU + αq2(1 + q4 − q6)vwq}+ β{αq6
[(q + q−1)uw − vv] + 2}W q,
∇W qU q = β{αq6vwU q + {−q4(1 − q2)α[−uw + [2]−1v2]− 21+q2 }
V q} − q6βαuvW q,
∇UqW q = β{αq2vwU q + {(q2 − 1)α[−uw + [2]−1v2] + 2q1+q2 }V q
−q2αuvW q},
∇V qV q = β{−αq3(1 + q2)2vwU q + {q(1 + q2)(1 − q4)[−uw + [2]−1
v2] + 2(1− q2)}V q}+ q3(1 + q2)2αuvW q},
α = − 2(1−q2+q4)c , β = (1 + q4)−1.
P reuve : Comme dans le cas de la me´trique tresse´e, nous de´crivons d’abord toutes les applications
V′q⊗KV′q → T (Hq)l
Uq(sl(2))-covariantes. Cette Uq(sl(2))-covariance impose les conditions suivantes :
∇(V′q ⊗ V′q)2 = α(V ⊗ V′q)2, ∇(V′q ⊗ V′q)0 = 0, α ∈ K (36)
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comple´te´es par les relations qui de´coulent de (35).
(Pre´cisons que ∇(V′q ⊗ V′q)2 de´signe l’ensemble ∇ab ou` a⊗ b parcourent (V′q ⊗ V′q)2.)
Concre`tement, U q ⊗ U q e´tant de poids deux et X.∇UqU q = 0 , conside´rons
∇UqU q = α(uvU q − q2uuV q) (37)
ou` uvU q − q2uuV q est de poids 2. Notons que le choix ∇UqU q = uU q n’est pas compatible avec la
relation
∇K = (q3 + q)u∇W q + v∇V q + (q + q−1)w∇Uq = 0 dans T (Hq)l.
Notons
Ji =
1
[i]q
Y iJi−1, i ∈ {1, 2, 3, 4}, [i]q = q
i − q−i
q − q−1 , ou`
J0 = ∇UqU q = α(uvU q − q2uuV q).
Par application de l’ope´rateur Y i a` la relation (37) nous obtenons les quatre relations suivantes :
−∇UqV q − q2∇V qU q = J1 ,
−∇UqW q + q∇V qV q − q4∇W qU q = J2 ,
∇V qW q + q2∇W qV q = J3 ,
∇W qW q = J4.
(Voir appendice B pour les formes explicites). Le choix de α est pre´cise´ par la deuxie`me e´quation du
(36). (voir appendice B )
Remarque 6.2 Bien que nous ne savons pas de´finir la q-analogue de la notion de courbure (dans le
cas classique elle est introduite localement) dans le cadre de notre approche globale, on peut de´viner (a`
un facteur pre`s) la forme de courbure correspondante en supposant que cette forme soit une de´formation
plate de son analogue classique. Sur la sphe`re, cette forme est donne´e (a` un facteur pre`s) par
x (dy dz − dz dy) + y (dz dx− dx dz) + z (dx dy − dy dx).
Ainsi dans le cas tresse´, pour obtenir la forme de courbure, il suffit de remplacer dans l’expression
(q3 + q)uw + vv + (q + q−1)wu les facteurs de droites respectivement par la q-analogue des formes
dv dw − dw dv, dw du− du dw, du dv − dv du.
7 Identification de T (Hq)l et T (Hq)r
Nous nous inte´ressons a` pre´sent au proble`me qui consiste a` identifier les modules tangents gauche T (Hq)l
et droit T (Hq)r. Cette identification est ne´cessaire, car elle permet d’e´tendre la me´trique tresse´e sur
T (Hq)l (ou T (Hq)r ).
Le fait que l’alge`bre Ac0,q ne soit munie d’aucune structure d’involution et que l’ope´rateur de tresse
provenant de la R-matrice universelle du GQ Uq(sl(2)) ne soit pas involutif d’autre part, nous ont amene´es
a` sugge´rer d’identifier les Ac0,q-modules T (Hq)l et T (Hq)r de la fac¸on suivante – nous construisons
une base de chacun des modules tangents, – puis nous construisons une application (dans la cate´gorie
Uq(sl(2)) −Mod) entre T (Hq)l et T (Hq)r qui co¨ıncide (pour q = 1 ) avec l’application de´finie par la
volte.
7.1 Base du Ac0,q-module T (Hq)
Notons d’abord que la me´thode de construction de cette base e´tant aussi bien valable dans le cas classique
que dans notre cas tresse´, nous conside´rons dans ce qui suit indiffe´rement ces deux cas.
En conside´rant les modules
V ⊗ V′, Vk ⊗ V′, k = 2, 3, ...
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ou` les Vk (composantes de base de l’alge`bre Ac0,1 ) sont des U(sl(2))-modules, nous de´terminons les
composantes qui “survivent” dans le module tangent. Il est e´vident que dans le produit V⊗V′ seulement
deux composantes survivent. A` savoir :
(V ⊗ V′)1, (V ⊗ V′)2
puisque par construction la composante (V ⊗ V′)0 est nulle dans le module tangent.
De fac¸on analogue, dans le produit V2⊗V′ , les composantes (V2⊗V′)3, (V2⊗V′)2 “survivent” et il
n’est pas difficile de montrer que la composante (V2 ⊗V′)1 est nulle modulo les termes de K⊗V′ = V′.
En effet, par construction, les e´le´ments de µ12(V ⊗ (V ⊗ V′)0) sont nuls dans le module tangent. En
re´duisant en outre tout e´le´ment du produit V ⊗ V a` sa forme canonique, il est la somme d’un e´le´ment
de V2 ⊂ V⊗2 et d’un e´le´ment de K. D’ou` la preuve de ce dernier fait.
Ainsi de fac¸on ge´ne´rale, dans le produit Vk ⊗ V′ qui se de´compose de la manie`re suivante
Vk ⊗ V′ = (Vk ⊗ V′)k+1 ⊕ (Vk ⊗ V′)k ⊕ (Vk ⊗ V′)k−1 ,
la composante (Vk ⊗ V′)k−1 est nulle modulo les termes appartenant a` Vj ⊗ V′, j < k − 1.
Nous avons donc montre´ le fait suivant :
Proposition 7.1 Une base dans le module tangent gauche T (Hq)l est forme´e par les Uq(sl(2))-modules
1.V′q, 2. (V⊗ V′q)1,2, 3. (Vq2 ⊗ V′q)2,3, 4. (Vq3 ⊗ V′q)3,4 etc.
On construit de fac¸on similaire une base du module tangent droit T (Hq)r.
Identifions a` pre´sent les modules tangents T (Hq)l et T (Hq)r en de´finissant :
α : T (Hq)l → T (Hq)r
telle que l’application :
α : (V ⊗ V′q)1 → (V′q ⊗ V)1, (V ⊗ V′q)2 → (V′q ⊗ V)2 ,
(Vq2 ⊗ V′q)2 → (V′q ⊗ Vq2)2, ...
soit un Uq(sl(2))-morphisme unique (a` un facteur constant pre`s sur chaque composante). Nous sugge´rons
maintenant une fac¸on “canonique” d’e´liminer ce degre´ de liberte´ sur les composantes, de la manie`re
suivante. On identifie les e´le´ments de l’espace :
(V ⊗ V′q)2 et (V′q ⊗ V)2, (Vqk ⊗ V′q)k+1 et (V′q ⊗ Vqk)k+1, k = 2 , 3, ...
qui co¨ıncident quand on remplace V′q par V. Quant aux composantes
(V ⊗ V′q)1 et (V′q ⊗ V)1, (Vqk ⊗ V′q)k et (V′q ⊗ Vqk)k ,
leurs e´le´ments sont identifie´s si la meˆme ope´ration ame`ne aux images oppose´es. On peut facilement voir
que dans le cas classique, cette identification et celle de´finie par la volte co¨ıncident : c’est la motivation
de notre me´thode d’identification canonique.
Remarque 7.1 Lorsque l’alge`bre Ac0,q est munie d’un ope´rateur de tresse involutif (S2 = id ), une
telle identification est faite de fac¸on similaire au cas classique en remplac¸ant la volte par S. Mais pour
l’ope´rateur de tresse non involutif provenant du GQ Uq(sl(2)) ce n’est plus raisonnable. Conside´rons
M1 et M2 deux Ac0,q-modules (gauche par exemple). Le proble`me re´side dans le fait que dans le produit
m1 ⊗ f m2, m1 ∈M1, m2 ∈M2, f ∈ Ac0,q
il n’existe aucune fac¸on raisonnable de transposer le facteur f pour le mettre a` gauche de telle manie`re
que le produit tensoriel ⊗Ac
0,q
soit associatif et le module ,M1⊗Ac
0,q
M2 soit une de´formation plate de
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son analogue classique en supposant bien suˆr que M1 et M2 soient des de´formations plates de leurs
analogues classiques respectifs.
En re´sume´, pre´cisons une fois de plus que notre me´thode qui consiste a` introduire la me´trique en deux
e´tapes :
• en de´finissant d’abord un couplage sur T (Hq)l⊗KT (Hq)r ,
• et ensuite a` identifier T (Hq)l et T (Hq)r ,
nous permet de controˆler le fait que notre construction ne soit pas contradictoire (i.e. la platitude a lieu).
Il existe dans la litte´rature plusieurs constructions de fibre´ quantique sur la sphe`re ([BM], [S2]) et de
me´trique quantique. Mais pour la plupart d’entre elles, la notion de platitude de ces constructions est
carre´ment ignore´e. C’est en cela que nos constructions sont diffe´rentes.
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Appendice
A Hyperbolo¨ıde quantique et me´trique tresse´e
Nous avons explicitement :
V
q
0 = Span ((q
3 + q)uw + vv + (q + q−1)wu),
V
q
1 = Span (q
2uv − vu, (q3 + q)(uw − wu) + (1− q2)vv, −q2vw + wv),
V
q
2 = Span (uu, uv + q
2vu, uw − qvv + q4wu, vw + q2wv, ww).
(Dans ces expressions nous avons omis le symbole du produit tensoriel, ce que nous ferons lorsque cela
n’apporte aucune confusion.)
Cq est le ge´ne´rateur de l’espace de dimension un ( Vq0 ) :
Cq = (q3 + q)uw + vv + (q + q−1)wu.
En posant :
x0 = u, x1 = q
2uv − vu, x2 = uu
nous avons :
q2uv − vu = −2uh¯, (q3 + q)(uw − wu) + (1− q2)vv = 2vh¯,
−q2vw + wv = 2wh¯, Cq = (q3 + q)uw + vv + (q + q−1)wu = c,
Explicitons a` pre´sent les e´quations symboliques de la Section 6 :
• < , > (V′q ⊗V′q)2 = kVq2.
Sur la composante de spin 2 de V′q⊗V′q , l’e´le´ment U q⊗U q est de poids 2 et nous avons ne´cessairement
par la Uq(sl(2))-covariance :
< U q , U
q
>= kuu
Par application de l’ope´rateur Y n (avec n ∈ {1, 2, 3, 4} ) a` < U q , Uq > nous obtenons les quatre
relations suivantes :
< U q , V
q
> +q2 < V q , U
q
>= k(q2vu+ uv) ,
− < U q ,W q > +q < V q , V q > −q4 < W q , Uq >= k(qvv − q4wu − uw) ,
< V q ,W
q
> +q2 < W q , V
q
>= k(vw + q2wv) ,
< W q ,W
q
>= kww.
• < , > (V′q ⊗V′q)0 = γ.
Sur la composante de spin ze´ro de V′q ⊗V′q nous avons
(q3 + q) < U q ,W
q
> + < V q , V
q
> +(q + q−1) < W q , U
q
>= γ.
• Enfin la q-syme´trie (31) se traduit par :
q2 < U q , V
q
>=< V q , U
q
> , < W q , V
q
>= q2 < V q ,W
q
> ,
(q3 + q)[< U q ,W
q
> − < W q , U q >] = (q2 − 1) < V q , V q > .
Les relations de de´pendance entre les parame`tres k et γ de´coulent de (33) et (34) qui, en forme
explicite se traduisent par :
< K , z >= 0, ∀ z ∈ V′q, < z ,K >= 0 ∀ z ∈ V′q ou` (38)
K = (q3 + q)uW q + vV q + (q + q−1)wU q ,
K = (q3 + q)U
q
w +V
q
v + (q + q−1)W
q
u.
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De´terminons cette relation de de´pendance en utilisant la premie`re e´quation de (38). Il suffit de
conside´rer z =U
q
dans < K , z >= 0. On a alors
(q3 + q)u < W q , U
q
> +q2v < U q , V
q
> +(q + q−1)w < U q , U
q
>= 0. (39)
Or on obtient :
< U q , U
q
>= kuu, < U q , V
q
>= kuv, < V q ,W
q
>= kvw, (40)
< V q , V
q
> −(q3 + q) < W q , U q >= k(vv − (q3 + q)wu), (41)
< W q ,W
q
>= kww, q2 < V q , V
q
> +(q3 + 2q + q−1) < W q , U q >= γ. (42)
Les relations (41) et (42) donnent :
< W q , U
q
>= α[γ − kq2(vv − (q3 + q)wu)] ,
< V q , V
q
>= α[(q3 + q)γ + k(q3 + 2q + q−1)vv − k(q3 + q)(q3 + 2q + q−1)wu]
ou` α = (2q3 + 2q + q−1 + q5)−1.
Exprimons en outre la constante orbitale c de l’hyperbolo¨ıde quantique en fonction de v⊗v et de w⊗u.
Dans l’alge`bre Ac0,q nous avons :
(q3 + q)(uw − wu) + (1 − q2)vv = 0, (q3 + q)uw + vv + (q + q−1)wu = c donc
q2vv + (q3 + 2q + q−1)wu = c.
L’e´quation (39) s’e´crit alors :
(q3 + q)αu[γ − kq2(vv − (q3 + q)wu] + kq2vuv + k(q + q−1)wuu = 0. (43)
Faisons les changements ne´cessaires dans les deux derniers termes de l’e´quation (43) de fac¸on a` mettre
u a` gauche dans ces termes. Nous pouvons alors re´e´crire l’e´quation (43) sous la forme :
γ Γ1 + Γ2 vv + Γ3 wu = 0
ou`
Γ1 = (q
3 + q)α ,
Γ2 = k[−(q3 + q)αq2 + q4 − q4(q + q−1)q
2 − 1
q3 + q
] ,
Γ3 = k[(q
3 + q)2αq2 + (q + q−1)].
Nous en de´duisons (pour q ge´ne´rique) :
γ = −Γ2
Γ1
vv − Γ3
Γ1
wu
= − 1
q2
(1 + q4)k[q2vv + (q3 + 2q + q−1)wu]
= − 1
q2
(1 + q4)kc, c est la contante orbitale non nulle.
On ve´rifie qu’avec cette relation de de´pendance trouve´e, la deuxie`me e´quation de (38) est satisafaite.
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B Connexion tresse´e
Notons
Ji =
1
[i]q
Y iJi−1, i ∈ {1, 2, 3, 4}, [i]q = q
i − q−i
q − q−1 , ou`
J0 = ∇UqU q = α(uvU q − q2uuV q).
Par application de l’ope´rateur Y i a` la relation (37) nous obtenons les quatre relations suivantes :
−∇UqV q − q2∇V qU q = J1 ,
−∇UqW q + q∇V qV q − q4∇W qU q = J2 ,
∇V qW q + q2∇W qV q = J3 ,
∇W qW q = J4 avec :
J1 = α{[(q3 + q)uw − q2vv)]U q + (q6 + q2 − 1)uvV q − (q3 + q)uuW q} ,
J2 = (1 + q
2 + q4)α{−q2vwU q + (1− q2)[−uw + [2]−1v2]V q + q2uvW q]
J3 = α{−q3(q2+1)wwU q+(1+q4−q6)vwV q+q4[(q+q−1uw−vv]W q} ,
J4 = α(wwV
q − q4vwW q).
Des relations du (35), nous de´duisons que :
∇UqW q = ∇W qU q + q
2 − 1
q3 + q
∇V qV q + 2
q3 + q
V q ,
(q3 + q)J2 = −(q3 + q)(1 + q4)∇W qU q + (1 + q4)∇V qV q − 2V q ,
(q + q−1)(q2 − 1)∇W qU q + q2∇V qV q + 2V q = 0.
Par conse´quent, nous savons exprimer les e´le´ments suivants :
∇UqV q, ∇V qU q, ∇V qW q, ∇W qV q, ∇W qU q, ∇UqW q, ∇V qV q
en fonction de α. Plus pre´cise´ment en fonction de (J1) on a :
∇UqV q = 11+q4 {{−α[(q3 + q)uw − q2vv]− 2q2}U q − α(q6 + q2 − 1)uvV q
+α(q3 + q)uuW q},
∇V qU q = 11+q4 {{−αq2[(q3 + q)uw − q2vv] + 2}U q − αq2(q6 + q2 − 1)uvV q
+αq2(q3 + q)uuW q}}.
En fonction de (J3 ) nous obtenons :
∇V qW q = 11+q4 {−αq3(1 + q2)wwU q + α(1 + q4 − q6)vwV q + {αq4
[(q + q−1)uw − vv]− 2q2}W q},
∇W qV q = 11+q4 {−αq5(1 + q2)wwU q + αq2(1 + q4 − q6)vwV q + {αq6
[(q + q−1)uw − vv] + 2}W q}.
Nous avons e´galement :
∇W qU q = 11+q4 {q6αvwU q + {−q4(1 − q2)α[−uw + [2]−1v2]− 2q1+q2 }V q
−q6αuvW q},
∇V qV q = 11+q4 {−q3(1 + q2)2αvwU q + {q(1 + q2)(1− q4)α{q(1 + q2)
(1− q4)α[−uw + [2]−1v2] + 2(1− q2)}V q + q3(1 + q2)2αuvW q},
∇UqW q = 11+q4 {q2αvwU q + {(q2 − 1)α[−uw + [2]−1v2] + 2q1+q2 }V q
−q2αuvW q}.
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Il reste maintenant a` pre´ciser la constante α. Pour cela, conside´rons la deuxie`me e´quation du (36) :
[(q3 + q)u∇W q + v∇V q + (q + q−1)w∇Uq ](z) = 0 ∀ z ∈ V′q. (44)
Par exemple pour z = U q dans (44) nous obtenons :
β[(q4 − q2 + 1)αc+ 2][vU q − q2uV q] = 0 et vU q − q2uV q 6= 0 dans T (Hq)l.
D’ou` la valeur de α.
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