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ABSTRACT
is paper proposes a scalable algorithmic framework for
spectral reduction of large undirected graphs. e proposed
method allows computing much smaller graphs while pre-
serving the key spectral (structural) properties of the original
graph. Our framework is built upon the following two key
components: a spectrum-preserving node aggregation (re-
duction) scheme, as well as a spectral graph sparsication
framework with iterative edge weight scaling. We show
that the resulting spectrally-reduced graphs can robustly
preserve the rst few nontrivial eigenvalues and eigenvec-
tors of the original graph Laplacian. In addition, the spectral
graph reduction method has been leveraged to develop much
faster algorithms for multilevel spectral graph partitioning
as well as t-distributed Stochastic Neighbor Embedding (t-
SNE) of large data sets. We conducted extensive experiments
using a variety of large graphs and data sets, and obtained
very promising results. For instance, we are able to reduce
the “coPapersCiteseer” graph with 0.43 million nodes and 16
million edges to a much smaller graph with only 13K (32X
fewer) nodes and 17K (950X fewer) edges in about 16 sec-
onds; the spectrally-reduced graphs also allow us to achieve
up to 1100X speedup for spectral graph partitioning and up
to 60X speedup for t-SNE visualization of large data sets.
KEYWORDS
Spectral graph theory, graph partitioning, data visualization,
t-distributed Stochastic Neighbor Embedding (t-SNE)
1 INTRODUCTION
Recent research shows that by leveraging the key spectral
properties of eigenvalues and eigenvectors of graph Lapla-
cians, more ecient algorithms can be developed for tack-
ling many graph-related computing tasks [49]. For exam-
ple, spectral methods can potentially lead to much faster
algorithms for solving sparse matrices [43, 55], numerical
optimization [9], data mining [38], graph analytics [26], ma-
chine learning [12], as well as very-large-scale integration
(VLSI) computer-aided design (CAD) [15, 16, 54, 55]. To this
end, spectral sparsication of graphs has been extensively
studied in the past decade [4, 29, 45, 46] to allow comput-
ing almost-linear-sized 1 subgraphs or sparsiers that can
robustly preserve the spectrum, such as the eigenvalues and
1e number of vertices (nodes) is similar to the number of edges.
eigenvectors of the original Laplacian. e sparsied graphs
retain the same set of vertices but much fewer edges, which
can be regarded as ultra-sparse graph proxies and have been
leveraged for developing a series of nearly-linear-time nu-
merical and graph algorithms [9, 19, 43, 45].
In this paper, we introduce a scalable algorithmic frame-
work for spectral reduction of graphs for dramatically reduc-
ing the size (both nodes and edges) of undirected graphs
while preserving the key spectral (structural) properties of
the original graph. e spectrally-reduced graphs will imme-
diately lead to the development of much faster numerical and
graph-related algorithms. For example, spectrally-reduced
social (data) networks may allow for more eciently mod-
eling, mining and analysis of large social (data) networks,
spectrally-reduced neural networks allow for more scalable
model training and processing in emerging machine learning
tasks, spectrally-reduced circuit networks may lead to more
ecient simulation, optimization and verication of large
integrated circuit (IC) systems, etc.
Our approach consists of two key phases: 1) a scalable
spectrum-preserving node aggregation (reduction) phase,
and 2) a spectral graph sparsication phase with iterative
subgraph scaling. To achieve truly scalable (nearly-linear
time) performance for spectral graph reduction, we leverage
recent similarity-aware spectral graph sparsication method
[16], graph-theoretic algebraic multigrid (AMG) Laplacian
solver [32, 55] and a novel constrained stochastic gradient
descent (SGD) optimization approach. e major contribu-
tion of this work has been summarized as follows:
(1) To well preserve the key spectral properties of the original
graph in the reduced graph, a nearly-linear time spectrum-
preserving node aggregation (reduction) scheme is proposed
for robustly constructing reduced graphs that have much
less number of nodes.
(2) A scalable framework for spectral graph sparsication
and iterative subgraph scaling is introduced for assuring
sparsity of the reduced graphs by leveraging a novel con-
strained SGD optimization approach.
(3) We introduce a simple yet eective procedure for ren-
ing solutions, such as the Laplacian eigenvectors, computed
with spectrally-reduced graphs, which immediately allows
using much smaller graphs in many numerical and graph
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algorithms while achieving superior solution quality.
(4) In addition, multilevel frameworks that allow us to lever-
age spectrally-reduced graphs for much faster spectral graph
partitioning as well as t-distributed Stochastic Neighbor Em-
bedding (t-SNE) of large data sets are proposed.
(5) We have obtained very promising experiment results for
a variety of graph problems: the spectrally-reduced graphs
allow us to achieve up to 1100X speedup for spectral graph
partitioning and up to 60X speedup for t-SNE visualization
of large data sets.
e rest of this paper is organized as follows: Section 2
provides a brief introduction to spectral graph sparsication;
Section 3 presents the proposed spectral graph reduction
approach and its complexity analysis. Section 4 introduces
applications of spectral graph reduction methods for scalable
graph partitioning and data visualization. Extensive experi-
mental results have been demonstrated in Section 5, which
is followed by the conclusion of this work in Section 6.
2 PRELIMINARIES
2.1 Laplacian Matrices of graphs
Consider an undirected graph G = (V ,EG ,wG ) with V de-
noting the set of vertices, EG denoting the set of undirected
edges, and wG denoting the associated edge weights. We
dene DG to be a diagonal matrix with DG (i, i) being equal
to the (weighted) degree of node i , and AG and LG to be the
adjacency and Laplacian matrices of undirected graph G as
follows, respectively:
AG(i, j) =
{
wG (i, j) if (i, j) ∈ EG
0 otherwise (1)
Graph Laplacians can be constructed by using LG = DG − AG
and will satisfy the following conditions: 1. Each column and
row sum will be equal to zero; 2. All o-diagonal elements
are non-positive; 3. e graph Laplacian is a symmetric
diagonally dominant (SDD) matrix.
2.2 Spectral Sparsication of Graphs
To further push the limit of spectral methods for handling
big (data) graphs, many research problems for dramatically
simplifying large graphs leveraging spectral graph theory
have been extensively studied by mathematics and theoreti-
cal computer science (TCS) researchers in the past decade
[4, 10, 24, 25, 29, 38, 45, 46]. Recent spectral graph spar-
sication research allows constructing nearly-linear-sized
subgraphs that can well preserve the spectral (structural)
properties of the original graph, such as the rst few eigen-
values and eigenvectors of the graph Laplacian. e related
results can potentially lead to the development of a variety
of nearly-linear time numerical and graph algorithms for
solving large sparse matrices, graph-based semi-supervised
learning (SSL), computing the stationary distributions of
Markov chains and personalized PageRank vectors, spectral
graph partitioning and data clustering, max-ow of undi-
rected graphs, etc [9, 10, 19, 25, 27, 42–46].
Spectral graph sparsication aims to nd a spectrally-
similar subgraph (sparsier) P = (V ,EP ,wP ) that has the
same set of vertices of the original graph G = (V ,EG ,wG ),
but much fewer edges. ere are two types of sparsication
methods: the cut sparsication methods preserve the cuts
of the original graph through random sampling of edges [5],
whereas spectral sparsication methods preserve the graph
spectral (structural) properties, such as distances between
vertices, cuts in the graph, as well as the stationary distribu-
tions of Markov chains [10, 46]. erefore, spectral graph
sparsication is a much stronger notion than cut sparsica-
tion. We say G and its subgraph P are σ−spectrally similar
if the following condition holds for all real vectors x ∈ RV :
x>LPx
σ
≤ x>LGx ≤ σx>LPx, (2)
where LG and LP denote the Laplacian matrices of graph G
and P , respectively. Dene the relative condition number as
κ(LG , LP ) = λmax/λmin, where λmax and λmin are the largest
and smallest nonzero eigenvalues of
LGu = λLPu, (3)
where u is the generalized eigenvector of LG. It can be further
shown that κ(LG , LP ) ≤ σ 2, which indicates that a smaller
relative condition number or σ 2 corresponds to a higher
spectral similarity. Recent nearly-linear time spectral sparsi-
cation algorithm leverages spectral perturbation analysis
to construct nearly-linear-sized spectrally-similar subgraphs
[15, 16], which leads to the development of much faster SDD
matrix solvers [55] and spectral graph partitioning algorithm
[16].
3 SPECTRAL REDUCTION OF GRAPHS
3.1 Overview
In the following, assume that G = (V ,EG ,wG ) is a weighted,
undirected, and connected graph, P = (V ,EP ,wP ) is the spec-
trally sparsied graph of G, R = (VR ,ER ,wR ) is the reduced
graph ofG without sparsication, and S = (VR ,ES ,wS ) is the
sparsied reduced graph of G . e Laplacian matrices of the
corresponding graphs have been shown in Table 1 that also
includes the ne-to-coarse (G-to-R) graph mapping matrix
denoted by HRG as well as the coarse-to-ne (R-to-G) graph
mapping matrix denoted by HGR .
is work introduces a spectral graph reduction frame-
work (as shown in Figure 1) that allows computing much
smaller yet spectrally-similar graph S such that the following
condition holds for all real vectors x ∈ RV:
xR>LSxR
σ
≤ x>LGx ≤ σxR>LSxR, xR = HRGx. (4)
An overview of the proposed method for spectral reduc-
tion of large graphs is described as follows. Our approach for
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Figure 1: e proposed spectral reduction framework.
Table 1: Symbols and their denotations in this work
Symbol Denotation Symbol Denotation
G = (V , EG , wG ) e Original Graph LG Lap. of G
P = (V , EP , wP ) Spectrally-Spar. G LP Lap. of P
R = (VR, ER, wR ) Reduced G w/o spar. LR Lap. of R
S = (VR, ES , wS ) Reduced G w/ spar. LS Lap. of S
HRG ∈ RVR×V G-to-R mapping HGR ∈ RV×VR R-to-G mapping
spectral reduction of undirected graphs includes the follow-
ing two phases: Phase (A) will determine the ne-to-coarse
graph mapping operator using spectral node proximity mea-
surement computed based on algebraic distance [8], and
reduce the original graph into a much smaller graph using
the ne-to-coarse graph mapping operator; Phase (B) will
extract spectrally-similar sparsiers of the original (reduced)
graph and scale up edge weights in the sparsied graphs to
beer match the key spectral (structural) properties, such as
the eigenvalues/eigenvectors of graph Laplacians. Since the
spectral node proximity metric based on algebraic distance
cannot be directly applied to dense graphs [8], our approach
will rst examine the average node degrees in the original
graph: if the original graph is relatively sparse (|EG | < 40|V |),
Phases (A) to (B) will be performed in sequence as shown
in Figure 1; otherwise, if the original graph is too dense
(|EG | > 40|V |), Phase (B) for spectral graph sparsication
and edge scaling will be performed rst, which is followed
by Phase (A).
3.2 Phase (A): Spectrum-Preserving Node
Reduction
3.2.1 Spectral node ainity metric. To generate the re-
duced graph based on the original graph, a spectrum-preserving
node aggregation scheme is applied based on spectral node
anity ap,q dened as follows for neighboring nodes p and
q [8, 32]:
ap,q =
‖(Xp,Xq)‖2
(Xp,Xp)(Xq,Xq) , (Xp,Xq) = Σ
K
k=1(x(k)p · x(k)q ) (5)
where X = (x(1), . . . , x(K)) includes K test vectors computed
by applying a few Gauss-Seidel (GS) relaxations for solving
the linear system of equations LGx(i) = 0 for i = 1, ...,K
with K random vectors that are orthogonal to the all-one
vector 1 or equivalently satisfying 1>x(i) = 0. Let x˜(i) de-
note the approximation of the true solution x(i) aer ap-
plying several GS relaxations to LGx(i) = 0. Due to the
smoothing property of GS relaxation, the latest error can be
expressed as e(i)s = x(i) − x˜(i), which will only contain the
smooth (low-frequency) modes of the initial error, while the
oscillatory (high-frequency) modes of the initial error will be
eectively eliminated [6]. Based on the K smoothed vectors
in X, it is possible to embed each node into a K-dimensional
space such that node p and node q are considered spectrally-
close enough to each other if their low-dimensional embed-
ding vectors xp ∈ RK and xq ∈ RK are highly correlated.
Spectrally-similar nodes p and q can be then aggregated
together for node reduction purpose.
3.2.2 Spectral similarity between nodes. It has been shown
that the node anity metric ap,q can usually eectively re-
ect the distance or strength of connection between nodes p
and q in a graph [32]: a larger ap,q value indicates a stronger
spectral similarity (correlation) between nodes p and q. e
above anity metric can be beer understood by looking at
the algebraic distance dp,q between node p and q computed
by dp,q = 1−ap,q that can be used to represent the geometric
distance in grid-structured graphs. For example, consider an
n-node 1−D path graph with a discretization size of h = 1/n.
It can be shown that dp,q is proportional to (p−q)2 ∗h2 in the
discretized Poisson equation in which nodes locate at t ∗ h,
for t = 0, 1 . . . ,n and h ⇒ 0. Consequently, the nodes with
large anity or small algebraic distance should be aggre-
gated together to form the nodes in the reduced graph. Once
node aggregation schemes are determined, the graph map-
ping operators (HRG and H
G
R ) can be obtained and leveraged
for constructing spectrally-reduced graphs. For example,
the reduced Laplacian can be computed by LR = HRGLGH
G
R ,
which uniquely denes the reduced graph.
We emphasize that the node aggregation (reduction) scheme
based on the above spectral node anity calculations will
have a (linear) complexity of O(|EG |) and thus allow pre-
serving the spectral (global or structural) properties of the
original graph in the reduced graph in a highly ecient
and eective way: the smooth components in the rst few
Laplacian eigenvectors can be well preserved aer node ag-
gregation, which is key to preserving the rst few (boom)
eigenvalues and eigenvectors of the original graph Laplacian
in the reduced graphs [33].
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3.2.3 Limitations when dealing with dense graphs. e
above node reduction scheme based on the algebraic distance
metric may not be reliable when applied to dense graph
problems. Since each node in the dense graph will typically
connect to many other nodes, running a few GS relaxations
will result in many nodes seemingly close to each other
and can lead to rather poor node aggregation results. For
example, an extreme case is to directly apply the above node
aggregation scheme to a complete graph where each node
has |V | − 1 edges connecting to the rest of the nodes: since
applying GS relaxations will immediately assign same values
to all nodes, no meaningful clusters of nodes can be identied.
As shown in our experiment results, it is not possible to use
the above node anity metric for aggregating nodes for
the “appu” graph [11] that has high average node degrees
(|EG |/|V | ≈ 90).
To this end, we propose to perform a spectral sparsication
and scaling procedure (Phase (B)) before applying the node
aggregation (reduction) phase. Such a scheme will allow
extracting ultra-sparse yet spectrally-similar subgraphs and
subsequently aggregate nodes into clusters using the above
node anity metric. As a result, the spectral graph reduction
ow proposed in this work can be reliably applied to handle
both sparse and dense graphs, as shown in Figure 1.
3.3 Phase (B): Spectral Graph
Sparsication and Scaling
3.3.1 Copping with high graph densities. e proposed
spectral node aggregation scheme in Section 3.2 will enable
us to reliably construct smaller graphs that have much less
number of nodes. However, the aggregated nodes may po-
tentially result in much denser graphs (with signicantly
higher node degrees), which may incur even greater compu-
tational and memory cost for graph operations. For example,
emerging multi-way spectral graph partitioning (clustering)
algorithms [28, 38] require to compute multiple Laplacian
eigenvectors, which can still be very costly for dense graphs
since the eciency of nowadays eigen-solvers or eigende-
composition methods strongly depend on the matrix sparsity
[30, 39, 53].
To address the challenging issues caused by relatively
dense graphs, we propose the following highly eective yet
scalable algorithms in Phase (B): the nearly-linear time spec-
tral graph sparsication and subgraph scaling schemes for
handling dense graphs G. Note that when Phase (B) is ap-
plied for a sparse input graph, the same procedures can be
applied to the reduced graph R (with potentially higher den-
sity) for computing S aer the node aggregation scheme or
the ne-to-coarse graph mapping operator is determined.
3.3.2 Spectral approximation with spanning tree subgraphs.
Denote the total stretch of the spanning-tree subgraph P with
respect to the original graph G to be stP (G). Spielman [47]
showed that L+PLG has at most k generalized eigenvalues
greater than stP (G)/k . It has been shown that every graph
has a low-stretch spanning tree (LSST) with bounded total
stretch [47], which leads to:
κ(LG , LP ) ≤ Tr(L+PLG ) = stP (G) ≤ (m logn log logn), (6)
where m = |EG |, n = |V |, and Tr(L+PLG ) is the trace of
L+PLG . Such a result motivates to construct an ultra-sparse
yet spectrally-similar subgraphs by recovering only a small
portion of important o-tree edges to the spanning tree. For
example, a recent spectral perturbation framework [15, 16]
allows constructing the σ -similar spectral sparsiers with
O(m logn log logn/σ 2) o-tree edges in nearly-linear time.
3.3.3 Towards beer approximation with o-tree edges. To
dramatically reduce the spectral distortion (the total stretch)
between the original graph and the spanning tree, a spectral
o-tree edge embedding scheme and edge ltering method
with approximate generalized eigenvectors have been pro-
posed in [15, 16], which is based on following spectral per-
turbation analysis:
LG (ui + δui ) = (λi + δλi )(LP + δLP )(ui + δui ), (7)
where a perturbation δLP is applied to LP , which results
in perturbations in generalized eigenvalues λi + δλi and
eigenvectors ui + δui for i = 1, . . . ,n, respectively. e
rst-order perturbation analysis [15] leads to:
− δλi
λi
= u>i δLPui , (8)
which indicates that the reduction of λi is proportional to
the Laplacian quadratic form of δLP with the generalized
eigenvector ui . erefore, if the dominant eigenvector un
is applied, the largest generalized eigenvalue λn can be sig-
nicantly reduced by properly choosing δLP that includes
the set of o-tree edges and their weights. Once the largest
generalized eigenvalue becomes suciently small, the dis-
tortion between subgraph P and original graph G will be
greatly reduced.
An alternative view of such a spectral embedding scheme
is to consider the following Courant-Fischer theorem for
generalized eigenvalue problems:
λn = max|x |,0
x>1=0
x>LGx
x>LPx
≈ max
|x |,0
x (p)∈{0,1}
x>LGx
x>LPx
= max |∂G (Q)||∂P (Q)| , (9)
where 1 is the all-one vector, the node set Q is dened as
Q
def
= {p ∈ V : x(p) = 1} , (10)
and the boundary of Q in G is dened as
∂G (Q) def= {(p,q) ∈ EG : p ∈ Q,q < Q} , (11)
which will lead to
x>LGx = |∂G (Q)|,
x>LPx = |∂P (Q)|.
(12)
According to (9), λmax = λn will reect the largest mismatch
of the boundary (cut) size betweenG and P , since nding the
dominant generalized eigenvector is similar to nding the
node set Q such that |∂G (Q ) ||∂P (Q ) | or the mismatch of boundary
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(cut) size between the original graph G and subgraph P is
maximized. Once Q or ∂P (Q) can be identied by spectral
graph embedding using dominant generalized eigenvectors,
the edges in ∂G (Q) can be selected and recovered to P to
dramatically reduce the maximum mismatch or λn .
Denote ep ∈ RV to be the elementary unit vector with
only the p-th element being 1 and others being 0, and we
denote ep,q = ep − eq . en by including the o-tree edges,
the generalized eigenvalue perturbation can be expressed as
follows:
− δλi
λi
= u>i δLP,maxui =
∑
(p,q)∈EG \EP
wG (p,q)
(
eTp,qui
)2
,
(13)
where δLP,max = LG − LP , and wG (p,q) denotes the weight
of edge (p,q) in the original graph. e spectral criticality
cp,q of each o-tree edge (p,q) is dened as:
cp,q = wG (p,q)
(
eTp,qun
)2
. (14)
If we consider the undirected graph G to be a resistor net-
work, and un to be the voltage vector for that resistor net-
work, cp,q can be regarded as the edge Joule heat (power dis-
sipation). Consequently, the most spectrally critical o-tree
edges from ∂G (Q) can be identied and recovered into LSST
for spectral graph topology sparsication by (14), which al-
lows improving spectral approximation in the subgraph by
dramatically reducing the λn . In practice, approximate gen-
eralized eigenvectors computed through a small number of
generalized power iterations will suce for low-dimensional
spectral o-tree edge embedding, which can be realized as
follows:
(1) Compute an approximate eigenvector ht by applying t-
step generalized power iterations on an initial vector h0 =
n∑
i=1
αiui :
ht =
(
L+PLG
)t h0 = ( n∑
i=1
λiuiuTi
)t n∑
i=1
αiui =
n∑
i=1
αiλ
t
i ui ;
(15)
(2) Compute the quadratic form for o-tree edges with ht:
− δλiλi ≈ ht>δLP,maxht =
n∑
i=1
(
αiλ
t
i
)2(λi − 1)
=
∑
(p,q)∈EG \EP
wG (p,q)
(
eTp,qht
)2
=
∑
(p,q)∈EG \EP
c˜p,q ,
(16)
where c˜p,q denotes the approximate spectral criticality of
each o-tree edge (p,q). It should be noted that using k
vectors computed by (15) will enable to embed each node
into a k-dimensional generalized eigenspace, which can
facilitate edge ltering from ∂G (Q) to avoid recovering sim-
ilar edges into P . In this work, we choose t = 2, which
already leads to consistently good results for a large variety
of graph problems. To achieve more eective edge ltering
for similarity-aware spectral graph sparsication, an incre-
mental graph densication procedure [16] will be adopted in
this work. During each graph densication iteration, a small
portion of “ltered” o-tree edges will be added to the latest
spectral sparsier, while the spectral similarity is estimated
to determine if more o-tree edges are needed.
3.3.4 Subgraph scaling via constrained optimization. To
aggressively limit the number of edges in the subgraph P
while still achieving a high quality approximation of the
original graph G, we propose an ecient spectral scaling
scheme for scaling up edge weights in the subgraph P to
further reduce the largest mismatch or λn . e dominant
eigenvalue perturbation δλn can be expressed in terms of
edge weight perturbations as follows:
− δλn
λn
= u>nδLPun =
∑
(p,q)∈EP
δwP (p,q)
(
e>p,qun
)2
, (17)
which directly gives the sensitivity of λn with respect to each
edge weight wP (p,q) in graph P :
δλn
δwP (p,q) = −λn
(
e>p,qun
)2
≈ −λn
(
e>p,qht
)2
. (18)
e (approximate) sensitivity expressed in (18) can be lever-
aged for nding a proper edge weight scaling factor for each
edge in P such that λn will be dramatically reduced. Since
scaling up edge weights in P will result in the monotonic
decrease of both λn and λ1, it is likely that λ1 will decrease
at a faster rate than λn , which leads to a degraded spectral
similarity between G and P . To avoid such a degradation in
spectral approximation quality, we propose the following
methods for estimating the extreme generalized eigenvalues
λn and λ1, which allows us to more properly scale up edge
weights in P .
e largest eigenvalues of L+PLG are well separated from
each other [47], which allows computing rather accurate
largest eigenvalue (λn ) by performing only a small number
of generalized power iterations with an initial random vector.
Since the generalized power iterations can converge at a geo-
metric rate governed by λn−1/λn , the error of the estimated
largest generalized eigenvalue will drop to |λn−1/λn |ke0 aer
k iterations for an initial error e0. As a result, only a few
(ve to ten) iterations will be sucient to compute a good
estimation of λn for well separated largest eigenvalues that
lead to small λn−1/λn . To gain scalable runtime performance,
we will leverage recent graph-theoretic algebraic multigrid
(AMG) algorithms for solving the sparsied Laplacian matrix
LP [32, 55].
Since the smallest eigenvalues of L+PLG are crowded to-
gether, using (shied) inverse power iterations may not be
ecient due to the slow convergence caused by relatively
poor separation of smallest eigenvalues. To more eciently
estimate the smallest generalized eigenvalue, we leverage
the Courant-Fischer theorem for approximately computing
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the smallest generalized eigenvalues:
λ1 = λmin = min|x |,0
x>1=0
x>LGx
x>LPx
, (19)
which indicates that the key to locating the smallest general-
ized eigenvalues is to nd a vector x that minimizes the ratio
between the quadratic forms of the original and sparsied
Laplacians. In our method, we will require every element in
x to only take a value 1 or 0 for each node in both G and P
for minimizing the following ratio, which will lead to a good
estimation for λ1:
λ1 ≈ min|x |,0
x (p)∈{0,1}
x>LGx
x>LPx
= min
|x |,0
x (p)∈{0,1}
∑
x (p),x (q),(p,q)∈EG
wG (p,q)∑
x (p),x (q),(p,q)∈EP
wP (p,q) ,
(20)
To this end, we initialize all nodes with the same value of 0
and only select a single node p to be assigned with a value
of 1, which leads to:
λ1 ≈ min
p∈V
dG (p)
dP (p) , (21)
where dG and dP are the diagonal vectors of LG and LP sat-
isfying dG (p) = LG (p,p) and dP (p) = LP (p,p). (21) indicates
that λ1 can be well approximated in linear time by nding
the node with minimum weighted degree ratio of G and P .
Based on the above scalable methods for estimating the
extreme eigenvalues λ1 and λn of L+PLG , as well as the weight
sensitivity in (18), the following constrained nonlinear op-
timization framework for scaling up edge weights in P has
been proposed.
minimize: λn(wP )
s. t.:
(a) LGui = λiLPui , i = 1, ...,n;
(b) λmax = λn ≥ λn−1... ≥ λ1 = λmin ;
(c) λ(f )1 ≥ λ(0)1 ∆λ1 .
(22)
In the above formulation, λ(0)1 and λ
(f )
1 represent the small-
est nonzero eigenvalue before and aer subgraph scaling,
respectively. ∆λ1 represents the upper bound of reduction
factor in λ(0)1 aer edge scaling. (22) aims to minimize λn by
scaling up subgraph edge weights while limiting the decrease
in λ1.
A constrained SGD algorithm with momentum [48] has
been proposed for iteratively scaling up edge weights, as
shown in Algorithm 1. e algorithm inputs include: the
graph Laplacians LG and LP , vectors dG and dP for storing
diagonal elements in Laplacians, the initial largest and small-
est generalized eigenvalues λ(0)n and λ(0)1 , the upper bound
reduction factor ∆λ1 for λ1, the coecient α for combining
the previous and the latest updates during each SGD iteration
with momentum, the maximum step size ηmax for update,
as well as the SGD convergence control parameters ϵ and
Algorithm 1 Edge Scaling via Constrained SGD Iterations
Input: LG , LP , dG , dP , λ(0)1 , λ
(0)
n , ∆λ1 , α , ηmax , ϵ , and Kmax
Output: L˜P with scaled edge weights
1: Initialize: k = 1, η(1) = ηmax , ∆λ1 =
(
∆λ1
) 1
Kmax ;
2: For each subgraph edge (p,q) ∈ EP , initialize ∆w(1)P (p,q) = 0;
3: while
(
∆λ(k)n
λ(k)n
≥ ϵ
)
∧ (k ≤ Kmax ) do
4: Compute approximate eigenvector h(k )t by (15);
5: for each edge (p,q) ∈ EP do
6: s(k )p,q := −λ(k )n
(
e>p,qh
(k )
t
)2
by (18);
7: ∆w(k+1)P (p,q) := α∆w
(k )
P (p,q) − η(k )s
(k )
p,q ;
8: ϕ(p) := dG (p)
dP (p)+∆w (k+1)P (p,q)
;
9: ϕ(q) := dG (q)
dP (q)+∆w (k+1)P (p,q)
;
10: if min (ϕ(p),ϕ(q)) ≤ λ(k )1 ∆λ1 then
11: ∆wp := dG (p)
λ(k )1 ∆λ1
− dP (p);
12: ∆wq := dG (q)
λ(k )1 ∆λ1
− dP (q);
13: ∆w(k+1)P (p,q) := min
(
∆wp ,∆wq
)
;
14: end if
15: wP (p,q) := wP (p,q) + ∆w(k+1)P (p,q);
16: dP (p) := dP (p) + ∆w(k+1)P (p,q);
17: dP (q) := dP (q) + ∆w(k+1)P (p,q);
18: end for
19: η(k+1) := λ
(k )
n
λ(0)n
ηmax ;
20: k := k + 1;
21: Update λ(k)1 & λ
(k )
n by (21);
22: ∆λ(k )n := λ
(k−1)
n − λ(k)n ;
23: end while
24: Return the sparsied graph.
Kmax . Lines 1-2 initialize parameters for the following SGD
iterations. Line 3 monitors the convergence condition for
SGD iterations. Lines 6-7 compute the weight update in
SGD using the latest sensitivity and the previous update
(momentum). Lines 8-17 check the impact on λ1 due to
weight update: if λ1 decreases signicantly, an upper bound
for weight update is applied; otherwise directly apply the
weight update computed in the previous steps.
3.4 Algorithm Complexity ofe Proposed
Spectral Graph Reduction Approach
e complete algorithm ow for the proposed spectral
graph reduction approach has been shown in Algorithm 2.
e algorithm complexity of Phase (A) for the spectrum-
preserving node reduction procedure is O(|EP |) for dense
graphs and O(|EG |) for sparse graphs, the complexity of
Phase (B) for spectral graph sparsication and edge scaling
by SGD iterations is O(|EG |loд(|V |)) for dense graphs and
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Algorithm 2 Algorithm Flow for Spectral Graph Reduction
Input: Original graph Laplacian LG , user-dened reduction ratio
ψ , graph density threshold γmax
1: Calculate graph density by γ = |EG ||V | ;
2: if γ < γmax then
3: Do node reduction (Phase A) on graph G to get graph R;
4: Apply spectral sparsication and edge scaling vis SGD
(Phase B) on graph R to get graph S ;
5: else
6: Apply spectral sparsication and edge scaling vis SGD
(Phase B) on graph G to get graph P ;
7: Do node reduction (Phase A) on graph P to get graph S ;
8: end if
9: Return graph S and LS .
O(|ES |loд(|VR |)) for sparse graphs. erefore, the worse-
case algorithm complexity of the proposed spectral graph
reduction method is O(|EG |loд(|V |)).
3.5 Solution Renement by Graph Filters
3.5.1 Graph Signal Processing and Spectral Sparsifica-
tion/Reduction. To eciently analyze signals on undirected
graphs, graph signal processing techniques have been exten-
sively studied in recent years [41]. ere are analogies be-
tween traditional signal processing or classical Fourier anal-
ysis and graph signal processing [41]: (1) e signals at dif-
ferent time points in classical Fourier analysis correspond to
the signals at dierent nodes in an undirected graph; (2) e
more slowly oscillating functions in time domain correspond
to the graph Laplacian eigenvectors associated with lower
eigenvalues or the more slowly varying (smoother) compo-
nents across the graph. e spectrally sparsied/reduced
graphs can be regarded as a “low-pass” ltered graphs, which
have retained as few as possible edges/nodes for preserving
the slowly-varying or “low-frequency” signals on the original
graphs. Consequently, spectrally sparsied/reduced graphs
will be able to preserve the eigenvectors associated with low
eigenvalues more accurately than high eigenvalues.
3.5.2 Solution Error due to Spectral Sparsification. De-
note the ascending eigenvalues and the corresponding unit-
length, mutually-orthogonal eigenvectors of LG by 0 = ζ1 <
ζ2 ≤ · · · ≤ ζn , andω1, · · · ,ωn, respectively. Similarly denote
the eigenvalues and eigenvectors of LP by 0 = ζ˜1 < ζ˜2 ≤
· · · ≤ ζ˜n and ω˜1, · · · , ω˜n, respectively. It should be noted
that both ω1 and ω˜1 are the normalized all-one vector 1/√n.
en the following spectral decompositions of LG and LP
will hold:
LG =
n∑
i=1
ζiωiω
>
i , LP =
n∑
i=1
ζ˜iω˜iω˜
>
i . (23)
We assume that the k smallest eigenvalues and their eigen-
vectors of LG have been prey well preserved in LP , while
the remaining n − k higher eigenvalues and eigenvectors
are not. Consequently the following approximate spectral
decompositions of LP will hold:
LP ≈
k∑
i=1
ζiωiω
>
i +
n∑
i=k+1
ζ˜iω˜iω˜
>
i . (24)
In the following, we show that using spectrally-sparsied
graphs for solving sparse matrix problems will only result in
solution errors that can be expressed with high eigenvectors,
while the error analysis for spectrally-reduced graphs will
be quite similar and omied in this work. Consider the
following SDD matrix solution problem:
(LG + δ I)x = b⊥, (25)
where b⊥ ∈ Rn is a random right-hand-side (RHS) vector
orthogonal to the all-one vector 1, δ is a very small positive
real value added to graph Laplacian for modeling boundary
conditions, and I ∈ Rn×n is an identity matrix that can be
wrien as follows:
I =
n∑
i=1
ωiω
>
i ≈
k∑
i=1
ωiω
>
i +
n∑
i=k+1
ω˜iω˜
>
i , (26)
we can rewrite LG + δ I as follows:
LG + δ I =
n∑
i=1
(ζi + δ )ωiω>i . (27)
Consequently, x can be wrien as:
x =
n∑
i=1
ωiω
>
i b
⊥
ζi + δ
. (28)
Let x˜ denote the approximate solution obtained with LP ,
then:
x˜ ≈
n∑
i=k+1
ω˜iω˜
>
i b
⊥
ζ˜i + δ
+
k∑
i=1
ωiω
>
i b
⊥
ζi + δ
, (29)
which allows us to express the error vector e as follows:
e = x − x˜ ≈
n∑
i=k+1
(
ωiω
>
i b
⊥
ζi + δ
− ω˜iω˜
>
i b
⊥
ζ˜i + δ
)
. (30)
(30) indicates that when using the sparsied graph Lapla-
cian for solving the SDD matrix, the solution error can be
expressed as a linear combination of high eigenvectors cor-
responding to large Laplacian eigenvalues. erefore, the
error due to the sparsied graph Laplacian will be a com-
bination of high frequency signals on graphs, which thus
can be eciently ltered out using “low-pass” graph signal
lters [41].
3.5.3 Solution Refinement by Smoothing. Motivated by
recent graph signal processing research [41], we introduce a
simple yet eective procedure for improving solutions com-
puted using spectrally sparsied/reduced graphs, which will
enable to leverage ultra-sparse subgraphs in many numerical
and graph algorithms without sacricing solution quality.
To this end, weighted Jacobi or Gauss-Seidel methods can be
applied for ltering out such high-frequency error signals
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on graphs, which have been widely adopted in modern iter-
ative methods for solving large sparse matrices [39], such as
the smoothing (relaxation) function in multigrid algorithms
[32]. is work adopts a weighted Jacobi iteration scheme
for ltering eigenvectors on the graph, while the detailed
ltering algorithm has been described in Algorithm 3. e
algorithm inputs include the original Laplacian matrix LG
that has been decomposed into a diagonal matrix DG and
an adjacency matrix AG , the approximate solution vectors
obtained using sparsied Laplacian LP , as well as the weight
ϑ and iteration number Niter for signal ltering.
Algorithm 3 Solution Renement Algorithm
Input: LG = DG − AG , x˜1,…, x˜k, ϑ , Niter ;
1: For each of the approximate solution vectors x˜1,…, x˜k, do
2: for i = 1 to Niter do
3: x˜(i+1) = (1 − ϑ )x˜(i) + ϑD−1G AG x˜(i)
4: end for
5: Return the solution vectors x˜1,…, x˜k.
4 SPECTRAL REDUCTION FOR
MULTILEVEL GRAPH PARTITIONING
AND DATA VISUALIZATION
In this section, multilevel frameworks that allow us to lever-
age spectrally-reduced graphs for much faster spectral graph
partitioning as well as t-distributed Stochastic Neighbor Em-
bedding (t-SNE) of large data sets are introduced.
4.1 Multilevel Laplacian Eigensolver for
Scalable Spectral Graph Partitioning
Eigensolver
Eigenvector Mapping
Eigenvector Smoothing
No
Yes
Multilevel Eigensolver
Vector Orthogonalization
Finest Level?
Final K Eigenvectors
Spectrally Reduced Graph
Original 
Graph
Reduced 
Graph
Sparsified 
Reduced Graph
A
B
Figure 2: Multilevel Laplacian eigensolver for spectral
graph partitioning.
Algorithm 4 K-Way Spectral Graph Partitioning
Input: Laplacian matrix LG = DG − AG , number of partitions k ;
1: Let BG = I(ratio cut) or BG = DG (normalized cut);
2: Compute the rst k eigenvectors u1, · · · , uk of eigenproblem
LGui = λiBGui for i = 1, · · · ,k ;
3: Form the matrix U ∈ IRnxk with vectors u1, · · · , uk as columns;
4: Cluster the k-dimensional points dened by the rows of U with
k-means algorithm;
5: Return partition S1, · · · , Sk ;
e k-way spectral graph partitioning (clustering) algo-
rithm has been described in Algorithm 4 [40, 51], where the
Laplacian eigensolver is usually the computational bole-
neck for dealing with large graphs. To this end, we proposed
a multilevel Laplacian eigensolver for more eciently solv-
ing eigenvalue problems by leveraging spectrally-reduced
graphs. Note that only the rst few nontrivial eigenvectors
of the original graph Laplacian are needed for spectral parti-
tioning (clustering) tasks, the spectrally-reduced graphs will
thus enable us to solve the eigenvalue problem in a much
faster way without loss of solution quality.
e algorithm ow of the proposed multilevel eigensolver
is shown in Figure 2. Instead of directly computing the
rst k eigenvectors of the generalized eigenvalue problem
LGui = λiBGui, we will rst reduce the original graphG into
a much smaller graph S such that the eigenvectors of reduced
graph can be eciently calculated. Next, we will map the
eigenvectors of the reduced graph Laplacian onto a ner
level using the graph mapping operators (as shown Table 1)
determined during node aggregation procedure (Phase A).
To further improve the approximation quality of these eigen-
vectors, we apply an eigenvector renement (smoothing)
procedure similar to Algorithm 3. e eigenvector mapping
and smoothing procedures are recursively applied until the
nest-level graph is reached. In the last, all eigenvectors
for nest-level graph will be orthonormalized through the
Gram-Schmidt process.
e proposed eigenvector smoothing process is based on
the following equations for i = 1, · · · ,k :
(LυG − λϒi BυG)uυi = 0, (31)
where LυG = D
υ
G − AυG is the Laplacian on level υ aer graph
reduction, where υ = 1 represents the nest level. We use
ϒ for denoting the coarsest (boom) level, where LϒG = LS ;
BυG = I will be used for ratio cut and B
υ
G = D
υ
G for normalized
cut (see Section A in the Appendix for more details); λϒi is
the eigenvalue of following generalized eigenproblem:
LϒGu
ϒ
i = λ
ϒ
i B
ϒ
Gu
ϒ
i (32)
e detailed algorithm for multilevel Laplacian eigen-
solver is shown in Algorithm 5. e inputs of the algo-
rithm include the Laplacian matrix of each hierarchical level
LυG = D
υ
G −AυG , where υ = 1, · · · , ϒ; mapping operator Hυ−1υ
from level υ to level υ − 1 ; and the number of eigenvectors
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k . In the last, spectral partitioning or clustering can be per-
formed using the eigenvectors computed by Algorithm 5 in
the subsequent k-means clustering step.
Algorithm 5 Multilevel Laplacian Eigensolver
Input: L1G , · · · , LϒG , H12, · · · ,Hϒ−1ϒ , k ;
1: Initialize: j := ϒ, BυG := I for ratio cut or B
υ
G := D
υ
G for normal-
ized cut, where υ = 1, · · · , ϒ ;
2: Compute the rst k eigenpairs (λϒ1 , uϒ1 ), · · · , (λϒk , uϒk ) of the
eigenvalue problem LϒGu
ϒ
i = λ
ϒ
i B
ϒ
Gu
ϒ
i for i = 1, · · ·k ;
3: Form the matrix Uϒ with vectors uϒ1 , · · · , uϒk as its columns;
4: while j > 1 do
5: Map Uj from level j to level j − 1 by Uj−1 = Hj−1j Uj ;
6: for i = 1 to k do
7: y := Uj−1[: , i], which is the i-th column of Uj−1;
8: Filter vector y by performing a few weighted-Jacobi itera-
tions to (Lj−1G − λϒi B
j−1
G )y = 0 ;
9: Update Uj−1[: , i] with the smoothed vector y ;
10: end for
11: j := j − 1;
12: end while
13: Perform orthonormalization to columns of U1;
14: Return U = U1.
4.2 Multilevel t-SNE Algorithm for
Scalable Data Visualization
Spectral Graph Reduction Data Visualization
Data Points Mapping
Spectrum-Preserving 
Node Reduction
Spectral Graph 
Sparsification
݇-nearest Neighbor 
Graph of Data Points
Spectrally Reduced Graph
t-SNE
Original Data Set
Reduced Data Set
Embedded Data Set
Figure 3: Multilevel t-SNE algorithm.
Visualization of high-dimensional data is a fundamental
problem in data analysis and has been used in many ap-
plications, such as medical sciences, physics and economy.
In recent years, the t-Distributed Stochastic Neighbor Em-
bedding (t-SNE) has become the most eective visualiza-
tion tool due to its capability of performing dimensional-
ity reduction in such a way that the similar data points in
high-dimensional space are embedded onto nearby locations
in low-dimensional space of two or three dimensions with
high probability. However, t-SNE may suer from very high
computational cost for visualizing large real-world data sets
due to the superlinear algorithm computational complexity
O(N 2) [34, 50], where N is the number of data points in the
data set.
Recent research work shows that there is a clear connec-
tion between spectral graph partitioning (data clustering)
and t-SNE [31]: the low-dimensional data points embedding
obtained with t-SNE is closed related to rst few eigenvec-
tors of the corresponding graph Laplacian that encodes the
manifold of the original high-dimensional data points. is
motivates us to leverage the spectrally-reduced graphs for
computing similar t-SNE embedding results by proposing a
multilevel t-SNE algorithm, as described in Algorithm 6 and
shown in Figure 3.
e main idea of our multilevel t-SNE algorithm is to ag-
gregate the data points that are closely related to each other
on the manifold into much smaller sets, such that visualizing
the reduced data set using t-SNE will be much faster and
produce similar embedding results. To this end, we start
by constructing a nearest-neighbor (NN) graph, such as the
k-NN graph, for the original high-dimensional data points;
then a spectrally-reduced (NN) graph is computed using the
proposed spectral reduction algorithm. Note that for k-NN
graphs, the graph sparsication and scaling procedure (Phase
B) will be performed before the spectral node aggregation
step (Phase A).
Algorithm 6 Multilevel Data Visualization with t-SNE
Input: Original data set F, number of neighbors k ;
1: Generate k-nearest neighbor (k-NN) graphG based on the data
set F ;
2: Generate the spectrally-reduced graph S ;
3: Form the mapping operators such that LS = HRGLGH
G
R ;
4: Form a reduced data set FR by FR = HRGF;
5: Embed data points with t-SNE on the reduced data set FR ;
6: Return embedded data points for visualization.
5 EXPERIMENTAL RESULTS
Original Graph Spectrally Reduced Graph
Figure 4: Spectral drawings of the “fe ocean” graph
and its reduced graph (24X node reduction and 58X
edge reduction).
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Figure 5: e rst 10 normalized eigenvalues of the
“fe tooth” graph under dierent node reduction ratios.
In this section, extensive experiments have been con-
ducted to evaluate the proposed spectral graph reduction
and spectral partitioning methods with various types of
graphs from the DIMACS10 graph collection[2, 3]. Graphs
are from dierent applications, such as nite-element anal-
ysis problems (“fe tooth”, “fe rotor”) [11], numerical simu-
lation graphs (“wing nodal”), clustering graphs (“uk”) and so-
cial network graphs (“coAuthorsDBLP” and “coPapersCiterseer”)
[11], etc. All experiments have been conducted on a single
CPU core of a computing platform running 64-bit RHEW 6.0
with 2.67GHz 12-core CPU and 48GB DRAM memory.
Figure 4 shows the spectral drawings [26] of the fe ocean
graph and its reduced graph computed by the proposed spec-
tral graph reduction algorithm, where the node and edge
reduction ratio are 24X and 58X , respectively. We observe
that the spectral drawings of two graphs are highly similar
to each other, which indicates very well preserved spectral
properties (Laplacian eigenvectors) in the reduced graph.
Figure 5 shows the rst few normalized eigenvalues of the
original and reduced graph Laplacians, indicating clearly
that the smallest eigenvalues of the original Laplacian and
the reduced Laplacian match very well even for very large
reduction ratios.
Table 2 shows spectral graph reduction results on dif-
ferent kinds of graphs using the proposed method, where
Tr eduction denotes the spectral graph reduction time. Com-
pared to other test cases that correspond to sparse graphs,
the graph densities of “coPapersCiteseer ∗” and “appu∗” are
much higher and thus have been processed as dense graphs.
We want to further emphasize that directly applying the
prior algebraic-distance-based node aggregation scheme [8]
will not produce acceptable results. For example, the node ag-
gregation algorithm failed to generate the reduced graph for
“appu∗” due to very high graph density. On the other hand,
there will be no issue for dense graphs if we apply Phase
(B) for spectral graph sparsication and scaling before the
node aggregation phase.
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Figure 6: Runtime scalability of proposed spectral
graph reduction method.
Figure 6 shows the total spectral graph reduction time with
dierent problem sizes (|EG | log(|V |)) for various graphs,
where |EG | (|V |) denotes the number of edges (nodes) of the
original graphs, respectively. As observed, the total spectral
reduction runtime increases almost linearly with the problem
size, indicating highly scalable performance of the proposed
method (O (|EG | log(|V |))).
5.1 Results of Scalable Spectral Graph
Partitioning
Normalized cut improvement
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Figure 7: Normalized cut (partitioning quality) im-
provements over METIS when using spectral parti-
tioning with the original graphs and reduced graphs.
We evaluated the performance of proposed spectral graph
partitioning algorithm on varieties of graphs from the DI-
MACS10 graph collection. We choose to partition all the
graphs into 30 partitions. e built-in “eigs” and “kmeans”
MATLAB functions are used for solving the eigenvalue prob-
lem and node clustering tasks, respectively. e normalized
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Table 2: Spectral Graph Reduction Results on Sample Graphs From DIMACS10 Collection.
Test cases Original Graph (G) Spectrally Reduced Graph (S )
Index Graph Application |V | |EG | |VS |
( |V |
|VS |
)
|ES |
( |EG |
|ES |
)
Tr eduction
1 fe rotor Finite Element 1.0E5 6.6E5 1.4E3 (71X ) 3.7E3 (180X ) 1.30s
2 fe tooth Finite Element 7.8E4 4.5E5 1.3E3 (61X ) 2.8E3 (162X ) 0.94s
3 auto Numerical simulation 4.5E5 3.3E6 1.5E4 (30X ) 2.0E4 (167X ) 14.81s
4 wing nodal Numerical simulation 1.1E4 7.5E4 1.8E2 (61X ) 3.8E2 (197X ) 0.21s
5 luxembourg osm Street Network 1.1E5 1.2E5 2.6E3 (44X ) 3.2E3 (38X ) 0.86s
6 mi2010 US Census 3.3E5 7.9E5 1.3E4 (26X ) 1.6E4 (49X ) 2.94s
7 uk Clustering 4.8E3 6.8E3 1.2E2 (40X ) 1.3E2 (51X ) 0.22s
8 smallworld Clustering 1.0E5 5.0E5 8.2E3 (12X ) 2.1E4 (24X ) 32.20s
9 vsp barth5 1Kse Star Mixtures 3.2E4 1.0E5 5.6E2 (57X ) 8.3E2 (122X ) 0.46s
10 vsp befref fxm Star Mixtures 1.4E4 9.8E4 2.8E2 (49X ) 8.1E3 (12X ) 0.24s
11 vsp bump2 e18 Star Mixtures 5.6E4 3.0E5 3.9E3 (14X ) 1.3E5 (2.3X ) 0.91s
12 vsp p0291 seymourl Star Mixtures 1.0E4 5.4E4 2.0E3 (5X ) 5.1E3 (11X ) 0.67s
13 vsp model1 crew1 Star Mixtures 4.5E4 1.9E5 2.1E3 (21X ) 4.6E3 (41X ) 0.70s
14 vsp vibrobox scagr7 Star Mixtures 7.7E4 4.4E5 3.3E3 (23X ) 9.4E3 (47X ) 2.65s
15 vsp bcsstk30 500sep Star Mixtures 5.8E4 2.0E6 1.7E3 (34X ) 3.1E3 (654X ) 2.26s
16 coAuthorsDBLP Citations 3.0E5 9.8E5 2.7E4 (11X ) 3.8E4 (26X ) 30.71s
17 coAuthorsCiteseer Citations 2.2E5 8.1E5 2.0E4 (11X ) 2.5E4 (33X ) 8.20s
18 citationCiteseer Citations 2.6E5 1.1E6 2.0E4 (13X ) 4.1E4 (27X ) 32.32s
19 coPapersDBLP Citations 5.4E5 1.5E7 4.1E4 (13X ) 7.3E4 (210X ) 52.83s
20 coPapersCiteseer ∗ Citations 4.3E5 1.6E7 1.3E4 (32X ) 1.7E4 (950X ) 16.41s
21 appu∗ Random Graph 1.4E4 9.2E5 2.8E3 (5X ) 6.7E5 (1.4X ) 25.53s
Table 3: Results of Graph Partitioning.
Test cases Original Graph (G) Spectrally Reduced Graph (S ) METIS
Index Graph θ Teiдs T θ Teiдs Tsmooth T θ Tmetis
1 fe rotor 1.51 20.2s 22.8s 1.50 0.2s 2.9s 5.4s 1.53 1.9s
2 fe tooth 1.77 14.6s 16.6s 1.68 0.2s 1.8s 4.0s 1.81 1.5s
3 auto 1.10 479.7s 495.8s 1.08 0.6s 12.3s 29.0s 1.16 3.4s
4 wing nodal 4.88 2.3s 3.3s 4.71 0.1s 0.4s 1.5s 4.85 1.3s
5 luxembourg osm 0.07 3.5s 6.3s 0.07 0.2s 0.9s 3.8s 0.07 4.8s
6 mi2010 0.43 14.5s 21.6s 0.41 0.4s 3.7s 10.2s 0.49 2.6s
7 uk 1.03 0.2s 0.6s 1.05 0.1s 0.1s 0.6s 1.29 1.1s
8 smallworld 7.02 16, 137.9s 16, 144.5s 7.05 9.2s 2.8s 14.1s 7.50 3.1s
9 vsp barth5 1Kse 3.12 14.4s 16.6s 2.72 0.2s 0.5s 2.7s 3.50 1.2s
10 vsp befref fxm 13.59 3.4s 4.7s 12.83 0.1s 0.4s 1.8s 20.01 1.8s
11 vsp bump2 e18 14.60 123.0s 124.7s 13.55 1.7s 1.4s 5.4s 16.64 3.3s
12 vsp p0291 seymourl 8.09 2.2s 2.9s 7.88 0.4s 0.2s 1.3s 16.13 1.8s
13 vsp model1 crew1 11.38 11.5s 13.9s 10.48 0.7s 0.8s 4.9s 16.94 2.4s
14 vsp vibrobox scagr7 6.92 73.8s 75.8s 6.85 0.6s 2.3s 4.8s 11.75 2.7s
15 vsp bcsstk30 500sep † † † 2.09 0.2s 24.0s 25.7s 25.04 8.3s
16 coAuthorsDBLP 0.92 245.3s 250.8s 0.49 15.7s 4.2s 26.5s 4.75 4.8s
17 coAuthorsCiteseer 0.67 77.0s 81.3s 0.41 5.4s 3.2s 13.3s 3.02 3.2s
18 citationCiteseer 0.48 2, 005.2s 2, 027.7s 0.52 12.9s 4.9s 24.8s 5.16 5.2s
19 coPapersDBLP NA NA NA 0.14 17.4s 43.1s 61.6s 4.01 7.8s
20 coPapersCiteseer* NA NA NA 0.06 0.87s 44.0s 51.6s 2.33 5.8s
21 appu* 22.47 178.9s 179.9s 23.80 7.3s 3.4s 11.7s 27.54 3.5s
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Figure 9: Proling of time spent in spectral partition-
ing on “auto” graph [11].
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der dierent reduction ratio for the “coPapersCite-
seer” graph [11].
cut is used to measure the quality of partitions. Even though
the ratio cut and normalized cut are similar, they are trying
to solve slightly dierent optimization problems and one
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Figure 11: Runtime for multi-way spectral partition-
ing under dierent reduction ratio for the “coPaper-
sCiteseer” graph [11].
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Figure 12: Runtime for graph partitioning with dier-
ent partitions for the “coAuthorsCiteseer” graph [11].
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Figure 13: Normalized cut for graph partitioning with
dierent partitions for the “coAuthorsCiteseer” graph
[11].
might be preferable over the other depending on the ap-
plication. ree partitioning algorithms have been tested,
including spectral partitioning with original graphs (no re-
duction), spectral partitioning with graph reduction and the
state-of-the-art graph partitioning tool METIS [21]. We use
METIS version 5.1.0 and the default parameters in our exper-
iments. e performance of partitioning is evaluated based
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on the normalized cut and total execution time. Detailed re-
sults have been shown in Table 3, where θ is the normalized
cut, Teiдs is the execution time for solving the eigenvalue
problem, Tsmooth denotes eigenvector renement (smooth-
ing) time, T denotes the total runtime for spectral graph
partitioning, Tmetis is the total time for graph partitioning
using METIS, † represents the failure of solving eigenvalue
problems due to the singularity of the Laplacian matrix, and
“NA” denotes the failure of solving eigenvalue problems due
to the limited memory resources. From the table we can
observe that the overall quality of generated partitions by
spectral partitioning is beer than the partitioning quality
generated by METIS, even though METIS is usually much
faster than spectral partitioning. To beer compare the per-
formance of the three algorithms, we plot the partitioning
quality improvements (ratios of normalized cut) over METIS
when using spectral partitioning with the original graph and
the reduced graph in Figure 7. Meanwhile, the total execu-
tion times required by three graph partitioning algorithms
have also been shown in Figure 8. Based on these results,
the following observations can be made:
(1) For sparse graphs with relatively low node degrees, the
partition qualities obtained using spectral partitioning and
METIS algorithms are comparable;
(2) e spectral partitioning methods can obtain signi-
cantly beer partitioning results for scale-free graphs, such
as the social-network-like graphs that have highly varying
node degrees. For example, spectral partitioning algorithm
can achieve 39X higher partitioning quality than METIS on
the “coPapersCiteseer” graph when considering the normal-
ized cut metric.
Since METIS is a multilevel graph partitioning algorithm
that relies on local graph information for constructing the
hierarchical levels, coarse level graphs can well preserve the
structure of original graph for regular low degree graphs, but
not for social-network-like graphs with highly irregular node
degrees [35]. On the other hand, the proposed multilevel
spectral partitioning scheme will preserve the key spectral
properties on spectrally-reduced graphs, making it more
reliable for partitioning general graphs.
Compared to the spectral partitioning method with origi-
nal graphs, the runtime of spectral partitioning using reduced
graph is generally much less, especially for large graphs. For
example, we achieve over 1100X runtime speedup on the
“smallworld” graph. For larger graphs, such as the “coPa-
persDBLP” and “coPapersCiteseer” graphs, spectral parti-
tioning without reduction will fail due to the extremely high
computation (memory) cost for running MATLAB’s built-in
eigensolver.
Figure 9 shows the proling of time required in spectral
partitioning of the “auto” graph. It indicates that most of the
runtime is due to the eigensolver if the original graph is used,
while the k-means and smoothing time will be dominant
when using the spectrally-reduced graph. However, the
smoothing procedure is inherently highly parallel making
it possible to further improve the eciency of the proposed
spectral partitioning and to develop high-quality parallel
spectral partitioning algorithms.
We also evaluated the performance of the proposed spec-
tral partitioning method using dierent reduction ratios, as
shown in Figure 10 and Figure 11. We observe that higher
graph reduction ratios immediately result in lower cost for
graph reduction as well as spectral partitioning, while still
maintaining high partitioning quality. is indicates very
promising performance in eciency and reliability achieved
by the proposed algorithm.
Finally, we evaluate the performance of three partition-
ing algorithms using dierent numbers of partitions. As
shown in Figure 12 and Figure 13, the reduced graph has
11× fewer nodes and 26× fewer edges compare to the orig-
inal graph. With the increasing number of partitions, we
observed that the spectral partitioning method using the
spectrally-reduced graph is slightly slower than METIS but
consistently produces higher partitioning qualities.
5.2 Results of Scalable Data Visualization
We rst demonstrate the connection between the t-SNE em-
bedding solution and the rst few unnormalized Laplacian
eigenvectors of the k-NN graph formed using the original
data set. To quantitatively estimate their correlations, we
increase the number of Laplacian eigenvectors for represent-
ing the embedding vectors x ∈ Rn and y ∈ Rn that store the
locations of n data points in 2D space obtained by running
t-SNE, and compute the correlation factors pxtsne =
| |UU>x | |2
| |x | |2
and pytsne =
| |UU>y | |2
| |y | |2 , where U ∈ Rn×r is the matrix with the
rst r Laplacian eigenvectors (of the original k-NN graph)
as its column vectors. If pxtsne or p
y
tsne is close to 1, it indi-
cates a strong correlation (signicant overlap) between the
eigenspace formed by the rst few Laplacian eigenvectors
and the t-SNE embedding vectors. Figure 14 shows strong
correlations between the low-dimensional embedding vec-
tors generated by t-SNE and the rst few (e.g. r = 20) eigen-
vectors of the Laplacian matrices corresponding to the k-NN
graphs constructed using the USPS and MNIST data sets 2. It
is also interesting to observe that the t-SNE embedding vec-
tors are more closely related to the 10-th eigenvector, since
the inclusion of such an eigenvector leads to signicantly
improved correlation factors pxtsne and p
y
tsne . is is actu-
ally very reasonable considering the ground-truth number
of clusters for the USPS and MNIST data sets is 10.
We also demonstrate the t-SNE visualization results ob-
tained by leveraging spectrally-reduced NN graphs in Figures
15 and 16. Our results show very clear cluster boundaries af-
ter spectral graph reduction, which retain the ones obtained
2USPS includes 9, 298 images of USPS hand wrien digits with
256 aributes; MNIST is a data set from Yann LeCun’s website
hp://yann.lecun.com/exdb/mnist/, which includes 70, 000 images of hand
wrien digits with each of them represented by 784 aributes.
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vectors computed by t-SNE and the subspace formed
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from the original data sets, indicating very high-quality em-
bedding results as well as signicantly improved runtime
performance.
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Figure 15: t-SNE visualization with original USPS data
set and the reduced data set.
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Figure 16: t-SNE visualization with original MNIST
data set and data sets under dierent reduction ratios.
6 CONCLUSION
We propose a scalable algorithmic framework for spectral
reduction of large undirected graphs. e proposed method
allows computing much smaller graphs while preserving the
key spectrum of the original graph. To achieve truly scalable
performance (nearly-linear complexity) for spectral graph
reduction, we leverage recent similarity-aware spectral spar-
sication method, graph-theoretic algebraic multigrid (AMG)
Laplacian solver and a novel constrained stochastic gradient
descent (SGD) optimization approach in our spectral graph
reduction algorithm.
We show that the resulting spectrally-reduced graphs can
robustly preserve the rst few nontrivial eigenvalues and
eigenvectors of the original graph Laplacian. In addition,
the spectral graph reduction method has been leveraged to
develop much faster algorithms for multilevel spectral graph
partitioning as well as t-distributed Stochastic Neighbor Em-
bedding (t-SNE) of large data sets. We conducted extensive
experiments using a variety of large graphs and data sets,
and obtained very promising results. For instance, we are
able to reduce the “coPapersCiteseer” graph with 0.43 million
nodes and 16 million edges to a much smaller graph with
only 13K (32X fewer) nodes and 17K (950X fewer) edges in
about 16 seconds; the spectrally-reduced graphs also allow
us to achieve up to 1100X speedup for spectral graph par-
titioning and up to 60X speedup for t-SNE visualization of
large data sets.
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A SPECTRAL GRAPH PARTITIONING
Graph partitioning is one of the fundamental algorithmic
operations, which can be applied to many elds [7], such as
parallel processing, community detection in social networks
[36], biological networks analysis [37], VLSI computer-aided
design [21], etc. e goal of graph partitioning is to partition
the vertices or edges of a graph into a number of disjoint
sets without introducing too many connections between
the sets. A variety of graph partitioning algorithms has
been proposed, from local heuristics like Kernighan-Lin [23]
to global methods such as spectral partitioning [7, 18] and
multilevel partitioning [22]. Spectral partitioning, which was
rst noted in [13, 14, 17, 18], has become one of the most
important methods for graph partitioning.
Consider a weighted graph G = (V ,EG ,wG ) with vertex
(node) setV = {v1, · · · ,vn} denoting n vertices in the graph,
edge set EG representing weighted edges in the graph andwG
denoting a weight function that assigns positive weight to all
edges, that iswG (p,q) > 0 if there is an edge connecting node
vp and nodevq , which can also be represented by (p,q) ∈ EG .
Given a subset of vertices S ⊂ V and its complement set
S¯ = V \S , the boundary between set S and set S¯ is dened as
a set of edges B(S, S¯) ⊂ EG such that one node of each edge
is in set S and the other node is in set S¯ :
B(S) = {(p,q) : p ∈ S ∧ q ∈ S¯}. (33)
e cut between S and S¯ can be dened as follows:
C(S, S¯) =
∑
(p,q)∈B(S )
wG (p,q) = vol(B(S)). (34)
e simplest idea of graph partitioning is to nd a partition
of the graph so that dierent partition sets are weakly con-
nected (meaning the edges between dierent sets have low
weights) while the interior of each set is strongly connected.
e aim of graph partitioning is to nd the set S such that
C(S, S¯) can be minimized. However, in practice the solution
of this min-cut problem is usually unacceptable due to the
highly unbalanced partitioning results. For example, the
resulted set S may only have one individual vertex while S¯
includes rest of the graph. erefore, we also want the par-
titions to be reasonably balanced. To realize the minimum
balanced cut of graph partitioning, two objective functions
have been introduced: ratio cut ρ(S) [52] and normalized cut
θ (S) [40], which have been dened as follows:
ρ(S) = min
S
|V |C(S, S¯)
|S | |S¯ | = minS
(
C(S, S¯)
|S | +
C(S, S¯)
|S¯ |
)
(35)
θ (S) = min
S
vol(V )C(S, S¯)
vol(S)vol(S¯) = minS
(
C(S, S¯)
vol(S) +
C(S, S¯)
vol(S¯)
)
(36)
where
|S | := the number of vertices in set S (37)
vol(S) =
∑
p∈S∧(p,q)∈EG
wG (p,q). (38)
Note that number of vertices (sum of edge weights) is used
to measure the size of set S for ratio cut ρ(S) (normalized
cut θ (S)). In other words, the ratio cut ρ(S) metric aims
to balance the number of vertices for each set, while the
normalized cut θ (S) metric aims to balance number of edges
in each set. e ratio cut in (35) and normalized cut in (36) can
be generalized as follows for k-way partitioning problems
[35, 51]:
ρ(S1, · · · , Sk ) = min
S1, · · · ,Sk
k∑
i=1
C(Si , S¯i )
|Si | (39)
θ (S1, · · · , Sk ) = min
S1, · · · ,Sk
k∑
i=1
C(Si , S¯i )
vol(Si ) , (40)
while the edge cut of k partitions becomes
C(S1, · · · , Sk ) =
k∑
i=1
C(Si , S¯i ). (41)
Since the optimization problems of (39) and (40) are NP-
hard, spectral partitioning methods have been proposed for
solving the relaxed optimization problems. It can be shown
that the solution of the relaxed optimization problem (39)
is the matrix of U with rst k eigenvectors of the graph
Laplacian as its columns vectors, whereas the solution to the
relaxed optimization problem (40) is the matrix of U with
the rst k eigenvectors of the normalized graph Laplacian
[40]. Detailed proof can be found in Section A.1 and Section
A.2.
Since we want to partition V into k sets based on the
indicator matrix U ∈ IRnxk, one straightforward way is to
treat each row of the matrix U as a point in a k dimensional
space and use clustering algorithms, like k-means [1] to
identify the k partitions.
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A.1 Ratio cut and normalized cut for 2-way
partitioning
Given the graph G(V ,EG ,wG ), the graph Laplacian LG is
dened as follows:
LG (i, j) =

−wG (i, j) if (i, j) ∈ EG∑
(i,t )∈EG
wG (i, t) if (i = j)
0 if otherwise .
(42)
LG can also be represented as
LG = DG − AG, (43)
where AG is the adjacency matrix of the graph and DG is the
diagonal matrix with each i-th diagonal element being the
sum of all elements in that row of AG . To relate the ratio cut
objective function with the unnormalized graph Laplacian,
we rst dene the vector z = (z1, z2, · · · , zn)T ∈ IRn with
entries noted as follows [35, 51]:
zi =
{√
(|S¯ |/|S |) if vi ∈ S
−
√
(|S |/|S¯ |) if vi ∈ S¯
(44)
en we have
zTLGz =
1
2
n∑
p,q=1
wG (p,q)(zp − zq)2
= C(S, S¯)
( |S | + |S¯ |
|S | +
|S | + |S¯ |
|S¯ |
)
= |V | · |V |C(S, S¯)|S | |S¯ | = |V |ρ(S)
Given the all-one vector 1, the following can be observed:
zT 1 =
n∑
i=1
zi =
∑
i ∈S
√
|S¯ |
|S | −
∑
i ∈S¯
√
|S |
|S¯ | = 0, (45)
zTz =
n∑
i=1
z2i =
∑
i ∈S
|S¯ |
|S | +
∑
i ∈S¯
|S |
|S¯ | = n = |V |, (46)
which will lead to:
ρ(S) = z
TLGz
zTz
. (47)
Since the values of zi are restricted to the two particular
values, this optimization problem is NP hard. Spectral parti-
tioning relaxes the constrains and allows z to take any real
values.
According to the Courant-Fischer theorem [20], the
solution to the relaxed optimization problem is the eigenvec-
tor of LG associated with the smallest non-zero eigenvalue.
Once the solution vector z is computed, a partition can be
obtained by converting the real-valued vector z to a discrete
vector containing only 0 and 1 as the indicators for parti-
tioning purpose. For example, one simple way is to use the
sign of the vector z to partition the graph so that vi ∈ S if
zi > 0, otherwise vi ∈ S¯ . Similar analysis can be performed
for normalized cut by seing the vector z to be:
zi =
{√
(vol(S¯)/vol(S)) if vi ∈ S
−
√
(vol(S)/vol(S¯)) if vi ∈ S¯
(48)
which leads to:
zTLGz = vol(V )θ (S) (49)
(DGz)T1 = 0 (50)
zTDGz = vol(V ) (51)
By relaxing the vector z to take arbitrary real values, we
can show that the solution to this relaxed optimization prob-
lem is the eigenvector associated to the second smallest eigen-
value to the generalized eigenvalue problem of
LGu = λDGu. (52)
A.2 Ratio cut and normalized cut for
k-way partitioning
It is similar to previous analysis when relaxing the ratio cut
and normalized cut minimizations to the general k partitions.
Given a partition of V into k sets, we dene k indicator
vectors mj = (m1, j , · · · ,mn, j )T with j = 1, · · · ,k such that
mi, j =
{
1/√|S j | if vi ∈ S j
0 otherwise (53)
where i = 1, · · · ,n; j = 1, · · · ,k .
Indicator matrix U can be dened with thek vectors so that
U = [m1, · · · ,mk]. Note that columns in U are orthogonal
to each other, that is UTU = I. We also note that
mTj LGmj = (UTLGU)j j =
C(S j , S¯ j )
|S j | (54)
By substituting (54) to (39) we can get
ρ(S1, · · · , Sk ) =
k∑
j=1
mTj LGmj =
k∑
j=1
(UTLGU)j j = Tr (UTLGU)
(55)
where Tr (·) is the trace of a matrix. By relaxing the en-
tries of indicator matrix U to be arbitrary real values, the
optimization problem in (39) becomes
ρ(S) = min
U∈IRnxk
Tr (UTLGU) subject to: UTU = I.
According to the Courant-Fischer theorem, the solution
to this optimization problem is the matrix of U with rst k
eigenvectors of LG as its columns.
Similarly, we can choose the entries of indicator matrix U
as follows:
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mi, j =
{
1/√vol(S j ) if vi ∈ S j
0 otherwise . (56)
We observe that UTDGU = I, and mTj LGmj = C(S j , S¯ j )/vol(S j ).
By relaxing U to take arbitrary real values, we can reformu-
late the optimization problem in (40) as
θ (S) = min
U∈IRnxk
Tr (UTLGU) subject to: UTDGU = I.
According to the Courant-Fischer theorem, the solution
to this optimization problem is the matrix of U with rst k
generalized eigenvectors of LGu = λDGu as its columns [40].
B T-DISTRIBUTED STOCHASTIC
NEIGHBOR EMBEDDING
t-Distributed Stochastic Neighbor Embedding (t-SNE) [34,
50] is a nonlinear dimensionality reduction method which
is well suited for visualization of data. e goal of t-SNE is
to learn a mapping from the high-dimensional space to a
low-dimensional space with desired number of dimension-
ality in such a way that similar data points are mapped to
nearby locations and dissimilar data points are mapped to
distant locations. To this end, t-SNE converts the euclidean
distances between data points in high-dimensional space
into conditional probability as follows:
Pj |i =
exp(− ‖xi−x j ‖22σi 2 )∑
k,i exp(− ‖xi−xk ‖
2
2σi 2 )
, Pi |i = 0, (57)
where σi denotes the variance of the Gaussian distribution
that is centered at xi . e joint probability is dened by
symmetrizing a pair of conditional probabilities as follows:
Pi j =
Pj |i + Pi |j
2N , (58)
t-SNE uses this joint probability to measure the similarity
between two data points xi and x j in high-dimensional space.
Denoting the corresponding points in low-dimensional space
byyi andyj , respectively, then the similarity between them is
measured by the following joint probability using the Cauchy
kernel:
qi j =
(1 + ‖yi − yj ‖2)−1∑
k,l (1 + ‖yk − yl ‖2)−1
, qii = 0. (59)
t-SNE uses Kullback-Leibler (KL) divergence to measure the
faithfulness of the embedding. e cost function is dened
as the sum of KL divergence over all pairs of data points in
the data set:
C = KL(P ‖ Q) =
∑
i,j
pi j log
pi j
qi j
. (60)
e embedding points in low-dimensional space {y1, ...,yN
} are determined by minimizing the KL cost function. Typi-
cally, starting with a random initialization, the cost function
is minimized using gradient descent method with the follow-
ing gradient:
∂C
∂yi
= 4
∑
i,j
(pi j − qi j )qi jZ (yi − yj ), (61)
where the constant normalization term Z is given by:
Z =
∑
k,l
(1 + ‖yk − yl ‖2)−1. (62)
It should be noted that as the size of data set grows, the
convergence rate will usually slow down [34, 50]. Comput-
ing gradients is very time-consuming, since it is an N-body
problem that has a complexity of O(N 2). By spliing the
gradient into two parts, we have:
∂C
∂yi
= 4
∑
i,j
pi jqi jZ (yi − yj ) − 4 ∑
i,j
q2i jZ (yi − yj )
= 4Fattr,i − 4Fr ep,i ,
(63)
where Fattr,i denotes the sum of aractive force acting on
data point i and the Fr ep,i denotes the sum of repulsive force
acting on data point i . Both forces are due to the rest of the
data points. e position of each data point aer embedding
is determined by the net force acting on it.
In recent years, due to the prevalence of high-dimensional
data, the t-SNE algorithm has become the most eective
visualization tool due to its capability of performing dimen-
sionality reduction in such a way that the similar data points
in high-dimensional space are embedded to nearby locations
in low-dimensional space of two or three dimensions with
high probability. However, t-SNE is limited in its applicability
to large real-world data sets due to the high computational
complexity. In practice, the standard t-SNE can not even
been applicable to data sets with more than 10, 000 data
points [34]. us, there is a pressing need to develop accel-
eration techniques for t-SNE algorithm that can be adapted
for visualizing large-scale data sets. In the past decade, sub-
stantial eort has been made to reduce the computational
cost of t-SNE. For example, tree-based algorithms have been
proposed to accelerate the computation of the gradient in
t-SNE [50], which however has no theoretical guarantee of
the solution quality.
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