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simulator versions intermediate between s 0 and s 1 for which a subset of the switches is on.
If turning on switches makes the simulator much more computationally intensive, there may be particular value in seeking to build an emulator of s 1 using more data from s 0 , or from intermediate versions, than from s 1 . Alternatively, for example if the effect of an added process is unknown or poorly understood, there may be particular interest in understanding the difference between simulator output from s 0 and s 1 when the input variables to s 0 are set to the same values in s 1 .
Section 3 presents hierarchical emulation, a method for emulating nested simulators, with particular emphasis on situations involving continuous switches. The relationship between s 0 and s 1 , and any intermediate simulators, is captured in the emulation structure. The framework of hierarchical emulation presents issues for the choice of prior distribution and for the design of training data, and these are discussed in sections 3.2.1 and 3.2.2.
Any task that a hierarchical emulator can perform can also be done by a "standard" emulator. In section 4 we discuss how to compare the performance of hierarchical and standard emulators. In sections 5-7 we demonstrate hierarchical emulation using HadOCC, an ocean carbon cycle simulator, and compare the performance of hierarchical and standard emulators. Section 7 shows a substantial improvement over standard methods when only a small proportion of the data comes from the more complex version of the simulator. Overall, we find that the hierarchical emulators predict the simulator's behavior more accurately than a standard emulator.
An alternative hierarchical structure is provided in [6] but is restricted to situations where all switches, also known as branching factors, are binary. In [6] , simulators need not be nested, and the two values of a switch can add different sets of input variables to the set of input variables common to the two simulator versions. No comparison is made in [6] of the performance of different approaches to emulation.
Emulation. An emulator is a statistical representation of beliefs about a simulator.
Instead of giving precise output values for a set x of input points (as the simulator does), an emulator returns a joint probability distribution, or some other measure of uncertainty, for s(x) (the simulator output) conditional on some known simulator data. This gives an approximation of the simulator's output, and a measure of confidence in that approximation.
Usually an emulator is much faster to run than the simulator. Consequently, the number of input points at which approximate output values can be obtained using the emulator is higher than the number for which it would be feasible to obtain true values from the simulator. If the emulator's approximation is good enough, then it may be used for subsequent analyses.
Begin by representing the simulator, which is assumed here to be scalar-valued, as
where ξ j (x) are q specified regression basis functions intended to account for a substantial part of the variation in simulator output, β is a vector of uncertain coefficients, and (x) is a correlated error term modeled by a stationary Gaussian process with specified autocorrelation structure and uncertain variance σ 2 . We use the Gaussian correlation function, but the hierarchical emulation method would work with other choices. The strength of the correlation of (x) is controlled by some parameters commonly known as "correlation lengths" which determine how rough or smooth the function is. For a collection of input points x this becomes a linear model s(x) = Xβ + (x). Here, s(x) is the vector of simulator output values, X is the model matrix built from the regression basis functions, and (x) is the vector of values of (.). Bayesian emulator construction requires training data, a collection of n input values x = [x 1 , . . . , x n ] and a vector of corresponding output values s(x) = (s(x 1 ), . . . , s(x n )) obtained from the simulator. It also requires a prior distribution for β and σ 2 . The commonly used normal inverse-gamma prior is conjugate. In the absence of expert judgments with which to choose a prior distribution, we use its weak form p(β, σ 2 ) ∝ 1/σ 2 .
The aim is to model the simulator's behavior at any collectionx = [x 1 , . . . ,x m ] of input points, using the training data. This is equivalent to finding the posterior predictive distribution s(x) | s(x). Using the conjugate prior and treating correlation parameters for as fixed, s(x) | s(x) is available analytically and is a location-scale multivariate t-distribution with n−q degrees of freedom. This distribution represents both uncertainty about the smooth error term at unobserved values of x and uncertainty about the regression coefficients. The procedure can be extended to emulate multivariate output, and the posterior predictive distribution is derived in [2] for the case of a stationary and separable covariance structure. For the fixed correlation parameters, we use their marginal maximum a posteriori estimates based on a uniform prior, which is equivalent to maximizing the marginal likelihood. The uncertainty lost by using these estimates could be restored, if merited in a particular application, by carrying out some form of Markov chain Monte Carlo (MCMC) sampling for the correlation length parameters. Dropping the explicit dependence onx (and the training inputs x), we will writeŝ for the emulator's expected value for simulator output E s(x) | s(x) , andV for the emulator's predictive covariance matrix. Derivation of these quantities is shown in [9] .
Often s(x) will be some function of the simulator's raw output, as the latter can be highdimensional both in time and space. We may choose an average or a collection of time points. It may also be that the emulator will perform better using some transformation of these quantities. To find such a transformation we can use methods such as the Box-Cox model selection procedure.
For example, some emulation choices have been made in this description of emulation. A different correlation function family would easily be accommodated. Others, for example, the authors of [6] , might dispense with regression functions and compensate by increasing the complexity of the stationary autocorrelation model for . This could be accommodated in the procedure described above but at the price of increasing the number of parameters for which posterior uncertainty is neglected. On the other hand, the choice to be Bayesian is fairly fundamental for three reasons: (i) there is no repeatable random experiment being modeled here, and so probability is being used to quantify uncertainty rather than variability; (ii) it accounts for uncertainty about β and σ; (iii) the need in section 3.3 to combine uncertain predictions from multiple emulators requires that emulator predictions and uncertainties be expressed using multivariate probability distributions. Avoiding MCMC by fixing correlation parameters means that the emulation procedure is easy to implement and does not involve a heavy computational burden. As a consequence, the emulator can be used for a wider range of tasks, for example in design calculations for choosing input points at which to run a computationally expensive simulator.
Validating an emulator.
For an input point x whose output we do not know, the emulator's approximation should be plausible in view of our beliefs and the data we have, and the probability distribution should reflect our uncertainty about what the simulator may do at this point. Verifying this requires some care, and here we describe some validation techniques for univariate emulators. More detail is given in [1] .
If we observe the actual simulator outputs = s(x), a measure for comparing the predictions with the true values is the root mean squared error
which should be as small as possible and is a measure of the accuracy of the emulator's prediction.
To include the effects of variance, one can find the individual standardized prediction errors,
These are not independent but, for input points which are well spaced relative to the correlation lengths being used, should approximately follow a normal distribution, and, bearing in mind that σ will not be known precisely from the training data, the standard deviation should be close to 1 provided that n − q is large. There should be no observable trends with respect to x. Emulating the SPE itself as a function of x using a more complex regression surface than that of the emulator of the output can expose problems or show whether the regression surface in the output's emulator is appropriate. In order to account for the covariances between emulator predictions, which the individual prediction errors do not incorporate, the authors of [1] suggest looking at the Mahalanobis distance,
The posterior predictive distribution of MD(ŝ) is a scaled F -distribution with m and n − q degrees of freedom,
Any set of new inputsx will give one Mahalanobis distance, and the outcomes for different sets will be predictively correlated unless they are well separated. Consequently, fit to this distribution cannot easily be checked, but the value for each set can be compared to the distribution to give some diagnostic for how well the emulator fits the simulator. More detail on emulator validation is given in [1] .
the more complex version of the simulator is s 1 (x, v, w) and has the property that s 1 (x, v * , w) = s 0 (x) when the variables v that control the switch are at the null value v * . These two situations and those involving more switches are covered by the following general framework: there is a simulator s 0 (x) which can be extended to s 1 (x, v, w) and where s 1 reproduces s 0 if the parameters v are set to a particular null value v * . Thus,
for all valid values of x and w. The variables w belong only to the extended simulator s 1 (·) and do not affect the matching of s 1 with s 0 at v = v * . From here on, v are described as hierarchical variables and w as extra variables. This structure is considered, albeit with a different application in mind, in [5] (see especially sections 4.3 and 6.2). They form a relationship between two simulators, one which actually exists, and the other, a "reified" idealization, which is a hypothetical step in making the simulator a better representation of the real system. Below, that structure is used to develop a method to jointly emulate two simulators.
In the standard emulation framework, as described in section 2, the two versions would essentially be emulated as two different functions, making it difficult to compare their behavior closely, and also losing the relationship between the functions at v = v * . We now introduce hierarchical emulation, which enables emulation of s 1 in a way that incorporates the information in (3.1) and the structure of multiple switches. In section 5 we give an example using HadOCC, an ocean carbon cycle model containing switch variables. 
where the last sum is over all possible nonempty subsets [ 
is the corresponding collection of hierarchical variables; g [i] (.) is the corresponding transformation function; and the corresponding hierarchical basis function ψ [i] (.) is a function of x, v [i] , and the extra variables w. Equation (3.2) allows for all possible interactions involving the hierarchical and extra variables. In what follows, we extend the notation for subsets of hierarchical variables to include the case where [i] is empty by taking ψ(x, w) = s 0 (x), and g() ≡ 1, so that (3.2) can be rewritten as
where the sum is now over all subsets [i] of {1, . . . , k}.
We require for each subset [i] that
The consequence is that, once the transformation functions are specified, the hierarchical basis functions ψ [i] (.) are uniquely defined in terms of s 1 (.). When all switches are off, 
2) and is therefore effectively irrelevant.
When switches 1 and 2 are on and others are off, we have 
, although other choices could be made if needed for a particular application. In order to be able to emulate the hierarchical basis functions, they must be continuous and finite, and so the transformation function for a continuous switch should at least be continuous.
For each hierarchical basis function, it is possible that some of the extra variables will be inactive in the sense that changing those inputs does not change the output of the function. This might be the case if, for example, two switches, or groups of switches, switch on different additional processes in the full simulator. This should not cause difficulties when constructing emulators provided that we know which extra variables are inactive for each hierarchical basis function. For consistency, we would also expect that when an extra variable is active in ψ [i] it is also active in
Building a hierarchical emulator.
Having decomposed s 1 (x, v, w) using (3.3), a hierarchical emulator can be built using a collection of standard emulators constructed as in section 2. The hierarchical emulation strategy is to emulate s 1 (x, v, w) by emulating each of the hierarchical basis functions (3.6) where the regression basis functions and parameters for [i] can be different in each emulator.
Suppose that some observations ψ [i] of the corresponding hierarchical basis function at known inputs are available for each [i] . Then each hierarchical basis function emulator can be built separately using the framework in section 2, so that for m new input points (x,ṽ,w) the posterior distribution
can readily be found for each [i] . However, some issues need to be addressed: (i) why, and under what conditions, is it legitimate to separate into multiple emulators in this way; and (ii) how are we to combine the separate emulators to find the posterior distribution of s 1 (x,ṽ,w) given the combined data?
It would clearly seem incorrect to do the Bayesian updating separately for each emulator if there was prior dependence between the emulators. If, for a particular application, prior knowledge was available which linked, for example, values of s 0 and ψ 1 , that should be taken into account. However, such prior knowledge is likely to be rare, and so we consider situations where the uncertain components (β [i] , σ [i] , [i] ) for the emulator of ψ [i] are independent a priori of the components for each of the other hierarchical basis function emulators. This makes all the hierarchical basis functions ψ [i] (x, v [i] , w) independent a priori for any set of inputs. A consequence is that the prior variance of s 1 (x, v, w) increases as v moves away from v * . Whether or not this is undesirable is not obvious. It is evident in the examples in later sections, but does not appear problematic.
However, even with a priori independence, were we simply to observe s 1 (x, v, w) at a single point where each switch was on, it is clear from (3.3) that this would induce a posteriori dependence between all the emulators. On the other hand, if it were possible to make direct observations of hierarchical basis functions and those were the only data, the emulators would remain independent a posteriori if they were independent a priori. We shall see that certain designs for obtaining training data from s 1 are equivalent to making only direct observations of hierarchical basis functions.
We do not claim that the only way to avoid posterior dependence is prior independence combined with the training data design proposed below, but we believe that there is little, if any, useful possibility of doing so in another way. Some further discussion, based on the separability ideas in the supplementary material of [7] , may be found in [10] . Maintaining dependence a posteriori is not fundamentally necessary but is advantageous: if observations are made which lead to two of the emulators ceasing to be independent, the prior is no longer conjugate and the joint posterior predictive distribution will involve two uncertain scale parameters and will no longer be a multivariate t-distribution. As a result, MCMC would be needed in order to address uncertainty about the σ parameters for the two emulators.
Design for training data.
For training data, s 1 (x, v, w) must be observed at specified points. In principle, s 0 (x) can also be observed, but this is equivalent to observing s 1 (x, v * , w) for any w, and so the design question is simply about where to evaluate s 1 . Two problems are intertwined here: (1) [i] at specified inputs. Updating beliefs about s 1 based on the TD is equivalent to updating beliefs about each ψ [i] using the data in TD [i] .
This principle might seem to lead to prohibitively large designs if there are even a few switches. However, the number of points can be decreased as the order of interaction increases, thereby reducing the total number. For example, s 1 might be observed at a number of points, where all switches are on, and also at all corresponding points. The design could then be augmented by any number of additional observations of s 0 . We will see in the example in section 7 that this can produce an emulator that outperforms a standard emulator built with the same data. The design could also be augmented by any number of observations at points where any single switch was on, provided that observations on the corresponding points for s 0 were also included. For situations with more than two switches, augmentations involving groups of switches would be possible.
Choosing the transformation function for a continuous switch.
The transformation functions determine the values and distributions of the ψ [i] used to train the emulator of ψ [i] (.). A poor choice could lead to a poor emulator, with especially poor variance estimates for predictions. As indicated earlier, we propose to construct the transformation functions for interactions of switches by multiplying transformation functions chosen for individual switches. Here we discuss how to choose a transformation function for a continuous switch.
A common approach to finding transformations of the independent variable for a regression type model is the Box-Cox family of transformations. This is a power-law family scaled so that it includes a logarithmic transform as the power tends to zero. The power can be estimated using maximum likelihood. However, in finding the transformation functions g i (·), the plan is not to transform the simulator output but rather the hierarchical variables. The transformation will then affect the definition of the hierarchical basis functions since they are determined by s 1 , s 0 , and the transformation functions.
Consider first the situation where there is a single switch and the switch is continuous. For clarity, we omit the subscripts for subsets of switches from the notation. Suppose that some parametric family g(v; θ) of transformation functions has been chosen. We propose using maximum likelihood to estimate θ, taking as data the differences
for points in the training design, where the switch is on, and ignoring the correlation structure of (x) so that values at distinct points are independent. For any choice of regression functions for the emulator of ψ, the approximate maximum likelihood procedure leads to a computationally straightforward estimation of θ. This is because, given θ, the estimates of β and σ are available in closed form and the profile log-likelihood for θ is easily computed. This approach has a number of advantages: (i) it would be easy to embed within a more complex procedure for choosing regression functions, (ii) the likelihood maximization is more computationally demanding if the autocorrelation of (x) is not ignored, and (iii) estimation of correlation parameters in generalized least squares in conjunction with other parameters has been reported to be problematic in geostatistics (see [4] ).
The log-likelihood for θ, β, and σ is − log g(v ; θ) − n log σ − 1 2σ 2 ψ − Xβ 2 , where indexes observations, ψ = d /g(v ; θ), and X is the model matrix for the emulator of ψ. Given θ, this is maximized when β is the usual least squares estimateβ = (X T X) −1 X T ψ and σ 2 is the usual error variance maximum likelihood estimateσ 2 = ψ − Xβ 2 /n. Substituting these yields the profile log-likelihood.
Turning to situations with multiple switches, we see that each continuous switch may have its own parameterized transformation function. The overall profile log-likelihood for transformation function parameters is a sum of individual profile log-likelihood terms. Each term is associated with a particular subset of switches. The term for subset [i] is a function of the transformation function parameters for each switch in [i] and takes as data
, w) for points in the training design at which [i] is the set of switches that are on. It will then be necessary to maximize numerically the overall profile log-likelihood. The dimension of the optimization problem will be the total number of transformation function parameters, and this is likely to be roughly proportional to the number of hierarchical inputs.
The resulting emulator.
Suppose that a training dataset has been obtained, the regression functions have been chosen for each emulator, and the transformation functions have been chosen/estimated. Let (x,ṽ,w) be a set of new input points. Denoting the diagonal matrix with diagonal
] are the predictive mean vector and covariance matrix for the emulator of ψ [i] at the corresponding input points. If more predictive detail is needed than provided by first and second moments, a sample can be drawn from s 1 (x,ṽ,w)|TD by first sampling from each of the independent hierarchical basis function emulators and then combining those samples using (3.3).
One feature of the hierarchical emulator is that it includes within it an emulator of the difference between the two simulator versions, since
where the sum is over nonempty [i] . Having built emulators of the functions ψ [i] (·), we can easily find the predictive mean and variance of the simulator difference for new input points, or sample from the posterior distribution, and thus explore the effect of the extension from s 0 (x) to s 1 (x, v, w). For simulators having more than one switch, similar possibilities exist for exploring intermediate versions of the simulator.
Building a hierarchical emulator requires many calculations and a lot of sorting and storing of data. To do this effectively requires a careful framework, and so we developed an objectoriented structure for hierarchical emulation in R [12] .
Summary of method for building hierarchical emulator.
1. Determine the common, hierarchical, and extra input variables, and for each switch determine v * i . It may be necessary to reparameterize the input space, as in the example in section 5. 2. Design the simulator inputs for training data, as in section 3.2.1, and run the simulator at these points to produce the TD. 
Comparing hierarchical emulation with the standard method.
To uncover any benefits deriving from hierarchical emulation, we should compare it to the status quo. Questions we must therefore ask are the following:
1. What tasks are we asking the hierarchical emulator to perform? 2. What are the "standard" emulators against which we will compare the hierarchical emulator? We discuss these issues below in the general context of a simulator having a single switch, before comparing different emulation strategies using two versions of HadOCC in subsequent sections.
Tasks for comparison.
When the hierarchical emulator is used to emulate s 0 (x), all terms in (3.3) apart from the first are "switched off," and we are left with the emulator of s 0 (x). Therefore, the standard and hierarchical emulators of s 0 (x) will perform identically. Predicting s 1 (x, v, w) output is useful in its own right, and in a situation where s 0 (x) is much cheaper to run than s 1 (x, v, w), building a hierarchical emulator by using many runs from s 0 (x) and fewer from s 1 (x, v, w) could be an attractive option. Consequently, the relative performance of different emulators of s 1 is of interest.
In comparing the two versions of the simulator, being able to reliably predict the difference between them may be useful. This may make it possible to discern not only the circumstances in which the two versions are very different but also when they behave similarly. Relative performance of different emulators of s 1 (x, v, w) − s 0 (x) is therefore of interest.
When the switch is continuous, a particular interest lies in how prediction accuracy of different emulators depends on the values of the hierarchical inputs v. This may reveal inappropriate features of some emulators. In particular, it may be interesting to compare predictions of the more complex version's behavior when it is very close to the simpler simulator, that is, when the v are very close to v * .
Standard emulators.
By "standard" emulators we refer to those built using the methods in section 2, where the emulator is the sum of one regression surface and one stationary autocorrelated error term. In these terms, a hierarchical emulator is a linear combination of standard emulators. In either setting there are choices to be made about prior distribution, regression surface, and correlation function, and, while these are important, they are not the focus of this paper. In building any emulator, these choices should be made to best suit the simulator at hand. Here, we focus on the choice of an independent variable and the use of training data. The set of "standard" emulators, with which hierarchical emulators might be compared, should include the choices that intuitively best suit the tasks we have determined.
First, one could build a standard emulator of s 1 . It could be used to predict both s 1 (x,ṽ,w) and s 0 (x) = s 1 (x,ṽ * ,w). If the predictions were made for both sets of inputs simultaneously, the predictive covariance matrix would enable calculation of the predictive covariance matrix for the difference s 1 (x,ṽ,w) − s 0 (x). This emulator could therefore be used for each of the tasks discussed. An emulator of s 1 could be built either using only the training data, where the switch is on, or using all of the simulator data available. In the examples in section 5, both approaches are applied.
Instead of using an emulator of s 1 only, one could build separate emulators of s 1 and s 0 , and then use these to predict s 1 (x,ṽ,w) and s 0 (x). The two emulators could be combined to find the expected difference. Bounds on the variance of the difference for each input point could be calculated using the Cauchy-Schwarz inequality, but the exact value var[s 1 (x,ṽ,w) − s 0 (x)] could not.
Noncuboid parameterization. In this parameterization, we keep rcchl and introduce two new variables,
These are both hierarchical variables, since we must have d min = d max = 0 to achieve
This parameterization creates a more complicated input space, whose shape depends on rcchl.
By contrast, generating input Latin hypercubes in the cuboid parameterization is simple. In fact, because of the constraint in the original input space that rcchlmin ≤ rcchl ≤ rcchlmax, generating designs is more straightforward in the cuboid input space than in the original input space. That said, the cuboid parameterization may create scaling issues. When R is small, the effect of m 1 could potentially be large, since the small range can be anywhere within [M − , M + ], but the effect of m 2 is limited, because there is only a small range in which rcchl can sit. When R is large, this is reversed. Whether or not this is a problem is not immediately obvious. Another advantage of this parameterization is that having only one hierarchical variable, R, means that the training data design criteria do not force us to have too great a number of points.
Equal data from both versions of the simulator.
Here we show some hierarchical emulators of the two versions of HadOCC built using the cuboid parameterization, and we compare them to some standard emulators.
Training data. The training data for this example were formed using a 1,000 point Latin hypercube over the reparameterized input space of s 1 (x, R, m 2 ), where x denotes 26 continuously varying parameters which are common to both versions of HadOCC. HadOCC was run at each point, and the annual mean iz.chl calculated. To satisfy the design requirements, the annual mean of iz.chl was also found for s 0 (x) at each point. This gave an input design of 2,000 points, which we refer to as lhd1. The subdesign containing points at which R = 0 will be lhd1 0, and the subset of points at which R = 0 will be lhd1 1, and each of these contains 1,000 points. Note that the corresponding points in lhd1 0 and lhd1 1 share common m 1 values rather than common rcchl values. This means we must be careful and make sure to use the reparameterized input variables when building standard emulators of the difference.
Emulation choices. This study requires many emulators, and for them to be as comparable as possible we decided to fix the type of emulator. Therefore, in this section the regression terms are all first order, with all input variables included, and the correlated error terms are isotropic, with the correlation length found using maximum marginal likelihood. To make the isotropic correlation more appropriate, the inputs are all first rescaled to the same interval. None of these choices is necessary for the hierarchical emulator to work, and indeed, one should usually make such choices carefully for the problem at hand. These are also general issues in emulation about which there is not a consensus. We are not suggesting that our specifications are somehow correct; rather, they are a way of avoiding tuning which might unintentionally favor one emulation method over another.
The relationship between the annual mean iz.chl and some of the more influential input variables suggested that the logarithm of the annual mean would be an appropriate choice of output variable, and this was confirmed by the Box-Cox procedure. Therefore, from now on s 0 (·) and s 1 (·) denote the logarithm of the annual mean of iz.chl.
For the transformation function for R, we chose the family g(R) = [log(1 + κ(R))/κ] λ which has two positive parameters κ and λ. This g(v) behaves like the power law R λ over the range of R when κ is small enough. For larger κ, it has the same power law behavior for R close to 0 but grows less rapidly than the power law for higher R. The damping effect for higher R increases as κ increases. One might also like the possibility for more extreme growth at larger R, but we felt it was less likely and not needed for the example.
Using the profile log-likelihood described in section 3.2.2, we found that the optimization headed toward the boundary where κ = 0 with λ tending at the same time to 0.7781, and so we set g(R) = R 0.7781 .
Validation data.
HadOCC is relatively quick to run, and so we produced a large dataset with which to validate our emulators. The design lhd6 was formed using a one million point Latin hypercube built using the staggered Latin hypercube design (LHD) method introduced by [10] , with c = 1,000 and m = 1,000. This means that it breaks down into 1,000 sub-LHDs, each containing 1,000 points. Each of these points was matched by a corresponding point with R = 0. HadOCC was then run at all two million points to produce both s 1 and s 0 data. For each emulator we can therefore produce 1,000 sets of prediction summaries for each version of HadOCC, that is, one for each sub-LHD.
Standard emulator performance. Performance summaries of emulators of s 0 (x), s 1 (x, R, m 2 ), and (s 1 (x, R, m 2 ) − s 0 (x)) are given in the supplementary material. The "best standard emulator" choices are summarized in Table 1 . The best standard emulator of s 0 (x) uses the cuboid parameterization and only the data lhd1 0 from s 0 (x), and therefore is exactly the emulator used for the first term of the hierarchical emulator. Diagnostics for s 0 are therefore omitted from the hierarchical emulator tables.
Diagnostics are summarized by their minima, maxima, mean, and standard deviation. Plots are also given and show interesting results. Because the Mahalanobis distance combines so much information, it will not be used to choose between methods, although the values will be shown for some emulators.
For the first three tasks, Tables 1 and 2 give a clear indication of the best strategy. The emulator built using lhd1 0 (s 0 (x) data only) and the cuboid parameterization outperforms each of the other standard emulators at predicting s 0 (x). The best method for predicting s 1 (·) is the cuboid parameterization built with the training data lhd1 1. The difference is best predicted by the direct emulator of the difference between logs calculated from the data lhd1. In most cases, standard emulators that perform well at one of the tasks perform poorly at the others, where they can achieve them at all.
Although the predictions from the lhd1 emulator are quite accurate, the SPE and MD summaries show that the emulator's variance is not as it should be according to the model. Figures 1a and 1b show the Mahalanobis distances, transformed to fit the F -distribution as described in section 2.1, compared with the true F -distribution, and the correspondence is poor.
The plots in Figure 2 illustrate the standard emulators' performance as the hierarchical input R changes. Panels (a) and (b) show the SPE for the standard emulator of s 1 (·) built using lhd1 1. The SPE for s 1 and the SPE for s 1 − s 0 (not shown) both have a slight trend with R, and the distribution of the SPE values for the difference is biased. Panels (c) and (d) show SPE versus R, for s 1 and s 1 − s 0 , for the emulator built from lhd1. This time, both show a considerable trend to SPE against R, particularly the difference prediction. Other plots not included here showed a similar pattern for several of the other standard emulators, especially the emulator built from the difference data, with SPE values becoming more variable with increased R. Hierarchical emulators. The diagnostic summaries for the hierarchical emulator are shown in Table 2 . The predictions are more accurate using a hierarchical emulator than with the best standard alternatives listed in Table 1 , shown by the smaller RMSE values for both s 1 and s 1 − s 0 . Recall that the summaries for the hierarchical emulator's predictions of s 0 will be identical to that of the best standard emulator shown in Table 1 .
Although the improvement is modest, showing roughly a 10% reduction in RMSE, it is achieved by a single emulator. When compared to any single standard emulator, the improvement is more striking.
The SPE values for the hierarchical emulator or s 1 (·) are promising, with mean and variance consistently close to 0 and 1, respectively, although the variance tends to be somewhat less than 1. Figure 3 shows the behavior of the SPE with R for the hierarchical emulator. Mahalanobis distances are shown in Figure 4 and indicate a much better fit than that for the corresponding standard emulators. Strictly speaking, the F -distribution shown in panel (a) is not appropriate, as the hierarchical emulator is effectively the sum of two independent emulators, each of which has an uncertain error variance; however, we show the F -distribution for a single emulator to give some feel for the variability expected.
A smaller training dataset. In order to see if the conclusions would be similar for a smaller training set, a set of 100 points was selected from the original 1,000 s 1 input points. The 100 points were chosen to have an acceptable minimum distance and provide a close-toorthogonal design for the main effects. Tables of emulator performance are provided in the supplementary material. The hierarchical emulator is still the best for emulating s 1 in terms of RMSE, although the variance of standardized prediction errors is a bit low. It is also the best emulator of the difference s 1 − s 0 , and there the SPE variance is satisfactory. The standard emulator of s 0 inside the hierarchical emulator is still the best emulator of s 0 . Overall, the hierarchical emulator remains the best.
7. Working with reduced s 1 (·) data. It is possible to build a hierarchical emulator using training data containing many runs of s 0 (x) and comparatively few of s 1 (x, v, w) . This is particularly helpful when s 1 (x, v, w) is more costly to run than s 0 (x).
We built a hierarchical emulator using 1,000 input points for the simpler version of HadOCC, and only 100 for the extended version. These 100 runs from s 1 are all matched in their x and m 1 values by a point in the s 0 data, and therefore the design satisfies the criteria in section 3.2.1. They were taken from a 2,000 point design, so that other emulators could be built with 1,000 points each in the s 0 and s 1 input spaces.
The emulator was constructed using the same choices as the previous ones in this example, namely, a first order regression surface involving all terms and a single estimated correlation length for each level of the hierarchy. The transformation function g(R) = R 0.7781 was used.
Three other emulators were also built for comparison with this reduced s 1 emulator. A standard emulator was built using the 100 s 1 and 1,000 s 0 points (i.e., the same reduced s 1 data as the hierarchical emulator), and another using just the 1,000 s 1 points. 1 A second hierarchical emulator was built from the full 2,000 point design.
We suspected that when a small number of s 1 data were used, the emulator would perform considerably better "closer to s 0 ," i.e., for smaller values of R. This feature has not manifested in the emulators with equal numbers of points from both versions. The errors (emulator prediction minus simulator output) for each emulator are plotted against R in Figure 5 (for emulators of s 1 ) and Figure 6 (for emulators of s 1 − s 0 ) .
The standard emulators summarized in Figures 5a and 6a use the same data as the hierarchical emulators in Figures 5c and 6c . For predictions of s 1 (·), this is the 1,100 point design. For predictions of the difference, only those points evaluated by both s 0 (·) and s 1 (·) can be used, so the design is reduced to 200 points.
There is a clear reduction in the error for the hierarchical emulator, particularly for small R. Improvement is greatest in the hierarchical emulators of the difference, where the hierarchical structure enforces the relationship between the simulator versions, so that the difference when R = 0 is always zero. The error gradually increases with R (see Figure 6c) until its accuracy appears roughly the same as the standard alternative. Figure 7 shows how the RMSE changes as the range of R in the data changes. Because the number of points used to find the RMSE changes along the x axis, we should be careful when comparing these values. In particular, the values with small maximum R contain far fewer points, and therefore involve more sampling errors. Figure 7a shows four emulators used to predict s 1 . The hierarchical emulator built with reduced s 1 data (solid line) shows an increase in RMSE as R increases, performing well for small R. For most of the range of R this emulator outperforms the standard emulator built with all 1,000 s 1 input points. The hierarchical emulator built with all 2,000 data points also shows increasing RMSE as R increases, but less noticeably. Figure 7b shows emulators of the difference, s 1 − s 0 . The standard emulators are emulators of the difference calculated from the training data, which was shown to be the best standard method in section 5. The reduced s 1 standard emulator is therefore built from the difference at each of the 100 points included with R = 0. The hierarchical emulator of the difference is built from the points for which a difference (or ψ data) is available, and therefore the hierarchical emulator built from reduced s 1 data is also built only from these 100 points.
The advantage of the hierarchical emulation structure is much more apparent with reduced s 1 data. The only extra information contained in the hierarchical emulator, compared to the standard emulator with reduced s 1 data (dot-dashed line), is the inclusion of the relationship s 1 (x, R, m 2 ) = s 0 (x) + g(R)ψ(x, R, m 2 ), and it appears from Figure 7 that this is a valuable addition to the emulator. This supports the idea that when the more complex version is costly to run compared to the simpler version, hierarchical emulation is a very effective strategy. 8. Summary. In this paper we have introduced hierarchical emulation, a method for emulating a simulator that can be extended by turning on one or more switches. The simulator versions must have the property that when a small subset of the inputs, the hierarchical inputs, are set to particular values, the two versions behave identically. Hierarchical emulation makes use of this relationship to emulate the more complicated simulator using a combination of other emulators, one of which is an emulator of the simpler simulator.
We have established a prior structure for the emulator that ensures separability between terms. The implications of this method for the design of experiments have been explored, and some criteria have been established for the structure of the training data. A hierarchical emulator requires some transformation functions g(·), and desirable properties for these have been explored.
In order to assess the performance of hierarchical emulation, a validation study was conducted using two versions of HadOCC. For this, a 1 million point staggered LHD was created so that hierarchical and standard emulators could be compared with respect to various tasks. Overall, this showed that hierarchical emulation outperforms the standard method, both in its predictive accuracy and its coherence with the emulation model.
A further experiment to assess the performance of a hierarchical emulator built with a reduced amount of data from the more complicated version of the simulator showed very promising results compared to the standard emulator, and this reinforced our beliefs that including the relationship between the two versions is beneficial.
One natural generalization of the model might be to consider situations where a switch cannot be turned on unless some other switch(es) has/have already been turned on. Another might be to consider situations where switches are mutually exclusive, in other words, they could not be turned on simultaneously. Both would have implications for the training dataset design.
