Abstract. A description of the Bloch functions that can be approximated in the Bloch norm by functions in the Hardy space H p of the unit ball of C n for 0 < p < ∞ is given. When 0 < p ≤ 1, the result is new even in the case of the unit disk.
Introduction.
Let D and T be, respectively, the unit disk and the unit circle of the complex plane C. For 0 < p < ∞, recall that the Hardy space H p (D) is the space of analytic functions f in the unit disc such that In [10] , a characterization of the closure in the Bloch norm of H p ∩ B for 1 < p < ∞ was given in terms of the area of certain non-tangential level sets of the Bloch function: given a function f ∈ B and ε > 0 define the level set of f as Ω ε (f ) := {z ∈ D : (1 − |z| 2 )|f ′ (z)| ≥ ε}.
Recall that a Stolz angle with vertex in ζ ∈ T is the set Γ(ζ) = Γ α (ζ) := {z ∈ D : |z − ζ| < α 2 (1 − |z|)}, with α > 2, and that
where dA(z) is the area measure in D, represents the hyperbolic area of Ω ⊂ D. Then the result is the following:
Theorem A. Let f be a function in the Bloch space B and 1 < p < ∞. Then f is in the closure in the Bloch norm of B ∩ H p if and only if for any
A basic tool in the proof of this result was the characterization of Hardy spaces in terms of the area function (a result due to Marcinkiewicz and A. Zygmund [9] for p > 1, and extended to the case 0 < p ≤ 1 by A. Calderón [3] ), that is, for 0 < p < ∞, a function f is in H p if and only if its corresponding Lusin Area function
is in L p (T). The proof of Theorem A was based on a previous result by P. Jones on the closure of BM OA in B (see [6] ). The duality argument given in the proof in [10] can not be used for 0 < p ≤ 1, so that this case requires of new techniques. In this paper we solve the case 0 < p ≤ 1. It turns out that the proof given works equally for all 0 < p < ∞, and furthermore, it may be done in the open unit ball B n of the n-dimensional complex space C n . The case p = ∞ is still an open problem, and will be discussed in the last Section. Now we are going to introduce some notation. For z, w ∈ C n , let
Hence, |z| 2 = z, z . In this context, for 0 < p < ∞ the Hardy space H p (B n ) consists of those holomorphic functions f on B n such that
where S n denotes the unit sphere in C n and σ is the normalized surface measure on S n . As in the case for n = 1, for p = ∞ the corresponding space H ∞ (B n ) is the space of bounded holomorphic functions defined on B n . The Hardy space H p (B n ) may be also characterized by means of a corresponding area function. In order to define it, let Rf denote the radial derivative of f , that is,
Besides, the hyperbolic measure in B n is given by
where dv(z) is the normalized volume measure in C n . The admissible Area function is then defined as
where Γ(ζ) denotes now the admissible Koranyi region, that is,
When n = 1 this region coincides with the usual Stolz angle in D. The following result is the generalization of the area theorem for B n and can be found, for example, in [4] or [12, Theorem 5.3] .
The Bloch space B := B(B n ) consists of those functions f holomorphic on B n such that f B = sup
This seminorm is not conformally invariant (for more details, see [15, Chapter 3] ), but it is equivalent to the seminorm defined above for the unidimensional case, and more convenient for the statements here. As in the one-dimensional case,
The level sets here are defined as
Clearly, the hyperbolic volume of any set Ω ⊂ B n is
The result proved in this paper is the following one.
Theorem 1. Let f be a function in the Bloch space B(B n ) and 0 < p < ∞. Then f is in the closure in the Bloch norm of B ∩ H p (B n ) if and only if for
The necessity is done in the same way as in Theorem A. The sufficiency is slightly harder. From [15, p.51 ] one may express the function f ∈ B as
where the kernel
where β > −1 and c β is a normalizing constant taken so that v β (B n ) = 1.
The following integral estimate has become indispensable in this area of Analysis. One may find the proof in [15, Theorem 1.12].
Lemma C. Let t > −1 and s > 0. There is a positive constant C such that
for all z ∈ B n .
Proof of Theorem 1.
Proof. Let first f be in the closure in the Bloch norm of H p ∩ B. Then, given ε > 0 there exists g ∈ H p such that f − g B < ε/2. As in [10] , one just needs to observe that
Since Ag ∈ L p (S n ), the necessity is proved.
From now on, set Ω ε = Ω ε (f ). Let f be in the Bloch space and assume that
. Given ε > 0, one wants to find f 2 ∈ B∩H p such that f − f 2 B ≤ ε. To this end, and applying (1), f may be decomposed in the sum of two functions f (z) = f 1 (z) + f 2 (z), where
and
with β big enough to be fixed later. It is easy to see that
Now Lemma C with t = β − 1 and s = 1 shows that f 1 B ε.
Thus it remains to see that f 2 ∈ H p (B n ), or by Theorem B, that Af 2 ∈ L p (S n ). For this aim, one needs the following two Lemmas. The first one may be thought as a generalized version of Lemma C, and appears in [11, Lemma 2.5].
Lemma D. Let s > −1, r, t > 0, and r + t − s > n + 1. If t, r < s + n + 1 then, for a, z ∈ B n , one has
The following estimation may be found in [2] and [7] , and it is the analogue in B n of [8, Proposition 1] .
Lemma E. Let 0 < s < ∞ and b > n max(1, 1/s). Then there exists a constant C > 0 depending on s, b and on the angle of the region Γ(ζ) such that
where µ is a positive measure on B n .
Back to the proof, as in the previous estimation for Rf 1 one has that
after an application of Lemma C. Then Fubini's theorem gives
Then, applying Lemma D with r = t = n + β + 1 and s = β + 1 one has that
Here
, where χ Ωε denotes the characteristic function of Ω ε , is a positive Borel measure. Then Lemma E with s = p/2 and b = n + β, where β is positive and bigger than n · (2/p − 1), shows that Af 2 ∈ L p (S n ). This finishes the proof.
The case p = ∞.
From now on let n = 1. The problem of describing the closure of the space of bounded analytic functions in the Bloch norm was posed in [1] , and still remains open. Remember that H ∞ ⊂ B. Theorem B does not hold for p = ∞, so the proof given here does not work in this case. Nevertheless, it is interesting to outline that the proof given holds also if one considers the class of analytic functions with area function in L ∞ .
One may see, instead, that the analogue for p = ∞ of the condition given in Theorem 1 (that is,
is not necessary for a function f to be in the closure in the Bloch norm of the space of bounded analytic functions. To this end, for k ∈ N take the points z k = 1 − 2 −k , and consider the sequence {z k }, which is a radial separated sequence. In particular, {z k } is an interpolating sequence for H ∞ (see [5, Chapter VII, p.279] ). By Carleson interpolation theorem, there exists δ > 0 such that
where B denotes the Blaschke product with zeros {z k }, which is clearly in H ∞ . Given now ε < δ/4 there exists ρ > 0 such that
, that is, the hyperbolic disk with center z k and radius ρ. Hence,
Since the sequence is separated, one can take ρ > 0 so that the disks D h (z k , ρ) are pairwise disjoints. Now it is easy to see that
In [13, Section 3.6] one may find a sufficient condition for a Bloch function to be in the closure in the Bloch norm of H ∞ (D). The condition is the following: For every ε > 0 one has that (2) sup
The sufficiency of this condition is checked following also the proof in [10] . Let f ∈ B satisfying (2). Without loss of generality one may take f (0) = f ′ (0) = 0. Hence the function can be expressed by the following integral (see [14, Proposition 4 .27])
where f 1 and f 2 are taken as in the previous Section. Then one may see that f 1 B ε. In order to see that f 2 ∈ H ∞ one just have to observe that (2) is not necessary.
