The newsvendor problem is one of the most basic and widely applied inventory models. There are numerous extensions of this problem. One important extension is the multi-item newsvendor problem, in which the demand of each item may be correlated with that of other items. If the joint probability distribution of the demand is known, the problem can be solved analytically. However, approximating the probability distribution is not easy and is prone to error; therefore, the resulting solution to the newsvendor problem may be not optimal. To address this issue, we propose an algorithm based on deep learning that optimizes the order quantities for all products based on features of the demand data. Our algorithm integrates the forecasting and inventory-optimization steps, rather than solving them separately as is typically done. The algorithm does not require the knowledge of the probability distributions of the demand. Numerical experiments on real-world data suggest that our algorithm outperforms other approaches, including data-driven and SVM approaches, especially for demands with high volatility.
Introduction
The newsvendor problem optimizes the inventory of a perishable good. Perishable goods are those that have a limited selling season; they include fresh produce, newspapers, airline tickets, and fashion goods. The newsvendor problem assumes that the company purchases the goods at the beginning of a time period and sells them during the period. At the end of the period, it must dispose of unsold goods, incurring a holding cost. In addition, if it runs out of the goods in the middle of the period, it incurs a shortage cost, losing potential profit. Therefore, the company want to know the order quantity that minimizes the expected sum of the two costs described above.
The optimal order quantity for the newsvendor problem can be obtained by solving following optimization problem: min
where d is the unknown demand, y is the order quantity, c p and c h are the per-unit shortage and holding costs (respectively), and (a) + := max{0, a}. In the classical version of the problem, the shape of the demand distribution (e.g., normal) is known, and the distribution parameters are either known or estimated using available (training) data. If F (·) is the cumulative density function of the demand distribution and F −1 (·) is its inverse, then the optimal solution of (1) can be obtained as
(See e.g., Snyder and Shen [2011] )
There are many extensions to this problem. In real-world problems, companies rarely have only a single item, so the model should consider many items. In this case, the demand of each item is correlated with that of other items. Therefore, the demand follows a multivariate probability distribution. Another common extension of the newsvendor problem considers the availability of some additional data-called features-along with demand information. This might include weather conditions, day of the week, month of the year, store location, etc. . One interesting extension of the newsvendor problem-the version we consider in this paper-is a combination of these two variants, i.e., a multi-item newsvendor problem with multi-dimensional features.
The remainder of this paper is structured as follows. A brief summary of the current state of the art on this problem is presented in Section 2. Then, Section 3 summarizes the drawbacks of the current algorithms and clarifies our contribution. Section 4 presents the details of the proposed algorithm. Numerical experiments are provided in Section 5, and the conclusion and a discussion of future research complete the paper in Section 6.
Current State of the Art
Currently, there are several approaches in the literature for solving the multi-item newsvendor problem with data features. One common approach is to consider a multi-variate normal distribution for demand. Since the cost function can be decomposed into n separate cost functions, each of which corresponds to one item, the problem can be solved easily. Indeed, for each item the optimal solution can be obtained with (2). A broad list of research on this approach is in Turken et al. [2012] . However, approximating the probability distributions is prone to error, resulting in a sub-optimal solution of the newsvendor problem. Therefore, the classical approach is not always appropriate, and an efficient algorithm which takes advantage of multiple features and does not require approximating probability distribution would be more effective.
In order to address this issue, Bertsimas and Thiele [2005] proposed a data driven model to solve the classical newsvendor problem. The algorithm sorts the demand in ascending order and selects the demand d j such that j = ⌈n cp cp+c h ⌉. The model does not approximate the probability distribution, so it avoids that pitfall. They also provided an extension of this model for problems with shortage and holding costs and a problem with multiple items. However, their model does not perform well in cases in which there is not much historical data available and/or the demands are volatile. In addition, the model only works with categorical features and cannot consider continuous features.
To overcome the problems of the classical approach and data driven models, some SVM models and demand prediction methods with SVM have also been proposed. Rudin and Vahn [2013] deal with the newsvendor problem when there are p features for each of n historical observations. They presenteded three algorithms to determine the order quantities. Two of their algorithms are SVM algorithms with a revised objective function which is the newsvendor objective function plus the norm of the SVM variables. They compared their models with Separated Estimation and Optimization (SEO) and Sample Average Approximation (SAA) models. Their data comes from a nurse staffing problem with about 2000 records. Their features are the day of the week, time of the day, m days of past demands, the sample average of past demands, and the differences in the order statistics of past demands, called Operational Statistics (OS). Their results show that the non-linear kernel with ℓ 1 regularization yields the best results and has a smaller CPU time than the SVM models.
As mentioned, one of the most common approaches for solving the multi-feature newsvendor problem is to predict the demand with SVM and then solve the classical newsvendor model using the forecast demand distribution. proposed a SVM model to forecast the newspaper demand. They considered the sales data of newspapers at different types of stores. In addition to the store type, they considered 32 factors such as education distribution in the area of the shop, age distribution, average income level, and gender distribution. A model is proposed to forecast demand for each newspaper at each store. Their numerical results show that they have about a 12% prediction error.
The number of warranty claims in each year can also be modeled as a newsvendor problem. Time series models, artificial neural network models, piecewise models of exponential distributions and Weibull and log-linear Poisson models are the most common approaches to forecast the number of warranty claims. However, these models are not designed to consider available features. Thus, Wu and Akbarov [2011] proposed a weighted support vector regression model, considering all of the available information (features), to forecast the number of warranty claims. Their model gives more priority to the most recent warranty claims, which was new in the literature. In order to solve the model and obtain the related parameters, Wu and Akbarov [2011] presented a Genetic Algorithm.
They did not intend to minimize the entire supply chain's costs; however, they claimed that a high quality forecast leads to overall cost savings. Viaene et al. [2000] proposed a model to predict whether or not a purchase would result from any offered direct mailing company in a different product category. They proposed a LS-SVM classifier model, and a comprehensive feature selection experiment was performed. They mentioned that removing irrelevant or redundant features often improves the quality of a classifier and makes the problem easier. Finally, three main categories and 25 features were selected to build the LS-SVM model. In their numerical analysis, the matrix of the samples was huge, so it could not easily be stored. To address this problem, an iterative approach based on the Hestenes-Stiefel conjugate gradient algorithm was proposed to solve the model. Using the LS-SVM model, they reduced the 25 features to 9 features with almost the same performance. Finally, based on those features, they evaluated their model. Chi et al. [2007] proposed a SVM model to determine the replenishment point in a Vendor Managed Replenishment system. They considered eight features to build the model: Order-up-to level, average time between merchandiser visits, time between shipments, shipment lead time, range of time between merchandiser visits, minimum shipment quantity, day shipments are stopped, and initial inventory. Based on the training data, a SVM model is provided. In order to obtain the parameter values, a Genetic Algorithm is used, and the model is built and solved to obtain the replenishment point. Carbonneau et al. [2008] presented a SVM model to forecast the manufacturer's demand, which is an estimation of demand in the next three days. They compared the result of Naive Forecast, Average, Moving Average, Trend, and Multiple Linear Regression algorithms with the results of Neural Networks, Recurrent Neural Networks, and SVM algorithms. According to their numerical experiments, the Recurrent Neural Network and the Least Squares Support Vector Machine (LS-SVM) have the best results.
Ali and Yaman [2013] proposed an algorithm for demand forecasting of groceries that have large datasets. Mostly, those datasets contain millions of records, and for each record there are thousands of features. Thus, the general SVM methods is not able to solve these problems. To solve this problem, the authors proposed an algorithm to reduce the number of rows and columns of the datasets without losing the accuracy of the model. Finally, an extensive numerical experiment is presented with about 170 columns and 100,000 records. Lu and Chang [2014] proposed a sales forecasting algorithm by integrating Independent Component Analysis (ICA) with K-means clustering and Support Vector Regression (SVR). In their algorithm, they used ICA to obtain hidden features of datasets. Then, the algorithm clusters the sales data into several disjoint clusters. Finally, in each cluster, the SVR forecasting models are applied and the final forecasting results are provided.
Another common approach to solve the problem is using deep learning to obtain a demand forecast. This is a similar approach to the work of . Vieira [2015] proposed a deep learning algorithm to predict online activity patterns that result in an online purchase. The results can be directly used to predict the number of buy sessions or the demand.
Drawbacks of the Current Approaches
In the previous section, we reviewed three approaches for solving the multi-product newsvendor problem with data features. The classical approach obtains an estimate of the probability distribution of demand and uses (2) to obtain the order quantity for each item. However, obtaining the probability distributions with any approximation procedure involves some level of errors, especially when there are insufficient historical data.
In addition, sometimes there is not enough data to approximate a probability distribution so in each of these cases, the classical approach cannot be used.
Alternatively, Bertsimas and Thiele [2005] proposed a data driven model that directly optimizes the order quantity. However, this model fails when there is volatility among the training data. In addition, similar to the classical newsvendor algorithm, it only considers categorical features and cannot deal with continuous features, which are common in supply chain demand data. We saw such continuous features in the datasets used by Ali and Yaman [2013] and Rudin and Vahn [2013] , which had price and operational statistics in their inputs, respectively.
Finally, SVM and deep learning models have been proposed to obtain a forecast of the demand. The works of Viaene et al. [2000] , Chi et al. [2007] , Carbonneau et al. [2008] , Wu and Akbarov [2011] , Ali and Yaman [2013] , , Lu and Chang [2014] use this approach. However, the aim of the newsvendor problem is to obtain the order quantity, so those models require a second step in which the demand forecast is used to derive an order quantity. Most of the approaches cited above set the order quantity equal to the demand forecast. However, this ignores a core insight from the newsvendor model, namely, that the order quantity should be larger (or, in rarer cases, smaller) than the demand forecast, with the actual quantity driven by the relative magnitudes of the shortage and holding costs. To address this drawback, Rudin and Vahn [2013] proposed a revised SVM model, which considers the cost coefficients to obtain the order quantities. However, their model does not work for a large number of instances, and its learning is limited to the current training data. In addition, if the training data contain only a small number of observations for each combination of the features, the model learns poorly. Therefore, there is a need for an algorithm that works with even small amounts of historical data. The model must not only work with large datasets, but also solve them in a reasonable amount of time.
Our Contribution
In this research, we develop a new approach to solve the multi-product newsvendor problem with data features. Our algorithm is based on deep learning. Deep learning has many applications in image processing, speech recognition, drug and genomics discovery, time series forecasting, weather prediction, and-most relevant to our work-demand prediction. For a comprehensive review on the algorithm and its applications, see Schmidhuber [2015] , LeCun et al. [2015] , Deng et al. [2013] , Qiu et al. [2014a] , SHI et al. [2015] , and Längkvist et al. [2014] . In this study, we introduce a new application of deep learning to solve the multi-feature newsvendor problem.
To adapt the deep learning algorithm for the newsvendor problem, we propose a revised loss function, which considers the impact of shortage and holding costs. The revised loss function allows the deep learning algorithm to obtain the minimizer of the newsvendor cost function directly, rather than first estimating the demand distribution and then choosing an order quantity.
In the presence of sufficient historical data, this approach can solve problems with known probability distributions as accurately as formula (2) solves them. However, the real value of our approach is that it is effective for problems with small quantities of historical data, problems with unknown/unfitted probability distributions, or problems with volatile historical data-all cases for which the current approaches fail.
Methods
In this section, we present the details of our approach for solving the multi-product newsvendor problem with data features. Assume there are n demand observations for m items, and for each demand observation, we also have an observation of p features. That is, the data can be represented as
The problem mathematically is formulated in (3), obtaining the order quantities y 1 , · · · , y m for each period j.
As noted above, there are many studies on the application of deep learning for demand prediction (see SHI et al. [2015] ). Most of this research uses the Euclidean loss function. (See Qiu et al. [2014b] .) However, the demand forecast is an estimate of the first moment of the demand probability distribution; it is not, however, the optimal solution of model (3). Therefore, another optimization problem must be solved to translate the demand forecasts into a set of order quantities. This approach is called the separated estimation and optimization problem, which may result in a non-optimal order quantity (Rudin and Vahn [2013] ). To address this issue, we revised the Euclidean loss function such that instead of predicting the demand, it minimizes the newsvendor cost function. Thus, running the corresponding deep learning algorithm gives the order quantity directly.
We now discuss our loss function. The same y i that minimizes the expected cost also minimizes the expected cost squared, which is more convenient to work with. Therefore, we use
which penalizes the order quantities that are far from d i much more than those that are close. Since at least one of the two terms in this function must be zero, we have
To determine the gradient of the network's weights, we first note that in the case of excess inventory
where ∂(z k ) ∂w jk = g j (z j ) = a j . Similar analysis holds for the inventory shortage case (y i < d i ), so the gradient is:
With the proposed loss function (4), deep learning using (5) iteratively updates the weights of the networks, to obtain an approximate optimal solution for the newsvendor problem.
Numerical Experiments
In this section, we discuss the results of our numerical experiments. In addition to implementing our deep learning algorithm, we implemented the data-driven model by Bertsimas and Thiele [2005] , the SVM model by Rudin and Vahn [2013] , and the classical solution (2) with parameters µ and σ set to the mean and standard deviation of the training data in each data cluster. Hereinafter, we call these algorithms DNN, DDM, SVM, and NV, respectively. In order to compare their results, the order quantities were obtained with each algorithm and the corresponding cost function
was calculated. We implemented the loss function and the corresponding gradient for the deep learning algorithm in caffe (Jia et al. [2014] ) using C++. All of the deep learning experiments were done with caffe. Note that the deep learning and SVM algorithms are scale dependent. So, the tunned parameters of the problem for a given set of cost coefficients does not necessarily work for other values of the coefficients. Thus, the cost coefficients were scaled. Also, the features were translated to their corresponding binary representations. In this way, the maximum accuracy of the learning algorithms was achieved.
In what follows, we demonstrate the results of the four algorithms in three separate experiments. First, in subsection 5.1, a small problem is used to show the situations in which deep learning gives a smaller cost than the other three algorithms. Second, the results of the four algorithms on a realworld dataset is presented in subsection 5.2. Finally, in subsection 5.3, to determine the conditions under which deep learning outperforms the other algorithms on larger instances, several datasets were generated randomly and the results of the four algorithms were compared. 
Numerical Experiments on a Small Problem
Consider the small, single-item instance whose demands are contained in Table 1 . In order to obtain the results of each algorithm, the first two weeks are used for training data and the third week is used for testing. To train the corresponding deep network, a fully connected network with one hidden layer is used. The network has nine binary input nodes for the day of week and item number.
The hidden layer contains one sigmoid node, and in the output layer there is one inner product function. Thus, the network has 10 variables. Table 2 shows the results of the four algorithms. The first column gives the cost coefficients. (Note that we assume c p ≥ c h since this is nearly always true for real applications.) For each cost coefficient, table lists the order quantity generated by each algorithm for each day. The last column lists the total cost of the solution returned by each algorithm, and the minimum costs for each instance are given in bold.
First consider the results of the DDM algorithm. The DDM algorithm uses c h and c p and provides the index of a historical data. In this problem there are only two observed historical data. Thus, DDM's output is one of the two training records. In particular, for c p /c h ≤ 1, the DDM algorithm chose the smaller demands were selected as the order quantities and for c p /c h > 1 it chose the larger demands. Since the testing data is nearly equal to the average of the two demand vectors, the difference between DDM's output and the real demand values is quite large. Thus, it does not give a competitive cost. This is an example of how the DDM algorithm can fail when the historical data are volatile.
Now consider the results of the NV algorithm. For the case in which c h = c p (which is not very realistic), NV's output is approximately the mean demand, resulting in a cost of 2.5, which is equal to DNN's cost. In all other cases, however, the increased value of c p /c h results in a larger order quantity. Therefore, the distance between the actual demand and the proposed order quantity is getting larger, resulting in higher costs. As shown in the table, for all other values of c p and c h , the cost of DNN is significantly smaller than NV's cost.
Finally, DNN outperforms the SVM algorithm because SVM uses a linear kernel, while DNN uses a linear and non-linear kernel. Also, there are only two features in this data set, so SVM has some difficulty to learn the relationship of the inputs and output. Finally, the small quantity of historical data negatively affects the performance of SVM. This small example shows some conditions under which DNN outperforms the other three algorithms. In the next section we show that similar results hold even for a real-world dataset.
Numerical Experiments on a Real-World Dataset
We tested the four algorithms on a real-world dataset consisting of basket data from a retailer in 1997 and 1998 from Foo. There are 9288 records for the demand of 24 different departments in each day and month, of which 75% is considered for training and the remainder is for testing. The data were transformed to their binary equivalent, so there are 43 input features. A fully connected network, which has 350 and 100 sigmoid nodes in the first and second layers, respectively, was used for training of the DNN algorithm.
The results of each algorithm for 82 values of c p and c h are shown in Figure 1 . In the figure, the vertical axis shows the normalized costs, i.e., the cost value of each algorithm divided by the corresponding DNN cost. The horizontal axis shows the ratio c p /c h for each instance. As before, we set c p ≥ c h to reflect real-world settings. As shown in Figure 1 , for this data set, for every value of c p /c h the DNN algorithm outperforms the other three algorithms. Among the three remaining algorithms, the NV algorithm has the closest results to DNN. On average, its corresponding cost ratio is 1.09, whereas the ratios for DDM and SVM are 1.26 and 1.29, respectively. However, neither DDM nor SVM are stable: their cost ratios fluctuate between 1.10 and 2.30. 
Numerical Experiments on Simulated Data
In order to further explore the conditions under which DNN works well, we generated 10,000 records from a normal distribution and divided them into training (75%) and testing (25%) sets. The data were categorized into clusters, each representing a given combination of features, and we varied the number of clusters while keeping the total number of records fixed at 10,000. In each cluster data are generated according to N (50i, 25i 2 ) which i is the cluster number. Like the real-world dataset, we considered three features: the day of the week, month of the year, and department. Each problem was solved for three values of c p and c h using all four algorithms. Figure 2 shows the results.
As shown in Figure 2 , if there is only a single cluster, all four algorithms produce nearly the same results. This case is essentially a classical newsvendor problem with 10,000 data observations, for which DNN does a good job of learning the distribution. However, as the number of clusters in- crease, i.e. the numbers of samples in each cluster decreases, the performance of DNN deteriorates somewhat. This is because there is not enough data for DNN to learn the distribution well. SVM also has a similar problem and as the number of samples decreases, its performance deteriorates. However, Figure 2 shows that DNN outperforms SVM, particularly as the number of clusters increases. In Figure 2 , c p = 1 and c h is equal to 0.5, 1, 1.1, respectively for the figures from left to right.
Although NV and DDM outperform DNN in Figure 2 , we note that this experiment is somewhat biased in favor of those methods. In particular, the NV algorithm assumes the demands are normally distributed, and these data are in fact normally distributed, thus giving NV an advantage since it only takes around 12 samples to get a good estimate of the mean and standard deviation. 
Conclusion
In this paper, the multi-item newsvendor problem is considered. If the probability distribution of the demands is known, there is an exact solution for this problem. However, approximating a probability distribution is not easy and produces errors; therefore, the solution of the newsvendor problem also may be not optimal. Moreover, other approaches from the literature, such as data-driven and SVM algorithms, do not work when the historical data are scant and/or volatile.
To address this issue, an algorithm based on deep learning is proposed to solve the multi-item, multi-feature newsvendor problem. The algorithm does not require knowledge of the demand probability distribution and uses only historical data. Furthermore, it integrates parameter estimation and inventory optimization, rather than solving them separately. Extensive numerical experiments on real-world and random data demonstrate the conditions under which our algorithm works well compared to the algorithms in the literature. The results suggest that when the volatility of the demand is high, which is common in real-world datasets, deep learning works very well. Moreover, when the data can be represented by a well-defined probability distribution, in the presence of enough training data, deep learning works as well as other approaches.
Motivated by the results of deep learning on the real world data-set, we suggest that this idea can be extended to other supply chain problems. For example, since general multi-echelon inventory optimization problems are very difficult, deep learning may be a good candidate for solving these problems. On the other hand, there other machine learning algorithms that can be applied to the newsvendor problem. Another direction for future work could be applying other learning algorithms to exploit the available data.
A Experiments on Real Dataset
In the real-world basket dataset used for the experiment reported above, we used three features: the day of the week, month of the year, and the item department. Each of the features is transformed to its corresponding binary representation, so there are 43 binary inputs for each record. A fully connected network is designed with two hidden layers. The first layer has 350 nodes and the second layer has 100 sigmoid nodes.
In the real world we may need to see quickly the result for a new pair of cost coefficients. Since the training process may take a long time, we may not be able to tune the parameters of the network for every pair of coefficients. Thus, we tuned the network only for c p = 2 , c h = 1 and obtained the results for all other combinations of c p and c h when c p /c h ≤ 10. For the case of c p /c h > 10 we tuned another network. As we saw, in the real-world data set, DNN always beats the other three algorithms. If we tuned the network for each pair of c p and c h , we could get even more competitive results.
In addition, Table 3 shows the details of each algorithm's result. For each combination of cost coefficients c h and c p , the newsvendor cost is reported. In fact, Figure 1 shows the normalized values of this table.
B Experiments on Small Problem
As mentioned in Section 1, supply chain and retail data commonly have a periodic behavior. In general, the retailers' demand during weekends is more than in the middle of the week. The small instance in subsection 5.1 reflects this pattern. Figure 3 shows the demand values over time. 
C Experiments on Simulation Data
In order to obtain the results on the simulation data, a similar tuning procedure as mentioned in Appendix A is used. Table 4 shows the detailed results of the simulated data which we discussed in Section 5.3. As shown, as the number of training samples in each cluster decreases, the performance of DNN degrades. 
