With Aperture synthesis (AS) technique, a number of small antennas can assemble to form a large telescope which spatial resolution is determined by the distance of two farthest antennas instead of the diameter of a single-dish antenna. Different from direct imaging system, an AS telescope captures the Fourier coefficients of a spatial object, and then implement inverse Fourier transform to reconstruct the spatial image. Due to the limited number of antennas, the Fourier coefficients are extremely sparse in practice, resulting in a very blurry image. To remove/reduce blur, "CLEAN" deconvolution was widely used in the literature. However, it was initially designed for point source. For extended source, like the sun, its efficiency is unsatisfied. In this study, a deep neural network, referring to Generative Adversarial Network (GAN), is proposed for solar image deconvolution. The experimental results demonstrate that the proposed model is markedly better than traditional CLEAN on solar images.
INTRODUCTION
For a single-dish antenna, the spatial resolution is limited by the diameter of the dish, subject to λ/D, where λ represents wavelength and D is the dish diameter. It is a big challenge to construct a large single-dish antenna, considering building materials, building technology, architecture and cost. Aperture synthesis (AS) synthesizes a bunch of small antennas to form a big one. Its spatial resolution is determined by the distance of two farthest antennas, namely maximum baseline, still subject to λ/D, where D is the maximum baseline. Nowadays, AS has been developed intensively in radio astronomy. Many huge radio telescopes, like world-wide low frequency array (LOFAR), Atacama large millimeter array (ALMA) and square meter array (SKA), domestic MingantU SpEctral Radioheliograph (MUSER) have been constructed. MUSER is a solar dedicated AS telescope with the maximum baseline of 3 km, consisting of 100 small antennas. Each pair of antennas compose of an interferometer, recording a Fourier component at each time. We can have n×(n−1)/2 interferometers given n antennas, thus n×(n−1)/2 Fourier components can be obtained. Taking advantage of the earth rotation, one can get more Fourier components. Nevertheless, the Fourier components are very sparse in practice due to the limited number of antennas, resulting in blurry image. For an AS telescope, image quality degradation is caused by sparse Fourier sampling in frequency domain. The Fourier sampling is described to a frequency-domain image multiplied by a sampling function as shown in Fig. 1 (a) . It is corresponding to a spatial image convolved by a point spread function (PSF) or dirty beam as shown in Fig. 1 (b and the PSF are the Fourier transform pairs. Convolving a clear image with the PSF/dirty beam would result in a dirty image which looks blurry. This is because the PSF has strong sidelobe which would cause signal aliasing. To eliminate aliasing, deconvolution, which is the inverse process of convolution, was employed. In radio astronomy, a category of deconvolution algorithms, namely CLEAN Högbom (1974) ; Wakker & Schwarz (1988) ; Cornwell (2008) , has been extensively studied. Deconvolution is a deblurring problem in principle. Basically, four categories of image deblurring methods are in the literature. The first one, CLEAN Högbom (1974) ; Wakker & Schwarz (1988) ; Cornwell (2008) , is mostly used in deconvolution of point source. The second one solves a inverse problem by imposing regularized constraint, such as Total Variation (TV) Ma et al. (2008) ; Wen et al. (2011); Rudin et al. (1992) ; Beck & Teboulle (2009) , sparseness Elad & Aharon (2006) ; Zhang et al. (2014) ; Wenger et al. (2010) ; Xu et al. (2018a) . The third one is developed on multi-scale signal decomposition Wakker & Schwarz (1988) ; Cornwell (2008) , such as wavelet, exploiting the multi-scale feature and spectral representation of signal. The last one is learning based method Xiang et al. (2015) ; Su & Basu (2002) ; Rubinstein et al. (2012 Rubinstein et al. ( , 2009 Xu et al. (2014) , which learns signal representation by using machine learning.
The reconstructed image from an AS system usually looks very blurry since highly sparse sampling in Fourier domain. This situation is very common in radio astronomy observation. To address this problem, CLEAN algorithm was widely used. This paper introduces a novel deconvolution algorithm based on Generative Adversarial Network (GAN) Goodfellow et al. (2014) , to accomplish image deconvolution. The rest of this paper is organized as follows. Section 2 gives the principle of AS. Section 3 gives the details of the proposed deep neural network for image deconvolution. Experimental results are provided in Section 4. And final section draws conclusions.
APERTURE SYNTHESIS PRINCIPLE
Given original spatial image by I(x, y), the corresponding image in frequency domain by V (u, v)they are the Fourier transform pairs, named by brightness function and visibility function respectively. If there are all Fourier coefficients, I(l, m) can be completely reconstructed. However, the real situation is that V (u, v) is sparsely sampled in Fourier domain. So, a sampled visibility function V D (u, v) is only available in an AS system, which is represented by
IFT FT where S(u, v) is the sampling function in frequency domain. Applying inverse Fourier transform to both sides of (1), we can get
where I D (l, m) is a dirty image deduced from the Fourier transform of V D (u, v). Since convolution operation in frequency domain is equivalent to multiplication in spatial domain, (2) can be rewritten into
where the symbol "⊗" denotes convolution operator, and
which is the dirty beam or PSF. For easy understanding, we draw a sketch map in Fig. 2 for illustrating the imaging process of an AS system, from both frequency and spatial domain. From (3), it is only possible to derive I D (x, y) instead of I(x, y), i.e., dirty image in spatial domain, while the idea image I(x, y) is unavailable since it is polluted by dirty beam B(x, y). To restore I(x, y), we have to delete dirty beam B(x, y) from the left side of (3). This process is usually named "CLEAN" deconvolution. For point source, like stellar object, Högbom, et. al. proposed a classical Högbom CLEAN algorithm, which was witnessed to perform well given dirty beam. However, it was unsatisfied for extended source, like the Sun, so a bunch of algorithms were proposed later, such as multi-resolution CLEAN (MRC), multi-scale Clean and wavelet CLEAN. (1989, 1998) was intensively developed and achieved big success in many application fields, such as image processing, speech recognition, natural language understanding, pattern recognition and computer vision. The advantages of DL lie in twofold. Firstly, it can learn a model from mass of data, which would be more applicable in practice. While traditional machine learning model or physical model would not make full use of mass of available data. Secondly, DL does not need to fully acquire knowledges of a physical process. It would not establish a mathematical model at all. Instead, an extreme non-learning relation between input and output is learnt in a data-intensive manner. This advantage of DL makes itself possesses more flexibility and applicability. GAN Goodfellow et al. (2014) ; Xu et al. (2018b) is a DL model which was recently raised and has been extensively investigated in many kinds of applications, especially image reconstruction, such as image denoising, image synthesis, super-resolution. A GAN is comprised of a generator and a discriminator as shown in Fig. 3 . In Fig. 3 , both real/original image and fake image are fed into a GAN. The generator tries to make fake images close to real/original ones. Meanwhile, the discriminator acts as a detector to distinguish fake images forged by the generator from real/original ones. By adversarial learning, the generator could acquire the distribution of training samples, so that it can produce new/unknow samples, while the discriminator can tell fakes from originals well. In addition, the discriminator becomes better and better after learning from cheating of the faker (generator) again and again. Repeating this process, finally, the generator could forge data very close to real data, at the same time, the discriminator becomes an excellent detector. The principle of GAN is originated from zero-sum minimax game, which is mathematically represented by
where D represents a detector, G represent a generator, y is a real image and G(x, z) is a fake image. In (5), y is coming from a distribution of real data, x is coming from our simulated data (e.g., degraded images in image processing), and z is coming from a random noise. For optimizing D, we expect the larger D(y) on the real data and the smaller D(G(x, z)) on the fake data generated by the generator G. While for optimizing G, we expect that it can generate enough realistic sample G(x, z) to cheat D successfully. During training process, D and G are optimized alternatively, by fixing one and optimizing the other.
As (5) indicated, a general GAN only discriminate fake and true of the output. However, most of image processing tasks, e.g., well-known image-to-image translation Isola et al. (2016) , require the correspondences between inputs and outputs besides discriminating fake and true. For this purpose, the conditional GAN (cGAN) was proposed, which is described by
where D(x, y), D(x, G(x, z)) indicates that D needs not only distinguish the real and the fake, but also tell the correspondence between them. In Isola et al. (2016) , Phillip Isola et.al. described a cGAN model for image-to-image translation, namely pix2pix. In our case, we refer to pix2pix network for solar image deconvolution, while the optimization objective is revised for facilitating our specific task. Besides cGAN loss and L1 loss of spatial domain( Isola et al. (2016) , a new loss, namely perceptual loss Johnson et al. (2016) , is also introduced additionally as,
where Φ(·) represents the feature of an image, specifically, VGG feature from a pre-trained VGG-16 model Simonyan & Zisserman (2014) . Here, the feature maps of the first four layers of a VGG-16 network are extract to give Φ(y) and Φ (G(x, z) ). Thus, the final objective is
In our model, the generator is a classical UNet, consisting of multiple layers of convolution and transposed convolution as illustrated in Fig. 4. From Fig. 4 , UNet is in the shape of an auto-encoder. The encoder gets compressed representation of the input, while the decoder decompresses this representation to reconstruct the input. The most noteworthy feature of UNet is the skip connection between corresponding layers of the encoder and the decoder. This skip connection can combine both high level semantic information and low level features of an image, benefiting image processing tasks, especially for images with less semantic information, like medical and astronomy images. The discriminator is a general convolution neural network consisting of 5 convolution layers.
Image generation/reconstruction, like image deblurring, denoising and super-resolution, has been well investigated in the literature Kupyn et al. (2017) ; KupynOrest (2019); Nah et al. (2016) ; Yan & Wang (2017) . Image deconvolution is a typical image generation problem. Usually, in radio astronomy, it was handled by "CLEAN" algorithm Högbom (1974) ; Wakker & Schwarz (1988) ; Cornwell (2008) . Two conditions should be held for the success of the CLEAN algorithm on image deconvolution. One is that the signal should be point source, the other is that dirty beam should be exactly known, which means the dirty beam of actual system and the ideal one are exactly the same. However, in practice, these two conditions do not hold so that the efficiency of the CLEAN algorithm is compromised. The proposed model is learnt from data without any constraint, which is completely data-driven, so it has more competitive advantages in the era of big data.
EXPERIMENTAL RESULTS
To evaluate the proposed model, a database consisting original/clear and dirty image pairs is firstly established. We collected 41, 096 images of 193Å from Atmospheric Imaging Assembly (AIA) of Solar Dynamics Observatory (SDO) as ground-truth/clear images. Then, we apply MUSER-I dirty beam (as shown in Fig. 1(b) ) to these clear images, resulting in corresponding dirty images. For training, validation and testing, the database is split into 3 parts: 8000 image pairs for validation, 8000 image 1) In the beginning, the generated image is with low quality since the training process is far from convergence; 2) After about 5000 loops, the learnt model can be stable, generating high quality images as shown in Fig. 5 , where the left column gives dirty images, the middle column shows output images after GAN deconvolution, the right column shows original images;
3) The learnt model can restore image details/structures well, as shown in Fig. 5(b) . Compared with dirty image in Fig.5 (a) , the reconstructed one contains more details of an image; 4) We also verify the effectiveness of spatial loss and perceptual loss as claimed in [7] for our task. The PSNR and SSIM on the whole testing dataset are compared in Table 1 . It can be observed that the best result is coming from the combination of cGAN loss, spatial-domain L1 loss and perceptual L1 loss. For objective measurement of image quality, peak signal to noise ratio (PSNR) and structural similarity index measurement (SSIM) Wang et al. (2004) are employed for evaluating the proposed model. PSNR measures the absolute difference of pixel-to-pixel of two images. SSIM may ignore the pixel-topixel difference, while pays more attention to the similarity of image structure. The PSNR and SSIM statistics are listed in Table 2 . From Table 2 , the remarkable improvements of image quality can be achieved by the proposed model, where the average PSNR improvement of 5dB and average SSIM improvement of 5.5% are achieved by the proposed GAN-based model.
In real situation, small disturbance exists, which will make the situation more complicated, so the model should be more flexible and robust for addressing these complicated situations. For this purpose, we introduce one of the noises, namely, Gaussian white noise, in our simulation for checking the flexibility and robustness of the proposed model. The experiment results, as listed in Table 2 , prove that the proposed model still applicable and keep the same efficiency of the situation without noise. From Table  2 , the PSNR improvement achieves 4.11dB. Remarkably, the SSIM improvement is up to 16%. Further analysis reveals that the SSIM is sensitive to Gaussian white noise, so image quality measured by SSIM drops a lot after contaminated by Gaussian white noise. Fortunately, the proposed model could learn the abilities of not only deconvolution but also denoising, so the SSIM improvement is remarkable. The conclusion is that the proposed model is robust for handling small noise, partially because it is a data driven model.
For comparison between the proposed model and traditional Högbom CLEAN, the dirty image in Fig. 5(a) is processed by Högbom CLEAN. The results of Högbom CLEAN are shown in Fig. 6 , where Figs. 6(a) and (b) demonstrate the images of bright points after Högbom CLEAN of 400 and 4000 iterations, respectively. Fig. 6(c) is the residual image corresponding to Fig. 6(b) . Fig. 6(d) gives the final deconvoluted image which combines the residual image (Fig. 6(c) ) and the image of bight points (Fig. 6(b) ). From Fig. 6 , it can be concluded that Högbom CLEAN can successfully restore bright points in an image, however fail to restore image details. This conclusion also confirms that Högbom CLEAN is designed for point source instead of extended source. Comparing Fig. 6 and Fig. 5 , the proposed model is dramatically superior to Högbom CLEAN on restoring image details/fine structures.
CONCLUSIONS
This paper makes an effort on a deep learning model for image deconvolution. Given original and dirty image pairs, a generator can be trained from the GAN framework. This generator can then be used to accomplish deconvolution. The evaluations on solar image demonstrate that the proposed model can recover image details markedly better than the traditional CLEAN, so it is fit for extended source, like the sun. In addition, our model is data-driven instead of physical model. For this reason, it is more applicable under some complex situations, even unknown the PSF.
