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SUMMARY
Optimization and change-point detection are two important problems in modern science
and engineering. With remarkable advancements in computer engineering and electrical
engineering, one of the challenging parts in these two problems is how to deal with big and
high-dimensional data, e.g., streaming data. The main focus of this thesis is to use recent
statistical tools to study and develop efficient optimization algorithms for big data under
different settings, and design effective and scalable change-point detection frameworks for
network data.
Chapter 1 of the thesis studies the partial least squares (PLS) with streaming data, which
can be efficiently solved by a stochastic generalized Hebbian algorithm (SGHA). Theoret-
ically, we characterize the three phases of the SGHA by diffusion processes, and establish
the corresponding global rates of convergence to the global optima. Empirically, we con-
duct some numerical experiments and the results also support our theory. In Chapter 2,
we then study the generalized eigenvalue (GEV) decomposition problem, a general form
of PLS. We first show that the Lagrangian function of GEV enjoys two properties: 1.Equi-
libria are either stable or unstable; 2.Stable equilibria correspond to the global optima of
the original GEV problem. Inspired by these nice properties, we design a simple, efficient,
and stochastic primal-dual algorithm solving the online GEV problem. By diffusion ap-
proximations, we obtain the first sample complexity result for the online GEV problem.
Numerical results are also provided to support our theory.
The goal of Chapter 3 is how to improve a sequential design strategy for the global op-
timization of black-box functions, called expected improvement (EI). We first identify the
over-greediness issue of EI. To address this problem, we propose a new hierarchical expec-
tation improvement (HEI) framework. HEI preserves a closed-form acquisition function,
and encourages exploration of the optimization space. We then introduce hyperparameter
estimation methods which allow HEI to mimic a fully Bayesian optimization procedure,
xvi
while avoiding expensive Markov-chain Monte Carlo sampling steps. We prove the global
convergence of HEI over a broad function space, and establish near-minimax convergence
rates under certain prior specifications. Numerical experiments show the improvement of
HEI over existing Bayesian optimization methods, for synthetic functions and a semicon-
ductor manufacturing optimization problem.
Chapter 4 then studies a bilevel optimization problem, which contains a follower prob-
lem and a leader problem. Taking adversarial training as an example, we propose a generic
learning-to-learn (L2L) method to solve it. The key idea of L2L is that instead of applying
hand-designed algorithms, e.g., stochastic gradient methods, to the follower problem, we
learn an optimizer parametrized by a neural network. Meanwhile, the leader learns a robust
model to defend the malicious adversarial attacks generated by the learned optimizer. Our
experiments over CIFAR datasets demonstrate that L2L improves upon existing methods in
both robust accuracy and computational efficiency. Moreover, we show that the proposed
L2L method also works for other bilevel problems in machine learning such as adversarial
interpolation training and general adversarial imitation learning.
Chapter 5 considers a change-point detection problem with network data, and designs
a new Conditional AutoRegressive Detection (CARD) monitoring system, which models
spatial correlations over the network via a Conditional AutoRegressive (CAR) model. We
show that the conditional specification of the CAR model allows for a decentralized detec-
tion method to leverage spatial correlations by utilizing neighborhood information on each
node. Theoretically, we prove that the expected detection delay for CARD is smaller than
that for a detection method which ignores spatial correlations, thus showing the improved
detection power of the proposed method. We then demonstrate the improved detection per-
formance of CARD over existing methods in a suite of numerical simulations and in two




DROPPING CONVEXITY FOR MORE EFFICIENT AND SCALABLE ONLINE
MULTIVIEW LEARNING
1.1 Introduction
Multiview data have become increasingly available in many popular real-world data anal-
ysis and machine learning problems. These data are collected from diverse domains or
different feature extractors, which share latent factors. Existing literature has demonstrated
different scenarios. For instance, the pixels and captions of images can be considered as
two-view data, since they are two different features describing the same contents. More
motivating examples involving two or more data sets simultaneously can be found in com-
puter vision, natural language processing, and acoustic recognition. See [1, 2, 3, 4, 5, 6,
7, 8]. Although these data are usually unlabeled, there exists underlying association and
dependency between different views, which allows us to learn useful representations in an
unsupervised manner. Here we are interested in finding a representation that reveals in-
trinsic low-dimensional structures and decomposes underlying confounding factors. One
ubiquitous approach is partial least squares (PLS) for multiview representation learning.
Specifically, given a data set of n samples of two sets of random variables (views),X ∈ Rm
and Y ∈ Rd, PLS aims to find an r-dimensional subspace (r  min(m, d)) that preserves
most of the covariance between two views. Existing literature has shown that such a sub-
space is spanned by the leading r components of the singular value decomposition (SVD)




[9], where we sample (X, Y ) from some unknown distribu-
tion D. Throughout the rest of this chapter, if not clear specified, we denote E(X,Y )∼D by E
for notational simplicity.
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A straightforward approach for PLS is “Sample Average Approximation” (SAA, [10,
11]), where we run an offline (batch) SVD algorithm on the empirical covariance matrix
after seeing sufficient data samples. However, in the “big data” regime, this approach
requires unfeasible amount of storage and computation time. Therefore, it is much more
practical to consider the multiview learning problem in a “data laden” setting, where we
draw independent samples from an underlying distribution D over Rm×Rd, one at a time.
This further enables us to formulate PLS as a stochastic (online) optimization problem.
Here we only consider the rank-1 case (r = 1) for simplicity, and solve






subject to u>u = 1, v>v = 1. (1.1.1)
We will explain more details on the rank-r case in the later section.
Several nonconvex stochastic approximation (SA) algorithms have been proposed in
[9]. These algorithms work great in practice, but lack theoretic justifications, since the
nonconvex nature of (1.1.1) makes the theoretical analysis very challenging. To overcome
this obstacle, [12] proposed a convex relaxation of (1.1.1). Specifically, by a reparametriza-
tion M = uv> (Recall that we are interested in the rank-1 PLS), they rewrite (1.1.1) as1
M̂ = argmax
M
〈M,ΣXY 〉 subject to ‖M‖∗ ≤ 1 and ‖M‖2 ≤ 1. (1.1.2)
where ΣXY = EXY >, and ‖M‖2 and ‖M‖∗ are the spectral (i.e., the largest singular value
of M ) and nuclear (i.e., the sum of all singular values of M ) norms of M respectively.
By examining the KKT conditions of (1.1.2), one can verify that M̂ = ûv̂> is the optimal
solution, where û, v̂ are the leading left and right singular vectors of ΣXY , i.e., a pair
of global optimal solutions to (1.1.1) for r = 1. Accordingly, they propose a projected
stochastic gradient-type algorithm to solve (1.1.2), which is often referred to the Matrix
1For r > 1 case, we replace ‖M‖∗ ≤ 1 with ‖M‖∗ ≤ r
2
Stochastic Gradient (MSG) algorithm. Particularly, at the (k + 1)-th iteration, MSG takes
Mk+1 = ΠFantope(Mk + ηXkY
>
k ),
where Xk and Yk are independently sampled from D, and ΠFantope(·) is a projection oper-
ator to the feasible set of (1.1.2). They further prove that given a pre-specified accuracy ε,
MSG requires N = O(ε−2 log(1/ε)) iterations such that 〈M̂,Exy>〉 − 〈MN ,Exy>〉 ≤ ε
with high probability.
Despite of the attractive theoretic guarantee, MSG does not present superior perfor-
mance to other heuristic nonconvex stochastic optimization algorithms for solving (1.1.1).
Although there is a lack of theoretical justification, many evidences have corroborated that
heuristic nonconvex approaches not only converge to the global optima in practice, but also
enjoy better empirical computational performance than the convex approaches [13, 14, 15,
16]. Another drawback of MSG is the complicated projection step at each iteration. Al-
though [12] further proposed an algorithm to compute the projection with a computational
cost cubically depending on the rank of the iterates (the worst case: O(d3)), such a sophisti-
cated implementation significantly decreases the practicability of MSG. Furthermore, MSG
is also unfavored in a memory-restricted scenario, since storing the update M (k) requires
O(md) real number storage. In contrast, the heuristic algorithms analyzed in this chapter
require only O(m+ d) real number storage, or O(rm+ rd) in the rank-r case.
We aim to bridge the gap between theory and practice for solving multiview representa-
tion learning problems by nonconvex approaches. Specifically, we first illustrate the nono-
convex geometry of (1.1.1), we analyze the convergence properties of a simple stochastic
optimization algorithm for solving (1.1.1) based on diffusion processes. Our analysis takes
advantage of the strong Markov properties of the stochastic optimization algorithm updates
and casts the trajectories of the algorithms as diffusion processes [17, 18]. By leveraging
the weak convergence from discrete Markov chains to their continuous time limits, we
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demonstrate that the trajectories are essentially the solutions to stochastic differential equa-
tions. Such an SDE-type analysis automatically incorporates the geometry of the objective
and the randomness of the algorithm, and eventually demonstrates three phases of conver-
gence:
1. Starting from an unstable equilibrium with negative curvature, the dynamics of the
algorithm can be described by an Ornstein-Uhlenbeck process with a steady driven
force pointing away from the initial.
2. When the algorithm is sufficiently distant from the initial unstable equilibrium, the
dynamics can be characterized by a deterministic ordinary differential equation (ODE).
The trajectory of this phase is evolving directly toward the desired global maximum
until it reaches a small basin around the global maximum.
3. In this phase, the trajectory can be also described by an Ornstein-Uhlenbeck process
oscillating around the global maximum. The process has a drifting term that gradu-
ally dies out and eventually becomes a nearly unbiased random walk centered at the
maximum.
The sharp characterization in these three phases eventually allows us to establish strong
convergence guarantees. Particularly, we show that the nonconvex stochastic gradient algo-
rithm guarantees an ε-optimal solution in O(ε−1 log(ε−1)) iterations with high probability,
which is a significant improvement over convex MSG by a factor of ε−1. Our theoreti-
cal analysis reveals the power of the nonconvex optimization in PLS. The simple heuristic
algorithms drop the convexity, but achieve much better efficiency.
Our convergence analysis also has important implications on stochastic optimization
algorithm for Canonical Correlation Analysis (CCA). Specifically, CCA considers a similar
setting to PLS, and solves
(û, v̂) = argmax
u,v
u>EXY >v subject to E(X>u)2 = 1, E(Y >v)2 = 1. (1.1.3)
4
From an optimization perspective, CCA is equivalent to PLS under some linear transforma-
tion, but more challenging. We will explain more details on CCA in our later discussions.
Notations: Given a vector v = (v(1), . . . , v(d))> ∈ Rd, we define vector norms: ‖v‖1 =∑
j |v(j)|, ‖v‖22 =
∑
j(v
(j))2, and ‖v‖∞ = maxj |v(j)|. Given a matrix A ∈ Rd×d, we
use Aj = (A1j, ..., Adj)> to denote the j-th column of A and define the matrix norms
‖A‖2F =
∑
j ‖Aj‖22 and ‖A‖2 as the largest singular value of A.
1.2 Stochastic Nonconvex Optimization
Recall that we solve (1.1.1)
(û, v̂) = argmax
u,v
u>EXY >v subject to ‖u‖22 = 1, ‖v‖22 = 1, (1.2.1)
where (X, Y ) follows some unknown distribution D. Due to the symmetrical structure of
(1.2.1), (−û,−v̂) is also a pair of global optimum. Our analysis holds for both optima.
Throughout the rest of this chapter, if not clearly specified, we consider (û, v̂) as the global
optimum for simplicity.
We apply the stochastic approximation (SA) of the generalized Hebbian algorithm
(GHA) to solve (1.2.1). GHA, which is also referred as Sanger’s rule [19], is essentially a
primal-dual algorithm. Specifically, we consider the Lagrangian function of (1.2.1):
L(u, v, µ, σ) = u>EXY >v−µ(u>u− 1)− σ(v>v − 1), (1.2.2)
where µ and σ are Lagrangian multipliers. We then check the optimal KKT conditions,
EXY >v−2µu = 0, EY X>u− 2σv = 0, u>u = 1 and v>v = 1, (1.2.3)
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which further imply
u>EXY >v − 2µu>u = u>EXY >v − 2µ = 0,
v>EY X>u− 2σv>v = v>EY X>u− 2σ = 0.
Solving the above equations, we obtain the optimal Lagrangian multipliers as




GHA is inspired by (1.2.3) and (1.2.4). At k-th iteration GHA takes





k vk︸ ︷︷ ︸
SA (stochastic approximation) of u>k Σvk
, (1.2.5)




k vk − 2µkuk
)︸ ︷︷ ︸
SA of∇uL(u, v, µ, σ)
,




k uk − 2σkvk
)︸ ︷︷ ︸
SA of∇vL(u, v, µ, σ)
, (1.2.6)
where η > 0 is the step size. Combining (1.2.5) and (1.2.6), we obtain a dual-free update
as follow:




k vk − u>kXkY >k vkuk
)




k uk − u>kXkY >k vkvk
)
. (1.2.7)
Different from the projected SGD algorithm, which is a primal algorithm proposed in [20],
Stochastic GHA does not need projection at each iteration.
1.3 Optimization Landscape
We illustrate the nonconvex optimization landscape of (1.1.1), which helps us understand
the intuition behind the algorithmic convergence. We first study its stationary points based
the Lagrangian function (1.2.2). By the KKT conditions (1.2.3), we define the stationary
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point of (1.2.2) as follows.
Definition 1.3.1. Given (1.1.1) and (1.2.2), we define:
1. A quadruplet of (u, v, µ, σ) is called a stationary point of (1.2.2), if it satisfies (1.2.3).
2. A pair of (u, v) is called a stable stationary point of (1.1.1), if (u, v, µ, σ) is a sta-
tionary point of (1.2.2), and∇2u,vL(u, v, µ, σ) is negative semi-definite.
3. A pair of (u, v) is called an unstable stationary point of (1.1.1), if (u, v, µ, σ) is a
stationary point of (1.2.2), and∇2u,vL(u, v, µ, σ) has a positive eigenvalue.
We then obtain all stationary points by solving (1.2.3). For notational simplicity, we
denote ΣXY = EXY >. Before we proceed with our analysis, we introduce the following
assumption.
Assumption 1.3.2. Suppose d ≤ m and rank(ΣXY ) = r. We have λ1 > λ2 ≥ λ3 ≥ · · · ≥
λr > 0, where λi’s are the i-th singular values of ΣXY .
We impose such an eigengap assumption (λ1 > λ2) to ensure the identifiability of the
leading pair of singular vectors. Thus, the leading pair of singular vectors are uniquely
determined only up to sign change. Let O1 ∈ Rm×m and O2 ∈ Rd×d be any pair of left
and right singular matrices2. Let ui and vj denote the i-th column of O1 and j-th column
of O2, respectively. The next proposition reveals the connection between stationary points
and singular vectors.
Proposition 1.3.3. Suppose Assumption 1.3.2 holds. A quadruplet of (u, v, µ, σ) is the
stationary point of (1.2.2), if either of the following condition holds:
1. (u, v) are a pair of singular vectors associated with the same nonzero singular value;
2Since all singular values are not necessarily distinct, some pairs of singular vectors are not unique, e.g.,
when λi = λj , (ui, vi) and (uj , vj) are uniquely determined up to rotation. Note that our analysis works for
all possible combinations of O1 and O2. See more details in [21].
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2. u and v belong to the row and column null spaces of ΣXY respectively: ΣXY v =
0, Σ>XY u = 0.
The proof of Proposition 1.3.3 is presented in Appendix A.1.1. We then determine the
types of these obtained stationary points. The next proposition characterizes the maximum
eigenvalues of∇2u,vL(u, v, µ, σ) at these stationary points of (1.2.2).
Proposition 1.3.4. Suppose Assumption 1.3.2 holds. All pairs of singular vectors associ-
ated with the leading singular value are global optima of (1.1.1), i.e., also the saddle points
of (1.2.2), and they are stable stationary points. All other stationary points of (1.2.2) are all
unstable with
λmax(∇2u,vL(u, v, µ, σ)) ≥ λ1 − λ2.
The proof of Proposition 1.3.4 is presented in Appendix A.1.2. Proposition 1.3.4 es-
sentially characterizes the geometry of (1.1.1) at all stationary points, and the unstableness
allows the stochastic gradient algorithm to escape, as will be shown in the next sections.
1.4 Global Convergence by ODE
Before we proceed with our analysis, we first impose some mild assumptions on the prob-
lem.
Assumption 1.4.1. Xk, Yk, k = 1, 2, ...N are data samples identically independently dis-
tributed as X ∈ Rd, Y ∈ Rd respectively satisfying the following conditions:
1. For any ∆ > 0, max{E‖X‖4+∆2 ,E‖Y ‖4+∆2 } <∞ and max{E‖X‖22,E‖Y ‖22} ≤ Bd
for a constant B;3
2. λ1 > λ2 ≥ λ3 ≥ ... ≥ λd > 0, where λi’s are the singular values of ΣXY = EXY >.
3We only need (4 + ∆)-th moments of ‖X‖2 and ‖Y ‖2 to be bounded, while the preliminary results in
[20] require both ‖X‖2 and ‖Y ‖2 to be bounded random variables.
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Here we assumeX and Y are of the same dimensions (i.e.,m = d) and ΣXY is full rank
for convenience of analysis. The extension to m 6= d in a rank deficient setting is straight-
forward, but more involved (See more details in Section 1.5.4). Moreover, for a multiview
learning problem, it is also natural to impose the following additional assumptions.
Assumption 1.4.2. Given the observed random variables X and Y , there exist two or-











are uncorrelated if i 6= j, so that OX and OY are the left and right
singular matrices of ΣXY respectively;
2. Var(X
(i)
) = γi, Var(Y
(i)











= αij , where γi, αij , and
ωi are constants.
The next proposition characterizes the strong Markov property of our algorithm.
Proposition 1.4.3. Using (1.2.7), we get a sequence of (uk, vk), k = 1, 2, ..., N . They
form a discrete-time Markov process.
With Proposition 1.4.3, we can construct a continuous time process to derive an or-
dinary differential equation to analyze the algorithmic convergence. Specifically, as the
fixed step size η → 0+, two processes Uη(t) = ubη−1tc, Vη(t) = vbη−1tc based on the se-
quence generated by (1.2.7), weakly converge to the solution of the following ODE system












Σ>XYU − V >Σ>XYUV
)
, (1.4.1)
whereU(0) = u0 and V (0) = v0. To highlight the sequence generated by (1.2.7) depending
on η, we redefine uη,k = uk, vη,k = vk.
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Theorem 1.4.4. As η → 0+, the processes uη,k, vη,k weakly converge to the solution of the
ODE system in (1.4.1) with sphere initial U(0) = u0, V (0) = v0, i.e., ‖u0‖2 = ‖v0‖2 = 1.
The proof of Theorem 1.4.4 is presented in Appendix A.2.1. Under Assumption 1.4.1,
the above ODE system admits a closed form solution. Specifically, we solve U and V





)> and wk = 1√2 (u>k v>k )>. We then rewrite (1.4.1)as
dW
dt




. By Assumption 1.4.2, OX and OY are the left and right
singular matrices of ΣXY respectively, i.e., ΣXY = EXY > = OXEXY
>
O>Y , where
EXY > is diagonal. For notational simplicity, we define D = diag(λ1, λ2, ..., λd) such











By left multiplying P> both sides of (1.4.2), we obtain
H(t) = P>W (t) with
dH
dt
= ΛH −H>ΛHH, (1.4.4)







Thus, we can obtain a closed form solution to (1.4.4) based on the following theorem.
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(λi − λj) (H(j))2, (1.4.6)





2H(i)(0) exp (λit), (1.4.7)









is a normalization function such that ‖H(t)‖2 = 1.
The proof of Theorem 1.4.5 is presented in Appendix A.2.2. Without loss of generality,
we assume H(1)(0) > 0. As can be seen, H1(t) → 1, as t → ∞. We have successfully
characterized the global convergence performance of our algorithm with an approximate
error o(1). The solution to the ODE system in (1.4.7), however, does not fully reveal
the algorithmic behavior (more precisely, the rate of convergence) near the equilibria of
the ODE system. This further motivates us to exploit the stochastic differential equation
approach to characterize the dynamics of the algorithm.
1.5 Global Dynamics by SDE
We analyze the dynamics of the algorithm near the equilibria based on stochastic differen-
tial equation by rescaling analysis. Specifically, we characterize three stages for the trajec-
tories of solutions: [a] Neighborhood around unstable equilibria — minimizers and saddle
points of (1.2.1), [b] Neighborhood around stable equilibria — maximizers of (1.2.1), and
[c] deterministic traverses between equilibria. Moreover, we provide the approximate the
11
number of iterations in each phase until convergence.
1.5.1 Phase I: Escaping from Unstable Equilibria
Suppose that the algorithm starts to iterate around a unstable equilibrium, (e.g. saddle
point). Different from our previous analysis, we rescale two aforementioned processes
Uη(t) and Vη(t) rescaled by a factor of η−1/2. This eventually allows us to capture the un-
certainty of the algorithm updates by stochastic differential equations. Roughly speaking,
the ODE approximation is essentially a variant of law of large number for Markov process,
while the SDE approximation serves as a variant of central limit theorem accordingly.
Recall that P is an orthonormal matrix for diagonalizing Q, and H is defined in (1.4.4).
Let Z(i)η and z
(i)
η,k denote the i-th coordinates of Zη = η
−1/2Hη and zη,k = η−1/2hη,k re-
spectively. The following theorem characterizes the dynamics of the algorithm around the
unstable equilibrium.
Theorem 1.5.1. Suppose zη,0 is initialized around some saddle point or minimizer (e.g.
j-th column of P with j 6= 1), i.e., Z(j)(0) ≈ η− 12 and Z(i)(0) ≈ 0 for i 6= j. Then for any





|Z(i)η (t)| ≤ C) ≤ 1− τ. (1.5.1)
Here we provide the proof sketch and leave the whole proof of Theorem 1.5.1 in Ap-
pendix A.3.1.
Proof Sketch. We prove this argument by contradiction. Assume the conclusion does not





|Z(i)η (t)| ≤ C) = 1.
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|Z(i)ηn (t)| ≤ C) = 1. (1.5.2)
Then we show {Z(i)ηn (·)}n is tight and thus converges weakly. Furthermore, {Z(i)ηn (·)}n
weakly converges to a stochastic differential equation,
dZ(i)(t) = −(λj − λi)Z(i)(t)dt+ βijdB(t). (1.5.3)
We compute the solution of this stochastic differential equation and then show (2.4.6) does
not hold.
Theorem 1.5.1 implies that for i > j, with a constant probability τ , escapes from the
saddle points at some time T1, i.e., (H(j)(T1))2 is smaller than 1− δ2, where (δ = O(√η)).
Note that (1.5.3) is a Fokker-Planck equation, which admits a closed form solution as fol-
lows, for any i 6= j,
Z(i)(t) = Z(i)(0) exp [−(λj − λi)t] + βij
∫ t
0






exp [(λj − λi)s] dB(s)︸ ︷︷ ︸
T1
]
exp [(λi − λj)t]︸ ︷︷ ︸
T2
. (1.5.4)
Such a solution is well known as the Ornstein-Uhlenbeck process [22], and also implies
that the distribution of z(i)η,k can be well approximated by the normal distribution of Z
(i)(t)
for a sufficiently small step size. This continuous approximation further has the following
implications:







dB(s) + Z(i)(0) is essentially a random
variable with mean Z(i)(0) and variance smaller than
β2ij
2(λi−λj) . The larger t is, the






amplifies T1 by a factor exponentially increasing in t. This tremendous amplification
forces Z(i)(t) to quickly get away from 0, as t increases.
[b] For λi < λj , we have





1− exp [−2(λj − λi)t]
]
.
As has been shown in [a] that t does not need to be large for Z(i)(t) to get away from
0. Here we only consider relatively small t. Since the initial drift for Z(i)(0) ≈ 0 is
very small, Z(i) tends to stay at 0. As t increases, the exponential decay term makes
the drift quickly become negligible. Moreover, by mean value theorem, we know
that the variance is bounded, and increases far slower than the variance in [a]. Thus,
roughly speaking, Z(i)(t) oscillates near 0.
[c] For λj = λi, we have E[Z(i)(t)] = Z(i)(0) and Var[Z(i)(t)] = β2ij . This implies that
Z(i)(t) also tends to oscillate around 0, as t increases.
Overall speaking, [a] is dominative so that it is the major driving force for the algorithm to
escape from this unstable equilibrium. More precisely, let us consider one special case for
Phase I, that is we start from the second maximum singular value, with h(2)η,k(0) = 1. We
then approximately calculate the number of iterations to escape Phase I using the algorith-





η (t) with t = kη by the following proposition.
Proposition 1.5.2. Given pre-specified ν > 0 and sufficiently small η, there exists some
















iterations such that (h(2)η,N1)
2 ≤ 1 − δ2 with probability at least 1 − ν, where Φ(x) is the
CDF of standard normal distribution.
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The proof of Proposition 1.5.2 is provided in Appendix A.3.2. Proposition 1.5.2 sug-
gests that SGD can escape from unstable equilibria within a few iterations. After escaping
from the saddle, SGD gets into the next phase, which is a deterministic traverse between
equilibria.
1.5.2 Phase II: Traverse between Equilibria
When the algorithm is close to neither the saddle points nor the optima, the algorithm’s per-
formance is nearly deterministic. Since Z(t) is a rescaled version ofH(t), their trajectories
are similar. Like before, we have the following proposition to calculate the approximate
iterations, N2, following our results in Section 1.4. We restart the counter of iteration by
Proposition 1.4.3.
Proposition 1.5.3. After restarting counter of iteration, given sufficiently small η and δ














The proof of Proposition 1.5.3 is provided in Appendix A.3.3. Combining Propositions
1.5.2 and 1.5.3, we know that afterN1+N2 iteration numbers, SGD is close to the optimum
with high probability, and gets into its third phase, i.e., convergence to stable equilibria.
1.5.3 Phase III: Convergence to Stable Equilibria
Again, we restart the counter of iteration by the strong Markov property. The trajectory
and analysis are similar to Phase I, since we also characterize the convergence using an
Ornstein-Uhlenbeck process. The following theorem characterizes the dynamics of the
algorithm around the stable equilibrium.
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Theorem 1.5.4. Suppose zη,0 is initialized around some maximizer (the first column of P ),
i.e., Z(1)(0) ≈ η− 12 and Z(i)(0) ≈ 0 for i 6= 1. Then as η → 0+, for all i 6= 1, z(i)η,k weakly
converges to a diffusion process Z(i)(t) satisfying the following SDE for i 6= 1,
dZ(i)(t) = −(λ1 − λi)Z(i)(t)dt+ βi1dB(t), (1.5.5)










γiω1 + γ1ωi − 2αi1 otherwise.
The proof of Theorem 1.5.4 is provided in Appendix A.3.4. Similar to (1.5.4), the
closed form solution to (1.5.5) for i 6= 1 is as follow:
Z(i)(t) = Z(i)(0) exp [−(λ1 − λi)t] + βi1
∫ t
0
exp [(λ1 − λi)(s− t)] dB(s). (1.5.6)
By the property of the O-U process, we characterize the expectation and variance of Z(i)(t)
for i 6= 1:

















exp [−2(λ1 − λi)t] .
Recall that the distribution of z(i)η,k can be well approximated by the normal distribution of
Z(i)(t) for a sufficiently small step size. This further implies that after sufficiently many
iterations, SGD enforces z(i)η,k → 0 except i = 1. Meanwhile, SGD behaves like a bi-
ased random walk towards the optimum, when it iterates within a small neighborhood the
optimum. But unlike Phase I, the variance gradually becomes a constant.
Based on Theorem 1.5.4, we further establish an iteration complexity bound for SGD
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in following proposition.
Proposition 1.5.5. Given a pre-specified ε > 0, a sufficiently small η, and δ defined in





 4(λ1 − λ2)δ2












≤ ε with probability at least 3/4.
The proof of Proposition 1.5.5 is provided in Appendix A.3.5. Combining Propositions
1.5.2, 1.5.3, and 1.5.5, we obtain a more refined result in the following corollary.
Corollary 1.5.6. Given a sufficiently small pre-specified ε > 0, we choose
η  ε(λ1 − λ2)
dmax1≤i≤d β2i1
.










iterations such that we have ‖uη,n − û‖22 + ‖vη,n − v̂‖22 ≤ 3ε with probability at least 34 .
The proof of Corollary 1.5.6 is provided in Appendix A.3.6. We can further improve
the probability to 1 − ν for some ν > 0 by repeating O(log 1/ν) replicates of SGD. We
then compute the geometric median of all output solutions. See more details in [23].
1.5.4 Extension to m 6= d
Our analysis can further extend to the case where X and Y have different dimensions, i.e.,
m 6= d. Specifically, we consider an alternative way to construct P defined in (1.4.3). We
follow the same notations to Assumption 1.4.2, and useOX andOY to denote the transition
matrix between the observed data and latent variables. The dimensions of OX and OY ,
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however, are different now, i.e., OX ∈ Rm×m and OY ∈ Rd×d. Without loss of generality,
we assume m > d and OX = (ÕX O0X), where ÕX ∈ Rm×d and O0X ∈ Rm×(m−d), and
OY are the transform matrix of X and Y , respectively. Then we have the singular value
decomposition as follows,
O>XΣXYOY = D, where D =
 D̃
0
 and D̃ = diag(λ1, λ2, ..., λd). (1.5.7)
Thus, we have Õ>XΣXYOY = D̃ and (O
0
X)
>ΣXYOY = 0. Now we design the orthogonal
transform matrix P .
P =
 1√2ÕX O0X 1√2ÕX
1√
2
OY 0 − 1√2OY
 . (1.5.8)












Then our previous analysis using ODE and SDE still holds.
Note that for d = m, any column vector of P in (1.4.3) is a stationary solution. Here
the square matrix P in (1.5.8) contains m + d column vectors, but only the first d and last
d column vectors are stationary solutions. This is because the remaining m − d column
vectors are even not feasible solutions, and violate the constraint v>v = 1. Thus, given a
feasible initial, the algorithm will not be trapped in the subspace spanned by th remaining
m− d column vectors .
1.5.5 Extension to Missing Values
Our methodology and theory can tolerate missing values. For simplicity, we assume the
entries of X and Y misses independently with probability 1 − p in each iteration, where
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p ∈ (0, 1). We then set all missing entries as 0 values. We denote such imputed vectors by
X̃k and Ỹk. One can verify 1p2 X̃k · Ỹ >k is an unbiased estimator of ΣXY = EXkY >k . Note
that 1/p2 can be further absorbed into the step size η, denoted by ηp. Then (1.2.7) becomes:

















The convergence analysis is very similar to the standard setting with a different choice of
ηp, and therefore is omitted.
1.6 Numerical Experiments
We first provide a simple example to illustrate our theoretical analysis. Specifically, we
choose m = d = 3. We first generate the joint covariance matrix for the latent factors X
and Y as











and ΣY Y = ΣXX . We then generate two matrices Ũ and Ṽ with each entry independently
sampled from N(0, 1). Then we convert Ũ and Ṽ to orthonormal matrices U and V by
Grand-Schmidt transformation. At last, we generate the joint covariance matrix for the
observational random vectors X and Y using the following covariance matrix
Cov(X) = U>ΣXXU, Cov(X, Y ) = U
>ΣXY V, and Cov(Y ) = V
>ΣY Y V.
We consider the total sample size as n = 2×105 and choose η = 5×10−5. The initialization










































(c) All Three Phases of h(2)k .
Figure 1.1: An illustrative example of the stochastic gradient algorithm. The three phases
of the algorithm are consistent with our theory: In Phase I, the algorithm gradually escapes
from the saddle point; In Phase II, the algorithm quickly iterates towards the optimum; In
Phase III, the algorithm gradually converges to the optimum.
value of ΣXY , i.e., saddle point. We repeat the simulation with update (1.2.7) for 100
times, and plot the obtained results.
Figure 1.1a illustrates the three phases of the SGD algorithm. Specifically, the hori-
zontal axis is the number of iterations, and the vertical axis is h(1)k defined in (1.4.5). As
h
(1)
k → ±1, we have uk → ±û and vk → ±v̂, e.g., global optima. This is due to the sym-
metric structure of the problem as mentioned in Section 1.1. Figure 1.1a is consistent with
our theory: In Phase I, the algorithm gradually escapes from the saddle point; In Phase II,
the algorithm quickly moves towards the optimum; In Phase III, the algorithm gradually
converges to the optimum.
Figure 1.1b further zooms in Phase I of Figure 1.1a. We see that the trajectories of all
100 simulations behave very similar to an O-U process. Figure 1.1c illustrates the three
phases by h(2)k . As our analysis suggests, when h
(1)
k → ±1, we have h
(2)
k → 0. We see that
the trajectories of all 100 simulations also behave very similar to an O-U process in Phase
III. These experimental results are consistent with our theory.
Also, we illustrate h(1) in Phase I and h(2) in Phase III are O-U processes by showing
that 100 simulations of h(1) follow gaussian distributions at 10-th, 100-th, and 1000-th
iteration and those of h(1) follow gaussian distributions at 105-th, 1.5×105-th, and 2×105-
th iteration. This is consistent with the Theorems 1.5.1 and 1.5.4 in Section 1.5. Also as we
can see that in the Phase I, the variance of h(1) becomes larger and larger when the iteration
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(b) The estimated density of h(2) in Phase III.
Figure 1.2: The estimated density based on 100 simulations (obtained by kernel density
estimation using 10-fold cross validation) at different iterations in Phase I and Phase III
shows that h(1)k ’s in Phase I and h
(2)
k ’s in Phase III behave very similar to O-U processes.
how their their variance change, which is consistent our theory.
We then provide a real data experiment for comparing the computational performance
our nonconvex stochastic gradient algorithm for solving (1.2.1) with the convex stochastic
gradient algorithm for solving (1.1.2). We choose a subset of the MNIST dataset, whose
labels are 3, 4, 5, or 9. The total sample size is n = 23343, and m = d = 392. As [12]
suggest, we choose ηk = 0.05/
√
k or 2.15 × 10−5, for the convex stochastic gradient al-
gorithm. For our nonconvex stochastic gradient algorithm, we choose either ηk = 0.1/k,
10−4, or 3 × 10−5. Figure 1.3 illustrates the computational performance in terms of iter-
ations and wall clock time. As can be seen, our nonconvex stochastic gradient algorithm
outperforms the convex counterpart in iteration complexity, and significantly outperforms
in wall clock time, since the nonconvex algorithm does not need the computationally ex-
pensive projection in each iteration. This suggests that dropping convexity for PLS can
boost both computational scalability and efficiency.
Our last experiment demonstrates the computational performance of our proposed SGD
algorithm when there exist missing values. Specifically, we adopt the same MNIST data
21
Number of teration
(a) Comparison by Iteration. (b) Comparison by Time.
Figure 1.3: Comparison between nonconvex SGD and convex MSG with different step
sizes. We see that SGD not only has a better iteration complexity, but also is more compu-
tationally efficient in wall clock time than convex MSG.
(a) Different missing probabilities with step
size p2 ∗ 10−4.
(b) Different step sizes with missing proba-
bility 0.1 (i.e., p = 0.9).
Figure 1.4: Comparison among different missing probabilities and step sizes.
set as our previous experiment. We independently drop each pixel of the image in each
iteration with probability (1 − p). Figure 1.4 illustrates the computational performance in
terms of iterations under different missing probability and choices of the step size param-
eter. As can be seen, the empirical convergence of our proposed SGD algorithm is similar
to (but slower than) that of our previous experiment without missing values.
1.7 Discussions
We establish the convergence rate of stochastic gradient descent (SGD) algorithms for
solving online partial least square (PLS) problems based on diffusion process approxima-
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tion. Our analysis indicates that for PLS, dropping convexity actually improves efficiency
and scalability. Our convergence results are tighter than existing convex relaxation based
method by a factor of O(1/ε), where ε is a pre-specified error. We believe the following
directions should be of wide interests:
1. Our current results hold only for the top pair of left and right singular vectors, i.e.,
r = 1. For r > 1, we need to solve
(Û , V̂ ) = argmax
U∈Rm×r,V ∈Rd×r
E tr(V >Y X>U)
subject to U>U = Ir, V >V = Ir. (1.7.1)
Our approximations using ODE and SDE, however, do not admit unique solution due
to rotation or permutation. Thus, extension of our analysis to r > 1 is a challenging,
but also an important future direction.
2. Our current results are only applicable to a fixed step size η  ε(λ1 − λ2)d−1. Our
experiments suggest that the diminishing step size ηk  k−1(λ1−λ2)−1 log d, k from
1 to N , where N is the sample complexity from theory, achieves a better empirical
performance. One possible probability tool is Stein’s method [24].
3. Our current results rely on the classical central limit theorem-type analysis by taking
η → 0+. Note the analysis of ‖u‖2 = ‖v‖2 = 1 is an asymptotic result, and in
experiment, when η is small, u and v exactly stay on the sphere. But to get a more
general result, connecting our analysis to discrete algorithmic proofs such as [25,
26, 27] should be an important direction [28]. One possible probability tool for
addressing this issue is Stein’s method [24].
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Moreover, our proposed SGD algorithm for PLS is also closely related to Canonical Cor-
relation Analysis. Specifically, CCA solves a similar problem
(û, v̂) = argmax
u,v
u>EXY >v subject to E(X>u)2 = 1, E(Y >v)2 = 1. (1.7.2)
For notational simplicity, we denote ΣXY = EXY >, ΣXX = EXX>, and ΣY Y = EY Y >.
Since computing EXX> and EY Y > is not affordable, the projected stochastic gradient
algorithms are not applicable. Thus we consider an alternative approach to avoid the pro-
jection operation. We consider the Lagrangian function of (1.7.2) as
L(u, v, µ, σ) = u>ΣXY v − µ(u>ΣXXu− 1)− σ(v>ΣY Y v − 1), (1.7.3)
where µ and σ are Lagrangian multipliers. We then check the optimal KKT conditions,
ΣXY v − 2ΣXXµu = 0, ΣXY u− 2ΣY Y σv = 0, u>ΣXXu = 1 and v>ΣY Y v = 1,
which further imply
u>ΣXY v − 2µu>ΣXXu = u>ΣXY v − 2µ = 0
and v>ΣXY u− 2σv>ΣY Y v = v>EY X>u− 2σ = 0.
Solving the above equations, we obtain the optimal Lagrangian multipliers as




Similarly, we then apply the dual free stochastic gradient method to solve (1.7.2). Specifi-
cally, at the k-th iteration, we independently sample (Xk, Yk) and (X̃k, Ỹk) from D. Then
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we obtain




k vk − u>kXkY >k vk · X̃kX̃>k uk
)
,




k uk − v>k YkX>k uk · ỸkỸ >k vk
)
. (1.7.5)
Here we sample two pairs ofX and Y to ensure the unbiasedness of the stochastic gradient.




= ΣXY V − U>ΣXY V · ΣXXU,
dV
dt
= Σ>XYU − V >Σ>XYU · ΣY Y V.
Different from PLS, the above ordinary differential equations do not admit a closed form
solution, which makes our ODE/SDE-type convergence analysis not applicable in a straight-
forward manner. A possible alternative approach is to establish the lower bounds for
|û>U(t)| and |v̂>V (t)|, and further prove that as t→∞, we have U(t)→ û and V (t)→ v̂.
We will leave this option for further investigation.
Taking our result for PLS as an initial start, we expect more sophisticated and stronger
follow-up work that applies to CCA and other online optimization problems with similar
structures, which eventually benefits the learning community in both practice and theory.
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CHAPTER 2
ON LANDSCAPE OF LAGRANGIAN FUNCTIONS AND STOCHASTIC
SEARCH FOR CONSTRAINED NONCONVEX OPTIMIZATION
2.1 Introduction
We often encounter the following optimization problem in machine learning, signal pro-
cessing, and stochastic control:
min
X
f(X) subject to X ∈ Ω, (2.1.1)
where f : Rd → R is a loss function, Ω :, {X ∈ Rd : gi(X) = 0, i = 1, 2, ...,m} denotes
a feasible set,m is the number of constraints, and gi : Rd → R’s are the differentiable func-
tions that impose constraints into model parameters. For notational simplicity, we define
G(X) = [g1(X), ..., gm(X)]> and Ω = {X ∈ Rd : G(X) = 0}. Principal component anal-
ysis (PCA), canonical correlation analysis (CCA), matrix factorization/sensing/completion,
phase retrieval, and many other problems [29, 30, 31, 32, 33, 20, 34] can be viewed as
special examples of (2.1.1). Many algorithms have been proposed to solve (2.1.1). For
the unconstrained (Ω = Rd) or a simple constraint G(X), e.g., the spherical constraint,
G(X) := ‖X‖2 − 1, we can apply simple first order algorithms such as the projected
gradient descent algorithm [35].
However, when G(X) is complicated, the aforementioned algorithms are often not ap-
plicable or inefficient. This is because the projection to Ω does not admit a closed form
expression and can be computationally expensive in each iteration. To address this issue,
we convert (2.1.1) to a min-max problem using the Lagrangian multiplier method. Specifi-
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L(X, Y ) := f(X) + Y >G(X), (2.1.2)
where Y ∈ Rm is the Lagrangian multiplier. L(X, Y ) is often referred as the Lagrangian
function in existing literature [36]. The existing literature on optimization also refers to
X as the primal variable and Y as the dual variable. Accordingly, (2.1.1) is called the
primal problem. From the perspective of game theory, they can be viewed as two players
competing with each other and eventually achieving some equilibrium. When f(X) is
convex and Ω is convex or the boundary of a convex set, the optimization landscape of
(2.1.2) is essentially convex-concave, that is, for any fixed Y , L(X, Y ) is convex in X ,
and for any fixed X , L(X, Y ) is concave in Y . Such a landscape further implies that
the equilibrium of (2.1.2) is a saddle point, whose primal variable is equivalent to the
global optimum of (2.1.1) under strong duality conditions. To solve (2.1.2), we resort to
primal-dual algorithms, which iterate over bothX and Y (usually in an alternating manner).
The global convergence rates to the equilibrium are also established accordingly for these
algorithms [37, 38, 39].
When f(X) and Ω are nonconvex, both (2.1.1) and (2.1.2) become much more com-
putationally challenging, NP-hard in general. Significant progress has been made toward
solving the primal problem (2.1.1). For example, [15] show that when certain tensor fac-
torization satisfies the so-called strict saddle properties, one can apply some first order
algorithms such as the projected gradient algorithm, and the global convergence in polyno-
mial time can be guaranteed. Their results further motivate many follow-up works, proving
that many problems can be formulated as strict saddle optimization problems, including
PCA, multiview learning, phase retrieval, matrix factorization/sensing/completion, com-
plete dictionary learning [30, 31, 32, 33, 20, 34]. Note that these strict saddle optimization
problems are either unconstrained or just with a simple spherical constraint. However, for
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many other nonconvex optimization problems, Ω can be much more complicated. To the
best of our knowledge, when Ω is not only nonconvex but also complicated, the applicable
algorithms and convergence guarantees are still largely unknown in existing literature.
To handle the complicated Ω, this chapter proposes to investigate the min-max problem
(2.1.2). Specifically, we first define a special class of Lagrangian functions, where the
landscape of L(X, Y ) enjoys the following good properties:
• There exist only two types of equilibria – stable and unstable equilibria. At an unstable
equilibrium, L(X, Y ) has negative curvature with respect to the primal variable X .
More details in Section 2.2.
• All stable equilibria correspond to the global optima of the primal problem (2.1.1).
Both properties are intuitive. On the one hand, the negative curvature in the first property
enables the primal variable to escape from the unstable equilibria along some decent di-
rection. On the other hand, the second property ensures that we do not get spurious local
optima of (2.1.1), that is all local minima must also be global optima.
We then study a generalized eigenvalue (GEV) problem, which includes CCA, Fisher
discriminant analysis (FDA, [40]), sufficient dimension reduction (SDR, [41]) as special
examples. Specifically, GEV solves
X∗ = argmin
X∈Rd×r
f(X) := − tr(X>AX)
s.t. X ∈TB := {X ∈ Rd×r : X>BX = Ir}, (2.1.3)






L(X, Y ) = − tr(X>AX) + 〈Y,X>BX − Ir〉, (2.1.4)
where Y ∈ Rr×r is the Lagrangian multiplier. Theoretically, we show that the Lagrangian
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function in (2.1.4) exactly belongs to our previously defined class. Motivated by our defined
landscape structures, we then solve an online version of (2.1.4), where we can only access
independent unbiased stochastic approximations of A, B and directly accessing A and B
is prohibited. Specifically, at the k-th iteration, we only obtain independent A(k) and B(k)
satisfying
EA(k) = A and EB(k) = B.
Computationally, we propose a simple stochastic primal-dual algorithm, which is a stochas-
tic variant of the generalized Hebbian algorithm (GHA, [42]). Theoretically, we establish
its asymptotic rate of convergence to stable equilibria for our stochastic GHA (SGHA)
based on the diffusion approximations [43]. Specifically, we show that, asymptotically, the
solution trajectory of SGHA weakly converges to the solutions of stochastic differential
equations (SDEs). By studying the analytical solutions of these SDEs, we further estab-
lish the asymptotic sample/iteration complexity of SGHA under certain regularity condi-
tions [43, 27, 20]. To the best of our knowledge, this is the first asymptotic sample/iteration
complexity analysis of a stochastic optimization algorithm for solving the online version
of GEV problem. Numerical experiments are presented to justify our theory.
Our work is closely related to several recent results on solving GEV problems. For ex-
ample, [44] propose a multistage semi-stochastic optimization algorithm for solving GEV
problems with a finite sum structure. At each optimization stage, their algorithm needs to
access the exactB matrix, and compute the approximate inverse ofB by solving a quadratic
program, which is not allowed in our setting. Similar matrix inversion approaches are also
adopted by a few other recently proposed algorithms for solving GEV problem [45, 46]. In
contrast, our proposed SGHA is a fully stochastic algorithm, which does not require any
matrix inversion.
Moreover, our work is also related to several more complicated min-max problems,
such as Markov Decision Process with function approximation, Generative Adversarial
Network, multistage stochastic programming and control [47, 48, 49]. Many primal-dual
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algorithms have been proposed to solve these problems. However, most of these algorithms
are even not guaranteed to converge. As mentioned earlier, when the convex-concave struc-
ture is missing, the min-max problems go far beyond the existing theories. Moreover, both
primal and dual iterations involve sophisticated stochastic approximations (equally or more
difficult than our online version of GEV). This chapter makes the attempt on understanding
the optimization landscape of these challenging min-max problems. Taking our results as
an initial start, we expect more sophisticated and stronger follow-up works that apply to
these min-max problems.
Notations. Given an integer d, we denote Id as a d× d identity matrix, [d] = {1, 2, . . . , d}.
Given an index set I ⊆ [d] and a matrix X ∈ Rd×r, we denote I⊥ = [d]\I as the com-
plement set of I, X:,i (Xi,:) as the i-th column (row) of X , Xi,j as the (i, j)-th entry of X ,
and X:,I (XI,:) as the column (row) submatrix of X indexed by I, vec(X) ∈ Rdr as the
vectorization of X , Col(X) as the column space of X , and Null(X) as the null space of
X . Given a symmetric matrix X ∈ Rd×d, we denote λmin /max(X) as its smallest/largest
singular value, and denote the eigenvalue decomposition of X as X = OΛO>, where
Λ = diag(λ1, ...λd) with λ1 ≥ · · · ≥ λd, denote ‖X‖2 as the spectral norm of X . Given
two matrices X and Y , X ⊗ Y as the Kronecker product of X , Y .
2.2 Characterization of Equilibria
Recall the Lagrangian function in (2.1.2). Then we start with characterizing its equilibria.
By KKT conditions, an equilibrium (X, Y ) satisfies
∇XL(X, Y ) = ∇Xf(X) + Y >∇XG(X) = 0 and ∇YL(X, Y ) = G(X) = 0,
which only contains the first order information of L(X, Y ). To further distinguish the
difference among the equilibria, we define two types of equilibria by the second order
information.
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Definition 2.2.1. Given the Lagrangian function L(X, Y ) in (2.1.2), a point (X, Y ) is
called:
• (1) An equilibrium of L(X, Y ), if
∇L(X, Y ) =
 ∇XL(X, Y )
∇YL(X, Y )
 = 0.
• (2) An equilibrium (X, Y ) is unstable, if (X, Y ) is an equilibrium and λmin (∇2XL(X, Y )) <
0.
• (3) An equilibrium (X, Y ) is stable, if (X, Y ) is an equilibrium, ∇2XL(X, Y )  0, and
L(X, Y ) is strongly convex over a restricted domain.
Note that (2) in Definition 2.2.1 has a similar strict saddle property over a manifold
in [15]. The motivation behind Definition 2.2.1 is intuitive. When L(X, Y ) has negative
curvature with respect to the primal variable X at an equilibrium, we can find a direction
in X to further decrease L(X, Y ). Therefore, a tiny perturbation can break this unstable
equilibrium. An illustrative example is presented in Figure 2.1. Moreover, at a stable equi-
librium (X∗, Y ∗), there is restricted strong convexity, which relates to several conditions,
e.g., Polyak Łojasiewicz conditions [50], i.e.,
‖∇XL(X, Y ∗)‖2 ≥ µ(L(X, Y ∗)− L(X∗, Y ∗)),
for X belonging to a small region near X∗ and µ > 0 is a constant, or Error Bound condi-
tions [51]. With this property, we cannot decreaseL(X, Y ) along any direction with respect
toX . Definition 2.2.1 excludes the high order unstable equilibrium, which may exist due to
the degeneracy of∇2XL(X, Y ). Specifically, such a high order unstable equilibrium cannot
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(a) y = 0 (b) x1 = 0 (c) x2 = 0
Unstable Equilibrium Unstable Equilibrium Unstable Equilibrium
Figure 2.1: An illustration of an unstable equilibrium: minx1,x2 maxy L(x1, x2, y) = x21 −
x22 − y2. Notice that (0, 0, 0) is an equilibrium but unstable. For visualization, we show
three views: (a) L(x1, x2, 0); (b) L(0, x2, y); (c) L(x1, 0, y). The red lines correspond to x1
and x2, and the green one corresponds to the y.
be identified by the second order information, e.g.,
L(x1, x2, y) = x31 + x22 + y · (x1 − x2).
(0, 0, 0) is an equilibrium with a positive semidefinite Hessian matrix. However, it is an
unstable equilibria, since a small perturbation to x1 can break this equilibrium. Such an
equilibrium makes the landscape highly more complicated. Overall, we consider a specific
class of Lagrangian functions throughout the rest of this chapter. They enjoy the following
properties:
• All equilibria are either stable or unstable (i.e., no high order unstable equilibria);
• All stable equilibria correspond to the global optima of the primal problem.
As mentioned earlier, the first property ensures that the second order information can iden-
tify the type of equilibria. The second property guarantees that we do not get spurious
optima for (2.1.1) as long as an algorithm attains a stable equilibrium. Several machine
learning problems belong to this class, such as the generalized eigenvalue decomposition
problem.
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2.3 Generalized Eigenvalue Decomposition
We consider the generalized eigenvalue (GEV) problem as a motivating example, which in-





L(X, Y ) = − tr(X>AX) + 〈Y,X>BX − Ir〉.
Before we proceed, we impose the following assumption on the problem.
Assumption 2.3.1. Given a symmetric matrix A ∈ Rd×d and a positive definite matrix
B ∈ Rd×d, the eigenvalues of Ã = B− 12AB− 12 , denoted by λÃ1 , ..., λÃd , satisfy
λÃ1 ≥ · · · ≥ λÃr > λÃr+1 ≥ · · · ≥ λÃd .
Such an eigengap assumption avoids the identifiability issue. The full rank assumption
on B in Assumption 2.3.1 ensures that the original constrained optimization problem is
bounded. This assumption can be further relaxed but require more involved analysis. We
will discuss this in Appendix B.1.
To characterize all equilibria of GEV, we leverage the idea of an invariant group. [32]
use similar techniques for an unconstrained matrix factorization problem. However, it does
not work for the Lagrangian function due to the more complicate landscape. Therefore,
we consider a more general invariant group. Moreover, by analyzing the Hessian matrix of
L(X, Y ) at the equilibria, we demonstrate that each equilibrium is either unstable or stable
and the stable equilibria correspond to the global optima of the primal problem (2.1.3).
Therefore, GEV belongs to the class we defined earlier.
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2.3.1 Invariant Group and Symmetric Property
We first denote the orthogonal group in dimension r as
O(r,R) =
{
Ψ ∈ Rr×r : ΨΨ> = Ψ>Ψ = Ir
}
.
Notice that for any Ψ ∈ O(r,R),L(X, Y ) in (2.1.4) has the same landscape withL(XΨ,Ψ>YΨ).
This further indicates that given an equilibrium (X, Y ), (XΨ,Ψ>YΨ) is also an equilib-
rium. This symmetric property motivates us to characterize the equilibria of L(X, Y ) with
an invariant group.
We introduce several important definitions in group theory [52].
Definition 2.3.2. Given a group H and a set X , a map φ(·, ·) from H × X to X is called
the group action ofH on X if φ satisfies the following two properties:
Identity: φ(1, x) = x ∀x ∈ X , where 1 denotes the identity element ofH.
Compatibility: φ(gh, x) = φ(g, φ(h, x)) ∀g, h ∈ H, x ∈ X .
Definition 2.3.3. Given a function f(x, y) : X × Y → R, a group H is a stationary
invariant group of f with respect to two group actions of H, φ1 on X and φ2 on Y , if H
satisfies
f(x, y) = f(φ1(g, x), φ2(g, y)) ∀x ∈ X , y ∈ Y , and g ∈ H.
For notational simplicity, we denote G = O(r,R). Given the group G, two sets Rd×r
and Rr×r, we define a group action with φ1 of G on Rd×r and a group action φ2 of G on
Rr×r as
φ1(Ψ, X) = XΨ ∀Ψ ∈ G, X ∈ Rd×r and φ2(g, Y ) = Ψ−1YΨ ∀Ψ ∈ G, Y ∈ Rr×r.
One can check that the orthogonal group G is a stationary invariant group of L(X, Y ) with
respect to two group actions of G, φ1 on Rd×r and φ2 on Rr×r. By this invariant group, we
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define the equivalence relation between (X1, Y1) and (X2, Y2), if there exists a Ψ ∈ G such
that
(X1, Y1) = (X2Ψ,Ψ
−1Y2Ψ) = (X2Ψ,Ψ
>Y2Ψ). (2.3.1)
To find all equilibria of GEV, we examine the KKT conditions of (2.1.4):
2BXY − 2AX = 0 and X>BX − Ir = 0 =⇒ Y = X>AX =: D(X).





2 and X̃ = (ΛB)
1
2OB>X.
We then consider the eigenvalue decomposition Ã = OÃΛÃOÃ>. The following theorem
shows the connection between the equilibrium of L(X, Y ) and the column submatrix of
OÃ, denoted as OÃ:,I , where
I ∈ X rd :=
{
{i1, ..., ir} : {i1, ..., ir} ⊆ [d]
}
is the column index set to determine a column submatrix.
Theorem 2.3.4 (Symmetric Property). Suppose Assumption 2.3.1 holds. Then (X,D(X))




where index I ∈ X rd and Ψ ∈ G.






equilibria of L(X, Y ) under the equivalence relation given in (2.3.1). Each of
them corresponds to an OÃ:,I , where I ∈ X rd is the index set. Then whole equilibria set is
generated by these OÃ:,I with the transformation matrix O
B(ΛB)−
1
2 and the invariant group
35
action induced by G.
2.3.2 Unstable Equilibrium vs. Stable Equilibrium
We further identify the stable and unstable equilibria. Specifically, given (X, Y ) as an
equilibrium of L(X, Y ), we denote the Hessian matrix of L(X, Y ) with respect to the
primal variable X as
HX , ∇2XL(X, Y )|Y=D(X) ∈ Rdr×dr.
Then we calculate the eigenvalues of HX . By Definition 2.2.1, (X,D(X)) is unstable if
HX has a negative eigenvalue; Otherwise, we analyze the local landscape at (X,D(X)) to
determine whether it is stable or not. The following theorem shows that all equilibria are
either stable or unstable and demonstrates how the choice of index set I corresponds to the
unstable and stable equilibria of L(X, Y ).
Theorem 2.3.5. Suppose Assumption 2.3.1 holds, and (X,D(X)) is an equilibrium in
(2.1.4). By Theorem 2.3.4, X can be represented as X = (OB(ΛB)−
1
2OÃ:,I) · Ψ for some
Ψ ∈ G and I ∈ X rd .
If I 6= [r], then (X,D(X)) is an unstable equilibrium with
λmin(HX) ≤
2(λÃmax I − λÃmin I⊥)
‖X:,min I⊥‖22
< 0,
where λÃmax I = maxi∈I λ
Ã
i , and λ
Ã




i is the i-th leading eigenvalue of
Ã.
Otherwise, we haveHX  0 and rank(HX) = d×r−r(r−1)/2.Moreover, (X,D(X))
is a stable equilibrium of min-max problem (2.1.4).
The proof of Theorem 2.3.5 is provided in Appendix B.1.2. Theorem 2.3.5 indicates
that when X̃ = OÃ:,[r], that is, the eigenvectors of Ã corresponding to the r largest eigen-
values, (X,D(X)) is a stable equilibrium of L(X, Y ), where X = (OB(ΛB)− 12OÃ:,I)) ·
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Ψ for some Ψ ∈ G. Although HX is degenerate at this equilibrium, all directions in
Null(HX) essentially point to the primal variables of other stable equilibria. Excluding
these directions, the rest all have positive curvature, which implies that this equilibrium is
stable. Moreover, such an X corresponds to the optima of (2.1.3). When I 6= [r], due
to the negative curvature, these equilibria are unstable. Therefore, all stable equilibria of
L(X, Y ) correspond to the global optima in (2.1.3) and other equilibria are unstable, which
further indicates that GEV belongs to the class we defined earlier.
2.4 Stochastic Search for Online GEV
For GEV, we propose a fully stochastic primal-dual algorithm to solve (2.1.4), which only
requires access to the stochastic approximations of A and B matrices. This is very dif-
ferent from other existing semi-stochastic algorithms that require to access the exact B
matrix [44]. Specifically, we propose a stochastic variant of the generalized Hebbian algo-
rithm (GHA), also referred as Sanger’s rule in existing literature [19], to solve (2.1.4). For
online setting, accessing the exact A and B is prohibitive and we only get A(k) ∈ Rd×d and
B(k) ∈ Rd×d that are independently sampled from the distribution associated with A and B
at the k-th iteration. Our proposed SGHA updates primal and dual variables as follows:
Primal Update: X(k+1) ← X(k) − η ·
(
B(k)X(k)Y (k) − A(k)X(k)
)
,︸ ︷︷ ︸
Stochastic Approximation of∇XL(X(k), Y (k))
Dual Update: Y (k+1) ← X(k)>A(k)X(k),︸ ︷︷ ︸
Stochastic Approximation of X(k)>AX(k)
(2.4.1)
(2.4.2)
where η > 0 is a step size parameter. Note that the primal update is a stochastic gradient
descent step, while the dual update is motivated by the KKT conditions of (2.1.4). SGHA
is simple and easy to implement. The constraint is naturally handled by the dual update.
Further, motivated by the the landscape of GEV, we analyze the algorithm by diffusion
approximations and obtain the asymptotical sample complexity.
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(a) Setting (1). (b) Setting (2). (c) Setting (3).
Figure 2.2: Plots of the optimization error ‖B1/2X(t)X(t)>B1/2−B1/2X∗X∗>B1/2‖F over
SGHA iterations on synthetic data of 20 random data generations under different settings
of parameters.
2.4.1 Numerical Evaluations
We first provide numerical evaluations to illustrate the effectiveness of SGHA, and then
provide an asymptotic convergence analysis of SGHA. We choose d = 500 and select three
different settings:
• Setting(1) : η = 10−4, r = 1, Aii = 1/100 ∀i ∈ [d], Aij = 0.5/10 and Bij =
0.5|i−j|/3 ∀i 6= j;
• Setting(2) : η = 5 × 10−5, r = 3, and randomly generate an orthogonal matrix U ∈
Rd×d such that A = U · diag(1, 1, 1, 0.1, ..., 0.1) ·U> and B = U · diag(2, 2, 2, 1, ..., 1) ·
U>;
• Setting(3) : η = 2.5 × 10−5, r = 3, and randomly generate two orthogonal ma-
trices U, V ∈ Rd×d such that A = U · diag(1, 1, 1, 0.1, ..., 0.1) · U> and B = V ·
diag(2, 2, 2, 1, ..., 1) · V >.
At the k-th iteration of SGHA, we independently sample 40 random vectors from
N(0, A) and N(0, B) respectively. Accordingly, we compute the sample covariance ma-
trices A(k) and B(k) as the approximations of A and B. We repeat numerical simulations
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under each setting for 20 times using random data generations, and present all results in
Figure 2.2. The horizontal axis corresponds to the number of iterations, and the vertical
axis corresponds to the optimization error
‖B1/2X(t)X(t)>B1/2 −B1/2X∗X∗>B1/2‖F.
Our experiments indicate that SGHA converges to a global optimum in all settings.
2.4.2 Convergence Analysis for Commutative A and B
As a special case, we first prove the convergence of SGHA for GEV with r = 1, and A and
B are commutative. We will discuss more on noncommutative cases and r > 1 in the next
section. Before we proceed, we introduce our assumptions on the problem.
Assumption 2.4.1. We assume that the following conditions hold:
• (a): A(k)’s and B(k)’s are independently sampled from two different distributions DA
and DB respectively, where EA(k) = A and EB(k) = B  0;
• (b): A and B are commutative, i.e., there exists an orthogonal matrix O such that A =
OΛAO> and B = OΛBO>, where ΛA = diag(λ1, ..., λd) and ΛB = diag(µ1, ..., µd) are
diagonal matrices with λj 6= 0;
• (c): A(k) and B(k) satisfy the moment conditions, that is, for some generic constants C0
and C1, E‖A(k)‖22 ≤ C0 and E‖B(k)‖22 ≤ C1.
Note that (a) and (c) in Assumption 2.4.1 are mild, but (b) is stringent. For convenience
of analysis, we combine (2.4.1) and (2.4.2) as





We remark that (2.4.3) is very different from existing optimization algorithms over the gen-
eralized Stiefel manifold. Specifically, computing the gradient over the generalized Stiefel
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=: diag(β1, · · · , βd).
Without loss of generality, we assume β1 > β2 ≥ β3 ≥ · · · ≥ βd, and βi 6= 0 ∀i ∈ [d].
Note that µi and λi, however, are not necessarily to be monotonic. We denote
µmin = min
i 6=1
µi, µmax = max
i 6=1
µi, and gap = β1 − β2.
Denote W (k) = (ΛB)
1
2OX(k). One can verify that (2.4.3) can be rewritten as follows:









2 ·W (k)W (k)> − ΛB
)
· Λ̃(k)W (k), (2.4.4)
where Λ̂(k)B = O




2O. Note that W ∗ = (1, 0, 0, ..., 0︸ ︷︷ ︸
(d−1)
)>
corresponds to the optimal solution of (2.1.3).
By diffusion approximation, we show that our algorithm converges through three Phases:
• Phase I: Given an initial near a saddle point, we show that after rescaling of time prop-
erly, the algorithm can be characterized by a stochastic differential equation (SDE). Such
an SDE further implies our algorithm can escape from the saddle fast;
• Phase II: We show that away from the saddle, the trajectory of our algorithm can be
approximated by an ordinary differential equation (ODE);
• Phase III: We first show that after Phase II, the norm of solution converges to a constant.
Then, the algorithm can be characterized by an SDE, like Phase I. By the SDE, we
analyze the error fluctuation when the solution is within a small neighborhood of the
global optimum.
Overall, we obtain an asymptotic sample complexity.
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ODE Characterization: To demonstrate an ODE characterization for the trajectory of our
algorithm, we introduce a continuous time random process
w(η)(t) := W (k),
where k = b t
η
c and η is the step size in (2.4.3). For notational simplicity, we drop (t) when













converges to an exponential decay function, where v(η)i is the i-th component (coordinate)
of w(η).
Lemma 2.4.2. Suppose that Assumption 2.4.1 holds and the initial solution is away from
any saddle point, i.e., given pre-specified constants, τ > 0 and δ < 1
2
, there exist i, j such
that




As η → 0, v(η)k,j weakly converges to the solution of the following ODE:
dxk,j = xk,j · (µjµk(βk − βj)) dt ∀k 6= j. (2.4.5)
The proof of Lemma 2.4.2 is provided in Appendix B.2.1. Lemma 2.4.2 essentially
implies the global convergence of SGHA. Specifically, the solution of (2.4.5) is
xk,j(t) = xk,j(0) · exp (µjµk (βk − βj) t) ∀k 6= j,
where xk,j(0) is the initial value of v
(η)
k,j . In particular, we consider j = 1. Then, as t→∞,
the dominating component of w will be w1.
The ODE approximation of the algorithm implies that after long enough time, i.e., t is
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large enough, the solution of the algorithm can be arbitrarily close to a global optimum.
Nevertheless, to obtain the asymptotic “convergence rate”, we need to study the variance
of the trajectory at time t. Thus, we resort to the following SDE-based approach for a more
precise characterization.
SDE Characterization: We notice that such a variance with orderO(η) vanishes as η → 0.
To characterize this variance, we rescale the updates by a factor of η−
1
2 , i.e., by defining a
new process as z(η) = η−
1
2w(η). After rescaling, the variance of z(η) is of order O(1). The
following lemma characterizes how the algorithm escapes from the saddle, i.e., w(η)(0) ≈
ei, where i 6= 1, in Phase I.
Lemma 2.4.3. Suppose Assumption 2.4.1 holds and the initial is close to a saddle point ,
i.e., z(η)j (0) ≈ η−
1
2 and z(η)i (0) ≈ 0 for i 6= j. Then for any C > 0, there exist τ > 0 and





|z(η)i (t)| ≤ C) ≤ 1− τ. (2.4.6)
Here we provide the proof sketch and leave the whole proof of Lemma 2.4.3 in Ap-
pendix B.2.2.
Proof Sketch. We prove this argument by contradiction. Assume the conclusion does not





|z(η)i (t)| ≤ C) = 1.





|z(ηn)i (t)| ≤ C) = 1. (2.4.7)
Then we show {z(ηn)i (·)}n is tight and thus converges weakly. Furthermore, {z(ηn)i (·)}n
42
weakly converges to a stochastic differential equation,
dzj(t) = (−βjµi · zi + λizi) dt+
√
Gj,idB(t) for j ∈ [d]\{i}, (2.4.8)









µj/µi · Λ̃i,i − µjΛ̃j,i
)2
and B(t) is a standard Brownian
motion. We compute the solution of this stochastic differential equation and then show
(2.4.6) holds.
Note that (2.4.8) is a Fokker-Plank equation, whose solution is an Ornstein-Uhlenbeck








exp [µj (βi − βj) s] dB(s)︸ ︷︷ ︸
Q1
]
· exp [−µj (βi − βj) t] . (2.4.9)
We consider j = 1. Note that Q1 is essentially a random variable with mean zj(0) and
variance smaller than G1,iµ1
2(β1−βi) . However, the larger t is, the closer its variance gets to this




essentially amplifies Q1 by a factor
exponentially increasing in t. This tremendous amplification forces z1(t) to quickly get
away from 0, as t increases, which indicates that the algorithm will escape from the saddle.
Further, the following lemma characterizes the local behavior of the algorithm near the
optimal.
Lemma 2.4.4. Suppose that Assumption 2.4.1 holds and the initial solution is close to an
optimal solution, that is, given pre-specified constants κ and δ < 1
2





1 − κη1+2δ. As η → 0, then we have ‖w(η)(t)‖2 t→∞−−−→ 1 and z(η)i weakly converges to the
solution of the following SDE:
dzi(t) = (−β1 · µizi + λizi) dt+
√






)2, andB(t) is a standard Brownian motion.
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exp [µi (β1 − βi) (s− t)] dB(s)
+ zi(0) · exp [−µi (β1 − βi) t] . (2.4.11)
Note the second term of the right hand side in (2.4.11) decays to 0, as time t → ∞. The
rest is a pure random walk. Thus, the fluctuation of zi(t) is essentially the error fluctuation
of the algorithm after sufficiently long time.
Combining Lemma 2.4.2, 2.4.3, and 2.4.4, we obtain the following theorem.















such that with probability at least 5
8
, ‖w(T )−W ∗‖22 ≤ ε, whereW ∗ is the optima of (2.1.3).
The proof of Theorem 2.4.5 is provided in Appendix B.2.4. Theorem 2.4.5 implies that
asymptotically, our algorithm yields an iterations of complexity:
N  T
η
 φ · µmax/µmin




ε · µmin · gap
)
,
which not only depends on the gap, i.e., β1 − β2, but also depends on µmaxµmin , which is the
condition number of B in the worst case. As can be seen, for an ill-conditioned B, the
problem (2.1.3) is more difficult to solve.
2.4.3 When A and B are Noncommutative?
Unfortunately, when A and B are noncommutative, the analysis is more difficult, even
for r = 1. Recall that the optimization landscape of the Lagrangian function in (2.1.4)
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enjoys a nice geometric property: At an unstable equilibrium, the negative curvature with
respect to the primal variable encourages the algorithm to escape. Specifically, suppose
the algorithm is initialized at an unstable equilibrium (X(0), Y (0)), the descent direction for
X(0) is determined by the eigenvectors of
HX(0) = A+ Y
(0)B
associated with the negative eigenvalues. After one iteration, we obtain (X(1), Y (1)). The
Hessian matrix becomes
HX(1) = A+ Y
(1)B.
Since Y (1) = X(0)>A(0)X(0) is a stochastic approximation, the random noise can make
Y (1) significantly different from Y (0). Thus, the eigenvectors of HX(1) associated with the
negative eigenvalues can be also very different from those of HX(0) . This phenomenon
can seriously confuse the algorithm about the descent direction of the primal variable.
We remark that such an issue does not appear if we assume A and B are commutative.
We suspect that this is very likely an artifact of our proof technique, since our numerical
experiments have provided some empirical evidences of the convergence of SGHA.
2.5 Discussions
Here we briefly discuss a few related works:
• [32] propose a framework for characterizing the stationary points in the unconstrained
nonconvex matrix factorization problem, while our studied generalized eigenvalue prob-
lem is constrained. Different from their analysis, we analyze the optimization landscape
of the corresponding Lagrangian function. When characterize the stationary points, we
need to take both primal and dual variables into consideration, which is technically more
challenging.
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• [44] also consider the (off-line) generalized eigenvalue problem but in a finite sum form.
Unlike our studied online setting, they access exact A and B in each iteration. Specif-
ically, they need to access exact A and B to compute an approximate inverse of B to
find the descent direction. Meanwhile, they also need a modified Gram Schmidt process,
which also requires accessing exactB, to maintain the solution on the generalized Stiefel
manifold (defined by X>BX = Ir via exact B, [54]). Our proposed stochastic search,
however, is a full stochastic primal-dual algorithm, which neither require accessing exact
A and B, nor enforcing the the primal variables to stay on the manifold.
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CHAPTER 3
A HIERARCHICAL EXPECTED IMPROVEMENT METHOD FOR BAYESIAN
OPTIMIZATION
3.1 Introduction
Bayesian optimization (BO) is a widely-used optimization framework, which has broad
applicability in a variety of problems, including rocket engine design [55], nanowire yield





Here, x ∈ Rd are the input variables, and Ω ⊂ Rd is the feasible domain for optimiza-
tion. The key challenge in (3.1.1) is that the objective function f(·) : Ω → R is assumed
to be black-box: it admits no closed-form expression, and evaluations of f typically re-
quire expensive simulations or experiments. For such problems, an optimization procedure
should find a good solution to (3.1.1) given limited function evaluations. BO achieves this
by first assigning to f a prior model capturing prior beliefs on the objective function, then
sequentially querying f at points which maximize the acquisition function – the posterior
expected utility of a new point. This provides a principled way for performing the so-called
exploration-exploitation trade-off [58]: exploring the black-box function over Ω, and ex-
ploiting the fitted function when appropriate for optimization.
Much of the literature on BO can be categorized by (i) the prior stochastic model as-
sumed on f , and (ii) the utility function used for sequential sampling. For (i), the most
popular stochastic model is the Gaussian process (GP) model [59]. Under a GP model,
several well-known BO methods have been derived using different utility functions for
(ii). These include the expected improvement (EI) method [60, 61], the upper confidence
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bound (UCB) method [62], and the Knowledge Gradient method [63, 64]. Of these, EI is
arguably the most popular method, since it admits a simple closed-form acquisition func-
tion, which can be efficiently optimized to yield subsequent query points on f . EI has been
subsequently developed for a variety of black-box optimization problems, including multi-
fidelity optimization [65], constrained optimization [66], and parallel/batch-sequential op-
timization [67].
Despite the popularity of EI, it does have key limitations. One such limitation is that
it is too greedy [68]: EI focuses nearly all sampling efforts near the optima of the fitted
GP model, and does not sufficiently explore other regions. In terms of the exploration-
exploitation trade-off [58], EI over-exploits the fitted model on f , and under-explores the
feasible domain; this causes the procedure to get stuck in local optima and fail to con-
verge to a global optimum x∗ [69]. There have some efforts on remedying this greediness.
[70] proposed a fully Bayesian EI, where GP model parameters are sampled using Markov
chain Monte Carlo (MCMC); this incorporates parameter uncertainty within EI and en-
courages exploration. [71] proposed a variation of EI under an additive Bayesian model,
which encourages exploration by increasing model uncertainty. Such methods, however,
require expensive MCMC sampling, which can be very computationally expensive to inte-
grate for maximizing the acquisition function. This computational burden diminishes a key
advantage of EI: efficient queries via a closed-form criterion.
Another remedy, proposed by [69], is to artificially inflate the maximum-likelihood es-
timator of the GP variance, and use this inflated estimate within the EI acquisition function
for sequential sampling. This, in effect, encourages exploration of the black-box function
by inflating the uncertainty of the fitted model. The work further proposes an “ε-greedy”
modification of the EI, where at each sampling iteration, one selects the next point uni-
formly with probability ε ∈ (0, 1). With a sufficiently large ε, this again forces the proce-
dure to explore the feasible domain. However, even with such modifications, this approach
may perform poorly for expensive black-box problems with very limited samples. One
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reason is because these modifications, while encouraging further exploration, does so in a
rather ad-hoc manner; when evaluations are limited, randomly placed samples can be sub-
optimal for exploration of the optimization space, particularly in high dimensions. This is
demonstrated later in a suite of simulation experiments.
To address this, we propose a novel hierarchical EI (HEI) framework, which corrects
the greediness of EI while preserving a closed-form acquisition function. The key idea is
the use of a hierarchical GP model for f [72], which assigns hierarchical priors on process
parameters. Under this, we show that HEI has a closed-form acquisition function, which
provides a principled approach for encouraging exploration via hierarchical Bayesian mod-
eling. With this closed-form expression, we introduce hyperparameter estimation methods
which allow HEI to mimic a fully Bayesian optimization procedure, while avoiding expen-
sive MCMC sampling steps. We then prove that, under certain prior specifications, HEI
converges to a global optimum x∗ over a broad function space for f . This addresses the
over-greediness of EI, which can fail to find any global optimum even for smooth f . We
further prove that HEI achieves a near-minimax convergence rate, under regularity assump-
tions which can be easily checked.
Finally, we note that a special case of HEI, called the Student EI (SEI), was proposed
earlier in [73]. The proposed HEI has several key advantages over the SEI: the HEI incorpo-
rates uncertainty on process nonstationarity, and can mimic a fully Bayesian optimization
procedure via hyperparameter estimation. We also show that the HEI has provable global
convergence and convergence rates for optimization, whereas the SEI (with the recom-
mended hyperparameter specification) can fail to converge to a global optimum x∗. Nu-
merical experiments and a semiconductor manufacturing application show the improved
performance of the HEI over existing BO methods, including the aforementioned SEI and
ε-greedy approaches.
The chapter is organized as follows: Section 3.2 reviews the GP model and the EI
method. Section 3.3 presents the HEI method and contrasts it with existing methods. Sec-
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tion 3.4 provides methodological developments on hyperparameter specification and basis
selection. Section 3.5 proves the global convergence for HEI and its associated conver-
gence rates. Sections 3.6 and 3.7 compare HEI with existing methods in a suite of numeri-
cal experiments and for a semiconductor manufacturing problem, respectively. Concluding
remarks are given in Section 3.8.
3.2 Background and Motivation
We first introduce the GP model, then review the EI method and its deficiencies, which will
help motivate the proposed HEI method.
3.2.1 Gaussian Process Modeling
We first model the black-box objective function f as the following Gaussian process model:
f(x) = µ(x) + Z(x), µ(x) = p>(x)β, Z(x) ∼ GP(0, σ2K), (3.2.1)
where µ(x) is the mean function of the process, p(x) = [p1(x), · · · , pq(x)]> are the q basis
functions for µ(x), and β ∈ Rq are its corresponding coefficients. Here, we assume the
residual term Z(x) follows a stationary Gaussian process prior [59] with mean zero, pro-
cess variance σ2 and correlation functionK(·, ·), which we denote as Z(x) ∼ GP(0, σ2K).
The model (3.2.1) is known as the universal kriging (UK) model in the geostatistics liter-
ature [74]. When there is no trend, i.e., p(x) = 1, this model reduces to the so-called
ordinary kriging (OK) model [75].
Suppose function values yi = f(xi) are observed at inputs xi, yielding data Dn =
{(xi, yi)}ni=1. Let yn = (yi)ni=1 be the vector of observed function values, kn(x) =
(K(x,xi))
n
i=1 be the correlation vector between the unobserved response f(x) and ob-
served responses yn, Kn = (K(xi,xj))ni,j=1 be the correlation matrix for observed points,
and Pn = [p(x1), · · · ,p(xn)]> be the model matrix for observed points. Then the poste-
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rior distribution of f(x) at an unobserved input x has the closed form expression [59]:
[f(x)
∣∣Dn] ∼ N(f̂n(x), σ2s2n(x)) . (3.2.2)















K(x,x)− k>n (x)K−1n kn(x) + h>n (x)G−1n hn(x)
)
, (3.2.4)




n yn is the maximum likelihood estimator (MLE) for β, Gn =
P>nK
−1
n Pn and hn(x) = p(x) − P>nK−1n kn(x). These expressions can be equivalently
viewed as the best linear unbiased estimator of f(x) and its variance [59].
3.2.2 Expected Improvement
The EI method [61] then makes use of the above closed-form equations to derive a closed-
form acquisition function. Let y∗n = min
n
i=1 yi be the current best objective value, and let
(y∗n − f(x))+ = max{y∗n − f(x), 0} be the improvement utility function. Given data Dn,
the expected improvement acquisition function can be written as:











Here, φ(·) and Φ(·) denote the probability density function (p.d.f.) and cumulative density
function (c.d.f.) of the standard normal distribution, respectively, and In(x) = y∗n − f̂n(x).
For an unobserved point x, Ef |Dn(y∗n− f(x))+ can be interpreted as the expected improve-
ment to the current best objective value, if the next query is at point x.
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In order to compute the acquisition function in Equation (3.2.5), we would need to
know the process variance σ2. In practice, however, this is typically unknown and needs to




(yn −Pnβ̂n)>K−1n (yn −Pnβ̂n), (3.2.6)
then plug-in this into the acquisition function (3.2.5). This gives the following plug-in
















With (3.2.7) in hand, the next query point xn+1 is obtained by maximizing the EI ac-




This maximization of (3.2.7) implicitly captures the aforementioned exploration-exploitation
trade-off : exploration of the feasible region and exploitation near the current best solution.
The maximization of the first term in (3.2.7) encourages exploitation, since larger values
are assigned for points x with smaller predicted values f̂n(x). The maximization of the sec-
ond term in (3.2.7) encourages exploration, since larger values for points x indicate larger
(estimated) predictive standard deviation σ̂nsn(x).
However, one drawback of EI is that it fails to capture the full uncertainty of model
parameters within the acquisition function EIn(x). This results in an over-exploitation of
the fitted GP model for optimization, and an under-exploration of the black-box function
over Ω. This over-greediness has been noted in several works, e.g., [69] and [68]. In
particular, Theorem 3 of [69] showed that, for a common class of correlation functions
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for K (see Assumption 3.5.1 later), there always exists some smooth function f within
a function space Hθ(Ω) (defined later in Section 3.5) such that EI fails to find a global
optimum of f . This is stated formally below:
Proposition 3.2.1 (Theorem 3, [69]). Suppose Assumption 3.5.1 holds with ν <∞. Sup-
pose initial points are sampled according to some probability measure F over Ω. Let (xi)∞i=1
be the points generated by maximizing EIn in (3.2.7). Then, for any ε > 0, there exist some










This proposition shows that, even for relatively simple objective functions f , the EI may
fail to converge to a global minimum due to its over-exploitation of the fitted GP model.
This is concerning not only from an asymptotic perspective, but also in practical problems
with limited samples. As we show later, this overexploitation can cause the EI to get stuck
on suboptimal solutions, resulting in poor empirical performance compared to the HEI.
3.3 Hierarchical Expected Improvement
To address this, we propose a hierarchical EI framework, which aims to provide a richer
quantification of parameter uncertainty within the acquisition function. The key ingredient
in HEI is a hierarchical GP model on f(x). Let us adopt the universal kriging model
(3.2.1), but now with the following hierarchical priors assigned on parameters (β, σ2):
[β] ∝ 1, [σ2] ∼ IG(a, b). (3.3.1)
In words, the coefficients β are assigned a flat improper (i.e., non-informative) prior over
Rq, and the process variance σ2 is assigned a conjugate inverse-Gamma prior with shape
and scale parameters a and b, respectively. The idea is to leverage this hierarchical structure
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on model parameters to account for estimation uncertainty, while preserving a closed-form
criterion for efficient sequential sampling.
The next lemma provides the posterior distribution of f(x) under this hierarchical
model:
Lemma 3.3.1. Assume the universal kriging model (3.2.1) with hierarchical priors (3.3.1)
and n > q. Given data Dn, we have
[
σ2
∣∣Dn] ∼ IG(an, bn) and [β∣∣Dn] ∼ Tq(2an, β̂n, σ̃2nG−1n ), (3.3.2)
where an = a+(n−q)/2, bn = b+nσ̂2n/2, σ̃2n = bn/an, and Tq(ν,µ,Σ) is a q-dimensional
non-standardized t-distribution with degrees of freedom ν, location vector µ and scale
matrix Σ. Furthermore, the posterior distribution of f(x) is
[
f(x)
∣∣Dn] ∼ T1(2a+ n− q, f̂n(x), σ̃nsn(x)). (3.3.3)
The proof of this lemma follows from Chapter 4.4 of [59]. Lemma 3.3.1 shows that under
the universal kriging model (3.2.1) with hierarchical priors (3.3.1), the posterior distribu-
tion of f(x) is now a non-standarized t-distribution, with closed-form expressions for its
location and scale parameters f̂n(x) and σ̃nsn(x).
Comparing the predictive distributions in (3.2.2) and (3.3.3), there are several differ-
ences which highlight the increased predictive uncertainty from the hierarchical GP model.
First, the new posterior (3.3.3) is now t-distributed, whereas the earlier posterior (3.2.2)
is normally distributed. This suggests that the hierarchical model imposes heavier tails,
which increases predictive uncertainty. Second, the variance term σ̃2n in (3.3.3) can be
decomposed as:
σ̃2n = (2b+ nσ̂
2
n)/(2a+ (n− q)) > n/(2a+ (n− q)) · σ̂2n. (3.3.4)
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When a < q/2 (which is satisfied via a weakly informative prior on σ2), σ̃2n is larger than
the MLE σ̂2n, which again increases predictive uncertainty.
Similar to the EI criterion (3.2.5), we now define the HEI acquisition function as:
HEIn(x) = Ef |Dn(y∗n − f(x))+, (3.3.5)
where the conditional expectation over [f(x)|Dn] is under the hierarchical GP model. The
proposition below gives a closed-form expression for HEIn(x):
Proposition 3.3.2. Assume the universal kriging model (3.2.1) with hierarchical priors


















νn/(νn − 2), νn = 2an, and φνn(x), Φνn(x) denote the p.d.f. and c.d.f. of
a Student’s t-distribution with νn degrees of freedom, respectively.
Proposition 3.3.2 shows that the HEI criterion preserves the desirable properties of original
EI criterion (3.2.7): it has an easily-computable, closed-form expression, which allows
for efficient optimization of the next query point. This HEI criterion also has an equally
interpretable exploration-exploitation trade-off. Similar to the EI criterion, the first term
encourages exploitation near the current best solution x∗n, and the second term encourages
exploration of regions with high predictive variance.
More importantly, the differences between the HEI (3.3.6) and the EI (3.2.7) acqui-
sition functions highlight how our approach addresses the over-greediness issue. There
are three notable differences. First, the HEI exploration term depends on the t-p.d.f. φνn−2,
whereas the EI exploration term depends on the normal p.d.f. φ. Since the former has heav-
ier tails, the HEI exploration term is inflated, which encourages exploration. Second, the
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larger variance term σ̃2n (see (3.3.4)) also inflates the HEI exploration term and encourages
exploration. Third, the HEI contains an additional adjustment factor
√
νn/(νn − 2) in its
exploration term. Since this factor is larger than 1, HEI again encourages exploration. This
adjustment is most prominent for small sample sizes, since the factor
√
νn/(νn − 2) → 1
as sample size n→∞. All three differences correct the over-exploitation of EI via a prin-
cipled hierarchical Bayesian framework. We will show later that these modifications for
the HEI address the aforementioned theoretical and empirical limitations of the EI.
Finally, we note that the Student EI, proposed by [73], can be viewed as a special case
of the HEI criterion, with (i) a constant mean function µ(x) = µ, and (ii) “fixed” hyperpa-
rameters a and b (in that it does not scale with sample size n) for the inverse-Gamma prior
in (3.3.1). We will show later that the HEI, by generalizing (i) and (ii), can yield improved
theoretical and empirical performance over the SEI. For (i), instead of the stationary GP
model used in the SEI, the HEI instead considers a broader non-stationary GP model with
mean function µ(x) = p>(x)β, and factors in the uncertainty on coefficients β for op-
timization. This allows HEI to integrate uncertainty on GP nonstationarity to encourage
more exploration in sequential sampling. For (ii), [73] recommended a “fixed” hyperpa-
rameter setting for the SEI, where the hyperparameters a and b do not scale with sample
size n. However, the following proposition shows that the SEI (under such a setting) can
fail to find the global optimum, under mild regularity conditions (see Assumptions 3.5.1
and 3.5.2 later).
Proposition 3.3.3. Suppose Assumptions 3.5.1 and 3.5.2 hold with ν < ∞. Suppose
initial points are sampled according to some probability measure F over Ω. Given fixed
hyperparameters a and b, let (xi)∞i=1 be the points returned by the SEI procedure. Then, for











The proof is provided in Appendix C.1.2. This proposition shows that the SEI with “fixed”
hyperparameters has the same limitation as the EI: it can fail to converge to a global min-
imum for relatively smooth objective functions f . We will show later in Section 3.5 that,
under a more general prior specification which allows the hyperparameter b to scale with
sample size n (more specifically, b = Θ(n)), the HEI not only has the desired global con-
vergence property for optimization, but also a near-minimax convergence rate.
3.4 Methodology and Algorithm
Using the HEI acquisition function (3.3.6), we now present a methodology for integrating
this for effective black-box optimization. We first introduce hyperparameter estimation
techniques which allow the HEI to mimic a fully Bayesian optimization procedure, then
present an algorithmic framework for implementing the HEI.
3.4.1 Hyperparameter Specification
We present below several plausible specifications for the hyperparameters (a, b) in the hier-
archical prior [σ2] ∼ IG(a, b) in (3.3.1), and discuss when certain specifications may yield
better optimization performance.
(i) Weakly Informative. Consider first a weakly informative specification of the hyperpa-
rameters (a, b), with a = b = ε for a small choice of ε, e.g., ε = 0.1. This reflects weak
information on the variance parameter σ2, and provides regularization for parameter infer-
ence. The limiting case of ε → 0 yields the non-informative Jeffreys’ prior for variance
parameters.
While weakly informative (and non-informative) priors are widely used in Bayesian
analysis [76], we have found that such priors can result in poor optimization performance
for HEI (Section 3.6 provides further details). One reason is that, for many black-box prob-
lems, only a small sample size can be afforded on the objective function f , since each eval-
uation is expensive. One can perhaps address this with a carefully elicited subjective prior,
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but such informative priors are typically not available when the objective f is black-box.
We present next two specifications which may offer improved optimization performance,
both in theory (Section 3.5) and in practice (Sections 3.6 and 3.7).
(ii) Empirical Bayes. Consider next an empirical Bayes (EB, [77]) approach, which uses
the observed data on f to estimate the hyperparameters (a, b). This is achieved by maxi-
mizing the following marginal likelihood for (a, b):
p(yn; a, b) =
∫
L(β, σ2; yn)π(β)π(σ2; a, b) dβdσ2. (3.4.1)
Here, L(β, σ2; yn) is the likelihood function of the universal kriging model (3.2.1) (see
[59] for the full expression), and π(β) and π(σ2; a, b) are the prior densities of β and σ2
given hyperparameters a and b. The model with estimated hyperparameters via EB pro-
vides a close approximation to a fully hierarchical Bayesian model [77], where additional
hyperpriors are assigned on a and b. The latter can be viewed as a “gold standard” quan-
tification of model uncertainty, but typically requires MCMC sampling, which can be more
expensive than optimization. Here, an EB estimate of hyperparameters (a, b) would allow
the HEI to closely mimic a fully Bayesian optimization procedure (the “gold standard”),
while avoiding expensive MCMC sampling via a closed-form acquisition function.
Unfortunately, the proposition below shows that a direct application of EB for the HEI
yields unbounded hyperparameter estimates:
Proposition 3.4.1. The marginal likelihood for the universal kriging model (3.2.1) with
priors (3.3.1) is given by:











where wn = (y>nK
−1
n yn − β̂>n Gnβ̂n)/2. Furthermore, the maximization problem:
argmax
a>0,b>0
p(yn; a, b) (3.4.3)
is unbounded for all values of yn.
The proof of Proposition 3.4.1 is provided in Appendix C.2.1.
To address this issue of unboundedness, one can instead use a modified EB approach,
called the marginal maximum a posteriori estimator (MMAP, [78]). The MMAP adds an
additional level of hyperpriors π(a, b) to the marginal likelihood maximization problem,
yielding the modified formulation:
argmax
a>0,b>0
p̃(yn; a, b) := p(yn; a, b)π(a, b). (3.4.4)
The MMAP approach for hyperparameter specification has been used in a variety of prob-
lems, e.g., scalable training of large-scale Bayesian networks [79]. The next proposition
shows that the MMAP indeed yields finite solutions for a general class of hyperpriors on
(a, b):
Proposition 3.4.2. Assume the following independent hyperpriors on (a, b):
[a] ∼ Gamma(ζ, ι), [b] ∝ 1, (3.4.5)
where ζ and ι are the shape and scale parameters, respectively. Then the maximization of
p̃(yn; a, b) is always finite for (a, b) ∈ R2+.
The proof of Proposition 3.4.2 is provided in Appendix C.2.2. By mimicking a fully
Bayesian optimization procedure, this MMAP approach can consistently outperform the
weakly informative specification for HEI – we will show this later in numerical studies.
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(iii) Data-Size-Dependent (DSD). Finally, we consider the so-called “data-size-dependent”
(DSD) hyperparameter specification. This is motivated from the prior specification needed
for global optimization convergence of the HEI, which we present and justify in the fol-
lowing section. The DSD specification requires the shape parameter a to be constant, and
the scale parameter b to grow at the same order as the sample size n, i.e., b = κn for some
constant κ > 0. One appealing property of this specification is that it ensures the HEI
converges to a global optimum x∗ (see Theorem 3.5.3 later).
For the DSD specification, we can similarly use the MMAP to estimate hyperparame-
ters (a, κ), to mimic a fully Bayesian EI procedure. Suppose data Dnini are collected from
nini initial design points (more on this in Section 3.4.3). Then the hyperparameters a and κ
can be estimated via the MMAP optimization:
(a∗, κ∗) = argmax
a>0,κ>0
{p(ynini ; a, κnini)π(a, κ)} , (3.4.6)
where π(a, κ) is the hyperprior density on a and κ. One possible setting for π(a, κ) is
a Gamma hyperprior on a and a non-informative hyperprior [κ] ∝ 1 (independent of a).
By Proposition 6, this specification again yields a finite optimization problem for MMAP.
Using these estimated hyperparameters, subsequent points are then queried using HEI with
a = a∗ and b = κ∗n, where n is the current sample size.
3.4.2 Order Selection for Basis Functions
In addition to hyperparameter estimation, the choice of basis functions in p(x) and the
order selection of such bases are also important for an effective implementation of the HEI.
In our experiments, we take these bases to be complete polynomials up to a certain order l.
LettingM(l) denote the polynomial model with maximum order l, we have p(x) = 1 for
modelM(0) (a constant model), p(x) = [1, x1, · · · , xd]> for modelM(1) (a linear model),
p(x) = [1, x1, · · · , xd, x21, · · · , x2d, x1x2, · · · , x1xd, x2x3, · · · , xd−1xd]> for modelM(2) (a
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second-order interaction model), etc. One can also make use of other basis functions (e.g.,
orthogonal polynomials; [80]) depending on the problem at hand.
A careful selection of order l is also important: an overly small estimate of l results in
over-exploitation of a poorly-fit model, whereas an overly large estimate results in variance
inflation and over-exploration of the domain. We found that the standard Bayesian Infor-
mation Criterion (BIC) [81] provides good order selection performance for the HEI. Given





− 2 logL(M(l)) + ql log(nini)
}
. (3.4.7)
Here, L(M(l)) denotes the likelihood of model M(l) (this likelihood expression can be
found in [59]), and ql denotes the number of basis functions in model M(l). With this
optimal order selected, subsequent samples are then obtained using HEI with mean function
following this polynomial order.
3.4.3 Algorithm Statement
Algorithm 1 Hierarchical Expected Improvement for Bayesian Optimization
Initialization
• Generate nini space-filling design points {x1, · · · ,xnini} on Ω.
• Evaluate function points yi = f(xi), yielding initial points Dnini = {(xi, yi)}ninii=1.
Model selection
• Select model order via BIC using (3.4.7).
• Estimate hyperparameters (a, b) via MMAP using (3.4.4).
Optimization
for n← nini to ntot − 1 do
Given Dn, estimate length-scale parameters θ via MAP and get HEIn(x).




Evaluate yn+1 = f(xn+1), and update data Dn+1 = Dn ∪ {(xn+1, yn+1)}.
Return: The best observed solution xi∗ , where i∗ = argminntoti=1 f(xi).
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Algorithm 1 summarizes the above steps for HEI. First, initial data on the black-box
function f are collected on a “space-filling” design, which provides good coverage of the
feasible space Ω. For the unit hypercube Ω = [0, 1]d, we have found that the maximin
Latin hypercube design (MmLHD, [82]) works quite well in practice. For non-hypercube
domains, more elaborate design methods on non-hypercube regions (e.g., [83, 84, 85])
can be used. The number of initial points is set as nini = 10d, as recommended in [86].
Using this initial data, the model order for the hierarchical GP is selected using (3.4.7).
The hyperparameters a and b are also estimated from data (if necessary) using the methods
described in Section 3.4.1. Next, the following two steps are repeated until the sample
size budget ntot is exhausted: (i) the GP length-scale parameters θ are fitted via maximum
a posteriori (MAP) estimation1 using the observed data points, (ii) a new sample f(x) is
collected at the point x which maximizes the HEI criterion (3.3.6).
3.5 Convergence Analysis
We present next the global optimization convergence result for the HEI, then provide a
near-minimax optimal convergence rate for the proposed method. In what follows, we will
assume that the domain Ω is convex and compact.
Let us first adopt the following shift-invariant form for the kernel K:









where C is a stationary correlation function with C(0) = 1 and length-scale parameters
θ = (θ1, · · · , θd). From this, we can then define a function space – the reproducing kernel
Hilbert space (RKHS, [87]) – for the objective function f . Given kernel Kθ (which is
1In numerical experiments, we use an independent uniform prior θl
i.i.d.∼ U [0, 100] for this MAP estimate.
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αiKθ(·,xi) : N ∈ N+,xi ∈ Ω, αi ∈ R
}
, (3.5.2)
















The RKHS Hθ(Ω) of kernel Kθ is defined as the closure of Fθ(Ω) under 〈·, ·〉Kθ , with its
inner product 〈·, ·〉Hθ induced by 〈·, ·〉Kθ .
Next, we make the following two regularity assumptions. The first is a smoothness
assumption on the correlation function C:
Assumption 3.5.1. C is continuous, integrable, and satisfies:
|C(x)−Qr(x)| = O
(
‖x‖2ν2 (− log ‖x‖2)2α
)
as ‖x‖2 → 0,
for some constants ν > 0 and α ≥ 0. Here, r = b2νc and Qr(x) is the r-th order Taylor














for any λ > 0.
Note that in Assumption 3.5.1, since we assume C is continuous and integrable, its Fourier
transform Ĉ must exist. A widely-used correlation function which satisfies this assumption
is the Matérn correlation function (see [88] and [69]).
The second assumption is a regularity condition on the MAP estimator for the length-
scale parameters θ.
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Assumption 3.5.2. Given data Dn, let θ̃n be the MAP of θ under prior π(θ). For any
n > q, we assume that
θL ≤ θ̃n ≤ θU for some constants θL,θU ∈ Rd+. (3.5.4)
Under these two regularity assumptions, we can then prove the global optimization
convergence of the HEI method (more specifically, for HEI-DSD).
Theorem 3.5.3. Suppose Assumptions 3.5.1 and 3.5.2 hold. Further suppose the hyperpa-
rameter a is a constant (in n) and b = Θ(n), with basis functions pi(x) ∈ HθU (Ω). Let
(xi)
∞
i=1 be the points generated by maximizing HEIn in (3.3.6), with iterative plug-in MAP





−ν/d(log n)α), ν ≤ 1,
O(n−1/d), ν > 1.
(3.5.5)
The proof of this theorem is given in Appendix C.3.1. The key idea is to upper bound
the prediction gap f(x) − f̂n(x) by the posterior variance term s2n(x) in (3.2.4), which is
a generalization of the power function used in the function approximation literature (see,
e.g., Theorem 11.4 of [87]). We then show that the hyperparameter assumption b = Θ(n)
prevents the variance estimate σ̃2n from collapsing to 0, and allows us to apply approxima-
tion bounds on s2n(x) to obtain the desired global convergence result. This proof is inspired
by Theorem 4 of [69].
Theorem 3.5.3 shows that, for all objective functions f in the RKHS HθU (Ω), the HEI
indeed has the desired convergence property for global optimization. This addresses the
lack of convergence for the EI from Proposition 3.2.1 and the SEI from Proposition 3.3.3.
It is worth nothing that, when C is the Matérn correlation with smoothness parameter ν
[88], the RKHS Hθ(Ω) consists of functions f with continuous derivatives of order ν ′ <
ν [59]. Hence, for the Matérn correlation, the HEI achieves a global convergence rate
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of O(n−1/d) for objective functions f ∈ Hθ(Ω) with ν > 1, and O(n−ν/d(log n)α) for
objective functions f ∈ Hθ(Ω) with ν ≤ 1.
At first glance, the prior specification in Theorem 3.5.3 may appear slightly peculiar,
since the hyperparameter b = Θ(n) depends on the sample size n. However, such data-size-
dependent priors have been studied extensively in the context of high-dimensional Bayesian
linear regression, particularly in its connection to optimal minimax estimation (see, e.g.,
[89]). The data-size-dependent prior in Theorem 3.5.3 can be interpreted in a similar way:
the hyperparameter condition b = Θ(n) is sufficient in encouraging exploration in the
sequential sampling points, so that HEI converges to a global optimum for all f in the
RKHSHθU (Ω).
Under a further γ-stability assumption [90], we can further show that the HEI achieves
a near-minimax convergence rate for Bayesian optimization (we provide discussions on
this minimax rate at the end of the section). This assumption is stated below:
Assumption 3.5.4. Let (xi)∞i=1 be the sequence of points generated by the HEI. We assume
that
sn(xn+1) ≥ γ‖sn(x)‖∞ for all n = 1, 2, · · · , (3.5.6)
for some constant γ ∈ (0, 1].
In words, this assumes that every sequential point xn+1 has a posterior standard deviation
term sn(xn+1) (from (3.2.4)) at least as large as γ‖sn(x)‖∞, where ‖sn(x)‖∞ is the max-
imum posterior standard deviation term over domain Ω. Under this assumption, we can
then prove the desired convergence rate:
Theorem 3.5.5. Suppose Assumptions 3.5.1, 3.5.2 and 3.5.4 hold. Further suppose the
hyperparameter a is a constant (in n) and b = Θ(n), with basis functions pi(x) ∈ HθU (Ω).
Let (xi)∞i=1 be the points generated by maximizing HEIn in (3.3.6), with iterative plug-in





f(x) = O(n−ν/d+1/2). (3.5.7)






















































































































































































(b) Three-Hump Camel Function.
Figure 3.1: The log-ratio log{sn(xn+1)/‖sn(x)‖∞} for HEI-DSD using the Branin and
Three-Hump Camel test functions, as a function of sample size n.
One way to ensure Assumption 3.5.4 holds is to explicitly impose the constraint in
(3.5.6) when optimizing the HEI acquisition function. This requires a small modification
of Algorithm 1 and is relatively easy to implement. However, in the numerical experiments
later, this assumption appears to be satisfied empirically without any modifications needed
on Algorithm 1. Figure 3.1 shows the log-ratio log{sn(xn+1)/‖sn(x)‖∞} as a function of
sample size n for HEI-DSD, using two test functions in the later simulation study. For both
functions, this ratio appears to reach a lower bound as n increases, which suggests that the
HEI with data-size-dependent hyperparameter specification indeed satisfies Assumption
3.5.4 for a sufficiently small γ. In such cases, the HEI-DSD would achieve the optimization
rate of O(n−ν/d+1/2) without any need for modifying Algorithm 1.
The convergence rate in Theorem 3.5.5 for the HEI is nearly minimax for the class of
objective functions considered. [69] proved that, of all optimization strategies for mini-
mizing f ∈ Hθ(Ω) under Assumption 3.5.1, the minimax rate for the optimization gap
y∗n − minx∈Ω f(x) is O(n−ν/d), i.e., there does not exist an optimization strategy with a
faster asymptotic rate. The HEI rate in Theorem 3.5.5, in this sense, is nearly minimax,
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with an additional factor of O(n1/2). It should be mentioned that, while these rates pro-
vides a reassuring check for HEI convergence, such asymptotic analysis does not tell the
full story on the effectiveness of a Bayesian optimization method. Indeed, [69] showed that
the simple (non-adaptive) strategy of optimization via a quasi-uniform sequence (see, e.g.,
[91]) can achieve the minimax optimization rate of O(n−ν/d). Such a strategy, however,
typically performs terribly in practice and is not competitive with existing BO methods,
since it is non-adaptive to previous function evaluations. The proposed HEI (as we show
next) provides excellent empirical performance, while also enjoying this near-minimax
convergence rate.
3.6 Numerical Experiments
We now investigate the numerical performance of HEI in comparison to existing BO meth-
ods, for a suite of test optimization functions. We consider the following five test functions,
taken from [92]:
• Branin (2-dimensional function on domain Ω = [0, 1]2):
f(x) = (x2 − 5.1/(4π2) · x21 + 5/π · x1 − 6)2 + 10(1− 1/(8π)) cos(x1) + 10,
• Three-Hump Camel (2-dimensional function on domain Ω = [−2, 2]2):
f(x) = 2x21 − 1.05x41 + x61/6 + x1x2 + x22,
• Six-Hump Camel (2-dimensional function on domain Ω = [−2, 2]2):
f(x) = (4− 2.1x21 + x41/3)x21 + x1x2 + (−4 + 4x22)x22,
• Levy Function (6-dimensional function on domain Ω = [−10, 10]6):
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f(x) = sin2(πω1) +
5∑
i=1
(ωi − 1)2[1 + 10 sin2(πωi + 1)] + (ω6 − 1)2[1 + sin2(2πω6)],
where ωi = 1 + (xi − 1)/4 for i = 1, · · · , 6,
• Ackley Function (10-dimensional function on domain Ω = [−5, 5]10):














+ 20 + exp(1).
The simulation set-up is as follows. We compare the proposed HEI method under
different hyperparameter specifications (HEI-Weak, HEI-MMAP, HEI-DSD), with the EI
method under ordinary kriging (EI-OK) and universal kriging (EI-UK), the Student EI
(SEI) method with fixed hyperparameters (0.2, 12) as recommended in [73], the UCB ap-
proach under ordinary kriging (UCB-OK, [62]) with default exploration parameter 2.96, the
ε-greedy EI approach [69] under ordinary kriging (ε-EI-OK) and universal kriging (ε-EI-
UK) with ε = 0.1 as suggested in [93], and the γ-stabilized EI method [90] under universal
kriging (Stab-EI-UK) with γ = min(0.1d, 0.8)2. For HEI-Weak, the hyperparameters (a, b)
are set as a = b = 0.1; for HEI-MMAP and HEI-DSD, the hyperparameters (ζ, ι) are set
as ζ = ι = 2. All methods use the Matérn correlation with smoothness parameter 2.5, and
are run for a total of T = 120 function evaluations. Here, the kriging model is fitted using
the R package kergp [94]. All results are averaged over 20 replications.
Figures 3.2a-3.2d and 3.2f show the log-optimality gap log10(f(x∗n) − f(x∗)) against
the number of samples n for the first three functions, and Figure 3.2e shows the optimality
gap f(x∗n) − f(x∗) for the Levy function. We see that the three HEI methods outper-
form the existing Bayesian optimization methods: the optimality gap for the latter methods
stagnates for larger sample sizes, whereas the former enjoys steady improvements as n in-
creases. This shows that the proposed method indeed corrects the over-greediness of EI,
2Stab-EI-UK requires the next query point xn+1 to satisfy sn(xn+1) ≥ γ‖sn(x)‖∞. In our implementa-
tion, we randomly sample 10d+2 points to find ‖sn(x)‖∞ and set γ = min(0.1d, 0.8) as distance increases
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(d) Six-Hump Camel Function.


































































































































Figure 3.2: Numerical results for synthetic functions. (a) and (c)-(f) show the average
optimality gap over 10 replications (dotted lines: EI-OK, EI-UK, and UCB-OK; dashed
lines: ε-EI-OK, ε-EI-UK, SEI-OK, Stab-EI-UK; solid lines: HEI-Weak, HEI-MMAP, HEI-
DSD). (b) presents a visualization of sampled points for the Branin function (grey squares:
initial points, black stars: global optima, red triangles: UCB-OK points, blue circles: HEI-
DSD points).
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and provides a more effective correction of this via hierarchical modeling, compared to the
ε-greedy and Stab-EI-UK methods. Furthermore, of the HEI methods, HEI-MMAP and
HEI-DSD appear to greatly outperform HEI-Weak. This is in line with the earlier observa-
tion that weakly informative priors may yield poor optimization for HEI; the MMAP and
DSD specifications give better performance by mimicking a fully Bayesian optimization
procedure. The steady improvement of HEI-DSD also supports the data-size-dependent
prior condition needed for global convergence in Theorems 3.5.3 and 3.5.5.
Figure 3.2b shows the sampled points from HEI-DSD and UCB-OK for one run of the
Branin function. The points for HEI-Weak and HEI-MMAP are quite similar to HEI-DSD,
and the points for EI-OK, EI-UK and SEI are quite similar to UCB-OK, so we only plot
one of each for easy visualization. We see that HEI indeed encourages more exploration in
optimization: it successfully finds all three global optima for f , whereas existing methods
cluster points near only one optimum. The need to identify multiple global optima often
arises in multiobjective optimization. For example, a company may wish to offer multiple
product lines to suit different customer preferences [95]. For such problems, HEI can
provide more practical solutions over existing methods.
Lastly, we compare the performance of HEI with the SEI method [73]. From Fig-
ure 3.2e, we see that the SEI performs quite well for the Levy function: it is slightly worse
than HEI methods, but better than the other methods. However, from Figure 3.2, the SEI
achieves only comparable performance with EI-OK for the Branin function (which is in
line with the results reported in [73]), and is one of the worst-performing methods. This
shows that the performance of SEI can vary greatly for different problems.
3.7 Semiconductor Manufacturing Optimization
We now investigate the performance of HEI in a process optimization problem in semi-
conductor wafer manufacturing. In semiconductor manufacturing [96], thin silicon wafers
undergo a series of refinement stages. Of these, thermal processing is one of the most
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important stage, since it facilitates necessary chemical reactions and allows for surface ox-
idation [97]. Figure 3.3a visualizes a typical thermal processing procedure: a laser beam
is moved radially in and out across the wafer, while the wafer itself is rotated at a constant
speed. There are two objectives here. First, the wafer should be heated to a target tem-
perature to facilitate the desired chemical reactions. Second, temperature fluctuations over
the wafer surface should be made as small as possible, to reduce unwanted strains and im-
prove wafer fabrication [98]. The goal is to find an “optimal” setting of the manufacturing
process which achieves these two objectives.
We consider five control parameters: wafer thickness, rotation speed, laser period, laser
radius, and laser power (a full specification is given in Table 3.1). The heating is performed
over 60 seconds, and a target temperature of T ∗ = 600 F is desired over this timeframe.






|Tt(s; x)− T ∗|. (3.7.1)
Here, s denotes a spatial location on the wafer domain S, t = 1, · · · , 60 denotes the heating
time (in seconds), and Tt(s; x) denotes the wafer temperature at location s and time t,
using control setting x ∈ R5. Note that f(x) captures both objectives of the study: wafer
temperatures Tt close to T ∗ results in smaller values of f(x), and the same is true when
Tt(s; x) is stable over s ∈ S.
Clearly, each evaluation of f(x) is expensive, since it requires a full run of wafer heating
process. We will simulate each run using COMSOL Multiphysics [99], a reliable finite-
element analysis software for solving complex systems of partial differential equations
(PDEs). COMSOL models the incident heat flux from the moving laser as a spatially dis-
tributed heat source on the surface, then computes the transient thermal response by solving
the coupled heat transfer and surface-to-ambient radiation PDEs. Figure 3.3b visualizes the






























(b) Simulated temperature profile from
COMSOL Multiphysics.
Figure 3.3: A visualization of the laser heating a silicon wafer application.
Table 3.1: Design ranges of the five control parameters, where rpm (revolutions per
minute) measures the rotation speed of the wafer.
Thickness Rotation Speed Laser Period Laser Radius Power
[160, 300]µs [2, 50]rpm [5, 15]s [2, 10]mm [10, 20]W
the wafer domain at every time step. Experiments are performed on a desktop computer
with quad-core Intel I7-8700K processors, and take around 5 minutes per run.
Figure 3.4a shows the best objective values f(x∗n) for HEI-MMAP and HEI-DSD (the
best performing HEI methods from simulations), and for the UCB-OK, SEI, and ε-greedy
EI methods. We see that UCB-OK and SEI perform noticeably poorly, whereas the pro-
posed HEI-MMAP and HEI-DSD methods provide the best optimization performance,
with the ε-greedy-EI method slightly worse. This again shows that the proposed HEI
can provide a principled correction to the over-greediness of EI via hierarchical modeling,
which translates to more effective optimization performance over the compared existing
methods.
The remaining plots in Figure 3.4 show the average, maximum, and minimum tem-
perature over the wafer surface, as a function of time. For HEI-DSD and HEI-MMAP, the
average temperature quickly hits 600 F, with a slight temperature oscillation over the wafer.
For SEI, the average temperature reaches the target temperature slowly, but the temperature
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Figure 3.4: (a) shows the best objective value f(x∗n) for the five compared methods. (b)-(f)
show the average, maximum, and minimum temperature of the wafer over time, for each of
the tested BO methods. The dotted green line marks the target temperature of T ∗ = 600 F.
temperature does not even reach the target temperature. The two proposed HEI methods
(and ε-EI-UK, although its performance is slightly worse) return noticeably improved set-
tings compared to the two earlier methods, thereby providing engineers with an effective
and robust wafer heating process for semiconductor manufacturing.
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3.8 Conclusion
In this chapter, we presented a hierarchical expected improvement (HEI) framework for
Bayesian optimization of a black-box objective f . HEI aims to correct a key limitation of
the expected improvement (EI) method: its over-exploitation of the fitted GP model, which
results in a lack of convergence to a global solution even for smooth objective functions.
HEI addresses this via a hierarchical GP model, which integrates parameter uncertainty
of the fitted model within a closed-form acquisition function. This provides a principled
way for correcting over-exploitation by encouraging exploration of the optimization space.
We then introduce several hyperparameter specification methods, which allow HEI to effi-
ciently approximate a fully Bayesian optimization procedure. Under certain prior specifica-
tions, we prove the global convergence of HEI over a broad function class for f , and derive
near-minimax convergence rates. In numerical experiments, HEI provides improved opti-
mization performance over existing Bayesian optimization methods, for both simulations
and a process optimization problem in semiconductor manufacturing.
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CHAPTER 4
LEARNING TO DEFEND BY LEARNING TO ATTACK
4.1 Introduction
This decade has witnessed great breakthroughs in deep learning in a variety of applications,
such as computer vision [100, 101, 102, 103]. Recent studies [104], however, show that
most of these deep learning models are very vulnerable to adversarial attacks. Specifically,
by injecting a small perturbation to a normal sample, one can obtain an adversarial sample.
Although the adversarial sample is semantically indistinguishable from the normal one,
it can fool deep learning models and undermine the security of deep learning, causing
reliability problems in autonomous driving, biometric authentication, etc.
Researchers have devoted many efforts to study efficient adversarial attack and defense
[104, 105, 106, 107, 108, 109]. There is a growing body of work on generating adversarial
samples, e.g., fast gradient sign method (FGSM, [105]), projected gradient method (PGM,
[110]), Carlini-Wagner (CW, [111]), etc. As for defense, existing methods can be unified
as a bilevel optimization problem as follows:














where fθ denotes the neural network classifier with parameter θ, (x,y) denotes the clean
sample from distribution D, qfθ(·, ·) denotes a measure depending on network fθ, and P
denotes a set of joint distributions of perturbed sample (x̃, ỹ) and clean sample (x,y). Here
P̃ ∈ P satisfies that in each sample (x̃, ỹ) is close to (x,y) and the marginal distribution
of P̃ over (x,y) is D. By solving (4.1.2), P ∗ essentially represents an effective adversarial
distribution. Existing adversarial training methods use different approaches to find P ∗
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under different qfθ and P . For example, [105] consider a special case of this problem,
distributionally robust optimization (DRO, [112, 113]). In DRO, qfθ in (4.1.2) is the same
as ` in (4.1.1) and P̃ ∈ P satisfies that in each sample ỹ = y, i.e., train the network fθ
over adversarial samples and still require fθ to yield the correct labels. Another example
is Adversarial Interpolation Training [114] where qfθ is the cosine similarity between the
features of adversarial sample and clean sample, and P is a set of adversarial distribution
yielded by mixup [115]. More details are in Section 4.2.
In the optimization literature, (4.1.1) and (4.1.2) are referred to as leader and follower
optimization problems, respectively. Such a bilevel formulation naturally provides us a uni-
fied perspective on prior works of robustifying the neural network: The leader aims to find
a robust network with parameter θ so that the loss given by the training distribution from
the follower problem is minimized; The follower targets on finding an optimal distribution
that maximizes a certain measure, which yields a distribution of adversarial samples.
Though the bilevel problem is straightforward and well formulated, it is hard to solve.
Even the simplest version of bilevel problem, linear-linear bilevel optimization, is shown
to be NP-hard [116]. In our case, the problem becomes even more challenging, since the
loss function ` in the leader problem is highly nonconvex in θ and the follower targets
on finding an optimal distribution under a nonconcave measure qfθ . Besides, in general,
the feasible domain of the follower problem is a space of continuous distributions; while,
in practice, we have only finite samples to approximate the original problem. Such a gap
makes the problem even more challenging to solve.
There are several approaches to solve the original problem (4.1.1) and (4.1.2). Under
the DRO setting, [105] propose to use FGSM to solve the DRO. However, [110] then find
that FGSM with true label suffers from a “label leaking” issue, which ruins adversarial
training. [108] further suggest to find adversarial samples by PGM and obtain a better
result than FGSM, since FGSM essentially is one iteration PGM; Alternatively, [114] pro-
pose to combine FGSM and mixup to yield an adversarial samples for both feature and
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label. All these methods need to find an adversarial (x̃i, ỹi) for each clean sample (xi,yi),
thus the dimension of the overall search space for all samples is substantial, which makes
the computation expensive. More recently, [117] propose to use the natural evolution strat-
egy to learn an adversarial distribution over feature under the black-box setting, which is
beyond the scope of this chapter.
To address the above challenges, we propose a new learning-to-learn (L2L) framework
that provides a more principled and efficient way for solving adversarial training. Specifi-
cally, we parameterize the optimizer of the follower problem by a neural network denoted
by gφ(Afθ(x,y)), where Afθ(x,y) denotes the input of the optimizer gφ and φ is the
parameter of the optimizer. We also call the optimizer as the attacker. Since the neu-
ral network is very powerful in function approximation, our parameterization ensures that
gφ is able to yield strong adversarial samples. Under our framework, instead of directly
solving (4.1.2), we update the parameter φ of the optimizer gφ. Our training procedure
becomes updating the parameters of two neural networks, which is quite similar to genera-
tive adversarial network (GAN, [49]). The proposed L2L is a generic framework and can
be extended to other bilevel optimization problems, e.g., generative adversarial imitation
learning, which is studied in Appendix D.5.
Different from the hand-designed methods that compute the adversarial perturbation
δi = x̃i−xi for each individual sample (xi,yi) using gradients from backpropagation, our
methods generate the perturbations for all samples through the shared optimizer gφ. This
enables the optimizer gφ to learn potential common structures of the perturbations. There-
fore, our method is capable of yielding strong perturbations and accelerating the training
process. Furthermore, the L2L framework is very flexible: we can either choose differ-
ent input Afθ(x,y), or use different architecture. For example, we can include gradient
information in Afθ(x,y) and use a recurrent neural network (RNN) to mimic multi-step
gradient-type methods. Instead of simply computing the high order information with finite
difference approximation or multiple gradients, by parameterizing the algorithm as a neural
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network, our proposed methods can capture this information in a much adaptive way [118].
Our experiments demonstrate that our proposed method not only outperforms existing ad-
versarial training methods, e.g., PGM training, but also enjoys the computational efficiency
over CIFAR-10 and CIFAR-100 datasets [119].
The research on L2L has a long history [120, 121, 122, 123, 124, 125]. The basic
idea is that the updating formula of complicated optimization algorithms is first modeled
in a parametric form, and then the parameters are learned by some simple algorithms, e.g.,
stochastic gradient algorithm. Among existing works, [124] propose a system allowing the
output of backpropagation from one network to feed into an additional learning network,
with both networks trained jointly; Based on this, [125] further show that the design of an
optimization algorithm can be cast as a learning problem. Specifically, they use long short-
term memory RNNs to model the algorithm and allow the RNNs to exploit structure in
the problems of interest in an adaptive way, which is undoubtedly one of the most popular
methods for learning-to-learn.
However, there are two major drawbacks of the existing L2L methods: (1) It requires
a large amount of datasets (or a large number of tasks in multi-task learning) to guarantee
the learned optimizer to generalize, which significantly limits their applicability (most of
the related works only consider the image encoding as the motivating application); (2)
The number of layers/iterations in RNNs for modeling algorithms cannot be large to avoid
significant computational burden in backpropagation.
Our contribution is that we fill the blank of L2L framework in solving bilevel optimiza-
tion problems, and our proposed methods do not suffer from the aforementioned draw-
backs: (1) Different fθ and (x,y) essentially yield different follower problems. Therefore,
for adversarial training, we have sufficiently many tasks for learning-to-learn; (2) The fol-
lower problem does not need a large scale RNN, and we use a convolutional neural network
(CNN) or a length-two RNN (sequence of length equals 2) as our attacker network, which
eases computation.
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Notations. Given a ∈ R, denote (a)+ as max(a, 0). Given two vectors x,y ∈ Rd, de-
note xi as the i-th element of x, ‖x‖∞ = maxi |xi| as the `∞-norm of x, x ◦ y =
[x1y1, · · · , xdyd]> as element-wise product, and ei is the vector with i-th element as 1
and others as 0. Denote the simplex in Rd by ∆(d), the `∞-ball centered at x with ra-
dius ε by B(x, ε) = {y ∈ Rd : ‖y − x‖∞ ≤ ε} and the projection to B(0, ε) as
Πε(δ) = sign(δ) ◦max(|δ|, ε), where sign and max are element-wise operators.
4.2 Preliminary
This chapter mainly focuses on the defense for `∞-norm attack. In this section, we first
introduce two popular cases of the original problem in the literature: distributionally ro-
bust optimization (DRO) and adversarial interpolation training (AIT). Then we discuss the
fundamental hardness of solving the original problem and the drawbacks of existing ap-
proaches.
4.2.1 Adversarial Training
Instead of using population loss in problem (4.1.1) and (4.1.2), we use empirical loss in
the following context, since in practice we only have finite samples. Given n samples
{(xi,yi)}ni=1, where xi is the i-th image and yi is the one-hot vector for the corresponding
















The standard pipeline of DRO version is shown in Algorithm 2. Since the step of gen-
erating adversarial perturbation δi in Algorithm 2 is intractable, most adversarial training
methods adopt hand-designed algorithms. For example, [110] propose to solve follower
problem (4.2.2) approximately by first order methods such as PGM. Specifically, PGM it-
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eratively updates the adversarial perturbation by the projected sign gradient ascent method
for each sample: Given one sample (xi,yi), at the t-th iteration, PGM takes
δti ← Πε
(





where x̃ti = xi + δ
t−1
i , η is the perturbation step size, T is a pre-defined total number of
iterations, and δ0i = 0, t = 1, · · · , T . Finally PGM takes δi = δTi . Note that FGSM
essentially is one-iteration PGM. Besides, some works adopt other optimization methods,
e.g., momentum gradient method [126], and L-BFGS [127].
Algorithm 2 Distributionally Robust Optimization.
Input: {(xi,yi)}ni=1: data, α: learning rate, N : number of iterations, ε: perturbation
magnitude.
for t← 1 to N do
Sample a minibatchMt
for i inMt do
δi ← argmaxδ∈B(0,ε)`(fθ(xi+δ),yi) // Generate adversarial data.
θ ← θ − α 1|Mt|
∑
i∈Mt ∇θ`(fθ(xi + δi), ỹi) //Update θ over adversarial data.
4.2.2 Adversarial Interpolation Training
Alternatively, AIT adopts the mixup method to generate an adversarial distribution for a
given sample (xi,yi) and then randomly select a sample (x̃i, ỹi) from this adversarial












where Di = {(x̃ji , ỹji )}nj=1 is generated as follows:
x̃ji = argmin
x̃∈B(xi,ε)
f sθ(xj) · f sθ(x̃)
‖f sθ(xj)‖2‖f sθ(x̃)‖2
, ỹji = argmin
ỹ∈∆(C)∩B(yi,εy)
‖ỹ − 1− yj




where f sθ(·) denotes the output of the s-th layer of network fθ, and C denotes the number
of classes. The standard pipeline is shown in Algorithm 3. To ease the computation, [114]
use one-step gradient update as the solution of (4.2.5).
Algorithm 3 Adversarial Interpolation Training.
Input: {(xi,yi)}ni=1: data, α: learning rate, N : number of iterations, ε, εy: perturbation
magnitudes, s: the output layer of network for the follower.
for t← 1 to N do
Sample a minibatchMt
for i inMt do








// Generate adversarial data.
θ←θ−α 1|Mt|
∑
i∈Mt ∇θ`(fθ(x̃i), ỹi) // Update θ over adversarial data.
4.2.3 Hardness
Ideally, we want to obtain the optima for the follower problem, i.e.,










However, the measure qfθ depends on network fθ, which makes solving P
∗ intractable.
Therefore, in reality the sample (x̃i, ỹi) from the obtained solution P̃ is very unlikely
to be the sample (x∗i ,y
∗
i ) from P
∗. This then often leads to a highly unreliable or even
completely wrong search direction, i.e.,
〈∇θ`(fθ(x̃i), ỹi),∇θ`(fθ(x∗i ),y∗i )〉 < 0,
which may further results in a limiting cycle shown in Figure 4.1 (Detailed discussion is
in Appendix D.1). This becomes even worse when sample noises exist. Moreover, among
the methods mentioned earlier, except FGSM, all require numerous queries for gradients,
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which is computationally expensive.
Figure 4.1: Illustration for the hardness of problem (4.1.1) and (4.1.2). A wrong update
direction leads to a limiting cycle and algorithms fail to converge. More details in Ap-
pendix D.1.
4.3 Learning to Defense by Learning to Attack (L2L)
Since the hand-designed methods for bilevel problem (4.1.1) and (4.1.2) do not perform
well, we propose to learn an optimizer for the follower problem. Specifically, we param-
eterize δ = x̃ − x, the difference between the adversarial sample and clean input1, by a
neural network gφ(Afθ(x,y)) with input Afθ(x,y) summarizing the information of data
and classifier fθ(·). We first show how our method works on the DRO approach: We







`(fθ(xi + gφ(Afθ(xi,yi))),yi), (4.3.1)








subject to gφ(Afθ(xi,yi)) ∈ B(0, ε), i ∈ [1, ..., n].
1This helps to handle the constraints δ ∈ B(0, ε).
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The optimizer gφ targets on generating optimal perturbations under constraints gφ(Afθ(xi,yi))
∈ B(0, ε). These constraints can be easily handled by a tanh activation function and a ε

















Figure 4.2: An illustration of L2L: A neural network models optimizer for generating
attack.
This L2L framework is very flexible: We can choose different Afθ(x,y) as the input
and mimic multi-step algorithms shown in Figure 4.2. Here we provide three examples for
the DRO:
Naive Attacker. This is the simplest example among our methods, taking the original
image xi as the input, i.e.,
Afθ(xi,yi) = xi and δi = gφ(xi).
Under this setting, L2L training is similar to GAN training. The major difference is that
the generator in GAN yields synthetic data by transforming random noises, while the naive
attacker generates perturbations via training samples.
Gradient Attacker. Motivated by FGSM, we design an attacker which takes the gradient
information into computation. Specifically, we concatenate the image xi and the gradient





















Attacker " 1 st pass
2 ed pass
3 rd pass
Figure 4.3: The architecture of PGM adversarial training with gradient attacker network.
learn and yield more powerful perturbations.
Multi-Step Gradient Attacker. Motivated by PGM, we adapt the RNN to mimic a multi-
step gradient update. Specifically, we use the gradient optimizer network as the cell of RNN
sharing the same parameter φ. As we mentioned earlier, the number of layers/iterations in
the RNN for modeling algorithms cannot be very large so as to avoid significant computa-
tional burden in backpropagation. In this chapter, we focus on a length-two RNN to mimic
a two-step gradient update. The corresponding perturbation becomes:




















Algorithm 4 Learning-to-learn-based DRO with gradient attacker
Input: {(xi, yi)}ni=1: clean data, α1, α2: learning rates, N : number of epochs.
for t← 1 to N do
Sample a minibatchMt
for i inMt do
ui ← ∇x`(fθ(xi), yi), δi ← gφ([xi,ui]) //Generate perturbation by gφ.
θ ← θ − α1|Mt|
∑
i∈Mt




∇φ`(fθ(xi + δi),yi) // Update φ over adversarial data.
Taking gradient attackers as an example, Figure 4.3 illustrates how L2L works and
jointly trains two networks: The first forward pass is used to obtain gradient of the classifi-
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cation loss over the clean data; The second forward pass is used to generate perturbation δi
by the attacker g; The third forward pass is used to calculate the adversarial loss ` in (4.3.1).
Since our gradient attacker network only needs one backpropagation to query gradient,
it amortizes the adversarial training cost, which leads to better computational efficiency.
Moreover, L2L may adapt to the underlying optimization problem and yield better solution
for the follower problem. The corresponding procedure of L2L is shown in Algorithm 4.
Algorithm 5 Learning-to-learn with Adversarial Interpolation Training
Input: {(xi,yi)}ni=1: data, α: learning rate, N : number of iterations, ε, εy: perturbation
magnitudes.
for t← 1 to N do
Sample a minibatchMt
for i inMt do
Sample another index j, ỹi ← (1− εy)yi + εy(1− yj)/(C − 1),




∇φqfθ(xi + δi,xj) //Update φ over adversarial data.
θ ← θ − α1|Mt|
∑
i∈Mt
∇θ`(fθ(xi + δi), ỹi) //Update θ over adversarial data.
It is straightforward to extend L2L to AIT as shown in Algorithm 5. For the fea-








, ∇xiqfθ(xi,xj) in the attacker input. Taking gradient
network as an example, given a sample (xi,yi), we first randomly select another sample
(xj,yj), and yield the adversarial training feature as follows:





and adopt the corresponding label vector ỹi from (4.2.5).
4.4 Experiments
To demonstrate the effectiveness and computational efficiency of our methods, we conduct
experiments over both CIFAR-10 and CIFAR-100 datasets [119]. We compare our methods
85
with original PGM training and adversarial interpolation training. All implementation are
done in PyTorch with one single NVIDIA 2080 Ti GPU. Here we discuss the white-box
setting, which is the most direct way to evaluate the robustness.
Classifier Network. All experiments adopt a 34-layer wide residual network (WRN-34-
10, [128]) implemented by [129] as the classifier network. For each method, we train the
classifier network from scratch.
Table 4.1: Attacker architecture: k, c, s, p denote the kernel size, output channels, stride
and padding parameters of convolutional layers, respectively.
Conv: [k = 3× 3, c = 64, s = 1, p = 1], BN+ReLU
ResBlock: [k = 3× 3, c = 128, s = 1, p = 1]
ResBlock: [k = 3× 3, c = 256, s = 1, p = 1]
ResBlock: [k = 3× 3, c = 128, s = 1, p = 1]
Conv: [k = 3× 3, c = 3, s = 1, p = 1], tanh
Attacker. Table 4.1 presents the architecture of our attacker network2. The ResBlock uses
the same structure as the generator proposed in [130]. The detailed structure of ResBlock
is provided in Appendix D.3. Batch normalization (BN) and activations, e.g., ReLU and
tanh, are applied when specified. The tanh function can easily make the output of attacker
satisfy the constraints.
White-box and Black-box3. We compare different methods under both white-box and
black-box settings. Under the white-box setting, attackers can access all parameters of
target models and generate adversarial examples based on the models; whereas under the
black-box setting, accessing parameters is prohibited. Therefore, we adopt the standard
transfer attack method from [131].
Robust Evaluation4. We evaluate the robustness of the networks by PGM and CW attacks
with the maximum perturbation magnitude ε = 0.031 (after rescaling the pixels to [0, 1])
2We provide another attacker architecture with down-sampling modules in the Appendix D.3. With such
an attacker, L2L adversarial training is less stable, but faster.
3Due to the space limit, we leave the results of the black-box setting in Appendix D.2.
4More detailed robustness checklist is provided in Appendix D.4.
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over CIFAR-10 and CIFAR-100. For PGM attack, we use 20 and 100-iteration PGM with a
perturbation step size η = 0.003, and for each sample we initialize the adversary perturba-
tion randomly in the B(0, 10−4). For CW attack, we adopt the implementation from [111],
and set the maximum number of iterations as 100. For each method, we repeat 5 runs with
different random initial seed and report the worst result. For CIFAR-10, we also evalu-
ate the robustness of our Grad L2L and 2-Step L2L networks using random attacks, for
which we uniformly sample 105 perturbations in B(0, 0.031) adding to each test sample.
We also evaluate the robustness of our Grad L2L and 2-Step L2L networks under their own
attackers.
4.4.1 PGM Training
For simplicity, we denote PGM Net as the classifier with PGM training, and Naive L2L,
Grad L2L, and 2-Step L2L as the classifiers using L2L training with corresponding attack-
ers.
Original PGM. For CIFAR-10, we directly report the result from [108] as the baseline;
For CIFAR-100, we train a PGM Net as the baseline: To update the classifier’s parameter
θ, we use the stochastic gradient descent (SGD) algorithm with Polyak’s momentum (pa-
rameter 0.9, [132]) and weight decay (parameter 2×10−4, [133]). In addition, we adapt the
setting from [108] but train the network for 100 epochs with initial learning rate 0.1, decay
schedule [30,60,90], and decay rate 0.1. We use a 10-iteration PGM with the perturbation
step size 0.007 in (4.2.3) to generate adversarial samples.
PGM+L2L. We train two networks for 100 epochs. To update classifier’s parameter θ, we
use the same configuration as original PGM training; To update the attacker’s parameter φ,
we use Adam optimizer (parameter [0.9, 0.999], [134]) with initial learning rate 10−3 (no
learning rate decay) and weight decay (parameter 2 × 10−4) so that it adaptively balances
the updates in both leader and follower optimization problems.
Experiment Results. Table 4.2 shows the results of all PGM training methods over CIFAR-
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Table 4.2: Results of different defense methods under the white-box setting.
Defense Method Attack Dataset Clean Accuracy Robust Accuracy
Stability Training [107] PGM-20 CIFAR10 94.64% 0.15%
PGM Net [108] PGM-20 CIFAR10 87.30% 47.04%
Naive L2L PGM-20 CIFAR10 94.53% 0.01%
Grad L2L PGM-20 CIFAR10 85.84% 51.17%
2-Step L2L PGM-20 CIFAR10 85.35% 54.32%
Grad L2L PGM-100 CIFAR10 85.84% 47.72%
2-Step L2L PGM-100 CIFAR10 85.35% 52.12%
Grad L2L CW CIFAR10 85.84% 53.5%
2-Step L2L CW CIFAR10 85.35% 57.07%
Grad L2L Random CIFAR10 85.84% 82.67%
2-Step L2L Random CIFAR10 85.35% 83.10%
Grad L2L Grad L2L CIFAR10 85.84% 49.68%
2-Step L2L 2-Step L2L CIFAR10 85.35% 52.71%
PGM Net PGM-20 CIFAR100 62.68% 23.75%
Grad L2L PGM-20 CIFAR100 62.18% 28.67%
2-Step L2L PGM-20 CIFAR100 60.95% 31.03%
PGM Net PGM-100 CIFAR100 62.68% 22.06%
Grad L2L PGM-100 CIFAR100 62.18% 26.69%
2-Step L2L PGM-100 CIFAR100 60.95% 29.75%
PGM Net CW CIFAR100 62.68% 25.95%
Grad L2L CW CIFAR100 62.18% 29.65%
2-Step L2L CW CIFAR100 60.95% 32.28%
10 and CIFAR-100 under the white-box setting. As can be seen, without gradient infor-
mation, Naive L2L is vulnerable to the PGM attack. However, when the attacker utilizes
the gradient information, Grad L2L and 2-Step L2L significantly outperform the PGM Net
over CIFAR-10 and CIFAR-100, with a slight loss for the clean accuracy. From the experi-
ments on CIFAR-10, our Grad L2L and 2-Step L2L are robust to random attacks, where the
accuracy is only slightly lower than the clean accuracy. Furthermore, the accuracy of our
Grad/2-Step L2L model under the Grad/2-Step L2L attacker is comparable to the accuracy
under PGM attacks, which shows that L2L attackers are able to generate strong attacks.
As can be seen, PGM-100 is stronger than Grad L2L attacker (47.72% vs. 49.68%), but
similar to the 2-Step L2L attacker (52.07% vs. 52.71%). This means 2-Step L2L attacker is
much stronger than Grad L2L attacker and explains why 2-Step L2L is stronger than Grad
L2L and PGM net.
In addition, Table 4.3 shows the one epoch running time of all methods over CIFAR-10
and CIFAR-100. As can be seen, Grad L2L and 2-Step L2L is much faster than PGM Net.
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Figure 4.4: Robust accuracy against perturbation magnitude and number of iteration of
PGM over CIFAR-100 adversarial samples;. (Top) Absolute accuracy; (Bottom) Perfor-
mance gain over PGM Net. More results are provided in Appendix D.4.
By further comparing the accuracy of Grad/2-Step L2L and PGM Net in Table 2, we find
that our proposed L2L methods enjoy computational efficiency. In addition, Figure 4.4
presents the robust accuracy against number of iterations (fixed perturbation magnitude
ε = 0.031) and perturbation magnitude (fixed number of iterations T = 10). As can be
seen, 2-Step L2L is much more robust than PGM Net.
Table 4.3: One epoch running time. (Unit: s)
Dataset Plain Net PGM Net Naive L2L Grad L2L 2-Step L2L
CIFAR-10 106.5± 1.5 1310.8± 14.2 293.7± 3.1 617.5± 6.1 805.1± 8.1
CIFAR-100 106.9± 1.4 1354.8± 14.1 310.0± 2.9 623.1± 6.3 824.7± 8.4
4.4.2 Adversarial Interpolation Training
We conduct the experiments of AIT over CIFAR-10 using the code from [114]. 5
Original AIT. We follow the experimental setting in [114], but use a WRN-34-10. To
update classifier’s parameter θ, we use the same configuration in original PGM training.
We choose the perturbation magnitude over label εy as 0.5. In addition, we train the whole
network for 200 epochs with initial learning rate 0.1, decay schedule [60,90], and decay
5https://github.com/Adv-Interp/adv_interp
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rate 0.1. Moreover, in each epoch, we first use FGSM to yield training samples via (4.2.5),
and then train the AIT Net over these adversarial samples.
AIT+L2L. We train two networks for 200 epochs. To update classifier’s parameter θ,
we adopt the configuration of SGD from the original AIT; To update attacker’s parameter
φ, we use Adam optimizer (parameter [0.9, 0.999]) with initial learning rate as 10−3 (no
learning rate decay) and weight decay (parameter 2× 10−4).
Table 4.4: Results of AIT based defense methods under the white-box setting.
Defense Method Attack Dataset Clean Accuracy Robust Accuracy
AIT PGM-20 CIFAR10 90.43% 75.33%
Grad L2L PGM-20 CIFAR10 91.65% 80.87%
AIT PGM-100 CIFAR10 90.43% 67.84%
Grad L2L PGM-100 CIFAR10 91.65% 79.20%
AIT CW-20 CIFAR10 90.43% 64.79%
Grad L2L CW-20 CIFAR10 91.65% 74.88%
AIT CW-100 CIFAR10 90.43% 61.69%
Grad L2L CW-100 CIFAR10 91.65% 73.46%
Experiment Results. Table 4.4 shows the results of AIT methods over CIFAR-10 under
the white-box setting. As can be seen, Grad L2L significantly improves upon the AIT Net
over CIFAR-10 on both clean accuracy and robust accuracy.
4.4.3 Visualization of Adversarial Examples
Figure 4.5 provides an illustrative example of adversarial perturbations generated by FGSM,
PGM-20 and 2-Step L2L attacker for a cat in CIFAR-10. As can be seen, attacks for these
two networks are very different. Moreover, the perturbation generated by the 2-Step L2L
attacker is much more smooth than FGSM and PGM. In this example, 2-Step L2L labels
all adversarial samples correctly; whereas the PGM Net is fooled by PGM-20 attack and
misclassifies it as a dog.
Figure 4.6 provides an illustrative example of adversarial perturbations generated by
PGM, AIT and Grad L2L for a dog in CIFAR-10. As can be seen, attacks for these two
networks are very different: the attacks for the Grad L2L is more abundant in three chan-
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nels. In this example, Grad L2L labels all adversarial samples correctly; whereas the AIT
is fooled by all attacks and misclassifies it as a horse.
Adversarial Sample 5 times Magnitude 30 times Magnitude
(a) PGM Net adversarial samples.
Adversarial Sample 5 times Magnitude 30 times Magnitude
(b) 2-Step L2L adversarial samples.
Figure 4.5: Illustrative adversarial examples of FGSM (Top), PGM-20 (Mid), and 2-Step
L2L (Bottom) perturbations for a cat under PGM Net and 2-Step L2L with ε = 0.031.
Adversarial Sample 5 times Magnitude  30 times Magnitude  
(a) AIT adversarial samples.
Adversarial Sample 5 times Magnitude  30 times Magnitude  
(b) Grad L2L adversarial samples.
Figure 4.6: Illustrative adversarial examples of PGM-20 (Top), AIT (Mid), and Grad L2L
(Bottom) perturbations for a dog under AIT Net and Grad L2L with ε = 0.031.
4.5 Discussions
We discuss several closely related works:
• By leveraging the Fenchel duality and feature embedding technique, [135] convert a
learning conditional distribution problem to a minimax problem, which is similar to our
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naive attacker. Both approaches, however, lack the primal information. In contrast, gradient
attacker network considers the gradient information of primal variables, and achieves good
results.
• [49] propose the GAN, which is very similar to our L2L framework. Both GAN and L2L
contain one generator network and one classifier network, and jointly train these two net-
works. There are two major difference between GAN and our framework: (1) GAN aims
to transform the random noises to the synthetic data which is similar to the training exam-
ples, while ours targets on transforming the training examples to the adversarial examples
for robustifying the classifier; (2) Our generator network does not only take the training
examples (analogous to the random noise in GAN) as the input, but also exploits the gra-
dient information of the objective function, since it essentially represents an optimization
algorithm. The training procedure of these two, however, are quite similar. We adopt some
tricks from GAN training to our framework to stabilize training process, e.g., in Grad L2L,
we use the two-time scale trick [136].
• There are some other works simply combining the GAN framework and adversarial train-
ing together. For example, [137] and [138] propose some ad hoc GAN-based methods to
robustify neural networks. Specifically, for generating adversarial examples, they only take
training examples as the input of the generator, which lacks the information of the outer
mimnimization problem. Instead, our proposed L2L methods (e.g., Grad L2L, 2-step L2L)
connect outer and inner problems by delivering the gradient information of the objective
function to the generator. This is a very important reason for our performance gain on the
benchmark datasets. As a result, the aforementioned GAN-based methods are only robust
to simple attacks, e.g., FGSM, on simple data sets, e.g., MNIST, but fail for strong attacks,
e.g., PGM and CW, on complicated data sets, e.g. CIFAR, where our L2L methods achieve
significantly better performance.
Training Stability: For improving the training stability, we use both clean image and the
corresponding gradient as the input of the attacker. Without such gradient information, the
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attacker severely suffers from training instability, e.g., the Naive Attacker Network. Fur-
thermore, we try another architecture with downsampling modules, called “slim attacker”
in Appendix D.3. We observed that the slim attacker also suffers from training instability.
We suspect that the downsampling causes the loss of information. Thus, we tried to en-
hance the slim attacker by skip layer connections. In this way, the training is stabilized.
However, the robust performance is still worse than the proposed architecture.
Benefits of our L2L approach in adversarial training:
(1) Since the neural network has been known to be powerful in function approximation,
our attacker network g can yield strong adversarial perturbations. Since they are generated
by the same attacker, the attacker g essentially learns some common structures across all
samples;
(2) Overparametrization is conjectured to ease the training of deep neural networks. We
believe that similar phenomena happen to our attacker network, and ease the adversarial
training.
(3) Our proposed L2L framework is well structured and can be generalized to solve more
complicated bilevel problems, e.g., GAIL (see Appendix D.5). Taking our results as a




CONDITIONAL AUTOREGRESSIVE DETECTION (CARD) FOR
DISTRIBUTED NETWORK MONITORING
5.1 Introdution
With recent exciting developments in distributed computing technology, the problem of
distributed network monitoring has become increasingly important in a broad range of ap-
plications, ranging from cybersecurity [139], environmental monitoring [140], social net-
work monitoring [141, 142], and neuroscience [143]. In many such applications, large
delays in detecting changes (or failure to detect changes) over the network may incur sig-
nificant costs and damages. For example, a major Turkish oil pipeline failure resulted from
a failure to detect signal changes [144]. This motivates the need for network monitoring
methods, which not only leverage spatial information for efficient detection, but also do so
in a cost-efficient, distributed manner.
In the change-point detection literature, various methods have been developed for net-
work detection, based on the classic cumulative sum (CUSUM, [145]) and Shiryaev-Roberts
[146, 147] statistics under independent assumptions [148, 149, 150]. Recently, researchers
further exploited the spatial-temporal structures of the network data [151, 152, 153, 154,
155] for improving the detection power. However, these methods require the monitoring
system to have a fusion center that gathers information, i.e., raw data or statistics, from all
sensors to perform decisions globally shown in Figure 5.1a. There are several limitations
for these centralized methods with the modern network data: (1) limited communication
bandwidth: in distributed geophysical sensor networks [140], sensors can only communi-
cate with their neighboring sensors, but cannot communicate to far-away sensors or fusion
center with too much data, since the channel bandwidth is interference limited; (2) com-
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munication delay: for seismic early warning systems, it is also not ideal for seismic sensors
to send all information to a fusion hub and perform a global decision, but rather let them to
make local decision, to avoid two-way communication delay; (3) computational limits: the
network scale is quite large in modern applications, and it is computationally expensive or
infeasible for getting a monitor statistics with the whole network data.
(a) Centralized Framework (b) One-shot Framework (c) Decentralized Framework
Figure 5.1: An illustration for the distributed change-point detection frameworks. Black
solid line denotes the communication with raw data or statistics, dash line denotes the
communication with statistics, and the pink dot dash line denotes the communication with
one-bit decision.
To overcome these limitations, [156, 157] proposed a one-shot framework, which es-
sentially uses the marginal distribution of the data on each sensor to monitor the whole
network. Specifically, the system considers the observations as node-wise independent
data, and each sensor makes a local decision with its own data. Once a sensor raises a local
alarm, it transmits a one-bit signal to the fusion center shown in Figure 5.1b. Moreover,
[156] established the theoretical guarantees for the one-shot method under node-wise inde-
pendent assumptions. In practice, however, not only is such an assumption unrealistic, but
also leads to significant reduction in detection power for the monitoring procedure due to
ignoring the spatial correlation among the data.
For designing a scalable detection mechanism that utilizes the neighbor information
among the modern network, it is important to perform a decentralized detection. Instead of
having to send all information or statistics to a fusion center to form a global decision or
making a local decision with the data on a single sensor, sensors perform local decisions
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with their neighbors’ information. As shown in Figure 5.1c, each sensor communicates
with its own neighbors and then makes a local decision. Recently, [158] proposed a decen-
tralized consensus detection method, i.e., make decisions locally and improve the detection
power by consensus among the local community (the node and its neighbor nodes). They,
however, further assumed that the data on all sensors are not only independent but also
identically distributed, which is quite stringent in practice.
To break these stringent assumptions and leverage the spatial correlation, we propose
a model-based approach that uses a Conditional AutoRegressive (CAR, [159]) model to
capture the spatial correlation among the network data, and develop a new decentral-
ized online change-point detection method, called Conditional AutoRegressive Detection
(CARD). The key idea is the conditional specification for a CAR model, that is the joint
distribution of the whole network observations is equivalent to a list of local conditional
distributions (see Brook’s lemma [160]). This further allows us to leverage the spatial cor-
relation and monitor the whole network system in a distributed manner. Furthermore, to
show the advantage of the proposed CARD method, we compare CARD and the one-shot
method under the widely used metrics in sequential testing, average running length (ARL)
and expected detection delay (EDD) [161], which are analogous to type I and type II er-
rors in the classical hypothesis testing [162]. We then establish the ARL and EDD for
both methods under the CAR model, and then show that CARD outperforms the one-shot
method by leveraging the spatial correlation. Then we discuss how the network structure
and the correlation affect the improvement of CARD over the one-shot method. We then
conduct some empirical experiments in a suite of numerical simulations and two applica-
tions: power grid monitoring, and sparse population coding of biological neural networks,
which also supports our theoretical results. Moreover, in the sparse coding application,
CARD can find all root causes while the one-shot method misses one.
The rest of the paper is organized as follows: Section 5.2 formulates the problem, re-
views the one-shot method, and establishes the corresponding ARL and EDD. Section 5.3
96
first introduces the CAR model and CARD method, then establishes the corresponding
ARL and EDD, and compares CARD and the one-shot method. Section 5.4 then provides
methodological developments on parameter estimates and the detection algorithm. Sec-
tions 5.5 and 5.6 compare CARD and the one-shot method for synthetic data generated
with the simulated network, as well as two applications, power network monitoring, and
sparse population coding of biological neural networks. Concluding remarks are given in
Section 5.7.
5.2 Background and Motivation
We first describe the setup for the sensor network detection which is widely used in the
power network monitoring, and then review some existing approaches and their drawbacks,
which motivates our proposed method.
Sensor Network Intrusion. We represent a sensor network by an undirected connected
graph G = {V,E}, where V = {v1, ...vp} denotes the sensor set and E denotes the edge
set. Two sensors can communicate with each other if and only if there is an edge between
these two sensors. Then we use N(i) to denote the neighbor of sensor i, i.e., N(i) =
{j : vj ∈ V, (vi, vj) ∈ E}. Without loss of generality, we assume that the network G is
connected (if there is more than one connected component, we can consider each of them
separately.) Moreover, we assume the topology of the sensor network is known (e.g., the
network is determined by design). In this paper, we attempt to study the spatial correlated
data among the network (for temporal correlated, we can first build a time series model,
and then consider the residual). Thus, we assume that sensor network G monitors the
sequences of independent observations across time in parallel. In the beginning, these
observations follow a certain distribution M1. At an unknown time τ , the populations
change to another distribution M2. Specifically, there are p streaming sequences xt =
(xt1, · · · , xtp)> observed from p sensors, where xti denotes the observation on sensor i at
time t. If there is no change occurring, i.e., under the null hypothesis H0, the distribution
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M1 has the following form:
H0 : xt = ct + εt
i.i.d.∼ N (ct,Σ), for t = 1, 2, · · · , (5.2.1)
where εt is a Gaussian noise with covariance matrix Σ and ct is the mean of the observation.
Here ct is not necessary a constant; for example, in-control observations in a power network
may follow certain wave patterns [163]. When there is a change on nodes S at an unknown
time τ , i.e., under the alternative hypothesis HA, the distributionM2 follows:
HA : xt = ct + εt
i.i.d.∼ N (ct,Σ), for t = 1, 2, · · · , τ ,
xt = ct + beS + εt
i.i.d.∼ N (ct + beS ,Σ), for t = τ + 1, τ + 2, · · · , (5.2.2)
where b denotes for the mean shift magnitude, eS = (eS1 , · · · , eSp )> denotes a 0-1 vector
with eSi = 1 if and only if i ∈ S, and S ⊂ {1, · · · , p} is an index set. Our goal is to
design a decentralized monitor mechanism that utilizes the spatial correlation information
and detects the unknown change time as quickly as possible, subject to constraints on the
false alarm rate [164]. As a starting point for designing a decentralized detection method
with correlated data, we assume that the post-change mean and the covariance matrix Σ
are known.
One-Shot. In the literature, many works [148, 149, 150, 158] investigate the cases where
the observations at each time are independent across nodes, that is Σ in (5.2.1) and (5.2.3)
is a diagonal matrix. They then proposed to perform a detection on each single sensor,
and once a sensor raises a local alarm, it transmits a one-bit signal to the fusion center.
In practice, for the cases where Σ is not diagonal, we can still use the one-shot method by
considering the network observations as the node-wise independent observations. Thus, we
implement the one-shot method as our baseline by ignoring the spatial correlation among
data. Moreover, since the in-control mean ct might change, instead of directly monitoring
the observations xt, we focus on the residuals as suggested by [165]. Specifically, we
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decompose the original alternative hypothesis into p local alternative hypotheses Hj, j =
1, ..., p for the residual εt := xt − ct as follows:
εtj
i.i.d.∼ N (0,Σjj), for t = 1, 2, · · · , τ ,
εtj
i.i.d.∼ N (beSj ,Σjj), for t = τ + 1, τ + 2, · · · , (5.2.3)
where εtj is the j-th component of ε
t, eSj denotes the j-th element of e
S , and Σjj denotes
the j-th diagonal element of Σ. Since in practice we do not know the set S in advance and
we perform a local detection, we assume that a mean shift could happen on all nodes, i.e.,
eSj = 1 for all j ∈ {1, 2, · · · , p}. We then derive the one-shot method with CUSUM [156]:
Let f∞,i(·), f0,i(·) denote the pre- and post-change probability density function (pdf) for
marginal distributions of the observations on node vi. Then the CUSUM statistics is defined











which has the recursive implementation
Cti = (C
t−1






















We further define the stopping time on node vi as:
Ti(s) := inf
{




where s is the threshold for arising an alarm. Since in the one-shot scheme, a sensor
will send a one-bit decision to the fusion center after it raises an alarm, we then have the
stopping time for the whole network:









The next Proposition characterizes the average running length and expected detection delay
for the one-shot method with a single node change.
Proposition 5.2.1 (Asymptotic Theory for One-Shot Method). Suppose that without any
change, xt follows (5.2.1) and with change, xt follows (5.2.3) for S = {i} for some i. Then
as threshold s→∞, we have





Here E∞ denotes the expectation without change.





Here Ei[T ] := supτ≥1(ess sup)Eτi
[
(T − τ + 1)+|ε̂1, · · · , ε̂τ−1
]
is the EDD of stopping
time T , and Eτi denotes the expectation with a change occurring on node vi at time τ .
The proof of Proposition 5.2.1 is provided in Appendix E.1. Proposition 5.2.1 shows
that the EDD for the one-shot method depends on the variance of the marginal distribution.
This is quite reasonable since each node only uses its own data. However, this exactly is
the drawback of the one-shot method, i.e., lacking of utilizing the neighbors’ information,
which weakens the detection power. We will discuss this later in Section 5.3 in detail. We
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also remark that Proposition 5.2.1 can be further extended to multiple changed nodes as
well as a general distribution change with some modification.
5.3 Conditional AutoRegressive Detection
In this section, we first review the Conditional AutoRegressive (CAR, [159]) model, then
present our CAR detection (CARD) method, and establish the corresponding ARL and
EDD for CARD. In the end, we show that CARD outperforms one-shot method by com-
paring two EDDs, and discuss the network architecture and correlation effects on the im-
provement.
Conditional Auto-Regressive Model. CAR models are often used to describe the spatial
variation of quantities of interest in the form of summaries or aggregates over subregions. It
is widely used to analyze data in diverse areas, such as demography, economy, epidemiol-
ogy, and geography [166, 167]. The general goal of CAR models is to unveil and quantify
spatial relations present among the data, in particular, to quantify how quantities of interest
vary with explanatory variables and to detect clusters of “hot spots”. Mathematically, a
0-mean CAR model with Gaussian case is as follows:












where ε = (ε1, · · · , εp)> denotes the observation vector for all subregions, σ2 denotes the
shared varaiance for the network, W = (Wij) ∈ Rp×p denotes the adjacency matrix1
of graph G, Wi+ =
∑p
j=1 Wij denotes the degree of node vi, and φ is the correlation
parameter controlling the spatial dependency: a large magnitude of φ means strong spatial
dependency and a small one means weak dependency. Such a CAR model allows us to
characterize the joint distribution of the network data via local conditional specification, as
1We can generalize the framework by extending adjacency matrix to proximity matrix, which reflects the
“distance” between two subregions. See [168].
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model (5.3.1) is equivalent to the following joint form by Brook’s Lemma [160]:
ε ∼ N
(
0, σ2(DW − φW )−1
)
, (5.3.2)
where DW = diag(W1+, · · · ,Wp+). In order to make the model proper, i.e., DW − φW
is positive semi-definite, φ should satisfy 1
λ1
< φ < 1
λp
. Here λ1(λ1 < 0) and λp(λp > 0)
are the smallest and largest eigenvalues ofD−1/2W WD
−1/2
W respectively.
Note that in CAR model (5.3.1), all nodes share the same variance parameter σ2, which
is not very practical in many applications. For example, in a power network, different
sensors may have different scales [163]. Therefore, instead of using the same σ2, we adopt
a variance structure from [169] as follows:
ε ∼ N
(
0,Λ1/2(DW − φW )−1Λ1/2
)
, (5.3.3)
where Λ = diag(σ21, · · · , σ2p) denotes the variance scale matrix and σ2i denotes the i-th
node variance “scale”. All these parameters φ and σ′is are estimable and the correspond-
ing distributed algorithm is provided later in Section 5.4. Similar to (5.3.2), under model
(5.3.3), for a specific node, given its neighbors’ information, the conditional distribution is
still a normal distribution:
εti











Note that under model (5.3.4), the conditional mean of εti is the weighted sum of the obser-
vations for the neighbor subregions, which can be obtained by local communications. The
following Lemma shows the likelihood ratio between the distribution under HA in (5.2.3)
with S = {i} for some i, and the distribution under H0 in (5.2.1).
Lemma 5.3.1. Suppose the observations follow the model in (5.3.4). At time t, the like-
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lihood ratio between density Pi under HA in (5.2.3) with S = {i} for some i, and density



















The proof of Lemma 5.3.1 is provided in Appendix E.2. Lemma 5.3.1 implies that we
can detection the change point by local monitoring. This allows us to implement a decen-
tralized detection method, called Conditional AutoRegressive detection (CARD) method.



















Log-likelihood Ratio of Conditional Distribution
)
. (5.3.6)
Note that the CUSUM in (5.3.6) only uses the neighbors’ information, which not only
leverages the spatial correlation but can also be implemented in a decentralized system.
Moreover, we adopt the same stopping rule as that of the one-shot method. Then the
stopping time criterion for CARD is defined as:
T̃ (s) = inf
i=1,...p
T̃i(s) where T̃i(s) = inf
{
t : C̃ti ≥ s
}
. (5.3.7)
The following theorem characterizes the ARL and the EDD for CARD.
Theorem 5.3.2 (Asymptotic Theory for CARD). Suppose that without change, the obser-
vation xt follows (5.2.1), and with change, xt follows (5.2.3) for S = {i} for some i and
the noise follows (5.3.4). Then as threshold s→∞, we have














The proof of Theorem 5.3.2 is provided in Appendix E.3. Theorems 5.3.2 implies
that as the threshold s → ∞, the CARD has the same lower bound for ARL as the one-
shot method has and the EDD for both methods are linear in s. We then compare their
coefficients in their EDDs. The next proposition shows that if (5.3.4) holds, then CARD is
more powerful than the one-shot method.























where Pathil = {(vi, vj1 , · · · , vjl , vi) : (vjk , vjk+1) ∈ E, k = 0, · · · , l, vj0 = vjl+1 = vi} is












The proof of Proposition 5.3.3 is provided in Appendix E.4. Proposition 5.3.3 implies
that the coefficient of EDD for CARD is smaller than that for the one-shot method, which
shows the CARD is more powerful than the one-shot method. Moreover, Proposition 5.3.3
shows two key ingredients of the improvement: (1) correlation parameter φ: the larger φ is,
the more improvement CARD achieves; (2) connectivity: if a node has all neighbors with
few degrees, then this node can gain more improvement. Based on these results, we then
divide the nodes into three categories:
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1 Hub: A node is called a hub if it has many neighbors and each of its neighbor is a spoke.
2 Spoke: A node is called spoke if it has a small degree.
3 General: A node is neither a hub nor a spoke.
In general, among these three-type nodes, the hub achieves most significant improvement,
spoke has the least improvement, and the general node is in the middle.
(a) Line (b) Star (c) Circle (d) Paw (e) Diamond (f) K4
Figure 5.2: An illustration of six network architectures for four nodes.
In addition, we study different four-node networks to illustrate the improvement. There
are six architectures for a four-node network shown in Figure 5.2. We consider the follow-
ing three criteria: (1) the average improvement over all nodes; (2) the robust improvement
(the worst improvement among the nodes); (3) the targeted improvement (the best improve-
ment among the nodes). The results are shown in Table 5.1. As can be seen, among these
network architectures, (1) with the average criterion, the line network is the best; (2) with
the robust criterion, the circle network is the best; (3) with the targeted criterion, a star
network with this node as a center is the best. The calculation is provided in Appendix E.5.











































Table 5.1: The improvements that CARD achieves compared to the one-shot method under
three criteria with different 4-node network architectures.
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Connection to Markov Chain. The improvement Pi(φ) is also closely related to the
Markov Chain. Let (vi, vj1 , · · · , vjl , vi) ∈ Pathil denote a length l + 1 non-simple path2
from node vi and back to node vi. For example, the shortest path from vi to vi is (vi, vj, vi),
where j ∈ N(i). Now let us consider a random walk over the network G with transi-















j is the probability generating function of the hitting time
Ti := inf
{
t : st = i, sk 6= i, 0 < k < j, s0 = i
}
for the state s starting from node vi and first ending at vi, and
f ji := P(sj = i, sk 6= i, 0 < k < j|s0 = i)
denotes the probability for the state first returning to node vi at j-th step [171]. Since
F1(1) = 1 and F1(φ) is monotone in φ, the larger φ is, the more improvement CARD
achieves.
5.4 Methodology
In this section, we discuss the methodological development for CARD, concerning the
estimation of correlation parameter φ and variance scales σ2i , and then provide a full algo-
rithmic statement.
A standard way to estimate parameters φ and Λ = diag(σ21, · · · , σ2p) is using maximum
likelihood estimate (MLE) with some historical in-control data. For the standard CAR
2A path is simple if all of its vertices are distinct [170].
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model with only one shared variance parameter σ2 (i.e., σ21 = · · · = σ2p = σ2), the MLEs
are usually obtained through a two-step profile likelihood approach [172]. However, it
requires the fusion center to collect all data over the whole network, which makes the data
high-dimensional. Besides, the update of the correlation parameter φ needs to compute the
determinant ofDW − φW , which makes the update extremely time consuming.
To address these issues, we propose a decentralized way to estimate these parameters
efficiently. Instead of computing at the fusion center, we estimate the parameters, φ and
Λ locally by leveraging the conditional specification of the CAR model, i.e., each node vi
would estimate σ2i and φ. To make it clear, we denote the estimate of φ on node vi as φi.
Recall that the conditional distribution for node vi is as follows:
εti











where φ∗ and σ∗i ’s denote the ground truth correlation parameter and variance scales, re-
spectively. Then we consider the following two-step procedure for each node to estimate
the parameters via the least squares method in a distributed manner, and a full algorithm
statement is present in Algorithm 6:
Step 1. Estimate the variance “scales”. Node vi receives the ε′js from its neighbors and
then regresses εi on ε′js. With the residual sum of squares, we can further obtain the estimate
for σ∗2i given (5.4.1).
Step 2. Estimate the correlation parameter. After obtaining the variance scale estimates,
we then plug them in objective (5.4.1) and obtain the MLE φi on node vi. Each node then
sends its local estimate to the central server. Then we can get a consensus estimate for φ̂ at
the fusion center.
Here we first fit a model to predict the mean for the observation at each sensor, e.g.,
it can be a constant or a time series model. Then we focus on the residual analysis [165].
We use the residual data to fit the parameters for the CAR model. After learning for the
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Algorithm 6 Learning Stage for In-control System
Input: Warm-up period: Tw; Variance-scale-estimate period: Tσ; Correlation-estimate
period: Tφ In-control data: {xti}pi=1, t = 1, ..., Tw + Tσ + Tφ; Step sizes: ηφ, ηa.
Initialization: φ0i = 0, σ0i = 1, a
j
i = 1.
Warm up t = 1, ..., Tw: Each node vi builds a model fi(·) to estimate ĉti locally.
for t← Tw + 1 to Tw + Tσ (Step 1) do
parallel computing at nodes i = 1, · · · , p:
Compute the residuals locally: ε̂ti = x
t
i − ĉti.


































for t← Tw + Tσ + 1 to Tw + Tσ + Tφ (Step 2) do
parallel computing at nodes i = 1, · · · , p:
Compute the residuals locally: ε̂ti = x
t
i − ĉti.
Update the correlation estimates locally:





















Output: correlation estimate φ̂, variance estimates σ̂2i ’s, and mean estimate models fi’s.
Algorithm 7 Monitoring Stage for Network System
Input: Correlation parameter estimate φ̂, Variance estimates σ̂2i , Mean estimate models
f ′is, Streaming data {xti}pi=1, t = 1, 2, ..., Control parameter b, and Threshold s.
Initialization: Cumulative sum C̃0i = 0 for i = 1, ..., p, time t = 0.
while maxi C̃ti ≤ s do
Time update: t = t+ 1.
parallel computing at nodes i = 1, · · · , p:
Obtain the mean estimate from fi: ĉti.
Compute the residual locally: ε̂ti = x
t
i − ĉti.
Updates the local CUSUM
C̃ti = max













Raise alert: nodes whose CUSUMs exceed threshold s send alarm to the fusion center.
in-control system, we then use the learnt model to monitor the whole system and the full
algorithm statement is provided in Algorithm 7. As can be seen, both learning and monitor-
ing stages for the network system are decentralized except the consensus for the correlation
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parameter φ. This shows that CARD can be implemented for a large scale network and
monitor the system effectively and efficiently.
5.5 Numerical Simulation
In this section, we conduct numerical simulations to compare CARD and one-shot methods
with two network architectures: Star network [173] and Erdős-Rényi network [174]. Here
we assume that all nodes share the same variance parameter.
Star Network. A 20-node star network, shown in Figure 5.3a, contains one hub (red)
and 19 spokes (blue). As for the data, we generate the synthetic data from a CAR model
with φ = 0.5, noise σ2 = 4, and mean shift b = 0.5. We compare two different settings:
(1) hub as the changed node; (2) spoke as the changed node. We repeat both settings for
600 times. Figures 5.3b and 5.3c present the mean of the simulation results and illustrate
the relationship between the EDD and log(ARL) for CARD and the one-shot method. As
we can see, for hub as the changed node, the CARD outperforms the one-shot method
significantly; while for spoke as the changed node, the improvement is less significant,
which matches our theoretical results.
Erdős-Rényi Network: First we generate 30 random networks with 20 nodes and ρ = 0.7,
where ρ is the probability for each edge appearing in the network. By [174], such networks
are almost surely connected. Then for each network, we run 200 simulations and in every
simulation we randomly assign a changed node. As for the data, we adopt the same setting
as that in the star network experiment, that is, we generate the synthetic data from a CAR
model with φ = 0.5, noise σ2 = 4, and mean shift b = 0.5. Figure 5.3d presents the mean
of the simulation results. As we can see, the slope of CARD is smaller and it becomes
more significant when ARL increases.
As shown in Figure 5.3, the improvement for the hub is the most significant as shown
in Figure 5.3b; the improvement for the spoke is the least as shown in Figure 5.3c; for
general cases, the improvement is between those for the spoke and for the hub as shown
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in Figure 5.3d, which matches our intuition in Section 5.3. Moreover, note that results in
Proposition 5.2.1 and Theorem 5.3.2 are both asymptotic, which explains the phenomena
that the difference become more significant when the ARL increases in Figures 5.3b-5.3d.
HUB
(a) Illustration of the star network. (b) Hub as the changed node.
(c) Spoke as the changed node.
(d) Random change in Erdős Rényi with ρ =
0.7.
Figure 5.3: Network structures and simulation results under Star and Erdős-Rényi settings.
(a) demonstrates a 20-node star network. In (b)-(d), y-axis is the EDD and x-axis is the
ARL in log scale. The slope of curve reflects the power of detection method, the smaller
the better.
5.6 Two Applications
5.6.1 Western states power grid monitoring
In this section, we run a simulation with synthetic data generated on a real power network
topology. Here we consider the Western States Power Grid of the USA, the states west of
the rocky mountains. It consists of 4941 nodes and 6594 edges [175], in which the nodes
are transformers, substations, and generators, and edges are high-voltage transmission lines
shown in Figure 5.4a.
110
(a) Visualization for Western states power grid. (b) Simulation results for power grid.
Figure 5.4: Simulation with synthetic data over Western States Power Grid of the USA.
In this application, we simulate a situation in which a power failure occurs over this
large network. Assume that at each time, we observe the real power injection at an edge.
When the power system is in a steady state, the observation is the true state plus Gaussian
observation noise [176]. We then estimate the true state (e.g., using techniques in [176]),
subtract it from the observation value, and obtain the residual value on each node, which
can be assumed to follow a CAR model with different variance scales. When the failure
happens in a power system, there will be a mean shift over one node, since in practice, if we
have a perfect time series model, when there is a power failure, usually only one residual
will have the mean shift.
To compare the methods, we randomly choose one changed node over the network as
what we did in the Erdős-Rényi experiment. We repeat the simulation for 600 times and
present the results of EDD and ARL for the methods shown in Figure 5.4b. As can be
seen, for large ARL, the slope of CARD is smaller than that of the one-shot method, i.e.,
a clear improvement gained by CARD. Here for illustration, we consider the case of a
single changed node. With such a simplified model for power networks, we aim to shed
some light on the potential of CARD when applied to monitoring real power networks. We
remark that CARD can be applied to the situations with multiple changed nodes, which we
shall consider in application.
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Figure 5.5: Illustrative examples of different states for biological neural networks with a
cat, a dog and a fish as an external stimulus. The active nodes are marked by colors and
similar signals shares more common nodes.
5.6.2 Stimulus detection in nervous systems
Change-point detection is an important problem in neuroscience: it is extremely useful for
researchers to identify when an external stimulus is internalized as information in a bio-
logical neural network. In human brain, there are approximately 100 billion neurons, and
the fundamental unit of information is the spike of a neuron’s voltage. Thus, the biological
neural networks are not easily readable, even with modern neuroimaging methods.
[177] found that cortex represents the information by sparse population coding: at any
given point in time, only approximately 2% of neurons in human brain are active (high
frequency in having a spike), and the activity of this subset of neurons collectively encodes
representations of external stimuli, (i.e., different information). Those external stimuli drive
the network to different states shown in Figure 5.5. Therefore, we can find the stimulus
change by monitoring the states of neurons.
For our purposes, our experiment assumes that we are observing a small patch of higher
order cortex, and aim to identify the change of the network states. Our data is generated
by the PyNN package [178] in conjunction with the NEURON simulator [179]. For illus-
tration, we simulate a network of neurons with 10 neurons shown in Figure 5.6a. From the
simulation, we can observe a continuous readout of each neuron’s voltage, allowing us to
utilize sub-threshold information in addition to traditional spiking information. A selected
few neurons receive inputs from an external source, which represents the phenomenon of
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sparse population coding. The neurons that spike at higher rates form a distributed repre-















State I State II
(b) Visualization for the test data.
Figure 5.6: An illustration for the sparse population coding. (a): The simulated biological
neural network with excitatory neurons. (b): Simulated data: in each state, some neurons
are stimulated by an external stimulus, and then their descendants become active. (The data
for active nodes is more random in (b)) For example, in state I, neurons 0-2 are stimulated
by an external stimulus and then neuron 9 also becomes active; in state II, neurons 3-5 are
stimulated and then neurons 7 and 8 become active. The shift of these two states is marked
by a black vertical line in (b).
In our simulation, we randomly select two sets of neurons, representing two different
states: the neurons in the first set and in the second set are stimulated in the states I and
II, respectively. For the data, instead of using the original voltage data, we use the rolling
window autocorrelation of the voltage data as suggested by [180]. We use some extra
in-control data to learn the structure of the network under a specific population coding.
After the structure and activity are well captured by the model, we conduct a test of the
stimulus change-point detection algorithm by simulating a change from the first state to
the second state. Figure 5.6b demonstrates the test data that we generated. We then apply
two methods, the one-shot method and CARD, to find the changed nodes. The simulation
results are presented in Figure 5.7. As can be seen, with threshold 10, both methods have
the same average running length, 175, and expected detection delay, 6. Moreover, for
the one-shot, it finds most changed nodes including those descendants; however it misses
node 2, which is the most important one as it is directed stimulated by external signals. In
contrast, CARD finds all directly stimulated nodes, i.e., nodes 0-5. Note that CARD, by
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leveraging the spatial correlation, can identify node 2, which has a relatively low signal
to noise ratio. This simulation study suggests that both methods are good for the multiple
changed nodes and CARD can find the root cause nodes even with a relatively low signal
to noise ratio.








































































Figure 5.7: The monitor statistics with different methods. The vertical line denotes the
iteration in which state changes and the horizontal line denotes the threshold. In practice,
since we do not know the mean shift b is positive or negative, we use both positive CUSUMs
((a) and (c)) and negative CUSUMs ((b) and (d)).
5.7 Conclusion
In this paper, to break the stringent independence assumption in the network change-point
problem and leverage the spatial correlation, we propose a new model-based monitoring
framework, Conditional AutoRegressive Detection (CARD), which models spatial correla-
tions over the network via a Conditional AutoRegressive (CAR) model. We show that the
conditional specification of the CAR model allows for a decentralized detection method
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which leverages spatial correlations by utilizing neighborhood information on each node.
Theoretically, we prove that the expected detection delay for CARD is smaller than that for
the one-shot method, which shows the improved detection power of the proposed method.
We then demonstrate the improved detection performance of CARD over existing methods
in a suite of numerical simulations and two applications: power grid monitoring, and sparse





SUPPLEMENTARY MATERIALS IN CHAPTER 1
A.1 Detailed Proofs in Section 1.3
A.1.1 Proof of Proposition 1.3.3







where λ1 > λ2 ≥ ... ≥ λr > 0 are nonzero singular values, and (ui, vi)’s are a pair of
singular vectors associated with λi. Plugging (1.2.4) into (1.2.3), we have
ΣXY v − (u>ΣXY v)u = 0 and Σ>XY u− (u>ΣXY v)v = 0. (A.1.1)














where uj for j = r+ 1, ...,m and vj for j = r+ 1, ..., d are orthonormal basis vectors, and
complementary to ui’s and vi’s for i = 1, ..., r in Rm and Rd respectively, and ci’s and li’s
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The second equality holds because ui and vj are the columns of the orthogonal matrices.
Since ui’s are the basis vectors of Rm, by (A.1.3), we know the coefficients of all ui’s
should be 0. Therefore we consider two scenarios:
1. If
∑r
i=1 lkλkck = 0, then we have ci = 0, i = 1, 2, ..., r. Similarly, plugging (A.1.2) into
the second equation of (A.1.1), we have li = 0, i = 1, 2, ..., r. Thus, u and v are in the
row and column null space of ΣXY respectively.
2. If
∑r











· ci for i = 1, 2, ..., r. (A.1.4)
Note that (A.1.4) holds if and only if there exists only one i ∈ {1, 2, ..., r}. cj = lj =
±δij, j = 1, 2, ..., r, where δij is the Kronecker delta, i.e., δij =
 1 i = j0 i 6= j .
The verification of the above points satisfying (A.1.1) is straightforward, and therefore
omitted.
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A.1.2 Proof of Proposition 1.3.4






 −u>ΣXY v · Im ΣXY
Σ>XY −u>ΣXY v · Id
 .




 and λmax(∇2u,vL(u, v)) = λ1.
Therefore, it is an unstable stationary point because of the positive curvature.
b. If (u, v) is a pair of singular vector of λi, then by simple linear algebra, we know that
∇2u,vL(u, v) ∼
 −u>ΣXY v · Im 0
0 1
u>ΣXY v






≥ λ1 − λ2.
Therefore, the Hessian matrix is negative semi-definite if and only if u>ΣXY v = λ1, i.e.,
(u, v) is the optimum of (1.1.1). The Hessian has a positive eigenvalue.
Thus, only the optima of (1.2.2) are stable stationary points. All the others are unstable.
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A.2 Detailed Proofs in Section 1.4
A.2.1 Proof of Theorem 1.4.4
Proof. First, we calculate the infinitesimal conditional expectation. Since the optimization










= ΣXY V (0)− U(0)>ΣXY V (0)U(0).
Next, we show that if the initial is on the sphere, then with probability 1, all iterations are
on the sphere as η → 0+. Given ‖uk‖2 = ‖vk‖2 = 1, we have
‖uk+1‖22 =
(
uk + η · (XkY >k vk − u>kXkY >k vkuk)
)> · (uk + η · (XkY >k vk − u>kXkY >k vkuk))




k vk − u>kXkY >k vku>k uk) + η2‖XkY >k vk − u>kXkY >k vkuk‖22







∣∣∣‖uk‖2 = 1) = P(|X>k Yk| <∞) = 1.
The last equality holds, since E|X>k Yk| is finite:
E|X>k Yk| ≤
√
E‖Xk‖22 · E‖Yk‖22 ≤ B2d.
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U (j)η (t)− U (j)η (0)
)2 ∣∣
t=0




(Uη(η)− Uη(0)) (Uη(η)− Uη(0))>
) ∣∣∣Uη(0) = uk, Vη(0) = vk]






k uk − u>kXkY >k vkuk
)> · η (XkY >k uk − u>kXkY >k vkuk)]





















E‖Xk‖42E‖Yk‖42 + 3E(|Y >k ||Xk|)2
)
= O(η).
Last equality holds by the Assumption 1.4.1.
Therefore, by Section 4 of Chapter 7 in [17], we know that, as η → 0+, Uη(t) and Vη(t)
weakly converge to the solution of (1.4.1) with the same initial. By definition of Uη(t) and
Vη(t), we complete the proof.
A.2.2 Proof of Theorem 1.4.5





















(λi − λj) (H(j))2.
We then verify (1.4.7) satisfies (1.4.6). By [181], we know that since Hj(t) is continuously
differentiable in t, the solution to the ODE is unique. For notational simplicity, we denote






























































which completes the proof.
A.3 Detailed Proofs in Section 1.5
A.3.1 Proof of Theorem 1.5.1
Proof. We prove this by contradiction. Assume the conclusion does not hold, that is there





|Z(i)η (t)| ≤ C) = 1.





|Z(i)ηn (t)| ≤ C) = 1. (A.3.1)
Thus, condition (i) in Theorem 2.4 [182] holds. We next check the second condition. When
supt |Z(i)ηn (t)| ≤ C holds, Assumption 1.4.1 yields that z(i)ηn,k+1 − z
(i)
ηn,k
= C ′ηn, where C ′ is
122
some constant. Thus, for any t, ε > 0, we have
|Z(i)ηn (t)− Z(i)ηn (t+ ε)| =
ε
η
C ′η = C ′ε.
Thus, condition (ii) in Theorem 2.4 [182] holds. Then we have {Z(i)ηn (·)}n is tight and thus
converges weakly.




















(λi − λl) (h(l))2 = Z(i)ηn (λi − λj) + o(1), (A.3.2)
where the last equality comes from the assumption that the algorithm starts near jth column
of P, j 6= 1, i.e., h ≈ ej . To compute variance, we first compute Λ̂,
Λ̂ = P>QP =
1
2
 Y X> +X Y > Y X> −X Y >
−Y X> +X Y > −Y X> −X Y >
 ,



















−X(j)Y (i−d) +X(i−d)Y (j)
)













−X(i−d)Y (j−d) −X(j−d)Y (i−d)
)










Z(i)ηn (η)− Z(i)ηn (0)
)2∣∣Hηn(0) = h]
=η−2n E[η2n(Λ̂h− h>Λ̂hh)(Λ̂h− h>Λ̂hh)>]i,i





γiωj + γjωi + 2 sign(i− d− 1/2) · sign(j − 1/2− d) · αij
)
. (A.3.3)
By (A.3.2) and (A.3.3), we get the limit stochastic differential equation,
dZ(i)(t) = −(λj − λi)Z(i)(t)dt+ βijdB(t).
Therefore, {Z(i)ηn (·)} converges weakly to a solution of The process defined by the equation
above is an unstable O-U process with mean 0 and exploding variance. Thus, for any τ ,
there exist a time t′, such that
P(|Z(i)(t′)| ≥ C) ≥ 2τ.
Since {Z(i)ηn }n converges weakly to Zi, thus {Z(i)ηn (t′)}n converges in distribution to Zi(t′).
This implies that there exists an N > 0, such that for any n > N
|P(|Zi(T )| ≥ C)− P(|Z(i)ηn (T )| ≥ C)| ≤ τ.
Then we find a t′ such that
P(|Z(i)ηn (t′)| ≥ C) ≥ τ, ∀n > N,
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or equivalently




∣∣ supt |Z(i)ηn (t)(ω)| ≤ C} ⊂ {ω∣∣|Z(i)ηn (τ ′)(ω) < C} , we have
P(sup
t
|Hηn,i(t)| ≤ C√ηn) = P(sup
t
|Z(i)ηn (t)| ≤ C) ≤ 1− δ, ∀n > N,
which leads to a contradiction with B.2.3. Our assumption does not hold.
A.3.2 Proof of Proposition 1.5.2
Proof. Our analysis is based on approximating z(1)η,k by its continuous approximationZ
(1)
η (t),













)2 ≤ η−1(1− δ2)
)
≥ P(|z(1)η,N1| ≥ η
− 1
2 δ).
We then prove P
(∣∣∣z(1)η,N1∣∣∣ ≥ η− 12 δ) ≥ 1 − ν. At time t, z(1)η,k approximates to a normal


































· [exp (2(λ1 − λ2)ηN1)− 1].
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A.3.3 Proof of Proposition 1.5.3


































δ2 exp(2λ1ηN2) + (1− δ2) exp(2λ2ηN2)
)−1
δ2 exp(2λ1ηN2) ≥ η−1(1− δ2).









A.3.4 Proof of Theorem 1.5.4























Z(i)ηn (t0 + η)− Z(i)ηn (t0)







=E(e>i Λ̂e1e>1 Λ̂>ei) + o(1) =
1
4
(γiω1 + γ1ωi − 2 sign(i− d− 1/2)αi1) + o(1).
Following similar lines to the proof of Theorem 1.5.1, by Section 4 of Chapter 7 in [17],
we have for each k = 2, ..., 2d, if Z(i)(0) = η−1/2h(i)η,0 as η → 0+, then the stochastic
process η−1/2h(k)η,btη−1c weakly converges to the solution of the stochastic differential equa-
tion (1.5.5).
A.3.5 Proof of Proposition 1.5.5





2 = η−1δ2. Since z(i)η,k approxi-














exp [−2(λ1 − λi)t] , for i 6= 1,
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 4(λ1 − λ2)δ2




A.3.6 Proof of Corollary 1.5.6













> and e1 = ĥ = 1√2P(û
> v̂>)>.
Our analysis has shown that when k is large enough, the SGD iterates near the optima. Then
128
we have
‖uη,k − û‖22 + ‖vη,k − v̂‖22 = 4− 2〈uη,k, û〉 − 2〈vη,k, v̂〉






































small. By Propositions 1.5.2, 1.5.3, and 1.5.5, the total iteration number is
N = N1 +N2 +N3. (A.3.5)



























 4(λ1 − λ2)δ2







Given a small enough ε, we choose η as follow:
η  ε(λ1 − λ2)
dmax1≤i≤d β2i1
. (A.3.9)












By Proposition 1.5.5 with (A.3.4), after at most N iterations, we have
‖uη,n − û‖22 + ‖vη,n − v̂‖22 ≤ 3‖hη,n − ĥ‖22 ≤ 3ε,





SUPPLEMENTARY MATERIALS IN CHAPTER 2
B.1 Detailed Proofs in Section 2.3
B.1.1 Proof of Theorem 2.3.4





Given the eigendecomposition of B is B = OBΛB(OB)>, we can write B−1 as
B−1 = OB(ΛB)−1(OB)>.
We denote X̃ as X̃ = OÃ:,I for some I ⊆ [d] with |I| = r. For X = (B−1/2OÃ:,I) · Ψ,
where Ψ ∈ G. It is easy to see that ∇YL(X, Y ) = 0. Ignore the constant 2 in the gradient
∇XL(X, Y ) for convenience, we have,
∇XL(X, Y ) = −(Id −BXX>)AX = −(Id −BB−1/2OÃ:,I(OÃ:,I)>B−1/2)AB−1/2OÃ:,I
= −AB−1/2OÃ:,I +B1/2OÃ:,I(OÃ:,I)>OÃΛÃ(OÃ)>OÃ:,I
= −B1/2OÃΛÃ(OÃ)>OÃ:,I +B1/2OÃ:,IΛÃI,I
= −B1/2OÃΛÃ:I +B1/2OÃ:,IΛÃI,I = 0.
Next we show that if X is not as specified, then ∇XL(X, Y ) 6= 0. We only need to
show that if X̃ = [OÃ:,S , φ]Ψ, where S ⊆ [d] with |S| = r− 1 and φ = c1OÃ:,i + c2OÃ:,j with
i, j 6∈ S, i 6= j, c21 + c22 = 1, and c1, c2 6= 0, then we have ∇XL(X, Y ) 6= 0. The general
scenario can be induced from this basic setting. It is easy to see that such an X = B−1/2X̃
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satisfies the constraint,
X>BX = Ψ>[OÃ:,S , φ]






where the last equality follow from φ>φ = c21 + c
2
2 = 1.
Plugging such an X into the gradient, we have
∇XL(X, Y )
= −(Id −BXX>)AX
= −(Id −BB−1/2[OÃ:,S , φ][OÃ:,S , φ]>B−1/2)AB−1/2[OÃ:,S , φ]Ψ
= −B1/2(OÃ:,S⊥(OÃ:,S⊥)> − φφ>)OÃΛÃ[(Id)S , c1ei + c2ej]Ψ
= −B1/2[0d×(r−1), OÃ:,S⊥ΛÃS⊥,:(c1ei + c2ej)]Ψ + [0d×(r−1), φ(c21λÃi + c22λÃj )]Ψ
= −B1/2[0d×(r−1), c1c22(λÃi + λÃj )OÃ:,i + c2c21(λÃj − λÃi )OÃj,j]Ψ 6= 0,
where the last 6= is from c1, c2 6= 0, c21 + c22 = 1, λÃj 6= λÃj for i 6= j.
B.1.2 Proof of Theorem 2.3.5
Proof. We have the Hessian of L(X, Y ) on X with Y = D(X) as
HX = 2 sym
(
Ir ⊗ ((BXX> − Id)A) + (X>AX)⊗B + (AX) (BX)
)
(B.1.1)
where sym(M) = M+M>,⊗ is the Kronecker product, and for U ∈ Rd×r and V ∈ Rm×k,
U  V ∈ Rdk×mr is defined as











:,2 · · · U:,rV >:,2
...










To determine whether a stationary point is an unstable stationary or a minimax global
optimum, we consider its Hessian. We start with checking that S = [r] corresponds to the
global optimum, X = B−1/2OÃ:,[r]Ψ. Without loss of generality, we set Ψ = Ir. We only
need to check that for any vector v = [v>1 , . . . , v
>
r ]
> ∈ Rnr with vi ∈ Rn denoting the i-th
block of v, which satisfies
vi = cjiB
−1/2OÃ:,ji for any ji ∈ [d] and a real constant cj,
such that ‖v‖2 = 1, then we have v>HXv ≥ 0. The general case is only a linear combina-
tion of such v’s. Specifically, for X = OÃ:,[r], we have
v>HXv = −v> sym
(

























































where the last inequality is obtained by taking jk ∈ [r], i = jk, and k = ji in the last term,
and the last equality is obtained by setting cjk = −cji when ji = k, which implies that the
restricted strongly convex property at X holds.
For any other I 6= [r], we only need to show that the largest eigenvalue of ∇2L is
positive and the smallest eigenvalue of∇2L is negative, which implies that such a stationary
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point is unstable. Using the same construction as above, we have
λmin(HX) ≤ −v> sym
(







































max I − λÃmin I⊥),
where (i) is from setting cji = 0 for all ji ∈ I⊥ except jr, and cjr = 1/‖B−1/2OÃ:,min I⊥‖2.
































min I + c
2
j1




where (i) is from setting cji = 0 for all ji ∈ I except j1, and cj1 = 1/‖B−1/2OÃ:,min I‖2.
Then we will discuss the assumption 2.3.1: WhenB is Singular, we assume rank(B) =
m < d and rank(A) = d. Note that we require m ≥ r; Otherwise, the feasible region of
(2.1.3) becomes TB = ∅.
Before we proceed with our analysis, we first exclude an ill-defined case, where the
objective function of (2.1.3) is unbounded from above. The following proposition shows
the sufficient and necessary condition of the existence of the global optima of (2.1.3).
Proposition B.1.1. Given a full rank symmetric matrix A ∈ Rd×d and a positive semidef-
inite matrix B ∈ Rd×d, the optimal solution of (2.1.3) exists if and only if for all v ∈
Null(B), one of the following two condition holds: (1) v>Av < 0; (2) v>Av = 0 and
u>Av = 0, ∀u ∈ Col(B).
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Proof. We decompose X = XB + XB⊥ , where XB = [u1, ..., ur] with ui ∈ Col(B) and











(v>i Avi) s.t. X
>
BBXB = Ir. (B.1.2)
If (B.1.2) has an optimal solution, we have v>Av ≤ 0, for all v ∈ Null(B); otherwise,
fixing the feasible XB, we use XB = [λv, ..., λv] and increase λ, then there is no lower
bound of objective value. Further, given a vector v ∈ Null(B) with v>Av = 0, u>Av = 0
must hold for all u ∈ Col(B); otherwise, W.L.O.G, we assume that u1 ∈ Col(B) u>1 Av >
0, we can construct a feasible XB = µ[u1, ..., ur], where µ is a normalization constant such
that µ2u>1 Bu1 = 1. Then constructing XB⊥ = λ[v, 0, ...0]., if we increase λ, there is no
lower bound the objective value. Therefore, for a vector v ∈ Null(B), either v>Av = 0, or
u>Av = 0 and v>Av = 0 hold.
Throughout our following analysis, we exclude the ill-defined case.
The idea of characterizing all the equilibria is analogous to the nonsingular case, but
much more involved. Since B is singular, we need to use general inverses. For notationally
convenience, we use block matrices in our analysis. We consider the eigenvalue decompo-






















where OB11 ∈ Rm×m, OB22 ∈ R(d−m)×(d−m), and ΛB11 = diag(λ1, ..., λm) with λ1 ≥ · · · ≥
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λm > 0 . We then left multiply OB> and right multiply OB to A:




where W11 ∈ Rm×m,W22 ∈ R(d−m)×(d−m). Here, we assume W22 is nonsingular (guar-
anteed in the well-defined case). Then we construct a general inverse of ΛB. Specifically,





Note ΛB†(P ) is invertible and depends on P . Recall the primal variable X at the equilib-
rium of L(X, Y ) satisfies
AX = BX ·X>AX and X>BX = Ir. (B.1.3)
For notational simplicity, we define











where V1, X1 ∈ Rm×r, and V2(P ), X2 ∈ R(d−m)×r. Note that V1 does not depend on P .
From (B.1.4) we have
 X1
X2





Combining (B.1.5) and (B.1.3) we get the following equation system:

Ã(P )V (P ) =
 V1
0
V (P )>Ã(P )V (P ),
V (P )>diag(Im, 0)V (P ) = Ir,
(B.1.6a)
(B.1.6b)




2 . The invertibility of ΛB†(P ) ensures that solving











and consider its eigenvalue decomposition as Â = OÂΛÂOÂ>. The following theorem
characterizes all the equilibria of L(X, Y ) with a singular B.
Theorem B.1.2. Given a full rank symmetric matrix A ∈ Rd×d and a positive semidefinite
matrix B ∈ Rd×d with rank(B) = m < d, satisfying the well-defined condition in Propo-
sition B.1.1,(X,D(X)) is an equilibrium of L(X, Y ) if and only if X can be represented
as
X = OB





where Ψ ∈ G and I ∈ Xm is the column index set.
Proof. By definition, we have
 AX = BX · YX>BX = Ir =⇒














 , where V1, X1 ∈ Rm×r, and
V2(P ), X2 ∈ R(d−m)×r. Note that V1 does not depend on P . By (B.1.7) and replacing Id
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2 , we have

Ã(P )V (P ) =
 V1
0
V (P )>Ã(P )V (P ),
V (P )>diag(Im, 0)V (P ) = Ir,
(B.1.8a)
(B.1.8b)




















2 (W11 −W12W−122 W21)(ΛB11)−
1
2








2 . Then, by (B.1.8), we obtain the follow-
ing equations:  ÂV1 = V1V
>
1 ÂV1,
V >1 V1 = Ir,
(B.1.9a)
(B.1.9b)
Note (B.1.9) are the KKT conditions of the following problem:
V ∗1 = argmin
V1∈Rm×r
− tr(V >1 ÂV1) s.t. V >1 V1 = Ir. (B.1.10)
Because (B.1.10) is not a degenerate case, Theorem 2.3.4 can be directly applied to (B.1.10).
Then, we get the stable equilibria and unstable equilibria of (B.1.10). Specifically, denote
the eigenvalue decomposition of Â as Â = OÂΛÂOÂ>. Then we know the equilibrium of
(B.1.9) can be represented as V1 = OÂ:,I · Ψ, where I ∈
{
{i1, ..., ir} : {i1, ..., ir} ⊆ [m]
}
and Ψ ∈ G. Then, we know the primal variable X at an equilibrium of L(X, Y ) satisfies
X = OB






where OÂ:,I is an equilibrium for the Lagrangian function of (B.1.10).





equilibria unique in the sense of invariant group, since B is rank deficient.
B.2 Detailed Proofs in Section 2.4
B.2.1 Proof of Lemma 2.4.2
Proof. Denote k = b t
η
c, ∆(t) = w(η)(t+ η)−w(η)(t), ∆i as the i-th component of ∆. For



































































































































































































































)µi µ1µi (βi − β1) +O(η),
where the third equality holds because of the Taylor expansion, the fourth holds for ∆ is
order ofO(η) and the last equality holds due to (B.2.1). Then, we calculate the infinitesimal
conditional variance. From the update of W in (2.4.4), if t ∈ [0, T ] with a finite T , then
140
























































































































































where the second inequality holds because of the mean inequality and the last inequality













)2µi . By Section 4 of Chapter 7 in [17], we have








weakly converges to the solution of (2.4.5) if they








holds at any time t. Note we can replace 1 by j, where j 6= i, and the proof still holds.
Moreover, using the same techniques, we can show that for all i ∈ [d], w(η)i converges






















j )w1 > 0, which means that w1 will increase. This further indicates that w1
converges to 1, while wi converges to 0 for all i 6= 1. This shows our algorithm converges
to the neighbor of the global optima.
B.2.2 Proof of Lemma 2.4.3
Proof. We prove this by contradiction. Assume the conclusion does not hold, that is there





|z(η)i (t)| ≤ C) = 1.





|z(ηn)i (t)| ≤ C) = 1. (B.2.3)
Thus, condition (i) in Theorem 2.4 [182] holds. We next check the second condition. When
supt |z(ηn)i (t)| ≤ C holds, Assumption 2.4.1 yields that Z(ηn,k+1)i − z(ηn,k)i = C ′ηn, where
C ′ is some constant. Thus, for any t, ε > 0, we have
|z(ηn)i (t)− Z(ηn)i (t+ ε)| =
ε
η
C ′η = C ′ε.
Thus, condition (ii) in Theorem 2.4 [182] holds. Then we have {Z(ηn)i (·)}n is tight and thus











j (t+ η)− z(η)j (t)


















= λizj − βiµjzj +O(η1−2δ).
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The last equality holds due to the fact that our initial point is near the saddle pointw(η)i (t) ≈
ei and |w(η)j (t)| ≤ Cη
1
2


































µj/µi · Λ̃i,i − µjΛ̃j,i
)2]
+O(η3−6δ)




· C0 · C1 + µ2i · C1
)
.
Then, we get the limit stochastic differential equation,
dzj(t) = (−βjµi · zi + λizi) dt+
√
Gj,idB(t) for j ∈ [d]\{i}.
Therefore, {Z(ηn)i (·)} converges weakly to a process defined by the equation above, which
is an unstable O-U process with mean 0 and exploding variance. Thus, for any τ , there
exist a time t′, such that
P(|zi(t′)| ≥ C) ≥ 2τ.
Since {z(ηn)i }n converges weakly to zi, thus {z(ηn)i (t′)}n converges in distribution to Z(t′).
This implies that there exists an N > 0, such that for any n > N
|P(|zi(T )| ≥ C)− P(|z(ηn)i (T )| ≥ C)| ≤ τ.
Then we find a t′ such that
P(|z(ηn)i (t′)| ≥ C) ≥ τ, ∀n > N,
or equivalently





∣∣ supt |z(ηn)i (t)(ω)| ≤ C} ⊂ {ω∣∣|z(ηn)i (τ ′)(ω) < C} , we have
P(sup
t




|z(ηn)i (t)| ≤ C) ≤ 1− δ, ∀n > N,
which leads to a contradiction with (B.2.3). Our assumption does not hold.
B.2.3 Proof of Lemma 2.4.4




|w(η)j (0)| ≤ Cη
1
2
+δ for all j 6= 1.First we show that ‖w(η)(t)‖2 → 1 as t → ∞. With
update (2.4.4), we show w(η)>w(η)(t) weakly converges to the following ODE by a similar





















Similarly, we can bound the infinitesimal conditional variance. Therefore, the norm of w










1−exp(−λ1t+C) if x > 1
1
1+exp(−λ1t+C) if x < 1
1 if x = 1
.
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This implies that ‖w(η)(t)‖2 converges to 1 as t→∞. Then we calculate the infinitesimal











i (t+ η)− z(η)i (t)


















= λizi − β1µizi +O(η1−2δ).
The last equality is from the fact that our initial point is near an optimum. Next, we turn to


































µi/µ1 · Λ̃1,1 − µiΛ̃i,1
)2]
+O(η3−6δ)




· C0 · C1 + µ2i · C1
)
.
By Section 4 of Chapter 7 in [17], we have that the algorithm converges to the solution
of (2.4.10) if it is already near our optimal solution.
B.2.4 Proof of Theorem 2.4.5
Proof. Assume the initial is near a saddle point, ei. According to Lemma 2.4.3 and (2.4.8),
we obtain the closed form solution of (2.4.8) as follows:






























− 2µ1(β1 − βi)t
))
, which has an upper bound G1,iµ1
2(β1−βi) .
Q2, however, amplifies the magnitude of Q1. Then it forces the algorithm escaping from













. Because zj(0) might not be 0, we have
P(w1(t)2 > η) ≥ P(v2(t) > 1).









such that P(|w(η)1 (T1)|22 > η) = 90%.
Now we consider the time required to converge under the ODE approximation.
By Lemma 2.4.2 with j = 1, after restarting the counter of time, we have
wµi1 (t)
wµ1i (t)
≥ ηµi/2 exp(µ1µi(β1 − βi)t).


















Then let i = 1 in Lemma 2.4.2. After restarting the counter of time, we have
wµ1i (t)
wµi1 (t)
≤ C exp(µmax) exp(µ1µi(βi − β1)t)
=⇒w2i ≤ (C exp(µmax) exp(µ1µi(βi − β1)t))2/µ1
where exp(µmax) comes from the above stage and C is a constant containing G1,i and
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Gi,j . The second inequality holds due to the fact that w1 ≤ 1, mentioned in the proof of


















Then the algorithm goes into Phase III. According to Lemma 2.4.4 and (2.4.10), we
obtain the closed form solution of (2.4.10) as follows:





exp (µi (β1 − βi) (s− t)) dB(s).
By the Ito isometry property of the Ito-Integral, we have
E (zi(t))2 = (zi(0))2 e−2µi(β1−βi)t +
Gi,1





Then we consider the complement of the event {w21 > 1 − ε}. By Markov inequality, we
have

























































=⇒ e2µmin·gap·t ≥ 16 · µmin · gap · δ
2
ε · µmin · gap− 16 · η · φ
.






µmin · gap · δ2
ε · µmin · gap− 16 · η · φ
)
. (B.2.9)
such that P(w21(T3) ≥ 1− ε) ≥ 1516 .
Combining (B.2.4), (B.2.5), (B.2.6), (B.2.9), if our algorithm start from a saddle, then
with probability at least 5
8
, we need
T = T1 + T2 + T
′








such that w21(T ) > 1− ε.
Moreover, we choose
η  ε · µmin · gap
φ
. (B.2.11)
Combining (B.2.10) and (B.2.11) together, we get the asymptotic sample complexity
N  T
η
 φ · µmax/µmin




ε · µmin · gap
)
(B.2.12)
such that with probability at least 5
8
, we have ‖Ŵ −W ∗‖22 ≤ ε.
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APPENDIX C
SUPPLEMENTARY MATERIALS IN CHAPTER 3
C.1 Detailed Proofs in Section 3.3
C.1.1 Proof of Proposition 3.3.2
Proof. By Lemma 3.3.1, the posterior distribution follows a non-standardized t-distribution:
[
f(x)
∣∣Dn] ∼ T(2a+ n− q, f̂n(x), σ̃nsn(x)).
Let νn = 2a+ n− q. The density function of
[
f(x)
∣∣Dn] then takes the following form:













Using this density function, the HEI criterion can then be simplified as:




























































Therefore, we prove the claim.
C.1.2 Proof of Proposition 3.3.3
If necessary, we denote the correlation function by sn(x;θ) to highlight the dependence of
θ. If not specified, we use simplified sn(x) to make general arguments.
The proof uses several Lemmas in [69]. The following lemma provides a lower bound
for sn(x;θ).
Lemma C.1.1 (Lemma 7 in [69]). Set ζ = α if ν ≤ 1 otherwise 0. Given θ ∈ Rd+, there is
a constant C ′ > 0 depending only on Ω, K and θ which satisfies the following:
For any k ∈ N, and sequences xn ∈ Ω, θ̃n ≥ θ, the inequality
sn(xn+1; θ̃n) ≥ C ′k−(ν∧1)/d(logk)ζ
holds for at most k distinct n.
Lemma C.1.2 (Lemma 9 in [69]). Given θL,θU ∈ Rd+, pick sequences xn ∈ Ω, the
corresponding posterior of scale parameter θL ≤ θ̃n ≤ θU . Then for an open S ⊂ Ω,
sup
x∈S



























Figure C.1: An illustrative example of how domain Ω is partitioned to two disjoint parts: an
open set X0 and a closed set Y0. X1 is a closed subset of X0 (each green circle is a subset of
X1 and each pink circle is a subset of X0). Under the distribution F over Ω, the probability
of choosing X0 is less than ε.
uniformly in the sequences xn, θ̃n. Here Ω denotes the asymptotic lower bound notation.
Proof. This is a constructive proof. The key idea is that given the initial points x1, · · · ,xk
independent of the objective function, we construct two function h(x) and h̃(x) such that
SEI cannot distinguish these two functions and misses the global optimal of h̃.
First, given a random initial strategy F , we can use a union of small open subsets, de-
noted byX0, such that k initial points generated by the strategy satisfies that PF (x1, ...,xk ∈
X0) ≤ ε. Then we partition the domain Ω as shown in Figure C.1. Here X0 and Y0 are two
disjoint non-empty interior domains. Then we first construct a function h as follows:
h(x) :=

0 x ∈ Y0
1 x ∈ X1
h1(x) x ∈ X0\X1
. (C.1.4)
Here h1(x) ≥ 0 is a function that ensures h(x) ∈ C∞(Ω). Thus, it is easy to verify that
h(x) ∈ Hθ(Ω). We denote ‖h‖Hθ(Ω) = R2. With such a function h(x), if there is one
i ∈ {1, 2, ..., k} such that xi ∈ Y0, then y∗k = 0. Therefore, the probability of y∗k = 0
is at least 1 − ε. Then we show that conditioning on y∗k = 0, denoted by event A0, SEI
cannot visit X1 infinitely often. We prove this by contradiction. By Lemma C.1.1, we
know that as n → ∞, sn(xn+1; θ̃n) → 0. Suppose xn+1 ∈ X1. If sn(xn+1; θ̃n) = 0, then
xn+1 ∈ {x1, ...,xn} and SEIn(xn+1) = 0. Therefore, we can find a zn+1 ∈ Y0 such that
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= −sn(xn+1; θ̃n)−1 → −∞.

















Moreover, Tn and In are connected by Lemma C.3.3, i.e.,





i =: Tn(x) + S.
The last inequality holds because of Lemma C.3.1. Then we establish an upper bound for














= Θ(|x|−νn+1) as x→ −∞. (C.1.6)
The first equality holds because of the fact (1 + x2/νn) ≥ x
2
νn
. On the other hand, by
Lemma C.1.2, there exists a zn+1 ∈ Y0 such that h(zn+1) = 0 and sn(zn+1; θ̃n) =
Ω(n−ν/d). Then we have



















The last equality holds because Tn → −∞ and νn is the same order as n under a fixed hy-
perparameter. Therefore, by contradiction, we know that on A0, there is a random variable
w, for all n > w, xn 6∈ X1. Hence there is a constant t ∈ N, depending on ε, such that the
event A1 = A0 ∩ {w ≤ t} has probability at least 1 − 2ε under the SEI strategy. Then we
can further select an open setW ⊂ X1 such that the event A2 = A1 ∩ {xn 6∈ W : n < t}
has probability at least 1− 3ε.
Finally, we can construct another smooth function g(x) like h(x), which equals 0 when
x 6∈ W and has minimum −2. Then we construct h̃(x) := h(x) + g(x), which has
minimum−1. However, SEI cannot distinguish the difference between these two functions










We obtain the desired result.
C.2 Detailed Proofs in Section 3.4
C.2.1 Proof of Proposition 3.4.1
Proof. The marginal likelihood can be obtained by integrating out the parameters β and σ2





































































Consider next the optimization of the marginal likelihood (3.4.2). Since the first term√
det(G−1n )/ det(Kn) does not involve a and b, we consider only the remaining terms in
(3.4.2), and denote it as p(yn; a, b). The partial derivative of p(yn; a, b) in b is:













n yn − β̂>n Gnβ̂n
)
/(n− q). (C.2.2)
Now, let w = y>nK
−1
n yn − β̂>n Gnβ̂n, in which case b∗(a) = a · w/(n − q). With this,




Γ(a)(n− q)a(aw/(n− q) + w/2)a+n−q2
.
Taking the gradient of p(yn; a, b∗(a)) in a, we get:




















where Ψ(x) = Γ
′(x)
Γ(x)
satisfies Ψ(a + 1) = 1
a




















































Hence, p(yn; a, b∗(a)) is a monotonically increasing function in a, and it follows that there
are no finite maximizer for the marginal likelihood p(yn; a, b) over (a, b) ∈ R2+.
C.2.2 Proof of Proposition 3.4.2
With the hyperpriors [a] ∼ Γ(ζ, ι) and [b] ∝ 1, the profile maximizer (C.2.2) still holds.






Γ(a)(aw/(n− q) + w/2)a+n−q2
ιζaζ−1 exp(−ι · a)
Γ(c)
. (C.2.5)
Calculating the derivative of logarithm (C.2.5), we obtain






which is a decreasing function with lima→∞∇a log p̃(yn; a, b∗(a)) < 0. This guarantees a
finite solution for the MMAP optimization problem over (a, b) ∈ R2+.
C.3 Detailed Proofs in Section 3.5
C.3.1 Proof of Theorem 3.5.3
The proof of Theorem 3.5.3 requires the following three lemmas. The first lemma provides
an upper bound for the RKHS norm of function f for changing scale parameters:
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The following two lemmas describe the posterior distribution of f with trend in terms
ofHθ(Ω). For simplicity, we denote kxi = Kθ(xi, ·) ∈ Hθ(Ω) for i = 1, ..., n.
Lemma C.3.2. Suppose f ∈ Hθ(Ω), and p(x) ∈ Hθ(Ω). Let g(x) = f(x) − p(x)>β.





subject to p(xi)>β + g(xi) = f(xi), i = 1, · · · , n,
(C.3.1)
with minimum value nσ̂2n.
Proof. Since Ω is a compact domain, g(x) = f(x) − p(x)>β, still belongs to the space
Hθ(Ω). Let W = Span(kx1 , . . . , kxn), and decompose g = g‖ + g⊥, where g‖ ∈ W , g⊥ ∈
W⊥, the orthogonal complement space ofW . It follows that g⊥(xi) = 〈g⊥, kxi〉 = 0, Since
g⊥ affects the optimization only through ‖g‖Hθ(Ω), the minimizer must satisfy g⊥ = 0.
We can now represent g as g =
∑n
i=1 υikxi , for some υi ∈ R, i = 1, ..., n. The
optimization problem (C.3.1) then becomes
min
υ,β
υ>Knυ subject to Pnβ + Knυ = yn,
which gives the estimates in Theorem 3.3.1.
The third lemma gives a useful upper bound on the difference between the true function
f and the GP predictor f̂n:
Lemma C.3.3 (Theorem 11.4 in [87]). For f ∈ Hθ(Ω), the GP predictor f̂n has the fol-
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lowing pointwise error bound:
|f(x)− f̂n(x)| ≤ sn(x)‖f‖Hθ(Ω). (C.3.2)
With these lemmas in hand, we now proceed with the proof of Theorem 3.5.3:
Proof. Recall, we denote In(x) = y∗n − f̂n(x). For simplicity, we further denote un(x) =
(y∗n − f(x))+ and

















Since τ ′n(x) = Φνn(x) ≥ 0, τn(x) must be non-decreasing in x. Moreover, we denote
R = ‖f‖H
θU





:= S, and by























≥ un(x)− Ssn(x). (C.3.5)
On the one hand, by inequalities (C.3.4) and (C.3.5), we have the following lower bound
on HEIn(x):




Note the above inequality also holds for un(x) = 0. Therefore it holds for any un(x).
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On the other hand, note that τn(x) = x+ τn(−x) ≤ x+ τn(0) for any x ≥ 0. Moreover
τn(0) =
√
νn/(νn − 2)φνn−2(0) ≤ 2, since n > q + 1, νn/(νn − 2) ≤ 3 and φνn(0) ≤
φ(0) ≤ 2/5. Thus, τ(x) ≤ x+2 for x ≥ 0. Plugging this into (C.3.3), we get the following






≤ un(x) + (S + 2σ̃n) sn(x). (C.3.7)
By Lemma 7 of Bull (2011), we know that there exists a constant C2, depending on Ω,
K, and θL such that for any sequence xn ∈ Ω and k ∈ N, the inequality
sn(xn+1) ≥ C2k−(ν∧1)/d(log k)ζ
holds at most k times.
Furthermore, since ‖f‖H
θU




i − y∗i+1) = y∗1 − y∗n+1 ≤ y∗1 −minx∈Ω f(x) ≤ 2‖f‖∞ ≤ 2R.
Therefore, by y∗n − y∗n+1 ≥ 0, it follows that y∗n − y∗n+1 ≥ 2Rk−1 holds at most k
times. Otherwise, the above inequality does not hold. Furthermore, by y∗n+1 ≤ f(xn+1),
we have y∗n − f(xn+1) ≥ 2Rk−1 holds at most k times. Thus, there exists an nk ∈ N, with
k ≤ nk ≤ 3k, for which
snk(xnk+1) ≤ C2k−(ν∧1)/d(log k)ζ and unk(xnk+1) ≤ 2Rk−1.
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Since y∗n is non-increasing in n, for 3k ≤ n < 3(k + 1), we further have






















where the second last inequality holds from Lemma C.3.2 and the last inequality holds




−ν/d(log n)α), ν ≤ 1,
O(n−1/d), ν > 1.
(C.3.9)
C.3.2 Proof of Theorem 3.5.5
With Assumption 3.5.4, the picked points are quasi-uniform distributed by Theorems 14
and 18 in [183]. Therefore, with large enough n, the fill distance can be small enough.
Then by Theorem 1 in [90], we obtain the desired results.
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APPENDIX D
SUPPLEMENTARY MATERIALS IN CHAPTER 4
D.1 Limiting Cycle
Limiting cycle is a well-known issue for bilevel machine learning problems [4,5]. The
reason behind limiting cycle is that different from minimization problems, a minimax op-
timization problem is more complicated and can be highly nonconvex-nonconcave, where
the inner problem can not be solved exactly. Here we provide a concrete example that
even for a convex-concave problem, the inexact solutions can result in a limiting cycle: We





f(x, y) = xy.
Then at the t-th iteration, the update direction will be (−yt, xt). If we start from (1, 0) with
a stepsize of 0.0001, this update will result in a limiting circle: x2 +y2 = 1 and never reach
the stable equilibrium (0, 0) as shown in Figure D.1.
Figure D.1: An example of the limiting circle: arrows denote the update directions
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D.2 Black-box Attack
Under the black-box setting, we first train a surrogate model with the same architecture
of the target model but a different random seed, and then attackers generate adversarial
examples to attack the target model by querying gradients from the surrogate model.
The black-box attack highly relies on the transferability, which is the property that the
adversarial examples of one model are likely to fool others. However, the transferred attack
is very unstable, and often has a large variation in its effectiveness. Therefore, results of
the black-box setting might not be reliable and effective. Thus we only present one result
here to demonstrate the robustness of different models.
Table D.1: Results of the black-box setting over CIFAR-10. We evaluate L2L methods
with slim attacker networks.
Surrogate Plain Net FGSM Net PGM Net
FGSM PGM10 FGSM PGM10 FGSM PGM10
Plain Net 40.03 5.60 74.42 75.25 67.37 65.92
FGSM Net 79.20 85.02 89.90 80.40 64.28 63.89
PGM Net 83.80 84.73 84.33 85.29 67.05 65.54
Naive L2L 45.52 25.95 83.99 77.94 68.14 67.13
Grad L2L 86.10 86.87 87.93 88.01 71.15 69.95
2-Step L2L 85.83 87.10 86.51 87.60 70.58 69.38
Table D.2: Experiments under the black-box setting over CIFAR-100. Note that here we
only evaluate L2L methods using the slim attacker network.
Surrogate Plain Net FGSM Net PGM Net
FGSM PGM10 FGSM PGM10 FGSM PGM10
Plain Net 21.04 9.04 50.57 54.06 40.06 41.30
FGSM Net 42.87 50.73 61.68 44.70 39.34 40.08
PGM Net 56.63 58.34 56.99 57.97 40.19 39.87
Naive L2L 20.97 10.47 50.36 54.07 38.63 39.91
Grad L2L 57.63 59.62 59.18 61.26 41.71 41.15
2-Step L2L 58.66 59.31 58.92 59.46 45.80 45.31
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D.3 Slim Network
Table D.3 presents another architecture that we used in the L2L. In this network, the second
convolutional layer uses downsampling, while the second last deconvolutional layer uses
upsampling. Due to the downsampling, this network is computationally cheap and thus
it is computationally fast. For example the running time of per epoch for L2L with slim
attacker is 480; whereas L2L with the original architecture is 620. However, it loses some
information of input and is less stable than the original architecture (Table 4.1). Inspired
by residual learning in [102], we address the above issues by using a skip layer connection
to ease the training of this network. Specifically, the last layer takes the concatenation
of Afθ(x, y) and the output of the second last layer as input. Figure D.2 presents the
architecture of ResBlocks. PReLU is a special type of Leaky ReLU with a learnable slope
parameter.
Table D.3: Slim Attacker Network Architecture.
Conv: [k = 3× 3, c = 128, s = 1, p = 1], BN+ReLU
ResBlocks: [channel = 256]
ResBlocks: [channel = 128], BN
DeConv: [k = 4× 4, c = 16, s = 2, p = 1], BN+ReLU




PReLU Conv BN PReLU Conv
Figure D.2: An illustration example for the architecture of ResBlocks.
Table D.4 shows the results of L2L with the architecture shown in Table D.3.
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Table D.4: Results of L2L with slim attacker under white-box setting over CIFAR.
CIFAR-10 CIFAR-100
Clean FGSM PGM20 CW Clean FGSM PGM20 CW
Naive L2L 94.41 28.44 0.01 0.00 75.27 8.47 0.05 0.00
Grad L2L 85.31 57.44 53.02 42.72 60.60 26.58 27.37 23.14
2-Step L2L 75.36 60.19 46.12 40.82 60.23 25.92 20.23 22.70
D.4 Robustness Evaluation Checklist
Recently, there are many works on robustness defense that have been proven ineffective
[184, 185]. Our work follows the most reliable and widely used robust model approach
adversarial training, which finds a set parameters to make the model robust. We do not
make any modification to final classifier model. Unlike previous works (e.g., Defense-
GAN, [186]), our model does not take the attacker as a part of the final model and does
not use shattered/obfuscated/masked gradient as a defense mechanism. We also demon-
strate that the evaluation of the robustness of our proposed L2L method is trustworthy by
verifying all items listed in [185].
D.4.1 Shattered/Obfuscated/Masked Gradient
In this section we verify that our proposed L2L method does not fall into the pitfall of shat-
tered/obfuscated/masked gradient, which have proven ineffective. To see this, we checked
every item recommended in section 3.1 of [184]:
• One-step attacks perform better than iterative attacks: Figure 4.4 shows that the PGM
attack is stronger with larger number of iterations.
• Black-box attacks are better than white-box attacks: Appendix D.2 shows that the black-
box transfer attack is much weaker than white white-box attacks.
• Unbounded attacks do not reach 100% success: We evaluate the model robustness against
attack with extremely large perturbation to show that unbounded attacks do reach 100%
success. Specifically, we use the PGM-10 attack with various perturbation magnitudes
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ε ∈ [0, 1] and stepsize ε
10
. Figure D.3 shows that the PGM attack eventually reach 100%
success as the perturbation magnitude increases.
0.0 0.2 0.4 0.6







Figure D.3: Robust accuracy against perturbation magnitudes of PGM over CIFAR-100.
• Random sampling finds adversarial examples: In Table 4.2, we show that random search
is not better than gradient-based method and is rather weak against our model.
• Increasing distortion bound does not increase success: Figure 4.4 shows that the PGM
attack becomes stronger as the perturbation magnitude increases.
D.4.2 Robustness Evaluation Checklist
[185] also provide an evaluation checklist, and we now check each of common severe flaws
and common pitfalls as follows:
• State a precise threat model: We do not have any adversary detector; We do not use
shattered/Obfuscated/Masked gradient. We do not have a denoiser. Our model has no
aware of the attack mechanism, including PGM and CW attacks.
• Adaptive attacks: We used CW, PGM, and L2L attacker attack.
• Report clean model accuracy: We reported.
• Do not use Fast Gradient Sign Method. We use PGM-20 and PGM-100 and CW.
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• Do not only use attacks during testing that were used during training. We use different
evaluation criteria to evaluate all models.
• Perform basic sanity tests: It is provided in Figure 4.4.
• Generate an attack success rate vs. perturbation budget: Figure 4.4.
• Verify adaptive attacks perform better than any other (e.g., blackbox, and brute-force
search): The above table and Appendix D.2 in the paper.
• Describe the attacks applied: In Section 4.4.
• Apply a diverse set of attacks: We tried PGM attack (with different perturbation mag-
nitude and iterations), blackbox attack (transfer attack), CW attack (adaptive attack),
L2L attack (adaptive and designed for this particular model), Bruteforce random search
(gradient-free attack)
• Suggestions for randomized defenses: We are not.
• Suggestions for non-differentiable components (e.g., by performing quantization or adding
extra randomness): We have no additional non-differentiable component.
• Verify that the attacks have converged: Figure 4.4 shows that the PGM attack eventually
converges.
• Carefully investigate attack hyperparameters: Figure 4.4.
• Compare against prior work: We compared our algorithm to PDM net. L2L is more
computationally efficient and the L2L model is more robust due to the fact that L2L
attack is strong enough. Unlike Defense-GAN, we do not use the generator (attacker in
L2L) as the denoising module and do not change the final prediction model.
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D.5 Extension
Our proposed L2L framework is quite general, and applicable to a broad class of mini-
max optimization problems. We present an extension of our proposed L2L framework to
generative adversarial imitation learning (GAIL, [187]) and provide numerical experiments
for comparing the original GAIL and GAIL with L2L on two environments: CartPole and
Mountain Car [188].
D.5.1 L2L for Generative Adversarial Imitation Learning
GAIL aims to learn a policy from expert’s behavior, by recovering the expert’s cost function
and extracting a policy from the recovered cost function, which can also be formulated as





[log (D(s, a; θ∗D))] + E
s̃,ã∼πE
[log(1−D(s̃, ã; θ∗D))]− λH(π),




[log (D(s, a; θD))] + E
s̃,ã∼πE
[log(1−D(s̃, ã; θD))]− λH(π), (D.5.1)
where π(·; θπ) is the trained policy parameterized by θπ, πE denotes the expert policy,
D(·, ·; θD) is the discriminator parameterized by θD, λH(π) denotes a entropy regularizer
with tuning parameter λ, (s, a) and (s̃, ã) denote the state-action for the trained policy and
expert policy, respectively. By optimizing (D.5.1), the discriminator D distinguishes the
state-action (s, a) generated from the learned policy π with the sampled trajectories (s̃, ã)
generated from some expert policy πE. In the original GAIL training, for each iteration,
we update the parameter of D, θD, by stochastic gradient ascend and then update θπ by the
trust region policy optimization (TRPO, [189]).
Similar to the adversarial training with L2L, we apply our L2L framework to GAIL by
parameterizing the inner optimizer as a neural network U(; θU) with parameter θU. Its input
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contains two parts: parameter θD and the gradient of loss function with respect to θD:
gD(θD, θπ) = E
s,a∼π(s;θπ)
[∇θD log (D(s, a; θD))] + E
s̃,ã∼πE
[∇θD log(1−D(s̃, ã; θD))].
In practice, we use a minibatch (several sample trajectories) to estimate gD(θD, θπ), denoted















[∇θU log (D(s, a; θt+1D ))] + E
s̃,ã∼πE
[∇θU log(1−D(s̃, ã; θt+1D ))].
The detailed algorithm is presented in Algorithm 8.
Algorithm 8 Learning-to-learn-based generative adversarial imitation learning
Input: πE(s̃): Expert; θπ: Policy; θD: Discriminator; θU: Updater.
for t← 1 to N do




[∇θD log (D(s, a; θtD))] + 1|(s̃,ã)|
∑
(s̃,ã)





















[log(1−D(s̃, ã; θt+1D ))]
//Update θU of updater.
Update policy parameter θπ by a policy step using the TRPO rule [187].
D.5.2 Numerical Experiments
Updater Architecture. We use a simple 3-layer perceptron with a skip layer as our updater.
The number hidden units are (2m → 8m → 4m → m), where m is the dimension of θD
that depends on the original task. For the first and second layers, we use Parametric ReLU
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(PReLU [190]) as the activation function, while the last layer has no activation function.
Finally we add the output to θD in the original input as the updated parameter for the
discriminator network.
Hyperparameter Settings. For all baselines we exactly follows the setting in [187], except
that we use a 2-layer discriminator with number of hidden units ((s, a) → 64 → 32 → 1)
using tanh as the activation function. We use the same neural network architecture for π
and the same optimizer configuration. The expert trajectories are obtained by an expert
trained using TRPO. For L2L based GAIL, we also use Adam optimizer to update the θU
with the same configuration as updating θD in the original GAIL.
Numerical Results. As can be seen in Figure D.4, GAIL has a sudden performance drop
after training for a long time. We conjecture that this is because the discriminator overfits
the expert trajectories and converges to a bad optimum, which is not generalizable. On the
other hand, GAIL with L2L is much more stable. It is very important to real applications
of GAIL: since the reward in real-world environment is usually unaccessible, we cannot
know whether there is a sudden performance drop or not. With L2L, we can stabilize the




Figure D.4: Reward vs. iteration of the trained policy using original GAIL and L2L GAIL
under two environments: Mountain Car and CartPole.
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APPENDIX E
SUPPLEMENTARY MATERIALS IN CHAPTER 5
E.1 Proof of Proposition 5.2.1















, for i = 1, ..., p,






















The first inequality holds since Rti considers all the cumulative statistics. (E.1.1) then
implies




The second inequality comes from Lemma 1 in [191].
2. We prove this by showing the right hand side is both the asymptotic lower and upper
bounds of the EDD of T . Recall that
Ti(s) := inf
{
t : Cti ≥ s
}














The first inequality holds since by definition we have T (s) ≤ Ti(s) and the second
asymptotic result is standard (See Section 6.5.1 in [192]). By taking the limit superior on












Therefore, we obtain it is the asymptotic upper bound. Then we prove that it is also the
asymptotic lower bound. For notational simplicity, we denote that T ′i (s) = minj 6=i Tj(s)
as the minimum stopping time of nodes except node vi. Then the stopping time T =
min(Ti, T
′
i ). Note that under the alternative hypothesis HA with S = {i}, we have that
T ′i has the same distribution as that under the null hypothesisH0. Therefore, by definition
and total expectation, we have
Ei(T ) = Ei(min(Ti, T ′i ))
= sup
τ≥1
ess sup[Eτi (Ti − τ)+Pi,τ (Ti ≤ T ′i ) + Eτi (T ′i − τ)+Pi,τ (Ti > T ′i )],
where Pi,τ denotes the probability under alternative hypothesis HA with change time τ .
Now let us consider Pi,τ (Ti ≤ T ′i ):
Pi,τ (Ti ≤ T ′i ) = Pi,τ
(








− Pi,τ (s ≤ max
j 6=i,t≤Ti
Ctj)
≥ 1− (p− 1) exp(−s).
The last inequality holds because the Appendix 2 on Page 245 of [193] and part 1 of
Proposition 5.2.1. Consequently, we prove that 2Σii
b2
s is also the asymptotic lower bound.
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Thus, we obtain the desired results.
E.2 Proof of Lemma 5.3.1
Proof. For a variance CAR model with mean µ, we have
εti











where µi is the i-th element of µ, e.g., under H∞, µ = 0 and under HA with S = {i},































10, · · · , εtd0)




























10, · · · , εtd0)






































The second equality in (E.2.1) holds since only the node vi’s and its neighbors’ conditional
distribution changes, i.e., for j 6∈ N(i) ∪ {i} Pi(εj|εk, k 6= j) does not change. We obtain
the result.
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E.3 Proof of Theorem 5.3.2
Proof. The proof of the first part is similar to that of Proposition 5.2.1. Here we focus on
the second part. We first show the asymptotic upper bound. Note that




The last step is the direct result of Lemma 5.3.1. With a similar argument to that of Propo-
sition 5.2.1, we obtain the asymptotic upper bound. Now we show it is also the asymp-
totic lower bound. Denote Ei as the expectation under the alternative hypothesis HA with
S = {i}. We then compute the KL-divergence between Pi and P∞:



































(1 + γ)KL(Pi, P∞)
∣∣∣∣εt, t = 1, ..., τ
)
= 0, (E.3.2)
holds for any γ > 0. To obtain our desired results, we use the Markov inequality [194]:










holds for any β > 0. We then show that Pi,τ
(
T̃ − τ ≥ β sKL(Pi,P∞)
)
→ 1 for any 1 > β > 0
and τ ≥ 1.






. By change of measure we have:















0 ≤ T̃ − τ ≤ l, max
τ≤n<τ+l
















Pi,τ (0 ≤ T̃ − τ < l) ≤ exp(B)P∞
(






Zi(n, τ) ≥ B
)
. (E.3.4)
Let l = b(1− β) s
Ji
c and B = (1− β2)s, then we have
















Zi(n, τ) ≥ (1− β2)s
)
. (E.3.5)









Zi(n, τ) ≥ (1− β2)s
)
→ 0. (E.3.6)
On the other hand, we introduce a virtual statistics:










and the corresponding stopping T ′ := inft{C ′t ≥ s}. Then we have: as s→∞
P∞(T̃ ≥ k) ≥ P∞(T ′ ≥ k) ≥ 1− k exp(−s).
Therefore, we have
P∞(T̃ < k) ≤ k exp(−s).
Then we have that
exp((1− β2)s)P∞(τ ≤ T̃ < τ + l) ≤ exp((1− β2)s)(τ + l) exp(−s)
≤ (τ + l) exp(−β2s)→ 0. (E.3.7)
Let β → 1. Then we obtain the desired result.
E.4 Proof of Proposition 5.3.3
Proof. First, under the CAR model (5.3.4), we have
Σii/σ
2






















































































where Wl0+ = Wi+.

























































The first inequality holds since we only consider the length 2 paths and their combinations;
and the second inequality holds since Wj+ ≤ Wi∗+ for j ∈ N(i). We obtain the desired
result.
E.5 Discussions of Four Nodes Architecture
In this section, we denoteW as the transition matrix and P as the change of basis matrix.
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E.5.1 Line Graph
With the line graph, we have the transition matrix W =











0 0 1 0

. Note that the
diagonal elements in W 2k+1 are 0. Therefore, we only consider the case with W 2k. We













Then with W 011 = W
0


















)k. By symmetry, we have W 2k33 = W 2k22 and W 2k44 = W 2k11 .









2(1− φ2)(4− φ2) = 1 +
5φ2 − 2φ4
2(1− φ2)(4− φ2) .





(1− φ2)(4− φ2) = 1 +
2φ2 − φ4
(1− φ2)(4− φ2) .





(1− φ2)(4− φ2) = 1 +
3φ2 − φ4
(1− φ2)(4− φ2) .
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E.5.2 Star Graph








1 0 0 0
1 0 0 0
1 0 0 0

. This is similar






































φ2k/3 = 1 +
φ2
3(1− φ2) .
(3) under the targeted criterion, we have the improvement:
∞∑
k=0


























. This is similar
























Since circle architecture has symmetric property, all three criteria are the same. We




























1 0 0 0

. In this case, the problem is more
complicated. Note the matrixW can be diagonalized as:
















Therefore, forW k, we have














After some matrix algebra manipulations, we obtain the following results: (1) under the
average criterion, we have the improvement ratio:
24− 11φ2 − φ3
(1− φ)(2 + φ)[12 + 6φ− 2φ2] = 1 +
11φ2 + 3φ3 − 2φ4
(1− φ)(2 + φ)[12 + 6φ− 2φ2] .
(2) under the robust criterion, we have the improvement:
6− 3φ− 2φ2
(1− φ)[6 + 3φ− φ2] = 1 +
2φ2 − φ3
(1− φ)[6 + 3φ− φ2] .
(3) under the targeted criterion, we have the improvement:
6− 3φ
(1− φ)(6 + 3φ− φ2) = 1 +
4φ2 − φ3
(1− φ)[6 + 3φ− φ2] .
E.5.5 Diamond Graph


























Similar to the case with Paw graph, we have










Therefore, forW k, we have















After matrix algebra manipulation, we obtain the following results: (1) under the aver-
age criterion, we have the improvement ratio:
1 +
φ2(7 + 3φ)
2(9− 7φ2 + 2φ3) .
(2) under the robust criterion, we have the improvement:
3− φ− φ2
(1− φ)(3 + 2φ) = 1 +
φ2
(1− φ)(3 + 2φ) .
(3) under the targeted criterion, we have the improvement:
3(3− φ2)
(1− φ)(3 + φ)(3 + 2φ) = 1 +
4φ2 + 2φ3
(1− φ)(3 + φ)(3 + 2φ) .
E.5.6 Fully Connected Graph
In this case, W = 1
3
(11> − I4). Then we have the diagonal elements in W k are equal to
1+3(−1/3)k
4
. Therefore, under all criteria, we have the improvement ratio:
3− 2φ
(1− φ)(3 + φ) = 1 +
φ2
(1− φ)(3 + φ) .
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