We give a pedagogical review of the localization of supersymmetric gauge theory on 5d toric Sasaki-Einstein manifolds. We construct the cohomological complex resulting from supersymmetry and consider its natural toric deformations with all equivariant parameters turned on. We also give detailed discussion on how the Sasaki-Einstein geometry permeates every aspect of the calculation, from Killing spinor, vanishing theorems to the index theorems. This is a contribution to the review volume "Localization techniques in quantum field theories" (eds. V. Pestun and M. Zabzine) which contains 17 Chapters available at [1] 
Introduction
The localisation technique in computing exact partition functions has had a long history by now: from Witten's work on 2D Yang-Mills [2] , then on the 3d side, the non-abelian localisation for Chern-Simons theory [3] , and a more direct approach by embedding ChernSimons in the N = 2 supersymmetric Chern-Simons theory [4] , and finally on 4d there is the groundbreaking work of Pestun [5] . The techniques used in these calculations simplify as one gains more and more insight into what is essential for the localisation and what are mere frills. For example the work of Källén [6] , by using a nifty field redefinition, a large part of the work in the calculation of [4] can be circumvented. The similar field redefinitions were later used in the work [7] that started a series of work on the localisation in 5 dimension. Though the context of localisation may be very different, there is a common thread that unifies all of the above approach, namely the Duistermaat-Heckman formula [8] in equivariant cohomology. Let (X 2n , ω) be a 2n dimensional closed symplectic manifold, if there is a U(1) action on X with moment map µ. Assuming that this action has only isolated fixed points, then the integral can be written as a sum of contributions from the fixed points {p i }, and e(p i ) = a m a (p i ) is the product of the weights m a (p i ) of the U(1) action on the tangent space at p i . This formula has a generalisation to the case of just having a vector field V on X with only isolated fixed points [9] , as the whole localisation revolves around this formula, we shall review it quickly here to make the paper self-contained. Let a V be a vector field on X with isolated zeros and assume that it is Killing with respect to a given metric g. With this data one can define an operator
This operator would be the equivariant differential had V been induced by a U(1) action. Let α be a differential form that is closed under d V , note that α necessarily contains forms of different degrees. The integral of α is then given by 2) where the sum is over fixed points of V . At each p i the Lie derivative L V acts as an automorphism of T p i X and we can compute its determinant. The normalized infinitesimal form of V at point p i is
where the positive integers m a (p i ) are the weights of the U(1) action at p i . The proof of this formula using the Grassmann variables will be given in section 3.1. The formula (1.2) is the basis of our localisation technique. In fact, what one shall do is to find, in a given supersymmetric theory, a particular combination of the supersymmetry generator that behaves just like the operator (1.1) and then apply (1.2). In the infinite dimensional (path integral) setting, the vector field V is acting on the space of fields, and usually involves a combination of gauge transformation plus a Lie derivative along some vector field on the manifold where our gauge theory is formulated. Our task is to review the details of this procedure for 5d supersymmetric gauge theories. The review is organized as follows: in section 2 we review 5d supersymmetric Yang-Mills theory on flat space and on curved spaces. In section 3 we turn the susy algebra of section 2 into the desired form (1.1) and discuss its natural deformations. In section 4 we find the localization locus which gives us an interesting set of differential equations on 5-manifold. In section 5 we perform the localization and express the final perturbative answer as the matrix model with generalised triple sine function, see Contribution [10] for the study of these matrix models. We also conjecture the full answer for the partition function, see also Contribution [11] for further discussion. Finally in section 6 we discuss the relation between the curved space computations and the 1-loop perturbation computation on a flat space. In the appendices 7 we collect the necessary material on the geometrical setting of the 5d theory, namely the 5d toric Sasaki-Einstein manifolds.
The basic setup 2.1 5d SYM on flat space
We discuss briefly the setting on the flat space, since later we will extract from our curved space computation certain quantity such as the β-function, which can be compared to the explicit 1-loop computation on flat space.
We are interested in Euclidean version of N = 1 supersymmetric Yang-Mills theory on R 5 which can be obtained by the reduction of 6d N = 1 theory on R 5,1 . The 5d supersymmetric Yang-Mills action on flat space is
where Tr f is normalised as Tr f [t a t b ] = δ ab /2 and D m is covariant derivative. The various fields are: F is the field strength of the gauge connection F ij = ∂ [i A j] −iA [i A j] , i, j = 1, · · · , 5; and σ is an adjoint scalar (its kinetic term has the wrong sign because σ is in fact the temporal component of the gauge field σ ∼ A 0 , since the theory comes from a compactification of a 6d theory on R 1,5 ); while the field D IJ is an auxiliary field in adjoint that is an isotriplet, i.e. D IJ = D JI and I, J = 1, 2 are the isospin indices. The fermions λ I above are the gaugini in adjoint, here the pairing of the spinors above uses only transposition
2)
where C is the charge conjugation matrix satisfying CΓ i C −1 = (Γ i ) T (C is the product of all the gamma matrices that are imaginary or real). The λ I are symplectic Majorana spinors satisfying
Sometimes there is debate about the treatment of the reality condition for fermions when one passes from Lorentz to Euclidean signatures. However in the action above, the pairing of spinors uses only the transposition. Since the conjugation of a fermion never appears, while the integration over fermions is a formal integral 1 , the problem of how to treat the reality condition properly will not affect our calculation.
The field content of 5d SYM can also be understood from the 4d point of view. The 5d N=1 susy reduces to the 4d N=2 susy and the field content is quite familiar. The vector multiplet part of the action written in terms of the 4d N=1 super fields is
Here W is a spinor fermionic chiral superfield, its leading component is the gaugino and it also contains the self-dual part of the field strength. The field A is a chiral superfield that contains the other gaugino and the scalar in the vector multiplet. The object F (A) is called the prepotential and is holomorphic in A. In 5d the real part of the complex scalar becomes the 5 th component of the gauge field leaving behind a real scalar that was called σ in (2.1). It is a remarkable feature that in 5d, the prepotential F has the following most general form [12] 
where i is the index of the adjoint representation. For example, in the standard case
The cubic term would then contribute a Chern-Simons term [13] (remember that the leading component of A contains the fifth component of the gauge field)
6)
The coupling of the Chern-Simons term, which is proportional c, must be quantized. This is one way of seeing that one cannot have any higher power terms in (2.5), since those would lead to a Chern-Simons term with a field dependent coupling, which is not allowed. Note that in flat space, even if one sets the cubic term in (2.5) to zero to start with, it will be generated at 1-loop. By dimension counting, h has dimension of mass while c is a number, so c cannot depend on h and hence this is a 1-loop effect only. To perform the actual calculation, one can use the background field method and then we can compare it to our localization result at the flat space limit. The two results agree, but in an indirect way.
SYM on the simply connected Sasaki-Einstein manifolds
The theory (2.1) was constructed on the five sphere in [14] , and a more systematic way of placing a supersymmetric theory on curved space was presented in [15] . The general method is that one starts from a suitable supergravity theory and then sends M pl → ∞, i.e. one freezes gravity. It is a large enterprise to study and classify the geometry arising this way that supports at least a fraction of the supersymmetry, see [16, 17, 18] and also [19] .
We will not focus on the most general supersymmetric 5d gauge theories and instead we shall study the simplest case namely Sasaki-Einstein geometry. It turns out that in 5d one can freeze gravity if one can solve the Killing spinor equation
where D is the spin covariant derivative. The number of independent solutions will determine the number of supersymmetry possessed by the theory. The Killing equation actually leads to Sasaki-Einstein geometry, see [20] and also the review in [21] . For example to see that it is Einstein, apply (2.7) twice, one gets
whose antisymmetric part forces R mnpq Γ pq ξ = 2Γ mn ξ. Multiplying both sides by Γ
The basic trick of the trade is to construct some tensors out of the Killing spinors, and apply (2.7) to determine what sort of differential identities these tensors obey. Then with some luck, one can classify the geometry. From now on we focus on the simply connected 5d Sasaki-Einstein (SE) manifolds 2 , then the solution can be organized as doublets
where we have inserted r as a dimensionful parameter (the size of manifold, which can be ignored for now); and
We pause to highlight some key features of the simply connected 5d SE manifolds, which will be used in the formulation of the susy theory, leaving a more detailed review to the appendix.
Out of the solution to (2.8), one can construct two tensors (we shall leave out r next)
these quantities satisfy
• R has constant norm 1 and it is a Killing vector field, called the Reeb vector field
• J is horizontal with respect to R, i.e. R m J n m = 0 • J defines a complex structure transverse to R, i.e. J squares to −1 restricted to the plane perpendicular to R
• Jg is the Kähler form transverse to R
The Sasaki condition implies also the equation
That transverse to R, there is a Kähler structure is particularly important, both in bulding a convenient spin representation and in the index computation of Schmude [23] , see later. We also remark that the transverse Kähler structure is Kähler-Einstein (R ⊥ pq = 6g ⊥ pq ).
Field Content and Susy transformation
In this section we recall the action of 5d SYM for both the vector and hyper-multiplet, and their susy transformation. The same formula is valid for S 5 or more general SE manifolds, the only difference is the number of solutions to the Killing spinor equation, i.e. the number of susy. In the former case, one get eight susy while only two for the latter.
The field content of the vector-multiplet is as in the flat space case, the off-shell supersymmetry reads transformation
10)
where ξ I is a spinor satisfying the Killing equation (2.8). The susy invariant action is
where one see that compared to (2.1), certain 1/r corrections appeared. Upon sending r → ∞ we recover the flat action (2.1) and flat supersymmetry transformations. We point out a technical detail that the vev D IJ ∼ (2/r)t IJ σ from solving the eom above is not a susy background, but in contrast D IJ ∼ −(2/r)t IJ σ is. The difference vanishes in the flat space limit.
The hyper-multiplet consists of an SU(2) R -doublet of complex scalars q A I , I = 1, 2 and an SU(2) R -singlet fermion ψ A , with the reality conditions (A = 1, 2, · · · , 2N) 12) where Ω AB is the invariant tensor of USp(2N)
and C is the charge conjugation matrix as before.
The gauge group will be a subgroup of USp(2N), in particular we consider the hypermultiplet with the representation N ⊕N of SU(N), which is embedded in USp(2N) in the standard manner
Suppressing the gauge group index, the on-shell supersymmetry transformations are written as:
The off-shell version of this transformations will be discussed later. The Lagrangian invariant under (2.13) is
where
The covariant derivative D includes both the Levi-Civita connection and the gauge connection.
Here as in the vector case, the action is written without complex conjugation, and the fermion integrals are done formally.
3 The cohomological complex
Finite dimensional toy model
Here we give a simple proof of (1.2) in a way that makes its connection to supersymmetry apparent. We recommend a nice nice review [24] that covers large part of this section.
Recall the setting of (1.2) from section 1. We have a vector field V acting on a manifold X. We denote the coordinates of X as x i , i = 1, · · · , 2n. One can use the fermionic variables ψ i to represent the 1-forms dx i , and hence a function O(x, ψ) is just a differential form on X. An integral of a differential form is then written as a Grassmann integral
Assume that the differential form O(x, ψ) on X is invariant under an odd symmetry
In fact this complex is nothing but the Cartan formula for the Lie-derivative
is the contraction of forms with V , represented as V i ∂ ψ i now. Pick an odd function W satisfying δ 2 V W = 0 then we can insert into the integral a factor
without changing the value of the integral. The last statement can be seen by differentiating with respect to t
in the last integral, we can replace δ V with d = ψ i ∂ i since the integral will only pick up terms top degree in ψ. In this way, one can use Stokes theorem and the result dI/dt = 0 follows.
We assume that δ V W is a well-behaved function, i.e. providing sufficient damping at infinity and whose critical points are isolated, we can then send t → ∞ in (3.2) and the integral will be concentrated at the critical points of the even part of δW
Again so long as δ V W is well-behaved in the above sense, the determinant appearing in (3.3) is (up to a phase) independent of W . To see this, pick a critical point, say x = 0 and assume that δ V W has the expansion
for this to be zero, one must have
This leads to
where dV is the derivative of V at x = 0, regarded as an endomorphism of T 0 X. The precise sign can be worked out, but as it is not crucial to the path integral, we just set it to be +. Thus in conclusion
There is also holomorphic version of the story. Let δ V and V act holomorphically
then we have some modification to the above argument. Assume that δW has the expansion
, and the determinant to be computed turns into
This case is applicable to the hyper-multiplet. In fact the setting can be more general, in that x itself can be both even and odd, with ψ being of the opposite parity.
Remark Based on the fact that the eventual determinant only depends on the vector field V and not on the details of W (provided of course the appropriate W exists), one might tend to skip the step of finding W . This is viable in a finite dimensional setting above, as the fixed points are really points. But when we come to infinite dimensional path integral setting, the fixed points of V are described by certain differential equations in the fields, and so one would prefer to find a W such that its critical points imply the given differential equations, and desirably a bit more, so that one can study effectively the fixed points.
It is straightforward to generalise the above to the case when the zero of V is a submanifold Z of codimension p,
where dV is now regarded as an endomorphism of the normal bundle N Z of Z in X.
Change of variable
Our goal next will be to put the vector and hyper multiplet into the complex of the form (3.1). We suggest the reader to take a look at the appendix where various geometrical objects of the SE manifold are explained. The most important one we shall use is the projector
where κ is the contact 1-form. In the current setting it is just κ = gR and it satisfies
We see that dκ is nondegenerate on the plane transverse to R (in fact it is propositional to the transverse Kähler form). Further Ω
2±
H are the horizontal (anti)-self-dual 2-forms, so the projector (3.6) is the 5d lift of the usual 4d self-duality projector, we will see shortly the 5d instantons are also the lift of the usual 4d anti-self-dual instantons.
Schematically the anti-commutator of two susy transformations is
where by translation we mean the infinitesimal diffeomorphism along a vector field. The Killing spinors ξ single out one particular susy δ ξ that has a simpler anti-commutator
next we exhibit this for the vector and hyper-multiplet cases.
Vector-multiplet
We use the Killing spinor to turn the gaugino into some odd differential forms. Define
the 2-form χ satisfies the same conditions as J:
This change of variable is invertible
with Ψ m having 5 components and χ mn having 3 components. With the new variables the susy transformation reads (where we just write δ for δ ξ )
Here H is the bosonic partner of χ and hence has exactly the same property (3.10), explicitly it is related to the auxiliary D IJ as
Further G Φ is the gauge transformation with respect to parameter Φ, defined as
with φ in any representation (e.g., if φ is in the adjoint then
is the Lie derivative combined with gauge transformation. So we see that the square of the susy transformation has the promised form (3.8). 3 Our convention is that the Lie algebra u(n) is given by Hermitian matrices, and
for a basis {t a } of the Lie algebra. This choice engenders awkward i's everywhere, something that we came to regret.
Remark Intuitively, we can understand the simplification from (3.7) to (3.8) as follows. In our redefinition of fields, we combined the SU(2) doublet λ I with another doublet ξ I , forming a singlet, and so the R-rotation vanishes from right hand side of (3.8). As for the dilatation, it would have the divergence div R as its parameter, but since R is Killing, this vanishes too.
Hyper-multiplet
Knowing that one should form SU(2) singlets to eliminate R-rotation from the square of the susy transformation, we combine the scalar q I with the Killing spinors, and leave the fermion ψ alone as it is already a singlet. Thus the twisted hyper-complex is formulated in terms of spinors. The change of variables reads
where q is a spinor and we remind the reader about the spinor pairing
To see that the above change of variables is invertible one has to use the Fierz identities, see [25] .
From the reality condition satisfied by ξ I and q I one can see that the spinor field q now satisfies the same reality condition as ψ
Assuming that the gauge group is SU(N) ⊂ USp(2N), one can solve this constraint by splitting
where q α is now an unconstrained Dirac spinor transforming in a representation of SU(N), indexed by α. The field ψ can be dealt with in exactly the same way.
We will also split ψ according to its chirality under
Note that the spinor q has γ 5 q = +q always due to the special property of the Killing spinors (see the review in section 2.3 [21] ). After some massive use of the Fierz identities and introducing an auxiliary field F with −1 γ 5 -eigenvalue, we get the off-shell complex 
where ∇ is the Levi-Civita connection and D is the spin covariant derivative. The last property shows that by using Killing vectors one can generate new solutions of the Killing spinor equation.
A Convenient Spin Representation.
For later computation, we would like to choose a convenient spin representation in terms of anti-holomorphic forms. Let
where Ω
0,•
H consists of horizontal forms anti-holomorphic with respect to J. One then has a representation of the Clifford algebra: let ψ be any section of W can and χ a 1-form, define the Clifford action
In this way, one has a spin c -structure whose characteristic line bundle (see chapter 5 in [27] ) is the anti-canonical line bundle associated with the complex structure J.
Remark In this representation, the two Killing spinors are (0,0) and the (0,2) forms respectively. In particular, that a non-vanishing section of (0,2) forms exists follows from the triviality of the canonical bundle of the horizontal complex structure. The latter in turn follows from the Kähler Einstein condition: the curvature of the canonical bundle is the (1,1) part of the Ricci tensor which is proportional to dκ and hence is trivial.
Thus one has a representation where q, ψ + ∈ Ω 0,0
H . Furthermore with SE metric the spinorial Lie derivative is related to the usual Lie derivative as
where f X is a real constant. In the toric SE case f X can be read off easily from the toric data and f R = 3/2. To summarize, the hyper complex reads
We need also the formula for the spinor pairing for later use. If one works through the spinor-form correspondence, the pairing is as spinors
where d = deg ξ and̺ is the nowhere vanishing section of Ω 0,2 H , which exists in the SE geometry, and assume that it is normalised to be of norm 1. In the text, the first paring is denoted as just ξη, and we denote it in the form language as ξ, η , this pairing is known as the Mukai pairing.
Deformation of the complex
One of the advantages of reformulating the susy complex in terms of differential forms is that there is natural deformation of the cohomological complex.
Looking at (3.12), one has the freedom to deform R, and in the case of toric SE geometry, the deformation has a very simple parameterisation, see later. Putting aside some positivity conditions, the deformation is valid provided one also deforms κ and subsequently the horizontal plane correspondingly. One can allow R to have a small imaginary part in order to get the stronger locaisation locus. The deformed complex looks exactly the same as (3.12) so we shall not write it again.
In a series of works [28, 29, 30, 31] , one tried to set up susy theories on the squashed three (five) sphere. These manifolds are topologically the same but the metric is no longer SE, so the Killing equations (2.7) must be modified. In other words, more background fields from the supergravity multiplet have to be turned on, and these fields modify the right hand side of (2.7). The net result is that one gets a fairly complicated susy theory, but if one tries to rewrite them in terms of differential forms (3.12), no change occurred other than replacing R with the deformed one. Thus as far as computation is concerned, one can take (3.12) as the starting point.
The deformation of the hyper-multiplet complex is a bit more tricky. We can take the formulation in (3.16) and deform R as before, keeping in mind that the chirality operator γ 5 = −R· Γ has to be deformed accordingly. The only problem is that the spinorial Lie derivative L s R depends on the choice of the spin connection, and thus the deformation seems less canonical. Alternatively, one can take the reformulation of hypermultiplet in terms of differential forms (3.21) as the starting point with the Lie derivative acting on forms canonically. The only remaining problem is to determine the shift f R and this can be done by using the consistency checks for SE metric.
In particular, we shall deform the metric and horizontal complex structure for the SE manifolds; in the toric SE case, these deformations are easily parameterized, see appendix 7.2. Now we focus on the toric case, by assumption we still have a nowhere vanishing section ̺ ∈ Ω 0,2 H , which shall be constructed also in the appendix, and we show that
In particular, when the metric is SE, one always has L R ̺ = 3i̺ and so f R = 3/2 agreeing with the shift for SE case. And now we use (3.23) as a definition of the shift f R . Later we will see that this shift has some other virtues.
Analysis of the fixed points
As we did for the toy model section 3.1, we have to find an appropriate functional W and deform the action by −t δW so as to localize the path integral on the fixed points of the vector field δ 2 = −iL
Vector multiplet and contact instantons
An observable Beside the supersymetric Yang-Mills action the vector multiplet also possesses an observable that is δ-closed but not δ-exact
The bosonic part of O reads
One can in fact also write an observable associated with the 5d Chern-Simons term, see [7] . Next we collect the bosonic part of the classical action (2.11) (set r = 1)
where s is some parameter and F + H = P + F , with P + defined in (3.6). We can check that the classical action is reproduced as
But for the deforming part, we take t W vec (0), and it is easy to check that
The fields H and σ should be to Wick rotated H → iH and σ → iσ, in order to have a positive kinetic term and stronger localization locus. Next we integrate out H leaving a perfect square. Thus the localisation locus is
The first two equations came to be called the 'contact instanton' and they can be combined in one equation 5) while the last equation in (4.4) says σ is a covariant constant.
Remark Recall in the 4d case, (anti)-self-duality of F would imply the Yang-Mills equation.
In 5d same thing happens
but the rhs is zero
We leave it to the reader to check that the same equation (4.4) but with F − H = 0 will not imply the Yang-Mills equation.
Remark We comment also that (4.4) is not an elliptic system, so studying its deformation is slightly unconventional (see [32, 33, 34] ). However, one can embed this set of equations into another set [35] , which is a 5d lift of the Vafa-Witten equation, now called the HaydysWitten equation [36, 37, 38] . The latter set has interesting vanishing theorems so is perhaps better adapted for studying the moduli problem.
The Yang-Mills action saturates a bound at the instanton background
where we have used the orthogonality of different subspaces. The term κ ∧ F ∧ F provides a weighting for the instantons. Since this term is not topological, so it is not immediately clear that its value is bounded away from zero. This gap is important in that it allows us to take the large N limit and decouple the instanton sector, see Contribution [10] . In the simple case of a round S 5 , it is possible to further analyse the contact instanton configuration, and show that for SU(2) gauge group the contact instantons are in 1-1 correspondence with the instantons on CP 2 , see section 3.2.2. of [25] 5 . So in this case, we do have a gap and this gap will be stable against small perturbations of the geometry. For the general case, we believe that if one carries out some careful analysis, one can show the existence of the gap, but we did not investigate it any further.
The round S 5 case is special because the Reeb vector field R forms closed orbits everywhere, in fact it is the U(1) rotation along the fibre of the Hopf fibration U(1) → S 5 → CP 2 . However what is more interesting is the opposite extreme: when the Reeb flows are not closed except at a few isolated loci. In this situation, the instanton partition functions are conjectured to concentrate along those few orbits, this conjecture is supported by evidence from the perturbative sector, see Contribution [11] . For the rest of the review, we focus on the perturbative, i.e. zero instanton sector. To summarise, the localisation locus for the vector multiplet is
Evaluating the classical action (4.2) at this background we get 8) this quadratic term will be the Gaussian damping for the matrix model resulting from localisation.
Hyper-multiplet and vanishing theorems
As explained at the end of section 3.3, if one sticks to the SE geometry, then one can use (3.16) as his starting point, while if one deforms the SE geometry then (3.21) is a more convenient starting point. We first deal with the case of SE metric, i.e. (3.16), where one can give a concise proof of a vanishing theorem. We can add the following exact term −tδ W hyp to the path integral, where
where the notation L As X denotes the spinorial Lie derivative coupled to the gauge potential. Note that the last two terms are designed to produce a kinetic term for q and the fermions. The bosonic part of δW hyp is
In the last term, only the negative γ 5 chirality part of / Dq will survive since γ 5 F = −F . Now integrating out F produces a good kinetic term ( / Dq) 2 . To this end, it is now convenient to take the gauge group to be SU(N) and solve the constraint as in (3.14), then (4.9) turns into
where we have used the same symbol for the fields before and after the rewriting (3.14). Now we can integrate over F and get
where the key relation used in the step above is
Remembering that σ is Wick rotated, we get the localisation locus
We prove next that this set of conditions implies q = 0.
Proof We start from the equation ( / D − / J/4)q = 0 and so
Now put this under the integral
note that in our convention the gamma matrices are hermitian, so Γ † p = Γ p , Γ † pq = −Γ pq . The two terms in the integral are
We also put the gauge field in an instanton configuration (4.4). Then we have
So we must have q = 0
The key perennial trick is to relate two quadratic differential operators, e.g. / D 2 and D * D hoping to produce some constant terms. This technique will be exploited again shortly. Now we deviate from the SE metric, but keeping the topology type. It is more convenient to do so in the form formulation of (3.21). Remember that q, ψ + ∈ Ω 0,0
H , we denote the 0-form component of q, ψ + as h, λ and the 2-form component as B, Σ, while ψ − , F are always 1-forms, we still call them ψ − , F .
We add an exact term −tδ W hyp , which is the same as (4.10) except the appropriate replacements
After integrating out F , the bosonic part of δW hyp is
So the localisation locus, written in differential forms, is
Next we give a convenient criteria for the vanishing of all fields in the hypermultiplet.
Note that the cross term between D 0,1 h and D † B can be shown to vanish by using (4.4). Now focus on the last three terms, we apply a Weizenbock formula (see (14) in sec.2.5 of [35] )
where s is the scalar curvature, a, b are indices in the fundamental of SU(N), −, − is defined in (7.12) and the × operation is defined as
H . The term in (4.14) involving the curvature vanishes, since B † a × B b is horizontal self-dual and F is horizontal anti-self-dual. And the last term in (4.14) can be broken further into
Thus (4.13) equals (using (4.12))
so we can conclude the vanishing of B if s + 4 − 8f R > 0 everywhere. Assuming that the condition above is satisfied and so B = 0. To prove the vanishing of h, we need a trick, note that ̺(L
The rest of the treatment for h will be as for B. One has
Now apply the second half of Weizenbock formula (4.14), and arrives at
and hence the same vanishing condition. So the conclusion is that if
then the hyper-multiplet vanishes at the localisation locus. Again at the SE point, the lhs above equals 20 + 4 − 8 · 3/2 = 12 corroborating with the direct proof after (4.11). Now one can perturb the geometry in an open neighbourhood round the SE point and still retain the vanishing result. We have not carried out the detailed calculation of s away from the SE point, but it is likely that, for the type of deformation we consider in this paper, this condition is true always.
Remark The sign in front of if R in (4.12) is crucial. In fact, we shall see that the equation
has non-trivial solutions for infinitely many positive values of c. These solutions represent the Kohn-Rossi cohomology. But when c ≥ 0, the vanishing theorem is rendered impotent, since one needs to replace the combination s + 4 − 8f R in (4.15) with
which can just escape the vanishing theorem, say, at the SE point for c ≥ 0. This is a nice consistency check on our manipulations with the Weizenbock formula.
Gauge fixing and the determinant
Now we are ready to apply the abstract model in section 3.1 to the gauge theory and we follow closely the original work by Pestun [5] . The hyper complex (3.16) is perfectly analogous to (3.1), however the vector complex (3.12) is not, in that the combination Φ = ι R A + σ has no susy variation. Besides this, there is the problem of gauge fixing. We first fix the gauge bundle to be topologically trivial, since we are only interested in the zero instanton sector, in particular, the connection A is a global adjoint 1-form. We will take a shortcut and arrive at the answer faster though admittedly less rigorously. Up to gauge transformation, the fixed points are given by (4.7), and we use the gauge freedom to fix Φ at Φ = a. Doing this will incur a Fadeev-Popov determinant
. With Φ fixed, the rest of the fields contribute to a determinant factor as in (3.5)
where Ω 1 comes from A and Ω
2+
H from χ. Combining this with the Fadeev-Popov determinant
but one needs to exclude from the zero forms their constant mode since these are not treated as gauge symmetry but as moduli of the Colomb branch. The hyper contribution is more straightforward, one uses the analogue of the toy model given in sec.3.1
where as a reminder L s R is the spinor Lie derivative whose relation to the usual Lie derivative is given in (3.20) .
To evaluate the first determinant, the complex can be decomposed into
c.c , so we just need to compute the determinant taken on the complex Ω
0,•
H , which is the KohnRossi complex with the differential∂ H given in (7.16). It will be explained in detail in sec.5.1 that the super-determinant cancels out totally except those that are in the∂ H cohomology, leaving only
For the vector multiplet, we needed to take a square root but we will ignore the possible phase, and we also remember that we exclude the constant mode.
Assemble the two determinants together with the classical action evaluated at (4.7), and Wick rotate a → ia
in fact the last term can be absorbed if one writes the integral of a not over su(N) but over its cartan t
The determinant
This section makes heavy use of differential geometrical properties of the toric Sasaki-Einstein manifolds. We try to provide enough stepping stones in the text, further details can be found in the appendix. From the travail of previous sections, the whole localisation reduces to the computation of the super determinant in (5.1)
taken over the horizontal anti-holomorphic forms V = Ω 0,• H . Even though V is infinite dimensional, the presence of susy guarantees massive cancellation in the super determinant. The problem is to how to keep track of the cancellation, and more importantly, the remainders after the cancellation.
Let P (respectively P + and P − ) be the projectors that projects a 1-form to its horizontal (respectively horizontal hollomorphic and anti-holomorphic) components, defined in (7.13). We define an operator that acts on horizontal (p, q) forms
One can check that it sends Ω p,q
and it is nilpotent, i.e. it is a differential of the complex Ω p,• H . The cohomology of∂ H is known as the Kohn-Rossi cohomology (see [39] , we shall soon show that∂ H is the restriction of the Dolbeault operator on the cone C(M) to the boundary M, which is the setting of [39] ). One can also couple∂ H to the gauge connection, and all properties still hold if the gauge curvature is horizontal anti-self-dual; hence this operator is a differential at any instanton background.
The∂ H -complex is not elliptic: clearly the symbol of∂ H is not exact along the R direction; thus its cohomology is of infinite dimension. But fortunately, for the toric Sasaki manifolds, we have a powerful index theorem that can handle the difficulty. For toric Sasaki geometry, the isometry contains G = U (1) 3 , and the Reeb is a linear combination of the three U(1) ′ s.
Then the∂ H -complex is an elliptic complex transverse to the G-action, since its symbol is elliptic transverse to the Reeb. Furthermore,∂ H is invariant under the G-action, since all structures appearing in (5.3), the metric, R, κ (and hence also J, since J ∼ dκ) are invariant under the G = U(1) 3 isometry. Then we have the decomposition of the∂ H cohomology into the representations of G (see Theorem 2.2 [40] )
where the m's are multiplicities of the representation of R i . In the case G = U(1) 3 , the representations are just labelled by 3 charges, which we will organize into an integer valued 3-vector.
The localisation technique for transversely elliptic operators due to Atiyah [40] allows us to compute the alternating differences of m i . However this is a fairly involved task, so we present first a technique sketched by Schmude [23] .
Schmude's approach
The key observation is that the Dolbeault operator∂ 6 on the 6d Kähler cone acts as , we can assume that it has charge vector q, then its L R eigenvalue is L R α = i( R· q)α, where we have used an integer 3-vector R to express the Reeb as a linear combination of the three U(1) isometry. We can now extend α to the Kähler cone as
looking at (5.5),α will be annihilated by∂ 6 . If R is assumed to be within the dual cone (see sec.7.2) then R· q ≥ 0 and soα is well-defined within the 6d Kähler cone.
On the other hand if α =∂ H β, thenα =∂ 6β , whereβ = t R· q β. Thus we have a well-defined map of cohomology
The left inverse to the extension map (5.6) is the restriction map that restricts a form to the surface t = 1. This already shows that the restriction map is onto, while the extension map is into. From the injectivity we deduce
is at most torsion, and C(M) is Kähler. We turn now to H
) are the holomorphic functions on C(M) and the latter has a very convenient description in the toric case: they correspond to integer lattice points in the cone C. One can read off the charges under U (1) 3 of the function from the coordinates of the lattice point that represents the function. This also shows that the restriction to t = 1 is injective, since there is one unique holomorphic function with a given U (1) 3 charge, two functions with different charges cannot cancel each other when restricted to t = 1. In this way we have a complete answer for (5.4) at degree zero and one.
For degree two, one can also show that (5.6) is an extension and compute H 0,2 ∂ 6 (C(M)) using Serre duality. But we can in fact make the Serre-duality explicit here. Let̺ ∈ Ω 0,2 H satisfying ∂ H̺ = 0 (from this we also have d †̺ = 0). Now any section of Ω
0,2
H is of the form f̺ for some functionf , we only need to sift out the∂ H -exact ones to get H 0,2 ∂ H . On (0, 2) forms we have∂ †
The right hand side is zero ifff satisfies ∂ Hf = 0. Note that if∂ † H (f̺) = 0, thenf̺ is orthogonal to any∂ H -exact forms, so we reach the conclusion that
is an isomorphism Now we can wrap up the lengthy discussion and get the index. We introduce some formal variables s a , a = 1, 2, 3 and use monomials of such to denote a representation of U (1) 3 . For example s where
where i runs over all faces of the cone. The first summand comes from H 0,0 ∂ H and is straightforward. For the second term, since we see from (5.8) that H 0,2 ∂ H are also 1-1 to lattice points in the cone, but the U (1) 3 -charge is reversed and then shifted by the charge of̺. So we should have written the second summand as − m∈C∩Z 3 s − m− ξ where − ξ is the charge vector for̺. But if we use the 1-Gorenstein condition condition ξ· v i = 1, ∀i (see the discussion around (7.23), we can write the sum as in (5.9). But note that (5.9) is valid even for toric Sasaki manifolds, i.e. when̺ does not exist.
We continue our computation of the determinant. From the index, we read off 
where the last duality is the Serre duality and takes the place of (5.8). After a change of summation variable, we gets the second exponential in (5.11).
Generalised multiple sine
Up to an overall sign, the product of (5.10) is an interesting generalisation of the multiple sine functions. Recall that the usual multiple sine function is defined as
One can define a generalised version of multiple sines associated with a cone in R r ,
So the standard multiple sine corresponds to the cone that is the first orthant of R r . For more properties of (generalised) multiple sines, see [42] and [43] For our problem, we have the cone C ⊂ R 3 which is also the image of the moment map of C(M). So (5.10) can be written as the generalised triple sine function associated with this cone
We mainly focus on the case when M is simply connected SE, then C is 1-Gorenstein. As we saw, one has ξ ∈ Z 3 such that ξ· v i = 1 and the second product can be written as m∈C(X)∩Z 3 m· R + ξ· R − x and ξ· R is precisely the shift 2f R .
So we have finished our localisation computation for the zero instanton sector
where a mass m is generated for the hyper-multiplet by a simple shift of a, i.e. m is regarded as a background gauge connection coupled to the hyper. The matrix model (5.15) is discussed further in Contribution [10] .
Conjecture for the full answer
The answer (5.15) corresponds to the contribution of the trivial connection. In order to derive the full answer we have to analyze the contact instantons (4.5) and perform the one-loop calculations over every non-trivial solutions. As it stands the problem is hard to solve from the first principles. However it is natural to expect that only the configurations invariant under full U(1) 3 action will contribute to the integral. The invariant configurations will tend to localise around the close Reeb orbits (for the generic choice of R there will be only a few closed orbits and they are called Reeb orbits). Thus around every Reeb orbit the complex and the calculation will boil down to the calculation on C 2 × S 1 , very much in analogy with Pestun's calculation [5] on S 4 and its reduction to C 2 . In order to conjecture the full answer we need to identify the parameters on toric SE manifold with with the parameters of Nekrasov's instanton partition function on C 2 × S 1 corresponding to each closed Reeb orbit. This can be done either geometrically or by studying the factorisation properties of the perturbative answer [41] . The full answer is written as
Here n is the number of closed Reeb orbits and the parameters β i , ǫ i , ǫ ′ i can be read off from the toric data [41] . This conjecture is discussed further in Contribution [11] .
Asymptotics and comparison with flat space
In this section, we will compare our result with a one-loop flat space computation, in particular, we will obtain a match between the precise coefficient of the effective A 3 term generated at 1-loop.
We first analyze the large x behaviour of the generalised triple sine functions. The process is a bit technical and we start from a toy model
Here we assume that all infinite product are regularized. Take the first product and write it using the zeta function regularisation
where it is assumed Re ω > Re x > 0 and we are interested in Im x ≫ 0. In this regime, one can replace (1 − e −ωt ) −1 with its Laurent expansion at t = 0, the error is of order x −1 (see sec.6.1 of [21] ). Furthermore since lim s→0 Γ(s) −1 → 0, one needs only keep the singular terms from the integral. Thus one keeps only terms of order t −1 , t 0 in the previous Laurent series. These terms will produce Γ(s − 1), Γ(s) and therefore survive the limit s → 0. The net result is
One replaces x with ω − x in the second product, and in total one gets
In the higher dimension case, we have the following formula that expresses the asymptotic behaviour of a generalised triple sine in terms of the geometrical data of the cone (we assume that the cone is 1-Gorenstein)
In the above one should understand x as x i t i for some basis {t i } of the Lie algebra, and Im x takes the imaginary part of each x i . The rest of the term in this asymptotic formula can all be read off from the geometry of the cone. The β i are the length of the closed Reeb orbits
where v i , v i+1 are the normals of the two faces that intersect at the i th edge of the cone. For the A i 's, let us cut the cone off with the plane y· R = 1/2, y ∈ R 3 , then A i is the area of the i th face. To summarise, asymptotically, the matrix model integral is given by
with V vec,hyp given in (6.1) and (6.2), and r is of dimension length that controls the size of the manifold.
Comparison with flat space
In particular, we can consider the S 5 case, where the cone is the standard one. Then
, and β i = 2πω
If the sphere is the round one all ω i = 1, we get then the effective potentials
The relevance of the asymptotic bevahiour is that it controls the flat space limit. If one restores the dimensionful parameter r, which is the radius of S 5 , we obtain the effective action
From this one notices that since the volume of S 5 is π 3 r 5 , the effective potential is suppressed by r −2
i.e. V ef f computed in the Colomb branch vanishes as r → ∞ and the V ef f we have above is due entirely to the curved space effect. But this is not surprising, since a is the bottom component of the superfield A, and if the only nonzero background of A is a = const, then nothing will survive the superspace integral. Therefore the comparison with the flat space computation will take an indirect route. The comparison goes as the following chart 1.
placed on S Figure 1 : One starts from super Yang-Mills on flat space without the A 3 term in the prepotential. The one loop contribution generates an A 3 term, then the whole system can still be put on S 5 and evaluated in Coulomb branch and will produce σ 3 term. On the other hand, one can first place the theory on S 5 , perform localisation, take r → ∞ limit and obtain the σ 3 /r 2 term.
The 1-loop effective action
Consider the flat space action (2.1) and we will compute the 1-loop effective action at some background. The computation is standard (see for example [44] ), one just needs to compute the determinant
It is also easier to consider its 6d lift of the 5d action, for which σ becomes the temporal component of the gauge field, and hence we just have the gauge fields, fermions plus the ghosts. Split the gauge field as A = A + a, with A some background, denote by D the covariant derivative with A and F its curvature. For fields of different spins we have a uniform description of the quadratic term
where J is the angular momentum generator
with C(1) = 2 and C(1/2) = 1 for the last two cases. The determinant (6.7) reduces to
for each field of representation r and spin j. The various terms read Figure 2 : The 1-loop diagrams. In the third diagram • represents the insertion F pq J pq . And the momentum in the loop is to run clockwise.
Out of the computation we aim to get the coefficient of the term σF * F , so we choose a convenient (supersymmetric) background A 1−5 ∈ h = Lie H, and σ = A 0 ∈ h a constant. We compute the determinant up to second order in A 1−5 , so the relevant diagrams are in fig.2 . The first two diagrams give 9) where d(j) is the dimension of the spin j representation. The third diagram gives 10) with C(j) being the Casimir defined in (6.8) .
From the three contributions, one can extract the term σF * F, for a spin j field of representation r, one gets Thus the effective potential is
The σF * F term appearing above comes from the A 3 term in the prepotential. Recall (2.6) that from c/6A
3 , one gets in the action
Also in passing from R 5 to S 5 , (2.6) undergoes the change Thus from the effective potential (6.11), one gets on S 5 a potential term
This matches perfectly with (6.6).
7 Appendix. Geometrical setting 7.1 Some basics of contact geometry
• Contact structure. A contact structure on a 5-manifold M is a smooth distribution of contact element ξ, which is a 4d subspace of the tangent space T M. This distribution is required to be non-integrable, and in this review ξ will be called the transverse or horizontal plane. If ξ is given by the kernel of a 1-form κ, then the non-integrability says that κ(dκ) 2 = 0 everywhere. Note that this condition implies dκ is non-degenerate on ξ, and serves as an analogue of the symplectic structure. Also from the same condition one has a unique vector field R called the Reeb vector field such that
One can split T M into vertical and horizontal components using the projector
• Contact metric structure. In analogy with the symplectic case, one can construct purely algebraically an endomorphism J : ξ → ξ and J 2 = −1. The triple (ξ, κ, J) is said to be a contact metric structure on M if J is compatible with dκ in the sense that 1/2dκJ is a metric for ξ. We also extend J to an endomorphism of the entire T M by defining its action on R as zero JR = 0, leading to
One can write down a metric of the tangent bundle as the direct sum of the one on ξ = ker κ and the one along R
As a consequence
3)
Remark As a note of the general convention of the review, we do not make any distinction of J when it serves as an endomorphism of T M, or of T * M or a 2-form on M, all of which are related by raising or lower an appropriate index with the metric.
Let us fix the volume form of M as
and one can define a duality operator for the horizontal 2-forms as
The following relations are quite useful
• K-contact structure. If R is a Killing vector field with respect to g of (7.2), then (κ, R, J) gives a K-contact structure, the Killing condition is equivalent to
• Sasaki manifolds. From M, one can construct a manifold C(M) which is a cone over M with metric, symplectic and almost complex structures
A Sasaki manifold is a K-contact manifold such that (C(M), G, ω, J ) is Kähler. The complex structure is written explicitly as
it is easy to check J 2 = −1 6 . The vector field
generates a scaling along the t-direction and is called the homothetic vector field. It is clear that
The Kähler condition is equivalent to the covariant constancy of J with respect to the Levi-Civita connection. Thus a K-contact manifold is Sasaki iff J satisfies the integrability condition
where −, − is the inner product using the metric
From (7.11) one can derive a wealth of relations, some of which will be needed later. Define first some more projectors
where P is the projection to the horizontal component of a vector or a form, with its indices written out P r s = δ r s − R r R s . The two projectors project to the horizontal (1, 0) or (0, 1) component with respect to the complex structure J. Keeping in mind the Kähler property of the cone C(M) will lead to the vanishing of (0,2) and (2,0) components of the curvature tensor, which translates in 5d as
Toric Sasaki manifolds
This section presents the construction of examples for the manifolds discussed in the previous subsection. To construct Sasaki-manifolds, it is easier to start from its Kähler cone, which can be obtained through Kähler reduction from a flat space.
Consider C 4 with the standard Kähler structure. Let e i , i = 1, · · · , 4 be four U(1)'s that rotate the phase of each C factor. The U(1) actions are Hamiltonian with moment map
Let U(1) T = T i e i be a particular combination of these U(1)'s, we can assume that T is primitive, i.e. the four components of T have greatest common divisor 1. The action of U(1) T is has moment map
suppose that the four components of T are not all positive or negative, then µ −1
T (0) and C(M) have the structure of a cone. Note that the action of U(1) T on µ −1 T (0) is not free, so C(M) will always be singular. From C(M), we can get to M by imposing a constraint to fix the scaling freedom above, by intersecting the C µ (M) with a hyper-surface. We pick a 4-vector (not necessarily integer) ω and consider the surface
The U(1) T action on the intersection H ω ∩µ −1 T (0) can be free if T, ω are appropriately chosen. As an example, let T = [p + q, p − q, −p, −p], with p > q > 1 and δ(p, q) = 1. Also choose ω i > 0, i = 1, · · · , 4, then the intersection is topologically S 3 × S 3 . The loci where U(1) T action is non-free is at z 1 = z 2 = 0 or z 3 = z 4 = 0, both of which are excluded by the intersection. With a free action secured, the quotient
is a smooth 5d manifold. In fact, the U(1) determined by 4 i=1 ω i e i serves as the Reeb vector field on M.
We can give a more intrinsic description of C(M) and M. Out of the four U(1)'s acting on z i , there will be only three independent U(1)'s left after the Kähler reduction, let us pick a basis e a = 1, 2, 3 for them. An explicit such basis can be chosen as follows. With our assumption on the primitiveness of T , we can find a 4 × 4 matrix A ∈ SL(4, Z) with T as the last column, then the linear combinations
give a basis of the three U(1)'s acting on C(M). Denote the Hamiltonian of the three U(1)'s as y a , a = 1, 2, 3. The y a is an explicit parametrisation of the hyperplane i T i |z i | 2 = 0. Write now
where v i are integer 3-vectors. On the hyperplane i T i |z i | 2 = 0, the |z i | 2 are solved as
The inequalities (7.20) demarcates the domain of {y a } as being a polytope cone. This cone actually contains almost all information about the geometry, so we give it a name C µ (M). not be the same as how they appear in A −1 ). A good way to visualize the geometry of C(M) is that it is a torus fibration over C µ (M). A generic fibre is U (1) 3 , but the tori may degenerate at the boundaries of the cone. At the codim 1 faces, say face 1, the U(1) singled out by v 1 , i.e. a e a v a i degenerates, while at the intersection of faces 1 and 2, two U(1)'s singled out by v 1,2 degenerate, etc.
To complete our translation of the geometry of M into that of C µ (M), let R be a 3-vector with components
The 3-vector R gives a linear combination of U(1)'s:
a e a , this U(1) is the Reeb vector field on M, now written in purely 6d terms. Due to the correspondence (7.21), we will call both ω, R the Reeb vector (that they represent).
Furthermore the condition H ω of (7.19) translates to
The intersection of this hyper-plane with C µ (M) is a compact polygon iff R is within the dual cone of the cone
This compact polygon is the base of U (1) 3 fibration, whose total space is the celebrated Y p,q manifold [46] . We have also an easy generalisation These are two of the few SE manifolds, for which we know the explicit metric [46] [47] . The same story above can be repeated starting from C n+3 and a Kähler reduction with respect to n-charges. But we stress that one does not have to take the route of the Kähler reduction, rather one may start from the more fundamental object C µ (M). For example, one can postulate a polytope cone C ⊂ R n , with inward pointing normals v i , i = 1 · · · N (assumed to be primitive of course), then Lehman [48] showed that if at the intersection of k (k ≤ n − 1) faces, the k normals v 1 , · · · , v k satisfy
then the cone gives rise to a smooth toric contact manifold. These conditions can be explicitly checked for the Y p,q , L a,b,c cases above (the explicit normals and a more convenient criteria are given in [41] ).
Toric Sasaki-Einstein manifolds. By definition if M is toric SE, then its metric cone is CY and then in the Kähler reduction construction of C(M) the charges of U(1) T must sum to zero. This has a very simple implication when translated into the cone language: there exists a primitive ξ ∈ Z 3 such that ξ· v i = 1 , i = 1, · · · , n (7.23) known as the 1-Gorenstein condition. The proof of this fact is not difficult and is left to the reader. Referring to the example above (7.22) , all v i has its first component equal to 1, and so one chooses simply ξ = [1, 0, 0]. Since C(M) has flat canonical bundle, and if it is also simply connected, we will have a nowhere vanishing section Ω, whose contraction with ǫ gives the ̺ in the previous section.
Deformations.
So far we have given the Reeb vector field, but not quite the rest of the contact structures. Let us denote by J 0 the standard complex structure on C 4 , then it descends through the Käher reduction to a complex structure on C(M). Let also ǫ be the homothetic vector that scales all z i , it is easy to observe
Comparing this with (7.10), we have the Reeb ω = [1, 1, 1, 1], or using (7.21)
which is certainly within the dual cone. We call this the standard Reeb and the corresponding complex structure the standard complex structure. But to obtain general Reeb vector fields, one needs to deform J , which can be done in a very transparent manner in the toric setting. As these deformations are reflected in the partition function, so using susy gauge theory as a means to study these geometries is an interesting enterprise. Since we are interested in toric deformations, it is convenient to to use y i = |z i | 2 /2, θ i = arg z i as coordinates of C n+3 , we just take n = 1 as an illustration. The material here is taken from the marvelous paper [49] . One can write a metric and is perfectly smooth at y 1 = 0 after reverting to Cartesian coordinates. We need not worry too much about the positivity of G, as G is certainly so when ω = ω 0 , and thus there is an open neighbourhood round ω = ω 0 in which positivity is secured.
The complex structure is
To see that it is integrable, consider the (0,1)-forms dθ i + iG ij dy j , since d(dθ i + iG ij dy j ) = iG ij,k dy k ∧dy j = 0, the distribution ∩ i ker(dθ i +iG ij dy j ) is integrable, and J is integrable. In fact, if one works out explicitly the Levi-Civita connection, then J is covariantly constant, i.e. we have a Kähler structure C 4 . Since all structures here descend through the Kähler reduction, we have a deformed Kähler structure on the cone C(M). In particular
comparing with (7.10), and using the correspondence (7.21) of two presentations of the Reeb before and after the Kähler reduction, one reaches the desired Reeb vector field. So far we have held the symplectic structure of the cone fixed and deformed the complex structure, and hence the use of the symplectic coordinates y, θ. In the subsequent discussion of deformation of the symplectic structure (which we will not need in this paper, since the partition function only depends on the complex moduli), one must switch to the complex coordinates. From the explicit complex structure above, one can identify the (1,0)-forms
Thus we let the complex coordinates be
For example letting R = R 0 in (7.24), one can check that z i is a constant multiple of the standard complex coordinates of C 4 . With the explicit complex coordinates one can construct a harmonic representative of the holomorphic volume form Ω from the Kähler reduction picture. Take Ω 0 = dz 1 ∧ · · · ∧ dz 4 , which is smooth and is also invariant under (the complexified) U(1) T action since the charges of U(1) T sums to zero. Now let Ω = ι T Ω 0 , where T i are the vector fields induced by the U(1) T action. Thus Ω is a basic form with respect to U(1) T and thus descends through the Kähler reduction and becomes the holomorphic volume form of C(M). Moreover as Ω 0 is annihilated by∂ and so will be Ω, thus Ω is a harmonic representative of H 0,3 (C(M)). It is is easily checked that Ω scales under ǫ with weight k ω k , subsequently has weight i k ω k under L R . This is how one can obtain the weight of ̺ under L R .
