Most methods of optimal control cannot obtain accurate time-optimal protocols. The quantum brachistochrone equation is an exception, and has the potential to provide accurate time-optimal protocols for essentially any quantum control problem. So far this potential has not been realized, however, due to the inadequacy of conventional numerical methods to solve it. Here, using differential geometry, we reformulate the quantum brachistochrone curves as geodesics on the unitary group. With this identification we are able to obtain a numerical method that efficiently solves the brachistochrone problem. We apply it to two examples demonstrating its power.
Most methods of optimal control cannot obtain accurate time-optimal protocols. The quantum brachistochrone equation is an exception, and has the potential to provide accurate time-optimal protocols for essentially any quantum control problem. So far this potential has not been realized, however, due to the inadequacy of conventional numerical methods to solve it. Here, using differential geometry, we reformulate the quantum brachistochrone curves as geodesics on the unitary group. With this identification we are able to obtain a numerical method that efficiently solves the brachistochrone problem. We apply it to two examples demonstrating its power. Given a physical quantum device, the study of how to efficiently generate a target unitary gate is important for both fundamental theory and quantum technology. A powerful approach to this task is to use a time-varying Hamiltonian [1] . A prescription for varying a Hamiltonian with time to obtain a desired evolution is called a control protocol, and a protocol that achieves this task in the minimal time is called time-optimal. Since real systems experience noise from their environment, timeoptimal protocols often achieve superior fidelities because they minimize the total time of exposure to decoherence. Hence, constructing a time-optimal solution can be considered as a straightforward error-minimization technique for quantum information processing [2] [3] [4] [5] [6] [7] . We note also that the technique we develop here can be used to improve existing control designs in state-of-the-art experiments [8] [9] [10] .
From the point of view of numerical optimization methods, finding accurate time-optimal protocols is difficult because it is a two-objective optimization problem: one must maximize the gate fidelity and simultaneously minimize the time taken by the protocol (hereafter the "protocol time"). To find an approximate solution, on the other hand, is relatively easy: one can minimize a weighted sum of the two objectives [1] , obtaining a suboptimal protocol, or perform multiple optimizations of the gate fidelity, each for a different fixed time, to locate a likely minimal time. But neither method provides solutions of sufficient accuracy that they can be efficiently refined further. On the other hand, general theories, such as the Pontryagin maximum principle and the geometry of the unitary group, can be used to obtain exact timeoptimal solutions, but are applicable only to very specific kinds of problems and constraints [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . In view of this, the quantum brachistochrone equation (QBE) was a significant development [22, 23] ; it could potentially provide time-optimal solutions to any accuracy, and do so under two generally applicable constraints: (i) the system has a finite energy bandwidth; (ii) the Hamiltonian is restricted to a subspace of all Hermitian operators. For any time-optimal problem in the above class, the QBE transforms the optimization problem into that of solving an ODE with boundary values. However the potential of the QBE has not been realized because there exists no numerical method that can solve a high-dimensional boundaryvalue ODE problem efficiently; the traditional technique for these problems is called the "shooting method" [24] , and it usually fails unless seeded with a guess that is sufficiently close to the solution. Even for systems as small as two qubits random guesses are not sufficient, with the result that the QBE has been solved only for a few special examples in which analytic solutions are possible [25] [26] [27] .
Here we show that if the norm of the Hamiltonian is bounded (other constraints may also be included, see below) then the problem of finding a control protocol that takes the minimum time can be transformed into a problem of finding a shortest path. If we imagine driving a car over some smooth but undulating terrain (in our case, a differentiable manifold), then if the speed of the car is bounded, and we can always travel at the maximum speed, then we get from A to B fastest by taking the shortest route. We will see that for quantum control it is possible to prove a similar result, and thus connect the brachistochrone problem to a minimumdistance, or geodesic problem. Our second primary result is a numerical method, obtained by exploiting this connection, that can be combined with the shooting method to efficiently solve the brachistochrone equation. This method also suggests a way of identifying globally timeoptimal solutions with high confidence, for which the brachistochrone-geodesic connection is essential.
Preliminaries -To generate a target unitary U tg on an n-dimensional quantum system, we need to find a time-varying Hamiltonian H(t) = m u m (t)H m such that U (t) satisfies the Schrödinger equatioṅ
with boundary conditions U (0) = I and U (T ) = U tg (we use units such that = 1). Here {H m } is the set of Hamiltonian terms that we can physically implement for the system, and {u m (t)} is a set of real functions that will constitute the control protocol. If we neglect a global phase in U tg , we can restrict H(t) to the (n 2 − 1)-dimensional space of traceless Hermitian matrices, which we will denote by M. We divide M into M = A ⊕ B, where A = span{A j } ≡ span{H m } is the subspace of Hamiltonians we can implement, and B = span{B k } is the subspace we cannot. Under the Hilbert-Schmidt product on M, we have A, B = 0 and {A j , B k } is an orthonormal basis for M. We consider two general physical constraints on H. (i) the constraint above that H(t) = j µ j (t)A j (equivalently P A (H(t)) = H(t) or P B (H(t)) = 0 with P A and P B projectors onto A and B, respectively); (ii) the energy of the control is bounded via the constraint ||H(t)|| ≤ E, where || · || is the HilbertSchmidt norm. In addition to (i) and (ii), another natural constraint is that H(t) has a fixed"free drift" component that we cannot vary. Here we restrict our analysis to problems without free drift, but similar ideas can de applied to problems that include it.
Shortest time vs shortest distance -We now show that a bound on the norm of the Hamiltonian is a bound on the speed of evolution. To be precise, a bound on the norm implies that every minimal-time path is a minimal distance path, where distance is defined by the norm. We can show [28] that for any curve connecting the two fixed points I and U tg , with ||H(t)|| ≤ E, we can merely rescale the Hamiltonian so that the norm is equal to E at all points on the path, and the path is unchanged but takes a shorter time. This means that every minimaltime path has ||H(t)|| = E. Further, the length of every minimal-time path is given by
so that minimizing the duration T also minimizes the distance, L. Thus we can conclude that the minimum-time curve must also be the minimum-distance curve connecting I and U tg . Note that this is also true for any particle traveling on a manifold in which only the speed is bounded: the shortest time is achieved by traveling at maximal speed along the shortest path. This is why we can say that a bound on the norm corresponds to a bound on speed.
Brachistochrone equation -By virtue of the analysis above, constraint (ii) can be replaced by the equality Tr(H 2 (t)) = E 2 . Now all our constraints are expressed in terms of equalities, and it is possible to derive the minimum-time protocols using variational calculus with Lagrange multipliers. We are now ready to introduce the quantum brachistochrone equation that governs time-optimal protocols under our constraints [23] :
or in component form:
The solution to the QBE has the two components µ j (t) and λ k (t), where H(t) = A µ j (t)A j and {λ k (t)} are the adjoint Lagrange multipliers, introduced by the Hamiltonian constraints (ii). Together with the Schrödinger equation (1), the QBE (3) defines a boundary value nonlinear ODE problem with boundary conditions I and U tg . The time-optimal curve U (t) is uniquely determined by the initial value µ k . This is the so-called shooting method [24] , which works efficiently if the initial guess for the root is sufficiently good, but fails if not. As the dimension of the model increases, the complexity of searching for the root increases exponentially and random guesses become useless, as mentioned above.
Geodesic interpretation -When the control Hamiltonian H(t) is restricted to the subspace A, the shortestdistance curves that can be generated from −iH(t) are actually geodesics on SU(n) as a sub-Riemannian manifold, rather than a Riemannian manifold. In a subRiemannian manifold, distances are measured by allowing only curves tangent to the so-called horizontal subspaces (in this case, A). It is possible to derive the geodesic equation on a sub-Riemannian manifold by using a clever trick: one introduces a Riemannian penalty metric on M [29] that in an appropriate limit will force H(t) to stay in A. To do this we allow the Hamiltonian to be chosen from the entire space M, so that H = A α j A j + B β k B k . We now define a new inner product, which we will call the q-inner prod-
k . We also define the q-metric for the tangent vectors at U as −iH 1 U, −iH 2 U U,q ≡ H 1 , H 2 q . Accordingly, the length of a curve U (t) under this q-metric can be written as L = ||H(t)|| q dt. This metric applies a penalty proportional to q to the basis operators B k , and thus a penalty to the forbidden subspace. In the limit q → ∞ we can expect that the geodesics resulting from the qmetric (the "q-geodesics") will be confined exactly to A, and will therefore correspond to the sub-Riemannian geodesics that we seek.
For a given q, the q-geodesics are given by the geodesic equation, i.e., the Euler-Lagrange equation for L, which is further reduced to the following:
where
In the component form, it reads:
Alternatively, since the q-metric is right-variant, this geodesic equation can be derived from the Euler-Arnold equation [30] . This was shown by Nielsen in [31] , where he used the path length in SU (n) to quantify the complexity of quantum computation. The geodesic equation (Eq.(5)) defines a family of qgeodesics parametrized by the scalar q. The major difference between Eq.(4) and Eq.(5) is that in the latter H q (t) = α q j (t), β q k (t) is allowed to have components in B, but at a cost determined by q. Focusing on the geodesic curves with ||H q (t)|| q = E, we expect β k (t) → 0 and ||P A (H)|| HS → ||H q || q = E, as q → ∞. We thus expect to recover the brachistochrone equation from Eq.(5) in this limit. Under the assumption that the operators qβ q k converge as q → ∞, we can prove [32] that the first terms in the RHS of Eqs. (6a) and (6b) vanish, and in the limit these equations reduce to:
These are identical to the brachistochrone equations (4) with the replacement (α q j , qβ q k ) with (µ j , λ k ). Hence, we have shown that the brachistochrone equation can be considered as the limit of the geodesic equation when q → ∞. The geometric meaning of the Lagrange multipliers {λ k } in Eq. (4) is now clear: they are the remaining trails of the vanishing β q k in H q (t) along the geodesics. As we now show, the brachistochrone-geodesic connection yields an efficient method to solve the brachistochrone equation by first solving the corresponding geodesic equation.
Solving the geodesic equation -Together with the Schrödinger equation (1) and the boundary conditions U (0) = I and U (T ) = U tg , the geodesic equation (5) defines a boundary-value problem for an ODE, whose solution is fully determined by the initial value H 0 q ≡ H q (0). If we scale H 0 q by a factor a then the total time T scales as 1/a. For numerical purposes it is convenient to fix T = 1 to determine H 0 q , and afterwards scale the latter by E/||H 0 q || so that its norm is equal to E. The total time is then T = ||H 0 q ||/E. For q = 1, Eq. (5) reduces toḢ q=1 (t) = 0 or H q=1 (t) ≡H. That is, every geodesic on SU(n) is an evolution under a constant Hamiltonian:
We can findH by taking the logarithm:H = −i log(U tg ). This solution is not unique, however. The solution set is countably infinite:
notes the m th branch of the logarithm.
We can now obtain the q-geodesics for q > 1 by choosing an equally-spaced sequence {q k } with q 1 = 1, ∆q = q k+1 − q k > 0. As long as ∆q is sufficiently small, the geodesic solution for q k is sufficiently close to the q k+1 − geodesic that we use it to obtain the latter via the shooting method. Thus, starting from each H 0 q1 =H (m) , we can find a sequence of geodesic solutions {H 0 q k } by consecutively applying the shooting method. Notice that this reasoning holds under the assumption that the geodesic solutions (H q (t), U q (t)) vary smoothly with respect to q. In fact, so long as this is true, there is an even better method for obtaining H 0 q for all q that avoids the shooting method. According to the geodesic deformation technique [33] , used previously by Dowling and Nielsen [34] to study the geodesic equation, when the metric is smoothly varied, the geodesic between the two end points is smoothly perturbed in such a way that H 0 q satisfies the differential equation
where D is a functional of U (t), H(t) whose form we give in the supplemental material. Coupled with Eqs. (1) and (5), the above differential equation can be solved to obtain H 0 q for q > q 1 . However, it is possible that a solution of Eq. (8) is not defined on the entire domain of q, which happens if D(U q (t), H q (t)) is undefined at some value q = q 2 > q 1 . In this case Eq.(8) can be used to find H 0 q only up to q = q 2 . If, on the other hand, the solution of (8) can keep extending from q 1 to q → ∞, then we can compute H 0 q for any value q > q 1 by integrating Eq.(8). As mentioned above, there are many H 0 q1 that can be used to find solutions for q → ∞ (β q k (t) → 0), and it can be shown from Eq. (8) that qβ q k (t) also converges, and hence the geodesic curve converges to the brachistochrone curve. In practice, there is a much more efficient method: once we obtain a q-geodesic for sufficiently large q, this provides a sufficiently good guess for the brachistochrone equation that it can be efficiently solved with the shooting method.
We can now summarize our method for solving the brachistochrone equation:
Step 1: Put all of the solutions ofH = −i log(U tg ) into the sequence {H (m) }, m = 1, 2, · · · .
Step 2: For each m: using H 0 q=1 =H (m) as the initial condition, solve Eq. (8), together with Eqs. (1) and (5), to obtain the family of geodesic solutions {H (m) q (t), U (m) q (t)} connecting I and U tg , parametrized by q and indexed by m.
Step 3: For each m: (i) if in Step 2 we are able to solve Eq. (8) up to a value of q for which the q-geodesic U A special case:
q /dq| q=1 vanishes, and we cannot obtain H 0 q>1 from H 0 1 using Eq. (8) . Nevertheless, for q = 1 but near to 1, the shooting method with a random initial guess is still effective at solving for H q (t) in Eq. (5) . From there we can obtain the geodesics for larger values of q by integrating Eq. (8) .
At first sight, the above method may seem inefficient because there are an infinite number of geodesic families, one for each m. In practice we do not need to calculate the q-geodesics for every m to find one or more globally time-optimal protocols. Simulation results suggest that i) within each geodesic family m that can extend to q → ∞ the protocol time is monotonically increasing with q, and ii) the ordering of the protocol times with m is independent of q. Thus, if we have a rough estimate T * of the minimum protocol time, it is sufficient to consider the initial solutionsH (m) with T (m) < T * . As discussed in the introduction, there are simple methods that can be used to find rough estimates of the global minimum time, and thus provide a T * . In principle, the Hamilton-Jacobi-Bellman equation [35] could also be used to determine which brachistochrone solution, obtained numerically, corresponds to the global minimum time.
Examples -To demonstrate our method, we consider the following two-qubit model
where σ (l) m , m = x, y, z, l = 1, 2 are the Pauli operators for the l th qubit. We assume that we can vary the six parameters {ω 
, that implement the minimal-time CNOT gate (solid curves) for a given 2-qubit interaction, along with the seven functions α k (t) for the approximate protocol which is a crucial step in obtaining it (dashed curves). Two pairs of control functions are identical, so only five distinct curves appear in the plot. The approximate protocol is a geodesic for a metric with q = 100 (see text).
accessible and forbidden spaces for this model are thus
m } and B = M/A, respectively. As our first example, we choose the target unitary, U tg , to be a randomly selected 2-qubit operator in SU(4). We give the explicit expression for U tg in the supplemental material. We first attempt to use the shooting method to directly solve Eq.(4). We have tried one hundred different randomly chosen initial guesses, and find that every try fails. We then apply the new method presented above. We initially fix T = 1. For q = 1, solving H 0 q=1 = −i log(U tg ) gives a sequence of solutions {H (m) } with norms in a nondecreasing order. For eachH (m) , we integrate Eq.(8) to get the geodesic solution for sufficiently large q. ForH (1) andH (2) , we find Eq. (8) cannot be integrated for sufficiently high q, and hence they have to be abandoned. For H 0 q=1 =H (3) , Eq.(8) can be integrated from q = 1 to q = 100, with geodesic solution denoted as H q (t), satisfying ||P B (H q=1 )||/||H q=1 || = 0.42, and ||P B (H q=100 )||/||H q=100 || = 0.03. Denote the components of H q (t) as (α q j (t), β q k (t)). Due to the brachistochrone-geodesic connection, the geodesic curve H q=100 (t) provides a good approximated solution for Eq.(4): (µ j , λ k ) ≡ (α q j , qβ q k ), with fidelity 0.9916, indicating that it is close to a true brachistochrone. We then use this approximated solution to seed the shooting method to solve Eq.(4). This attempt succeeds, resulting in a minimum-time protocol H(t) = P A (H(t)) with infidelity ε ≡ 1 − F < 10 −10 and ||H|| = 6.69, so that after rescaling we obtain a protocol time of T = 6.69/E. On the other hand, a weighted-sum optimization gives an upper bound T * = 6.8/E. Repeating the above procedure for larger values of m, with ||H (m) || < 6.8, we can numerically find other brachistochrone solutions. All those that we have calculated give T (m) > 6.69/E. As regards the run-time, solving Eq.(8) from q = 1 to q = 100 took approximately 130 minutes on our machine, and solving Eq.(4) via the shooting method using H q=100 took about 2 minutes.
As our second example we find a time-optimal implementation of the CNOT gate [36] . To do so we first add a global phase of π/4 to the standard CNOT, so that U tg = e iπ/4 U CNOT is in SU(4). Since [P A (H 0 q=1 ), P B (H 0 q=1 )] = 0, this problem is an example of the special case noted above. We must therefore solve the geodesic equation for a value of q > 1 using the shooting method. Here, at q = 5, we solve Eq.(5) and obtain the geodesic solution H q=5 (t). We then integrate Eq.(8) from q = 5 to q = 100, obtaining H q=100 (t) with a fidelity of 0.9978. The third and final step then gives us a brachistochrone solution H(t) with infidelity ε < 10 −10 and protocol time T = 5.75/E. We plot the 7 components (µ j (t)) of the brachistochrone H(t) in Fig. 1 , along with the seven components (α j (t)) of the geodesic solution H q=100 (t) for comparison. We see that when q is sufficiently large, the geodesic solution is close to the brachistochrone solution.
Supplement of "Quantum brachistochrone curves as geodesics: obtaining accurate control protocols for time-optimal quantum gates" In this supplemental material, we present a detailed proof of the brachistochrone-geodesic connection, and give two examples based on a two-qubit model demonstrating how to apply the proposed algorithm to find accurate time-optimal control protocols.
Shortest time vs shortest distance
Let (H(t), U (t)) be a control protocol satisfying constraints (i) and (ii), such that P A (H(t)) = H(t), ||H(t)|| ≤ E and U (t) = T e −i t 0 H(t)dt with U (0) = I, U (T ) = U tg , and T as the time-ordering operator. Define a new time parameter s, which is a monotonic function of the old time variable t:
Since s is a monotonic function of t, H(t) can be expressed a function of s: H(s) = H(t(s)). We can define new HamiltonianH as a function of s:H(s) ≡
EH(t(s))
||H(t(s))|| satisfying ||H|| = E and
with U (s = 0) = U 0 and U (s = s(T )) = U tg . Notice thatH also satisfies constraints (i) and (ii). Moreover,
Hence, a time-optimal solution (H(t), U (t)) must satisfy ||H(t)|| ≡ E.
On the other hand, under the right-invariant norm induced by the Hilbert-Schmidt norm, the length of the curve
Therefore, the shortest-time solution must also be the shortest-distance solution connecting I and U tg .
Euler-Lagrange equation on SU(N )
Next we show that both the brachistochrone equation and the geodesic equation can be obtained as Euler-Lagrange equations on the differential manifold SU(N ), through the variation of some action S = γ Ldt.
The Euler-Lagrange equation is essential in variational calculus. In general, given a manifold M , the Lagrangian L is a function defined on the tangent bundle T M . Denoting the local coordinates near a point p ∈ M as X m (p), and the basis of the tangent space at p as ∂
Accordingly, along a curve γ(t) = X m (t), L can be written as a function of (X m (t),Ẋ m (t)). The action functional S[γ] = γ dt L(t) is minimized along the curve γ such that the Euler-Lagrange equations are satisfied:
In the following, we will consider M = SU(N ). We consider a special type of Lagrangian that only depends on H(t) = −iU (t)U (t) at every point of a curve U = U (t). This peculiar dependence ensures that the action S is invariant under the right-translation of the curve, which considerably simplifies the equation of motion. A local region near any point U on SU(N ) can be parametrized by some coordinates X m , and the curve U (t) within that region can be represented by X m (t). Specifically, we parametrize SU(N ) as U = e −iX where X is a Hermitian matrix X = m X m C m , where {−iC m } = {−iA j , −iB k } is a basis of su(n), orthonormal with respect to the Hilbert-Schmidt scalar product. For a curve U (t) = e −iX(t) we have:
This formula can be reexpressed upon introducing H(t) = iU (t)U † (t),
Under right translations, U = e −iX → U V = e −iX , so X andẊ are changed as X → X ,Ẋ →Ẋ = dX dXẊ , but H remains invariant,U V (U V ) † =U V . In fact, H = m H m σ m can be regarded as a right-invariant representation of the tangent vector.
The relation between H, X,Ẋ can be expressed as H = φ(X,Ẋ) and can be computed as follows. Up to corrections of order O(∆t 2 ) we have:
Upon using the logarithmic form of the BCH formula,
where ad A = [A, ·] and after simple algebra we can get:
Suppose now that the Lagrangian depends on X andẊ only though the combination φ(X,Ẋ). Then the Lagrangian is invariant under right translations. As a particular case one may have a right-invariant metric, L(X,Ẋ) = g(H, H) = g(φ(X,Ẋ), φ(X,Ẋ)) where g is a metric on su(n). The right-invariance of the Lagrangian has important consequences as for the equations of motion. We have indeed:
Now, because of the right invariance of H we have
Upon translating by e iX0(t) we can thus evaluate ∂H/∂X, ∂H/∂Ẋ at the intentity I corresponding to X 0 = 0. For X in the vicinity of the origin, we have:
whence we can derive the relations between H and X :
Upon expanding the latter equation in the Pauli basis,
where c mnr are the structure constants of the group (for SU(N ) they are completely antisymmetric). The terms in the Euler-Lagrange equations become:
Hence, the Euler-Lagrange equations at X(t) become (taking into account
Upon introducing F m ≡ ∂L ∂H m , and using c mnr = −c nmr , we get:
As the first example, let's derive the brachistochrone equation under constraints (i) and (ii). The admissible Hamiltonian H(t) is within the subspace A satisfying ||H|| = E, with M = A ⊕ B. The action functional for total time under the constraints can be chosen as:
where {λ 0 , λ j } are Lagrange multipliers, and {B k } is the basis of B. (14) gives:
Multiplying by H and taking the trace of the two sides, we findλE 2 + λ Tr(ḢH) = 0. From Tr(H 2 ) = E 2 , we have Tr(ḢH) = 0, and hence we haveλ = 0 or λ being a constant. We can rescale λ j such that λ 0 can be chosen to be 1, and then the above equation becoms:Ḣ
which is the quantum brachistochrone equation originally derived in [23] .
As the second example, we discuss the geodesic equation for the q-metric as defined in the main paper. Under the q-metric, the length of a curve U (t) can be written as: (14) becomes:
where the index q indicates that the extremal solution (U q (t), H q (t)) is under the given q-metric. This is the geodesic equation, which is equivalent to the Euler-Arnold equation originally derived in [31] . For different values of q, the geodesic solutions are different, but we can smoothly vary a geodesic curve over different values of q. This is commonly known as geodesic variation or deformation technique, and will be discussed in the following.
Brachistochrone-geodesic connection
Under constraints (i) and (ii), we assume H(t) has a decomposition H(t) = j µ j (t)A j , where {A j } forms a basis for the physical accessible subspace A and {B j } is the basis for the forbidden subspace B.
For the brachistochrone equation (15), multiplying by A j and B k respectively on both sides and tracing, we get the component form of the brachistochrone equation:
Under the q-metric, let the geodesic solution be H q (t) = j α q j (t)A j + k β q j (t)B k , Analogously, multiplying by A j and B k respectively on both sides of Eq.(5) and tracing, we get the component form of the geodesic equation:
For different values of q, there are different geodesic solutions (α Consider the first term in (18) . It can be rewritten as
whose first term can be rewritten as In the limit, q → ∞, under the assumption that β q m = O(1/q) , this term converges to 0. Hence, under (A1), in the limit q → ∞ the first term of (18) converges to zero and (18) is reduced to:
Next, consider the first term in equation (19) . It can be rewritten as
The first term can be rewritten as
By antisymmetry, j l α In the limit, q → ∞, under the assumption that β q m = O(1/q) , this term converges to 0. Hence, under (A1), in the limit q → ∞ the first term of (19) converges to zero and (19) is reduced to:
To
which have the same form of the brachistochrone equations (17) 
Geodesic deformation technique
The following derivation was originally given in [34] . For a given value q, let U q (t) and H q (t) satisfy the geodesic equation that connects I and U tg . We aim to express the geodesic U q+dq (t) and H q+dq (t) for the value q + dq, based on U q (t) and H q (t). Let us assume there is a matrix function J(t) such that the relation between U q (t) and U q+dq (t) can be written as:
where J(0) = J(T ) = 0 so that U q+dq (t) also connects I and U tg . From this relation and the Schrodinger equation,
we haveU
Hence, we have
and taking the limit dq → 0 we obtain
where for simplicity we have defined a new operator
dq . Notice that from the definition, both J(t) and K(t) are also functions of q, but for simplicity we will omit these lower indices in the following. Moreover, defining a superoperator
q , we can rewrite the geodesic equation (16) 
where H q (t) is the Hamiltonian of the geodesic curve U q (t), under the given q-metric. Plugging it into (22), we finḋ
is an inhomogeneous term which is not a function of K. Thus we have derived a first-order ODE for K(t), which is essentially a second order ODE for J(t). We can express the solution K(t) using a notation borrowed from dynamical systems. Since the above equation is a first-order linear equation for K(t), we can define a linear operator
is the solution of the homogenous part of the above ODE. Then the solution of the entire equation including the inhomogeneous part
can be written as:
Next we substitute the expression of K(t) into the integration form ofJ(t) = U † q (t)K(t)U q (t):
and we get:
where we have used the condition J(T ) = J(0) = 0. Let us define a linear operator J T , acting on K(0):
If J T has an inverse, then we can express K(0) as:
Moreover, we can further simplify the expression of the above right hand side. For q = 1, the geodesic solution becomes a constant, H q=1 (t) = H q=1 (0), and F q=1 and K t are the identity operator; for q > 1, we have the identity:
). Finally, together with the fact thatJ(0) = K(0) = dHq(0) dq , we obtain Eq.(8) as:
Numerical examples
As illustrated in the main paper, we consider a two-qubit model with the following Hamiltonian, bounded by energy E: 
m } and B = M/A, with dim A = 7 and dim B = 8. Let {A j , B k } be the orthonormal basis for M = A ⊕ B. From controllability results, it can be shown that H(t) ∈ A is sufficient to generate arbitrary unitary gate in SU(4). Instead of directly solving the brachistochrone equation, which is extremely difficult, we will first solve the corresponding geodesic equation. So we relax the condition H ∈ A and assume H(t) can be chosen from the entire space. Under the q-metric, we look for the geodesic solution H q (t) = (α q j (t), β q k (t)) for sufficiently large q, which then provides a good approximated solution for the corresponding brachistochrone equation. Then solving the brachistochrone equation becomes efficient. We randomly choose a generic U tg ∈ SU(N ), which is in the following form: For a fixed total time T = 1, we can find the geodesic solution for q = 1, through solving H 0 q=1 = −i log(U tg ). We get a sequence of solutions {H (m) } with their norms in a nondecreasing order. The first four solutions of {H (m) } are listed in Table I .
Next, for eachH (m) , we apply geodesic deformation technique to solving Eq.(23) and find the geodesic solution H q (t) for q > 1. ForH (1) andH (2) , we find that Eq. (23) can only be integrated to a finite value q, and hence we have to abandon these two branches.
ForH (3) andH ( Table II . The fidelity of a geodesic solution H q (t) is defined as the final gate fidelity under the Hamiltonian control (17), with a final gate fidelity 0.9916. This approximated solution can then be used to seed the shooting method to solve Eq.(17), giving a final gate infidelity as small as we like. For example, the brachistochrone solution H(t) as shown in Table II has an infidelity less than 10 −10 , and ||H(t)|| = 6.69 for T = 1. Hence, after rescaling we obtain an optimal protocol time T = 6.69/E.
Starting from H (4) , we can find a brachistochrone solution with ||H(t)|| = 7.49 for T = 1, with the optimal protocol time 7.49/E after rescaling. On the other hand, using weighted-sum optimization we find a rough upper bound T * = 6.8/E for global optimal time. Repeating the above procedure for other larger values of m, with ||H (m) || < 6.8, we find other brachistochrone solutions, but all with T m > 6.8, implying that T = 6.69/E is very likely to be the global minimum time. Let's consider the target gate to be the CNOT gate:
where the global phase is added such that U tg ∈ SU(2).We fix the total time T = 1. At q = 1, we have H 0 q=1 = i log(U tg ), which gives [P A (H 0 q=1 ), P B (H 0 q=1 )] = 0. This is the special case we mentioned in the main paper, and in order to solve Eq.(23) we need to find H 0 q at a value q > 1. For example, at q = 5, shooting method is still efficient to give a sequence of solutions {H Table III . H 0 q=100 corresponds to a final gate fidelity of 0.9978, and the approximated brachistochrone solution gives fidelity of 0.9974. From there, we can seed the shooting method to find the accurate brachistochrone solution, with an optimal protocol time 5.75/E. On the other hand, from weighted-sum optimization, we get an upper bound of the global minimum time, T * = 5.8/E, which will help identify the global time-optimal solution from numerics through comparison. 
