A fast algorithm has been developed for solving a class of least squares Problems arising in adaptive Signal processing. The algorithm is based on the Powell and Zangwill direction set method for unconstrained minimization Problems and is designed so as to fully take advantage of the special structure of the adaptive least squares (ALS) problems. It is a fast algorithm because it requires only O(N) multiplications for each System update where N is the dimension of the Problem. The algorithm has been implemented and applied to applications in Signal processing. Computer Simulation results have shown that the algorithm is stable and converges fast often with a rate which is comparable to that of the known CG and RLS algorithm. The convergence behavior of the algorithm is studied in detail in this Paper. The algorithm is shown to converge linearly for adaptive least squares Problems in general and its rate of convergence tan be faster than linear for some applications. A computational procedure is also designed to generate a set of near conjugate directions as initial directions to accelerate the convergence. 0 1998 Elsevier Science Inc. All rights reserved.
Introduction
The adaptive least squares (ALS) Problems of the form given below are arising in Signal processing [13] . At the nth state, where ai E [WN, s, E [w, and 0 < 1:"' < 1. Vectors ai's are formed by input Signals uk and desired output Signals sk at the kth state for all k < n. For example, ai's are formed by input Signals only for FIR filters, by input and output Signals for IIR filters, and by input and output Signals and Cross terms uisj for bilinear filters. Vector x is an estimate of the Solution and is updated by minimizing the objective function Jn(x). Choices of AP) are Problem dependent and some of commonly used ones are listed below.
Cuse 1: 1:"' = 1_'-', where 0 < A < 1. The objective function is defined by the sum of exponentially weighted least squares and the constant A. is called the exponential weighting factor or the forgetting factor.
Case 11: Ai"' = Ac') = l/n. The objective function is defined as the average of the total sum of the error squares.
The LMS algorithm is a widely used adaptive filtering algorithm because of its simplicity in implementation and its O(N) computational complexity. However, it is known that the convergence of the LMS algorithm is very slow. The RLS algorithm, on the other hand, converges significantly faster over the LMS algorithm, but is computationally intensive and requires O(N*) multiplications to compute each System update. Fast RLS algorithms are designed to reduce the computational complexity of the RLS algorithm to O(N) with different ways to approximate the gain vector. Detailed derivations and analysis of some of these algorithms tan be found in [S, 14,15,19,20] . As pointed out in [13] , some of the fast RLS algorithms have a tendency to become numerically unstable. The conjugate gradient (CG) algorithm with a block of M pairs of input and desired output Signals for linear and nonlinear filters is studied in [2, 3] . It requires O(MN) multiplications for each System update and is more efficient than the RLS algorithm even when M = N because of its fast convergence rate which leads to the fact that the Overall computational complexity is much less. The preconditioned CG (PCG) algorithms with FFT-based preconditioners and Strang-type preconditioners for Toeplitz matrices are recently introduced in [7] [8] [9] [10] 16, 17] and these algorithms require only O(N log N) multiplications for each System update for ALS Problems with a Toeplitz or a near Toeplitz structure. In this Paper, we present an algorithm for solving ALS Problems in Eq. (1) with O(N) computational complexity. Computer simulations have shown that the algorithm is stable and converges as fast as the CG algorithm and RLS algorithm for many applications. The convergence behavior and the rate of convergence of the algorithm are studied in detail in this Paper.
The Paper is organized as follows. The special structure and adaptive properties of the objective functions in Eq. (1) are discussed in Section 2. In Section 3, the Powell and Zangwill direction set method is reviewed and then a direction set based algorithm for solving ALS Problems Eq. (1) is introduced. The computational complexity of the developed algorithm is discussed in detail. The implementation of the algorithm and applications in adaptive Signal processing are given in Section 4. In Section 5, the convergence analysis of the algorithm is given first and then a computational procedure designed to actelerate the convergence is discussed.
Structures and properties of ALS Problems
Let Jo(x) = xTQox -uCTBO + c. where Q. = Ao&, BO = Aobo and eo = bibo for given Ao and bo. Let XGP (2) Note that this Problem is very much like a regular least squares Problem except that the objective function is changing from one state to the next. Note also that the following properties (Pl)-(P4) hold for J,, in Eq. (2). Direction set (DS) methods are originally designed for solving unconstrained minimization Problems of the form: min,,,N f(x), without calculating the first partial derivatives offfor the cases where the derivatives either do not have the analytic forms or are very expensive to evaluate. Having a set of N linearly independent directions d(') E RN and an initial estimate X(O) E RN to the solution, a DS method searches along each direction with a line search in a cyclical manner: ZG(~) = x@') + a(')d('), where t@ is Chosen so that the objective function is minimized along the direction d(j) , i.e., f(x('-') + IX(')&')) = minEER f(x"-') + ad(')). B e ore f the next searching cycle, directions may be modified towards conjugate directions [18, 23] with respect to the Hessian of f or towards eigenvectors [l] of the Hessian of f; or directions remain the same [21] , and a new starting estimate is Chosen.
Procedures of modifying the directions in these DS methods are very simple: one direction may be replaced by (~0' -x~')/]]$' -~0) 11 as given in [18, 23] ; or as given in [l] two directions d(J') and d(q) where 1 <p, q < N and p # q may be replaced by linear combinations of d@) and d(q). One common feature of these modifications is that the replaced direction depends on either two past estimates, or two directions from the previous searching cycle. Recall that ALS Problems have the rank-one Change property. Consider that one error Square is added to the objective function for ever 4r searching cycle. Let xr', . . xcN) be estimates of the Solution and dl", . . . , dkN) be directions at the kth searkching cycle. As explained in Remark (2. l), if vectors Qkx(') and Qkdf) are saved at the "ti> kth searching cycle, then the computation of Qk+ldk+l and Qk+i~iil tan be done in O(N) multiplications at the next searching cycle.
Powell's method [18] updates directions by letting dfll = dy') for where ak+') is Chosen so that w+') The newly obtained direction ). d@+') is conjugate to the directions dk'+'), . . . k , dr' with respect to the Hessian if xk' is the minimum along the directions dr'), . . , dkN'. For a quadratic convex Problem, if an initial direction is replaced by the conjugate direction at every searching cycle, then the Solution X* is found in at most N -1 searching cycles. A detailed analysis of this method is given in [12, 18] .
The finite termination property holds with the assumption that directions at each searching cycle are linearly independent. However, this assumption may not hold for some convex quadratic Problems [23] . A checking procedure is added by Zangwill to the algorithm to determine at each searching cycle which direction should be replaced by the new direction or no direction should be replaced in Order to maintain a set of linearly independent directions. With this checking procedure, the algorithm guarantees that det ([dkl', . . . , dp']) = E for any given E > 0. The Powell and Zangwill DS algorithm for solving min XeW~f(~) [18, 23] is stated in the following. Otherwise, (1) let dk+, = df) for i = 1,. . . ,N;
(2) Set dk+l = C?k.
The DS based algorithm for ALS Problems
When the Powell and Zangwill DS algorithm is applied to solve an ALS Problem given in Eq. (l), it tan be further simplified by the special structure and the properties of the objective function as follows:
?? Since the objective function in Eq. (1) at each searching cycle is quadratic, the minimization Problem: minccEw Jk(xf-') + ad:)) tan be solved exactly and the stepsizes are
,"-,N+l'
?? With saved vectors vk' = Qk$' and wk' = Qkdf), 
The DS based algorithm for solving ALS Problems:
Let linearly independent and normalized directions di", . . . , dr', an initial estimate xo, scalars E where 0 < E < 1 and r > 0 for stopping criterion be given. Set ?io = 1 and xt' = xo. Compute vr' = Q,'xr' and w(i) = Qodf) for i = 1, . . , N. For k = 0, 1, . . ., estimates x!), . . ., _xr+') are computed as follows.
(1) For 1 <i < N, compute (1) if k 2 1, then
(4) @ = vk-') + crt'w;', (II)Fori=N+l,let/?,=Ilx~)--$' 11. If Pk < z, then the algorithm terminates. Otherwise, set implicitly diN+l) = (xk' -xp')/pk and wr+') = (vk' -$')/bk.
(1) If @kXk @? -Bkll < z, then the algorithm terminates; otherwise
(ii) let dt+, = df' for i # s and djj, = df+').
k Otherwise, (i) set &+i = 6,; (ii) let diti = dj" fori= l,...,N; (iii) sets=O.
Computational complexity of the algorithm
The number of multiplications required by each of the computational Steps in (1) and (11) is given in Table 1 . Some remarks on the computational complexity of the algorithm are given below.
Remark 3.1. Vectors dr+') and wY+~) P) in (11) do not need to be computed explicitly but are replaced by vectors xk -xk"' and uk' -UL), and scalar ßk in computation.
Remark 3.2. N + 1 estimates xf' i = 1,. . , N + 1 are computed at the kth searching cycle. Esch of the first N estimates xi' for i = 1, . . , N is generated by the computational Steps given in (1) with 7N + 1 multiplications and the estimate xp+') is generated by the computational Steps given in (11) with 9N + 4 multiplications. Between every two incoming data pairs, one estimate is computed either by the computational Steps given in (1) or in (11) depending on if 1 < i 6 N or i = N + 1. The computational complexity of the algorithm is determined by the maximum computational complexity of the computational Steps in (1) and in (11) and is therefore 9N + 4. For comparison purposes, the numbers of multiplications for the RLS algorithm, the CG based algorithm [3] with a block of M data pairs, the stabilized FTF algorithm given in [20] , and the fast RLS algorithm given in [19] are listed in Table 2 . Table 1 M.
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Number of multiplications for the DS based method
(1) (xt', 1 <i<N) (11) (Xy+")
Step Number of multiplications
nixt'search Cycle, dks is reklaced by df
For the ")'if &+r > E for a given e; otherwise, the direction set remains the Same. The number of multiplications required in (II)- (5) is only two and is not counted in Table 1. Remark 3.4. Assuming N is an even number, the number of updates in each searching cycle tan be reduced from N + 1 to N/2 + 1 without increasing the Order of computational complexity. Let x!' = xk
..,N/2 where ak'-') and ar' are Chosen so that
Values OZ~-~ and:p') + av)dy)) = min a,,21E&&-1) + qdk2") + a2dy)).
tan be calculated explicitly because Jk is quadratic. Since two directions are considered together at each Step, the obtained estimate is better than the estimate generated by considering only one direction at a time. The algorithm converges about twice faster because the number of estimates in each searching cycle is reduced from N + 1 to N/2 + 1. However, the number of multiplications for computing each x!$ where i = 1, . . . , N/2 increases to 15N + 7 which is much higher than the one for computing xkCN")+'). This Table 2 Computational tost comparisons of other algorithms Table 2 .
Implementation and applications
The DS based algorithm has been implemented in MatLab and applied to solve ALS Problems in System identification, noise cancellation, adaptive equalization and spectral estimation. Computer Simulation results are reported in [4, 11] and have shown that the DS based algorithm for ALS Problems is stable and converges often with a rate which is comparable to those of the CG algorithm with a block of N data pairs and the RLS algorithm.
In all Computer simulations, the zero vector is used as the initial estimate xo, coordinate vectors are Chosen as initial directions and Ao is Chosen such that (0) _ rank(Ao) = N. Note that since ao -Qoxo (') = [0 . . , OIT and [wt), . . . , wr)] = Qo, no extra tost is required in computation in the initialization Step. One pair out of every N + 1 or N/2 + 1 pairs of data is added to the objective function. But for each oncoming input and desired output Signals, a new estimate is calculated and is used to compute the instantaneous error. We also test the algorithm for the same applications with using all data pairs instead of one out of N + 1 or N/2 + 1 data pairs and results have shown that the rate of convergence is not affected by this implementation procedure.
It is known that the DS algorithm converges slowly when the number of unknowns is large. The following is an application in System identification with N = 29 which is much larger than the dimensions of the Problems reported in [4,111.
Example 4.1. Consider the bilinear System of Order 5:
where v(n) and u(n) are the output and the input of the System respectively. Coefficients ci, bij and ai are given in Table 3 . A Zero-mean white normally distributed sequence with variance 0.05 is generated for input and a white Gaussian sequence is then added to generate the desired output Signals. The DS based algorithm with fixed double coordinate directions and A. = 1 is used to identify this bilinear System and it reaches a steady state error of 10-* in about 1500 iterations as shown in Fig. l(a) . As reported in [3] , to resch the same steady state error, the RLS required about 300 iterations and the CG with a block of N data pairs required about 100 iterations. By comparing the numbers of iterations, it seems that the DS based algorithm is far slower than the CG based algorithm and the RLS algorithm. However, the DS based algorithm uses 282,000 multiplications to well identify the System while the CG based algorithm requires 359,000 multiplications and the RLS algorithm requires 1,044,OOO multiplications. So, by comparing Overall performances of these algorithms, the DS based algorithm is still computationally more efficient.
Convergence analysis and acceleration

Convergence analysis
Let Ao be Chosen such that rank(&) = N. Then rank&) = N and Qk are symmetric and positive definite Vk. Since (d$TQkd~' > 0 for all k and i= l,..., N+l, t$ are well defined for all k and i=l,...,N+l, and therefore the algorithm is well defined. Since
forallkandi=l,...,N+l, directions di", . . . , @+') are non-ascent. At least one of the directions is descent at each searching cycle. This is explained in Lemma 1 given below. Assume that the Solution x* of a given ALS Problem in Eq. (1) exists, i.e., A&x* -Akbk = 0, for all k 2 0. The following lemma Shows that the algorithm terminates as the sequence of estimates converges to the Solution. For applications in adaptive Signal processing, the algorithm does not termitrate because of noises that are added to input and desired output Signals, but reaches a steady state error z, i.e., such that 11~:) -x* 11 there exists a large positive integer K xzforallk>Kandi=O,l,..., N. Since the objective function of an ALS Problem in Eq. (2) changes from one state to the next, the Hessian is changing; the conjugacy cannot be maintained among directions; and the DS based algorithm no longer has the finite termination property in general as the Powell and Zangwill DS method has. The following three results show that the DS based algorithm converges asymptotically and linearly to the Solution for ALS Problems.
Let n,(Z) be denoted as the ith eigenvalue of matrix 2 where ;11 (2) 
Then from Eqs. (4) and (6) Since lim k+mE(Qk) = R, there exists a large positive integer K3 such that Qk z R for k 2 K3. Hence, for k 2 K3,
Again, with a similar derivation as given in Eq. (7), the inequality (5) is shown to be true when 1!") = l/n. Let K = max{ki , KZ, K3). Then for k 2 K inequality (5) This choice for each df) increases the computational complexity of the algorithm to 0(N2) and therefore is not in general an acceptable Option for accelerating the rate of convergence.
The proof of the asymptotic convergence of the DS based algorithm given in Theorem 2 is based on the facts that Qkil z Qk and (mk/Mk) = (Al/&) for large k. The following theorem gives a relation between the error bounds of the starting estimates at two consecutive searching cycles. ) + l+Q2)E2. El j=O Remark 5.3. Theorem 3 shows that even if the matrix Qk has a small Change from one searching cycle to the next one, the error of the starting estimate for the next searching cycle is expected to be small if the starting estimate at the current searching cycle is relatively close to the Solution and the System is relatively consistent with incoming data pairs for estimates to be near the Solution.
Acceleration
Let Dk= [df',... [wo'), . . . One of the ways to choose a set of conjugate directions with respect to Q0 is letting 00 = Aö' because DiQoDo = Z. The computation of Aö' tan be very expensive for large N. However, this promotes the idea to choose a set of near conjugate directions such that 0: x Aö'. When Ao is a Toeplitz matrix, the optimal circulant preconditioning techniques given in [6, 22] Ao~& are minimized over all circulant matrices.
Another way to generate a set of N conjugate directions di", . . . ,do) is to carry N CG Steps with &(x). Then use these N conjugate directions as the initial directions and the last estimate xr' as initial estimate for the DS based algorithm. The computational complexity is O(N*) for each CG iteration. However, since this is done only once at the initialization Step, the Overall Performance of the algorithm tan be computationally more efficient.
A computational procedure is designed to generate a set of near conjugate directions with respect to Q0 by using Chan's optimal circulant matrix, Tyrtyshnikov's optimal circulant matrix, or the CG algorithm. The DS based algorithm with this procedure is applied to the following two applications in System identification. The instantaneous errors are plotted in Fig. 2(a)-(d) , respectively. A steady state error of 10e5 is reached with choices of DO in (a), (b) and (d). As expected, the DS based algorithm performs very well with a set of conjugate directions generated by the CG algorithm and it converges to the steady state error in about 50 iterations which is only 1/6 of the total iterations required when DO = Z. The DS based algorithm with a set of near conjugate directions using Tyrtyshnikov's optimal circulant matrix converges to the steady state error in about 200 iterations which is 100 iterations less than the case where DO = Z. For this example, the DS based algorithm with the set of near conjugate directions formed using Chan's optimal circulant matrix does not perform well and it does not converge as fast as the case where DO = 1. An explanation will be given in Remark 5.4.
Example 5.2. Consider the bilinear System of Order 5 (N = 29) given in Example 4.1. Since Ao is not a Toeplitz, a set of conjugate directions is generated by carrying 29 CG iterations. Instantaneous errors are plotted in Fig. l(b) . The algorithm converges to the steady state error of 10P8 in about 500 iterations, which about 3 times faster than the case where DO = Z.
Remark 5.4. Choosing a set of near conjugate directions as initial directions tan also be viewed as a way of choosing a preconditioner C such that the preconditioned matrix CTQ,& has a much smaller condition number (Mk/mk). When Chan's and Tyrtyshnikov's o timal circulant matrices are used to form a set of initial directions, C = (Dr P )-= and C = (Dv))=, respectively. Consider Example 5.1 again. Let K(Z) be denoted as the condition number of Let k = 100. Compare the condition numbers of Qi00 and of the preconditioned matrices using Chan's and Tyrtyshnikov's optimal circulant matrices. Let Ci = (DOhan))-T and C2 = (DOyrtyshnlkov))T. In Table 4 , condition numbers of Qo, Qioo, CTQio&i and C~QiooC2 are listed for 20 independent sequences of input and desired output Signals. Observe that 34.7 < rc(Q,oo) < 52.5, 4.7 < ic(C;Q,,,&,) < 456.7, 2.8 < rc(C,TQi&) < 24.5.
Since K(C~Q~,&J < rc(Qioo) for all 20 independent experiments, preconditioning using Tyrtyshnikov's optimal circulant matrix is stable and efficient. This concurs with the Performance shown in Fig. 2(d) for Example 5.1. On the other hand, preconditioning using Chan's optimal circulant matrix does not always reduce the condition number and sometimes even increases the condition number. So, the effectiveness of preconditioning with Chan's optimal circulant matrix for the DS based algorithm is very much Problem dependent. The result shown in Fig. 2(c) for Example 5.1 illustrates this Observation.
