We disprove the 1980 conjecture of János Pach about the cover-decomposability of open convex sets by showing that the unit disc is not cover-decomposable. In fact, our proof easily generalizes to any set with a smooth boundary. We also show that (the suitable variant of) the conjecture holds for unbounded sets.
Theorem 1. The unit disc is not cover-decomposable.
It is quite surprising that the conjecture fails already for discs. This special case of the problem was also mentioned as an open problem in the November 2009 issue of the Communications of the ACM by Peter Winkler [18] , and he guessed (like everybody else as well) that it should be possible to decompose every 4-fold covering of the plane with unit discs into two coverings.
For the proof, see Section 1 and 2. As a consequence, we also obtain a construction for the respective claim in higher dimensions about unit balls, giving a simpler example than the one in [10] . Theorem 1 is also a strengthening of a theorem of [14] , where a non-2-colorable hypergraph is realized by discs (of various size).
Since unit discs can be approximated by (convex) polygons, we can also derive Corollary 2. For any m there is a convex n-gon C whose cover-decomposability constant is more than m, i.e., there is an m-fold covering of the plane with translates of C that cannot be decomposed into two coverings.
It is still open whether there is a universal bound for the cover-decomposability constant of all n-gons if n is fixed (already n = 4 is open).
In fact, all the results of Section 1 and 2 hold for any convex set with a smooth boundary.
Theorem 3. Convex sets with a smooth boundary are not cover-decomposable.
Moreover, the results are even true for any (open or closed) convex C that has two parallel tangents which both touch C in a point in whose neighborhood the boundary of C curves, e.g., for a triangle with two of its vertices "rounded off". Or if we cut a disc into a bigger and a smaller part by a line, then the construction works for the bigger part. However, we do not know the answer for the smaller part, or for a half disc.
Until now, apart from trivial cases, the conjecture has been proved only for polygons [17] . We extend this result by proving the natural extension of the conjecture for unbounded sets. Since any unbounded convex set contains an infinite ray, any covering of the whole plane is easy to decompose into two coverings. * This is why for such a set we study instead the covering of a finite point set and show Theorem 4. For any unbounded convex set, C, any 3-fold covering of any finite point set with the translates of C decomposes into two coverings.
For the proof see Section 3. Using Theorem 4 we can obtain statements like Corollary 5. Any 3-fold covering of any finite point set with the translates of the y > x 2 parabola decomposes into two coverings.
For a more detailed introduction to cover-decomposition, see [13] or [15] . Here we just mention one more result, that recently using the method of this paper Kovács has proved that for any polygon C with at least four sides, and any k > 0, there is a k-fold covering of the plane with homothetic copies of C that cannot be decomposed into two coverings [9] .
Throughout the paper the equivalent dual formulation is studied, i.e., points have to be colored such that translates of C contain both colors.
We define the distance of two discs, C and C ′ as the distance of their centers and denote it simply by d(C, C ′ ). We denote the boundary of a set C by bdC.
Covering a finite point set
In this section we provide a counterexample for the conjecture if instead of the whole plane, only a finite point set is being covered. In the dual, this means that we have to give, for every k, a finite point set, S, such that in any 2-coloring of S there is a unit disc that contains exactly k points of S and each of these have the same color. * Unless the underlying set is the whole plane or a whole line, in which case any k-fold covering trivially decomposes into k coverings.
The construction is the realization of the same hypergraph that was realized in [16] with the same induction argument, so in case the reader is familiar with that paper, it is enough to look at Figure 1 (c) to understand the whole proof that is explained in more detail in the rest of this section. First we describe the hypergraph H(k, l) which is constructed inductively. * The set of vertices of H(k, l), denoted by V (k, l), is defined inductively as V (k − 1, l) ∪ * V (k, l − 1)∪ * {p} if k and l are both bigger than 1 and as kl points if k or l equals 1. The set of edges of H(k, l) are given as the disjoint union of a k-uniform set, E R (k, l), and an l-uniform set, E B (k, l), which are defined as follows.
A simple inductive argument (see [16] ) gives Lemma 6. H(k, l) cannot be 2-colored, if we color its vertices with red and blue, then either there is an edge in E R (k, l) that contains only k red points, or there is an edge in E B (k, l) that contains only l blue points. Now our goal is to realize H(k, l) with unit discs, i.e., map V (k, l) into different points in the plane, S(k, l), such that for any e ∈ E R (k, l) ∪ E B (k, l) there is a unit disc that contains exactly the points that correspond to the elements of e. The dual of this construction for k = l will give an indecomposable, k-fold covering of a finite point set. The realization is also done by induction.
In the realization, for each edge we select (and fix) a realizing unit disc, and depending on the type of the realized edge, we partition these discs into two collections, C R (k, l) and C B (k, l). For any k and l, we will have for some small ε(k, l) > 0 that (omitting the parameters k and l whenever it leads to no confusion) d(C, C ′ ) < ε if C and C ′ both belong to C R or both belong to C B , while 2 − ε < d(C, C ′ ) < 2 if one is in C R , the other in C B . (This means that from "far", the two families look like two touching discs.) Moreover, also the points of S(k, l) will be no further from each other than ε. Informally, it is also maintained that the segments connecting the centers of discs from different collections are almost vertical and C R is "above" C B . It is easy to see that if k = 1 or l = 1, then we have such a collection of unit discs (see Figure 1(a) ).
In the induction step, we place p into the origin, (0, 0), place S(k − 1, l) nearby (−ε/3, −ε 2 /10) and S(k, l − 1) nearby (ε/3, ε 2 /10), where ε > 0 is to be determined (see Figure 1(c) ). A simple calculation shows that if ε is small enough but much bigger than ε(k − 1, l) and ε(k, l − 1), then this construction indeed realizes H and satisfies the properties that we required. We omit the details, just prove that for example if C ∈ C R (k − 1, l) and s ∈ S(k, l − 1), then s / ∈ C but p = (0, 0) ∈ C. The coordinates of the center of
On the other hand, the coordinates of s are ε/3 ± ε(k − 1, l), ε 2 /10 ± ε(k, l − 1) , thus the square of its distance from the center of C is
See Figure 2 for an illustration of a version of the construction, which have been modified to ease visibility. It gives 10 points such that in any two-coloring there is a unit disc that contains exactly three of the points and all of them have the same color. * Note that this hypergraph was not defined explicitly in [16] , only the geometric realization of it, but later it turned out that this hypergraph has other interesting properties (see [11] ). {5,7,0} {6,7,0} {8,9,0} Figure 2 : 10 points such that every two-coloring gives disc with 3 points of same color. Numbers next to discs indicate contained points. In the construction obtained by induction for H(2, 3), the point 0 would not be present.
Covering the whole plane
In this section we extend the covering of Section 1 to the whole plane, thus proving Theorem 1 and disproving Pach's conjecture. To do so, we prove that in our construction there is no unit disc C / ∈ C(k, l) that would be covered by ∪C(k, l). This implies that we can simply add all the points not in ∪C(k, l) to ensure that every unit disc contains many points, which, in the primal version, is equivalent to every point being covered many times. First we describe how to extend the construction for unit discs (or the translates of another centrally symmetric convex set C), then we discuss the general case to establish Theorem 3 (and the moreover part after it), as the arguments slightly differ.
Centrally symmetric C
We use the following simple observation.
Observation 7. If C 1 covers the bottommost point of C, then C covers the topmost point of C 1 .
Corollary 8.
If C is a finite collection of translates of C for which C / ∈ C but C is a minimal cover of C, then there is a C 1 , C 2 ∈ C such that C 2 covers the topmost point of C 1 .
This suggests to make the following definition.
Definition. If for all C i ∈ C the topmost point of C i is uncovered by other members of C, then we say that C is lacelike.
If we can show that our construction is lacelike, then because of Corollary 8 no other unit disc is covered by the discs of the construction, thus we have proved Theorem 1. If k or l equals 0, then C(k, l) consists of one disc, so it is indeed lacelike. From here it is enough to prove that if C(k − 1, l) and C(k, l − 1) are lacelike, then so is C(k, l). But this trivially follows from the induction (see Figure 1(c) ).
General C
Corollary 9. If C is a finite collection of translates of C for which C / ∈ C but C is a minimal cover of C, then there is a C 1 , C 2 ∈ C such that C 2 covers the topmost or the bottommost point of C 1 .
Proof. C must have a point that is covered by three translates from C, denote these by C 1 , C 2 , C 3 . Denote the topmost and bottommost point of C i by t i and b i , respectively. We define the right boundary of C i as its boundary going from t i to b i clockwise and the left boundary as the rest of its boundary. If C covers a t i or b i , we are done as another translate must also cover it, so only the left or only the right boundary of any C i is intersected by C. Without loss of generality, suppose that the right boundary of C 1 and C 2 are intersected by C. Their right boundaries must also intersect inside C, otherwise one of them would contain the other and C would not be minimal. But in this case one of them must contain the topmost or bottommost point of the other. This suggests to make the following definition.
Definition. If for all C i ∈ C the topmost and bottommost point of C i is uncovered by other members of C, then we say that C is chainlike.
It is again easy to see that our construction can be modified to become chainlike.
Unbounded convex sets
In this section we prove that for any unbounded convex set, C, any 3-fold covering of any finite point set with the translates of C decomposes into two coverings. This might follow already implicitly from the proof in [10] but our proof is certainly much simpler and clearer. However, our attempt to try proving it for m = 3 was motivated by the (incorrect) proposition of [10] .
The proof uses shift-chains, first introduced in [15] . Here, however, an even more restricted variant is introduced, which will help us prove Theorem 4.
Definition. For A ⊂ [n] denote by a i the i th smallest element of A.
For two equal sized sets, A, B ⊂ [n], we say that
is called a shift-chain if for any hyperedges, A, B ∈ H, we have A ≤ B or B ≤ A. (So a shift-chain has at most k(n − k) + 1 hyperedges.)
Moreover, we say that a shift-chain H is special if for any hyperedges, A ≤ B ∈ H, we have max(A \ B) < min(B \ A).
For any finite point set S, open convex set C ⊂ R 2 , k ∈ N and x ∈ R, define C(k; x) as the translate of C which (1) contains exactly k points of S, (2) C(k; x) is shifted from C by a vector whose x-coordinate is x, (3) C(k; x) has minimal y-coordinate among the translates that satisfy (1) and (2), if such a translate exists. Claim 4. G contains no cycles, i.e., it is a forest.
Proof. Suppose there is a cycle in G. Since the outdegree of every vertex in D is at most 1, this would also give a directed cycle in D. Denote its smallest vertex by a and the biggest by b. Because of Claim 2, ab / ∈ E and ba / ∈ E. But then for some a < y < b there is a ya ∈ E. Since there is a directed path from a to b, for some a < x < y < z ≤ b there is an xz ∈ E. But then a < x < y < z contradicts Claim 3. Now we give a two-coloring of H which will extend a proper two-coloring of G. First color each root (non-zero in-degree, zero out-degree) arbitrarily. Then for an x, if there is a bc ∈ E such that b ≤ x < c or c < x ≤ b, then select one such edge (as there might be more) and color x to the opposite of the color of c (same as b). If {w < x < y} ∈ H, then necessarily c = y if b ≤ x < c and c = w if c < x ≤ b, so the {w < x < y} triple will be two-colored. Finally, if there are uncolored vertices, color them in increasing order such that when x is colored, then if there is a triple {w < x < y} ∈ H then x gets the opposite color as w. (This is well defined, as there can be only one such triple, as the out-degree of x is zero.)
This finishes the proof of the lemma, as it follows that the middle vertex of any triple will have a different color from another vertex of the triple.
Open problems
What about a half disc, is it cover-decomposable? Note that Figure 2 is also realizable with half discs, so the cover-decomposability constant of half discs cannot be m = 3 as for unbounded convex sets, it has to be at least 4.
Is there an open, bounded set C which is cover-decomposable but for any k there is a k-fold covering of some finite point set with the translates of C that is indecomposable?
Are k-uniform special shift-chains Ω(k)-colorable such that every set is rainbow, i.e., contains all colors? For recent results about decomposition to multiple coverings, see [1, 2, 3, 4, 6, 7, 8] .
Are k-uniform shift-chains two-colorable if k is large? What about k = 4?
