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Abstract
Basic idea presented in Parts (I)∼(III) for the deformed boson scheme is applied to
the case of the su(2)- and su(1, 1)-algebras for describing many-body systems consisting
of four kinds of boson operators. A possible form of the coherent state given by the
present authors is generalized and the su(2)q- and the su(1, 1)q-algebras are obtained
in the form expressed in terms of four kinds of boson operators. As an illustrative
example of the application, the framework for describing thermal effects observed in
two-level shell model under the pairing correlation is proposed.
1 typeset using PTPTEX.sty <ver.1.0>
§1. Introduction
The present paper is a continuation of the last three papers (I), (II) and (III) for the
deformed boson scheme. 1) In Part (I), we focused our attention on a possible generalization of
the conventional boson coherent state for the trial function in the time-dependent variational
method. The scheme was formulated for the systems consisting of one kind of boson operator.
The comparison of Part (I) with the paper by Penson and Solomon 2) may be interesting.
Part (II) was devoted to presenting the deformed boson scheme for the systems consisting
of two kinds of boson operators. Through a certain procedure generalized from that in
(I), we obtained the deformation of the su(2)- and su(1, 1)-algebras given by Schwinger. 3)
Various forms of the q-deformed algebra were derived and, of course, one of the examples
is based on the most popular deformation which is characterized by the function [x]q =
(qx−q−x)/(q−q−1). Furthermore, we obtained a transparent understanding for the treatment
of a boson system interacting with an external harmonic oscillator in the framework of a
certain pure state in the statistical sense. 4) The idea of Ref.4) comes from the investigation on
the su(1, 1)-spin like behavior in the su(2)-spin system. 5) Part (III) was aimed at formulating
the q-deformation of the su(2, 1)-algebra in the case where the generators are expressed in
terms of the bilinear forms for three kinds of boson operators. 6) With the help of this work,
we were able to obtain a transparent understanding for the description of a boson system
interacting with an external harmonic oscillator in terms of statistically mixed state. 7) The
above works 4), 5), 6), 7) are summarized in Ref.8). In addition to the above three papers of
this series about the deformed boson scheme, we published three short notes 9), 10) on some
topics supplementing (I).
Under the above-mentioned situation, one of our next important tasks may be to formu-
late the su(2)q- and the su(1, 1)q-algebras for the systems described in terms of four kinds
of boson operators. There exist two reasons why we perform this task. As was already
mentioned, in (II), we formulated the su(2)q- and the su(1, 1)q-algebras in terms of two
kinds of boson operators. Then, it may be interesting for formal theoretical aspects of the
deformed boson scheme to investigate which parts of the framework given in (II) conserve
their forms and which parts should be added newly to the forms in (II). The above is the
first point. The second is related with physical problems. We know that the damped- and
amplified-oscillation in one-dimensional harmonic oscillator can be described in terms of
the su(1, 1)-algebra in the Schwinger boson representation. 3) In this case, the phase space
doubling is essential and, two kinds of boson operators are necessary. The details can be
found in Refs.11) and 12), together with Ref.8). By extending the above idea, the present
authors gave a possible method to describe thermal and dissipative properties appearing in
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the su(2)-boson models consisting of one kind of boson operator. 13) The typical example
of the above su(2)-boson model is the shell model in which many nucleons move in single
orbit under the pairing correlation. This model is treated in terms of the Holstein-Primakoff
boson representation of the su(2)-algebra and the pairing rotation is the object of the inves-
tigation. Furthermore, on the basis of the viewpoint slightly different from that in Ref.13),
we made analysis for the su(2)-algebraic model such as that appearing in quantum optics. 14)
We showed that the deformed boson scheme given in Ref.9) reproduces the description quite
transparently. The above-mentioned situation suggests us the following point : The deformed
boson scheme may be helpful to the description of two-level shell model under the pairing
correlation. In this model, not only the pairing rotation but also the pairing vibration is the
object of the investigation and for the use of the Holstein-Primakoff boson representation,
two kinds of boson operators are necessary. If we adopt the idea of the phase space doubling
for the description of thermal properties, totally, four kinds of boson operators are necessary.
The above is the second point.
The main aim of this paper is, as was already mentioned, to formulate the deformed
boson scheme for treating the systems consisting of four kinds of boson operators. The
fundamental element common to (I) ∼ (III) is to generalize the coherent state to the form
appropriate for each case. In the exponential type, the coherent state is constructed in
terms of some generators belonging to the algebra under consideration, which can be called
the coherent state generating operators. Then, introducing certain function characterizing
the deformation, we are able to give the generalized coherent state. With the use of these
functions, the coherent state generating operators are deformed, and by calculating the
commutation relations for these deformed operators, the deformed forms of the remaining
generators are obtained. In Part (IV), i.e., this paper, this method is developed. In Ref.15),
the present authors investigated, in the frame of four kinds of boson operators, a possible form
of the coherent state which is closely related to the su(2)- and the su(1, 1)-algebras. This
investigation is based on a generalized Schwinger representation containing the su(M + 1)-
and the su(N, 1)-algebra. 16) Since we are treating the case of four kinds of bosons, possible
types of the deformation increase compared with the types shown in (II). One of the possible
deformations gives us the Holstein-Primakoff boson representation of the su(3) × su(3)-
algebra in a certain symmetric representation and it is powerful for the understanding of
thermal effects in two-level shell model under the pairing correlation. In this paper, the su(2)-
and the su(1, 1)-algebras appear in various notations, for example, (Sˆ0±, Sˆ0) and (Tˆ
0
±, Tˆ0).
They obey the commutation relations
[Sˆ0+, Sˆ
0
−] = +2Sˆ0 , [Sˆ0, Sˆ
0
±] = ±Sˆ0± , (1.1a)
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[Tˆ 0+, Tˆ
0
−] = −2Tˆ0 , [Tˆ0, Tˆ 0±] = ±Tˆ 0± . (1.1b)
The Casimir operators are given as
Sˆ
2
= Sˆ20 + (Sˆ
0
+Sˆ
0
− + Sˆ
0
−Sˆ
0
+)/2 = Sˆ(Sˆ + 1) , (1.2a)
Tˆ
2
= Tˆ 20 − (Tˆ 0+Tˆ 0− + Tˆ 0−Tˆ 0+)/2 = Tˆ (Tˆ − 1) . (1.2b)
The next section is devoted to recapitulating the q-deformation of the su(2)- and the
su(1, 1)-algebras in the case of two kinds of boson operators which was presented in (II).
In §3, the su(2)- and the su(1, 1)-algebras in the boson representation are recapitulated for
the case of four kinds of bosons shown in Ref.15). In §4, the deformation of the coherent
state is discussed. The su(2)q- and the su(1, 1)q-algebras are constructed in §5. In §6,
an illustrative example of the application is investigated. Finally, in §7, as the concluding
remarks, it is shown that the q-deformed algebra adopted in §6 is nothing but the Holstein-
Primakoff representation of the su(3)× su(3)-algebra in a certain symmetric representation.
In Appendix, the explicit expression of the operator Tˆ defined in the relation (1.2b) is given.
§2. The su(2)- and the su(1, 1)-algebras for the case of the systems
composed of two kinds of boson operators
For convenience of later discussion, we first recapitulate the basic idea of the deformed
boson scheme for the su(2)- and the su(1, 1)-algebras for the case of two kinds of bosons.
This scheme was developed in (II). In this section, we consider many-body systems composed
of two kinds of boson operators (aˆ, aˆ∗) and (bˆ, bˆ∗). In this system, two sets of the operators
(Sˆ0±, Sˆ0) and (Tˆ
0
±, Tˆ0) are introduced in the form
Sˆ0+ = aˆ
∗bˆ , Sˆ0− = bˆ
∗aˆ , Sˆ0 = (1/2) · (aˆ∗aˆ− bˆ∗bˆ) , (2.1a)
Tˆ 0+ = aˆ
∗bˆ∗ , Tˆ 0− = bˆaˆ , Tˆ0 = (1/2) · (aˆ∗aˆ+ bˆ∗bˆ+ 1) . (2.1b)
The operators Sˆ and Tˆ , which commute with (Sˆ0±, Sˆ0) and (Tˆ
0
±, Tˆ0), respectively, are defined
as
Sˆ = (1/2) · (bˆ∗bˆ+ aˆ∗aˆ) , (2.2a)
Tˆ = (1/2) · (bˆ∗bˆ− aˆ∗aˆ + 1) . (2.2b)
If we intend to investigate the su(2)-algebraic aspect of the systems, our main concern is the
set (Sˆ0±, Sˆ0). Naturally, the case of the su(1, 1)-algebraic aspect is concerned with the set
(Tˆ 0±, Tˆ0).
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The eigenstates of (Sˆ+Sˆ0, Sˆ) and (Tˆ0−Tˆ , Tˆ ) with the eigenvalues (mS, n/2) and (mT , n/2)
are, respectively, given by
|mS;n〉 =
√
(n−mS)!/n!
(√
mS!
)−1 (
Sˆ0+
)mS |n〉 , (2.3a)
|mT ;n〉 =
√
(n+mT )!/n!
(√
mT !
)−1 (
Tˆ 0+
)mT |n〉 , (2.3b)
|n〉 =
(√
n!
)−1
(bˆ∗)n|0〉 . (Sˆ0−|n〉 = Tˆ 0−|n〉 = 0) (2.4)
If the eigenvalues of (Sˆ, Sˆ0) and (Tˆ , Tˆ0) are expressed as (s, s0) and (t, t0), respectively, the
states (2.3a) and (2.3b) can be rewritten in the form
|mS;n〉 = |s, s0〉
=
(√
(s+ s0)!(s− s0)!
)−1
(aˆ∗)s+s0(bˆ∗)s−s0|0〉 , (2.5a)
|mT ;n〉 = |t, t0〉
=
(√
(t0 − t)!(t0 + t− 1)!
)−1
(aˆ∗)t0−t(bˆ∗)t0+t−1|0〉 , (2.5b)
mS = s+ s0 , n = 2s , (2.6a)
mT = t0 − t , n = 2t . (2.6b)
It should be noted that, in the state (2.3b), the eigenvalue of Tˆ is positive. Under the
superposition of the states (2.3a) and (2.3b), we are able to define the following wave packets
:
|c0S〉 =
(√
Γ 0S
)−1
exp
(
γSSˆ
0
+
)
|δ〉 , (2.7a)
|c0T 〉 =
(√
Γ 0T
)−1
exp
(
γT Tˆ
0
+
)
|δ〉 , (2.7b)
|δ〉 = exp
(
δbˆ∗
)
|0〉 . (Sˆ0−|δ〉 = Tˆ 0−|δ〉 = 0) (2.8)
Here, γS, γT and δ denote complex parameters and Γ
0
S and Γ
0
T are the normalization constants
given by
Γ 0S = exp
(
(1 + |γS|2)|δ|2
)
, (2.9a)
Γ 0T = (1− |γT |2)−1 exp
(
(1− |γT |2)−1|δ|2
)
. (2.9b)
In (II), we introduced the following operators :
γˆ0S = Sˆ
0
−(Nˆb + 1 + ǫ)
−1 , δˆ0S = bˆ , (2.10a)
γˆ0T = (Nˆb + 1 + ǫ)
−1Tˆ 0− , δˆ
0
T = [1− Nˆa(Nˆb + 1 + ǫ)−1]bˆ . (2.10b)
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Here, ǫ denotes an infinitesimal parameter. The operators Nˆa and Nˆb mean the boson
numbers and they are related with the generators in the following form :
Nˆa = aˆ
∗aˆ , Nˆb = bˆ
∗bˆ , (2.11)
Nˆa = Sˆ + Sˆ0 , Nˆb = Sˆ − Sˆ0 , (2.12a)
Nˆa = Tˆ0 − Tˆ , Nˆb = Tˆ0 + Tˆ − 1 . (2.12b)
Then, the form (2.10) can be rewritten as
γˆ0S = (Sˆ − Sˆ0 + ǫ)−1Sˆ0− , δˆ0S = bˆ , (2.13a)
γˆ0T = (Tˆ0 + Tˆ + ǫ)
−1Tˆ 0− , δˆ
0
T = bˆ− aˆ∗(Tˆ0 + Tˆ + ǫ)−1Tˆ 0− . (2.13b)
As was shown in (II), we have the relations
γˆ0S|c0S〉 = γS[1− ǫ(S − S0 + ǫ)−1]|c0S〉 , δˆ0S|c0S〉 = δ|c0S〉 , (2.14a)
γˆ0T |c0T 〉 = γT |c0T 〉 , δˆ0T |c0T 〉 = δ|c0T 〉 . (2.14b)
The above relations tell us that the states |c0S〉 and |c0T 〉 can be regarded as the su(2)- and
the su(1, 1)-spin coherent states, respectively.
As a possible deformation of |c0S〉 and |c0T 〉, in (II), we investigated the following form :
|cS〉 =
√
Γ 0S/ΓS · fS(Nˆa)gS(Nˆb)−1|c0S〉 , (2.15a)
|cT 〉 =
√
Γ 0T /ΓT · fT (Nˆa)gT (Nˆb)|c0T 〉 . (2.15b)
Here, ΓS and ΓT denote the normalization constants. The deformation of |c0S〉 and |c0T 〉 are
characterized by the functions fS, gS, fT and gT and the details of these functions were
mentioned in (II). With the use of the relations (2.12a) and (2.12b), |cS〉 and |cT 〉 can be
expressed as
|cS〉 =
√
Γ 0S/ΓS ·ΩS(Sˆ, Sˆ0)|c0S〉 ,
ΩS(Sˆ, Sˆ0) = fS(Sˆ + Sˆ0)gS(Sˆ − Sˆ0)−1 , (2.16a)
|cT 〉 =
√
Γ 0T/ΓT ·ΩT (Tˆ , Tˆ0)|c0T 〉 ,
ΩT (Tˆ , Tˆ0) = fT (Tˆ0 − Tˆ )gT (Tˆ0 + Tˆ − 1) . (2.16b)
In the present case, γˆS, δˆS, γˆT and δˆT can be defined in the form
γˆS = ΩS(Sˆ, Sˆ0)γˆ
0
SΩS(Sˆ, Sˆ0)
−1 , δˆS = ΩS(Sˆ, Sˆ0)δˆ
0
SΩS(Sˆ, Sˆ0)
−1 , (2.17a)
γˆT = ΩT (Tˆ , Tˆ0)γˆ
0
TΩT (Tˆ , Tˆ0)
−1 , δˆT = ΩT (Tˆ , Tˆ0)δˆ
0
TΩT (Tˆ , Tˆ0)
−1 . (2.17b)
6
The operation of γˆS, δˆS, γˆT and δˆT on the states |cS〉 and |cT 〉 gives us the same forms as
those shown in the relations (2.14a) and (2.14b), respectively. In this sense, |cS〉 and |cT 〉
are still coherent states for these operators.
With the use of the functions fS, gS, fT and gT , we are able to obtain the q-deformation
of the su(2)- and the su(1, 1)-algebras. First, we define Sˆ± and Tˆ± in the form
Sˆ+ = ΩS(Sˆ, Sˆ0)
−1Sˆ0+ΩS(Sˆ, Sˆ0) , Sˆ− = ΩS(Sˆ, Sˆ0)Sˆ
0
−ΩS(Sˆ, Sˆ0)
−1 , (2.18a)
Tˆ+ = ΩT (Tˆ , Tˆ0)
−1Tˆ 0+ΩT (Tˆ , Tˆ0) , Tˆ− = ΩT (Tˆ , Tˆ0)Tˆ
0
−ΩT (Tˆ , Tˆ0)
−1 . (2.18b)
Then, [2Sˆ0]q and [2Tˆ0]q are given as follows :
[2Sˆ0]q = [Sˆ+, Sˆ−]
= [Sˆ + Sˆ0]fS [Sˆ − Sˆ0 + 1]gS − [Sˆ + Sˆ0 + 1]fS [Sˆ − Sˆ0]gS , (2.19a)
[2Tˆ0]q = [Tˆ−, Tˆ+]
= [Tˆ0 − Tˆ + 1]fT [Tˆ0 + Tˆ ]gT − [Tˆ0 − Tˆ ]fT [Tˆ0 + Tˆ − 1]gT . (2.19b)
Here, [x]fS , [x]gS , [x]fT and [x]gT are defined as
[x]fS = xfS(x)
−2fS(x− 1)2 , [x]gS = xgS(x)−2gS(x− 1)2 , (2.20a)
[x]fT = xfT (x)
−2fT (x− 1)2 , [x]gT = xgT (x)−2gT (x− 1)2 . (2.20b)
The details of the above treatment are shown in (II). Furthermore, the case in which the
functions f(x) and g(x) have singularities was discussed in Ref.9). In this case, the use of a
certain projection operator is essential.
§3. The su(2)- and the su(1, 1)-algebras in the boson representation for
four kinds of boson operators
As was mentioned in §1, the aim of this paper is to apply the basic idea of the deformed
boson scheme presented in the previous section to many-body systems consisting of four
kinds of boson operators. For such boson systems, we can imagine various algebras. For
example, the su(4)-algebra in a symmetric boson representation may be the most popular
one. In the present paper, we investigate the su(2)- and the su(1, 1)-algebras. For this aim,
the formalism developed by the present authors in Ref.15) is useful. From the above reason,
we, first, recapitulate the main part of Ref.15) in a form slightly different from the original
one with the new notations.
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We denote the four kinds of boson operators as (aˆ±, aˆ
∗
±) and (bˆ±, bˆ
∗
±). With the use of
these operators, (Sˆ0±, Sˆ0) and (Tˆ
0
±, Tˆ0) can be expressed as
Sˆ0+ = aˆ
∗
+bˆ+ + aˆ
∗
−bˆ− , Sˆ
0
− = bˆ
∗
+aˆ+ + bˆ
∗
−aˆ− ,
Sˆ0 = (1/2) · (aˆ∗+aˆ+ − bˆ∗+bˆ+) + (1/2) · (aˆ∗−aˆ− − bˆ∗−bˆ−) , (3.1a)
Tˆ 0+ = aˆ
∗
+bˆ
∗
− − aˆ∗−bˆ∗+ , Tˆ 0− = bˆ−aˆ+ − bˆ+aˆ− ,
Tˆ0 = (1/2) · (aˆ∗+aˆ+ + bˆ∗−bˆ− + 1) + (1/2) · (aˆ∗−aˆ− + bˆ∗+bˆ+ + 1) . (3.1b)
Further, we introduce new su(2)-generators (Rˆ0±, Rˆ0) which play an auxiliary but essential
role in the present formalism :
Rˆ0+ = aˆ
∗
+aˆ− + bˆ
∗
+bˆ− , Rˆ
0
− = aˆ
∗
−aˆ+ + bˆ
∗
−bˆ+ ,
Rˆ0 = (1/2) · (aˆ∗+aˆ+ − aˆ∗−aˆ−) + (1/2) · (bˆ∗+bˆ+ − bˆ∗−bˆ−) . (3.1c)
It should be noted that we have the relation
[ any of (Rˆ0±, Rˆ0) , any of (Sˆ
0
±, Sˆ0) ] = 0 ,
[ any of (Rˆ0±, Rˆ0) , any of (Tˆ
0
±, Tˆ0) ] = 0 ,
[ any of (Sˆ0±, Sˆ0) , any of (Tˆ
0
±, Tˆ0) ] = 0 . (3.2)
The Casimir operators Rˆ
2
(= Rˆ(Rˆ + 1)), Sˆ
2
(= Sˆ(Sˆ + 1)) and Tˆ
2
(= Tˆ (Tˆ − 1)) are identical
to each other and, then, as a possible choice, we can set up the relation
Rˆ = Sˆ = Tˆ − 1 . (3.3)
Since the eigenvalues of Rˆ and Sˆ are always positive, the eigenvalue of Tˆ is always larger
than 1. In Appendix, the explicit form of Tˆ is given in terms of (Tˆ 0±, Tˆ0), i.e., (aˆ±, aˆ
∗
±) and
(bˆ±, bˆ
∗
±).
For the above system, we consider a set of the states {|mR mS mT ;n〉} :
|mR mS mT ;n〉 =
(√
NmRmSmT ;n
)−1
×(
√
mR!)
−1(
√
mS!)
−1(
√
mT !)
−1(Rˆ0+)
mR(Sˆ0+)
mS(Tˆ 0+)
mT |n〉 , (3.4)
|n〉 = (
√
n!)−1(bˆ∗−)
n|0〉 . (Rˆ0−|n〉 = Sˆ0−|n〉 = Tˆ 0−|n〉 = 0) (3.5)
Here, NmRmSmT ;n denotes the normalization constant :
NmRmSmT ;n = [n!/(n−mR)!] · [n!/(n−mS)!] · [(n + 1 +mT )!/(n+ 1)!] . (3.6)
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The state (3.4) is a simultaneous eigenstate of the operators Rˆ + Rˆ0, Sˆ + Sˆ0, Tˆ0 − Tˆ and
Rˆ = Sˆ = Tˆ − 1 which are given as
the eigenvalue of


Rˆ + Rˆ0 is mR ,
Sˆ + Sˆ0 is mS ,
Tˆ0 − Tˆ is mT ,
Rˆ = Sˆ = Tˆ − 1 is n/2 .
(3.7)
Therefore, {|mR mS mT ;n〉} forms an orthogonal and complete set. Under the superposition
of the states (3.4), we define the following wave packet :
|c0〉 =
(√
Γ 0
)−1
exp
(
γRRˆ
0
+
)
exp
(
γSSˆ
0
+
)
exp
(
γT Tˆ
0
+
)
|δ〉 , (3.8)
|δ〉 = exp(δbˆ∗−)|0〉 . (Rˆ0−|δ〉 = Sˆ0−|δ〉 = Tˆ 0−|δ〉 = 0) (3.9)
Here, γR, γS, γT and δ denote complex parameters and Γ
0 is the normalization constant
given as
Γ 0 = (1− |γT |2) exp
(
(1 + |γR|2)(1 + |γS|2)(1− |γT |2)−1|δ|2
)
. (3.10)
In the same manner as that in §2, we can introduce the following operators :
γˆ0R = (Rˆ− Rˆ0 + ǫ)−1Rˆ0− ,
γˆ0S = (Sˆ − Sˆ0 + ǫ)−1Sˆ0− ,
γˆ0T = (Tˆ0 + Tˆ + ǫ)
−1Tˆ 0− ,
δˆ0 = bˆ− − aˆ∗+(Tˆ0 + Tˆ + ǫ)−1Tˆ 0− . (3.11)
They satisfy the relations
γˆ0R|c0〉 = γR[1− ǫ(R− R0 + ǫ)−1]|c0〉 ,
γˆ0S|c0〉 = γS[1− ǫ(S − S0 + ǫ)−1]|c0〉 ,
γˆ0T |c0〉 = γT |c0〉 ,
δˆ0|c0〉 = δ|c0〉 . (3.12)
The relations (3.12) tell us that the state |c0〉 can be regarded as a coherent state for γˆ0R, γˆ0S,
γˆ0T and δˆ
0. It should be noted that Rˆ, Sˆ and Tˆ in the definition (3.11) can be expressed in
terms of (aˆ±, aˆ
∗
±) and (bˆ±, bˆ
∗
±). The operators Rˆ
0
+, Sˆ
0
+ and Tˆ
0
+ can be regarded as operators
generating the coherent state.
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§4. Deformation of the coherent state |c0〉
We are now in a stage to give a possible deformation of the system which was discussed
in §3. First, we note the following point : As can be seen in the forms (3.1a) and (3.1b),
(Sˆ0±, Sˆ0) and (Tˆ
0
±, Tˆ0) consist of two su(2)- and the su(1, 1)-spins, (Iˆ
0
± + Jˆ
0
±, Iˆ0 + Jˆ0) and
(Kˆ0±− Lˆ0±, Kˆ0+ Lˆ0), respectively. The four sets (Iˆ0±, Iˆ0), (Jˆ0±, Jˆ0), (Kˆ0±, Kˆ0) and (Lˆ0±, Lˆ0) can
be expressed in terms of (aˆ+, aˆ
∗
+; bˆ+, bˆ
∗
+), (aˆ−, aˆ
∗
−; bˆ−, bˆ
∗
−), (aˆ+, aˆ
∗
+; bˆ−, bˆ
∗
−) and (aˆ−, aˆ
∗
−; bˆ+, bˆ
∗
+),
respectively. Each is nothing but the Schwinger representation shown in §2. Therefore,
following the relations (2.2a) and (2.2b), we are able to define the operators Iˆ, Jˆ , Kˆ and Lˆ
in the form
Iˆ = (1/2) · (bˆ∗+bˆ+ + aˆ∗+aˆ+) , Jˆ = (1/2) · (bˆ∗−bˆ− + aˆ∗−aˆ−) , (4.1a)
Kˆ = (1/2) · (bˆ∗−bˆ− − aˆ∗+aˆ+ + 1) , Lˆ = (1/2) · (bˆ∗+bˆ+ − aˆ∗−aˆ− + 1) . (4.1b)
The properties of the above operators are self-evident. With the use of the above operators,
we can set up the eigenvalue equations :
Iˆ|i, i0〉I = i|i, i0〉I , Iˆ0|i, i0〉I = i0|i, i0〉I ,
Jˆ |j, j0〉J = j|j, j0〉J , Jˆ0|j, j0〉J = j0|j, j0〉J , (4.2a)
Kˆ|k, k0〉K = k|k, k0〉K , Kˆ0|k, k0〉K = k0|k, k0〉K ,
Lˆ|l, l0〉L = l|l, l0〉L , Lˆ0|l, l0〉L = l0|l, l0〉L . (4.2b)
In §2, we restricted ourselves to the positive t. However, in this section, k and l are not
restricted to the positive values. Since |mR mS mT ;n〉 is also the eigenstate of (Iˆ , Jˆ , Sˆ, Sˆ0)
and (Kˆ, Lˆ, Tˆ , Tˆ0), we have the following relations :
|mR mS mT ;n〉 = |ij; ss0〉S =
∑
i0,j0
〈ii0jj0|ss0〉S|i, i0〉I × |j, j0〉J , (4.3a)
|mR mS mT ;n〉 = |kl; tt0〉T =
∑
k0,l0
〈kk0ll0|tt0〉T |k, k0〉K × |l, l0〉L , (4.3b)
mR = i− j + s , mT = i+ j − s , mS = s+ s0 , n = 2s , (4.4a)
mR = t− k + l − 1 , mS = t− k − l , mT = t0 − t , n = 2t− 2 . (4.4b)
Here, the quantities 〈ii0jj0|ss0〉S and 〈kk0ll0|tt0〉T denote the su(2)- and the su(1, 1)-Clebsh-
Gordan coefficients, respectively. The relations (4.4a) and (4.4b) tell us that the state (3.4)
gives us the coupling rule of the su(2)- and the su(1, 1)-spins :
s = sm, sm + 1, sm + 2, · · · , (i+ j) , sm = |i− j| ,
s0 = −s, −s+ 1, · · · , s− 1, s , (4.5a)
t = tm, tm + 1, tm + 2, · · · , tm = |k − 1/2|+ |l − 1/2|+ 1 ,
t0 = t, t+ 1, t+ 2, · · · . (4.5b)
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The details can be seen in Ref.15).
Under the above preparation, let us investigate the deformation of the coherent state
|c0〉 shown in the relation (3.8) and (3.9). By expanding |c0〉 in terms of the orthogonal set
{|mR mS mT ;n〉} in the relation (3.4), we have the following form :
|c0〉 = ∑
mR,mS ,mT ,n
CmRmSmTn|mR mS mT ;n〉 , (4.6)
CmRmSmTn =
(√
Γ 0
)−1
(
√
mR!mS !mT !n!)
−1
√
NmRmSmT ;n
×(γR)mR(γS)mS(γT )mT (δ)n . (4.7)
With the use of the relations (4.3a), (4.3b), (4.4a) and (4.4b), we have two forms, which are
formally different from each other, for |c0〉. We denote them as |c0S〉 and |c0T 〉 :
|c0S〉 =
∑
i,j,s,s0
Cij;ss0(S)|ij; ss0〉S , (4.8a)
|c0T 〉 =
∑
k,l,t,t0
Ckl;tt0(T )|kl; tt0〉T . (4.8b)
The above two states are essentially the same as each other. However, in the case where we
consider the deformation, the formal difference becomes essential. The coefficients Cij;ss0(S)
and Ckl;tt0(T ) denote the amplitudes of the state with the su(2)-spin (s, s0) coupled with
two su(2)-spins (i, i0) and (j, j0) and of the state with the su(1, 1)-spin (t, t0) coupled with
the su(1, 1)-spins (k, k0) and (l, l0), respectively. Therefore, if we are interested in the su(2)-
algebraic aspect in the present system, we should perform the deformation of |c0〉 based
on the form (4.8a). On the other hand, if in the case of the su(1, 1)-algebraic aspect, we
should perform the deformation based on the form (4.8b). The two amplitudes Cij;ss0(S)
and Ckl;tt0(T ) depend on the (ij; ss0) and (kl; tt0), respectively. Then, borrowing the idea in
the case developed in §2, we make the following deformation :
|cS〉 =
(√
ΓS
)−1 ∑
i,j,s,s0
Cij;ss0(S)ΩS(ij; ss0)|ij; ss0〉S , (4.9a)
|cT 〉 =
(√
ΓT
)−1 ∑
k,l,t,t0
Ckl;tt0(T )ΩT (kl; tt0)|kl; tt0〉T . (4.9b)
Here, ΓS and ΓT denote the normalization constants. The functionsΩS(ij; ss0) andΩT (kl; tt0)
are defined as follows :
ΩS(ij; ss0) = dS(i)eS(j)fS(s+ s0)gS(s− s0)−1 , (4.10a)
ΩT (kl; tt0) = dT (k − 1/2)eT (l − 1/2)fT (t0 − t)gT (t0 + t− 2) . (4.10b)
The quantities i and j take the values 0, 1/2, 1, 3/2, · · ·. However, in the case of (k, l), the neg-
ative integers and half-integers are also permitted. The present deformation is characterized
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by the sets of the functions (dS, eS, fS, gS) and (dT , eT , fT , gT ). We can see that the ampli-
tudes change from Cij;ss0(S) and Ckl;tt0(T ) to Cij;ss0(S)ΩS(ij; ss0) and Ckl;tt0(T )ΩT (kl; tt0),
respectively. The states |cS〉 and |cT 〉 can be rewritten as
|cS〉 =
√
Γ 0/ΓS ΩˆS |c0S〉 , (4.11a)
|cT 〉 =
√
Γ 0/ΓT ΩˆT |c0T 〉 , (4.11b)
ΩˆS = ΩS(Iˆ Jˆ ; SˆSˆ0)
= dS(Iˆ)eS(Jˆ)fS(Sˆ + Sˆ0)gS(Sˆ − Sˆ0)−1 , (4.12a)
ΩˆT = ΩT (KˆLˆ; Tˆ Tˆ0)
= dT (Kˆ − 1/2)eT (Lˆ− 1/2)fT (Tˆ0 − Tˆ )gT (Tˆ0 + Tˆ − 2) . (4.12b)
Concerning the functions (4.10a) and (4.10b), the inverse should be definable and we set up
the conditions shown as follows :
dX(1/2) = dX(0) , eX(1/2) = eX(0) ,
fX(1) = fX(0) , gX(1) = gX(0) . (X = S, T ) (4.13)
Under the above conditions, the states |cS〉 and |cT 〉 can be expressed in the forms
√
ΓS|cS〉 =
√
Γ 0ΩˆS|c0〉
= ΩS(Iˆ Jˆ ; SˆSˆ0)
[
|0〉+ δbˆ∗−|0〉+ γRδbˆ∗+|0〉+ γSδaˆ∗−|0〉+ γRγSδaˆ∗+|0〉
+γT (aˆ
∗
+bˆ
∗
− − aˆ∗−bˆ∗+)|0〉+ · · ·
]
= |0〉+ δbˆ∗−|0〉+ γRδbˆ∗+|0〉+ γSδaˆ∗−|0〉+ γRγSδaˆ∗+|0〉
+γT (aˆ
∗
+bˆ
∗
− − aˆ∗−bˆ∗+)|0〉+ · · · , (4.14a)√
ΓT |cT 〉 =
√
Γ 0ΩˆT |c0〉
= ΩT (KˆLˆ; Tˆ Tˆ0)
[
|0〉+ δbˆ∗−|0〉+ γRδbˆ∗+|0〉+ γSδaˆ∗−|0〉+ γRγSδaˆ∗+|0〉
+γT (aˆ
∗
+bˆ
∗
− − aˆ∗−bˆ∗+)|0〉+ · · ·
]
= |0〉+ δbˆ∗−|0〉+ γRδbˆ∗+|0〉+ γSδaˆ∗−|0〉+ γRγSδaˆ∗+|0〉
+γT (aˆ
∗
+bˆ
∗
− − aˆ∗−bˆ∗+)|0〉+ · · · . (4.14b)
In the case where the conditions (4.13) are not set up, we have the forms different from
those shown in the relations (4.14a) and (4.14b). However, by scaling the parameters γR,
γS, γT and δ appropriately, we have the same forms as those shown in the relations (4.14a)
and (4.14b) with respect to the terms expressed explicitly. Therefore, we treat the functions
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(4.10a) and (4.10b) as obeying the conditions (4.13). In the above treatment, we have two
types of deformations. We call the first type represented in |cS〉 the S-type and the second
in |cT 〉 the T -type deformation.
We can show that the states |cS〉 and |cT 〉 are regarded as the coherent states for the
operators (γˆSR, γˆ
S
S , γˆ
S
T , δˆ
S) and (γˆTR, γˆ
T
S , γˆ
T
T , δˆ
T ), respectively :
γˆSR = ΩˆS γˆ
0
RΩˆ
−1
S = dS(Iˆ)eS(Jˆ)γˆ
0
RdS(Iˆ)
−1eS(Jˆ)
−1 ,
γˆSS = ΩˆS γˆ
0
SΩˆ
−1
S = fS(Sˆ + Sˆ0)gS(Sˆ − Sˆ0)−1γˆ0SfS(Sˆ + Sˆ0)−1gS(Sˆ − Sˆ0) ,
γˆST = ΩˆS γˆ
0
T Ωˆ
−1
S = dS(Iˆ)eS(Jˆ)γˆ
0
TdS(Iˆ)
−1eS(Jˆ)
−1 ,
δˆS = ΩˆS δˆ
0Ωˆ−1S , (4.15a)
γˆTR = ΩˆT γˆ
0
RΩˆ
−1
T = dT (Kˆ − 1/2)eT (Lˆ− 1/2)γˆ0RdT (Kˆ − 1/2)−1eT (Lˆ− 1/2)−1 ,
γˆTS = ΩˆT γˆ
0
SΩˆ
−1
T = dT (Kˆ − 1/2)eT (Lˆ− 1/2)γˆ0SdT (Kˆ − 1/2)−1eT (Lˆ− 1/2)−1 ,
γˆTT = ΩˆT γˆ
0
T Ωˆ
−1
T = fT (Tˆ0 − Tˆ )gT (Tˆ0 + Tˆ − 2)γˆ0TfT (Tˆ0 − Tˆ )−1gT (Tˆ0 + Tˆ − 2)−1 ,
δˆT = ΩˆT δˆ
0Ωˆ−1T . (4.15b)
Of course, we have the relations similar to those shown in the relation (3.12) for (γˆ0R, γˆ
0
S, γˆ
0
T , δˆ
0).
Finally, we should mention that the case where the functions characterizing the defor-
mation have singularities can also be treated, for example, as was shown in Ref.9), with the
help of certain projection operators. In this paper, we do not contact with this problem
explicitly.
§5. Construction of the su(2)q- and the su(1, 1)q-algebras
With the aid of the deformed boson scheme presented in the previous sections, we can
construct the su(2)q- and the su(1, 1)q-algebras. We adopt the same principle as that adopted
in (III). The operators Rˆ0−, Sˆ
0
− and Tˆ
0
−, the Hermite conjugate of the generators for the
coherent state generating operators Rˆ0+, Sˆ
0
+ and Tˆ
0
+, are closely related with γˆ
0
R, γˆ
0
S and γˆ
0
T ,
respectively, the deformation of which is given in the relations (4.15a) and (4.15b). For Rˆ0−,
Sˆ0− and Tˆ
0
−, we make the same deformation as that in the case of γˆ
0
R, γˆ
0
S and γˆ
0
T :
RˆS+ = Ωˆ
−1
S Rˆ
0
+ΩˆS , Rˆ
S
− = ΩˆSRˆ
0
−Ωˆ
−1
S ,
SˆS+ = Ωˆ
−1
S Sˆ
0
+ΩˆS , Sˆ
S
− = ΩˆSSˆ
0
−Ωˆ
−1
S ,
Tˆ S+ = Ωˆ
−1
S Tˆ
0
+ΩˆS , Tˆ
S
− = ΩˆSTˆ
0
−Ωˆ
−1
S , (5.1a)
RˆT+ = Ωˆ
−1
T Rˆ
0
+ΩˆT , Rˆ
T
− = ΩˆT Rˆ
0
−Ωˆ
−1
T ,
SˆT+ = Ωˆ
−1
T Sˆ
0
+ΩˆT , Sˆ
T
− = ΩˆT Sˆ
0
−Ωˆ
−1
T ,
Tˆ T+ = Ωˆ
−1
T Tˆ
0
+ΩˆT , Tˆ
T
− = ΩˆT Tˆ
0
−Ωˆ
−1
T , (5.1b)
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It should be noted that there are two types of the deformations, which are specified by the
indices S and T , respectively. Then, the deformations of 2Rˆ0, 2Sˆ0 and 2Tˆ0 are given as
follows :
[2Rˆ0]S = [Rˆ
S
+ , Rˆ
S
−] , [2Sˆ0]S = [Sˆ
S
+ , Sˆ
S
−] , [2Tˆ0]S = [Tˆ
S
− , Tˆ
S
+ ] , (5.2a)
[2Rˆ0]T = [Rˆ
T
+ , Rˆ
T
−] , [2Sˆ0]T = [Sˆ
T
+ , Sˆ
T
−] , [2Tˆ0]T = [Tˆ
T
− , Tˆ
T
+ ] , (5.2b)
In order to obtain a possible explicit expression of the forms (5.1) and (5.2), we introduce
the operators Eˆ∗X and EˆX (X = R, S, T ) defined in the form
Eˆ∗X = Xˆ
0
+ ·
(√
Xˆ0−Xˆ
0
+ + ǫ
)−1
=
(√
Xˆ0+Xˆ
0
− + ǫ
)−1
· Xˆ0+ ,
EˆX = Xˆ
0
− ·
(√
Xˆ0+Xˆ
0
− + ǫ
)−1
=
(√
Xˆ0−Xˆ
0
+ + ǫ
)−1
· Xˆ0− .
(X = R, S, T ) (5.3)
Here, ǫ denotes an infinitesimal parameter. The property indispensable for the later discus-
sion is given as
EˆXEˆ
∗
X = 1− ǫ(Xˆ0−Xˆ0+ + ǫ)−1 , Eˆ∗XEˆX = 1− ǫ(Xˆ0+Xˆ0− + ǫ)−1 . (5.4)
Then, for the state |α〉 obeying Xˆ0+|α〉 = 0, we have Eˆ∗X |α〉 = 0 and for |β〉 obeying Xˆ0−|β〉 =
0, we also have EˆX |β〉 = 0. Further, for the state |γ〉 with the conditions 〈γ|γ〉 = 1 and
Xˆ0+|γ〉 6= 0, the state Eˆ∗X |γ〉 is automatically normalized. With the use of the operators Eˆ∗X
and EˆX , we have the following formulae :
Xˆ0+ = Xˆ
0
+ ·
(√
Xˆ0−Xˆ
0
+ + ǫ
)−1
·
√
Xˆ0−Xˆ
0
+ + ǫ = Eˆ
∗
X ·
√
Xˆ0−Xˆ
0
+
=
√
Xˆ0+Xˆ
0
− + ǫ ·
(√
Xˆ0+Xˆ
0
− + ǫ
)−1
· Xˆ0+ =
√
Xˆ0+Xˆ
0
− · Eˆ∗X ,
Xˆ0− = EˆX ·
√
Xˆ0+Xˆ
0
− =
√
Xˆ0−Xˆ
0
+ · EˆX . (5.5)
Further, the following relations are also useful for our aim :
Rˆ0+Rˆ
0
− = (Rˆ + Rˆ0)(Rˆ − Rˆ0 + 1)
= (Sˆ + Iˆ − Jˆ)(Sˆ − Iˆ + Jˆ + 1) = (Tˆ + Kˆ − Lˆ)(Tˆ − Kˆ + Lˆ− 1) ,
Rˆ0−Rˆ
0
+ = (Rˆ− Rˆ0)(Rˆ + Rˆ0 + 1)
= (Sˆ − Iˆ + Jˆ)(Sˆ + Iˆ − Jˆ + 1) = (Tˆ − Kˆ + Lˆ)(Tˆ + Kˆ − Lˆ− 1) ,
Sˆ0+Sˆ
0
− = (Sˆ + Sˆ0)(Sˆ − Sˆ0 + 1) = (Tˆ − Kˆ − Lˆ)(Tˆ + Kˆ + Lˆ− 1) ,
Sˆ0−Sˆ
0
+ = (Sˆ − Sˆ0)(Sˆ + Sˆ0 + 1) = (Tˆ − Kˆ − Lˆ+ 1)(Tˆ + Kˆ + Lˆ− 2) ,
Tˆ 0+Tˆ
0
− = (Tˆ0 − Tˆ )(Tˆ0 + Tˆ − 1) = −(Sˆ − Iˆ − Jˆ)(Sˆ + Iˆ + Jˆ + 1) ,
Tˆ 0−Tˆ
0
+ = (Tˆ0 + Tˆ )(Tˆ0 − Tˆ + 1) = −(Sˆ − Iˆ − Jˆ − 1)(Sˆ + Iˆ + Jˆ + 2) . (5.6)
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The use of the above relations gives us the explicit expression of the S-type deformation
shown in the relations (5.1a) and (5.2a) :
RˆS+ = Eˆ
∗
R ·
√
[(Sˆ+1/2) + (Iˆ+1)− (Jˆ+1/2)]dSeS [(Sˆ+1/2)− (Iˆ+1/2) + (Jˆ)]dSeS
=
√
[(Sˆ+1/2) + (Iˆ+1/2)− (Jˆ+1)]dSeS [(Sˆ+1/2)− (Iˆ) + (Jˆ+1/2)]dSeS · Eˆ∗R ,
(5.7)
RˆS− = EˆR ·
√
[(Sˆ+1/2) + (Iˆ+1/2)− (Jˆ+1)]dSeS [(Sˆ+1/2)− (Iˆ+1/2) + (Jˆ)]dSeS
=
√
[(Sˆ+1/2) + (Iˆ+1)− (Jˆ+1/2)]dSeS [(Sˆ+1/2)− (Iˆ+1/2) + (Jˆ)]dSeS · EˆR ,
(5.8)
[2Rˆ0]S = [(Sˆ+1/2) + (Iˆ+1/2)− (Jˆ+1)]dSeS [(Sˆ+1/2)− (Iˆ) + (Jˆ+1/2)]dSeS
−[(Sˆ+1/2) + (Iˆ+1)− (Jˆ+1/2)]dSeS [(Sˆ+1/2)− (Iˆ+1/2) + (Jˆ)]dSeS ,
(5.9)
SˆS+ = Eˆ
∗
S ·
√
[Sˆ+Sˆ0+1]fS [Sˆ−Sˆ0]gS =
√
[Sˆ+Sˆ0]fS [Sˆ−Sˆ0+1]gS · Eˆ∗S , (5.10)
SˆS− = EˆS ·
√
[Sˆ+Sˆ0]fS [Sˆ−Sˆ0+1]gS =
√
[Sˆ+Sˆ0+1]fS [Sˆ−Sˆ0]gS · EˆS , (5.11)
[2Sˆ0]S = [Sˆ + Sˆ0]fS [Sˆ − Sˆ0 + 1]gS − [Sˆ + Sˆ0 + 1]fS [Sˆ − Sˆ0]gS , (5.12)
Tˆ S+ = Eˆ
∗
T ·
√
−[(Sˆ) + (Iˆ+1) + (Jˆ+1)]dSeS [(Sˆ)− (Iˆ+1/2)− (Jˆ+1/2)]dSeS
=
√
−[(Sˆ) + (Iˆ+1/2) + (Jˆ+1/2)]dSeS [(Sˆ)− (Iˆ)− (Jˆ)]dSeS · Eˆ∗T , (5.13)
Tˆ S− = EˆT ·
√
−[(Sˆ) + (Iˆ+1/2) + (Jˆ+1/2)]dSeS [(Sˆ)− (Iˆ)− (Jˆ)]dSeS
=
√
−[(Sˆ) + (Iˆ+1) + (Jˆ+1)]dSeS [(Sˆ)− (Iˆ+1/2)− (Jˆ+1/2)]dSeS · EˆT ,
(5.14)
[2Tˆ0]S = −[(Sˆ) + (Iˆ+1) + (Jˆ+1)]dSeS [(Sˆ)− (Iˆ+1/2)− (Jˆ+1/2)]dSeS
+[(Sˆ) + (Iˆ+1/2) + (Jˆ+1/2)]dSeS [(Sˆ)− (Iˆ)− (Jˆ)]dSeS . (5.15)
Here, [ ]dSeS , [ ]fS and [ ]gS are defined as
[(z)− p(x)− q(y)]dSeS = (z − px− qy)dS(x− 1/2)2peS(y − 1/2)2q ,
(p, q = ±1) (5.16)
[x]fS = xfS(x)
−2fS(x− 1)2 , (5.17)
[x]gS = xgS(x)
−2gS(x− 1)2 . (5.18)
For the T -type deformation, we have the explicit forms for the relations (5.1b) and (5.2b) :
RˆT+ = Eˆ
∗
R ·
√
[(Tˆ−1/2) + (Kˆ−1)− (Lˆ−1/2)]dT eT [(Tˆ−1/2)− (Kˆ−1/2) + (Lˆ)]dT eT
=
√
[(Tˆ−1/2) + (Kˆ−1/2)− (Lˆ−1)]dT eT [(Tˆ−1/2)− (Kˆ) + (Lˆ−1/2)]dT eT · Eˆ∗R ,
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(5.19)
RˆT− = EˆR ·
√
[(Tˆ−1/2) + (Kˆ−1/2)− (Lˆ−1)]dT eT [(Tˆ−1/2)− (Kˆ) + (Lˆ−1/2)]dT eT
=
√
[(Tˆ−1/2) + (Kˆ−1)− (Lˆ−1/2)]dT eT [(Tˆ−1/2)− (Kˆ−1/2) + (Lˆ)]dT eT · EˆR ,
(5.20)
[2Rˆ0]T = [(Tˆ−1/2) + (Kˆ−1/2)− (Lˆ−1)]dT eT [(Tˆ−1/2)− (Kˆ) + (Lˆ−1/2)]dT eT
−[(Tˆ−1/2) + (Kˆ−1)− (Lˆ−1/2)]dT eT [(Tˆ−1/2)− (Kˆ−1/2) + (Lˆ)]dT eT ,
(5.21)
SˆT+ = Eˆ
∗
S ·
√
[(Tˆ )− (Kˆ−1/2)− (Lˆ−1/2)]dT eT [(Tˆ ) + (Kˆ−1) + (Lˆ−1)]dT eT
=
√
[(Tˆ )− (Kˆ)− (Lˆ)]dT eT [(Tˆ ) + (Kˆ−1/2) + (Lˆ−1/2)]dT eT · Eˆ∗S , (5.22)
SˆT− = EˆS ·
√
[(Tˆ )− (Kˆ)− (Lˆ)]dT eT [(Tˆ ) + (Kˆ−1/2) + (Lˆ−1/2)]dT eT
=
√
[(Tˆ )− (Kˆ−1/2)− (Lˆ−1/2)]dT eT [(Tˆ ) + (Kˆ−1) + (Lˆ−1)]dT eT · EˆS ,
(5.23)
[2Sˆ0]T = [(Tˆ ) + (Kˆ−1/2) + (Lˆ−1/2)]dT eT [(Tˆ )− (Kˆ)− (Lˆ)]dT eT
−[(Tˆ ) + (Kˆ−1) + (Lˆ−1)]dT eT [(Tˆ )− (Kˆ−1/2)− (Lˆ−1/2)]dT eT . (5.24)
Tˆ T+ = Eˆ
∗
T ·
√
[Tˆ0−Tˆ+1]fT [Tˆ0+Tˆ ]gT =
√
[Tˆ0−Tˆ ]fT [Tˆ0+Tˆ−1]gT · Eˆ∗T , (5.25)
Tˆ T− = EˆT ·
√
[Tˆ0−Tˆ ]fT [Tˆ0+Tˆ−1]gT =
√
[Tˆ0−Tˆ+1]fT [Tˆ0+Tˆ ]gT · EˆT , (5.26)
[2Tˆ0]T = [Tˆ0 − Tˆ + 1]fT [Tˆ0 + Tˆ ]gT − [Tˆ0 − Tˆ ]fT [Tˆ0 + Tˆ − 1]gT , (5.27)
Here, [ ]dT eT , [ ]fT and [ ]gT are defined as
[(z)− p(x)− q(y)]dT eT = (z − px− qy)dT (x)2peT (y)2q ,
(p, q = ±1) (5.28)
[x]fT = xfT (x)
−2fT (x− 1)2 , (5.29)
[x]gT = xgT (x− 1)−2gT (x− 2)2 . (5.30)
The above expressions are possible expressions of the su(2)- and the su(1, 1)-algebras.
§6. An illustrative example of the application
As a final discussion in this paper, we deal with an illustrative example of the applications
of the method presented in this work. As a simple many-nucleon model, we know a shell
model in which many-identical nucleons move in two shell-model orbits with the same degen-
eracy under the pairing interaction. With the use of two kinds of boson operators, this model
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is described in terms of the Holstein-Primakoff boson representation for the su(2)-algebra
and we are able to observe collective motions such as the pairing rotation and vibration. On
the other hand, the damped-and-amplified oscillation can be treated in the framework of the
su(1, 1)-algebra in the Schwinger boson representation. In this treatment, the extra boson
operator is added to the formalism and it plays a role of the phase space doubling. The above
consideration suggests us that an idea for describing thermal and dissipative properties of
the collective motion observed in the above-mentioned shell model can be formulated by the
use of four kinds of boson operators based on the framework developed in this paper.
First, following the idea of Ref.11), 12), 13), let us derive the Hamiltonian in which the
phase space doubling is performed for many-body system with two kinds of bosons (Bˆ+, Bˆ
∗
+)
and (Bˆ−, Bˆ
∗
−). We start from the following Hamiltonian :
Hˆ0B = e+Bˆ
∗
+Bˆ+ + e−Bˆ
∗
−Bˆ− − g(Bˆ∗+ + Bˆ∗−)(Bˆ+ + Bˆ−)
+[g − (e+ − e−)/2]/Z · Bˆ∗2+ Bˆ2+ + [g + (e+ − e−)/2]/Z · Bˆ∗2− Bˆ2−
+(g/Z) · 2Bˆ∗+Bˆ∗−Bˆ−Bˆ+ . (6.1a)
Here, e±, g and Z denote real parameters characterizing the system under investigation
and, especially, Z is later treated as sufficiently large. Our basic idea is the same as that
adopted in the su(1, 1)-boson model investigated by Vitiello et. al., 11) and independently by
the present authors. 12) For the present aim, we introduce the boson operators (Aˆ+, Aˆ
∗
+) and
(Aˆ−, Aˆ
∗
−) for the phase space doubling. The Hamiltonian for this boson system is obtained
by replacing (Bˆ±, Bˆ
∗
±) with (Aˆ±, Aˆ
∗
±) for the Hamiltonian (6.1a) :
Hˆ0A = e+Aˆ
∗
+Aˆ+ + e−Aˆ
∗
−Aˆ− − g(Aˆ∗+ + Aˆ∗−)(Aˆ+ + Aˆ−)
+[g − (e+ − e−)/2]/Z · Aˆ∗2+ Aˆ2+ + [g + (e+ − e−)/2]/Z · Aˆ∗2− Aˆ2−
+(g/Z) · 2Aˆ∗+Aˆ∗−Aˆ−Aˆ+ . (6.1b)
Further, Hˆ0I is introduced for the interaction between both kinds of bosons :
Hˆ0I = iχ[(Aˆ
∗
+Bˆ
∗
+ + Aˆ
∗
−Bˆ
∗
−)− (Bˆ+Aˆ+ + Bˆ−Aˆ−)]
+(e+ − e−)/Z · (Aˆ∗−Bˆ∗+Bˆ+Aˆ− − Aˆ∗+Bˆ∗−Bˆ−Aˆ+) . (6.1c)
Then, the Hamiltonian in the phase space doubling, Hˆ0, is expressed in the form
Hˆ0 = Hˆ0B − Hˆ0A + Hˆ0I . (6.2)
The Hamiltonian (6.2) can be rewritten as
Hˆ0 = −(e+ + e−)/2 · 2Sˆ0 + (e+ − e−)/2 · 2Rˆ0[1 + (2Tˆ0 − 3)/Z]
+g · 2Sˆ0[1− (2Tˆ0 − 3)/Z]− g(Rˆ0+ + Rˆ0−) + iχ(Tˆ 0+ − Tˆ 0−) . (6.3)
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The above expression is obtained by reading (Bˆ±, Aˆ±) as
Bˆ+ → bˆ+ , Bˆ− → bˆ− , Aˆ+ → −aˆ− , Aˆ− → aˆ+ . (6.4)
Then, the deformed Hamiltonian HˆX (X = S, T ) is written down in the form
HˆX = −(e+ + e−)/2 · [2Sˆ0]X + (e+ − e−)/2 · [2Rˆ0]X [1 + ([2Tˆ0]X − 3)/Z]
+g · [2Sˆ0]X [1− ([2Tˆ0]X − 3)/Z]− g · (RˆX+ + RˆX− ) + iχ · (TˆX+ − TˆX− ) .
(X = S, T ) (6.5)
In this paper, we investigate the S-type deformation concretely under the following con-
dition :
fS(Sˆ + Sˆ0) = gS(Sˆ − Sˆ0) = 1 ,
dS(Iˆ + 1/2)
−1dS(Iˆ) =
√
1− 2Iˆ/Z , eS(Jˆ)−1eS(Jˆ + 1/2) =
√
1− 2Jˆ/Z . (6.6)
We have already investigated the effects of fS, gS, fT and gT in (II). In the present paper, the
functions dS, eS, dT and eT are newly added. Therefore, in order to investigate the effects
coming from dS, eS, dT and eT , we adopt the condition (6.6). Then, Hˆ
X for X = S given in
the relation (6.5) can be expressed as
HˆS = HˆSB − HˆSA + HˆSI + hˆSB − hˆSA . (6.7)
Here, each term is given as
HˆSB = e+Bˆ
∗
+Bˆ+ + e−Bˆ
∗
−Bˆ−
−(g/Z) ·
(
Bˆ∗+
√
Z − Aˆ∗−Aˆ− − Bˆ∗+Bˆ+ + Bˆ∗−
√
Z − Aˆ∗+Aˆ+ − Bˆ∗−Bˆ−
)
×
(√
Z − Aˆ∗−Aˆ− − Bˆ∗+Bˆ+ Bˆ+ +
√
Z − Aˆ∗+Aˆ+ − Bˆ∗−Bˆ− Bˆ−
)
, (6.8a)
HˆSA = e+Aˆ
∗
+Aˆ+ + e−Aˆ
∗
−Aˆ−
−(g/Z) ·
(
Aˆ∗+
√
Z − Bˆ∗−Bˆ− − Aˆ∗+Aˆ+ + Aˆ∗−
√
Z − Bˆ∗+Bˆ+ − Aˆ∗−Aˆ−
)
×
(√
Z − Bˆ∗−Bˆ− − Aˆ∗+Aˆ+ Aˆ+ +
√
Z − Bˆ∗+Bˆ+ − Aˆ∗−Aˆ− Aˆ−
)
, (6.8b)
HˆSI = (iχ/Z) · (Aˆ∗+
√
Z − Bˆ∗−Bˆ− − Aˆ∗+Aˆ+ · Bˆ∗+
√
Z − Aˆ∗−Aˆ− − Bˆ∗+Bˆ+
+Aˆ∗−
√
Z − Bˆ∗+Bˆ+ − Aˆ∗−Aˆ− · Bˆ∗−
√
Z − Aˆ∗+Aˆ+ − Bˆ∗−Bˆ−
−
√
Z − Bˆ∗−Bˆ− − Aˆ∗+Aˆ+ Aˆ+ ·
√
Z − Aˆ∗−Aˆ− − Bˆ∗+Bˆ+ Bˆ+
−
√
Z − Bˆ∗+Bˆ+ − Aˆ∗−Aˆ− Aˆ− ·
√
Z − Aˆ∗+Aˆ+ − Bˆ∗−Bˆ− Bˆ−), (6.8c)
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hˆSB = (g/Z) · 2Bˆ∗+Bˆ∗−Bˆ−Bˆ+ , (6.9a)
hˆSA = (g/Z) · 2Aˆ∗+Aˆ∗−Aˆ−Aˆ+ . (6.9b)
The above is the Hamiltonian deformed from the Hamiltonian (6.2) for the case (6.6). It
should be noted that the Hamiltonian (6.7) is derived approximately under the condition
that Z is sufficiently large. Later, the meaning of this approximation is mentioned.
It is now possible to investigate the relation between the above-derived Hamiltonian
and that for the conventional pairing correlation in two-level shell model. For this nucleon
system, we are able to write down the Hamiltonian in the form
◦
H = (ǫ+ − λ)Ω + (ǫ− − λ)Ω + 2(ǫ+ − λ)
◦
S0(+) + 2(ǫ− − λ)
◦
S0(−)
−G( ◦S0+(+) +
◦
S
0
+(−))(
◦
S
0
−(+) +
◦
S
0
−(−)) . (6.10)
Here, the indices + and − denote the upper and the lower level, the degeneracies of which are
the same as each other (Ω = (2j+1)/2 : j =the spin of the j-j coupling shell model state).
The parameters ǫ±, λ and G mean the single-particle energies, the chemical potential and the
strength of the pairing interaction. The sets (
◦
S0±(+),
◦
S0(+)) and (
◦
S0±(−),
◦
S0(−)) form the
su(2)-algebras for the levels ±, respectively. The Holstein-Primakoff boson representation
for
◦
S0+(±),
◦
S0−(±) and
◦
S0(±) are given by
◦
S
0
+(B±) =
◦
B
∗
±
√
Ω − ◦ν(B±)−
◦
B∗±
◦
B± ,
◦
S
0
−(B±) =
√
Ω − ◦ν(B±)−
◦
B∗±
◦
B±
◦
B± ,
◦
S0(B±) = −(Ω − ◦ν(B±))/2 +
◦
B
∗
±
◦
B± . (6.11)
Here, (
◦
B±,
◦
B∗±) denote boson operators. The quantities
◦
ν(B±) play a role of the seniority
numbers of the levels ± and they are independent of the bosons ( ◦B±,
◦
B∗±). Then, the
Hamiltonian (6.10) can be rewritten as
◦
HB = (ǫ+ − λ)( ◦ν(B+) + 2
◦
B
∗
+
◦
B+) + (ǫ− − λ)( ◦ν(B−) + 2
◦
B
∗
−
◦
B−)
−G
(
◦
B
∗
+
√
Ω − ◦ν(B+)−
◦
B∗+
◦
B+ +
◦
B
∗
−
√
Ω − ◦ν(B−)−
◦
B∗−
◦
B−
)
×
(√
Ω − ◦ν(B+)−
◦
B∗+
◦
B+
◦
B+ +
√
Ω − ◦ν(B−)−
◦
B∗−
◦
B−
◦
B−
)
. (6.12)
With the aim of the phase space doubling, we, further, introduce the operators
◦
S0+(A±),
◦
S0−(A±) and
◦
S0(A±) in the form
◦
S
0
+(A±) =
◦
A
∗
±
√
Ω − ◦ν(A±)−
◦
A∗±
◦
A± ,
19
◦S
0
−(A±) =
√
Ω − ◦ν(A±)−
◦
A∗±
◦
A±
◦
A± ,
◦
S0(A±) = −(Ω − ◦ν(A±))/2 +
◦
A
∗
±
◦
A± . (6.13)
The Hamiltonian
◦
HA which is necessary for the phase space doubling is given in the form
◦
HA = (ǫ+ − λ)( ◦ν(A+) + 2
◦
A
∗
+
◦
A+) + (ǫ− − λ)( ◦ν(A−) + 2
◦
A
∗
−
◦
A−)
−G
(
◦
A
∗
+
√
Ω − ◦ν(A+)−
◦
A∗+
◦
A+ +
◦
A
∗
−
√
Ω − ◦ν(A−)−
◦
A∗−
◦
A−
)
×
(√
Ω − ◦ν(A+)−
◦
A∗+
◦
A+
◦
A+ +
√
Ω − ◦ν(A−)−
◦
A∗−
◦
A−
◦
A−
)
. (6.14)
The meaning of the notations is self-evident. Under the correspondence (
◦
B± ∼ Bˆ± ,
◦
A± ∼
Aˆ±), we can see that (
◦
HB −
◦
HA) is reduced to (HˆB − HˆA) shown in the relations (6.8a) and
(6.8b), if the following relations hold :
e+ = 2(ǫ+ − λ)− (ǫ− − λ) , e− = 2(ǫ− − λ)− (ǫ+ − λ) ,
g = GΩ , Z = Ω . (6.15)
In this case, the seniority numbers
◦
ν(B±) and
◦
ν(A±) are obtained in the form
◦
ν(B+) =
◦
A
∗
−
◦
A− ,
◦
ν(B−) =
◦
A
∗
+
◦
A+ ,
◦
ν(A+) =
◦
B
∗
−
◦
B− ,
◦
ν(A−) =
◦
B
∗
+
◦
B+ . (6.16)
Then, it may be permitted to adopt the following form as the interaction part :
◦
HI = (iχ/Ω) ·
( ◦
S
0
+(A+)
◦
S
0
+(B+) +
◦
S
0
+(A−)
◦
S
0
+(B−)
− ◦S0−(B+)
◦
S
0
−(A+)−
◦
S
0
−(B−)
◦
S
0
−(A−)
)
. (6.17)
However, it should be noted that in the two-level model, there does not exist the term such
as (hˆSB − hˆSA) shown in the relation (6.9).
The above is an illustrative example. For the above treatment, we give two comments.
First is related to a possible introduction of the seniority numbers. For example, the forms
(6.11), (6.13) and (6.16) tell us that
◦
A∗−
◦
A− plays a role of the seniority numbers
◦
ν(B+) for the
pairing correlation described by the boson (
◦
B+,
◦
B∗+). We know that if
◦
ν(B+) becomes larger,
the pairing correlation becomes weaker and, if
◦
A∗−
◦
A− becomes larger, the statistical mixing
becomes larger. The above suggests us that if the statistical mixing becomes stronger, the
pairing correlation becomes weaker. This may be acceptable as a natural feature. This is
the first comment. Second is related with
◦
HI shown in the relation (6.17). In the case of
an example of the deformation for two kinds of bosons, we got such a term (
◦
S0+(a)
◦
S0+(b) −
◦
S0−(b)
◦
S0−(a)). The form (6.17) is its natural generalization. Therefore, it may be interesting
to investigate these points concretely, together with the term (hˆSB − hˆSA).
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§7. Concluding remarks
In this paper, we proposed a possible deformed boson scheme for many-body systems
consisting of four kinds of boson operators. The basic viewpoint was to focus the interest
on the su(2)- and the su(1, 1)-algebras. As an example of the application, we investigated
two-level shell model under the pairing correlation in the framework of the deformed boson
scheme under a special condition. In the present section, as the concluding remarks, we
discuss the scheme given in §6 in the language of the su(3)× su(3)-algebra in a symmetric
representation presented in Ref.16). For this aim, we prepare three kinds of boson operators
(ξˆ, ξˆ∗), (ηˆ, ηˆ∗) and (ζˆ , ζˆ∗) and define the following bilinear form :
Sˆ0+ = ξˆ
∗ζˆ , Sˆ0− = ζˆ
∗ξˆ , Sˆ0 = (ξˆ
∗ξˆ − ζˆ∗ζˆ)/2 , (7.1a)
Σˆ0+ = ηˆ
∗ζˆ , Σˆ0− = ζˆ
∗ηˆ , Σˆ0 = (ηˆ
∗ηˆ − ζˆ∗ζˆ)/2 , (7.1b)
σˆ0+ = ξˆ
∗ηˆ , σˆ0− = ηˆ
∗ξˆ , σˆ0 = (ξˆ
∗ξˆ − ηˆ∗ηˆ)/2 . (7.1c)
The sets (Sˆ0±, Sˆ0), (Σˆ
0
±, Σˆ0) and (σˆ
0
±, σˆ0) form the su(2)-algebras. However, since σˆ0 =
Sˆ0 − Σˆ0, (Sˆ0±, Sˆ0), (Σˆ0±, Σˆ0) and (σˆ0±) are independent of each other. These operators form
the su(3)-algebra in the symmetric representation and we can call the set the Schwinger
boson representation.
We can prove that all the generators commute with the following operator :
Kˆ = (ξˆ∗ξˆ + ηˆ∗ηˆ + ζˆ∗ζˆ)/2 . (7.2)
Then, the Holstein-Primakoff boson representation for a fixed total boson number can be
constructed and the result is as follows :
◦
S
0
+ =
◦
ξ∗
√
2K − ◦η∗ ◦η −
◦
ξ∗
◦
ξ ,
◦
S
0
− =
√
2K − ◦η∗ ◦η −
◦
ξ∗
◦
ξ
◦
ξ ,
◦
S0 = −(K −
◦
η∗
◦
η/2) +
◦
ξ∗
◦
ξ , (7.3a)
◦
Σ
0
+ =
◦
η∗
√
2K −
◦
ξ∗
◦
ξ − ◦η∗ ◦η , ◦Σ0− =
√
2K −
◦
ξ∗
◦
ξ − ◦η∗ ◦η ◦η ,
◦
Σ0 = −(K −
◦
ξ∗
◦
ξ/2) +
◦
η∗
◦
η , (7.3b)
◦
σ0+ =
◦
ξ∗
◦
η ,
◦
σ0− =
◦
η∗
◦
ξ ,
◦
σ0 = (
◦
ξ∗
◦
ξ − ◦η∗ ◦η)/2 . (7.3c)
Here, (
◦
ξ,
◦
ξ∗) and (
◦
η,
◦
η∗) denote the boson operators. The quantity K is the eigenvalue of
Kˆ defined in the relation (7.2) and K = 0, 1/2, 1, 3/2, · · ·. Judging from the form of the
relation (7.3), we can call the set (7.3) as the Holstein-Primakoff boson representation for
the su(3)-algebra in the symmetric representation.
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On the basis of the relations (7.3a) and (7.3b), let us reinvestigate the forms (6.11) and
(6.13). In this case, the relation (6.16) is also noted. In associating with the forms (6.11)
and (6.13), we define the operator
◦
σ0+(+) =
◦
B
∗
+
◦
A− ,
◦
σ0−(+) =
◦
A
∗
−
◦
B+ ,
◦
σ0+(−) =
◦
B
∗
−
◦
A+ ,
◦
σ0−(−) =
◦
A
∗
+
◦
B− . (7.4)
Together with the form (7.4), we can see that the sets (
◦
S0±(B+),
◦
S0(B+),
◦
S0±(A−),
◦
S0(A−),
◦
σ0±(+)) and (
◦
S0±(B−),
◦
S0(B−),
◦
S0±(A+),
◦
S0(A+),
◦
σ0±(−)) form two independent Holstein-
Primakoff boson representations of the su(3)-algebras in the symmetric representation. The
meaning of Ω may be self-evident and in the shell model adopted in this paper, usually,
Ω is regarded as sufficiently large. Therefore, from the relation (6.15), we can regard Z as
sufficiently large. From the above argument, we are able to obtain the Holstein-Primakoff
boson representation of the su(3)×su(3)-algebra in the symmetric representation as a result
of a possible deformed boson scheme for four kinds of boson operators.
Appendix A
The proof of the explicit expression of the operator Tˆ
First, let us sketch the eigenvalue problem for the su(1, 1)-algebra in the systems de-
scribed in terms of two and four kinds of boson operators. We presuppose the existence of
a state |t〉, which obeys
Tˆ 0−|t〉 = 0 , Tˆ
2|t〉 = t(t− 1)|t〉 , Tˆ0|t〉 = τ |t〉 . (A.1)
Here, τ is a function of t, the explicit form of which should be determined in the framework
of the treatment. In this Appendix, there appear various states in which we omit the normal-
ization constants. Further, for a moment, we omit the extra-quantum numbers additional
to t. Since the Casimir operator can be expressed in the form Tˆ
2
= Tˆ0(Tˆ0 − 1)− Tˆ 0+Tˆ 0−, the
relation (A.1) gives us
τ(τ − 1) = t(t− 1) . (A.2)
As a formal solution of Eq.(A.2), we have
t = τ , (A.3)
t = 1− τ . (A.4)
The above means that τ can be expressed in terms of t.
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For the case of two kinds of boson operators, the relation (2.1b) gives us
τ = 1/2 + n/2 . (n = 0, 1, 2, · · ·) (A.5)
From the relations (A.3)∼(A.5), the following forms are derived :
t = 1/2 + n/2 . (t = 1/2, 1, 3/2, · · ·) (A.6)
t = 1/2− n/2 . (t = 1/2, 0, −1/2, · · ·) (A.7)
The case n = 0 corresponds to the boson vacuum |0〉 and two expressions (A.6) and (A.7)
coincide with each other (t = 1/2). Then, |t = 1/2〉 can be expressed as
|t = 1/2〉 = |0〉 . (A.8)
In the case n = 1, 2, 3, · · ·, we make the relations (A.6) and (A.7) correspond to the following
states, respectively :
|t = 1/2 + n/2〉 = (
√
n!)−1(bˆ∗)n|0〉 , (A.9)
|t = 1/2− n/2〉 = (
√
n!)−1(aˆ∗)n|0〉 . (A.10)
The relation (A.6) and (A.7) can be unified into the form n/2 = |t− 1/2| and, with the aid
of the relation (A.5), we have
τ = 1/2 + |t− 1/2| . (t = 1/2, 1, 3/2, · · ·) (A.11)
Successive operations of Tˆ 0+ on the state |t〉 gives us the eigenstates of Tˆ
2
and Tˆ0 in the form
|t, t0〉 = (Tˆ 0+)t0−(1/2+|t−1/2|)|t〉 , (A.12)
t0 = 1/2 + |t− 1/2|, 3/2 + |t− 1/2|, 5/2 + |t− 1/2| , · · · . (A.13)
Of course, t0 denotes the eigenvalue of Tˆ0. The relations (A.6), (A.7), (A.9) and (A.10)
suggest us
Tˆ
2
= Tˆ (Tˆ − 1) , Tˆ = 1/2 + (Nˆb − Nˆa)/2 . (A.14)
The expression (A.14) is nothing but the form introduced in §2.
For the case of four kinds of boson operators, we have
τ = 1 + n/2 . (n = 0, 1, 2, · · ·) (A.15)
Judging from the expression (3.1b), the above form may be accepted as self-evident. From
the relations (A.3), (A.4) and (A.15), the following forms are derived :
t = 1 + n/2 , (t = 1, 3/2, 2, · · ·) (A.16)
t = −n/2 , (t = 0, −1/2, −1, · · ·) (A.17)
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The case n = 0 corresponds to the boson vacuum |0〉 and two expressions (A.16) and (A.17)
do not coincide with each other :
|t = 1〉 = |0〉 , (A.18)
|t = 0〉 = |0〉 . (A.19)
This situation is quite different from the case (A.8). This case is attributed to the manner
how to specify the vacuum |0〉 in the present quantum number. There exist two manners
: the form (A.18) or (A.19). In the present, we adopt the form (A.18). Therefore, as
the continuation from the form (A.18), it may be natural to adopt the form (A.16) for
n = 1, 2, 3, · · · :
|t = 1 + n/2〉 = (bˆ∗−)n|0〉 (= |n〉) . (A.20)
However, in the present case, it is noted that the state which satisfies the relation (A.1)
is not restricted to the form (A.20). By successive operations of Sˆ0+ and Rˆ
0
+ on the state
|t = 1 + n/2〉, we have
|mS mR : t = 1 + n/2〉 = (Sˆ0+)mS(Rˆ0+)mR |n〉 (= |mS mR : t〉) . (A.21)
In the above, mS and mR denote the extra-quantum numbers additional to t. The state
|mS mR : t〉 is the eigenstate of Sˆ0 and Rˆ0 with the eigenvalues mS + n/2 and mR + n/2,
respectively. By successive operation of the operator Tˆ 0+ on the state (A.21), we have the
eigenstate of Tˆ
2
and Tˆ0 :
|mS mR : t, t0〉 = (Tˆ 0+)t0−t|mS mR : t〉 , (A.22)
t0 = t, t + 1, t+ 2, · · · . (A.23)
Hereafter, concerning the quantum numbers, we discuss only t and t0 and, then, we omit
the quantum numbers mS and mR. The state |t, t0〉 satisfies the relations
(Tˆ 0−)
r|t, t0〉 =
√
(t0−t)!(t0+t−1)!
(√
(t0−t−r)!(t0+t−r−1)!
)−1
|t, t0 − r〉 ,
(A.24)
(Tˆ 0+)
r|t, t0〉 =
(√
(t0−t)!(t0+t−1)!
)−1√
(t0−t+r)!(t0+t+r−1)!|t, t0 + r〉 .
(A.25)
In the case of two kinds of bosons, we have the operator Tˆ shown in Eq.(A.14). The aim of
this Appendix is to give the explicit form of Tˆ for the case of four kinds of boson operators.
If the Casimir operator of the su(1, 1)-algebra, Tˆ
2
, can be expressed in the form Tˆ
2
=
Tˆ (Tˆ − 1), Tˆ satisfies
Tˆ |t, t0〉 = t|t, t0〉 . (A.26)
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In order to search the explicit form of Tˆ itself, we introduce the following operator ;
τˆ0 =
∞∑
r0=1
gr0(Tˆ
0
+)
r0(Zˆr0)
−1(Tˆ 0−)
r0 , (A.27)
Zˆr0 = (2Tˆ0)(2Tˆ0 + 1) · · · (2Tˆ0 + 2r0 − 2) . (A.28)
Since Tˆ0 is positive-definite and (Zˆr0)
−1 is sandwiched between (Tˆ 0+)
r0 and (Tˆ 0−)
r0 , the oper-
ator τˆ0 can be defined. The coefficient gr0 is given as
gr0 = (1/2) ·

Dr0 −
r0−1∑
n=1
(−)n
r0−1∑
r1=n
r1−1∑
r2=n−1
· · ·
rn−2−1∑
rn−1=2
rn−1−1∑
rn=1
Dr0−r1Dr1−r2 · · ·
×Drn−2−rn−1Drn−1−rnDrn

 , (A.29)
Dn = (2n)!/(n!)
2 . (A.30)
The coefficients gr0 from r0 = 1 to r0 = 10 are as follows :
g1 = 1 , g2 = 1 , g3 = 2 , g4 = 5 , g5 = 14 ,
g6 = 42 , g7 = 132 , g8 = 429 , g9 = 1430 , g10 = 4758 . (A.31)
With the use of the relations (A.4), (A.11), (A.12) and (A.16) with (A.17), we can show the
following relation :
τˆ0|t, t0〉 = (t0 − t)|t, t0〉 . (A.32)
The proof is easy. We can prove that, for arbitrary gr, the state |t, t0〉 is an eigenstate of τˆ0
with the eigenvalue τ0, which is given as
τ0 =
t0−t∑
s=1
gs(t0−t)!(t0+t−1)!(2t0−2s−1)!
×[(t0−t−s)!(t0+t−s−1)!(2t0−2)!]−1 (A.33)
We intend to determine gr so as to satisfy the relation
τ0 = t0 − t . (A.34)
The relation (A.34) with (A.33) can be rewritten as
r∑
s=1
gsr!((2t−1)+2(r−s))!((2t−1)+r)!
×[(r−s)!((2t−1)+(2r−1))!((2t−1)+(r−s))!]−1 = r , (A.35)
t0 = t + r . (A.36)
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The relation (A.35) with r = 1 gives us
g1 = 1 . (A.37)
The relation (A.35) can be rewritten as
gr = r((2t−1)+2r)![((2t−1)+2r)r!((2t−1)+r)!]−1
−
r−1∑
s=1
gs((2t−1)+2(r−s))![(r−s)!((2t−1) + (r−s))!]−1 . (A.38)
With the use of the relation (A.38), we can determine gr from r = 2 to the higher successively.
Of course, the relation (A.37) is used. Then, we can show that gr does not depend on t for
any value of r. Thus, by putting t = 1/2 for the form (A.38), the following recursion formula
is derived :
gr = Dr −
r−1∑
s=1
gsDr−s . (A.39)
Here, Dn is defined in the relation (A.30). The solution of the recursion formula (A.39) is
given in the form (A.29). The relation (A.32) is rewritten as
τˆ0|t, t0〉 = (Tˆ0 − Tˆ )|t, t0〉 . (A.40)
Then, we have
Tˆ = Tˆ0 − τˆ0 . (A.41)
Of course, τˆ0 is given in the relation (A.27) with (A.28). It is interesting to see that the
operator Tˆ can be expressed in terms of the generators Tˆ 0± and Tˆ0.
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