We address the new problem of estimating a piece-wise constant signal with the purpose of detecting its change points and the levels of clusters. Our approach is to model it as a nonparametric penalized least square model selection on a family of models indexed over the collection of partitions of the design points and propose a computationally efficient algorithm to approximately solve it. Statistically, minimizing such a penalized criterion yields an approximation to the maximum a-posteriori probability (MAP) estimator. The criterion is then analyzed and an oracle inequality is derived using a Gaussian concentration inequality. The oracle inequality is used to derive on one hand conditions for consistency and on the other hand an adaptive upper bound on the expected square risk of the estimator, which statistically motivates our approximation. Finally, we apply our algorithm to simulated data to experimentally validate the statistical guarantees and illustrate its behavior.
Introduction
In many relevant scientific and engineering fields one is presented with time series data switching back and forth between different regimes. A classical estimation problem in this setting is the well-studied change point detection problem where one tries to estimate when some properties of the sequence of the random variables changes. This local property is of prime importance in many learning tasks such as signal segmentation Abou-Elailah et al. [2016] , Kim et al. [2009] , change point detection in comparative genomics for early cancer diagnosis Lai et al. [2005] , and modeling and forecasting of changes in financial data Lavielle and Teyssire [2006] , Spokoiny [2009] .
For other applications, one needs more than this local answer and is interested in a more general overview of the time series where for instance earlier data samples behave like new ones. Examples of this are found in: electricity market data, where prices might have different behavior corresponding to different price regimes that might reappear depending on some triggering events; signal partitioning with some parts of the signal sharing similar properties; and speech segmentation with different alternating sources. Generally speaking, it is of interest in these situations to determine the change points and the clusters for a more precise description of the inhomogeneous time series.
Parametric models for solving the change point detection problem have been proposed in Cleynen and Lebarbier [2014] and Rigaill et al. [2012] . However, in dealing with the change point and clustering problem we would naturally require that our solution does not assume any knowledge of the number of changes nor the actual number of clusters, as these numbers would evolve over time, so we expect new changes in the process to happen and new clusters to form as N , the number of samples, grows. Thus, any practical procedure should be able to estimate these numbers and also have adaptive guarantees with respect to how fast these numbers grow. Similar setups for change point detection have been the subject of study by Harchaoui and Cappé [2007] , Arlot et al. [2016] and Garreau and Arlot [2017] who use characteristic kernels for detecting changes in the distribution, while from a computational stand point a more effective implementation has been proposed by Celisse et al. [2017] . In this study, we will restrict ourselves to an iid (independent and identically distributed) Gaussian sequence model of the data with known variance, noting that the same study can be done using kernels and that the algorithm we develop can be effectively implemented using the same procedure as in Celisse et al. [2017] , as explained later in the paper.
Two other related lines of research, but which we do not explore here, are on-line algorithms for segmentation and L 1 -regularized segmentation. We refer the reader to Tartakovsky et al. [2014] for an extensive review of on-line algorithm for change point detection. Data segmentation using the L 1 -penalty, also known as total variation denoising, was introduced by Rudin et al. [1992] . The one dimensional case, corresponding to the Fussed LASSO, has been studied in [Tibshirani et al., 2005] and [Rennie and Dobson, 1969] and an efficient algorithm has been proposed by Arnold and Tibshirani [2016] . More recent results can be found in [Dalalyan et al., 2017] for the one dimensional case and [Hütter and Rigollet, 2016] for two dimensional case.
Main contribution: The change point detection and clustering for sequences of data points does not seem to have been previously studied. In this work we propose a two-pass dynamic programming algorithm for selecting an adequate model from a collection of candidate models. We motivate the choice of the algorithm computationally by showing that it runs in O(N 2 D + D 4 ) time (where D is an upper bound on the number of change points), statistically by showing that it can be seen as an approximation of a computationally hard MAP optimization problem for which we can derive an oracle inequality that guarantees low sample complexity, consistency and adaptivity, and practically by testing the model on simulation data.
Structure of the paper: In Section 2 we formulate the problem as one of nonparametric model selection from a family of models over all partitions of the data set. After some preliminaries and notations are given in Section 3, we propose in Section 4 a two-pass dynamic programing algorithm as a computationally effective relaxation of the optimization criterion and analyze its computational cost. We then put the model selection problem in a Bayesian framework in Section 5, and use a Laplace-type approximation to derive as optimization criterion the maximum a-posteriori probability. In Section 6 we derive an oracle inequality for the criterion that our algorithm is approximating, and study its properties. Experimental results showing that the clusters and segments can be obtained effectively estimated are presented in Section 7 using simulation data.
Problem formulation
Let Y be a measurable space and Y 1 , Y 2 , . . . , Y N ∈ Y denote random variables with distributions P Yi . Our goal is on one hand to detect changes in the sequence of distribution measures (P Yi ) N i=1 and on the other hand to cluster the data points coming from the same process. Hence we put random variables between two consecutive changes in the same segment, and we think of random variables of the same segment or different segments as belonging to the same cluster, if they are the realization of the same process.
One important case both in theory and in practice is the uniform constant design model were the Y i s depend on deterministic variables uniformly spaced on a grid X i = i for i ∈ 1, N := {1, . . . , N } through a regression function f * with an additive iid random noise ( i ) N i=1 . Taking the distribution of the i 's as N (0, σ 2 ) with known variance, we end up with the following Gaussian sequence model:
Here we are placed in a regression setting of the form
, and we are interested in estimating f * as a piecewise constant function that takes a limited number of values.
We emphasize that it is unlikely that the data correspond exactly to a piecewise constant function plus independent random Gaussian noise and that we are in this low dimensional hidden structure exactly, yet there might exist a good sparse linear approximation. Hence our search is not for an exact model, rather we are trying to select the best model in a collection of candidates, as we explain in the next section.
Preliminaries and notation
We would like to perform dimensionality reduction by exploiting the hidden structure on the data sequence Y 1 , Y 2 , . . . , Y N . To do this we split it into different segments while also putting the segments sharing same mean into the same cluster. Hence if we knew the clusters our problem reduces to fitting a constant to a set of observations over each cluster. Observe that if f * is constant over parts of 1, N , the it determines a clustering of Y 1 , Y 2 , . . . , Y N over the values where it is constant. Hence, we can think about the problem as, first determining the clustering of the Y 1 , Y 2 , . . . , Y N which would result in a partition π of 1, N , and then choosing the best value off over each part as our estimate. So f * belong to the subspace F π : subspace of functions that are constant over the parts of the partition π.
To formalize this, let M be an index set over the collection of partitions Π N of 1, N ; given m ∈ M, denote by F m the subspace of functions that are constant over the parts of π m . Our goal is two-fold: findm as the index estimate of Fm, the subspace where the estimate of f * lives, and from Fm computefm as our estimate. We represent a partition π as an unordered collection of its subsets π
being the k th -equivalent class, -part or -cluster, and |π| the cardinality of the partition. Every part [k] can be seen as the union of segments
is the collection of maximal intervals in [k] that we call segments of the k th -cluster. The last element in each segment [k i ] is called a change point. We define d m := |π m | − 1 = dim(F m ) − 1 as the clustering dimension. Even though this choice might create some confusion it will be consistent the notations used in the proofs of sections 5 and 6. Also we define
To link partitions to subspaces let e l := (0, . . . , 1, . . . , 0) be the l th -component of the standard orthonormal basis of R N , and define for a subset A of 1, N the vector 1 A := l∈A e l . For [k], the k th cluster of π m , with a slight abuse of notation we define
We define f * := span{f * }, S 1 ⊕ S 2 as the direct sum of the two vector space S 1 and S 2 , and S 1 S 2 as their direct difference. P S denotes the (orthogonal) projection operator onto the subspace S. We also define the partitions inclusion as m 1 ⊂ m 2 if F m1 ⊂ F m2 , or equivalently if π m2 is finer than π m1 .
Example 1. Consider the signal f * of Figure 1 , whose partition is [5] = 1601, 1752 .
Hence, d π = 4 and d π = 12 for this signal.
We also denote by C N k the binomial coefficient that gives the number of ways, disregarding order, that k objects can be chosen from among N objects. This is given by
The Stirling numbers of the second kind, S(N, k), correspond to the number of ways to partition a set of N objects into k non-empty subsets, or, similarly, to the number of different equivalence relations with precisely k equivalence classes that can be defined on an set of N elements. We are precisely interested in the case where the element set is 1, N and the distance between every two elements in each equivalence class is at least 2; we denote the number of such equivalent classes by S 2 (N, k). S(N, k) and S 2 (N, k) satisfy the following recurrence relations:
For the proofs of these results, we refer the reader to Graham et al. [1988] and Mohr and Porter [2009] .
Two-pass dynamic programming for change point detection and clustering
To solve the change point and clustering problem, a natural approach is to consider the minimization of a criterion of the form
with a penalty term pen(m) depending only on d and d and a multiplicative tuning parameter K. Indeed, as we shall see the penalty can be chosen such that the minimizer fm of (4.1) behaves like an approximation to a maximum a-posteriori estimator (MAP), and also, the average expected risk 1 N E[ fm − f * 2 2 ] → 0 for a large class of signals f * , namely, those corresponding to models with d d = o(N/ ln N ), i.e., f * is a consistent estimator for those signals. The specific form of pen(m) will be derived in the next section, based on an oracle inequality that will guarantee consistency and adaptivity of our estimator.
Although the estimatorfm enjoys good statistical properties, from a computational stand it would involve the exploration of M. The set M is identified with the collection of all the partitions of 1, N , whose number asymptotically behaves like O(N e N / ln N ), rendering the minimization of the criterion (4.1) computationally challenging. A way to bypass this issue for the change point only detection problem is via dynamic programming Harchaoui and Cappé [2007] ; this approach works in this simplified setup since there is a natural ordering for exploring the subproblems, which does not hold here. To overcome this, we will relax the criterion in such a way to create a subproblem ordering and thus derive a computationally feasible approximation. The proposed new method is outlined in Algorithm 1.
Letȳ
The minimization of criterion (4.1) can then be equivalently written as
where D is a reasonable upper bound on the number of change points. As we shall see later, from a statistical point of view there is no need to explore all possible values of d and d , since the statistical guarantees only hold in a regime where d d = o(N/ ln N ).
We define πm to be the partition having as elements all the segments of π m and instead of computing the minimum exactly we will take a greedy step by defining m := arg min |m|=d Y − P Fm Y 2 and defining Mm ,d := {m ∈ M : m ⊂m, |m| = d }, which can be identified with the collection of all partitions of 1, d into d sets. We restrict further this collection to partitions π satisfying what we call the clustering property, which states that if I 1 , I 2 and I are segments in some (possibly different) parts of π, then Algorithm 1 Two-Pass Dynamic Programming Algorithm input data points (yi) N i=1 , maximum number of changes D and penalty strength K.
use the dynamic programing recurrence in (4.6) and a backtracking step to compute
10:
for δ = 1 to d do 11:
use the dynamic programing recurrence in (4.7) and a backtracking step to compute
12:
end for 13: end for 14:
16: reconstruct m (d,δ) frommd andm (d,δ) . output value of criterion Crit(m (d,δ) ) = B (d,δ) and selected model for change points and clusters m (d,δ) .
This sub-collection will be denoted as Mȳm ,d . Simply put, this property says that the partitions considered are those that respect the ordering of (ȳ [i k +1,i k+1 ] ) d k=0 , since if two segments I 1 , I 2 belong to [k] , and the segment I satisfiesȳ I1 ȳ I ȳ I2 , then it should also be in cluster [k] .
This leads to the following upper bound, whose detailed derivation is given in appendix B:
Therefore, we can define the following relaxation for the minimization of the criterion in (4.1): Thus, obtaining m (d,δ) ensures making progress toward the minimization of Crit(m). The Two-Pass Dynamic Programming Algorithm 1 is aimed at doing this by computing the value of the minimum in (4.5) and returning a solutionm = m (d,δ) in the following way:
Details of Main Steps in Algorithm 1
• Step 3: It computes C d (n) defined in (4.6) for all d and n to obtain C d (N ) for all d ∈ 1, N . It does so by using a dynamic programming algorithm that computes recursively for all 2 d D and d n N the following recurrence, similar to the one in Jackson et al. [2005] :
•
Step 7: For all values of d, it sorts the obtained segments according to their levels to yield ȳ (k) d 0 , and it keeps track of the segments' sizes as
Step 11: It runs a modified dynamic programming recurrence on ȳ (k) d 0 that uses weights according to the sizes (α (k) ) d 0 . It does so using the following recurrence for all 1 δ t d:
(4.7)
Step 15: It computes the minimum in (4.5) and finds for which model it is attained by solving the minimization problem:
Step 16: It finally reconstructs m (d,δ) frommd andm (d,δ) using the permutation φ(d).
This algorithm can be thought of as an efficient way to compute the relaxation in (4.5), based on solving the change point detection problem in (4.2) using the dynamic programing recurrence of (4.6), followed by a solving a clustering problem in (4.3) using the dynamic programing recurrence of (4.7).
The next theorem shows that Algorithm 1 correctly solves the minimization problem in (4.5) and explicits its time and space complexity.
Furthermore, Algorithm 1 correctly solves the minimization problem in (4.5), with time and space complexity O(N 3 + D 4 ) and O(N 2 + D 3 ), respectively.
Proof. See Appendix B.
The time and space complexity can be improved to O(N 2 D + D 4 ) and O(DN + D 3 ), respectively. We refer the reader to the discussion after the proof in Appendix B for the derivation of this result. In this way we obtain a computationally feasible algorithm that finds the minimum in (4.5) and returns an approximation to the criterion in (4.1). In the next section we will motivate the use of Algorithm 1 from a statistical point of view by showing that the minimization of criterion (4.1) can be viewed as an approximate maximum a-posteriori estimator.
Model selection criterion for change point detection and clustering
In this part we provide a derivation of the optimization criterion in (4.1). We start by proposing a Bayesian model selection scheme, which is later inverted to arrive at an integral form of the maximum a-posteriori probability (MAP) estimator. Then we use a Laplace approximation to derive turn the MAP into an optimization problem of the desired form.
Here we show that the proposed selection criterion in (4.1) follows naturally from a Bayesian reasoning. For this, we model the data as being the outcome of the following sampling model. The observation Y is generated from a multivariate Gaussian of mean F and variance σ 2 I N as described by (2.1). For the random variable F , given that it belongs to a subspace F m , we choose an absolutely continuous measure
Later we will see that the choice l f /m will not matter in comparison to the order of approximation, nevertheless we would like it to be a bounded continuous prior satisfying some additional conditions given in Lemma 8.2, even though we might be chosen as an improper prior. On the family of models M we impose a categorical distribution measure P M as prior, with a weight p m for model m. Thus, we obtain the following sampling model for the data 1 :
Since Y , F and m are now random variables, it makes sense to compute µ m/Y , the posterior distribution of m given Y , and maximize it, to arrive at a MAP estimate of m given bellow.
For the complete derivation of the formula in 5.2 we refer you to appendix B. Starting from the a-posteriori distribution (5.2) we can derive an approximation for the MAP as follows:
In the last step of (5.3) we define y [k] as the vector obtained from the entries of y corresponding to cluster [k] . To obtain an approximation of the MAP estimate as a solution of a criterion of the form (4.1) we need the result of lemma 8.2 stated and proved in Appendix C using a Laplace approximation type of argument. We then obtain the following upper bound for the MAP for all K 1 :
(5.4)
The complete derivation of (5.4) can be found in Appendix C. Now we define our approximate MAP criterion as:
(5.5)
In the next section we finish the specification of the penalty term by providing the probabilities p m over the space of models. To do so we will exhibit an oracle inequality satisfied by the estimator that minimizes (4.1), and choose a probability mass function (p m ) that gives a reasonable upper bound on the expected quadratic risk defined below.
Oracle inequality and upper bound for the risk
The standard way of assessing the performance of a statistical algorithm is by comparing its performance to a reasonable oracle. For this we use as a measure of performance of an estimatorf the expected quadratic risk:
In the case of the change point detection and clustering problem the comparison should be non-asymptotic, reflecting our lack of knowledge about both the clustering dimension and the change point dimension. For this we state below a non-asymptotic oracle inequality for Crit(m) using an oracle with remainder of the form:
This type of oracle has access to f * and chooses the m that minimizes the risk criterion up to a remainder term.
To derive this we finish the specification of Crit(m) by providing an appropriate prior p m . The intuition behind our choice is the following. Definingr m = y −f m 2 2 and pen(m) = 2σ 2 ln 1
we see that the criterion (5.5) is of the form:
The number of models in the family M having the same values of d m and d m grows exponentially with those dimensions. Thus for fix d m and d m we might find a model with lowr m just because of randomness since some of them will deviate largely from their means, which would correspond to an over-fitting case. Therefore, we need to penalize models of high dimensions more by taking into account the number of models with same dimensions. On the other hand we want this penalty to be as small as possible this way we give more importance to the fitting termr m . In particular we would prefer the term 2σ 2 ln 1 pm to stay close to σ 2 (d + 1) ln N d at least for values of d m close to d m .
Our choice for p m , useful inequalities and a complete discussion of the role of p m as a prior and tuning parameter for the risk can be found in Appendix D. From Lemmas 8.3 and 8.4, the following oracle inequality can be derived forfm:
Theorem 6.1 (Oracle inequality forfm). With M restricted to models such that ed m N and for the choice of m ∈ M corresponding tô
Proof. See Appendix D.
By investigating the oracle inequality, one notices that for an optimal choice of a one has to make a trade-off between the performance of the oracle part and the bias part of the inequality. In general this trade-off is not possible to optimize since the value of the oracle part is not available to us and depends on the variance of the noise. In practice, one can use the SLOPE heuristic introduced in Lebarbier [2002] and described in Baudry et al. [2012] and in Arlot and Massart [2009] . In our case, the value of the tuning parameter can be chosen independently of the variance of the noise and we can use the value of a for which we know that our estimatorfm will perform well. Corollary 6.1. For the set of models described in (2.1) with f * ∈ F m * the following properties hold:
• Adaptation and Risk Upper bound: The following adaptive upper bound in terms of d m * and d m * holds for a = 2:
We notice that the consistency condition d m * = o(N/ ln N ) is within the restriction on the models in theorem 6.1, hence there is no loss of generality of having only models with ed m N in M since for other models we cannot guarantee convergent mean square risk anyway. In the next section we validate these theoretical guarantees by a series of tests on simulated data to get a sense of how tight the oracle inequality is, which signals are difficult to estimate and how the algorithm behaves in practice.
Experimental results
Consider first an experiment based data generated randomly according to the setup of (2.1) with the same change points of Example 1. This is considered to be an easy case since d m * = 4 < d m * = 12 N = 2000, which is within the range of signals for which the consistency result of Corollary 6.1 holds. The experiments in Figure 2 show that the algorithm is quite robust to the level of noise as measured by the signal-to-noise ratio S/N = magnitude of smallest jump in f * σ 2 . We observe that the difference between the ground truth f * andfm is quite small even for small S/N levels such as S/N = 0.5 and the change point locations do not vary appreciably; in fact, for this experiment, S/N = 0.3 seems to be the limiting case for which the algorithm performs well, and for lower values the risk upper-bound in Corollary 6.1 becomes loose when σ increases. Also, we note that an S/N of 0.5 is quite low for these kind of problems. In particular, algorithms relaying on the L 1 -penalty such as Fussed LASSO do not achieve this kind of performance on the simpler task of change point only detection, while on the other hand they are more computational efficient [Xin et al., 2014] . Figure 3 illustrates a difficult case, where we reduced the number of observation by segment by scaling down the signal f * to a support of size N = 500. Now we are outside of the useful regime of Corollary 6.1 and we notice that the second segment 15, 53 is wider than what it should since the first change point at 25 was detected at 14; also the segment 206, 237 belongs to cluster [4] while it is actually in cluster [3] in the original signal f * . Nevertheless we can observe an interesting property for segment 324, 346 , namely, that the end point 346 does not correspond to any real change point, yet this segment belongs to the optimal solution of the 1 st dynamic programming pass. On the other hand the 2 nd dynamic programming pass puts it in the same cluster [3] as 347, 399 , turning them into one single segment of cluster [3] . This behavior actually is the norm for the algorithm, where false changes are often detected in difficult signals in the 1 st dynamic programming pass but are removed after the 2 nd pass. These kinds of false discoveries are actually one of the weaknesses of many change point only detection algorithms like Fussed LASSO, and they have been studied in [Levy-leduc and Harchaoui, 2008] , [Rinaldo, 2009] and [Rojas and Wahlberg, 2014] . In the last experiment, we run Algorithm 1 300 times with the parameter val- Figure 4 summarizes the results. In the top histogram we notice that the algorithm successfully detects the change points most of the time; in fact, the achieved accuracy was number of change points correctly detected number of change points detected ≈ 0.8528. The middle histogram shows the placement of estimated clusters and the true values of the clusters; we observe that the true values lie in a small neighborhood of the estimated values for every cluster. In the bottom histogram we observe that the theoretical upper bound on the average mean square error -in this case 12.1575found in Corollary 6.1 is very conservative and most of the 300 estimates -given by fm −f * 2 N -are significantly smaller.
Conclusions
In this work we considered a novel problem related to change point detection where we have to address the simultaneous task of segmenting and clustering the observed signal. Our approach has been to view this problem as a non parametric model selection problem on the set of all possible partitions. We derived for this the computationally tractable Algorithm 1, that computes a relaxation of the penalized minimization of criterion (4.1), and we justified it from a statistical standpoint by showing that this minimization can be viewed as an approximate MAP. This approximate MAP estimate enjoys the properties of being adaptive and consistent in the sense of Corollary 6.1. We finally justified the use of Algorithm 1 by simulation data that shows some useful properties of the resulting estimate and validates the theoretical guarantees. One extension of this work concerns developing a more complete analysis of Algorithm 1, to obtain consistency results on the number and locations of the change points and clusters. Another possible extension relates to the use of Algorithm 1 in the non scalar case; this was already explored for change point only detection in Arlot et al. [2016] through the use of characteristic kernels [Sriperumbudur et al., 2011] . We believe that the same approach can be adopted here except that we cannot perform the sorting step; this can be overcome using a Kernel clustering algorithm Filipponea et al. [2008] or a spectral version of it Schölkopf et al. [1998] for the second stage. Finally, the remark after Figure 3 hints to the possibility of using a combined algorithm starting with the sparse solution of Fussed LASSO and running the 2 nd dynamic programming pass of our algorithm as a way to boost the performance of Fussed LASSO to get rid of false discoveries. This would be still computationally attractive according to the comment after Theorem 4.1, since the solution of Fussed LASSO has a small number of changes. The following standard lemma on normal projections will be needed later for computing expectations of projection estimators and linking them to the dimension of the corresponding subspace.
Lemma 8.1. Let be a random N (0, I N ) vector in R N , and let S be a linear subspace in R N . Then the random vector P S = U S has an N (0, U S ) distribution with U S being the projection matrix onto S. The squared norm P S 2 is χ 2 d -distributed with d = dim (S) . In particular E[ P S 2 ] = d.
Proof. By definition of Gaussian vectors, for every a ∈ R N we have that
Appendix B: Two-Pass Dynamic Programming
Proof of (4.5). Since we defined πm to be the partition having as elements all the segments of π m , in particular we have m ⊂m and P Fm = P Fm P Fm = P Fm P Fm .
Moreover, since P Fm Y − P Fm Y ∈ Fm, then by the projection theorem we have that
so the Pythagorean theorem implies that
Thus, the minimization of criterion (4.1) simplifies to min m∈M Crit(m) = min pen(d , d ) .
Instead of computing this minimum exactly we will take a greedy step in the second minimum by definingm
and plugging it into the third minimum to obtain the following relaxation: pen(d , d ) .
The second inner minimization of the last equation can then be relaxed by restricting it to partitions satisfying the clustering property, since
This leads to the following upper bound: pen(d , d ) .
Therefore, we can define the following relaxation for the minimization of the criterion in (4.1):
which corresponds to (4.5).
Theorem 4.1. Let (y i ) N i=1 ⊂ R, D ∈ N and K > 0. Then, recalling the dynamic programming recursions in (4.6) and (4.7),
Proof. Here we abuse the notation of m and M so that if Y n is the sub-vector of the first n component of Y then m and M are still defined by mere restriction to the first n component and P Fm Y n still makes sense for m ∈ M.
To prove the 1 st point we need to show that C d (n), defined inductively as
. This implies that for n = N we obtain the result for all d. This is straightforward since if, for Y n , π m = {0 = i 0 < i 1 < · · · < i d < i d+1 = n} is a partition, then
Taking the minimum over |m| = d or, equivalently, over the values of i 1 , i 2 , . . . , i d , we obtain
This yields our 1 st point:m
To prove the second point, we first define, in the same notations of Algorithm 1, Y r as a rearrangement of Y according to the permutation φ d , andm r as a rearrangement ofm. Also Y (t) r denotes the truncation of Y r to the t th -segment. By the clustering property in (4.4) we have that m ∈ Mȳm r ,δ if and only ifm ∈ Mȳm r ,δ , hence
Here we are back to the same setup of the 1 st point, so we need to show that G (t,δ) defined inductively as
and we obtain the desired result at t = d. The same derivation as for the 1 st point carries over by usingȳ (k,l) l) ) 2 for all 1 k l d as defined in Algorithm 1, and we obtain the result since Y t r is constant over every segment. Since both points hold, then by the definition of m (d,δ) in Algorithm 1 we obtain a solution to the minimization criterion in (4.5), thus establishing the correctness of Algorithm 1.
Regarding the complexity of the algorithm, the first step consists in making theȳ [k,l] and R [k,l] matrices. This can be done efficiently by making a cumulative sum matrix ( l i=k y i ) k,l , whose rows can be formed in O(N ) time and the whole matrix in O(N 2 ) time. We compute theȳ [k,l] matrix in O(N 2 ) time and R [k,l] in O(N 2 ) time, hence this first step has time complexity O(N 3 ) and space complexity O(N 2 ).
The 1 st dynamic programming recurrence has time complexity O(DN 2 ) and space complexity O(DN ), since there are O(DN ) comparisons to perform in order to find the minimum of O(N ) elements.
D backtracking operations are needed for the 1 st dynamic programming recurrence. They run in O(D) time to obtain the optimal modelsm d := {0 = i 0 i 1 < i 2 < · · · < i d i d+1 = N } from 1 to D. This backtracking procedure has time complexity O(D 2 ) and space complexity O(D 2 ).
Each of the D sorting operations that return φ d for all d can be done with O(D ln D) space and time complexity; more efficient sorting algorithms can be used but since this is not the bottleneck operation in Algorithm 1 we do not require more efficiency. On the other hand O(D ln D) space for sorting-D sorting stages can be done using the same memory space-is overcome by the D 2 storage cost of D storages. More efficient sorting algorithms are described in [Cormen et al., 2009] and [Goodrich and Tamassia, 2001] Overall, these steps have time complexity O(D 2 ln D) and space complexity O(D 2 ).
For the second preprocessing steps we need to compute (α (k) ) d k=0 ,ȳ (k,l) andR [k,l] . As before, we do this via a cumulative sum matrix (α (k) ) d k=0 which is built in O(D 2 ) time, and a weighed cumulative sum matrix ( l i=k α (i)ȳi ) k,l built in O(D 2 ) time. We can then compute (ȳ) [k,l] in O (D 2 ) and R [k,l] in O(D 2 ) time, and doing this for D models requires a time complexity of O (D 4 ) and a space complexity of O(D 2 ).
The 2 nd dynamic programming step with backtracking now requires a time complexity of O (D 4 ) and a space complexity of O(D 3 ) to storem (d,δ) for all d and δ.
Computing B (d,δ) requires obtaining pen ((d, δ) ) (see (6.2) and (8.3)), which can be done recursively using the s (3.2) and (3.3) in O(DN + D 2 ) in time and O(DN + D 2 ) in space; the minimization to compute Crit(m (d,δ) ), which requires O(D 2 ) time and O(1) space; and backtracking to obtain m (d,δ) , which requires O(D) time and O(D) space, since everything is already stored so we just need to look upmd and rearrange backm (d,δ) using φd.
The overall algorithm is dominated by O(N 3 + D 4 ) time complexty and O(N 2 + D 3 ) space complexity.
The time and space complexity can be improved upon using the efficient implementation in Celisse et al. [2017] for the dynamic programming of Steps 3 and 11, this implementation change the order of the for loops of d and d and computes recursively the values of R [i,n] andR [i,t] as needed, so no preprocessing of steps 1 and 9 is needed. With this we get a time and space complexity O(N 2 D + D 4 ) and O(DN + D 3 ), respectively. The useful regime in which the result of this algorithm are significant is d m * = o( N log N ) according to corollary 6.1 so we only to choose D within those constraint. To balance computational performance and statistical performance we can choose D = O(N 1/2 ) giving us a time and space complexity O(N 5/2 and O(N 3/2 ), respectively.
Appendix C: Model Selection criterion for change points and clustering
Proof of (5.2). We start by computing the probability distribution of F ; the law of total probability yields dµ F = m∈M p m dµ F/m , and Bayes' theorem then provides the posterior distribution of Y /m,
Both µ m/Y and dµ m are absolutely continuous with respect to the counting measure, hence we have
We denote by φ N the density of the multivariate N (0, I N ) distribution. The law of total probability again gives
Putting these conditional probabilities together, we obtain the following a-posteriori distribution for the random variable m given the observation Y :
This complete the proof.
Lemma 8.2. Let l : R → R + be a four times differentiable probability density function.
Define, for f ∈ R, y n ∈ R n :
Let A ⊂ R ∞ such that for all y ∈ A the following holds:
• the integrals R exp(L n (f, y n ))df are bounded uniformly (in n and y n ) by some constant β.
• the sequencef n := n k=1 y k n converges and has as limitf = lim n→∞ n k=1 y k n .
• L n (·, y n ) has a sequence of maximizers (f n (y n )) ∞ n=1 at which L n (·, y n ) has a negative second derivative.
• there is a δ 0 , N 0 and m, M > 0 such that for all n N 0 we have |L (i) n (f, y n )| < M for all |f −f n | < δ 0 for i ∈ 2, 4 and m < |L
n is the i th -derivative of L n (f, y n ) with respect to f . then the sequence (f n (y n )) n∈N converges tof = lim n→∞ n k=1 y k n and we have:
Proof. We begin by observing thatf n = n i=1 yi n = arg max f ∈R − y n −f 1 n 2 2 2nσ 2 . We will show that (f n ) ∞ n=1 should have the same limit as (f n ) ∞ n=1 .
Thus, we obtain lim sup
If there is δ 0 > 0 and a subsequence (n l ) ∞ l=1 such that |f n l −f n l | > δ 0 for all l, then
By assumption n k=1 y k n =f n →f then ln l(f n ) → ln l(f ). Thus, there is an N 1 such for all n N 1 we obtain
On the other hand, l is bounded by some C, hence
This gives
Therefore, for allf n l andf n l such that |f n l −f n l | > δ 0 we have that
This implies that there is an l 0 such that L n l 0 (f n l 0 , y n l 0 ) < L n l 0 (f n l 0 , y n l 0 ) − δ 2 0 4σ 2 , which in turn contradicts the fact thatf n is a maximizer of L n for all n. From here we conclude that for all δ there is N 2 ∈ N for all n N 2 we have |f n − f n | < δ/2, and since the sequence (f n ) ∞ n=1 converges, there is an N 3 for all n N 3 we have that |f n −f | < δ/2, which in turn implies that for all n N 4 = max{N 2 , N 3 } we have |f n −f | < δ. Thus our original claim and first part of the lemma is proved, namely, that the sequence (f n ) ∞ n=1 is convergent andf = lim n→∞f n = lim n→∞f n =f . For a fixed δ > 0 we will approximate both terms of the following decomposition:
Just as before, sincef n →f there is an N 5 such for all n N 5 , for all f ∈ R − (f n − δ,f n + δ),
Since bothf n andf n have the same limit, then by continuity there is N 6 starting from which we get:
Following the same steps leading to (8.2), we obtain:
These two results together imply for that there is an N 7 such that for all n N 7 we have L n (f, y n ) − δ 2 8σ 2 . Hence for n N 6 we can bound the first integral as follows:
Now we turn to the integral over (f n −δ,f n +δ). Taking the Taylor series of L n around f n (and omitting the second argument, y n , for simplicity) we obtain
where L
(1) n (f n ) = 0, and using the Taylor expansion of exp(y) around 0 for the higher order terms we obtain:
For the term with odd derivative it is easy to see that the integral is zero
The big-O term coming from the residual of the expansion can be neglected since by definition there is a C 0 such that (fn−δ,fn+δ) nO
The second derivative term can be approximated as follows:
Since the last term is exponentially small on n for fixed δ putting everything together we get the final claim:
Proof of (5.4). Observe first that the conditions of Lemma 8.2 hold for a large class of sufficiently smooth and bounded (possibly improper) priors l(f ) and for the data generated according to the sampling scheme in ( 
n (ln(l(fn))) (2) . From Lemma 8.2 we can rewrite the logarithm of the posterior distribution in (5.3) as follows:
where C N is constant depending only on N . If we want to maximize the likelihood we would be interested in finding m ∈ M such that for all m ∈ M we have ln pm p m 0.
hence maximizing the likelihood is equivalent to minimizing:
To avoid the dependency of the criterion on the number of elements in each cluster we observe that
from the arithmetic-geometric mean inequality, so we have that
Thus for all K 1 we obtain the following upper bound, which corresponds to (5.4): 
is a valid probability mass function on M, and this sequence satisfies the following bounds:
e 3 (e − 1) 2 (e + 1)
(1 − 3e −N −1 ) B N e 3 (e − 1) 2 (e + 1) .
Proof. Fixing d and d , we can make a model π m by first choosing a subset of cardinality d from {1, 2, . . . , N }; there are C N d ways to make this choice. This leaves us with d + 1 segments. We then partition the segments into exactly d + 1 parts, which corresponds to taking a partition into d + 1 parts of {1, 2, . . . , d + 1}, where the distance between any two elements of the same part is at least two. This can be done in S 2 (d + 1, d + 1) ways. Thus if we let A(d , d ) = {π m ∈ Π N : |π m | = d and |π m | 0 = d }, we have that
Since S 2 (·, ·), C N d m and the exponential are all non-negative, for p = (p m ) m∈M to be a valid probability mass function we only need to find a positive sequence (B N ) N ∈N such that p m sum to 1. Now,
which holds for the choice:
The bounds on B N are easy to verify.
The choice of probability mass function (p m ) in Lemma 8.3 distributes the mass evenly among models of the same dimensions. On the other hand, to balance the exponential increase in the number of models the exponential factor makes p m decrease exponentially with the dimensions. Together with the fact that the prior l Y /m was absorbed in the error term of the approximation in Lemma 8.2, we obtain a set of what can be considered as least favorable priors for our Bayesian setting, and this will have the effect of reducing the upper bound on the risk.
Lemma 8.4. For 1 k N − 1 and N 4, with the convention 0 ln 0 = 0, the following bounds hold for the binomial coefficients:
and the following bounds hold for the Stirling numbers of the second kind:
In particular, we have that
Hence,
On the other hand we have that
thus we obtain k ln N − ln(k!) k(ln N − ln k + 1), and taking the exponential yields
The following bound for Stirling numbers of the second kind can be found in Rennie and Dobson [1969] :
Using the upper bound on the binomial coefficients we can easily derive bounds for the Stirling numbers. In particular, since
we obtain the lower bound
The upper bound is derived as follows:
Finally, since S 2 (N + 1, k + 1) = S(N, k), we have from Lemma 8.3 that 
The proof of this theorem follows the line of reasoning described in Massart [2003] . To establish this result we rely on the Gaussian concentration inequality stated below and whose proof can be found in Cirel'son et al. [1976] , Boucheron et al. [2013] :
Lemma 8.5 (Tsirelson-Ibragimov-Sudakov Inequality). Assume that F : R d → R is 1-Lipschitz and X is a Gaussian random vector following N (0, σ 2 I). Then, there exists a variable ξ ∼ exp(1) following an exponential distribution of parameter 1, such that
Proof of Theorem 6.1. By definition ofm we have that, for all m ∈ M,
By expanding the squares and using Y = f * + we obtain
On the other hand, we have by expanding the squares, = −E[ P Fm 2 2 ] = −σ 2 d m 0, so we can discard this term since it has a negative contribution of small order on the bound.
To bound 2 ,fm − f * we use Young's inequality 2 u, v a u 2 2 + 1 a v 2 2 for all a > 0 as follows:
2 ,fm − f * = 2 P Fm⊕ f * ,fm − f * = 2 P Fm f * + P f * ,fm − f * a P Fm f * + P f * 2 2 + 1 a fm − f * 2 2 = a( P Fm f * 2 2 + P f * 2 2 ) + 1 a fm − f * 2 2 , a > 0.
This gives
2 ,fm − f * − 1 a fm − f * 2 2 aσ 2 ( P Fm f * 2 2 /σ 2 + P f * 2 2 /σ 2 ). (8.8)
Since P f * 2 2 /σ 2 follows a χ 2 1 distribution, E[ P f * 2 2 /σ 2 ] = 1.
( 8.9) Similarly, for all m ∈ M, P Fm f * 2 2 /σ 2 follows a χ 2 dm distribution, wherē On the other hand, since the norm is 1-Lipschitz, the Gaussian concentration inequality from Lemma 8.5 implies that there is an exponential random variable ξ ∼ exp (1) Going back to (8.6), substituting K by its value and subtracting 1 a fm − f * 2 2 from both sides we obtain
Taking the minimum of this expression over m ∈ M and the expectation, and omitting negative terms we obtain the desired result for all a > 1:
+ a 2 σ 2 a − 1 (7 + 3(d m + 1) ln N d m + 6 ln 1 p m )}.
Corollary 6.1. For the set of models described in (2.1) with f * ∈ F m * the following properties hold:
• Adaptation and Risk Upper bound: The following adaptive upper bound in terms of d m * and d m * holds for a = 2: Proof. Equation (6.3) implies in particular that for m * such that f * ∈ F m * we obtain
+ a 2 σ 2 a − 1 7 + 3(d m * + 1) ln N d m * + 6 ln 1 p m * .
To simplify the first expectation of the right hand side, we can use (8.7) and Lemma 8.1
to obtain
Then, using Lemma 8.4 we can upper bound the rest of the right hand side, and choosing a = C C−1 yieds, for all C > 1,
Cσ 2 Hence, as long as d m * = o(N/ ln N ), we obtain lim N →∞ N −1 E f * [ fm − f * 2 ] = 0, which establishes the Consistency result.
