Global well-posedness, dissipation and blow up for semilinear heat
  equations in energy spaces associated with self-adjoint operators by Ikeda, Masahiro & Taniguchi, Koichi
GLOBAL WELL-POSEDNESS, DISSIPATION AND BLOW UP FOR
SEMILINEAR HEAT EQUATIONS IN ENERGY SPACES
ASSOCIATED WITH SELF-ADJOINT OPERATORS
MASAHIRO IKEDA AND KOICHI TANIGUCHI
Abstract. The purpose in this paper is to determine the global behavior of so-
lutions to the initial-boundary value problems for energy-subcritical and critical
semilinear heat equations by initial data with lower energy than the mountain pass
level in energy spaces associated with self-adjoint operators satisfying Gaussian up-
per bounds. Our self-adjoint operators include the Dirichlet Laplacian on an open
set, Robin Laplacian on an exterior domain, and Schro¨dinger operators, etc.
1. Introduction
Let Ω be an open set in Rd with d ≥ 1. We consider the Cauchy problem of
energy-subcritical semilinear evolution equations:{
∂tu+ Lu+ u = |u|p−1u in (0, T )× Ω,
u(0) = u0 ∈ H1(L)
(1.1)
with 1 < p < p∗, and energy-critical semilinear evolution equations:{
∂tu+ Lu = |u| 4d−2u in (0, T )× Ω,
u(0) = u0 ∈ H˙1(L)
(1.2)
for d ≥ 3, where T > 0, u0 = u0(x) is a given complex-valued function on Ω,
u = u(t, x) is an unknown complex-valued function on [0, T )× Ω, L is a self-adjoint
operator on L2(Ω) satisfying Assumption A or B below, and p∗ is the Sobolev critical
exponent given by
p∗ =
{
d+2
d−2 if d ≥ 3,
∞ if d = 1, 2.
Here H1(L) and H˙1(L) are Sobolev spaces associated with L, and their norms are
given by
‖f‖H1(L) := ‖(I + L) 12f‖L2(Ω) and ‖f‖H˙1(L) := ‖L
1
2f‖L2(Ω),
respectively, where I is the identity operator on L2(Ω). For precise definitions of
H1(L) and H˙1(L), we refer to Definition 1.1 below. For the sake of convenience
we set E(L) = H1(L) or H˙1(L), and choose E(L) = H1(L) in the case (1.1) and
2010 Mathematics Subject Classification. Primary 35K05; Secondary 35B40;
Date: September 30, 2019.
Key words and phrases. Semilinear heat equations, global existence, dissipation, blow-up.
1
ar
X
iv
:1
90
2.
01
01
6v
3 
 [m
ath
.A
P]
  2
6 S
ep
 20
19
2 M. IKEDA AND K. TANIGUCHI
E(L) = H˙1(L) in the case (1.2). The space E(L) is called the energy space associated
with L. The energy functional EL : E(L)→ R is defined by
EL(u) =
1
2
‖u‖2E(L) −
1
p+ 1
‖u‖p+1Lp+1(Ω),
and the energy is formally dissipated along solutions to (1.1) and (1.2):
d
dt
EL(u(t)) = −
∫
Ω
|ut(t)|2 dx ≤ 0. (1.3)
The problems (1.1) and (1.2) correspond to the energy-subcritical and critical cases
in the following sense, respectively. The equation (1.2) with L = −∆ on Rd, i.e.,
∂tu−∆u = |u|p−1u in R+ × Rd (1.4)
is invariant under the scale transformation
u(t, x) 7→ uλ(t, x) := λ
2
p−1u(λ2t, λx), λ > 0.
Then
‖uλ(0, ·)‖H˙1(Rd) = λ
2
p−1− d−22 ‖u(0, ·)‖H˙1(Rd),
and hence, if p satisfies
2
p− 1 −
d− 2
2
= 0 ⇐⇒ p = p∗,
then the H˙1-norm of initial data is invariant. Similarly, the energy is also invariant.
Hence the case p = p∗ is called the energy-critical case, and the case p < p∗ (resp.
p > p∗) is called the energy-subcritical case (resp. the energy-supercritical case).
Based on the above, we call the problems (1.1) and (1.2) energy-subcritical and energy-
critical in this paper, respectively.
The nonlinearity term +|u|p−1u of (1.1) and (1.2) is a sourcing term, while the
nonlinearity terms −|u|p−1u works as an absorbing term. In the absorbing case, all
solutions exist globally in time and are dissipative, i.e.,
lim
t→∞
‖u(t)‖E(L) = 0,
at least in the energy-subcritical case (see Remark 2.4 below). On the other hand, the
behavior of solutions the equations with a sourcing term is completely different. In
this case, the global behavior of solutions depends on initial data, that is, the solutions
are global (dissipation, asymptotical attraction by the ground state solution up to
the scaling and translation, and blowing up in infinite time, etc.) or blow up in finite
time. Our purpose is to determine the global behavior of solutions by initial data u0
with energy below the mountain pass level
lL := inf
u∈E(L)\{0}
max
λ≥0
EL(λu). (1.5)
For this purpose, let us introduce the Nehari functional and Nehari manifold:
JL(φ) :=
d
dλ
EL(λφ)
∣∣
λ=1
= ‖φ‖2E(L) − ‖φ‖p+1Lp+1(Ω),
NL :=
{
φ ∈ E(L) \ {0} : JL(φ) = 0
}
.
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Then the functional JL is formally written as
JL(u(t)) = −1
2
d
dt
‖u(t)‖2L2(Ω) (1.6)
for solutions u to (1.1) or (1.2).
In the case when L = −∆ on Rd or a bounded domain Ω, the global behav-
ior of solutions to (1.1) and (1.2) has been investigated. In particular, there are
many literatures on their dynamics with energy below the mountain pass level, i.e.,
E−∆(u0) < l−∆. In the energy-subcritical case, it was proved that the solution is
global and dissipative if initial data belongs to the so-called stable set, while the so-
lution blows up in finite time if initial data belongs to the so-called unstable set. Then
the Nehari manifold plays an important role as a borderline separating the stable set
and unstable set (see, e.g., [10],[13],[16],[25],[27],[31]). In terms of the energy-critical
case, the pioneer works by Kenig and Merle are well known for focusing semilinear
Schro¨dinger equations and wave equations on Rd with d = 3, 4, 5 (see [19], [20] and
also Killip and Visan [21] for Schro¨dinger equations with d ≥ 6). Recently, Gustafson
and Roxanas proved a similar result for the semilinear heat equation (1.4) with p = p∗
for d = 4 (see [12]).
In the case when E−∆(u0) = l−∆ and J−∆(u0) = 0, the solutions to (1.1) and (1.2)
are global and stationary (not dissipative), because these problems have ground state
solutions (see, e.g., [1], [19], [30], [31]). On the other hand, if E−∆(u0) = l−∆ and
J−∆(u0) 6= 0, then the problem is reduced into the case E−∆(u0) < l−∆, i.e., the
solution is dissipative or blows up in finite.
The behavior of solutions to semilinear heat equations with energy above the moun-
tain pass level, i.e., E−∆(u0) > l−∆, is completely different from the low energy case.
In the energy-subcritical case, it was proved by Dickstein, Mizoguchi, Souplet and
Weissler that the Nehari manifold is no longer the borderline (see [8] and also Gaz-
zola and Weth [10]). In the energy-critical case, Collot, Merle and Raphae¨l gave
a classification of flow near the ground state solution for d ≥ 7. More precisely,
they proved that one of the following three phenomenon always occurs: Global exis-
tence and asymptotical attraction by the ground state solution up to the scaling and
translation; global existence and dissipation; type I blow up (see [6] and references
therein). In the high energy case, Schweyer constructed type II blow up solutions for
d = 4. More precisely, for any ε > 0, there exists a radially symmetric initial data
u0 ∈ H1(R4) with l−∆ < E−∆(u0) < l−∆ + ε such that the solution to (1.2) blows up
in type II (see [28]).
In this paper we generalize the above results in the low energy case to more general
self-adjoint operators L with the following assumptions. In the subcritical case (1.1),
we assume the following L2-Lq-estimates:
Assumption A. L is a self-adjoint operator on L2(Ω) such that {e−tL}t>0 satisfies
the following: For any 2 ≤ q < p∗+1, there exist two constants C > 0 and 0 ≤ ω < 1
such that
‖e−tL‖L2(Ω)→Lq(Ω) ≤ Ct−
d
2
( 1
2
− 1
q
)eωt (1.7)
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for any t > 0.
In the critical case (1.2), we assume the following Gaussian upper estimate:
Assumption B. L is a non-negative and self-adjoint operator on L2(Ω) such that
the kernel KL(t;x, y) of {e−tL}t>0 satisfies the following: There exist two constants
c > 0 and C > 0 such that
|KL(t;x, y)| ≤ Ct− d2 e−
|x−y|2
ct (1.8)
for any t > 0 and almost everywhere x, y ∈ Ω.
Note that Assumption B is stronger than Assumption A. Assumptions A and B
are closely related with the Sobolev embeddings H1(L) ↪→ Lp+1(Ω) and H˙1(L) ↪→
Lp
∗+1(Ω), respectively, which play a fundamental role in well-definedness of energy
and proving well-posedness for (1.1) and (1.2), etc. In the following, let us define
the inhomogeneous Sobolev spaces Hs(L) of order s ∈ R under Assumption A and
the homogeneous ones H˙s(L) of order s under Assumption B, and state the Sobolev
embedding theorem for H1(L) and H˙1(L).
Definition 1.1. (i) Suppose that L satisfies Assumption A. Then for s ∈ R the
inhomogeneous Sobolev space Hs(L) is defined by
Hs(L) := {f ∈ X ′(L) : ‖f‖Hs(L) <∞}
with the norm
‖f‖Hs(L) := ‖(I + L) s2f‖L2(Ω).
Here X ′(L) is the topological dual of X (L) defined by
X (L) := {f ∈ L1(Ω) ∩ D(L) : LMf ∈ L1(Ω) ∩ D(L) for all M ∈ N} ,
and D(L) denotes the domain of L.
(ii) Suppose that L satisfies Assumption B. Then for s ∈ R the homogeneous
Sobolev space H˙s(L) is defined by
H˙s(L) := {f ∈ Z ′(L) : ‖f‖H˙s(L) <∞}
with the norm
‖f‖H˙s(L) := ‖L
s
2f‖L2(Ω).
Here Z ′(L) is the topological dual of Z(L) defined by
Z(L) := {f ∈ L1(Ω) ∩ D(L) : LMf ∈ L1(Ω) ∩ D(L) for all M ∈ Z} .
Then Hs(L) and H˙s(L) are well defined and complete. We note that if s ≥ 0, then
Hs(L) ∼= {f ∈ L2(Ω) : ‖f‖Hs(L) <∞},
and the spaces H−s(L) and H˙−s(L) are isomorphic to the adjoint spaces of Hs(L)
and H˙s(L), respectively (see [17] and Appendix A). For these spaces, we have the
Sobolev inequalities.
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Proposition 1.2. (i) Suppose that L satisfies Assumption A. Then for any 1 <
p < p∗, there exists a constant C > 0 such that
‖f‖Lp+1(Ω) ≤ C‖f‖H1(L) (1.9)
for any f ∈ H1(L).
(ii) Let d ≥ 3. Suppose that L satisfies Assumption B. Then there exists a constant
C > 0 such that
‖f‖
L
2d
d−2 (Ω)
≤ C‖f‖H˙1(L) (1.10)
for any f ∈ H˙1(L).
For the proof we refer to Appendix B.
Remark 1.3. The number lL in (1.5) is also characterized by the best constant of
the Sobolev inequality. More precisely,
lL = inf
f∈NL
EL(f) =
p− 1
2(p+ 1)
S
− 2(p+1)
p−1
p+1 , (1.11)
where Sp+1 = Sp+1(d, L) is the best constant of the Sobolev inequality (1.9) if 1 <
p < p∗, and (1.10) if d ≥ 3 and p = p∗ (see Appendix C).
A typical example of L is the Laplace operator −∆ on L2(Rd). In the rest of this
section, let us give other major examples of L satisfying Assumption A or B.
(a) (The Schro¨dinger operator with the Dirichlet boundary condition)
The Schro¨dinger operator −∆D+V with the Dirichlet boundary condition on
an open set Ω of Rd with d ≥ 1 satisfies Assumption A, where V = V (x) is a
real-valued measurable function on Ω such that the infimum of the spectrum
of −∆D + V is strictly larger than −1, and
V = V+ − V−, V± ≥ 0, V+ ∈ L1loc(Ω) and V− ∈ Kd(Ω)
(see, e.g., Propositions 2.1 and 3.1 in [18]). We say that V− belongs to the
Kato class Kd(Ω) if
lim
r→0
sup
x∈Ω
∫
Ω∩{|x−y|<r}
V−(y)
|x− y|d−2 dy = 0 for d ≥ 3,
lim
r→0
sup
x∈Ω
∫
Ω∩{|x−y|<r}
log(|x− y|−1)V−(y) dy = 0 for d = 2,
sup
x∈Ω
∫
Ω∩{|x−y|<1}
V−(y) dy <∞ for d = 1
(see Section A.2 in Simon [29]). It is readily seen that the potential V−(x) =
1/|x|α with 0 ≤ α < 2 if d ≥ 2 and 0 ≤ α < 1 if d = 1 is included in Kd(Ω). It
should be noted that the potential like V−(x) = 1/|x|2 as |x| → 0 is excluded
from Kd(Ω) (see Example (e) below).
In addition, if the negative part V− satisfiessupx∈Ω
∫
Ω
V−(y)
|x− y|d−2 dy <
pi
d
2
Γ(d/2− 1) if d ≥ 3,
V− = 0 if d = 1, 2,
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then −∆D + V satisfies Assumption B (see Propositions 2.1 and 3.1 in [18]).
In particular, −∆D (i.e., the case of V = 0) satisfies Assumption B.
(b) (The Neumann Laplacian) Let Ω be a domain of Rd having the extension
property (see, e.g., Davies [7]). Then the Laplace operator −∆N with the
Neumann boundary condition on Ω satisfies Assumption A. Indeed, when Ω
has the extension property, the following Sobolev inequality holds:
‖f‖Lp∗+1(Ω) ≤ C‖f‖H1(Ω)
for any f ∈ H1(Ω). Then, applying the above estimate to f = et∆Nu0, we
have
‖et∆N‖L2(Ω)→Lp∗+1(Ω) ≤ C(t−
1
2 + 1)
for any t > 0. Hence we obtain the estimate (1.7) with ω = 0 by com-
bining the Riesz-thorin interpolation theorem with the above estimate and
L2-boundedness of et∆N . Thus −∆N satisfies Assumption A. However −∆N
does not satisfies Assumption B in general. Indeed, if Ω is bounded, then
−∆N has the zero eigenvalue. This implies that et∆N does not satisfy the
Gaussian upper bound (1.8) for t > 1 in Assumption B.
(c) (The Robin Laplacian on an exterior domain) Let d ≥ 3 and Ω be
the exterior domain in Rd of a compact and connected set with Lipschitz
boundary. We consider the Laplace operator −∆σ on L2(Ω) associated with
a quadratic form
qσ(f, g) =
∫
Ω
∇f · ∇g dx+
∫
∂Ω
σfg dS
for any f, g ∈ H1(Ω), where σ is a function ∂Ω → R and ∂Ω denotes the
boundary of Ω. Note that −∆0 (i.e., the case of σ = 0) is the Neumann
Laplacian on L2(Ω). Assume that σ ∈ L∞(∂Ω) and σ ≥ 0. Then −∆σ
satisfies Assumption B. This is a consequence of the following two estimates:
0 ≤ K−∆σ(t;x, y) ≤ K−∆0(t;x, y), (1.12)
0 ≤ K−∆0(t;x, y) ≤ Ct−
d
2 e−
|x−y|2
ct (1.13)
for any t > 0 and almost everywhere x, y ∈ Ω. The estimate (1.12) follows
from domination of semigroups, and the proof of (1.13) can be found in Chen,
Williams and Zhao [5].
In the case d = 2, if Ω is the exterior domain in R2 of a compact and
connected set with C2-boundary and
ess inf
x∈∂Ω
σ(x) > 0,
then −∆σ satisfies Assumption B (see Section 2 in Kovarˇ´ık and Mugnolo [23]).
In the case d = 1, let Ω = R+ and −∆σ is the Laplace operator on L2(R+)
associated with a quadratic form
qσ(f, g) =
∫ ∞
0
f ′g′ dx+ σf(0)g(0)
for any f, g ∈ H1(R+), where σ ≥ 0 is a constant. Then −∆σ satisfies
Assumption B (see Section 4 in [23]).
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(d) (The elliptic operator) Let L be the self-adjoint operator associated with
a quadratic form
q(f, g) =
∫
Rd
{
d∑
k,j=1
akjDkfDjg +
d∑
k=1
(bkgDkf + ckfDkg) + a0fg
}
dx
for any f, g ∈ H1(Rd), where akj, bk, ck, a0 ∈ L∞(Rd) are real-valued functions
for all 1 ≤ j, k ≤ d, and the principle part is elliptic, i.e., there exists a
constant η > 0 such that
d∑
j,k=1
akj(x)ξjξk ≥ η|ξ|2, ξ ∈ Cd, a.e.x ∈ Rd.
Then L is self-adjoint on L2(Rd) and satisfies the Gaussian upper estimate:
There exist three constants c > 0, C > 0 and ω ≥ 0 such that
|KL(t;x, y)| ≤ Ct− d2 eωte−
|x−y|2
ct , t > 0, a.e.x, y ∈ Rd
(see, e.g., [26]). If ω < 1, then L satisfies Assumption A.
(e) (The Schro¨dinger operator with a negative inverse-square potential)
The Schro¨dinger operator −∆− c/|x|2 on Rd with d ≥ 3, where
0 < c ≤ (d− 2)
2
4
,
satisfies Assumption A, and not Assumption B (see [14], [15]).
The rest of this paper is organized as follows. In Section 2 we state main results on
the global behavior of solutions to (1.1) or (1.2). In Section 3 we provide the results
on local well-posedness of (1.1) and (1.2), respectively. In Section 4 we show some
lemmas on variational estimates. In Section 5 the proofs of main results are given.
2. Statements of main results
2.1. The subcritical case. First let us give a definition of (energy finite) solution
to (1.1).
Definition 2.1. Let T ∈ (0,∞]. A function u : [0, T ) × Ω → C is called a solution
to (1.1) on [0, T ) × Ω if u ∈ C([0, T ′];H1(L)) and ut, Lu ∈ L2([0, T ′] × Ω) for any
T ′ ∈ [0, T ), and it satisfies the Duhamel formula
u(t) = e−t(I+L)u0 +
∫ t
0
e−(t−s)(I+L)|u(s)|p−1u(s) ds (2.1)
for any t ∈ [0, T ). The time T is said to be the maximal existence time if the solution
cannot be extended beyond [0, T ), and we denote by Tm the maximal existence time
(This is well-defined by the uniqueness (ii) in Proposition 3.2 below). We say that u
is a global solution if Tm = +∞, and that u blows up in finite time if Tm < +∞.
Our main result in the subcritical case is the following theorem, which states the
dichotomy of dissipation and blowing up in finite time under the assumption EL(u0) ≤
lL.
8 M. IKEDA AND K. TANIGUCHI
Theorem 2.2. Suppose that L satisfies Assumption A. Let u be a solution to the
problem (1.1) with initial data u0 ∈ H1(L) satisfying EL(u0) ≤ lL. Then the following
assertions hold:
(i) If JL(u0) > 0, then Tm = +∞ and
‖u(t)‖H1(L) = o(t− 12 ) as t→∞.
(ii) If JL(u0) < 0, then Tm < +∞.
Figure 1. X-axis: X = 1
p+1
‖f‖p+1Lp+1 ; Y -axis: Y = 12‖f‖2E(L)
Let us define
M+L := {f ∈ E(L) : EL(f) ≤ lL, JL(f) > 0} ∪ {0},
M−L := {f ∈ E(L) : EL(f) ≤ lL, JL(f) < 0}.
Theorem 2.2 states the solution is global and dissipative if u0 belongs to the so-called
stable setM+L , while the solution blows up in finite time if u0 belongs to the so-called
unstable set M−L . Then the Nehari manifold NL is a borderline separating M+L and
M−L (see Figure 1).
Remark 2.3. Let us give three remarks on the case when JL(u0) = 0.
(i) There is no function u0 ∈ H1(L) \ {0} such that EL(u0) < lL and JL(u0) = 0,
because the existence of such a function contradicts (1.11).
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(ii) Let u0 ∈ H1(L) with EL(u0) = lL and JL(u0) = 0. Then the solution u must
be one of the following three solutions: A stationary solution; a global (in
time) solution decaying to zero as t → ∞; a blow-up solution in finite time.
In fact, if
EL(u(t)) = EL(u0) for any t ∈ [0, Tm), (2.2)
then the solution u must be a ground state solution (i.e., a minimal energy
nontrivial solution) to the stationary problem{
Lv + v = |v|p−1v in Ω,
v ∈ H1(L). (2.3)
Therefore, if (2.3) has a ground state solution, then u is stationary. If (2.3)
has no ground state solution, then (2.2) does not occur. When (2.2) does not
hold, we see from Theorem 2.2 that u is dissipative or blows up in finite.
Remark 2.4. In the absorbing and energy-subcritical case, all solutions are global
and dissipative. Indeed, in this case, we have
‖u(t)‖2H1(L) ≤ 2EL(u(t)) ≤ 2EL(u0) for any t ∈ [0, Tm),
which shows Tm = +∞ by (iv) in Proposition 3.2 below. Furthermore, it follows
from (1.6) that
‖u(t)‖2L2(Ω) + 2
∫ t
0
JL(u(s)) ds = ‖u0‖2L2(Ω)
for any t > 0. Since JL(u(t)) ≥ ‖u(t)‖2H1(L) for any t > 0, we find that
2‖u‖2L2(R+;H1(L)) ≤ sup
t≥0
(
‖u(t)‖2L2(Ω) + 2‖u‖2L2((0,t);H1(L))
)
≤ ‖u0‖2L2(Ω),
which proves that u(t)→ 0 in H1(L) as t→∞.
Remark 2.5. If the infimum of spectrum of L is strictly positive, then we have
‖f‖Lp+1(Ω) ≤ C‖f‖H˙1(L)
for any f ∈ H1(L). Hence, by using the above inequality instead of (1.9), we can
prove the same statements as in Theorem 2.2 for the problem{
∂tu+ Lu = |u|p−1u in (0, T )× Ω,
u(0) = u0 ∈ H1(L)
with 1 < p < p∗.
2.2. The critical case. Let us give a definition of (energy finite) solution to (1.2).
Definition 2.6. Let T ∈ (0,∞]. A function u : [0, T ) × Ω → R is called a solution
to (1.2) if u ∈ C([0, T ′]; H˙1(L)) ∩ L 2(d+2)d−2 ((0, T ′]× Ω) and ut, Lu ∈ L2([0, T ′]× Ω) for
any T ′ ∈ [0, T ), and it satisfies the Duhamel formula
u(t) = e−tLu0 +
∫ t
0
e−(t−s)L|u(s)|p−1u(s) ds (2.4)
for any t ∈ [0, T ). The definitions of the maximal existence time Tm, global solution,
and blow up solution in finite time are the same as in Definition 2.1.
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In the critical case, we also have the similar result to Theorem 2.2, i.e., the di-
chotomy of dissipation and blowing up in finite time under the assumption EL(u0) ≤
lL.
Theorem 2.7. Suppose that L satisfies Assumption B. Let u be a solution to the
problem (1.2) with initial data u0 ∈ H˙1(L) satisfying EL(u0) ≤ lL. Then the following
assertions hold:
(i) If JL(u0) > 0 and ‖e−tLu0‖S(R+) is sufficiently small, then Tm = +∞ and
lim
t→∞
‖u(t)‖H˙1(L) = 0,
where ‖ · ‖S(R+) is the space-time norm given by (3.6) below.
(ii) If JL(u0) < 0, then Tm < +∞.
Compared with the subcritical case, we impose the assumption on smallness of
initial data in the assertion (i) of Theorem 2.7. This comes from the fact that the
maximal existence time Tm depends on not only the size of u0, but also its profile. In
the case when L = −∆ on L2(Rd) with d = 4, it is known that the assumption can
be removed via the linear profile decomposition plus backward uniqueness (see [12]).
In the case when L = −∆ on L2(Rd) with d = 4, the statement (ii) with the
additional assumption u0 ∈ L2(Rd) is proved by [12]. In this paper we succeed in
removing the additional assumption by combining the blow up argument in [12] with
a cut-off argument.
Remark 2.8. The similar statements to Remark 2.3 hold in the energy-critical case.
Remark 2.9. In studying Dirichlet problems of partial differential equations, the
following homogeneous Sobolev space H˙10 (L) as the completion of C
∞
0 (Ω) with respect
to ‖ · ‖H˙1(L) is often used:
H˙10 (L) := C
∞
0 (Ω)
‖·‖H˙1(L)
(see, e.g., [22]). The space H˙10 (L) does not coincide with H˙
1(L) in general, but when
L = −∆ on L2(Rd), we have
H˙10 (−∆) = H˙1(−∆)
(
= H˙1(Rd)
)
.
When we consider initial data u0 ∈ H˙10 (L), we can prove the same statements as in
Theorem 2.7 under the following weaker assumption than Assumption B: For any
2 ≤ q ≤ r ≤ ∞ there exists a constant C > 0 such that
‖e−tL‖Lq(Ω)→Lr(Ω) ≤ Ct−
d
2
( 1
q
− 1
r
) (2.5)
for any t > 0. Indeed, the Sobolev inequality (1.10) for f ∈ H˙10 (L) is assured by (2.5)
(see Theorem 6.4 in Chapter 6 from Ouhabaz [26]). By using this Sobolev inequality
instead of (ii) in Proposition 1.2, we can obtain the statements in Theorem 2.7 re-
placing H˙1(L) with H˙10 (L). The proof is the same as the case of H˙
1(L). So we may
omit the details.
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3. Local Theory
3.1. The subcritical case. In this subsection we state a result on local well-posedness
for the problem (1.1). For this purpose, we prepare the following:
Lemma 3.1. Suppose that L satisfies Assumption A. Then for any 2 ≤ q < p∗ + 1,
there exists a constant C > 0 such that
‖e−t(I+L)‖L2(Ω)→Lq(Ω) + ‖e−t(I+L)‖Lq′ (Ω)→L2(Ω) ≤ Ct−
d
2
( 1
2
− 1
q
) (3.1)
for any t > 0, where 1/q + 1/q′ = 1.
The estimate for the first term in the left hand side of (3.1) immediately follows
from Assumption A, and the estimate for the second term is obtained by the duality
argument.
The local well-posedness for (1.1) is proved by the fixed point argument, Lemma 3.1
and the Sobolev inequality (1.9) in Proposition 1.2 (see, e.g., Cazenave and Weissler
[4]). More precisely, we have the following:
Proposition 3.2. Suppose that L satisfies Assumption A. Let u0 ∈ H1(L). Then
the following assertions hold:
(i) (Existence) There exists a maximal existence time Tm > 0, depending only
on ‖u0‖H1(L), such that there exists a solution u to (1.1) on [0, Tm)× Ω with
u(0) = u0 in the sense of Definition 2.1.
(ii) (Uniqueness) Let T > 0. If u1, u2 ∈ L∞([0, T ];H1(L)) satisfy the equation
(2.1) with u1(0) = u2(0) = u0, then u1 = u2 on [0, T ].
(iii) (Continuous dependence on initial data) The function Tm : H
1(L) → (0,∞]
is lower semicontinuous. Furthermore, if u0,n → u0 in H1(L) as n→∞ and
un is a solution to (1.1) with un(0) = u0,n, then un → u in L∞([0, T ];H1(L))
as n→∞ for any 0 < T < Tm.
(iv) (Blow-up criterion) If Tm < +∞, then lim
t→Tm
‖u(t)‖H1(L) = +∞.
(v) (Energy identity) A solution u to (1.1) in [0, Tm) × Ω with u(0) = u0 in the
sense of Definition 2.1 satisfies the identity
EL(u(t)) +
∫ t
0
∫
Ω
|ut|2 dxdt = EL(u0), 0 < t < Tm.
3.2. The critical case. In this subsection we state a result on the case of the problem
(1.2). For this purpose, we prepare the following:
Lemma 3.3. Suppose that L satisfies Assumption B. Then the following assertions
hold:
(i) For any 1 ≤ q ≤ r ≤ ∞, there exists a constant C > 0 such that
‖e−tL‖Lq(Ω)→Lr(Ω) ≤ Ct−
d
2
( 1
q
− 1
r
)
for any t > 0.
(ii) Let 1 < q ≤ r ≤ ∞ and
1
γ
=
d
2
(
1
q
− 1
r
)
.
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Then there exists a constant C > 0 such that
‖e−tLf‖Lγ(R+;Lr(Ω)) ≤ C‖f‖Lq(Ω) (3.2)
for any f ∈ Lq(Ω).
(iii) There exists a constant C > 0 such that
‖e−tLf‖L2(R+;H˙1(L)) ≤ C‖f‖L2(Ω) (3.3)
for any f ∈ L2(Ω).
(iv) Let 1 ≤ q1 ≤ q2 ≤ ∞ and 1 < γ1, γ2 <∞ satisfying
1
γ2
=
1
γ1
+
d
2
(
1
q1
− 1
q2
)
− 1, d
2
(
1
q1
− 1
q2
)
< 1.
Then there exists a constant C > 0 such that∥∥∥∥∫ t
0
e−(t−s)LF (s) ds
∥∥∥∥
Lγ2 (R+;Lq2 (Ω))
≤ C‖F‖Lγ1 (R+;Lq1 (Ω)). (3.4)
(v) There exists a constant C > 0 such that∥∥∥∥∫ t
0
e−(t−s)LF (s) ds
∥∥∥∥
L∞(R+;H˙1(L))
≤ C‖F‖L2(R+;L2(Ω)). (3.5)
Proof. The assertion (i) is an immediate consequence of Assumption B. The proof of
(ii) is based on the method of Weissler [33] and Giga [11], in which main tools are
the assertion (i) and the Marcinkiewicz interpolation theorem (cf. Miao, Yuan and
Zhang [24]). The assertion (iv) can be proved by combining the assertion (i) and the
Hardy-Littlewood-Sobolev inequality. Finally, we obtain the assertions (iii) and (v)
in the same argument as in the proofs of Propositions 2.2 and 2.4 in [32], respectively.
So we may omit the details. 
We define S(I) := L
2(d+2)
d−2 (I × Ω) and the space-time norm by
‖u‖S(I) := ‖u‖
L
2(d+2)
d−2 (I×Ω)
=
(∫
I
∫
Ω
|u(t, x)| 2(d+2)d−2 dxdt
) d−2
2(d+2)
. (3.6)
for an interval I ⊂ R+. Then we have the following result on local well-posedness for
the problem (1.2):
Proposition 3.4. Suppose that L satisfies Assumption B. Let u0 ∈ H˙1(L). Then the
following assertions hold:
(i) (Existence) There exists a maximal existence time Tm > 0 such that there
exists a solution u to (1.2) in [0, Tm) × Ω with u(0) = u0 in the sense of
Definition 2.6.
(ii) (Uniqueness) Let T > 0. If u1, u2 ∈ S((0, T ]) satisfy the equation (2.4) with
u1(0) = u2(0) = u0, then u1 = u2 on [0, T ].
(iii) (Continuous dependence on initial data) The function Tm : H˙
1(L) → (0,∞]
is lower semicontinuous. Furthermore, if u0,n → u0 in H˙1(L) as n→∞ and
un is a solution to (1.2) with un(0) = u0,n, then un → u in Lγ([0, T ]; H˙1(L))
as n→∞ for any 1 ≤ γ <∞ and 0 < T < Tm.
(iv) (Blow-up criterion) If Tm < +∞, then ‖u‖S((0,Tm)) = +∞.
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(v) (Energy identity) A solution u to (1.2) in [0, Tm) × Ω with u(0) = u0 in the
sense of Definition 2.6 satisfies the identity
EL(u(t)) +
∫ t
0
∫
Ω
|ut|2 dxdt = EL(u0), 0 < t < Tm. (3.7)
(vi) (Small data global existence) There exists ε0 > 0 such that if ‖e−tLu0‖S(R+) <
ε0, then Tm = +∞ and
‖u‖S(R+) ≤ 2ε0.
In particular, if ‖u0‖H˙1(L) is sufficiently small, then ‖e−tLu0‖S(R+) < ε0.
We note that Tm depends on the profile of u0, not only the size of u0. We apply the
fixed point argument and space-time estimates in Lemma 3.3 to prove Proposition 3.4.
For the details of proof, see Appendix D.
4. Variational estimates
In this section we show some lemmas on the elementary variational inequalities.
We recall E(L) = H1(L) or H˙1(L), and choose E(L) = H1(L) in the case (1.1) and
E(L) = H˙1(L) in the case (1.2). In this and next sections, we consider only the
case EL(u0) < lL, since the problem in another case EL(u0) = lL and JL(u0) 6= 0 is
reduced to the case EL(u0) < lL (see Remarks 2.3 and 2.8).
Let us define the stable and unstable sets
M+L := {f ∈ E(L) : EL(f) < lL, JL(f) > 0} ∪ {0},
M−L := {f ∈ E(L) : EL(f) < lL, JL(f) < 0},
respectively. In the following, we denote by u = u(t) the solution to (1.1) or (1.2)
with initial data u0. The following lemma states that M±L are invariant under the
semiflow associated to (1.1) or (1.2).
Lemma 4.1. If u0 ∈ M±L , then u(t) ∈ M±L for any t ∈ [0, Tm), where double-sign
corresponds.
Proof. Let u0 ∈M+L . Then u(t) ∈M+L ∪M−L for any t ∈ [0, Tm), since
EL(u(t)) ≤ EL(u0) (4.1)
for any t ∈ [0, Tm) by (1.3). Suppose that there exists a time t0 ∈ (0, Tm) such
that u(t0) ∈ M−L . Then, since JL(u(·)) is continuous on [0, Tm), there exists a time
t1 ∈ [0, t0) such that JL(u(t1)) = 0. Hence we see from (1.11) and (4.1) that
lL ≤ EL(u(t1)) ≤ EL(u0).
However this contradicts the assumption EL(u0) < lL. Thus u(t) ∈ M+L for any
t ∈ [0, Tm). Similarly, the case of M−L is also proved. The proof of Lemma 4.1 is
finished. 
Lemma 4.2. If u0 ∈M+L , then there exists δ > 0 such that
JL(u(t)) ≥ δ‖u(t)‖2E(L) (4.2)
for any t ∈ [0, Tm).
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Proof. Since EL(u0) < lL, there exists δ0 > 0 such that
EL(u0) ≤ (1− δ0)lL. (4.3)
Consider the function
F (y) :=
1
2
y − S
p+1
p+1
p+ 1
y
p+1
2 , y ≥ 0.
It is readily seen that F ′(y) = 0 if and only if y = yC , where
yC := S
− 2(p+1)
p−1
p+1 .
Then we see that
F (yC) =
p− 1
2(p+ 1)
S
− 2(p+1)
p−1
p+1 = lL and F
′′(yC) < 0. (4.4)
Hence it follows from (1.9), (4.1), (4.3) and (4.4) that
F (‖u(t)‖E(L)) ≤ EL(u(t)) ≤ EL(u0) ≤ (1− δ0)lL = (1− δ0)F (yC).
for any t ∈ [0, Tm). Note that
‖u(t)‖E(L) < yC for any t ∈ [0, Tm), (4.5)
since
‖u(t)‖E(L) ≤ 2(p+ 1)
p− 1 EL(u(t)) <
2(p+ 1)
p− 1 lL = S
− 2(p+1)
p−1
p+1 = yC .
Since F is strictly increasing on (0, yC), there exists δ1 > 0 such that
‖u(t)‖E(L) ≤ (1− δ1)yC (4.6)
for any t ∈ [0, Tm). Next, we consider the function
G(y) := y − Sp+1p+1y
p+1
2 .
Then G(y) = 0 if and only if y = 0 or y = yC . Furthermore, G
′(0) = 1 and
G′(yC) = −(p− 1)/2. Hence
G(y) ≥ C min {y, yC − y} (4.7)
for any 0 < y < yC . Therefore, noting (4.5), and taking y = ‖u(t)‖E(L), we deduce
from (4.6) and (4.7) that
JL(u(t)) ≥ G(‖u(t)‖E(L)) ≥ C min {‖u(t)‖E(L), yC − ‖u(t)‖E(L)} ≥ Cδ1‖u(t)‖E(L)
for any t ∈ [0, Tm). Thus (4.2) is proved. The proof of Lemma 4.2 is complete. 
Lemma 4.3. If u0 ∈M−L , then
JL(u(t)) < −(p+ 1){lL − EL(u(t))}
for any t ∈ (0, Tm).
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Proof. Let t ∈ [0, Tm) be fixed. By Lemma 4.1, we have
JL(u(t)) < 0 for any t ∈ [0, Tm). (4.8)
Define the function
K(λ) := EL(e
λu(t)), λ ∈ R.
Then we calculate
K ′(λ) = e2λ‖u(t)‖2E(L) − e(p+1)λ‖u(t)‖p+1Lp+1(Ω), (4.9)
K ′′(λ) = 2e2λ‖u(t)‖2E(L) − (p+ 1)e(p+1)λ‖u(t)‖p+1Lp+1(Ω).
Hence
K ′′(λ)− (p+ 1)K ′(λ) = −(p− 1)e2λ‖u(t)‖2E(L) < 0 (4.10)
for any λ ∈ R, since p > 1. We note from (4.8) and (4.9) that K ′ is continuous in λ
and
K ′(0) = JL(u(t)) < 0, K ′(λ) > 0 for −1 λ < 0.
Then there exists λ0 < 0 such that K
′(λ0) = 0, which implies that eλ0u(t) ∈ NL and
K(λ0) ≥ lL. Integrating the inequality (4.10) for the interval (λ0, 0], we have
K ′(0)−K ′(λ0) < (p+ 1)(K(0)−K(λ0)).
From the above, we obtain
JL(u(t)) = K
′(0)−K ′(λ0) < (p+ 1)(K(0)−K(λ0)) ≤ (p+ 1){EL(u(t))− lL}.
Thus we conclude Lemma 4.3. 
5. Proofs of Theorems 2.2 and 2.7
First we prove Theorem 2.2.
Proof of (i) in Theorem 2.2. Let u0 ∈ M+L . By the definitions of EL and JL, we
calculate
JL(u(t)) = −p− 1
2
‖u(t)‖2H1(L) + (p+ 1)EL(u(t)).
Since JL(u(t)) ≥ 0 for any t ∈ [0, Tm) by Lemma 4.1, we have
‖u(t)‖2H1(L) ≤
2(p+ 1)
p− 1 EL(u(t)) ≤
2(p+ 1)
p− 1 EL(u0)
for any t ∈ [0, Tm). Then Tm = +∞ by (iii) in Proposition 3.2. Furthermore, we have
‖u(t)‖2L2(Ω) + 2
∫ t
0
JL(u(s)) ds = ‖u0‖2L2(Ω)
for any t > 0 by (1.6). Then we find from Lemma 4.2 that
2δ‖u‖2L2(R+;H1(L)) ≤ sup
t≥0
(
‖u(t)‖2L2(Ω) + 2δ‖u‖2L2((0,t);H1(L))
)
≤ ‖u0‖2L2(Ω),
which proves that
lim
t→∞
‖u(t)‖H1(L) = 0.
Thus we conclude the assertion (i) in Theorem 2.2. 
The proof of (ii) is done by the argument of proof of Proposition 6.1 in [12]. For
completeness, we give the proof.
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Proof of (ii) in Theorem 2.2. Let u0 ∈M−L . Define
I(t) :=
∫ t
0
‖u(s)‖2L2(Ω) ds+ A, t ∈ [0, Tm),
where A > 0, which is chosen later. Then
I ′(t) = ‖u(t)‖2L2(Ω) and I ′′(t) = −2JL(u(t)).
By Schwarz’ inequality, we estimate
I ′(t)2 =
(
‖u0‖2L2(Ω) + 2Re
∫ t
0
(u, ut)L2(Ω) ds
)2
≤ (1 + ε−1)‖u0‖4L2(Ω) + 4(1 + ε)
(∫ t
0
(u, ut)L2(Ω) ds
)2
≤ (1 + ε−1)‖u0‖4L2(Ω) + 4(1 + ε)
(∫ t
0
‖u(s)‖2L2(Ω) ds
)(∫ t
0
‖ut(s)‖2L2(Ω) ds
)
for any ε > 0, where (·, ·)L2(Ω) stands for the inner product of L2(Ω). Furthermore,
it follows from Lemma 4.3 that
I ′′(t) ≥ 2(p+ 1){lL − EL(u(t))} ≥ 2(p+ 1)
(
lL − EL(u0) +
∫ t
0
‖ut(s)‖2L2(Ω) ds
)
.
Let α > 0. By summarizing the above estimates, we have
I ′′(t)I(t)− (1 + α)I ′(t)2
≥ 2(p+ 1)
(
lL − EL(u0) +
∫ t
0
‖ut(s)‖2L2(Ω) ds
)(∫ t
0
‖u(s)‖2L2(Ω) ds+ A
)
− 4(1 + α)(1 + ε)
(∫ t
0
‖u(s)‖2L2(Ω) ds
)(∫ t
0
‖ut(s)‖2L2(Ω) ds
)
− (1 + α)(1 + ε−1)‖u0‖4L2(Ω)
(5.1)
for any t ∈ (0, Tm) and ε > 0. Noting that lL − EL(u0) is a positive constant, and
choosing α, ε sufficiently small and A sufficiently large, we can ensure that
I ′′(t)I(t)− (1 + α)I ′(t)2 > 0
for any t ∈ (0, Tm). This is equivalent to
d
dt
(
I ′(t)
I(t)α+1
)
> 0,
which implies that
I ′(t)
I(t)α+1
>
I ′(0)
I(0)α+1
=
‖u0‖2L2(Ω)
Aα+1
=: a
for any t ∈ (0, Tm). Integrating the above inequality gives
1
α
(
1
I(0)α
− 1
I(t)α
)
> at.
Hence
I(t)α >
I(0)α
1− I(0)ααat → +∞
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as t→ 1/(I(0)ααa) = A/(α‖u0‖2L2(Ω)) =: t˜ (< +∞). This shows that
lim sup
t→t˜−
‖u(t)‖L2(Ω) = +∞. (5.2)
If Tm = +∞, then the solution u must satisfy
u ∈ C([0, T ];L2(Ω)) for any T > 0
by Proposition 3.2. However this contradicts (5.2). Thus we prove that Tm < +∞.
The proof of (ii) in Theorem 2.2 is complete. 
Next we prove Theorem 2.7.
Proof of (i) in Theorem 2.7. Let u0 ∈ H˙1(L) such that JL(u0) ≥ 0 and ‖e−tLu0‖S(R+)
is sufficiently small. The first part, i.e., Tm = +∞, is proved by (vi) in Proposition 3.4.
Hence it suffices to prove the latter part:
lim
t→∞
‖u(t)‖H˙1(L) = 0.
Let ε > 0 be fixed. The solution u to (1.2) is written as
u(t) = e−tLu0 +
∫ τ
0
e−(t−s)L|u(s)| 4d−2u(s) ds+
∫ t
τ
e−(t−s)L|u(s)| 4d−2u(s) ds
=: I(t) + II(t) + III(t)
for 0 < τ < t. By density, there exists vε ∈ L1(Ω) ∩ L2(Ω) such that
‖L 12u0 − vε‖L2(Ω) < ε
2
.
Then it follows from (i) in Lemma 3.3 that
‖I(t)‖H˙1(L) ≤ ‖L
1
2u0 − vε‖L2(Ω) + Ct− d4‖vε‖L1(Ω)
≤ ε
2
+ Ct−
d
4‖vε‖L1(Ω)
for any t > 0. Hence there exists a time t1 = t1(ε) > 0 such that
‖I(t)‖H˙1(L) ≤ ε for any t > t1. (5.3)
As to the second term II(t), we write
II(t) = e−(t−τ)L
∫ τ
0
e−(τ−s)L|u(s)| 4d−2u(s) ds.
Since
w(τ) :=
∫ τ
0
e−(τ−s)L|u(s)| 4d−2u(s) ds ∈ H˙1(L)
for 0 < τ < t by the same argument as in (D.4), we can apply the same argument as
in I(t) to II(t), and hence, there exists a time t2 = t2(ε) > 0 such that
‖II(t)‖H˙1(L) ≤ ε for any t > t2. (5.4)
As to the third term III(t), again applying the same argument as in (D.4), we estimate
‖III(t)‖H˙1(L) ≤ C‖u‖
d+2
d−2
S((τ,t)).
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Since ‖u‖S(R+) <∞ by (vi) in Proposition 3.4, there exist τ0 = τ0(ε) > 0 such that
‖III(t)‖H˙1(L) ≤ C‖u‖
d+2
d−2
S((τ,t)) < ε for any t > τ > τ0. (5.5)
By combining (5.3)–(5.5), we conclude that
lim
t→∞
‖u(t)‖H˙1(L) = 0.
The proof of (i) in Theorem 2.7 is finished. 
Proof of (ii) in Theorem 2.7. Let u0 ∈ M−L . Suppose Tm = Tm(u0) = +∞. We take
χR ∈ C∞0 (Rn) such that
χR(x) =
{
1, |x| ≤ R,
0, |x| ≥ R + 1
for R > 0. Then, by Ho¨lder’s inequality and the Sobolev embedding theorem (1.10),
we have
‖χRu(t)‖L2(Ω) ≤ CR‖u(t)‖Lp∗+1(Ω) ≤ C ′R‖u(t)‖H˙1(L), (5.6)
and hence χRu(t) ∈ L2(Ω) for t > 0. We define
IR(t) :=
∫ t
0
‖χRu(s)‖2L2(Ω) ds+ A, t ≥ 0,
where R > 0 and A > 0, which are chosen later. Then
I ′R(t) = ‖χRu(t)‖2L2(Ω),
I ′′R(t) = 2(χRu(t), χRut(t))L2(Ω)
= 2(u(t), ut(t))L2(Ω) + 2((χ
2
R − 1)u(t), ut(t))L2(Ω)
= −2JL(u(t)) + 2((χ2R − 1)u(t), ut(t))L2(Ω).
Here we note that
|(u(t), ut(t))L2(Ω)| <∞ (5.7)
for almost everywhere t > 0. Indeed, in a similar argument to (D.4), we estimate
‖ut‖L∞((0,T );H˙−1(L)) ≤ C
(
‖u0‖H˙1(L) + ‖u‖
d+2
d−2
L∞((0,T );H˙1(L)) + ‖u‖
d+2
d−2
S((0,T ))
)
<∞.
Hence
sup
t∈(0,T )
|(u(t), ut(t))L2(Ω)| ≤ ‖u‖L∞((0,T );H˙1(L))‖ut‖L∞((0,T );H˙−1(L)) <∞, (5.8)
which shows (5.7). Therefore, in a similar way to proof of (ii) in Theorem 2.2, we
have
I ′′R(t)IR(t)− (1 + α)I ′R(t)2 > 0 (5.9)
DISSIPATION AND BLOW UP FOR SEMILINEAR HEAT EQUATIONS 19
for almost everywhere t > 0, if R and A are sufficiently large and α is sufficiently
small. In fact, we estimate I ′R(t)
2 as
I ′R(t)
2 =
(
‖χRu0‖2L2(Ω) + 2Re
∫ t
0
(χRu, χRut)L2(Ω) ds
)2
≤ (1 + ε−1)‖χRu0‖4L2(Ω) + 4(1 + ε)
(∫ t
0
(χRu, χRut)L2(Ω) ds
)2
≤ (1 + ε−1)‖u0‖4L2(Ω) + 4(1 + ε)
(∫ t
0
‖χRu(s)‖2L2(Ω) ds
)(∫ t
0
‖χRut(s)‖2L2(Ω) ds
)
for any ε > 0, and estimate I ′′R(t) from below as
I ′′R(t) ≥ 2(p+ 1){lL − EL(u(t))}+ 2((χ2R − 1)u(t), ut(t))L2(Ω)
≥ 2(p+ 1)
(
lL − EL(u0) +
∫ t
0
‖ut(s)‖2L2(Ω) ds
)
+ 2((χ2R − 1)u(t), ut(t))L2(Ω)
≥ 2(p+ 1)
(
lL − EL(u0) +
∫ t
0
‖χRut(s)‖2L2(Ω) ds
)
+ 2((χ2R − 1)u(t), ut(t))L2(Ω).
Let α > 0. By summarizing the above estimates, we have
I ′′R(t)IR(t)− (1 + α)I ′R(t)2
≥ 2(p+ 1)
(
lL − EL(u0) +
∫ t
0
‖χRut(s)‖2L2(Ω) ds
)(∫ t
0
‖χRu(s)‖2L2(Ω) ds+ A
)
− 4(1 + α)(1 + ε)
(∫ t
0
‖χRu(s)‖2L2(Ω) ds
)(∫ t
0
‖χRut(s)‖2L2(Ω) ds
)
− (1 + α)(1 + ε−1)‖u0‖4L2(Ω) − 2|((χ2R − 1)u(t), ut(t))L2(Ω)|
for almost everywhere t > 0. Here it is ensured by (5.8) that
|((χ2R − 1)u(t), ut(t))L2(Ω)| → 0 as R→ +∞.
Hence, choosing R, A sufficiently large and ε, α sufficiently small, we obtain (5.9) by
the same argument as in (5.1). Therefore, by the same argument as in (5.2), we have
lim sup
t→t˜−
‖χRu(t)‖L2(Ω) = +∞,
where t˜ := A/(α‖χRu0‖2L2(Ω)) <∞. Hence we find from (5.6) that
lim sup
t→t˜−
‖u(t)‖H˙1(L) = +∞.
However this contradicts Tm = Tm(u0) = +∞, i.e.,
u ∈ C([0, T ]; H˙1(L)) for any T > 0
by Proposition 3.4. Thus we conclude that Tm < +∞. The proof of (ii) in Theo-
rem 2.7 is complete. 
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Appendix A. Definitions of Sobolev spaces associated with L
In this appendix we show well-definedness and completeness of homogeneous Sobolev
spaces H˙s(L). Although this is mentioned in [17], we give more details here.
The definition is based on [17], in which the theory of homogeneous Besov spaces
B˙sp,q(−∆D) associated with the Dirichlet Laplacian−∆D is established on an arbitrary
open set of Rd. The key points to define B˙sp,q(−∆D) are the following two facts:
(i) Lp-boundedness of spectral multiplier operators φ(−θ∆D) for 1 ≤ p ≤ ∞:
sup
θ>0
‖φ(−θ∆D)‖Lp(Ω)→Lp(Ω) <∞, (A.1)
provided φ ∈ C∞0 ((0,∞));
(ii) zero is not an eigenvalue of −∆D.
If L is a non-negative and self-adjoint operator on L2(Ω) satisfying (i) and (ii), then
we can apply the argument of [17] to L, and hence, we can define the homogeneous
Besov spaces B˙sp,q(L) associated with L whose norms are given by
‖f‖B˙sp,q(L) :=
{ ∞∑
j=−∞
(
2sj‖φj(
√
L)f‖Lp(Ω)
)q} 1q
for s ∈ R and 1 ≤ p, q ≤ ∞, where {φj}j is the Littlewood-Paley dyadic decomposi-
tion. Then the homogeneous Sobolev space H˙s(L) is defined by
H˙s(L) := B˙s2,2(L), s ∈ R. (A.2)
It is proved that H˙s(L) is complete (see Theorem 2.5 in [17]), and the definition
(A.2) is equivalent to (ii) in Definition 1.1. Therefore, in order to define H˙s(L), it is
sufficient to show that L satisfies (i) and (ii) under Assumption B.
As to (i), the spectral multiplier theorem is already established for non-negative
self-adjoint operators with Gaussian upper bound (1.8) (see Duong, Ouhabaz and
Sikora [9] and also Bui, D’Ancona and Nicola [2]). From this theorem, we obtain
Lp-boundedness (A.1) for L under Assumption B.
As to (ii), we have the following:
Proposition A.1. Let L be a self-adjoint operator on L2(Ω) satisfying
‖e−tLf‖L∞(Ω) → 0 as t→∞ (A.3)
for any f ∈ L2(Ω). Then zero is not an eigenvalue of L.
Proof. Suppose that zero is an eigenvalue of L, i.e., there exists a function f0 ∈
D(L) \ {0} such that Lf0 = 0. Then
∂te
−tLf0 = Le−tLf0 = e−tLLf0 = 0
for any t > 0, which implies that e−tLf0 is a constant in t > 0. Taking account of
(A.3), we have e−tLf0 = 0, and hence,
(I + L)−1f0 =
∫ ∞
0
e−te−tLf0 dt = 0 (A.4)
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almost everywhere in Ω. Since −1 belongs to the resolvent set of L, the operator
(I + L)−1 is injective from D(L) to L2(Ω). Therefore we deduce from (A.4) that
f0 = 0. However this contradicts the fact that zero is an eigenvalue of L. Thus we
conclude that zero is not an eigenvalue of L. 
Hence it follows from Proposition A.1 that zero is not an eigenvalue of L under
Assumption B. Thus H˙s(L) is well-defined and complete.
Appendix B. Proof of Proposition 1.2
In this appendix we prove Proposition 1.2. We first prove the assertion (i). By
using the formula
(I + L)−
1
2 =
1
2
√
pi
∫ ∞
0
t−
1
2 e−te−tL dt,
we deduce from (1.7) that
‖(I + L)− 12 g‖Lp+1(Ω) ≤ C
∫ ∞
0
t−
1
2 e−t‖e−tLg‖Lp+1(Ω) dt
≤ C‖g‖L2(Ω)
∫ ∞
0
t−
1
2
− d
2
( 1
2
− 1
p+1
)e−(1−ω)t dt
≤ C‖g‖L2(Ω)
for any g ∈ L2(Ω), since 2 < p+ 1 < 2d/(d− 2). Hence we conclude that
‖f‖Lp+1(Ω) ≤ C‖(I + L) 12f‖L2(Ω) ≤ C‖f‖H1(L)
for any f ∈ H1(L), which concludes the assertion (i).
As to the assertion (ii), under the assumption (1.8), the same arguments as Propo-
sitions 3.2 and 3.3 in [17] allow us to obtain the following embedding relations:
H˙1(L) = B˙12,2(L) ↪→ B˙02d
d−2 ,2
(L) ↪→ L 2dd−2 (Ω).
Therefore we conclude the assertion (ii) from the above embeddings. The proof of
Proposition 1.2 is complete.
Appendix C. Proof of (1.11)
In this appendix we show the characterization (1.11) of lL by the best constants
Sp+1 of the Sobolev inequalities. First we show that
p− 1
2(p+ 1)
S
− 2(p+1)
p−1
p+1 ≤ lL. (C.1)
Let f ∈ NL. Then we write the Pohozaev identity with L:
EL(f) =
p− 1
2(p+ 1)
‖f‖2E(L).
By the Sobolev inequality (1.9) and (1.10), we estimate
‖f‖2E(L) = ‖f‖p+1Lp+1(Ω) ≤ (Sp+1‖f‖E(L))p+1,
which implies that
S
− 2(p+1)
p−1
p+1 ≤ ‖f‖2E(L).
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Hence, combining the estimates obtained now, we have
p− 1
2(p+ 1)
S
− 2(p+1)
p−1
p+1 ≤ EL(f),
which shows (C.1) by taking the infimum of the right hand side over f ∈ NL.
Next we show (1.11). Since S−1p+1 = inf
{‖f‖E(L) : f ∈ E(L), ‖f‖Lp+1(Ω) = 1}, it
follows that there exists {fε}ε>0 ⊂ E(L) such that
‖fε‖E(L) < S−1p+1 + ε and ‖fε‖Lp+1(Ω) = 1. (C.2)
Furthermore, there exists λε > 0 such that λεfε ∈ NL, and we put gε := λεfε for
ε > 0. Then, noting the equality in (C.2) and gε ∈ NL, we write
‖fε‖E(L) =
‖gε‖E(L)
‖gε‖Lp+1(Ω) = ‖gε‖
p−1
p+1
E(L) =
{
2(p+ 1)
p− 1 EL(gε)
} p−1
2(p+1)
Hence, combining the inequality in (C.2) and the above equality, we have
EL(gε) <
p− 1
2(p+ 1)
(S−1p+1 + ε)
2(p+1)
p−1 (C.3)
for any ε > 0. Suppose that the right hand side of (C.1) is strictly less than lL. Then
it follows from (C.3) that
EL(gε) < lL
for sufficiently small ε > 0. This contradicts the definition of lL, since gε ∈ NL. Thus
we conclude (1.11).
Appendix D. Proof of Proposition 3.4
The proof of Proposition 3.4 is based on the fixed point argument (see [4] and also
[19]). In this appendix, let us give the proof for completeness.
First we prove the assertion (i), i.e., the existence of solutions in the sense of
Definition 2.6. For this purpose, we show the following lemma.
Lemma D.1 (Theorem 2.5 in [19]). Let A > 0 and u0 ∈ H˙1(L) with ‖u0‖H˙1(L) ≤ A.
Then there exists a constant δ = δ(A) > 0 such that if ‖e−tLu0‖S(I) ≤ δ, then there
exists a unique solution u ∈ C(I; H˙1(L)) to (1.2) with u(0) = u0,
‖ut‖L2(I×Ω) <∞ and ‖u‖S(I) ≤ 2δ. (D.1)
Proof. Let T > 0 and we assume that I = [0, T ) without loss of generality. Define
the map Φu0 by
Φu0 [u](t) := e
−tLu0 +
∫ t
0
e−(t−s)L|u(s)| 4d−2u(s) ds. (D.2)
Given a, b > 0 to be chosen later, we define
Xa,b :=
{
u on I × Ω : ‖u‖S(I) ≤ a, ‖ut‖L2(I×Ω) ≤ b
}
,
equipped with the distance d : Xa,b ×Xa,b → R given by
d(u, v) := ‖u− v‖S(I). (D.3)
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Then (Xa,b, d) is a complete metric space. Indeed, let {un}n∈N be a Cauchy sequence
in (Xa,b, d). Then {un}n∈N is also a Cauchy sequence in S(I) and its limit u ∈ S(I)
satisfies
‖u‖S(I) ≤ lim inf
n→∞
‖un‖S(I) ≤ a
by Fatou’s lemma. Moreover, since {∂tun}n is a bounded sequence in L2(I ×Ω) with
‖∂tun‖L2(I×Ω) ≤ b for any n ∈ N, it follows from the Banach-Alaoglu theorem that
there exist a subsequence {un(k)}k and a function v ∈ L2(I × Ω) such that
un(k) → v weakly* in L2(I × Ω)
as k →∞, and again applying Fatou’s lemma, we have
‖v‖L2(I×Ω) ≤ lim inf
k→∞
‖un(k)‖L2(I×Ω) ≤ b.
Finally, since un → u in D ′(I × Ω) as n → ∞, where D ′(I × Ω) is the space of
distributions on I × Ω, we have ∂tun → ∂tu in D ′(I × Ω) as n→∞, i.e.,
〈∂tun − ∂tu, φ〉 = 〈un − u, ∂tφ〉 → 0
as n → ∞ for any φ ∈ C∞0 (I × Ω). This implies that v = ∂tu by the uniqueness of
limit in D ′(I × Ω). Thus (Xa,b, d) is complete.
Let u ∈ Xa,b. Then, by using the space-time estimates in Lemma 3.3 and the
assumption on u0, we obtain
‖Φu0 [u]‖S(I) ≤ ‖e−tLu0‖S(I) + C‖u‖
d+2
d−2
S(I) ≤ δ + Ca
d+2
d−2 . (D.4)
Choosing δ = a/2 and Ca
4
d−2 ≤ 1/2, we have ‖Φu0 [u]‖S(I) ≤ a. Next, writing Φu0 [u](t)
as
Φu0 [u](t) = e
−tLu0 +
∫ t
0
e−s
′L|u(t− s′)| 4d−2u(t− s′) ds′
by the change s 7→ t− s′, we estimate
‖∂tΦu0 [u]‖L2(I×Ω) ≤ ‖e−tLL
1
2u0‖L2(I;H˙1(L)) + ‖e−tL|u0|
4
d−2u0‖L2(I×Ω)
+
∥∥∥∥∫ t
0
e−s
′L∂t(|u(t− s′)| 4d−2u(t− s′)) ds′
∥∥∥∥
L2(I×Ω)
.
As to the first term, we use the space-time estimate (3.3) to get
‖e−tLL 12u0‖L2(I;H˙1(L)) ≤ C‖u0‖H˙1(L).
As to the second term, it follows from the space-time estimate (3.2) and the Sobolev
inequality (1.10) that
‖e−tL|u0| 4d−2u0‖L2(I×Ω) ≤ C‖|u0|
4
d−2u0‖
L
2d
d+2 (Ω)
= C‖u0‖
d+2
d−2
L
2d
d−2 (Ω)
≤ C‖u0‖
d+2
d−2
H˙1(L)
.
As to the third term, by using the space-time estimate (3.4), we have∥∥∥∥∫ t
0
e−s
′L∂t(|u(t− s′)| 4d−2u(t− s′)) ds′
∥∥∥∥
L2(I×Ω)
≤ C‖∂t(|u| 4d−2u)‖
L
2(d+2)
d+4 (I×Ω)
≤ C‖u‖
4
d−2
S(I)‖ut‖L2(I×Ω).
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By combining the above four estimates, we obtain
‖∂tΦu0 [u]‖L2(I×Ω) ≤ C
(
‖u0‖H˙1(L) + ‖u0‖
d+2
d−2
H˙1(L)
+ ‖u‖
4
d−2
S(I)‖ut‖L2(I×Ω)
)
≤ C(A+ A d+2d−2 ) + Ca 4d−2 b.
(D.5)
Choose b = 2C(A+ A
d+2
d−2 ). Then ‖∂tΦu0 [u]‖L2(I×Ω) ≤ b. Similarly, we also have
d(Φu0 [u],Φu0 [v]) ≤ C max
{
‖u‖
4
d−2
S(I), ‖v‖
4
d−2
S(I)
}
d(u, v)
≤ Ca 4d−2d(u, v)
≤ 1
2
d(u, v)
for u, v ∈ Xa,b, since Ca 4d−2 ≤ 1/2. Therefore Φu0 is a contraction mapping from Xa,b
into itself. By Banach’s fixed point theorem, we find u ∈ Xa,b solving Φu0 [u] = u.
Moreover we see that u ∈ C(I; H˙1(L)), since
e−tLu0 ∈ C(I; H˙1(L)) and
∫ ∞
0
e−(t−s)L|u(s)| 4d−2u(s) ds ∈ C(I; H˙1(L))
by (3.2) and (3.5), respectively. Thus we conclude Lemma D.1. 
Proof of (i) in Proposition 3.4. We note from (3.2) that
‖e−tLu0‖S(R+) ≤ C‖u0‖H˙1(L) <∞.
By Lemma D.1, for any u0 ∈ H˙1(L), there exists an interval I such that the hypothe-
ses on I in Lemma D.1 is satisfied. Moreover, it follows from a similar argument to
(D.5) that the solution u obtained in Lemma D.1 satisfies Lu ∈ L2(I × Ω), since
‖Lu‖L2(I×Ω) ≤ C
(
‖u0‖H˙1(L) + ‖u0‖
d+2
d−2
H˙1(L)
+ ‖u‖
d+2
d−2
S(I) + ‖u‖
4
d−2
S(I)‖ut‖L2(I×Ω)
)
.
Thus we conclude the assertion (i) in Proposition 3.4. 
Proof of (ii) in Proposition 3.4. Let I ⊂ R+ be an interval, and let u1, u2 ∈ S(I)
satisfy the equation (2.4) with u1(0) = u2(0) = u0. Then
‖u1 − u2‖S(I˜) ≤ C max
{
‖u1‖
4
d−2
S(I˜)
, ‖u2‖
4
d−2
S(I˜)
}
‖u1 − u2‖S(I˜)
for any I˜ ⊂ I in the same way as (D.4). Choosing I˜ ⊂ I such that
C max
{
‖u1‖
4
d−2
S(I˜)
, ‖u2‖
4
d−2
S(I˜)
}
≤ 1
2
,
we have ‖u1 − u2‖S(I˜) ≤ 1/2‖u1 − u2‖S(I˜), which implies that u1 ≡ u2 on I˜. By
iterating this, we conclude that u1 ≡ u2 on I. 
To show the assertion (iii), we prepare the following:
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Lemma D.2 (Perturbation result). Let T > 0 and v ∈ C([0, T ); H˙1(L)) ∩ S((0, T ))
be a solution to the equation
∂tv + Lv = |v| 4d−2v + e in (0, T )× Ω
with initial data v(0) = v0 ∈ H˙1(L), where e = e(t, x) is a function on (0, T ) × Ω.
Let M > 0. Assume that v satisfies
‖v‖L∞([0,T );H˙1(L)) + ‖v‖S([0,T )) ≤M.
Then there exist constants δ = δ(M) > 0 and C = C(M, δ) > 0 such that the
following assertion holds: If e ∈ L2([0, T )× Ω) and u0 ∈ H˙1(L) satisfy
‖e‖L2([0,T )×Ω) ≤ δ, ‖u0 − v0‖H˙1(L) ≤ δ,
then there exists a unique strong solution u to (1.2) on (0, T )×Ω with u(0) = u0 such
that
‖u− v‖L∞([0,T );H˙1(L)) + ‖u− v‖S((0,T )) ≤ C.
Proof. The proof is based on the method of proof of Theorem 2.14 in [19]. We consider
the Cauchy problem{
∂tw + Lw = |v + w| 4d−2 (v + w)− |v| 4d−2v − e in (0, T )× Ω,
w(0) = w0 := u0 − v0 ∈ H˙1(L).
(D.6)
Define the map Φ by
Φ[w](t) := e−tLw0 +
∫ t
0
e−(t−s)L
(
|v + w| 4d−2 (v + w)− |v| 4d−2v − e
)
ds,
and the complete metric space X([0, T )) by
X([0, T )) :=
{
w ∈ L∞([0, T ); H˙1(L)) ∩ S((0, T )) : ‖w‖X([0,T )) ≤ K0‖w0‖H˙1(L)
}
,
‖w‖X([0,T )) := ‖w‖L∞([0,T );H˙1(L)) + ‖w‖S((0,T )),
where K0 is the constant such that
K0 :=
n0∑
n=1
(4C1)
n.
Here C1 is a positive constant in the estimate
‖e−tLf‖X([0,T ′)) ≤ C1‖f‖H˙1(L)
for any 0 < T ′ ≤ T and f ∈ H˙1(L), and n0 ∈ N is determined later. By Lemma 3.3,
we estimate
‖Φ[w]‖X([0,T ))
≤C1‖w0‖H˙1(L) + C2
(
‖v‖
4
d−2
S((0,T )) + ‖w‖
4
d−2
S((0,T ))
)
‖w‖S((0,T )) + C3‖e‖L2([0,T )×Ω)
for any w ∈ X([0, T )). Then, choosing ‖w0‖H˙1(L) so small that
C2‖w‖
4
d−2
S((0,T ))‖w‖S((0,T )) ≤ C2K
d+2
d−2
0 ‖w0‖
4
d−2
H˙1(L)
‖w0‖H˙1(L) ≤ C1‖w0‖H˙1(L),
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we have
‖Φ[w]‖X([0,T )) ≤ 2C1‖w0‖H˙1(L) + C2‖v‖
4
d−2
S((0,T ))‖w‖S((0,T )) + C3‖e‖L2([0,T )×Ω). (D.7)
Furthermore, splitting the interval [0, T ) into intervals {[Tn−1, Tn)}n0n=1 such that T0 =
0, Tn0 = T and
‖w‖S((Tn−1,Tn)) ≤ ‖w0‖H˙1(L),
C2‖v‖
4
d−2
S((Tn−1,Tn)) ≤ C1,
C3‖e‖L2([Tn−1,Tn)×Ω) ≤ C1‖w0‖H˙1(L)
for n = 1, . . . n0, we find from (D.7) that
‖Φ[w]‖X([T0,T1)) ≤ 4C1‖w0‖H˙1(L). (D.8)
Similarly, we get
‖Φ[w]‖X([T1,T2)) ≤ 4C1‖w(T1)‖H˙1(L) ≤ (4C1)2‖w0‖H˙1(L),
where we used (D.8) in the last step. Repeating this argument, we obtain
‖Φ[w]‖X([Tn−1,Tn)) ≤ (4C1)n‖w0‖H˙1(L)
for n = 1, . . . n0. Hence
‖Φ[w]‖X([0,T )) ≤
n0∑
n=1
(4C1)
n‖w0‖H˙1(L) = K0‖w0‖H˙1(L),
which implies that Φ is a mapping from X([0, T )) into itself. In a similar argument,
we can prove that Φ is contractive from X([0, T )) into itself. Hence it follows from the
fixed point argument that there exists a unique solution w to (D.6), and u := v + w
is the required solution to (1.2). Thus we conclude Lemma D.2. 
As a corollary, we have the following:
Corollary D.3. Suppose that L satisfies Assumption B. Let u0, u0,n ∈ H˙1(L) for
n ∈ N, and let u and un be solutions to (1.2) with u(0) = u0 and un(0) = u0,n,
respectively. If u0,n → u0 in H˙1(L) as n→∞, then
Tm(u0) ≤ lim inf
n→∞
Tm(u0,n)
and
lim
n→∞
‖un(t)− u(t)‖H˙1(L) = 0
for any t ∈ [0, Tm(u0)).
Proof of (iii) in Proposition 3.4. The assertion (iii) is an immediate consequence of
Corollary D.3 and Lebesgue’s dominated convergence theorem. 
Proof of (iv) in Proposition 3.4. Assume that Tm = Tm(u0) < ∞ and ‖u‖S((0,Tm)) <
∞. Since
u(t0 + t) = e
−tLu(t) +
∫ t
0
e−(t−s)L|u(t0 + s)| 4d−2u(t0 + s) ds,
it follows from Lemma 3.3 that
‖e−tLu(t0)‖S((0,Tm−t0)) ≤ ‖u‖S((t0,Tm)) + C‖u‖
d+2
d−2
S((t0,Tm))
. (D.9)
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By the assumption ‖u‖S((0,Tm)) < ∞, we may choose t0 close enough to Tm such
that the right hand side of (D.9) is less than δ/2, where δ is the constant given
in Lemma D.1. Then there exists ε0 > 0 such that ‖e−tLu(t0)‖S((0,Tm−t0+ε0)) < δ.
Therefore, applying Lemma D.1, we extend the solution u to the interval [0, Tm+ε0).
This contradicts the maximality of Tm. 
Proof of (v) in Proposition 3.4. For u0 ∈ H˙1(L), the solution u obtained in (i) satis-
fies ∫ t
0
(us, us)L2(Ω) ds+
∫ t
0
(Lu, us)L2(Ω) ds =
∫ t
0
(|u| 4d−2u, us)L2(Ω) ds
for any t ∈ (0, Tm), where we note that us, Lu, |u| 4d−2u ∈ L2([0, t]× Ω). This implies
the identity (3.7) by a straightforward calculation. The proof of (v) is finished. 
Proof of (vi) in Proposition 3.4. The proof is almost the same as in Lemma D.1.
Indeed, instead of Xa,b in the proof of Lemma D.1, define Xε0 := {u on R+ × Ω :
‖u‖S(I) ≤ ε0}. Then (Xε0 , d) is a complete metric space with the distance d defined
by (D.3). Set the map Φu0 by (D.2). Now we have
‖Φu0 [u]‖S(R+) ≤ ‖e−tLu0‖S(R+) + Cε
d+2
d−2
0 ≤ ε0,
d(Φu0 [u],Φu0 [v]) ≤ Cε
4
d−2
0 d(u, v) ≤
1
2
d(u, v),
where we choose ε0 = 2‖e−tLu0‖S(R+) and Cε
4
d−2
0 ≤ 1/2. Hence Φu0 is a contrac-
tion mapping from Xε0 into itself, and we find a unique element u ∈ Xε0 solving
Φu0 [u] = u by the fixed point argument. By the uniqueness, this u coincides with
the corresponding solution in (i) of Proposition 3.4. Therefore u is definitely a global
solution to (1.2) with ‖u‖S(R+) ≤ 2‖e−tLu0‖S(R+) in the sense of Definition 2.6. The
proof of (vi) is finished. 
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