With the development of social media, more and more people prefer to express their opinions on the Internet. Therefore, developing a way to mine people's emotional attitudes has become an important area of research. Text sentiment analysis is a method to mine people's emotional attitudes through texts and an effective tool to grasp Internet users' emotional tendencies. Naïve Bayes is a reliable text classification algorithm that has been approved by many researchers. Feature weighting is the most important problem for Naïve Bayes. Hence, this paper proposes an improved feature weighting algorithm, entitled TF-Gini, to enhance the performance of Naïve Bayes. The experimental results demonstrate the effectiveness of the improved algorithm.
Introduction
With the development of social media, more individuals are willing to publish their comments on the Internet, such as through blogs, social networking sites, and so on. These emotional factors influence one's decision making. For example, when someone wants to buy something from the Internet, he or she may browse other peoples' comments to understand their thoughts. Therefore, sentiment analysis (SA) is becoming an important issue for researchers to analyze the contents of social media. SA, also referred to as opinion mining, involves analyzing people's opinions, sentiments, attitudes, evaluations, and emotions towards an entity [1] . According to Liu et al. [2] , the opinions of others have a great impact on and provide guidance to individuals, which can be positive or negative.
Text is a popular form for people to express their opinions on the Internet. User posts their online reviews and other web contents on forums, blogs, and so on. For example, there are millions of subscribers in Sina Microblog (also named as Weibo) who post their opinions every day in China. Text sentiment analysis (TSA) has become a popular research area in natural language processing [3] . Liu et al. [2] defined TSA as the following: "given a set of documents D that contains opinions (or sentiments) about an object, the task of TSA is to extract attributes and components of the object and to figure out whether the comments are positive, negative, or neutral". Therefore, TSA is widely used in opinion monitoring, especially in Public Opinion [4] . Opinion always consists of four elements [5] : topic, holder, claim, and sentiment.
Normally, TSA can be classified into three levels: feature words level, sentence level, and document level [6] . The feature words and sentence levels are focused on the most by researchers, and they are the basis of the document level. There are two popular algorithms for TSA: lexicon and machine learning based techniques [7] . Lexicon techniques use a sentiment dictionary to generate classification regulations. This algorithm estimates the text emotional tendency according to the prior information of lexicon [8] . The most popular sentimental dictionary is HowNet [9] . In many cases, the number in lexicons is not unlimited. Some new sentiment words may not be recognized easily. On the other hand, the meaning of context in the lexicon will be neglected. This will heavily impact the accuracy of the classification.
Machine learning techniques regard TSA as a text classification issue. It uses machine learning algorithms, such as Naïve Bayes and SVM (Support Vector Machine), to classify sentiment documents. The performance of machine learning techniques is better than those of lexicon techniques. Feature weighting is the main function for machine learning algorithms. TF-IDF [10] is a famous feature weighting algorithm for information theory. Obviously, it is effective in information areas. However, in text classification, it is a three level structure, i.e., words-document-category. The performance of TF-IDF is not satisfactory for text classification, because the IDF aspect cannot effectively adjust the weights of the feature words.
Naïve Bayes [11] is a widely-used algorithm for text classification that assumes that the features are independent for a given category. This is why the algorithm is referred to as "naïve". In fact, there is a semantic relationship under the context of a document. Thus, its performance is competitive across many different datasets. In TSA, Naïve Bayes works under a high-dimensional space. Hence, feature selection and feature weighting have a strong impact on the performance of Naïve Bayes. Therefore, this paper proposes an improved TSA algorithm that uses Naïve Bayes to classify sentiment documents. In the improved algorithm, we propose an improved feature selection and feature weighting algorithm that overcome the defects of TF-IDF, entitled TF-Gini.
The Improved Sentiment Analysis Algorithm

Sentiment Text Representation
The text belongs to unstructured data that cannot be processed by computers. VSM (Vector Space Model) [12] is a widelyused text representation model that is a subset of Euclidean space. In VSM, each document is represented by a multidimensional vector. The dimension is in accordance with the feature words number in the document using VSM. Most machine learning algorithms cannot work effectively because of the high dimensions of VSM. The bag-of-words (BOW) model [13] is an efficiency dimensionality reduction method for text categorization using VSM. BOW uses fixable feature words sets to map high-dimensional VSM into low dimensional space. Because of its simplicity and intuitiveness, BOW model is applicable to text classification. By using the BOW model in VSM, a document can be represented as
is the i th feature word in
is the i t 's feature weights, and n is the total number of features in BOW. Table 1 is an example of three documents in VSM, and the number of BOW is 10. In Table 1 , for simplicity, we use the feature frequency as the features' weights. Therefore, doc1, doc2, and doc3 can be represented as:
In this way, we can map the unstructured text data into VSM with structured data. It is easy for follow-up algorithms to process unstructured text data.
The Traditional TF-IDF Feature Weighting Algorithm
According to the theory of VSM, the important issue of VSM is the features' weights. TF-IDF is a widely used feature weighting algorithm in information theory, which contains two parts: TF (Term Frequency) and IDF (Inverse Document Frequency) [14] .
In text classification, TF means the feature words frequency in a document. The definition of TF shown in formula (4) 
Where || D is the total number of documents in the dataset, and | { :
is the number of documents that contain feature .
i t Therefore, the TF-IDF algorithm is shown in formula (6):
From the point of view of information theory, it is proper for information to compute the features' weights through formula (6) . If one feature appears many times in one document but few times in other documents, this feature is more important for the document. Otherwise, if one feature appears in each document of the dataset, the value of IDF is zero, so TF-IDF is zero as well.
However, there is a three-level structure for text classification, i.e., feature-document-category. We are concerned about the distinguishable ability of feature to category, not simply the distinguishable ability of the document. The TF-IDF feature weighting algorithm is not suitable for text classification. Hence, this paper proposes an improved feature weighting algorithm, entitled TF-Gini, which is a lightweight computing method based on an improved Gini index algorithm.
The Gini Index Feature Weighting Algorithm
The traditional Gini index algorithm is an impurity attribute measurement method, which is widely used in decision tree algorithms for selecting the optimal splitting attribute [15] . The Gini index is a lightweight computing method and faster than most entropy algorithms, such as Information Gain and Expected Entropy. 
Where K is the total number of the subsets, || ik c is the number of features in ik c , and || i c is the total number of features in . i c Formula (7) is the impure expression of the Gini index. In text classification, we prefer to use the Gini index purity expression, which is shown in formula (8) 
The TF-Gini Feature Weighting Algorithm
Text classification is a three-level structure model. The traditional TF-IDF feature weighting algorithm is no longer suitable for text classification. Hence, this paper proposes an improved feature weighting algorithm. The improvements come from two aspects: TF and IDF.
The improved TF computing method is shown in formula (11) 
Experiments and Analysis
Algorithm Performance Evaluation Criteria
Confusion Matrix [16] , also known as an error matrix, is a specific table layout that allows for the visualization of the performance of an algorithm. It is always used in evaluating the performance of machine learning algorithms. Each row of the matrix represents the instances in a predicted class, and each column represents the instances in an actual class. Table 2 is the definition of the confusion matrix. True Positive (TP) is the proportion of positive instances that were correctly identified.
False Positive (FP) is the proportion of negative instances that were incorrectly classified as positive.
False Negative (FN) is the proportion of instances that were incorrectly classified as negative.
True Negative (TN) is the proportion of negative instances that were classified correctly.
Precision and recall [17] are the most popular methods to evaluate the performance of an algorithm and can be easily computed by the confusion matrix. The definition of precision and recall are as follows:
Precision and recall are two contradictory indicators. High precision indicates a higher TP and lower FP, which means the most positive instances are indeed positive. High recall indicates a higher TP and lower FN, which means most of the instances are recognized correctly, but there are many negative instances as well. F1-measure is a balanced evaluation criterion, which uses Harmonic Mean to balance the performance of precision and recall. The definition of F1-measure is shown in formula (15):
Experimental Results and Analysis
In this paper, we propose an improved feature weighting algorithm, entitled TF-Gini. The purpose of improving the feature weighting algorithm is to use it in the Naïve Bayes algorithm for sentiment text classification. Therefore, this paper prepares two experiments. One is TF-Gini feature weighting algorithm testing, while the other is Naïve Bayes sentiment text classification based on TF-Gini.
TF-Gini Feature Weighting Experiment
The sentiment dataset comes from social networks by using web-crawler downloading from the Internet. In this paper, three-fold cross-validation is used to test the algorithm's performance. The dataset is randomly split into three parts, one of which is used as a test set while the others are used as training sets. We conduct this experiment three times, and the result values are the average scores of the three trials.
In this experiment, we test the performance of TF-Gini and the TF-IDF algorithm. The purpose of this experiment is to validate the effectiveness of TF-Gini compared with TF-IDF in text classification. Figure 1 shows the experimental results of the feature weighting algorithms. Figure 1 shows the F1-measure experimental results of TF-IDF and TF-Gini. We can see that the performance of TFGini is better than that of TF-IDF. As the number of features increases, the performance of TF-Gini becomes more stable. In contrast, the performance of TF-IDF decreases as the number of features increases.
Text classification is a three-level structure, i.e., words-documents-categories. From the perspective of information theory, the TF-IDF is a metric of a feature's contribution of feature to document. Hence, the traditional TF-IDF algorithm is not suitable for text classification.
From the theory of the TF-Gini algorithm, we know that this algorithm mainly considers the contribution of features to categories. Therefore, TF-Gini is more suitable for text classification. This is why the performance of TF-Gini is better than that of TF-IDF in Figure 1. 
Naïve Bayes Text Sentiment Classification Experiment
Naïve Bayes is a successful text classification algorithm. Hence, this paper uses Naïve Bayes for sentiment classification. In this experiment, we also use the three-fold cross-validation method to compute the experimental results. The sentiment documents used in this paper were downloaded from the Internet. Figure 2 shows the experimental results. Naïve Bayes is an excellent text classification algorithm, especially in new classification. Feature weighting is a significant problem for Naïve Bayes. A better feature weighting algorithm can sharply increase the performance of Naïve Bayes. In view of the better performance of TF-Gini, this paper employs TF-Gini as the feature weighting algorithm for Naïve Bayes.
In this experiment, we choose three emotional attitudes: joy, anger, and sad. From Figure 1 , we can see that the performance of Naïve Bayes based on TF-Gini is better than that based on TF-IDF. The experimental results demonstrate the effectiveness of TF-Gini.
Conclusions
Nowadays, TSA is becoming an important problem for many research fields. TSA mines users' opinions on products, politics, society, and so on. The results gathered by TSA provide strong decision support for the government. Naïve Bayes is an excellent text classification algorithm, while TF-Gini is a better feature weighting algorithm than the traditional TF-IDF. Hence, this paper proposes an improved TSA algorithm, which uses a Naïve Bayes classification algorithm based on TF-Gini. The experimental results demonstrate the effectiveness of the improved algorithm. 
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