Abstract: Normal systems, which are unitarily diagonalizable systems, appear in a wide variety of applications such as in microelectronics, polymer processes, spacecraft, and the discretization of distributed parameter models. An efficient design method for robust antiwindup compensators for normal systems is proposed based on a diagonalized circle criterion derived by exploiting the system structure. The method is illustrated for the reaction-diffusion equation.
INTRODUCTION
Normal systems are unitarily diagonalizable systems, which include symmetric, skew-symmetric, and orthogonal systems, and can be seen in a wide variety of application domains including in electric power (Lunze [1986] ), spacecraft (Wu et al. [1999] ), and internet congestion (Zhang and Loguinov [2009] ). Circulant systems are a subclass of normal systems that arise in vehicle formations (Marshall et al. [2004] ), paper machines (Laughlin et al. [1993] ), and from the discretization of partial differential equations (Brockett and Willems [1974] , Kishida and Braatz [2010] ). For circulant systems, the unitary matrix is the Fourier matrix regardless of the dynamics of the system (Hovd and Skogestad [1994] ).
It is well-known that linear time-invariant feedback controllers can provide very poor closed-loop performance in the presence of limitations on the control input, in a phenomenon known as windup (e.g., see Astrom and Rundqwist [1989] , and citations therein). Anti-windup compensation strategies for providing graceful performance degradation when control input constraints become active have been widely studied (Hanus et al. [1987] , Tarbouriech and Turner [2009] , Morales and Heath [2011] ), including within the internal model control (Zheng et al. [1994] ) and model state feedback (Coulibaly et al. [1995] ) frameworks, and for systems with model uncertainties (Canale [2004] and citations therein). The circle criterion (Khalil [2001] ) and the passivity theorem (Megretski and Rantzer [1997] ) have been used to design and analyze systems with anti-windup compensation by choosing appropriate multipliers (Kothare and Morari [1999] ), exploiting spatial frequencies (Rojas et al. [2002] ), or solving quadratic programs (Heath et al. [2005] ).
While the stability of normal systems has been considered recently (Kao et al. [2009] , Zhang and Loguinov [2009] ), few papers have exploited system normality in general and no papers have been used this property to simplify the design and analysis of anti-windup compensators. For normal systems this paper proves that the multi-input multi-output (MIMO) circle criterion can be simplified to multiple single-input single-output (SISO) circle criteria, and this result is applied to design anti-windup compensation for control of the reaction-diffusion equation. This paper is organized as follows. Normal systems are mathematically defined in Section 2. Section 3 derives a specialized circle criterion for normal systems, followed by the robust anti-windup design and uncertainty characterization for such systems in Section 4. Section 5 demonstrates the proposed approach for a reference tracking control problem for the reaction-diffusion equation. Section 6 concludes the paper.
NORMAL SYSTEMS
where * is the complex conjugate transpose. A system with a normal transfer function matrix is said to be normal. Definition 2. (Normal State-Space System). A state-space representation (A, B, C, D) is normal if there exist unitary matrices U and V and diagonal matrices Λ * (not necessarily square) such that Proof. U.t.c., the transfer function matrix is related to state-space realization by
implies that D has the required structure with
Substituting (5) and (6) into (3) results in
The above equality is satisfied by defining any diagonal matrices Λ B and Λ C that satisfy
and B and C with the desired structure can be defined by
The rest of this paper considers systems described by a normal transfer function matrix G(s) that is diagonalizable with a constant unitary matrix U . This class is broader than systems with a normal state-space realization, and narrower than systems with a normal transfer function matrix. 
Re[s] > −β}, and (2) G(jω) + G * (jω) is positive definite ∀ω ∈ R, (3) For ρ being the nullity of the matrix
Theorem 7. (Preservation of Positive Realness).
•
Proof. The first statement follows by verification that the first two conditions of Def. 5 are satisfied:
(1) Pre-and post-multiplication by constant matrices do not change the analyticity of the transfer function matrix for any value of s.
(11) The proof for the second statement is very similar. QED.
Thm. 7 indicates that congruence transformations do not change positive realness. A similar result appears in Daniel and Phillips [2002] for a real orthogonal matrix U (the above theorem applies to general full-rank U ).
Lemma 8. A diagonal MIMO transfer function matrix is
• PR iff each transfer function on the diagonal is PR.
• SPR iff each transfer function on the diagonal is SPR.
Proof. Check the conditions of Def. 5 or Lem. 6. QED. Definition 9. (Sector, e.g., Khalil [2001] ). A memoryless function Ψ : [0, ∞) × R n → R n is said to belong to the sector
Definition 10. (Absolute Stability, e.g., Khalil [2001] ). The system is absolutely stable if the origin is globally uniformly asymptotically stable for any nonlinearity in the given sector. The rest of this paper assumes that G(s) is real rational. Theorem 11. (Circle Criterion, e.g., Khalil [2001] ). The system in Fig. 1 is absolutely stable if
−1 is SPR.
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Proof. See Khalil [2001] .
Theorem 12. (Circle Criterion for Normal Systems).
Consider a transfer function matrix G(s) of a normal system, diagonalizable by a unitary matrix U :
with a K 1 and K 2 in Thm. 11 diagonalized by the same unitary matrix:
Then the system in Fig. 1 is absolutely stable if
Proof. Lem. 8 indicates that strict positive realness for each
. By Thm. 7, the absolute stability condition (1) in Thm. 11 is that G(s)
−1 U * with application of Lem. 8 and Thm. 7. QED.
The following corollary is an application of Thm. 12 to systems with a saturation nonlinearity. Corollary 13. Suppose that G(s) is a normal transfer function matrix as in (12). For a saturation nonlinearity with SPR 1 + λ i (s) for i = 1, · · · , n, the system is absolutely stable.
Proof. A saturation nonlinearity has K 1 = 0 and K 2 = I, which can be inserted into condition (2') in Thm. 12. QED. (Zheng et al. [1994] , Coulibaly et al. [1995] )
IMC-BASED ROBUST ANTI-WINDUP COMPENSATION
where Λ f (s) is a diagonal filter selected such that Λ f (s)P (s) is biproper and Λ f (s)P (s) s=∞ is diagonal, and tuned to trade-off stability and performance criteria (Zheng et al. [1994] ). Q 1 is constant, and Q 2 (s) is a strictly proper stable transfer function matrix.
Block diagram manipulation of Fig. 2b results in a Lure' system with the forward path of L(s) = Q 1 (P (s)−P (s))+ Q 2 (s) and saturation nonlinearity is Ψ(u) ∈ [0, I]. By Thm. 11, the system in Fig. 2b is absolutely stable if I + L(s) is SPR.
The following theorem considers the design of anti-windup compensation for normal systems, for which the IMC controller is designed using unitary-invariant norms (e.g., H 2 and H ∞ norms).
Theorem 14. If stable process P (s) and its modelP (s) are both unitarily diagonalizable with the same constant unitary matrices, i.e.,
and the IMC controller is designed to minimize a unitaryinvariant norm, then the IMC controller Q(s) is also unitarily diagonalizable with the same constant unitary matrices, i.e.,
for scalar g(s) and constant diagonal matrix Λ, the antiwindup filter Λ f (s) can be designed such that
The converse is true if all of the elements of U are nonzero.
Proof. The IMC controller Q(s) in the first part of the theorem is designed without considering saturation. For a unitary-invariant norm, the block diagram in Fig. 2a with insertion of the expressions (18)- (19) and with the saturation removed can be rearranged so that U and U * only appear in a block with U * Q(s)U and the transformed process and its model are diagonal. Following similar proofs as in Hovd et al. [1997] and Kishida and Braatz [2010] a diagonal U * Q(s)U can be selected that is optimal, so an optimal Q(s) can be written as (20).
For the the second part of the theorem, if (21) holds specify
and substitute into (16):
which shows the existence of a Λ Q1 that satisfies (22). Substitution of (20) and (22) into (17) implies the existence of Λ Q2 (s) that satisfies (23).
To prove the third part of the theorem, if (22) holds, then (16) implies
If all elements of U are nonzero, element-wise matrix multiplication shows that (26) can hold only if Λ f (s) = f (s)I for some scalar f (s). Insertion of (22) and (4) 
hence there exists g(s) and Λ s.t. (21) holds. QED.
A consequence of internal stability is that the IMC controller Q(s) can be designed to satisfy (21) only if the nonminimum-phase part of ΛP (s) can be factored out as a scalar. In other words, the nonminimum-phase part of each element of ΛP (s) must be the same.
Once anti-windup compensation has been designed to satisfy (22) and (23), then
(28) From Cor.13, the system is absolutely stable if 1 + l i (s) := 1 + q 1,i (p i (s) −p i (s)) + q 2,i (s) is SPR for all i. Corollary 15. Consider a stable process P (s) and model P (s) that are both unitarily diagonalizable with the same constant unitary matrix U as in (18) and (19). The antiwindup compensation in Fig. 2b is absolutely stable for all q 1,i > 0, ∀i, if, for all i, q 2,i (s) = q 1,i q 2a,i (s) + q 2b,i (s) (29) for strictly proper stable transfer functions q 2a,i (s) and q 2b,i (s) that satisfy
with one of the inequalities strict, and
Proof. Insertion of (29) 
(30) The stability of p i (s),p i (s), q 2a,i (s), and q 2b,i (s) implies Condition 1) of Lem. 6 for 1 + l i (s) to be SPR. The condition involving 1a) and 1b) implies Condition 2) of Lem. 6. That q 2b,i (s) is strictly proper implies that 1 + q 2b,i (j∞) > 0. With Condition 2) above, this implies Condition 3) of Lem. 6. Collectively, this implies that 1+l i (s) is SPR, which from Cor. 13 implies that the system is absolutely stable. QED. Theorem 16. Consider a stable process P (s) and model P (s) that are both unitarily diagonalizable with the same constant unitary matrices as in (18) and (19). Any process P (s) that satisfies
(33) can be written equivalently as P (s) = U Λ P (s)U * with
and vice versa.
which implies that U * ∆(s)U is diagonal, and the existence of Λ ∆ in (33). QED.
Under the conditions of the above theorem,
and the full-block uncertainty ∆ simplifies to uncertainty in independent SISO processes.
APPLICATION: REACTION-DIFFUSION SYSTEM

System Description
Consider the control of the distributed parameter system with reaction and diffusion (Kishida and Braatz [2010] ):
where C(θ, t) is the spatially-distributed state, u(θ, t) is a spatially-distributed manipulated variable, D > 0 is a diffusion coefficient, r > 0 is a reaction rate constant, and θ ∈ [0, 2π) is an angular coordinate. Finite-difference approximation of the second-order spatial derivative in (39) results in a system of ordinary differential equations
that is a representation of the partial differential equation that is spatially accurate to second order, wherê
and lim n→∞ |Ĉ(θ i , t) − C(θ i , t)| = 0. Equation (40) can be written in matrix form as
where
The output for this finite-dimensional system is equal to its state vector, and its transfer function matrix
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follows from its state matrices A, B = C = I n , and D = 0, where I n is the n×n identity matrix. The matrix A defined in (42) is symmetric circulant and can be diagonalized by unitary transformation with the real Fourier matrix R (Hovd and Skogestad [1994] ):
and λ i = c 1 + 2c 2 cos 2π(i − 1)/n < 0, i = 1, · · · , n (46) are the eigenvalues of A that are linear in c 1 and c 2 . By using this eigenvalue decomposition, the transfer function matrix for the finite-dimensional system can be written as
IMC and Anti-Windup Compensator Designs
The IMC controller
where τ i > 0 are tuning parameters (Kishida and Braatz [2010] ). The performance objective of having the same closed-loop response speed for all process modes motivates setting τ i = τ for all i. Selecting the filter f (s) = k(τ s + 1) in the anti-windup compensator results in
Since the Q 2 in the anti-windup compensator needs to be strictly proper, kτ − 1 = 0, which implies that k = 1/τ .
Robust Stability Analysis
Let the true and nominal diffusion coefficient be D > 0 andD > 0, the true and nominal reaction rate constant be r > 0 andr > 0, and the eigenvalues corresponding to the true and nominal parameters be λ i andλ i , respectively, for i = 1, · · · , n. The process P (s) and the process model P (s) are related by P (s) =P (s)(I + W (s)∆(s)) where
The values of Λ Q1 and Λ Q2 motivate the selections
to satisfy (29). Condition 1a) 
also holds. This implies that the closed-loop system with IMC controller and anti-windup compensator is absolutely stable for any τ > 0 (or k > 0) regardless of the values of the uncertain parameters D and r.
Closed-loop Simulations
Previous sections showed that any value of the IMC tuning parameter τ > 0 or control gain k > 0 ensures the absolute stability of the closed-loop system under constraints. In general, a smaller τ (or equivalently a larger k) results in faster closed-loop response with larger control inputs.
(a) Process output y (b) Input to the process u Fig. 3 . Effects of control gain and saturation limit, n = 10. Fig. 3 shows the closed-loop responses for various values of the control tuning parameter k and saturation limit for the nominal case (D =D = 0.1, r =r = 0.76) for n = 10. To simplify the plotting, the reference was assumed to be spatially uniform step, which produces control signals and output that are spatially uniform if the saturation limits are spatially uniform. For example, the plotted process output y is the output of any location. The state, input to the process is plotted for integer values of the control gain k from 1 to 20. Each color corresponds to a symmetric spatially uniform saturation limit varied from 0.5 to 3, which can be read from the values of u in Fig. 3b . None of the closed-loop trajectories show any undesirable windup dynamics even for strict bounds on the control input. Fig. 4 shows the closed-loop responses for the conventional IMC design (Fig. 2a) and the IMC design with anti-windup compensation (Fig. 2b) . The nominal process had parameter valuesD = 0.1 and r = 0.76 and plots are shown for the true process having a variety of randomly values for D and r within ±50% of the nominal values. The anti-windup compensator provides much faster closed-loop performance while being robust to the model uncertainties than conventional IMC design. The process output reached the reference value nearly as fast as possible (Fig. 4) . 
Effect of Control Gain
Effects of Uncertainties
CONCLUSION
For an n×n normal system, a circle criterion is derived for checking the absolute stability that is written in terms of independent conditions on n SISO transfer functions. This circle criterion is used to derive anti-windup compensation with proven robustness to model uncertainties based on n SISO designs. Additionally, it was shown that a n × n multivariable uncertainty description can be characterized in terms of n SISO uncertainty descriptions. These results were applied to the control of the reaction-diffusion equation, which was shown to be robustly stable to perturbations in the model parameters for any control gain k. The anti-windup compensators were observed to have graceful performance degradation with increasing constraints on the control input and for a wide range of parametric uncertainties.
