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 ABSTRACT 
Dallinger, Teresa Eileen. M.S.C.E., Purdue University, December, 2006.  Geometric and 
Temperature Effects on Time Domain Reflectometry Measurements in Soils.  Major 




Time domain reflectometry (TDR) is a valuable tool used to measure the water 
content and dry density in soils. The success of TDR relies on the accurate measurements 
of the apparent dielectric constant (Ka) and the electrical conductivity (ECb). This study 
focuses on improving TDR measurements. The measured electrical conductivity is 
related to the geometry of the electromagnetic field which is a function of the probe 
design. The most important factors that define the field are the number, locations, and 
dimensions of the inner and outer conductors. An investigation of the influence of the 
probe head geometry on ECb is performed using groundwater modeling techniques. Finite 
difference and finite element models are created for different probe configurations used 
both in the field and in the laboratory and recommendations are made to correct the d.c. 
electrical conductivity measured in time domain reflectometry for different probe 
geometries. Temperature effects on Ka and ECb measurements in soils as well as the 
pulse area of the first and second reflections of the TDR waveform are also analyzed. 
Test results on compacted soils show that in cohesive soils the apparent dielectric 
constant increases with increasing temperatures, while it decreases with increasing 
temperature in non-cohesive soils. The electrical conductivity measurements are 
significantly more affected by temperature changes than the apparent dielectric constant; 
however, the trend appears to be relatively independent of soil type and texture. In both 
cohesive and non-cohesive soils, the electrical conductivity was observed to increases as 
the temperature increases. Both pulse areas decrease as the temperature increases; 
  xi 
however, the pulse area of the second reflection shows a greater variation with 
temperature than the pulse area of the first reflection. Recommendations are made to 
correct measured values of the apparent dielectric constant, electrical conductivity, and 
pulse areas to values at 20°C.  
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CHAPTER 1. INTRODUCTION 
1.1. Statement of the Problem 
Time domain reflectometry (TDR) is a technique used to measure the dielectric 
properties of soils, specifically the apparent dielectric constant, Ka and the electrical 
conductivity, ECb. Siddiqui and Drnevich (1995) and Yu (2003) developed empirical 
equations relating these two parameters to the water content and dry density of the soils. 
The accuracy of the estimation of water content and dry density relies on the 
measurement of Ka and ECb.  
 
The focus of this investigation is to improve the accuracy of the TDR method for 
measuring water content and dry density. A number of factors can affect TDR 
measurements including porosity, soil specific surface area, geometric arrangement of 
particles, temperature, and geometry of the TDR probe head (Robinson et al., 2006, 
Wraith and Or, 1999, Robinson et al., 2003). This study concentrates on two of these 
factors. Different probe head geometries are evaluated in order to determine appropriate 
geometric correction factors for the electrical conductivity measurements. Corrections to 
measurements of Ka and ECb due to fluctuations in temperature are also recommended. 
1.2. Objectives 
The main objectives of this study include: 
 
1. Evaluate the effects of the TDR probe head geometry on the estimation of the 
electrical conductivity and propose new correction factors, if necessary. 
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2. Investigate the variation of the apparent dielectric constant and the electrical 
conductivity with temperature and propose new correction factors, if necessary. 
 
3. Analyze the effects of temperature on the pulse area of the TDR waveform and 
propose correction factors, if necessary. 
 
1.3. Organization 
Chapter 2 summarizes the investigation of different TDR probe geometries using 
groundwater flow models to predict the geometric factors needed to accurately estimate 
the electrical conductivity of soils. Updated corrections based on this analysis are 
presented. 
 
The temperature effects on the TDR measured apparent dielectric constant and electrical 
conductivity of soils are investigated in Chapter 3 and Chapter 4, respectively. The 
results are compared to previous studies which are summarized in the first section of this 
chapter. 
 
Chapter 5 investigates the temperature effects on the pulse area of the TDR waveform. 
The pulse area is a relatively new measurement that with the apparent dielectric constant 
and electrical conductivity may be able to more accurately predict the water content and 
dry density of soils. Chapter 6 provides a summary of the conclusions and 
recommendations. 
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CHAPTER 2. INFLUENCE OF TIME DOMAIN REFLECTOMETRY HEAD 
GEOMETRY ON THE ELECTRICAL CONDUCTIVITY DETERMINATION 
2.1.  Introduction 
The electrical conductivity (ECb) is a material property of soils that can be 
measured using time domain reflectometry (TDR). ECb is an important property that can 
be used to estimate the water content and dry density of soils. It can also be an indication 
of soil salinity in the field (Rhodes et al., 1976). However, there are often inconsistencies 
in lab measurements and those measured in the field. TDR measurements are influenced 
by the geometry of the probe (Robinson et al., 2003) which could explain some of the 
discrepancies in measurements between lab and field measurements since the probe head 
used in the laboratory has a different geometry than the probe head used in the field. 
 
The measured electrical conductivity is related to the geometry of the 
electromagnetic field and this is a function of the probe design. The most important 
factors that define the electromagnetic field are the location and dimension of the inner 
and outer conductors. Laboratory testing is commonly performed using standard 
compaction molds. These molds act as the outer conductor and provide a continuous 
outer boundary for the electromagnetic field. The inner conductor is a center spike, 
driven into the material. In contrast, measurements in the field involve multiple rod 
probes with 2, 3, 4, or more rods inserted into the soil.  The work done at Purdue uses a 4 
rod configuration, a center rod and 3 outer rods equally spaced at the same radius from 
the center. Instead of a continuous outer boundary the electromagnetic field consists of 3 
sinks for the energy to flow towards. The different electromagnetic fields generated by 
these different geometric configurations could affect the flow of energy between the 
conductors. Modeling of the electromagnetic fields can help determine the effects of the 
probe design on the measurements of electrical conductivity.  
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The remaining part of this chapter will investigate the different probe geometries 
used both in the laboratory and in the field. By altering the geometric factors used to 
calculate ECb, more accurate measurements can be made for better consistency between 
laboratory and field measurements. 
2.2. Evaluation of Electrical Conductivity 
The electrical conductivity can be obtained from the long term response of a TDR 
system. Giese and Tiemann (1975) first explored the possibility of directly interpreting 
the waveform of thin samples. Topp et al. (1990) applied the approach to measuring 
electrical conductivity in soils and found the results satisfactory. Yu (2003) further 
investigated transmission line theory and made use of the expression by Giese and 











where Vs is the source voltage, Vf is the final or long term voltage (Figure 2-1) and C is a 










where Rs is the resistance of the pulse generator, L is the length of the probe in the soil, R 
is the radius of the outer conductor and r is the radius of the inner conductor.  



















Figure 2-1 TDR waveform for fine sand, water content = 20%, Vs is the source voltage, 
and Vf is the final voltage 
Equation 2.2 provides a good estimation for the geometric factor for coaxial 
configurations, but does not directly apply to a 4 rod field probe. The outer conductors 
for this configuration are 3 rods spaced at a distance from the center rod, which do not 
form a continuous boundary. Despite this, the same constant C is currently being used 
(ASTM D6780) to calculate the electrical conductivity of soils regardless of the 
difference in probe geometry leading to discrepancies between field and laboratory 
measurements. More accurate values of C are needed to account for the differences in 
probe configuration. 
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2.2.1. Electric Flow and Groundwater Flow 
Mualem and Friedman (1991) proposed a conceptual model for predicting the 
electrical conductivity of saturated and unsaturated soils. Their model was based on the 
similarity between electrical and groundwater flow. The assumption is that the flow lines 
of water molecules in soil under a hydraulic gradient are similar to the flow lines of the 
electric current in the same soil under electrical potential gradient. Therefore, the same 
geometry factor used in groundwater flow can be applied to electric flow. With this 
assumption, groundwater flow models can be used to simulate the flow of electricity 
through the soil. The models can predict the rate of flow of electricity which can provide 
information regarding the dissipation rate for a given probe configuration. 
 
The two-dimensional flow of water through homogeneous and isotropic soils can 












where h is the hydraulic head.  
 
Equation 2.3 can be illustrated with a flow network constructed from 
equipotential and flow lines. The equipotential lines represent the lines along which water 
can flow through the cross-section. The equipotential lines are lines of equal total head. 
Flow lines intersect the equipotential lines at right angles to form square areas defined by 
the average width of the area is equal to the average length of the area. An important 
property of flow networks is the shape factor which is equal to the ratio of the number of 
flow channels (nf) to number of head drops (nd). Properly constructed flow networks for a 
given set of conditions have approximately the same shape factor regardless of the 
number of flow lines and equipotential lines drawn. Hand drawn flow networks can 
provide approximations to the groundwater flow behavior and solutions to the Laplace 
equation. However, numerical models and computer software programs have been 
created to analyze more complex situations. 
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The shape factor of a flow network depends on the geometry of the system. A 
portion of the definition of the constant C used to calculate the electrical conductivity is 
related to the probe configuration and the rest is a function of the pulse generator. A new 








C’ is obtained by neglecting the influence of the length of the probe into soil (L) and the 
resistance of the pulse generator (Rs). The influence of length of the probe is removed 
because the analysis is based on a two-dimensional plan view of the horizontal flow of 
electricity through the soil. C’ is considered as the two-dimensional shape factor for the 
electrical flow through the system and is assumed to be analogous to the shape factor for 












It is then possible to use groundwater flow models to find the shape factor and compute 
appropriate values of C for different probe configurations. 
2.3. Analysis  
Two numerical models used for groundwater flow are the finite difference method 
and finite element method. Each provides the approximate location of the equipotential 
lines by creating a mesh within the area to be analyzed and calculating the hydraulic head 
differences at each node of the mesh. The finite difference method is a more crude 
approximation which uses only rectangular meshes. The finite element method is able to 
use triangular in addition to rectangular meshes. These two methods were used to analyze 
the different probe configurations used in field and laboratory testing. 
 
Three different geometries were analyzed using both the finite difference and 
finite element methods: 
  8 
 5/16” diameter center spike with a 4” diameter cylinder 
 3/8” diameter center spike with a 6” diameter cylinder 
 3/8” diameter center spike with 3-3/8” diameter spikes located 2.588” from the 
center spike 120 degrees apart 
 
Two additional geometries were analyzed using only the finite element method: 
 3/8” diameter center spike with 3-3/8” diameter spikes located 2.588” from the 
center spike 120 degrees apart inside a 6” diameter cylinder 
 3/8” diameter center spike with 3-3/8” diameter spikes located 2.588” from the 
center spike 120 degrees apart inside an 11” diameter cylinder 
Due to the symmetry of the problems, 60 degree wedges were used to limit the size of the 
models. Because the models are 1/6
th
 the size of the actual configuration, the number of 
flow channels in the model are multiplied by 6 to obtain the overall number of flow 
channels for the system.  
2.3.1. Finite Difference Method 
The basic principle is to replace the partial derivatives in the Laplace equation 
with finite differences to obtain an approximate numerical solution. The cross section is 
divided into a finite number of rectangles of width Δx and length Δy (Figure 2-2). By 
assuming that Δx = Δy, an approximate solution to equation 2.3 can be found using 
forward and backward derivative estimations. Equation 2.6 can be used to compute the 
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Eq. 2.6 
 
Equation 2.7 is the modified equation used at points which occur along an 
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Eq. 2.7 



















































Figure 2-2 Finite difference method mesh 
Plots of the equipotential lines were created by programming the equations into a 
Microsoft Excel spreadsheet. Sketches of the geometries were made in order to identify 
the 60 degree boundary. The nodes nearest to the line drawn as the boundary were chosen 
as the approximate boundary for the wedge. The same is true for the boundary created by 
the cylinder. One of the disadvantages to the finite difference method is that infinite 
boundaries cannot be easily modeled. The field probe configuration only has three outer 
rods to provide the boundary conditions. A fictitious zero head boundary needed to be 
imposed at a sufficient distance to limit the effects on the head loss in the system. A 
comparison of plots with the boundary located at 4” and 5.2” from the center spike 
showed little difference in the head losses, therefore 4” was chosen for the location of the 
imposed zero head boundary. 
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In order for energy to flow through the system a potential difference between two 
points is necessary. The center spike is the source of the electromagnetic pulse which 
flows through the soil to the outer boundaries. To simulate this, a hydraulic head 100 
inches (electric potential of 100 Volts) was assigned to nodes representing the center 
spike and a 0 inch hydraulic head (0 Volt potential) to the nodes representing the cylinder 
and outer spikes. The initial mesh spacing was 0.05 inch. A second mesh with a smaller 
spacing, 0.025 inch was also created to observe the effects of using a finer mesh. Contour 
plots were created by grouping the calculated head values at each node. The resulting 
equipotential lines represent 10 inches of hydraulic head loss (10 Volts of potential loss). 
Plots of the equipotential lines for the 4 inch cylinder show that most of the potential loss 
occurs close to the center spike (Figure 2-3 and Figure 2-4). Figure 2-4 represents the 
same configuration analyzed using a finer mesh. Some changes did occur in the region 
closest to the center spike. Figure 2-5 shows a close up of the first 0.5 inch from the 
center spike using an even finer mesh in this sensitive area. 
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Figure 2-3 Equipotential contours, each representing 10 inches of hydraulic head loss (10 
Volts of potential loss), for a 5/16 inch diameter center spike inside a 4 inch diameter 
cylinder using a 0.05 inch mesh spacing 
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Figure 2-4 Equipotential contours, each representing 10 inches of hydraulic head loss (10 
Volts of potential loss), for a 5/16 inch diameter center spike inside a 4 inch diameter 
cylinder using a 0.025 inch mesh spacing 
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Figure 2-5 Equipotential contours, each representing 10 inches of hydraulic head loss (10 
Volts of potential loss), for a 5/16 inch diameter center spike inside a 4 inch diameter 
cylinder using 0.0125 inch mesh spacing from 0 to 0.5 inches from the center and 0.025 
inch mesh spacing for the remainder  
For determination of the number of flow channels for the wedge, flow lines were 
drawn on the plots by measuring the distance between two equipotential lines and 
creating squares in that zone. This number was then multiplied by 6 to obtain the total 
number of flow channels for the system. 
2.3.2. Finite Element Method 
The finite element method is based on the concept of subdividing the system into 
small elements, analyzing the behavior of each element, then reconnecting the elements 
to represent the behavior of the entire system. Similar to the finite difference method, 
there are nodes at each corner of the elements. Due to the number and complexity of the 
equations involved, this method relies on computer software for efficient implementation. 
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This investigation utilized the SEEP/W program which is a subset of the GeoStudio 2004 
software package.  
 
There are three fundamental aspects to modeling using finite element analysis. 
The first is the creation of a mesh of finite elements (meshing), the second is the 
identification of the material properties and third is the boundary conditions. Meshing is 
the process of subdividing the area of interest into elements to be analyzed by the 
software program. SEEP/W features two different types of meshes, structured and 
unstructured. Structured meshes are composed of quadrilateral shaped elements ordered 
in a consistent pattern. Unstructured meshes are created using Delaunay triangular 
techniques and feature triangular shaped elements. The elements are most effective when 
they are closest to the ideal shape, squares for quadrilaterals and equilateral or isosceles 
right triangles. In general, quadrilateral elements offer better behavior than triangular 
elements. However, for simple seepage analysis, triangular elements perform adequately. 
The advantage to using an unstructured mesh is that it can be used to model irregular 
geometries. For tight spaces it is difficult to produce ideal meshes of quadrilateral 
elements, therefore triangular unstructured meshes are more appropriate. For this reason, 
a mesh of triangular unstructured elements was used for the area close to the center spike. 
This mesh is also more refined close to the center which as observed during the finite 
difference analysis is where a majority of the head loss occurs. The rest of the wedge 
used a structured mesh. Figure 2-6 shows an example of the mesh used for analysis. 
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Figure 2-6 Finite element mesh for a 3/8 inch diameter center spike inside of a 6 inch 
diameter cylinder produced by SEEP/W  
An approximate value of the hydraulic conductivity is required for analysis using 
the SEEP/W program. The goal of this evaluation is to find the shape factor of the 
system, which is a geometric property and is independent of the hydraulic (electrical) 
conductivity. For the purposes of this investigation the hydraulic conductivity was 
defined as 1 in/s (electrical conductivity 1V/s).  
 
The boundary conditions define the flow through the system. A difference in 
energy is required for flow to occur. A hydraulic head of 100 inches (electric potential of 
100 Volts) was assigned to the nodes located along the edge of the center spike and 0 
inches (0 Volts) was assigned to nodes along the edges of the outer spikes and the 
cylinders. Contour plots of the resulting equipotential representing 10 inches of head loss 
(10 Volts of potential loss) were created and the flow rate through the section was 
  16 
reported (Figure 2-7). Because the model is 1/6
th
 the size of the actual configuration the 
flow rate needs to be multiplied by 6 in order to obtain the overall flow rate in the system. 
Q
= 37.779 in 3/sec
 
Figure 2-7 Equipotential contours, each representing 10 inches of hydraulic head loss (10 
Volts of potential loss) for a 3/8 inch diameter center spike inside of a 6 inch diameter 
cylinder  
One advantage to the finite element method is that the flow rate through the 
system can be directly calculated. Therefore, instead of plotting equipotential lines and 
trying to draw the flow lines manually, the shape factor can be determined from the flow 







where k is the hydraulic (electrical) conductivity, ΔH is the total difference in energy 
between the boundaries and nf/nd is the shape factor. Thus, solving for the shape factor, 









Note that the flow rate reported by SEEP/W is the volumetric flow rate. The analysis 
assumes that the depth of the model is equal to 1 inch. 
 
Another advantage to using the finite element method is that semi-infinite 
boundaries (boundaries without conditions) can be modeled using the SEEP/W program. 
The finite difference method required the use of an imposed zero head boundary for 
analysis. The ability to easily change the boundary conditions allowed for an 
investigation of the effects of the imposed zero head boundary using finite element 
analysis. The contour plots show that the imposed zero head boundary distorts the 
equipotential lines, especially those close to the outer spikes. The flow rate is also larger 
when the boundary is imposed on the system. 








Figure 2-8 Equipotential contours, each representing 10 inches of hydraulic head loss (10 
Volts of potential loss), for a 3/8 inch diameter center spike with 3/8 inch diameter outer 
spikes located 2.588 inch from the center spike with an imposed zero head boundary at 5 
inches 
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Q
=
 33.615 in 3/sec
 
Figure 2-9 Equipotential contours, each representing 10 inches of hydraulic head loss (10 
Volts of potential loss), for a 3/8 inch diameter center spike with 3/8 inch diameter outer 
spikes located 2.588 inch from the center spike with a semi-infinite boundary 
In reality there is no outer boundary to the electric field for the field probe 
configuration. Therefore the semi-infinite boundary is a more accurate representation of 
the conditions. This is confirmed by the analysis of the electromagnetic field obtained by 
Zambrano (2006) using Ansoft Maxwell
®
 2D field solver (2005) shown in Figure 2-10. 
The model was analyzed multiple times by moving the semi-infinite boundary to 
different distances from the center spike. The boundary was drawn as a straight line with 
one point on the x-axis and a second point on the 60 degree line, both points equal 
distance from the center of the center spike. The boundary was also drawn as an arc with 
constant radius. In both cases similar results were obtained for semi-infinite boundaries 
located 5 inches to 30 inches from the center spike. SEEP/W also allows the use of 
Semi-infinite 
boundary 
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infinite elements to simulate an infinite boundary using a built-in decay function to 
calculate the flow and head loss. Analysis using the semi-infinite boundary and the 
infinite elements yielded the same results.  
 
Figure 2-10 Voltage distribution in field multiple rod probes obtained with Ansoft 
Maxwell  2D field solver (2005) from Zambrano (2006) 
2.4. Two and Three Rod Probes 
Coaxial probe configurations are common to the Purdue TDR Method. However 
they are not the only type of probe available. Two and three rod probes are also a 
common probe configurations used to measure the apparent dielectric constant and 
electrical conductivity in soils. The finite element method was used to evaluate each of 
these probes in a similar manner to the configurations previously discussed. 
 
The two rod probe consists of two rods 2.5 millimeters in diameter spaced 20 
millimeters apart. One rod was assigned a hydraulic head of 100 millimeters (100 Volts) 
and the other rod was assigned a hydraulic head of 0 millimeters (0 Volts). Contour plots 
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of the resulting equipotential representing 10 inches of head loss (10 Volts of potential 


























Figure 2-11 Equipotential contours, each representing 10 millimeters of hydraulic head 
loss (10 Volts of potential loss), for two 2.5 millimeter diameter rods spaced 20 
millimeters apart 
The three rod probe consists of three 0.48 centimeter diameter rods spaced 4.5 
centimeters apart. The center rod was assigned a hydraulic head of 100 centimeters (100 
Volts) and the outer rods were assigned a hydraulic head of 0 centimeters (0 Volts). 
Contour plots of the resulting equipotential representing 10 inches of head loss (10 Volts 










Figure 2-12 Equipotential contours, each representing 10 centimeters of hydraulic head 
loss (10 Volts of potential loss), for three 0.48 centimeter diameter rods spaced 4.5 
centimeters apart 
The two rod probe configuration shows that the energy loss is symmetric with 
respect to a center axis between the two rods which is consistent with the electromagnetic 
field for the same two rod probe reported by Becker et al., (2006). The three rod 
configuration also shows symmetry about a center axis, however, similar to the coaxial 
probe configurations a majority of the energy is concentrated around the center rod. This 
observation is consistent with those made by Robinson et al., (2003). Because these 
configurations do not represent coaxial conditions equation 2.2 does not apply. Robinson 
et al. (2003) defines a geometric factor for a two rod probe as: 











where L is the length of the probe, s is the spacing between the rods, and d is the rod 
diameter. Based on this relationship and the same assumptions used to derive equation 














Inserting the rod spacing and diameter into equation 2.11, the shape factor is 
computed as 4.37; however, Robinson et al. (2003) recommend that equation 2.10 not be 
used for measurement because it is only an approximation. The shape factor obtained 
from the flow rate reported by the model is 1.07, which is significantly lower. The shape 
factor for the three rod probe obtained from the flow rate is 1.55. The geometric factor 
used for two and three rod probes are typically found through calibrations which produce 
more reliable values. This modeling provides relatively accurate geometric factors for 
coaxial configurations, but it is unclear how well the method works for two and three rod 
probe configurations. 
2.5. Results and Recommendations 
The finite difference and finite element methods were used to evaluate different 
TDR probe geometries in an effort to increase the accuracy and continuity of electrical 
conductivity measurements in soils both in the laboratory and in the field. Table 2-1 
presents the flow rates obtained for each configuration. These flow rates were used to 
calculate the shape factors using equation 2.9. These factors as well as those obtained 
using the finite difference method are reported in Table 2-2.  
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Table 2-1 Flow rates obtained by the finite element method using SEEP/W 








5/16" Center Spike 4" Cylinder 40.84 245.0 
3/8" Center Spike 6" Cylinder 37.78 226.7 
3/8" Spikes 2.588" Spacing w/ 
Zero Boundary 
36.49 218.9 
3/8" Spikes 2.588" Spacing Semi-
Infinite Boundary 
33.65 201.9 
4-3/8" Spikes 2.588" Spacing 
inside 6" Cylinder 
38.74 232.4 
4-3/8" Spikes 2.588" Spacing 
inside 11" Cylinder 
35.75 214.5 
 
Table 2-2 Calculated shape factors 




Method   
5/16" Center Spike 4" 
Cylinder 
60° Wedge 0.425 0.408 
Overall 2.55 2.45 
3/8" Center Spike 6" Cylinder 
60° Wedge 0.423 0.378 
Overall 2.54 2.27 
3/8" Spikes 2.588" Spacing 
w/ Zero Boundary 
60° Wedge 0.37 0.365 
Overall 2.22 2.19 
3/8" Spikes 2.588" Spacing 
Semi-Infinite Boundary 
60° Wedge n/a 0.336 
Overall n/a 2.02 
3/8" Spikes 2.588" Spacing 
inside 6" cylinder 
60° Wedge n/a 0.387 
Overall n/a 2.32 
3/8" Spikes 2.588" Spacing 
inside 11" cylinder 
60° Wedge n/a 0.357 
Overall n/a 2.14 
3-0.48 cm Spikes 4.5 cm 
spacing, semi-infinite 
boundary 
90° Wedge n/a 0.388 
Overall n/a 1.55 
2-2.5 mm Spikes 20 mm 
spacing, semi-infinite 
boundary 
180° Wedge n/a 0.536 
Overall n/a 1.07 
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To confirm the validity of the calculated shape factors, the dimensions of the two 
coaxial configurations were entered into equation 2.5. The theoretical shape factors for 
the 5/16 inch diameter center spike inside of a 4 inch diameter cylinder and for the 3/8 
inch diameter center spike inside of a 6 cylinder are 2.465 and 2.266, respectively. These 
factors are similar to those obtained using the finite element method, 2.45 and 2.27, 
respectively, but are much lower than those obtained using the finite difference method.  
 
The finite difference method can be used as an approximation; however, the 
manual aspect of calculating the number of flow channels can introduce significant errors 
in the results. The finite element method is proven to provide more accurate and 
consistent results. With the advancement of computer technology the current software 
programs are simple to use and models are easy to modify. Although it can be a mistake 
to assume that the software outputs are correct. The results depend on the user inputs and 
clear understanding of the processes involved is required to properly utilize the 
capabilities of the program. It is advantageous to use another method such as the finite 
difference or hand drawn flow nets to estimate an answer before running the models to 
ensure reasonable results.  
 
The computer software also allowed further investigation of the effects of 
introducing a zero head boundary to the four rod field probe configuration. Figure 2-7 
and Figure 2-8 illustrate the effects on the equipotential contours and the head loss 
behavior of the system. In the case where the zero head boundary is imposed the head 
loss occurs faster and the flow rate is higher. By introducing the boundary, there is a 
finite distance at which the head must be equal to zero in addition to the outer spikes. In 
reality the head is only zero at the outer spikes and residual energy slowly dissipates as it 
moves towards an infinite distance from the source. This slow dissipation of energy 
reduces the flow rate between the inner and outer spikes resulting in a smaller shape 
factor.  
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The shape factors are different for each of the probe configurations investigated, 
which implies that a different value of the constant C’ should be used for different probe 
geometries. Current TDR software programs calculate C’ based on the ratio of the outer 
conductor diameter to the inner conductor diameter (R/r). The ratio can by obtained by 







Table 2-3 is a summary of the equivalent ratios corresponding to each of the 
probe geometries: also provided is a correction factor for electrical conductivity values 
obtained using the previously assumed value of 12.9 for all probe configurations. 
Although the two and three rod probes are not coaxial configurations, the software 
program require and equivalent R/r ratio to obtain the electrical conductivity. Therefore, 
using the shape factors obtained for the two and three rod probes and equivalent R/r can 
be found using equation 2.10; however, these values are only approximate and may not 
truly represent the electromagnetic conditions. 
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PMTDR and MDI-PDA 
values for all tests 
NA 2.46 12.9* 1 
5/16" Center Spike 4" 
Cylinder 
245.0 2.45 12.8 1.004 
3/8" Center Spike 6" 
Cylinder 
226.7 2.27 16.0 1.084 
4-3/8" Spikes 2.588" 
Spacing inside 6" 
Cylinder 
232.4 2.32 15.0 1.060 
4-3/8" Spikes 2.588" 
Spacing inside 11" 
Cylinder 
214.5 2.14 18.8 1.150 
4-3/8” Spikes 2.588” 
Spacing with semi-
infinite boundary 
201.9 2.02 22.5 1.218 
3-0.48 cm Spikes 4.5 cm 
spacing, semi-infinite 
boundary 
155.32 1.55 57.6 1.585 
2-2.5 mm Spikes 20 mm 
spacing, semi-infinite 
boundary 
107.16 1.07 355 2.296 
* Value assumed in PMTDR, MDI-PDA, and MDI-PC software. 
 
This investigation effectively shows that the geometry of the probe can 
significantly affect the TDR-measured electrical conductivity. It is important to model 
new geometric configurations to ensure accurate measurements in both the field and in 
the laboratory. 
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CHAPTER 3. TEMPERATURE EFFECTS ON THE APPARENT DIELECTRIC 
CONSTANT DETERMINED BY TIME DOMAIN REFLECTOMETRY 
3.1. Introduction 
Time domain reflectometry (TDR) is a widely used technique for measuring the 
water content of soils. The dielectric properties of a soil can be determined by measuring 
the propagation velocity of electromagnetic waves traveling through the medium. The 
composite dielectric constant is a combination of the individual dielectric constants of the 
soil components (solid soil particles, air and water). The apparent dielectric constant of 
water (Ka,water ≈ 80) is significantly larger than the apparent dielectric constants of air and 
solid soil particles (Ka,air = 1, Ka,solids ≈ 2-5). Therefore changes in the measured dielectric 
constant for soils largely reflect changes in the amount of water (Pepin et al., 1995). 
 
Accurate measurement of the apparent dielectric constant, Ka is critical for the 
estimation of the soil water content. There are many factors that could affect the 
measurement of Ka such as porosity, soil specific surface area, geometric arrangement of 
particles and temperature (Robinson et al., 2006, Wraith and Or, 1999), but this chapter 
will mainly focus on the effects of temperature. This study uses TDR data collected for a 
variety of soils at temperatures ranging from 4°C to 40°C to identify temperature 
correction factors, if necessary, for the measurement of apparent dielectric constant in 
soils.  
3.2. Background Information 
The accurate measurement of the apparent dielectric constant (Ka) is an integral 
part of the measurement of water content using Time Domain Reflectometry (TDR). The 
most often used relationship between the apparent dielectric constant and volumetric 
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water content is Topp’s Equation (Topp et al., 1980) which reflects an increase in Ka with 
increasing volumetric water content. Nonetheless, there are many factors that can 
influence the measurement of the dielectric properties of soils including porosity, soil 
specific surface area, geometric arrangement of the soil particles and temperature 
(Robinson et al., 2006, Wraith and Or, 1999). It also has been reported that the electrical 
conductivity of the soil can affect the measured values of the apparent dielectric constant 
(Benson and Wang, 2006). 
  
Temperature effects on the apparent dielectric constant measured by TDR have 
been previously identified (Pepin et al., 1995; Or and Wraith, 1999; Drnevich et al., 
2001) and while the effects on the apparent dielectric constant of water are well 
understood (Weast, 1986), the effects on the apparent dielectric constant of soils are still 
being investigated. These earlier studies covered a broad range of conditions and soil 
types. Volumetric water contents varied between 0 and 0.81, temperatures range from -22 
to 65°C. Both coarse and fine grained soils including peats have been investigated in 
these studies.  
 
Some studies have concluded that temperature effects on the apparent dielectric 
constant were limited and did not have a significant effect on the resulting water content 
determination while others suggested that temperature could affect the apparent dielectric 
constant and the inferred water content. Topp et al. (1980) concluded that there was no 
strong temperature dependence on Ka for temperatures between 10°C to 36°C and 
volumetric water contents from 0 to 0.55, which was also inferred by Zagoskii et al. 
(1982) for temperatures above 5°C. However, below 5°C, an abrupt change in apparent 
dielectric constant of clay soils was observed due to a decrease in the volume of liquid 
water. Benson and Wang (2006) also noted that at temperatures below 0°C, Ka for silt 
and silty sand deceased considerably as a result of pore water freezing and ice having a 
lower relative dielectric constant than liquid water. For temperatures above freezing, 
different trends have been noted. Pepin et al. (1995) observed that the apparent dielectric 
constant decreased with increasing temperatures for sand, loam and saturated peat for a 
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range of temperatures from 5°C to 50°C. However, Or and Wraith (1999) observed that 
for a silt loam soil the apparent dielectric constant increased with temperature at low 
water content and decreased with temperature at high water content between 0°C and 
65°C. Similar trends were noted by Drnevich et al. (2001), who showed that the apparent 
dielectric constant increased with increasing temperature for cohesive soils and decreased 
with increasing temperature for sands. 
 
The common idea between the more recent studies is that the changes in the 
apparent dielectric constant due to temperature are related to the soil type and the 
moisture content of the soils. The magnitude of the change is larger for soils with high 
water content while those with low moisture contents exhibit smaller changes.  
3.2.1. Temperature Correction Factors 
Pepin et al. (1995) used a dielectric mixing model to predict the temperature 
effects on the TDR measurements. A mixing model proposed by Alharthi and Lange 
(1987) was used which relates the composite dielectric constant of a wet soil to the 
dielectric properties and the volume fraction of each constituent. For the soil types tested, 
Pepin et al. (1995) observed a decrease in apparent dielectric constant with increasing 
temperature except in relatively dry soils, which showed little change as a result of 
changing temperature. A larger difference between the predicted and measured values for 
soils with high water contents was also noted. A correction factor of 0.00175°C
-1 
for the 
measured volumetric water content of soil temperatures ranging between 5°C and 50°C 
was proposed based on the differences found between the measured and actual water 
content. This correction factor implies that the greater the temperature change, the greater 
the deviation in Ka and the resulting volumetric water content measurements. It appears 
that as the water content increases the influence of the temperature on Ka also increases. 
This explains why the temperature effects on dry soils were undetectable. The results of 
the study by Pepin et al. (1995) also suggested that the apparent dielectric constant of free 
water experiences a greater change with temperature than that of bound water. Pepin et 
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al. (1995) postulated that to decrease Ka in soils with significant surface-water 
interactions, more thermal energy needs to be introduced into the system.      
 
A slightly different approach was used by Wraith and Or (1999) to describe the 
effects of temperature. They suggested that there are two competing phenomenon that 
affect TDR-measured values of Ka when the temperature of the system changes, which 
could help explain the previously presented results. The first is that the dielectric constant 
of the bulk water decreases as the temperature increases and the second is that there is a 
release of bound water in the system as the temperature increases causing the measured 
Ka values to increase. According to Or and Wraith (1999), these effects are governed by 
the soil specific surface area and water content. Together these soil characteristics 
determine the ratio of bound-to-bulk water present in the system which corresponds to 
the dominances of one process over the other. Based on these ideas they analyzed 
experimental data and were able to propose a correction of the apparent dielectric 




TKTTK aaa )()(  
Eq. 3.1 
 
The partial derivative 
aK / T is determined by relations between volume 
fraction of bound water content and the volume fraction of free water content. The 
volume fraction of bound water content is assumed to be dependent on the specific 
surface area of the soil and the volume fraction of free water is estimated by the sum of 
the bound water and the TDR-measured volumetric water content. 
 
The Wraith and Or method involves numerous calculations which are critically 
based on the specific surface area of the soil. Also the estimation of one of the parameters 
uses the TDR-measured volumetric water content that is not corrected for temperature 
effects. Or and Wraith (1999) report that applying the temperature corrections to the 
apparent dielectric constant resulted in less ambiguous results than applying the 
corrections directly to the TDR-measured volumetric water content as done by Pepin et 
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al. (1995). Although basing some of the correction on the uncorrected measurement of 
volumetric water content appears contradictory; further exploration of the proposed 
corrections is seemingly warranted. 
 
A third set of corrections for temperature effects was presented by Drnevich et al. 
(2001). This study investigated a variety of soils, both cohesive and non-cohesive, at 
temperatures ranging from 4°C to 40°C. For each soil at a given water content the 
measured apparent dielectric constant was normalized to the value measured at 20°C. The 
normalized apparent dielectric constant was then plotted versus temperature. It was noted 
that for the cohesive soils, Ka,normalized increases with increasing temperature and decreases 
with increasing temperature for non-cohesive soils. It was also noted that for dry sands 
there was relatively little change in the apparent dielectric constant with temperature. A 
look at the effects of water content on cohesive soils show that at increasing water 
contents the temperature effects are controlled by the free water while at low water 
contents the soil solids and bound water dominate the behavior, which is consistent with 
findings from Pepin et al. (1995).  
 
Drnevich et al. (2001) averaged values of the normalized dielectric constant at 
each temperature and found linear trends when plotted against temperature. They then 
suggest temperature corrections for the measured apparent dielectric constant using a 
regression line fit through the data as  
TCFKK
CTaCa  ,20,
 Eq. 3.2 
where TCF is the temperature correction function, with Eq 3.3 for cohesive soils and Eq. 
3.4 for non-cohesive soils. Thus, 
CTtest




TTCF ,0015.097.0   for non-cohesive soils 
Eq. 3.4 
where Ttest,T°C is the temperature during the soil testing. These relationships only apply for 
temperatures between 4°C and 40°C. Drnevich et al. (2001) also noted that the above 
corrections are negligible for temperatures ranging from 15°C and 25°C. 
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The temperature effects on TDR-measurements are applied directly to the 
apparent dielectric constant by Or and Wraith (1999) and Drnevich et al. (2001) while 
others correct the measured volumetric water content (Pepin et al., 1995). Both 
approaches are valid, although if the apparent dielectric constant is used in other 
calculations then corrections for temperature should be applied prior to further 
computations. 
 
The following investigation will analyze the effects of temperature on the TDR-
measured apparent dielectric constant of both cohesive and non-cohesive soils and 
suggest a temperature correction to be applied directly to the measured apparent dielectric 
constant.   
3.3. Testing Procedure 
The testing for this experimental study was performed previously and reported by 
Drnevich et al. (2001). The TDR data were originally collected using a Tektronix 1502B 
Cable Tester and the resulting electromagnetic waveforms were analyzed manually. The 
data were later converted into a numerical file format that could be analyzed using the 
PMTDR-SM software. The PMTDR-SM software systematically analyzes the data to 
obtain the values for the apparent dielectric constant and electrical conductivity of the 
soil. A brief description of the actual testing procedures is presented here and a more 
detailed explanation can be found in Drnevich et al. (2001). 
 
3.3.1. Soils Tested 
Tests were performed on five different soils, two cohesionless and three cohesive. 
The properties of these soils are shown in Table 3-1. Crosby Till is a low to medium 
plasticity silty-clay found in the vicinity of the Purdue University campus near West 
Lafayette, Indiana. The Kaolinite and Illite were pure clay minerals. The concrete sand 
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was washed to remove the fines and the fine Ottawa sand is that commonly used in 
concrete research. 
 









%sand %silt %clay 
Crosby Till CL 41 18 16 50 34 
Kaolinite CL-ML 30 24 0 0 100 
Illite CL-CH 50 22 0 0 100 
Concrete 
Sand 
SW NA NA 100 0 0 
Fine Sand SP NA NA 100 0 0 
 
3.3.2. Test Specimens 
Specimens were prepared with a variety of water contents in a Standard 
Compaction Mold (ASTM D698) with a diameter of 101.6 mm (4.0 in), a height of 116.4 






). The soil 







After compaction a non-metallic guide template was temporarily placed on top of 
the mold and a 7.94 mm (5/16 in.) stainless steel rod was driven into the center of the 
specimen. The guide was removed and replaced with a metallic adapter ring, which 
presented a surface to support the outer three legs of the Multiple Rod Probe Head 
(MRPH). The center of the MRPH rested on the center rod driven into the soil. TDR 
measurements were made by connecting the MRPH to a Tektronix 1502B Cable Tester 
with a 1 m (3 ft.) coaxial cable with BNC connectors on each end. 
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Most specimens were tested at five different temperatures, 4°C, 10°C, 20°C, 30°C 
and 40°C. All specimens were prepared at room temperature, 20°C, and then placed in 
either an environmental test chamber or a drying oven to cool or heat the specimen to the 
desired target temperature. TDR measurements were recorded as a function of time to 
determine when the soil would equilibrate to the target temperature. It was determined 
that it took an average of 8 hours for the values of apparent dielectric constant and 
electrical conductivity to stabilize with time for a given temperature.  
 
3.4. Evaluation of the Apparent Dielectric Constant 
The TDR-measured apparent dielectric constant is used to calculate the water 
content of soils. It is therefore important to accurately determine the apparent dielectric 
constant from the TDR waveform. The TDR system estimates Ka by measuring the travel 
time of an electromagnetic wave propagating through the soil (Topp et al. 1980). The 
apparent dielectric constant is related to the velocity of the electromagnetic wave 





where c is the velocity of light in a vacuum.  
 
As the wave travels through the system, two reflections occur which cause 
discontinuities in the TDR waveform. The first reflection occurs when the wave reaches 
the soil surface and the second reflection occurs when the wave reaches the end of the 
rods in the soil. The time difference between these points is equivalent to the time (t) 
required by the signal to travel twice the length of the rods in the soil (Lp). The wave 







By substitution and rearranging equations 3.5 and 3.6, Ka is: 








To obtain the apparent dielectric constant directly from the waveform, an apparent length 
(La) equivalent to ct/2 is defined. La is the scaled distance between two points on the 
waveform (Figure 3-1). The first point is located at the peak of the initial reflection of the 
wave where the wave reaches the soil surface. The second point is the beginning of the 
second positive reflection, occurring when the wave reaches the ends of the probe. La is 





























Figure 3-1 TDR waveform for fine sand, water content = 20%, point A corresponds to the 
peak of the first reflection where the wave reaches the soil surface, point B corresponds 
to the beginning of the second reflection where the wave reaches the end of the probe, 
and La is the apparent length of the waveform 
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3.4.1. Locating the Reflection Points from the TDR Waveform 
The apparent dielectric constant is calculated based on the apparent length 
between two reflection points. The location of these points directly affects the calculated 
apparent dielectric constant; therefore, they must be identified consistently and 
accurately. There are three commonly used approaches to locating the reflection points 
from the recorded signal trace: manual analysis, computer aided analysis, and inversion 
analysis (Timlin and Pechepsky, 1996). The data for this investigation was previously 
analyzed using the manual method proposed by Baker and Allmaras (1990). This 
approach requires drawing tangent lines from critical sections of the TDR waveform to 
locate the reflection points. The results are typically satisfactory but rely heavily on the 
experience and judgment of the person performing the analysis. A more robust and 
consistent analysis method is desired.  
 
As a solution to this problem, Yu (2003) developed the PMTDR software 
program for use with the Purdue TDR equipment. The algorithm is based on noise 
reduction and curve fittings in characteristic sections of the waveform. Details on the 
development of the software can be found in Yu (2003). This research utilized the 
PMTDR software for analysis of the apparent dielectric constant of the soils.  
3.4.2. Test Results 
A disadvantage to using the PMTDR software is that the algorithm is sometimes 
unable to locate the second reflection point leading to implausible values for the apparent 
dielectric constant. Values for the apparent dielectric constant of soils are a combination 
of the individual parts of the material (air, solids, and water). The measured Ka is 
expected to be greater than Ka,air (1) and less than Ka,water (≈ 80), therefore any value not 
falling within this range is disregarded. Most of the recorded values are the average of at 
least three different tests for a given temperature and water content; however, some of the 
data files were either not converted to the new file format or were lost resulting in fewer 
data points for analysis.  Table 3-2 presents the measured values of the apparent dielectric 
constant using the PMTDR software program. 
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4 10 20 30 40 
Crosby Till 
3 4.22 4.34 4.45 4.44 4.51 
12 10.68 12.37 10.97 17.74 20.35 
15 16.40 16.27 16.25 19.18 20.67 
18 18.78 19.37 20.01 21.00 21.26 
21 20.95 21.38 20.84 21.29 22.13 
24 21.82 22.36 21.43 22.66 21.77 
41 29.04   28.94   34.11 
Illite 
20 21.77   28.33 179.90 199.96 
50 33.49   41.09 33.98 72.96 
Kaolinite 
20 19.98   20.90 21.00 20.57 
30 24.59   24.70   175.00 
40 31.38   30.63 33.46 35.21 
Concrete 
Sand 
dry 0.57   0.61   0.73 
saturated 18.31   17.79   16.23 
Fine Sand 
dry 17.90   0.08   3.23 
saturated 21.35   20.83   19.46 
 
3.5. Effects of Temperature on the Apparent Dielectric Constant 
The same soil data was previously analyzed using manual methods for effects of 
temperature on the TDR-measured apparent dielectric constant. As discussed previously, 
Drnevich et al. (2001) concluded that the apparent dielectric constant decreased with 
increasing temperature in cohesionless soils and increased with increasing temperature in 
cohesive soils.  
3.5.1. Effects of Temperature on the TDR Waveforms 
The apparent dielectric constant is determined by locating reflection points 
directly from the TDR waveform. Typically cohesive soils have a much flatter second 
reflection than non-cohesive soils. The second reflection tends to flatten even more when 
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the temperature of the soil increases. Traces of the waveforms for a given soil at the same 
water content show distinct changes in the location of the second reflection point as the 
temperature changes (Figure 3-2 and Figure 3-3).  
 
Wraith and Or (1999) observed that the shape of the second reflection of the 
waveform is not only affected by temperature, but also the specific surface area of the 
soil. The results presented here are consistent with this observation. Waveforms of fine 
sand, with a relatively low specific surface area, show very little change in the shape of 
the second reflection (Figure 3-2). Crosby till, with a higher specific surface area, 
exhibits a stretching of the second reflection creating a flatter waveform (Figure 3-3). 
Kaolinite and Illite have the highest specific surface areas have second reflections so flat 
that in some cases the apparent length of the waveform cannot be determined and the 
apparent dielectric constant cannot be measured, (Figure 3-4). 
 
Figure 3.2 illustrates the waveforms of cohesionless fine sand. Unlike the Crosby 
till, the shape of the waveform is not altered that much as the temperature changes. 
Wraith and Or (1999) present similar findings for a Kidman sandy loam. Also the 
location of the second reflection point shifts to the left as opposed to the right. This 
corresponds to a decrease in the apparent length and subsequently the apparent dielectric 
constant. This reflects a decrease in Ka as temperature increases as previously reported by 
Pepin et al. (1995) and Drnevich et al. (2001) for cohesionless soils. The shape of the 
second reflection is relatively unaffected by the temperature change in the sand implying 
that even large changes in temperature do not necessarily have a large impact on the 
apparent dielectric constant. 


























Figure 3-2 TDR waveforms for fine sand, water content = 20%, temperatures ranging 
from 4°C to 40°C 
 
Crosby till is a silty-clay with low to medium plasticity and is considered 
relatively cohesive. At a moderate water content of 18%, the second reflection point on 
the TDR waveform shifts slightly to the right as the temperature increases (Figure 3-3b). 
The reflection also dips lower as temperature increases which could be impacted by the 
electrical conductivity as it changes with temperature, which will be further explored in 
chapter 4. This shape is consistent with the shape of TDR waveforms from Brocko silt 
loam reported by Wraith and Or (1999). By shifting the second reflection point to the 
right the apparent length of the waveform increases which corresponds to an increase in 
the measured apparent dielectric constant. This increase in Ka as temperature increases is 
in agreement with Drnevich et al. (2001) for cohesive soils. However, for Crosby till with 
water content of 15% the waveforms are not as consistent as temperature changes (Figure 
3-3a). The second reflection for temperatures above 20°C actually overlaps the others. 
Some interference could be caused by the multiple reflections that occur from the probe 
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head that can be seen as noise in the waveform after the first reflection. It appears that 
this interference can cause the beginning of the second reflection point to shift leading to 
an overestimation of the apparent dielectric constant. 
 
Kaolinite and Illite exhibit similar behavior as the temperature increases. Both 
waveforms flatten as the temperature increases. In some cases it is impossible to locate 
the second reflection point and the apparent dielectric constant of the soil cannot be 
determined. Hook and Livingston (1995) and Wraith and Or (1999) observed that these 
“flatter” reflections increase the uncertainty in the measured apparent dielectric constant 
leading to greater scatter in the measurements. 
 
 
























































































Figure 3-3 TDR waveforms for Crosby till, a) water content = 15%, b) water content = 
18%, temperatures ranging from 4°C to 40°C 

































































Figure 3-4 TDR waveforms for a) Kaolinite water content = 40%, b) Illite water content 
= 20%, temperatures ranging from 4°C to 40°C 
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3.5.2. Normalized Apparent Dielectric Constant 
The normalized apparent dielectric constant is obtained by dividing the measured 
values reported in Table 3-2 by the measured apparent dielectric constant at 20°C for a 
given soil at the same water content. The results are plotted in Figure 3-5. Some 
interesting observations can be made from the chart. Crosby till with water contents of 
12% and 15% do not really follow a trend and have exceptionally high normalized 
apparent dielectric constants for temperatures of 30°C and 40°C, especially at 12%. Also 
a large number of cohesive soil samples resemble cohesionless soils at temperatures less 
than 20°C. A possibility of the discrepancies could be that the apparent dielectric 
constant at 20°C is not accurate. The use of a computer algorithm and the averaging of 
the results could also contribute to the scatter in the data. In some soils, there is a 
fluctuation as the temperature increases which could be caused by a slight 
































Figure 3-5 Normalized apparent dielectric constant versus temperature 
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There is a lot of scatter in the data and it is difficult to identify clear trends. Plots 
of the measured apparent dielectric constant versus temperature were made for each soil 
and water content. Best fit lines through the data were drawn and equations for the lines 
were used to calculate approximate values of the apparent dielectric constant 
corresponding to each temperature. These values were then normalized to 20°C and 
plotted in Figure 3.6. The trends associated with the change in apparent dielectric 
constant as the temperature increases are easily identifiable. With the exception of 
Crosby till, water content 12%, the normalized Ka increases with increasing temperatures 
within a range of approximately 0.9 to 1.15. This range is consistent with those reported 
by Drnevich et al. (2001). The obvious irregularity found in Crosby till, water content 
12% is a result of the large variation in measured apparent dielectric constant (almost 
doubling) over this temperature range. It appears that the measured Ka at 20 may be the 
primary cause of the unusual trend noted for Crosby till, water content 12%; however, by 
disregarding this point and fitting a line through the remaining data points still shows a 
significantly larger variation with temperature than the other soils. These abnormalities 
cannot be fully explained without more testing of this soil. For the purposes of this study 
this data set is unreliable and was discarded. Analysis was preformed on the remaining 
soils. 






























Figure 3-6 Normalized apparent dielectric constant versus temperature of calculated 
values based on the best fit lines for each soil and water content 
3.6. Correction Recommendations 
The average of the cohesive soils at each temperature is plotted in Figure 3-7. The 
best fit line represents the temperature correction factor that should be applied to the 
measured apparent dielectric constant to more accurately predict Ka at 20°C. The TCF 
(Eq. 3.3) proposed by Drnevich et al. (2001) is also illustrated on the plot. The averaged 
values show that the normalized apparent dielectric constant ranges between 
approximately 0.96 and 1.05 which is a smaller range than previously reported. The 
updated correction factor (Eq. 3.9) can be directly applied to the relationship defined by 
Equation 3.2.  


















Drnevich et al. Correction
 
Figure 3-7 Average normalized apparent dielectric constant versus temperature with the 
new correction and the previous Drnevich et al. (2001) correction for cohesive soils 
CTtest
TTCF ,0027.0054.1     for cohesive soils 
Eq. 3.9 
 
Figure 3-8 shows the original data points for cohesive soils, excluding those 
discarded for analysis, along with the new correction factor in addition to the Drnevich et 
al. (2001) correction. There is a lot of scatter for the measured values of Ka at 40°C. 
Crosby till, water contents 15% and 41% have higher than expected values of Ka 
compared to the other tests. Also kaolinite, water content 20% has a value lower than 
expected at 40°C. Crosby till, water content 15% at a temperature of 30°C seems suspect. 
These irregular values are most likely the result of misidentifying the reflection points. 
With the exception of these points the measured values fall within approximately +/- 6% 
of the proposed correction and approximately +/- 9% of the Drnevich et al. (2001) 
correction. 



























Drnevich et. al Correction
 
Figure 3-8 Measured values of normalized apparent dielectric constant versus 
temperature with the new correction and the previous Drnevich et al. (2001) correction 
for cohesive soils 
The same analysis was also preformed on the cohesionless soils. A slightly larger 
range of values is noted for this analysis. This could be a factor of fewer non-cohesive 
samples. The apparent dielectric constant measured by PMTDR in dry sands was 
erroneous and therefore analysis using these samples was not possible. Figure 3-9 shows 
the averaged data along with the Drnevich et al. (2001) correction for non-cohesive soils. 
Based on the best fit line through the data the TCF of cohesionless soils can be defined 
as: 
CTtest






















Drnevich et al. Correction
 
Figure 3-9 Average normalized apparent dielectric constant versus temperature with the 
new correction and the previous Drnevich et al. (2001) correction for non-cohesive soils 
Figure 3-10 shows the original data points for non-cohesive soils along with the 
new correction factor in addition to the Drnevich et al. (2001) correction. The new 
correction fit to these data points appears to be an average between the relationship for 
water and the Drnevich et al. correction. The new correction slightly overestimates Ka at 
40°C and underestimates Ka at 4°C. The maximum error associated with the new 
correction is approximately +/- 3% and the maximum error is approximately +/- 6% for 
the Drnevich et al. correction and water.  























Drnevich et. al Correction
 
Figure 3-10 Measured values of normalized apparent dielectric constant versus 
temperature with the new correction and the previous Drnevich et al. (2001) correction 
for non-cohesive soils 
Either the Drnevich et al. (2001) or the new proposed linear temperature 
correction factors can be applied to the apparent dielectric constant measured at any 
temperature to normalize to the value at 20°C. The gravimetric water content and dry 
density is related to the apparent dielectric constant through the calibration equation 




a     
Eq. 3.11 
where a and b are soil-type depended constants, ρw is the density of water, and ρd is the 
dry density of the soil. 
 
From equation 3.11, the water content is related to the square root of the apparent 
dielectric constant therefore the small effects of temperature on Ka correspond to even 
smaller effects on the water content.  
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CHAPTER 4. TEMPERATURE EFFECS ON THE ELECTRICAL CONDUCTIVITY 
DETERMINED BY TIME DOMAIN REFLECTOMETRY 
4.1. Introduction 
The d.c. electrical conductivity (ECb) also can be measured using Time Domain 
Reflectometry (TDR). The electrical conductivity measurement combined with the 
apparent dielectric constant measurement can be used to determine the soil water content 
and dry density using a single TDR test (Yu and Drnevich, 2004). Corrections for 
temperature effects are critical for accurate determination of these two soil 
characteristics.   
 
The electrical conductivity of soils can be linked to the electrical conductivity of 
pore water (Heimovaara et al., 1995; Persson and Berndtsson, 1998; Wraith and Or, 
1999). The effect of temperature on ECb of soil is then expected to follow the same trends 
as ECb of water. This study uses TDR-collected data for a variety of soils at temperatures 
ranging from 4°C and 40°C to identify temperature corrections for the measured 
electrical conductivity of soils. 
4.2. Background Information 
The electrical conductivity of water has been thoroughly characterized (Stogryn 
(1971); Ulaby et al. (1986); Robinson and Stokes, 1959; Franson, 1985). Studies have 
also been performed using similar relationships to examine the temperature effects on the 
electrical conductivity of soils (Heimovaara et al., 1995; Persson and Berndtsson, 1998; 
Wraith and Or, 1999). Unlike the effects of temperature on the apparent dielectric 
constant, there is agreement between studies showing that the measured electrical 
conductivity increases as temperature increases and is relatively independent of soil type, 
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specific surface area or other soil properties. Heimovaara et al. (1995) identified three 
factors that control the electrical conductivity of the soil. The first factor is the electrical 
conductivity of the solution present in the soil, in most instances this is water. The second 
factor is the effective volumetric water content which is the available volume of water 
through which the electrical current can flow. The remaining portion of the volumetric 
water content is hindered by its closeness to the soil particles, also referred to as the 
bound water. The third factor accounts for the influence of the tortuosity of the ion flow 
lines in the soil on the mobility of the ions. 
 
Wraith and Or (1999) briefly discuss the effects of temperature on the measured 
electrical conductivity for temperatures ranging between 0°C and 65°C. They found that 
the correction equation (Eq. 4.1) for aqueous solutions proposed by Stogryn (1971) and 
Ulaby et al. (1986) could be used to reasonably predict the response of the soil bulk 
electrical conductivity measured in their experiments until the temperature reached 40°C. 
At 40°C, the relationship fails and grossly underestimates the measured electrical 
conductivity at this temperature. A possible explanation is provided by Sen and Good 
(1992) who propose that as temperature increases, the electrical conductivity of the water 
increases and the mobility of counter-ions also increases resulting in a much larger 
measurement of ECb in soils at high temperatures. This phenomenon is linked to the 
tortuosity of the ion flow lines affecting the electrical conductivity mentioned by 




ECTEC   
Eq. 4.1 
where Δ' is (25-T) °C and ECwater,25°C  is in dS/m. 
  
Heimovaara et al. (1995) addressed the effects of temperature on ECb for 
temperature ranging from 0°C to 30°C. First, they introduce an equation (Eq. 4.2) which 
defines the electrical conductivity at a standard temperature of 25°C.  
Tspb fRKEC )/(25,  Eq. 4.2 
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where Kp is the cell constant of the probe (m
-1
) (Heimovaara et al. (1995) used a triple 
wire probe), Rs is the electrical resistance of the sample (Ω) and fT is the temperature 
factor. The temperature factor is described by (Franson, 1985): 
)25(1/1 TfT  Eq. 4.3 
where α is a temperature coefficient related to the sample. 
 
The temperature coefficient reported by Heimovaara et al. (1995) of 0.019°C
-1
 
was calculated using a least squares optimization. This value is almost identical to the 
temperature coefficient of 0.02°C
-1
 near 25°C for aqueous solutions presented by 
Robinson and Stokes (1959). This shows that the temperature dependence of the bulk soil 
electrical conductivity is apparently the same as the temperature dependency of the 
electrical conductivity of the aqueous solution present in the soil. Persson and Berndtsson 
(1998) obtained a temperature coefficient of 0.0191°C
-1
 to correct electrical conductivity 
for changes in temperature. Persson and Berndtsson (1998) concluded that unlike the 
effect of temperature on the apparent dielectric constant, the effects on the electrical 
conductivity are relatively independent of soil texture. 
 
The following investigation will analyze the effects of temperature on the TDR-
measured electrical conductivity of both cohesive and non-cohesive soils and suggest a 
temperature correction to be applied directly to the measured electrical conductivity. 
4.3. Testing Procedures 
The electrical conductivity of a variety of soils was measured using time domain 
reflectometry. The specifics of the testing process and soil type information has been 
previously discussed in section 3.3. 
4.4. Evaluation of the Electrical Conductivity 
The electrical conductivity is calculated using equation 2.1 as previously 
discussed in section 2.2. The source voltage, Vs, is the difference between the average 
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voltage of approximately 25 points before the reflection caused by the probe head and the 
voltage of approximately the first 25 points at the start of the signal. The final voltage, Vf, 
is the difference between the average voltage of approximately the last 25 points and the 
first 25 points at the start of the signal. TDR measurements were made using a 5/16 inch 
center spike inside of a 4 inch-diameter cylinder; therefore, C’ (Eq. 2.2) was calculated 
using a ratio of outer conductor diameter to inner conductor diameter equal to 12.8 (Table 
2-3). 
4.4.1. Test Results 
The PMTDR program most often produces reliable measurements of the electrical 
conductivity. The determination of the source and final voltages is much simpler than 
locating the second reflection point needed to compute the apparent dielectric constant of 
the soil. Most of the recorded values are the average of at least three different tests for a 
given temperature and water content; however, some of the data files were lost resulting 
in fewer points for analysis. Table 4-1 presents the measured values of the electrical 
conductivity reported in units of milliSiemens per meter (mS/m). 
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4 10 20 30 40 
Crosby 
Till 
3 1.28 1.92 1.85 2.43 2.74 
12 31.97 48.61 57.65 77.21 89.75 
15 44.55 61.02 75.54 84.47 146.85 
18 48.11 67.11 86.67 116.18 135.83 
21 48.47 62.25 77.17 107.59 59.19 
24 42.41 62.62 72.62 80.81 127.78 
41 43.22   78.25   125.74 
Illite 
20 55.40   202.15 293.67 338.37 
50 189.61   307.62 120.49 20.13 
Kaolinite 
20 88.42   98.44 126.77 39.44 
30 101.13   170.91   236.45 
40 100.07   177.35 203.88 268.40 
Concrete 
Sand 
dry 0.39   0.38   -0.22 
saturated 3.16   5.20   7.72 
Fine 
Sand 
dry 0.91   0.93   0.93 
saturated 3.16   3.45   7.00 
 
4.5. Effects of Temperature on the Electrical Conductivity 
The soil data was previously analyzed for the effects of temperature on the 
apparent dielectric constant but not for the effects of temperature on the electrical 
conductivity. Other studies of the electrical conductivity have concluded that the 
temperature behavior emulates the effects of temperature on the electrical conductivity of 
water which increases as the temperature increases (Heimovaara et al., 1995). 
4.5.1. Effect of Temperature on the TDR Waveforms 
The electrical conductivity is determined from the waveform by measuring the 
source voltage and the final voltage. High electrical conductivities occur when the final 
voltage is much smaller than the source voltage (Eq. 2.1). The second reflection of the 
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TDR waveform is not as distinguishable in cohesive soils as cohesionless soils. The 
second reflection does not experience a sharp jump in voltage which leads to smaller final 
voltages and to higher values of the electrical conductivity. 
 
When dry, the waveforms of fine sand at different temperatures are the same 
(Figure 4-1a). This observation implies that the electrical conductivity of dry sands is not 
affected by changes in temperature. When saturated, it can be seen that there are some 
variations in the waveforms as the temperature changes. In the previous chapter it was 
noted that the second reflection point at higher temperatures is located to the right of the 
others. Near the end of the second reflection the waveforms cross so that the final voltage 
at warmer temperatures is lower than the colder temperatures which correspond to an 






























































Figure 4-1 TDR waveforms for fine sand a) in a dry natural state b) saturated, 
temperature ranging from 4°C to 40°C 









































































Figure 4-2 TDR waveforms for Crosby till, a) water content = 15%, b) water content = 
18%, temperature ranging from 4°C to 40°C 







































































Figure 4-3 TDR waveforms for a) Kaolinite water content = 40%, b) Illite water content 
= 20%, temperature ranging from 4°C to 40°C 
The waveforms for Crosby till are similar to the saturated sands in that there is an 
obvious decrease in the final voltage as the temperature increases (Figure 4-2). These 
changes are relatively uniform for the soil at a particular water content, although some 
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irregularities do occur. As an example, in Figure 4-2a the waveforms for 20°C and 30°C 
are closer together than Crosby till at a slightly higher water content shown in Figure 
4-2b. Kaolinite exhibits this same trend in Figure 4-3a. Unlike the other soils, the 
waveforms for illite continue to increase as time elapses and the long term voltage does 
not appear to be reached; therefore, it cannot be accurately estimated. The waveform for 
30°C is also abnormal because it jumps above the lower temperatures and measurements 
are probably not accurate.  
4.5.2. Normalized Electrical Conductivity 
The normalized electrical conductivity is obtained by dividing the measured 
values reported in Table 4-1 by the measured electrical conductivity at 20°C for a given 
soil at the same water content. The results are plotted in Figure 4-4. It is observed that the 
electrical conductivity increases with increasing temperature for both cohesive and non-
cohesive soils. The exception occurs in concrete sand in a dry state, but along with fine 
sand in a dry state, the changes in electrical conductivity are so slight compared to other 
soils that it is believed that temperature has little effect on the measurements in these 
soils. It is likely due to the limited amount of water present in the soil.  
































Water (Stogryn, 1971; Ulaby et
al., 1986)
 
Figure 4-4 Normalized electrical conductivity versus temperature 
There is some scatter and inconsistency in the trends for different water contents. 
The electrical conductivity of Crosby till at water contents of 15% and 24% are higher 
compared to the other soils at 40°C. Experimental errors and temperature variations 
during testing could also contribute to fluctuations in the electrical conductivity. To 
smooth the trends, plots of the electrical conductivity versus temperature were made for 
each soil and water content. Best fit lines were drawn and equations for the lines were 
used to calculate approximate values of the electrical conductivity corresponding to each 
temperature. These values were then normalized to 20°C and plotted in Figure 4-5. It can 
be observed that when water is present, the trends are independent of soil type. The 
normalized electrical conductivity of soils increases with increasing temperature within a 
range of approximately 0.5 to 1.6. The range for normalized electrical conductivity of 
water is approximately 0.7 to 1.5. Crosby till, water content 3% and kaolinite, water 
content 20% have a smaller variation in electrical conductivity, which differs from the 
other soils, as a function of temperature. This could be a result of less water present.  
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Similar to the observation made by Wraith and Or (1999), the measured electrical 
conductivity in most cases is higher than ECb of water at 40°C. The normalized electrical 





































Ulaby et al., 1986)
 
Figure 4-5 Normalized electrical conductivity versus temperature best fit lines through 
measured electrical conductivity values 
4.6. Correction Recommendations 
The average of the soils, excluding the dry sands, at each temperature is plotted in 
Figure 4-6. The best fit line illustrates the temperature correction defined by Equation 
4.4. The temperature correction for water is also shown on the plot (Eq. 4.1). The 
proposed correction is similar to the correction for water. Compared to the values of 
water, the correction slightly overestimates the electrical conductivity at temperatures 
above 20°C while underestimating ECb at temperatures below 20°C. Equation 4.4 can be 
applied to correct the electrical conductivity for both cohesionless, unless dry and 
cohesive soils for temperatures between 4°C and 40°C.  Variation in the data could also 
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be a function of the water content of the samples. The electrical conductivity is a function 
of the flow path of electric currents through the soil. Zambrano (2006) shows that the 
normalized electrical conductivity has a steeper relationship with water content for values 
below optimum on a standard compaction curve than above optimum. As water content 

























Figure 4-6 Averaged normalized electrical conductivity versus temperature with the 




TECEC       Eq. 4.4 


































Figure 4-7 Averaged normalized electrical conductivity versus temperature with the 
proposed new correction and the temperature correction for water (Eq. 4.1) 
The gravimetric water content and dry density is related to the electrical 





b     
Eq. 4.5 
where c and d are soil-type depended constants, ρw is the density of water, and ρd is the 
dry density of the soil.  
 
This relationship is similar to equation 3.11 using the apparent dielectric constant.  
  65 
CHAPTER 5. PULSE AREA OF A WAVEFORM 
5.1. Introduction 
The TDR waveforms measured consists of many more points than are actually 
analyzed in the determination of the apparent dielectric constant and electrical 
conductivity. It is possible that there is more information that can be extracted from the 
waveform. Zambrano (2006) proposed measuring the pulse area of the TDR waveform to 
use as a potential indicator of soil characteristics in addition to improving the estimations 
of water content and dry density.    
5.2. Evaluation of the Pulse Area 
As previously discussed, the TDR device applies a step d.c. voltage to the probe.  
There are two reflections present in the TDR waveform that are used to determine the 
apparent dielectric constant. The first reflection is caused by an impedance mismatch 
between the cable and the probe head, the peak occurs when the electromagnetic pulse 
reaches the soil surface. The beginning of the second reflection occurs when the pulse 
reflects back from the end of the probes in the soil. This second reflection appears as a 
rise in the reflected voltage. In soils with particularly high electrical conductivities there 
can be little or no rise associated with the second reflection 
 
The derivative of the voltage measured yields a pulse for each of the 
corresponding reflections. Figure 5-1 illustrates the original waveform along with the first 
derivative of the waveform. The first pulse area is the area under the first derivative curve 
between the beginning of the reflection due to the probe head and its peak (Figure 5-2 
points A and B) which is the beginning of the reflection from the soil surface. The second 
pulse area is the area under the first derivative between the beginning of the second 
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reflection and the point of inflection of the waveform which corresponds to the peak of 
the first derivative (Figure 5-3 points C and D). This area is only a portion of the area 
associated with the reflection from the end of the rods.  It was chosen because it was well 
defined compared to the area associated with the whole reflection because it takes a long 
























Figure 5-1 Saturated concrete sand TDR waveform and the first derivative 
 
 



























Figure 5-2 Pulse area of the first reflection (shaded region), point A is the beginning of 
the reflection, point A’ is the beginning of the first derivative, point B is the peak of the 
reflection, and point B’ is the zero crossing of the first derivative due to the peak in the 
reflection 



























Figure 5-3 Pulse area of part of the second reflection, point C is the beginning of the 
reflection, point C’ is the zero of the first derivative due to the beginning of the reflection, 
point D is the inflection point of the reflection, and point D’ is the peak of the first 
derivative due to the inflection point of the reflection 
For the pulse area described in Fig. 5-2, the area under the first derivative curve 
between A’ and B’; when integrated it is equal to the voltage difference between the two 
points on the original waveform, A and B. The first pulse area is important to 
characterize the input voltage by the TDR device and effects of the probe head on the 
signal. It was hypothesized that for a given TDR device, cable, and probe head that this 
area will be relatively constant. However, the peak of the first reflection occurs when the 
pulse reaches the soil surface; therefore, the location and amplitude of the peak of the 
signal could be influenced by the soil type. 
 
For the pulse area described in Fig. 5-3, the derivative usually gives a pulse whose 
area is not easily defined, especially for the portion past the peak of the derivative.  
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Hence, only the area of the pulse to the peak is used and this pulse area is equal to the 
difference in voltage of the original curve between point D and C (Figure 5-3). 
5.3. Test Results 
The PMTDR SM software used to evaluate the soil data for the apparent dielectric 
constant and electrical conductivity could not be used to compute the pulse areas because 
it does not identify the inflection point of the second reflection. A TDR Analysis program 
was developed by Murty Malladi in July 2006 which, similar to PMTDR SM, uses curve 
fitting and derivatives to identify the four points needed to compute the pulse areas. It 
also reports values for the electrical conductivity and apparent dielectric constant. Further 
testing of the algorithm is needed before it can be reliably used to estimate Ka and ECb 
for all soils. A lot of scatter is expected in the pulse area data, mostly in the pulse area of 
the second reflection, due to noise in the signal leading to misinterpretation of the 
waveforms and irregularities caused by the smoothing derivative functions in the 
computer program. Table 5-1 presents the results from the analysis of the data using the 



















Table 5-1 Pulse area of the first (PA, 1
st
) and second (PA 2
nd




Content (%) Pulse Area 
Temperature (°C) 




PA, 1st  0.462 0.456 0.448 0.443 0.438 
PA, 2nd 0.179 0.157 0.129 0.124 0.106 
12 
PA, 1st  0.436 0.427 0.426 0.417 0.419 
PA, 2nd 0.073 0.026 0.067 0.044 0.031 
15 
PA, 1st  0.431 0.425 0.419 0.414 0.411 
PA, 2nd 0.049 0.030 -0.016 0.024 0.018 
18 
PA, 1st  0.430 0.424 0.414 0.407 0.412 
PA, 2nd 0.051 0.029 0.008 0.024 0.011 
21 
PA, 1st  0.427 0.422 0.418 0.406 0.417 
PA, 2nd 0.041 0.027 0.012 0.000 0.000 
24 
PA, 1st  0.426 0.421 0.419 0.405 0.412 
PA, 2nd 0.041 0.024 0.021 0.097 0.021 
41 
PA, 1st  0.431   0.416   0.404 
PA, 2nd 0.075   0.035   0.016 
Illite 
20 
PA, 1st  0.428   0.415 0.403 0.398 
PA, 2nd -0.018   0.200 0.123 0.023 
50 
PA, 1st  0.426   0.408 0.403 0.401 
PA, 2nd -0.017   0.029 0.066 0.206 
Kaolinite 
20 
PA, 1st  0.414   0.417 0.403 0.409 
PA, 2nd 0.029   0.005 0.021 0.252 
30 
PA, 1st  0.431   0.416   0.404 
PA, 2nd 0.032   -0.016   0.015 
40 
PA, 1st  0.425   0.411 0.403 0.401 




PA, 1st  0.152   0.121   -2.405 
PA, 2nd 0.000   0.000   0.000 
saturated 
PA, 1st  0.430   0.414   0.406 




PA, 1st  1.107   1.071   1.071 
PA, 2nd 0.312   0.277   0.000 
saturated 
PA, 1st  0.433   0.420   0.409 
PA, 2nd 0.180   0.161   0.148 
 
5.4. Temperature Effects on the Pulse Area 
The same probe head was used to test all of the soils analyzed in this investigation 
(described in section 3.3). The first reflection is primarily a function of the cable-probe 
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head impedance mismatches. The pulse area of the first reflection is should be unaffected 
by the soil type and water content. Any temperature effects are expected to be a function 
of the equipment sensitivity and major scatter in the data is not expected. The pulse area 
of the second reflection; however, is expected to exhibit significant scatter because of the 
difficulty in identifying the beginning and inflection point of the reflection. Also as 
discussed previously the second reflections are less discernible in cohesive soils due to 
higher electrical conductivities compared to non-cohesive soils.  
5.4.1. Pulse Area of the First Reflection 
The normalized pulse area of the first reflection is obtained by dividing the 
measured values reported in Table 5-1 by the measured pulse area at 20°C for a given soil 
at the same water content. The results are plotted in Figure 5-4. The pulse area of all the 
soils decreases with increasing temperature with the exception of kaolinite at 20% water 
content. This point appears to be the only exception to the trend and could possibly be 
caused by an error in the analysis of the waveforms by the TDR Analysis program or the 
waveforms themselves could have had noise interference. In a few soils, the pulse area 
increases between 30°C and 40°C. These irregularities could be a result of experimental 
error and errors in analysis by the computer algorithm. The changes in normalized pulse 
area of the first reflection are relatively small and range from approximately 1.04 to 0.96.  














































Figure 5-4 Normalized pulse area of the first reflection versus temperature 
To smooth out the irregular data best fit curves were fitted to plots of the 
normalized pulse area versus temperature for each soil and water content. The results are 
plotted in Figure 5-5. It can be observed that the oscillations as temperature increases 
have been eliminated without significantly altering the range of variation with changing 
temperature. The pulse area of the first reflection based on the best fit lines varies from 
approximately 1.03 to 0.96. 















































Figure 5-5 Normalized pulse area of the first reflection versus temperature of calculated 
values based on the best fit lines for each soil and water content 
5.4.2. Pulse Area of the Second Reflection 
The normalized pulse area of the second reflection is obtained by dividing the 
measured values reported in Table 5-1 by the measured pulse area at 20°C for a given soil 
at the same water content. The results are plotted in Figure 5-6. Generally it appears that 
the pulse area decreases as the temperature increases. As expected there is significant 
scatter in the calculated pulse areas. The most obvious irregularities occur in kaolinite, 
water content 20% and Crosby tills, water contents 18%, 21%, and 24%.  


















































Figure 5-6 Normalized pulse area of the second reflection versus temperature  
Figure 5-7 isolates the irregular data sets kaolinite, water content 20% and Crosby 
tills, water contents 18%, 21%, and 24%. Kaolinite, water content 20% and Crosby till, 
water content 18% appear to have erroneous calculated pulse areas at 20°C which alter 
the normalized pulse area. These points were discarded and best fit lines were fit through 
the remaining points resulting in trends more consistent with the rest of the data; 
however, there is still uncertainty that the best fit line is a true representation of the 
behavior of these soils at this water content. If the option was available, more testing 
would have been performed on these soils to investigate these irregularities. Because of 
the uncertainty in the validity of this data it was disregarded for the remainder of the 
analysis. For Crosby till, water content 24%, the calculated pulse area at 30°C is 
significantly larger than the other temperatures. This value is obviously erroneous, 
possibly caused by an error in the location of the points by the TDR Analysis program 
and was discarded. The best fit line was fit through the remaining data points. Crosby till, 
water content 21% consists of only three points corresponding to temperatures of 4°C, 
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10°C, and 20°C. Although based on the trends of the other soils it could be assumed that 
the pulse area would decrease as the temperature continues to increase, but there is no 
certainty that these normalized values are correct. The calculated pulse area at 20°C could 
be erroneous which could explain the large variation in normalized pulse area. Without 
the aide of at least one point from a temperature greater than 20°C, best fit trends through 
the data may not be a true representation and therefore this set of data was discarded for 










































Figure 5-7 Normalized pulse area of the second reflection versus temperature, irregular 
trends  
Figure 5-8 shows the remaining data which exhibits clearer trends and relatively 
smaller oscillations with increasing temperatures. This scatter is easily smoothed using 
best fit lines fitted through plots of the normalized pulse area versus temperature. The 
results from the linear curve fit of the data are presented in Figure 5-9. It is interesting to 
note that the non-cohesive sands tend to have a smaller variation of the pulse area with 
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increasing temperature than the cohesive soils. The non-cohesive soils range from 
approximately 1.09 to 0.9 and the cohesive soils mostly range from approximately 1.35 to 
0.55, except for Crosby till, water content 41% which has a larger variation from 
approximately 1.6 to 0.27. This difference could be caused by the relatively high water 












































Figure 5-8 Normalized pulse area of the second reflection versus temperature  

















































Figure 5-9 Normalized pulse area of the second reflection versus temperature of 
calculated values based on the best fit lines for each soil and water content 
5.4.3. Normalized Combined Pulse Area 
The normalized combined pulse area is calculated by dividing the pulse area of 
the second reflection by the pulse area of the first reflection. These values are then 
divided by the calculated values at 20°C. The results are plotting in Figure 5-10. The 
pulse area of the first reflection is dependent on the probe head used to perform the TDR 
test which implies different pulse areas would be calculated for different probe heads. By 
dividing the pulse area of the second reflection by the pulse area of the first reflection, the 
area is normalized to account for the type of probe head used. 
























































Figure 5-10 Normalized combined pulse area versus temperature 
Because there is very little variation with temperature of the pulse area of the first 
reflection, the trends for the normalized combined pulse area appear identical to those of 
the pulse area of the second reflection. The pulse areas tend to decrease as the 
temperature increases and the most obvious irregularities occur in kaolinite, water content 
20% and Crosby tills, water contents 18%, 21%, and 24%. These irregularities are 
highlighted in Figure 5-11 and the remaining relatively cleaner data is shown in Figure 
5-12. Since we are using the same data, the same logic was applied to these trends and 
the values of normalized combined pulse area of kaolinite, water content 20% and Crosby 
till, water content 18% were discarded as well as the value for Crosby till, water content 
24% at 30°C. The Crosby till, water content 21% was also excluded from further analysis 
because not enough information can be obtained from the three points to make a true 
assessment of the behavior of this soil at this water content. 
































































































Figure 5-12 Normalized combined pulse area versus temperature 
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The best fit trends associated with all of the soils are plotted in Figure 5-13. Again 
the same trends are observed for the normalized combined pulse area and the pulse area 
of the second reflection. The ranges of variation for both non-cohesive and cohesive soils 
are slightly lower at colder temperatures and remain relatively unchanged at warmer 
temperatures. The non-cohesive soils range from approximately 1.06 to 0.9 and the 























































Figure 5-13 Normalized combined pulse area versus temperature of calculated values 
based on the best fit lines for each soil and water content  
5.5. Correction Recommendations 
The average of the pulse area of the first reflection for all soils is plotted in Figure 
5-14. The dashed correction line (Eq. 5.1) is based on the best fit line through these 
points. Figure 5-15 shows this correction along with the actual calculated values of the 
pulse area of the first reflection. The correction generally underestimates the pulse area at 
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4°C and overestimates the pulse area at 40°C; however, the expected error is within 












































Figure 5-14 Averaged normalized pulse area of the first reflection versus temperature 
with proposed correction  















































Figure 5-15 Calculated normalized pulse area of the first reflection versus temperature 
with proposed correction  
The averaged pulse area of the second reflection is plotted in Figure 5-16. The 
cohesionless and cohesive soils were analyzed separately because as mentioned earlier, 
the cohesionless soils have a smaller variation in pulse area as the temperature increases. 
Corrections (Eq. 5.2 and Eq. 5.3) based on the best fit lines through these points are also 
illustrated on the plot. Figure 5-17 shows the correction for cohesionless soils with the 
actual calculated values of the pulse area from the TDR Analysis program. The correction 
appears to be valid; however, only two soils are represented. More testing is needed 
before this correction can be implemented. Figure 5-18 shows the correction for cohesive 
soils with the actual calculated values of the pulse area of the second reflection excluding 
the discarded data. There are still a few outlying points, notably Crosby till, water content 




TPAPA ndnd     cohesionless soils Eq. 5.2 
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Figure 5-16 Averaged normalized pulse area of the second reflection versus temperature 
with proposed corrections for both cohesive and non-cohesive soils 










































Figure 5-17 Normalized pulse area of the second reflection versus temperature with 
proposed correction for cohesionless soils 










































Figure 5-18 Normalized pulse area of the second reflection versus temperature with 
proposed correction for cohesive soils 
The averaged pulse area of the combined pulse area is plotted in Figure 5-19. 
Because of the similarities with the pulse area of the second reflection the cohesionless 
and cohesive soils were analyzed separately. Corrections (Eq. 5.4 and Eq. 5.5) based on 
the best fit lines through these points are also illustrated on the plot. Figure 5-20 shows 
the correction for cohesionless soils with the actual calculated values of the combined 
pulse area. The trend is very similar to the pulse area of the second reflection, but as 
previously mentioned only two soils are represented and more testing is needed before 
this correction can be implemented. Figure 5-21 shows the correction for cohesive soils 
with the actual calculated values of the pulse area of the second reflection excluding the 
discarded data. The plot is almost identical to Figure 5-18 and the correction for cohesive 
soils is the same as noted in Equation 5.3. The corrections needed for the pulse area 
second reflection are so much larger than those proposed for the pulse area of the first 
reflection that when combined, the influence of the temperature on the second reflection 
is unaffected by the first. 
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Figure 5-19 Averaged normalized combined pulse area versus temperature with proposed 
corrections for both cohesive and non-cohesive soils 















































Figure 5-20 Normalized combined pulse area versus temperature with proposed 
correction for cohesionless soils 



















































Figure 5-21 Normalized combined pulse area versus temperature with proposed 
correction for cohesive soils 
The pulse area could be a valuable measurement used to analyze TDR waveforms 
in the future. The pulse area of the first reflection is fairly consistent for all of the soils 
tested. This implies that the pulse area of the first reflection is dependent on the probe 
head more than the soil type. This needs to be validated by testing alternate probe heads 
and comparing the resulting pulse areas. The temperature effects on the first pulse are 
minimal compared to the second pulse. This is illustrated when the pulse area of the 
second reflection is normalized by the pulse area of the first reflection. The temperature 
effects remain unchanged for cohesive soils. Increasing temperatures appear to have a 
more significant effect on cohesive soils than non-cohesive soils. The pulse area of the 
second pulse is more difficult to measure which caused significant scatter in the data. 
More refined methods for determining the pulse area of the second reflection are 
required.  
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CHAPTER 6. SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
6.1. Summary and Conclusions 
The focus of this study was to improve the accuracy of the time domain 
reflectometry method for measuring water content and dry density of soils. More reliable 
measurements of the apparent dielectric constant and electrical conductivity will improve 
the measurements of water content and dry density.  
 
Different probe configurations were analyzed using finite difference and finite 
element analysis to determine geometric factors which are then used to calculate the 
electrical conductivity. It was shown that a finite element model based on groundwater 
flow principles can be used to determine the ratio of outer to inner conductor diameters 
for each probe configuration. These new ratios can help to improve consistency in 
measurements between the laboratory and the field which use different probe 
configurations. 
 
Analysis of the temperature effects on the measured apparent dielectric constant 
and electrical conductivity of soils was performed on a previously acquired set of soils. 
Original analysis on the soils for temperature effects on Ka was performed and reported 
by Drnevich et al. (2001). Drnevich et al. (2001) manually analyzed the waveforms only 
for Ka. For this study the data were converted to a numerical file format and were 
analyzed for both Ka and ECb using the PMTDR SM software developed by Yu (2003). A 
review of previous work on temperature effect on Ka reveals inconsistency in the reported 
trends. This study agrees with Drnevich et al. (2001) and Or and Wraith (1999), which 
observed that for cohesive soils the apparent dielectric constant increases with increasing 
temperature and decreases with increasing temperature for non-cohesive soils. Both the 
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Drnevich et al. (2001) and the proposed new correction can be used to correct measured 
values of the apparent dielectric constant for temperatures between 4°C and 40°C. The 
proposed correction has a smaller error than Drnevich et al. (2001) for the analyzed set of 
data. Correcting Ka for temperature is more critical for large variations in temperature. 
 
Previous studies of the temperature effects on the electrical conductivity of soils 
do not report the same inconsistencies as with Ka. The trend reported, and also shown in 
this study, is that the electrical conductivity increases as temperature increases for all soil 
types. It was also noted that generally the measured electrical conductivity of soils can be 
corrected for temperature variations using a relationship established for the change in 
electrical conductivity of water with temperature. The proposed correction as a result of 
this study is also similar to the correction for water. There is still some error associated 
with the measured electrical conductivity possible caused by the water content of the soil. 
And a more thorough investigation of water content corrections is needed. 
 
Zambrano (2006) proposed measuring the pulse area of the TDR waveform to use 
as a potential indicator of soil characteristics in addition to improving the estimations of 
water content and dry density. The data was analyzed for temperature effects of the pulse 
area of both the first and second reflections determined using the TDR Analysis software 
program developed by Murty Malladi. The effects of temperature on the pulse area of the 
first reflection are minimal compared to the second reflection. It is believed that the first 
reflection is largely influenced by the TDR device, cable and probe head and would be 
relatively constant for a given set of equipment. The pulse area of the second reflection is 
more difficult to accurately measure leading to scatter in the data. The trend generally 
shows that the pulse area decreases as temperature increases, but further investigation is 
needed before implementing the proposed correction factors. 
6.2. Recommendations for Future Research 
The focus of this study was to improve TDR measurements in soils through 
analysis of different probe head configurations and temperature effects. The following are 
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recommendations for future research which can help to improve the estimation of water 
content and dry density in soils using TDR. 
 
1. Further development and testing of the TDR Analysis program should be 
performed. This could become a valuable tool for analyzing TDR waveforms 
accurately for apparent dielectric constants, electrical conductivities and pulse 
areas. 
 
2. Evaluate the effects of water content on the electrical conductivity and try to 
incorporate corrections to improve the measurements.  
 
3. Investigate the relationship between the pulse area of the first reflection and the 
TDR device, cable and probe head by comparing the pulse area for different 
equipment sets. 
 
4. Establish a relationship between the pulse area of the second reflection and the 
apparent dielectric constant and the electrical conductivity. The pulse area of the 
second reflection is strongly influenced by the electrical conductivity of the soil. 
Soils with higher electrical conductivities tend to have smaller pulse areas due to 
a diminished response in the waveform at the second reflection. The first point 
used to measure the pulse area of the second reflection is approximately the same 
point used to calculate the apparent length of the waveform used to measure the 
apparent dielectric constant. 
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