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ABSTRACT
In this paper we address cardinality estimation problem
which is an important subproblem in query optimization.
Query optimization is a part of every relational DBMS re-
sponsible for finding the best way of the execution for the
given query. These ways are called plans. The execution
time of different plans may differ by several orders, so query
optimizer has a great influence on the whole DBMS per-
formance. We consider cost-based query optimization ap-
proach as the most popular one. It was observed that cost-
based optimization quality depends much on cardinality es-
timation quality. Cardinality of the plan node is the number
of tuples returned by it.
In the paper we propose a novel cardinality estimation ap-
proach with the use of machine learning methods. The main
point of the approach is using query execution statistics of
the previously executed queries to improve cardinality esti-
mations. We called this approach adaptive cardinality esti-
mation to reflect this point. The approach is general, flex-
ible, and easy to implement. The experimental evaluation
shows that this approach significantly increases the quality
of cardinality estimation, and therefore increases the DBMS
performance for some queries by several times or even by
several dozens of times.
1. INTRODUCTION
SQL is known as a declarative language. In a query user
defines what operation to perform and the properties of
data for this action. But the particular way for perform-
ing this operation is constructed by the DBMS. These ways
are called query plans in the relational DBMS. Typically
the plan is represented as a rooted tree in which nodes de-
scribe physical operations with data and edges describe data
flows between nodes. There may be a lot of different plans
for one query and their number grows at least exponentially
with the number of the joined relations.
∗Author is now at DeepMind.
Since the execution time of different plans of the same
query may differ by many orders, query optimization prob-
lem arises as selection the fastest plan for a given query.
Query optimizer is an important part of modern DBMS
since its quality has crucial impact on the performance of
DBMS.
Actually, not only execution time, but also other quality
metrics can be optimized in the general query optimization
problem setting. But the query execution time is the most
common and natural case, so further we consider it.
The majority of modern DBMS use cost-based approach to
query optimization. This approach performs plan selection
as follows: it introduces a function that estimates the cost
of the given plan and then minimizes value of this function
over all possible plans. Cost is usually the amount of some
type of resources (e.g., time) needed to execute the plan.
The plan that minimizes the cost function is considered to
be the best plan.
The first cost-based query optimizer and cost-based ap-
proach to query optimization in general were proposed in
System R. So modern query optimizers based on the same
principles as were proposed in System R, even if their im-
plementation is different.
One of the main drawbacks in System R query optimiza-
tion model is its cardinality estimation (we show it below).
Cardinality of the plan node is number of tuples returned
by it. For cardinality estimation its is proposed to use one-
dimensional histograms or indexes. Nevertheless, it is math-
ematically impossible to estimate cardinality somehow for
correlated columns or dependent conditions using only this
information. However, cardinality estimation is necessary
for cost estimation and therefore for the whole cost-based
optimization model. That is why it is proposed to consider
clause independence in System R. Under this assumption
cardinality estimation is possible and easy with given infor-
mation.
The issue appears when the assumption is not fulfilled,
which happens rather often. In some cases bad cardinality
estimation does not cause bad plans selection, but in other
cases the selected plans are worse than optimal by several
orders.
In this we paper we propose a novel machine learning
approach for improving cost-based query optimizers by pre-
dicting cardinalities of nodes of query execution plans. Our
approach is based on the extraction of information about
data and clauses dependencies from collected query execu-
tion statistics. So it adapts to the current workload and
the contents of the database, that is why we call it adaptive
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cardinality estimation. It can be used with a variety of dif-
ferent machine learning algorithms from nearest neighbours
to neural networks.
The paper is organized as follows. In section 2 we review
cost-based query optimization method which is used in the
majority of modern DBMS. Also in this section we show that
the part of this method which causes the most significant
mistakes in choosing the fastest query plan is cardinality
estimation.
In section 3 we discuss known papers on improving cost-
based query optimization model. The most popular in the
DBMS community way to solve the problems with cardi-
nality estimation is using multidimensional statistics. We
discuss the drawbacks of this method. Unfortunately, the
works devoted to other approaches of solving cardinality es-
timation problem are not provide enough experimental eval-
uation of their prototypes to determine whether they are
adequate for industrial usage, what their drawbacks are and
how to deal with them.
In section 4 we propose our machine learning approach
to cardinality estimation problem. In subsection 4.1 we for-
mulate the machine learning problem for cardinality estima-
tion. In subsection 4.2 we propose the exact machine learn-
ing method to solve the problem. In subsection 4.3 we dis-
cuss the theoretical properties of our approach, its possible
drawbacks and possible ways to overcome these drawback in
industrial usage of our approach.
In section 5 we evaluate our approach on StrongCor, JOB,
TPC–H, TPC–DS benchmarks and discuss the results. We
show three main statements in this section. First state-
ment is that query optimizers used in modern DBMS do
not choose the fastest plan, and the potentially available
speed up is enormously large. Second statement is that
our method allows to get nearer to optimal plans and to
achieve this speed up in practice. Third statement is that
our method works better for complex queries. It happens
because a lot of queries with complex structure are not com-
putationally complex but just not optimized properly.
In section 6 we propose ideas of further improvement of
our method and the whole query optimizer in general.
2. OVERVIEW OF COST-BASED QUERY
OPTIMIZATION
System R [2] is known as the first relational DBMS. It’s
query optimization method [25] is called cost-based query
optimization [6]. It is remarkable that base principles orig-
inated from System R’s query optimizer stayed unchanged
in modern DBMS.
Cost-based query optimizer main principle is that for each
plan we can compute somehow its cost, that is amount of
resources necessary for its execution. If one can estimate
cost of a plan, then finding the cheapest plan turns into the
following optimization problem:
Cost(x)→ min
x∈all plans(query)
(1)
The goal of algorithm is to find the best plan which joins
given relations under given clauses. The algorithm used in
System R for this purpose works as follows: firstly, it com-
putes minimal cost for scanning each given relation, then it
computes the minimal cost of joining for each pair of these
relations, then computes the minimal cost of joining for each
subset of size 3 of the given relations based on the previously
computed results, and so on. Finally it computes the mini-
mal cost of joining of all given relations. The optimal plan
which corresponds to this minimal cost can be restored using
backward pass, or the optimal joining plan for each subset
of relations can be stored in the additional memory.
The algorithm uses the following formula of finding the
cost of cheapest plan
R = (R1, R2, . . . , Rn) is a set of given relations to join,
BestCost(R) = min
∅6=r⊂R
CostJoin(BestCost(r), BestCost(R\r))
Since best plans for joining every subset or relations is mem-
orized and is computed only once, this algorithm is the dy-
namic programming algorithm. The worst memory com-
plexity of algorithm is O(2nn), the worst time complexity is
O(3n). Remarkable part of this algorithm is its guarantee
of finding the cheapest plan.
Nowadays SQL–queries may contain much more than a
dozen of relations to join. That is why modern DBMS
also use approximate methods for solving problem 1. As
an example of such methods we can mention genetic algo-
rithm [22] and simulating annealing [16].
Nevertheless the majority of queries has not a lot of re-
lations to join. This fact and guarantees of optimality for
dynamic programming as optimization method draws the
conclusion, that cost estimation has the most influence on
the query optimization.
The cost models are used for the estimation of the cost
of the plan node. For example, if we have in-memory sort
node we estimate its cost as 1.39 · n log2 n · co, where 1.39 is
an average constant for comparisons in quick sort algorithm,
co is cost of a CPU comparison operation and n is a number
of tuples to be proceeded in this node. In a similar way one
can construct cost models for all kind of nodes.
Number n of node’s returned tuples is called cardinality of
the node. It is the only part in cost model, which depends
not on hardware parameters but on data in database and
clauses in the query.
We performed a research to determine which part leads
to the most significant errors: cost models (formulas and
hardware constants) or cardinality estimation. You can see
the details in appendix A. We conclude in that research
that cardinality estimation is much more critical than the
cost model, especially in the case of complex queries. In-
dependently the same results were obtained in the recent
work [18].
Hence we focus on cardinality estimation problem. For
cardinality estimation DBMS must combine the information
about the clauses and the data in the database. Histograms
are an easy and a fast way to store the information about
the data distribution. In the majority of DBMS histograms
are built on single columns. Using histograms one can easily
and precisely enough estimate the number of tuples in table
which fulfills the range clause or equal clause.
Clause selectivity in the node is the ratio of tuples in the
node which fulfills the clause to the total number of tuples
proceeded in the node. We also may consider selectivity of
clause in node as probability of a tuple in node to fulfill the
clause.
The node selectivity is the ratio of tuples in the node
which fulfills all clauses in it to the total number of tuples
proceeded in the node. We also can say that the node selec-
tivity is the probability of a tuple in node not to be filtered.
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If we know the selectivity of the node and the cardinalities
of its children for the join node or the number of tuples in
the table for the scan node, we can compute cardinality of
that node.
The problem is how to compute the node selectivity. Us-
ing one-dimensional histograms one can estimate only clause
selectivities. In probability theory terms, we know marginal
probabilities of a tuple to fulfill each clause, but want to
estimate the probability of a tuple to fulfill all clauses si-
multaneously which is an ill-posed problem.
Consider an example where in the table with schema (a
int, b int) there are 10000 tuples (0, 0) and 10000 tuples
(1, 1). For this kind of data selectivity of clauses a = 0
and b = 0 is equal to 0.5 and the selectivity of node with
both these clauses is also 0.5. Now consider the table with
10000 tuples (0, 1) and 10000 tuples (1, 0). In this case the
histograms and selectivities of clauses are the same, but the
node selectivity becomes 0, because for this table clauses a =
0 and b = 0 are mutually exclusive. So clause selectivities
don’t contain enough information for the node selectivity
estimation.
To solve the specified ill-posed problem the assumption
of clauses independence is accepted in the majority of mod-
ern query optimizers. The clauses independence assumption
means that trueness of one clause does not depend on the
trueness of all other clauses. This implies that the node se-
lectivity is equal to the product of selectivities of all clauses
in that node.
Obviously, on real databases the independence assump-
tion often fails. That may lead to both underestimation and
overestimation of nodes cardinality. The most common case
is underestimation, because in real SQL-queries the clauses
more often are positive-correlated than negative-correlated.
Thus, we consider the problem of correct node cardinal-
ity estimation as the best way to improve cost-based query
optimizer.
3. RELATEDWORK
There is no perfect solution for the query optimization
problem, so a lot of paper on existing algorithms improve-
ment are published. There are different lines of research in
the query optimization field.
One line of research is devoted to the query execution time
prediction using machine learning methods: [9], [1], [13],
[19], [21]. In these works the predictions are made only for
those plans, which have been chosen by the query optimizer.
Therefore, they applicable only for the time prediction on
the subset of all plans in which every plan may be chosen
by query optimizer:{
argmin
x∈all plans(query)
Cost(x)
∣∣ query ∈ Queries}
Nevertheless, for the query optimization we have to predict
time not only for those plans which may be chosen for ex-
ecution. That is why these works are non-applicable for
improving the query optimizer.
The second line of papers [29], [30], [32], [31] use sampling-
based approach. Like the previous group, they do not im-
prove query optimizer’s cost estimator directly, but propose
sampling-based ways to rectify standard query optimizer’s
errors if they are. Sampling-based approaches are good on
low-relational queries, but on queries with lots of joins they
may have too large variance.
In the third line of papers authors try to improve the
query optimizer by improving its cost model. In [30] least
squares method is used for tuning PostgreSQL cost model
parameters. In [1] authors propose a linear cost model with
a large amount of features. We believe that existing cost
models are not perfect, but improving cost model is not af-
fect DBMS performance as much as improving cardinalities,
so we do not consider these works here.
The fourth line of works is about using multidimensional
statistics for correct cardinality estimation: [11], [24], [23],
[5], [8], [33], [12]. The most popular kind of such statistics
are multidimensional histograms. It is the most popular
way to improve standard cardinality estimation method in
DBMS community.
The main drawback of multidimensional histograms is
their memory complexity and time complexity of building
and accessing such histogram. This complexity grows expo-
nentially of the number of dimensions, so only low-dimensional
histograms are available. Therefore we face the second draw-
back with these histograms: we have to determine on which
columns set to build them. This problem requires good
database administrator or complicated software tool which
analyses queries and use statistical tests to check the corre-
lation between columns.
Also in [24] authors propose using singular value decom-
position for selectivity estimation for range clauses, but this
approach works only with real number and is not very flexi-
ble. That is why it has not been implemented in any DBMS
to our best knowledge. [33] combines sampling-based ap-
proach and multidimensional histograms.
Finally the fifth line of research use machine learning
methods for cardinality estimation. There are a few papers
in this line. They are described below.
In [17] neural networks are used to estimate the selectivity
for user defined functions and data types. Nevertheless, this
paper address the problem of estimation the selectivity for a
single clause. That is why it is not devoted to our research.
In [10] it is proposed to estimate node selectivity using
inference in the automatically constructed Bayesian net-
works. Authors fit Bayesian network to the data from the
database using maximum likelihood principle. For building
network structure various heuristics are used. The signifi-
cant drawback of this method is its lack of scalability. Au-
thors mention in the paper, that method is unusable with
large amounts of data. This makes it unsuitable with mod-
ern databases. Also the problem of automatic construction
of Bayesian networks on given data is not considered to be
solved, that is why the quality and stability of authors so-
lution is not clear. Also there are no experiments on incor-
poration of the proposed selectivity estimation method into
query optimizer in the paper.
The paper [14] is applying Bayes’ formula for node se-
lectivity estimation using multidimensional statistics on the
data. This paper contains a lot of proposals and heuristics
which are no by means always works on real data. This pa-
per does not address queries with joins. Also there are no
experimental evaluation of this method for the query opti-
mization in the paper.
The paper [20] proposes to use neural networks for joint
selectivity estimation of several range clauses. In this paper
neural networks are similar to multidimensional histograms,
but neural networks are not under the dimensionality curse.
Queries with joins are not considered in this paper. Unfortu-
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nately, there are not enough information in this paper about
how much time network training takes. Obviously, with long
enough training on fixed data and big enough network one
can obtain nearly perfect selectivity predictions. Neverthe-
less practical value of this method depends on how much
time and how many queries are needed to obtain precise
enough neural network. Unfortunately, there are no answers
on these questions in the paper. Also the exact network ar-
chitecture (including number of units on hidden layer) is not
provided in the paper.
4. ADAPTIVECARDINALITYESTIMATION
4.1 Machine learning problem setting
The main principle of adaptive query optimization is us-
ing query execution statistics from the previously executed
queries. So in general the problem formulated as follows:
to predict cardinality for a plan node having plans for the
previously executed queries and true cardinalities for their
nodes.
The challenge in this problem is that plan may be an ar-
bitrary complex binary tree with arbitrary complex clauses
in its nodes. This is rather complicated structure, and no
machine learning techniques can work straightforward with
such objects. In this section we propose the way to overcome
this limitation.
Machine learning tries to find regularities in data. The
majority of machine learning methods works under the fol-
lowing assumptions: the given data is a set of objects and
their true target values, respectively. Objects are repre-
sented as real-value vectors from Rn for some n. These
vector are called feature vectors and the space Rn is called
the feature space. Target values may belong to different
spaces. The most common cases are in which target value
belongs to a set of discrete numbers {1, 2, . . . ,M} for clas-
sification problem and in which target value is a single real
number from R for regression problem. We want to predict
cardinalities of plans nodes, so for our problem the second
case is more suitable. The machine learning method uses
given data to build an algorithm which can predict target
value for a new object.
We defined our target value, it is the cardinality of plan
node. To completely reduce cardinality estimation problem
to machine learning problem we have to introduce the fea-
ture space. To predict plan node cardinality we have to
know what relations it joins and under what clauses. On
one hand, in general we don’t know clauses semantic and
structure, so we can only use them as an atomic objects (i.
e. we can only check whether two clauses are equal). On the
other hand, the number of different clauses is too big even to
store them all, not to process. That is why we propose the
following solution: we consider that the clauses are equal
if they differ at most in their constants. For example we
consider that the clauses age < 25 and age < 26 are equal,
because they both have structure age < const. This ap-
proach significantly reduces number of different clauses, but
has an obvious drawback: clause constants contains a lot
of information about cardinality. To take into account the
information about constants, we compute the selectivities of
each clause using standard DBMS method with histograms.
The vector of selectivities is the feature vector for in out
problem setting. The only exception is the classes of equiv-
alence with size larger than two on variables: in this case
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Figure 1: Building machine learning feature space
pairwise clauses may be different for the same restrictions,
so we consider it as one set equality operator without selec-
tivity.
The point of previous transformation is to map nodes into
the real space, because the majority of machine learning
methods works in the finite real feature space.
We haven’t developed techniques to extract semantic fea-
tures from clauses, classes of equivalence or base relations.
That is why we consider that they are not comparable and
for each set of constant-deprivated clauses, classes of equiva-
lence and base relations we introduce its own feature space.
That solutions has pros and contras. Pro is the high sta-
bility of such method. Contra is potentially big number of
such feature spaces. Theoretically we can limit number of
feature spaces with the total number of executed nodes. In
practice for queries with statical structure this limitation is
significantly larger that the real number of obtained feature
spaces.
If our method is asked for the prediction in the feature
space in which we have no previously executed plans as
points, it deny to make a prediction and return the cardinal-
ity from the standard DBMS estimator. This situation hap-
pens rather often during the query optimization, because to
execute one plan the query optimizer has to consider much
amount of other plans, the majority of which has feature
space with no plans executed.
The feature space introduction is illustrated on figure 1.
The whole process of adaptive cardinality estimation is il-
lustrated on figure 2.
4.2 Machine learning methods
The fact is that data distribution in a feature space de-
pends on data in database and queries. That means that
the distribution may be arbitrary and arbitrary complex.
That is why we have to use method that can potentially ap-
proximate the distribution of any complexity. For example,
ridge or linear regression [15] is not reach enough class of
regressors.
Another desirable property of the estimator is the possi-
bility of online learning, i. e. the possibility to learn new
data fast, without completely rebuilding the estimator and
without saving all training data.
4
  
Feature space 13
Cardinality #1 #2
76 0.693 0.690
... ... ...
Feature space 47
Cardinality #1 #2
14 0.138 0.511
13 0.693 0.511
... ... ...
Feature space 38
Cardinality #1
12 0.138
... ...
Query optimization Query execution
Machine learning
Cardinality Feature space #1 #2 #3
??? 25 0.693 0.624 0.234
Cardinality Feature space #1 #2
??? 47 0.394 0.624
Cardinality Feature space #1 #2
??? 13 0.693 0.323
Cardinality
12.04
Cardinality
Denied
Cardinality
24.07
Machine learning data
(Query execution statistics)
Cardinality Feature space #1 #2
14 13 0.693 0.323
Cardinality Feature space #1 #2
34 47 0.394 0.624
Figure 2: Adaptive cardinality estimation workload
Also it is better for machine learning methods to take
logarithm of all values. So further in this paper we predict
logarithm of cardinality instead of cardinality itself, based
on logarithms of selectivities of clauses.
In subsection 5.3 we performed proof-of-the-concept test
of different (not necessarily online) estimators. Based on
its results we decided to use use our regression modifica-
tion of k nearest neighbours regressor which is described in
appendix B.
4.3 Theoretical properties
We proved some theorems to get an insight about how the
proposed method has to work.
For our theorems we assume static workload. Static work-
load is workload where data does not change and number
of different queries is limited. Also we assume that for each
point in our constructed feature subspace there are the only
one correct answer, i. e. the problem is not ill-defined after
our transformation. And the third assumption is that opti-
mization method is such that for plan choice the optimiza-
tion method requests cardinality estimation for each node
of that plan and uses obtained results without any changes.
We consider a process on each step of which one query
is executed. For query optimization on each step we use
the proposed method. After each step we update execution
statistics. Also we suppose that number of executions is not
limited for each query.
Under these assumptions we have the following conclu-
sions about the considered process:
• Plans for all queries will converge in finite number of
steps, i. e. their plans will stop changing.
• If the machine learning method is reach enough (i.
e. it can approximate arbitrary complex distribution),
then cardinality predictions for the plan to which the
method converges will be nearly perfect.
• With the perfect cost model it is guaranteed non-deceleration
of query execution performance after convergence with
the proposed method.
• To find the fastest plan possible in the common case
we have to use plans space exploration techniques.
5. EXPERIMENTS
5.1 Experimental setup
In this paper we use PostgreSQL (version 9.6) as an ex-
ample of relational DBMS with standard cost-based query
optimizer.1 Nevertheless our method is general and can be
easily implemented in another DBMS.
We disabled parallel query execution to simplify the im-
plementation of query execution statistics collection. Also
we figured out that PostgreSQL cost model works bad with
cardinalities less than 1, so we return maximum of 1 and
predicted cardinality. To compute planning and execution
time we insert EXPLAIN ANALYSE before each query.
The computational overhead is yet to be estimated, but
it is not significant.
5.2 Benchmarks
For testing purposes we used 4 different benchmarks: Strong-
Cor [20], TPC–H [28], TPC–DS [27] and Join Order Bench-
mark [18].
StrongCor is the benchmark for evaluation of the pro-
posed cardinality estimation algorithms. This benchmark
contains the database generation algorithm and the algo-
rithm for queries generation. The benchmark is not suitable
for testing DBMS performance because its queries contain
no joins.
TPC–H and TPC–DS benchmarks are well-known DBMS
and hardware performance benchmarks. These benchmarks
contains the database generation algorithm and the algo-
rithm for generation queries with a number of different pre-
defined structures. The algorithms may be used with the
different scale factors for the database size. We use both
benchmarks with the scale factor 1Gb for the testing con-
venience. The queries in these benchmarks are known as
complex analytic queries, so they are challenging for the
query optimizer.
TPC–DS qualification benchmark is TPC–DS benchmark
with scale factor 1Gb. The results with this scale factor may
not be considered as TPC–DS benchmark results. Never-
theless our goal in this paper is not to make an appropriate
TPC performance test of PostgreSQL, but to investigate the
possibilities of DBMS speed up with the use of the machine
learning methods. For this purposes TPC–DS qualification
benchmark is suitable, but please note that obtained re-
sults are incomparable with other TPC–DS results. For the
notational convenience we will call TPC–DS qualification
benchmark as TPC–DS, but that is not quite correct.
Join Order Benchmark was proposed in [18] with the de-
tailed exploration of the query optimization bottlenecks.
This benchmark contains the snapshot of IMDB database
and a number of static queries to it with the different num-
bers of joins.
5.3 Choosing machine learning method
In this subsection we compare the applicability of different
machine learning techniques to the cardinality estimation
problem. For doing that we use StrongCor benchmark which
was introduced in [20]. This benchmark in not a DBMS
performance test: each its query contains the only scan of a
single table which performance does not depends much on
1The source code of the proposed method implementation
is available at https://github.com/tigvarts/aqo.
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Figure 3: Quality of cardinality estimation on dif-
ferent methods over time
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Figure 4: Quality of cardinality estimation on dif-
ferent methods
the cardinality estimation. Nevertheless this benchmark is
suitable for evaluation of different machine learning methods
and can be performed even without any DBMS.
We choose six machine learning methods for the compar-
ison: linear regression [15], neural networks [3] and gradient
boosting over decision trees [7], k nearest neighbours [4], k
nearest neighbours with storing only recent K objects, and
our modification of k nearest neighbour regression decribed
in appendix B.
We choose the best parameters for each method based on
balance of quality and performance. For linear regression we
use stochastic gradient descent learning procedure with 10
iterations on one object. For neural network we use sigmoid
activation function, 50 neurons on the hidden layer, 256 ob-
jects in the batch, and RMSProp [26] method for learning.
For gradient boosting over decision trees we use maximal
tree depths equal to 8. For k nearest neighbours we use
k = 3. For k nearest neighbours with limited number of
stored objects K we use K = 500.
On figure 3 we can see that every machine learning meth-
ods works better than standard independence assumption.
Also linear regression works significantly worse than other
methods, because the it can approximate only a limited fam-
ily of distributions, while other methods theoretically can
approximate the distributions of an arbitrary complexity.
On figure 4 we can see that k nearest neighbours works
significantly better with small amounts of data. This prop-
erty is important for us, because we usually retrieve little
information for slow and complex queries. Nevertheless,
k nearest neighbours requires to store all training objects,
which requires too much memory, so it cannot be applied
straightforwardly. That is why we compare following two
methods: k nearest neighbours which stores only last K re-
cent objects and our modification of k nearest neighbours B.
Both of these methods works similar to standard k nearest
neighbours method while number of training set objects is
less than K. On figure 3 we see that our modification works
better after K training objects are obtained. That is why we
use our modification of k nearest neighbours for experiments
below.
Nevertheless, one can easily use his favorite machine learn-
ing technique instead of our method in the proposed ap-
proach to predict the cardinality.
5.4 Performance evaluation
In this section we provide results for performance bench-
marks, i. e. TPC–H (22 types if queries) and TPC–DS (99
types of queries, but 4 of them didn’t run on PostgreSQL,
so 95 left).
As it is stated in this section, the imperfection of cost
model causes performance decrease sometimes. For simple
queries the computational overhead also may avoid the ben-
efits of our method. That is why users wish to enable or
disable our method for different types of queries. We con-
sider that two queries belongs to the same type if they differ
at most in their constants. For this reason we investigate the
behaviour of our method for each type of queries separately.
We divided types of queries into parts according to their
execution time. Very fast are queries that execute less that
1 second, fast are queries with execution time between 1 and
10 seconds, normal are queries with execution time from 10
to 100 seconds, slow queries are with execution time from
100 seconds to 1000 seconds, the slower queries are consid-
ered to be very slow.
Plots for results on TPC–H with scale factor 1Gb are pro-
vided on figure 5. We can see, that for 18-th query type the
performance was increased, but for 4-th query type perfor-
mance was decreased which is the fault of cost model.
Plots for results on TPC–DS with scale factor 1Gb are
provided on figure 6.
Speed ups for Join Order Benchmark are plotted on fig-
ure 7.
In the theoretical section we mention that with perfect
cost model we can expect execution time to not-increase at
the end of the learning with our method. Unfortunately,
PostgreSQL cost model is not perfect, so sometimes ex-
ecution time grows, but in the majority of cases this in-
crease is not significant because PostgreSQL cost model is
good enough. Nevertheless, much more often case with our
method is significant execution time decrease.
The aggregated statistics is available in table 1. We can
make the following conclusions from these results:
• There are cases where our method increases quality
of cardinality estimation, but decreases DBMS perfor-
mance. That happens because of not precise enough
cost model. We can see, that cardinality prediction
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Table 1: The statistics on performance benchmarks
Query group Time without Time with Increase of Maximal execution
proposed method, s proposed method, s average performance time decrease
TPC–H fast 49.90 49.22 1.3% 1.57
TPC–H slow 14559 15227 -4.4% 1.00
TPC–DS very fast 15.275 13.582 12.5% 5.15
TPC–DS fast 119.89 96.64 24% 17.08
TPC–DS normal 257.4 182.0 41.4% 7.83
TPC–DS slow 1649 428 285% 96.69
TPC–DS very slow 20862 9709 115% 95.25
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Figure 5: Query execution time on TPC–H before
and after using adaptive cardinality estimation
quality was increased or not-decreased for all queries
in benchmarks.
• For an average, the method increases DBMS perfor-
mance.
• This increment is more significant for slow and com-
plex queries. It turns out that some complicated queries
are not really that complicated but just under-optimized.
5.5 Learning dynamics
In previous section we compared the performance without
our method and performance after our method is completely
learned. In this section we observe the DBMS performance
during learning of our method.
The only theoretical guarantee we have is that our method
will converge in finite number of steps under some reason-
able constraints. Also we know that performance does not
decrease after the convergence with good enough cost model.
Nevertheless, we have no such guarantees during learning
procedure. On figure 8 we can see that query execution time
may decrease monotonically, decrease not-monotonically or
even grow much more than initial execution time before the
final decrease. The most common case of learning for TPC–
DS is the convergence in one step which means monotoni-
cally not-increase of execution time, but other variants are
also possible.
The cardinality prediction quality also not necessarily grows
monotonically, but after convergence this quality is not worse
than before learning (see figure 9).
We can see that our method converges in a few steps or a
few dozens of steps in practice.
The phenomenon of possible bad cardinality predictions
and therefore possible bad performance during learning pro-
cedure is the principle drawback of methods which try to
learn joint data distribution based on query execution statis-
tics only. Nevertheless there are ways to avoid this draw-
back. Query re-optimization is the most straight-forward
way to do this. It proposes not to execute bad plans com-
pletely, but to use statistics from partially-executed bad
plans to improve cardinality prediction and then restart
query execution with a better plan. The plan space ex-
ploration allows to pre-compute some cardinalities in back-
ground which can improve cardinality for query execution.
6. FUTUREWORK
The proposed method can significantly increase DBMS
performance, but it also has drawbacks and rooms for im-
provement waiting for further research.
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Figure 6: Query execution time on TPC–DS before and after using adaptive cardinality estimation
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Figure 8: Query execution time during learning procedure
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Figure 9: Cardinality prediction quality during
learning procedure
Feature space construction. In this paper we don’t inves-
tigate all possible reductions of cardinality estimation prob-
lem to machine learning problem. Probably there is a better
way to construct feature space for machine learning problem
which leads to better DBMS performance. For example, one
can explore the reduction which consider clause structure in
a better way.
Dynamic data and workload. The proposed method is
designed for nearly static database and queries. If database
and queries are changed significantly, it would be better for
administrator to restart the method. The problem for the
research is to adapt the proposed method for dynamically
changing database and workload, which includes determin-
ing, removing and updating outdated statistics. The pro-
posed fixed-memory k nearest neighbours method performs
such adaptation, but firstly this quality of method was not
tested yet, and secondly we believe that method with faster
adaptation rate may be developed.
Query re-optimization. The proposed in this paper tech-
nique allows to use query execution statistics for the better
plan choice. Nevertheless, sometimes (during learning pro-
cess or when data in database is changed) query optimizer
mistakes too much. That leads to bad plans. Often we
have no need to execute these plans completely to under-
stand that there was a mistake in query optimization. That
is why we can interrupt and rollback the execution of such
plans, use the obtained execution statistics to choose bet-
ter plans, and then execute these better plans. This induces
two problems for further research: how to use statistics from
the interrupted query and how to automatically determine
whether the query optimizer chose a bad plan and when to
interrupt it. Potentially this research leads to faster learning
of the predictive model and saves us from the full execution
of really bad plans.
We propose the idea how to implement this principle. Be-
cause the common case of bad plan is caused by underes-
timation of the cardinality, we propose to save to statistics
only those nodes from the interrupted query in which car-
dinality estimation is much less than the real number of
tuples. Also it is better to proceed the information from the
interrupted queries separately, for example forgetting them
faster, because their information is not precise. We can con-
sider that the plan is bad if the cardinality estimation in
any its node is less by ten times than the real number of
tuples in there. Nevertheless, this idea needs more detailed
elaboration and the experimental evaluation.
Plans space exploration. Sometimes the combination of
standard uncertain predictions and machine learning pre-
dictions leads optimization method to choose not-optimal
plan. That may be fixed with the use of different explo-
ration techniques. The point is that sometimes we can exe-
cute not-optimal plans to obtain the information about the
real cardinalities of some sets of clauses (maybe it is better
to do in background). This technique allows us to guarantee
the fastest plan choice if the cost model is good enough.
7. CONCLUSIONS
There are three main points in this paper. Firstly, we
show that the plans constructed by the standard query op-
timizer based on clauses independence assumption are far
from optimal. One can observe that the more complicated
query structure is, the more speed up for this query is po-
tentially available with the use of better query execution
plan. Secondly, we not only state that the better plans are
available, but also propose the methods for finding them,
evaluate these methods on different benchmarks, perform
the basic theoretical analysis of these methods. The main
idea of the proposed method is to improve the node cardinal-
ity estimation. Thirdly, the novelty of our approach lies in
using for the cardinality estimation not only pre-computed
statistics, but the execution statistics of previous queries
also. We cannot state that the proposed methods completely
solve the query optimization problem. Nevertheless we show
that they can significantly increase the quality of this prob-
lem solution and therefore significantly increase the DBMS
performance.
8. ACKNOWLEDGMENTS
This work was supported by Postgres Professional. Au-
thors thank Oleg Bartunov for the idea proposal and for the
9
talks. Authors thank Boris Novikov for the commentaries
and advice on the paper text.
9. REFERENCES
[1] M. Akdere, U. etintemel, M. Riondato, E. Upfal, and
S. B. Zdonik. Learning-based query performance
modeling and prediction. In Data Engineering
(ICDE), 2012 IEEE 28th International Conference on,
pages 390–401, April 2012.
[2] M. M. Astrahan, M. W. Blasgen, D. D. Chamberlin,
K. P. Eswaran, J. N. Gray, P. P. Griffiths, W. F. King,
R. A. Lorie, P. R. McJones, J. W. Mehl, G. R.
Putzolu, I. L. Traiger, B. W. Wade, and V. Watson.
System r: Relational approach to database
management. ACM Trans. Database Syst.,
1(2):97–137, June 1976.
[3] C. M. Bishop. Neural Networks for Pattern
Recognition. Oxford University Press, 1995.
[4] C. M. Bishop. Pattern recognition. Machine Learning,
128:124–127, 2006.
[5] N. Bruno, S. Chaudhuri, and L. Gravano. Stholes: A
multidimensional workload-aware histogram, 2001.
[6] S. Chaudhuri. An overview of query optimization in
relational systems. In Proceedings of the Seventeenth
ACM SIGACT-SIGMOD-SIGART Symposium on
Principles of Database Systems, PODS ’98, pages
34–43, New York, NY, USA, 1998. ACM.
[7] J. H. Friedman. Greedy function approximation: a
gradient boosting machine. Annals of statistics, pages
1189–1232, 2001.
[8] P. Furtado and H. Madeira. Summary grids: Building
accurate multidimensional histograms, 1999.
[9] A. Ganapathi, H. Kuno, U. Dayal, J. L. Wiener,
A. Fox, M. Jordan, and D. Patterson. Predicting
multiple metrics for queries: Better decisions enabled
by machine learning. In Proceedings of the 2009 IEEE
International Conference on Data Engineering, ICDE
’09, pages 592–603, Washington, DC, USA, 2009.
IEEE Computer Society.
[10] L. Getoor, B. Taskar, and D. Koller. Selectivity
estimation using probabilistic models. SIGMOD Rec.,
30(2):461–472, May 2001.
[11] D. Gunopulos, V. J. Tsotras, and C. Domeniconi.
Selectivity estimators for multidimensional range
queries over real attributes. The VLDB Journal,
14:137–154, 2005.
[12] F. Halim, P. Karras, and R. H. Yap. Fast and effective
histogram construction. In Proceedings of the 18th
ACM Conference on Information and Knowledge
Management, CIKM ’09, pages 1167–1176, New York,
NY, USA, 2009. ACM.
[13] R. Hasan and F. Gandon. A machine learning
approach to sparql query performance prediction. In
Proceedings of the 2014 IEEE/WIC/ACM
International Joint Conferences on Web Intelligence
(WI) and Intelligent Agent Technologies (IAT) -
Volume 01, WI-IAT ’14, pages 266–273, Washington,
DC, USA, 2014. IEEE Computer Society.
[14] M. Heimel, V. Markl, and K. Murthy. A bayesian
approach to estimating the selectivity of conjunctive
predicates. In BTW, pages 47–56. Citeseer, 2009.
[15] A. E. Hoerl and R. W. Kennard. Ridge regression:
Biased estimation for nonorthogonal problems.
Technometrics, 12(1):55–67, 1970.
[16] S. Kirkpatrick, C. D. Gelatt, M. P. Vecchi, et al.
Optimization by simmulated annealing. science,
220(4598):671–680, 1983.
[17] M. S. Lakshmi and S. Zhou. Selectivity estimation in
extensible databases - a neural network approach. In
Proceedings of the 24rd International Conference on
Very Large Data Bases, VLDB ’98, pages 623–627,
San Francisco, CA, USA, 1998. Morgan Kaufmann
Publishers Inc.
[18] V. Leis, A. Gubichev, A. Mirchev, P. Boncz,
A. Kemper, and T. Neumann. How good are query
optimizers, really? Proc. VLDB Endow., 9(3):204–215,
Nov. 2015.
[19] J. Li, A. C. Ko¨nig, V. Narasayya, and S. Chaudhuri.
Robust estimation of resource consumption for sql
queries using statistical techniques. Proc. VLDB
Endow., 5(11):1555–1566, July 2012.
[20] H. Liu, M. Xu, Z. Yu, V. Corvinelli, and C. Zuzarte.
Cardinality estimation using neural networks. In
Proceedings of the 25th Annual International
Conference on Computer Science and Software
Engineering, CASCON ’15, pages 53–59, Riverton,
NJ, USA, 2015. IBM Corp.
[21] T. Malik, R. C. Burns, and N. V. Chawla. A
black-box approach to query cardinality estimation. In
CIDR, pages 56–67, 2007.
[22] M. Mitchell. An Introduction to Genetic Algorithms.
MIT Press, Cambridge, MA, USA, 1998.
[23] V. Poosala, P. J. Haas, Y. E. Ioannidis, and E. J.
Shekita. Improved histograms for selectivity
estimation of range predicates. ACM SIGMOD
Record, 25(2):294–305, 1996.
[24] V. Poosala and Y. E. Ioannidis. Selectivity estimation
without the attribute value independence assumption.
In VLDB, volume 97, pages 486–495, 1997.
[25] P. G. Selinger, M. M. Astrahan, D. D. Chamberlin,
R. A. Lorie, and T. G. Price. Access path selection in
a relational database management system. In
Proceedings of the 1979 ACM SIGMOD international
conference on Management of data, pages 23–34.
ACM, 1979.
[26] T. Tieleman and G. Hinton. Lecture 6.5-rmsprop:
Divide the gradient by a running average of its recent
magnitude. COURSERA: Neural Networks for
Machine Learning, 4:2, 2012.
[27] TPC BENCHMARK DS Standard Specification.
Transaction Processing Performance Council, 2012.
[28] TPC BENCHMARK H (Decision Support) Standard
Specification. Transaction Processing Performance
Council, 2006.
[29] W. Wu, Y. Chi, H. Hac´ıgu¨mu¨s¸, and J. F. Naughton.
Towards predicting query execution time for
concurrent and dynamic database workloads. Proc.
VLDB Endow., 6(10):925–936, Aug. 2013.
[30] W. Wu, Y. Chi, S. Zhu, J. Tatemura, H. Hacigms, and
J. F. Naughton. Predicting query execution time: Are
optimizer cost models really unusable? In Data
Engineering (ICDE), 2013 IEEE 29th International
Conference on, pages 1081–1092, April 2013.
10
[31] W. Wu, J. F. Naughton, and H. Singh.
Sampling-based query re-optimization. CoRR,
abs/1601.05748, 2016.
[32] W. Wu, X. Wu, H. Hacigu¨mu¨s, and J. F. Naughton.
Uncertainty aware query execution time prediction.
CoRR, abs/1408.6589, 2014.
[33] X. Yu, N. Koudas, and C. Zuzarte. Hase: a hybrid
approach to selectivity estimation for conjunctive
predicates. In International Conference on Extending
Database Technology, pages 460–477. Springer, 2006.
APPENDIX
A. WHAT IS WORSE: CARDINALITY OR
COST ESTIMATION?
To answer this question we use TPC–H benchmark and
TPC–DS qualification benchmark with scale factor 1Gb both.
Cardinality estimation results are available on figure 10.
Each scan or join plan node is represented as a point on
the figure.
For evaluation of PostgreSQL cost model we selected only
those nodes in which for them and for their children the
cardinality estimation is correct with maximal relative error
10%. Each such scan or join node is represented as a point
on the figure 11. We approximate the linear dependence
between cost and execution time using red line on the figure.
On figure 10 we see several order errors. On figure 11
there are only several times errors. That induces following
conclusion: the cost model is more or less adequate with the
correct cardinality prediction. The cardinality prediction
causes the most significant errors in query optimization.
B. FIXED-MEMORYNEARESTNEIGHBOUR
NONPARAMETRIC REGRESSION
k nearest neighbours is one of the most well-known algo-
rithm in machine learning. Its regression modification works
using the following formula:
yˆ =
k∑
i=1
y(i) · sim(x(i), x)
k∑
i=1
sim(x(i), x)
(2)
In this formula x is the feature vector of new object and
yˆ is our prediction for it. k is the number of the nearest
neighbours to consider. sim is the similarity function in the
feature space. x(i) and y(i) are objects of tthe raining set
sorted by decrease of their similarity with the new object x.
One can learn more about k nearest neighbours algorithm
in [4]. The benefit of this method is a lack of strong as-
sumptions about the shape of the true regression function.
Nevertheless, we cannot use this method straightforward.
We consider the following learning procedure: objects and
their true target values are becoming available sequentially.
After appending of each object the model is updated.
The limitation of learning procedure is that we cannot
store all objects, because there are too many of them. An-
other reason to store less objects is because it decreases the
computational complexity of finding the nearest ones.
Let us define the maximal available for the storage number
of objects as K.
Before the limit of K objects is reached we act almost
like in the original k nearest neighbour regression and add
the new objects to the training set. The only difference
is that during the learning procedure we want to minimize
the amount of objects to store. So we don’t want to store
similar objects. We believe in data locality, i. e. for similar
objects their target values are also similar. That leads to the
following heuristics for adding a new object into the training
set: if in the set there is an object xi in radius δ from the
new object x then we just modify xi and yi.
xi ← xi + η(x− xi) (3)
yi ← yi + η(y − yi) (4)
We call this heuristic object filtering. η is the stochastic
gradient learning rate.
Another way to minimize the number of stored objects is
not to store objects for which we already have nearly perfect
prediction using previous objects. We don’t use this way in
our implementation.
After limit K is reached we cannot store new objects.
Nevertheless, we have to fit our regressor with the new data.
We have to modify stored objects and their target values
somehow for this fitting. Stochastic gradient descent may
be used to do that. It works for an arbitrary differentiable
loss function l(yˆ, y) and similarity function sim(x(i), x). The
point of method is taking the derivatives of l(yˆ, y) with re-
spect to x(i) and yi(i) using yˆ from formula 2.
∂l(yˆ, y)
∂y(l)
=
∂l(yˆ, y)
∂yˆ
· sim(x(l), x)
k∑
i=1
sim(x(i), x)
(5)
∂l(yˆ, y)
∂x(l)
=
∂l(yˆ, y)
∂yˆ
· ∂sim(x(l), x)
∂x(l)
· y(l) − yˆ
k∑
i=1
sim(x(i), x)
(6)
We perform a step contrariwise this gradient using the
learning rate η. That is how one can use stochastic gradient
descent for k nearest neighbour regression.
Note that after limit K is reached we store the virtual
objects instead of the real ones. That means that stored
objects xi not necessarily corresponds to any of objects ob-
tained during the learning procedure. The same statement
holds true for the target values. Nevertheless, regressor built
on such virtual objects stores information about all obtained
real objects in such way that minimizes loss function for the
predictions for the new objects.
In our implementation of the algorithm we use the follow-
ing formulas for loss and similarity
l(yˆ, y) =
1
2
(yˆ − y)2 (7)
sim(xi, x) =
1
0.1 + ||xi − x||2
(8)
The obtained method fulfills memory limitation and doesn’t
increase update time significantly. On figure 3 we can see
that it works significantly better than just k nearest neigh-
bours with the last K objects stored and object selection
heuristics.
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Figure 10: Quality of cardinality prediction using standard PostgreSQL estimator
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Figure 11: Quality of PostgreSQL cost model
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