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Frequently, a physical plant of a control system has an optimum operating point such as
the spark (or injection) time of an internal combustion engine that results in maximum
torque. Extremum Seeking Control (ESC) is a method of adaptive control capable of
locating and maintaining a plant at such an optimum operating point in real time. It is
capable of doing so with minimal a priori knowledge of the plant and can also track
slowly varying changes. Input perturbed ESC schemes that use periodic dither signals
have the disadvantage of requiring a high bandwidth for sampling and correlating the
plant output with the dither signal. If the feedback path was to be implemented over a
packet switched communication network, the high bandwidth requirement could result
in increased congestion and consequently packet delays and dropouts. As a solution
encoding using sporadic (aperiodic) sampling techniques can be used in the feedback
path of the ESC scheme to reduce the required bandwidth. However, in order to ensure
convergence of the ESC scheme with encoding, the effect of the signal reconstruction
error due to encoding on the critical correlation stage has to be investigated. The
contribution of this paper is an investigation of the convergence requirements and
bandwidth performance of two encoding schemes; Memory-Based Event Triggering
(MBET) and Event Triggered Adaptive Differential Modulation (ETADM). The results show
that MBET can fail for objective functions with plateaus. ETADM fails when the number of
ETADM steps used for reconstructing the plant output per perturbation cycle is too low
to allow correlation. In terms of bandwidth reduction MBET performs better than ETADM
(97% and 70%, respectively). However, the use of MBET results in a longer convergence
time.
Keywords: extremum seeking control, networked control systems, network traffic reduction, encoding schemes,
memory-based event triggering, event triggered adaptive differential modulation
1. INTRODUCTION
When a plant is time invariant, known a priori and not subject to exogenous disturbances, finding
an optimum operating point offline can be computationally intensive but achievable. The amount
of computation would generally grow exponentially with the number of variables. When the plant
is time variant and subject to exogenous disturbances, this task becomes more challenging since the
optimum operating point has to be sought and maintained online (i.e., in real time).
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Extremum Seeking Control (ESC) is a potential solution to
this problem. It is a type of adaptive control capable of seeking
an optimal operating point and maintaining the plant near it.
Since ESC is capable of achieving this without much a priori
knowledge of the plant, it can handle plant perturbations and
exogenous disturbances. ESC has been applied to a wide range of
real world problems such as handling thermoacoustic instability
in Banaszuk et al. (2004). Beaudoin et al. (2006) use ESC for
bluff body drag reduction, while in Dixon and Frew (2006), it
is used for optimizing sensor networks. This technique is used
for vehicle control in Stankovich and Stipanovic (2009). Recent
publications such as Munteanu and Bratcu (2015), Li et al. (2016),
and Bizon (2016) suggest a significant interest in using ESC for
maximum power point tracking in photovoltaic cells. Other state-
of-the-art applications include those in thermodynamic process
optimization such as Mu et al. (2015) and Hu et al. (2015). It has
also been used for online optimization of anaerobic digestion as
in Lara-Cisneros et al. (2015).
The prevalent form of ESC uses a dither (i.e., excitation) signal
to explore the search space of the control problem by perturbing
the control inputs. This can be periodic as in Tan et al. (2010) and
Krstic andWang (2000) or stochastic as in Spall (1992) andManzie
and Krstic (2009).
1.1. Motivation
In a networked control system (NCS) that is packet switched,
when a periodically sampled variable is transmitted over the com-
munication network it can be subject to the congestion related
issues such as delay, delay variation, and packet drops as reported
in Zampieri (2008), Donkers et al. (2011), and Premaratne (2014).
In Wu et al. (2013), it is demonstrated that congestion can lead
to increased packet drops. If the bandwidth intensive feedback
loop from the plant output sensor to the correlator (Figure 1) is
transmitted over a communication network, it would be subjected
to the issues mentioned above.
A realistic example of such a control system is an extremum
seeking control scheme such as that of Scotson and Wellstead
(1990) being used for optimizing the ignition timing of a ship.
Since, the sensor that measures the torque of the propeller shaft
is often located at a significant distance from the engine tim-
ing controller as mentioned in Hao and Ji (2012), the use of
FIGURE 1 | Extremum seeking control with feedback over a
communication network.
a communication network to complete the feedback path is a
justifiable solution. A furnace with a gas emission sensor located
at a significant distance due to the operating temperature range of
the sensor is another realistic example.
The rational for using sporadic (i.e., aperiodic) sampling is
to mitigate congestion due to periodic sampling by decreasing
the effective sampling rate. Studies by Arzen (1999), Astrom and
Bernhardsson (2002), andHenningsson et al. (2008) have demon-
strated the ability of sporadic sampling to reduce the effective
sampling rate provided the exogenous disturbances of the control
system have a bounded rate of change. Table V of Premaratne et al.
(2017) provides empirical evidence that sporadic sampling can
reduce the likelihood of packet drops due to decreased transmis-
sion. This is an additional advantage.
Possible sporadic sampling techniques include Memory-Based
Event Triggering (MBET) proposed by Arzen (1999) and further
developed in Lehmann andLunze (2010) andLunze andLehmann
(2010). In Event Triggered Adaptive Delta Modulation (ETADM)
proposed byPremaratne et al. (2013), event triggering is combined
withAdaptiveDeltaModulation (ADM). Themainmotivation for
investigation is the effect of the reconstruction error of the above
sporadic sampling techniques on the vital correlation stage of the
ESC scheme.
1.2. Contribution
The contribution of this paper is the investigation of the con-
vergence requirements and bandwidth performance of MBET
and ETADM when used in the feedback path of a sinusoidally
perturbed ESC scheme.
1.3. Outline of This Paper
The background of the encoding schemes used is discussed under
the Preliminaries (Section 2). In Section 3, the main results are
discussed. These include the requirements for convergence of
MBET (Section 3.1) and ETADM (Section 3.2). In Section 3.3, the
bandwidth reduction of both encoding methods is compared.
2. PRELIMINARIES
2.1. Notations
The set of real numbers and positive integers (excluding zero) is
represented by R and Z+, respectively. The absolute value of a
variable z 2 R is given by |z|. The letter k in square brackets is
used to denote a periodic (clocked) discrete time sample. A class
KL function is a two-argument function R2 > 0 ! R > 0. The
first argument is a function (known as a class K function) which
is continuous, strictly increasing, R > 0 ! R > 0 and zero
when the argument is zero. The second argument of aKL function
is strictly decreasing. The definitions of K and KL functions are
taken from page 144 of Khalil (2002).
2.2. Control System Model
The control system considered consists of an encoded feedback
loop (Figure 1). The system description is given by,
_x = F(x; u) with x(0) = x0
y = G(x)

(1)
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where x 2 Rnx is the plant state, u 2 R is the control input, and
y 2 R is the output (nx 2 N+). BothF andG are globally Lipschitz
with respect to their arguments. Typically G is a concave (or
convex) function with a single isolated optimum point. The high
pass and low pass filters are excluded due to possible interference
with the bandwidth limiting encoding scheme.
Assumption 1.There exists a globally Lipchitz x*:R! Rnx such
that for all u 2 R, F(x*(u), u)= 0.
Assumption 2. F(x*(u), u)= 0 is uniformly globally asymptoti-
cally stable in u.
Let (u):=G(x*(u)) be the steady state plant output with an
isolated maximum v. Assumptions 1 and 2 ensure the stability of
the ESC scheme such that for any bounded input u, the state xwill
remain bounded and converge to the unique equilibrium point
determined by the diffeomorphism x*(u).
Definition 1. From Tan et al. (2006) and Nesic (2009): The
system _x= F(t; x; "), where x2Rn, t2R 0, and "2Rl> 0 are,
respectively, the state of the system, the time variable, and the
parameter vector, is said to be semi-globally practically asymptoti-
cally (SPA) stable, uniformly in ("i, : : :, "j), j2 1, : : :, l, if there exists
 2KL such that the following holds. For each pair of strictly positive
real numbers (,), there exist real numbers "k = "k (,) >
0, k= 1, 2, : : :, j, and for each fixed "k 2 (0; "k ), k= 1, 2, : : :, j,
there exist "i = "i("1, "2, : : :, "i 1,, ), with i= j+ 1, j+ 2, ..., l,
such that the solutions of _x = F(t; x; ") with the so constructed
parameters "= ("1, : : :, "l) satisfy:
jx(t)j  (jx0j; ("1  "2    "l)(t  t0)) + ; (2)
for all t t0 0, x(t0)= x(t0) with |x0|. If we have that j= l,
then we say that the system is SPA stable, uniformly in ".
Assumption 3. The ESC scheme of (1) is SPA stable.
If a dynamical system such as equation (1) is SPA sta-
ble its output can start from an arbitrarily large initial bound
 (||x0||) and converging to an arbitrarily small bound 
such that ||y(t)  yv|| where yv =(v) is the desired steady
state value of y(t) (i.e., the optimum). Assumption 3 extends the
results of Assumptions 1 and 2 to the practical situation where the
continuous periodic dither input results in an output perturbed by
the bounded harmonics of the periodic input dither.
2.3. Encoding Scheme and Communication
Network Model
The purpose of an encoding scheme is to reduce the bandwidth
of a signal by minimizing redundancy. A common redundancy
in control systems is the high dependence of adjacent samples.
This enables the low bandwidth difference between two adjacent
samples to be used instead of the entire sample itself. However,
according to Premaratne et al. (2013), the transmission of the
difference is only beneficial in systems that use time division
multiple access (TDMA). An alternative to this is to use sporadic
sampling (aperiodic sampling) where the transmission takes place
only when there is a significant change in the signal. This makes
them more suitable for packet switched NCS. Both encoding
schemes considered in this paper fall into this category.
When an encoding scheme is used it is necessary to sample the
encoded variable (i.e., the output of the plant) at a sufficient rate
FIGURE 2 | Reconstruction error modeled as a disturbance.
TS. The encoded variable will then have to be reconstructed and
held for the sampling time TS. This results in an error which can
be modeled as a disturbance d(t)=y[k]  y(t) (Figure 2) where k
is the discretized time of the reconstruction due to holding. Due
to this error further assumptions are necessary.
Assumption 4. For the sufficient sampling time TS, there exists
an error bound q where jy(t)   y[k]j  q for t2 [(k  1)
TS, kTS). For convenience, q is taken as the upper bound of the
quantization error.
Assumption 5. Ideal synchronized clocks are used for periodic
sampling and reconstruction of y(t).
Assumption 6. The communication network uses packet
switched multiple access with a negligible channel access time com-
pared to TS.
From Assumption 4, the ESC scheme of equation (1) need
not be considered as a discrete system as in Choi et al. (2002).
Assumptions 5 and 6 are necessary to neglect any effect due to
delay and delay variation (jitter), which is inevitable in a packet
switched communication network according to the results of
Zampieri (2008), Donkers et al. (2011), and Premaratne (2014).
In Tan et al. (2010), it ismentioned that dither signal p(t) cannot
be correlated to the disturbance d(t). This can be expressed as:
lim
T!1
Z T
0
p(t)d(t)dt = 0 (3)
where T is the perturbation period and p(t)= b sin(!t). If the
two correlate, the direction of update u may be wrongly inferred.
This is one of the assumptions used in Tan et al. (2010) to prove
convergence of the system. In addition, it is also mentioned that
in practice a small correlation can be tolerated provided that
the integral of equation (3) is sufficiently small. Therefore, it is
possible to relax the requirement of equation (3) such that
lim
T!1
Z T
0
p(t)d(t)dt = O(b2) (4)
will suffice for 1  b. The requirement of equation (3) can be
used to prove convergence when the reconstruction error can be
obtained analytically as in the case of MBET (Lemma 1). When
this becomes difficult as for ETADM; equation (4) or empirical
correlation of the integrator input of (Figure 1) has to be used.
2.4. Encoding Schemes
In this section, the two encoding schemes used (MBET and
ETADM) are introduced in terms of their functionality and main
parameters. Based on this in Section 3, the scenarios under which
these encoding schemes fail for ESC are derived.
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FIGURE 3 | Pseudocode for a MBET encoder.
2.4.1. Memory-Based Event Triggering
In MBET of Arzen (1999), Lehmann and Lunze (2010), and
Lunze and Lehmann (2010), a periodically sampled input is used.
A subsequent sampling event takes place when the difference
between the input and the stored input value during the previously
triggered event exceed a threshold. The event-based sample is
then transmitted across the communication network and at the
receiver a Zero Order Hold (ZOH) is used to reconstruct the
original signal. The pseudo code of a MBET encoder is given by
Figure 3.
The output z[k] becomes the reconstruction y[k] once it is
held at the ZOH. According to the results of Premaratne et al.
(2013), this method is highly efficient in reducing network traffic.
However, according to Hirche and Buss (2004), it can become
unstable when a packet drop occurs. The main parameter for
MBET is the event triggering threshold eT. From the result of
Lemma 1 of Premaratne (2016), an MBET encoded signal can be
practically approximated to a biased quantizer with a step size of
eT. This makes it relatively simple to apply to a practical system.
2.4.2. Event Triggered Adaptive Differential
Modulation
In ETADM of Premaratne et al. (2013), the error between the
input and locally reconstructed signal is first encoded at the trans-
mitter by an Adaptive Differential Modulation (ADM) encoder
(Figures 6 and 7). TheADMencoder encodes the difference into a
variable step size S[k] (for a given time), ranging from aminimum
step size Smin to amaximum step size Smax with a step increment of
S. When the ADM encoder converges to the input, the step size
forms a periodic cycle S[k]=  S[k  1]= Smin. FromTheorem
3 of Premaratne et al. (2013), this periodic cycle can be blocked by
a subsequent encoder such that
M(S[k]) =
(
S[k] jS[k]j > eT where eT = Smin
0 elsewhere:
(5)
The non-zero output of M() is then transmitted across the
communication network (Figure 8). At the receiver, the signal is
reconstructed (i.e., decoded) by a lossy integrator similar to that of
the encoder instead of a ZOH.The lossy integratormakes ETADM
robust to bounded packet drops compared to MBET. When com-
pared to MBET, the computational complexity of ETADM is
significantly higher. Encoding MBET requires only three lines of
pseudo code (Figure 3).One the other hand, ETADMrequires two
lossy integrators, the block M() and a sign function calculation
and the step adaptation of Figure 7. The step adaptation itself has
to detect the input sequence of continuous 1 or 1 and increment
the step size. If there is a transition in the input (i.e., 1 becomes
1 or vice versa), the step size has to be decremented. Further-
more, the selection of parameters for a particular application is
heuristic.
3. MAIN RESULTS
In this section, the effects of using encoding schemes for ESC
are analyzed from a theoretical perspective and empirically ver-
ified using Simulink. Reasonable parameters are selected for the
simulated ESC example with b= 0.2 and G= /b= 1. The system
dynamics of the simulated example are given by _x = (u)   x.
The objective function and frequency are selected according to the
scenario. Each simulation has a sampling time of 0.01 s and is run
for 5000 s.
3.1. Memory-Based Event Triggering
Lemma 1. The sinusoidally perturbed ESC system described by
(1) that satisfies Assumptions 1 to 6 will converge under MBET
encoding if there exists no ux, uy 2 R such that |(ux) (uy)|< eT
and |(ux  uy)|> 2b where b> 0 is the amplitude of the sinusoidal
perturbation.
Proof. At steady state for an initial value u0 2 [ux, uy] such
that u2 [u0  b, u0 + b]  [ux, uy], no events will be trig-
gered since |(ux) (uy)|< eT. Therefore, d(t)= y(t)   y[k] =
g (x (u0 + bsin(!t)))   yS = (u0 + bsin(!t))   yS, where yS
is a constant since no events are triggered. Therefore from
equation (3),
lim
T!1
Z T
0
p(t)d(t)dt
= lim
T!1
Z T
0
b sin(!t) [ (u0 + b sin(!t))  yS] dt
= b lim
T!1
Z T
0
sin(!t) (u0 + b sin(!t)) dt 6= 0:
The correlation is non-zero due to the fact that since  is
Lipschitz for all  such that ddu(u) 6= 0, (u0 + b sin(!t))
consists of a fundamental at ! and harmonics.
Example 1. Consider the system of (1) with u= x and the plant
input-output map:
y = G(x) = (x3 + 1)=(x6 + 1) (6)
From the plot of Figure 4, the optimum input, v 0.75, and
the corresponding optimum output is (v) 1.2. The output map
has a plateau at u= x2 [ 0.21, 0.21] where y  1. When b= 0.2
and perturbation frequency f =!/(2)= 10Hz, the system fails
to converge when eT = 0.1 (Figure 5A) and succeeds only when
eT is reduced to 0.01 (Figure 5B).
Remark 1. In order to guarantee convergence when usingMBET,
prior knowledge of the non-existence of a plateau in the function
(u) is required. This may not be possible in a time variant objective
function.
3.2. Event Triggered Adaptive Differential
Modulation
Unlike in MBET, the error d(t) of ETADM is complex to model.
This is due to the complex state transitions of the ETADMencoder
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FIGURE 4 | Input-output map of the plant of example 1.
A B
FIGURE 5 |MBET encoded ESC performance for the plant of example 1. (A) Non-convergence for eT =0.1. (B) Convergence for eT =0.01.
that are highlighted in Theorem 2 of Premaratne et al. (2013).
Therefore, it is necessary to ensure that the reconstruction y[k]
and p(t) are correlated unless y(t)=(v). Thus, if the perturbation
frequency f can by tracked by a cycle of the encoder state S[k],
this requirement can be satisfied. Taking the minimum number
of samples to maintain a cycle as , the value of f would be
given by
f  1
TS
(7)
Finding a suitable value for  requires insight into the cyclic
behavior of S[k] of the ADM encoder based upon its implementa-
tion (Figures 6 and 7).
From the proof of Theorem 2 of Premaratne et al. (2013),
the possible values of S[k] are discrete and range from Smax,
 (Smax +S), : : :, Smin, and Smin, Smin +S : : : Smax. Thus,
these discrete values can be taken as individual states. By denoting
the state (i.e., value of S[k]) at time k is denoted by the subscript
Sk and the sign of e[k] as Ek = sgn(e[k])= { 1, 0, 1} the state
transitions can be represented as:
Sk+1 =
8>>><>>>:
Sk +S Ek = 1 and Sk 6= Smax
Smax Ek = 1 and Sk = Smax
 (Sk  S) Ek =  1 and Sk 6= Smin
 Smin Ek =  1 and Sk = Smin
(8)
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if Sk is positive and
Sk+1 =
8>>><>>>:
 (Sk +S) Ek =  1 and Sk 6=  Smax
 Smax Ek =  1 and Sk =  Smax
Sk  S Ek = 1 and Sk 6=  Smin
Smin Ek = 1 and Sk =  Smin
(9)
if Sk is negative.
Since the cycle given by S[k]=  S[k  1]= Smin would be
blocked by equation (5), from equations (8) and (9), the cycle with
the next largest step size (i.e.,(Smin +S)) is given by
Sk 3 = Smin;
Sk 2 = Smin +S;
Sk 1 =  Smin;
Sk =  Smin  S;
Sk+1 = Smin: (10)
This cycle becomes {0, Smin +S, 0,  Smin S} after block-
ing by equation (5).
FIGURE 6 | Schematic of the ADM encoder.
From equation (10), the minimum value of  is four. How-
ever, since the lossy integrator with an equation given by
x[k+ 1]=Kx[k]+KM(S[k]) (K< 1 with K being as close as pos-
sible to one) attenuates the signal when M(S[k])= 0, additional
transitions of S[k]= (Smin +S) would be required to compen-
sate for the attenuation x[k+ 1]=Kx[k]. Thus, the perturbation
frequency of equation (7) will have to satisfy the condition
f < 1
TS
=
1
4TS
(11)
This result is verified for a bell function (u)=
exp[ (u  2)2/2] with a maximum at u= 2. Three sets of
parameters for ETADM encoding (S1, S2, and S3) are selected
such that Smin is comparable with the perturbation amplitude b
(Table 1). For these results and the sampling time of 0.01 s,
f < 25Hz.
Table 2 shows the results in terms of correlation, conver-
gence, and bandwidth reduction. Out of the multiple frequen-
cies used 50Hz and 25Hz are selected so that the perturbation
cycle can only be reconstructed by two and four ETADM step
values, respectively. For both of these frequencies, there is no
significant correlation and convergence as predicted by equation
(11). The frequency of 40Hz is selected in between 50Hz and
25Hz for observation of the intermediate behavior. In this case,
though there is an unexpectedly high correlation, the convergence
TABLE 1 | Encoding scheme parameters.
Parameter set Values
Smin Smax S
ETADM S1 0.2 0.8 0.2
ETADM S2 0.1 0.4 0.1
ETADM S3 0.05 0.2 0.05
FIGURE 7 | Schematic of the ADM decoder.
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TABLE 2 | ETADM performance results (correlation, convergence, and bandwidth reduction).
Property Smin Frequency (Hz)
0.5 1 5 10 12.5 25 40 50
Correlation 0.2 0.5542 0.6029 0.5650 0.6413 0.6804  0.0132 0.8229  0.0042
0.1 0.8060 0.8105 0.8216 0.8594 0.8578 0.0410 0.9377 0.0000
0.05 0.9332 0.9338 0.9371 0.9142 0.8413 0.1535 0.9619 0.0000
Convergence Time (s) 0.2 196.5 225.3 266.2 361.8 414.7 – 1636 –
0.1 198.6 213.2 238.5 279.0 380.3 – 1328 –
0.05 204.5 207.3 226.3 319.0 409.1 – 2164 –
Bandwidth Reduction (%) 0.2 73.36 74.41 72.75 72.18 72.68 50.00 71.55 75.20
0.1 74.29 72.79 74.73 74.36 71.22 50.08 74.47 74.84
0.05 70.36 70.29 69.91 67.92 63.96 50.03 72.91 74.53
FIGURE 8 | Stages of ETADM encoding.
TABLE 3 | Traffic reduction and convergence comparison.
Encoder Convergence Traffic reduction
Time (s) Diff. (s) Diff. (%) Samples %
Benchmark 255.2 – – – –
ETADM 257.1 1.9 0.7 30002 70.0
MBET 296.1 40.8 13.8 3018 97.0
time is very large compared to the remaining values. Consistent
results are obtained for frequencies below 25Hz where there is a
sufficiently high correlation and rapid convergence.
3.3. Performance Comparison
Table 3 compares the performance of MBET and ETADM
with eT = Smin = 0.1 with a periodically sampled benchmark.
The results show that for comparable parameters MBET out-
performs ETADM in terms of bandwidth reduction. This con-
firms the previously published results of (Premaratne et al.,
2013). However, though MBET is more bandwidth efficient than
ETADM, it is increases the convergence time compared to the
benchmark.
4. DISCUSSION
Extremum Seeking Control (ESC) is an effective method capable
of locating and maintaining a plant at an optimum operating
point. It can do so with minimal a priori knowledge of the
plant. When the ESC scheme uses sinusoidal input perturbation
a high bandwidth is required for sampling and correlating the
plant output with the dither signal. This can be reduced by using
an encoding scheme for the feedback path. In this paper the
convergence requirements and bandwidth performance of two
encoding schemes, Memory-Based Event Triggering (MBET) and
Event Triggered Adaptive Differential Modulation (ETADM) are
investigated.
The result of Lemma 1 proves that MBET will not converge
if the objective function has a plateau such that the plateau
range is greater than the perturbation amplitude and height
is less that the MBET threshold. ESC is expected to function
without a priori knowledge of the objective function. As men-
tioned in Remark 1, when MBET encoding is used, knowledge
of the non-existence of a plateau in the objective function is
necessary.
In the case of ETADM, the convergence result depends on the
correlation between the plant output and its reconstruction. The
requirement of f < 1/(4TS) [equation (11)] was obtained for the
perturbation frequency which were confirmed in the empirical
results of Table 2.
In terms of bandwidth reduction, MBET performs better than
ETADM with 97% and 70% bandwidth reduction, respectively.
However, the use of MBET results in a longer convergence
time. Out of the two methods, the authors prefer ETADM due
to this reason because the convergence time is significantly
less than that of MBET. Furthermore, ETADM can mimic the
periodic output of the plant due to its cyclic behavior and is
also robust to packet drops. The effects of packet drops on
control systems have been subjected to numerous recent stud-
ies, such as Cloosterman et al. (2008), Quevedo et al. (2011),
and Quevedo and Nesic (2011). Of particular interest is the
use of Markovian chains for modeling the dropout as in Wei
et al. (2014a,b, 2015b) and Wei et al. (2015a) for application
in ESC.
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In this paper, the benchmark of Smin = eT was used. The main
future direction is to develop amore comprehensive benchmark in
terms of parameters and dynamical systems for comparing diverse
sporadic sampling methods. In addition, for any problem, the
parameters of ETADM have to be selected heuristically. Devel-
oping a framework for selecting suitable parameters for ETADM
encoding for a particular application is another required future
direction. The possibility of using low bandwidth asymptotic
cycles similar to that reported in Premaratne (2016) instead of
a sinusoidal perturbation for ESC is another interesting research
avenue.
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