Conclusions
Conclusions
• Acquired language disorder
• Difficulties with closed class words
• Difficulties with verbs
Traditionally these difficulties were explained using linguistic theory. However, theories of competence struggle to explain:
• variation between patients
• variation within patients
Kolk: "inconsistency is the hallmark of aphasic behavior" Therefore aphasia might be (partly) due to reduced processing capacity and therefore a difficulty of these patients to process complex materials.
Problem: how do we measure complexity or processing capacity?
First used in communication by Claude Shannon (1948). His research focused on sending signals over technical channels.
"The fundamental problem of communication, is that of reproducing at one point a message selected at another point"
Shannon discovered that it is not the speed but the complexity of the message that determines errors. Each message has a certain entropy: a complexity measure based on a statistical measure of probability, so that each message has a stated probability of occurrence, or entropy, expressed in bits.
H(X) thus consists of the sum of the informative values of the single elements of the message, in which each of these values is weighed for its share in the total frequency.
Resolving uncertainty / entropy requires energy.
There is a link between the availability of processing resources and the capacity to process information expressed in bits. In which I equals information load of verb form (m), F the frequency of the verb form and R the number of grammatical functions the verb form can fulfil.
Entropy of the inflectional paradigm
In which F e represents the probability of a verb form within its inflectional paradigm and R the number of functions that verb form can fulfil. The inflectional entropy measure provides the amount of information carried by a verb's inflectional paradigm, in bits. So for the verb spelen (to play) the entropy is 1.447.
Interaction:

Group x entropy
Group x information theory
