Diffusion transforms  by Rosencrans, Steven I
JOURNAL OF DIFFERENTIAL EQUATIONS 13, 457-467 (1973) 
Diffusion Transforms 
STEVEN I. ROSENCRANS 
Department of Mathematics and Statistics, University of New Mexico, 
Albuquerque, New Mexico 87IO6 
Received April 24, 1972 
1. INTRODUCTION 
In [16] we found some rest&s about It6’s stochastic integral by using 
the transform H + fi, &t, x) = EH(y, , x), where yt is the stochastic 
integral and H is a solution to a hyperbolic partial differential equation. 
It turns out that A then satisfies a parabolic partial differential equation 
or inequality. In the present paper we carry this idea further. 
In Section 2 we show that, when yt is replaced by a general diffusion 
process, the above transform can be used to map solutions of a second- 
order abstract Cauchy problem to solutions of first-order abstract Caucby 
problems. In Section 3 the same idea is used to give a new probabilistic 
derivation of the formulas for the semigroup generated quadratic polynomials 
P(A) in terms of Gaussian integrals of the semigroup generated by A. 
In Section 4, Kac’s solution of the telegraph equation [see, e.g. [13]) is 
worked out explicitly in the singular case of the Darboux equation, and 
this representation is combined with results of Section 1 to yield a proba- 
bilistic derivation of a formula for solutions to the Darboux equation. 
It may be helpful to point out the difference between our use of a diffusion, 
as a time, and the more standard use, as a space variable. Specifically, if y 
is the initial value of the solution of a parabolic equation governing a diffusion 
xi, EJY(x,) is a solution to the equation. But we instead consider Eu(x,) 
where t + zl(t) is already a solution to a certain type of abstract Cauchy 
problem, and xt is a diffusion related in a certain way to that abstract Cauchy 
problem. The function t - Eu(x,) then satisfies a new abstract Cauchy 
problem. 
2. TRANSFORMING SECOND-ORDER ACP TO &MT-ORDER ACP 
Suppose u is a solution to the abstract Cauchy problem (ACP) 
*e2(t)utt + f(t)q = Au tER 
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where u(t) lies in a Banach space B and A is a linear operator on B. (For 
the moment, further assumptions on A are unnecessary, but we might as 
well assume A to be a C,,-semi-group generator.) Let (xt, t > 0) be the 
diffusion process satisfying the stochastic differential equation [14; p. 501 
I 
dxt = f(+> dt + 44 db, 
x, = 0 
where db, is the differential of a standard Brownian motion process. (We 
assume that e and f are C’ and satisfy a growth condition sufficient to insure 
that the above equation has a solution for all t, e.g. e2 + f 2 < K(1 + t2).) 
Next, define the “diffusion” transform 
C(t) = Eu(x,) t > 0. 
(Note that this is a Bochner integral.) By Ito’s lemma [14; p. 321 (for smooth 
B-valued functions u), 
d44 = 44 & + S~ttW(d~t)” 
= b&)f (4 + t&-d e2hll dt + 44 44 dbt 
= Au(+) dt + ~~(3~) e(q) db, . 
Thus under the added condition 
we have 
ES8 ut2(xt)e2 (xt) dt < co S>O 0 
Ez&) - u(O) = Es” Au(q) ds 
0 
= 
s 
t AEu(x,) ds 
n 
(E and A commute, as they act on different variables) and hence 
I d, = Azi G(O) = u(0) (2) 
zuhich proves that under the condition (l), the transform ti satisjies the jkst- 
order ACP (2) and moreover has the same initial value as u. 
We can also from (2) obtain an estimate on the way in which sup, 11 u(t)/1 
changes under a singular perturbation. 
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THEOREM. Suppose that the abstract Cauchy problem 
&ee2(t)utt + ut = Au tER 
40) = 9 
M-9 = # 
possess a unique solution satisfying (1) where e is C’ and e2(t) < X(1 + t2) 
for some K > 0. Then, no matter how small e is, 
is always greater than or equal to the corresponding quantity for e = 0, namely 
;“, II WI 
where ti is the unique solution to 
zi, = Azi 
d(O) = ‘p. 
Proof. Follows trivially from G(t) = Eu(x,) and the fact that f Bu(x,)] < 
E I 44. 
We now give some applications of the diffusion transform. 
EXAMPLE 1. If f = 0 and e = 2112 then xt = 21j2b, La”” b(2t), so 
e-(x2/4t) 
w = s, 44 -&q dx- 
The fact that the function zi defined by this formula is a solution to zi, = Azi, 
when utt = Au, has been noted numerous times [3, 11, 181 and was also 
mentioned in [16; Remark 21. See also [l]. (In this manner the Poisson 
integral solution to the heat equation is derived from the solution to the 
wave equation having the same initial value.) 
EXAMPLE 2. If e = 21/2 and f (t) = 2&-l, X > 0, &en (xt , d > 0) is the 
(positive) Bessel process in 1 + 2h “dimensions” (with a certain scaling 
of time) 
dx, = 2hx;l dt + 2* db, t>o 
x, = 0 xt >, 0 
(3) 
and since (see [12; p. 601) 
P(x, E d,) = c(h)t-(1-2”)/2 e-z"/4t ,$A & x>o 
c(X)-1 = 22,+ T(h + 4) (41 
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(xt > 0 almost surely for t > 0) we have that if u is a solution to the Darboux 
equation 
2x 
utt + t ut = Au t>O (5) 
then 
zi, = AzZ 
where 
ii(t) = c(X) irn u(,)t-‘1+2”“2 e--w dx. 
EXAMPLE 3. Finally we give a singular case of the diffusion transform. 
Suppose that 
We claim that if 
then 
G(t) : = Ez4(21/2 1b, I) 
6, = Ai. + (.nt)-1’2# 
fi(J = p 
t>o 
(6) 
t>O (7) 
Our argument will be a formal one, but since (8) can be easily verified by a 
direct calculation from (7), we do not bother to make it rigorous. First, 
if xt = 21/2 1 bt I, then 
dxt = 21/2 sgn(b,) db, + 2W&) dt 
where S = Dirac delta situated at zero. This follows by formally applying 
Ito’s lemma to the continuous function r -+ 21j2 1 Y / and interpreting 
derivatives distributionally. 
Then a second application of Ito’s lemma yields, formally, 
du(x,) = Ut dx, + jju,,(dx,)2 
= ~4,(2l/~ 1 6, I) 21/2S(b,) dt + z&21/z 1. b, I) dt 
+ a term of zero mean 
= 21/2~t(0) S(b,) dt + A+,) dt 
+ a term of zero mean, (9) 
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since g(x) 6(x) = g(0) S(X). It is simple to see that 
Eqb,) = (2979-l/2 
so (9) implies (8), upon taking expectations. 
Note that if Z/J = 0 then 4 satisfies izt = A& This, together with the 
fact that in (6) we assume only that u satisfies utt = AU for positive times, 
suggests an application to non-well-posed problems. For example, take 
A = -d2/dx2, \L = 0. Then zi, given by (7), is a solution of the backward 
heat equation. See also [2]. 
Remark 1. It should be noted that a similar diffusion transform method 
works if there are several coordinates t, ,..., t, considered as time coordinates. 
I.e., if 
i iTk et&> e&> & + TM) $, = Au It = (h ,..., h)> (10) 
I I 
and 
dx(r) = f(+)) dr + 4x(r)) db, r>O 
x(0) = 0 E Rn 
then the diffusion transform zi(~) = &(x(r)) satisfies GV = ‘A& (Here b, , 
Y > 0, is an n-dimensional Brownian motion and f is a mapping from R” 
to R”, and e(x) is for each x in R” the n x n matrix (e3 in equation (lo).) 
Of course a condition such as (1) must be satisfied. 
Remark 2. Our fundamental result (2) can also be proved by more 
classical means. The following is a formal classical proof. Let p(t, x, S) be 
the positive solution to 
pt = H,*P = H,P 
and ~(0, X, s) = 6(x - s), 
where 
s m P(h 
x,s)ds = 1, 
--co 
H, ==ie2(s)-$+f(s)$, 
and H,* is the formal adjoint. 
Then if we define 
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formally we have 
z&(t) = 1-1 up, ds = j_,, uH,*p ds 
zzz 
s m (HsulP h --co 
m = 
I 
(AZ@ ds 
-co 
= A 
s 
m up ds = Ah(t), 
-cc 
and since p(0, X, s) = 8(x - s), 
d(0) = jm u(s)S(x) = u(0). --m 
3. QUADRATIC POLYNOMIALS OF A 
Suppose that A is the generator of a strongly continuous group ( Tt , t E R) 
of operators on the Banach space B, and suppose that u is the solution 
to the Cauchy probIem 
ut = Au 
u(O) = 9 
I.e., u(t) = T$qx Now let fi > 0, 01 E R. We show how to construct, by 
a diffusion transform, the semigroup generated by a4 + PAZ. (See [g--11, 
15, 17, 191.) By Ito’s Lemma, 
du(olt + (2P)+b,) = (q + /3utt) dt + a term of zero mean 
= (aA + pA2)u dt + a term of zero mean, 
(11) 
hence if Q(t) := Eu(olt + (2p)@ b,) (t > 0) we have 
i.e., for t > 0 
~2, = (aA + /3A”)zi 
G(O) = 9 
(12) 
Tp(&t) = ET,(at + (2P)““Q 
= 
s 
R TA(cxt + (2/3)1’2x) es dx, 
(13) 
where P(A) = olA + pA2. 
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Of course for the above to make sense y (in (12)) must be in the domain 
of A2, the condition guaranteeing zero mean in (11) must be satisfied, and 
strictly speaking an element # E g(A2) must be inserted on both sides of 
(13) to make a strong integral. 
4. THE DARBOUX EQUATION 
If u is a solution to the Cauchy problem 
utt = Au 
40) = Y 
W) = * 
then under mild conditions on A the transform 
u”(t) = Eu(T(t)) 
satisfies the Cauchy problem 
if T(t) is the random time 
T(t) : = lt (-1)Q”’ dr 
(14) 
(15) 
where (Q(r), Y >, 0) is a Poisson process with intensity a(t), a being positive 
and smooth. This means 
for Y > s and k = 0, I,2 ,... . This transformation was used by Kac (in a 
special case) and was later extended by Kaplan [13]. See also [9] for an 
explanation of the mechanism that brings this about. 
The di&rsion transform technique of Section 2 allows us to establish a 
connection between the integral (17) and the “time”-dision associated 
with (16). Namely: 
PROPOSITION. Let a be a positive smooth fun&m and let yt be the daJ&sion 
dy, = 2a(y,) dt + 2112 db, t>o 
yo = 0. 
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.M (Q(r), f- B 0) b e a Poisson process with &em&y a as is (18) and amme 
Q co~~~ucted so as to be i~epe~e~~ of (b, , t 2 0). Then for t > 0 
T(y,) = joYi (-l)Q(v) dr “2 b(2t). 
F%M#. We have seen in Section 2 that t --+ IZ&(yJ and f --+ ~~2lfzb~} 
both satisfy the Cauchy problem 
vt = Av t>O 
v(O) = 93 
hence if A generates a strongly ~on~nuous semigroup, which we now 
assume, we must have (by uniqueness) 
since Q and y are independent, so 
Eu( T( y,)) = Eu(2W$ 
and since it is true for ail solutions zl, it follows that 
W) ‘g 2’2 b, ‘2 b@), 
which completes the proof. 
We now discuss the transform of Kac-Kaplan in the singular case of 
the Darboux equation. We aim to find an explicit formula for u” in (15) so 
that n satisfies the Darboux equation, i.e., equation (16) with a(t) = At-l 
where X > 0. (Equation (16) then becomes equation (5).) The argument 
that follows will be formal at points. There is no reason to fill in any of the 
details since the final formula can be easily checked directly. 
Let n be a positive integer and consider the process Q with intensity 
nh(nt + 1)-l. Note this converges to At-l as n -+ co. (If we were to take 
a(t) = At-l directly then (18) would imply Q(r) = co almost surely for all 
r > 0.) Let T%(t) be the resulting random time. We claim that 
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as n -+ co, where Z is a random variable satisfy<ng - 1 < Z < 1 and 
whose distribution we shall determine by using the Proposition. First note 
from (18) that 
P(&~(Y) = k) = (1 + TZY)-~ 2 (log (1 + YZY))“. 
Then T,(t) 1 t___ = t s (-I)&““’ dr o 
1 =- 
f 
nt (-1) Q&h) ds 
7-d 0 
lam 1 *t 
= ;i j. (- 1) Ql(s) as 
since (20) shows Q,(s/n) ‘2 QI(s). Th us the problem arises to show that 
(21) possesses a limiting distribution as nt -+ co. This can be shown by 
considering the moments of the’ right side of (21). Their limiting values 
can be easily computed by writing the powers as iterated integrals and 
observing, e.g., for the third moment, that 
(-1)Q(~)tQW+QG) = (-l)Q(r)(-1)8(t)-Q(s) 
so that if Y < s < t, the two factors on the right are independent. (This 
trick was used in [13].) Thus we regard (19) as established, and proceed 
with the determination of the law of 2. By the Proposition, if yt is the Bessel 
process (3) independent of the Q-process, hence independent of Z, 
yg ‘2 b(2t) t > 0. (22) 
Let g be the density function of 2 (g is clearly an even function) and let 
Pt be the density function of yt (see (7)). Then (22) states 
joy P, (Jg g(r) $ = $E$ m > 0. 
This is an integral equation for g which can be solved by taking the Mellin 
transform of both sides. The result is 
P,“(s) g*(s) = 2s-W2lys/2) 
where the star indicates the Mellin transform. This yields, when Pi* is 
computed 
1 
g*(s) = (4+ 
T(sj2) r(x -I- l/2) 
J-v + 4) 
505/13/3-s 
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and from [S, p. 3111 we .find 
g(r) = K(h)(l - ?)A-1 -l<r<l 
K(X) being determined by jg = 1. 
The conclusion of all this is that ;f u satisfies (14) then 
satisjes 
C(t) = Eu(tZ) = j’ K(A)(l - ~~)~-i u(tr) dr 
-1 
2x 
(23) 
with the same Cauchy data as u. This formula (23) may be found in numerous 
places, e.g. [4]; but as far as we know, this is the first probabilistic derivation. 
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