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Summary
In this thesis, we consider positive Hermitian algebraic functions on holomor-
phic line bundles over compact complex manifolds. In particular, we consider
the tensor product of certain positive powers of a positive Hermitian algebraic
function satisfying the strong global Cauchy-Schwarz (SGCS) condition on a
holomorphic line bundle with another fixed positive Hermitian algebraic func-
tion on another holomorphic line bundle.
Our first main result is to give an effective estimate (in terms of certain ge-
ometric data) on the smallest power needed to be taken so that the integral
operators associated to the resulting tensor product is a positive operator on
the vector space of global holomorphic sections of the line bundle involved.
The ingrdients of the proof of our first main result lead readily to our second
main result, which is an effective Hermitan positivstellensatz. Namely, we give
an effective estimate on the smallest power needed to be taken so that the re-
sulting tensor product of Hermitian algebraic functions is a maximal sum of
Hermitian squares, so that the induced Hermitian metric from the Hermitian
algebraic functions may be regarded as the pull-back of the standard Hermitian
metric on the universal line bundle over certain complex projective space (via
certain holomorphic map from the complex manifold into the complex projec-
tive space). The results in this thesis may be regarded as an effective version of




Unlike the method of Catlin-D’Angelo, our approach in this thesis is rela-
tively elementary, direct and geometric, and does not depend on estimates on
Bergman kernel. Roughly speaking, our approach is to consider separately the
behaviour of the kernels of the integral operators in tubular neighborhoods of
the diagonal of the product manifold as well as that in the complementary re-
gion, and derive our desired estimates by constructing good approximants of




1.1 Background and outline of the main results
A central topic in real algebraic geometry is Hilbert’s seventeenth problem of
representing a nonnegative form on Rn as a sum of squares of rational func-
tions. An affirmative solution was first provided by Artin’s positivstellsatz in
1927 (cf. [2]). Since then, related topics have continued to be widely studied
from different viewpoints (cf. [10, 11, 12, 20, 21, 23, 24, 25] and the references
therein).
For the corresponding problem in the Hermitian case, Quillen [20] and
Catlin-D’Angelo [10] proved independently the following positivstellensatz:
for any Hermitian bihomogeneous polynomial f on Cn which is positive on
Cn \ {0}, there exists `o > 0 such that for any ` ≥ `o, there are homogeneous












where z = (z1, · · · , zn). Later, Catlin-D’Angelo generalized this positivstel-
lensatz to the case of positive Hermitian algebraic functions on holomorphic
1
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line bundles over compact complex manifolds, and this was formulated as an
isometric embedding theorem of the associated Hermitian metrics on the line
bundles in [11] (see Section 2.3 for the definition of Hermitian algebraic func-
tions and Catlin-D’Angelo’s result stated as Theorem 2.4.2). Catlin-D’Angelo
obtained their positivstellensatz by proving that certain associated integral op-
erators are positive.
In this thesis, we consider the effective aspects of Catlin-D’Angelo’s posi-
tivstellensatz and the positivity of the associated integral operators mentioned
above, which we briefly describe below. Let L and E be two holomorphic line
bundles over a compact complex manifold X, and let R and P be positive Her-
mitian algebraic functions on L and E respectively, such that R satisfies the
strong global Cauchy-Schwarz (SGCS) condition. For each m ∈ N, we con-
sider the associated integral operator KRmP,Ω on H0(X, Lm⊗ E) (see Section 2.4
for the definition of the SGCS condition and Section 4.1 for the definition of
KRmP,Ω). Here Ω denotes the volume form on X induced from R. Our first
main result in this thesis is to give explicit positive constants C] and m] ex-
pressed in terms of certain geometric data arising from R and P such that for
all m ∈N satisfying m ≥ m] and all s ∈ H0(X, Lm ⊗ E), one has∣∣∣∣KRmP,Ω(s, s)− pinmn ‖s‖22
∣∣∣∣ ≤ C]mn+1‖s‖22. (1.2)
(see Theorem 4.2.1 for the precise statement). The ingredients of the proof
of the first main result lead readily to our second main result, which is an
effective Hermitan positivstellensatz. Namely, we give an explicit constant mo
expressed in terms of certain geometric data arising from R and P, such that
for each m ∈ N satisfying m ≥ mo, the Hermitian algebraic function RmP is a
maximal sum of Hermitian squares (on the line bundle Lm ⊗ E); in particular,
there exists some holomorphic map φ : X → PN (with N depending on m)
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such that
((Lm ⊗ E)∗, hRmP) = (φ∗OPN(−1), φ∗hN). (1.3)
(see Theorem 4.2.2 for the precise statement). Here hRmP denotes the Hermitian
metric on Lm⊗E induced from R and P, and hN denotes the standard Hermitan
metric on OPN(−1).
We emphasize that the main contribution of this thesis lies in our effective
estimates of C], m] and mo, while the positivity of the operator KRmP,Ω for
sufficiently large m and the existence of mo (without effective estimates) are the
content of Catlin-D’Angelo’s positivstellensatz. We also remark that Varolin
[25] used an asymptotic expansion for the Bergman kernel for high powers
of holomorphic line bundles obtained by Berman-Berndtsson-Sjöstrand [4] to
obtain an asymptotic formula for KRmP,Ω as given in (1.2) but without effective
estimate on the constant C]. Hence our first main result (Theorem 4.2.1) can
also be regarded as an effective version of Varolin [25]’s refinement of Catlin-
D’Angelo result on KRmP,Ω.
The arguments of Catlin-D’Angelo in [11] depended on Catlin’s result [9]
about perturbations of the Bergman kernel on the unit disk bundle associated
to a negative line bundle. As mentioned earlier, Varolin’s subsequent refine-
ment in [25] depended on an asymptotic expansion for the Bergman kernel
for high powers of holomorphic line bundles obtained by Berman-Berndtsson-
Sjöstrand [4]. In constrast, our approach in this thesis is relatively elementary,
direct and geometric, and does not depend on estimates on Bergman kernel.
Roughly speaking, our approach is to consider separately the behaviour of the
kernels of the integral operators in tubular neighborhoods of the diagonal of
the product manifold as well as that in the complementary region, and derive
our desired estimates by constructing good approximants of the kernels of the
integral operators in tubular neighborhoods of some carefully chosen radius.
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1.2 Thesis structure
The organization of this thesis is as follows.
In Chapter 2, we cover some background material and introduce some nota-
tions. In particular, we recall the definition of the Hermitian algebraic functions
and the strong global Cauchy-Schwarz (SGCS) condition, and we recall Catlin-
D’Angelo’s Hermitian positivstellensatz.
In Chapter 3, we first recall the diastasis function and the Bochner coordi-
nates associated to a real-analytic Kähler metrics on complex manifolds. We
also consider the Cauchy function associated to a Hermitian algebraic func-
tion, and introduce some geometric invariants associated to Hermitian alge-
braic functions.
In Chapter 4, we introduce some integral operators associated to Hermi-
tian algebraic functions, and recall a criterion of Catlin-D’Angelo for a positive
Hermitian algebraic function to be a sum (resp. maximal sum) of Hermitian
squares in terms of the positive semi-definiteness (resp. positive definiteness)
of the associated integral operators. Then we state the main results of this the-
sis, which consist of an effective asymptotic formula for the associated integral
operators (Theorem 4.2.1) and an effective Hermitian positivstellensatz (Theo-
rem 4.2.2). We also construct certain approximants to the kernels of the integral
operators and give an integration scheme, which provides the framework for
the proof of our main results.
In Chapter 5, we derive some asymptotics estimates for the Cauchy func-
tions associated to Hermitian algebraic functions in some Bochner tubular
neighborhoods of the diagonal in the product complex manifold. We also de-
rive some uniform asymptotic estimates on Bochner coordinate balls for the
Kähler form and their volume form induced from a Hermitian algebraic func-
tion satisfying the SGCS condition.
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Finally in Chapter 6, we derive the estimates for the integrals involved in




In this chapter, we cover some background material on Hermitian algebraic
functions and introduce some notation. In particular, we recall the strong global
Cauchy-Schwarz (SGCS) condition for Hermitian algebraic functions and re-
call a theorem of Catlin-D’Angelo on modifying a positive Hermitian algebraic
function to become a maximal sum of Hermitian squares by repeated tensoring
with another Hermitian algebraic function satisfying the SGCS condition.
2.1 Conjugate complex manifolds
To facilitate ensuing discussion and set up some notations, we go through some
background regarding conjugate complex manifolds.
Let X be an n-dimensional complex manifold. The conjugate complex manifold
of X, denoted by X, is the unique complex manifold whose underlying real
differentiable manifold is the same as that of X and such that the identity map
on the underlying differentiable manifolds is an anti-biholomorphism between
X and X.
The conjugate complex manifold X can be constructed from X explicitly as
6
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follows: Suppose X admits an open cover {Uα} and holomorphic coordinate
maps φα : Uα → Cn such that φα ◦ φ−1β : φβ(Uβ)→ φα(Uα) ⊂ Cn is holomorphic
for all α and β. Then {Uα} also forms an open cover of X with corresponding
holomorphic coordinate maps given by φα : Uα → Cn where φα(x) = φα(x) for
x ∈ Uα.
For each point x ∈ X, we denote by x ∈ X the image of x in X under the
identity map between the underlying differentiable manifolds of X and X. By
construction, the map given by x 7→ x, x ∈ X is an anti-biholomorphism from
X onto X.
Remark 2.1.1. It is easy to see that for each holomorphic map φ : X → Y between
two complex manifolds X and Y, there exists a unique holomorphic map φ :
X → Y such that φ(x) = φ(x) for each x ∈ X.
2.2 Polarization of real-analytic functions
To facilitate subsequent discussion, we recall briefly in this section the polar-
ization of real-analytic functions on complex manifolds.
Throughout this section, let M denote a connected `-dimensional complex
manifold. We recall from Section 2.1 the conjugate complex manifold M of M,
and consider the the product complex manifold M×M. The diagonal subvariety
∆̂M of M×M is given by
∆̂M :=
{
(x, x) ∈ M×M ∣∣ x ∈ M} , (2.1)
which is easily seen to be a real-analytic submanifold of M×M. In general, ∆̂M
is not a complex submanifold of M×M. Note that ∆̂M is naturally isomorphic
to M with respect to their underlying structures as real-analytic manifolds.
Explicitly, the map ∆̂ : M→ ∆̂M given by
∆̂(x) = (x, x), x ∈ M, (2.2)
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is a natural real-analytic diffeomorphism between M and ∆̂M.
Let q : M → C be a real-analytic function on a complex manifold M, and
let T be an open neighborhood of the diagonal subvariety ∆̂M in the complex
manifold M×M. A holomorphic function q˜ : T → C is said to be a polarization
of q on T if
q˜(x, x) = q(x) for each x ∈ M. (2.3)
Proposition 2.2.1. For each real-analytic function q : M→ C on a complex manifold
M, there exists a polarization q˜ : T → C of q on some open neighbourhood T of the
diagonal subvariety ∆̂M of M×M. Furthermore if T is connected and q˜′ : T → C is
another polarization of q on T, then q˜′ = q˜.
Proof. We only give a sketch of the proof of this elementary proposition here.
Since q : M → C is a real-analytic function, there exists an open coordinate
cover {Uσ} of M with each Uσ biholomorphic to the polydisk of some radius
rσ > 0 given by
Uσ ∼= ∆`(rσ) := {z = (z1, · · · , z`) ∈ C`
∣∣ |zi| < rσ, 1 ≤ i ≤ `}, (2.4)
and such that q
∣∣
Uσ
admits a power series expansion (in terms of the coordinate











Here Z+ denotes the set of non-negative integers; for each α = (α1, · · · , α`),
β = (β1, · · · , β`) ∈ Z`+, one has zαzβ = zα11 · · · zα`` z
β1
1 · · · zβ`` , α! = α1! · α2! · · · α`!,
|α| = α1 + · · · + α`, and ∂|α|+|β|q/∂zα∂zβ = ∂|α|+|β|q/∂zα11 · · · ∂zα`` ∂z
β1
1 · · · ∂zβ`` ,
etc. Then {Uσ ×Uσ} forms an open coordinate cover of an open neighborhood
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T :=
⋃
σ Uσ ×Uσ of the diagonal subvariety ∆̂M in M×M with each Uσ ×Uσ
biholomorphic to
∆`(rσ)× ∆`(rσ) = {(z, w) = (z1, · · · , z`, w1, · · · , w`) ∈ C2`
∣∣ (2.7)
|zi| < rσ, |wi| < rσ 1 ≤ i ≤ `},
Furthermore the polarization q˜ : T → C of q on T is given on each Uσ ×Uσ by
q˜(z, w) := ∑
α,β∈Z`+
qαβz
αwβ, (z, w) ∈ Uσ ×Uσ. (2.8)
It is easy to check that q˜ is well-defined and independent of the choice of the
coordinates z on Uσ, and one has q˜(x, x) = q(x) for all x ∈ M. Finally suppose q˜
and q˜′ are two polarizations of q on a connected open neighborhood T′ of ∆̂M in
M×M. By considering a coordinate open set of the form Uσ ×Uσ ∼= ∆`(rσ)×





∆`(rσ)×∆`(rσ) are given by the right hand side of (2.8) (with each qαβ as
in (2.6)). Together with the connectedness of T and the identity theorem for
holomorphic functions, one easily sees that q˜′ = q˜.
2.3 Hermitian algebraic functions
In this section, we recall some background materials regarding Hermitian al-
gebraic functions on holomorphic line bundles, which are taken from [11], [14]
and [25]. As such, we will skip their proofs here and refer the reader to these
references for their proofs.
Throughout this section, we let X be a compact complex manifold and let
F be a holomorphic line bundle over X. The dual holomorphic line bundle of
F is denoted by F∗. We recall from Section 2.1 the conjugate complex manifold
X of X. The total space of F∗, denoted by the same symbol, is a complex
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manifold, and it is easy to see that its conjugate complex manifold F∗ forms a
holomorphic line bundle over X.
Following [25], a Hermitian algebraic function on F is a holomorphic function
Q : F∗ × F∗ → C such that, for each λ ∈ C and v, w ∈ F∗, one has Q(v, w) =
Q(w, v) and Q(λ · v, w) = λQ(v, w), where λ · v denotes scalar multiplication
along fibers.
Next, we consider the following alternative definition of Q. Let ρ1 : X ×
X → X and ρ2 : X × X → X denote the projection maps onto the first and
second factor respectively, and consider the holomorphic line bundle
ρ∗1 F⊗ ρ∗2 F (2.9)
over the complex manifold X × X, whose fiber at a point (x, y) ∈ X × X is
naturally isomorphic to Fx ⊗ Fy. Here Fx denotes the fiber of F at the point
x ∈ X, etc. Then with slight abuse of notation, Q is alternatively defined as
a global holomorphic section of ρ∗1 F ⊗ ρ∗2 F (i.e., Q ∈ H0(X ⊗ X, ρ∗1 F ⊗ ρ∗2 F))
satisfying the condition Q(x, y) = Q(y, x) ∈ Fx ⊗ Fy for all x, y ∈ X.
Under the above two alternative definitions, one easily sees that
Q(v, w) = 〈Q(x, y), v⊗ w〉 for all v ∈ F∗x , w ∈ F∗y , x, y ∈ X, (2.10)
where 〈 , 〉 denotes the pointwise pairing between ρ∗1 F⊗ ρ∗2 F and its dual line
bundle induced from that between F and F∗. Note that there is no confusion
on which definition of Q is being used, as this is indicated by the object at
which Q evaluates. We will often make our statement in terms of only one of
these two definitions of Q, and leave the corresponding statement in terms of
the other definition as an exercise to the reader.
In terms of the second definition above, one also sees that with respect
to any basis {sα} of H0(X, F), there exists a corresponding Hermitian matrix
CHAPTER 2. HERMITIAN ALGEBRAIC FUNCTIONS 11(
Cαβ
)





A Hermitian algebraic function Q is said to be positive if Q(v, v) > 0 for all
0 6= v ∈ F∗. A positive Hermitian algebraic function Q induces a Hermitian
metric hQ on F∗ given by
hQ(v, w) := Q(v, w) for v, w ∈ F∗x , x ∈ X. (2.12)
(In [11], such a Hermitian metric arising from a positive Hermitian algebraic
function is called a globalizable metric (cf. Remark 2.3.3 below.) We recall that
the curvature form ΘhQ of the Hermitian metric hQ is a (1, 1)-form given lo-
cally as follows: On any open subset U of X and for any local non-vanishing
holomorphic section s of F∗|U, one has
ΘhQ |U = −
√−1∂∂ log hQ(s, s). (2.13)
A Hermitian algebraic function Q is said to be a a sum of Hermitian squares
(resp. a maximal sum of Hermitian squares) if there exists a finite subset (resp. a






It is easy to see that a Hermitian algebraic function Q is a sum of Hermitian





as in (2.11) with respect to one (and hence any) basis
of H0(X, F) is positive semi-definite (resp. positive definite).
Example 2.3.1. Let PN denote the N-dimensional complex projective space, and let
OPN(1) denote the hyperplane line bundle over PN. Dual to OPN(1) is the tautolog-
ical line bundle OPN(−1). Let szero denote the zero section of OPN(−1). The total
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space of OPN(−1) \ {szero} is naturally biholomorphic to CN+1 \ {0}. Under this






for v = (v0, · · · , vN), w = (w0, · · · , wN) ∈ CN+1 gives rise to a positive Hermitian
algebraic function Q on OPN(1). We recall the well-known standard Hermitian metric
hN on OPN(−1) induced from the polynomial ∑Ni=0 |zi|2 on CN+1. Then one easily
sees that the Hermitian metric induced from Q on OPN(−1) is simply hN. Note
that each each coordinate function zi on CN+1 can be identified with a section si ∈
H0(PN,OPN(1)), i = 0, 1, · · · , N. Furthermore, the set {si}0≤i≤N forms a basis of




si ⊗ si. In particular, one sees that Q
is a maximal sum of Hermitian squares.
Remark 2.3.2. (i) If Q is a positive Hermitian algebraic function on a holomor-
phic line bundle F over a compact complex manifold X and {ti}0≤i≤N is a basis
of H0(X, F) (with dim H0(X, F) = N + 1), then the rational map φ : X → PN
given by
φ(x) = [t0(x), · · · , tN(x)], x ∈ X, (2.16)
is base-point free and thus holomorphic on X. In fact, for each x ∈ X, let
Hx := {s ∈ H0(X, F)
∣∣ s(x) 6= 0}. It is well-known that φ can alternatively
be defined as the map x → [Hx] ∈ P(H0(X, F)∗), x ∈ X, where [Hx] denotes
the point in P(H0(X, F)∗) determined by Hx. Then the positivity of Q implies
readily that N ≥ 0 and Hx is a well-defined and (hence) holomorphic on X.
(ii) Furthermore, if Q is a maximal sum of Hermitian squares and {ti}0≤i≤N is
a basis of H0(X, F) such that (2.14) holds, then as in [11, Theorem 3], the map φ
in (2.16) induces an isometry between the Hermitian holomorphic line bundles
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(F∗, hQ) and (OPN(−1), hN), i.e., one has
φ∗OPN(−1) = F∗ and φ∗hN = hQ. (2.17)
Here (OPN(−1), hN) is as in Example 2.3.1.
Remark 2.3.3. For a holomorphic line bundle F over a complex manifold X and
a real-analytic Hermitian metric h on F∗, we may regard h as a real-analytic
section of the real-analytic line bundle F⊗ F over X. Recall from (2.1) and (2.2)
that X real-analytically diffeomorphic to the diagonal subvariety ∆̂X of X × X,
and recall from (2.9) the holomorphic line bundle ρ∗1 F ⊗ ρ∗2 F over X × X. It is
easy that under this real-analytic identification X ∼= ∆̂X, one has the following
identification of real-analytic line bundles:
ρ∗1 F⊗ ρ∗2 F
∣∣
∆̂X
∼= F⊗ F, (2.18)




in Proposition 2.2.1 and with similar proof, one easily sees that h admits a
‘polarization’ in the sense that there exists some open neighborhood T of ∆̂X
in X × X and a holomorphic section h˜ of ρ∗1 F ⊗ ρ∗2 F
∣∣




general, T ( X × X. If T = X × X, then h˜ is a positive Hermitian algebraic
function on F.
Remark 2.3.4. (i) If Q is a Hermitian algebraic function on a holomorphic line
bundle E over a complex manifold Y and φ : X → Y is a holomorphic map from
X to Y, then it is easy to see that (φ, φ)∗Q is a Hermitian algebraic function on
the line bundle φ∗E over X. Here (φ, φ) : X × X → Y × Y is the holomorphic
map given by (φ, φ)(x, x′) = (φ(x), φ(x′)) for x, x′ ∈ X.
(ii) For a holomorphic line bundle F over a complex manifold X and a Hermi-
tian metric h on F∗, if there exists a holomorphic map φ : X → PN for some
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N ∈ N such that (F∗, h) = (φ∗OPN(−1), φ∗hN), then there exists a Hermitian
algebraic function Q on F such that hQ = h. This follows readily from (i) and
the fact that hN is induced from a Hermitian algebraic function on OPN(−1)
(cf. Example 2.3.1).
2.4 The SGCS condition and Catlin-Angelo’s theo-
rem
As before, we let X be an n-dimensional compact complex manifold, and let F
be a holomorphic line bundle over X. The dual holomorphic line bundle of F
is denoted by F∗, and we denote by pi : F∗ → X the projection map. Following
[25] (and with origin in [11]), a positive Hermitian algebraic function Q on X is
said to satisfy the strong global Cauchy-Schwarz (SGCS) condition if the following
two conditions are satisfied:
(SGCS-1) |Q(v, w)|2 < Q(v, v)Q(w, w) for all non-zero v, w ∈ F∗ such that
pi(v) 6= pi(w). (Note that one always has |Q(v, w)|2 = Q(v, v)Q(w, w)
whenever pi(v) = pi(w).)
(SGCS-2) The curvature (1, 1)-form ΘhQ on X is negative definite (cf. (2.13)).
Remark 2.4.1. (i) As observed in [11], if n ≥ 1, one easily sees that the condition
(SGCS-1) implies readily that the map φ : X → P(H0(X, F)∗) as in (2.3.2)
separates points in X; in other words, one has φ(x) 6= φ(y) for any x 6= y ∈ X.
(Note that by (2.3.2), φ is holomorphic on X.) Furthermore, it is easy to see
that (SGCS-2) condition implies that the map φ is an immersion. Hence F is
necessarily very ample if it admits a Hermitian algebraic function satisfying
the SGCS condition.
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(ii) The Hermitian algebraic function in Example 2.3.1 is easily seen to satisfy
the SGCS condition.
We recall the following result of Catlin-D’Angelo:
Theorem 2.4.2. ([11]) Let L and E be holomorphic line bundles over an n-dimensional
compact complex manifold X. Suppose R and P are positive Hermitian algebraic func-
tions on L and E respectively, such that R satisfies the SGCS condition. Then there
exists mo ∈ N such that for each integer m ≥ mo, RmP is a maximal sum of Hermi-
tian squares (on the line bundle Lm ⊗ E); in particular, there exists some holomorphic
map φ : X → PN (with N depending on m) such that
((Lm ⊗ E)∗, hRmP) = (φ∗OPN(−1), φ∗hN). (2.19)
Catlin-D’Angelo obtained the above theorem by proving the positivity of
certain associated integral operators. Their proof depended on Catlin’s result
[9] about perturbations of the Bergman kernel on the unit disk bundle asso-
ciated to a negative line bundle. The main objective of this thesis is prove an
effective version of the above theorem, which will be stated in Section 4.2.
Chapter 3
Cauchy functions and their
invariants
In this chapter, we will state the main result of this thesis, which is an effective
Hermitian positivstellensatz for Hermitian algebraic functions. First in Section
2.2, we recall some background material on the polarization of real-analytic
functions on complex manifolds. In Section 3.1, we recall the diastasis and
the Bochner coordinates associated to a real-analytic Kähler metrics. In Section
3.2, we consider the Cauchy function associated to a Hermitian algebraic func-
tion. Then in Section 3.3, we introduce some geometric invariants associated to
Hermitian algebraic functions.
3.1 Diastasis and Bochner coordinates
Calabi [8] introduced the diastasis function associated to a real-analytic Kähler
metric to formulate a criterion for isometric embedding of real-analytic Kähler
manifolds into complex space forms. To faciliate subsequent discussion, we
recall this function and a local canonical coordinate associated to a real-analytic
Kähler metric introduced by Bochner [5].
16
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In this section, we let X denote an n-dimensional complex manifold en-
dowed with a real-analytic Kähler form ω. Let u be a point of X. Since ω is a
Kähler form, there exists a real-valued function Φ : U → R (known as a Kähler
potential) defined in an open neighbourhood U of u in X such that
√−1∂∂Φ = ω on U. (3.1)
Since ω is real-analytic, this Kähler potential Φ is a real-analytic function on U.
Upon shrinking U if necessary, we may assume that U is a coordinate open set
and Φ admits a power series expansion in U. Let Φ˜ be the polarization of Φ
on U as given in Section 2.2, so that Φ˜ is a holomorphic function defined in an
open neighbourhood of the diagonal subvariety ∆̂U of U ×U, Then if (x, y) is
a point of ∆̂U. the diastasis from x to y induced by ω is given by
Dω(x, y) := Φ˜(x, x) + Φ˜(y, y)− Φ˜(x, y)− Φ˜(y, x). (3.2)
Similar to (2.1), we denote the diagonal ∆X in X× X by
∆X :=
{
(x, x) ∈ X× X ∣∣ x ∈ X} , (3.3)
which is easily seen to be a complex submanifold of X × X and naturally bi-
holomorphic to X with the biholomorphism given by the diagonal map sending
x ∈ X to (x, x) ∈ X × X. From [8, p.3], one knows that the right hand side of
(3.2) is independent of the choice of Φ, and thus one obtains a well-defined
function Dω : W → R on some open neighborhood W of the diagonal ∆X in
X×X locally given by (3.2), which was called the diastasis function (with respect
to ω) in [8]. It is easy to see that Dω is a real-analytic function and symmetric
in the variables x and y, i.e., Dω(x, y) = Dω(y, x) for all x, y ∈W.
Let (X,ω) and Dω be as above, and consider an arbitrary fixed point x ∈ X.
By fixing the first variable of Dω to be x, one obtains a function Dω(x, ·) defined
in some open neighborhood of x in X. We recall from [8, p.14] and [5, p.181]
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there exists a (canonical) local coordinate z of X centered at x such that Dω(x, ·)
admits a power series expansion of the form




in some open coordinate neighborhood of x in X (with coordinate z) Here as
in (2.5), α = (α1, · · · , αn), β = (β1, · · · , βn) ∈ Zn+ are multi-indices, |α| =
α1 + · · · + αn, zα = zα11 zα22 · · · zαnn , |z|2 = |z1|2 + · · · + |zn|2, and each aαβ ∈ C
with aαβ = aβα, etc. Note that this power series does not possess any monomial
term in zαzβ with |α| ≤ 1 or |β| ≤ 1, except when α = β and |α| = |β| = 1; in
particular, it does not possess any monomial term of total degree |α|+ |β| = 3.
Definition 3.1.1. Let (X,ω) and Dω be as above, and let x ∈ X. A local co-
ordinate z of X centered at x is said to be a Bochner coordinate at x if Dω(x, ·)
admits a power series expansion as given in (3.4) in some open coordinate ball
centered at x and of some positive radius (with coordinate z).
Remark 3.1.2. Let U(n) denote the group of n× n unitary matrices. As shown
in [8, pp. 14-15], Bochner coordinates at a given point x ∈ X are unique up to
an element in U(n) in the sense that if z and z′ are two Bochner coordinates
at x, then there exists U ∈ U(n) such that z′ = Uz (via matrix multiplication).
Conversely, it is easy to see from (3.4) that if z is a Bochner coordinate at a point
x ∈ X and U ∈ U(n), then z′ := Uz is also a Bochner coordinate at x. Here
the radii of the coordinate balls on which z and z′ are defined may apriori be
different.
Let (X,ω) and Dω be as above. Let x ∈ X, and let z be a Bochner coordinate
centered at x. Then there exists r > 0 such that
B(x, r) :=
{
y ∈ X ∣∣ |z(y)| < r} (3.5)
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is well-defined open coordinate ball centered at x and of radius r; in other
words, z is biholomophism between B(x, r) and the Euclidean ball in Cn cen-
tered at 0 and of radius r. We let rz be the largest r for which B(x, r) in (3.5) is
a well-defined coordinate ball with Bochner coordinate z.





∣∣ z is a Bochner coordinate centered at x} . (3.6)




Proposition 3.1.4. Let (X,ω) be as above. If X is compact, then the Bochner radius
of (X,ω) is positive, i.e., τ > 0.
Proof. One easily sees from the arguments in [5, p. 181] on the existence of
Bochner coordinates that for any xo ∈ X, any Bochner coordinate z at xo (with
associated coordinate ball B(xo, r) and coordinate map z : B(xo, r) → Cn for
some 0 < r < rz (cf. (3.1.3)), there exist some r′ satisfying 0 < r′ < r and open




Wx, where Wx := W ∩ ({x} × X) and Wxo = B(xo, r′), (3.8)








z on Wxo = B(xo, r
′); furthermore, shrinking r′ and V if necessary, we may
assume that for each x ∈ V and each Bochner coordinate zˆ centered at x (which
is necessarily of the form Uz˜
∣∣
Wx
for some U ∈ U(n) (cf. Remark 3.1.2)), one has
r′ < rz (cf. (3.1.3)) and the associated coordinate ball B(x, r′) is a subset of Wx.
Together with the compactness of X, it follows readily that there exists some
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constant r′′ > 0 such that r′′ ≤ rz for each x ∈ X and each Bochner coordinate
z at x. Hence we have τ ≥ r′′ > 0.
Remark 3.1.5. (i) For x ∈ X, 0 < r < τ(x) and any Bochner coordinate z at x, it
follows from Remark 3.1.2 that the associated coordinate ball B(x, r) as given in
(3.5) is a well-defined open neighborhood of x in X independent of the choice
of z. Thus we will simply call such B(x, r) the Bochner coordinate ball centered at
x and of radius r (without specifying choice of z).
(ii) From the proof of Proposition (in particular, the continuity of z˜ there), it
follows that for each r satisfying 0 < r ≤ τ, the subset of X× X given by
W(r) :=
{
(x, y) ∈ X× X ∣∣ y ∈ B(x, r)} ⊃ ∆X (3.9)
(with B(x, r) as in (3.5) is a well-defined open neighborhood of the diagonal ∆X
in X × X, which will simply be called the Bochner tubular neighborhood of ∆X in
X× X and of radius r.
(iii) Let ρ : W(τ)→ R be the function given by
ρ(x, y) := |z(y)| for (x, y) ∈W(τ) (3.10)
where z is a Bochner coordinate centered at x. As mentioned before, Remark
3.1.2 implies readily that ρ is a well-defined function independent of the choice
of Bochner coordinate z at x. We remark that, the function ρ is continuous on
W(τ), but ρ is not symmetric, i.e., in general, one has ρ(x, y) 6= ρ(y, x). For
simplicity, we simply call ρ the Bochner coordinate norm function on W(τ).
(iv) It is easy to see that the Bochner coordinates form a principal U(n)-bundle
p : E → X over X. Explicitly, for each point x ∈ X, a point of the fiber
E ∣∣x := p−1(x) of E is a Bochner coordinate z centered at x. The action of U(n)
on E is as follows: For each U ∈ U(n) and a Bochner coordinate z centered
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at a point x ∈ X, the imaga of z under the action of U is simply the Bochner
coordinate given by Uz (via matrix multiplication as in Remark 3.1.2). We
remark that in the proof of Proposition 3.1.5, the function z˜ can be regarded as
a local continuous section of the bundle E .
3.2 The Cauchy functions
In this section, we let F be a holomorphic line bundle over a complex manifold
X, and let Q be a Hermitian algebraic function on F. Recall that in terms of
the second definition of a Hermitian algebraic function in Section 2.3, one has
Q ∈ H0(X ⊗ X, ρ∗1 F⊗ ρ∗2 F) with the property that Q(x, y) = Q(y, x) ∈ Fx ⊗ Fy
for all x, y ∈ X. Here ρ1 : X × X → X and ρ2 : X × X → X denote the
projection maps onto the first and second factor respectively, and Fx and Fy
denote the fibers of F over x and y respectively.
Definition 3.2.1. For a Hermitian algebraic function Q on a holomorphic line
bundle F as above, its zero locus ZQ is the real-analytic subvariety
ZQ :=
{
(x, y) ∈ X× X ∣∣Q(x, y) = 0} . (3.11)
Note that if the Hermitian algebraic function Q is positive (cf. Section 2.3),
then the diagonal ∆X ( as in (3.3)) of X × X does not intersect the zero locus
ZQ, i.e.,
ZQ ∩ ∆X = ∅. (3.12)
Definition 3.2.2. For a positive Hermitian algebraic function Q on a holomor-





, (x, y) ∈ (X× X) \ ZQ. (3.13)
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From the identity Q(x, y) = Q(y, x) and the positivity of Q, one easily sees
that ΥQ is a well-defined positive-valued real-analytic function on (X×X) \ZQ.
Note also ΥQ is also symmetric in the two variables, i.e.,
ΥQ(x, y) = ΥQ(y, x) for all (x, y) ∈ (X× X) \ ZQ. (3.14)
Another obvious property of ΥQ following from its positivity and is that
ΥQ(x, x) = 1 for all x ∈ X. (3.15)
Remark 3.2.3. If Q satisfies the SGCS condition (cf. Section 2.4), then one easily
sees that
ΥQ(x, y) > 1 for all (x, y) ∈ (X× X) \ (∆X ∪ ZQ). (3.16)
(In fact, one easily sees that (3.16) holds if and only if ΥQ satisfies (SGCS-1).)
Remark 3.2.4. We remark that for two positive Hermitian algebraic functions
Q1 and Q2 on two holomorphic line bundles F1 and F2 over X, the product
Q1Q2 (obtained by taking pointwise multiplication (resp. tensor product) when
the Qi’s are taken as functions (resp. bundle-valued sections)) is a positive
Hermitian algebraic function on F1 ⊗ F2. Furthermore, one easily sees from
(3.13) that
ΥQ1Q2(x, y) = ΥQ1(x, y) · ΥQ2(x, y) (3.17)
for all (x, y) ∈ (X× X) \ (ZQ1 ∪ ZQ2).
3.3 Some geometric invariants
For the remainder of this chapter, we let L and E denote two holomorphic line
bundles over an n-dimensional compact complex manifold X (with n ≥ 1).
We also let R and P be two positive Hermitian algebraic functions on L and E
respectively, and such that R satisfies the SGCS condition.
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Since R satisfies (SGCS-2), the curvature (1, 1)-form ΘhR is negative definite
(and d-closed). Consider the following forms on X of types (1, 1) and (n, n)
given by




Then ω is a Kähler form, and Ω is the associated Hermitian volume form on
X. Furthermore, since R is real-analytic, it follows that ω and Ω are also real-
analytic. For this real-analytic Kähler manifold (X,ω), we recall from Section
3.1 the associated diastasis function Dω defined in some open neighborhood of
the diagonal ∆X in X × X and the Bochner coordinates centered at each point
of X (cf. Definition 3.1.1). Let τ be the Bochner radius of (X,ω) as given in
(3.7) and for 0 < r ≤ τ, let W(r) be the Bochner tubular neighborhood of ∆X in
X× X and of radius r (cf. (3.9)). Recall also from (3.10) the Bochner coordinate
norm function ρ : W(τ)→ R.
Next we cosider the zero loci of R and P given by
ZR :=
{
(x, y) ∈ X× X ∣∣ R(x, y) = 0} and (3.19)
ZP :=
{
(x, y) ∈ X× X ∣∣ P(x, y) = 0} . (3.20)
respectively (cf. (3.11)). Since R and P are positive, we have, as in (3.12),
ZR ∩ ∆X = ∅ and ZP ∩ ∆X = ∅. (3.21)
Recall from (3.13) that the Cauchy functions ΥR : (X × X) \ ZR → R and








, (x, y) ∈ (X× X) \ ZP. (3.23)
Recall also from (3.14) and (3.15) that ΥR and ΥP are symmetric in the two
variables, and
ΥR(x, x) = ΥP(x, x) = 1 for all x ∈ X. (3.24)
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As mentioned in Remark 3.16, since R satisfies the SGCS condition, one has
ΥR(x, y) > 1 for all (x, y) ∈ (X× X) \ (∆X ∪ ZR). (3.25)
Next we consider the power series expansions of ΥR and ΥP in terms of
the Bochner coordinates of (X,ω). Take a fixed point x ∈ X, and for 0 <
r < τ, let B(x, r) be the Bochner coordinate ball of (X,ω) centered at x and
of radius τ (cf. (3.5) and Remark 3.1.5). Note that it follows readily from
the definition of the Bochner radius τ that any Bochner coordinate z centered
at x are well-defined on B(x, τ), so that we have a well-defined holomorphic
coordinate map z : B(x, τ) → Cn. Since the Cauchy functions ΥR and ΥP
are real-analytic on functions (X × X) \ ZR and (X × X) \ ZP respectively and
both of the sets contain ∆X (cf. (3.21)), it follows that there exists some r > 0
satisfying 0 < r ≤ τ and a Bochner coordinate z centered at x such that with
notation similar to (2.5), the Cauchy functions ΥR and ΥP admit (convergent)
power series expansions in z on B(x, r) given by




ΥP(x, y) = ∑
α,β∈Zn+
ΥP,αβz(y)
αz(y)β for y ∈ B(x, r). (3.27)
Note that the coefficients ΥR,αβ’s and ΥP,αβ’s actually depend on the point x
and the choice of Bochner coordinate z, and one has ΥR,αβ = ΥR,βα and ΥP,αβ =
ΥP,βα for all α, β ∈ Zn+, which follow readily from the real-valuedness of R and
P.
Definition 3.3.1. For any x ∈ X, we let τR,x (resp. τP,x) be the largest number r
such that 0 < r ≤ τ and (3.26) (resp. (3.27) holds on B(x, r) for some Bochner
coordinate z centered at x. Then we let
τR := inf
x∈X
τR,x and τP := inf
x∈X
τP,x. (3.28)
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Note that we have
0 < τR ≤ τ and 0 < τP ≤ τ (3.29)
(here the upper bound follows from that of the τR’s and the τP’s, while, similar
to Proposition 3.1.5, the lower bound follows readily from the compactness
of X). From the definition of τR (resp. τR) in (3.28), it follows that for each
x ∈ X, the power series on the right hand side of (3.26) (resp. (3.27)) converges
pointwise on B(x, τR), so that ΥR(x, y) (resp. ΥP(x, y)) is finite for each y ∈
B(x, τR (resp. y ∈ B(x, τP). Together with (3.22),(3.23) and the positivity of R
and P, it follows that R(x, y) 6= 0 for each y ∈ B(x, τR and P(x, y) 6= 0 for each
y ∈ B(x, τP). Upon varying x ∈ X, it follows that
W(τR) ∩ ZR = ∅ and W(τP) ∩ ZP = ∅ (3.30)
(cf. (3.9)). Next we let
ro := min{τR, τP}, so that 0 < ro ≤ τ. (3.31)
We also introduce the following geometric invariants given by
µR := sup
(x,y)∈W( ro2 )





ΥR(x, y), and νP := inf
(x,y)∈(X×X)\ZP
ΥP(x, y).
Lemma 3.3.2. One has
1 < µR < ∞, 1 ≤ µP < ∞, (3.33)
νR = 1 and 0 < νP ≤ 1. (3.34)
Proof. The finiteness of µR and µP follow readily from (3.24), (3.25) and the
continuity of ΥR and ΥP on the closure of the relatively compact set W( ro2 ) (cf.
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3.30). The inequalities 1 < µR, 1 ≤ µP and the equality νR = 1 follow readily
from (3.24), (3.25) and the fact that n ≥ 1. Finally the inequality 0 < νP ≤ 1
follows readily from (3.24), the positivity and continuity of ΥP on (X× X) \ ZP
and the fact that ΥP(x, y)→ +∞ as (x, y)→ ZP (cf. (3.23)).










Proof. Since ω = −ΘhR , the cohomology class [ ω2pi ] ∈ H2(X;C) is integral,
i.e. [ ω2pi ] lies in the image of the map H
2(X;Z) → H2(X;C) induced by the























By combining (3.37) and (3.38), we obtain the lemma immediately.
Finally in order to state our main results in Section 4.2, we also define the
following invariant θR given by
θR : = inf
(x,y)∈(X×X)\W(r∗)
ΥR(x, y), where (3.39)
r∗ : = min
{ 1




















It is easy to check that r∗ < ro. We shall prove later in Lemma 6.2.4 that
1 < θR ≤ 45554554. (3.41)
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In summary, the invariants we have introduced are:
n, volΩ(X), θR, µP, νP, µR and ro, (3.42)




In this chapter, we provide the framework for the proof of Theorem 4.2.2. In
Section 4.1, we introduce some integral operators associated to Hermitian alge-
braic functions, and recall a criterion of Catlin-D’Angelo for a positive Hermi-
tian algebraic function to be a sum (resp. maximal sum) of Hermitian squares
in terms of the positive semi-definiteness (resp. positive definiteness) of the
associated integral operators. In Section 4.2, we state the main results of this
thesis. In Section 4.3, we construct certain approximants to the kernels of the
integral operators and give an integration scheme, which will be carried out in
subsequent chapters to yield our main results.
4.1 Some integral operators and their eventual pos-
itivity
In this section, we introduce some integral operators associated to Hermitian
algebraic functions, and recall a criterion of Catlin-D’Angelo for a positive
28
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Hermitian algebraic function to be a sum (resp. maximal sum) of Hermitian
squares in terms of the positive semi-definiteness (resp. positive definiteness)
of the associated integral operators.
Let X be an n-dimensional compact complex manifold, and let F be a holo-
morphic line bundle over X. To each smooth Hermitian volume form Ω on
X and each positive Hermitian algebraic function Q on F, we associate an L2
Hermitian inner product on the vector space H0(X, F) given as follows: For




〈s, t〉Q(x)Ω(x), where 〈s, t〉Q(x) := s(x)t(x)Q(x, x) (4.1)
denotes the pointwise Hermitian pairing on F dual to (F∗, hQ). Here hQ de-
notes the Hermitian metric on F∗ induced from Q (cf. (2.12)). Note that the
quotient in (4.1) makes sense and is a scalar-valued function on X, since both
the numerator s(x)t(x) and the denominator Q(x, x) take values in Fx ⊗ Fx.
For simplicity, we denote the associated L2-norm (resp. pointwise norm) of s
by ‖s‖2 (resp. ‖s(x)‖, x ∈ X), i.e.,
‖s‖2 =
√
(s, s) and ‖s(x)‖ =
√
〈s, s〉Q(x). (4.2)







Ω(y), x ∈ X. (4.3)







Thus (KQ,Ω(·), ·) is a sesquilinear form on the vector space H0(X, F).
As observed in [11], with respect to an orthonormal basis {sα} of H0(X, F)
for the Hermitian inner product in (4.1), the entries of the Hermitian matrix
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Cαβ
)
associated to Q as given in (2.11) are given by Cαβ = (KQ,Ω(s
α), sβ) for
each α and β. Summarizing the above discussion, we have
Proposition 4.1.1. ([11, p. 58]) Notation as above. The positive Hermitian algebraic
function Q is a sum of Hermitian squares (resp. a maximal sum of Hermitian squares)
if and only if the integral operator KQ,Ω is positive semi-definite (resp. positive definite)
in the sense that (KQ,Ω(s), s) ≥ 0 (resp. (KQ,Ω(s), s) > 0) for all 0 6= s ∈ H0(X, F).
4.2 Statements of main results
In this section, we state the main results of this thesis, following the notation
in Section 3.3 and Section 4.1.
Our first main result of this thesis is an effective asymptotic estimate on in-
tegral operators in Section associated to positive Hermitian algebraic functions
satisfying the SGCS condition.
Theorem 4.2.1. Let L and E be holomorphic line bundles over an n-dimensional com-
pact complex manifold X. Suppose R and P are positive Hermitian algebraic functions
on L and E respectively, such that R satisfies the strong global Cauchy-Schwarz con-
dition. Then for all m ∈ N satisfying m ≥ m] and all s ∈ H0(X, Lm ⊗ E), we
have ∣∣∣∣(KRmP,Ω(s), s)− pinmn ‖s‖22

















θR − 1 log
(
n! · volΩ(X)




















Here Ω denotes the volume form on X induced from R, and ‖s‖2 denotes the L2 norm
of s with respect to RmP and Ω.
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Our second main result of this thesis is the following effective Hermitian
positivstellensatz:
Theorem 4.2.2. Let L and E be holomorphic line bundles over an n-dimensional com-
pact complex manifold X. Suppose R and P are positive Hermitian algebraic functions









































, if n ≥ 4.
(4.7)
Then for each integer m ∈ N satisfying m ≥ mo the Hermitian algebraic function
RmP is a maximal sum of Hermitian squares, and in particular, there exists some
holomorphic map φ : X → PN (with N depending on m) such that
((Lm ⊗ E)∗, hRmP) = (φ∗OPN(−1), φ∗hN). (4.8)
Remark 4.2.3. The explicit constants m], C] and mo appearing in Theorem 4.2.1
and Theorem 4.2.2 are expressed only in terms of the geometric data
n, volΩ(X), θR, µP, νP, µR and ro. (4.9)
In particular, these data depend only on the Cauchy functions ΥR and ΥP and
not on the Hermitian algebraic functions R and P themselves.
4.3 The approximants and an integration scheme
In this section, we are going to construct certain approximants to the kernels of
the integral operators associated to Hermitian algebraic functions introduced
in Section 4.1. Then we outline an integration scheme, which will be carried out
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in subsequent chapters and will yield the proof of Theorem 4.2.2. The Cauchy
functions in Definition 3.2.2 and the Bochner coordinates described in Section
3.1 will play important roles in our construction.
Throughout this section, we let X be an n-dimensional compact complex
manifold, and let L and E be two holomorphic line bundles over X. We also
let R and P be positive Hermitian algebraic functions on L and E respectively,
such that R satisfies the strong global Cauchy-Schwarz (SGCS) condition.
First we recall from Section 3.3 that R induces the real-analytic Kähler form
ω := −ΘhR and Hermitian volume form Ω :=
ωn
n!
as given in (3.18). For each
m ∈ Z+, we also recall from Remark 3.2.4 that one has an induced Hermi-
tan algebraic function RmP on holomorphic the line bundle Lm ⊗ E, and an
associated Cauchy function ΥRmP : (X× X) \ (ZR ∪ ZP)→ R satisfying
ΥRmP(x, y) = (ΥR(x, y))m · ΥP(x, y) (4.10)
for all (x, y) ∈ (X×X) \ (ZR ∪ZP). By (4.4) (with Q there replaced by RmP), we
have an associated integral operator KRmP,Ω : H0(X, Lm⊗ E)→ H0(X, Lm⊗ E))





R(x, x)mP(x, x)R(y, y)mP(y, y)
Ω(y)Ω(x). (4.11)
For the real-analytic Kähler manifold (X,ω), we recall from Section 3.1 the
associated diastasis function Dω, the Bochner coordinates at each point x ∈ X
and the Bochner coordinate balls B(x, r)’s at each x and of radius r (cf. (3.5)
and Remark 3.1.5). We also recall the Bochner radius τ of (X,ω) (cf. (3.7) and
for 0 < r ≤ τ, we recall the Bochner tubular neighborhood W(r) = ⋃
x∈X
{x} ×
B(x, r) of ∆X in X × X and of radius r (cf. (3.9)). We also from (3.10) the
Bochner coordinate norm function ρ : W(τ) → R, and we let ro be as in (3.31),
which satisfies the inequality 0 < ro ≤ τ.
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Definition 4.3.1. (i) For each r satisfying 0 < r ≤ τ, we let A(W(r)) denote
the set of continuous functions H : W(r) → C such that, for each x ∈ X,
the restriction of H to {x} × B(x, r), denoted by H(x, ·) and regarded as a
function (on B(x, r)) in the second variable, admits a power series expansion in
a Bochner coordinate z on B(x, r).
(ii) Let H ∈ A(W(r)), where 0 < r ≤ τ. For d1, d2 ∈ Z+, we let T(d1,d2) (H)
denote the function on W(r) defined (via its restriction to each B(x, r)) as fol-
lows: For each point x ∈ X, upon writing H(x, ·) as a power series in a Bochner




T(d1,d2) (H) (x, ·) := ∑
|α|=d1, |β|=d2
aαβz
αzβ on B(x, r), (4.12)
where similar to H(x, ·) and H, T(d1,d2) (H) (x, ·) is the restriction of T(d1,d2) (H)
to {x}× B(x, r) and interpreted as a function (on B(x, r)) in the second variable.















Tk (H) . (4.15)
Remark 4.3.2. It is easy to see that both ΥR and ΥP are in A(W(ro)).
Remark 4.3.3. Since any two Bochner coordinates at a point x ∈ X are related
by a (linear) unitary transformation (cf. Remark 3.1.2), it follows easily that for
each d1, d2 ∈ Z+, T(d1,d2) (H) is a well-defined function on W(r) and indepen-
dent of the choice of Bochner coordinates in (4.12). By considering continuous
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local families of Bochner coordinates and using the continuous dependence of
the Taylor coefficients aαβ’s (in (4.12) on such families, one easily sees that the
function T(d1,d2) (H) is in A(W(r)). Hence, one sees that for each d ∈ Z+,
Td (H), T≥d (H) and T≤d (H) are well-defined functions in A(W(r)) and inde-
pendent of the choice of the Bochner coordinates.
Next we let dVx be the Euclidean volume form on B(x, τ) with respect to a





dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn. (4.16)
Here the fact that dVx does not depend on the choice of the Bochner coordinate
z at x follows again from Remark 3.1.2 that any two Bochner coordinates at x
are related by a unitary transformation. It is easy to see that the dVx’s glue
together to form a continuous (n, n)-form on W(ro). Next we define a function




for x ∈ X and y ∈ B(x, ro), (4.17)
Remark 4.3.4. It is easy to see that Ω̂ a positive-valued function in A(W(ro)).
From (3.30), it follows that for (x, y) ∈ W(ro), one has R(y, x) 6= 0 and
P(y, x) 6= 0. Together with (3.22) and (3.23), one easily sees that the integrand
in (4.11) satisfies the equality
R(x, y)mP(x, y)s(y)s(x)







for all (x, y) ∈W(r1), s ∈ H0(X, Lm ⊗ E) and m ∈ Z+.
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From Remark 4.3.2, Remark 4.3.3 and Remark 4.3.4, one easily sees that each
Am is a well-defined function in A(W(r)). One can also checks easily from (3.4)
and Lemma 5.2.2 that T≤4 (logΥR) = ρ2 +T4 (logΥR) on W(r), so that Am may
be regarded as an approximation of the factor 1ΥR(x,y)mΥP(x,y) on the right hand
side of (4.18).
We recall the constant r∗ from (3.40). Since r∗ < r0, the approximant Am
given in (4.19) is well-defined on W(r∗). From (4.11), for each m ∈N and each
































R(x, x)mP(x, x)R(y, y)mP(y, y)
Ω(y)Ω(x).
In the next two chapters, we will derive estimates for I, II and III in terms of
the the geometric invariants defined in Section 3.3.
Chapter 5
Asymptotics near the diagonal
In this chapter, we are going to derive some asymptotics estimates for the
Cauchy functions associated to Hermitian algebraic functions in some Bochner
tubular neighborhoods of the diagonal in the product complex manifold. We
will also derive some uniform asymptotic estimates on Bochner coordinate
balls for the Kähler form and their volume form induced from a Hermitian
algebraic function satisfying the SGCS condition.
5.1 Coefficient estimates of the Cauchy functions
In this section, we derive some coefficient estimates on holomorphic coordinate
balls for the Cauchy functions associated to Hermitian algebraic functions.
Throughout this section, we let X be an n-dimensional compact complex
manifold, and let Q be a positive Hermitian algebraic function on a holomor-
phic line bundle F over X. F be a holomorphic line bundle over a complex
manifold X, and let Q be a Hermitian algebraic function on F. Recall from
(3.13) the Cauchy function ΥQ : (X × X) \ ZQ → R associated to Q, where ZQ
is the zero locus of Q as in (3.11).
For each x ∈ X, we let ZQ,x := {y ∈ X
∣∣Q(x, y) = 0}, and consider the
36
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function ΥQ,x : X \ ZQ,x → C given by
ΥQ,x(y) := ΥQ(x, y), y ∈ X \ ZQ,x. (5.1)
Next we let
Z˜Q,x := {(y, w) ∈ X× X|Q(x, y) = 0 or Q(x, w) = 0}. (5.2)





From (5.1) and (5.3), one easily sees that Υ˜Q,x is a well-defined function on
(X× X) \ Z˜Q,x.
Lemma 5.1.1. For each x ∈ X, the function Υ˜Q,x in (5.3) is the polarization of ΥQ,x
on (X× X) \ Z˜Q,x. Furthermore, for (y, w) ∈ (X× X) \ Z˜Q,x, we have∣∣∣Υ˜Q,x(y, w)∣∣∣2 = ΥQ(x, w) · ΥQ(x, y)ΥQ(y, w) . (5.4)
Proof. From (5.3), one easily sees that Υ˜Q,x(y, w) is holomorphic in the variable
y and anti-holomorphic in the variable w, and Υ˜Q,x(y, y) = ΥQ(x, y) = ΥQ,x(y)
for all y ∈ X \ ZQ,x. Hence Υ˜Q,x is the polarization of ΥQ,x on (X × X) \ Z˜Q,x.
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For r > 0, we denote the closed polydisc in Cn centered at 0 of radius r by
∆
n
(r) := {z = (z1, · · · , zn) ∈ Cn | |z1|, . . . , |zn| ≤ r}. (5.6)
The following lemma follows from the multivariate Cauchy integral formula
for derivatives of holomorphic functions (see page 27 of Hörmander), and we
will skip its proof.
Lemma 5.1.2. Let f be a holomorphic function admitting a power series expansion
f (z) = ∑α∈Zn+ fαz
α on ∆n(r). Then for each multi-index α ∈ Zn+, we have
| fα| ≤
supz∈∆n(r) | f (z)|
r|α|
. (5.7)




For x ∈ X, we let B(x, r) = {y ∈ X | |z(y)| ≤ r∗} be a closed coordinate ball
centered at x and of radius r > 0 (and with coordinate z) such that the function




α(y)zβ(y), y ∈ B(x, r). (5.9)
Here the coefficients ΥQ,αβ’s actually depend on the point x and the coordinate
z. For α = (α1, · · · , αn) ∈ Zn+, we also denote by nα the number of i’s (with
1 ≤ i ≤ n) such that αi 6= 0. Then for α, β ∈ Zn+, we let
nαβ := max{nα, nβ}. (5.10)
Proposition 5.1.3. Let Q be a positive Hermitian algebraic function as above. Let
x ∈ X and suppose (5.9) holds on a closed coordinate ball B(x, r) for some r > 0 (with
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Proof. Let x ∈ X and suppose ΥQ,x satisfies (5.9) on a closed coordinate ball
B(x, r) for some r > 0 (with coordinate z). In particular, one has B(x, r)∩ZQ,x =
∅. By Lemma 5.1.3. the function Υ˜Q,x in (5.3) is the polarization of ΥQ,x on
(X × X) \ Z˜Q,x, which does not intersect B(x, r) × B(x, r). In particular, Υ˜Q,x
is a holomorphic function in the coordinate variables (z, w) ∈ B(x, r)× B(x, r).
Let α = (α1, · · · , αn), β = (β1, · · · , βn) ∈ Zn+, and let nα, nβ, nαβ be as in (5.10).














and similar to (5.6), we consider the closed coordinate polydisc ∆
nα(r′) (resp.
∆
nβ(r′)) centered at 0 and of radius r′, where the coordinate functions consist
of those zi’s (resp. wj’s) for which αi 6= 0 (resp. β j 6= 0). By letting zi = 0 (resp.
wj = 0) for those i’s (resp. j’s) for which αi = 0 (resp. β j = 0), we may regard
∆
nα(r′) (resp. ∆nβ(r′)) as a subset of B(x, r) (resp. B(x, r)). Thus we have
∆
nα(r′)× ∆nβ(r′) ⊂ B(x, r)× B(x, r). (5.14)
By considering the restriction of Υ˜Q,x to ∆
nα(r′)×∆nβ(r′) and applying Lemma
5.1.2 to this restricted function, one easily sees from (5.12) that
|ΥQ,αβ| ≤
sup
(z,w)∈∆nα (r′)×∆nβ (r′) |Υ˜Q,x(z, w)|
(r′)|α|+|β|
. (5.15)
On the other hand, by Lemma 5.1.3, we have, for all (z, w) ∈ ∆nα(r′)× ∆nβ(r′),
|Υ˜Q,x(z, w)|2 =








where the last inequality follows from (5.14) and (5.8) (cf. also (3.34)). Then by
combining (5.13), (5.15) and (5.16), one obtains (5.11) readily.
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5.2 Asymptotics of the Cauchy functions
In this section, we derive some asymptotic estimates (near the diagonal of the
product complex manifold) for the Cauchy functions associated to Hermitian
algebraic functions.
Throughout the remainder of this chapter, we let X be an n-dimensional
compact complex manifold, and let L and E be two holomorphic line bundles
over X. We also let R and P be positive Hermitian algebraic functions on
L and E respectively, such that R satisfies the strong global Cauchy-Schwarz
(SGCS) condition. We recall from Section 3.3 that R induces the real-analytic




(3.18). For the real-analytic Kähler manifold (X,ω), we recall from Section
3.1 the associated diastasis function Dω, the Bochner coordinates at each point
x ∈ X and the Bochner coordinate balls B(x, r)’s at each x and of radius r
(cf. (3.5) and Remark 3.1.5). We also recall the Bochner radius τ of (X,ω)




{x} × B(x, r) of ∆X in X × X and of radius r (cf. (3.9)). We also
recall from (3.10) the Bochner coordinate norm function ρ : W(τ)→ R, and we
let ro be as in (3.31), which satisfies the inequality 0 < ro ≤ τ. We recall from
(3.22) and (3.23) the Cauchy functions ΥR : (X × X) \ ZR → R and ΥP : (X ×
X) \ ZP → R associated to R and P, and we recall from (3.32) the geometric
invariants µR, µP, νR and νP. We recall from the definition of ro in (3.31) that
for each x ∈ X, there exists a Bochner coordinate z centered at x such that with
notation similar to (2.5), the Cauchy functions ΥR and ΥP admit (convergent)
power series expansions in z on B(x, ro) given as in (3.26) and (3.27).
Lemma 5.2.1. Let x ∈ X and let z : B(x, ro) → Cn be a Bochner coordinate at x
so that ΥR and ΥP admit (convergent) power series expansions in z on B(x, ro) as in
CHAPTER 5. ASYMPTOTICS NEAR THE DIAGONAL 41
(3.26) and (3.27). Then for α, β ∈ Zn+ and with ΥR,αβ and ΥP,αβ as in (3.26) and













where nαβ is as in (5.10).
Proof. The lemma follows readily from Proposition 5.1.3 (by letting Q = R and
then Q = P, and setting r = ro/2 in (5.11) and the equality νR = 1 in Lemma
3.3.2.
Lemma 5.2.2. We have
Dω = logΥR on W(ro). (5.19)
Proof. First we fix an arbitrary point t ∈ X. Since the Bochner coordinate ball




trivial and admits a non-vanishing holomorphic section s. Then from (3.22)
and using the alternative definition of R (cf. (2.10)), one has
logΥR(x, y) = log R(s(x), s(x)) + log R(s(y), s(y)) (5.20)
− log R(s(x), s(y))− log R(s(y), s(x))
for all (x, y) ∈ B(t, ro). Furthermore, one sees from (2.12), (2.13) and (3.18) that
ω(x) =
√−1∂∂ log R(s(x), s(x)) for all x ∈ B(t, ro). (5.21)
Then by using (3.2), (5.21) and upon varying t ∈ X, one obtains (5.19) readily.
Lemma 5.2.3. The following equality holds pointwise on W(ro):






T(k,d−k) (ΥR) . (5.22)
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Equivalently, one has, on W(ro),
T0 (ΥR) = 1, T1 (ΥR) = 0, T2 (ΥR) = ρ2, T3 (ΥR) = 0; (5.23)
and for d ≥ 4, one has
T(0,d) (ΥR) = T(1,d−1) (ΥR) = T(d−1,1) (ΥR) = T(d,0) (ΥR) = 0. (5.24)
Proof. First we fix an arbitrary point x ∈ X, and let z : B(x, ro) → Cn be a
Bochner coordinate at x, so that ρ2 = |z|2 on B(x, ro) (cf. (3.10)). By Lemma
5.2.2, we have
ΥR(x, z) = eDω(x,z) for all z ∈ B(x, ro). (5.25)
Using the identity et = ∑∞k=0 t
k/k!, the power series expansion of Dω(x, z) in
(3.4) and upon varying x ∈ X, one obtains (5.22) readily. It is obvious that
(5.23) and (5.24) are equivalent to (5.22).







T(k,d−k) (ΥP) . (5.26)
Equivalently, one has, on W(ro),
T0 (ΥP) = 1, T1 (ΥP) = 0; and (5.27)
T(0,d) (ΥP) = T(d,0) (ΥP) = 0 for all d ≥ 2. (5.28)
Proof. First As in the proof of Lemma 5.2.3, we first fix an arbitrary point x ∈ X,
and let z : B(x, ro) → Cn be a Bochner coordinate at x, so that ρ2 = |z|2 on
B(x, ro). Then as in the proof of Lemma 5.2.2 (with L, t, x there replaced by E,
x, z respectively), one sees that E
∣∣
B(x,ro)
admits a non-vanishing holomorphic
section s, and as in (5.20), one has
logΥP(x, z) = log P(s(x), s(x)) + log P(s(z), s(z)) (5.29)
− log P(s(x), s(z))− log P(s(z), s(x))
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for all z ∈ B(x, ro). Write
log P(s(z), s(z)) = ∑
α,β∈Zn+
aαβz
αzβ, z ∈ B(x, ro), (5.30)
for the Taylor series expansion of log P(s(z), s(z)) in B(x, ro). Note that x cor-
responds to the point z = 0 in B(x, ro). Thus, one has




log P(s(x), s(z)) = ∑
β∈Zn+
a0βz
β for z ∈ B(x, ro).
Here, with slight abuse of notation, the subscript 0 in a00 denotes the n-tuple
(0, 0, · · · , 0), etc. From (5.29), (5.30) and (5.31), one easily sees that
logΥP(x, z) = ∑
|α|,|β|≥1
aαβz
αzβ, z ∈ B(x, ro). (5.32)
Upon exponentiating both sides of (5.32), one obtains (5.26) readily. It is obvi-
ous that (5.27) and (5.28) are equivalent to (5.26).
Lemma 5.2.5. For each d, k ∈ Z+ with k ≤ d, the following inequalities hold point-
wise on W(ro): ∣∣∣T(k,d−k) (ΥR)∣∣∣ ≤ µR ( 2ro
)d










Proof. We recall from Remark 3.1.5 and Remark 4.3.3 that both sides of (5.33)
and (5.34) are well-defined functions on W(ro). First we prove (5.33), and we
fix an arbitrary point (x, y) in W(ro), so that y ∈ B(x, ro). Using an element of
U(n) if necessary, we may choose a Bochner coordinate z : B(x, ro) → Cn at x
such that
z(y)2 = · · · = z(y)n = 0, i.e., z(y) = (z1(y), 0, · · · , 0) (5.35)
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(cf. Remark 3.1.2). Let the power series expansion of ΥP(x, ·) at the point x be
∑α,β ΥP,αβz
αzβ. Then we have









where the last line follows readily from (5.35). From (5.17) in Lemma 5.2.1
(with α = (k, 0, · · · , 0), β = (d− k, 0, · · · , 0) so that nαβ = 1) and the equality
|z(y)1| = ρ(x, y), one has∣∣∣ΥP,(k,0,··· ,0)(d−k,0,··· ,0)z(y)k1z(y)d−k1 ∣∣∣ ≤ µR ( 2ro
)d
ρ(x, y)d, (5.37)
which together with (5.36), give (5.33) readily. We will skip the proof of (5.34),
which is the same as that of (5.33), except that the use of (5.17) has to be
replaced by that of (5.18).
Corollary 5.2.6. Let ro be as in (3.31), and let µR be as in (3.32). Then one has
r2o ≤ 4µR. (5.38)
Proof. From Lemma 5.2.3, one has T(1,1) (ΥR) = T2 (ΥR) = ρ2 on W(ro). Sub-
stituting this into (5.33) of Lemma 5.2.5 (with k = 1, d = 2), one gets






which leads to (5.38) readily.
5.3 Asymptotics of logarithmic Cauchy functions
In this section, we derive some uniform asymptotic estimates of the logarithm
of the Cauchy functions, which will be needed for discussion in subsequent
chapters. We follow the same notation in Section 5.2, unless otherwise stated.
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For 0 < r ≤ ro, we first recall from Definition 4.3.1 the class of functions
A(W(r)) on W(r), and we also denote by Aρ,+(W(r)) the set of real-valued
functions on W(r) which admit a power series expansion in ρ on W(r) with
non-negative coefficients, i.e.,
Aρ,+(W(r)) := {F : W(r)→ R
∣∣ F = ∞∑
d=0
Fdρd on W(r) (5.39)
with Fd ≥ 0 for each d ∈ Z+}.
It is easy to see that if F, G ∈ Aρ,+(W(r)), then
F + G ∈ Aρ,+(W(r)) and F · G ∈ Aρ,+(W(r)). (5.40)




Fdρd of F ∈ Aρ,+(W(r))
as in (5.39) is uniquely defined by F. The reader should be warned that
Aρ,+(W(r)) 6⊂ A(W(r)) since ρ /∈ A(W(r)) (albeit ρ2 ∈ A(W(r))).





Aρ,+(W(r)). We write f ≺r F if for each d ∈ Z+, the inequality |Td ( f ) | ≤ Fdρd
holds pointwise on W(r).
Lemma 5.3.2. For i = 1, 2, let ri be such that 0 < ri ≤ ro. and let fi ∈ A(W(ri)),
Fi ∈ Aρ,+(W(ri)) be such that fi ≺ri Fi. Let α, β ∈ C. Then we have
α · f1 + β · f2 ≺min{r1,r2} |α| · F1 + |β| · F2, and (5.41)
f1 · f2 ≺min{r1,r2} F1 · F2. (5.42)
Proof. For brevity, we will only prove (5.42). and leave the similar proof of









W(r2). Then it is easy to see that one has, on W(min{r1, r2}),








AkBd−k, d = 1, 2, · · · . (5.43)
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Now for each d ∈ Z+, one easily sees that the following equalities and inequal-
ities hold pointwise on W(min{r1, r2}):
|Td ( f1 · f2)| =




















which together with (5.43), lead to (5.42) readily.
Lemma 5.3.3. Let r ∈ R be such that 0 < r ≤ ro, and let f ∈ A(W(r)) and
F ∈ Aρ,+(W(r)) be such that f ≺r F. Furthermore, if
F(x, y) < 1 for all (x, y) ∈W(r), (5.44)
then one has
− log(1− f ) ∈ A(W(r)), − log(1− F) ∈ Aρ,+(W(r)), and
− log(1− f ) ≺r − log(1− F). (5.45)
Proof. We recall that






for all − 1 < t < 1. (5.46)
From (5.44) and the assumption that F ∈ Aρ,+(W(r)), it follows readily that
0 ≤ F(x, y) < 1 for all (x, y) ∈W(r). (5.47)
Together with (5.46) and the fact that compositions of analytic functions are
analytic, it follows readily that − log(1− F) is an analytic function in ρ, i.e.,
one may write




Akρk on W(r). (5.48)
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Note that each coefficient on the right hand side of (5.46) is non-negative.
Together with assumption that F ∈ Aρ,+(W(r)), it follows that one can use
the chain rule to conclude that Ak ≥ 0 for each k ∈ Z+. Hence we have
− log(1− F) ∈ Aρ,+(W(r)). Next, it follows readily from (5.47) and the as-
sumption f ≺r F that one has
| f (x, y)| < 1 for all (x, y) ∈W(r). (5.49)
Together with (5.46) and the fact that compositions of analytic functions are an-
alytic, one concludes readily that − log(1− f ) ∈ A(W(r)). Finally, we proceed
to prove (5.45). First one easily checks that on W(r) (so that (5.47) and (5.49)
hold), one has, for each d ∈ Z+,


































) denotes the term of degree d in the expansion of − log(1− F)
(resp. F
k
k ) as a power series in ρ. We also remark that the last equality in (5.51)
follows from the fact that each F
k
k ∈ Aρ,+(W(r))(cf. (5.40)). From Lemma 5.3.2,









)∣∣∣∣∣ on W(r). (5.52)
Togethr with (5.50) and (5.51), it follows that the inequality |Td (− log(1− f ))| ≤
Adρd holds pointwise on W(r) for each d ∈ Z+, which gives (5.45).
Lemma 5.3.4. We have
ΥR − (1+ ρ2) ∈ A(W(ro)), 16µRρ
4
r2o(ro − 2ρ)2
∈ Aρ,+(W(ro2 )), and (5.53)
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Proof. First it follows readily from Remark 4.3.2 that ΥR− (1+ ρ2) ∈ A(W(ro)).
By Lemma 5.2.3, one has, on W(ro),
Td
(








T(k,d−k) (ΥR) for each d ≥ 4.
(5.55)
























(d− 3)td = t
4
(1− t)2 for all − 1 < t < 1. (5.57)
Clearly we have
0 ≤ 2ρ(x, y)
ro
< 1 for all (x, y) ∈W(ro
2
). (5.58)
























Then from (5.64) and (5.59), one easily sees that B ∈ Aρ,+(W( ro2 )), and ΥR −
(1+ ρ2) ≺ ro
2
B, and this finishes the proof of the lemma.
We let GR : W( ro2 ) → R and rR > 0 be the function and the constant given
by










CHAPTER 5. ASYMPTOTICS NEAR THE DIAGONAL 49
Proposition 5.3.5. Let GR and rR be as in (5.60). We have
0 ≤ GR(x, y) < 12 for all (x, y) ∈W(rR), (5.61)
logΥR ∈ A(W(rR)), (5.62)
− log(1− GR) ∈ Aρ,+(W(rR)), and (5.63)
logΥR ≺rR − log(1− GR). (5.64)
Proof. Upon writing 1 − ΥR = −ρ2 − (ΥR − (1 + ρ2)), one easily sees from
Lemma 5.3.2 (with α = β = −1) and Lemma 5.3.4 that
1− ΥR ∈ A(W(ro)), GR ∈ Aρ,+(W(ro2 )), and 1− ΥR ≺ ro2 GR. (5.65)
Since GR ∈ Aρ,+(W( ro2 )), it follows readily that GR increases with ρ. Note also
that W(rR) ⊂W( ro2 ), since µR > 1 by (3.33). Thus for all (x, y) ∈W(rR) (so that



















































which gives (5.61). From (5.65), (5.66) and Lemma 5.3.3 (with f = 1− ΥR and
F = GR), one sees that
− logΥR = − log(1− (1− ΥR) ∈ A(W(rR)), (5.67)
− log(1− GR) ∈Aρ,+(W(rR)), and − logΥR ≺rR − log(1− GR). (5.68)
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Then by Lemma 5.3.2 (with α = −1), we also have
logΥR = −(− logΥR) ≺rR − log(1− GR). (5.69)
This finishes the proof of the proposition.
Corollary 5.3.6. Let rR be as in (5.60). Then the following inequality holds pointwise
on W(rR): ∣∣∣T4 (logΥR) ∣∣∣ ≤ C4,Rρ4, where C4,R := 24µ2Rr4o . (5.70)
Proof. Using the Maclaurin series of − log(1− t) in (5.46), one easily sees from
(5.60) and Proposition 5.3.5 that on W(rR), one has
∣∣∣T4 (logΥR) ∣∣∣ ≤ T4 (− log(1− GR))





















































ρ4 (since µR > 1 by (3.33)),
(5.71)
and this finishes the proof of the corollary.
Corollary 5.3.7. Let rR be as in (5.60). Then the following inequality holds pointwise
on W(rR): ∣∣∣T≥5 (logΥR) ∣∣∣ ≤ C≥5,R · ρ5, where C≥5,R := 470µ 52Rr5o . (5.72)
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Proof. By Proposition 5.3.5, the following inequality holds pointwise on W(rR):∣∣∣T≥5 (logΥR) ∣∣∣ ≤ T≥5 (− log(1− GR)) , (5.73)
where GR is as in (5.60). Using the Maclaurin series of − log(1− t) in (5.46),
one has











We are going to bound each of the three terms on the right hand side of (5.74).
Since µR > 1 (cf. (3.33)), it follows that











(k + 1)tk =
t2(3− 2t)
(1− t)2 for all − 1 < t < 1. (5.76)
Thus on W(rR), we have





























































)2) (by (5.76)), (5.77)
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and thus one has, on W(rR),∣∣T≥5 (GR) ∣∣ ≤ (64µRr5o + 64µRrRr6o · 3(12)2
)













































)2 rR + 256µ2Rr8o(12)4 r3R
)
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From (5.73) and (5.74), we have, on W(rR),
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which gives (5.72), and this finishes the proof of the corollary.
Similar to Lemma 5.3.4, we have
Lemma 5.3.8.



















(ro − 2ρ)2 . (5.85)
Proof. First it follows readily from Remark 4.3.2 that ΥP − 1 ∈ A(W(ro)). By
Lemma 5.2.4, one has, on W(ro),
Td (ΥP − 1) =





T(k,d−k) (ΥP) for each d ≥ 2.
(5.86)
Together with Lemma 5.2.5, it follows that for d ≥ 2, we have, on W(ro),








































(d− 1)td = t
2
(1− t)2 for all − 1 < t < 1. (5.88)
Together with the pointwise inequality in (5.58), it follows that one has, on


































(ro − 2ρ)2 =: A.
Then from (5.87) and (5.89), one easily sees that A ∈ Aρ,+(W( ro2 )), and ΥP −
1 ≺ ro
2
A, and this finishes the proof of the lemma.




















Then similar to Proposition 5.3.5, we have
Proposition 5.3.9. Let GP and rP be as in (5.90). We have
0 ≤ GP(x, y) < 19 for all (x, y) ∈W(rP), (5.91)
logΥP ∈ A(W(rP)), (5.92)
− log (1− GP) ∈ Aρ,+(W(rP)), and (5.93)





Proof. First one sees from Lemma 5.3.2 (with α = −1) and Lemma 5.3.8 that
1− ΥP ∈ A(W(ro)), GP ∈ Aρ,+(W(ro2 )), and 1− ΥP ≺ ro2 GP. (5.95)
Since GP ∈ Aρ,+(W( ro2 )), it follows that H increases with ρ. Note also that
W(rP) ⊂W( ro2 ), since µP ≥ 1 ≥ νP by Lemma 3.3.2. Thus for all (x, y) ∈W(rP)
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, and in particular, ro − 2rP > 3ro4 ), one has, from
(5.90),
























)2 = 19. (5.96)
From (5.95) (5.96) and Lemma 5.3.3 (with f = 1−ΥP and F = H), one sees that
− logΥP = − log(1− (1− ΥP)) ∈ A(W(rP)), (5.97)
− log(1− GP) ∈Aρ,+(W(rP)), and − logΥP ≺rP − log(1− GP). (5.98)
Then as in (5.69), (5.98) implies readily that logΥP ≺rP − log(1− GP). This
finishes the proof of the proposition.
Corollary 5.3.10. Let rP be as in (5.90). The following inequality holds pointwise on








Proof. Using the Maclaurin series of − log(1− t) in (5.46), one easily sees from
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Similar to Corollary 5.3.7, we have
Corollary 5.3.11. Let rP be as in (5.90). The following inequality holds pointwise on








Proof. By Proposition 5.3.9, the following inequality holds pointwise on W(r):∣∣∣T≥3 (logΥP) ∣∣∣ ≤ T≥3 (− log(1− GP)) , (5.101)
where GP is as in (5.90). Using (5.46), one has







We are going to bound each of the two terms on the right hand side of (5.102).







Thus on W(rP), we have
















































































)2) (by (5.76)), (5.104)
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ρ3 (since ρ < rP). (5.105)























































· ρ3 (since ρ < rP). (5.106)
From (5.101) and (5.102), we have, on W(rP),
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which gives (5.100), and this finishes the proof of the corollary.
5.4 Asymptotics of the volume form
In this section, we are going to derive some uniform asymptotic estimates of
the volume form on Bochner balls in X. We will follow the notation in Section
5.2 and Section 5.3 , unless otherwise stated.
First we recall from (3.18) the Kähler form ω = −ΘhR and its associated
volume form Ω =
ωn
n!
induced from R. Next we recall from (4.17) the positive-
valued function Ω̂ ∈ A(W(ro)). We will derive asymptotic estimates of log Ω̂
similar to that in Proposition 5.3.5 (for logΥR).
For a given point x ∈ X, we let zˆ be a Bochner coordinate at x given by
coordinate functions z = (z1 · · · , zn) : B(x, ro) → Cn. For 1 ≤ i, j ≤ n, we
denote by ω(zˆ)ij the (i, j)-th component of ω with respect to zˆ. Then by (3.1),
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(3.2) and Lemma 5.19, one has, on B(x, ro),
ω(zˆ)ij = ∂zi∂zj logΥR(x, ·)
=
ΥR(x, ·)∂zi∂zjΥR(x, ·)− ∂ziΥR(x, ·)∂zjΥR(x, ·)
ΥR(x, ·)2 . (5.108)
Next for the given Bochner coordinate zˆ at x as above, we define some associ-
ated functions on B(x, ro) in terms of the coordinate functions z = (z1, · · · , zn).
For each 1 ≤ i, j ≤ n and y ∈ B(x, ro), we let
F (zˆ)ij(y) : = ω(zˆ)ij · ΥR(x, y)2, (5.109)
B(zˆ)ij(y) : = ∂zi∂zjΥR(x, y) (5.110)
C(zˆ)i(y) : = ∂ziΥR(x, y). (5.111)
Then one easily sees from (5.108) that for each 1 ≤ i, j ≤ n, one has
F (zˆ)ij = ΥR · B(zˆ)ij − C(zˆ)i · C(zˆ)j on B(x, ro). (5.112)
Recall that ΥR admits a power series expansion on B(x, ro) with respect to zˆ,
given by
ΥR(x, y) = ∑
α,β∈Zn+
ΥR,αβz(y)
αz(y)β, y ∈ B(x, ro). (5.113)
(cf. (3.26) and (3.31)). Then from (5.110) and (5.111), one easily sees that
B(zˆ)ij(y) = ∑
α,β∈Zn+





αz(y)β for all y ∈ B(x, ro).
Here α = (α1, · · · , αn), etc. Clearly for each d ∈ Z+, one has
Td (ΥR) (x, y) = ∑
|α|+|β|=d
ΥR,αβz(y)
αz(y)β on B(x, ro). (5.115)
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ΥR,αβ(αi + 1)(β j + 1)z(y)
αz(y)β, and (5.117)
C(zˆ)(d)i (y) := ∑
|α|+|β|=d
ΥR,αβ(αi + 1)z(y)
αz(y)β, y ∈ B(x, ro).




are the Taylor polynomials of degree d
in the power series expansions of B(zˆ)ij and C(zˆ)i in (5.114). Note that each
Td (ΥR) is a well-defined function in A(W(ro)) independent of the choice of
Bochner coordinates, while the functions F (zˆ)ij, B(zˆ)ij, C(zˆ)ij, B(zˆ)(d)ij , C(zˆ)
(d)
ij
do depend on the choice of Bochner coordinate zˆ. Similar to (5.116), for each







on B(x, ro), (5.118)













In view of (5.108), we will first consider the auxiliary function Ω̂ ·Υ2nR (before
we consider Ω̂). Since Ω̂ ∈ A(W(ro)) and ΥR ∈ A(W(ro)), it follows that




∈ A(W(ro)) for each
d ∈ Z+.
Lemma 5.4.1. For each Bochner coordinate zˆ at a point x ∈ X and each d ∈ Z+, the
















Here Sym(n) denotes the group of permutations of {1, . . . , n} and sgn : Sym(n) →
{±1} denotes the signature homomorphism, and as usual, γ = (γ1, · · · ,γn) ∈ Zn+.
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Proof. From (4.17) and the identity Ω = ω
n
n! , it follows readily the following
















Hence by (5.109), we have, on B(x, ro),

















By equating the terms of degree d on both sides of (5.122), one obtains (5.120)
readily.
We remark that to derive pointwise estimates on functions in A(W(ro)) at
points (x, y) ∈ W(ro), it follows from Remark 3.1.2 that it is often possible to
assume that with respect to some Bochner coordinate zˆ at x (with coordinate
functions z = (z1, · · · , zn) : B(x, ro)→ Cn), the point y ∈ B(x, ro) satisfies
z(y)2 = · · · = z(y)n = 0, i.e., z(y) = (z1(y), 0, · · · , 0). (5.123)
As such, we will first evaluate and estimate certain functions at such points.
In subsequent discussion, we will adopt the following notation: for 2 ≤
i ≤ n, (a, 0, · · · , (b)i, · · · , 0) denotes the multi-index α = (α1, · · · , αn) such that
α1 = a, αi = b, and α` = 0 for ` 6= 1, i. We also adopt the Kronecker delta
notation, so that δij = 1 (resp. δij = 0) if i = j (resp. i 6= j).
Lemma 5.4.2. Let x ∈ X and let zˆ be a Bochner coordinate at x with coordinate
functions z = (z1, · · · , zn) : B(x, ro) → Cn. Let the power series expansion of ΥR
in z on B(x, ro) be as in (5.113). Let i, j be integers satisfying 2 ≤ i, j ≤ n. Suppose
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y ∈ B(x, ro) is a point satisfying (5.123). Then the following equalities hold at y:










































































Proof. From Lemma 5.2.3, one easily sees that in terms of zˆ, the following equal-
ity holds pointwise at a general point y ∈ B(x, ro):











Then one obtains (5.124) readily by setting z(y)2 = · · · = z(y)n = 0 in (5.130).
Similarly, one obtains (5.125)-(5.129) by setting z(y)2 = · · · = z(y)n = 0 in
(5.114).
Remark 5.4.3. We remark that for each d ∈ Z+ , the values of the functions
B(zˆ)(d)
ij
and C(zˆ)(d)i at points y ∈ B(x, r) satisfying (5.123) can be obtained
easily from corresponding expressions in Lemma 5.4.2.
CHAPTER 5. ASYMPTOTICS NEAR THE DIAGONAL 64
Corollary 5.4.4. Let x ∈ X, zˆ, i, j (with 2 ≤ i, j ≤ n) be as in Lemma 5.4.2. Then the
following equalities hold pointwise at any point y ∈ B(x, ro) satisfying (5.123):
F (zˆ)(0)
11
= 1, F (zˆ)(0)
i1






















δij + ΥR,(1,0,··· ,(1)i,··· ,0)(1,0,··· ,(1)j,··· ,0)
)
ρ2. (5.135)
Proof. The corollary can be obtained readily by first getting the terms of degrees
0, 1, 2 for the six functions in Lemma 5.4.2, and then substituting them into
(5.119) (with d = 0, 1, 2).
Corollary 5.4.5. Let x ∈ X, zˆ be as in Lemma 5.4.2. Then the following equalities






















ΥR,(1,0,··· ,(1)k,··· ,0)(1,0,··· ,(1)k,··· ,0)
)
ρ2. (5.138)
Proof. The corollary can be obtained readily by substituting the expressions of
Corollary 5.4.4 into Lemma 5.4.1 (with d = 0, 1, 2).
To facilitate ensuing discussion, we introduce the following definition, which
is a variant of Definition 5.3.1 for functions defined only on a Bochner ball cen-
tered at a point:
Definition 5.4.6. Let x ∈ X, and let zˆ be a Bochner coordinate at x with co-
ordinate functions z = (z1, · · · , zn) : B(x, ro) → Cn. Let r be a real number
satisfying 0 < r ≤ ro.
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(i) We denote by A(B(x, r); zˆ) the set of analytic functions f : B(x, r) → C
which admit a power series expansion in z on B(x, r).
(ii) Let f ∈ A(B(x, r); zˆ), so that we may write f = ∑
α,β∈Zn+
fαβz
αzβ on B(x, r).
For d ∈ Z+, we denote f (d) := ∑
|α|+|β|=d
fαβz





(cf. (5.39)). We write f ≺zˆ,?,r F if for each d ∈ Z+, the inequality | f (d)(y)| ≤
Fd(y)ρ(x, y)d holds at each point y ∈ B(x, r) satisfying (5.123).
Similar to Lemma 5.3.2, we have
Lemma 5.4.7. x ∈ X, zˆ be as in Lemma 5.4.2. For i = 1, 2, let ri be such that
0 < ri ≤ ro. and let fi ∈ A(B(x, ri); zˆ), Fi ∈ Aρ,+(W(ri)) be such that fi ≺zˆ,?,ri Fi.
Let α, β ∈ C. Then we have
α · f1 + β · f2 ≺zˆ,?,min{r1,r2} |α| · F1 + |β| · F2, and (5.139)
f1 · f2 ≺zˆ,?,min{r1,r2} F1 · F2. (5.140)
Proof. The proof of Lemma 5.4.7 follows mutatis mutandis from that of Lemma
5.3.2, and we will leave the details to the reader.
Lemma 5.4.8. Let x ∈ X, zˆ, i, j (with 2 ≤ i, j ≤ n) be as in Lemma 5.4.2. Then the
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following statements hold:














































































Proof. By bounding each term on the right hand side of (5.124) in Lemma 5.4.2
using Lemma 5.2.1 and the inequality r2o ≤ 4µR in (5.38), one easily sees that





















































(d + 1)ρd, (5.150)
where (5.150) follows from direct comparisons of terms of degree d for all d ≥ 0,
and it is easy to see that the power series on the right hand side of (5.150)
converges pointwise on W( ro2 ). This proves (5.141). Similarly, from Lemma
5.4.2, Lemma 5.2.1 and using the inequality r2o ≤ 4µR in (5.38), one easily sees
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that






























































where (5.154) follows from direct comparisons of terms of degree d for all
d ≥ 0„ and it is easy to see that the power series on the right hand side of
(5.154) converges pointwise on W( ro2 ). This proves (5.142). From Lemma 5.4.2












































(d2 + d)ρd, (5.157)
where (5.157) follows from direct comparisons of terms of degree d for all
d ≥ 0, and it is easy to see that the power series on the right hand side of




). This proves (5.143). From Lemma
5.4.2, Lemma 5.2.1 and using the inequality r2o ≤ 4µR in (5.38), one easily sees
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that

























































































where (5.162) follows from direct comparisons of terms of degree d for all
d ≥ 0, and it is easy to see that the power series on the right hand side of




). This proves (5.144). From Lemma
5.4.2, Lemma 5.2.1 and using the inequality r2o ≤ 4µR in (5.38), one easily sees
that





























































where (5.166) follows from direct comparisons of terms of degree d for all d ≥ 0,
and it is easy to see that the power series on the right hand side of (5.166)
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converges pointwise on W( ro2 ). This proves (5.145). From Lemma 5.4.2, Lemma















































where (5.169) follows from direct comparisons of terms of degree d for all d ≥ 0,
and it is easy to see that the power series on the right hand side of (5.169)




). This proves (5.146).
Lemma 5.4.9. Let x ∈ X, zˆ, i, j (with 2 ≤ i, j ≤ n) be as in Lemma 5.4.2. Then for
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Proof. By Lemma 5.4.8, we have, for each d ∈ Z+,








≺zˆ,?, ro2 µR ·
1
6



































C(zˆ)(d)1 ≺zˆ,?, ro2 µR ·
1
2






































































(k + 1) · 1
6




(k2 − k + 2) · 1
2









(d5 + 5d4 + 45d3 + 55d2 + 134d + 120)ρd,
where the last line follows from a direct computation, and the proof of (5.170)
is finished. Next we prove (5.171). By (5.119), (5.173)-(5.178) and Lemma 5.4.7




















































(k + 1) · 2k · 1
2















2) · 2d(2 d2 ((6− 4√2)d2 − 2d + 4) + (3− 2√2)d2 + (4√2− 5)d− 4)ρd,
where the last line follows from a direct computation, and the proof of (5.171)
is finished. Finally we proceed to prove (5.172). By (5.119), (5.173)-(5.178) and
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(k + 1)2k · 1
2































where the last line follows from a direct computation, and the proof of (5.172)
is finished.
Corollary 5.4.10. Let x ∈ X, zˆ, i, j (with 2 ≤ i, j ≤ n) be as in Lemma 5.4.2.
(i) Then for each d ∈ Z+, the following statements hold:
F (zˆ)(d)
11
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(ii) As a consequence, we have
F (zˆ)11 ≺zˆ,?, ro3 234 ·
µ2R
ro(ro − 3ρ) , (5.182)
F (zˆ)i1 ≺zˆ,?, ro3 6147 ·
µ2R
ro(ro − 3ρ) , (5.183)
F (zˆ)ij ≺zˆ,?, ro3 8992 ·
µ2R
ro(ro − 3ρ) . (5.184)
Proof. First we deduce (5.179) from (5.170) in Lemma 5.4.9. To do this, we








(d5 + 5d4 + 45d3 + 55d2 + 134d + 120), d ∈ Z+. (5.185)
It is easy to see that F is a positive-valued function such that F(d) → 0 as
d→ ∞, and thus F attains its maximum value. Furthermore, it is easy to find an
effective value do such that F(d) < F(1) for all d ≥ do. Then by computing the
values of F(d) for d = 0, 1, · · · , do, one easily determines the maximum value of
F, which turns out to be attained at d = 10, and F(10) ≈ 233.5 < 234, and this
leads to (5.179) readily. Similarly, (5.180) (resp. (5.181)) can be deduced (5.171)
(resp. (5.172)) in Lemma 5.4.9, and we will leave to details to the reader. We just
remark that the corresponding function attains its maximum value at d = 37
(resp. d = 50) with maximum value approximately equal to 6146.8 < 6147
(resp. 8991.4 < 8992). This finishes the proof of Corollary 5.4.10 (i). By taking
the sums of the functions in Corollary 5.4.10 (i) over d ∈ Z+, Corollary 5.4.10
(ii) follows readily.
Lemma 5.4.11.
Ω̂ · Υ2nR ≺ ro3 α(n) ·
µ2nR




234 · 8992+ (n− 1)61472) · 8992n−2(n− 1)!. (5.187)
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Proof. Let x ∈ X and let zˆ be a Bochner coordinate at x. Let
C1 := 234, C2 := 6147, and C3 := 8992. (5.188)
We also denote
σ ∈ Sym(n)′ : = {σ ∈ Sym(n) ∣∣ σ(1) = 1} ∼= Sym(n− 1), and
σ ∈ Sym(n)′′ : = {σ ∈ Sym(n) ∣∣ σ(1) 6= 1},
so that Sym(n) = Sym(n)′ ∪ Sym(n)′′. By Lemma 5.4.1 (or more precisely,
(5.122)) and Corollary 5.4.10, we have




























sgn σ · F (zˆ)1σ(1)F (zˆ)σ−1(1)1 ∏
k∈{1,...,n}\{1,σ(1)}
F (zˆ)kσ(k)
≺zˆ,?, ro3 (n− 1)! · C1 ·
µ2R













)2 · (C3 · µ2Rro(ro − 3ρ)
)n−2
= (C1 · C3 + (n− 1)C22) · Cn−23 · (n− 1)! ·
µ2nR
rno (ro − 3ρ)n
= α(n) · µ
2n
R
rno (ro − 3ρ)n
. (5.189)
Note that both functions on the two sides of (5.186) (and their Taylor polyno-
mials of degree d for each d ∈ Z+ are well-defined functions on W( ro3 ). For any
(x, y) ∈W( ro3 ), using a unitary transformation if necessary, one easily sees that
there exists a Bochner coordinate zˆ at x such that y takes the form in (5.123).
Then it follows that (5.189) leads readily to (5.186), and this finishes the proof
of the lemma.
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rno (ro − 3ρ)n+3
where (5.190)
β(n) : =






· (234 · 8992+ (n− 1)61472) · 8992n−2 · (n + 2)!. (5.192)
Proof. Consider the following two rational functions in t:
f (t) :=
1
(1− t)n and g(t) :=





One easily checks that for each k ≥ 3, the Maclaurin coefficient of degree k
for f (t) is smaller than or equal to that for g(t) (and the equality holds when

























rno (ro − 3ρ)n+3
.











Proof. We remark that both sides of (5.193) are well-defined functions on W(ro).
For any point (x, y) ∈W(ro). we choose a Bochner coordinate zˆ at x such that y













ΥR,(1,0,··· ,(1)k,··· ,0)(1,0,··· ,(1)k,··· ,0)
)
ρ2.
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Then by Lemma 5.2.1, it follows that the following inequality holds at y:
∣∣T2 (Ω̂ · Υ2nR ) ∣∣ ≤ (n− 1+ 4 · (2 · 1ro
)4













and this finishes the proof of the lemma.










rno (ro − 3ρ)n+3
, (5.194)
where β(n) is as in (5.192).
Lemma 5.4.14. We have
Ω̂ · Υ2nR − 1 ∈ A(W(
ro
3
)), GΩ ∈ Aρ,+(W(ro3 )), and (5.195)
Ω̂ · Υ2nR − 1 ≺ ro3 GΩ. (5.196)
Proof. First it follows readily from Remark 4.3.2 and Remark 4.3.4 that Ω̂ ·Υ2nR −
1 ∈ A(W(ro)). It is also easy to see that GΩ ∈ Aρ,+(W( ro3 )). By Corollary 5.4.5,
one has, on W(ro),









Together with Corollary 5.4.12 and Lemma 5.4.13, one obtains (5.196) readily,
and this finishes the proof of the lemma.
We let rΩ = rΩ(n, ro, µR) be the positive constant given by
rΩ :=
1
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Proposition 5.4.15. Let GΩ be as in (5.194), and let rΩ be as in (5.198). We have
0 ≤ GΩ(x, y) < 12 for all (x, y) ∈W(rΩ), (5.199)
log(Ω̂ · Υ2nR ) ∈ A(W(rΩ)), (5.200)
− log (1− GΩ) ∈ Aρ,+(W(rΩ)), and (5.201)
log(Ω̂ · Υ2nR ) ≺rΩ − log
(
1− GΩ). (5.202)
Proof. From Lemma 5.3.2 (with α = −1) and Lemma 5.4.14, one sees that
1− Ω̂ · Υ2nR ∈ A(W(
ro
3
)), GΩ ∈ Aρ,+(W(ro3 )), and 1− Ω̂ · Υ
2n
R ≺ ro3 GΩ.
(5.203)
Now we are going to show that
0 ≤ GΩ(x, y) < 12 for all (x, y) ∈W(rΩ). (5.204)





G′1 := (n− 1)ρ2, G′′1 :=
64nµR
r4o
ρ2, G′′′1 := β(n) ·
µ2nR ρ
3
rno (ro − 3ρ)n+3
.
Then one can show that the following inequalities hold pointwise:
0 ≤ G′1 <
1
8





0 ≤ G′′1 <
1
8













0 ≤ G′′′1 <
1
4
on W(r) if r < r′′′1 :=
1










Note that (5.205) and (5.206) hold obviously. We recall the inequality r2o ≤ 4µR
in (5.38) and the inequality µR > 1 in Lemma 3.3.2. By first making the re-
stricion r′′′1 <
ro
6 and using Stirling formula, it follows readily from the expres-
sion of G′′′1 that the inequality in (5.207) will hold for some r
′′′
1 of the form
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r′′′1 =
1









for some sufficiently large C. Then by considering the
asymptotics of the functions involved (as a function of n) and examining the
cases for small values of n as in the proof of Corollary 5.4.10, one finds that
one can take C = 10. Then by one checks easily that rΩ < min{r′1, r′′1 , r′′′1 } (with
the use of the inequalities r2o ≤ 4µR and µR > 1), so that (5.204) follows from
(5.205). (5.206) and (5.207). We remark that the slight difference in the expres-
sions of rΩ and r′′′1 is to ensure that rΩ < r
′′
1 and rΩ <
ro
6 when n = 1. From
(5.203), (5.204) and Lemma 5.3.3 (with f = 1− Ω̂ · Υ2nR and F = GΩ), one sees
that
− log(Ω̂ · Υ2nR ) = − log(1− (1− Ω̂ · Υ2nR )) ∈ A(W(rΩ)), (5.208)




Then as in (5.69), (5.209) implies that log(Ω̂ · Υ2nR ) ≺rΩ − log
(
1− GΩ). This
finishes the proof of the proposition.
Now we are ready to give the main result of this section as follows:
Proposition 5.4.16. Let GR, GΩ and rΩ be as in (5.60), (5.194) and (5.198) respec-
tively. We have
log Ω̂ ∈ A(W(rΩ)), (5.210)
− log (1− GΩ)− 2n log (1− GR) ∈ Aρ,+(W(rΩ)), and (5.211)
log Ω̂ ≺rΩ − log
(
1− GΩ)− 2n log
(
1− GR). (5.212)
Proof. First we consider the following obvious identity:
log Ω̂ = log(Ω̂ · Υ2nR )− 2n logΥR. (5.213)
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Using the inequalities r2o ≤ 4µR and µR > 1 as in Proposition 5.4.15), one also
checks easily that
rΩ < rR. (5.214)
Then using Lemma 5.3.2 (with f1 = log(Ω̂ · Υ2nR ), f2 = logΥR, α = 1, β = −2n),
one easily sees that the proposition follows readily from Proposition 5.4.15 and
Proposition 5.3.5.
Corollary 5.4.17. Let rΩ be as in (5.198). The following inequality holds pointwise on
W(rΩ): ∣∣∣T2 (log Ω̂) ∣∣∣ ≤ C2,Ωρ2, where C2,Ω := 96nµ2Rr4o . (5.215)







log(Ω̂ · Υ2nR )
)
− 2n · T2 (logΥR) . (5.216)








, −1 < t− 1 < 1, (5.217)
one easily sees that on W(rΩ), one has









= T2 (ΥR − 1) = ρ2. (5.218)
For any point (x, y) ∈ W(rΩ), we choose a Bochner coordinate zˆ at x such that
y takes the form (5.123). Then using (5.217) and Corollary 5.4.5, one sees that
the following equality holds at y:
T2
(























ΥR,(1,0,··· ,(1)k,··· ,0)(1,0,··· ,(1)k,··· ,0)
)
ρ2. (5.219)
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ΥR,(1,0,··· ,(1)k,··· ,0)(1,0,··· ,(1)k,··· ,0)
)
ρ2. (5.220)
Then using Lemma 5.2.1, one sees that the following inequality holds at y:
∣∣T2 (Ω̂ · Υ2nR ) ∣∣ ≤ (n + 1+ 4 · (2 · 1ro
)4


























· ρ2 (since µR > 1 by (3.33)),
which leads to (5.215) upon varying (x, y) ∈ W(rΩ). This finishes the proof of
the corollary.
Similar to Corollary 5.3.7, we have
Corollary 5.4.18. Let rΩ be as in (5.198). Then the following inequality holds point-
wise on W(rΩ):
∣∣∣T≥3 (log Ω̂) ∣∣∣ ≤ C≥3,Ω · ρ3, where C≥3,Ω := 104n+23 · nn · µ2n+ 12R
r2n+4o
. (5.221)
Proof. . From (5.198), (5.214) and the inequality r2o ≤ 4µR in (5.38), one easily
checks that
rΩ < min{rR, ro6 }. (5.222)
Using (5.61), (5.199), (5.46) and (5.214), one sees that the following equalities
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hold pointwise on W(rΩ):














Together with Proposition 5.4.16, one sees that the following inequality holds
pointwise on W(rΩ):
∣∣∣T≥3 (log Ω̂) ∣∣∣
≤ T≥3
(− log (1− GΩ)− 2n log (1− GR))
≤
















We are going to bound each of the four terms on the right hand side of (5.225).
First by (5.60), we have, on W(rΩ),
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)2 · rΩ · ρ3 (since ρ < rΩ < rR)
≤ (1+ 9
4r2o







)2 · rΩ · ρ3




· rΩ · ρ3 (5.227)









rno (ro − 3ρ)n+3
) ∣∣∣




rno (ro − 3ρ)n+3
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+ β(n) · µ
2n
R ρ


























)2 · rΩ · ρ3








)2 · rΩ · ρ3 (5.229)
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+ 2n · 36µR
r4o




























+ 2n · 36µR
r4o







































































· β(n) · 2
n+3



































80n · 2 4n−43 + 2
n+4β(n)
10 · 27n · n n3
)2
+










· ρ3 (since µR > 1)
=
104n+23 · nn · µ2n+ 12R
r2n+4o
· ρ3, (5.230)
which gives (5.221). Here the last line of (5.230) follows from an analysis similar
to that in Proposition 5.4.15, which we describe briefly here. First using Stirling
formula, one sees that the coefficient of the second last line of (5.230) satisfies
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an inequality of the form C · 104n · nn for some sufficiently large constant C.
Then by considering the asymptotics of the two expressions (as functions in n)
and examining the cases when n is small, one easily checks that one may take
C = 1023. This finishes the proof of the corollary.
Chapter 6
Estimates of the integral operators
In this chapter, we are going to estimate the integrals in 4.21 and complete the
proof of Theorem 4.2.1 and Theorem 4.2.2.
6.1 Some background results on Euclidean spaces
In this section, we collect some background results on complex Euclidean
spaces Cn with n ∈ N. For Cn, we denote its Euclidean ball centered at the
origin and of radius r (with r > 0) and its Euclidean volume form by
B(r) : =
{





dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn. (6.2)
Here z = (z1, · · · , zn) denote the coordinate functions on Cn.





(n− 1)!(n− c) . (6.3)
Proof. We will skip the proof, which follows from a direct calculation.
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pin(n + d− 1)!
(n− 1)!an+d . (6.4)
Proof. We will skip the proof, which follows from a direct calculation.

















Proof. We will skip the proof, which follows from a direct calculation.
For r > 0, we let B(r) := {z ∈ Cn ∣∣ |z| ≤ r} denote the closure of B(r).
Definition 6.1.4. Let q : B(r)→ C be a real-analytic function admitting a power
series expansion q(z) = ∑
α,β∈Zn+
qαβz
αzβ on B(r). We say that q has only quasi-
diagonal terms if qαβ = 0 whenever |α| 6= |β|.
Lemma 6.1.5. Let f : B(r) → C be a holomorphic function and q : B(r) → C be a
real-analytic function. If q has only quasi-diagonal terms, then∫
B(r)




Proof. First we recall that for multi-indices α and β, one has∫
B(r)
zαzβdV(z) = 0 whenever α 6= β, (6.7)
which can be verified easily by considering the change of variables given by
(z1, · · · , zn)→ (eiθ1z1, · · · , eiθn zn), and then letting θ1, · · · , θn vary. Let g be the
function given by g(z) = f (z)− f (0) for z ∈ B(r). Then g(0) = 0 and g is also
a holomorphic function admitting a power series expansion g(z) = ∑|γ|>0 gγzγ
on B(r), noting that gγ = g(0) = 0 when |γ| = 0. Writing the expansion of q
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on B(r) as ∑α,β qαβz


















where the last equality follows from (6.7). Since q has only quasi-diagonal
terms, it follows that for each α and γ satisfying |γ| > 0, one has |α + γ| =
|α|+ |γ| > |α|, and thus qα,α+γ = 0. Hence one has
∫
B(r) g(z)q(z)dV(z) = 0,
which leads to (6.6) readily.
6.2 Summary of the asymptotics near the diagonal
In this section, we give a summary of the main asymptotics estimates obtained
in Chapter 5 that will be needed in our subsequent discussion. We will follow
the notation in Chapter 5, unless otherwise stated.
Recall from Corollary 5.2.6 and Lemma 3.3.2 that r2o ≤ 4µR and νP ≤ 1. This











Hence by Corollary 5.2.6 and Lemma 3.3.2, we have
κˆ ≥ 1 and λˆP ≥ 1. (6.10)
Recall from (5.60) and (5.90) the constants
rΩ =
1




















r∗ := min{rΩ, rP}. (6.12)
CHAPTER 6. ESTIMATES OF THE INTEGRAL OPERATORS 89
















< r∗ ≤ min

















Proof. First, we rewrite rΩ and rP in terms of the auxiliary constant κˆ defined








































































































where the last line follows from a numerical computation. Combining (6.16)

















which leads to the lower bound of r∗ in (6.13) in (6.13) immediately. Next, we
shall prove the upper bound of r∗ in (6.13). From (6.12) and (6.14), we have
r∗ ≤ rΩ = 2
2n+4
3
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From the first half of (6.19) and the inequalities n ≥ 1, µR ≥ 1, κˆ ≥ 1, one also
easily checks that
r∗ ≤ 2135κˆ2 . (6.21)
Finally, From (6.12) and (6.15),












By combining (6.19), (6.21) and (6.22), one obtains the upper bound of r∗ in
(6.13) readily. This completes the proof of the lemma.
Lemma 6.2.2. The following inequality holds pointwise on W(r∗):
17685
17689
ρ2 ≤ ΥR − 1 ≤ 1769317689ρ
2. (6.23)
Proof. By Lemma 5.3.4, the following inequality holds pointwise on W( ro2 ):∣∣∣ΥR − 1− ρ2∣∣∣ ≤ 16µRr2o(ro − 2ρ)2 ρ4
= 4κˆ2 · 1
(ro − 2ρ)2 · ρ
4, (6.24)
where the last line follows from (6.9). From Lemma 6.2.1, the inequality κˆ ≥ 1
in (6.10), the definition of κˆ in (6.9) and the inequality µR ≥ 1, we have












Hence r∗ < r02 , so that W(r∗) ⊂ W( ro2 ). Hence from (6.24), the following in-
equalities hold pointwise on W(r∗):∣∣∣ΥR − 1− ρ2∣∣∣ ≤ 4κˆ2 · 1(ro − 2ρ)2 · ρ4
≤ 4κˆ2 · 1
(ro − 2r∗)2 · r
2∗ · ρ2, (6.26)
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where we used the inequality ρ ≤ r∗ in the last line and the observation that
the expression 1
(ro−2ρ)2 is increasing in ρ. From (6.25), we have
1
ro − 2r∗ ≤
1











Combining Lemma 6.2.1 and (6.27), we have
4κˆ2 · 1
(ro − 2r∗)2 · r















where the last inequality holds since µR ≥ 1. Combining (6.26) and (6.28),
pointwise on W(r∗), we have∣∣∣ΥR − 1− ρ2∣∣∣ ≤ 417689ρ2, (6.29)
which leads to the lemma readily.
Corollary 6.2.3. The Cauchy function ΥR satisfies the following inequality:
sup
W(r∗)
ΥR ≤ 45554554. (6.30)
Proof. By Lemma 6.2.2, we have, on W(r∗),
ΥR ≤ 1+ 1769317689ρ






ΥR ≤ 1+ 1769317689r
2∗. (6.32)




















By combining (6.32) and (6.33), one obtains the corollary readily.
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Lemma 6.2.4. One has
1 < θR ≤ 45554554. (6.35)
Proof. Recall that the Hermitian algebraic function R satisfies the (SGCS-1) con-
dition. Since ro > r∗ > 0, (X × X) \W(r∗) is non-empty and disjoint from the
diagonal ∆X of X×X. Hence the (SGCS-1) condition for R implies that θR > 1.
This proves the lower bound of θR in (6.35). To prove the upper bound of rast
in (6.35), we let
∂W(r∗) := {(x, y) ∈ X× X| ρ(x, y) = r∗}. (6.36)




By Lemma 6.2.2, we have the pointwise inequality




r2∗ on W(r∗). (6.38)
Since the function ΥR is real-analytic and hence continuous on W(r∗), we may
take the limit in (6.38) as ρ approaches r∗ to obtain the pointwise inequality
ΥR ≤ 1+ 1769317689r




ΥR ≤ 1+ 1769317689r
2∗. (6.40)







By combining (6.40) and (6.41), one obtains the upper bound of θR in (6.35)
readily. This finishes the proof of the lemma.
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Corollary 6.2.5. We have
1
θR − 1 ≥ 4554. (6.42)
Proof. The corollary is an immediate cosequence of Lemma 6.2.4.






Proof. Since the Hermitian algebraic function R satisfies the (SGCS-1) condition,









Since r∗ ≤ rΩ by (6.12), it follows from Lemma 5.4.14 and (5.199) that we have,










By combining (6.44) and (6.46), we obtain the lemma readily.







4554(θR − 1) . (6.48)
From Lemma 3.3.3 and Corollary 6.2.5, we have
ˆvol ≥ 1 and ηˆR ≥ 1. (6.49)
In summary, from Lemma 3.3.2, (6.12) and (6.49), we have
n, κˆ, ˆvol, ηˆR, λˆP, µR, µP ≥ 1, (6.50)
which will be used frequently in our subsequent discussion.
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Proposition 6.2.7. Let r∗ be as in (6.12). The following inequalities hold pointwise on
W(r∗):∣∣∣T2(log Ω̂)∣∣∣ ≤ C2,Ωρ2, where C2,Ω = 6nκˆ4, (6.51)∣∣∣T≥3(log Ω̂)∣∣∣ ≤ C≥3,Ωρ3, where C≥3,Ω = 104n+23nn22n+4 µ 2n−32R κˆ2n+4, (6.52)
|T4(logΥR)| ≤ C4,Rρ4, where C4,R = 32 κˆ
4, (6.53)
|T≥5(logΥR)| ≤ C≥5,Rρ5, where C≥5,R = 23516 κˆ
5, (6.54)





















Proof. Using (6.9), one easily sees that Corollary (5.4.17) implies the first in-
equality (6.51). Similarly, using (6.9), one sees that Corollary (5.4.18), Corollary
5.3.6, Corollary 5.3.7, Corollary 5.3.10 and Corollary 5.3.11 imply the inequali-
ties (6.52), (6.53), (6.54), (6.55) and (6.56) respectively.
Before concluding this section, we also write down some useful pointwise
equalities and inequalities on W(r∗) for our subsequent discussion. First one
easily checks from (5.60) and (6.12) that r∗ < rR. Hence we actually have
r∗ ≤ min{rΩ, rP, rR}. From (5.64) in Proposition 5.3.5, the expression of GR in
(5.60) and the Taylor series expansion of − log(1− t) in (5.46), one easily sees
that on W(r∗), one has
logΥR = ρ2 + T≥4(logΥR). (6.57)
Then from (6.53) and (6.54), one has, on W(r∗):
|T≥4(logΥR)| ≤ (C4,R + C≥5,Rr∗)ρ4 (6.58)
≤ (C4,Rr2∗ + C≥5,Rr3∗)ρ2 (6.59)
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Similarly, from Proposition 5.3.9, (5.90) and (5.46), one has, on W(r∗),
logΥP = T2(logΥP) + T≥3(logΥP). (6.60)
Together with (6.55) and (6.56), it follows that one has, on W(r∗),
|logΥP| ≤ (C2,P + C≥3,Pr∗)ρ2 (6.61)
≤ C2,Pr2∗ + C≥3,Pr3∗. (6.62)
Also, from Proposition 5.4.16, (5.60) and (5.194), one has, on W(r∗),
logΥΩ = T2(logΥΩ) + T≥3(logΥΩ). (6.63)
Together with (6.51) and (6.52), it follows that one has, on W(r∗),∣∣∣log Ω̂∣∣∣ ≤ (C2,Ω + C≥3,Ωr∗)ρ2 (6.64)
≤ C2,Ωr2∗ + C≥3,Ωr3∗. (6.65)
6.3 Estimation of I
In this section, we are going to estimate the integral I in (4.21).




∣∣∣∣ 1ΥR(x, y)mΥP(x, y) − Am(x, y)
∣∣∣∣
∣∣∣∣∣ s(y)s(x)R(y, x)mP(y, x)
∣∣∣∣∣Ω(y)Ω(x).
(6.66)
From (4.1), (4.2), (3.22), (3.23) and the identities R(y, x) = R(x, y), P(y, x) =
P(x, y), one easily checks that∣∣∣∣∣ s(y)s(x)R(y, x)mP(y, x)
∣∣∣∣∣ = ΥR(x, y)m2 ΥP(x, y) 12‖s(x)‖‖s(y)‖. (6.67)
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where Bm : W(r∗)→ R is a (nonnegative-valued) function given pointwise by
Bm :=
∣∣∣∣ 1ΥmRΥP − Am
∣∣∣∣ · Υm2RΥ 12P. (6.69)














































































where the functions B′m,B′′m : W(r∗)→ R are given pointwise by
B′m :=
∣∣∣∣∣ eT2(log Ω̂)em(ρ2+T4(logΥR)) · eT2(logΥP)
∣∣∣∣∣ , (6.75)
B′′m :=
∣∣∣∣∣ eT≥3(log Ω̂)emT≥5(logΥR)eT≥3(logΥP) − 1
∣∣∣∣∣ (6.76)





∣∣∣eT2(log Ω̂)−mT4(logΥR)−T2(logΥP)∣∣∣ . (6.77)
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Using the inequality et ≤ e|t| for t ∈ R, we have∣∣∣eT2(log Ω̂)−mT4(logΥR)−T2(logΥP)∣∣∣ ≤ e|T2(log Ω̂)|+m|T4(logΥR)|+|T2(logΥP)|. (6.78)
By (6.51), (6.53) and (6.55), we have, on W(r∗),
e|T2(log Ω̂)|+m|T4(logΥR)|+|T2(logΥP)| ≤ eC2,Ωρ2+mC4,Rρ4+C2,Pρ2
≤ e(C2,Ω+mC4,Rr2∗+C2,P)ρ2 , (6.79)





Similarly, using the inequality |et − 1| ≤ e|t| − 1 for t ∈ R, (6.52), (6.54) and
(6.56), we have, on W(r∗),
B′′m =
∣∣∣eT≥3(log Ω̂)−mT≥5(logΥR)−T≥3(logΥP) − 1∣∣∣
≤ e|T≥3(log Ω̂)|+m|T≥5(logΥR)|+|T≥3(logΥP)| − 1
≤ eC≥3,Ωρ3+mC≥5,Rρ5+C≥3,Pρ3 − 1
≤ eC1,Iρ3 · emC≥5,Rρ5 − 1, (6.81)
where the last line follows from (6.71). Using the inequality et ≤ 1 + tet for
t ∈ R, we have, on W(r∗),
eC1,Iρ
3 ≤ 1+ C1,Iρ3eC1,Iρ3 ≤ 1+ C1,IeC1,Ir∗ρ2ρ3. (6.82)
Similarly, using the inequality et ≤ 1+ tet for t ∈ R again, we have, on W(r∗),
emC≥5,Rρ
5 ≤ 1+ mC≥5,Rρ5emC≥5,Rρ5 ≤ 1+ mC≥5,RemC≥5,Rr3∗ρ2ρ5. (6.83)
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Next, using (6.57) and (6.59) , we have, on W(r∗),
ΥR = elogΥR = eρ
2+T≥4(logΥR) ≤ eρ2+|T≥4(logΥR)| ≤ e(1+C4,Rr2∗+C≥5,Rr3∗)ρ2 . (6.85)








Similarly, we have, on W(r∗),
ΥP = elogΥP ≤ e|logΥP|. (6.87)









Similarly, by (6.64), we have, on W(r∗),
1
Ω̂
= e− log Ω̂ ≤ e|log Ω̂| ≤ e(C2,Ω+C≥3,Ωr∗)ρ2 . (6.89)




















Now we are ready to combine the respective estimates for each of the five
factors in (6.74). As the estimate (6.84) for the second factor is a little unwieldy,
we shall do this in two stages. First by combining the estimates for the other



















2− 32 C4,Rr2∗− 12 C≥5,Rr3∗)m−( 32 C2,Ω+ 32 C2,P+( 12 C≥3,Ω+ 12 C≥3,P)r∗))ρ2Ω̂ 12
. (6.91)
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where the last line follows from (6.71), (6.72) and (6.73). It is easy to see that
(6.92) leads to (6.70) readily, and this finishes the proof of the lemma.
Next we are going to estimate the constants C1,I, C2,I and C3,I given in (6.71),
(6.72) and (6.73) respectively.
Lemma 6.3.2. Let C1,I be as in (6.71). Then we have



































































where the last inequality follows from a numerical computation.
Lemma 6.3.3. Let C2,I be as in (6.72). Then we have
C2,I ≥ 327679656100. (6.95)
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Combining (6.96) and (6.97), we have









Lemma 6.3.4. Let C3,I be as in (6.73). Then we have



















· C≥3,Ω · r∗ + 32 · C≥3,P · r∗. (6.100)
From (6.50), (6.51) and (6.55), we have
3
2
· C2,Ω + 32 · C2,P =
3
2

































where the last line follows from a numerical computation. Secondly, from
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(6.50), (6.52) and Lemma 6.2.1, we have
3
2
























≤ 3 · 10
4n+23nn




















where the last line follows from a numerical computation. Thirdly, from (6.56)
and Lemma 6.2.1, we have
3
2































































where the last line follows from a numerical computation. Combining (6.100),
(6.101), (6.102) and (6.103), we have
C3,I ≤
(
























and this finishes the proof of the lemma.
Having estimated the constants, C1,I, C2,I and C3,I, we are now ready to
obtain the following more convenient variant of Lemma 6.3.1:
Corollary 6.3.5. Let m1 be as in (6.93). Then for all m ∈ N satisfying m ≥ m1, the
following inequality holds pointwise on W(r∗):
Bm ≤ C1,Iρ
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Proof. m ∈N be such that m ≥ m1. Since all the quantities C≥5,R, r∗, m and C1,I
are positive, one clearly has
(C2,I + C≥5,Rr3∗)m− C3,I ≥ C2,Im− C3,I, and (6.106)
C2,Im + C1,Ir∗ − C3,I ≥ C2,Im− C3,I. (6.107)
Combining (6.106), (6.107) with Lemma 6.3.1, we obtain the following point-
wise inequality on W(r∗):
Bm ≤ C1,Iρ






































By Lemma 6.3.4, (6.50) and (6.93), we have
C3,I ≤ 110m1. (6.111)
Combining (6.110) and (6.111), we have
C2,Im− C3,I ≥ 141353m +
1
10




By combining (6.108) and (6.112), one obtains the corollary readily.
Corollary 6.3.6. Let m1 and I be as in (6.93) and (4.21) respectively. For all m ∈ N
satisfying m ≥ m1 and s ∈ H0(X, Lm ⊗ E), we have
|I| ≤ C1,IJ3 + mC≥5,RJ5 + mC1,IC≥5,RJ8, (6.113)
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Proof. This corollary follows immediately from (6.68) and Corollary 6.3.5.
To obtain an estimate for Jk, we first use the Cauchy-Schwarz inequality to






















The reader may wonder why we introduced the factor |ΥR(x, y)− 1|n−1, which
occurs in the numerator of the integrand in J′k and in the denominator of the
integrand in J′′. We will see later that this extra factor helps us to control
the size of J′k, while the singularity of the integrand of J
′′ along the diagonal
∆X ⊂ X× X is mild enough so that J′′ remains finite.
Lemma 6.3.7. Let k ∈ Z+ and J′k be as in (6.116). We have



















where the function Hk : W(r∗)→ R is given pointwise by
Hk :=
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Since the Hermitian algebraic function R satisfies the (SGCS-1) condition, we
have ΥR ≥ 1. Hence, by Lemma 6.2.2, we have, on W(r∗),
|ΥR − 1| = ΥR − 1 ≤ 1769317689ρ
2. (6.121)






















For each point x ∈ X, choose a Bochner coordinate zˆ at x. In terms of the
associated coordinate functions z : B(x, ro) → Cn, by identifying B(x, r∗) with


























where the last inequality holds since the integrand is nonnegative-valued on











)2n+k−1 pin(2n + k− 2)!
(n− 1)!m2n+k−1 . (6.124)
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A numerical computation shows that
C4,I < 10nnn. (6.127)

























By combining (6.127) and (6.128), one obtains the lemma readily.
Before we estimate J′′, we first have the following preparatory lemma:









· ˆvol · ηˆn−1R . (6.129)

























By Lemma 6.2.2, for each point y ∈ B(x, r∗), so that (x, y) ∈W(r∗), we have
ΥR(x, y)− 1 ≥ 1768517689ρ(x, y)
2 ≥ 0. (6.134)
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We choose a Bochner coordinate zˆ at x. In terms of the associated coordinate
functions z : B(x, ro) → Cn. By identifying B(x, r∗) with B(r∗) (following the




















































where the last line follows from a numerical computation. Next we proceed to





= 4554n−1ηˆn−1R , (6.138)









· ˆvol · ηˆn−1R , (6.139)
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ˆvol ηˆn−1R . (6.141)





























· ˆvol · ηˆn−1R ,
and this finishes the proof of the lemma.






· ˆvol · ηˆn−1R · ‖s‖22. (6.142)
Proof. Since the integrand of J′′ in (6.117) is nonnegative-valued on X × X, we
have
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ˆvol ηˆn−1R , (6.146)















· ˆvol · ηˆn−1R ‖s‖22. (6.147)
By combining (6.145) and (6.147), one obtains the corollary readily.




































































This completes the proof of the corollary.
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and one also has(
2n + k− 2
k
)
k! = (2n + k− 2)(2n + k− 3) · · · · · (2n− 1)
≤ (2n + k− 2)k
≤ (2n + k− 2)8
≤ (2n + 6)8. (6.152)










2n + k− 2
k
)









where the last line follows from a numerical computation. By combining (6.150)
and (6.153), one obtains the corollary readily.
To estimate I, we also need the following preparatory lemma.




























where the last line follows from (6.93). A numerical computation shows that
235




By combining (6.155) and (6.156), one obtains the lemma readily.
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Proposition 6.3.13. Let m1 and I be as in (6.93) and (4.21) respectively. For all
m ∈N satisfying m ≥ m1 and s ∈ H0(X, Lm ⊗ E), we have


















Proof. Let m ∈ N be such that m ≥ m1. Then by Corollary 6.3.6 and (6.3.10),
we have













































appears in (6.158). Since m is a positive integer such that m ≥ m1, we have










Together with Lemma 6.3.2, Lemma 6.3.12 and using (6.50), we have











































where the last line follows from a numerical computation. Combining (6.159)
and (6.160), we have










Thus, by combining (6.161) and (6.158), we have
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where the last line follows from (6.93). This finishes the proof of the proposi-
tion.
6.4 Estimation of II
In this section, we are going to estimate the expression II in (4.21).
Let m ∈ N, s ∈ H0(X, Lm ⊗ E), and II be as in (4.21). Rewriting II as an
























where the function M : W(r∗)→ C is given pointwise by
M :=
eT2(log Ω̂)
em(ρ2+T4(logΥR)) · eT2(logΥP) (6.166)
From (5.220), one easily sees that
T2(log Ω̂) = T(1,1)(log Ω̂). (6.167)
Also, from (3.4) and Lemma 5.2.2, one easily sees that
T4(logΥR) = T(2,2)(logΥR). (6.168)
Finally, from (5.26), we see that
T2(logΥP) = T2(ΥP) = T(1,1)(logΥP). (6.169)
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For each x ∈ X, we choose a Bochner coordinate zˆ at x. In terms of the
associated coordinate functions z : B(x, ro) → Cn, it follows readily from
(6.166), (6.167), (6.168), (6.169) that M(x, y) is an analytic function in the variable
z = z(y) and has only quasi-diagonal terms. Also, the quotient s(y)s(x)R(y,x)mP(y,x) is





























N(x) = N1(x) + N2(x), (6.173)


















First we consider the integrand of N1:
Lemma 6.4.1. The following inequality holds pointwise on W(r∗):∣∣∣∣M− 1emρ2





C1,II := C2,Ω + C2,P. (6.177)
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Proof. From (6.166) and the fact that ρ is real-valued, one sees that the following
equality holds pointwise on W(r∗):∣∣∣∣M− 1emρ2
∣∣∣∣ = 1emρ2
∣∣∣eT2(log Ω̂)−mT4(logΥR)−T2(logΥP) − 1∣∣∣ . (6.178)
Using the inequality |et − 1| ≤ e|t| − 1 which holds for all t ≥ 0, we have∣∣∣eT2(log Ω̂)−mT4(logΥR)−T2(logΥP) − 1∣∣∣ ≤ e|T2(log Ω̂)|+m|T4(logΥR)|+|T2(logΥP)| − 1
≤ eC1,IIρ2emC4,Rρ4 − 1, (6.179)
where the last line follows from (6.51), (6.53), (6.55) and (6.177). Using the
inequality et − 1 ≤ tet which holds for all t ≥ 0, we have, on W(r∗),
emC4,Rρ
4 ≤ 1+ mC4,Rρ4emC4,Rρ4
≤ 1+ mC4,Rρ4emC4,Rr2∗ρ2 . (6.180)




















Using the inequality et − 1 ≤ tet which holds for all t ≥ 0, we have, on W(r∗),
eC1,IIρ
2 − 1 ≤ C1,IIρ2eC1,IIρ2 . (6.182)
By combining (6.181) and (6.182), we obtain the lemma readily.
To facilitate our later application of Lemma 6.3.1, we shall estimate the ex-
pressions C1,II and C4,Rr2∗, which occur in the upper bound of (6.176).
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Proof. From (6.177), (6.51) and (6.55), we have
















which gives the lemma.















































By combining (6.187) and (6.188), one gets the corollary readily.
Corollary 6.4.4. Let C1,II and m2 be as in (6.177) and (6.186) respectively. We have
C1,II ≤ 5521319m2. (6.189)















where the last inequality follows from a numerical computation.
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which gives the lemma.
Having estimated the expressions C1,II and C4,Rr2∗, we are now ready to
obtain the following variant of lemma 6.4.1.
Corollary 6.4.6. Let C1,II and m2 be as in (6.177) and (6.186) respectively. For all
m ∈N satisfying m ≥ m2, the following inequality holds pointwise on W(r∗):∣∣∣∣M− 1emρ2







Proof. By Lemma 6.4.1, we have the following pointwise inequality on W(r∗):∣∣∣∣M− 1emρ2




By Corollary 6.4.4, we have
C1,II ≤ 5521319m2. (6.195)
Hence, for m ≥ m2, we have











By Lemma 6.4.5, we have













Combining (6.195) and (6.197), for m ≥ m2, we have







By combining (6.194), (6.196) and (6.198), we obtain the corollary readily.
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Lemma 6.4.7. Let m2 be as in (6.186). For all x ∈ X and all m ∈ N satisfying
m ≥ m2, we have














Since m ≥ m2, we may apply Corollary 6.4.6. Now we choose a Bochner coor-
dinate zˆ at x. In terms of the associated coordinate functions z : B(x, ro)→ Cn,
by identifying B(x, r∗) with B(r∗) (following the notation in (6.1) and (6.2)), it































where the last inequality holds since the integrand is nonnegative-valued on























)n+2 n(n + 1)pin
mn+2
. (6.203)
Combining (6.201), (6.202), (6.203), we have


















































CHAPTER 6. ESTIMATES OF THE INTEGRAL OPERATORS 117
































where the last line follows from a numerical computation. Combining (6.205)





























By combining (6.204) and (6.207), one obtains the lemma readily.
We will need the following elementary lemma to obtain an estimate of N2
as well as in Section 6.5.





at ≤ et. (6.209)
Proof. Since t ≥ 85 log a, we have
a ≤ e 5t8 . (6.210)
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Combining (6.210) and (6.211), we have
at ≤ e 5t8 · e 3t8 = et, (6.212)
which gives the lemma.
Lemma 6.4.9. Let m2 be as in (6.186). For all j = 0, 1, . . . , n − 1 and all m ∈ N






Proof. In order to apply Lemma 6.4.8 (with a given by n
1
j+1 (j+ 1) and t given by
r2∗m
j+1 ), we need to verify the condition (6.208). First, from (6.186) and the lower
























8(n + 1) log n
5
, (6.214)































j+1 (j + 1)
)
. (6.215)
Hence, by Lemma 6.4.8 (with a given by n
1






j+1 r2∗m = n
1
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which gives the lemma.








































By combining (6.219) and (6.220), we obtain the corollary immediately.
We are now ready to obtain an estimate of N2.
Lemma 6.4.11. Let m2 be as in (6.186). For all x ∈ X and all m ∈ N satisfying
m ≥ m2, we have












Proof. Let x ∈ X and let m ∈ N be such that m ≥ m2. We choose a Bochner
coordinate zˆ at x. In terms of the associated coordinate functions z : B(x, ro)→
Cn, by identifying B(x, r∗) with B(r∗) (following the notation in (6.1) and (6.2)),
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where the last line follows from the lower bound of r∗ in (6.13) in Lemma 6.2.1.
By combining (6.223) and (6.224), we obtain the lemma readily.
Corollary 6.4.12. Let m2 be as in (6.186). For all x ∈ X and all m ∈ N satisfying
m ≥ m2, we have












Proof. Let x ∈ X and let m ∈N be such that m ≥ m2. From (6.173),
|N(x)| ≤ |N1(x)|+ |N2(x)| . (6.226)
Since m ≥ m2, by Lemma 6.4.7 and Lemma 6.4.11, we have





















































where the last line follows from a numerical computation. By combining (6.226)
and (6.227), we obtain the corollary readily.
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Proposition 6.4.13. Let m2 and II be as in (6.186) and (4.21) respectively. For all
m ∈N satisfying m ≥ m2 and all s ∈ H0(X, Lm ⊗ E), we have












Proof. Let m ∈N be such that m ≥ m2 and let s ∈ H0(X, Lm ⊗ E). By Corollary
6.4.12 and (6.171), we have




























which gives the proposition.
6.5 Estimation of III
In this section, we are going to estimate the expression III in (4.21).










· λˆP · pin‖s‖22, (6.230)




∣∣∣∣∣ R(x, y)mP(x, y)s(y)s(x)R(x, x)mP(x, x)R(y, y)mP(y, y)
∣∣∣∣∣Ω(y)Ω(x). (6.231)
From (4.1), (4.2), (3.22), (3.23) and the identities R(y, x) = R(x, y), P(y, x) =
P(x, y), we have∣∣∣∣∣ R(x, y)mP(x, y)s(y)s(x)R(x, x)mP(x, x)R(y, y)mP(y, y)
∣∣∣∣∣ = ‖s(x)‖‖s(y)‖ΥR(x, y)mΥP(x, y) . (6.232)
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where the last line follows from the Cauchy-Schwarz inequality. Combining












· λˆP · pin‖s‖22, (6.236)
where the last line follows from (6.9), (6.47) and (6.48). This completes the
proof of the lemma.
Lemma 6.5.2. For all t ∈ R satisfying 0 ≤ t ≤ 14554 , we have
36433
36437
· t ≤ log(1+ t). (6.237)
Proof. On the interval [0, 14554 ], one easily checks that the function log(1 + t)/t
















which can easily be obtained from a numerical calculation.
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≥ 0 as ˆvol, ηˆR, λˆP ≥ 1 by
(6.50). A numerical computation shows that
1 >
36437n+1 · 4554n+1




































36437 · 4554 · ˆvol 12(n+1) ηˆRλˆ 1n+1P
36433 · 10 8nn+1
 , (6.244)










36437 · 4554 · ˆvol 12(n+1) ηˆRλˆ 1n+1P
36433 · 10 8nn+1
 . (6.245)








and t there replaced by mn+1 · 3643336437 · 14554ηˆR ) to obtain













≤ e mn+1 · 3643336437 · 14554ηˆR . (6.246)
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·m ≤ e mn+1 · 3643336437 · 14554ηˆR . (6.247)





·mn+1 ≤ em· 3643336437 · 14554ηˆR . (6.248)

























































where the last inequality follows from a numerical computation. This com-
pletes the proof of the lemma.
Proposition 6.5.4. Let m3 and III be as in (6.239) and (4.21) respectively. For all
m ∈N satisfying m ≥ m3 and all s ∈ H0(X, Lm ⊗ E), we have
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where the second last line follows from Lemma 6.5.3 and the last line follows
from a numerical computation. This completes the proof of the proposition.
6.6 Proof of Theorem 4.2.1
Lemma 6.6.1. Let m1 and m2 be as in (6.93) and (6.186) respectively. We have
































where the last line follows from (6.256). On the other hand, by (6.50) and































where the last line follows from (6.256). By combining (6.257) and (6.258), we
obtain the lemma readily.
Lemma 6.6.2. Let m3 and m4 be as in (6.239) and (6.256) respectively. For all m ∈N
satisfying m ≥ max {m4, m3} and all s ∈ H0(X, Lm ⊗ E), we have∣∣∣∣(KRmP,Ω(s), s)− pinmn ‖s‖22



















Proof. Let m ∈ N be such that m ≥ max {m4, m3} and let s ∈ H0(X, Lm ⊗ E).
From (4.20), we have∣∣∣∣(KRmP,Ω(s), s)− pinmn ‖s‖22
∣∣∣∣ ≤ |I|+ |II|+ |III| . (6.261)
Since m ≥ max {m4, m3} and m4 ≥ max{m1, m2} from Lemma 6.6.1, we have
m ≥ max{m1, m2, m3}. Thus we may apply Proposition 6.3.13, Proposition
6.4.13, Proposition 6.5.4 and (6.50) to obtain
|I|+ |II|+ |III|
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where the last line follows from a numerical computation. Combining (6.261)
and (6.262), we obtain the lemma readily.


































where the last equality follows from (6.9). A numerical computation shows
that
104n+23 · 22n+4 < 105n+24. (6.265)
By combining (6.264) and (6.265), we obtain the lemma immediately.
Lemma 6.6.4. Let m3 be as in (6.239). We have





































· 2n · 1














· 2 · 1
4554
< 4, (6.268)
one obtains the lemma readily.
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We are now ready to give the proof of Theorem 4.2.1.
Proof of Theorem 4.2.1. First, we recall the constants m] and C] in (4.6). Let m ∈
N be such that m ≥ m] and let s ∈ H0(X, Lm ⊗ E). Let m3 and m4 be as
in (6.239) and (6.256) respectively. From Lemma 6.6.3 and Lemma 6.6.4, one
easily sees that m] ≥ max{m4, m3} and hence we also have m ≥ max{m4, m3}.
Thus we may apply Lemma 6.6.2 to obtain∣∣∣∣(KRmP,Ω(s), s)− pinmn ‖s‖22
∣∣∣∣ ≤ C′mn+1‖s‖22, (6.269)











































where the last line follows from a numerical computation. From (6.9), (6.47)







































The equations (6.270), (6.271) and (4.6) together imply that
C′ ≤ C]. (6.272)
Combining (6.269) and (6.272), we obtain Theorem 4.2.1 readily.
6.7 Proof of Theorem 4.2.2





CHAPTER 6. ESTIMATES OF THE INTEGRAL OPERATORS 129















































where the last line follows from (6.260). This completes the proof of the lemma.
Lemma 6.7.2. Let m3 be as in (6.239). We have
m3 ≤ 72872n5 ·
ˆvol
1


















































































































By combining (6.276) and (6.278), we obtain the lemma readily.
CHAPTER 6. ESTIMATES OF THE INTEGRAL OPERATORS 130
Corollary 6.7.3. Let m3 be as in (6.239). If n ≥ 4, then we have
m3 ≤ 10 n2+4 · ˆvol
1




Proof. By Lemma 6.7.2, we have
m3 ≤ 72872n5 ·
ˆvol
1


















where the last inequality follows since log t < t for all t > 0. Combining (6.280)


































where, by a numerical computation, the last line holds for n ≥ 4. This finishes
the proof of the corollary.











7 · 1053 · ˆvol
1









2n+4, if n = 1, 2, 3,
C′
pin
, if n ≥ 4.
(6.284)
Proof. First, we consider the case when n = 1, 2 or 3. By (6.50) and Lemma
6.7.2, we have
m3 ≤ 72872n5 ·
ˆvol
1
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R ≤ ηˆR < 2ηˆR = ηˆR log(e2) ≤ ηˆR log(e2ηˆR), (6.287)




≤ 108n+28n 5n4 · ˆvol
1







































< 7 · 1053 · ˆvol
1










where the last line follows from a numerical computation. Combining (6.284)
and (6.289), we obtain (6.283) for the case when n = 1, 2 or 3.
Next, we consider the case where n ≥ 4. By (6.50) and Corollary 6.7.3, we
have
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Combining (6.284) and (6.291), we obtain (6.283) for the case when n ≥ 4. This
finishes the proof of the lemma.









Proof. The corollary is an immediate consequence of Lemma 6.7.1 and Lemma
6.7.4.
Lemma 6.7.6. Let m′0 be as in (6.284). For all m ∈ N satisfying m > m′o, the
Hermitian algebraic function RmP is a maximal sum of Hermitian squares.
Proof. Let m ∈ N be such that m > m′0 and let 0 6= s ∈ H0(X, LmE), so that
‖s‖2 > 0. Then by Corollary 6.7.5, we have m > max {m4, m3} , so that we may
apply Lemma 6.6.2 to obtain

















where in the last line follows from Corollary 6.7.5 and the fact that ‖s‖2 >
0. From (6.293) and Proposition 4.1.1, it follows that the Hermitian algebraic
function RmP is a maximal sum of Hermitian squares. This completes the proof
of the lemma.
Lemma 6.7.7. Let mo and m′o be as in (4.7) and (6.284) respectively. We have
m′o < mo. (6.294)
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Proof. First, we consider the case when n = 1, 2 or 3. From (6.284), we have
m′o = 7 · 1053 ˆvol
1






































where the last line follows from (6.9), (6.47) and (6.48). Since e2 < 4554 and the

























Combining (6.295), (6.296) and (6.297), we have













































Combining (4.7) and (6.298), we obtain (6.294) for the case when n = 1, 2 or 3.















































where the last line follows from (6.271). A numerical computation shows that,
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Combining (4.7) and (6.301), we obtain (6.294) for the case when n ≥ 4. This
completes the proof of the lemma.
Now we are ready to give the proof of Theorem 4.2.2.
Proof of Theorem 4.2.2. First, we recall the constant mo in (4.7). Let m ∈ N be
such that m ≥ mo. Then by Lemma 6.7.7, we have m > m′o. Thus, we may
apply Lemma 6.7.6 to conclude that the Hermitian algebraic function RmP is a
maximal sum of Hermitian squares. Finally the existence of a holomorphic map
φ : X → PN satisfying (4.8) follows from Remark 2.3.2 and the fact that RmP
is a maximal sum of Hermitian squares. This finishes the proof of Theorem
4.2.2.
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