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Formalizing computational models for everyday human activities remains an open chal-
lenge. Many previous approaches towards this end assume prior knowledge about the
structure of activities, using which explicitly deﬁned models are learned in a completely
supervised manner. For a majority of everyday environments however, the structure of the
in situ activities is generally not known a priori. In this paper we investigate knowledge
representations and manipulation techniques that facilitate learning of human activities in
a minimally supervised manner. The key contribution of this work is the idea that global
structural information of human activities can be encoded using a subset of their local
event subsequences, and that this encoding is suﬃcient for activity-class discovery and
classiﬁcation.
In particular, we investigate modeling activity sequences in terms of their constituent
subsequences that we call event n-grams. Exploiting this representation, we propose a
computational framework to automatically discover the various activity-classes taking place
in an environment. We model these activity-classes as maximally similar activity-cliques in
a completely connected graph of activities, and describe how to discover them eﬃciently.
Moreover, we propose methods for ﬁnding characterizations of these discovered classes
from a holistic as well as a by-parts perspective. Using such characterizations, we present
a method to classify a new activity to one of the discovered activity-classes, and to auto-
matically detect whether it is anomalous with respect to the general characteristics of its
membership class. Our results show the eﬃcacy of our approach in a variety of everyday
environments.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider a household kitchen where different activities, such as making omelets, washing dishes, or eating cereal etc.,
can take place. Each one of these activities can be performed in many different ways. To build systems that can be proactive
and assistive in such environments, it is not plausible to learn each and every one of the in situ activities in a completely
supervised manner. We are therefore interested in knowledge representations and manipulation techniques that allow com-
putational systems to analyze human activities with minimal supervision.
The importance of these systems that can learn our everyday activities can be motivated by the variety of applications
that they promise to offer. For instance, they have the potential to help us monitor peoples’ health as they age, as well as
in ﬁghting crime through improved surveillance. Their medical applications include identifying and evaluating crucial parts
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1222 R. Hamid et al. / Artiﬁcial Intelligence 173 (2009) 1221–1244Fig. 1. Illustration of an example event. A person shown washing some dishes in the sink of a kitchen.
of surgical procedures, and providing surgeons with useful feedback. Similarly, they can help us improve our productivity in
oﬃce environments by detecting important events around us to enhance our involvement in various tasks.
One of the key challenges in building such perceptual systems is the big gap that exists between the low level sensory
inputs such as pixel values or microphone voltages, and higher level inferences such as what dish is being prepared in a
kitchen, or whether someone forgot to add salt in it etc. A natural way to bridge this gap is to have a set of intermediate
characterizations that can appropriately channel the low-level perceptual information all the way to higher level inference
stage. The granularity at which these intermediate characterizations should be deﬁned presents a trade-off between how
expressive the characterizations are, versus the robustness with which they can be detected through low-level sensory data.
In the following, we deﬁne a set of such intermediate characterizations that we shall use throughout this paper.
1.1. Elements of activity dynamics
One way of looking at everyday environments is in terms of a set of perceptually detectable key-objects [22]. A key-object
may be deﬁned as:
Key-object: An object present in an environment that provides functionalities that may be required for the execution of
activities of interest in that environment.
We assume that a list of key-objects for an environment is known a priori. An illustrative ﬁgure showing a list of key-
objects in a kitchen environment is shown in Fig. 1. Various operations on the key-objects can be used to deﬁne a set of
perceptually detectable activity-descriptors. We call these descriptors Events which are deﬁned as:
Event: A particular interaction among a subset of key-objects over a ﬁnite duration of time.
Fig. 1 shows an example event of a person washing utensils in a sink.
Event vocabulary: The set of interesting events that can take place in an environment.
An event vocabulary for a household kitchen may consist of events like person opens the fridge door, person turns the stove
on, person turns the faucet on, etc. We assume that such an event vocabulary is known a priori.
Activity: A ﬁnite sequence of events.
To illustrate the notion of activities in an everyday environment, an example activity of making scrambled eggs is described
below:
Make Scrambled Eggs= Enter Kitchen→ Turn Stove On→ Get Eggs→ Fry Eggs→
Turn Stove Off→ Leave Kitchen
We assume that the start and end events of activities are known a priori, and that every activity must be ﬁnished before
another is started, i.e. the question of overlapping activities is not included in our problem domain.
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the frequential information of these subsequences, we deﬁne a notion of activity similarity and use it to automatically discover different activity-classes. 3.
We characterize the discovered classes both at holistic and by-parts levels. 4. We classify a test activity to one of the discovered classes, and compare it to
the previous members of its membership class in order to detect anomalies.
1.2. Main hypothesis
We want to learn everyday human activities using some activity representation that does not require us to manually
encode the structural information of these activities in a completely supervised manner. By structural information of an
activity, we mean the various events constituting that activity, and the temporal order in which these constituent events
are arranged. Our approach to this challenge is based on our hypothesis that we can learn the global structure of activities
simply by using their local event subsequences. In particular, our main hypothesis states:
Hypothesis statement: “The structure of activities can be encoded using a subset of their contiguous event subsequences, and this
encoding is suﬃcient for activity discovery and recognition”.
At the heart of our hypothesis is the question whether we can have an appropriately descriptive yet robustly detectable
event vocabulary to describe human activities in a variety of everyday environments. Such intermediate sets of charac-
terizations have been previously shown to exist for representing various temporal processes including speech [32], text
documents [36], and protein sequences [4].
We posit that the key-objects in everyday environments pose a set of spatial and temporal constraints on the way we
generally execute our activities in these environments [22]. For instance, one has to open a fridge before one can get milk
out of it. Similarly, one must turn a stove on before one can use it to fry eggs, etc. We believe that these constraints
can be used to construct a set of robustly detectable events that can appropriately describe the various activities taking
place in an environment. These events can channel the low-level information detected from the sensors, in a manner that
facilitates making useful higher-level inferences. This idea of learning activity structure by using statistics of their local event
subsequences is essential to move us away from the traditional grammar driven approaches for activity modeling, and adopt
a more data-driven perspective.
1.3. Key contributions
The main contribution of this work is a data-driven perspective towards activity analysis. We view this approach towards
automatic analysis of human activities in four principled ways:
1. Representation of activities in terms of their local event subsequences
2. Discovery of the various activity-classes in an environment
3. Characterization of the discovered activity-classes, and
4. Detection of activities that deviate from characteristics of discovered classes.
A brief description of these main contributions follows. A block diagram illustrating the general overview of our proposed
framework is given in Fig. 2.
1.3.1. Activity representation
We propose a novel activity representation that considers activities in terms of their contiguous event subsequences
of some ﬁxed length. In particular, we consider activities as histograms of their event n-grams, where an n-gram is a
contiguous activity subsequence of length n.
1.3.2. Activity-class discovery
Exploiting our activity representation, we propose a computational framework to automatically discover the various
activity-classes taking place in an environment. We model activity-classes as maximally similar activity-cliques in a com-
pletely connected graph of activities, and show how to discover them eﬃciently.
1.3.3. Activity-class characterization
Finding characterizations of the discovered activity-classes is imperative for online activity classiﬁcation as well as
anomaly detection. In this regard, we propose methods for ﬁnding concise characterizations of these discovered activity-
classes, both from a holistic as well as a by-parts perspective. From a holistic view, we formalize the problem as ﬁnding
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level, we consider this problem as that of ﬁnding recurrent event subsequences in the member activities of an activity-class.
We call these recurrent event subsequences event motifs (formally deﬁned in Section 7.1), and ﬁnd them in a way such that
they are maximally mutually exclusive amongst the various activity-classes.
1.3.4. Activity classiﬁcation & anomalous activity detection
Using such characterizations, we present a method to classify a new activity instance to one of the discovered activity-
classes, and to automatically detect if it is anomalous with respect to the general characteristics of its membership class.
We also present an information theoretic method to explain the detected anomalies in a maximally informative manner.
1.4. Document layout
This paper is a detailed exposition and extension of some of our preliminary work in [15] and [16]. We start in Section 2
by reviewing the previous work related to the problem at hand, pointing out how our approach is different from the
previously proposed methods. We explain in Section 3 our proposed activity representation of event n-grams, and present
an empirical analysis of their discriminative power and sensitivity to sensor noise as a function of class overlap. Exploiting
event n-grams, in Section 4 we show how the notion of maximal cliques in edge-weighted activity-graphs can be used
to eﬃciently discover activity-classes in an unsupervised manner. In Section 5, we explain how these discovered activity-
classes can be used for activity classiﬁcation, anomalous activity detection as well as their explanation. Section 6 explains the
experimental results for our proposed framework. The characterization of the discovered activity-classes for the purposes of
online activity classiﬁcation and anomaly detection is presented in Section 7. Section 8 explains the results for our proposed
framework for event motif discovery. The conclusions and future directions of this work are explained in Section 9.
2. Related work
The problem of automatic human activity analysis has been studied in various contexts, including computational percep-
tion [6], ubiquitous computing [11], as well as robotics [40]. Much has been written about activity decomposition and the
role of knowledge in the perception of motion [5], where scientists have worked on understanding the psychological [43]
as well as computational basis of how motion is perceived [44,46]. In the following we brieﬂy review some of the previous
work done in the scope of perceptual scene analysis, comparing how our work differs from these previous approaches.
2.1. Activity representation
One of the key problems in building perceptual systems is ﬁnding activity representations that are eﬃciently computable.
Most of the previous approaches towards this end assume that the structure of activities being modeled is known a priori
(see e.g. [7,20,24–26,38] and the references therein). However, such prior knowledge about activity structure is generally not
at hand. These grammar driven modeling approaches are therefore limited to representing activities performed in relatively
small-scale constrained environments, underscoring the motivation of our current work. Here we propose to treat activities
as bags of event n-grams to extract their global structural information by using statistics of their local event subsequences.
2.2. Activity-class discovery
Discovering activity-classes using perceptual data has been explored in depth in the past. Our approach towards this
problem is however novel in a few key aspects. The work in [13] and [31] for instance looks directly at perceptual signals to
discover coherent classes of behaviors. Our work on the other hand adds an intermediate abstraction layer of events upon
which the discovery process takes place. Since events are semantically more meaningful than the direct sensory signals,
the activity-classes discovered based on events would potentially be more coherent and easily interpretable. Since event-
monograms, as used in [47] and [39], do not capture the temporal information of activities, we propose to use higher order
event n-grams. While work in [29,42] has similar motivation of ﬁnding event patterns between activity sequences, our
framework goes beyond ﬁnding similarities between activities, and also addresses problems of class characterization as well
as anomaly detection.
Unlike previous approaches, our framework models activity-classes as edge-weighted maximal cliques in a completely
connected graph of some given activity-instances. Finding maximal cliques in edge-weighted graphs is a classic graph the-
oretic problem [2,33]. In this paper we adopt the recently proposed approximate approach of iteratively ﬁnding dominant
sets of maximally similar nodes in a graph (equivalent to ﬁnding maximal cliques) [30]. Besides providing an eﬃcient ap-
proximation to ﬁnding maximal cliques, the framework of dominant sets naturally provides a principled measure of the
cohesiveness of a class as well as a measure of node participation in its membership class.
2.3. Anomaly detection
Most of the previous attempts to tackle the problem of ﬁnding activities that are anomalous have focused on a recogni-
tion based perspective towards the problem, where anomalous activities are explicitly modeled and learned in a supervised
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to be equal to 3.
manner [18,19]. For large-scale everyday environments however, anomalies are hard to completely deﬁne a priori. Rather
than modeling anomalies themselves, in this work we propose to model the regular activity-classes and detect anomalous
activities based on their distance from learned models of regular behaviors in the environment. Previous works that have
similarly taken a detection based perspective towards ﬁnding anomalies [8,31] have looked at it mostly from a generative
perspective, and have not attempted to explain why an activity being detected as anomalous is in fact an anomaly. In con-
trast, our approach takes an instance-based view of activity-classes, and attempts to detect as well as explain in a maximally
informative manner, why an activity is detected as an anomaly.
2.4. Activity-class characterization
A concise characterization of discovered activity-classes is imperative, both from a representational as well as a dis-
criminative perspective. This is particularly important in situations where the start and end of different activities is not
explicitly marked, and there is a need to perform online classiﬁcation and anomaly detection. While previously proposed
instance-based approaches in this regard [23,39] focus on the representational aspects of the problem, they are not neces-
sarily discriminative. Moreover, these approaches only consider activities at a global scale, not incorporating the more local
information. To this end, we formalize this problem as ﬁnding predictably recurrent event motifs using variable memory
Markov chains.
Numerous solutions to the problem of discovering important recurrent motifs in the ﬁelds of Bioinformatics and String
Analysis have been previously proposed (see e.g. [4,9,27] and the references therein). Work done in [45] and [34] presents
techniques for learning variable memory Markov chains from training data in an unsupervised manner. Here, we extend
the work done in [45] to handle data from multiple classes, ﬁnding motifs that are maximally mutually exclusive amongst
activity-classes. Instead of sequentially ﬁnding individual subsequences and masking them out from the sequences as pro-
posed in [3], our scheme simultaneously ﬁnds all the subsequences in the data in one pass, allowing to ﬁnd partially
overlapping subsequences.
3. Activity representation – activities as bags of event n-grams
Since models of activity structure for relatively unconstrained environments are generally not available a priori [10],
representations that can encode this structure with minimal supervision are needed. Considering an activity as a sequence
of discrete events,1 two important quantities emerge:
1. Content – which events are constituting an activity, and
2. Order – the temporal arrangement of the constituent events.
We want to learn the content and order information of activities using an activity representation that does not require
us to manually encode this information in a completely supervised manner.
Our view of an activity is similar to how researchers in Natural Language Processing have looked at documents, i.e.
as vectors of their constituent words (see Vector Space Model (VSM) [36]). While approaches such as VSM capture the
content of a sequence in an eﬃcient way, they completely ignore its order. Since the word content alone in documents
often implies causal structure, ignoring order information of words is usually not a signiﬁcant challenge. Activities however
are not fully deﬁned by their event-content alone; rather, there are preferred or typical event-orderings [27]. Therefore a
model to capture event order in a more explicit manner is needed.
To this end we consider activities in terms of histograms of event n-grams where an n-gram is a contiguous subsequence
of an activity. Each event n-gram is of a ﬁxed size n. By sliding a window of length n over an activity, we can ﬁnd all the
event n-grams contained in it. We can then represent that activity as counts of these extracted n-grams. For the illustrative
example shown in Fig. 3, the value of n is set equal to 3.
It is evident that higher values of n capture order information of events more precisely. However, as n increases, the
dimensionality of the histogram space grows exponentially. For instance, given an event vocabulary of k events, n-grams
with n = 5 would span an activity space with k5 dimensions. For even moderate values of k, density estimation in such
1 Recall that we have deﬁned an activity as a ﬁnite sequence of discrete events.
1226 R. Hamid et al. / Artiﬁcial Intelligence 173 (2009) 1221–1244Fig. 4. Illustration of Algorithm 1. We begin by constructing a complete tree of depth d. P and Q are selected from leaf-set S . Probabilities of VMMC-1
are sampled from N (0,1). VMMC-2 is constructed by perturbing probabilities of VMMC-1.
Require: Symbol vocabulary k, modal depth d, number of topological operations I , and % node perturbation η
Construct V1 as complete tree of depth d with leaf-set S
Randomly construct P ⊆ S where ‖P‖ = ‖S‖/2
Construct Q ≡ S \P
for i = 1 to I do
Sample a member of Q. Detach it from its parent. Attach it to a randomly selected member of Q.
end for
Sample edge probability of V1 from N (μ,1) distribution
Construct V2 as an exact copy of V1
Sample edge probability of η% nodes of V2 from N (μ,1)
Algorithm 1. Construct VMMC’s V1 and V2.
a space can be challenging. This highlights the importance of selecting a reasonable value of n which suﬃciently captures
event dependence in an environment, and yet induces a space that can be estimated from reasonable amounts of data.
3.1. Empirical analyses of n-grams using simulation data
Representations such as n-grams can be thought of as a means to extract different sequential features from an activ-
ity sequence. It is essential to analyze how well can such a feature space discern between members of different classes
with respect to some ground-truth notion of class-overlap. Moreover, since for any sensor-based perceptual system, the
observations are always prone to sensor-noise, the eﬃcacy of a representation is a function of how sensitive it is to sensor-
noise. With this perspective at hand, we now present empirical analyses of n-grams in terms of their discriminative power
and noise sensitivity as a function of class-disjunction and noise perturbation. The analyses presented here are based on
simulated data, the details of which follow.
Events in human activities depend on preceding events over variable durations [28]. To simulate this variable length
event dependence, we model activity-classes as variable memory Markov chains (VMMC) [45]. One way of encoding such a
VMMC is by using a probabilistic tree [14], where each node represents any one of the members of the event vocabulary,
while each edge represents the probability of traversing to its child from its parent. The topology of a tree encodes the
variable temporal dependence between different events. Given two identical trees, the sequences generated from them
would have same statistical properties. However, as we increasingly perturb their edge probabilities, the resulting sequences
generated would have increasingly different event statistics. Using this behavior to model the disjunction between the
sequences of a pair of activity-classes, we ﬁrst outline a novel algorithm regarding how to systematically control disjunction
between activity-classes.
3.1.1. A novel method to systematically control class disjunction
We begin by constructing a complete tree T with depth equal to d. Randomly selecting half of the leaf-nodes of T , we
iteratively attach them to its remaining half. The VMMC for class-1 is completed by assigning edge-probabilities of T by
sampling from a normal distribution with zero mean and unit variance (N (0,1)). VMMC for class-2 is constructed by ﬁrst
forming an exact copy of VMMC of class-1, followed by perturbing edge probabilities of top η% edge-paths of VMMC for
class-1. The algorithm is outlined in Algorithm 1, and ﬁguratively illustrated in Fig. 4.
3.1.2. Simulation data
For a symbol vocabulary ‖Σ‖ = 5 and modal depth equal to 3, we generated 10 different topologies of VMMC’s. For
each topology, we generated sequences for 2 classes with percent overlap decreasing from complete overlap to complete
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Fig. 5. (a) Discriminative prowess. Classiﬁcation accuracy as a function of class-overlap. (b) Noise sensitivity. Classiﬁcation for various representations relative
to their noise free performance.
non-overlap with increments of 10%. For each of these 100 trials, we generated 75 sequences each of length 100 symbols,
randomly selecting two-thirds for the training data and the rest for testing.
3.1.3. Discriminability analysis
For data generated as described in Section 3.1.2, and using similarity metric deﬁned later (Eq. (1)), the nearest neighbor
classiﬁcation results are given in Fig. 5(a). It is evident that for substantive class overlap, higher values of n seem to capture
activity structure more rigidly, entailing a more discriminative representation. However, since accurate density estimation
for higher value n-grams require exponentially greater amount of data, Vector Space Model seems to outperform 3- and
5-grams in cases where the 2 classes are more disjunctive.
3.1.4. Noise sensitivity analysis
We now analyze noise sensitivity of n-grams as a function of noise added as Insertion, Deletion, Transposition and Substi-
tution of symbols. For data generated as described in Section 3.1.2, we cumulatively added all four types of noises with a
uniform prior on each, and noise likelihood ranging monotonically from 0 to 30%. Using noisy data, the classiﬁcation results
for different representations relative to their noise free performance is given in Fig. 5(b). It is evident that representations
that capture event order information more rigidly, are more sensitive to sensor noise. This underlines an inherent tradeoff
between the ability of a representation to explicitly capture sequence-structure, and its robustness to sensor noise. It seems
that tri-grams (n = 3) provide a reasonable balance between the two opposing factors. This is particularly true for relatively
small class-overlap.
4. Unsupervised activity-class discovery
We want to use the activity representation of event n-grams to automatically discover the various categories of human
behaviors taking place in an environment. We assume that members of an activity-class generally share a set of common
properties that make them perceptually similar to each other, while making them different from members of other activity-
classes. In order to discover such internally cohesive and externally disjunctive activity-classes, we ﬁrst need to deﬁne some
notion of activity similarity based on which we could formalize a method for activity-class discovery.
4.1. Activity similarity metric
Due to the spatial and temporal constraints imposed by the key-objects in an environment, human activities tend to
have partially ordered sequences of events. Our desired notion of similarity between activities should consider this partially
ordered nature of activities, and we want to use the representation of event n-grams as a means to this end. In particular,
our view of similarity between a pair of activity sequences consists of two factors:
1. The structural differences, and
2. The frequential differences.
1228 R. Hamid et al. / Artiﬁcial Intelligence 173 (2009) 1221–1244Fig. 6. Illustration of activity-class discovery. Activity-instances are represented as a completed connected, edge-weighted activity graphs G. The edge-weight
wp,q between nodes p and q is computed using Eq. (1). Maximal cliques of activity-nodes are iteratively found and removed from the activity-graph, until
there remain no non-trivial maximal cliques. These maximal cliques correspond to activity-classes comprising of mutually similar activity instances.
The structural differences relate to the distinct n-grams that occurred in either one of the activities in an activity-pair,
but not in both. For such differences, the number of mutually exclusive n-grams is of fundamental interest. Similarly, if a
particular n-gram is present in both the sequences, the only discrimination that can be drawn between the sequence-pair
is purely based on the frequency of the occurrence of that n-gram. This intuition can be formalized as follows.
Let A and B denote two activities, and let their corresponding histograms of event n-grams be denoted by HA and HB .
Let Y and Z be the sets of indices of n-grams with counts greater than zero in HA and HB respectively. Let αi denote
different n-grams, and f (αi | HA) and f (αi | HB) denote the counts of αi in A and B respectively. We deﬁne similarity
between two activities as:
sim(A, B) = 1− κ
∑
i∈Y ,Z
| f (αi | HA) − f (αi | HB)|
f (αi | HA) + f (αi | HB) (1)
where κ = 1/(|Y | + |Z |) is the normalizing factor, and | · | computes the cardinality of a set. While our proposed similarity
metric conforms to: (1) the property of Identity of indiscernibles, (2) is commutative, and (3) is positive semi-deﬁnite, it
does not however follow the triangular inequality, making it a divergence rather than a true distance metric.
4.2. Activity-class discovery
It is argued that while facing a new piece of information, humans ﬁrst classify it into an existing class [35], and then
compare it to the previous class members to understand how it varies in relation to the general characteristics of the mem-
bership class [37]. Using this perspective as our motivation, we represent an activity space by a set of mutually disjunctive
classes, and then detect a new activity as a regular or an anomalous member of its membership class.
4.2.1. Activity-classes as maximal cliques
Given K activity-instances, we consider this activity-set as an undirected edge-weighted graph with K nodes, each repre-
senting a histogram of n-grams of one of the K activity-instances. The weight of an edge is the similarity between a pair of
nodes as deﬁned in Eq. (1). We can now formalize the problem of discovering activity-classes as searching for edge-weighted
maximal cliques2 in the graph of K activity-instances [2]. We begin by ﬁnding the ﬁrst maximal clique in the activity-graph,
followed by removing that set of nodes from the graph, and iteratively repeating this process with the remaining set of
nodes, until there remain no maximal cliques in the graph. The leftover nodes after the removal of maximal cliques are
dissimilar from most of the regular nodes, and are considered as being anomalous (see Fig. 6 for illustration).
4.2.2. Maximal cliques using dominant sets
As combinatorially searching for maximal cliques in an edge-weighted undirected graph is computationally hard, numer-
ous approximations to the solution of this problem have been proposed [33]. For our purposes, we adopt the approximate
approach of iteratively ﬁnding dominant sets of maximally similar nodes in a graph (equivalent to ﬁnding maximal cliques)
as proposed in [30]. Besides providing an eﬃcient approximation to ﬁnding maximal cliques, the framework of dominant
sets provides a principled measure of cohesiveness of a class as well as a measure of node participation.
Let the data to be clustered be represented by an undirected edge-weighted graph with no self-loops G = (V , E, ϑ)
where V is the vertex set V = {1,2, . . . , K }, E ⊆ V × V is the edge set, and ϑ : E →R+ is the positive weight function. The
2 A subset of nodes is a clique if all its nodes are mutually adjacent; a maximal clique is not contained in any larger clique; a maximum clique has largest
cardinality.
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as:
aij =
{
sim(i, j) if (i, j) ∈ E
0 otherwise
(2)
Here sim(i, j) is computed using our proposed notion of similarity as deﬁned in Eq. (1). To quantize the cohesiveness of
a node in a cluster, we deﬁne its “average weighted degree”. Let S ⊆ V be a non-empty subset of vertices and i ∈ S , such
that,
awdegS(i) =
1
‖S‖
∑
j∈S
ai j (3)
and
ΦS(i, j) = aij − awdegS(i) for j /∈ S (4)
Intuitively, ΦS (i, j) measures the similarity between nodes j and i, with respect to the average similarity between node i
and its neighbors in S . Note that ΦS (i, j) can either be positive or negative.
We now consider how weights are assigned to individual nodes. Let S ⊆ V be a non-empty subset of vertices and i ∈ S .
The weight of i with respect to S is given as:
wS(i) =
{
1 if ‖S‖ = 1∑
j∈S\{i} ΦS\{i}( j, i)wS\{i}( j) otherwise
(5)
Moreover, the total weight of S is deﬁned as
W (S) =
∑
i∈S
wS(i) (6)
Intuitively, wS (i) gives a measure of the overall similarity between vertex i and the vertices of S \ {i} with respect to the
overall similarity among the vertices in S \ {i}. We are now in a position to deﬁne dominant sets. A non-empty sub-set of
vertices S ⊆ V such that W (T ) > 0 for any non-empty T ⊆ S , is said to be dominant iff:
• wS(i) > 0, ∀i ∈ S, i.e. internal homogeneity,
• wS∪{i}(i) < 0 ∀i /∈ S, i.e. external inhomogeneity.
Effectively, we can state that the dominant set in an edge-weighted graph is equivalent to a cluster of vertices in that graph.
Since solving Eq. (5) combinatorially is infeasible, we use a continuous optimization technique of replicator dynamics (for
details, see [30]).
5. Activity classiﬁcation and anomaly explanation
Given ‖C‖ discovered activity-classes, we are interested in ﬁnding if a new activity instance is regular or anomalous.
Each member j of an activity-class c has some weight wc( j), that indicates the participation of j in c. We compute the
similarity between a new activity-instance τ and the previous members of each class by deﬁning a function Ac(τ ) as:
Ac(τ ) =
∑
j
sim(τ , j)wc( j) ∀ j ∈ c (7)
Here wc( j) is the same as deﬁned in Eq. (5). Ac represents the average weighted similarity between the new activity-
instance τ and any one of the discovered classes c. The selected membership class c∗ is found as
c∗ = argmax
∀c
Ac(τ ) (8)
Once the membership decision of a new test activity has been made, we now focus our attention on deciding whether
the new class member is regular or anomalous. Intuitively speaking, we want to decide the normality of a new instance
based on its closeness to the previous members of its membership activity-class. This is done with respect to the average
closeness between all the previous members of its membership class. Let the function Γ (τ ) be:
Γ (τ ) =
∑
j∈c∗
Φc∗( j, τ )wc∗( j) (9)
where Φ is deﬁned by Eq. (4). We deﬁne a new class member τ as regular if Γ (τ ) is greater than a particular threshold.
The threshold on Γ (τ ) is learned by mapping all the anomalous activity instances detected in the training activity-set to
their closest activity-class (using Eqs. (7) and (8)), and computing the value of Γ for both regular and anomalous activity
instances. We can now observe the variation in false acceptance rate and true positives as a function of the threshold Γ .
This gives a “Receiver Operating Curve” (ROC). The area under ROC is indicative of the conﬁdence in our detection metric
Γ (τ ) [21]. Based on our tolerance for true and false positive rates, we can choose an appropriate threshold.
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Explanation of the detected anomalous activities is a function of characterization of the general properties of an activity-
class. One way of characterizing these properties is to ﬁnd the best representative or typical member of a class [23]. The
question of typicality is closely related to the similarity of a node to other members of a class. The problem has been
previously approached as ﬁnding the node with min-max distance from other nodes [12], or the node with maximum in-
degree [17]. Such approaches however either assume the clusters to be well behaved, or take a very local view of a node’s
similarity to its neighbors.
5.2. Activity-class modeling
Following [23], we propose the idea of typical nodes (mentioned as “authoritative sources” in [23]) and “similar to typical
(STT)” nodes (mentioned as “hubs” in [23]). Typical and STT nodes exhibit a mutually reinforcing relationship – a good STT
node is one which is closer to a Typical node, while a Typical node is one closer to more STT nodes. Following [23], we
associate a non-negative Typicality weight xp and a non-negative STT weight yp to each node in the cluster where p
denotes the index of nodes in a cluster. Naturally, if p is closer to many nodes with large x values, it should receive a large
y value. On the other hand if p is closer to nodes with large y values, it should receive large x value. We deﬁne two coupled
processes to update weights xp and yp iteratively, i.e.
xp ←
∑
q: (q,p)∈E
yq and yp ←
∑
q: (q,p)∈E
xq (10)
As we iterate the above two equations k times in the limit k → ∞, xp and yp converge to x∗ and y∗ . The node which has
the largest component in the converged vector x∗ would correspond to the node which has the greatest Typical weight and
hence is the best representative of the nodes of clusters. x∗ can be computed from the Eigen Analysis of the matrix AT A
where A is the symmetric similarity matrix of all the nodes of the cluster. Essentially x∗ is the principal eigenvector (the
one with greatest corresponding eigenvalue) of AT A, the largest component of which corresponds to the Typical Node of
the cluster (for proof, see [23]).
5.2.1. Explanatory features
For large scale surveillance systems, it is imperative to ﬁnd the features that can be used to explain an anomalous
activity in a maximally-informative manner. We are interested in features of an activity-class that have minimum entropy,
and occur frequently. The entropy of an n-gram indicates the variation in its observed frequency, which in turn indicates
the conﬁdence in the prediction of its frequency. The frequency of occurrence of an n-gram suggests its participation in an
activity-class. We want to analyze the extraneous and the pertinent features in an activity sequence that made it anomalous
with respect to the most explanatory features of the regular members of the membership activity-class. We now construct
our approach mathematically (a ﬁgurative illustration is given in Fig. 7).
Let αi denote a particular n-gram i for an activity, and c denote any of the ‖C‖ discovered activity-classes. If R de-
notes the typical member of c as described in Section 5.2, and τ denotes a new activity-class member detected as being
anomalous, then we can deﬁne the difference between their counts for αi as:
D(αi) = f R(αi) − fτ (αi) (11)
where f (αi) denotes the count of an n-gram αi . Let us deﬁne the distribution of the probability of occurrence of αi in c as:
Pc(αi) =
∑
k∈c fk(αi)∑M
i=1
∑
k∈c fk(αi)
(12)
where M represents all the non-zero n-grams in all the members of activity-class c. Let us deﬁne multi-set χ ic as:
χ ic =
{
fk(αi) | k ∈ c
}
(13)
We can now deﬁne probability Q (x) of occurrence of a particular member x ∈ χ ic for αi in c as:
Q (x) = ψ
∑
j∈c
{
1 if f (αi) = x
0 otherwise
(14)
where ψ is the normalization factor. Let us deﬁne Shannon’s Entropy of a tri-gram i for an activity-class c by Hc(αi) as:
Hc(αi) =
∑
x∈χ ic
Q c(x) ln
(
Qc(x)
)
(15)
We can now deﬁne the notion of predictability, PRDc(αi), of the values of tri-gram αi of cluster c as:
PRDc(αi) = 1− Hc(αi)∑M H (α ) (16)i=1 c i
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is low and therefore its predictability is high. α4 has medium Pc , its entropy Hc is also low and its predictability is high. Finally α8 has high Pc , but its
entropy Hc is high which makes its predictability low. α1 could be useful in explaining the extraneous features in an anomalous activity, while α4 could
be useful in explaining the features that were deﬁcient in an anomaly.
It is evident from this deﬁnition, that αi with high entropy Hc(αi) would have high variability, and therefore would have
low predictability.
We deﬁne the explainability of an n-gram αi ∈ c that was frequently and consistently present in the regular activity-class
as:
ξ Pc (αi) = PRDc(αi)Pc(αi) (17)
Intuitively, ξ Pc indicates how much an αi is instrumental in representing a activity-class c.
Similarly, we can deﬁne the explainability of αi ∈ c in terms of how consistently was it absent in representing c.
ξ Ac (αi) = PRDc(αi)
(
Pmaxc (αi) − Pc(αi)
)
(18)
where Pmaxc (αi) is the maximum probability of occurrence of any αi in c.
The ﬁrst term in both Eqs. (17) and (18) indicates how consistent αi is in its frequency over the different members of a
class. The second term in Eqs. (17) and (18) dictates how representative and non-representative αi is for c respectively.
Given an anomalous member of a activity-class, we can now ﬁnd the features that were frequently and consistently
present in the regular members of the activity-class, but were deﬁcient in the anomaly τ . To this end, we deﬁne the
function Deﬁcient(τ ) as:
Deﬁcient(τ ) = argmax
αi
[
ξ Pc (αi)Dc(αi)
]
(19)
Similarly, we can ﬁnd the most explanatory features that were consistently absent in the regular members of the member-
ship activity-class but were extraneous in the anomaly. We deﬁne the function Extraneous(τ ) as:
Extraneous(τ ) = argmin
αi
[
ξ Ac (αi)Dc(αi)
]
(20)
We can explain anomalies based on these features in two ways. Firstly, we can consider features that were deﬁcient from
an anomaly but were frequently and consistently present in the regular members. Secondly, we can consider features that
were extraneous in the anomaly but were consistently absent from the regular members of the activity-class.
6. Results: Class discovery, classiﬁcation & anomaly explanation
To test the competence of our proposed framework, experiments on data-sets collected from three everyday environ-
ments were performed. The explanation of the experimental setups and results obtained in these settings are presented in
the following.
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Fig. 9. Key frames of example events. The ﬁgure shows an delivery activity in a loading dock area. Only Camera 1 is being shown here. The key-objects
whose interactions deﬁne these events are shown in different colored blocks.
6.1. Experimental setup – loading dock area
We collected video data at the Loading Dock Area (LDA) of a retail bookstore. We installed two cameras with partially
overlapping ﬁelds of view. A schematic diagram with sample views from the two cameras is shown in Fig. 8. Different de-
livery activities take place in this environment, and to get the reader better situated with the dynamics of this environment,
some of the events from one of the collected activity are shown in Fig. 9. Daily activities from 9a.m. to 5p.m., 5 days a week,
for over one month were recorded, during which we collected 195 activities. Of these, 150 were randomly selected as our
training set, while the remaining 45 were used as our testing set. We carefully identiﬁed 10 key-objects in the environment,
whose various interactions constituted an event vocabulary of 61 events. Events of the 150 training activity instances were
manually annotated using our pre-deﬁned event-vocabulary. For testing activities, we hand-tracked the key-objects and built
low-level event detectors that used these object-tracks for semi-automatic event detection in test videos.
6.2. Analysis of discovered activity-classes – loading dock area
Out of the 150 training activities, we discovered 7 activity-classes, with 106 activities as part of any one of the discovered
classes, while 44 activities being different enough to be not included into any class. The visual representation for the
similarity matrices of the original 150 activities and the re-arranged activities in 7 classes is shown in Fig. 10.
Analysis of these discovered activity-classes reveals a strong structural similarity amongst the class members. For in-
stance, the most cohesive of the discovered classes was the one where all the UPS deliveries were clustered. It must be
pointed out that there was no explicit information about the company-labels of the delivery vehicles in our vocabulary.
The reason we were able to discover all UPS deliveries as a cohesive activity-class is because the activity-structure induced
by a UPS delivery by the virtue of where the truck docks, how many packages are delivered, in what manner are they
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Activities ordered after the red cross line in the clustered similarity matrix were dissimilar enough to be considered anomalous. (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 1
Description for the discovered classes in loading dock: A brief description of the various discovered classes in the Loading Dock Environment are given in
terms of the different distinguishing features.
Class index Class description
Class 1 UPS delivery-vehicles that picked up multiple packages using hand carts.
Class 2 Pickup trucks and vans that dropped off a few packages without needing a hand cart.
Class 3 Delivery trucks that dropped off multiple packages, with multiple people using hand-carts.
Class 4 A mixture of car, van, and truck delivery vehicles that dropped off one or two packages without needing a hand cart.
Class 5 Delivery-vehicles that picked up and dropped-off multiple packages using a motorized hand cart and multiple people.
Class 6 Van delivery-vehicles that dropped off one or two packages without needing a hand cart.
Class 7 Delivery trucks dropped off multiple packages using hand carts.
delivered etc., is reﬂected in our similarity metric, and is picked up by the discovery algorithm. This anecdotal evidence is
an indication that the perceptual bias introduced by us in terms of the event-vocabulary, is successfully manipulated at the
higher-level discovery algorithm. A brief description of the discovered activity-classes is given in Table 1.
6.3. Experimental setup – residential house environment
To test our proposed algorithms on the activities in a residential house environment, we deployed 16 strain gages at
different locations in a house, each with a unique identiﬁcation code. These transducers register the time when the resident
of the house walk over them. The data was collected daily for almost 5 months (151 days – each day being considered
as an individual activity). Whenever the person passed near a transducer at a particular location, it was considered as
the occurrence of a unique event. Thus our event vocabulary in this environment consists of 16 events. Fig. 11 shows a
schematic top-view of this environment.
6.4. Analysis of discovered activity-classes – residential house
Out of the 151 activities captured over a little more than 5 months, we found 5 activity-classes (maximal cliques), with
131 activities as members of any one of the discovered class, and 20 activities being dissimilar enough not to be a part of
any non-trivial maximal clique. A brief description of the discovered activity-classes is given in Table 2.
A closer analysis of these classes show the general behavior of the person depending on how long did the person spend
in the house, what parts of the house did he spent most of his time at while he was inside, and what were the most
frequent location-transitions that he made. These behaviors seem to correlate with other physical information not encoded
in the data, such as what day of the week it was etc. This demonstrates that the proposed system can be very useful for
monitoring the everyday activities of senile individuals to see if there are any anomalous patterns.
6.5. Experimental setup – household kitchen
One of the main reasons of exploring this environment was to study how our framework performs when the events are
detected in a completely automatic manner using low-level pixel information. To this end, we deployed a top-down static
camera in a household kitchen to record a user’s interactions with different key-objects known a priori. The user enacted 10
activity-classes each constituting of 10 activity instances. The directions and recipes for preparing dishes of different classes
were taken from http://www.recipeland.com/. The ﬂoor-layout of the kitchen and the key-objects are shown in Fig. 12.
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the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 2
Description for the discovered classes in residential house: A brief description of the various discovered classes in the Residential House Environment are
given in terms of the different distinguishing features.
Class index Class description
Class 1 Activities lasting for the entire length of days where the person’s trajectory spans the entire house space. Most of the time was spent in
the area around the Kitchen and the Dining Table.
Class 2 The person moves from kitchen to the stairway more often. Further more, as opposed to cluster 1, the person does not go from the
Oﬃce to the Sun Room area.
Class 3 The person spends more time in the areas of Den and the living-room. Moreover, he visits the Sun-room more often.
Class 4 The person spends most of the day in Kitchen and Dining Room. The duration for which she stays in the house is smaller for this class.
Class 5 The person moves from Dining Room to the Sun Room more often. The duration for which she stays in the house is signiﬁcantly smaller
than any other activity-class.
Fig. 12. A schematic diagram showing the kitchen ﬂoor layout, and the location of the considered key-objects.
6.5.1. Automatic event detection in household kitchen environment
One of the imperatives of exploring this environment was to see how our framework performs when the events are
detected completely automatically using the low-level pixel values. For this setup, we assume the proximity of person with
a particular key-object to imply an interaction between the person and the object. Each interaction longer than a particular
duration was registered as an event of person interacting with a certain key-object. For this work, we implemented a
previously proposed tracking framework [41]. For extracting the person from background image, we learned GaussianMixture
Models for the chromatic contents of the background, used for computing the likelihood for the presence of the person in
the image space. Given such likelihoods, we used a particle ﬁlter framework to search through image space for computing
the maximum a posteriori position of the person. This MAP estimate in one frame is propagated to the next as the initial
state of the ﬁlter for next iteration. This process is ﬁguratively illustrated in Fig. 13.
R. Hamid et al. / Artiﬁcial Intelligence 173 (2009) 1221–1244 1235Fig. 13. Figurative illustration of person tracking: (1) The background image is divided into multiple regions, and a Gaussian mixture model for the chromatic
content of each region is learned. (2) These background models are used to subtract the foreground from the background, and another set of Gaussian
mixture models are learned for the chromatic content of the foreground. (3) During testing, the likelihood of a portion of the image belonging to foreground
is computed using the background and foreground appearance models. (4) A ﬁxed number of most likely hypotheses (particles) are sampled from the
previous frame, and are re-distributed using a motion model. These hypotheses are weighted using foreground likelihood in test image, and used to infer
position of the person in current frame.
Table 3
Comparative performance for class discovery: The table shows the discovered number of activity-classes while using the n-gram representation for different
values of n.
1-grams 3-grams 5-grams
P R P R P R
Aloo Dam 55.5 50.0 50.0 60.0 54.5 60.0
Babka – – 55.5 50.0 37.5 30.0
Cereal 60.0 60.0 57.1 40.0 33.3 30.3
Fruit Salad – – – – 33.3 40.0
Omelet – – – – – –
Raita – – 17.9 70.0 33.3 70.0
Chicken 16.3 100.0 44.4 40.0 41.6 50.0
Setup Table 60.0 60.0 50.0 50.0 45.4 50.0
Green Salad – – 40.0 20.0 37.5 30.0
Wash Dishes 50.0 50.0 44.4 40.0 25.0 20.0
Average 24.1 32.0 35.9 37.0 34.1 38.0
% Discovery 50 80 90
6.6. Analysis of discovered activity-classes – household kitchen
The purposes of conducting this experiment was to explore how many of the original activity-classes that we know are
present in our activity-corpus can n-grams extract for different values of n. For every class that our framework discovered,
the ﬁnal class-label is assigned based on the labels of the majority of the class-members. Moreover, any two classes with
the same class labels were merged. We ran the discovery algorithm for different values of thresholds, and the best obtained
results are given in Table 3.
As can be observed that as the value of n increases, the n-grams are able to capture the activity structure more explicitly,
resulting in the recovery of more number of activity-classes. The quality of the recovered classes also increases with the
increase in the value of n.
Note that this trend however cannot continue indeﬁnitely. This is because with higher values of n the sparsity of the
data would increase to a point where the structural signature of activities present in the data might be lost. Therefore, there
is a need to ﬁrst discover the predominant mode of temporal dependence of events in an environment, which could be
used to set an optimal value of n. We leave the discovery of an optimal value of n as part of our future work.
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Fig. 14. Anomalous activities: (a) shows a delivery vehicle leaving the loading dock with its back door still open; (b) shows an unusual number of people
unloading a delivery vehicle; (c) shows a person cleaning the loading dock ﬂoor.
6.7. Detected anomalies – loading dock environment
We now present a detailed explanation of how using the initially detected anomalous activities in the Loading Dock Area
(see Section 6.2), we can learn a threshold for detecting new anomalous activity-class members, validate how intuitive are
these detected anomalies from a human view-point, and explain in what ways are the detected anomalies different from
the regular members of their membership classes.
6.7.1. Analysis of detected anomalies
Analyzing the detected anomalous activities reveals that there are essentially two kinds of activities that are being
detected as anomalous, (1) ones that are truly alarming, where someone must be notiﬁed, and (2) those that are simply
unusual delivery activities with respect to the other regular activities. Key-frames for three of the truly alarming anomalous
activities are shown in Fig. 14. Fig. 14(a) shows a truck driving out without closing it’s back door. Not shown in the
key-frame is the sequence of events where a loading-dock personnel runs after the delivery vehicle to tell the driver of
his mistake. Fig. 14(b) shows a delivery activity where a relatively excessive number of people unload the delivery vehicle.
Usually only one or two people unload a delivery vehicle, however as can be seen from Fig. 14(b), in this case there were ﬁve
people involved in the process of unloading. Finally, Fig. 14(c) shows the unusual even of a person cleaning the dock-ﬂoor.
6.7.2. User study for detected anomalies
To analyze how intuitive the detected anomalies are to humans, a user test involving 7 users was performed. First 8
regular activities for a subject were selected so she could understand the notion of a regular activity in the environment.
10 more activities were selected, 5 of which were labeled as regular by the system while the rest of the 5 were detected as
anomalies. Each of the 7 users were shown these 10 activities and asked to label every one of them as a regular instance or
an anomaly based on the regular activities previously shown. Each of the 10 activities were given labels based on what the
majority agreed upon. 8 out of 10 activities labeled by the users, corresponded with the labels of the system. The probability
of the system choosing the correct label 8 out of 10 times by chance is 4.4%.3 This highlights the interesting fact that the
anomalies detected by the proposed system fairly match the natural intuition of human observers.
6.8. Noise analysis of n-grams in loading dock environment
The results presented thus far were generated using activities with hand-labeled events. However, using low-level vision
sensors to detect these events will generate noise. This invites the question as to how well would the proposed system
perform over noisy data. In the following, the noise analysis to check the stability and robustness of the proposed framework
is presented; allowing one to make some predictions about its performance on data using low-level vision.
Given the discovered activity-classes and the learned detection threshold using the training set of 150 activity-instances,
various types and amounts of noise to the 45 test sequences was added, and the following two tests were performed:
1. Regular classiﬁcation rate: Percent activities classiﬁed as regular members in the 45 ground truth test activities main-
tain their correct activity-class and regular-membership labels in the face of noise.
2. Anomaly detection rate: Percent of 45 ground truth test activities detected as anomalies still get detected as anomalies
in the face of noise.
Different amounts of noise using four types of noise models, Insertion Noise, Deletion Noise, Substitution Noise and Swap
Noise was synthetically generated. We generated one noisy event-symbol using a particular noise model, anywhere within
3 Given that the probability of correctly choosing the true label by simply guessing is 0.5, the binomial probability states that chance of an 8/10 success
is C108 (0.5)
8(0.5)2 ≈ .0439.
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Table 4
Anomaly detection rate: The average detection rate of the system in the face of noise.
Noise model % age correct
Insertion Noise 100%
Deletion Noise 99%
Swap Noise 97%
Substitution Noise 100%
a window of a time-period for each activity in the testing data set. For instance Insertion Noise of time period 10 would
insert one event-symbol between any two consecutive event-symbols, every 10 symbols. The classiﬁcation performance of
the proposed system under such noise model is shown in Fig. 15. The system performs robustly in the face of noise and
degrades gracefully as the amount of noise increases. Likewise, the anomaly detection capability of our system in the face
of synthetically generated noise is shown in Table 4. The reason for such high detection rate even with large amount of
synthetic noise is that it is unlikely that an anomaly would transform into something regular when perturbed randomly.
6.9. Automatic event detection
To move one step closer towards using low-level vision, we wrote a feature-labeling software that a user uses only to
label the various objects of interest in the scene such as the doors of the loading dock, the delivery vehicles and its doors,
people, packages and carts. We assign each object a unique ID during labeling. The ID numbers and object locations are
stored in an XML format on a per-frame basis. We also wrote event detectors that parsed the XML data ﬁles to compute
the distances between these objects for the 45 test activities. Based on the locations and velocities of these objects, the
detectors performed automatic event detection.
The horizontal line in Fig. 15 shows the Regular Classiﬁcation Rate of our system over these automatically generated event
sequences, i.e. 70.8%. The results for Anomaly Detection Rate for the automatically generated event sequences is 90.48%.
6.10. Anomalous activity explanation
Fig. 16 shows the explanation generated by the system for the three anomalous activities (shown in Fig. 14). The anomaly
shown in Fig. 14(a) was classiﬁed to a activity-class where people frequently carry packages through the front door of
the building. There was only one person in this anomaly who delivers the package through the side door. This is evi-
dent by looking at the extraneous features of the anomaly (Fig. 16(b)) where the tri-gram Person Full Handed →
Person Exits Side Door → Person Empty Handed captures this difference. The second tri-gram of Fig. 16(b),
Person Full Handed → Person Exits Back Door → Person Full Handed shows the fact that there was an-
other person who went out of the garage to tell the driver of the delivery vehicle that his back door was open.
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frequencies greater that their expected frequency are shown in orange. (For interpretation of the references to color in this ﬁgure legend, the reader is
referred to the web version of this article.)
The membership activity-class of anomaly in Fig. 14(b) has people frequently carrying packages through the front door
of the building. In this anomaly, all of the workers go to the side door of the building. Moreover, majority of events in this
anomaly were related to carts that is not one of the general characteristic of its membership activity-class. This is shown
in Fig. 16-d by tri-grams Person Enters Back Door of DV → Person Empty Handed → Person Pushes
Cart from Back Door of DV, and Person Empty Handed → Person Pushes Cart from Back Door of DV
→ Cart Empty. Similarly Fig. 16(e) and Fig. 16(f) explain how anomaly in Fig. 14(c) was different from its membership
activity-class.
7. Activity-class characterization
So far, we have considered situations where the beginning and end of activities is explicitly known. However, there
are many scenarios where such demarcations are not so well-deﬁned. For such situations, it is crucial to ﬁnd concise
characterizations of the discovered activity-classes that could be used for online activity classiﬁcation and detection of
anomalous activities. We formalize this problem as ﬁnding predictably recurrent activity subsequences (called event motifs)
using variable-memory Markov chains (VMMC). Note that our usage of (VMMC’s) in Section 3.1 to empirically analyze the
competence of n-grams, was for purely generative purposes. However, here we describe a novel method to learn the VMMC
model of an activity-class in a data-driven manner.
7.1. Deﬁning event motifs
We are interested in frequently occurring event subsequences that are useful in predicting future events in activities.
Following [45], we assume that a class of activity sequences can be modeled as a variable-memory Markov chain (VMMC).
We deﬁne an event-motif for an activity-class as one of the variable-memory elements of its VMMC. We cast the problem of
ﬁnding the optimal length of the memory element of a VMMC as a function optimization problem and propose our objective
function in the following.
7.2. Formulation of objective function
Let Y be the set of events, A be the set of activity-instances, and C be the set of discovered activity-classes. Let function
U(a) map an activity a ∈ A to its membership class c ∈ C . Let the set of activities belonging to a particular class c ∈ C be
deﬁned as Ac = {a ∈ A: U(a) = c}. For a = (y1, y2, . . . , yn) ∈ A where y1, y2, . . . , yn ∈ Y , let p(c|a) denote the probability
that activity a belongs to class c. Then,
p(c | a) = p(a | c)p(c)
p(a)
∝
n∏
p(yi | yi−1, yi−2, . . . , y1, c) (21)
i=1
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n∏
i=1
p(yi | yi−1, . . . , y1, c) =
n∏
i=1
p(yi | yi−1, . . . , yi−mi , c) (22)
where mi  i − 1 ∀i. For any 1 i  n, the sequence (yi−1, yi−2, . . . , yi−mi ) is called the context of yi in Mc [45], denoted
by SMc (yi). We want to ﬁnd the sub-sequences which can eﬃciently characterize a particular class, while having minimal
representation in other classes. We therefore deﬁne our objective function as:
Q(Mc | Ac) = γ − λ (23)
where
γ =
∏
a∈Ac
p(c | a) and λ =
∑
c′∈C\{c}
∏
a∈Ac′
p(c′ | a) (24)
Intuitively, γ represents how well a set of event-motifs can characterize a class in terms of correctly classifying the activities
belonging to that class. On the other hand, λ denotes to what extent a set of motifs of a class represent activities belonging
to other classes. It is clear that maximizing γ while minimizing λ would result in the optimization of Q(Mc | Ac). Note
that our motif ﬁnding algorithm leverages our activity-class discovery framework by using the availability of the discovered
activity-classes to ﬁnd the maximally mutually exclusive motifs.
7.3. Objective function optimization
We now explain how we optimize our proposed objective function. [45] describes a technique to compare different
VMMC models that balances the predictive power of a model with its complexity. Let s be a context in Mc , where s =
yn−1, yn−2, . . . , y1, and yn−1, yn−2, . . . , y1 ∈ Y . Let us deﬁne the suﬃx of s as suﬃx(s) = yn−1, yn−1, . . . , y2. For each y ∈ Y ,
let NA′ (y, s) be the number of occurrences of event y in activity-sequences contained in A′ ⊆ A where s precedes y, and
let NA′ (s) be the number of occurrences of s in activity-sequences in A′ . We deﬁne the function A′ (s) as
A′(s) =
∑
y∈Y
N(s, y) log
(
pˆ(y | s)
pˆ(y | suﬃx(s))
)
(25)
where pˆ(y | s) = NA′ (s, y)/NA′ (s) is the maximum likelihood estimator of p(y | s). Intuitively, A′ (s) represents the number
of bits that would be saved if the events following s in A′ , were encoded using s as a context, versus having suﬃx(s) as a
context. In other words, it represents how much better the model could predict the events following s by including the last
event in s as part of context of these events.
We now deﬁne the function Ψc(s) (bit gain of s) as
Ψc(s) = Ac (s) −
∑
c′∈C\{c}
Ac′ (s) (26)
Note that higher values of Ac (s) imply greater probability that an activity in Ac is assigned to c, given that s is used as a
motif. In particular, higher the value of Ac (s), higher will be the value of γ . Similarly, higher the value of
∑
c′∈C\{c} Ac′ (s),
higher the value of λ.
We include a sequence s as a context in the model Mc iff
Ψc(s) > K × log() (27)
where  is the total length of all the activities in A, while K is a user deﬁned parameter. The term K × log() represents
added complexity of the model Mc , by using s as opposed to suﬃx(s) as a context, which is shorter in length and occurs
at least as often as s. The higher the value of K the more parsimonious the model will be.
Eq. (27) selects sequences that both appear regularly and have good classiﬁcation and predictive power – and hence can
be thought of as event-motifs. Work in [34] shows how the motifs in a VMMC can be represented as a tree. Work done
in [1] presents a linear time algorithm that constructs such a tree by ﬁrst constructing a data structure called a Suﬃx Tree
to represent all sub-sequences in the training data A, and then by pruning this tree to leave only the sequences representing
motifs in the VMMC for some activity-class. We follow this approach by using Eq. (27) as our pruning criterion.
8. Results: Discovered event motifs
We now present the results of motifs we obtained using our method for the previously discovered activity-classes in
Loading Dock and House environments.
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Description for the discovered event motifs in Loading Dock: A brief description is given for the various discovered event motifs for the 7 discovered
activity-classes in the Loading Dock environment.
Class index Class description
Class 1 Person places package into back door of delivery vehicle → Person enters into side door of building → Person is empty handed →
Person exists from side door of building → Person is full handed → Person places package into back door of delivery vehicle.
Class 2 Cart is full → Person opens front door of building → Person pushes cart into front door of building → Cart is full → Person closes
front door of building → Person opens front door of building → Person exists from front door of building → Person is empty handed
→ Person closes front door of building.
Class 3 DV drives in forward into LDA → Person opens left door of DV → Person exists from left door of DV → Person is empty handed →
Person closes the left door of delivery vehicle.
Class 4 Person opens back door of DV → Person removes package from back door of DV → Person removes package from back door of DV →
Person removes package from back door of DV → Person removes package from back door of DV → Person removes package from back
door of DV.
Class 5 Person closes front door of building → Person removes package from cart → Person places package into back door of DV → Person
removes package from cart → Person places package into back door of DV → Person removes package from cart → Person places
package into back door of DV.
Class 6 Person Removes Cart From Back Door of DV → Person Removes Package From Back Door of DV → Person Places Package Into Cart →
Person Places Package Into Cart → Person Removes Package From Back Door of DV → Person Places Package Into Cart → Person
Removes Package From Back Door of DV → Person Places Package Into Cart.
Class 7 Person closes back door of DV → Person opens left door of DV → Person enters left door of DV → Person is empty handed → Person
closes left door of DV.
Table 6
Description for the discovered event motifs in Residential House domain: A brief description is given for the various discovered event motifs for the 5
discovered activity-classes in the Residential House Environment.
Class index Class description
Class 1 Alarm → Kitchen entrance → Fridge → Sink → Garage door (inside).
Class 2 Stairway → Fridge → Sink → Cupboard → Sink.
Class 3 Stairway → Dining Table → Den → Living-room Door → Sun-room → Living-room door → Den.
Class 4 Den → Living-room door → Den → Kitchen Entrance → Stairway.
Class 5 Fridge → Dining Table → Kitchen Entrance → Fridge → Sink.
8.1. Analysis of discovered event motifs
The highest big-gain event-motifs found for the 7 discovered activity-classes in the Loading Dock domain are given in
Table 5. The discovered motifs of activity-classes seem to characterize these classes eﬃciently. Note that the discovered
motifs for activity-classes where package delivery occurred, have events like Person Places Package In The Back Door Of
Delivery Vehicle and Person Pushes Cart In The Front Door of Building → Cart is Full. On the other hand event-motifs for
activity-classes where package pick-up occurred, have events such as Person Removes Package From Back-Door Of Delivery
Vehicle and Person Places Package Into Cart.
The highest big-gain event-motifs found for the 5 discovered activity-classes in the House scenario are given Table 6. The
motifs for the House environment capture the position where the person spends most of her time, and the order in which
she visits the different places.
8.2. Subjective assessment of discovered motifs
To subjectively assess the interpretability of the motifs discovered by our proposed method, we performed an anecdotal
user test involving 7 participants. For each participant, 2 of the 7 discovered activity-classes were selected from the Loading
Dock environment. Each participant was shown 6 example activities, 3 from each of the 2 selected activity-classes. The
participants were then shown 6 motifs, 3 for each of the 2 classes, and were asked to associate each motif to the class that
it best belonged to. Their answers agreed with our systems 83% of the time, i.e., on average a participant agreed with our
system on 5 out of 6 motifs. The probability of obtaining this agreement by random guessing4 is only 0.093.
9. Conclusions & future work
This paper explores the problem of learning to discover and recognize human activities in everyday environments. Tra-
ditional approaches to this end assume that the structure of activities being modeled is known a priori. However, for a
4 According to the binomial probability function the chance of randomly agreeing on 5 out of 6 motifs is C65(0.5)
1(0.5)5.
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work is an investigation of knowledge representations and manipulation techniques that can facilitate learning of everyday
human activities in a minimally supervised manner.
We posit that if we choose to describe everyday activities in term of an appropriate set of events, then the structural
information of these activities can be encoded using their local event subsequences, and that this encoding is suﬃcient for
activity-class discovery and classiﬁcation. With this perspective at hand, we particularly investigate representation of event
n-grams that characterize activities in terms of their ﬁxed length event subsequences.
Exploiting this representation, we propose a computational framework to discover the various activity-classes taking
place in an environment. We model these activity-classes as maximally similar activity-cliques in a completely connected
graph of activities, and describe how to discover them eﬃciently. Moreover, we propose methods for ﬁnding concise
characterizations of these discovered activity-classes, both from a holistic as well as a by-parts perspective. Using such
characterizations, we present an incremental method to classify a new activity instance to any one of the discovered activity-
classes, and to automatically detect whether it is anomalous with respect to the general characteristics of its membership
class. Our results show the eﬃcacy of our framework in a variety of everyday environments, including a Loading Dock area,
a Household Kitchen, and a Residential House environment.
9.1. Main conclusions
In the following we describe the main conclusions of our work.
9.1.1. Learning global activity structure using local event statistics
The key conclusion of this work is that if we describe everyday activities in terms of an appropriate set of events,
the structural information of these activities can be uniquely encoded using statistics of their local event subsequences.
At the heart of this idea of learning activity structure using event statistics is the question whether we can have such
an appropriately expressive yet robustly detectable event vocabulary to describe human activities in a variety of everyday
environments. There exists an inherent tradeoff between the expressiveness of events and the robustness with which they
can be detected using low-level perceptual information. The way one strikes a balance between these two opposing factors
will impact the kinds of analysis we can perform on the activities taking place in an environment.
9.1.2. Speciﬁcity versus sensitivity of sequential representations
Another tradeoff we came across over the course of this work is between the speciﬁcity to which a representation
captures the structure of a sequential process, and its sensitivity to sensor noise. While n-grams for smaller values of n
only encode activity structure up to a ﬁxed temporal scale, and are therefore less exact and more lossy, they are at the
same time more robust to various perturbations brought about by the sensor noise. On the other hand n-grams with larger
values of n are able to capture sequence structure over longer temporal scale, therefore encoding the structural information
more exactly. However, their greater speciﬁcity results in their higher sensitivity to sensor noise. We saw this trend in the
simulation experiments of Section 3.1.
9.1.3. Behavior discovery using feature based view of activity-classes
In this work, we have taken on the problem of unsupervised discovery of human behaviors with a feature-based view
of activity-classes. This view posits that members of an activity-class generally share a set of common properties that make
them perceptually similar to each other. For instance, activities of frying omelets look similar to each other as they mostly
require events such as beating eggs followed by frying them. We believe that our representation of modeling activities as
conjunctions of their sequential features supports a notion of their perceptual similarity that can be used for the unsu-
pervised discovery and characterization of various human behaviors. We have shown that posing this question as a graph
partitioning problem by modeling activity-classes as maximal cliques of nodes in activity-graphs is a plausible way of solving
this problem. Moreover, we showed that using the framework of Dominant Sets is an eﬃcient means to this end.
9.1.4. A detection based approach to ﬁnding anomalous behaviors
One application of our proposed computational framework is automatically ﬁnding activities that are in some sense
irregular or anomalous. As anomalies are rare occurrences with large variation amongst them, traditional approaches that
attempt to learn explicitly deﬁned models of anomalies do not generalize well. In this work, we have approached the
problem of ﬁnding anomalous behaviors from a detection rather than a recognition based perspective. As the notion of
anomaly is closely related to what is meant by regular, we have modeled anomalies as activities that deviate from behaviors
perceived as regular in an environment. Using discovered activity-classes to learn the notion of regularity in an environment,
we have tried to detect anomalies that deviate from regular behaviors.
Our research ﬁndings demonstrate that since all deviations from regular behaviors are not necessarily interesting, taking
a purely detection-based perspective towards ﬁnding anomalies can in fact be too general. One way of striking a balance
between the brittleness of an exclusively recognition-based perspective and the generality of a purely detection-based view
towards anomalies, is to learn certain domain speciﬁc constraints on what makes various irregularities truly alarming. How
these constraints should be modeled and learned for different environments remains an open question.
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At present, there are several limitations of our framework that might be used as avenues for future research. Some of
these are given in the following.
9.2.1. Incorporating temporal information of events
In everyday environments, any particular event may take variable time to ﬁnish. In a household kitchen for instance,
the event of taking something out of the refrigerator may take longer or shorter time depending on how many items are
being taken out. This duration over which an event takes place can be an important discriminating factor to distinguish
amongst various activity-classes. Furthermore, the event duration can be an important indicator about whether the event
was performed correctly or not. At present, we are not incorporating any information regarding the duration that the various
events take to be executed. A potential future direction of our work might be to investigate the extent to which considering
such temporal information of events is useful for activity analysis.
9.2.2. Automatic parsing of activities in a stream of detected events
Currently, our framework assumes that the start and end of each activity is know a priori. However, there are many
environments where such explicit demarcations of the start and end of activities are not available. One way of inferring
these demarcations is to use the occurrence of event motifs in the event stream that are maximally mutually exclusive
amongst the various activity-classes. We leave the exploration of such an approach to temporally segment activities from
event streams as a part of our future work.
9.2.3. Analyzing group activities
Currently, we are only focusing on activities where one agent performs one event at a time. However, there is a large
class of activities where multiple agents simultaneously perform multiple events. An important question to explore in the
future would be how can our proposed framework scale up to eﬃciently analyzing such simultaneous streams of events.
9.3. Concluding remarks & discussion
We conclude with discussion regarding choice of an appropriate event vocabulary, and the general applicability of our
proposed framework.
9.3.1. Choosing an appropriate event vocabulary
The choice of a particular set of events to describe the in situ activities determines how strictly or loosely deﬁned the
structure of these activities is. In the following we enlist some of the criteria for selecting an event vocabulary suitable for
a computational system such as ours.
(1) Events in an event vocabulary should be of ﬁnite duration and temporally local, i.e. events should have a ﬁnite duration
between their start and end points, and this range should in general be reasonably smaller than the duration of an
entire activity.
(2) Events should not be temporally overlapping. In other words, each event must end before another event starts. In
situations where multiple events are being simultaneously performed by different agents, there must exist a mapping
between which event is being performed by which agent.
(3) Events in an event vocabulary should not occur spuriously and there needs to be a strict correlation between the action
of an agent which causes the occurrence of a particular event.
(4) Events should have temporal atomicity, i.e., if there are two events in a vocabulary that cannot happen without be-
ing temporally adjacent to each other, then they should be merged to one, provided that the merged event can still
be robustly detected. This condition supports a minimal sized event vocabulary, resulting in reduced computational
complexity.
(5) An event vocabulary should be complete with respect to spanning the various occurrences of interest that can transpire
in an environment.
A key factor to consider while choosing event vocabulary for an environment is the inherent tradeoff that exists between
how well does a set of events capture the underlying structure of activities, versus how robustly these events can be
detected using some low-level perceptual information. There does not exist a set of hard and fast rule according to which
the granularity of constituent events should be selected, however in general this choice should be made based on the
dynamics of an environment, and the available sensor modalities.
9.3.2. General applicability of the proposed framework
The usefulness of a computational framework for activity analysis depends on the general characteristics of various
activities that take place in an environment. Everyday environments can have a wide range of activity dynamics. On one
end of this spectrum are the environments where activities with strict and well deﬁned structure take place. Examples of
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a very strict regimen is followed. For such environments, our proposed framework is overkill, and more grammar driven-
approaches would work better. On the other end of this spectrum are the environments where activities show a very loosely
deﬁned structure. Examples of these include kindergarten playgrounds, scenarios of loitering at a subway station, or simply
hanging out in the living room. Since there is not enough repetitive activity-structure, our system would have diﬃculty
in ﬁnding it. Somewhere between these two ends is the set of environments where the activity structure is neither too
strict, nor too loosely deﬁned. Our proposed framework is geared towards this class of environments. Some of the general
characteristics of such environments are listed in the following:
(1) Many different types of activities can take place in the environment, and the number of possible in situ activities is not
necessarily known a priori.
(2) There exists enough variance amongst the instances of different types of activities so that it is not feasible to write an
explicit grammar-based model for the different activity classes.
(3) Instances belonging to each type of activity require execution of multiple intermediate tasks (i.e., events) for their
successful completion.
(4) All instances belonging to the various activity types taking place in an environment can be described in terms of a
shared set of events.
(5) There exists a mostly common set of partially ordered constraints amongst the constituent events of any particular ac-
tivity type. Constituent events of different activity types mostly adhere to sets of different partially ordered constraints.
Some of the example environments that generally have the aforementioned properties include car repair shops, surgical
operation theaters, or building construction sites.
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