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Abstract
Utilization of artificial neural networks to resolve
chemical kinetics in turbulent fine structures of an
advanced CFD combustion model
R. Laubscher
Department of Mechanical and Mechatronic Engineering,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Dissertation: Doctor of Philosophy
March 2017
This work investigates an alternative chemistry integration approach to be
used with the eddy dissipation concept (EDC) advanced combustion model
for large-scale industrial applications where detailed or reduced mechanisms
are utilised. The goal of the study was to reduce the computational resources
required to solve reduced or detailed mechanisms using the EDC model. The
unique approach uses artificial neural networks (ANNs) as a chemistry integra-
tor for the reactions that take place in the fine structure regions created by the
turbulence field. The ANNs are therefore utilised to predict the incremental
species changes that occur in these fine structure regions as a function of the
initial species composition, temperature and the residence time of the mix-
ture in the fine structure regions. The ANN’s weights- and bias matrices were
changed to minimise the network’s prediction error using the back-propagation
algorithm and datasets generated using the results of separate ideal plug-flow
reactor simulations. The effect that the ANN’s architecture has on its ability
to accurately predict the temporal evolution of the species was also investi-
gated and the best-performing configuration was selected. The novel chemistry
integration approach for the EDC model was implemented to model a piloted
methane/air turbulent jet diffusion flame (Sandia Flame D) at a Reynolds
number of 22400. To prove the concept, a 5-step methane combustion mecha-
nism was used to model the chemical reactions of the experimental flame. The
results of the new approach were benchmarked against experimental data and
the simulation results using the standard integration approaches in Fluent. It
was shown that once the ANN is well-trained, it can predict the species mass
ii
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fractions with relative accuracy in both a time and computer memory efficient
manner compared to using traditional integration procedures.
Stellenbosch University  https://scholar.sun.ac.za
Uittreksel
Benutting van kunsmatige neurale netwerke om chemiese
kinetika op te los in turbulente fyn strukture van ’n
gevorderde NVD verbrandingsmodel
(“Utilization of artificial neural networks to resolve chemical kinetics in turbulent
fine structures of an advanced CFD combustion model”)
R. Laubscher
Departement Meganiese en Megatroniese Ingenieurswese,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Proefskrif: Doktor van Filosofie
Maart 2017
Hierdie werk ondersoek ’n alternatiewe chemie-integrasie metode wat gebruik
maak van die EDC (eddy dissipation concept) gevorderde verbrandingsmodel
vir grootskaalse industriële toepassings waar gedetailleerde of verminderde che-
miese meganismes gebruik word. Die doel van die studie is om die rekenaar
hulpbronne wat benodig is om verminderde of gedetailleerde meganismes met
die EDC -model op te los, te verlaag. Dié unieke benadering gebruik kuns-
matige neurale netwerke (KNN) as ’n chemie-integreerder vir die reaksies wat
plaasvind in die fyn struktuur streke wat deur die vloeiveld se turbulensie ge-
skep is. Die KNN’e is dus aangewend om die inkrementele spesiesveranderinge
wat in hierdie fyn struktuur streke plaasvind as ’n funksie van die aanvank-
like spesiesamestelling, temperatuur en die reaksietyd van die mengsel in die
fyn struktuur streke te voorspel. Die geweegde veranderlikes matrikse van die
KNN is verander om die voorspellingsfout van die netwerk te minimeer deur die
terug-voortplanting algoritme te gebruik deur middel van datastelle wat gege-
nereer is met behulp van die resultate van ideale propvloei-reaktor simulasies.
Die effek van die KNN se argitektuur op sy vermoë om die tydelike evolusie
van die spesies akkuraat te voorspel is ook ondersoek en die beste presterende
opset is gekies. Die chemie-integrasie benadering vir die EDC -model is ge-
ïmplementeer om ’n geloodsde metaan / lug onstuimige straler diffusie vlam
(Sandia Flame D) met ’n Reynoldsgetal van 22400 te modelleer. Ten einde die
konsep te bewys is ’n 5-stap metaan-verbranding meganisme gebruik om die
iv
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reaksies van die eksperimentele vlam te modelleer. Die resultate van die nuwe
benadering is vergelyk met eksperimentele data en die simulasie-resultate wat
met behulp van Fluent se standaard integrasie benaderings verkry is. Daar is
bewys dat wanneer die KNN goed opgelei is, dit met redelike akkuraatheid die
spesies massa-fraksies kan voorspel op ‘n wyse wat doeltreffend is beide ten
opsigte van tyd en rekenaar geheue.
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 Turbulence energy dissipation rate . . . . . . . . . . . . . [m2/s3 ]
i Random number between 0-1 in a normal distribution . [ ]
η Kolmogorov length scale or neural network learning rate parame-
ter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [ ]
φ Arbitrary fluid property . . . . . . . . . . . . . . . . . . . . [ ]
γ Fine structure length fraction . . . . . . . . . . . . . . . . [ ]
γ∗ Fine structure volume fraction . . . . . . . . . . . . . . . . [ ]
ρ Density of gas mixture . . . . . . . . . . . . . . . . . . . . . [ kg/m3 ]
σij Fluid stress tensor . . . . . . . . . . . . . . . . . . . . . . . [N ]
τ ∗ Fine structure time scale . . . . . . . . . . . . . . . . . . . [ s ]
θ() Activation function . . . . . . . . . . . . . . . . . . . . . . . [ ]
µ Molecular viscosity . . . . . . . . . . . . . . . . . . . . . . . [Pa.s ]
µt Eddy viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . [ ]
ω˙ Chemical reaction rate . . . . . . . . . . . . . . . . . . . . . [ kg/m3s ]
ν ′ Stoichiometric coefficients of the reactants . . . . . . . . . [ ]
ν” Stoichiometric coefficients of the products . . . . . . . . . [ ]
Vectors and Tensors
A Surface (normal) area [m2]
Fs Surfaces forces [N ]
q Heat flux [W/m2]
Subscripts
x, y, z Rectangular coordinates
r Radial coordinate
k Species designation
t Turbulent
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j Reaction designation
Abbreviations
ANN Artificial Neural Networks
BDF Backward Differencing Formulation
CEA Chemical Equilibrium Analysis
CFD Computational Fluid Dynamics
CPU Central Processing Unit
DI Direct Integration
DNS Direct Numerical Simulations
EBU Eddy Break-Up
EDC Eddy Dissipation Concept
EDM Eddy Dissipation Model
FR Finite-Rate
IEA International Energy Agency
ISAT In-Situ Adaptive Tabulation
LES Large-Eddy Simulations
ODE Ordinary Differential Equations
PDF Probability-Density Function
RANS Reynolds Averaged Navier-Stokes
RSM Reynolds Stress Models
RAM Random Access Memory
UDF User Defined Functions
WD1 Westbrook and Dryer
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Chapter 1
Introduction
The present research brings together two distinct fields of science and engineer-
ing, namely artificial intelligence and combustion modelling. Artificial intelli-
gence is the study of computations that make it possible to perceive, reason
and act, according to Winston (1993); where combustion modelling uses dis-
ciplines such as thermodynamics, chemical kinetics, fluid mechanics, heat and
mass transfer, and turbulence to predict the quantities involved in combustion
processes. The central topic of the current research will be the application of
these two distinct fields to develop a combustion modelling approach capable of
resolving detailed chemical mechanisms and turbulence-chemistry interaction
without the extensive computer resources required by the current techniques
used in commercial computational fluid dynamics codes. The required com-
puter resources are reduced by using artificial neural networks rather than tra-
ditional ordinary differential equation solvers or look-up tabulation methods.
The approach is developed for future implementation in combustion modelling
of industrial scale biomass, coal, oil, and gas-fired boilers using large multi-step
chemical mechanisms.
The ability to harness thermal energy from combustion is essential to hu-
man existence on earth. There is a broad range of applications of combustion,
such as power generation where coal particles are burned in furnaces of power
stations to produce steam for driving turbines, district heating, process heat
for production of iron, steel and glass, internal combustion engines, gas tur-
bines combustion for powering air planes, etc. According to the IEA (2013)
report, 92 % of the world’s energy demand is supplied by combustion processes
(natural gas, coal/peat, oil, biofuels and waste) and the percentage of total
energy supplied by coal/peat and natural gas combustion is on the increase.
It is therefore worthwhile studying combustion processes. The popular fuels
used in boiler systems are coal, natural gas, oil and biomass. Liquid fuels,
such as oil, heat up when introduced into a high temperature zone due to
radiation and convection from the surroundings. Heat transfer to the droplet
increases the vapour pressure, and thus evaporation of the liquid into the gas
phase. Once the fuel is evaporated, the fuel and oxidiser species can molecu-
1
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larly mix and react. At first glance solid fuels such as biomass and coal burn
much like liquids. They are initially heated to a temperature where they gen-
erate gas-phase volatiles that burn in the same manner as reactants of a gas
during combustion (Warnatz et al., 2006). The difference between solid fuel
combustion and liquid fuel combustion is that when the volatiles are driven
off the fuel, a residual fraction of combustible matter left in the particle can
be oxidised. The combustion process of solid fuels can be divided into five
distinct processes, namely: (1) initial/sensible heating; (2) moisture evapora-
tion; (3) devolatilisation; (4) volatile combustion; and (5) char combustion.
Volatile matter plays a crucial role in coal combustion, in that the heat from
the volatile combustion is used to assist in char ignition of the coal particles.
The major difference between biomass and coal is the fractions of volatiles,
moisture, char and ash. Biomass usually has much higher volatile fraction
than coal and therefore has a higher percentage of energy being released due
to gas phase reactions. In all the above-mentioned fuels, gas phase combustion
plays a critical role in energy release, species and pollutant formation.
Historically, boiler gas phase combustion modelling was aimed at fluid me-
chanics that included global heat release by chemical reaction, where the com-
bustion systems are lumped into a single control volume or modelled as mul-
tiple control volumes. The heat release is described using the first law of ther-
modynamics and the assumption of infinitely fast chemistry. The enthalpies
of the products and reactants of the global reaction are used to determine the
global heat release rate. An example of such a complete combustion reaction
is:
CH4 + 2(O2 + 3.76N2)→ CO2 + 2H2O + 2× 3.76N2
This approach is useful to some extent for designing stationary combustion
processes, but is not sufficient for treating transient processes like ignition and
quenching or pollutant formation (Warnatz et al., 2006). The assumption of
complete combustion, as above, is in practice incorrect. Some reactions occur
in reverse at high temperatures, thus forming reactants. This process is called
dissociation. Dissociation reactions are endothermic; therefore the actual gas
temperature calculated by the global complete combustion approach (adia-
batic flame temperature calculation) is in reality slightly higher. This leads us
to the next simplified approach to resolve combustion, namely Chemical equi-
librium analysis (CEA). CEA is used to determine the composition of the gas
mixture after dissociation and is based on the second law of thermodynamics
(Versteeg and Malalasekera, 2007). In reality, combustion of a fuel does not
occur in a single reaction and the reaction takes time to reach equilibrium.
Chemical kinetics determines the time a reacting system of multiple reactions
takes to reach equilibrium and is therefore the study of reaction mechanisms
and reaction rates. Many combustion processes are controlled by the rate of
molecular and turbulent diffusion. However, chemical kinetics can play an
important role under certain conditions such as low pressure combustion, re-
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stricted oxygen supply to fuel, and large radiative heat losses (Versteeg and
Malalasekera, 2007). The discussed methods (complete combustion, CEA and
chemical kinetics) are the simplified methods that are used in zero- or one-
dimensional models to predict the gas mixture temperature and composition.
The mixture temperature and properties are then used to determine the heat
flux to the environment (boiler furnaces, superheaters, etc.) using empirical
correlations for radiation and convection heat transfer. Using these fluxes,
the combustion equipment is sized accordingly. The methods discussed above
does not take into account the effect of the fluid flow, and in many combustion
situations the fluid flow is an integral part of the combustion processes. Imple-
menting these gross simplifications and assumptions usually leads to furnaces
and superheaters that are over- or undersized and species formations that are
incorrectly predicted, due to the averaging of heat fluxes, species formations,
fluid velocity, etc. in the calculations.
Computational fluid dynamics (CFD) modelling is therefore becoming in-
creasingly important in the development and optimisation of processes in-
volved with designing combustion systems for boilers, especially applicable to
gas phase combustion modelling. Where gas phase combustion includes the
volatile combustion of coal or biomass fuels and vaporised liquid fuels, CFD
modelling of combustion yields the ability to predict flow, temperature and
species formation in boilers with relative accuracy, making it an ideal plat-
form to investigate:
• Fuel and air mixing, which is used to design the over-fire air system for
higher combustion rates and furnace efficiency. Higher furnace efficiency
leads to the cost-effective design of furnace sizes.
• Determine heat transfer rate to furnace walls and superheaters, used
to ensure designed components are sized correctly, and also using heat
fluxes to determine boiler two-phase circulation.
• Model fuel particle spread in furnace and burner flame length. This aids
the engineer in sizing specific dimensions of the combustion chamber.
• Erosion modelling of particles on heat transfer equipment to prolong
boiler component lifetime.
• Determine fuel particle residence time in furnace and temperature his-
tory, to investigate and identify possible slagging and fouling regions and
mitigate the problem areas through altering designs.
• Pollutant formation, such as unburned hydrocarbons, SOx and NOx.
More stringent emission requirements, dictates that the combustion pro-
cess needs to be designed to lower the emissions. CFD is therefore used
to predict the emissions of the combustion in the furnace. One method
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to lower emissions is to design a staged combustion system with CFD in
an effort to reduce thermal NOx formation.
To accurately model some of the above-mentioned processes such as pollutant
formation, fouling and slagging, and furnace heat fluxes, an advanced combus-
tion model capable of accurately handling multiple step chemical mechanisms
is required. The flow in majority of industrial combustion systems, especially
boiler furnaces, are turbulent due to the high velocity over-fire air injections.
The increased mixing rate due to turbulence increases the combustion rate
and therefore system efficiency. Various models, such as the eddy break-up
models (EBU) and eddy dissipation concept model (EDC) have been devel-
oped to account for the turbulence-chemistry interaction. The EBU models
are the most prevalent Reynolds Averaged Navier-Stokes (RANS) based com-
bustion models that have been successfully used to model various industrial
boiler systems. The low computational costs of the EBU models have made it a
very popular combustion modelling approach, but the model lacks the ability
to fundamentally account for turbulence-chemistry interaction and complex
chemical mechanisms. The EDC model enables the consideration of the com-
plex interaction of turbulence and detailed reaction kinetics, thus making it
an excellent candidate for advanced combustion modelling. The major draw-
back of using the EDC model with large chemical mechanisms is the computer
resource requirements for industrial problems. This is because in addition to
solving the conservation and species transport equations for each of the species
in the mechanism, the stiff chemical ordinary differential equations need to be
integrated. These numerical processes are in turn implemented on industrial
models that usually have large geometries and require large meshes to be able
to capture all the flow and combustion effects accurately. These processes
at industrial scale are very resource-intensive, even when using the RANS
approach. The present research is aimed at developing a novel approach to
predict the solution of the stiff chemical kinetics differential equations with-
out solving the system of differential equations during the CFD simulation.
This process was used to greatly speed up the solving procedure by learning
the incremental changes of the species for specified time-steps of the chemical
mechanism beforehand and calculating the required rates with simple mathe-
matical expressions, thus exhibiting artificial intelligence by understanding the
involved processes.
Artificial intelligence finds its origin in fields such as computer science,
mathematics and neuroscience. The engineering goal of artificial intelligence
is to solve problems using artificial intelligence as a collection of tools to learn
simple or complex systems and then act or predict based on what has been
learned. The goal is to build an intelligent system that can learn from exam-
ples, therefore mine data to understand and exploit complex relationships and
regularities. The sub-field of machine learning emerged from artificial intel-
ligence. Machine learning takes these complex relationships and regularities
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and learns from the observations through the use of computer algorithms. The
machine learning model used in the present research is artificial neural net-
works. The use of artificial neural networks is an emerging and promising,
low-resource alternative for solving chemical reaction differential equations in
turbulent combustion flows as discussed by Christo et al. (1996b). The ma-
jority of the work found in literature where neural networks have been used in
turbulent combustion simulations, were using the non-premixed combustion
approach for large-eddy simulations (LES) and RANS simulations as seen in
Christo et al. (1996b), Sen and Menon (2009), Kempf et al. (2005) and Enami
and Fard (2012). The novel chemistry integration approach developed in the
present research uses a trained artificial neural network to predict the fine
scales species composition for the EDC model after the fine structure regions
have reacted over a specified time-step. The EDC model then uses the fine
scales species mass fractions to determine the net reaction rate for each of the
mixture species. The traditional EDC model uses either the in-situ adaptive
tabulation (ISAT) or direct integration (DI) method to solve the temporal
evolution of the species in the fine scales. Both of these traditional methods
have serious drawbacks, namely large computer memory (ISAT method) and
CPU (DI method) requirements.
The current document is comprised of the following sections to investigate
and develop the novel chemistry integration approach for the EDC model:
problem statement, where the motivation for the research is given along with
a brief history of species transport combustion modelling techniques. In the
literature study, a critical review is performed of previous work. Next, the rele-
vant theory of combustion and artificial neural networks is covered. In Chapter
5 the experimental setup is modelled with the traditional chemistry integration
procedures in Fluent® 17.0. Chapter 6 covers modelling of plug-flow reactors,
which was used to generate the training data for the neural networks. The
following chapter covers the actual training of the neural networks and the
selection of the best-performing architecture. Chapter 8 discusses the imple-
mentation of the neural network chemistry integrator. Chapter 9 is the results
and comparison section of the document, where the results for the species mass
fractions and the temperature of the new approach is compared to the results
of the traditional approaches and the experimental data. The performance
benefits of the artificial neural network chemistry integration approach are
also investigated and compared to the direct integration and in-site adaptive
tabulation methods.
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Problem statement and objectives
The current convention in gas phase combustion modelling is the utilisation of
the EDM and finite rate chemistry (FR) combustion model hybrid with two-
step global reaction mechanisms, according to Scharler (2013). This model
works under the assumption that the combustion rate (kmol
m3.s
or kg
m3.s
) is either
reaction-rate limited (net reaction rate of the chemical reactions, usually de-
termined as a function of the Arrhenius rate), or mixing-rate limited (rate of
intermolecular mixing of oxidiser with fuel and/or radical species (Magnussen
and Hjertager, 1977)). The EDM-FR model’s low computational cost has
made it a popular modelling technique for industrial combustion (Shiehne-
jadhesar et al., 2014), however, the model’s empirical constants need to be
adjusted depending on the application and are not universally valid (Scharler
et al., 2003). The other major shortcoming of this model, according to ANSYS
(2016), is that the model will yield incorrect results when using more than two
reactions, due to the infinitely fast chemistry or mixing limit assumption. The
other combustion models used in industry such as the conserved scalar PDF
approach (non-premixed combustion) which can only account for infinitely fast
chemistry and their shortcomings will also be discussed.
The EDC combustion model is an extension of the EDM, but is able to
incorporate detailed chemical mechanisms. The EDC is based on the turbulent
energy cascade (larger eddies break/cascade into smaller eddies due to viscous
and inertial forces), and assumes that the species are molecularly mixed in the
volume that the smallest eddies occupy (fine structures). The position and
volume fraction that these fine structure regions occupy is determined from
the turbulent field parameters (k and ). The temporal evolution of the species
in the fine structures is then calculated using ideal reactor theory (well-stirred
or plug-flow reactors).
The set of differential equations used to resolve the temporal evolution of
the species within the fine structure reactors are said to be numerically stiff.
The wide variation in chemical time scales has a severe impact on the nu-
merical solution of the set of differential equations that govern the reaction
system. The eigenvalues of the Jacobians of these ordinary differential equa-
6
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tions (ODE) systems reflect the time scales. The stiffness characterises the
maximal differences in these time scales. In simpler terms, a numerical solu-
tion is said to be stiff if the rate of a reaction is very fast in comparison to
the other reaction rates. The stiff chemistry differential equations in the fine
structure regions are solved in ANSYS Fluent® 17.0 either through DI where
a backward differencing (BDF) ODE solver is utilised, or through the ISAT
method where a look-up table is generated from the results of the chemistry
ODEs integration. The look-up tables are populated by the DI solver and are
then used to speed up the solving time for regions with similar species and
turbulence conditions as pre-solved cells. The DI method is the most accurate
and does not have large random access memory (RAM) requirements, but the
required CPU time becomes intolerable due to the amount of calculations the
processor is required to perform. This imposes limitations on the applicability
of the DI scheme, according to Christo et al. (1996a). The ISAT method, on
the other hand, reduces the CPU load by preventing repeated integration of
the same set of ODEs. The resolution of the table of composition increments
is restricted by the available RAM of the computer. The required RAM for
the ISAT table therefore becomes extremely large if the number of reactions
exceeds five (Christo et al., 1996a).
Christo et al. (1996a) suggests that the optimum numerical scheme for
representing the chemistry should offer the advantages of the ISAT and the
DI, at low CPU and RAM resource requirements. The purpose of the present
research is therefore to develop a chemistry integration modelling approach to
resolve the incremental species changes in the fine structure regions of a multi-
step chemical mechanism model with reduced CPU and RAM requirements.
The proposed approach will enable engineers to solve industrial scale models
using multi-step chemical mechanisms with the EDC model at roughly the
same computational requirements as the EDM approach, making the EDC
and multi-step chemical mechanisms a generic and viable industrial modelling
approach to solve all types of combustion problems (this statement will be
further discussed in the literature study). The approach will use artificial
neural network (ANN) chemistry integrators to predict the species changes in
the fine structure regions over specified chemical time-steps. The objective of
the study is therefore to develop the novel chemistry integrator and implement
it into user-defined functions that bypass Fluent® 17.0’s chemical integration
routines. The SANDIA Flame D experimental setup is used as validation
of the model along with the solutions generated by the standard numerical
techniques in Fluent® 17.0. The objectives of this study are:
• Research previous work involved with ANNs and combustion.
• Research physics involved with combustion (conservation equations, tur-
bulence chemistry interaction of the EDC and chemical kinetics mod-
elling) and ANN theory.
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• Experimental setup modelling and solution.
• Reactor modelling of the chemical ODEs to generate inputs and response
variable sets for the ANN to train on.
• Development of own ANN code for training (back propagation algorithm)
and predictions (forward propagation).
• Investigate the best-performing ANN architecture.
• Implement ANN memory (weights and bias matrices) and forward propa-
gation into user-defined functions (UDFs) that hook into Fluent® 17.0’s
species transport and energy equations. This will entail rewriting the
entire EDC turbulence-chemistry interaction model in Fluent® 17.0.
• Generate results to compare the experimental data to the various mod-
elling methods.
The concepts (EDC, ANN, ISAT, DI, etc.) mentioned in the above sec-
tion will be discussed in depth in the following sections of the document. The
hypothesis for the current research states that artificial neural networks could
be used to resolve the chemical kinetics in the fine structure regions by replac-
ing the current traditional initial value problem ODE solvers (direct integra-
tion and look-up tables) as the chemistry integrator. The hypothesis further
states that the ANN integrators should have lower computational requirements
than the current chemical reaction kinetics solvers, and is possible of solving
combustion simulations within a solving time comparable to the widely used
turbulence-chemistry interaction model, the EDM.
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Literature study
In this section a critical discussion of important research pertaining to com-
bustion modelling and the application of ANNs to reaction modelling will be
presented. Combustion of solid, liquid and gaseous fuels in boilers are generally
non-premixed combustion, thus the literature study will be limited to mod-
elling approaches that address these types of combustion flow configurations
(the other types of combustion flow configurations will be briefly discussed in
the theory section of the present document).
3.1 Combustion modelling
The simplest approach to model combustion with CFD was proposed by Spald-
ing in 1979 (Versteeg and Malalasekera, 2007). Spalding’s proposed method
involves only the global nature of the combustion process, therefore detailed
kinetics are ignored and the reaction process is modelled as a global one-step
infinitely fast reaction where oxidant combines with the fuel in stoichiomet-
ric proportions to form products. The mass fractions of the fuel and oxidiser
species are used to develop a passive scalar called the mixture fraction. The
mixture fraction variable is used to track the species through the computa-
tional domain, having its origin in the fuel and oxidiser stream. The model
can be extended to be used to predict species formation and energy release
for turbulent flows. To account for turbulent fluctuations of the Y˜i and T˜ , we
need to know the statistics of the variables as a function of the mixture frac-
tion. The probability density function (PDF) is used to calculate the mean
quantities of the fluctuating scalars, such as the mixture fraction (Versteeg
and Malalasekera, 2007). This approach is only applicable in combustion sys-
tems where the fuel and oxidiser species are non-premixed and the chemistry
is close to equilibrium (fast chemistry) everywhere in the computational do-
main. This approach is not able to predict intermediate species (cannot be
used for pollutant formation and unburned hydrocarbon prediction) and as-
sumes a linear relationship between the mixture fraction and the oxidiser and
9
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fuel mass fractions. If the oxidiser and fuel species do not react completely
(dissociation and slow chemical reactions due to restricted oxygen and large
radiative heat losses) these linear relationships no longer hold (Warnatz et al.,
2006), and therefore the model cannot be used to accurately resolve all the
complex chemical reactions in a boiler.
To circumvent some of the shortcomings of a single-step global reaction of
Spalding’s proposed model, Bilger (1976) assumed that the gas mixture is in
equilibrium everywhere in the domain and reversible multi-step reactions are
allowed. This approach can be employed to predict the equilibrium species con-
centrations, including minor species. The individual species concentrations can
be determined as a function of the mixture fraction by using CEA of the reac-
tion mechanisms as an alternative to the global one-step fast chemistry model.
Kent and Bilger (1973) successfully showed that the model accurately predicts
a hydrogen/air jet diffusion flame. The modelling approach still has some of
the shortcomings of Spalding’s simple approach, in that it is only applicable
to non-premixed flames and chemistry must be close to equilibrium (infinitely
fast). The equilibrium assumption causes the model to incorrectly predict pol-
lutant and minor species formation. Jones and Priddin (1982) showed that the
model severely over-predicted species such as CO and H2 in fuel-rich areas.
This is due to the local and turbulent time scales that were much smaller than
the time required for chemical equilibrium to be reached. The model therefore
has certain shortcomings, meaning it is not a general combustion model for
simulations in boiler furnaces to accurately predict species distributions
Spalding (1971) also proposed the EBU combustion model. This model
also assumes infinitely fast chemistry and was originally developed for pre-
mixed flame combustion problems, and works on the assumption of mixed is
burnt meaning if the fuel and oxidiser species comes in contact they will burn.
The EBU model does not predict the species concentrations based on the mix-
ture fraction as the two non-premixed models mentioned above, but rather
solves a transport equation for each of the species in the gas mixture (except
nitrogen). The mixing controlled rate of reaction is expressed in terms of the
turbulence time scale (k/, [s]) and empirical constants. The turbulence time
scale can be described as the time scale at which large eddies break into smaller
eddies. Spalding’s original EBU model was later modified by Magnussen and
Hjertager (1977) to be able to predict non-premixed combustion, making it
a generic turbulence-chemistry interaction model for all types of combustion
flow configurations with the assumption of infinitely fast chemistry. To include
finite rate chemistry effects, the laminar finite rate of the reactions are calcu-
lated. The reaction rate used in the species transport equation is selected as
the minimum between the laminar finite reaction rate and the mixing reaction
rate. The shortcomings of this approach are: (1) the model becomes unreliable
when mixing and kinetic time scales are comparable, due to the mixed is burnt
assumption; (2) the model is unable to incorporate chemical mechanisms with
more than two steps; (3) the model tends to over-predict mixture temperature;
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and (4) the model relies on empirical constants that needs to be tuned for spe-
cific combustion problems (thus we may find the model correctly predicts the
combustion of volatiles around the over-fire air jet in an industrial boiler, but
is unable to account for the low Reynolds number region just above a grate).
The EDM-FR model of Magnussen and Hjertjager is therefore not a general
combustion model that can be used for pollutant and minor species prediction
in boiler furnaces and other combustion systems.
Peters (1984) developed the laminar flamelet model, which is an extension
of the mixture fraction non-premixed combustion models that incorporate, to
a certain extent, chemical non-equilibrium. The model views the turbulent
flame as consisting of an ensemble of stretched laminar flamelets (Versteeg
and Malalasekera, 2007). Turbulent flames can be visualised as multiple mov-
ing laminar sheets of small reaction zones, called flamelets. In a turbulent
flow the flamelets are considered to be stretched and strained by the flow and
turbulence. To incorporate the effect of the flame stretching, the scalar dissi-
pation rate or strain rate, or both, are incorporated in the prediction of the
species and mixture temperature. The advantage of using the laminar flamelet
model is that detailed chemical mechanisms can be used that allow engineers
to predict formation of pollutants. The model only moderately implements
non-equilibrium and the steady laminar flamelet model is not applicable to
flows or combustion conditions where detailed chemical kinetics plays an im-
portant role in the prediction of the reaction rates. Given that the goal of
the present research is to develop a tool for practising engineers to model in-
dustrial problems such as boilers, the transient laminar flamelet model is not
considered because of excessive solving time for industrial problems.
Magnussen (2005) presented the EDC model. This model attempts to
incorporate the importance of the fine structures at which fuel and oxidiser
species are molecularly mixed in turbulent combustion flows. The model treats
the fine structure regions as well-stirred or plug-flow reactors and can incorpo-
rate detailed chemical mechanisms. The fine structure regions are developed
from the energy cascade model and have the same order length and time scales
as the Kolmogorov scales. The EDC model therefore resolves the turbulence-
chemistry interaction without the need of tuning empirical constants, as the
case is for the EDM model. The EDC model (apart from the composition
PDF combustion model) is the only industrial combustion model that can in-
corporate detailed chemistry for all types of combustion flow configurations.
The only major drawback of the EDC model is that it is a species transport
combustion approach, meaning a transport equation must be solved for each of
the species used in the chemical mechanism along with the integration of the
species reaction equations in the fine structure regions, making this model very
computationally intensive. The present research, as mentioned, sets out to al-
leviate the computational requirements of the EDC model by using an ANN
to predict the incremental species changes in the fine structure regions, rather
than integrating the reaction equations that are CPU- and RAM-intensive
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(depending on the integration method used).
3.2 Artificial neural network applications to
chemical reaction prediction
Blasco et al. (1998) investigated the use of neural networks to alleviate the
heavy computational resource requirements (CPU load for DI and computer
memory load for tabulation methods) of chemistry integrators in laminar di-
rect numerical simulations. Blasco et al. modelled only the chemical reaction
solution (ordinary differential equations for species transport) for a methane
reduced mechanism, and did not model the mass, momentum and energy equa-
tions. Four neural networks were trained, three of which were used to predict
the composition increment of the species for different reaction time-steps en-
countered in typical combustion problems. The other network was used to
return the temperature and density of a gas based on the species mass frac-
tions. The training datasets, which is the evolution of the species fractions
(over the different reaction time-steps), is created by solving the chemistry to
steady state for random initial species compositions within pre-set boundary
conditions, with a traditional chemical reaction solving technique (DI). Their
research found that the ANN was successful in capturing the behaviour of the
chemical species evolution during combustion. The computer memory reduc-
tion over the tabulation method was 831 times, and the reduction of the CPU
time was in the order of 165 − 511, depending on the amount of species in
the mechanism. One interesting observation made by Blasco et al. (1998) was
that the larger the reaction time-step, the larger the error between the direct
numerical solution and the ANN. This is due to a more complex relationship
between initial and final species concentrations.
Christo et al. (1996a) investigated using artificial neural networks with a
modelled velocity-scalar joint PDF transport equation for H2/CO2 (three-step
mechanism) turbulent jet diffusion flames. The training algorithm used was
a backward-propagation supervised learning procedure with stochastic gra-
dient descent. The joint PDF transport equation is solved by Monte Carlo
technique, in which the PDF is represented by a large number of stochastic
particle injections. These particles evolve according to the joint PDF transport
equation that simulates diffusion, convection, chemical reaction and molecular
mixing. The neural network was then accessed to solve the chemical reactions
rather than accessing the chemistry ODE solver or the look-up table. Multiple
neural networks were used similarly to Blasco et al. (1998) for the various reac-
tion time-steps. Good correlation was found between the look-up table results
and the ANN. Christo et al. (1996a) found that the computational benefits of
the neural network approach over the look-up table and DI methods, both in
CPU time and RAM storage requirements, are not substantial for a chemical
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mechanism of less than three reactions. However, neural network approach
becomes increasingly more superior for increasing reaction mechanism com-
plexity. Christo et al. (1996b) further built on their research by proposing a
statistical mapping approach to create training datasets by small-scale PDF/-
Monte Carlo pre-simulations using DI. This produced a set of input samples
that were used to generate a set of composition increments over given reaction
time-steps.
Kempf et al. (2005) investigated the structure of a diffusion flame in terms
of length scales, scalar dissipation and flame orientation by using LES. The
simulations were performed on the Sandia Flame D methane/air setup (similar
to the present research) at a Reynolds number of 22400 (Barlow and Frank,
2007). The flame was modelled using a non-premixed assumption with the
steady flamelet model, which was represented by an ANN. ANNs are used
for the storage and interpolation of the flamelet libraries. The ANNs are
trained with the steady flamelet solutions, integrated with the presumed β-
PDF. Kempf et al. (2005) used multilayer perceptrons, consisting of two hidden
layers with non-linear activation functions and a linear activation function for
a single neuron in the output layer. For each species component an ANN was
constructed with input variables to network, being: f˜ mixture fraction, f˜ ′′2
mixture fraction variance and X˜ scalar dissipation rate. Kempf et al. (2005)
also stated that this technique reduces storage size of the chemistry library in
the computer memory by three orders of magnitude. Good agreement between
the LES-ANN/PDF model results and the experimental results was achieved.
One shortcoming of the steady flamelet model is that it cannot model slow
chemistry and is only suitable for fast chemistry problems (ANSYS, 2016).
Sen and Menon (2009) generated training data using direct numerical sim-
ulation of a laminar flame vortex interaction model for a 10-step chemical
mechanism with 14 species (syngas). The neural network type used by Sen and
Menon (2009) was a multi-layer perceptron network with hyperbolic-tangent
sigmoid activation functions. In addition, they added the momentum modifica-
tion to the stochastic gradient ascent procedure to ensure the global minimum
is reached by assisting the model to escape local minima in the high dimen-
sional tuning variable (weights) space. The inputs to the neural network are
the species mass fractions and temperature of the control volume, and the out-
put is the reaction rate of a single species. Thus, a neural network was trained
for each of the species. The turbulence closure model used was LES. A closure
at the resolved scales is not appropriate, according to Sen and Menon (2009),
and for the subgrid scale combustion modelling since heat release, volumetric
expansion and small-scale turbulent mixing all occur at the small scales that
are not resolved. Sen and Menon (2009) used the linear eddy mixing model as
a subgrid scale model to account for the combustion processes in the fine scales
of the flow field. The trained ANN model was then directly implemented into
the subgrid model, without the requirement of filtering. Good results were
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generated using the ANN chemistry integrator approach. The speed-up over
the DI method was between 4.71− 11.22, depending on the amount of hidden
layers and neurons in each layer. The more neurons used slowed down the
ANN integrator, but the speed-up over the DI-method was still substantial.
Sen and Menon (2009) also found that the more hidden layers/neurons they
used, the closer the results of the new technique corresponded to the traditional
approach. The increased flexibility (more weights/tuning variables), therefore
enabled the back-propagation procedure to fit the training data more accu-
rately. The ANN method reduced the amount of memory usage by an factor
of a thousand. The modelling methodology followed by Sen and Menon (2009)
is very comprehensive and also requires large computational resources to solve
the LES model; therefore this approach is not a viable industrial application
at this stage.
Enami and Fard (2012) used a similar approach as Kempf et al. (2005). by
training an ANN on the flamelet library and using the mixture fraction and
scalar dissipation rate as the input variables and the species mass fractions
and temperature as outputs. The major difference between their work is that
Enami and Fard (2012) used the RANS turbulence modelling approach, not
the LES. Enami and Fard (2012) found a reduction in CFD computational
time of 25 times.
Stellenbosch University  https://scholar.sun.ac.za
Chapter 4
Combustion modelling and
artificial neural networks theory
This chapter sets out to cover in depth the theory behind the concepts dis-
cussed in the previous sections, which are:
1. Conservation equations used to model fluid flow, species transport and
heat transfer
2. Closure of averaged conservation equations
3. Chemical reaction theory and modelling
4. Turbulence-chemistry interaction theory
5. Artificial neural network theory
The theory stipulated above will set the foundation used to later discuss
the modelling methodologies utilised to develop the EDC-ANN turbulence-
chemistry interaction model of the methane/air piloted jet flame. Figure 4.1
below shows a photograph of the experimental setup modelled in this study.
4.1 Transport equations for mass, species,
momentum and energy in reactive flow
There are three main differences between conservation equations for reacting
flows and for non-reacting flows (Poinsot and Veynante, 2005):
1. A reacting gas is a non-isothermal mixture of multiple species (hydro-
carbons, oxidising species and moisture) where each species has it is
own continuity equation that needs to be solved. The heat capacities of
the reacting gas change significantly through the computational domain,
thus making the simulation much more complex and unstable.
15
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Figure 4.1: Methane/Air turbulent piloted jet flame - Barlow and Frank (2007)
2. Species react chemically, and the combustion/reacting rate is a function
of the turbulent mixing and chemical kinetics involved at that specific
spatial and temporal position in the domain.
3. Since the gas is a mixture, the transport coefficients such as heat diffu-
sivity, species diffusion, viscosity and so forth needs special attention.
This subsection will define the basic conservation equations used in modelling
reactive flow along with their time-averaged forms.
4.1.1 Global continuity equation
The mass conservation/continuity states that the rate of increase of mass in
a fluid element must equal the net rate of flow of mass into the fluid element;
therefore the continuity equation is defined by:
∂ρ
∂t
+
∂
∂x
(ρux) +
∂
∂y
(ρuy) +
∂
∂z
(ρuz) = Sm (4.1)
where Sm [kg/m3.s] is the mass added to the continuous phase from the solid
or dispersed second phase, for example fuel particle devolatilisation or mois-
ture evaporation; and ui [m/s] is the velocity vector in Cartesian coordinates,
where i = 1, 2, 3 and 1 = x, 2 = y and 3 = z. The density, ρ [kg/m3.s] in com-
bustion flows is variable and depends on pressure, temperature and species
concentration (Versteeg and Malalasekera, 2007). The density is calculated
using the state equation (ideal gas law).
P = ρ
R
M¯
T (4.2)
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where M¯ is the mean molecular weight of the mixture and is calculated by the
following expression:
1
M¯
=
N∑
k=1
Yk
Mk
(4.3)
Equations (4.2) and (4.3) have the following variable definitions: P [Pa] is the
absolute pressure of the domain; R [8314.4598J/kmol.K] is the universal gas
constant; T [K] is the temperature; Yk [kg/kg] is the species k mass fraction;
and Mk [kmol/kg] is the molecular weight of species k in the mixture with N
species in total. For deflagrations (subsonic combustion wave, similar to the
model used in this research), flame speeds are small compared to the speed
of sound. This leads to a useful simplification (Poinsot and Veynante, 2005):
for combustion flows with a low Mach number (usually lower than 0.3), the
variations of pressure is negligible and can be assumed to be constant in the
state equation (4.2). The density change can be assumed to be directly related
to the temperature changes in the combustion flow field.
4.1.2 Species equation
The species transport equation must ensure that the sum of the rate of change
in mass of species k, the net rate of decrease of the mass of species k due to
convection, and the net rate of decrease of the mass of species k due to diffusion
must equal the increase of species k due to sources from the solid particle phase
and generation due to chemical reactions (Versteeg and Malalasekera, 2007).
The species transport equation for species k is given by the following expression
for rectangular coordinates:
ρ(
∂Yk
∂t
+ux
∂Yk
∂x
+uy
∂Yk
∂y
+uz
∂Yk
∂z
)+
∂
∂x
(ρYkVkx)+
∂
∂y
(ρYkVky)+
∂
∂z
(ρYkVkz) = ω˙k+Sk
(4.4)
where in equation (4.4) the mass diffusion velocities are Vkx = − DYk
∂Yk
∂x
, Vky =
− D
Yk
∂Yk
∂y
and Vkz = − DYk
∂Yk
∂z
. Further in equation (4.4) the following variable
definitions are: ω˙k [kg/m3.s] is the species k generation source term due to
chemical reactions; Sk is the species k source term for generation due to mass
transport between the gas phase and the solid phase; and D [m2/s] is the
binary mass diffusion coefficient and is obtained by solving a very complex
transport equation for full multicomponent diffusion, which can be seen in
Kuo (2005) and Poinsot and Veynante (2005). Mathematically, this task is
difficult and costly and most commercial codes use simplified approaches to
calculate the binary mass diffusion coefficient. It is common practice to assume
constant diffusion coefficient for all the species. Whilst not very accurate, it
greatly simplifies the simulations (Versteeg and Malalasekera, 2007) for lami-
nar flows where species diffusion plays an important role. For turbulent flows,
the turbulent convection modelled as diffusion dominates over the laminar dif-
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fusion; therefore the assumption of constant diffusion coefficient is reasonable.
This assumption was used in the methane jet flame modelled in later sections
of this document, given that the objective of this study is to investigate the
accuracy and performance benefits of an EDC-ANN model compared to the
traditional EDC-DI or EDC-ISAT models.
4.1.3 Momentum equation
Newton’s second law states that the rate of change of momentum of a fluid
particle equals the sum of the forces acting on that fluid particle. Three
approaches to derive the momentum conservation equation exist, namely:
1. infinitesimal particle approach (Lagrangian approach)
2. infinitesimal control volume approach (Eulerian approach)
3. finite control volume approach
The latter will be used here to derive the momentum conservation equation.
The finite control volume approach considers a fixed control volume of finite
size and arbitrary shape and uses the Gauss’ divergence theorem to relate the
surface and volume integrals (Kuo, 2005). The momentum equation for a finite
control volume fixed in space is:
∂
∂t
∫
V
ρudV +
∫
A
u(ρu · dA) = Fs +
∫
V
BdV (4.5)
where in (4.5): V is the volume of the arbitrary shaped control volume; u
is the velocity vector in three dimensional rectangular coordinates; A is the
surface area of the control volume; Fs is the surface forces acting on the control
volume; and B is the body forces such as gravity and buoyancy forces acting
on the mass of the control volume. Applying Gauss’ theorem, the momentum
equation in tensor notation is:
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
=
∂σji
∂xj
+Bi (4.6)
where σji is the stress tensor acting on the surface of the control volume.
The stress tensor in a three-dimensional space has nine components as seen in
(4.7). The subscripts 1, 2 and 3 are the dimensional components x, y and z
respectively.
σji =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 (4.7)
The Newtonian fluid assumption, which requires the shear stress (off-centre
components σji where i 6= j) to be linearly proportional to the rate of angular
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deformation, yields the following equation:
σji = µ(
∂ui
∂xj
+
∂uj
∂xi
), i 6= j (4.8)
Next, let us consider the linear deformation of the fluid control volume. As for
shear stresses, there is a linear relationship between the normal or linear stress
(σ11) and the normal or linear strain rate (e11 where eij = 12(
∂ui
∂xj
+
∂uj
∂xi
)) in the
same direction. In addition to normal strain rate affected by the normal stress,
it is also influenced by the strain rate in other directions (e22 and e33) as seen in
the following expressions. Because there is no preferred direction between e22
and e33, they are related by the λ coefficient. The fluid is therefore assumed to
be isotropic. With some derivation, as seen in Kuo (2005), the diagonal stress
components can be expressed by:
σ11 = −P + λ(e11 + e22 + e33) + (c− λ)e11
σ22 = −P + λ(e11 + e22 + e33) + (c− λ)e22
σ33 = −P + λ(e11 + e22 + e33) + (c− λ)e33
(4.9)
where in equation (4.9) the coefficients (c − λ = 2µ) are valid for isotropic
Newtonian fluid and λ = µ′ − 2
3
µ. Here µ′ is called the bulk viscosity and
caused by relaxation effects between the translational motion and the various
integral degrees of freedom (Kuo, 2005). According to Kuo (2005), the bulk
viscosity is negligible in combustion processes. Applying these simplifications
(4.9) can be condensed into the following general stress tensor for combustion
flow (and basic fluid flow):
σij = Pδij + (µ
′ − 2
3
µ)(e11 + e22 + e33)δij + 2µeij (4.10)
The stress tensor equation (4.10) can be substituted into (4.6) to yield the
general form of the Navier-Stokes equation. It should be noted that the den-
sity variation is very pronounced for combustion flow problems; therefore the
incompressible form of the Navier-Stokes equations has very limited usage and
the compressible form of the equation must be used even for low Mach number
flows.
4.1.4 Energy equation
The temperature of a gas volume in combustion flows depends on the ther-
modynamic state and mass fractions of each fluid constituent. The model
used in the present research, as shown, uses the species transport approach
in modelling the species concentration and energy distribution through the
computational domain.
The major cause of heat fluxes in most non-reactive fluid flow problems
(q) is conduction between zones in the fluid domain where temperature gradi-
ents (∇T ) occur. In reacting- or multiple species flows, additional effects exist
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that generate heat, namely inter-diffusion - and Dufour fluxes. The former is
caused when the average velocity uk of species component k is different from
the mass-average velocity of the mixture. There is then a diffusion mass flux
ρkVk of species component k relative to the bulk mass flux of the mixture
flowing at the mass-average velocity in the local control volume. If the average
enthalpy associated with the k component is hk [J/kmol.K], then the addi-
tional energy flux transported by the k fluid mass from one control volume to
the other is equal to ρhkYkVk. The total energy flux due to inter-diffusion is
ρ
∑N
k=1 hkYkVk, (Kuo, 2005). The Dufour effect is where concentration gra-
dients generate a heat flux, and is based on Onsager’s reciprocal relation of
irreversible thermodynamic processes. According to Kuo (2005), the Dufour
effect is negligible in combustion flows. The total heat flux in reacting or
multi-species flows is therefore:
q = −k∇T + ρ
N∑
k=1
hkYkVk (4.11)
where in (4.11), k [W/m.K] is the thermal conductivity of the mixture. The
law of conservation of energy states that the rate of accumulation of internal
energy and kinetic energy must equal the sum of the following energy flows
(Kuo, 2005):
1. net rate of influx of internal energy and kinetic energy by convection
2. net rate of heat addition due to heat flux q
3. rate of heat added by heat sources (chemical reactions and radiation)
4. net rate of work done on fluid element by surroundings
The steady-state energy equation can therefore be written in tensor form as:
∂
∂xi
[ui(ρE + P )] =
∂
∂xj
{keff ∂T
∂xj
+ ui(τij)eff}+ Sh (4.12)
where in equation (4.12); E [W/m3] is the total energy of the fluid; keff is the
effective thermal conductivity which is keff = kt + k; where, in turn, kt is the
turbulent conductivity which is calculated by the turbulence model (discussed
later on); τeff is the viscous dissipation term; and Sh is the energy source term
used to account for sources such as radiation, chemical reactions and discrete
phase energy transfer (ANSYS, 2016).
The total energy term is a function of the kinetic energy and the internal
energy (Cengel and Boles, 2015), which can be written for compressible flows
as:
E = h− P
ρ
+
u2
2
(4.13)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. COMBUSTION MODELLING AND ARTIFICIAL NEURAL
NETWORKS THEORY 21
The sensible enthalpy h is defined as follows for ideal gases:
h =
N∑
k=1
Ykhk (4.14)
where in (4.14) species k sensible enthalpy is calculated by:
hk =
∫ T
Tref
cP,kdT (4.15)
where in equation (4.15) cP,k is the constant pressure specific heat of species k.
The energy source term due to chemical reaction in equation (4.12), according
to ANSYS (2016), is:
Sh,reaction = −
N∑
k=1
h0k
Mk
ω˙k (4.16)
where in (4.16) h0k [J/kmol.K] is the formation enthalpy of species k and ω˙k
[kg/m3.s] is the net volumetric generation term of species k due to chemical
reactions. For the purposes of this study, radiation is ignored because there
are no radiating particles such as soot due to the dilution of the fuel stream,
and there is no wall boundaries that interact with the flame through radiation
exchange. It will be shown later on in the document that the results generated
without radiation activated is still satisfactory and this simplification decreases
the solving time of the simulations.
4.1.5 Time-averaged form of conservation equations
The methane piloted jet flame used to implement and validate the new ANN
chemistry solver is highly turbulent, thus the conservation equations discussed
in this section to this point must be modified to account for turbulent fluc-
tuations. Turbulence is characterised by random fluctuations of all the fluid
properties through time and space at sufficiently high Reynolds numbers, de-
pending on the geometry of the fluid domain (Poinsot and Veynante, 2005).
Mathematically, any property in the turbulent flow field φ is usually comprised
of a mean quantity φ and a fluctuating quantity φ′ (Kays et al., 2005).
φ = φ+ φ′ (4.17)
The fluid variables’ instantaneous forms can be written in their respective mean
and fluctuating components (velocity and stresses are in tensor notation)
ui = ui + u
′
i
Yk = Y k + Y
′
k
h = h+ h′
P = P + P ′
σij = σij + σ
′
ij
(4.18)
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Equations (4.18) for the fluid variables are referred to as the Reynolds decom-
position. Modifying the conservation equations to be able to model turbulent
combustion flow, the fluid variable decompositions must be inserted into their
respective transport equations. This yields their respective turbulent forms.
The insertion of these decompositions creates quantities in the conservation
equations that are difficult to solve; thus turbulence models like k−  are used
to solve the conservation equations and close off these new quantities.
In addition to the closure of these new quantities, combustion flows as
mentioned have large density variation through the domain; thus Reynolds
averaging for variable density flows introduces many other terms in the turbu-
lent conservation equations that need to be handled by the turbulence models.
To avoid difficulty, mass weighted averages (Favre averages) are usually used
for combustion flows (Poinsot and Veynante, 2005):
φ˜ =
ρφ
ρ
(4.19)
The decomposition can now be written as:
φ = φ˜+ φ′′ (4.20)
Equation (4.20) can now be used similarly to equation (4.17) to create the
decompositions in (4.18). Inserting the Favre-averaged decompositions into
the conservation equations and assuming steady-state conditions yields the
following unclosed-conservation equations; for the derivations not shown, see
Poinsot and Veynante (2005), Kays et al. (2005) and ANSYS (2016):
Mass:
∂
∂xi
(ρu˜i) = 0 (4.21)
Momentum:
∂
∂xi
(ρu˜iu˜j) +
∂P
∂xj
=
∂
∂xi
{µ[∂u˜j
∂xi
+
∂u˜i
∂xj
− 2
3
δij
∂u˜i
∂xi
]}+ ∂
∂xi
(−ρu˜′′ju′′i ) (4.22)
Species:
∂
∂xj]
(ρu˜jY˜k) = − ∂
∂xj
(Vk,iYk + ρu˜′′jY
′′
k ) + ω˙k k = 1, 2, ..N (4.23)
Energy:
∂
∂xi
(u˜i[ρE˜ + P˜ ]) =
∂
∂xj
[k
∂T
∂xj
+ ρu˜′′jE ′′ + u˜i(τ˜ij)eff ] + S˜h (4.24)
The averaging of the conservation equations introduces three new terms, namely:
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1. Reynolds turbulent stresses (−ρu˜′′i u′′j ), which is the shear force per unit
area due to eddy motion perpendicular to the mean flow (Kays et al.,
2005).
2. Species turbulent flux (ρu˜′′jY ′′k ), which occurs due to the turbulent fluc-
tuations, which in turn is caused by the turbulent stresses.
3. Energy turbulent flux (ρu˜′′jE ′′).
Performing turbulent calculations to evaluate these new flow quantities is re-
ferred to as the turbulent "closure" problem (Kays et al., 2005). For variable-
density flows, in Fluent® 17.0, the normal RANS species and energy equations
are interpreted as Favre-averaged Navier-Stokes equations, with the velocities
representing mass-averaged values. Fluent® 17.0 therefore uses the normal
RANS equations for variable density flows (ANSYS, 2016).
One method of modelling these extra stresses and fluctuating quantities
employs the Boussinesq hypothesis, which relates the Reynolds stresses to
mean velocity gradients and the kinetic/dissipation energy in the flow field
(for the rest of the document the tilde and over bar will be dropped for sake
of simplification) (Hinze, 1975).
−ρu˜′′i u′′j = µt(
∂ui
∂xj
+
∂uj
∂xi
)− 2
3
(ρk + µtδij
∂uk
∂xk
) (4.25)
where µt is the turbulent dynamic viscosity, which is a proportionality factor
used to relate the Reynolds stresses to the velocity gradients and turbulent
energy (k = 1
2
∑3
k=1 u˜
′′
ku
′′
k). A turbulence model (such as k − , k − ω and
RSM) is used to evaluate the turbulent dynamic viscosity term. Thus, using
the turbulent dynamic viscosity along with the correct turbulence model for
the problem, the new terms in the conservation equations can be "closed off"
as shown in the next section.
4.2 Turbulence modelling (closure of averaged
conservation equations)
There are three computational approaches for turbulent combustion modelling,
namely RANS (Reynolds/Favre Averaged Navier-Stokes), LES (Large Eddy
Simulation) and DNS (Direct Numerical Simulation) according to Poinsot and
Veynante (2005). The latter two of these approaches are very computationally
intensive and are not feasible solutions for industrial simulations of turbulent
combustion flows because they must be solved transiently on very fine com-
putational meshes. The present research will therefore focus on the RANS
approach and, more specifically, the two-equation approaches such as the k− 
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and realizable k−  models where the kinetic and dissipation energy are solved
in parallel to the conservation equations.
The Boussinesq hypothesis is usually used along with a two-equation tur-
bulence models (Poinsot and Veynante, 2005), where the turbulent viscosity
is solved as a function of k and .
µt = ρCµ
k2

(4.26)
The turbulent viscosity and classical gradient assumption are used to close the
turbulent fluxes in the conservation equations. The correct turbulence model,
capable of resolving the turbulence field for the specified type of flow (jet,
wake and confined) with relative accuracy, must be selected for the problem.
As mentioned in the introduction, the validation case to be solved in the cur-
rent research is a piloted turbulent combustion jet flame. Turbulent jet flows
classify as one of the most important types of turbulent flows in engineer-
ing, namely free turbulent flows. Another type of turbulent flow which falls
into this classification are turbulent wake flows (Versteeg and Malalasekera,
2007). In these types of flows, a mixing layer is formed between the fast- and
slow-moving fluid, as seen in figure 4.2 below.
Figure 4.2: Left: Jet flow velocity distribution, Right: Mixing layer formed
between fast- and slow- moving fluids Versteeg and Malalasekera (2007)
In a jet, a region of high-speed flow is surrounded by a stationary or slow-
moving fluid that creates an initially thin layer of high-velocity fluid. The
fast-moving fluid gradually dissipates along the centerline away from the noz-
zle. The transition to turbulence occurs after a very short distance in the
flow direction from the point where the fast and slow streams initially meet.
The turbulence causes vigorous mixing of the fast-moving fluid with the slow-
moving medium, as seen in figure 4.2, where the mixing layer gradient is large
(close to the jet origin). This excessive mixing causes a rapid widening of the
jet. From experimental measurements by Gutmark and Wygnanski (1976), it
was seen that the largest fluctuating stress components (−u˜′′i u′′j ) are found in
the region where the mean velocity gradient is the largest (close to the origin
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of the jet). The widening of the jet highlights the connection between tur-
bulence production and the large mean sheared flows. Where shear is high
turbulence quantities such as the RMS velocity fluctuations are high and their
distribution anisotropic. In contrast, where the shear is low, the turbulence
production lowers and the turbulent eddies dissipates and the flow becomes
more isotropic.
The standard k−  turbulence model performs well for confined or bound-
ary layer flows (Versteeg and Malalasekera, 2007), but does not perform well
for flows with a high mean shear rate or a large separation (Shih et al., 1995),
which is the case for jet flows. The inaccuracy lies in the method by which the
standard approach models the dissipation rate. The standard model severely
over- predicts the spreading rate of axisymmetric jets due to the over-prediction
of the eddy viscosity [equation (4.26)] according to Shih et al. (1995). The over-
prediction is due to the isotropic assumption of the k−  two-equation turbu-
lence model and the fact that the actual turbulence field is anisotropic due to
large mean shear rates. The Reynolds stress model, which is a six-equation
model, is suited to deal with anisotropic turbulence; however, Zahirovic et al.
(2006) showed that the RSM shows no significant improvement over the realiz-
able k− turbulence model for jet flames. As mentioned frequently throughout
the current document, the goal is to develop an industrial modelling tool. The
RSM model is computationally more intensive because it solves more trans-
port equations than the realizable k−  model. To model the turbulence more
accurately, the realizable k−  model is used rather than the standard model.
The realizable k−  turbulence model improves the prediction accuracy by us-
ing an enhanced model dissipation rate equation, which has been derived from
the exact equation for the transport of the mean-square vorticity fluctuation,
and the new eddy viscosity formulation ensures realizability and contains the
effect of mean rotation and turbulent stresses. The eddy dissipation equa-
tion’s production term is similar to the spectral energy transfer concept and
is believed to capture turbulent vortex stretching and dissipation terms more
accurately, according to Shih et al. (1995). The k − ω family of turbulence
models can also be used to model the jet flow phenomena (free shear flows),
and will be compared to the realizable k −  model later on along with the
RSM (6− equation models) turbulence models.
The model’s equation will be presented and discussed along with the clo-
sure of the turbulent fluctuating quantities in the conservation equations. The
steady-state realizable k −  transport equations for kinetic energy and dissi-
pation rate are:
∂
∂xj
(ρkuj) =
∂
∂xj
[(µ+
µt
σk
)
∂k
∂xj
]− ρ+Gk +Gb − YM (4.27)
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∂
∂xj
(ρuj) =
∂
∂xj
[(µ+
µt
σ
)
∂
∂xj
] + ρC1S − ρC2 
2
k +
√
ν
+ C1

k
C3Gb
C1 = max(0.43,
η
η + 5
), η = S
k

, S =
√
2SijSij
(4.28)
where in equations (4.28) and (4.27) the following variables is are used:
1. Gk is the turbulence production term due to velocity gradients.
2. Gb is the turbulence production term due to buoyancy forces.
3. YM is the term that accounts for fluctuating dilatation in compressible
turbulence flows.
4. C2 = 1.9, C1 = 1.44, σk = 1.0 and σ = 1.2 are model constants.
The realizable k −  model also uses equation (4.26) to calculate the eddy
viscosity. The difference between the standard k −  model and the realizable
model is that the Cµ is not constant as for the standard model, but calculated
as follows:
Cµ =
1
A0 + As
kU∗

U∗ =
√
SijSij + Ω˜ijΩ˜ij
Ω˜ij = Ωij − 2ijkωK
Ω = Ωij − ijkωK
(4.29)
where Ωij is the mean rate-of-rotation tensor viewed in a moving reference
frame with angular velocity ωK . The model constant for the eddy viscosity
calculation is:
A0 = 4.04 AS =
√
6cosφ
φ =
1
3
cos−1(
√
6W ) W =
SijSjkSki
S˜3
S˜ =
√
SijSij Sij =
1
2
(
∂uj
∂xi
+
∂uj
∂xj
)
(4.30)
The turbulent production due to velocity gradients in (4.27) is calculated by:
GK = µtS
2 S ≡√2SijSij (4.31)
where Sij is the same as the variable in (4.30), which is the modulus of the mean
rate-of-strain tensor. The turbulent production due to buoyancy is assumed
to be negligible in the developed model due to the fact that the flow is driven
mainly by convection from the inlet jet velocity and the effects of buoyancy
driven flow is small in comparison.
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To close the Reynolds turbulent stresses term in equation (4.22), the Boussi-
nesq equation (4.25) is inserted into the momentum equation. This equation
is then solved along with (4.27), (4.28), (4.29) and (4.30) to determine the
turbulent velocity field of the computational domain.
The turbulent energy flux in equation (4.24) can be modelled using the
gradient assumption as shown in Poinsot and Veynante (2005):
ρu˜′′jE ′′ =
cPµt
Prt
∂T
∂xj
(4.32)
where the default value for the turbulent Prandtl number in Fluent® 17.0 is
0.85. Experimental data shows that the turbulent Prandtl number for turbu-
lent flows of fluids with Prandtl numbers ranging between 0.7−5.9 is scattered
around 0.85 (Kays et al., 2005) in the logarithmic region close to walls. The
Prandtl number for the validation case modelled is in the range of 0.7− 0.89,
thus in reality the turbulent Prandtl number will be slightly higher than the
Fluent® 17.0 default, but because the problem solved is a jet, there is an
absence of wall effects and the assumption of 0.85 will lead to a small error.
Inserting (4.32) in (4.24) yields the "closed" turbulent energy equation that
is solved for the jet flame model. This is shown in equation (4.12) where
cPµt
Prt
= kt.
The last turbulent quantity that needs to be addressed is the turbulent
species flux in equation (4.23). Here a similar approach is followed as in the
case of the energy turbulent flux closure. The turbulent species flux can be
equated to the gradient of the species mass fraction times a proportionality
quantity, as follows:
ρu˜′′jY
′′
k = −
µt
Sc
∂Y˜k
∂xj
(4.33)
where in equation (4.33), Sc is the turbulent Schmidt number. In Fluent®
17.0, the Schmidt number is set to 0.7 (ANSYS, 2016) as default. Generally
in turbulent combustion, the turbulent diffusion overwhelms the laminar dif-
fusion, and the effect of laminar diffusion is almost negligible. Inserting (4.33)
into (4.23) and with some derivation, the general steady-state turbulent form
of the species transport for the k species equation used in Fluent® 17.0 is:
∂
∂xj
(ρujYk) = − ∂
∂xj
[−(ρDk,m + µt
Sckt
)
∂Yk
∂xj
] + ω˙k (4.34)
In this section, all the turbulent conservation equations were closed using the
two-equation approach refined for axisymmetric jet flows. Using these equa-
tions and methods mentioned above, the mass, momentum, species and energy
transport equations of the mixture fluid can be modelled. The only phenom-
ena left to be investigated are the species generation/destruction and energy
sources due to chemical reactions (ω˙k and Sh,reaction in the species and energy
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conservation equations respectively). This investigation into workings of these
phenomena is split into two sections; firstly, the theory governing chemical
reactions and rate of creation/destruction; and finally, the interaction between
turbulence mixing and chemical reactions.
4.3 Chemical reaction theory and modelling
The study of the elementary reactions and their rates is a specialised field of
physical chemistry, where chemists define the chemical reaction pathways lead-
ing from reactants to products. The study also involves measuring the rates
of the various chemical reactions that make up a chemical mechanism and,
using these measured rates, developing empirical correlations to calculate the
rates (Turns, 2000). The developed reaction rate equations are then used by
scientists and engineers to construct computer models of the reacting system.
In turbulent combustion systems, the shift of species mass fractions and
release of energy due to chemical reactions is a function of turbulent mixing of
the oxidiser with fuel or radical species and the chemical kinetics (also known
as chemical reaction rate). There are various approaches that are used to
account for the turbulence-chemistry interaction. The two models we will be
focusing on are the EDM-FR and EDC models, both of which account for the
chemical kinetics in a different manner. The former uses the laminar finite-rate
chemistry approach, and the latter uses plug-flow/well-stirred reactor approach
to determine the temporal evolution of the species mass fractions and energy
release rate. Therefore, in this section of the dissertation, the theory governing
finite-rate chemistry and reactor modelling applicable to combustion will be
discussed, along with a discussion of the various types of reaction mechanisms
and the type selected for the current research. Note that the implementation
of these chemical reaction modelling methodologies in turbulent flows will be
discussed in the next section.
4.3.1 Finite-rate chemistry formulation for volumetric
(gas-phase) reactions
Chemical reactions take place at definite rates that are influenced by the fol-
lowing conditions of the system: (1) concentration of each species; (2) tem-
perature; (3) pressure; (4) presence of catalyst or inhibitor; and (5) radiative
effects (Kuo, 2005). The rate of reaction [kmol/m3.s] may be expressed as
the rate of increase of a product species as a function of the reactant species
concentrations, or the rate of decrease of a reactant species as a function of
all the reactant species’ concentrations for a given reaction (Kuo, 2005). The
finite-rate chemistry model is used to calculate the chemical source term ω˙k in
equation (4.4) for laminar flow problems. This approach is inaccurate for tur-
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bulent combustion problems due to the highly non-linear modelling approach
to chemical kinetics (ANSYS, 2016).
Consider a chemical system of N species reacting through Z reactions:
N∑
k=1
ν ′kjXk ↔
N∑
k=1
ν ′′kjXk j = 1, 2, 3, ..., Z (4.35)
where X is the symbol for the chemical species k, ν ′k and ν ′′k are the molar
stoichiometric coefficients of species k as reactant or product respectively in
reaction j. The chemical source term (net rate of production) for species k,
ω˙k is the sum of all rates for the specific species produced by all Z reactions:
ω˙k = Mk
Z∑
j=1
(ν ′′j − ν ′j)qj (4.36)
where qk [kmol/m3.s] is the rate of progress for reaction j and is defined by:
qj = kfj
N∏
k=1
[Xk]
νkj
′ − krj
N∏
k=1
[Xk]
νkj
′′
(4.37)
In equation (4.37) [Xk] is the molar concentration of species k ([Xk] = ρYkMk ) and
kfj, krj are the forward and reverse specific reaction rate constant (Kuo, 2005).
The specific reaction rate constants for the Z reactions are modelled using the
Arrhenius law. The Swedish chemist/physicist Svante Arrhenius postulated
that only those molecules that possess energy greater than a certain amount of
Ea activation energy will react (Glassman and Yetter, 1987). Using Arrhenius’
Boltzman factor, the forward and reverse specific reaction rate constants for
the j reaction can be calculated using:
kj = AjT
βj exp(
−Eaj
RT
) (4.38)
where in equation (4.38) Aj [1/s] is the pre-exponential factor which is as-
sumed to include the effect of the collision terms and the steric factor as-
sociated with orientation of the colliding molecules (Kuo, 2005); βj is the
temperature exponent for the j reaction; R is the universal gas constant; and
T is the temperature of the system. For elementary reactions, the activation
energy and pre-exponential factor are experimentally obtained. These val-
ues are often greatly disputed in the kinetics community according to Poinsot
and Veynante (2005). Further for global and multi-step mechanisms (quasi-
global), the stoichiometric values νkj′, νkj′′ are replaced by reaction orders,
which are also experimentally obtained, but this will be discussed later on in
this section. For laminar flow problems equation (4.36) can be directly inserted
into equation (4.4) to account for net species creation or destruction due to
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chemical reactions, and to account for the energy release, ω˙k is substituted
into equation (4.16) and this equation in turn inserted into equation (4.12).
The EDM-FR turbulence-chemistry interaction model uses the laminar finite
rate chemistry approach as discussed in the current section, and also accounts
for turbulent mixing. The model then switches between the minimum of the
chemical reaction rate and the mixing rate, but this will be discussed in more
detail later on. The EDC model, on the other hand, uses the chemical reactor
modelling approach to account for the chemical kinetics in the fine structure
regions (molecularly well-mixed volumes) of the fluid domain, therefore in the
next section reactor modelling and the solution of stiff chemistry mechanisms
will be discussed.
4.3.2 Chemical reactor modelling
Ideal reactors allow us to simplify the energy, momentum and species trans-
port equations by assumptions (perfectly stirred and no mass diffusion) thus fo-
cussing the analysis on the chemical kinetics. Species and energy state changes
due to chemical reactions in ideal reactors depend on the reactor type, scale,
geometry, mode of operation and operating conditions (Perry, 2008). Figure
4.3 shows a representation of the small reactors formed in a control volume
by the turbulent mixing. The species from the surrounding fluid is swept into
the small reactors and allowed to react over the specified reaction time. Once
the reaction time has elapsed, the gas mixture constituents are ejected from
the reactor into the surrounding fluid and the surrounding fluid composition
updated. This process is repeated until steady state is reached. The variables
m∗, Y ∗k and γ∗ represent the fine scales mass transfer rate, species mass fraction
and volume fraction respectively and Yk is the surrounding fluid mass fraction.
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Figure 4.3: Graphic representation of species transfer rate from the surround-
ing fluid into the fine structure regions
In literature, two types of ideal reactors are utilised to solve the species and
energy equations of the fine structure regions in the EDC model. Magnussen
(1981) originally proposed using well-stirred (perfectly-stirred) reactors, and
later on Jessee et al. (1993) showed that the well-stirred reactor might lead
to convergence problems during the iterative solution of the reaction equa-
tions. They proposed using the plug-flow reactor, which considerably simpli-
fied the numerical solution; therefore the discussion below will be limited to
the plug-flow reactor model (this is also the model used by Fluent® 17.0’s
EDC combustion model). The temporal evolution of the species and energy
in the fine structure regions of the EDC model occurs over the fine structure
time scale τ ∗ (discussed in next section); thus the conservation equations under
consideration must be solved over the period 0 → τ ∗ seconds. For the EDC
turbulence-chemistry model, only the species and energy transport equations
are required to be solved (discussed in next section). A plug-flow reactor is,
as mentioned, an ideal reactor that has the following attributes, according to
Turns (2000):
1. Steady-flow, m˙in = m˙out
2. No mixing in the axial direction
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3. Uniform properties in control volume
4. Ideal gas behaviour
The PFR can be assumed to have a pseudo-batch reactor behaviour, meaning
the species mixture is transferred into the reactor by the turbulent mixing and
then reacts over the period 0 − τ ∗ before leaving the reactor, as seen in the
schematic below.
Figure 4.4: Schematic of a plug-flow reactor, Turns (2000)
The species transport equation for the PFR is:
dYk
dτ ∗
=
ω˙k
ρ
(4.39)
The energy equation is:
dT
dτ ∗
= − 1
ρcP
N∑
k=1
hk
Mk
ω˙k (4.40)
In equation (4.40) the enthalpy term hk is the partial molar enthalpy of the
species k. As mentioned, the species equation must be solved for each of the
species in the reaction mechanism. This leads to a numerical issue, namely
the stiffness of the solution. The species equations form a stiff chemistry prob-
lem. The degree of stiffness is determined by the reactant concentrations, pre-
exponential factors and activation energies of reactions. A high concentration
and/or large pre-exponential factor and/or low activation energy will lead to a
stiff reaction equation. A set of differential equations are considered stiff when
one or more variables (mass fractions) change very rapidly over time while the
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remaining variables change very slowly (Turns, 2000). This disparity in time
scales is due to large variation in activation energies and pre-exponential fac-
tors in reaction formulations (Poinsot and Veynante, 2005). Hindmarch (1983)
and Kee et al. (1991) offer solution strategies to stiff chemistry problems. The
discretisation and solution technique used in the present work is the BDF along
with the variable coefficient ordinary differential equation (VODE) solver re-
spectively. The reader is advised to see Appendix A for further discussion of
the solution strategy of the differential equations.
4.3.3 Reaction mechanisms
There are multiple levels of detail that can be incorporated into the reaction
mechanisms used in combustion simulations. Starting from the most complex,
here are some of the approaches used in research and the industry today:
1. Elementary (or detailed) chemical reaction mechanisms where the entire
chemical reaction spectrum is solved. An example of this is the GRI
MECH 3.0, which is comprised of 53 species and 325 chemical reactions.
These are not viable approaches in industrial CFD problems such as
engines or furnaces due to the prohibitive amount of computational work
in turbulent combustion flow simulations (Warnatz et al., 2006).
2. Reduced chemical reaction mechanisms use quasi-steady-state (radical
production rate and destruction rate is assumed to be equal, thus its
species fraction remains constant - usually when the reaction forming
the intermediate radical is slow) and partial equilibrium assumptions to
filter out non-rate-limiting reactions. Even these mechanisms are not
viable solutions on an industrial scale due to the same reason as for
detailed mechanisms, unless the mechanisms are severely reduced.
3. Multi-step quasi-global reaction mechanisms that usually have more than
two steps with empirical constants for the activation energy and the
pre-exponential factor in the specific reaction rate equations (4.38) and
fitted constants for the reaction orders (replaces stoichiometric values in
equation (4.37)).
4. Global reaction mechanism, which is usually a single or two-step mech-
anism with a similar approach to multi-step quasi-global mechanisms.
As mentioned, the outcome of the present research is to showcase and prove an
alternative method for solving chemical reactions in turbulent species transport
simulations using the EDC model, which reduces the required computational
resources. To, therefore, simplify the implementation and testing (discussed
later on) of this new chemistry integration technique, a multi-step quasi-global
mechanism for methane combustion was selected. The mechanism that was
selected is the Westbrook and Dryer mechanism (WD1), which is comprised of
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a single fuel and oxygen reaction that forms CO and H2O. Next, the mecha-
nism has a reversible CO−CO2 reaction. The rate constants originated from
studies of CH4 and CO oxidation under fuel lean conditions in a turbulent flow
reactor, and they are now widely used for hydrocarbon combustion modelling
as discussed by Wang et al. (2012), Westbrook and Dryer (1984). The reverse
reaction step for the CO2 decomposition is used in order to reproduce proper
heat of reaction and pressure dependence of the [CO]/[CO2] equilibrium. The
mechanism, in addition, includes a H2 oxidation reaction.
(1) CH4 + 1.5O2 → CO + 2H2O
(2) CO + 0.5O2 → CO2
(3) CO2 → CO + 0.5O2
(4) H2 + 0.5O2 → H2O
(5) H2O → H2 + 0.5O2
(4.41)
The table below contains the kinetic data for the reaction mechanism in (4.41).
Table 4.1: WD1 reaction mechanism kinetic data
No. A[1
s
] β Ea[
J
kg
] Reaction order
1 5.03× 1011 0 2× 108 [CH4]0.7[O2]0.8
2 2.24× 1012 0 1.703× 108 [CO][O2]0.25[H2O]0.5
3 5.0× 108 0 1.703× 108 [CO2]
4 5.69× 1011 0 1.464× 108 [H2][O2]0.5
5 2.41× 1014 0 3.979× 108 [H2O]
Applying the reaction constants of table 4.1, Wang et al. (2012) showed that
the WD1 mechanism is able to predict, with reasonable accuracy, the major
species of a methane combustion PFR problem. They compared WD1 reaction
mechanism (and various other multi-step quasi-global reaction mechanisms)
with results generated using the complex mechanism GRI 3.0.
4.4 Turbulence-chemistry interaction modelling
In laminar flows, mixing of the oxidiser and the fuel or radical species is driven
by diffusion, whereas the mixing rate in turbulent reactive flows is dominated
by the convective flow, which is a result of turbulent eddies. This convection
process brought about by the eddy motion greatly accelerates the mixing pro-
cess (Warnatz et al., 2006). The increase in molecular transfer rates between
fuel and oxidiser results in increased reaction rates (and thus increased heat re-
lease rates). The growth of these vortices is the result of competition between
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the turbulence production process and the eddy destruction caused by viscous
dissipation (Warnatz et al., 2006). The eddy production term grows larger
than the eddy dissipation term when the flow’s turbulent Reynolds number
(Ret = k
2
ν
) exceeds a certain value. Flow is said to be fully turbulent when
Ret is above or equal to 64.
The previous sections in this chapter discussed fluid flow-, turbulence- and
chemical reaction modelling. These subject areas are all important for the
development of turbulence-chemistry interaction models such as the EDM and
the EDC. Due to the complexity of turbulent flows and solutions of multi-step
chemical mechanisms, it is impractical to perform direct calculations on an
industrial scale (DNS or LES) without hugely expensive computer resources
available, because these models must be solved unsteady and require extremely
fine meshes, according to Magnussen (1981). The flow and combustion pro-
cesses are therefore modelled using RANS. The simulation can be solved for
steady-state conditions that reduce the solving time of the simulation. RANS
simulations do not require very fine meshes because the sub scale processes are
modelled using turbulence and turbulence-chemistry interaction models, rather
than having to refine the mesh to resolve the turbulent sub scales completely
for DNS or to a certain scale level for LES. There are four main approaches to
model turbulent-chemistry interaction for RANS simulations. The drawbacks
of each of the models were discussed in the literature review section; below is
a little bit more detail of each modelling approach.
1. Species transport approach, where the temporal and spatial evolu-
tion of the species is modelled using multiple conservation equations for
each of species, mass, momentum and energy along with a turbulence
model. Multiple simultaneous chemical reactions can be modelled, with
reactions occurring in the bulk phase (volumetric reactions). Examples
of turbulence-chemistry interaction models for the present approach are:
(1) Laminar finite rate chemistry; (2) eddy-dissipation model; (3) eddy-
dissipation finite-rate hybrid model; and (4) the eddy-dissipation concept
model. The scope of the current research is limited to the species trans-
port approach.
2. Non-premixed combustion approach, wherein the fuel and oxidiser
enter the computational space in two separate streams. The model in-
volves the solution of transport equations for one or two conserved scalars
(mixture fraction and its variance). Equations for the individual species
are not solved. The species mass fractions are derived from the predicted
mixture fraction distribution. The thermochemistry calculations are pre-
processed and then tabulated for look-up. Interaction of the turbulence
and chemistry is accounted for with an assumed-shape probability den-
sity function (PDF) (ANSYS, 2016). Once mixed, the chemistry can be
solved using one of the following approaches: (1) chemical equilibrium
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. COMBUSTION MODELLING AND ARTIFICIAL NEURAL
NETWORKS THEORY 36
analysis; (2) steady diffusion flamelet; unsteady diffusion flamelet; and
flamelet generated manifold.
3. Premixed combustion approach, the oxidiser and fuel are molecu-
larly mixed before combustion. The combustion thus takes place as a
flame front propagating into the mixed fuel and oxidiser fluid mixture.
The computational domain can split into un-burnt and burnt parts (AN-
SYS, 2016).
4. Composition PDF Transport, as discussed in section 4.2 in the species
transport approach, the species and energy equations are Reynolds (or
Favre) averaged, which creates the unknown turbulent scalar fluxes in
the respective equations. The turbulent scalar fluxes are closed using
the classical gradient approach, thus treating turbulent convection as
enhanced diffusion. The mean reaction rates for complex chemical mech-
anisms are determined using the laminar finite rate approach, EDM
or EDC models. An alternative approach to Reynolds-averaging, the
species and energy equations, is to derive a transport equation for their
single-point, joint probability function (PDF). This PDF, denoted by P ,
can be considered to represent the fraction of the time that the fluid
spends at each species, temperature and pressure state. P has a very
high dimensionality (N + 2 where N is the amount of species), and from
P any single-point thermo-chemical moment can be calculated (ANSYS,
2016), (Pope, 1985).
For the remainder of this section, the EDM-FR hybrid model will be dis-
cussed along with its shortcomings and the EDC models inner working will be
described in detail.
4.4.1 Eddy-dissipation finite-rate hybrid model
The EDM-FR hybrid model relates the mixing rate of combustion to the rate
of dissipation of eddies and expresses the rate of reaction by the mean con-
centration of the reacting species, turbulent kinetic energy and the rate of
dissipation of energy (Magnussen, 1981). The chemical reaction rate is de-
termined using equation (4.36). The mixing rate and the chemical reaction
rate are then compared to each other and the limiting value selected as the
modelled combustion rate.
The EDM-FR model can be used to model two types of combustion flows,
namely non-premixed or diffusion flames and premixed flames. For non-
premixed combustion problems, fuel and oxygen find themselves in separate
eddies, thus the mixing rate of combustion is the rate at which they are con-
vected/mixed and is expressed as a function of the large eddy mixing time
scale k

(Magnussen, 1981).
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For premixed combustion problems, the oxygen and fuel species occur in
the same eddies but at too low an energy state to ignite. The mixing rate of
combustion is determined as the rate at which cold reactant eddies mix with
the hot product bearing eddies into reaction zones (Magnussen, 1981). Ignition
within CFD combustion models using the EDM is usually achieved by using a
high initialisation temperature or using a high-temperature oxidiser stream.
Figure 4.5: Non-premixed and premixed eddies mixing rate representation
In figure 4.5 the large eddy length scale is determined by l = C3/4µ k
3
2

.
The predicted mixing rate of species k for reaction j is determined using the
minimum of the following two equations:
ω˙k,j = ν
′
k,jMw,kAEDMρ

k
min<(
Y<
ν<,jMw,<
) (4.42)
ω˙k,j = ν
′
k,jMw,kAEDMBρ

k
(
∑
P YP∑N
i νi,jMw,i
) (4.43)
where in equation (4.42) the subscript < denotes a reactant species, k the
species, AEDM a tuning constant and j the reaction. In equation (4.43) the
subscript P denotes a product species and B the second model tuning constant.
As mentioned, the EDM is used for two types of combustion; premixed and
non-premixed. Equation (4.42) is used for non-premixed combustion (where
the mixture of the reactants govern the mixing rate) and equation (4.43) is
used for premixed combustion where the mixture of reactant and hot product
species determine the rate. The AEDM and B model constants were deter-
mined by Spalding as 4 and 0.5 respectively. The model accounts for chemical
kinetic limited reactions by calculating the chemical reaction rate using the
laminar finite-rate chemistry approach and choosing the minimum between
the chemical reaction rate and the mixing reaction rate.
Scharler et al. (2003) used the EDM model to simulate the Sandia flame
D (Barlow and Frank, 2007) (turbulent combustion flame) and found that the
model constants proposed by Spalding did not yield an accurate result. They
found that varying the AEDM constant between 0.6 − 1.0 yielded the best
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. COMBUSTION MODELLING AND ARTIFICIAL NEURAL
NETWORKS THEORY 38
results. The motivation for their study was to use the EDM model for biomass
stoker combustion simulations. The model constants’ validity to a specific
problem should first be investigated before use. Another shortcoming of the
EDM model is the way in which it accounts for chemical kinetics. It takes the
minimum reaction rate in a mechanism as the limiting chemical kinetics rate;
therefore, in general, the EDM is not able to account for the effects of detailed
chemical mechanisms with more than two reactions, since it does not analyse
the entire reaction path (ANSYS, 2016).
The EDC model can be used to incorporate detailed chemical mechanisms
with two or more reactions. The EDC differs from the EDM in the manner in
which it models the turbulence-chemistry interaction. Rather than using the
large eddy lifetime approach, it utilises the turbulent energy cascade to the
determine the mass transfer rate of reactants into the reaction zones where
the mixing scale is small enough that the reactants are molecularly mixed.
4.4.2 Eddy-dissipation concept model
The use of the EDC with reduced or complex multi-step quasi-global mecha-
nisms is the newest trend in combustion modelling and enables engineers to
solve mechanisms and model the turbulence-chemistry interaction at a more
fundamentally correct level (Scharler, 2013), and removes the need to correct
the mixing model with empirical constants as is required with the EDM model.
The EDC model does not only use the large energy-bearing eddies to model
the mixing of fuel and oxidiser species as the EDM, but models the eddies
for varying energy levels all the way to a level where the eddies’ length and
time scales are comparative to the Kolmogorov scales. At these fine scales, the
assumption is made that the fuel and oxidiser eddies are molecularly mixed
and react. This section delves into the inner workings of the EDC model in
great detail. The theory, assumptions and modelling approaches discussed in
this section form the basis on which the new EDC-ANN model was developed.
Chemical reactions in turbulent flames take place when the reactants are
mixed at a molecular scale at sufficiently high temperatures. The micro-scale
processes required for molecular mixing and turbulent energy dissipation are
very sparse in time and space and are confined to isolated regions whose entire
volume is only a small fraction of the fluid volume. These isolated regions are
in turn comprised of the fine structure regions, as shown in the figure below.
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Figure 4.6: Fine structure regions in a fluid volume - Magnussen (2009)
The luminescent regions, measured by planar laser-induced fluorescence,
in figure 4.6, shows the fine structure regions measuring in only a couple of
millimetres. The fine structures are responsible for the dissipation of turbu-
lent kinetic energy into heat and have the same characteristic dimensions as
the Kolmogorov microscales. Within these regions, we can assume that the
reactants are molecularly mixed according to Magnussen (1981), due to the
small length and velocity scales. Similar characteristics of turbulence for iner-
tial systems are observed at every level in the space-time continuum. Thus it
may be assumed that the interaction between turbulence in the flow field at
different scales can be modelled by a similar concept at every structural level.
This assumption has formed the basis for using the energy cascade concept to
model the fine structures of the EDC.
To calculate the reaction rates within these structures, it is necessary to
know the fine scales volume fraction and the mass transfer rate into the regions
from the surrounding fluid. These properties must therefore be calculated from
known flow properties. The energy cascade model is used to relate the velocity
and length scales of the fine structure regions to the turbulence properties of
the bulk fluid (ν,  and k).
Energy cascade model
Averaged over time, the turbulent scales are distributed over a wide spectrum
of turbulent length and time scales, and the energy cascade refers to the dis-
tribution of energy through the various levels of the turbulence structure. The
kinetic energy is transferred from the mean flow to the large energy-bearing
eddies, and then energy is passed from the larger eddies to the smaller ones,
which has higher rotational speed but contains less energy in total. These
smaller eddies have much larger viscous stresses acting on them due to the
high rotational speed; the viscous stresses transforms the kinetic energy of the
eddies into heat (viscous dissipation). The kinetic energy dissipation occurs
at all scale levels in the turbulence energy cascade, but the majority of the
dissipation occurs at the smaller scales.
To model this stochastic structure of various levels of turbulence, Onsager
suggested a stepwise cascade model for the turbulence spectrum (energy distri-
bution over different frequencies). Each step is represented by a frequency that
was twice the value of the preceding level’s value (Ertesvag and Magnussen,
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1999). The inputs to the cascade model are the turbulent kinetic energy k and
the turbulent dissipation rate  from the mean flow transport equations (4.27)
and (4.28).
Figure 4.7 displays the model for the transfer of kinetic energy from the
mean flow schematically, through the turbulence energy levels, to heat. Where
w′ = u′/L′ is the kinetic energy input to the 1st level of the cascade model and
u′ = [2k
3
]0.5 is the turbulence velocity and L′ is the turbulence length scale.
For RANS flow w′ is the turbulence production term for kinetic energy. The
sum of q′ + q′′ + ... + q∗ is the dissipation of turbulent kinetic energy into
heat. Thus, as mentioned, the first layer is the level at which one will find the
large energy-bearing eddies. The first level can be used to represent the entire
energy spectrum because it contains all the energy of the subsequent levels.
The second level represents the part of the spectrum where the characteristic
frequency is w′′ = 2w′, the velocity is u′′ and length L′′. In the same way,
it was assumed that the first level contains all the energy of the subsequent
levels; the second level contains all the energy of its smaller levels. In the
smallest eddies (w∗, u∗ and L∗) the length, velocity and time scales are of the
same order of magnitude as the Kolmogorov scales. The Kolmogorov length,
velocity and time scales are defined by (Ertesvag and Magnussen, 1999):
η = (
ν3

)0.25
uK = (ν)
0.25
tK = (
ν

)0.5
(4.44)
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Figure 4.7: Energy cascade model for the transfer of mechanical energy from
the mean flow, through turbulence energy to heat Ertesvag and Magnussen
(1999)
The transfer of the energy from the first level to the second level, w′′, is
equal to the sum of the dissipation from all subsequent levels, thus the total
dissipation is:
 = q′ + w′′ (4.45)
Next, the derivation of these two terms will be discussed. The production that
feeds the kinetic energy to the top level of the cascade model, is a product of
the turbulent stress and the mean-flow strain rate:
wn =
3
2
CD1ununwn (4.46)
Thus the kinetic energy transferred to the second level is:
w′ =
3
2
CD1u
′′2w′′ (4.47)
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As mentioned, the lower level is assumed to have twice the wave number of
the previous layer; equation (4.47) can be written as:
w′′ =
3
2
CD1u
′′22w′ (4.48)
For moderate to high Reynolds number flows (Ret ≤ 64), the dissipation
energy transfer is very small in the upper levels of the cascade model (Ertesvag
and Magnussen, 1999), thus can be neglected and the following assumed:
wn ≈ wn+1 (4.49)
The assumption of moderate to high turbulence results in that the EDC model
can only be used for turbulent flows and will produce high reaction rates in low
turbulence zones (this will be further discussed later in the present research).
Using equation (4.46), the kinetic energy production of the first two levels can
be equated:
3
2
CD1w
′u′2 =
3
2
CD1w
′′u′′2 (4.50)
Thus by inserting w′′ = 2w′ and rearranging the equation above yields:
u′′2 =
1
2
u′2 (4.51)
Finally, inserting equation (4.51) into equation (4.48) yields:
w′′ =
3
2
CD1u
′2w′ =
3
2
CD1
u′3
L′
= CD1w
′k (4.52)
The turbulent viscosity can be written as νt = u′L′; therefore equation (4.52)
can be expressed as follows as a function of the turbulent viscosity:
L′ =
3
2
CD1
u′3

(4.53)
The equation above can be inserted into the turbulent viscosity definition to
give:
νt =
3
2
CD1
u′4

=
2
3
CD1
k2

(4.54)
In equation (4.54) 2
3
CD1 corresponds to the constant Cµ, which is a model
constant in the turbulence model and set as 0.09. Therefore, CD1 = 0.135.
The energy dissipation from the first level can be modelled using:
q′ = CD2νw′2 = CD2ν
u′2
L′
(4.55)
where in equation (4.55) CD2 = 0.5. Since the model is only an approxima-
tion, numerical values for the constants were fitted to experimental data of
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. COMBUSTION MODELLING AND ARTIFICIAL NEURAL
NETWORKS THEORY 43
different types of flows by Magnussen (2005). Therefore, equation (4.45) can
be approximated by:
 =
3
2
CD1
u′3
L′
+ CD2ν
u′2
L′
= 0.2025
u′3
L′
+ 0.5ν
u′2
L′
(4.56)
The EDC model assumes no viscous dissipation occurs at the highest level of
the cascade model and, due to the high viscous stresses of the smallest scales,
it is assumed that the smallest scales dissipates 75% of the total dissipation.
Thus it can be shown that the fine scales heat dissipation is equal to:
3
4
→  = 0.67ν(u
∗
L∗
)2 (4.57)
To ensure an energy balance in the smallest scales, the incoming kinetic
energy must equal the energy being dissipated into heat, thus:
 =
3
4
w∗ = 0.27
u∗3
L∗
(4.58)
Therefore, using (4.57) and (4.58), the characteristic length and velocity scale
for the fine structure regions can be formulated as:
u∗ = 1.74(ν)0.25 L∗ = 1.43
ν0.75
0.25
(4.59)
Now that the fine structure length and velocity scales have been formulated as
a function of the mean flow quantities, the volume fraction of the fine scales
and the mass transfer rate into these regions can be derived.
Fine structures
The fluid volume in the EDC model is divided into two sections, namely: (1)
the fine scales fraction (where the reactions take place) defined by γ∗ = γ3;
and (2) the surrounding fluid volume fraction (inert volume) defined by
γ0 = (1 − γ3) (Shiehnejadhesar et al., 2014). The expression for the length
fraction of the fine structures γ is derived by dividing the fine structure length
scale by the mean fluid turbulence length scale (L∗
L′ ). The turbulence length
scale is determined by u′3

and the fine structure length scale for the derivation
is ν1/2u∗
0.5
(De et al., 2011). The length fraction γ of the fine scales is modelled
as:
γ = Cγ(
ν
k2
)0.25 (4.60)
where in equation (4.60) the model constant is defined as Cγ = (3CD24CD1 )
0.25 =
2.1377. The transfer rate of the surrounding fluid into the fine structure regions
can be defined as the inverse of the fine structure time scale τ ∗, and in turn
the fine structure time scale can be defined as:
τ ∗ = Cτ (
ν

)0.25 =
1
m˙∗
(4.61)
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where in equation (4.61) the model constant is defined as Cτ = (CD23 )
0.5 =
0.4082. Figure 4.8 shows a graphic representation of the fine structure regions
and the transfer rate into these minuscule volumes from the higher (or larger)
cascade model levels (modelled as the surrounding fluid). In figure 4.3 the
control volume is split into the fine structure regions and surrounding fluid
based on the positions of the fine scale eddies in figure 4.8. In figure 4.3 the
variable Y ∗k represents the mass fraction of species k after it reacted in the fine
structures over time τ ∗. The variable γ∗ is the fine structure volume fraction
of the fine structure region and Y k is the mass fraction of species k averaged
over the control volume.
Figure 4.8: Graphic representation of the energy cascade model, with larger
eddies feeding the smaller ones.
As seen in figure 4.3 and mentioned previously, the fine structure reactors
are sparse in the domain. As a simplification, all the fine scale regions in a
control volume can be lumped together and their volume fractions summed
(γ∗ =
∑
N γ
∗
i where N is the amount of fine structure regions in the fluid
volume and i designates the specific region), to yield a volumetric averaged
fine structure region per cell in the CFD computational domain. The fine
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structures’ volume and transfer rate are defined as functions of the mean flow
quantities, and the next and final step is to determine the reaction rates of the
chemical reactions in the fine structure regions.
Reaction rate
The reaction rate is expressed as
ω˙k =
ργ2
τ ∗(1− γ3)(Y
∗
k − Y k) (4.62)
The reaction rate equation (4.62) is then inserted into equations (4.23) and
(4.16) to model the species and energy temporal change due to chemical re-
actions. In equation (4.62) the fine structure species mass fraction, Y ∗k is
calculated using the PFR model equations for species and energy. The ini-
tial conditions for the fine structure reactor per global iteration are the species
mass fractions in the cell. The differential equation (4.63) is then integrated for
the duration the species spend in the fine structures, which is the fine structure
region time scale τ ∗. The term Y k is the cell averaged species mass fraction of
species k and is determined as a function of the fine scale and surrounding fluid
mass fractions as Y k = γ2Y ∗k + (1− γ2)Y 0k . In the original formulation of the
EDC, Magnussen stated that the fine scales should be resolved using the WSR
approach, but Jessee et al. (1993) showed the PFR approach could be used to
simplify the model’s solution and increase numerical stability. The PFR and
the WSR fine structure chemistry modelling methods yield similar results for
conditions of slight exothermicity and small conversion rates; otherwise, the
two approaches do not correspond to each other, according to De et al. (2011).
Fluent® 17.0 uses the PFR approach to model the fine structure regions as
reactors. The PFR species equation for the fine structure regions is defined
by:
dY ∗k
dτ ∗
=
ω˙k
ρ
(4.63)
In equation (4.63) the reaction rate term ω˙k is determined using equation
(4.36).
This concludes the discussion of turbulent combustion modelling theory.
In the next sections of the theory, the focus is shifted to a special branch of
artificial intelligence namely artificial neural networks. The theory governing
this modelling technique will be discussed.
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4.5 Artificial neural networks
Neural networks is a technique utilised in computer- and cognitive science and
machine learning to approximate complex functions with a high dimensional
feature and response space. Artificial neural networks are inspired by the
biological neural networks of animals; in particular, the neural networks in
the brain. The human brain consists of approximately 1011 connected neurons
where each neuron can have in order of 104 connections (Hagan et al., 1996).
Each neuron is comprised out of four parts, namely: axon, dendrites, cell body,
and nucleus, as shown in the figure below.
Figure 4.9: Biological representation of a single neuron - Winston (1993)
The axon is an obtrusion that delivers the output signal to other neurons
connected to the axon, through their dendrites. The dendrites provide a large
surface area that is used by the neuron to connect to other axons. The output
signal from a neuron’s cell body is only generated when the collective influence
of all the input signals (delivered by the axons of other neurons to the current
neuron’s dendrites) reaches a specific threshold level (Winston, 1993). Axons
influence dendrites over narrow spaces between them called synapses, and the
synapses determine the strength of the incoming signal. Stimulus from certain
synapses encourages a cell body to generate an output signal where others
inhibit the generation of the outputs signal.
Artificial neural networks are simplified mathematical approximations of
their biological counterparts. The traits of neurons discussed above are mod-
elled using basic mathematical building blocks such as multiplication, sum-
mation and function insertion. However, by combining multitudes of artificial
neurons, very complex models capable of approximating extremely complex re-
lationships can be created. Figure 4.10 shows a schematic of a single artificial
neuron.
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Figure 4.10: Schematic of a single artificial neuron
To model the behaviour of synapses, which influences the incoming signal
(xl−1i in figure 4.10) strength, the input signal to a neuron is multiplied by a
weighting variable (wli,j in figure 4.10). A large positive weight corresponds
to a strong excitation, and a slight negative weight corresponds to a strong
inhibition (Winston, 1993). As seen in the figure 4.10, one of the input sig-
nals is fixed to a value of −1; this is called the neuron bias. Using a bias
is a trick that enables us to treat activation functions as though they were
weights, eliminating the need for adjusting threshold functions along with the
weights (Winston, 1993). Similar to biological neurons the weighted signals are
summed together before being passed onto the threshold or activation func-
tion generating the output signal. There are numerous activation functions
that can be used with neural networks [see Hagan et al. (1996)]; the ones that
are utilised in the present research are the linear, hyperbolic tangent sigmoid
and log-sigmoid functions. These functions are used because they are differen-
tiable, which simplifies the implementation of the learning algorithm. Figure
4.11 shows the three different activation functions’ output signals plotted as a
function of the summed input signals (or cumulative input signal). The figure
shows that the log-sigmoid and hyperbolic tangent sigmoid functions asymp-
tote to values of 0, 1 and −1, 1 respectively, whereas the linear function is free
of restrictions.
Neural networks, as mentioned, are multiple neurons interconnected with
each other, where the central idea is to extract linear combinations of the inputs
as derived features, and then model the target function as a non-linear function
of the features space (Hastie et al., 2009). Neural networks are comprised of
multiple layers of multiple neurons. The first layer of the network is called the
input layer, the last layer is the output layer and the intermediate layers are
the hidden layers. Figure 4.12 shows a schematic of a network with 2 hidden
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layers where P1, P2 and P3 designates the number of neurons in the hidden
layers and the output layer respectively.
Figure 4.11: Activation functions used in artificial neural networks
This type of neural network is called a multi-layer perceptron neural net-
work. The designation "Weights 0−1" corresponds to all the weights multiplied
to all the input signals to neuron 1 in layer 0. The individual weight terms
are not shown in the figure, but each signal line connecting an input node to
a neuron is multiplied by a weight. In the present research, the entire neural
network model was developed from the ground up. This was done to develop a
full understanding of the inner workings of the model and enabled the author
flexibility in modelling the training phases with various activation functions
at different layers in the network. There are two modes of operation in neural
networks, namely feedforward propagation and backward propagation. The
former is used to calculate the network’s output signal from the feature space
variables for a single dataset observation; the latter is a technique utilised
to adjust weights to accurately map the input features to the corresponding
response features for the entire dataset, also known as training/learning the
relationship between the input- and output variables. It must be stated that
there are numerous types of neural networks and different methods to train
datasets. The two operations discussed in this section are the methods used
in the present research.
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Figure 4.12: Schematic of a multi-layer regression neural network
4.5.1 Feedforward propagation
For multi-layer perceptron networks, the inputs propagate through the net-
work. The neural network is parameterised by w(l)ij with:
1 ≤ l ≤ L
0 ≤ i ≤ d(l−1)
1 ≤ j ≤ d(l)
(4.64)
where d is the amount of neurons in layer l. Figure 4.10 will be used to explain
feedforward propagation. The cumulative signal for the neuron is determined
by:
sl1 = −1× wi,jl + xl−1i × wli+1,j + xl−1i+1 × wli+2,j + xl−1i+2 × wli+2,j (4.65)
where in equation (4.65) the variable xl−1i refers either to the input signal
from the previous layer in the network, or the actual input layer values for the
dataset observation. The general formulation for the cumulative signal is:
s
(l)
j =
d(l−1)∑
i=0
w
(l)
i,jx
(l−1)
i (4.66)
The weight variable subscripts i, j correspond to the synapse between the ith
neuron in the (l− 1)th layer and the jth neuron in the lth layer. The next step
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is to pass the cumulative signal into the selected activation function.
θ(s
(l)
j ) = s
(l)
j Linear function
θ(s
(l)
j ) =
1
1 + e−s
(l)
j
Log-sigmoid function
θ(s
(l)
j ) =
es
(l)
j − e−s(l)j
es
(l)
j + e−s
(l)
j
= tanh(s
(l)
j ) Hyperbolic-tangent sigmoid function
The variable θ(s(l)j ) is the output signal from the jth neuron in the lth layer.
From here on the process above is repeated for each neuron in the lth layer
before moving on to the next layer or output layer, depending on the current
position in the network. For the last layer, the output signal is the network
approximation for observation n in dataset size N . The network output signal
is written as x(L)i = h(x) where x is the input dataset vector. To develop more
efficient code, the feedforward propagation equations were vectorised, which
reduces runtime of the program.
x(l) = θ(W(l)x(l−1)) (4.67)
where the weights matrix is defined for 1 ≤ l ≤ L by:
W(l) =

w
(l)
0,1 w
(l)
1,1 . . . w
(l)
d(l−1),1
w
(l)
0,2 w
(l)
1,2 . . . w
(l)
d(l−1),2
...
...
...
...
w
(l)
0,d(l)
w
(l)
1,d(l)
. . . w
(l)
d(l−1),d(l)
 (4.68)
Input and output signals are vectorised as:
x(l) or x(l−1) =

1
x
(l)
1
x
(l)
2
...
x
(l)
d(l)
 (4.69)
We have an input X and output Y dataset with N observations and the
dimensionality of the input/output observations are din and dout respectively.
The input data is thus a vector of size N : X = x1,x2,x3, . . . ,xN ; similarly for
the output data: Y = y1,y2,y3, . . . ,yN . Each input and output observation
is a vector of length din and dout respectively. A performance function is used
to gauge how well the neural network is predicting the outputs from the input
dataset. The mean-squared error is a popular choice for these regression-
type problems where the stochastic gradient ascent algorithm is used. The
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in-sample error for the nth observation is calculated as:
e(w) = −1
2
dout∑
j=1
(yj − x(L)j )2 (4.70)
Equation (4.70) shows that the in-sample error is a function of the weights,
therefore the weights need to be optimised to minimise the in-sample error,
thus maximising equation (4.70). This process is called the learning procedure
of the neural network.
4.5.2 Backward propagation
The purpose of the learning procedure is to train the network to perform
some task by modifying the weights and biases. There are many types of
neural network learning methods that fall into three broad categories: su-
pervised learning, unsupervised learning and reinforcement learning (Hagan
et al., 1996). The category used in the present research is supervised learn-
ing. In supervised learning, the network is provided with training sets of
the desired network behaviour. The weights and biases are optimised using
back-propagation- and stochastic gradient ascent algorithms. Due to the high
dimensionality of the feature and response variable space, the neural network
model requires the necessary flexibility to capture the highly non-linear rela-
tionships between the input and output sets. The amount of fitting variables
(weights and biases) thus increases with model flexibility, creating a high di-
mensional plane of which the peak, corresponding to the lowest error, must be
found. Gradient ascent is a method in which the weights are adjusted in the
direction of the steepest upward gradient, which maximises equation (4.70).
The weights are adjusted using the following equation:
w
(l),k+1
i,j ← w(l),ki,j + η∇e(w) (4.71)
where in equation (4.71), k is the iteration counter, η is the learning rate
parameter which relaxes the solution (ensures that overshoot is inhibited),
and the gradient term is defined as:
∇e(w) = ∂e(w)
∂w
(l)
i,j
for all i, j, l (4.72)
The back-propagation procedure is utilised to formulate the expression for the
∂e(w)/∂w(l)i,j term in equation (4.72); it is thus used to express the relationship
between a specific weight in the network and the performance function. In
back-propagation the idea is to make a large change to a particular weight if
the change leads to a large reduction in the observed error (Winston, 1993).
The procedure is called back-propagation because it computes changes to the
weights in the final layer first, reuses the same computation to compute changes
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to the weights in the penultimate layer, and ultimately proceeds to the weights
at the first hidden layer.
∂e(w)
∂w
(l)
i,j
= δ
(l)
j × x(l−1)i (4.73)
where δ(l)j = ∂e(w)/∂s
(l)
j and varies between network layers. Assuming the
activation function is the hyperbolic-tangent sigmoid function, the δ(L)j is ex-
pressed as:
δ
(L)
j = 2(tanh(s
(L)
j )− yj)(1− tanh2(s(L)j )) (4.74)
For any other layer in the neural network:
δ
(l−1)
i = [1− (x(l−1)i )2]
d(l)∑
j=1
w
(l)
i,jδ
(l)
j (4.75)
The derivation of equations (4.73), (4.74) and (4.75) are shown in Winston
(1993) and Hagan et al. (1996). Similar to the feedforward propagation, the
backward propagation equations are vectorised for efficient computation.
δ
(l−1)
= U(l−1) · (Γ(l)δ(l)) (4.76)
where in equation (4.76) the following variables are defined as:
δ(l) =

δ
(l)
1
δ
(l)
2
δ
(l)
3
...
δ
(l)
d(l)
 U
(l−1) =

1− (x(l)1 )2
1− (x(l)2 )2
1− (x(l)2 )2
...
1− (x(l)
d(l)
)2

Γ(l) =

w
(l)
1,1 w
(l)
1,2 . . . w
(l)
1,d(l−1)
w
(l)
2,1 w
(l)
2,2 . . . w
(l)
2,d(l−1)
...
...
...
...
w
(l)
d(l−1),1 w
(l)
d(l−1),2 . . . w
(l)
d(l−1),d(l)

The backward-propagation algorithm works as follows:
1. Initialise all weights (in all layers) w(l)i,j as random variables
2. For iterations t = 1, 2, . . . , Tspecified, where t is the iteration counter
and Tspecified is the user specified amount of iterations the backward-
propagation algorithm will run
a) Pick a random observation out of the dataset (x,y)
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b) Perform forward propagation calculation through network, equation
(4.67)
c) Perform backward-propagation calculation through network, calcu-
lating all the δ(l)j variables, use equation (4.76)
d) Perform stochastic gradient ascent calculation which updates the
weights,
w
(l),k+1
i,j ← w(l),ki,j + η∇e(w)
e) Determine the error for all the final layer output signals compared
to the data in the y vector, equation (4.70)
f) Plot error every 1000 iterations to keep visual track of the error
convergence.
g) If not converged, repeat steps: a→ f
3. Return final converged weight’s matrix, W(l)
It must be mentioned that there two main variations to the gradient ascent
algorithm, namely batch gradient ascent and stochastic gradient ascent. The
former loops through the entire dataset one by one and calculates the mean-
squared-error based on all the dataset observations’ predictions, whereas the
latter picks random samples and then passes it into the network and the error
is only calculated between the current observation’s prediction signal and the
actual dataset response variables. Stochastic gradient ascent has a few benefits
that make it a more efficient option over the batch variation: (1) cheaper
computation; (2) randomisation helps the algorithm escape local minima; and
(3) it is simpler to implement.
A modification that can be made to the current backward-propagation al-
gorithm that decreases the chance of getting stuck in a local minima in the
high dimensional solution space of the weights, is to use the momentum mod-
ification on the stochastic gradient ascent formulation. Adding momentum,
changes equation (4.71) as follows (Hagan et al., 1996):
w
(l),k+1
i,j ← w(l),ki,j − γ∆w(l)i,j,(t−1) + (1− γ)ηδ(l)j x(l−1)i (4.77)
where in the equation above the term ∆w(l)i,j,(t−1) is the change of the weights
from the previous iteration (t − 1) to the current iteration t. In addition
to momentum modification, regularisation is added to the stochastic gradient
ascent equation. Seeing as the training datasets used in the present research
is generated from solving the actual reactor species and energy equations for
various initial species compositions, there is no noise in the data and thus no
need for regularisation.
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Chapter 5
Experimental setup CFD
modelling using traditional
methods
To validate the combustion model using the ANN chemistry integrator against
the experimental data, a well published experimental setup was selected, namely
the Sandia piloted CH4/Air jet flame (Barlow and Frank, 2007). Four pi-
loted flames (C, D, E and F) were tested by the group. These flames have
increasing velocity in the main jet and pilot, therefore increasing turbulent
conditions. The flame selected for comparison is flame D, which is a fully
turbulent flame with a Reynolds number of 22400. The reason for selecting
the fully turbulent flame is that the EDC model is only valid for fully tur-
bulent combustion conditions. The Sandia experimentally measured scalars
included temperature, mixture fraction, N2, O2, H2O,H2, CH4, CO,CO2, OH
and CO mass fractions. SANDIA National Laboratories used laser induced flu-
orescence, Raman scattering and laser-Doppler anemometry to measure these
quantities. These measurement techniques are very expensive to perform and
therefore were not practical for the author to perform validation. The dataset
includes axial and radial profiles of Reynolds-, Favre-average mass fractions
and RMS fluctuations. The scalar quantities for temperature, mixture frac-
tion and N2, O2, H2, CH4, CO2, H2O and CO (OH not compared, because the
chemical mechanism selected does not contain it) of the experimental data will
be compared to the solutions generated by the CFD models; one using Fluent®
17.0’s EDC formulation and the other using the novel EDC-ANN chemistry
integrator. In this section the experimental setup will be modelled using AN-
SYS Fluent® 17.0 software package and its standard combustion modelling
procedures (DI and ISAT). This section is comprised of the following sub-
sections: (1) modelling geometry; (2) boundary conditions; (3) flow solution
configuration; (4) mesh independence; and (5) results, post-processing and
discussion.
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5.1 Geometry
The burner is located in a wind tunnel, where the walls of the wind tunnel are
far enough from the flame so that the wall effects are negligible. The burner
consists of a small round jet feeding the fuel stream, an annulus around the
main jet feeding the pilot gas and air being fed outside the annulus. The
geometry was modelled as a Two-dimensional axisymmetric domain to sim-
plify the model geometry and reduce mesh size. Figure 5.1 below shows the
computational domain (upward flowing jet flame showed in figure 4.1 turned
horizontally) and table 5.1 contains the geometry dimensions.
Figure 5.1: Two-dimensional axisymmetric computational domain used to
model the piloted jet flame
Table 5.1: Burner dimensions
Main jet inner diameter, d 7.2 mm
Pilot annulus inner diameter 7.7 mm (wall thickness = 0.25mm)
Pilot annulus outer diameter 18.2 mm
Burner outer wall diameter 18.9 mm (wall thickness = 0.35mm)
5.2 Boundary conditions
The boundary conditions applied to the geometry are contained in the ta-
ble 5.2. The jet fluid is a mixture of three parts air and one part CH4 by
volume. This was done to limit soot production, which reduces fluorescence
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interference, which in turn is used to measure the CO content at various loca-
tions in the flame. Partial premixing with air also shortens the flame length
and produces a more robust flame than pure methane injection or a nitrogen-
diluted methane injection. This also reduces local extinction probability at
high Reynolds numbers. The jet and pilot nozzle walls are assumed to be
perfectly insulated and the heat flux set to zero. The axis boundary condition
shown in figure 5.1 corresponds to the centreline of the jet nozzle (and there-
fore the computational domain). Seeing as the flame is located inside a large
controlled area where the surrounding atmosphere is stationary, the computa-
tional domain’s outer boundary can be selected as a symmetry-type boundary
condition. The symmetry condition has zero normal velocity and zero normal
gradients of all fluid variables. From the results seen later on in the present
section the boundary has no effect on the flame.
Table 5.2: Boundary conditions
Boundary
condition
name
Boundary
condition type
Assigned values
Co-flow inlet Velocity inlet Velocity magnitude = 0.9 m/s
Temperature = 300 K
YO2 = 0.233, YN2 = 0.767
Fuel inlet Velocity inlet Velocity magnitude = 49.6 m/s
Temperature = 300 K
YO2 = 0.19664, YN2 = 0.6473
YCH4 = 0.15607
Pilot inlet Velocity inlet Velocity magnitude = 11.4 m/s
Temperature = 1880 K
YO2 = 0.056, YN2 = 0.742
YCO2 = 0.11, YH2O = 0.092
Jet wall Wall Heat flux = 0 W/m2
Pilot wall Wall Heat flux = 0 W/m2
Outlet Pressure outlet Backflow temperature = 300 K
Backflow YO2 = 0.233
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5.3 Flow simulation setup
In this section the principles covered in the theory section is applied to the
numerical model. The reader is encouraged to see the theory section for the
motivation behind the modelling methodologies.
The turbulence was modelled using the realizable k −  model with stan-
dard model constants, see ANSYS (2016) for model constants. The model was
also solved using the RSM and the k − ω SST models to determine the effect
of chosen turbulence model. The near wall effects was modelled using the
standard wall functions (ANSYS, 2016). Additionally, the compressibility and
viscous heating effects were taken into account. The species transport model
was used to simulate the flow and interaction between the various species in
the domain. Reactions were assumed to be restricted to the fluid domain (only
volumetric reactions enabled) and the EDC turbulence-chemistry interaction
model used to calculate the individual species reaction rates. The chemistry
was updated after each iteration and the aggressiveness factor (relaxation term
for combustion) set to 0.5. The chemistry integration was performed using the
ISAT and DI methods. The mixture species and reaction mechanism used is
shown in table 4.1, the density of the mixture was resolved using the ideal
gas law, and the thermal conductivity was calculated using the polynomials
specified in the VDI Heat Atlas (Kleiber and Joh, 2010). The viscosity was
calculated using kinetic theory of gasses. The individual species specific heat,
molecular weight, standard state enthalpy and standard state entropy were
imported from the GRI 3.0 mechanism’s thermodynamic properties database,
which uses the NASA polynomials. The pressure-based solver was utilised and
the pressure-velocity coupling was resolved using the SIMPLE algorithm. The
computational domain was discretised as follows: gradients by least squared
cell based, pressure using the standard scheme and density, momentum, k, ,
species and energy were all discretised using the second order upwind tech-
nique.
5.4 Mesh independence investigation
To ensure the fluid quantities such as temperature, species mass fractions and
mixture fraction are independent of the mesh resolution, the mesh counts were
incrementally increased. The centreline vertex average
CO,H2, CO2, O2, CH4, H2O fractions and temperature was recorded. These
quantities for each mesh refinement stage was compared to the previous mesh’s
quantities, to determine if the simulation is mesh independent. Table 5.3 shows
the percentage change for each refinement stage. The table shows that the
changes from the original mesh size of 2352 to 5823 is relatively small, except
for YH2 , and that the change from a mesh of 5823 cells to 10617 cells is even
smaller, showing mesh independence. The average hydrogen mass fraction for
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the centreline vertex is roughly 2.8E − 4; in reality this is an extremely small
amount of gas. Taking into account that turbulent combustion is inherently
transient due to species, temperature and velocity fluctuations (as seen in the
results later on in the present section), and hydrogen is such a small amount,
the error made by choosing a mesh size of 2352 is acceptable. To show that the
model is grid independent for the mesh size of 2352; Richardson extrapolation
is performed on the data for the first refinement stage. In table 5.4 the following
variables are: discretisation error on coarse mesh EU,1 and the discretisation
error on the fine mesh EU,2. Further p is the discretisation order which is 2 for
second-order upwind discretisation and r is the refinement ratio which is 2.48.
Table 5.3: Mesh refinement data
Mesh size 2352 5823 10617
T - 0.75% 0.27%
YCH4 - 3.64% 0.41%
YCO - 3.19% 0.01%
YCO2 - 1.13% 0.47%
YH2 - 7.28% 6.69%
YH2O - 1.25% 0.1%
YO2 - 0.36% 0.14%
Table 5.4: Richardson extrapolation calculation for first refinement stage
Parameter EU,1 EU,2 EU,1/EU,2 ln(
EU,2
EU,1
)/ln(r)
T −0.178 −1.09 0.163 2
YCH4 −0.0013 −0.00845 0.163 2
YCO −3.61E − 5 −0.00221 0.163 2
YCO2 −0.000282 −0.00172 0.163 2
YH2 −3.99E − 6 −2.44E − 5 0.163 2
YH2O −8.21E − 5 −5E − 4 0.163 2
YO2 −1.5E − 4 −9.1E − 4 0.163 2
5.5 Results and post-processing
In this section, the results of the standard Fluent® 17.0 combustion model
(EDC using DI/ISAT) are compared to the experimental results at different
axial and radial locations. The axial locations are normalised by dividing by
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the jet diameter (x/d). The normalised axial locations where measurements
were taken are x/d = 1, 2, 3, 7.5, 15, 30, 45, 60 and 75. Additional measure-
ments were taken at multiple radial locations, but for the sake of simplic-
ity, the results at the various normalised radial locations will be plotted for
x/d = 0.15 and 0.3. The standard deviation of the measurements was calcu-
lated along with the mean value and plotted along with the results from the
CFD simulation, as seen below.
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(a) Temperature (b) Mixture fraction
Figure 5.2: Temperature and mixture fraction distribution for the centreline
normalised axial location. Blue solid line: CFD, Black dots: Experimental
(a) Temperature (b) Mixture fraction
Figure 5.3: Temperature and mixture fraction distribution for normalised ra-
dial locations at x/d = 0.15 m. Blue solid line: CFD, Black dots: Experimental
(a) Temperature (b) Mixture fraction
Figure 5.4: Temperature and mixture fraction distribution for normalised ra-
dial locations at x/d = 0.30 m. Blue solid line: CFD, Black dots: Experimental
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(a) YH2 (b) YCH4
(c) YCO2 (d) YCO
(e) YO2 (f) YH2O
Figure 5.5: Species mass fractions for centreline normalised axial locations.
Blue solid line: CFD, Black dots: Experimental
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(a) YH2 (b) YCH4
(c) YCO2 (d) YCO
(e) YO2 (f) YH2O
Figure 5.6: Species mass fractions for normalised radial locations at x/d = 0.15
m. Blue solid line: CFD, Black dots: Experimental
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(a) YH2 (b) YCH4
(c) YCO2 (d) YCO
(e) YO2 (f) YH2O
Figure 5.7: Species mass fractions for normalised radial locations at x/d = 0.3
m. Blue solid line: CFD, Black dots: Experimental
Figures 5.5b, 5.6b and 5.7b shows that the CFD model using the WD1
mechanism over-predicts the methane reaction rate. As the methane flows
further away from the outlet of the jet nozzle, the difference between the
experimental data and the simulation results becomes larger. The rapid oxi-
dation of CH4 leads to a temperature peak occurring closer to the jet outlet
than the experimental data shows. The high temperature zone and the high
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CO concentration then accelerates the combustion rate of the CO released by
the CH4 oxidation reaction, as seen in figures 5.5d, 5.6d and 5.7d. This further
leads to faster formation of CO2 compared to the experimental results. The
high CH4 and CO reaction rates are a result of either a high pre-exponential
factor or low activation energy of reactions 1 and 2 in table 4.1 or a error in
predicted turbulence production by the turbulence model used. To determine
if the turbulence model is the culprit; the problem was simulated using the
k − ω SST and RSM (quadratic pressure-strain) turbulence models to deter-
mine if the results are model independent. The results are seen in figures 5.8
and 5.9.
Figure 5.8: CO mass fraction results on centre line for various turbulence
models
From figures 5.8 and 5.9 we see that the k − ω SST and realizable k − 
turbulence models produces similar results. The RSM model on the other
hand predicts that the temperature peak occurs further downstream (which
aligns better with the experimental data) than what the other models do, this
is do to the lower (more accurate) predicted turbulence production by the
more advanced RSM model. The temperature peak predicted by the RSM
and the k− ω SST models are both higher than the experimental data’s peak
value and the CO mass fraction predicted by the various models all show
that the CO is consumed too rapidly resulting in lower mass fraction peaks
and in turn higher fluid temperatures. The high consumption rate of the CO
is due to the chemical mechanism’s empirical parameters. Two strategies to
alleviate the problems with the reaction mechanism parameters are to either
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 5. EXPERIMENTAL SETUP CFD MODELLING USING
TRADITIONAL METHODS 65
change the activation energy or pre-exponential factor to fit the data more
accurately, or to use a more complex mechanism. Many studies [Scharler
et al. (2003), Yin (2011), Kempf et al. (2005) and Lei and Ghoniem (2014)]
have shown that using complex mechanisms ensures a more accurate solution
than less complex mechanisms. Laubscher (2015) compared a two-step EDM
combustion model of the Sandia Flame D (Barlow and Frank, 2007) to a
EDC simulation using a 41 step reduced mechanism using the realizable k− 
model. The results showed that the EDC model with the larger mechanism
accurately predicted the temperature and species peaks on the centre line of
the flame, much better than the results presented above thus enforcing the
statement that more detailed mechanisms will yield more accurate results.
As discussed, the purposes of the present research is to develop a chemistry
integration method that reduces the computational resources of the simulation
compared to the current EDC integration methods. The goal is therefore
to compare the new chemistry integration method to experimental data and
the traditional method’s results, and benchmark its performance based on
accuracy and computational resource reduction. The accuracy of the WD1
mechanism is therefore adequate for the purpose of the present work and the
realizable k− model chosen as the model used for implementation of the ANN
chemistry integrator with the EDC model, seeing as it is the model of choice for
industrial biomass boiler simulations. The RSM turbulence model generates
results with peaks better aligned with the experimental data, therefore the
RSM will also be used along with the EDC-ANN combustion model for sake
of thoroughness.
Figure 5.9: Temperature results on centre line for various turbulence models
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Below is a contour plot of the temperature distribution in the compu-
tational domain. From figure 5.10 it is seen that there is a sheet of high-
temperature fluid concentrated around the fuel jet inlet, which is due to the
turbulent diffusion of the oxidiser and fuel towards each other causing and
sustaining a thin reaction zone. Plotting the heat of reaction contour shows
this thin reaction zone, seen in figure 5.11.
Figure 5.10: Temperature contour of the methane/air piloted jet flame solved
using traditional EDC model, [K]
Figure 5.11 shows that only a fraction of the fluid volume is reacting. The
reacting zone in the compositional space is therefore said to be narrow. If a ran-
dom data set is to be created for training of the neural network, the unfiltered
samples will bias towards steady-state situations (non-reacting compositions).
The range of allowable values for each variable is determined using an upper
and lower limit of the mixture fraction, and the reactions are only to occur
within these bounds. The mixture fraction f represents values between 0→ 1
and varies throughout the computational domain depending on the amount of
products, oxidiser and fuel species. The mixture fraction is set to 1 for the
fuel stream and 0 for the oxidiser stream. The stoichiometric mixture fraction
for the Sandia flame D experimental setup is 0.351, according to Barlow and
Frank (2007) and we can assume that values far from the stoichiometric value
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is non-reacting (Blasco et al., 1998) because of the mixture being too fuel rich
or too fuel lean.
Figure 5.11: Heat of reaction contour of the methane/air piloted jet flame
solved using traditional EDC model, [W ]
The upper and lower bounds of the active reaction zone can be determined
by utilising the mixture fraction concept and heat of reaction shown in figure
5.11. The species transport model in Fluent® 17.0 does not have the facility
to determine the mixture fraction, therefore a user-defined function (UDF)
was developed that hooked into Fluent® 17.0 and calculated the mixture frac-
tion at the end of each global iteration; see Appendix C for the UDF code.
The mixture fraction equation used was the Bilger equation (Versteeg and
Malalasekera, 2007):
f =
2(ZC − ZC,OX)/MC + (ZH − ZH,OX)/MH − 2(ZO − ZO,OX)/WO
2(ZC,FUEL − ZC,OX)/MC + (ZH,FUEL − ZH,OX)/MH − 2(ZO,FUEL − ZO,OX)/WO
(5.1)
In equation (5.1), ZH , ZC and ZO are the elemental mass fractions of hydrogen,
carbon and oxygen; and subscripts FUEL and OX designate the streams
origin (jet fuel boundary or co-flow boundary). Figure 5.12 below shows the
mixture fraction contour plot.
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Figure 5.12: Mixture fraction contour plot
We can see that the mixture fraction is 1 at the jet fuel boundary and 0 for
the co-flow boundary, as expected. The mixture fractions range found to best
capture the reaction zone is f = 0.1 → 0.6. This is shown in the figure 5.13,
where the mixture fraction upper and lower bounds are superimposed on the
heat of reactions contour plot.
Figure 5.13: Mixture fraction upper and lower bound superimposed on the
heat of reaction contour plot
In the next section the technique utilised to generate training data for the
neural network will be explained.
Stellenbosch University  https://scholar.sun.ac.za
Chapter 6
Plug-flow reactor simulation and
data generation
The ANN chemistry integrator is configured to receive the current cell’s species
mass fractions, temperature and reaction time (τ ∗, see equation (4.61)) and
output the species mass fractions after reacting over time τ ∗. The weights
and bias values of the neural networks must be changed to minimise the in-
sample error of its predictions. During the back-propagation algorithm, the
routine uses a training dataset (input values and corresponding output val-
ues known) to quantify the relationship between the inputs and outputs and
change the weights accordingly. This chapter, therefore, discusses the cre-
ation of the training datasets. The data generation occurs before the CFD
simulation. The training data is generated by creating random samples of
initial species mass fractions and temperatures and integrating the system to
a steady state with a separate computer program outside Fluent® 17.0. The
program created to generate the training data set was developed in Python
3.5.2, with the following imported packages: Cantera 2.2.1 chemical proper-
ties and kinetics database, sciPy ordinary differential equation solver routines,
and numPy numerical calculation routines (matrix calculations and random
number generation). This section is comprised of two parts, namely random
sample generation and reaction solver.
6.1 Random sample generation
In the previous chapter, it was shown that reactions only occur in the mix-
ture fraction range of 0.1 − 0.6, where the mixture fraction was calculated
using Bilger’s equation. The same equation will be used to generate random
species mass fractions that could occur in the simulation. Setting the mixture
fraction range will create bounds for the species mass fraction distribution in
the compositional space. To ensure the random samples created falls within
the compositional space of the CFD simulation, upper and lower bounds for
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the mixture fraction and temperature were set to 0.1− 0.6 and 300− 3000 K
(the temperature limit was also imposed on the CFD simulation) respectively.
Next, random samples of initial mass fractions and temperatures could be cre-
ated within the limits. The equation used to create a random temperature
sample is:
Trand = Tmin + i(Tmax − Tmin) (6.1)
where in equation (6.1) i is a random number between 0− 1. The Tmin, Tmax
bounds correspond to the maximum and minimum temperature mentioned
above. Next, a random mixture fraction value needs to be created, using the
same approach.
frand = fmin + i(fmax − fmin) (6.2)
Now that a random temperature and mixture fraction sample set is created, the
accompanying random species sample is required. Using Bilger’s equation, the
following equations are used to generate a species composition corresponding
to the random mixture fraction value frand. First, the local elemental mass
fractions based on the random mixture fraction sample needs to be calculated
as:
ZC,local = frandZC,fuel + (1− frand)ZC,ox
ZO,local = frandZO,fuel + (1− frand)ZO,ox
ZH,local = frandZH,fuel + (1− frand)ZH,ox
Next, the species mass fraction is written as a function of the random mixture
fraction and its local elemental mass fraction.
YCH4,rand = i(ZC,fuelMCH4/WC)
YCO,rand = i(ZC,local − (WCYCH4,rand/MCH4)×MCO/WC)
YCO2,rand = [ZC,local − (WCYCH4,rand/MCH4)− (WCYCO,rand/MCO)](MCO2/WC)
YH2O,rand = i(ZH,local − [4WHYCH4,rand/MCH4 ][MH2O/2WH ])
YH2,rand = (ZH,local − [4WHYCH4,rand/MCH4 ]− [2WHYH2O,rand/MH2O])(MH2/2WH)
YO2,rand = (ZO,local − [WOYCO,rand/MCO]− [2WOYCO2,rand/MCO2 ]
−[WOYH2O,rand/MH2O])(MO2/2WO)
YN2,rand = frandYN2,fuel + (1− frand)YN2,ox
Now that the initial conditions have been created, it is fed into the solver rou-
tine which calculates the temporal evolution of the species and the temperature
of the reactor.
6.2 Reactor solver
The numerical solution of the thermochemical system involves five chemical
reaction steps shown in table 4.1 and the seven participating species. The
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random sample’s species composition and temperature are set as the initial
reactor condition. Thereafter the reactor is integrated through a number of
intermediate time-steps to nearly steady state. Equation (4.40) is used to
solve the temperature change in the reactor, and equation (4.39) is integrated
for each of the seven species to calculate the change in concentrations due
to chemical reactions. All the equations are discretised using the backward-
differencing formula and the system of equations is solved using the VODE
solver (see Appendix A). The time-step size is fixed for each reactor model,
thus multiple neural networks were trained to cover the range of time scales
encountered in the methane/air piloted jet flame. The reactors were solved
for time-step intervals of ∆t = 10−7, 10−6, 10−5 and 10−4. For each of these
time-steps, 20000 random samples were generated and solved to steady state.
The convergence criteria for the reactor solver was set to 1 × 10−9, which is
the same as the default value Fluent® 17.0 uses. From the previous chapter
it is seen that the smallest quantity in the results of simulation was the mass
fraction of H2 which was roughly 2.5E − 4, thus the convergence criteria is
several orders in magnitude smaller, thus ensuring the dataset has the required
accuracy to model the actual incremental species changes. The convergence
was calculated using the least squares error between the current time-step and
the previous one.
errort = (T t − T t−1)2 +
K∑
k=1
(Y tk − Y t−1k )2 (6.3)
where in the equation above the superscript t refers to the current time-step
temperature and species mass fractions and t − 1 to the previous time-steps
temperature and mass fractions. Once errort equals or is smaller than the
set convergence criteria, the reactor model exits the solver for the current
sample and then a new random sample is generated and set as the PFR’s
initial conditions, and the process is repeated. All data points created by the
reactor solver are then used as input and output data for the neural network
to train on.
It is good practice to normalise all the input variables to assist the gradient
ascent algorithm in converging more rapidly. There is no need for this with
the species mass fractions, seeing as they are all values between 0 − 1. The
temperature, on the other hand, is three orders of magnitude larger than the
species mass fractions and therefore could lead to problems with finding the
optimised weights (the one large variable causes the gradient ascent solution
to become stiff), thus the temperature is normalised by dividing by the max-
imum temperature value (3000 K). The reactor data generation procedure is,
therefore:
1. Set upper and lower bounds for mixture fraction and temperature, ran-
dom samples
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2. Using the equations in the previous subsection, random species mass
fractions are generated based on the mixture fraction sample value
3. Plug-flow reactor initial conditions set to sample fractions and tempera-
ture
4. Plug-flow reactor species and energy equations solved until convergence
criteria are met
5. Temperature data points are normalised by dividing by maximum tem-
perature
6. All species and temperature data points are saved
7. If j (amount of reactor simulations) is not equal to J (amount of user
specified training scenarios), j = j + 1 and loop from (2) till j = J
Appendix D has the complete program listing for this algorithm and a sample
calculation. Figure 6.1 below shows an example plot of one random training
scenario solved using the PFR solver to nearly steady -state. A flowchart for
the procedure listed above is seen in figure 6.2 on the next page.
Figure 6.1: Plug-flow reactor simulation results for single scenario
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Figure 6.2: Plug-flow reactor simulation flowchart
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Chapter 7
Neural network architecture
selection and training
The author developed the neural network code used in the present research
from the ground up, building the forward- and backward-propagation algo-
rithms, as mentioned in the theory section. The neural network program is
completely generic with the functionality of having as many hidden layers and
neurons as the user specifies. The amount of input and output layer neu-
rons can also be adjusted, along with the activation functions at each layer
individually.
This section is comprised of two parts, namely architecture selection, where
the amount of hidden layers and neurons selected for best performance is dis-
cussed; and the learning section, where the neural network training procedure
and results are discussed.
7.1 Architecture selection
Multi-layer neural networks are more powerful than single-layer networks and
enable the network to approximate complex functions, whereas single-layer
networks have limited applications to simple functions. Research has shown
that two-layer networks (single hidden layer), with a log-sigmoid or hyperbolic
tangent sigmoid activation function in the first layer and a linear activation
function in the output layer, can approximate virtually any function; whereas
single-layer networks cannot do this (Hagan et al., 1996). The accuracy of
the approximation is a function of the amount of neurons set in the hidden
layer. The problem with multi-layer networks is that there are few problems
with which one can predict, beforehand, the best number of neurons needed in
the hidden layers (Hagan et al., 1996). Therefore, the creator of the network
uses trial and error to find the best performing architecture to model his/her
dataset. This section is dedicated to a sensitivity analysis within self-imposed
limits to find the best performing network architecture for approximating the
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incremental species changes due to chemical reactions in a PFR. The architec-
ture elements that will be addressed are the use of different activation functions
and their locations (layers), and the effect of the amount of hidden layers and
neurons used on the in-sample error.
Before the influence of activation functions and amount of neurons and layer
are discussed, we will first have a look at the requirements of the network. The
inputs to the network should define the reactor initial conditions; therefore the
species mass fractions and the temperature are required. The input vector to
the input layer for observation i will take the following form:
Inputi =

T
YH2
YO2
YH2O
YCH4
YCO
YCO2
YN2

(7.1)
The response vector, for the i observation, should be the species mass frac-
tions after reacting over the specified reaction time-step (as mentioned in the
previous section, each reaction time-step has a neural network); therefore the
vector will look like:
Outputi =

Y ∗H2
Y ∗O2
Y ∗H2O
Y ∗CH4
Y ∗CO
Y ∗CO2
Y ∗N2

(7.2)
where Y ∗ is the fine structure regions mass fractions after reacting over time
τ ∗. The input layer of the neural network will therefore be fixed to 8 neurons
and the output layer fixed to 7 neurons. The output variables do not include
the temperature as for the input layer, because as seen in equation (4.62), the
reaction rate equation of the EDC model only requires the fine scales species
mass fractions for it to be evaluated.
7.1.1 Performance of different activation functions
A single-layer neural network with 7 neurons in the hidden layer was used to
simplify the process to determine which configuration of activation functions
will work best in capturing the incremental species changes. The following
combinations of activation functions were investigated:
1. Log-Sigmoid→ Log-Sigmoid→Linear
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2. Log-Sigmoid→ Log-Sigmoid→ Log-Sigmoid
3. Tanh→Tanh→Linear
4. Tanh→Tanh→Tanh
The PFR initial conditions were set to the same values for each one of the four
cases to adequately compare the performance of each configuration with one
another. The initial conditions are YH2 = 0.0, YH2O = 0.0, YCH4 = 0.15607,
YCO = 0.0, YCO2 = 0.0, YO2 = 0.19664 and YN2 = 0.64729 with a temperature
value of 1880K. The reactor time-step was set to 1 × 10−6 s and the number
of back-propagation steps or learning iterations were set to 150000 for all
cases. The learning rate parameter η was set to 0.35 and the momentum
parameter γ set to 0.75. These relaxation parameters were determined by trial
and error. After each 100 iterations, the mean-squared error is calculated using
equation (4.70) and plotted on a convergence graph to assess the performance
of the network. Below are the results of the four cases; each result set has a
species fraction prediction and the squared error convergence graph. In the
figures below for the species, mass fractions which are the solid lines, are the
PFR solutions using the standard ODE solver and the markers with matching
colours to the solid lines are the neural network predictions of those species.
(a) Species mass fractions (b) Squared-error convergence
Figure 7.1: (Input) Sigmoid → (Hidden) Sigmoid → (Output) Sigmoid: con-
figured network
In figure 7.1a it is seen that the configuration with only log-sigmoid acti-
vation functions is unable to capture the temporal species changes. This is
because the log-sigmoid activation functions are usually used for classification
problems where the probability of an occurrence is predicted. The response
of the log-sigmoid function varies between 0 − 1, as shown in figure 4.11;
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therefore the range of the function is only a single unit with a small gradient
for the majority of cumulative signal value range. The small gradient leads
to the issue that the log-sigmoid function produces output signals of simi-
lar magnitude for input signals with large relative variation in value. The
result of this inadequacy leads to a mean error of ±0.013 on species mass frac-
tion, where the error mentioned is the square root of the mean-squared error
(
√
MSE =
√
1
dout
∑dout
j=1 (yj − x(L)j )2) between the network’s output variables’
values and the desired values for the specific random sample and training itera-
tion. These errors can be viewed as the mass fraction error the network makes
in the prediction. The low accuracy and the inability to capture changes in
the input signal of the network can be improved by replacing the output layer
log-sigmoid function by a linear function, as seen in figure 7.2a.
(a) Species mass fractions (b) Squared-error convergence
Figure 7.2: (Input) Sigmoid → (Hidden) Sigmoid → (Output) Linear: config-
ured network
The log-sigmoid activation functions used in the input and hidden layers
capture the non-linearity of the data, whereas linear function in the output
layer gives the network the ability to scale the signal linearly to the desired
response values. The mean-error for the Log-Sigmoid→ Log-Sigmoid→ Linear
network is ±0.4 × 10−3. The network with only hyperbolic tangent sigmoid
functions has a mean error of ±0.9 × 10−3, which is somewhat lower than
the network with only log-sigmoid functions, as seen in figure 7.3a. This is
due to two reasons: firstly, the output signal range for the hyperbolic tangent
sigmoid function is between −1 → 1, giving it a larger range for the output
signal magnitude; and secondly, the function has a large output signal gradient
for input signal values centred around the origin. The former reason gives
the function the ability to almost act as a linear function for certain input
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signal values, and therefore can capture linear and non-linear behaviour in the
dataset.
(a) Species mass fractions (b) Squared-error convergence
Figure 7.3: (Input) Tanh → (Hidden) Tanh → (Output) Tanh: configured
network
(a) Species mass fractions (b) Squared-error convergence
Figure 7.4: (Input) Tanh → (Hidden) Tanh → (Output) Linear: configured
network
The Tanh → Tanh → Linear (figure 7.4a) network has a mean error of
±0.59× 10−3, similar to the Log-Sigmoid → Log-Sigmoid → Linear network.
According to LeCun et al. (1998), hyperbolic tangent sigmoid functions con-
verge faster than log-sigmoid functions as seen in figures above, and have better
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non-linear function capturing abilities as mentioned. Therefore, the activation
functions used for the remainder of the present research is comprised of the
hyperbolic tangent activation function with a linear function at the final layer
to give the network additional linear scaling ability.
7.1.2 Effect of amount of hidden layers and neurons on
performance of network
In this section, the amount of neurons and hidden layers of the neural net-
work was varied and the in-sample prediction accuracy calculated to deter-
mine the best-performing architecture. For each configuration, a network was
trained for the following reaction time-steps: ∆0.5×10−6,∆0.5×10−5,∆0.5×
10−4 and∆0.5×10−3 s. The number of layers was varied between 1→ 3, where
the number of neurons was varied 1, 3, 7 and 10 for each layer variation. The
momentum and learning rate parameters were set to 0.75 and 0.35 respectively.
A training dataset was generated by solving 4000 random initial samples with
the VODE chemistry integrator and the learning iterations for the neural net-
work training phase was set to 8× 105. Due to randomisation introduced into
the model by random initial samples and random weights initialisation, each
network was trained 20 times on different training datasets; therefore 20×4000
random initial samples. The mean-squared error of the 20 training phases was
averaged to determine a global mean error (MSE) value with its accompany-
ing standard deviations (σ) for each of the species. The figures on the next
page show the global mean error plus the standard deviation (E = MSE+σ)
for the different configurations.
By studying figures 7.5a → 7.10d, the following conclusions are made:
• as the number of neurons increases, the error decreases due to the in-
creased flexibility of model to fit the sample data
• in general, as the number of hidden layers increases, the error increases,
this was also observed by Blasco et al. (1998); they postulated that the
error surface becomes more complex as the number of tuning parame-
ters (weights) increases, which implies that the minimisation algorithm
is more likely to get stuck in local minima. The local minima problem
is quite general in deep networks (more than one hidden layer) and the
in-sample error can be reduced by using an advanced optimization algo-
rithm such as the Adagrad (Duchi et al., 2011) routine as opposed to the
standard stochastic gradient ascent/decent algorithm (with momentum).
• as the reaction time-step increases, a more complex network is required
to capture the behaviour accurately
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(a) CH4 mass fractions for 0.5× 10−3 (b) CH4 mass fractions for 0.5× 10−4
(c) CH4 mass fractions for 0.5× 10−5 (d) CH4 mass fractions for 0.5× 10−6
Figure 7.5: CH4 mass fractions for varying amount of neurons and hidden
layers
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 7. NEURAL NETWORK ARCHITECTURE SELECTION AND
TRAINING 81
(a) CO mass fractions for 0.5× 10−3 (b) CO mass fractions for 0.5× 10−4
(c) CO mass fractions for 0.5× 10−5 (d) CO mass fractions for 0.5× 10−6
Figure 7.6: CO mass fractions for varying amount of neurons and hidden layers
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(a) CO2 mass fractions for 0.5× 10−3 (b) CO2 mass fractions for 0.5× 10−4
(c) CO2 mass fractions for 0.5× 10−5 (d) CO2 mass fractions for 0.5× 10−6
Figure 7.7: CO2 mass fractions for varying amount of neurons and hidden
layers
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(a) H2O mass fractions for 0.5× 10−3 (b) H2O mass fractions for 0.5× 10−4
(c) H2O mass fractions for 0.5× 10−5 (d) H2O mass fractions for 0.5× 10−6
Figure 7.8: H2O mass fractions for varying amount of neurons and hidden
layers
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(a) H2 mass fractions for 0.5× 10−3 (b) H2 mass fractions for 0.5× 10−4
(c) H2 mass fractions for 0.5× 10−5 (d) H2 mass fractions for 0.5× 10−6
Figure 7.9: H2 mass fractions for varying amount of neurons and hidden layers
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(a) O2 mass fractions for 0.5× 10−3 (b) O2 mass fractions for 0.5× 10−4
(c) O2 mass fractions for 0.5× 10−5 (d) O2 mass fractions for 0.5× 10−6
Figure 7.10: O2 mass fractions for varying amount of neurons and hidden
layers
For the second observation, the problem can be alleviated by increasing the
number of training iterations and adjusting the momentum parameter and the
learning rate parameter. Studying the in-sample errors of the figures above,
the single hidden layer model with 7 neurons was selected to use for the ANN
chemistry integrator model to be implemented in the CFD problem. The in-
crease in performance between the 7 and 10 neuron model (single hidden layer)
was not substantial; therefore the former was selected to simplify further im-
plementation and reduce training iterations. The appropriate neural network
complexity (amount of hidden layers and neurons) is determined by the sam-
ple size, the level of noise and the target function complexity. For the current
problem the sample size can be set to any size because the training dataset
is generated by the user specifying the amount of data points. The training
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dataset will have no statistical noise, seeing as the data is generated from the
conservation equations for the governing physics. In the next section, it will
be shown that the chosen network complexity (8→ 7→ 7) has the necessary
degrees of freedom to adequately predict the incremental species changes for
samples that were not included in the training set. Figure 7.11 below shows
the in-sample error as a function of the reaction time-step. As mentioned,
this shows that the relationship between the input variables and the output
variables is simpler for shorter time-steps due to smaller changes in species
mass fractions.
Figure 7.11: In-sample error as a function of reaction time-step for single
hidden layer (7 neurons) neural network
Now that the best performing neural network configuration is selected, the
networks for the different reaction time-steps must be trained on the PFR
simulation data of the WD1 chemical mechanism. The next section discusses
this procedure.
7.2 Neural network training of plug-flow
reactor generated data
The goal of neural network training is to map the input data sets to their
respective response values with relative accuracy. In doing so, the network has
adjusted the weights, which minimises the in-sample error and in turn gives the
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ANN the ability to capture the linear or non-linear relationship between the
training data’s input and output observations. In understanding the relation-
ship between the input and output training data, the network then can predict
output values for input data values that it has not trained on with relative ac-
curacy. The error between the predicted output values and the actual values
are called the out-of-sample error. To ensure the neural networks trained on
the PFR ODE solver’s results can be used with confidence in the EDC tur-
bulent combustion model of the Sandia flame (Barlow and Frank, 2007), the
estimated out-of-sample error should be minimised. The generalisation error
is the difference between the in-sample and the out-of-sample error. Therefore,
if the generalisation error is minimised, the out-of-sample error is said to track
or follow the in-sample error. This means the magnitude of the out-of-sample
error will be very similar to the in-sample error calculated during training of
the networks. Increasing the amount of training data observations increases
the network’s ability to capture the relationships between the input and out-
put data; this in turn decreases the generalisation error. For models with high
complexity (amount of tuning variables such as the weights), the amount of
data points required to ensure the out-of-sample error tracks the in-sample
error increases drastically. A theoretical representation of this phenomena is
seen in figure 7.12 below.
Figure 7.12: Theoretical plot of in-sample error and out-of-sample error for
simple and complex statistical models, Abu-Mostafa et al. (2012)
In figure 7.12 the graph on the left is for a simple model and the graph
on the right is for a complex model. Seeing as training data is generated by
the methods discussed in Chapter 6, any size training dataset can be gener-
ated. To determine the required size of the training dataset to ensure the
generalisation error is minimised, the selected architecture is trained on data
sets of size N = 10, 100, 500, 1000, 2000, 4000, 10000 and 20000 each. For each
dataset, the training iterations were set at 1× 106 to ensure the model trains
on all the samples within the training set. Once each network is finished train-
ing, the weights are saved. The network weights are then used in the forward
propagation routine to predict the response values of the test dataset. The
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test dataset is generated using the same technique as used in training dataset
creation and is comprised of all the data points for 4000 random initial sam-
ples. The in-sample and out-of-sample errors for the increasing dataset sizes
were calculated for a small and large reaction time-step neural network model
of 0.5 × 10−6 and 0.5 × 10−3 respectively. This was done to ensure the gener-
alisation error is minimised over the entire range of reaction time-steps used
in the CFD simulation. Figure 7.13 and 7.14 below shows the in-sample and
out-of-sample errors for these exercises.
Figure 7.13: In-sample and out-of-sample error for 0.5 × 10−6 network model
of increasing dataset sizes
The data above shows that the generalisation error is minimised for train-
ing dataset sizes above 10000. The error for the small reaction time-step, as
expected, is lower than the error for the large reaction time-step model. We see
a strange phenomenon in that the out-of-sample error almost perfectly tracks
the in-sample error, but in figure 7.12 theory shows that this is not possible.
The perfect tracking is due to the fact that the training data generated by the
PFR program has no noise, whereas the theory assumes there is noise in the
dataset. The theoretical formulation of the expected out-of-sample error is:
E[Eout(g(D))] = E[(g(D)(x)− µg(x))2] + E[(µg(x)− f(x))2] + E[(x)2] (7.3)
where in equation (7.3), gD(x) is the model expected value; µg(x) is the av-
erage output value of the model; f(x) is the target function; and (x) is the
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Figure 7.14: In-sample and out-of-sample error for 0.5 × 10−3 network model
of increasing dataset sizes
noise in the data. The first term is the variance of the model and is low-
ered by increasing the training dataset size N and the second term is the bias
error of the model. The variance error is the error due to the variability of
the model’s predictions. The bias error is due to the difference between the
predicted value and the actual value. Bias error can be reduced by increasing
the model complexity. However, this leads us to a well-known problem called
the bias-variance trade-off where, as the bias error is reduced, the variance
error increases, and vice versa. High bias error leads to under-fitting, and high
variance error leads to over-fitting, but for the data generated in the present
research where there is no noise, a large dataset will reduce the variance error
and the correct model complexity will reduce the bias error. As mentioned,
care must be taken when the model complexity is set too high, as this can lead
to problems with the gradient ascent algorithm getting stuck in local minima
of the error surface. Based on these findings, the final neural networks will be
trained on the data generated by the PFR program using 20000 random initial
samples.
It has been shown that the neural networks can predict, with relative ac-
curacy, the incremental mass fractions changes of species during combustion
in a PFR. The computational speed difference between the neural network
chemistry integrator and the BDF VODE solver was also investigated. This
was investigated by solving a user-specified number of random samples (species
and temperature) to nearly steady -state conditions. The sample sizes were
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set N = 10, 100, 500, 1000, 2000, 4000, 10000 and 20000, where for each sample
size the speed of the BDF ODE solver and the ANN chemistry integrator was
recorded. The results are shown in the figure below.
Figure 7.15: Solving time as a function of amount of species compositions
solved to nearly steady -state
Figure 7.15, shows a large reduction in solving time if the ANN chemistry
integrator is used. The difference in solving time between the traditional ODE
solver and ANN integrator increases exponentially as the number of reactions
increases. This is because the number of calculations performed by the BDF
ODE solver over the ANN integrator increases as the number of reactions
increases. The ODE solver integrates the species and energy equation by
time-stepping, therefore solving 7 species and 1 energy equation for each time-
step, whereas the ANN integrator only performs two matrix multiplications for
each time-step. The reduced amount of calculations performed by the CPU
for the ANN integrator gives this method the solving time reduction over the
traditional method, as seen in figure 7.15.
The computer program codes used to perform all the calculations seen in
this chapter can be found in Appendix E along with sample calculations and
program flowcharts for the forward- and backward-propagation programs.
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Implementation of artificial neural
network in Fluent® 17.0
In Chapter 5 the Sandia flame D (Barlow and Frank, 2007) was modelled
with Fluent® 17.0’s standard EDC turbulence-chemistry interaction (DI and
ISAT) methods for a methane chemical mechanism. A UDF that calculates
the mixture fraction for Fluent® 17.0’s species transport model was developed.
The mixture fraction was used to determine the upper and lower bounds of
the mixture fluid volume that is chemically active.
These bounds ensure that the random initial samples generated do not
bias towards the chemically non-reactive section of the compositional space
and were used in Chapter 6 to generate the training set for the ANN. The
dataset was generated using the PFR’s species and energy equations for a set
amount of random samples and specified reaction time-steps. The equations
for each time-step were solved using a BDF VODE solver. Each time-step iter-
ation’s initial condition is recorded as the observation’s input variable, and the
species fractions after reacting over the time-steps was set as the observation’s
output variables and the next iteration’s initial condition. This process was
continued until steady state was reached; at that point a new random sample
was generated and the process repeated.
In Chapter 7, the author explained methods of training and finding the
best performing neural networks, within the self-specified limits, that are ca-
pable of predicting incremental species changes. It was shown that the best
performing activation functions are a combination of log-sigmoid and linear
functions or hyperbolic tangent sigmoid and linear activation functions. The
networks require the ability to scale up linearly due to the large formation/-
consumption gradients of the species fractions during combustion; therefore
requiring hyperbolic-tangent sigmoid and linear activation functions as shown
in figures 7.3a and 7.4a. Further, it was shown that a network with a single
hidden layer and 7 hidden neurons has an adequate model complexity to fit the
training and out-of-sample data reasonably accurately with a large computa-
tional time reduction over the traditional BDF VODE solver. In this chapter,
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all these aspects of the research will be brought together, and the artificial
neural network chemistry integrator will be implemented in the CFD model of
the Sandia flame D.
Previous research where ANNs were used to predict chemistry were mostly
related to non-premixed combustion where flamelet library entries were used
as the training datasets for the neural networks. The combustion was resolved
using the steady flamelet model (incorporated in Fluent® 17.0). The flamelet
model only moderately incorporates chemical non-equilibrium and cannot re-
alistically model combustion that depends on detailed kinetics. The unsteady
laminar flamelet model, on the other hand, is able to resolve combustion with a
low Damkohler number, but requires the model to be solved transiently, which
is not always a viable industrial approach. The computer RAM requirement
of the flamelet library is also very large because it needs to store the flamelet
library in the computer’s memory for fast access during the simulation. The
EDC combustion model, as mentioned, is a generic model that can incorpo-
rate detailed chemistry and resolve the turbulence-chemistry interaction more
fundamentally. The fact that the EDC model is a species transport model and
solves a transport equation for each of the species and needs to resolve the stiff
chemical kinetics integration, makes it a very computational resource-intensive
model. To alleviate the heavy computational resources of the EDC model’s
integration procedures, the present research implements a unique procedure
where the ANN chemistry integrator is programmed to resolve the chemical
kinetics integration in Fluent® 17.0 without the need for the DI/ISAT meth-
ods. The ANN integrator will enable practising engineers to use large chemical
mechanisms with the EDC model on an industrial scale and solve the problems
within a reasonable time and with reasonable computer resources.
The variables passed to the ANN chemistry integrator are the species mass
fractions of the cell, the fine structure time scales τ ∗ and the cell temperature.
To output the incremental species changes in the fine scales over τ ∗, the im-
plemented code should calculate the mixture fraction of the cell and determine
if the cell is reacting based on the limits specified in Chapter 5. If the cell is
reacting, the code should perform a forward propagation routine calling the
correct weights and bias matrices based on the cell’s chemical reaction time.
Once the fine scales mass fractions are calculated, these values are utilised to
determine the reaction rates for all the species transport equations and the en-
ergy release rate in the energy equation. The reaction rates and energy release
rate should then be hooked into Fluent® 17.0’s conservation equations.
This section will explain in short the implementation of the ANN integrator
in Fluent® 17.0. The solution procedure for the ANN integrator in Fluent®
17.0 is:
1. Prior to Fluent® 17.0 global iterations, the mixture fraction is calcu-
lated by running the DEFINE_ADJUST(mf_BILGER,d) UDF (see Ap-
pendix C), which loops through all the cells in the computational domain.
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This routine calculates the mixture fraction and sets it equal to a spec-
ified user-defined memory location (C_UDMI(c,t,i) where i designates
the location of the variable).
2. The fine structure regions’ volume fraction and time scale are calculated
for each cell, by the
DEFINE_ADJUST(NN_fineScaleReaction,d) (see Appendix F) UDF,
where this UDF is the main function, responsible for getting values from
the cells and passing values between the relevant functions such as the
neural network function and the source functions.
3. If the mixture fraction is within the pre-specified bounds, the cell’s mass
fractions and temperatures are called by the main function and cast to a
species and temperature vector. This vector will be the input to neural
network routine. The main function
[DEFINE_ADJUST(NN_fineScaleReaction,d)] then passes this vector
to the neural network function.
4. Based on the reaction time scale τ ∗, the neural network function then
returns the fine scales species mass fractions for the given initial species
mass fraction values and reaction time of τ ∗ for the cell. The function,
therefore, performs the forward propagation calculation of the neural
networks. The output vector is then returned to the main function.
5. The individual fine scales species mass fractions of each of the species in
the mechanism are then passed to their individual source-term functions
by the main function (see Appendix F).
6. The source term functions then calculates the net reaction rate of each
species and the energy source due to chemical reactions. These reaction
rates and the energy source value for the cell are then hooked to Fluent®
17.0’s conservation equations.
7. The main function steps to the next cell and the process above is repeated
from step (2) until the function has looped through all the cells in the
computational domain.
8. Fluent® 17.0 performs a global iteration, and the process is repeated
from step (1).
To solve the above-mentioned procedure the CFD model is first initialised
and solved for 10 − 50 iterations with the traditional EDC model, before the
ANN chemistry integrator is activated and Fluent® 17.0’s reactions deacti-
vated. This is done to ensure that all the fluid variables are initialised and
contain values before they are passed to the user-defined functions. The so-
lution methods, pressure-velocity coupling and spatial discretisation, are the
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same for the traditional Fluent® 17.0 models and the novel ANN-EDC chem-
istry integrator. The under-relaxation factors for both approaches are seen in
the table below.
Table 8.1: Under-relaxation factors for ANN chemistry integrator and standard
EDC simulations with DI/ISAT activated
Pressure 0.15
Density 0.6
Body forces 1
Momentum 0.6
Turbulence kinetic energy 0.7
Turbulence dissipation rate 0.7
Turbulence viscosity 0.8
Species 0.5
Energy 0.5
The DI, ISAT and ANN chemistry integration models were solved until the
residuals and custom monitors reached convergence. The monitors configured
are: (1) the average vertex CO mass fraction of the centreline axis; (2) max-
imum vertex H2 mass fraction of the centreline axis; (3) average vertex O2
mass fraction of the centreline axis; (4) maximum vertex CH4 mass fraction
at a radius of 0.02 m and the maximum vertex temperature at the centreline,
0.01 m radius and 0.02 m radius.
An alternative approach to model detailed chemistry with the EDC com-
bustion model was proposed and implemented by Schmidt et al. (2004) and
Anderson et al. (2015). They used the EDC as a chemistry solver applied
to a developed flow, turbulence and temperature field. This entails solving
the combustion with EDM for a two-step mechanism for the given fuel. Once
the simulation is converged, the flow, turbulence and energy equations are
disabled. The EDC is then activated, and a detailed chemical mechanism is
loaded into the simulation and solved; thus the EDC is used as a chemistry
post-processor to predict intermediate and pollutant species. Anderson et al.
(2015) found that the EDC model resulted in slow fuel conversion rates for
a 50 kW non-swirling natural gas combustor, but once the EDC calculations
were superimposed on the flow-field from the EDM model, superior results
were achieved. Schmidt et al. (2004) and Anderson et al. (2015) showed that
reasonable results could be achieved with this approach. This alternative ap-
proach was also modelled in the present research and compared to the exper-
imental data, EDC method with traditional chemistry integration, EDC with
ANN chemistry integration and some results from literature. Scharler et al.
(2003) showed that the original Magnussen constants AEDM and B of 4 and
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0.5 did not yield good prediction accuracy for a CO/H2/N2 flame, in that it
over-predicted the reaction rate of the CO oxidation reaction. Scharler et al.
(2003) proposed that the EDM constants AEDM and B should be 0.6 and
0.5 respectively. These constants were used in the EDM model for reaction
2 in table 4.1. The simulation was also configured only to solve the first two
reactions of the WD1 mechanism.
Using a similar approach as Schmidt et al. (2004) and Anderson et al.
(2015), a second alternative is also proposed. Rather than using the EDM and
a two-step mechanism to model the temperature, flow and turbulence field, a
two-step EDC model is used with the DI/ISAT integration procedure. Once
the solution has converged, the full mechanism is loaded into the model and the
chemical kinetics resolved using the ANN chemistry integrator while the flow,
turbulence and energy fields are frozen. This approach gives the added benefit
of not having to adjust the Magnussen constants for the specific problem being
solved. The amount of equations needed to be integrated is also lower, thus
reducing the computational load of the simulation.
The methods mentioned above enables a practising engineer to predict tem-
perature, flow and species quantities on industrial scale combustion problems
using the EDC with the ANN chemistry integrator. Two levels of approaches
were mentioned: first; using the ANN chemistry integrator and EDC model
as a full combustion modelling approach and the second level model uses the
ANN-EDC combustion model as a chemical post processor which can be used
on new or already existing and validated CFD combustion models of boilers or
internal combustion engines to predict formation of pollutants and unburned
hydrocarbons.
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Results and computational
performance
The performance of the novel ANN chemistry integrator-EDC model will be as-
sessed in two parts, namely accuracy and computational performance. For the
accuracy assessment the results generated solving the CFD model of the San-
dia flame with the new approaches (full EDC solution and the superimposed
EDC chemistry solutions) are compared to the experimental data, the results
of the EDC model using the DI and ISAT chemistry integration procedures
and Kempf et al. (2005)’s results for their LES steady laminar flamelet-ANN
model. In the second part, the utilised computational resources of the EDC-
ANN model will be compared to the method of using the traditional ISAT
and DI integration techniques. All the models will use the realizable k−  tur-
bulence model and at the end of this section two of the chemistry integration
models will be simulated using the RSM model. The goal is to determine if the
new approach will yield reasonably accurate results compared to the experi-
mental data and results generated using the traditional integration techniques,
while offering a substantial computational resource reduction.
9.1 Results comparison
In this section, the predicted species mass fractions, temperatures and mixture
fractions of the different modelling approaches are compared to the experimen-
tal data and results of Kempf et al. (2005)’s LES steady laminar flamelet-ANN
model. The same data sampling locations in the computational domain used
in Chapter 5 will be utilised here again. The species and temperature results
of the EDC model using the ISAT or DI procedures are similar; thus only the
DI results will be shown in the following figures.
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(a) Temperature (b) Mixture fraction
Figure 9.1: Temperature and mixture fraction distribution at axial locations
on the centreline of the flame. Θ (black) - Exp, Θ (blue) - DI/ISAT EDC,
Θ (red) - EDC/ANN, Θ (green) - EDC/ANN on EDM temperature and flow
field, Θ (magenta) - EDC/ANN on EDC two-step temperature and flow field
and Θ (orange)- Kempf et al. (2005)
(a) Temperature (b) Mixture fraction
Figure 9.2: Temperature and mixture fraction distribution at radial locations
at x/d = 0.15 m
(a) Temperature (b) Mixture fraction
Figure 9.3: Temperature and mixture fraction distribution at radial locations
at x/d = 0.3 m
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(a) YH2 (b) YH2O
(c) YCH4 (d) YCO
(e) YCO2 (f) YO2
Figure 9.4: Species mass fractions at axial locations along centreline of flame.
Θ (black) - Exp, Θ (blue) - DI/ISAT EDC, Θ (red)- EDC/ANN, Θ (green)
- EDC/ANN on EDM temperature and flow field, Θ (magenta) - EDC/ANN
on EDC two-step temperature and flow field and Θ (orange) - Kempf et al.
(2005)
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(a) YH2 (b) YH2O
(c) YCH4 (d) YCO
(e) YCO2 (f) YO2
Figure 9.5: Species mass fractions at radial locations at x/d = 0.15 m. Θ
(black) - Exp, Θ (blue) - DI/ISAT EDC, Θ (red) - EDC/ANN, Θ (green) -
EDC/ANN on EDM temperature and flow field, Θ (magenta)- EDC/ANN on
EDC two-step temperature and flow field and Θ (orange) - Kempf et al. (2005)
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(a) YH2 (b) YH2O
(c) YCH4 (d) YCO
(e) YCO2 (f) YO2
Figure 9.6: Species mass fractions at radial locations at x/d = 0.3 m. Θ
(black) - Exp, Θ (blue)- DI/ISAT EDC, Θ (red)- EDC/ANN, Θ (green) -
EDC/ANN on EDM temperature and flow field, Θ(magenta) - EDC/ANN on
EDC two-step temperature and flow field and Θ (orange) - Kempf et al. (2005)
For the remainder of this discussion, the different methods applied will be
named:
• EDC model solved using traditional ISAT/DI techniques - Model 1
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• EDC model solved using the ANN chemistry integrator - Model 2
• EDC model solved with ANN chemistry integrator while energy, flow and
turbulence fields are frozen. The flow, turbulence and energy fields are
calculated using the EDM model with a two-step reaction mechanism -
Model 3
• EDC model solved with ANN chemistry integrator while energy, flow and
turbulence fields are frozen. The frozen fields are resolved using an EDC
two-step chemical mechanism combustion model solving major species -
Model 4
Figures 9.7a and 9.7b below show the convergence of the species fractions’
residuals for simulations using the ANN and DI/ISAT integration techniques.
The residuals show that both integration techniques yield good convergence,
whereas the traditional procedures outperform the ANN technique.
(a) ANN residuals (b) DI/ISAT residuals
Figure 9.7: Residuals of species fractions for Sandia flame D simulation using
ANN chemistry integrator and ISAT/DI integrators
Figure 9.1a shows that model 1, 3 and 4 all predict an early temperature
peak occurring closer to the burner than the experimental data shows. The
temperature peaks predicted by the models are also higher than the experi-
mental data. The oxidation rate of CH4 predicted by these models are higher
than the rate observed during the experiment. This is due to reaction 1 in
table 4.1 that has either too high a pre-exponential factor or too low activa-
tion energy and the over production of turbulence close to the nozzle by the
realizable k −  model. The rapid oxidation of the CH4 into CO, high turbu-
lence production and high-temperature zone located close to the burner causes
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the CO oxidation rate predicted by the models to be higher than the reaction
rates of the experiment. This is seen in figures 9.4d, 9.5d and 9.6d, where the
CO mass fraction peaks predicted by models 1, 3 and 4 occur closer to the jet
outlet and is consumed more rapidly than the experimental results show. This
is further illustrated by figure 9.6d, where it is seen that the predicted CO is
almost completely consumed, whereas the experimental data shows that there
is still some CO left in the mixture close to the centreline of the flame at an
axial location of x/d = 0.3m. The difference in the height of the CO peaks
between model 1 and models 3,4 in figure 9.4d is due to the out-of-sample er-
ror of the neural network’s prediction. In figure 9.1a, it is seen that the EDM
model predicts a higher temperature than the EDC model with a two-step
reaction mechanism. The lower CH4 oxidation rate of the EDC model leads
to a slower CO oxidation rate, which means that the CO is consumed at a
slower rate for model 3, and this is seen in figure 9.4d. The high temperature
zone and high intermediate species concentrations cause accelerated oxidation
of the fuel and unburned species. Evidence of this is seen in figures 9.4c, 9.5c
and 9.6c where high concentrations of CO2 are observed closer to the jet out-
let than the experimental data shows; and further downstream, the CO2 mass
fractions predicted by models 1, 3 and 4 are higher than the experimental
values off from the centre line. Figure 9.4a shows that the ANN integrator
(models 3,4) over-predicts the amount H2 in the gas mixture compared to the
experimental data and model 1; this is most likely due to the neural network’s
out-of-sample error. From the figure, it is seen that the amount of H2 in the
gas mixture is very small, thus the effect of the neural network’s out-of-sample
error is more substantial and therefore the magnitude of over-prediction more
severe.
The mixture fraction bounds implemented also have an effect on the results
predicted by the neural networks. The lower bound does not have a major
effect on the results if the value is lower than 0.15. Any specified bound
higher than this will cause the ANN active zone to shrink to a smaller volume
than what the actual reacting zone is (see figure 5.13). The results are more
sensitive to the upper bound (0.6), because this value moves the ANN active
zone closer and further away from the jet outlet. Decreasing the upper mixture
fraction bound will move the active centreline further away from the jet outlet
and thus delay the oxidation of CH4 and subsequent reactions. Increasing the
upper mixture fraction bound will move the active ANN zone closer to the jet
outlet and cause reactions to take place closer to the jet outlet. Figure 9.8
below shows the CO predictions by the ANN chemistry integrator for different
upper bound mixture fractions values on the centreline of the flame. It is
clearly seen that as the mixture fraction increases, the reaction zone moves
closer to the jet outlet.
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Figure 9.8: Predicted CO mass fractions by ANN chemistry integrator for
different upper bound mixture fraction limits with models 3,4. Θ - f = 0.9, Θ
- f = 0.8 and Θ - f = 0.6
In conclusion, models 3,4 are in good agreement with the EDC model using
the traditional integration procedures, but still have the same drawbacks as
the traditional modelling approach because of the mechanism and turbulence
model used.
Next, model 2 will be compared to models 1,3,4 and experimental results.
Model 2 enables the chemistry solution to change the energy, flow and turbu-
lence fields of the CFD simulation. It is seen in figure 9.1a that the temperature
peak predicted by model 2 occurs further downstream from the jet outlet. A
larger temperature difference is seen between model 2 and models 1,3,4 than
between the latter models (1,3,4). This result is due to the ANN chemistry
integrator’s predicted reaction rates that can change the temperature of the
mixture through the chemical energy source term that is included in the en-
ergy equation of Fluent® 17.0. The high predicted H2 and CO mass fractions
of model 2 indicates that the chemical energy contained in the hydrogen and
carbon-monoxide bonds is yet to be released, thus the temperature of the
gas mixture is lower. The mixture fraction limits therefore delay the reaction
and heat release, causing all subsequent reactions to take place further down-
stream than predicted by models 1,3,4. Model 2 suffers from the same problem
as models 3,4 in that the quantities of hydrogen in the mixture is extremely
small; thus the out-of-sample error of the neural network’s prediction has a
substantial effect on the prediction accuracy; this is seen in figure 9.4a. Based
on the results of model 2, it can be concluded the temperature and species
mass fractions are much more sensitive to the mixture fraction limits than the
other models, as seen in figure 9.9.
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Figure 9.9: Predicted CO mass fractions by ANN chemistry integrator for
different upper bound mixture fraction limits with model 2. Θ - f = 0.9, Θ -
f = 0.8 and Θ - f = 0.6
The three modelling approaches used (models 2,3,4) all show relatively
good agreement with each other and the CFD simulation using the ISAT/DI
integration procedures. This was expected, given that the new mathematical
approach to handling the chemistry integration was developed to be a low-
resource alternative chemistry integration technique that can be used with the
EDC model on an industrial scale, and not an entirely new combustion model.
The results show that the model of Kempf et al. (2005) predicts the ex-
perimental results more accurately than models 1, 2, 3 and 4. This would be
expected because Kempf et al. (2005) used a superior turbulence model along
with a detailed chemical mechanism (GRI 3.0). The combustion model used
by Kempf et al. (2005) was the steady laminar flamelet model. As mentioned,
the model is only able to moderately account for chemical non-equilibrium
(Da  1). The Damkohler number range for the Sandia flame D model is
between 1 × 10−12 → 6, thus the combustion conditions of the experimental
setup is on the limit of what the model can accurately predict; nonetheless,
the more detailed chemical mechanism used byKempf et al. (2005) accounts
for intermediate reactions that cause the temperature, CO, H2 and H2O peaks
to align closer to the experimental results. Figure 9.4d shows that the steady
laminar flamelet model over predicts the CO mass fractions close to the burner
outlet. This is due to the model’s inability to account for detailed chemical ki-
netics (only applicable to fast chemistry). Close to the burner the composition
of the mixture is fuel rich and the flow highly turbulent. The fine structure
time scales therefore becomes smaller than the time required to reach chemical
equilibrium, and the fast chemistry assumption becomes invalid in that area
leading to the over prediction of the CO. LES turbulence models require that
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the mesh is extremely fine to resolve some of the subscale turbulence effects
and to be solved transiently, making it not industrially viable to solve large
problems such as combustion in boiler furnaces.
The ANN chemistry integrator will in future research be configured to work
with chemical mechanisms such as the one used by Kempf et al. (2005) that en-
able the prediction of fouling constituents (KCl) and pollutants (NOx, SOx
and unburned hydrocarbons). A larger chemical mechanism will naturally
comprise of more species. The input layers of the networks will therefore be
larger, and the hidden layers will also have more neurons. If the relationship
between the compositions and their incremental changes are more complex,
additional layers can be used if necessary. Even with the additional layers
and neurons, the neural network approach will still outperform the traditional
methods in terms of computational speed. For larger networks, the forward
propagation routine will still only be a single-digit number of matrix multi-
plications. The matrices will be larger due to the increase in the number of
neurons, but this will have a very small effect on solving time. The DI num-
ber of calculations performed by the CPU, on the other hand, will increase
substantially due to the increase in the number of reactions and species. The
addition of radical species that have a very high reaction rate will cause the
set of ODEs to become stiffer, thus increasing solving time even further. As
the chemical mechanism’s complexity increases, the performance benefit of
the ANN over the DI will increase. Complex mechanisms also require that the
available ISAT table memory increases to accommodate the additional reac-
tions and species. Again, the ratio of RAM reduction of the ANN integrator
over the ISAT table will also increase as the mechanism complexity increases.
As shown in Chapter 5, the RSM turbulence model predicted a lower tur-
bulence production rate which resulted in the temperature peak on the centre
line of the flame to occur further downstream than what the two equation mod-
els predicted. The peak also aligned closer to the experimental data. Using
the modelling approaches of models 2 and 4 and the RSM turbulence model
the Sandia Flame D was simulated. Figures 9.10a→ 9.10f and 9.11 shows the
results of the fluid species mass fractions and temperature on the centre line of
the flame. As with the results seen in Chapter 5, we see that the RSM model
pushes the temperature, CO and CO2 peaks further downstream. The real-
izable k −  turbulence model over predicts the turbulence generated close to
the burner nozzle in the active reaction zone, in turn over predicting the CH4
and CO oxidation rates. The contour plots of Ret for the RSM and realizable
k −  models can be seen in Appendix G.
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(a) YH2 (b) YH2O
(c) YCH4 (d) YCO
(e) YCO2 (f) YO2
Figure 9.10: Species mass fractions at axial locations along centreline of flame
predicted using the RSM turbulence model. Θ (black) - Exp, Θ (red) - ED-
C/ANN and Θ (magenta) - EDC/ANN on EDC two-step temperature and
flow field
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Figure 9.11: Temperatures at axial locations along centreline of flame predicted
using the RSM turbulence model. Θ (black)- Exp, Θ (red) - EDC/ANN and
Θ (magenta) - EDC/ANN on EDC two-step temperature and flow field
9.2 Computational resource comparison
A brief comparative study of the computational demands by different chem-
istry simulations is presented in this subsection, with the aim of highlighting
the advantages and drawbacks of the ANN, ISAT and DI techniques. The com-
parative study involved solving the Sandia flame D model for a set amount of
iterations and recording the time per iteration and computer memory usage
(RAM). This study was performed on a Dell Precision T5610, 2-off Intel(R)
Xeon(R) CPU E5-2609 v2 @ 2.5 GHz, 48 GB memory and running Windows
7 64-bit. Tests were performed to gauge the computational resource benefits
of using the ANN chemistry integrator approach based on the computer pro-
cessor time and memory requirements. The Sandia flame D CFD model was
solved using five different chemistry integration approaches on the mesh used
in the previous simulations (cells = 2352). Each configuration was solved for
5000 iterations, where the solving time and RAM usage were to be recorded.
If the simulations’ residuals and monitors converged before the set amount of
iterations were reached, the time to convergence was recorded and the simu-
lations allowed to solve to 5000 iterations. A summary of the results is found
in the table below.
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Table 9.1: Computational performance of integration techniques: CPU time
Iterations per second Ratio
Direct integration 3.33 1
In-situ adaptive table 3.75 1.13
Artificial neural network 4.28 1.30
Artificial neural network chemistry solver su-
perimposed on two-step EDC (DI/ISAT) solu-
tion
4.01 1.2
Artificial neural network chemistry solver su-
perimposed on two-step EDM solution
4.5 1.35
Two simulations were solved using the ISAT integration procedure. The
first had the ISAT error tolerance at the default value of 0.001; where the error
tolerance was reduced to 1 × 10−6 for the second simulation. The tolerance
is used to control the numerical error of the ISAT table and is, therefore, the
maximum allowable increment of the table entries, making the tables much
larger. The value of 0.001 is relatively large, which allows for faster conver-
gence, but the magnitude should be reduced to ensure an accurate solution,
according to ANSYS (2016). Decreasing the magnitude of the error tolerance
resulted in the memory and time requirements to build the ISAT to increase,
and the ISAT method performed slower than the DI procedure. Once the
user-specified maximum storage of the ISAT is filled, Fluent® 17.0 will revert
to DI. Table 9.1 shows that the ANN techniques outperform the DI and ISAT
techniques on CPU time.
The best performing model was the one where the EDM was used to first
solve the flow, turbulence and energy fields using a two-step reaction mecha-
nism and then using ANN chemistry integrator and five-step mechanism as a
post-processor to determine additional species concentrations. This is because
the amount of calculations performed by the processor is minimised for the
duration of the solving procedure (5000 iterations). For the "EDM" part, the
model solves 3 velocity equations, 2 turbulence equations, 1 energy equation
and 5 species transport equations (3+2+1+5 = 11 equations) without the need
for integrating the chemical kinetics versus the "EDC" model, which uses the
ANN integrator that solves the 3 velocity equations, 2 turbulence equations,
1 energy equation and 6 species transport equations (3 + 2 + 1 + 6 = 12 equa-
tions), which also requires no integration. For the second part, the "EDM"
model’s flow, turbulence and energy equations are frozen and thus the model
only solves the 6 species transport equations and uses the ANN chemistry
integrator, while the "EDC" model still solves the 12 equations. The ANN
chemistry integrator also eliminates the amount of iterations performed by
the CPU. For the traditional DI/ISAT methods, multiple iterations are per-
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formed during the fine scales residence time, 0→ τ ∗, which ensures numerical
stability and reduced truncation error, whereas the ANN chemistry integrator
replaces these iterations by two matrix multiplications (forward propagation
routine), thus reducing the amount of operations performed.
As expected, the difference between the ANN and ISAT (22% solving time
reduction) is not as large as the difference between the ANN and the DI tech-
niques (35% computational time reduction). The table below shows the RAM
requirements of the ISAT (large and small tolerance settings) and ANN tech-
niques:
Table 9.2: Computational performance of integration techniques: RAM re-
quirements
RAM requirements [MB] Ratio
Direct integration 76 1
In-situ agglomeration table 152 2.0
In-situ agglomeration table (tolerance = 1× 10−6) 820 10.78
Artificial neural network 78 1.03
Table 9.2 shows that the DI and ANN have lower RAM requirements than
the ISAT technique. Additionally, if a higher degree of accuracy is required
from the ISAT table, the required RAM increases drastically.
As seen in Chapter 6, figure 7.15, the real performance increase of the
ANN occurs at above 10000 initial reaction samples. The mesh for the current
problem, as mentioned, has only 2352 cells and the same amount of reaction
sets being evaluated; therefore the current problem is quite small and the real
performance benefits of the ANN not fully seen. To evaluate the performance
benefits of the ANN for larger meshes, the following mesh sizes were solved
over 5000 iterations: 2352, 5595, 12489 and 22500, where the RAM and CPU
resource requirements were recorded for each mesh size. The figures below
show the speed-up ratio over the DI technique by the ANN and ISAT methods
and the RAM usage reduction over the ISAT method by the ANN and DI
methods, respectively. From figures 9.12 and 9.13, it is clearly seen that the
performance benefits of using the ANN are very positive, in that it has low
RAM resource requirements and low CPU times. As the mesh size of the
simulation was increased, the CPU time reduction ratio of the ANN over the
DI increased. The same was seen for RAM usage: as the mesh size increased,
the RAM usage of the ISAT method increased substantially, and the RAM
reduction ratio of the ANN over the ISAT increased exponentially.
A typical industrial boiler mesh can range from 2 × 106 − 40 × 106 cells,
depending on the amount and velocity of the over-fire air jets, size of the
furnace and whether the superheater’s heat transfer is to be resolved (requiring
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a fine mesh for the gas stream around the heat transfer surfaces, usually a
y+ = 0.5). Assuming a linear scale-up on solving time, the ANN chemistry
integrator could be 180− 3700 times faster for an industrial boiler model. In
reality, the linear assumption is perhaps not that accurate since the required
resources for the other computational processes (momentum, energy, radiation
and species equations) also increase and become the limiting processes.
Figure 9.12: Speed-up ratio over the direct integration method. Θ - ANN-
EDC (Model 2), Θ - EDC models using ISAT, Θ - EDM-EDC-ANN (Model
3) and Θ - EDC-EDC-ANN (Model 4)
Nonetheless, the large speed-up mentioned (180− 3700) could be seen over
just the DI chemistry integration procedure, which will drastically reduce solv-
ing time. With the increase in mesh size, the required computer memory also
drastically increases. As an example, for an industrial biomass boiler model
(12× 106 cells) using a two-step mechanism and an available ISAT memory of
8000 MB, the ISAT table had to be cleared every iteration to achieve speed-up
versus the DI method. The ANN chemistry integrator will therefore offer large
memory savings compared to the ISAT technique, seeing as the computer will
only have to store the network matrices in the memory of the computer. For
a two-step mechanism using 6 species, this could be roughly two matrices of
7× 6 and 6× 6 entries.
To determine if the EDM model and the ANN integrator solves at compa-
rable solving times, the EDM model was solved using the WD1 mechanism.
Although this will not yield an accurate set of results, it will be a fair compari-
son between the "pure" EDM and EDC-ANN solving times. It was found that
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the ANN chemistry integrator model solves at a speed comparable to the EDM
model, as seen in figure 9.14. An industrial boiler model using the EDM model
(two-step mechanism) solves roughly at a speed of 4.2 iterations per minute
and takes about 0.83 days to converge, whereas the EDC (same two-step mech-
anism used in the EDM ) model using ISAT solves at roughly 0.5 iterations
per minute which results in about a seven day solving time before convergence
is reached. Seven days is too long a period for industrial design CFD simula-
tions where multiple design permutations must be analysed, various load cases
solved and, in some cases, multiple fuels’ performance determined. The EDC-
ANN combustion model could offer the ability to use an advanced combustion
model (EDC) with large chemical mechanisms on large scale applications and
solve it with the same computational requirements as the EDM model.
Figure 9.13: Computer memory usage for ISAT, DI and ANN models. Θ -
ANN, Θ - DI, Θ - ISAT
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Figure 9.14: Solving time comparison between EDM and EDC-ANN combus-
tion models for the WD1 mechanism. Θ - ANN, Θ - EDM
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Chapter 10
Summary, conclusion and
recommendations
This section will present discussion and summary of the research leading to
conclusions and recommendations.
10.1 Summary and conclusions
The purpose of the project was to develop and validate a novel chemistry inte-
gration technique for the eddy dissipation concept advanced combustion model
for steady-state RANS applications. The technique uses ANNs to predict the
incremental changes in species mass fractions due to chemical reactions in the
fine scales of the turbulent flow field. The motivation for the novel approach to
solving the chemistry integration as an alternative method to what is currently
employed in commercial CFD codes, was to address the high computational
resource requirements of the DI and ISAT integration techniques. The new
technique uses ANNs to predict the incremental species changes in the fine
scale reactors, by feeding the cells’ species composition and temperature to
the network. By utilising a forward propogation routine, the network then
calculates the species composition of the mixture that has reacted over the
fine structure time scale. The new chemistry integration technique circum-
vents the need for high CPU time and RAM usage. The CPU time is reduced
due to the elimination of time-stepping calculations for stiff ordinary differen-
tial equations. The RAM usage of the simulation is reduced because the novel
approach does not require large amounts of computer memory to store the
generated look-up tables. A program that simulates a plug-flow reactor was
created in order to develop the new approach that models the chemical reac-
tions in the fine scales. The program was used to generate training data from
the solutions of thousands of plug-flow reactors with random initial species
compositions and temperatures. The training data was in turn used to select
the best -performing network architecture within the author’s specified limits
113
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and to train the networks to be able to predict the incremental species changes.
A network was trained for each of the chemical time scale ranges encountered
in turbulent combustion.
The ANN chemistry integrator was then implemented into commercial
CFD code (Fluent® 17.0). The new model was validated against well-published
experimental data and the results were compared to those of the traditional
chemistry integration approaches.
Researching the theory governing turbulent combustion modelling and ANNs
enabled the author to grasp the complexities involved and to use these method-
ologies to develop a novel mathematical approach. The governing transport
equations (mass, momentum and energy) for combustion flows were investi-
gated, and research showed many simplifications that could be made for sub-
sonic combustion flow, such as negligible pressure variation, Dufour and bulk
viscosity effects.
The experimental setup modelled in the present research is a methane/air
piloted jet flame under fully turbulent conditions. Due to the high mean shear
rate of jet flows, the standard k- turbulence model does not perform well due
to over-prediction of the eddy viscosity; therefore the realizable k- turbulence
approach was used to model the turbulence field.
The four main approaches to turbulence-chemistry interaction modelling
were discussed, namely species transport, non-premixed combustion, premixed
combustion and composition PDF transport models. The focus of the present
work was on turbulent combustion modelling using the species transport ap-
proach; the eddy dissipation-finite rate hybrid model and the eddy dissipation
concept model were further investigated. The major drawback of the EDM-FR
model is that the tuning constants are not universally valid and the model is
unable to accurately handle more than two-step chemical mechanisms, there-
fore limiting the applicability of the model. The EDC model allows for complex
interaction of turbulence and detailed chemical kinetics. The EDC model is
based on the turbulent energy cascade, therefore modelling the larger eddies
breaking and forming smaller and smaller eddies. The model assumes that the
species are well mixed in the smallest eddies, and that combustion is confined
to these regions. These fine scale regions are then treated as small plug-flow re-
actors, which are integrated over the fine structure region chemical time scale
to resolve the chemical mechanism’s combustion reactions. For the present
work, as mentioned, the purpose was to develop the new mathematical ap-
proach to solve the chemical reactions in the fine scales of the EDC model.
To prove this concept, a relatively simple multi-step chemical mechanism is
selected: five-step WD1 methane mechanism.
Artificial neural networks are a sub-field of machine learning and are used
to map an arbitrary number of inputs to outputs, and in doing so, understand
the complex relationship between the feature spaces. A neural network pre-
dicts an output from a given input observation by forward propagating the
initial signal through the network. At each hidden layer, the signals are mul-
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tiplied by the layer’s weights and summed together before being passed into
an activation or threshold function. To ensure the outputs predicted are in
agreement with the training data, the back-propagation algorithm is used to
tune the weights through a stochastic gradient ascent algorithm. The litera-
ture study was concluded by investigating historical work where ANNs have
been used to model combustion reactions. The majority of the work was fo-
cused on using a non-premixed combustion modelling approach with ANN to
predict the reaction rates. Neural networks were trained on laminar flamelet
libraries and used to store and interpolate the species mass fractions, density
and viscosity. The inputs to the network were the mixture fraction, mixture
fraction variance and the scalar dissipation rate. The concept proposed in the
current work, stores the incremental species mass fraction changes and was
trained directly from the solution of the stiff ordinary differential equations
used to resolve the chemical reactions in the plug-flow reactor. The proposed
neural networks receive the current cell’s species mass fractions, temperature
and chemical reaction time and return the species mass fractions after it had
reacted over the specified reaction time.
Experimental setup CFD modelling
In Chapter 5, the experimental setup was modelled using CFD. The geometry
and flow simulation setup were discussed and the results presented. The CFD
model results using the WD1 mechanism showed reasonable agreement to the
experimental data. It was observed that the simulated CO and CH4 oxidation
reactions seemed to occur too rapidly compared to the data, due to either low
activation energies or high pre-exponential factors of the reactions’ Arrhenius
equations and the over production of turbulence due to the two-equation mod-
els. A mixture fraction user-defined function, based on Bilger’s equation, was
developed and linked into Fluent® 17.0. The mixture fraction and heat of re-
action results were used to determine the upper and lower limits of the active
chemical reaction space within the complete chemical reaction compositional
space. It was found that a mixture fraction range between 0.1 → 0.6 covers
the compositional space where reactions occur.
Plug-flow reactor simulation and training data generation
Using the active mixture fraction range of 0.1 → 0.6 found in Chapter 5,
random samples of species compositions were generated within the specified
mixture fraction and temperature ranges. These samples were then solved
to nearly steady state using the species and energy transport equations for a
plug-flow reactor. The chemical time-step intervals of dτ ∗ = 1 × 10−7, dτ ∗ =
1 × 10−6, dτ ∗ = 1 × 10−5 and dτ ∗ = 1 × 10−4 were evaluated. The generated
data was then fed into the neural networks to train on the data and adjust their
weights and biases to minimise the in-sample error of the network’s predictions.
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Neural network architecture selection and training
In Chapter 7, the optimal architecture for the neural networks was selected by
investigating the effect of activation functions, the amount of hidden layers,
and the amount of neurons used. It was found that the networks using only
log-sigmoid activation functions were unable to capture the incremental species
changes. This is due to the small gradient of the activation function that leads
to output signals of similar magnitude for input signals over a relatively large
range. The research showed that using the hyperbolic-tangent sigmoid func-
tion or placing a linear activation function at the output layer increases the
ability of the network to predict the incremental species changes accurately.
Increasing the amount of neurons and hidden layers of the network increased
the model’s flexibility and thus its ability to fit the training data more accu-
rately. Increasing the model complexity reduced the bias error of the model.
One observation that was noted is that if the model flexibility is increased too
much (3 hidden layers and 3→ 7 neurons per layer), the in-sample error of the
network prediction increased. The reason for this phenomenon is that the error
surface becomes more complex, and the minimisation algorithm gets stuck in
local minima. The best-performing architecture selected was a single hidden
layer with 7 neurons. The in-sample error for prediction of the species in the
WD1 mechanism increased as the chemical reaction time-step value increased,
and this showed that a more complex non-linear relationship exists between
the input and output values for a larger time-step.
To minimise the generalisation error of the neural networks, it was found
that the training datasets should be generated from 10000 random initial sam-
ples. The increased dataset size decreased the variance error of the prediction
model. The solving time of the neural networks was also compared to that of
the BDF VODE solver for a plug-flow reactor. The results showed that the
neural network chemistry integrator becomes exponentially faster than the
VODE solver for datasets larger than 1000 random initial samples.
CFD model results and computational performance
Comparing the artificial neural network chemistry integrator results to the ex-
perimental data and the results from Chapter 5 showed that the new approach
can, with relative accuracy, predict the species mass fractions, temperatures
and mixture fractions distributions through the computational domain. Along
with the EDC model solved using the ANN chemistry integrator, two alterna-
tive models were utilised. One model used the flow, turbulence, species and
energy field solution of the EDM combustion model with a two-step chemical
mechanism. Once the EDM simulation was converged, the flow, turbulence
and energy equations of the CFD model were frozen. The EDC model with
the five-step mechanism was then loaded, and the EDC-ANN chemistry in-
tegrator model was solved as a post-processor. The other alternative model
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worked similarly to the method just mentioned, but rather than using a two-
step EDM model, a two-step EDC combustion model was used to resolve the
flow, turbulence and energy fields, after which the five-step mechanism was
solved using the ANN chemistry integrator. The three models compared bet-
ter to the CFD model using the traditional integration approach, than to the
experimental results. This was expected to be observed, as the model was de-
veloped to be an alternative chemistry integration technique to be used with
the EDC model and not a completely different modelling approach; therefore
the deficiencies of the chemical mechanism and turbulence model were also ob-
served for the ANN integration models. There are relatively small differences
between the results of the three modelling approaches and the CFD results
from chapter 5. These small differences are due to the out-of-sample predic-
tion error of the ANN integrator. The prediction error of the neural networks
can be decreased by changing the architecture of the network accordingly. One
such change is to use a network with only a single output, therefore seven neu-
ral networks each used to predict a single species with the same amount of
inputs (8). This approach increases the amount of dedicated weighting vari-
ables used per predicted output variables; therefore each network is trained to
handle the incremental changes of a single species (increased model flexibility
per species).
The RSM turbulence model was also used in conjunction with the ANN
chemistry integrator. The RSM model predicted lower turbulence in the active
reaction zone around the nozzle, than the two-equation models. The lower
turbulence pushed the temperature, CO and CO2 peaks of the simulation to
align closer to the experimental results.
The computational benefits of using the ANN chemistry integration ap-
proach were also evaluated. It was found that for a mesh of 2352 cells, the
solving time was decreased by 35 % over the direct integration method and
22 % over the ISAT method. The reason for the decrease in solving time is
that, for the direct integration approach, the information must be sent to the
CPU to perform the time-stepping integration calculations for the stiff differ-
ential equations. For the neural network method, the need for time-stepping
integration is eliminated, and only the forward propagation calculations are
performed, which reduces the amount of calculations required to be performed
by the CPU. The ISAT method uses direct integration procedures to populate
the look-up table; therefore the neural network approach will also be faster.
Depending on the in-situ adaptive tabulation method’s error tolerance setting,
the reduction in computer memory usage ranges between 100→ 900 % if the
neural network model is rather used. The ANN technique eliminates the need
to store large chemistry table in the RAM of the computer and uses the trained
weights and biases to interpolate the chemical kinetics equations. Thus, the
only RAM requirement of the ANN is the weights and bias matrices, which
are small in comparison to the ISAT tables. Increasing the mesh size further
yielded larger computational performance increases as seen in figures 9.12 and
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9.13. It is seen that the speed up for 22500 cells is about 200 % over the DI
method.
In the present research, a model was developed that solves the combustion
chemistry ODEs in the fine structure regions of the turbulence field as specified
by the EDC combustion model. The novel approach has comparable accuracy
in comparison to the traditional methods (DI and ISAT) used in commercial
CFD codes, but at vastly reduced hardware and CPU requirements.
10.2 Recommendations and future work
As an extension to the procedures developed in the present thesis, the following
research can be further investigated:
1. Model more detailed chemistry mechanisms such as the WD-mult mech-
anism
2. Change neural network architecture so that a network only predicts a
single species. This will attempt to lower prediction error
3. Implement the novel approach on an industrial boiler problem. This
work will be undertaken by the author of the current document and PC
du Toit in his PhD research (DuToit, 2016).
4. Use machine learning models to develop a generic biomass devolatilisa-
tion model, based on the chemical percolation model
5. Represent a steady laminar flamelet with a neural network and use ap-
proach to model large chemical mechanisms on industrial boilers
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Appendix A
Backward-differencing
variable-coefficient ordinary
differential equation solver
The solution of most chemical mechanisms is quite tedious due to the stiff-
ness of the resulting species differential equations. The stiffness is due to
the large variation of the chemical time scales (inverse of the specific reac-
tion rate constants) between the different reactions. To achieved the fastest
and most stable solution the backward differentiation formula (BDF) and the
variable-coefficient ordinary differential (VODE) solver was used in the solu-
tion of the species transport equations. The solution of the species equations in
this section is only applicable to the plug-flow reactor equations, seeing as the
plug-flow reactor was used in the artificial neural network training routines.
Consider a ordinary differential equation (ODE)
dy
dt
= f(y, t), y(0) = y0 (A.1)
Where f(y, t) is an n-vector function of the n-vector y where in the present
research is the species mass fraction of a specific species. t is the independent
variable where in the case of the present research is fine structure regions time
scale τ ∗, and y0 is an n-vector of the initial condition which is the species mass
fractions in the CFD cell before a chemical integration step is performed. The
implicit BDF form of the ODE is
yt+1 − yt
∆t
= f(yt+1) (A.2)
The formulation above is implicit because the yt+1 is found of both sides of
the equation. The BDF formulation is said to unconditionally stable, but still
suffers truncation error. For stiff problems the typical approach is to use an
implicit method such as the BDF to ensure stability Law (2013). Next the
Westbrook and Dryer (WD1) mechanism’s species transport equations (4.39)
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will be written in the BDF form (note the variables being differentiated are
the species concentrations)
[CH4]
τ+1 − [CH4]τ
∆τ
= ρ(−k1([CH4]τ+1)0.7[O2]0.8) (A.3)
[O2]
τ+1 − [O2]τ
∆τ
= ρ(−1.5k1([O2]τ+1)0.8[CH4]0.7 − 0.5k2[CO]([O2]τ+1)0.25[H2O]0.5
+0.5k3[CO2]− 0.5k4[H2]([O2]τ+1)0.5 + 0.5k6[H2O])
(A.4)
[CO]τ+1 − [CO]τ
∆τ
= ρ(k1[CH4]
0.7[O2]
0.8−k2([CO]τ+1)[O2]0.25[H2O]0.5+k3[CO2])
(A.5)
[CO2]
τ+1 − [CO2]τ
∆τ
= ρ(k2[CO][O2]
0.25[H2O]
0.5 − k3[CO2]τ+1) (A.6)
[H2]
τ+1 − [H2]τ
∆τ
= ρ(−k4[H2]τ+1[O2]0.5[H2O]0.5 + k5[H2O]) (A.7)
[H2O]
τ+1 − [H2O]τ
∆τ
= ρ(k4[H2][O2]
0.5[H2O]
0.5 − k5[H2O]τ+1) (A.8)
Now that the species transport equations are formulated in their respective
BDF forms (A.3) - (A.8), the VODE solution technique is applied to calculate
the solution over the time period 0−τ ∗ seconds. In the previous equations the
variable ∆τ is the step size of the numerical solution, the VODE automatically
and dynamically vary the step size ∆τ to ensure the specified error tolerance
is maintained Byrne and Dean (1993). The reader is encouraged to study
Byrne and Dean (1993) and Brown et al. (1988) for further information on the
internal workings of the VODE step size adjustment routine.
Now that the species transport equations are in their discretized forms a
modified Newton method along with the variable step size adjustment routine
of the VODE is used to solve the system of equations and keep the error
tolerance within the user specified range.
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Appendix B
NASA polynomials for fluid
properties
The NASA 7-coefficient polynomial parametrisation is used to calculate the
species reference-state thermodynamic properties c0P (T ), h0(T ) and s0(T ), which
is used for the CFD and plug-flow reactor simulations. The polynomial form
uses 7 coefficients in two temperature regions 200−1000 K and 1000−3500 K
Mcbride et al. (2002). The mentioned fluid properties can be calculated using
the following equations
c0p(T )
R
= a0 + a1T + a2T
2 + a3T
3 + a4T
4
h0(T )
RT
= a0 +
a1
2
T +
a2
3
T 2 +
a3
4
T 3 +
a4
5
T 4 +
a5
T
s0(T )
R
= a0ln(T ) + a1T +
a2
2
+
a3
3
T 3 +
a4
4
T 4 + a6
The coefficient for the above equation can be found in the table below for the
different species used in the methane jet combustion simulations.
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Table B.1: NASA -7 polynomial coefficients
Species a0 a1 a2 a3 a4 a5 a6
H2 [200-
1000K]
2.34 7.9E-3 -1.9E-5 2.5E-8 -7.3E-12 -
9.179E+2
6.830E-
1
H2
[1000-
3500K]
3.3 -4.94E-5 4.9E-7 -1.79E-
10
2.0E-14 -9.5E2 -3.205
O2 [200-
1000K]
3.78 -2.99E-3 9.8E-6 -9.6E-9 3.24E-12 -1.06E3 3.657
O2
[1000-
3500K]
3.28 1.48E-3 -7.57E-7 2.09E-
10
-2.16E-14 -1.08E3 5.45
H2O
[200-
1000K]
4.19 -2.03E-3 6.52E-6 -5.48E-9 1.771E-
12
-3.02E4 -0.84
H2O
[1000-
3500K]
3.03 2.1E-3 -1.64E-7 -9.7E-11 1.6E-14 -3E4 4.96
CH4
[200-
1000K]
5.14 –1.36E-
2
4.91E-5 -4.84E-8 1.66E-11 -1.02E4 -4.64
CH4
[1000-
3500K]
0.074 1.33E-2 -5.73E-6 1.2E-9 -1.01E-13 -9.46E3 18.43
CO
[200-
1000K]
3.57 -6.10E-4 1.01E-6 9.07E-
10
-9.04E-13 -1.43E4 3.508
CO
[1000-
3500K]
2.715 2.06E-3 -9.9E-7 2.3E-10 -2.03E-14 -1.4E4 7.81
CO2
[200-
1000K]
2.3 8.98E-3 -7.1E-6 2.45E-9 -1.4E-13 -4.8E4 9.9
CO2
[1000-
3500K]
3.8 4.4E-3 -2.2E-6 5.2E-10 -4.72E-14 -4.87E4 2.27
N2 [200-
1000K]
3.29 1.40E-3 -3.9E-6 5.64E-9 -2.44E-12 -1.02E3 3.95
N2
[1000-
3500K]
2.9 1.4E-3 -5.6E-7 1.0E-10 -6.7E-15 -9.2E2 5.98
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Mixture fraction calculation UDF
1 DEFINE_ADJUST(mf_BILGER, d)
2 {
3 r e a l Z_fu_C = 0.11684286 ;
4 r e a l Z_fu_H = 0.03922422 ;
5 r e a l Z_fu_O = 0.19663877 ;
6 r e a l Z_ox_C = 3.19417 e−5;
7 r e a l Z_ox_H = 1.03625 e−5;
8 r e a l Z_ox_O = 0.23298543 ;
9 r e a l W_C = 12 .0107 ;
10 r e a l W_H = 1 . 0 0 8 ;
11 r e a l W_O = 15 . 994 ;
12 r e a l MW_O2 = 31 . 999 ;
13 r e a l MW_CH4 = 16 . 043 ;
14 r e a l MW_CO2 = 44 . 0 1 ;
15 r e a l MW_H2O = 18 . 015 ;
16 r e a l MW_CO = 28 . 011 ;
17 r e a l MW_H2 = 2 . 0 1 6 ;
18
19 r e a l Z_C;
20 r e a l Z_O;
21 r e a l Z_H;
22 Thread ∗ t ;
23 c e l l_ t c ;
24
25 thread_loop_c ( t , d )
26 {
27 begin_c_loop ( c , t )
28 Z_C = 1.0∗W_C∗C_YI( c , t , 1) / MW_CO2 + 1.0∗C_YI( c , t , 3) ∗W_C /
MW_CH4
29 + 1.0∗C_YI( c , t , 4) ∗W_C / MW_CO;
30 Z_H = 2.0∗W_H∗C_YI( c , t , 2) / MW_H2O + 4.0∗C_YI( c , t , 3) ∗W_H /
MW_CH4
31 + 2.0∗C_YI( c , t , 5) ∗W_H / MW_H2;
32 Z_O = 2.0∗W_O∗C_YI( c , t , 0) / MW_O2 + 2.0∗W_O∗C_YI( c , t , 1) /
MW_CO2 +
33 1 .0∗W_O∗C_YI( c , t , 2) / MW_H2O + 1.0∗W_O∗C_YI( c , t , 4) / MW_CO;
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34 C_UDMI( c , t , 0) = (2 ∗ (Z_C − Z_ox_C) / W_C + (Z_H − Z_ox_H) / 2
∗ W_H
35 + 2 ∗ (Z_O − Z_ox_O) / W_O) / (2 ∗ (Z_fu_C − Z_ox_C) / W_C + (
Z_fu_H −
36 Z_ox_H) / 2 ∗ W_H + 2 ∗ (Z_fu_O − Z_ox_O) / W_O) ;
37 i f (C_UDMI( c , t , 0 ) >1.0){
38 C_UDMI( c , t , 0 ) = 1 . 0 ;
39 }
40 e l s e i f (C_UDMI( c , t , 0 ) <0.0){
41 C_UDMI( c , t , 0 ) =0.0 ;
42 }
43
44 end_c_loop ( c , t )
45 }
46 }
47
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Appendix D
Plug-flow reactor computer
program
In this section the program developed to generate data by solving the ordinary
differential equations of the plug-flow reactor will be discussed. In addition to
solving the species and energy equation of the PFR this code also prepares the
data for the neural network to train on. This section is therefore comprised of
the following subsections:
1. Sample calculation
2. Code listing
D.1 Sample calculation
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 Generate random sample for initial condition of plug-flow reactor: 
T 1000:= YO2 0.19664:= YN2 0.6473:= YCH4 0.15607:=
YH2 0:= YH2O 0:= YCO 0:=
YCO2 0:=
Set reaction time step:
Δt 1 10 5-:=
Calculation constants: Molecular weights, pressure, etc.
MO2 31.999:= MCO2 44.01:= MCO 28.011:= MN2 28.013:= MH2O 18.015:=
MCH4 16.043:= MH2 2.016:= P 101325:= R 8314:=
Using the backward differencing formula the species and energy equations are discretized andsolved, to determine the species fractions/concentrations and temperature for the next timestep. The procedure is as follows:
1) Calculate the molar concentrations for the current time step:
M R YO2 TMO2 YCO2
T
MCO2+ YCO
T
MCO+ YCH4
T
MCH4+ 0+
YN2 TMN2 YH2
T
MH2+ YH2O
T
MH2O++
...

:=
XO2 P
YO2
MO2 
M( ):= XH2 P
YH2
MH2 
M( ):=
XO2 1.921 10 3-= XH2 0=
XCO2 P
YCO2
MCO2 
M( ):=
XCO2 0= XH2O P
YH2O
MH2O 
M( ):=
XH2O 0=XCO P
YCO
MCO 
M( ):=
XCO 0= XN2 P
YN2
MN2 
M( ):=
XN2 7.224 10 3-=XCH4 P
YCH4
MCH4 
M( ):=
XCH4 3.042 10 3-=
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2) The density is then calculated from the species molar concentrations by:
ρ XN2 MN2 XH2O MH2O+ XH2 MH2+ XCO MCO+ XCO2 MCO2+ XCH4 MCH4+ XO2 MO2+:=
ρ 0.313=
Define the reactions constants (pre-exponential factors and activation energies):
Ea1 2 108:=A1 5.03 1011:= Ea2 1.703 108:=A2 2.24 1012:= Ea3 1.703 108:=A3 5.0 108:=
A4 5.69 1011:= Ea4 1.464 108:=
A5 2.41 1014:= Ea5 3.979 108:=
3) Using the Arrhenius rate formulation, the next time step species concentrations are calculated.
For methane, the Newton-Rhapson method is used to find the value of the molar concentration forthe next time step. This is because the next time step value can't be formulated as a function ofother variable only, this is a result of the BDF formulation. Therefore an initial guess is made forthe next time step concentration of methane:
XCH4_2 0:=
Using the methane transport equation formulation the next time step value is calculated using theNewton method as:
Given
XCH4_2 XCH4 Δt A1- e
Ea1-
R T XCH4_20.7 XO20.8

+=
Find XCH4_2( ) 3.042 10 3-=
Carbon-monoxide:
For CO (H2O, CO2, H2) the next time step concentration can be written as a function of only currenttime step values, thus this simplifies the solution as:
XCO_2 XCO Δt A1 e
Ea1-
R T XCH40.7 XO20.8+ Δt A3 e
Ea3-
R T XCO2+


1 A2 e
Ea2-
R T XO20.25 XH2O0.5+
:=
XCO_2 2.086 10 8-=
Water-vapor:
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XH2O_2 XH2O A1 e
Ea1-
R T Δt XCH40.7 XO20.8+ A4 e
Ea4-
R T XH2 XO20.5 Δt+


1 Δt A5 e
Ea5-
R T+
:=
XH2O_2 2.086 10 8-=
Carbon Dioxide:
XCO2_2 XCO2 A2 e
Ea2-
R T XCO XO20.25 XH2O0.5+


1 Δt A3 e
Ea3-
R T+
:=
XCO2_2 0=
Oxygen: 
Similar to methane the oxygen concetration for the next time step can't bewritten as a function ofjust the other consituents. Therefore the Newton method is again applied to solve the next time stepvalue for the oxygen concentraion. First a next time step oxygen concentration is guessed:
XO2_2 0:=
Given the initial guess value the next time step oxygen concentration can be calculated using theoxygen species equation.
GivenXO2_2 XO2 Δt 1.5- A1 e
Ea1-
R T XCH40.7 XO2_20.8
0.5- A2 e
Ea2-
R T XCO XO2_20.25 XH2O0.5+
...
0 0.5 A3 e
Ea3-
R T XCO2+ 0.5 A4 e
Ea4-
R T XH2 XO2_20.5- 0++
...
0.5 A5 e
Ea5-
R T XH2O+
...


+=
Find XO2_2( ) 1.921 10 3-=
Hydrogen:
XH2_2 XH2 Δt A5 e
Ea5-
R T XH2O+


1 Δt A4 e
Ea4-
R T XO20.5+
:=
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XH2_2 0=
Nitrogen:
Nitrogen remains the same seeing as it is not a reactant or product in any reaction in the WD1mechanism.
Energy equation:
4) The reaction rates can be calulated as the change in concentration over the time step.
ω_CH4 XCH4 XCH4_2-( )
Δt:= ω_CO2
XCO2 XCO2_2-( )
Δt:=
ω_CH4 304.153= ω_CO2 0=
ω_CO XCO_2 XCO-( )
Δt:= ω_H2
XH2 XH2_2-( )
Δt:=
ω_CO 2.086 10 3-= ω_H2 0=
ω_H2O XH2O_2 XH2O-( )
Δt:= ω_O2
XO2 XO2_2-( )
Δt:=
ω_H2O 2.086 10 3-= ω_O2 192.13=
5) The partial molar enthalpy (J/kmol) @ 1000K (current time step value) for each species is definedas (data from NASA-7 Polynomials):
h_CO 88839401.3663819-:= h_H2O 215822091.56978986-:=
h_CO2 360110669.91860056-:= h_CH4 35948442.42485466-:=
h_H2 20686532.61228712:= h_O2 22706809.504715163:=
h_N2 21469863.861560624:=
6) The specific heat of the composition is also determined using the NASA-7 polynomials:Cp 1687.539:=
7)The the next time step temperature is calculated using the following relation:
T_2 T Δt
ω_CH4 h_CH4 ω_CO2 h_CO2+ ω_CO h_CO+ ω_H2 h_H2+0 ω_H2O h_H2O+ ω_O2 h_O2++ ... -
ρ Cp

+:=
T_2 1.125 103=
8) Now using the new temperature (T_2) and concentrations (Xj_2, where j is the various species)the new density and specific heat is calculated and the process iterated again from (1).
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D.2 Code listing
1 #Author : R Laubscher
2 #Plug−f l ow r ea c t o r s imu la t i on and data gene ra t i on f o r neura l
network t r a i n i n g
3 import cantera
4 import numpy as np
5 from sc ipy import i n t e g r a t e
6 import matp lo t l i b . pyplot as p l t
7 import neuralnetwork_varActivationFunc
8 import p i c k l e
9 import time
10 ###################################################
11 de f save_var iab le ( var , f i l ename ) :
12 f = open ( ’C: / Users / ryno l /My Work/PhD/Neural networks /Saved NN
memory 2/1e−6s /dt=9/%s . pck l ’%f i l ename , ’wb ’ )
13 p i c k l e . dump( var , f )
14 f . c l o s e ( )
15 ###################################################
16 c l a s s ReactorODE( ob j e c t ) :
17
18 de f __init__( s e l f , gas ) :
19 s e l f . gas = gas
20 s e l f .P = gas .P
21
22 de f __call__( s e l f , t , y ) :
23
24 s e l f . gas . set_unnormalized_mass_fractions (y [ 1 : ] )
25 s e l f . gas .TP = y [ 0 ] , s e l f .P
26 dens i ty = s e l f . gas . dens i ty
27
28 wdot = s e l f . gas . net_production_rates
29 dTdt = −(np . dot ( s e l f . gas . part ia l_molar_enthalp ies , wdot ) /( dens i ty
∗ s e l f . gas . cp ) )
30 dYdt = wdot∗ s e l f . gas . molecular_weights / dens i ty
31
32 re turn np . hstack ( ( dTdt , dYdt ) )
33 ###################################################
34 de f r ea r range ( input_set , output_set ) :
35 rearranged_tota l_inputs = [ ]
36 rearranged_total_outputs = [ ]
37
38 f o r i in range ( l en ( input_set ) ) :
39 f o r j in range ( l en ( input_set [ i ] ) ) :
40 rearranged_tota l_inputs . append ( l i s t ( input_set [ i ] [ j ] ) )
41
42 f o r i in range ( l en ( output_set ) ) :
43 f o r j in range ( l en ( output_set [ i ] ) ) :
44 rearranged_total_outputs . append ( l i s t ( output_set [ i ] [ j ] ) )
45
46 re turn rearranged_total_inputs , rearranged_total_outputs
47 ###################################################
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48 de f f ina l_input_rearrange ( input_set ) :
49 return_set = [ ]
50 f o r i in range ( input_set . shape [ 0 ] ) :
51 in t_set =[ ]
52 f o r j in range ( input_set . shape [ 1 ] ) :
53 in t_set . append ( input_set [ i ] [ j ] )
54 return_set . append ( int_set )
55 re turn return_set
56 ###################################################
57 de f s c a l e ( t e s t s e t ) :
58 x i = ( t e s t s e t−np . average ( t e s t s e t ) ) /np . std ( t e s t s e t )
59 x i i = −1 + 2∗( xi−np . min ( x i ) ) /(np .max( x i )−np . min ( x i ) )
60 s i g = x i i#1/(1+np . exp(− x i i ) )
61 re turn s i g
62 ###################################################
63 gas = cantera . So lu t i on ( ’WD1. c t i ’ )
64 dt = 1e−7
65 N = 1
66 global_counter = 0
67 to ta l_inputs = [ ]
68 tota l_outputs = [ ]
69 temp_list =[ ]
70 mixture_f rac t i on_l i s t = [ ]
71 set_max_temp = 3000
72 set_min_temp = 300
73 set_max_time = 0 .5
74 set_min_mf = 0
75 set_max_mf = 1 .0
76 Z_C_fuel = 0.11684286
77 Z_O_fuel = 0.19663877
78 Z_H_fuel = 0.03922422
79 Z_C_ox = 3.19417 e−5
80 Z_O_ox = 0.23298543
81 Z_H_ox = 1.03625 e−5
82 Y_N2_fuel = 0.64729
83 Y_N2_ox = 0.766970811
84 W_C = 12.0107
85 W_H = 1.008
86 W_O = 15.9994
87 MW_O2 = 31.999
88 MW_CH4 = 16.043
89 MW_N2 = 28.013
90 MW_CO2 = 44.01
91 MW_CO = 28.011
92 MW_H2O = 18.015
93 MW_H2 = 2∗W_H
94 ###################################################
95 to = time . c l o ck ( )
96 whi le g lobal_counter < N:
97 random_temp = set_min_temp + np . random . random ( ) ∗( set_max_temp−
set_min_temp)
98 temp_list . append (random_temp)
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99 mixture_fraction_random = np . random . random (1) [ 0 ]
100 mixture_fract ion = set_min_mf + mixture_fraction_random ∗(
set_max_mf−set_min_mf )
101 mixture_f rac t i on_l i s t . append ( mixture_fract ion )
102
103 Z_C_local = mixture_fract ion ∗ Z_C_fuel + (1 − mixture_fract ion ) ∗
Z_C_ox
104 Z_O_local = mixture_fract ion ∗ Z_O_fuel + (1 − mixture_fract ion ) ∗
Z_O_ox
105 Z_H_local = mixture_fract ion ∗ Z_H_fuel + (1 − mixture_fract ion ) ∗
Z_H_ox
106 Y_CH4 = 0 + np . random . random (1) [ 0 ] ∗ ( Z_C_local ∗ MW_CH4 / W_C)
107 Y_CO = 0 + np . random . random (1) [ 0 ] ∗ ( ( Z_C_local − (W_C ∗ Y_CH4 /
MW_CH4) ) ∗ (MW_CO / W_C) )
108 Y_CO2 = (Z_C_local − (W_C ∗ Y_CH4 / MW_CH4) − (W_C ∗ Y_CO / MW_CO)
) ∗ (MW_CO2 / W_C)
109 Y_H2O = 0 + np . random . random (1) [ 0 ] ∗ ( ( Z_H_local − (4 ∗ W_H ∗
Y_CH4 / MW_CH4) ) ∗ (MW_H2O / (2 ∗ W_H) ) )
110 Y_H2 = (Z_H_local − (4 ∗ W_H ∗ Y_CH4 / MW_CH4) − (2 ∗ W_H ∗ Y_H2O
/ MW_H2O) ) ∗ (MW_H2 / (2 ∗ W_H) )
111 Y_O2 = (Z_O_local − (1 ∗ W_O ∗ Y_CO / MW_CO) − (2 ∗ W_O ∗ Y_CO2 /
MW_CO2) − (1 ∗ W_O ∗ Y_H2O / MW_H2O) ) ∗ (
112 MW_O2 / (2 ∗ W_O) )
113 Y_N2 = mixture_fract ion ∗ Y_N2_fuel + (1 − mixture_fract ion ) ∗
Y_N2_ox
114 i f Y_O2 < 0 :
115 Y_O2 = 0
116 sum_massfractions = Y_N2 + Y_CO + Y_CO2 + Y_CH4 + Y_H2O + Y_H2 +
Y_O2
117 i f sum_massfractions > 1 . 0 :
118 Y_N2 = Y_N2 / sum_massfractions
119 Y_O2 = Y_O2 / sum_massfractions
120 Y_CO2 = Y_CO2 / sum_massfractions
121 Y_CO = Y_CO / sum_massfractions
122 Y_CH4 = Y_CH4 / sum_massfractions
123 Y_H2O = Y_H2O / sum_massfractions
124 Y_H2 = Y_H2 / sum_massfractions
125
126 gas .TPY = random_temp , cantera . one_atm , [Y_H2, Y_O2, Y_H2O, Y_CH4,
Y_CO, Y_CO2, Y_N2]
127 y_ i n i t i a l = np . hstack ( ( gas .T, gas .Y) )
128 model_solver = i n t e g r a t e . ode (ReactorODE( gas ) )
129 model_solver . s e t_ in t eg ra to r ( ’ vode ’ , method=’ bdf ’ , with_jacobian=
True )
130 model_solver . s e t_ in i t i a l_va lu e ( y_ in i t i a l , 0 . 0 )
131
132 t_ f i na l = set_max_time
133 t_out = [ ]
134 Y_out = [ ]
135 T_out = [ gas .T]
136 t_out . append ( 0 . 0 )
137 Y_out . append ( gas .Y)
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138 counter = 0
139 conve rgence_cr i t e r i a = 1e−6
140 whi le model_solver . s u c c e s s f u l ( ) and model_solver . t < t_f i na l :
141 model_solver . i n t e g r a t e ( model_solver . t + dt )
142 t_out . append ( model_solver . t )
143 Y_out . append ( gas .Y)
144 T_out . append ( gas .T)
145 e r r o r = 0 .0
146 counter += 1
147 f o r p in range ( l en (Y_out [ : ] [ counter ] ) ) :
148 e r r o r += ( abs (Y_out [ counter ] [ p ] − Y_out [ counter −1] [ p ] ) ) ∗∗2 .0
149 i f e r r o r <= conve rgence_cr i t e r i a :
150 break
151 e l s e :
152 cont inue
153 Y_out = np . array (Y_out) .T
154
155 i nputs = np . z e r o s ( (Y_out . shape [ 1 ] , Y_out . shape [0 ]+1) )
156 outputs = np . z e ro s ( (Y_out . shape [ 1 ] , Y_out . shape [ 0 ] ) )
157
158 f o r i in range ( l en (Y_out [ 0 ] [ : ] ) ) :
159 dummy_inputs = [ ]
160 dummy_outputs = [ ]
161 dummy_inputs . append (random_temp/set_max_temp)
162 f o r j in range ( l en (Y_out [ : ] ) ) :
163 dummy_inputs . append (Y_out [ j ] [ i ] )
164 dummy_outputs . append (Y_out [ j ] [ i ] )
165
166 i nputs [ i ] = dummy_inputs
167 outputs [ i ] = dummy_outputs
168
169 i nputs = inputs [0 : −1 ]
170 outputs = outputs [ 1 : ]
171 global_counter += 1
172 to ta l_inputs . append ( inputs )
173 tota l_outputs . append ( outputs )
174 pr in t ( g lobal_counter )
175 pr in t ( time . c l o ck ( )−to )
176 i nputs_f ina l , outputs_f ina l = rear range ( tota l_inputs , tota l_outputs
)
177 #input s_f ina l = s c a l e ( i nput s_ f ina l )
178 #input s_f ina l = f ina l_input_rearrange ( i nput s_f ina l )
179 i npu t s_ f ina l = tup l e ( i nput s_f ina l )
180 outputs_f ina l = tup l e ( outputs_f ina l )
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Appendix E
Neural network programs and
sample calculations
In the current appendix the working of the forward and backward-propagation
programs will be discussed at the hand of program flowcharts, code explana-
tions and sample calculations.
E.1 Forward propagation procedure
The forward propagation procedure is used to calculate the outputs given a
set of inputs vectors, weights- and bias matrices.
E.1.1 Program flowchart
See figure E.1 for the program flow chart.
E.1.2 Code explanation
This section will explain how the forward propagation algorithm works.
Step 1: Initialization
For the program to be able to execute the forward propagation procedure the
following inputs are required:
1. Network constructor vector C = [c1, c2, c3, . . . , cL], this vector is used
to construct the network. The length of the vector corresponds to the
amount of layers the network will have, including the input and output
layer. The value of each vector entry is the amount of neurons that
corresponding layer has.
2. The input data X = [x1,x2,x3, . . . ,xN ], where each input data observa-
tion has the length of the feature space dimension, xn = [x1n, x2n, x3n, . . . , xPn ].
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Figure E.1: Program flowchart for forward-propagation procedure
3. Weights W = [W(1),W(2),W(3), . . . ,W(L)] and bias B matrices must be
passed into the routine.
Step 2: Stepping through the network and calculating the output
signals
Step 2a: Initialise a for loop used to step through the layers of the network.
For the input layer the cumulative input signal is calculated by
s(1) = W(1) ·X−B(1)
The signal is then passed into the first layer neurons’ activation functions and
the output signals is generated.
o(1) = θtanh(s(1))
Step to next layer.
Step 2b: The current layer’s input signal is equated to the previous layers
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output signal
x(l) = o(l−1)
If the layer stepped into is the last layer then
s(L) = W(L) · x(L) −B(L)
The final layer cumulative input signal is then passed into a linear activation
function (or the activation function selected for the last layer by the user),
o(L) = θlin(s(L))
The program then writes the output to a file and exits. If the layer stepped
into is not the final layer the cumulative signal is calculated by
s(l) = W(l) · x(l) −B(l)
The signal is then passed into the activation functions for the current layer.
o(l) = θl(s(l))
The process then loops back to the beginning of Step 2b and repeats.
E.1.3 Sample calculation
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The sample calculation is for a gas composition and temperature of: Y_O2=0.19664,Y_CH4=0.1567, Y_N2=0.64729 and a temperature of 1800K.
The converged neural network weights for the 1E-7s time step network was used. For theforward propagation sample calculation the following network contructor vector, input observation,weights matrices and bias matrices was used.
C 8 7 7( ):=
X 0.6 0 0.19664 0 0.15607 0 0 0.64729( ):=
W_1
0.1277
0.037
0.437
0.485
0.8133
0.06313-
0.398
0.2117
0.1597
0.292
0.483
0.8961
0.083578-
0.511
0.2194-
0.296
0.415-
0.1414-
0.6477
0.144
0.466
0.0332
0.5822
1.004
0.0562
0.7687
1.468
0.5166
0.9569
1.318
0.508
0.0826
0.9856
0.535
0.675
0.2132
0.597
1.328
0.2608
0.4517
0.05616
0.8804
0.7959
0.5746
0.46
1.55614
0.587
0.694
0.757
1.050
0.1694-
0.252
0.0399
0.47
0.4512
1.651


:=
W_2
0.0161-
0.5486-
0.3061-
0.4046
0.2616-
0.0419-
0.5957
0.0388
0.0674-
0.0596-
0.7008
0.0826
0.122
0.6413-
0.0416
0.5124-
0.1621
0.154-
0.5415
0.167-
0.032
0.0708
0.00287
0.1185-
0.2456-
0.00997-
0.0211
0.07 0.2797-
0.0808-
0.304
0.0756
0.097
0.3018-
0.262-
0.0732
0.13-
0.0863-
0.627
0.0402-
0.499-
0.108
0.0563
0.1795
0.54813
0.348
0.5727
0.38
0.22132
0.5519


:=
B_1
0.62930
0.0769
0.3409
0.3857
0.8876
0.4567
0.3234-


:= B_2
0.164
0.2343
0.2239
0.5862
0.3302
0.08311
0.01586-


:=
The first layer cumulative signal is calculated as
s_1 W_1 XT B_1-:=
s_1
0.233
0.1
0.082
0.084-
0.186
0.091-
1.828


=
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The cumulative input signal for the first layer is then passed in the hyperbolic-tangent function:
o_1 tanh s_1( ):=
o_1
0.229
0.099
0.082
0.084-
0.184
0.09-
0.95


=
The output of the layer is then equated to the input of the next layer:
x_2 o_1:=
Next the second layer cumulative signal is calculated as
s_2 W_2 x_2 B_2-:=
s_2
1.026 10 3-
0.175
0.011
0.149
0.014
0.056
0.641


=
The cumulative signal is then passed into the linear activation function for the last layer andgives:
o_2 s_2:=
o_2
1.026 10 3-
0.175
0.011
0.149
0.014
0.056
0.641


=
Therefore the species composition after reacting over a time step of 1E-7s at a initialtemperature of 1800 K are:
Y_H2 1.026 10 3-:= Y_O2 0.175:= Y_H2O 0.011:= Y_CH4 0.149:= Y_CO 0.014:=
Y_CO2 0.056:= Y_N2 0.641:=
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E.1.4 Program listing
1 de f p r ed i c t ( s e l f , amount_testdata , test_data , neuron_constructor ,
input_weights , input_bias ) :
2 s e l f . amount_testdata = amount_testdata
3 s e l f . test_data = test_data
4 s e l f . neuron_constructor = neuron_constructor
5 s e l f . input_weights = input_weights
6 s e l f . input_bias = input_bias
7 s e l f . t e s t_ r e s u l t s =[ ]
8 i f s e l f . amount_testdata == 1 :
9 f o r z in range ( l en ( s e l f . neuron_constructor )−1) :
10 i f z == 0 :
11 input_var = np . at least_2d ( s e l f . test_data ) .T
12 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
13 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
14 input_var = o
15 e l i f z == len ( s e l f . neuron_constructor )−2:
16 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
17 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
18 input_var = o
19 e l s e :
20 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
21 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
22 input_var = o
23 s e l f . t e s t_ r e s u l t s . append ( o )
24 e l s e :
25 f o r i in range ( l en ( s e l f . test_data ) ) :
26 f o r z in range ( l en ( s e l f . neuron_constructor )−1) :
27 i f z == 0 :
28 input_var = np . at least_2d ( s e l f . test_data [ i ] ) .T
29 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
30 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
31 input_var = o
32 e l i f z == len ( s e l f . neuron_constructor )−2:
33 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
34 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
35 input_var = o
36 e l s e :
37 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
38 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
39 input_var = o
40 s e l f . t e s t_ r e s u l t s . append ( o )
41 re turn s e l f . t e s t_ r e s u l t s [ 0 ]
42
E.2 Back-propagation procedure
The back-propagation procedure is used to adjust weights and biases so that
a neural network can map a given set of input to it outputs, and in doing so
learn the non-linear or linear relationship between the input and outputs. By
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understanding this relationship the network can be used to predict outputs for
input data sets that it has not trained on.
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E.2.1 Program flowchart
Figure E.2: Program flowchart for back-propagation procedure
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E.2.2 Code explanation
Similar to the forward propagation section the procedure to calculate the up-
dated weights with the back-propagation algorithm will be discussed in the
present section.
Step 1: Required inputs
The user should specify the following inputs:
1. The learning rate parameter, η
2. Momentum parameter, γ
3. Specify network constructor vector, C
4. Specify which activation functions are used at different layers in the
network
5. Import input and output training data sets, where the input data is
defined similar to the forward propagation procedure discussed above,
the output data is defined as Y = [y1,y2,y3, . . . ,yN ]
6. Specify the amount of training iterations, I
Step 2: Select random data observation
A random observation is selected out of the training dataset. The random
number is between 0 → N , where N is the amount of observations in the
dataset.
Step 3: Perform a forward-propagation calculation
See the previous section for the code explanation.
Step 4: Calculation of the error
The performance of the current weights are gauged by calculating the mean-
squared error between the predicted network outputs and the actual outputs
of the dataset. The error for the ith iteration and nth random sample in the
dataset is calculated by
ei =
1
2
(yn − o(L))2
Where in the equation above the superscript (L) designates the final layer of
the network.
Step 5: Calculate of δ matrices
The program loops through each layer of the network, starting from the output
layer working its way to the input layer, therefore if l = L the δ matrix is
calculated using the following equation
δ(L) = 2(o(L) − yn)(1− tanh2(s(L)))
If the the active layer l is not equal the last layer L, the δ matrix is calculated
by the following equation
δ(l−1) = (1− (x(l−1))2) · (W(l)δ(l))
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The active layer is update by l = l − 1 and step 5 repeated.
Step 6: Update weights and bias matrices with gradient ascent equa-
tion
Now that the δ matrices have been generated the actual weights and bias
matrices can be update by the following equations
W(l) ←W(l) − γ∆W(l)i−1 + (1− γ)ηδ(l)x(l−1)
B(l) ← B(l) − γ∆B(l)i−1 + (1− γ)ηδ(l)x(l−1)
Where in the equations above the subscript i−1 refers to the previous training
iteration values.
Step 7: Saving the weights and bias matrices
If the number of specified iterations is reached the weights and bias matrices
are saved and the program exited. If the specified iterations is not reached the
procedure is repeated from step 2.
E.2.3 Sample calculation
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For the back-propagation sample calculation the random input and output data sample isassumed to be  X 0.6 0 0.19664 0 0.15607 0 0 0.64729( ):=
Y 0.01 0.165 0.015 0.149 0.02 0.075 0.64729( ):=
The network constructor vector is taken as:C 8 7 7( ):=
The gradient ascent algorithm parameters (learning rate, momentum and regularisation) were setto:
η 1.0:= Υ 0.0:= μ 0.0:=
Next the random weights and bias matrices are initialized for the network, specified by thenetwork constructor vector
W_1
0.1277
0.037
0.437
0.485
0.8133
0.06313-
0.398
0.2117
0.1597
0.292
0.483
0.8961
0.083578-
0.511
0.2194-
0.296
0.415-
0.1414-
0.6477
0.144
0.466
0.0332
0.5822
1.004
0.0562
0.7687
1.468
0.5166
0.9569
1.318
0.508
0.0826
0.9856
0.535
0.675
0.2132
0.597
1.328
0.2608
0.4517
0.05616
0.8804
0.7959
0.5746
0.46
1.55614
0.587
0.694
0.757
1.050
0.1694-
0.252
0.0399
0.47
0.4512
1.651


:=
W_2
0.0161-
0.5486-
0.3061-
0.4046
0.2616-
0.0419-
0.5957
0.0388
0.0674-
0.0596-
0.7008
0.0826
0.122
0.6413-
0.0416
0.5124-
0.1621
0.154-
0.5415
0.167-
0.032
0.0708
0.00287
0.1185-
0.2456-
0.00997-
0.0211
0.07 0.2797-
0.0808-
0.304
0.0756
0.097
0.3018-
0.262-
0.0732
0.13-
0.0863-
0.627
0.0402-
0.499-
0.108
0.0563
0.1795
0.54813
0.348
0.5727
0.38
0.22132
0.5519


:=
B_1
0.62930
0.0769
0.3409
0.3857
0.8876
0.4567
0.3234-


:= B_2
0.164
0.2343
0.2239
0.5862
0.3302
0.08311
0.01586-


:=
A forward propagation procedure is performed to determine the inputs for all the network neuronsand to determine the error between the actual output data and the predicted outputs. Below isthe forward propagation procedure without it discriptions, please see the previous section formore detail.
s_1 W_1 XT B_1-:=
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s_1
0.233
0.1
0.082
0.084-
0.186
0.091-
1.828


=
o_1 tanh s_1( ):=
o_1
0.229
0.099
0.082
0.084-
0.184
0.09-
0.95


=
x_2 o_1:=
s_2 W_2 x_2 B_2-:=
s_2
1.026 10 3-
0.175
0.011
0.149
0.014
0.056
0.641


=
o_2 s_2:=
o_2
1.026 10 3-
0.175
0.011
0.149
0.014
0.056
0.641


=
Next the error is calculated beteen the dataset values and the predicted values:
Difference o_2T Y-:=
e_i 0.5 Difference Difference( ):=
e_i 4.027 10 5- 5.314 10 5- 8.423 10 6- 2.468 10 8- 1.906 10 5- 1.762 10 4- 1.818(=
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e_sum 0.315 10 3-:=
The δ matrix for the output layer is then calculated as
δ_L YT o_2-( ) 1:=
δ_L
8.974 10 3-
0.01-
4.104 10 3-
2.222- 10 4-
6.175 10 3-
0.019
6.03 10 3-


=
The δ matrix for the L-1 layer is calculated as
a W_2 δ_L:=
b 1 o_1-:=
δ_l b a( ):=
δ_l
1.732- 10 3-
2.495- 10 3-
0.012
9.47- 10 4-
8.092- 10 3-
6.326- 10 4-
8.551 10 4-


=
Now that the δ matrices have been determined the weights and biases can be updated. One ofthe variables required for the modified weights update equation is the difference between theprevious weights and bias matrices and the current weights and bias matrices, for the purposeof the sample calculation the previous weights and bias matrices are also assumed to be:
W_1_0
0.1277
0.037
0.437
0.485
0.8133
0.06313-
0.398
0.2117
0.1597
0.292
0.483
0.8961
0.083578-
0.511
0.2194-
0.296
0.415-
0.1414-
0.6477
0.144
0.466
0.0332
0.5822
1.004
0.0562
0.7687
1.468
0.5166
0.9569
1.318
0.508
0.0826
0.9856
0.535
0.675
0.2132
0.597
1.328
0.2608
0.4517
0.05616
0.8804
0.7959
0.5746
0.46
1.55614
0.587
0.694
0.757
1.050
0.1694-
0.252
0.0399
0.47
0.4512
1.651


:=
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W_2_0
0.0161-
0.5486-
0.3061-
0.4046
0.2616-
0.0419-
0.5957
0.0388
0.0674-
0.0596-
0.7008
0.0826
0.122
0.6413-
0.0416
0.5124-
0.1621
0.154-
0.5415
0.167-
0.032
0.0708
0.00287
0.1185-
0.2456-
0.00997-
0.0211
0.07 0.2797-
0.0808-
0.304
0.0756
0.097
0.3018-
0.262-
0.0732
0.13-
0.0863-
0.627
0.0402-
0.499-
0.108
0.0563
0.1795
0.54813
0.348
0.5727
0.38
0.22132
0.5519


:=
B_1_0
0.62930
0.0769
0.3409
0.3857
0.8876
0.4567
0.3234-


:= B_2_0
0.164
0.2343
0.2239
0.5862
0.3302
0.08311
0.01586-


:=
Then the updated weights (W_1_2 and W_2_2) and bias (B_1_2 and B_2_2) matrices can becalculated as
W_1_2 W_1 1 Υ-( ) η δ_l X( )+ Υ W_1 W_1_0-( )-:=
W_1_2
0.127
0.036
0.444
0.484
0.808
0.064-
0.399
0.212
0.16
0.292
0.483
0.896
0.084-
0.511
0.22-
0.296
0.413-
0.142-
0.646
0.144
0.466
0.033
0.582
1.004
0.056
0.769
1.468
0.517
0.957
1.318
0.51
0.082
0.984
0.535
0.675
0.213
0.597
1.328
0.261
0.452
0.056
0.88
0.796
0.575
0.46
1.556
0.587
0.694
0.757
1.049
0.171-
0.26
0.039
0.465
0.451
1.652


=
B_1_2 B_1 1 Υ-( ) η δ_l( )- Υ B_1 B_1_0-( )+:=
B_1_2
0.631
0.079
0.329
0.387
0.896
0.457
0.324-


=
W_2_2 W_2 1 Υ-( ) η δ_L o_1( )+ Υ W_2 W_2_0-( )-:=
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W_2_2
9.551- 10 3-
0.542-
0.3-
0.411
0.255-
0.035-
0.602
0.045
0.061-
0.053-
0.707
0.089
0.129
0.635-
0.048
0.506-
0.169
0.147-
0.548
0.16-
0.039
0.077
9.419 10 3-
0.112-
0.239-
3.421- 10 3-
0.028
0.203-
0.074-
0.311
0.082
0.104
0.295-
0.255-
0.08
0.123-
0.08-
0.634
0.034-
0.492-
0.115
0.063
0.186
0.555
0.355
0.579
0.387
0.228
0.558


=
B_2_2 B_2 1 Υ-( ) η δ_L( )- Υ B_2 B_2_0-( )+:=
B_2_2
0.155
0.245
0.22
0.586
0.324
0.064
0.022-


=
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E.2.4 Program listing
1 import numpy as np
2 import matp lo t l i b . pyplot as p l t
3
4 c l a s s Sequent i a l :
5 de f a c t i v a t i o n ( s e l f , x , act ) :
6 i f act == ’ tanh ’ :
7 re turn np . tanh (x )
8 e l i f act == ’ pu r e l i n ’ :
9 re turn x
10 e l s e :
11 re turn 1/(1+np . exp(−x ) )
12
13 de f act ivat ion_prime ( s e l f , x , act ) :
14 i f act == ’ tanh ’ :
15 re turn 1 .0 − np . power ( s e l f . a c t i v a t i o n (x , act ) , 2 . 0 )
16 e l i f act == ’ pu r e l i n ’ :
17 re turn np . mult ip ly (x , 0 . 0 ) + 1 .0
18 e l s e :
19 re turn s e l f . a c t i v a t i o n (x , act )∗(1− s e l f . a c t i v a t i o n (x , act ) )
20
21 de f performance_func ( s e l f , d , x ) :
22 s e l f . x = x
23 s e l f . d = d
24 re turn −0.5∗np . power ( ( s e l f . d−s e l f . x ) , 2 )
25
26 de f __init__( s e l f , cons t ructor ,X, y , act_func = ’ s igmoid ’ ) :
27 s e l f . c on s t ruc t = cons t ruc to r
28 s e l f .X = X
29 s e l f . y = y
30 s e l f . we ights =[ ]
31 s e l f . b i a s =[ ]
32 s e l f . de l ta_weights =[ ]
33 s e l f . de l ta_bias =[ ]
34 s e l f . previous_delta_weights =[ ]
35 s e l f . prev ious_delta_bias = [ ]
36 s e l f . error_data =[ ]
37 s e l f . e r r o r_to ta l =[ ]
38 s e l f . e r ror_tota l_array =[ ]
39 s e l f . i t e r a t i on s_data =[ ]
40 s e l f . u s e r i nput s =[ ]
41 s e l f . u s e r d e s i r e d =[ ]
42 s e l f . act_func = act_func
43 s e l f . f i r s t_ac t i v a t i on_ func t i on = ’ tanh ’
44 s e l f . l a s t_ac t i va t i on_func t i on = ’ pu r e l i n ’
45
46
47 f o r i in range (1 , l en ( s e l f . c ons t ruc t ) ) :
48 w = np . random . random ( ( s e l f . c ons t ruc t [ i ] , s e l f . c on s t ruc t [ i −1]) )
49 b = np . random . random ( ( s e l f . c ons t ruc t [ i ] , 1 ) )
50 w_update = np . z e r o s ( ( s e l f . c on s t ruc t [ i ] , s e l f . c ons t ruc t [ i −1]) )
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51 b_update = np . z e r o s ( ( s e l f . c on s t ruc t [ i ] , 1 ) )
52 s e l f . we ights . append (w)
53 s e l f . b i a s . append (b)
54 s e l f . de l ta_weights . append (w_update )
55 s e l f . de l ta_bias . append ( b_update )
56 s e l f . previous_delta_weights . append (w_update )
57 s e l f . prev ious_delta_bias . append ( b_update )
58
59 f o r i in range ( l en (X) ) :
60 s e l f . u s e r i nput s . append ( s e l f .X[ i ] )
61 s e l f . u s e r d e s i r e d . append ( s e l f . y [ i ] )
62
63 de f f i t ( s e l f , alpha , beta ,momentum, i t e r a t i o n s ) :
64 pr in t ( ’ I n i t i a t i n g t r a i n i n g o f neura l network us ing s e qu en t i a l
t r a i n i n g algot ihm . . . \ n ’ )
65 pr in t ( ’ I t r \ t I t e r a t i o n Error \tSummed Error \n ’ )
66 s e l f . a lpha = alpha
67 s e l f . beta = beta
68 s e l f .momentum = momentum
69 s e l f . i t e r a t i o n s = i t e r a t i o n s
70
71 f o r l in range ( s e l f . i t e r a t i o n s ) :
72 s e l f . e r ror_track =[ ]
73
74 f o r q in range ( l en ( s e l f . u s e r i nput s ) ) :
75 s e l f . inputs = [ ]
76 s e l f . d e s i r ed = [ ]
77 s e l f . products = [ ]
78 s e l f . outputs = [ ]
79 s e l f . d e l t a = [ ]
80 s e l f . inputs . append ( s e l f . u s e r i nput s [ q ] )
81 s e l f . d e s i r ed . append ( s e l f . u s e r d e s i r e d [ q ] )
82 s e l f . inputs [ 0 ] = np . at least_2d ( s e l f . inputs [ 0 ] )
83 s e l f . inputs [ 0 ] = s e l f . inputs [ 0 ] .T
84
85 f o r i in range ( l en ( s e l f . c on s t ruc t )−1) :
86
87 p = s e l f . we ights [ i ] . dot ( s e l f . inputs [ i ] ) − s e l f . b i a s [ i ]
88 s e l f . products . append (p)
89 i f i == 0 :
90 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
91 i f i == len ( s e l f . c on s t ruc t )−2:
92 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
93 e l s e :
94 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
95 s e l f . outputs . append ( o )
96 i f i < l en ( s e l f . c ons t ruc t )−2:
97 s e l f . inputs . append ( o )
98 e l s e :
99 break
100
101 P = 0
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102 e r r o r = 0
103 f o r i in range ( l en ( s e l f . outputs [−1]) ) :
104 P += s e l f . performance_func (np . at least_2d ( s e l f . d e s i r ed [ 0 ] ) .T[ i ] ,
s e l f . outputs [ −1 ] [ i ] )
105
106 e r r o r = np . abs (P) /( l en ( s e l f . outputs [−1]) )
107
108 #s e l f . d e l t a . append ( ( np . at least_2d ( s e l f . d e s i r ed [ 0 ] ) .T − s e l f .
outputs [−1]) ∗ s e l f . act ivat ion_prime ( s e l f . products [−1] , s e l f .
l a s t_ac t i va t i on_func t i on ) )
109 s e l f . d e l t a . append ( ( np . at least_2d ( s e l f . d e s i r ed [ 0 ] ) .T − s e l f .
outputs [−1]) ∗ s e l f . act ivat ion_prime ( s e l f . products [−1] , s e l f .
l a s t_ac t i va t i on_func t i on ) )
110
111 f o r i in range ( l en ( s e l f . c on s t ruc t )−2 ,0 ,−1) :
112 i f i == 1 :
113 s e l f . d e l t a . append ( s e l f . act ivat ion_prime ( s e l f . products [ i − 1 ] ,
s e l f . f i r s t_ac t i v a t i on_ func t i on ) ∗ np . dot ( s e l f . we ights [ i ] . T, s e l f
. d e l t a [−1]) )
114 e l s e :
115 s e l f . d e l t a . append ( s e l f . act ivat ion_prime ( s e l f . products [ i −1] , s e l f .
act_func ) ∗np . dot ( s e l f . we ights [ i ] . T, s e l f . d e l t a [−1]) )
116
117 s e l f . d e l t a . r e v e r s e ( )
118
119 counter = 0
120 f o r p in range ( l en ( s e l f . we ights ) ) :
121 counter += s e l f . we ights [ p ] . shape [ 0 ] ∗ s e l f . we ights [ p ] . shape [ 1 ]
122
123 i f q==0:
124 dummy_previous_weights = s e l f . we ights
125 previous_weights = np . z e ro s ( l en ( s e l f . c on s t ruc t )−1)
126 e l s e :
127 previous_weights = dummy_previous_weights
128 dummy_previous_weights = s e l f . we ights
129
130 f o r i in range ( l en ( s e l f . c on s t ruc t )−1) :
131 s e l f . de l ta_weights [ i ] = ( 1 . 0 − s e l f .momentum) ∗ s e l f . a lpha ∗ (
132 s e l f . d e l t a [ i ] . dot ( s e l f . inputs [ i ] . T) ) + ( s e l f . beta ∗ s e l f . a lpha )
∗ s e l f . we ights [ i ] − s e l f .momentum ∗ \
133 s e l f . previous_delta_weights [
134 i ]
135 s e l f . de l ta_bias [ i ] = −(1.0 − s e l f .momentum) ∗ s e l f . a lpha ∗ ( s e l f
. d e l t a [ i ] ) − s e l f .momentum ∗ \
136 s e l f . prev ious_delta_bias [
137 i ]
138 s e l f . we ights [ i ] += (1 . 0 − s e l f .momentum) ∗ s e l f . a lpha ∗ ( s e l f .
d e l t a [ i ] . dot ( s e l f . inputs [ i ] . T) ) + (
139 s e l f . beta ∗ s e l f . a lpha ) ∗ \
140 s e l f . we ights [
141 i ] − s e l f .momentum ∗ \
142 s e l f . previous_delta_weights [
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143 i ]
144 s e l f . b i a s [ i ] += −(1.0 − s e l f .momentum) ∗ s e l f . a lpha ∗ ( s e l f .
d e l t a [ i ] ) − s e l f .momentum ∗ \
145 s e l f . prev ious_delta_bias [ i ]
146 s e l f . previous_delta_weights [ i ] = s e l f . de l ta_weights [ i ]
147 s e l f . prev ious_delta_bias [ i ] = s e l f . de l ta_bias [ i ]
148
149 s e l f . e r ror_track . append ( e r r o r )
150
151 s e l f . e r r o r_to ta l = sum( s e l f . e r ror_track )
152
153 i f l % 10 == 0 :
154 pr in t ( ’%r \ t%E ’%(l , e r r o r ) )
155
156 i f l % 10 == 0 :
157 s e l f . error_data . append ( e r r o r )
158 s e l f . e r ror_tota l_array . append ( s e l f . e r r o r_to ta l )
159 s e l f . i t e r a t i on s_data . append ( l )
160
161 pr in t ( ’ Checking f i n a l r e s u l t s . . . ’ )
162
163 s e l f . return_outputs =[ ]
164 f o r i in range ( l en ( s e l f .X) ) :
165 f o r z in range ( l en ( s e l f . c ons t ruc t )−1) :
166 i f z == 0 :
167 input_var = np . at least_2d ( s e l f .X[ i ] ) .T
168 p = s e l f . we ights [ z ] . dot ( input_var ) − s e l f . b i a s [ z ]
169 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
170 input_var = o
171 e l i f z == len ( s e l f . c ons t ruc t )−2:
172 p = s e l f . we ights [ z ] . dot ( input_var ) − s e l f . b i a s [ z ]
173 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
174 input_var = o
175 e l s e :
176 p = s e l f . we ights [ z ] . dot ( input_var ) − s e l f . b i a s [ z ]
177 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
178 input_var = o
179 s e l f . return_outputs . append ( o )
180
181 pr in t ( s e l f . return_outputs )
182 pr in t ( ’ Procedures s u c c e s s f u l l y completed ’ )
183
184 re turn s e l f . weights , s e l f . b i a s
185
186 de f plot_error_convergence ( s e l f ) :
187 p l t . f i g u r e (1 )
188 p l t . p l o t ( s e l f . i t e ra t ions_data , s e l f . error_data , c=’ black ’ , lw=0.25 ,
l a b e l=’ I t e r a t i o n e r r o r ’ )
189 #pl t . p l o t ( s e l f . i t e ra t ions_data , s e l f . error_tota l_array , c=’ blue ’ ,
l a b e l =’Summed e r r o r ’ )
190 #pl t . ax i s ( [ 0 , s e l f . i t e r a t i o n s , 0 , 0 . 1 ] )
191 p l t . y s c a l e ( ’ l og ’ )
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192 p l t . t i t l e ( ’ Least sqaures e r r o r convergence o f each i t e r a t i o n ’ )
193 p l t . x l ab e l ( ’Weight changing c y c l e s ’ )
194 p l t . y l ab e l ( ’ I t e r a t i o n Error ’ )
195 p l t . l egend ( )
196 p l t . g r i d ( )
197 p l t . show ( )
198 re turn s e l f . i t e ra t ions_data , s e l f . error_data
199
200 de f p r ed i c t ( s e l f , amount_testdata , test_data , neuron_constructor ,
input_weights , input_bias ) :
201 s e l f . amount_testdata = amount_testdata
202 s e l f . test_data = test_data
203 s e l f . neuron_constructor = neuron_constructor
204 s e l f . input_weights = input_weights
205 s e l f . input_bias = input_bias
206 s e l f . t e s t_ r e s u l t s =[ ]
207 i f s e l f . amount_testdata == 1 :
208 f o r z in range ( l en ( s e l f . neuron_constructor )−1) :
209 i f z == 0 :
210 input_var = np . at least_2d ( s e l f . test_data ) .T
211 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
212 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
213 input_var = o
214 e l i f z == len ( s e l f . neuron_constructor )−2:
215 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
216 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
217 input_var = o
218 e l s e :
219 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
220 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
221 input_var = o
222 s e l f . t e s t_ r e s u l t s . append ( o )
223 e l s e :
224 f o r i in range ( l en ( s e l f . test_data ) ) :
225 f o r z in range ( l en ( s e l f . neuron_constructor )−1) :
226 i f z == 0 :
227 input_var = np . at least_2d ( s e l f . test_data [ i ] ) .T
228 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
229 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
230 input_var = o
231 e l i f z == len ( s e l f . neuron_constructor )−2:
232 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
233 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
234 input_var = o
235 e l s e :
236 p = s e l f . input_weights [ z ] . dot ( input_var ) − s e l f . input_bias [ z ]
237 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
238 input_var = o
239 s e l f . t e s t_ r e s u l t s . append ( o )
240 re turn s e l f . t e s t_ r e s u l t s [ 0 ]
241
242 c l a s s Random( Sequent i a l ) :
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243
244 de f f i t ( s e l f , alpha , beta ,momentum, i t e r a t i o n s ) :
245 pr in t ( ’ I n i t i a t i n g t r a i n i n g o f neura l network us ing s e qu en t i a l
t r a i n i n g algot ihm . . . \ n ’ )
246 pr in t ( ’ I t r \ t I t e r a t i o n Error \tSummed Error \n ’ )
247 s e l f . a lpha = alpha
248 s e l f . beta = beta
249 s e l f .momentum = momentum
250 s e l f . i t e r a t i o n s = i t e r a t i o n s
251
252 f o r l in range ( s e l f . i t e r a t i o n s ) :
253 s e l f . e r ror_track =[ ]
254 s e l f . inputs = [ ]
255 s e l f . d e s i r ed = [ ]
256 s e l f . products = [ ]
257 s e l f . outputs = [ ]
258 s e l f . d e l t a = [ ]
259 randomnumber = np . random . rand int ( l en ( s e l f .X) )
260 s e l f . inputs . append ( s e l f . u s e r i nput s [ randomnumber ] )
261 s e l f . d e s i r ed . append ( s e l f . u s e r d e s i r e d [ randomnumber ] )
262 s e l f . inputs [ 0 ] = np . at least_2d ( s e l f . inputs [ 0 ] )
263 s e l f . inputs [ 0 ] = s e l f . inputs [ 0 ] .T
264
265 f o r i in range ( l en ( s e l f . c on s t ruc t )−1) :
266
267 p = s e l f . we ights [ i ] . dot ( s e l f . inputs [ i ] ) − s e l f . b i a s [ i ]
268 s e l f . products . append (p)
269 i f i == 0 :
270 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
271 i f i == len ( s e l f . c on s t ruc t )−2:
272 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
273 e l s e :
274 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
275 s e l f . outputs . append ( o )
276 i f i < l en ( s e l f . c ons t ruc t )−2:
277 s e l f . inputs . append ( o )
278 e l s e :
279 break
280
281 P = 0
282 e r r o r = 0
283 f o r i in range ( l en ( s e l f . outputs [−1]) ) :
284 P += s e l f . performance_func (np . at least_2d ( s e l f . d e s i r ed [ 0 ] ) .T[ i ] ,
s e l f . outputs [ −1 ] [ i ] )
285
286 e r r o r = np . abs (P)
287
288 s e l f . d e l t a . append ( ( np . at least_2d ( s e l f . d e s i r ed [ 0 ] ) .T − s e l f .
outputs [−1]) ∗ s e l f . act ivat ion_prime ( s e l f . products [−1] , s e l f .
l a s t_ac t i va t i on_func t i on ) )
289 f o r i in range ( l en ( s e l f . c on s t ruc t )−2 ,0 ,−1) :
290 i f i ==1:
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291 s e l f . d e l t a . append ( s e l f . act ivat ion_prime ( s e l f . products [ i − 1 ] ,
s e l f . f i r s t_ac t i v a t i on_ func t i on ) ∗ np . dot ( s e l f . we ights [ i ] . T, s e l f
. d e l t a [−1]) )
292 e l s e :
293 s e l f . d e l t a . append ( s e l f . act ivat ion_prime ( s e l f . products [ i −1] , s e l f .
act_func ) ∗np . dot ( s e l f . we ights [ i ] . T, s e l f . d e l t a [−1]) )
294
295 s e l f . d e l t a . r e v e r s e ( )
296
297 counter = 0
298 f o r p in range ( l en ( s e l f . we ights ) ) :
299 counter += s e l f . we ights [ p ] . shape [ 0 ] ∗ s e l f . we ights [ p ] . shape [ 1 ]
300
301 f o r i in range ( l en ( s e l f . c on s t ruc t )−1) :
302 s e l f . de l ta_weights [ i ] = (1.0− s e l f .momentum) ∗ s e l f . a lpha ∗ ( s e l f .
d e l t a [ i ] . dot ( s e l f . inputs [ i ] . T) ) + ( s e l f . beta ∗ s e l f . a lpha ) ∗
s e l f . we ights [ i ] − s e l f .momentum∗ s e l f . previous_delta_weights [ i ]
303 s e l f . de l ta_bias [ i ] = −(1.0− s e l f .momentum) ∗ s e l f . a lpha ∗ ( s e l f .
d e l t a [ i ] ) − s e l f .momentum∗ s e l f . prev ious_delta_bias [ i ]
304 s e l f . we ights [ i ] += (1.0− s e l f .momentum) ∗ s e l f . a lpha ∗( s e l f . d e l t a [ i
] . dot ( s e l f . inputs [ i ] . T) ) + ( s e l f . beta ∗ s e l f . a lpha ) ∗ s e l f . we ights [
i ] − s e l f .momentum∗ s e l f . previous_delta_weights [ i ]
305 s e l f . b i a s [ i ] += −(1.0− s e l f .momentum) ∗ s e l f . a lpha ∗( s e l f . d e l t a [ i ] )
− s e l f .momentum∗ s e l f . prev ious_delta_bias [ i ]
306 s e l f . previous_delta_weights [ i ] = s e l f . de l ta_weights [ i ]
307 s e l f . prev ious_delta_bias [ i ] = s e l f . de l ta_bias [ i ]
308
309 s e l f . e r ror_track . append ( e r r o r )
310
311 s e l f . e r r o r_to ta l = sum( s e l f . e r ror_track )
312
313 i f l % 100 == 0 :
314 pr in t ( ’%r \ t%E ’%(l , e r r o r ) )
315
316 i f l % 100 == 0 :
317 s e l f . error_data . append ( e r r o r )
318 s e l f . e r ror_tota l_array . append ( s e l f . e r r o r_to ta l )
319 s e l f . i t e r a t i on s_data . append ( l )
320
321 pr in t ( ’ Checking f i n a l r e s u l t s . . . ’ )
322
323 s e l f . return_outputs =[ ]
324 f o r i in range ( l en ( s e l f .X) ) :
325 f o r z in range ( l en ( s e l f . c ons t ruc t )−1) :
326 i f z == 0 :
327 input_var = np . at least_2d ( s e l f .X[ i ] ) .T
328 p = s e l f . we ights [ z ] . dot ( input_var ) − s e l f . b i a s [ z ]
329 o = s e l f . a c t i v a t i o n (p , s e l f . f i r s t_ac t i v a t i on_ func t i on )
330 input_var = o
331 e l s e :
332 i f z == len ( s e l f . c on s t ruc t )−2:
333 p = s e l f . we ights [ z ] . dot ( input_var ) − s e l f . b i a s [ z ]
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334 o = s e l f . a c t i v a t i o n (p , s e l f . l a s t_ac t i va t i on_func t i on )
335 e l s e :
336 p = s e l f . we ights [ z ] . dot ( input_var ) − s e l f . b i a s [ z ]
337 o = s e l f . a c t i v a t i o n (p , s e l f . act_func )
338 input_var = o
339 s e l f . return_outputs . append ( o )
340
341 pr in t ( s e l f . return_outputs )
342 pr in t ( ’ Procedures s u c c e s s f u l l y completed ’ )
343 re turn s e l f . weights , s e l f . b i a s
344
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Appendix F
Artificial neural network
implementation code
In this appendix only some of the ANN-chemistry integrator functions which
is used to implement the techniques in Fluent® 17.0 will be shown due to
space constraints.
F.1 Neural network main function
1 DEFINE_ADJUST( NN_fineScaleReaction , d)
2 {
3 Thread ∗ t ;
4 c e l l_ t c ;
5
6 double speciesTempArray [ 8 ] = { 0 .0 } ;
7 double chemTime = 0 . 0 ;
8 double f i n e s c a l e Sp e c i e sA r r ay [ 7 ] = { 0 .0 } ;
9 i n t outputS ize = 7 ;
10 i n t i = 0 ;
11 double p s i = 0 . 0 ;
12 double sp e c i e sSou r c e [ 7 ] = { 0 .0 } ;
13 double spec i e sCe l lAve rage = 0 . 0 ;
14 double kinv =0.0 ;
15 double Re_t = 0 . 0 ;
16 double a = 0 . 0 ;
17 double b = 0 . 0 ;
18 double cc = 0 . 0 ;
19
20 thread_loop_c ( t , d )
21 {
22 begin_c_loop ( c , t )
23 {
24 //ASSIGN CELL SPECIES TO ARRAY AND WEIGHT TEMPERATURE WITH MAX
TEMP USED IN NN TRAINING
25 speciesTempArray [ 0 ] = C_T( c , t ) / setMaxTemp ;
26 speciesTempArray [ 1 ] = C_YI( c , t , 5) ; //H2
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27 speciesTempArray [ 2 ] = C_YI( c , t , 0) ; //O2
28 speciesTempArray [ 3 ] = C_YI( c , t , 2) ; //H2O
29 speciesTempArray [ 4 ] = C_YI( c , t , 3) ; //CH4
30 speciesTempArray [ 5 ] = C_YI( c , t , 4) ; //CO
31 speciesTempArray [ 6 ] = C_YI( c , t , 1) ; //CO2
32 speciesTempArray [ 7 ] = C_YI( c , t , 6) ; //N2
33
34 //CHEMICAL TIME SCALE CALCULATION
35 i f (C_D( c , t ) < 0 .001 ) {
36 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
37 }
38 e l s e {
39 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
40 }
41 //FINE SCALE VOLUME CALCULATION
42 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
43 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
44 i f (Re_t <= 64 . 0 ) {
45 Re_t = 64 . 0 ;
46 }
47 e l s e {
48 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
49 }
50 p s i = c_xi∗pow(Re_t ,−0.25) ;
51
52 //NEURAL NETWORK FINE SCALES CALCULATION:
53 i f ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) ) {
54 f i n e s c a l e Sp e c i e sA r r ay [ 0 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 0 ] ;
55 f i n e s c a l e Sp e c i e sA r r ay [ 1 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 1 ] ;
56 f i n e s c a l e Sp e c i e sA r r ay [ 2 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 2 ] ;
57 f i n e s c a l e Sp e c i e sA r r ay [ 3 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 3 ] ;
58 f i n e s c a l e Sp e c i e sA r r ay [ 4 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 4 ] ;
59 f i n e s c a l e Sp e c i e sA r r ay [ 5 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 5 ] ;
60 f i n e s c a l e Sp e c i e sA r r ay [ 6 ] = neuralnetwork ( speciesTempArray ,
chemTime) [ 6 ] ;
61 }
62 e l s e {
63 f i n e s c a l e Sp e c i e sA r r ay [ 0 ] = speciesTempArray [ 1 ] ;
64 f i n e s c a l e Sp e c i e sA r r ay [ 1 ] = speciesTempArray [ 2 ] ;
65 f i n e s c a l e Sp e c i e sA r r ay [ 2 ] = speciesTempArray [ 3 ] ;
66 f i n e s c a l e Sp e c i e sA r r ay [ 3 ] = speciesTempArray [ 4 ] ;
67 f i n e s c a l e Sp e c i e sA r r ay [ 4 ] = speciesTempArray [ 5 ] ;
68 f i n e s c a l e Sp e c i e sA r r ay [ 5 ] = speciesTempArray [ 6 ] ;
69 f i n e s c a l e Sp e c i e sA r r ay [ 6 ] = speciesTempArray [ 7 ] ;
70 }
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71
72 C_UDMI( c , t , 1) = f i n e s c a l e Sp e c i e sA r r ay [ 0 ] ; //H2
73 C_UDMI( c , t , 2) = f i n e s c a l e Sp e c i e sA r r ay [ 1 ] ; //O2
74 C_UDMI( c , t , 3) = f i n e s c a l e Sp e c i e sA r r ay [ 2 ] ; //H2O
75 C_UDMI( c , t , 4) = f i n e s c a l e Sp e c i e sA r r ay [ 3 ] ; //CH4
76 C_UDMI( c , t , 5) = f i n e s c a l e Sp e c i e sA r r ay [ 4 ] ; //CO
77 C_UDMI( c , t , 6) = f i n e s c a l e Sp e c i e sA r r ay [ 5 ] ; //CO2
78 C_UDMI( c , t , 7) = f i n e s c a l e Sp e c i e sA r r ay [ 6 ] ; //N2
79
80 }
81 end_c_loop ( c , t )
82 }
83 }
F.2 Species source macros
1 DEFINE_SOURCE( h2_source , c , t , dS , eqn )
2 {
3 r e a l xc [ND_ND] ;
4 double p s i = 0 . 0 ;
5 double chemTime = 0 . 0 ;
6 double sp e c i e sSou r c e = 0 . 0 ;
7 double spec i e sCe l lAve rage = 0 . 0 ;
8 double Re_t = 0 . 0 ;
9 double kinv = 0 . 0 ;
10
11 i f (C_D( c , t ) < 0 .001 ) {
12 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
13 }
14 e l s e {
15 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
16 }
17 //FINE SCALE VOLUME CALCULATION
18 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
19 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
20 i f (Re_t <= 64 . 0 ) {
21 Re_t = 64 . 0 ;
22 }
23 e l s e {
24 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
25 }
26 p s i = c_xi∗pow(Re_t , −0.25) ;
27 C_CENTROID( xc , c , t ) ;
28 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
29
30 spec i e sCe l lAve rage = pow( ps i , 3 . 0 ) ∗C_UDMI( c , t , 1) + (1 − pow( ps i ,
3 . 0 ) ) ∗ C_YI( c , t , 5 ) ;
31 sp e c i e sSou r c e = ( (C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow(
ps i , 3 . 0 ) ) ) ) ∗(C_UDMI( c , t , 1) − C_YI( c , t , 5 ) /∗ spec i e sCe l lAve rage
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∗/ ) ;
32 }
33 e l s e {
34 sp e c i e sSou r c e = 0 . 0 ;
35 }
36
37 C_UDMI( c , t , 8) = spec i e sSou r c e ;
38 dS [ eqn ] = −((C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow( ps i ,
3 . 0 ) ) ) ) ;
39 re turn spe c i e sSou r c e ;
40 }
41
42 DEFINE_SOURCE( o2_source , c , t , dS , eqn )
43 {
44 r e a l xc [ND_ND] ;
45 double p s i = 0 . 0 ;
46 double chemTime = 0 . 0 ;
47 double sp e c i e sSou r c e = 0 . 0 ;
48 double spec i e sCe l lAve rage = 0 . 0 ;
49 double Re_t = 0 . 0 ;
50 double kinv = 0 . 0 ;
51
52 i f (C_D( c , t ) < 0 .001 ) {
53 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
54 }
55 e l s e {
56 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
57 }
58 //FINE SCALE VOLUME CALCULATION
59 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
60 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
61 i f (Re_t <= 64 . 0 ) {
62 Re_t = 64 . 0 ;
63 }
64 e l s e {
65 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
66 }
67 p s i = c_xi∗pow(Re_t , −0.25) ;
68 C_CENTROID( xc , c , t ) ;
69 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
70
71 spec i e sCe l lAve rage = pow( ps i , 3 . 0 ) ∗C_UDMI( c , t , 2) + (1 − pow( ps i ,
3 . 0 ) ) ∗ C_YI( c , t , 0) ;
72 sp e c i e sSou r c e = ( (C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow(
ps i , 3 . 0 ) ) ) ) ∗(C_UDMI( c , t , 2) − C_YI( c , t , 0) /∗
spec i e sCe l lAve rage ∗/ ) ;
73 i f ( s p e c i e sSou r c e > 0 . 0 ) {
74 sp e c i e sSou r c e = 0 . 0 ;
75 }
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76 }
77 e l s e {
78 sp e c i e sSou r c e = 0 . 0 ;
79 }
80
81 C_UDMI( c , t , 9) = spec i e sSou r c e ;
82 dS [ eqn ] = −((C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow( ps i ,
3 . 0 ) ) ) ) ;
83 re turn spe c i e sSou r c e ;
84 }
85
86 DEFINE_SOURCE( h2o_source , c , t , dS , eqn )
87 {
88 r e a l xc [ND_ND] ;
89 double p s i = 0 . 0 ;
90 double chemTime = 0 . 0 ;
91 double sp e c i e sSou r c e = 0 . 0 ;
92 double spec i e sCe l lAve rage = 0 . 0 ;
93 double Re_t = 0 . 0 ;
94 double kinv = 0 . 0 ;
95
96 i f (C_D( c , t ) < 0 .001 ) {
97 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
98 }
99 e l s e {
100 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
101 }
102 //FINE SCALE VOLUME CALCULATION
103 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
104 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
105 i f (Re_t <= 64 . 0 ) {
106 Re_t = 64 . 0 ;
107 }
108 e l s e {
109 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
110 }
111 p s i = c_xi∗pow(Re_t , −0.25) ;
112 C_CENTROID( xc , c , t ) ;
113 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
114
115 spec i e sCe l lAve rage = pow( ps i , 3 . 0 ) ∗C_UDMI( c , t , 3) + (1 − pow( ps i ,
3 . 0 ) ) ∗ C_YI( c , t , 2) ;
116 sp e c i e sSou r c e = ( (C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow(
ps i , 3 . 0 ) ) ) ) ∗(C_UDMI( c , t , 3) − C_YI( c , t , 2) /∗
spec i e sCe l lAve rage ∗/ ) ;
117 i f ( s p e c i e sSou r c e < 0 . 0 ) {
118 sp e c i e sSou r c e = 0 . 0 ;
119 }
120 }
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121 e l s e {
122 sp e c i e sSou r c e = 0 . 0 ;
123 }
124
125 C_UDMI( c , t , 10) = spec i e sSou r c e ;
126 dS [ eqn ] = −((C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow( ps i ,
3 . 0 ) ) ) ) ;
127 re turn spe c i e sSou r c e ;
128 }
129
130 DEFINE_SOURCE( ch4_source , c , t , dS , eqn )
131 {
132 r e a l xc [ND_ND] ;
133 double p s i = 0 . 0 ;
134 double chemTime = 0 . 0 ;
135 i n t i = 0 ;
136 double sp e c i e sSou r c e = 0 . 0 ;
137 double spec i e sCe l lAve rage = 0 . 0 ;
138 double Re_t = 0 . 0 ;
139 double kinv = 0 . 0 ;
140
141 i f (C_D( c , t ) < 0 .001 ) {
142 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
143 }
144 e l s e {
145 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
146 }
147 //FINE SCALE VOLUME CALCULATION
148 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
149 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
150 i f (Re_t <= 64 . 0 ) {
151 Re_t = 64 . 0 ;
152 }
153 e l s e {
154 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
155 }
156 p s i = c_xi∗pow(Re_t , −0.25) ;
157 C_CENTROID( xc , c , t ) ;
158 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
159
160 spec i e sCe l lAve rage = pow( ps i , 3 . 0 ) ∗C_UDMI( c , t , 4) + (1 − pow( ps i ,
3 . 0 ) ) ∗ C_YI( c , t , 3) ;
161 sp e c i e sSou r c e = ( (C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow(
ps i , 3 . 0 ) ) ) ) ∗(C_UDMI( c , t , 4) − C_YI( c , t , 3) /∗
spec i e sCe l lAve rage ∗/ ) ;
162 i f ( s p e c i e sSou r c e > 0 . 0 ) {
163 sp e c i e sSou r c e = 0 . 0 ;
164 }
165 }
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166 e l s e {
167 sp e c i e sSou r c e = 0 . 0 ;
168 }
169
170 C_UDMI( c , t , 11) = spec i e sSou r c e ;
171 dS [ eqn ] = −((C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow( ps i ,
3 . 0 ) ) ) ) ;
172 re turn spe c i e sSou r c e ;
173 }
174
175 DEFINE_SOURCE( co_source , c , t , dS , eqn )
176 {
177 r e a l xc [ND_ND] ;
178 double p s i = 0 . 0 ;
179 double chemTime = 0 . 0 ;
180 i n t i = 0 ;
181 double sp e c i e sSou r c e = 0 . 0 ;
182 double spec i e sCe l lAve rage = 0 . 0 ;
183 double Re_t = 0 . 0 ;
184 double kinv = 0 . 0 ;
185
186 i f (C_D( c , t ) < 0 .001 ) {
187 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
188 }
189 e l s e {
190 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
191 }
192 //FINE SCALE VOLUME CALCULATION
193 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
194 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
195 i f (Re_t <= 64 . 0 ) {
196 Re_t = 64 . 0 ;
197 }
198 e l s e {
199 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
200 }
201 p s i = c_xi∗pow(Re_t , −0.25) ;
202 C_CENTROID( xc , c , t ) ;
203 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
204
205 spec i e sCe l lAve rage = pow( ps i , 3 . 0 ) ∗C_UDMI( c , t , 5) + (1 − pow( ps i ,
3 . 0 ) ) ∗ C_YI( c , t , 4) ;
206 sp e c i e sSou r c e = ( (C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow(
ps i , 3 . 0 ) ) ) ) ∗(C_UDMI( c , t , 5) − C_YI( c , t , 4) /∗
spec i e sCe l lAve rage ∗/ ) ;
207
208 }
209 e l s e {
210 sp e c i e sSou r c e = 0 . 0 ;
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211 }
212
213 C_UDMI( c , t , 12) = spec i e sSou r c e ;
214 dS [ eqn ] = −((C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow( ps i ,
3 . 0 ) ) ) ) ;
215 re turn spe c i e sSou r c e ;
216 }
217
218 DEFINE_SOURCE( co2_source , c , t , dS , eqn )
219 {
220 r e a l xc [ND_ND] ;
221 double p s i = 0 . 0 ;
222 double chemTime = 0 . 0 ;
223 i n t i = 0 ;
224 double sp e c i e sSou r c e = 0 . 0 ;
225 double spec i e sCe l lAve rage = 0 . 0 ;
226 double Re_t = 0 . 0 ;
227 double kinv = 0 . 0 ;
228
229 i f (C_D( c , t ) < 0 .001 ) {
230 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / 0 .001 , 0 . 5 ) ;
231 }
232 e l s e {
233 chemTime = 0.4082∗pow( (C_MU_L( c , t ) / C_R( c , t ) ) / C_D( c , t ) , 0 . 5 )
;
234 }
235 //FINE SCALE VOLUME CALCULATION
236 kinv = (C_MU_L( c , t ) / C_R( c , t ) ) ;
237 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
238 i f (Re_t <= 64 . 0 ) {
239 Re_t = 64 . 0 ;
240 }
241 e l s e {
242 Re_t = (pow(C_K( c , t ) , 2 . 0 ) / ( kinv ∗C_D( c , t ) ) ) ;
243 }
244 p s i = c_xi∗pow(Re_t , −0.25) ;
245 C_CENTROID( xc , c , t ) ;
246 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
247
248 spec i e sCe l lAve rage = pow( ps i , 3 . 0 ) ∗C_UDMI( c , t , 6) + (1 − pow( ps i ,
3 . 0 ) ) ∗ C_YI( c , t , 1) ;
249 sp e c i e sSou r c e = ( (C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow(
ps i , 3 . 0 ) ) ) ) ∗(C_UDMI( c , t , 6) − C_YI( c , t , 1) /∗
spec i e sCe l lAve rage ∗/ ) ;
250 i f ( s p e c i e sSou r c e < 0 . 0 ) {
251 sp e c i e sSou r c e = 0 . 0 ;
252 }
253 }
254 e l s e {
255 sp e c i e sSou r c e = 0 . 0 ;
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256 }
257
258 C_UDMI( c , t , 13) = spec i e sSou r c e ;
259 dS [ eqn ] = −((C_R( c , t ) ∗pow( ps i , 2 . 0 ) ) / ( chemTime∗(1 − pow( ps i ,
3 . 0 ) ) ) ) ;
260 re turn spe c i e sSou r c e ;
261 }
F.3 Energy source macro
1 DEFINE_SOURCE( energy , c , t , dS , eqn )
2 {
3 r e a l xc [ND_ND] ;
4 double h_o2 = 0.01634309 ;
5 double h_h2 = 0 .01328158 ;
6 double h_co2 = −3.93502∗pow ( 1 0 . 0 , 8 . 0 ) ;
7 double h_h2o = −2.418211∗pow ( 1 0 . 0 , 8 . 0 ) ;
8 double h_co = −1.105277∗pow ( 1 0 . 0 , 8 . 0 ) ;
9 double h_ch4 = −7.459847∗pow ( 1 0 . 0 , 7 . 0 ) ;
10 double h_n2 = 1429 . 881 ;
11
12 double M_o2 = 31 . 9988 ;
13 double M_h2 = 2 .01594 ;
14 double M_co2 = 44 .00995 ;
15 double M_h2o = 18 .01528 ;
16 double M_co = 28 . 0104 ;
17 double M_ch4 = 16 .04276 ;
18 double M_n2 = 28 . 0134 ;
19
20 C_CENTROID( xc , c , t ) ;
21 i f ( ( (C_UDMI( c , t , 0) < MF) && (C_UDMI( c , t , 0) > MF_min) && xc [ 0 ]
<= x_max && xc [ 0 ] >= x_min ) ) /∗ | | ( ( xc [0] < x_min) && ( xc [ 1 ] >
y_max) && ( xc [ 1 ] <=0.009) ) ) ∗/ {
22 C_UDMI( c , t , 14) = −(C_UDMI( c , t , 11) ∗ h_ch4 / M_ch4 + C_UDMI( c ,
t , 9) ∗ h_o2 / M_o2 + C_UDMI( c , t , 13) ∗ h_co2 / M_co2 + C_UDMI
( c , t , 10) ∗ h_h2o / M_h2o + C_UDMI( c , t , 12) ∗ h_co / M_co +
C_UDMI( c , t , 8) ∗ h_h2 / M_h2 ) ;
23 }
24 e l s e {
25 C_UDMI( c , t , 14) = 0 . 0 ;
26 }
27 dS [ eqn ] = 0 . 0 ;
28 re turn C_UDMI( c , t , 14) ;
29 }
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Contour plots of turbulent
Reynolds numbers for RSM and
realizable k-epsilon models
Figure G.1: Contour plot of turbulent Re number for RSM turbulence model
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Figure G.2: Contour plot of turbulent Re number for realizable k− turbulence
model
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