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Adiabatic preparation of the ground states of many-body Hamiltonians in the closed system limit is at the
heart of adiabatic quantum computation, but in reality systems are always open. This motivates a natural com-
parison between, on the one hand, adiabatic preparation of steady states of Lindbladian generators and, on the
other hand, relaxation towards the same steady states subject to the final Lindbladian of the adiabatic process.
In this work we thus adopt the perspective that the goal is the most efficient possible preparation of such steady
states, rather than ground states. Using known rigorous bounds for the open-system adiabatic theorem and for
mixing times, we are then led to a disturbing conclusion that at first appears to doom efforts to build physical
quantum annealers: relaxation seems to always converge faster than adiabatic preparation. However, by care-
fully estimating the adiabatic preparation time for Lindbladians describing thermalization in the low temperature
limit, we show that there is, after all, room for an adiabatic speedup over relaxation. To test the analytically de-
rived bounds for the adiabatic preparation time and the relaxation time, we numerically study three models: a
dissipative quasi-free fermionic chain, a single qubit coupled to a thermal bath, and the “spike” problem of n
qubits coupled to a thermal bath. Via these models we find that the answer to the “which wins” question depends
for each model on the temperature and the system-bath coupling strength. In the case of the “spike” problem
we find that relaxation during the adiabatic evolution plays an important role in ensuring a speedup over the
final-time relaxation procedure. Thus, relaxation-assisted adiabatic preparation can be more efficient than both
pure adiabatic evolution and pure relaxation.
I. INTRODUCTION
Encoding the result of a computation into the ground state
of a real or simulated physical system is a powerful idea
that is shared by quantum approaches such as quantum an-
nealing (QA) [1] and adiabatic quantum computing (AQC)
[2], and classical relaxation heuristics based on Monte Carlo
Markov chains (MCMC), such as simulated annealing [3] and
parallel tempering [4]. Unfortunately, comparisons between
these quantum and classical approaches, while necessary and
worthwhile, are fraught with difficulties at the outset, because
they are formulated in very different settings. While MCMC
algorithms are implemented on digital classical computers,
adiabatic preparation (via QA or AQC) is an inherently ana-
log process implemented on quantum hardware. Moreover,
the choice of the specific classical heuristic, the CPU archi-
tecture, and so on, all contribute with unknown scaling fac-
tors and polynomial overhead, turning a fair comparison into
a subtle and challenging task. Additionally, in all but a few
cases the best possible algorithms are unknown, leading to the
need for a careful distinction between different types of quan-
tum speedups [5].
Instead of attempting to compare quantum and classical ap-
proaches, one may ask whether the quantum analog of clas-
sical relaxation heuristics, namely quantum relaxation, is a
viable alternative to adiabatic preparation. Here we provide
a systematic study of this question and its answer. We shall
argue that the comparison between adiabatic preparation and
quantum relaxation is natural and allows us to put the two ap-
proaches on an equal footing.
In order to carry out this program, we assume that the sys-
tem dynamics can be described by a time-dependent Liouvil-
lian generator of Lindblad type L(t) [6], with t ∈ [0, τ ]. Adi-
abatic preparation and quantum relaxation are described in a
unified framework as follows. The target for both strategies
is the steady state ρSS(τ) of L(τ), i.e., the state that satisfies
L(τ)[ρSS(τ)] = 0. It is important to clarify that by focusing
on steady state preparation we will not address the problem
of ground state preparation (the usual goal of optimization via
AQC and QA).
Adiabatic preparation is the process of adiabatically evolv-
ing an initial state ρSS(0), subject to the generator L(t). The
adiabatic theorem for open quantum systems guarantees that
the final state ρadia(τ) = Texp
[∫ τ
0
L(t)dt] [ρ(0)] approaches
the steady state state ρSS(τ) in the limit of infinitely slow
change of L(t) [7–11]. In contrast, quantum relaxation is de-
scribed by the dynamics ρrelax(t) = etL(τ)[ρ(0)] where ρ(0)
is the initial state. Results estimating the convergence rate
of ρrelax(t) towards ρSS(τ) are known [12–14]. The adiabatic
preparation of the state ρSS(τ) can now be naturally compared
to the process of quantum relaxation towards the same state.
Our approach has a number of potential applications: (i) It
allows us to study the efficiency of realistic implementations
of AQC and QA for which the interaction with the environ-
ment cannot be neglected [15–23]. In such situations we may
expect that the open-system dynamics converge (possibly af-
ter an exponentially long time) not to the ground state but
rather to a thermal equilibrium Gibbs state ρeq ∼ exp (−βH),
where β = 1/T > 0 is the inverse temperature of the system
and H its Hamiltonian. (ii) One may also consider idealized
dynamics designed to prepare ground states instead of thermal
states. In this case β becomes an external tunable parameter
that one tries to make as large as possible, as in simulated an-
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2nealing or quantum Monte Carlo algorithms [24]. However,
there is still a difference in the sense that the thermal state
has equal weight on all ground states in the case of degener-
acy, whereas closed system adiabatic evolution need not. (iii)
Davies generators [25], which are a subclass of physically re-
alistic generators, have thermal Gibbs states as steady states
[26], and the relaxation process may well be called thermal-
ization in this case. If the final Hamiltonian is classical (e.g.,
diagonal in the computational basis), the relaxation process
is described by a classical Markov chain, the so called Pauli
equation.1 Hence, in this situation we end up comparing adia-
batic quantum preparation with classical Markov algorithms.
Note, however, that we do not measure the efficiency via the
time necessary to run the algorithm on a digital classical com-
puter as is usually done, but rather run the classical Markov
chain on an analog device as well.
For both the adiabatic and the relaxation approaches the ef-
ficiency is encoded in the “time-to-steady-state” (TTSS). The
TTSS is the minimum time τ required to be -close (in an ap-
propriate distance measure) to the desired steady state. The
time τ can be estimated using known results for the adiabatic
theorem [7–11], and for mixing times of dynamical semi-
groups [12, 13, 27]. As we shall see, a naive first attempt to
carry out such an estimation leads to a conundrum: relaxation
seems to always be faster than adiabatic preparation. How-
ever, this pessimistic result (for adiabatic preparation) is based
on a bound for the open-system adiabatic theorem [11] that es-
sentially mimics the closed-system result [28]. It represents a
worst-case scenario that ignores the extra structure provided
by the thermalizing dynamics. We resolve the conundrum by
estimating the adiabatic time for the thermalizing case in the
limit of zero temperature and show that in this case, i.e., for
sufficiently low temperatures, adiabatic preparation can beat
thermal relaxation after all.
We also provide several numerical examples confirming
the existence of both scenarios. Namely, in the case of un-
structured (i.e., not thermal) Lindbladian dynamics, we give
an example where the TTSS for both relaxation and adia-
batic preparation is polynomial in the system size, with re-
laxation being faster. In contrast, for thermalizing processes
described by a Davies-Lindblad master equation, we give ex-
amples where adiabatic preparation becomes advantageous
for sufficiently low temperatures and small system-bath cou-
pling. We expect our conclusions to apply outside of the QA
and AQC context, e.g., for various protocols for faster-than-
classical adiabatic preparation of interesting physical states
[29–32].
The structure of this paper is as follows. In Sec. II we pro-
vide the general theoretical framework for relaxation and adi-
abatic preparation under Lindbladian evolution. In Sec. III we
analyze adiabatic preparation in the zero temperature limit and
explain why adiabatic preparation can, after all, beat relax-
ation. In Sec. IV we analyze three models (dissipative quasi-
free fermions, a single qubit coupled to a thermal bath, and
1 This requires, as we do, that the initial state is diagonal in the Hamiltonian
eigenbasis. The infinite temperature initial state belongs to this class.
the “spike” problem coupled to a thermal bath) to test the pre-
dictions of the previous section. We conclude in Sec. V, and
provide additional technical details in the appendix.
II. RELAXATION AND ADIABATIC PREPARATION
UNDER LINDBLADIAN EVOLUTION
The system’s Hilbert space H is assumed to be of finite
dimension dH. Let H(t) =
∑
mEm(t)|m(t)〉〈m(t)| be the
spectral decomposition of the system Hamiltonian. We call
the set of instantaneous eigenvectors {|m(t)〉} of H(t) the
energy eigenbasis. The system’s density matrix evolves ac-
cording to the master equation
dρ
dt
= L(t)[ρ] , (1)
where the time-dependent generator L(t) can be written as
L(t) = K(t) + D(t), where the coherent term K(t) =
−i[H(t), •] and where the dissipatorD(t) is in Lindblad form,
for all times t ∈ [0, τ ]. We also assume that the Lindbla-
dian L is a function of t/τ such that 1/τ is the (slow) rate of
change (τ is large). Generators of this form can be derived
from realistic microscopic models provided the decay time of
the correlations of the reservoir is much shorter than the typ-
ical relaxation time of the system [25, 33]. In the case where
the system Hamiltonian changes very slowly one obtains the
so-called Davies generator with time-dependent Lindblad op-
erators [34–36].
The goal for both strategies is to prepare the asymptotic
steady-state of the final Lindbladian L(τ), i.e., the state
ρSS(τ) that satisfies
L(τ)[ρSS(τ)] = 0 . (2)
We assume that this steady state is unique.
For the adiabatic preparation, the system is initialized at
t = 0 in the state ρSS(0), the steady state of L(0), which
is assumed to be easy to prepare. The time-evolved density
matrix is
ρadia(τ) = Eτ [ρ(0)] , (3)
where the evolution operator Eτ is given by
Eτ = Texp
[∫ τ
0
L(t)dt
]
, (4)
and where T denotes time ordering. If the Lindbladian is
changed slowly enough, i.e., if τ is large enough, the system
evolves close to the steady state of L(τ).
In the relaxation-based strategy we fix the Lindbladian to
its value at t = τ , such that the corresponding relaxation dy-
namics is given by
ρrelax(t) = e
tL(τ)[ρ(0)] , (5)
where ρ(0) is a suitably chosen initial state, e.g., the totally
mixed state.
3The TTSS is defined for both the relaxation and the adia-
batic preparation as:
τα ≡ min{t | d[ρα(t), ρSS(τ)] ≤ } , α ∈ {adia, relax}
(6)
where  is a given error target, and d[•, •] is a meaningful
distance between density matrices (e.g., the trace-norm dis-
tance). Clearly, τadia and τrelax are perfectly comparable in
this setting.
Let
L(t) =
∑
j
λj(t)Pj(t) +Dj(t) (7)
be the instantaneous Jordan decomposition of L(t), where the
λj(t) are the instantaneous eigenvalues, Pj(t) are the invari-
ant projectors and Dj(t) are the nilpotent terms [37]. Note
that it follows from the Lindblad structure that the eigenval-
ues have the form
λj(t) = −ηj(t) + iσj(t) , σj(t) ∈ R , R 3 ηj(t) ≥ 0 ,
(8)
and moreover λ0(t) = 0 and D0(t) = 0 [11, 34]. For conve-
nience we order the eigenvalues in order of increasing ηj .
We proceed to estimate the TTSS in the two approaches.
A. TTSS for relaxation
If L(τ) is of Davies type (or satisfies a more general re-
versibility condition), it is known that [12–14]
‖ρrelax(t)− ρSS(τ)‖1 ≤
√
‖ρSS(τ)−1‖∞e−t∆relax , (9)
where ‖X‖∞ denotes the operator norm (maximum singu-
lar value) of X , and the relaxation gap is given by ∆relax =
minj>0[−Re(λj(τ))] = η1(τ) and is assumed to be posi-
tive. The bound (9) is valid for all possible initial states ρ0
and as such is a worst-case scenario. An alternative bound
is ‖ρrelax(t)− ρSS(τ)‖1 ≤
√
2 ln ‖ρSS(τ)−1‖∞e−tα. This
has an exponentially improved prefactor at the expense of
a smaller (so called Log-Sobolev) constant: α ≤ ∆relax
[13, 14]. Note that for particular initial states, the convergence
of the relaxation process may be faster than ∝ e−∆relaxt, e.g.,
when ρ0 does not have a component along P1 (the invari-
ant projector corresponding to the first excited state), since
then the relaxation rate is governed by some ηj > η1. If
the steady state is thermal then dH ≤
∥∥ρSS(τ)−1∥∥∞ ≤
dH exp[β(‖H‖∞−‖H−1‖−1∞ )], and so the prefactor in Eq. (9)
is at most exponential in the total number of sites (or qubits)
n, provided H is local [14].
These considerations suggest that ‖ρrelax(t)− ρSS(τ)‖1 ∼
Ae−t∆relax is a reasonable estimate. In other words, our esti-
mate for the TTSS, or relaxation time up to an error  is
τrelax ∼ 1
∆relax
ln(A/) ≡ τerelax , (10)
where the “e” superscript denotes that the right-hand side is an
estimate. As just noted above, based on the result for Davies
generators we expect that the prefactor ln(A) is at most poly-
nomial in n.
B. TTSS for adiabatic preparation
Next, we estimate the TTSS in the case of adiabatic prepa-
ration. Adiabatic theorems for open systems were proven in
Refs. [7–10], but we will need the version of Ref. [11], which
also gave gap estimates. In particular, it was shown there that
if L(t) depends smoothly on t, and the adiabatic gap is given
by ∆adia = mint∈[0,τ ] minj |λj(t)| > 0, then
‖ρadia(τ)− ρSS(τ)‖1 ≤ B/τ . (11)
The constant B can be taken as
B = ‖S(τ)ρ′SS(τ)‖1 + ‖S(0)ρ′SS(0)‖1
+
1
τ
∫ τ
0
dt ‖S′(t)ρ′SS(t) + S(t)ρ′′SS(t)‖1 , (12)
where primes denote differentiation with respect to s = t/τ ,
S(t) = limz→0Q0(t)[z −L(t)]−1Q0(t) is the reduced resol-
vent of L, P0(t) denotes the (instantaneous) spectral projec-
tion of L(t) with eigenvalue zero, and Q0(t) = 1I−P0(t). As
mentioned above, we assumed that the steady state is unique
for all t. From this bound one thus obtains for the adiabatic
TTSS:
τadia ∼ B

≡ τeadia . (13)
Thanks to the adiabatic theorem, we are guaranteed that
τadia ≤ τeadia.
Similarly to the closed-system case, there is much inter-
est in understanding the dependence of the constant B on the
Lindbladian gap. Roughly, each S term and each time deriva-
tive add an inverse power of this gap. Thus, in general Eq. (12)
predicts B ∼ O(∆−3adia), in analogy to the closed-system case
[28]. However, for Davies generators B ∼ O(∆−2adia) [11].
For the sake of generality we write B ∼ C∆−ψadia where the
constant C can, in principle, be obtained from Eq. (12). Ac-
cordingly, the estimate of the TTSS for adiabatic preparation
becomes
τadia ∼ C
∆ψadia
. (14)
Regarding the exponent ψ, it can be shown that ψ = 1 for
unitary families of Lindbladians [11], while it is known that it
can be reduced to 1 in some cases by a careful choice of the
interpolation schedule between the initial and final Hamilto-
nians [38, 39]. Accordingly, we shall keep ψ free, but assume
that ψ ≥ 1.
The prefactorC is more subtle. In the closed-system setting
it is straightforward to show that for smooth, local, Hamilto-
nians (and taking ψ = 3) C is a polynomial in the number
of sites n [28, 40]. One might thus be tempted to conjecture
that, similarly, for smooth, local Lindbladians the constant C
also scales like a polynomial in n. However, this is not gen-
erally true.2 We show in Sec. III that in the zero temperature
2 Obtaining a result analogous to the closed system scaling ofC in the open-
4limit the Hamiltonian gap ∆1,0 = E1 − E0 also plays a role,
i.e., that C ∼ C ′/∆ψ′1,0, where the new constant C ′ depends
at most polynomially on n (through ‖H‖), and also ψ′ ≥ 1.
For hard computational problems the Hamiltonian gap is typ-
ically exponentially small in n. We may thus conjecture that,
more generally (even at non-zero temperature) a more detailed
estimate of the adiabatic TTSS is:
τ ′adia ∼
C ′
∆ψadia∆
ψ′
1,0
. (15)
We provide a more formal justification for Eq. (15) in Sec. III.
C. Comparing the TTSSs for relaxation and adiabatic
preparation
We are now ready to compare the relaxation and adiabatic
approaches, whose TTSSs are captured by Eqs. (10) and (14),
respectively. As we have argued, the relaxation prefactor lnA
is expected to be polynomial in n, while we cannot rule out an
exponential dependence on n of the prefactor C in Eq. (14).
However, for the time being let us ignore this possibility, and
focus purely on the effect of the Lindbladian gaps on the
TTSSs.
The setting we have in mind is that of a typical hard prob-
lem, where we expect the gaps to be exponentially small in n.
The scaling of the TTSS for the two scenarios is then deter-
mined primarily by their respective Lindbladian gaps, which
we recall here for clarity:
∆adia = min
t∈[0,τ ]
min
j>0
√
σ2j (t) + η
2
j (t) (16a)
∆relax = min
j>0
{ηj(τ) | ηj(τ) 6= 0} , (16b)
where σj and ηj are, respectively, the imaginary and negative
real parts of the eigenvalues λj(t) of the Lindbladian genera-
tor, ordered by the real parts [Eq. (8)].
We note first that it certainly is possible to formally ensure
that ∆adia > ∆relax. For example, assume that |λj(t)| >
|λ1(t)| ∀j > 1 and ∀t, that η1(t) is monotonically decreasing
∀t, and that σ1(t) 6= 0 ∀t. Then ∆adia =
√
σ21(t) + η
2
1(t) ≥
η1(τ) = ∆relax. However, this formal scenario is not physi-
cally well motivated.
On the other hand, note that ∆adia ≤
√
σ21(τ) + η
2
1(τ), so
that:
Claim 1. If σ1(τ) = 0, then necessarily ∆adia ≤ ∆relax.
Note also that the the situation where σ1(τ) = 0 is quite
common. For example, for Davies generators, if the initial
state is diagonal in the energy eigenbasis the dynamics are
system setting is much harder, essentially because the trace-norm is not
invariant under the transformation that diagonalizes the Lindbladian, which
means that bounds on ‖S‖ may hide an additional, non-trivial dependence
on n.
entirely described by the Pauli master equation. The Pauli
generator is similar to a Hermitian operator, which ensures
that its eigenvalues are real [34], so that indeed σ1(τ) = 0.
This is clearly a potential source of concern from the per-
spective of a speedup via adiabatic preparation. Moreover,
two other factors also conspire against the adiabatic approach:
the fact that ψ ≥ 1 [Eq. (14)], and the exponentially more fa-
vorable scaling with the error parameter  in the relaxation
approach.
What if σ1(τ) 6= 0? It might seem that one can circumvent
the pessimistic conclusion regarding adiabatic preparation by
ensuring that σ1(τ) is sufficiently large. At first sight, an al-
most trivial strategy to increase σ1(τ) is the following. As-
sume that [K,D] = 0. Increasing the magnitude of K (while
keeping D fixed) results in eigenvalues with a larger imagi-
nary part. This change has no effect on the relaxation process,
but it may have an effect on the adiabatic one, as the Lindbla-
dian is now more dominated by the coherent term and hence
is “more quantum”. In other words, a simple way to obtain a
large value of |σ1(τ)| is to increase the magnitude of the co-
herent term. This is, in fact, precisely the idea used to protect
AQC using dynamical decoupling [41], and is more generally
a commonly utilized strategy to enact quantum information
primitives in the presence of a dissipative environment.
However, note that in our context this strategy is only ef-
fective up to a point. To see this, assume that we rescale the
coherent term as K → αK, where α > 1. The eigenvalues in
Eq. (8) become λj(α) = −ηj + iασj . Then |λj(α)| increases
as α increases, except for those λj for which σj = 0 (we refer
to such eigenvalues as belonging to the K = 0 sector). Such
eigenvalues always exist, and the corresponding eigenstates
are also eigenstates of L.3 Now suppose |λ1|, with σ1 6= 0, is
the smallest eigenvalue, i.e., it determines ∆adia. Then, as α
increases, at some point |λ1(α)| will become larger than the
modulus of one of the K = 0 sector eigenvalues, since these
are unaffected by increasing α. Therefore, for sufficiently
large α, one of the K = 0 sector eigenvalues becomes the
eigenvalue with the smallest modulus, and determines ∆adia.
At this level-crossing point there is no further advantage to
increasing α.
Finally, let us return to the effect of the prefactor C in
Eq. (14), which is captured by Eq. (15). Comparing the lat-
ter to Eq. (10), it is clear that matters only become worse
for the adiabatic preparation procedure relative to relaxation.
Namely, in Eq. (15), where C ′ is polynomial in n, the extra
Hamiltonian gap factor in the denominator will cause τ ′adia to
acquire another exponential factor in n for hard problems.
We are thus left with the pessimistic conclusion that ap-
parently adiabatic evolution is, quite generally, inferior to re-
3 Consider a state that is diagonal in the energy eigenbasis, i.e., ρ =∑
m am|m〉〈m|. Since |m〉 is an eigenvector of H , it follows that
|m〉〈m| is an eigenstate ofK = −i[H, •] with eigenvalue zero, and hence
ρ belongs to the nullspace of K. Recall that L = K + D and that the
eigenvalues of L [Eq. (8)] are λj = −ηj + iσj , where iσj is an eigen-
value ofK and ηj is an eigenvalue ofD. Since by assumption [K,D] = 0,
the zero-eigenvalue eigenstates of K are shared by D, and hence are also
eigenstates of L.
5laxation when the goal is steady state preparation. For those
cases where thermal relaxation can be performed via a classi-
cal algorithm, such as Davies generators with a classical final
Hamiltonian (the setting of all QA optimization problems),
this would also mean that adiabatic quantum preparation is
slower than classical algorithms. Given that in reality the open
system setting is unavoidable, this would appear to dash all
hopes for an experimental quantum speedup via QA, and in
particular would appear to doom experimental efforts at real-
izing physical quantum annealers [42].
However, we shall next see that this conclusion is, in fact,
premature and overly pessimistic. The basic reason is the
fact that, having been derived as a bound, Eq. (14) repre-
sents a worst case scenario. In fact, Lindblad master equa-
tions (may) have considerably more structure than is captured
by such bounds, as is revealed by a careful study of the zero-
temperature limit in the next section, and by numerical exam-
ples in Sec. IV. In fact, we shall encounter an example (the
“spike”) for which despite σ1(τ) = 0 being satisfied, adia-
batic preparation will turn out to best relaxation.
III. ADIABATIC PREPARATION IN THE ZERO
TEMPERATURE LIMIT ANDWHY ADIABATIC
PREPARATION CAN, AFTER ALL, BEAT RELAXATION
In this section we give a more precise estimate of τadia in
the low temperature limit. Specifically, our aim is to esti-
mate the terms in Eq. (12) in this limit. To this end we as-
sume that the generator is thermalizing (e.g., of Davies type)
with a unique steady state. In this case, the steady state is
given by ρSS(s) = e−H(s)/T /Z with Z = Tre−H(s)/T .
Again, let H =
∑
mEm|m〉〈m| be the spectral decomposi-
tion of H (we assume a non-degenerate spectrum and omit
the s dependence for notational simplicity). One also has
L[|l〉〈m|] = λl,m|l〉〈m| for m 6= l with
λl,m = −i∆l,m − ηl,m , ∆l,m = El − Em . (17)
The positive numbers ηl,m can also be obtained directly from
the generator L [25]. Since by assumption the Hamilto-
nian ground-state is non-degenerate, we have limT→0 ρSS =
|0〉〈0|. We then obtain (see Appendix A for details):
lim
T→0
Sρ′SS = −
∑
l 6=0
〈l|H ′|0〉
∆l,0
1
λl,0
|l〉〈0|+ h.c. (18)
This corresponds to a trace-norm contribution of
lim
T→0
‖Sρ′SS‖1 = 2
√√√√∑
l 6=0
∣∣∣∣ 〈l|H ′|0〉∆l,0λl,0
∣∣∣∣2 (19a)
≈ 2
∣∣∣∣ 〈1|H ′|0〉∆1,0λ1,0
∣∣∣∣ , (19b)
where in the last line we approximated the sum by its leading
term, which we assumed to be at l = 1. Since |λ1,0| ≥ ∆1,0,
this assumption is justified when the expression in Eq. (19a)
is evaluated at smin, i.e., s such that the Hamiltonian gap ∆1,0
is minimum.
The other terms in Eq. (12) can be obtained in a similar,
though lengthier way (see Appendix A). It turns out that as
T → 0, S′ρ′SS + Sρ′′SS becomes a rank-four operator. In eval-
uating its trace-norm we only keep the leading contributions.
The result is:
ε(t) := ‖Sρ′′ + S′ρ′‖1
≈
[
4
|〈1|H ′|0〉|
∆21,0
∣∣∣∣ 〈1|H ′|1〉 − 〈0|H ′|0〉λ1,0
∣∣∣∣
+ 4
∣∣∣∣ 〈1|H ′|0〉∆1,0
∣∣∣∣2 ∣∣∣∣Re( 1λ1,0
)∣∣∣∣
]
. (20)
Note that |Re(1/λ1,0)| ≤ 1/|λ1,0| ≤ 1/∆1,0, so that ε(t) is
dominated by the Hamiltonian gap ∆1,0; the bath enters only
via the off-diagonal Lindbladian eigenvalue λ1,0.4 Moreover,
due to the higher power of the Hamiltonian gap it contains,
ε(t) is dominant with respect to Eq. (19b), and so the overall
contribution to the constant B at zero temperature becomes:
lim
T→0
B ≈ 1
τ
∫ τ
0
dt ε(t) (21a)
≤ max
t∈[0,τ ]
ε(t) (21b)
The corresponding estimate for the adiabatic time is again
τeadia ≡ B/. Thus, while Eq. (14) contains the minimum
Lindbladian gap ∆adia, Eq. (21b) does not, since the time at
which ε(t) is evaluated is determined by the Hamiltonian gap
∆1,0 in Eq. (20). This implies that τeadia can in principle be
smaller than τrelax [Eq. (10)].
We can now see the explicit justification for Eq. (15). The
expectation that Eq. (14) holds with C scaling polynomially
in n cannot be fulfilled in the regime T  mint∈[0,τ ] ∆1,0.
Namely, even if for smooth local Hamiltonians |〈l|H ′|m〉| ≤
‖H ′‖ = poly(n), Eq. (20) shows there is a potential exponen-
tial dependence on n due to the Hamiltonian gap.
Armed with these results, we are now finally able to begin
to dispel the pessimistic conclusion about the inferior perfor-
mance of adiabatic preparation relative to relaxation: in the
T → 0 limit, the relevant gap need not be the minimum Lind-
bladian gap but rather the minimum Hamiltonian gap, and
thus Eqs. (10) and (14) are, in fact, not always comparable.
How does the result extend beyond T → 0? It can be shown
(see Appendix B) that the leading order positive temperature
corrections to Eq. (21) are O
[
T−2 exp (−∆min1,0 /T )
]
where
∆min1,0 = mint∈[0,τ ] ∆1,0(t). Consequently, Eq. (21) is con-
4 We shall see in the single-qubit example considered in Sec. IV B that this
is an important point; since ∆adia does contain the diagonal λ1,1 eigen-
value, which is purely real and is proportional to the system-bath coupling
constant g, ∆adia gives the wrong estimate for τadia in the small g limit,
while ε(t) gives the right estimate.
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Figure 1. (Color online) Adiabatic vs. relaxation-based quantum
state preparation in a quasi-free dissipative system. Gaps are in units
of J while times are in units of J−1. (a) TTSS as a function of
system size. The fit gives τrelax ∼ n3.016 for the relaxation in ac-
cordance with τ ∼ 1/∆relax. For the adiabatic case the exponent
ranges between 4.4 using all 16 sizes (from 10 to 60), to 6.5 using
the largest 5 sizes. (b) location of the minimum gap as a function of
system size. Lower panels: adiabatic gap ∆adia (c) and relaxation
gap ∆relax (d) as a function of system size. Both fits give ∆ ∼ n−3
in accordance with [44].
tinuous as T → 0+.5 While we only showed that continuity
holds for the bound, and not for τadia itself, this does suggest
that if τadia < τrelax at zero temperature, the same result will
still hold for sufficiently low temperatures. The examples we
present in the next section confirm that the situation is indeed
more subtle than suggested by the pessimistic conclusions of
Sec. II.
IV. EXAMPLES
In order to check the arguments presented above, we per-
formed extensive numerical simulations on three models: dis-
sipative quasi-free fermions, a single qubit coupled to a ther-
mal bath, and the “spike problem” with a thermal bath. In the
first, relaxation beats adiabatic preparation, while in the sec-
ond and third example both this scenario and its converse are
realized.
5 Strictly, we assumed a gap condition here, i.e., ∆min1,0 > 0. Showing
continuity in the case of level crossing can be done using the method of
Ref. [43]. In any case this formula may drastically underestimate the re-
gion of validity of the zero-temperature result. Further studies are needed
to correctly address this important point, i.e., what is the range of tempera-
tures such that a speedup present at T = 0 survives.
A. Dissipative quasi-free fermions
We first consider a master equation which does not have
the extra structure of describing a thermalization process.
The asymptotic steady states are therefore given by non-
equilibrium steady states as opposed to thermal states.
We consider an integrable, quasi-free, fermionic model
with dissipation. This is a time-dependent version of the
model considered in Refs. [44, 45], with the Hamiltonian
H(t) = (1− t/τ)H0 + (t/τ)H1, where
H0 = B
n∑
i=1
σzi (22a)
H1 = J
n∑
i=1
[
(1 + γ)
2
σxi σ
x
i+1 +
(1− γ)
2
σyi σ
y
i+1
]
. (22b)
The dissipation consists of placing the two end-spins (at i =
1, n) in thermal contact with an external reservoir. Specifi-
cally, the Lindblad operators are given by
L1 =
√
2Γ1σ
+
1 , L2 =
√
2Γ2σ
−
1 (23a)
L3 =
√
2Γ3σ
+
n , L4 =
√
2Γ3σ
−
n (23b)
with σ±j = (σ
x
j ± iσyj )/2. The Lindbladian is defined by
L(t)[ρ] = −i[H(t), ρ] +
4∑
a=1
[
LaρL
†
a −
1
2
{
L†aLa, ρ
}]
.
(24)
The corresponding evolution maps Gaussian states into Gaus-
sian states. These can in turn be conveniently characterized in
terms of their covariance matrix. The Lindblad master equa-
tion translates into a differential equation for the covariance
matrix (see Ref. [46] for details). We use the Bures distance
between states for d in Eq. (6), which can be efficiently com-
puted in terms of covariance matrices for Gaussian states [47].
As initial state we choose the fully mixed state ρ0 = 1I/d for
the relaxation process, and the steady state at t = 0 for the
adiabatic process. In order to determine the TTSS, we solve
Eq. (6) numerically with a root finder algorithm based on the
secant method, where ρα(t) is computed using the Lindblad
equation. We arbitrarily fix  = 0.1.
Our numerical results are displayed in Fig. 1. Figure 1(a)
shows the scaling of the TTSS with system size for both adi-
abatic preparation and relaxation. Figure 1(b) shows the posi-
tion of the minimum gap as a function of system size for the
adiabatic preparation, which appears irregular, but occurs to-
wards the middle of the evolution. Also shown are the gaps
as a function of system size, for both adiabatic preparation
[Fig. 1(c)] and relaxation [Fig. 1(d)]; both are consistent with
the predicted scaling as n−3 [44]. From this we conclude that
τrelax ∼ ∆−1relax and τadia ∼ ∆−ψadia where the exponent ψ
ranges between 1.5 and 2.2. While Fig. 1(a) shows that adi-
abatic preparation is more efficient at small system sizes than
relaxation, its worse scaling with system size causes adiabatic
preparation to become less efficient than relaxation for suffi-
ciently large system sizes.
7To conclude, for this model of dissipative quasi-free
fermions we find that relaxation is more efficient than the adi-
abatic process at preparing the steady state of the correspond-
ing Lindbladian.
B. Single qubit coupled to a thermal bath
Next, we study a single qubit coupled to a thermal bath at
inverse temperature β = 1/T . We choose the system Hamil-
tonian as
H(t) = ωx(1− t/τ)σx + ωz(t/τ)σz , (25)
whose instantaneous gap is δ(t) ≡ ∆1,0(t) = 2[(1− tτ )2ω2x+
( tτ )
2ω2z ]
1/2. We assume that the Lindbladian has the Davies
form, which guarantees convergence to the thermal Gibbs
state:
L(t)[ρ] =− i[H(t), ρ] +
∑
ω=0,±δ(t)
γ(ω)[Lω(t)ρL
†
ω(t)
− 1
2
{
L†ω(t)Lω(t), ρ
}
] . (26)
For simplicity we set the Lamb shift Hamiltonian to zero.
The positive function γ(ω) encodes the spectral function of
the bath, and satisfies the Kubo-Martin-Schwinger condition
γ(−ω) = e−βωγ(ω) for ω > 0 [48]. We take it to have the
Ohmic form
γ(ω) =
2pig2ω
1− e−βω , (27)
where g is the system-bath coupling in the system-bath inter-
action Hamiltonian, which we assume to have the simple form
HSB = gA ⊗ B, where A = σy . This choice ensure that the
minimum Lindbladian gap is non-zero throughout the entire
evolution (no level crossing). The Lindblad operators are con-
structed as L(ω) =
∑
El−Em=ω ΠmAΠl, where Πm denotes
the orthogonal projection onto the H-eigensubspace with en-
ergy Em [26]. We note that while the choice in Eq. (27) is
convenient, it does not capture many important noise sources
such as 1/f noise (see, e.g., Ref. [49]).
Writing the Lindbladian in the instantaneous eigenbasis
{|0(t)〉, |1(t)〉}, of H(t), one readily finds two off-diagonal
eigenvectors |m〉〈l| (with m 6= l and dropping the time de-
pendence when not strictly needed) with eigenvalues λ1,0 and
λ0,1 = λ
∗
1,0 with λ1,0 = −Γ−iδ, where 2Γ = γ(δ)(1+e−βδ).
In addition there are diagonal eigenvectors |m〉〈m| (which
evolve according to the Pauli equation generator), whose
eigenvalues are λ0,0 = 0 and λ1,1 = −2Γ [11]. The adiabatic
gap [Eq. (16a)] is defined as the minimum over all non-zero
Lindbladian eigenvalues, i.e., letting s = t/τ , here we have
∆adia = min
s
{|λ1,0|, |λ1,1|} = min
s
{|Γ + iδ|, 2|Γ|} , (28)
where all quantities are s-dependent. We also define
∆relevant ≡ min
s
{|λ1,0|} = min
s
{|Γ + iδ|} . (29)
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Figure 2. (Color online) (a) The log10 of the ratio τadia/τrelax
in the (g, T ) plane for  = 10−2. Blue indicates that adiabatic
preparation is faster, red that relaxation is faster. (b) the log10 of
the ratio ∆relax/∆adia, which roughly correlates as expected with
τadia/τrelax. The Hamiltonian minimum gap δmin = 1. Both T and
g are measured in units of δmin.
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Figure 3. (Color online) (a) ln(τadia) as a function ln(∆adia) for  =
10−2. The slope to the (left) right of the kink is−0.85 (−0.95) from
a linear fit. (b) ln(τadia) as a function ln(∆relevant) for  = 10−2.
The slope for the T = 0.025 case is −0.975 from a linear fit. Here
τadia is measured in units of δ−1min and ∆relevant is measured in units
of δmin, where δmin is the minimum Hamiltonian gap.
a quantity we will use momentarily.
We compute the adiabatic and relaxation TTSSs using the
trace-norm distance (TND) for d in Eq. (6), i.e., we use
d(ρ1, ρ2) ≡ 12‖ρ1 − ρ2‖1.
Figure 2 presents our numerical results comparing adiabatic
preparation and relaxation, in terms of the ratios τadia/τrelax
[Fig. 2(a)] and ∆relax/∆adia [Fig. 2(b)] in the (g, T ) plane.
We observe a rough qualitative agreement between the two
ratios, indicating that ψ ≈ 1 [Eq. (14)]. Both ratios indi-
cate that the performance of adiabatic preparation improves
as the system-bath coupling strength decreases, but this effect
shrinks as the temperature increases.
To more carefully test the accuracy of the prediction of
Eq. (14), we plot ln(τadia) as a function ln(∆adia) in Fig. 3(a).
Whereas Eq. (14) predicts a linear relation with a slope of
−ψ, which holds with ψ ≈ 1 for the high temperature case
(T = 0.5), this clearly breaks down in the low temperature
case (T = 0.025), where the slope of the τadia data points
suddenly bends at ln(∆adia) ≈ 0. Indeed, as we argued
in Sec. III, in the T  δmin region [the Hamiltonian gap
δmin = mint δ(t) = 1 in Fig. 3], one should use τadia = B/,
with B given by Eq. (21b). Since neither the Hamiltonian gap
nor the matrix elements of H ′ depend on g and T , they can
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Figure 4. (Color online) (a) ∆adia as a function of the system-bath
coupling strength g, for two different temperatures. (b) Modulus
of the eigenvalues λ1,0 and λ1,1 at their respective minimum points
(s = 1/2), as a function of coupling g, for T = 0.025. Their cross-
ing explains the kink seen in (a). The quantities ∆adia, λ and g are
measured in units of the minimum Hamiltonian gap δmin.
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Figure 5. (Color online) (a) The log10 of the ratio ∆adia/∆relevant.
(b) The log10 of the ratio ∆relax/∆relevant. The Hamiltonian mini-
mum gap δmin = 1. Both T and g are measured in units of δmin.
be ignored in this context. Hence, according to Eq. (21b), for
temperatures T  δmin,
τadia ≈ ∆−1relevant , (30)
apart from a dimensionless constant that is independent of
g and T . To check this, we plot ln(τadia) as a function of
ln(∆relevant) in Fig. 3(b), which confirms the scaling pre-
dicted by Eq. (30) in the low T regime.
More careful examination of Fig. 3(a) reveals additional in-
triguing behavior, namely, the kink at ln(∆adia) ≈ 0 for the
high temperature (T = 0.5) case. This kink is due to an eigen-
value crossing. To see this, first note that ∆adia depends on
g through Γ ∝ g2. Next, note that as g becomes smaller,
|λ1,1| = 2|Γ| must become smaller than |λ1,0| = |Γ + iδ|, so
that ∆adia [per Eq. (28)] switches from the latter to the former,
as illustrated in Fig. 4, resulting in a kink in τadia.
One may wonder how ∆adia and ∆relevant compare in the
(g, T ) plane. Their ratio is shown in Fig. 5(a), and they can
be seen to agree in the high g and T region. The agree-
ment for high g can be understood from the fact that solv-
ing for |λ1| = |λ1,0| at T = 0, where ∆adia = ∆relevant,
gives g = 1/(31/4
√
pi) ≈ 0.43. Figure 5(a) also shows that
∆adia < ∆relevant for g < 0.43 at all temperatures, which is
also where Fig. 2(a) shows that adiabatic preparation is faster
than relaxation, which means that ∆relevant is, indeed, the rel-
evant gap in the weak coupling case. For comparison we plot
∆relax/∆relevant in Fig. 5(b), which more closely approxi-
mates τadia/τrelax [Fig. 2(a)] than does the ∆relax/∆adia ratio
[Fig. 2(b)].
To conclude, as can be seen from Fig 2, for this model of a
single qubit coupled to a thermal bath we find that at low tem-
peratures and small coupling to the bath, the adiabatic process
is more efficient than relaxation at preparing the steady state
of the corresponding Lindbladian. Relaxation becomes more
efficient than adiabatic preparation in the strong system-bath
coupling regime. The differences between the two procedures
gradually disappear as the temperature increases. For temper-
atures well below the minimum Hamiltonian gap, the adia-
batic preparation time is captured well by ∆relevant, but not
by ∆adia.
C. The spike problem with a thermal bath
We now consider the “spike” problem, introduced in the
closed system, T = 0 setting in Ref. [50]. This problem was
designed to take classical single spin-flip simulated annealing
exponentially longer to solve than adiabatic preparation of the
ground state. Here we generalize the problem to the T > 0
setting, with the goal of preparing the thermal Gibbs state at
time t = τ . We shall show that adiabatic preparation assisted
by intermediate relaxation can be significantly more efficient
than pure relaxation.
The n-qubit Hamiltonian is the following:
H(t) =
(
1− t
τ
)
1
2
n∑
i=1
(1I− σxi ) +
t
τ
∑
z∈{0,1}n
f(z) |z〉〈z| ,
(31)
where the cost function f(z) is given by
f(z) =
{
n , |z| = n/4
|z| , otherwise , (32)
and |z| denotes the Hamming weight of the classical bit-string
z. The Hamiltonian is invariant under any permutation of the
qubits. In order to preserve this symmetry and keep simu-
lations tractable, we consider a Davies-type open-system ex-
tension with the same symmetry. In particular, we choose a
system-bath operator given by Sy = 12
∑n
i=1 σ
y
i , and again
use the generator of Eq. (26), with an Ohmic spectral density
as in Eq. (27).
With these requirements, the instantaneous steady state in
the (n + 1)-dimensional totally symmetric (total spin J =
n/2) subspace is given by:
ρSS(t) =
1
Z
e−β[H(t)]J=n/2 , (33)
where [H(t)]J=n/2 is the Hamiltonian in Eq. (31) restricted
to the symmetric subspace, and Z = Tr(e−β[H(t)]J=n/2).
For the adiabatic preparation, we choose the initial state
to be ρSS(0). Since the initial state preserves the symmetry,
the Lindbladian evolution does not take the system out of the
symmetric subspace. For the relaxation-based preparation, we
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Figure 6. Closed-system simulation results for the spike problem.
(a) The time required to reach a TND of  = 0.01 from the ground
state (the zero temperature Gibbs state) via evolution generated by
the Hamiltonian (31). The solid line is the best fit of y = 1.485x +
2.051. (b) The TND from the instantaneous zero-temperature Gibbs
state as a function of the dimensionless parameter s for n = 20 and
τ = 759.5. The system remains very close to the instantaneous
ground state (> 0.99 overlap squared) during the evolution. Here τ
is measured in terms of the inverse of the minimum gap of f(z).
take the initial state to be the maximally mixed state in the
symmetric subspace, so that the dynamics are again contained
in an (n+ 1)-dimensional sector.
1. Closed-system results
We first provide in Fig. 6 simulation results for the scal-
ing of the TND for the spike problem in the closed-system
case with adiabatic preparation, where the criterion is to reach
the final ground state (as opposed to the steady-state) with a
fixed, high probability. As seen in Fig. 6(a), the time required
to reach a given TND from the ground state scales polynomi-
ally. Moreover, the system remains close to the instantaneous
ground state, for the parameters chosen in Fig. 6(b). With
these closed-system results in mind, let us now consider the
open-system case, which exhibits strikingly different behav-
ior.
2. Open-system results
We show results comparing the TTSS for relaxation and
adiabatic preparation in Fig. 7(a). For the relaxation process,
we observe an exponential growth in τrelax over the range of
sizes tested. In Fig. 7(b) we confirm our prediction for the
TTSS for the relaxation process [Eq. (10)] in that the product
∆relaxτrelax is a polynomial in n.
Counterintuitively, the adiabatic preparation process dis-
plays a negative TTSS slope with the number of sites n, i.e.,
τadia decreases with increasing n. The negative slope is more
dramatic at higher temperatures (β = 1) but remains nega-
tive even at lower temperatures (β = 10) and sufficiently high
g. We check the dependence of the scaling of τadia on both g
and β in Fig. 8. As discussed in more detail below [Fig. 9], for
high temperatures the evolution can be seen to be very close
to adiabatic in the open-system sense, so we do not expect the
scaling behavior to change qualitatively as we continue to vary
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Figure 7. (Color online) (a) Time to reach a TND of  = 10−2 for
adiabatic preparation and relaxation, for spectral density [Eq. (27)]
parameters g = 1 and β = 1, 10. The relaxation time grows expo-
nentially over the range of sizes shown, while the adiabatic prepa-
ration time decreases with growing system size. (b) The product of
the relaxation gap and the relaxation time for β = 1, g = 1 exhibits
polynomial scaling. The quantities τ and β are measured in terms
of the inverse of the minimum gap of f(z), while g is measured in
terms of the minimum gap of f(z).
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Figure 8. (Color online) (a)-(c) Time to reach a given TND of  for
adiabatic preparation of the “spike” thermal state. (a) β = 1 and
 = 10−2, (b) β = 10 and  = 10−2, (c) β = 1 and g = 1. (d) TND
between the evolved state and the final thermal state for n = 20 and
g = β = 1. The solid line is a best fit to a + b/τ . Same units as in
Fig. 7.
g. Indeed, Fig. 8(a) shows that the negative scaling persists for
high temperature (β = 1) for g2 values spanning two orders
of magnitude. The τadia required for a given TND likewise in-
creases by two orders of magnitude, which is consistent with
the dissipative dynamics being dominant, since the strength of
thermal transitions is governed by g2τ .
For sufficiently low temperature (β = 10) and sufficiently
small g the scaling does becomes positive, as can be seen in
Fig. 8(b). This indicates that in this parameter range the uni-
tary dynamics must still play an important role. Indeed, for
β = 10, the thermal state has a high overlap of 0.92 with the
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Figure 9. (Color online) TND of the evolved state from the instanta-
neous thermal state for β = 10 (left) and β = 1 (right) and system-
bath coupling g2 = 1 (top), and g2 = 10−2 (bottom). For all n
values shown, τ is chosen so that  = 10−2. Same units as in Fig. 7.
instantaneous ground state at the point where the Hamiltonian
gap is minimized.
To ensure that the negative scaling result is not an artifact
of the specific choice of TND precision, we study the depen-
dence on  in Fig. 8(c). Decreasing  increases the time re-
quired to reach the desired target, but since Fig. 8(d) shows
that the TND scales (for a fixed n) as 1/τ , this does not change
the qualitative scaling of the TND as n is varied, at least at
high temperatures.
The striking aspect of our results is that, especially in the
low temperature regime, they seem to indicate a preparation
time that improves upon the closed-system case. A key dif-
ference between the two cases is that, for the same error , in
the adiabatic preparation of thermal states at positive temper-
ature, the system deviates from the instantaneous steady state
by a larger amount compared to the closed-system case [com-
pare Fig. 9(a) with Fig. 6(b)]. This is intuitively explained by
there being additional (relaxation) channels that increase the
population of the steady state for T > 0, as compared to the
closed-system case (subject to the caveat that our simulations
are limited to n ≤ 20).
3. Explanation of the open system results
In order to understand why the adiabatic preparation be-
comes more efficient as the system size grows for sufficiently
low T , we consider what happens during the adiabatic evolu-
tion, i.e., as a function of s = t/τ .
In Fig. 9 we plot the instantaneous TND between the evolv-
ing state and the instantaneous steady (thermal) state for three
different problem sizes, and for different (g, T ) combinations.
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Figure 10. (Color online) Real part of the Lindbladian gap as a func-
tion of the dimensionless time s for β = 10 (left), and β = 1 (right).
The system-bath coupling is g2 = 1 (top), and g2 = 10−2 (bottom).
The vertical dashed line is the location of the minimum Hamiltonian
gap. The slope discontinuities are due to eigenvalue crossings. Same
units as in Fig. 7.
The TND hardly exceeds 10−2 for β = 1 (right column), in-
dicating that the evolution is close to being adiabatic in the
open system sense throughout the evolution. For β = 10
(left column), the TND becomes large at intermediate points
in the evolution but then drops to very small values. Thus,
while the evolution is not adiabatic throughout, relaxation
processes can quickly bring the state back to being close to
the steady state, an effect that is more pronounced in the
lower temperature case. This beneficial effect of relaxation
throughout the adiabatic evolution is a key operative mech-
anism (see also Refs. [51, 52]) that helps to explain the ad-
vantage of adiabatic preparation over the relaxation strategy
at t = τ . Indeed, it is important to draw a clear distinction
between relaxation-assisted adiabatic evolution and a purely
relaxation-based strategy.
Studying the Lindbladian gap during the evolution clarifies
that what is happening in Fig. 9 is indeed a relaxation-assisted
return to the instantaneous steady state. We present this anal-
ysis in Fig. 10, which displays η1(s) = −Re[λ1(s)], where
λ1(s) is the non-zero Lindbladian eigenvalue with the small-
est modulus, for three different system sizes. As established
in Sec. II, this quantity determines the relaxation rate towards
the instantaneous steady state.
It turns out that Im[λ1(s)] = 0 ∀s ∈ [0, 1] for the cases
shown in Fig. 10.6 We first note that since, as seen in Fig. 10,
−Re[λ1(s)] is minimized at s = 1 (t = τ ), we find that for
6 The reason is similar to the eigenvalue crossing phenomenon seen in the
single-qubit case, shown in Fig. 4(b).
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Figure 11. (Color online) (a) Scaling of the estimates given by
Eqs. (21a) (denoted by Bint) and (21b) (denoted by Bmax), in the
low temperature setting (β = 10) and g2 = 1. Also shown is τ,
the minimum time such that the TND from the instantaneous Gibbs
state is ≤  = 10−2 ∀s ∈ [0, 1]. This quantity and Bint exhibit
very similar scaling. (b) Time to reach a TND of  = 10−2 for adi-
abatic preparation and relaxation, with g2 = 10−2 and β = 0.1. At
this relatively high temperature relaxation scales better than adiabatic
preparation. Same units as in Fig. 7.
this problem ∆adia = ∆relax. Coupled with the scaling seen
in Fig. 7, where adiabatic preparation bests relaxation, this
confirms once more that the pessimistic prediction for the adi-
abatic preparation time obtained by contrasting Eqs. (10) and
(14), cannot be correct.
Apart from the vanishing of Re[λ1(1)], Fig. 10 exhibits
much additional structure, which we analyze next. Note that
−Re[λ1(s)] has a pronounced local minimum at the point s∗
where the Hamiltonian gap is minimized (the dashed lines).
This point is also (roughly) where the TNDs in Fig. 9 peak,
which is sensible since −Re[λ1(s)] determines the relaxation
rate towards the instantaneous thermal state. Focusing on
the β = 10 case [Fig. 10], we observe that a succession
of large peaks for s > s∗ corresponds to strong relaxation
events, which explain why the TND drops sharply for s > s∗
and β = 10 in Fig. 9. Moreover, the peak height increases
with the problem size n, which clearly signals that relaxation-
assistance plays a more pronounced role as the problem size
increases, and also explains why the relaxation-assisted adi-
abatic preparation becomes more efficient as n grows. This,
then, is the sought-after explanation for why adiabatic prepa-
ration exhibits a negative scaling with problem size, as seen in
Fig. 7(a).
The effect of relaxation-assistance is even more pronounced
in the higher temperature case (β = 1) seen in the right col-
umn of Fig. 10, where −Re[λ1(s)] is much larger for most
s values than in the low temperature case (β = 10). Corre-
spondingly, as seen in Fig. 9, the TND is significantly smaller
for most s values in the β = 1 case than in the β = 10 case,
and at the same time size plays a much more significant role
for β = 1 than for β = 10. This explains why the negative
scaling with problem size [Fig. 7(a)] is also more pronounced.
4. Instantaneous adiabaticity vs final time adiabaticity
We have seen that the prediction of the adiabatic prepara-
tion TTSS given by Eq. (14) fails for the “spike” problem (in
that it predicts a TTSS increasing with n). What about the
T → 0 estimates given by Eqs. (21a) and (21b)? We next
show that, provided appropriate care is taken in the defini-
tion of the TTSS, both equations, and in particular Eq. (21a),
provide excellent agreement with the TTSS. First, let us re-
call that when using the rescaled variable s = t/τ , we are
preparing the steady state at s = 1 while evolving at a speed
(rate) 1/τ . Clearly, the procedure can be generalized to pre-
pare the state at s = sfin. A common feature of the bounds
in Eqs. (21a) and (21b) is that they are both monotonically in-
creasing in sfin [since ε(s) is a positive function]. This means
that if we use Eqs. (21a) and (21b) to estimate τ , then we are
guaranteed that 12‖ρ(s)− ρSS(s)‖1 ≤  for all s ≤ sfin.
In order to enforce a fair comparison, let us define τ as
the minimum time such that the TND from the instantaneous
steady state state is always at most  throughout the entire
evolution, i.e.:
τ = min
τ
{
1
2
‖ρadia(t)− ρSS(t)‖1 ≤  ∀t ∈ [0, τ ]
}
.
(34)
We show the behavior of this new TTSS in Fig. 11(a),
where it can be seen to agree very well with the prediction
of Eq. (21a). Thus, we may conclude that the reason that
Eq. (21a) [and hence also Eq. (21b), and in principle also
Eq. (14)] does not capture the scaling of τadia for the “spike”
problem is that the latter enforces a small TND only at the
end of the evolution, while the former enforces a small TND
throughout the entire evolution. It is reasonable to conjecture
that this conclusion is valid well beyond the “spike” problem.
Moreover, note that the scaling of τadia is polynomial, so that
even with this stricter notion of adiabatic preparation, relax-
ation [which scales exponentially for the “spike” problem –
Fig. 7(a)] is still bested.
5. The high temperature case
To conclude our discussion of the “spike” problem, we
show in Fig. 11(b) that for sufficiently high temperatures,
the relaxation process becomes more efficient than adiabatic
preparation. This is unsurprising, since the spike energy bar-
rier is only a hinderance to thermal relaxation if crossing it is
required in order to be -close to the thermal state. Therefore,
we again find that there is range of parameters where adiabatic
preparation can be more efficient than thermal relaxation. We
leave open the problem of finding the temperature at which
they achieve equal scaling, and what is special about that tem-
perature value.
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V. CONCLUSIONS
Adiabatic quantum computing is an analog algorithm that
has generated tremendous recent interest [53]. Its analog na-
ture makes a comparison of its efficiency with that of classi-
cal algorithms running on digital machines a subtle problem.
In this work we compared adiabatic quantum preparation of
steady states of Lindbladians with the relaxation process of
the same Lindbladians at the end of the adiabatic path. In
some situations the relaxation process is described by a clas-
sical Markov chain. Hence for these cases we are able to
unambiguously compare quantum and classical preparation
times. Alternatively, this setting can be used to describe the
efficiency of realistic implementations of adiabatic quantum
computing where the goal is steady state preparation. More-
over, using known results for the mixing times of Lindbla-
dian generators and the open-system generalization of the adi-
abatic theorem, we are also able to estimate such adiabatic and
relaxation-based preparation times. The result of attempting
to use these estimates for a comparison is rather disturbing for
aficionados of computation via adiabatic evolution: relaxation
seems to always be more efficient than adiabatic preparation.
If this were true, it would doom the nascent field of experi-
mental AQC and QA, which would have to be redirected to-
wards building quantum relaxation devices instead.
However, while this formal analysis is very general, it only
provides a worst-case bound. . A deeper investigation re-
veals that the situation is more subtle than is suggested by
the relaxation and adiabatic theorem time estimates. First, we
found that by considering the adiabatic bound for thermalizing
(Davies) generators, we are able to compute the bound in the
low temperature regime and estimate its leading behavior. The
resulting expression can in principle be smaller than the re-
laxation time, thus redeeming adiabatic preparation. Second,
by studying several models, in particular the “spike” prob-
lem, for which a (limited) quantum speed-up relative to sim-
ulated annealing is known in the closed-system case [50], we
found that relaxation-assisted adiabatic preparation dramati-
cally out-scales final-time relaxation, which scales exponen-
tially with problem size, while the former becomes faster as
the problem size increases. This conclusion remained qual-
itatively unchanged even after imposing a stricter notion of
instantaneous adiabaticity, which forces the system to always
evolve close to the instantaneous steady state, in the sense
that adiabatic preparation now scales polynomially with sys-
tem size. Therefore, we find that if the system is sufficiently
close to the final-time steady state before reaching the end of
the evolution, then, as might be expected, the final-time gap
does not hinder the adiabatic preparation.
These results are encouraging for the adiabatic preparation
of steady states, but it should be remembered that adiabatic
quantum computing is traditionally concerned with the prepa-
ration of ground states. Moreover, for a different model of
quasi-free fermionic chains with an integrable, unstructured
(i.e., not thermalizing) Lindbladian we found that relaxation
outperforms adiabatic preparation, while for a model of a sin-
gle qubit with a thermalizing Lindbladian we found mixed re-
sults, with adiabatic preparation beating relaxation only when
both the system-bath coupling and the temperature are suffi-
ciently small. Thus, our work shows that the conditions un-
der which adiabatic preparation is superior to relaxation are
far from universal, and more work is needed to discover both
general principles and specific examples for which adiabatic
preparation is the preferred strategy.
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Appendix A: Adiabatic error at zero temperature
Recall that, with Q0(t) = 1I− P0(t),
S(t) = lim
z→0
Q0(t)[z − L(t)]−1Q0(t) (A1)
is the reduced resolvent of L. As is customary, in order to
avoid a proliferation of factors of τ we switch to the dimen-
sionless time variable s = t/τ . All functions of time become
functions of s. With prime denoting differentiation with re-
spect to s, the constant B from Eqs. (11) and (12) can then be
written as
B = ‖S(1)ρ′SS(1)‖1 + ‖S(0)ρ′SS(0)‖1
+
∫ 1
0
dσ ‖S′ρ′SS + Sρ′′SS‖1 . (A2)
Let us estimate the three contributions in Eq. (A2) for the
case of Davies generators in the zero temperature limit. Let
us assume that the Hamiltonian spectrum is non-degenerate.
In the zero temperature limit, ρSS → |0〉〈0|, where |0〉 is
the Hamiltonian ground state (we drop the time dependence).
Since we are in finite dimension and H is assumed to depend
smoothly on s, the limit T → 0 commute with diferentiation
with respect to s.
We start by noting that7
(|0〉〈0|)′ = −
∑
l 6=0
〈l|H ′|0〉
∆l,0
|l〉〈0|+ h.c. (A3)
Recall that L[|n〉〈m|] = λn,m|n〉〈m| for n 6= m with λn,m =
−i∆n,m − ηn,m. Since S(|l〉〈0|) = λ−1l,0 |l〉〈0|, we see imme-
diately that
lim
T→0
Sρ′SS = −
∑
l 6=0
〈l|H ′|0〉
∆l,0λl,0
|l〉〈0|+ h.c. (A4)
7 Differentiate H|0〉 = E0|0〉 to get (H′|0〉 − E′0)|0〉 = (E0 −
H)|0′〉. Multiply by |l〉〈l| with l 6= 0 to get 〈l|H′|0〉|l〉〈0|/(E0 −
El) = |l〉〈l|0˙〉〈0|. Add the h.c. and sum over all l 6= 0 to get
−∑l6=0 〈l|H′|0〉∆l,0 |l〉〈0|+ h.c. = (|0〉〈0|)′ − |0〉〈0|(〈0′|0〉+ 〈0|0′〉) =
(|0〉〈0|)′.
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The matrix in Eq. (A4) has the form |0〉〈φ| + h.c. where |φ〉
is orthogonal to |0〉. Its trace-norm is given by 2 ‖|φ〉‖ so
lim
T→0
‖Sρ′SS‖1 =2
√√√√∑
l>0
∣∣∣∣ 〈l|H ′|0〉∆l,0λ0,l
∣∣∣∣2 (A5a)
∼2 max
l 6=0
∣∣∣∣ 〈l|H ′|0〉∆l,0λl,0
∣∣∣∣ , (A5b)
where in the last step we retained only the leading term. Be-
low we assume that this maximum is attained at l = 1.
We now turn our attention to Sρ′′ + S′ρ′ = (Sρ′)′. Us-
ing Eq. (A4), in a few steps one arrives at (from now on, all
equations are intended at zero temperature)
Sρ′′ + S′ρ′ =
∑
l 6=0
〈l|H ′|0〉
∆l,0
(λl,0)
′
λ2l,0
|l〉〈0|
−
∑
l 6=0
〈l|H ′|0〉
∆l,0
1
λl,0
(|l〉〈0|)′ (A6)
−
∑
l 6=0
∂s
( 〈l|H ′|0〉
∆l,0
)
1
λl,0
|l〉〈0|+ h.c.
The term in the second line is:
(|l〉〈0|)′ = −
∑
m6=l
m 6=0
〈m|H ′|l〉
∆m,l
|m〉〈0| −
∑
m6=l
m6=0
〈0|H ′|m〉
∆m,0
|l〉〈m|
−〈0|H
′|l〉
∆0,l
|0〉〈0| − 〈0|H
′|l〉
∆l,0
|l〉〈l|
+|l〉〈0| (〈l|l′〉+ 〈0′|0〉) (A7)
Using the chain rule repeatedly and noting that (El)′ =
〈l|H ′|l〉 we obtain for the third line of Eq. (A6):
∂s
( 〈l|H ′|0〉
∆l,0
)
= −
∑
m6=l
m 6=0
〈l|H ′|m〉
∆m,l
〈m|H ′|0〉
∆l,0
−
∑
m6=l
m 6=0
〈l|H ′|m〉
∆l,0
〈m|H ′|0〉
∆l,0
+
〈l|H ′′|0〉
∆l,0
− 2 〈l|H
′|0〉
(∆l,0)
2 (〈l|H ′|l〉 − 〈0|H ′|0〉)
+
〈l|H ′|0〉
∆l,0
(〈l′|l〉+ 〈0|0′〉) . (A8)
The Berry’s connection terms (of the form 〈l′|l〉 or complex
conjugate) in Eqs. (A7) and (A8) cancel out exactly and we
arrive at:
(Sρ′)′ =
∑
l 6=0
〈l|H ′|0〉
∆l,0
(λl,0)
′
λ2l,0
|l〉〈0|
+
∑
l 6=0
∑
m 6=0,l
〈l|H ′|0〉
∆l,0
〈m|H ′|l〉
∆m,l
1
λl,0
|m〉〈0|
+
∑
l 6=0
∑
m 6=0,l
〈l|H ′|0〉
∆l,0
〈0|H ′|m〉
∆m,0
1
λl,0
|l〉〈m|
+
∑
l 6=0
∣∣∣∣ 〈l|H ′|0〉∆l,0
∣∣∣∣2 1λl,0 |l〉〈l|
−
∑
l 6=0
∣∣∣∣ 〈l|H ′|0〉∆l,0
∣∣∣∣2 1λl,0 |0〉〈0|
+
∑
l 6=0
∑
m 6=0,l
〈l|H ′|m〉
∆m,l
〈m|H ′|0〉
∆l,0
1
λl,0
|l〉〈0|
+
∑
l 6=0
∑
m 6=0,l
〈l|H ′|m〉
∆l,0
〈m|H ′|0〉
∆m,0
1
λl,0
|l〉〈0|
−
∑
l 6=0
〈l|H ′′|0〉
∆l,0
1
λl,0
|l〉〈0|
+ 2
∑
l 6=0
〈l|H ′|0〉 (〈l|H ′|l〉 − 〈0|H ′|0〉)
∆2l,0λl,0
|l〉〈0|+ h.c.
(A9)
The third and the fourth terms can be combined and, after
some other minor adjustments, we finally arrive at:
(Sρ′)′ = −
∑
l 6=0
∣∣∣∣ 〈l|H ′|0〉∆l,0
∣∣∣∣2 1λl,0 |0〉〈0|
+
∑
l 6=0
∑
m 6=0
〈l|H ′|0〉
∆l,0
〈0|H ′|m〉
∆m,0
1
λl,0
|l〉〈m|
+
∑
l 6=0
∑
m 6=0,l
〈m|H ′|0〉〈l|H ′|m〉
∆l,m
×
×
(
1
∆m,0λm,0
− 1
∆l,0λl,0
)
|l〉〈0|
+
∑
l 6=0
〈l|H ′|0〉
∆l,0
(λl,0)
′
λ2l,0
|l〉〈0| −
∑
l 6=0
〈l|H ′′|0〉
∆l,0
1
λl,0
|l〉〈0|
+
∑
l 6=0
∑
m 6=0,l
〈l|H ′|m〉
∆l,0
〈m|H ′|0〉
∆m,0
1
λl,0
|l〉〈0|
+ 2
∑
l 6=0
〈l|H ′|0〉 (〈l|H ′|l〉 − 〈0|H ′|0〉)
∆2l,0λl,0
|l〉〈0|+ h.c.
(A10)
The third term in Eq. (A10) appears problematic, i.e., as if it
may diverge as an inverse gap (in fact, a gap in the middle
of the spectrum) when El ≈ Em. However in this case also
the term in parenthesis vanishes. Denoting ∆m := ∆m,0, one
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has, formally (differentaiting with respect to m):
“ lim
m→l
(∗)” = 〈l|H ′|0〉〈l|H ′|l〉λl,0∂m∆l + ∆l∂mλl,0
∆2l λ
2
l,0∂m∆l
,
(A11)
where (∗) denotes the coefficient of |l〉〈0| in the third and
fourth line of Eq. (A10). Hence this term is bounded when
m→ l. Instead, when m→ 0 (or l→ 0) this term [as well as
other terms in Eq. (A10)] does diverge if not compensated by
a vanishing of the matrix elements of H ′. We conclude that
the largest contribution to this term comes from terms with
∆m ≈ 0 (or ∆l ≈ 0).
Note that only particular Lindbladian gaps λl,0 enter the
above expression. This is not a priori obvious. Indeed, if
one computes the contributions S′ρ′, Sρ′′ separately, using
S′ = S2L′P +PL′S2−SL′S, as shown in [11], one obtains
contribution also from other Lindbladian eigenvalues such as
λn,m and λm. It turns out, however, that such contributions
exactly cancel out once summed.
Considering Eq. (A10), it is evident that the operator Sρ′′+
S′ρ′ has the following form
Sρ′′ + S′ρ′ = A|0〉〈0|+ |ξ〉〈η|+ |η〉〈ξ|+ |0〉〈φ|+ |φ〉〈0|
(A12)
With
A = −2
∑
l 6=0
∣∣∣∣ 〈l|H ′|0〉∆l,0
∣∣∣∣2 Re( 1λl,0
)
(A13a)
|ξ〉 =
∑
l 6=0
〈l|H ′|0〉
∆l,0
1
λl,0
|l〉 (A13b)
|η〉 =
∑
m6=0
〈m|H ′|0〉
∆m,0
|m〉, (A13c)
and |φ〉 can be read off from the last four lines of Eq. (A10).
Note that |ξ〉, |η〉, |φ〉 are all orthogonal to |0〉. Therefore, at
zero temperature Sρ′′ + S′ρ′ is just a rank-four matrix. Un-
fortunately, although in principle it is possible to compute
its eigenvalues, these are roots of a fourth order polynomial.
Moreover we are interested in its leading contribution. We
assume that the leading term in the above expressions comes
from terms with ∆−21,0 and discard all the other terms. In this
approximation
(Sρ′)′ ≈ A|0〉〈0|+ b|0〉〈1|+ b|1〉〈0|+ c|1〉〈1| (A14)
with
b = 2
〈1|H ′|0〉
∆21,0
〈1|H ′|1〉 − 〈0|H ′|0〉
λ1,0
(A15)
c = 2
∣∣∣∣ 〈1|H ′|0〉∆1,0
∣∣∣∣2 ∣∣∣∣Re( 1λ1,0
)∣∣∣∣ (A16)
Taking the trace-norm we obtain:
‖Sρ′′ + S′ρ′‖1 ≈
√
(A− c)2 + 4|b|2 ≤ |A− c|+ 2|b|
= 4
|〈1|H ′|0〉|
∆21,0
∣∣∣∣ 〈1|H ′|1〉 − 〈0|H ′|0〉λ1,0
∣∣∣∣
+ 4
∣∣∣∣ 〈1|H ′|0〉∆1,0
∣∣∣∣2 ∣∣∣∣Re( 1λ1,0
)∣∣∣∣ . (A17)
The above equation is manifestly continuous in the adia-
batic time variable s, because eigenvalues are continuous
and H is smooth. Using Eq. (A2) and
∫ 1
0
|f(σ)|dσ ≤
maxσ∈[0,1] |f(σ)| (valid for continuous f ), one obtains
Eqs. (20) and (21), after switching back to the time variable t.
Appendix B: Finite temperature corrections
Let us comment on the corrections to the above results
due to a small, positive temperature. The leading correc-
tions to ρSS have the form Q exp (−∆1,0/T ) where Q is
temperature independent. This means that corrections to the
derivatives ρ(n)SS are O [T
−n exp (−∆1,0/T )]. In other words
Eq. (A17) is correct up to O
[
T−2 exp (−∆1,0/T )
]
. When
plugging this result into Eq. (A2) it is certainly possibly to
bound the error as O
[
T−2 exp (−∆min1,0 /T )
]
where ∆min1,0 =
mint∈[0,τ ] ∆1,0(t).
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