











































Where	𝑟# is	the	location	of	the	𝑝%& pixel,	𝑹% is	the	rotation	matrix	indicating	
the	pointing	of	the	telescope	at	time	t,	𝑠# is	the	sky	signal	at	the	𝑝%&pixel,	
and	𝑛% is	the	noise	in	the	time	domain.	A	is	the	pointing	matrix	with	𝑨%# =𝐴(𝑹%𝑟#) for	each	element.	The	minimum	variance	unbiased	estimator	of	
the	sky	map	is
Where	the	noise	is	contained	in	the	covariance	matrix	is
Now	suppose	we	want	to	reconstruct	our	maps	in	spherical	harmonic	
space.	This	means	that	instead	of	finding	𝑠# for	pixel	p,	we	find	the	
coefficients	𝑎01 in	a	spherical	harmonic	expansion	of	the	signal:
We	can	describe	the	transformation	between	pixel	and	harmonic	space	
with	a matrix	Y:
Here,	the	vector	?⃑? contains	all	of	the	𝑎01 coefficients.	The	result	of	the	new	
estimator	would	be:
For	both	estimators,	the	inverse	matrix	operation	is	solved	using	the	
conjugate	gradient	method,	taking	advantage	of	the	sparsity	of	A and	
efficient	algorithms	for	applying	Y to	a	given	vector.
The	formalism	mentioned	above	produces	a	different	set	of	eigenvectors	for	each	l.	This	is	
inconvenient	when	analyzing	partial-sky	data,	where	we	cannot	work	in	harmonic	space.	We	therefore	
determine	linear	combinations	of	wavelengths	to	reconstruct	by	computing	the	eigenvalues	and	
eigenvectors	of	the	single	12	x	12	matrix	obtained	by	summing	all	of	the	blocks	of	the	inverse	noise	
covariance	matrix,	𝑴3 .	The	resulting	general	eigenvectors	are	not	strictly	optimal	for	any	l,	but	we	may	
hope	that	they	contain	most	of	the	available	information.	We	quantify	the	information	that	can	be	
reconstructed	as
Here	j	labels	the	reconstructed	modes	(combinations	of	l,m,	and	eigenvector),	and	𝑟4 is	the	squared	
signal-to-noise	ratio	for	each	mode,	defined	as:
The	numerator	is	simply	the	angular	power	spectrum	𝐶0,	and	the	denominator	is	1/𝜆,	where	𝜆 is	the	
eigenvalue,	so
We	plot	the	reconstructed	information	for	each	𝑙 and	the	cumulative	information.	For	the	no-offset	
case	(where	the	central	peak	of	the	antenna	pattern	is	at	the	center	of	the	broad	Gaussian	envelope),	
the	best	three	eigenvectors	suffice	to	reconstruct	essentially	all	of	the	available	information.	For	the	
offset	case,	we	picked	the	most	extreme	example	of	when	the	central	peak	is	offset	directly	in	
between	where	two	peaks	were	previously	in	two	dimensions,	thus	more	eigenvectors	are	needed.
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For	partial-sky	data,	we	must	perform	the	reconstruction	in	pixel	space	rather	than	harmonic	space.	We	do	this	
by	creating	a	matrix	U,	where	each	column	is	a	general	eigenvector,	beginning	with	the	best	(highest	
eigenvalue).	The	number	of	columns	depends	on	the	number	of	best	eigenvectors	that	can	virtually	fully	
reconstruct	the	maps.	The	new	estimator	would	be:
Where	?̃?? contains	a	linear	combination	from	each	eigenvector	for	each	pixel.	Finally,	to	get	a	set	of	12	real	
maps	of	the	sky,	we	transform	this	result	from	eigenspace to	pixel	space:
In	the	example	to	the	right,	a	set	of	three	independent	Gaussian	maps,	each	corresponding	to	one	of	the	three	
best	eigenvectors,	were	combined	to	produce	an	original	signal,	which	was	used	to	make	time-ordered	data.	
The	top	left	figure	shows	the	original	map,	which	corresponds	to	the	first	best	eigenvector.	The	other	two	maps	
are	full	and	partial	reconstruction	from	the	time-ordered	data.	In	the	partial	case,	the	antenna	pattern	is	
instructed	to	only	point	at	the	top	half	of	the	sky.
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Conclusion
The	bandwidth	of	one	of	the	QUBIC	detectors	is	between	1.75mm	– 2.25mm.	We	
discretize	this	into	12	wavelength	bins,	so	that	the	full	signal	vector	has	the	dimension	
12	times	the	number	of	harmonic	coefficients.	The	inverse	noise	covariance	matrix	of	
the	full	signal	is	
If	the	scan	pattern	covers	the	entire	sky	isotropically,	the	inverse	covariance	matrix	is	
block	diagonal,	with	a	12	x	12	block	for	each	(l,m).	Moreover,	the	blocks	depend	only	
on	l,	not	m.	For	each l,	we	can	therefore	find	the	linear	combinations	of	wavelengths	
that	can	be	well-reconstructed, given	by	the	matrix’	eigenvectors:
Where	?⃑? is	one	out	of	12	eigenvectors.	𝜆 is	the	corresponding	eigenvalue,	which	is	
inversely	proportional	to	the	square	of	the	uncertainty	of	the	eigenvector.	Large	
eigenvalues	correspond	to	linear	combinations	of	signal	elements	that	can	be	
reconstructed	with	high	signal-to-noise.	The	best	eigenvector	is	always	approximately	
constant	– that	is,	it	measures	roughly	the	total	intensity.	The	second	best	is	generally	
a	difference	between	short	and	long	wavelengths	– that	is,	an	overall	“color”	within	
the	band.
In	a	QUBIC-like	experiment,	the	time-ordered	data	contains	multiple	independent	
color	combinations	that	can	be	reconstructed	with	reasonable	signal-to-noise.	The	
procedure	we	have	developed	appears	to	reconstruct	multiple	maps	in	a	way	that	
contains	essentially	all	available	information.
Next	steps:
• Quantify	the	information	reconstructed	in	the	partial	sky	case.
• Apply	map	reconstructions	to	simulations	of	realistic	data,	such	as	CMB	maps	with	
dust	and	synchrotron	contamination.
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