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ABSTRACT
The optimisation of heat transfer between fluid and metal plays a crucial role in gas turbine design.
An accurate prediction of temperature for each metal component can help to minimise the coolant flow
requirement, with a direct reduction of the corresponding loss in the thermodynamic cycle. Traditionally,
in industry fluid and solid simulations are conducted separately. The prediction of metal stresses and
temperatures, generally based on finite element analysis, requires the definition of a thermal model whose
reliability is largely dependent on the validity of the boundary conditions prescribed on the solid surface.
These boundary conditions are obtained from empirical correlations expressing local conditions as a
function of working parameters of the entire system, with validation being supplied by engine testing.
However, recent studies have demonstrated the benefits of employing coupling techniques, whereby
computational fluid dynamics (CFD) is used to predict the heat flux from the air to the metal, and this is
coupled to the thermal analysis predicting metal temperatures. This paper describes an extension of this
coupling process, accounting for the thermo-mechanical distortion of the metal through the engine cycle.
Two distinct codes, a finite element analysis (FEA) solver for thermo-mechanical analysis and a finite
volume solver for CFD, are iteratively coupled to produce temperatures and deformations of the solid part
through an engine cycle. At each time step, the CFD mesh is automatically adapted to the FEA prediction
of the metal position using efficient spring analogy methods, ensuring the continuity of the coupled
process. As an example of this methodology, the cavity flow in a turbine stator well is investigated. In
this test case, there is a strong link between the thermo-mechanical distortion, governing the labyrinth
seal clearance, and the amount of flow through the stator well, which determines the resulting heat
transfer in the stator well. This feedback loop can only be resolved by including the thermo-mechanical
distortion within the coupling process.
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1 INTRODUCTION
Accurate prediction of metal temperature plays a crucial role in gas turbine design. Traditionally in
industry, finite element analysis (FEA) codes are used for this purpose, with the thermal boundary con-
ditions provided by semi-empirical correlations matched to engine test data. As pointed out by Dixon
et al. [1], modern commercial considerations require more confidence at an earlier stage of the design
process, and the development of improved analysis methods is a prerequisite to achieve this goal.
Computational Fluid Dynamics (CFD) offers the potential to improve the accuracy of the modeling
early in the design cycle and recent years have seen significant work validating and applying CFD for
this purpose. Much of this work has been applied to turbine blade cooling applications, with early work,
for example, by Heselhaus et al. [2], Li and Kassab [3], Bohn et al. [4, 5, 6] and Chew et al. [7], and
more recent studies by Kusterer et al. [8], Davison et al. [9], Starke et al. [10] and He and Oldfield
[11]. Recent years have seen this extended to disk cavity flow, for example by Verdicchio et al. [12],
Mirzamoghadam and Xiao [13], Okita and Yamawaki [14, 15], Lewis et al. [16], Illingworth et al. [17],
Alizadeh et al. [18, 19] and Sun et al. [20].
In all these studies, the coupling between the solid and fluid domains was limited to the temperature
and heat flux i.e. a pure thermal coupling. However, this is inadequate if the thermo-mechanical dis-
tortion of the metal has a strong influence on the flow dynamics. The cavity flow in a rotor-stator well
offers a typical example of such a situation: here the thermo-mechanical distortions govern the labyrinth
clearance. This is directly related to the amount of flow ingested through the rim seal, which in turn
determines the resulting heat flux. From the designer’s perspective, this existing loop is generally taken
into account by an a posteriori analysis. For example, the labyrinth seal clearances may be estimated
performing structural analysis on an initial geometry with an initial set of thermal boundary conditions.
Typically these seal clearances are then used to update a 1D network flow model, and the results of this
flow model will then be used to update the thermal boundary conditions. This manual progress will be
repeated until convergence is achieved.
This paper represents a generalisation of the coupled approach, and includes an automatic execution
of the process described above: the metal deflections predicted by the structural analysis are included in
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the coupling process via an additional iterative loop. The methodology relies on spring analogy tech-
niques, well established in the field of fluid-structure interaction. An initial mesh, based on the cold
geometry, is dynamically modified under the prescribed boundary displacements. Hence the CFD is al-
ways being carried out using the hot running geometry. The technique is discussed in detail below and
then applied to an axisymmetric model of a stator well contained within a low-pressure turbine assembly.
Despite the simplifying assumption of axisymmetry, excluding many of the mechanisms driving
ingestion, the results highlight the importance of a thermo-mechanical coupling procedure for more
accurate aero-thermal modeling.
2 COUPLING METHODOLOGY
The work presented is based on the coupling between two distinct proprietary codes, SC03 and HYDRA.
SC03 is a finite element code performing transient thermal and mechanical analysis. Although the nu-
merical method implemented is common to many of the commercial solvers available, it is specifically
designed for turbomachinery applications due to a wide range of specialist thermal modeling features.
A description of the SC03 code and its use in engine thermal analysis is given by Armstrong et al. [21].
HYDRA is an unstructured finite volume solver of the compressible Reynolds Averaged Navier-Stokes
equations. It employs a modified form of the classic Roe scheme [22] for the spatial discretisation in
conjunction with a standard Runge-Kutta method for the time advancement. Further details on the nu-
merical method can be found in reference [23]. The parallel computation in HYDRA is implemented
using the OPLUS library (Oxford Parallel Library for Unstructured Solvers) [24, 25]. The pure thermal
coupling between these two codes is described in detail in [20].
The thermo-mechanical coupling process is schematically depicted in fig. 1. Within SC03, the
user defines a transient analysis by specifying a “flight cycle” for the engine under investigation, i.e.
the evolution of a set of environment parameters through the time span to simulate. These are user-
input parameters and include rotational speed, mass flow rates, operating temperatures and pressures.
Starting from prescribed initial conditions at time t = 0, SC03 initially determines the internal stresses
of the metal and the corresponding deformations, in fig. 1 denoted by d. Then, the set of operations
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enclosed in the dashed square is produced to perform the thermal analysis. First, the system invokes
the fluid solver HYDRA, passing to it the current values of boundary temperatures Tn and boundary
deflections dn (the superscript n indicates that these quantities refer to the temporal level tn). As the
fluid response to a change of operating conditions occurs on time scales much shorter than that relative
to the metal heat conduction, the influence of unsteadiness in the fluid is expected to be negligible, and
steady CFD calculations can be employed under the boundary conditions passed by SC03 [17, 20]. More
precisely, HYDRA adapts an initial mesh to conform the boundary deflections read in input and runs a
steady state case to find the solution corresponding to the prescribed wall temperatures. After a certain
degree of convergence has been achieved, HYDRA produces in output the heat fluxes qn computed on
the boundaries. These values are returned to SC03 which in turn updates the unsteady heat conduction
equation to give the metal temperature at the next time level tn+1.
It should be pointed out that SC03 introduces an implicit temporal discretisation for the heat equation,
and uses a Newton-Raphson method to solve it [21]. The evaluation of the CFD based heat fluxes is
fully integrated in the updating procedure employed by SC03: in fact, the HYDRA code is iteratively
called to give the heat flux corresponding to the current estimate of metal temperatures. This operation
continues until the Newton-Raphson has converged, i.e. when Tn+1 = Tn, where it is understood that the
superscripts n and n+ 1 assume here the meaning of old and new solutions in a single Newton-Raphson
iteration.
At this point, SC03 begins an external iterative loop to couple the thermal and structural analysis.
In particular, new thermal loads are calculated based on the updated metal temperatures, a new elastic
analysis determines the deformation of the solid part, and the thermal analysis resumes on the modi-
fied geometry. When both geometry and temperature are stabilised (typically this requires two or three
external iterations) the analysis moves to the next step in the flight cycle.
The coupling communications are controlled by a plugin (SC89) of the SC03 program, described
in [17]. It is within SC89 that the user specifies one or more coupled walls, outlining a CFD domain
which may cover part or the whole of the finite element model. At the moment the use of CFD would be
computationally too expensive to be used for all the boundaries of an engine. The method is therefore
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restricted for the most critical components.
3 MESH ADAPTATION
In the coupling technique presented, the metal deformations are calculated during run-time as part of
the solution itself. A procedure is therefore needed to conform the mesh to the dynamic geometry.
Two distinct strategies may be identified for this task: mesh regeneration and mesh deformation. Mesh
regeneration is the most straightforward approach, offering great flexibility regardless of the kind and the
size of the deformations involved. When the change in the geometry is such that the domain topology
is modified, mesh regeneration becomes necessary. Examples of this condition can be encountered in
several aeronautical applications. In this context, recent studies seem to be concentrated on dynamic
remeshing based on Delaunay graphs [27]. The main drawbacks are the low mesh quality achieved,
the necessity of mapping the solution from the old mesh to the new one and the difficulty to adapt the
technique to structured grids.
Alternatively, algorithms that deform an existing mesh have been developed. Among these the most
popular appears to be the spring analogy algorithm. For its conceptual and practical simplicity, and for
the large use encountered in multi-physics problems (see, for instance, Blom & Leyland [28] for fluid-
structure interation, Farhat [29] for aeroelastic calculations), the method has been chosen for this work,
also in light of a planned extension to structured meshes. Due to the several different variants found in
the literature, a detailed description of the method implemented within the code HYDRA is given below.
This will also serve to emphasise those details which, in the authors’ experience, have mainly affected
the robustness of the method.
3.1 Spring analogy concept
The spring analogy method consists in assigning structural properties to the domain, replacing each grid
edge by a spring. The resulting net of springs will respond to any local displacement of the boundary
propagating the perturbation across the domain. Depending on the local elastic properties of the net,
this mechanism of propagation tends to attenuate gradually the perturbation as the distance from the
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boundary increases. Following Batina [30], if the stiffness is chosen to be inversely proportional to
the edge length, one can expect a mechanism helping to prevent the collision of neighboring vertices,
because longer edges are softer, whereas shorter ones are stiffer. This leads to the definition of the “lineal
spring analogy”, in which the spring force acting on a generic node i from the edge i− j is given by
Fij = kij(uj − ui) , (1)
with kij the inverse of the edge length i − j, and ui, uj the nodal displacements of node i and j,
respectively. The static equilibrium condition requires that the force at every node has to be zero. Hence,
one has
Ni∑
j=1
kij (uj − ui) = 0 , (2)
with Ni being the number of nodes directly connected to node i. For those grid points originally placed
on a boundary, the equilibrium equation has to be replaced by the identity u = ub, where ub is the
prescribed boundary movement at that point. However, this condition may be relaxed for those situations
where additional freedom to the net is needed. For example, this occurs when two parallel boundaries are
subjected to strong relative movement in the boundary direction. If such a displacement is comparable
with the distance between the boundaries, it is convenient to let the mesh points be free to slide along the
deflected shape. In this case, the condition u = ub is replaced by the less stringent (u− ub) · nˆ = 0,
where nˆ is the local normal to the boundary of the deformed geometry. It will be shown later the drastic
improvement obtained enforcing the normality rather than assigning directly the boundary deflection.
Imposing the condition given by (2) at each internal node, a linear system in the unknown u is
obtained. It should be noted that eq. (2) can be solved iteratively by Jacobi or Gauss-Seidel iterations
enabling the method to be implemented quickly. Alternatively, the full matrix to be inverted can be
computed by looping over the edges and adding the 4 × 4 entry contribution due to each edge to the
global stiffness matrix KG. The final system to solve is KG u = b, in which the forcing term b is
non-zero only at the boundary points.
Since the coefficients of KG depend on the geometry only, an important refinement of the method
is to assume geometric nonlinearity for the pseudo-structural problem introduced. In other words, the
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matrix KG is iteratively computed based on the updated geometry (i.e. KG = KG(u)) and a Newton-
Raphson method is employed to find the zero of the nonlinear equation:
Q(u) = KG(u) u− b = 0 . (3)
Denoting by p the difference between two consecutive solutions, p = un+1−un, each Newton-Raphson
iteration requires the inversion of the linear system
KnG p = −Q(un) , (4)
where the superscript n is to indicate that the stiffness matrix must be evaluated for the geometry corre-
sponding to the solution un. The nodal displacements are then updated easily as:
un+1 = un + p . (5)
In general, convergence for nonlinear systems is not guaranted unless initial and final solutions are close
enough. Hence, when applying this strategy it is necessary to ensure that the boundary motion could
eventually be split in several subdeflections, until initial and final solutions become such that convergence
is achieved. After the right hand side of eq. (4) has been calculated, the program measures a reduction
of the residual Q over a certain number of iterations. If this value exceeds a specified tolerance, the
boundary motion is split and the process restarted on a smaller displacement. In the application described
in this paper, a number of 4-8 subdeflections has generally proved to be enough. However, for the
most severe conditions, convergence has been reached with the boundary motion split into up to 32
subdeflections.
A serious problem associated with the lineal spring analogy is that the stiffness coefficients intro-
duced are not affected by angular changes of the element. This implies that the method cannot avoid
what in the literature is known as “snap-through”, i.e. the motion whereby one vertex passes through
its opposite edge. To overcome this difficulty, more sophisticated approaches have been developed.
The comprehensive review of Barone & Payne [31] suggests the “torsional spring analogy” is the best
compromise between the quality of the final mesh achievable and the computational cost required. For
completeness, a description of the method is given in next subsection.
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3.2 Torsional spring analogy
The basic idea underlying the torsional spring analogy [32] is to introduce additional springs storing
energy when a rotational motion between two adjacent edges occurs. Given a triangle Tijk, denote by
θiijk the angle between the two edges sharing the vertex i. For each triangle Tijk containing the same
vertex i (see fig. 2), a torsional spring is attached to produce a moment given by:
M iijk = C
i
ijk ∆θ
i
ijk . (6)
The spring coefficient Ciijk is chosen to be of the form
Ciijk =
1
sin2 θiijk
=
l2ij l
2
ik
4A2ijk
, (7)
with lij and lik the edges lengths and Aijk the area of the triangle. Enforcing the torsional equilibrium at
each internal node writes ∑
Tijk⊃i
Ciijk ∆θ
i
ijk = 0 , (8)
in which the summation is extendend to all the triangles sharing the node i. In this formulation, the
dependence of the stiffness coefficients on the inverse of the element area helps to prevent the snap-
through from occurring.
The question which now arises is how to combine torsional and lineal spring analogy for a practical
implementation. The torsional equilibrium requires the introduction of three degrees of freedom (the
angular variations) for each element. These have to be added to the vertex displacements controlling the
translational equilibrium. Now, the angular variations are related to the nodal displacements via a rotation
matrix which can be easily derived considering kinematical contraints of the triangle. The interested
reader is referred to references [32] and [33] for a detailed description of two different approaches in
deriving these relations. Here it is just stated that these relations can be formally written, dropping the
subscript ijk, as
∆θ =

∆θi
∆θj
∆θk
 =
 R11 R12 ... R16R21 R22 ... R26
R31 R32 ... R36


uxi
uyi
uxj
uyj
uxk
uyk

= R u (9)
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with R being a 3 × 6 matrix whose coefficients depend on the geometry of the element only. Farhat et
al. [32] suggest replacing the vector of nodal moments, given by
M =

Mi
Mj
Mk
 =
 Ci 0 00 Cj 0
0 0 Ck

∆θi
∆θj
∆θk
 = C ∆θ (10)
(11)
with a set of equivalent nodal forces F˜T = {F˜i, F˜j , F˜k} obtained by imposing the condition that the
work done by the forces F˜ on the nodal displacements u is equal to the work done by the moments M
on the corresponding angular variations ∆θ. Specifically, this means:
F˜T u = MT ∆θ = MT R u . (12)
Hence, the set of equivalent nodal forces are computed by substitution as:
F˜ = RT M = RT C ∆θ = RT C R u = K u , (13)
with K a 6× 6 stiffness element matrix, depending on the geometry only. In this approach, the enforce-
ment of both translational and torsional equilibrium is obtained by imposing that
Ni∑
j=1
Fij +
∑
Tijk⊃i
F˜i = 0 ∀ i , (14)
which represents the new final system to be solved. To satisfy low memory requirements, the assembly
of the global stiffness matrix KG must be avoided. For this reason a Preconditioned Conjugate Method
(PCG) was implemented in its element based form [34]. In fact, all that the PCG requires is a sequence
of matrix-vector and vector-vector multiplications: these are performed using the connectivity arrays
relating local and global degrees of freedom. More precisely, when solving eq. (14) for the nodal
displacements, loops over the edges are performed to give the lineal spring analogy contribution, whereas
loops over the elements are needed to add the torsional contribution.
The spring analogy discussed was integrated into the CFD code HYDRA, using the existing data
structure and parallel framework. Therefore, the parallelisation of the method must be subjected to the
restrictions imposed by the OPLUS library. Algorithms which are out of the scope of OPLUS are order
Amirante, Hills and Barnes. 10 TURBO-11-1015
4 CASE STUDY FINAL DOCUMENT
dependent relaxation methods, such as Gauss-Seidel or LU decomposition [24, 25]. In view of these
limitations, the global Jacobi (diagonal) preconditioner was used throughout.
4 CASE STUDY
The methodology discussued in previous section is now applied to an axisymmetric model of a stator
well contained within a turbine assembly. The geometry of the turbine under investigation is shown in
fig. 3. The area outlined encloses the stator well geometry where the CFD was coupled to the solid
model. The fluid domain of the coupled CFD model (see fig. 4) has been extended into the annulus
region with inlet/outlet boundaries located upstream and downstream of the relevant blades. Note that in
the axisymmetric finite element model (fig. 3) the blades over the disks are not directly modelled. Their
effect is included in the model through the boundary conditions imposed on the outer disk surfaces. In
this paper attention is limited to an uncooled case. In this case, the boundary deflections are expected
to be much larger and hence a better test of the robustness of the mesh adaptation method implemented.
However, this is also an important physical case to model, since the decision as to where in the LP
turbine assembly to stop providing coolant flow to the stator wells is a critical one in the overall design
of the internal cooling system. It is important to note that the finite element model has been previously
validated against experimental data, but only for the case with cooling flow.
Figure 5 describes the flight cycle analysed in terms of normalised rotor angular speed. The cycle
consists of two distinct, alternating regimes, during which the engine operates at a low power condition
(LP), with the shaft rotating at Ω = 0.226 Ωr and at a high power condition (HP) (shaft rotating at
Ω = Ωr). As mentioned earlier, in the SC03 model similar diagrams are specified for all the parameters
needed to perform a transient thermo-mechanical analysis. In the coupled CFD model, the boundary
conditions must be assigned in order to match the instantaneous operating conditions of the engine. For
the rotational symmetry adopted here, the inlet boundary conditions require the specification of radial
profiles for the total pressure and the total temperature, together with the direction of the incoming flow.
Similarly, radial profiles of static pressures are needed to fix boundary conditions at the outlets. Since the
CFD domain consists of a limited portion of the SC03 domain, these profiles are not readily available from
Amirante, Hills and Barnes. 11 TURBO-11-1015
4 CASE STUDY FINAL DOCUMENT
the engine operating conditions. To circumvent this difficulty, a 3D calculation was initially conducted
on a model including two stages of the turbine, and matching the conditions prescribed in the SC03
model. Circumferential averages of the computed 3D flow field were then used to retrieve the information
required at the inlet/outlet boundaries in the axisymmetric fluid domain.
Following the above procedure, two separate CFD models were defined, each of them associated with
an operating regime. In order to have a benchmark of the conditions developing during the two regimes,
the two models were initially run uncoupled, that is by stand-alone computations using adiabatic walls.
The Spalart-Allmaras model was adopted as turbulence closure model throughout. These two reference
cases were also used to refine an initial mesh in order to achieve satisfactory grid convergence. The
resulting mesh consisted of 86K triangles and 45K grid points. Table 1 describes the reference cases
in terms of all the relevant quantities, including the rotational and axial reference Reynolds numbers,
the average pressure drop in the annulus ∆p, the average inlet total temperature To,in and the inlet mass
flow rate m˙o. These quantities have been non-dimensionalised assuming as reference values the total
pressure, the total temperature and the mass flow rate measured at the inflow during the HP regime. The
reference length used in the definition of the Reynolds numbers is the cavity inner radius Lr, shown in
fig. 4.
The values reported in the table refer to the uncoupled solution and will serve later to develop
useful physical considerations. In particular, it is important to point out that the ratio between axial and
rotational Reynolds number is γ = 1.78 for the LP regime, against a value of γ = 1.18 for the HP
regime. Thus, the high power regime is characterised by a higher inlet total temperature and an increased
pressure drop in the annulus. Moreover, considering that the whirl angle, i.e. the angle between the
direction of the velocity relative to the blade and the axial direction, remains approximately constant for
the two regimes, the lower value of γ during the HP entails that the flow enters with a reduced angle of
swirl.
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5 RESULTS
Besides the thermo-mechanical coupling, in what follows results will be shown relative to a pure thermal
coupling, in which the solution is obtained enforcing the continuity of the heat flux on the cold, unde-
formed geometry. The thermal coupling corresponds to the method presented and validated by Sun et
al. [20], formally obtained avoiding the external loop in the iterative process of fig. 1. A comparative
study between the two solutions will help to identify the physical effects associated with the change
in the geometry. The thermo-mechanical coupling lasted 13 days running on 16 CPUs of a PC cluster.
The mesh adaptation took approximately 30% of the whole computational time. On the other hand, the
thermal coupling required slightly less than 10 days. This method appears therefore computationally too
expensive to be used for larger fluid domains, especially for 3D computations in which the coupling has
to be reserved for the most critical components of an engine. The research in this field is quite active, and
recent studies [12, 26] focus on the possibility to speed up the process by solving the energy equation
only, while mantaining the flow “frozen” over specified time intervals.
5.1 Thermal coupling
As discussed earlier, it is important to note that while the CFD is run steady-state at each time point, there
is an unsteady development of the flow field through the engine cycle (given in fig. 5).
Figure 6 shows the steady CFD solutions computed at two distinct times during the cycle, namely
after t = 254 s (LP) and t = 676 s (HP). Streamlines projected onto the meridional plane are superposed
on the contours of local swirl S, defined as the ratio between the local angular speed and the angular
speed of the rotor. For clarity, the positive azimuthal direction is coming out from the meridional plane.
At time t = 254 s, a wide region of fluid recirculating clockwise is located in the centre of the first cavity.
This is driven by the negative angular velocity of the ingested flow. A smaller separation region is also
visible, attached to the edge of the seal and inducing the fluid to rotate counter-clockwise. As previously
mentioned, the incoming flow is less swirled in the high power regime. On the other hand, the ingress
through the seal is considerably higher because it is mainly driven by the pressure drop in the annulus.
Consequently, at time t = 676 s the ingested flow develops more radial momentum and less angular
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momentum. The flow penetrates further down within the cavity, and the separation bubble is enlarged
to the entire radial extent. The clockwise rotating vortex remains weakened and confined between the
separation bubble and the disk. At the bottom of the first cavity, positive swirl becomes visible to indicate
a thin region of fluid driven by the rotating cavity. Regardless of the operating regime, within the second
downstream cavity the flow field is dominated by a large core recirculating counter-clockwise. Flow
coming from the labyrinth seal is sucked into the rotor boundary layer and pumped towards the interior
of the cavity.
5.2 Thermo-mechanical coupling
The thermo-mechanical coupling is now described examining the implications of the change of geometry
on the flow dynamics analysed above. A view of the metal deflections predicted by the finite element
analysis is given in figure 7. Here it is shown the time history of both axial and radial displacements
(expressed in percentage of Lz and Lr) at two points located in the labyrinth and belonging to the rotor
and stator disk, respectively. These figures provide a qualitative indication of the overall behaviour of
the well, since the movement of each metal component is mainly rigid, with the pure deformation having
a secondary role. During the cycle the stator mantains its axial position well anchored, while the rotor,
subjected to mechanical loads transmitted through the shaft, experiences large displacements in each
direction (fig. 7-a). Conversely, the radial excursion of the stator disk follows that of the rotor for an
initial temporal range ( 0 < t < 500 ), and diverts from it when the engine enters the high power regime
(fig. 7-b). Figure 8 shows the fluid domain after t = 676 s: the radial shift undergone by both the cavity
and the disk is combined with a smaller forward axial translation of the cavity. In this movement, the
mostly affected part is the labyrinth, with the gap narrowing considerably.
The mesh adaptation has been performed modeling the base of the disk as a “sliding” boundary, i.e.
enabling the grid points located on the boundary to move over it. The final mesh is illustrated in fig. 9
for the labyrinth. The result is deemed satisfactory, in spite of the compound relative movement (radial
and axial) affecting the two near opposite boundaries, a situation well known to be critical for any mesh
deformation technique. In order to highlight the capability of the method also for regions where the mesh
presents a higher stretching factor, a close-up view of the rim seal is given in figure 10. Finally, figure 11
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shows the result obtained by disabling the “sliding” option for the base of the disk. Although the method
doesn’t produce negative volumes, the quality of the resulting mesh is drastically deteriorated.
CFD solutions relative to the thermo-mechanical coupling are given in fig.12. After t = 254 s the
flow field appears to be virtually the same as its thermally coupled counterpart. At t = 676 s a drastic
change in the structure of the flow occurs within the first cavity. A comparison between fig. 6-b and
fig. 12-b depicts a scenario characterised by a very simple sequence of events: as soon as the labyrinth
gap narrows, the mass flow through it decreases due to the higher losses caused by the compressions
and expansions between the teeth. In the absence of cooling, the mass flow ingested is also reduced to
fulfil mass conservation. This ultimately leads to a much smaller level of swirl (in magnitude) within
the cavity, with the ingested flow rapidly reaching zero swirl conditions near the first cavity rim. Note
that the contour levels have been deliberately chosen to be non-uniformly spaced in order to detail the
region where the change in the sign of the angular speed occurs. Since the ingested flow is now blowing
in the positive azimuthal direction, the mixing layer associated with it drives the fluid below the disk
to recirculate counter-clockwise, that is in the opposite direction than that observed for the thermally
coupled solution. The rotor disk pumping plays a similar role at the bottom left corner of the cavity.
However, in this region the radial gradient of swirl remains positive because it is mainly affected by the
boundary layer, so that fluid is driven out inducing a region of flow recirculating clockwise. The final
structure of the flow field results from the interaction of ingestion, pumping associated with the rotation
of the flow ingested, and pumping associated with the rotation of the cavity.
Proceeding in the flow evolution through the cycle, figure 7-b shows that when the low power regime
is recovered the labyrinth clearance remains significantly reduced, so that the ingestion must necessarily
be restrained; however, at this stage (see fig. 12-c), the higher level of swirl in the main annulus renders
the flow within the well less sensitive to the perturbation produced by the change of geometry. In fact,
despite the lower amount of gas ingested (reflected in the disappearance of the separation bubble attached
to the rim), the level of swirl becomes negative almost everywhere in the first cavity. In the successive
acceleration the process is repeated on a bigger scale (fig. 12-d) and the pumping associated with the
rotation of the cavity becomes even more prominent.
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It is now of interest to examine the consistency of the considerations developed above with the
predicted metal temperatures. A comparison between thermal and thermo-mechanical solution is given
in figure 13, which shows the temperature histories at three monitoring points located in the well as
indicated in fig. 8-a. The two solutions predict the same temperature for point P2 over the entire cycle.
Now, the rim seal is heated on one side by the mainstream flow. Convection in the cavity at point P2 is
primarily by fluid directly ingested from the mainstream, and hence still at the same temperature as the
mainstream. Since the rim seal is a thin structure with little heat capacity, the temperature at point P2
will not be strongly affected by the leakage flow either transiently or steady state. Opposite behaviour
is found in the labyrinth region (point P3), where the thermal coupling overestimates the maximum
temperature as consequence of the higher ingestion predicted. More precisely, the maximum difference
is about ∆T/Tr = 0.07 at the times t = 676 s, t = 3225 s (high power regime) and t = 2000 s (low
power regime). A comparison with figure 7-b highlights the role played by the labyrinth clearance in
this context. Such a dependence is less straightforward for the interior of the cavity, where local metal
temperatures depend also on the global structure of the flow. In the high power regime, the behaviour
at point P1 is very similar to that at point P3, with the thermal solution overestimating the temperature
compared to the thermo-mechanical coupling, with a maximum difference of approximately ∆T/Tr ∼
0.07. In our previous analysis it has been shown that during the low power regime the cavity flow is less
sensitive to the geometric perturbations. Consistent with this observation, at t = 2000 s the maximum
difference between the thermal and thermo-mechanical solutions at P3 reduces to ∆T/Tr ∼ 0.016 at P1.
6 CONCLUSIONS
A coupling methodology has been developed for coupled fluid-solid modeling accounting for the bound-
ary deflections predicted by the structural analysis. The coupling is obtained through an iterative process
between a finite element code for thermo-mechanical analysis and a finite volume solver for CFD. Spring
analogy techniques have been used to automatically modify an existing mesh under specified boundary
deflections. A robust scheme which does not produce negative volumes while maintaining the same
nodal connectivity has been developed. The method has been run on an axisymmetric test case and its
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robustness has been demonstrated.
Further research in this area is ongoing with the sake of extending the capability to 3D CFD models.
Clearly this capability is an important step on the route to full virtual engine modelling [35].
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Figure 1. Schematic representation of the coupling process.
Figure 2. Torsional springs for two adjacent triangles.
Figure 3. Geometry of the turbine. Enclosed in the square is the stator well where the coupling takes
place.
Figure 4. Fluid domain extracted from the finite element model.
Figure 5. Cycle definition expressed in terms of the rotor angular velocity.
Figure 6. Thermal coupling. Meridional streamlines superposed on contours of the swirl number. (a):
Low power regime. (b): High power regime.
Figure 7. Thermo-mechanical coupling. Temporal evolution of axial (a) and radial (b) displacement
of two opposite points located in the labyrinth and belonging to rotor cavity (solid line) and stator
disk (dashed line).
Figure 8. Thermo-mechanical coupling. Deformed CFD domain at time t = 676 s (HP). Red lines
identify the undeflected shape. (a): Overall view. (b): Close-up view of the labyrinth.
Figure 9. Mesh adaptation by spring analogy. Close-up view of the labyrinth region. (a): Undeformed
mesh at time t = 0 s. (b): Mesh at time t = 676 s (HP).
Figure 10. Mesh adaptation by spring analogy. Close-up view of the rim seal region. (a): Undeformed
mesh at time t = 0 s. (b): Mesh at time t = 676 s (HP).
Figure 11. Mesh adaptation by spring analogy with disabled “sliding” option. Close-up view of the
labyrinth region at time t = 676 s (HP).
Figure 12. Thermo-mechanical coupling. Meridional streamlines superposed on contours of the swirl
number. (a) and (c): Low power regime. (b) and (d): High power regime.
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Figure 13. Temperature histories at the three monitoring points located as in fig. 8-a. In the legend, OT
refers to thermal coupling and TM to thermo-mechanical coupling.
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Table 1. Uncoupled solutions: flow parameters measured during the low power (LP) and the high power
regime (HP).
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Rez Reθ ∆p/pr To,in/Tr m˙o/m˙r
LP 41× 104 23× 104 15× 10−4 0.59 0.13
HP 19× 105 16× 105 28× 10−3 1 1
Table 1: Uncoupled solutions: flow parameters measured during the low power (LP) and the high power
regime (HP).
Figure 1: Schematic representation of the coupling process.
Figure 2: Torsional springs for two adjacent triangles.
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Figure 3: Geometry of the turbine. Enclosed in the square is the stator well where the coupling takes
place.
Figure 4: Fluid domain extracted from the finite element model.
Figure 5: Cycle definition expressed in terms of the rotor angular velocity.
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Figure 6: Thermal coupling. Meridional streamlines superposed on contours of the swirl number. (a):
Low power regime. (b): High power regime.
Figure 7: Thermo-mechanical coupling. Temporal evolution of axial (a) and radial (b) displacement
of two opposite points located in the labyrinth and belonging to rotor cavity (solid line) and stator disk
(dashed line).
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Figure 8: Thermo-mechanical coupling. Deformed CFD domain at time t = 676 s (HP). Red lines
identify the undeflected shape. (a): Overall view. (b): Close-up view of the labyrinth.
Figure 9: Mesh adaptation by spring analogy. Close-up view of the labyrinth region. (a): Undeformed
mesh at time t = 0 s. (b): Mesh at time t = 676 s (HP).
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Figure 10: Mesh adaptation by spring analogy. Close-up view of the rim seal region. (a): Undeformed
mesh at time t = 0 s. (b): Mesh at time t = 676 s (HP).
Figure 11: Mesh adaptation by spring analogy with disabled “sliding” option. Close-up view of the
labyrinth region at time t = 676 s (HP).
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Figure 12: Thermo-mechanical coupling. Meridional streamlines superposed on contours of the swirl
number. (a) and (c): Low power regime. (b) and (d): High power regime.
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Figure 13: Temperature histories at the three monitoring points located as in fig. 8-a. In the legend, OT
refers to thermal coupling and TM to thermo-mechanical coupling.
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