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Résumé
Nous proposons une méthode pour réduire le bruit dans
les images IRM et éliminer les effets des inhomogénéi-
tés spatiales des antennes d’émission et de réception de
la radiofréquence (RF). Nous traitons particulièrement
le cas des images pondérées T1 acquises en IRM bas-
champ. Le biais engendré par l’inhomogénéité spatiale de
la RF en émission dépend du tissu imagé. Il ne peut être
considéré comme purement multiplicatif et indépendant du
contenu de l’image. Afin de le corriger, nous considérons
que chaque voxel contient un mélange des tissus suscep-
tibles d’être présents dans l’image. Le signal IRM est mo-
délisé par la somme pondérée des signaux de chaque tissu.
Le nombre de tissus ainsi que certaines caractéristiques
RMN des tissus sont supposés connus. Plusieurs images,
acquises avec des paramètres d’acquisition différents, sont
nécessaires. Un critère des moindres carrés pénalisé est
utilisé afin d’estimer les inhomogénéités de la RF en émis-
sion, en réception ainsi que la proportion des tissus. La
minimisation de ce critère est réalisée à l’aide du gradient
conjugué utilisé dans un schéma itératif de type Gauss-
Seidel par blocs. Des résultats obtenus sur des images si-
mulées puis réelles sont présentés.
Mots Clef
IRM, débruitage, correction d’inhomogénéités, pondéra-
tion T1, Gauss-Seidel, gradient conjugué
Abstract
We propose a method to reduce the noise and to eliminate
the effects of the inhomogeneity of the (RF) pulses and of
the sensivity of the Radio-Frequency (RF) reception, par-
ticularly in the case of MR T1-weighted images acquired
with a low-field MRI system. In T1-weighted images the
effects of the pulse inhomogeneities vary with the tissues.
Consequently the bias field is not strictly multiplicative and
depends on the content of the image. In our approach, the
MR signal is modeled as a sum of contributions of all the
tissues present in the object. For the sake of generality,
each pixel is assumed to contain an unknown proportion of
each tissue. The number of tissues composing the object as
well as the MR characteristics of each tissue are assumed
known. Several images with different acquisition parame-
ter values are also needed. A penalized least-square crite-
rion is proposed to estimate the RF emitted field, the RF
sensitivity reception and the proportion of each tissue. We
solve the optimization problem using conjugate gradient
within a block coordinate descent iterative scheme. Results
based on simulated and real MR images are presented.
Keywords
MRI, denoising, inhomogeneity correction, T1-weighted,
Gauss-Seidel, conjugate gradient
1 Introduction
L’imagerie par résonance magnétique nucléaire (IRM) est
une technique de choix pour les applications cliniques. Elle
permet de visualiser les différents organes, de différencier
les tissus, de détecter les lésions et ainsi d’établir un diag-
nostic. Toutefois, il existe de nombreux autres domaines
d’application de cette technique tels que, par exemple, la
caractérisation des produits alimentaires [13] ou l’étude
du transport des fluides dans les matériaux poreux [3]. De
plus, au-delà de la simple visualisation, des informations
quantitatives peuvent être obtenues à partir des images, par
segmentation (calcul de volume de différents organes ou
tissus) ou par mesure directe de l’intensité du signal. Ce-
pendant, les images IRM sont entachées de nombreux arte-
facts liés aux imperfections du système d’acquisition. Ces
artefacts doivent être corrigés afin d’obtenir des informa-
tions quantitatives avec une précision acceptable.
L’application visée ici est la quantification de la distribu-
tion anatomique des tissus gras chez le poisson. Ces tis-
sus sont directement reliés à la qualité du produit et des
données précises sur leur répartition sont recherchées [24].
L’IRM est une technique tout à fait adaptée à ce type de me-
sure puisqu’elle fournit des information 3D et est capable
de différentier le tissu gras du tissu musculaire par l’utilisa-
tion d’un protocole particulier produisant des images dites
pondérées en T1 où le contraste inter-tissus est maximal.
Cette étude a été réalisée à l’aide d’un IRM bas-champ.
L’utilisation d’IRM bas-champ n’est pas largement répan-
due pour les applications cliniques. Cependant, même si
le rapport signal à bruit (RSB) est plus faible que pour
les appareils haut-champ, il a été démontré que l’IRM
bas-champ a un pouvoir diagnostique comparable dans un
grand nombre de cas [20]. Outre son coût de fabrication
et de fonctionnement plus faible, cette technique possède
l’avantage de pouvoir proposer des architectures ouvertes
qui améliorent le confort des patients et permet également
de réaliser des examens interventionnels [8, 25]. Enfin, les
artefacts liés à la force du champ magnétique ont des effets
moins importants à bas-champ qu’à haut champ.
Rappelons brièvement le principe d’acquisition d’une
image IRM : le signal IRM est la somme des signaux
radio-fréquence issus de l’ensemble des protons, position-
nés dans un champ magnétique permanent B0 et soumis
à des séquences d’impulsions de champ magnétique RF,
impulsions basculant les protons d’un angle prédéfini par
rapport à leur position d’équilibre. Le signal émis par les
protons lors de leur retour à l’équilibre est acquis par une
antenne. Un gradient linéaire de champ magnétique G(r)
dépendant de la position r est ajouté au champ B0. Selon
la loi de Larmor, la fréquence du signal des protons locali-
sés à la position r est proportionnelle à B0 + G(r), ce qui
permet de reconstruire la densité spatiale des protons par
transformée de Fourier du signal [12].
Ainsi, toutes les causes de modification deB0+G(r) intro-
duisent des erreurs de localisation du signal. C’est le cas (i)
des inhomogénéités intrinsèques deB0, (ii) des différences
de susceptibilité magnétique entre tissus, qui induisent des
variations locales de B0, (iii) ou des non-linéarités du gra-
dientG(r). De plus, le déplacement chimique entre les pro-
tons de gras et les protons de l’eau induit une différence
de fréquence indépendante de la position. Tous ces phéno-
mènes peuvent être négligés dans notre cadre applicatif :
le champ magnétique B0 n’est pas intense, les images sont
acquises dans une zone où B0 est quasiment homogène, et
la séquence classique d’impulsions RF utilisée, dite « écho
de spin », offre une faible sensibilité aux inhomogénéi-
tés de champ B0. C’est pourquoi nous avons uniquement
considéré dans ce travail les inhomogénéités de la RF, qui
sont la source principale de variation artefactuelle du si-
gnal. Celles-ci sont induites par deux causes principales :
– La sensibilité en réception de la RF (RFR) n’est pas ho-
mogène.
– Les inhomogénéités spatiales de la RF émise, couplées
avec des phénomènes d’off-résonance liés aux inhomo-
généités deB0, induisent des variations spatiales des im-
pulsions émises (RFE) qui à leur tour influencent l’inten-
sité du signal [28].
Les inhomogénéités dues à RFR et RFE influencent dif-
féremment le signal. L’effet de RFR peut être considéré
comme multiplicatif tandis que l’effet de RFE dépend du
temps de relaxation longitudial T1, en particulier dans les
images pondérées T1 [35]. Ce type d’images est largement
utilisé dans les applications car acquises avec des temps de
mesure plutôt courts et elles fournissent de bons contrastes
entre les tissus avec différents T1 tels que le muscle et le
gras ou les différents tissus cérébraux.
Différentes approches pour la correction des inhomogé-
néités RF ont été proposées dans la littérature. Une re-
vue des méthodes peut être trouvées dans [1, 14, 34]. Cer-
tains auteurs proposent de supprimer les variations lentes
du signal en les attribuants aux inhomogénéités. Cela peut
être fait par filtrage homomorphique [15, 4], ou de façon
plus sophistiquée en estimant itérativement la distribution
de l’intensité des tissus et le biais [29]. Ces approches ne
conviennent pas au cas où les variations lentes du signal
sont éventuellement dues à des variations réelles dans l’ob-
jet d’étude. Dans le but d’incorporer des informations a
priori, plusieurs auteurs ont proposé de coupler l’estima-
tion du biais avec la segmentation des tissus. L’algorithme
EM est utilisé dans [36] afin d’estimer alternativement le
biais et les caractéristiques statistiques de chacun des tis-
sus. Cet algorithme a été amélioré dans [11] par la modé-
lisation des volumes partiels. L’EM a également été utilisé
dans [23], où des informations morphologiques addition-
nelles ont été intégrées à l’aide d’un atlas. Enfin, certains
auteurs utilisent un modèle à base de champ de Markov
pour décrire les corrélations spatiales [37, 33]. Ces mé-
thodes conviennent au cas où les images sont susceptibles
d’être segmentées en zones homogènes, ce qui est effecti-
vement le cas pour les applications cérébrales. Cependant
cette hypothèse n’est pas valable dans d’autres types d’ap-
plications tels que les examens de muscle [18] ou l’analyse
de produits agroalimentaires tels que le poisson [32] ou le
pain [10].
Enfin, plusieurs auteurs proposent l’utilisation d’images
additionnelles. Dans [7, 31, 19, 30] des images de fantômes
ont été utilisées et considérées comme des images exactes
du biais. Une approche hybride a été proposée dans [9]
dans le cas particulier des antennes de surface. Une image
additionnelle, acquise à l’aide d’une antenne corps, moins
bien résolue mais supposée non biaisée, est utilisée. Ce-
pendant, comme dans toutes les méthodes précédemment
citées, les auteurs modélisent les inhomogénéités par un
biais multiplicatif variant lentement. Ils négligent ainsi la
dépendance entre le T1 des tissus et les inhomogénéités
RFE.
Dans cet article nous présentons une méthode qui ne fait
aucune hypothèse sur la morphologie de l’objet observé.
De plus nous prenons en compte l’effet des inhomogénéi-
tés de la RFE liée au T1. Nous sommes amenés à utiliser
plusieurs images mesurées soit sur l’objet d’intérêt soit sur
des fantômes. De plus, les tissus composant l’objet sont
supposés connus. Le signal est modélisé comme la somme
des contributions de chaque tissu, ce qui permet également
de prendre en compte les voxels en volume partiel, c’est-
à-dire comprenant un mélange de tissus. La méthode es-
time les cartes d’inhomogénéité RFR et RFE ainsi que les
proportions de chaque tissu. Elle est basée sur l’estimation
d’un critère qui prend en compte la fidélité du modèle aux
données ainsi que des termes de régularisation assurant des
solutions à variation spatiale douce pour RFE, RFR et les
cartes de proportion. Pour ces dernières, une régularisation
préservant les bords est proposée. L’utilisation de termes
de régularisation permet en outre de réduire le bruit et ainsi
corriger et débruiter les images dans une approche unifiée.
L’article est organisé comme suit : Section 2, le modèle
mathématique sur lequel s’appuie notre méthode est pré-
senté. Il est ensuite étendu au cas général des voxels en vo-
lume partiel et une approche des moindres carrés pénalisée
est proposée pour estimer les variables inconnues. En Sec-
tion 3 la solution du problème d’optimisation est détaillée.
La Section 4 détaille les conditions de simulation et d’ex-
périmentation et la Section 5 est dédiée aux résultats. Nous
présentons d’abord des résultats de simulation et ensuite
des résultats obtenus sur des images rélles acquises sur un
poisson avec un IRM bas champ. Ces résultats prouvent
l’efficacité de la méthode pour quantifier la distribution des
tissus indépendemment de la position dans l’IRM. Enfin,
quelques perspectives sont proposées en Section 6.
2 Formulation du problème
2.1 Modélisation du signal IRM
Cas d’un objet avec un seul tissu. Le schéma de base
d’une séquence « écho de spin » est l’application succes-
sive de deux impulsions RF basculant les protons de deux
angles : un angle de bascule α puis un angle de refocali-
sation β. Ce schéma de base est répété et le temps de ré-
pétition est noté TR. Ainsi, dans le cas simple d’un objet
composé d’un seul tissu et sous les hypothèses détaillées
dans [5], en notant L le nombre de voxels, le signal d’une
séquence écho de spin en l’absence de bruit s` au voxel
` = 1, . . . , L est modélisé par :
s` = R`Of(η`, θ, T1)
avec θ = (α, β,TR),
f(η`, θ, T1) =
1
2
sin η`α (1− cos η`β)(1− E1)
1− E1 cos η`α cos η`β , (1)
où E1 = exp(−TR/T1). R = (R`) représente la sensi-
bilité de l’antenne RF en réception, η = (η`) le facteur
d’atténuation des angles de bascule et de refocalisation, lié
à l’inhomogénéité RF en émission, O une constante, que
nous appellerons signal de référence, telle que le signal
pour (R,η, α, β) = (1,1, 90◦, 180◦) est égal àO(1−E1),
et T1 le temps de relaxation longitudinal caractéristique du
tissu.
R et η représentent respectivement la sensibilité de l’an-
tenne RF de réception RFR, et l’inhomogénéité spatiale des
impulsions RF, RFE.
Le signal s` en l’absence d’inhomogénéité s’écrit :
s∗` = Of(1, θ, T1).
On peut alors écrire s` sous la forme :
s` = s∗`R`
f(η`, θ, T1)
f(1, θ, T1)
= s∗`M`N`,
avec
M` = R`
sin η`α (1− cos η`β)
sinα (1− cosβ) (2)
qui correspond à un biais multiplicatif qui ne dépend pas
du tissu, tandis que
N` =
1− E1 cosα cosβ
1− E1 cos η`α cos η`β (3)
forme un biais non-multiplicatif puisque sa valeur dépend
du T1 et par conséquent du tissu lui-même.
En réalité,R et η dépendent de la géométrie et de la com-
position de l’objet imagé. Cependant, dans le cas des IRM
bas-champ, cette dépendance est faible [27] et nous avons
choisi de la négliger par la suite.
Les valeurs du biais non-multiplicatifN` sont représentées
Figure 1 en fonction de η` et du rapportTR/T1, dans le cas
d’images pondérées T1avec TR/T1 < 1.5, pour α = 90◦
et β = 180◦. Une étude préliminaire a permis d’établir que
la gamme de variation pour η dans un IRM 0.2−T équipé
d’une antenne tête était de 0.85 à 1.15. Pour η = 1, il n’y
a pas d’inhomogénéité induite par une variation spatiale de
RFE, donc pas de biais (N` = 1). Pour η > 1, le biais N`
augmente jusqu’à 1.15 pour de faibles valeurs de TR/T1.
Pour η < 1, N` décroît jusqu’à 0.9 et atteint sa valeur
la plus faible pour les plus faibles valeurs de TR/T1. En
présence de plusieurs tissus avec des valeurs différentes de
TR/T1, comme ce sera le cas dans la suite, ceci correspond
bien à un comportement non-multiplicatif puisque ces dif-
férents tissus vont être affectés par des biaisN`i différents.
C’est le cas par exemple pour le gras et le muscle, pour
lesquels TR/T1 est égal respectivement à 1.4 et 0.28, pour
TR = 140 à 0.2T .
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FIG. 1 – Courbes de niveau du biais non-multiplicatif N`
en fonction de η` et TR/T1 pour α = 90◦ et β = 180◦.
Selon la précision recherchée, il peut être nécessaire de cor-
riger ce biais non-multiplicatif. Cependant il dépend du T1
du tissu inclus dans chaque voxel. De plus, plusieurs tissus
(deux dans la plupart des cas) peuvent être présents dans
un seul voxel. C’est pourquoi, il est nécessaire d’étendre le
modèle au cas où l’objet est composé de plusieurs tissus.
Cas général d’un objet composé de plusieurs tissus.
Soit un objet composé de I tissus (e.g., gras, muscle, ma-
tière blanche, matière grise, ...), imagé en écho de spin.
Avec ce type de séquence, le signal d’un voxel est la
somme des contributions de chaque tissu à l’intérieur du
voxel. Pour chaque voxel `, on peut écrire :
s` = R`
I∑
i=1
k`iOif(η`, θ, T1i) + n`
où f est définie par (1), k`i ∈ [0, 1] est la proportion du
tissu i dans le voxel `, Oi le signal de référence du tissu
i, T1i le temps de relaxation longitudinal du tissu i et n`
le bruit. θ = (α, β,TR) est un vecteur qui correspond aux
paramètres de la séquence IRM. Ils sont connus et choisis
par l’opérateur IRM.
Enfin, si on considère que chaque voxel est rempli de tis-
sus, c’est-à-dire si on exclut le cas de volumes partiels avec
l’air, la relation suivante est vérifiée :
I∑
i=1
k`i = 1, ∀` = 1, . . . , L. (4)
Notre but est de retrouver le signal s∗ qui serait mesuré par
un IRM sans artefacts, c’est-à-dire, en notant n = (n`),
pour (R,η,n) = (1,1,0) :
s∗` =
I∑
i=1
k`iOif(1, θ, T1i).
R et O = (Oi) sont liés multiplicativement. Ainsi, tous
les couples (CR, O/C) (avec C > 0) donnent des me-
sures équivalentes. Afin de lever cette indétermination,
nous proposons de considérer que les quantités Oi sont
connues. En effet, elle peuvent être mesurées lors d’une
procédure de calibration. Nous nous appuyons également
sur une connaissance a priori des valeurs des T1i. En effet
ces valeurs peuvent être mesurées préalablement par RMN.
Ainsi, les variables inconnues sont R, η et k = (k`i), ce
qui correspond à I + 2 images, i.e., (I + 1)×N scalaires
inconnus étant donnée la contrainte (4). Afin d’estimer ces
variables, nous proposons d’acquérir J > I + 1 images
sj = (sj`), en utilisant des valeurs différentes pour les tri-
plets θ. Une telle procédure augmente le temps d’acquisi-
tion, puisque plusieurs images sont nécessaires. Il y a plu-
sieurs façons de remédier à ce problème. D’une part, une
partie des images peut être acquise une fois pour toute sur
un fantôme ; ou alors, il est possible de diminuer le nombre
d’accumulations du signal. En effet, le moyennage du si-
gnal est typiquement utilisé en IRM et, comme il sera mon-
tré par la suite dans l’article, l’utilisation d’une régularisa-
tion peut permettre l’utilisation d’images plus bruitées et
donc acquises dans un temps plus court.
2.2 Définition de la fonction de coût
R et η dépendent de la géométrie de l’antenne. Ils suivent
la loi de Biot et Savart et on peut considérer qu’ils varient
lentement dans l’espace. Dans l’optique de réduire le bruit
dans les images, une régularisation sur les cartes de propor-
tion des tissus k peut également être introduite. Cependant
il est souhaitable de conserver les discontinuités apparais-
sant aux frontières séparant des tissus, c’est pourquoi nous
proposons d’utiliser une régularisation préservant les bords
pour k.
Ainsi nous proposons d’estimer R, k et η en utilisant
une approche des moindres carrés pénalisés : (Rˆ, kˆ, ηˆ) =
argminR,k,η J (R,k,η) sous la contrainte (4), où
J (R,k, η) =
J∑
j=1
λj
L∑
`=1
(
sj` −R`
I∑
i=1
Ojik`if(η`, θj , T1i)
)2
+ γR ‖DR‖2 + γη ‖Dη‖2 + γk
∑
c∈C
φ
(‖dtck‖). (5)
avec φ(u) =
√
δ2 + u2 et ‖·‖ la norme L2 usuelle. Oji
correspond au signal de référence du tissu i pour le signal
j. Les paramètres λj , γR, γη et γk sont des poids positifs, et
δ un scalaire. C représente l’ensemble des paires de voxels
adjacents c = {r, s}, avec r < s selon un ordre arbitraire.
dc est le vecteur des différences finies, de taille L × 1, et
tel que dtck = [kr1 − ks1, · · · , krI − ksI ]t. Enfin, D =
[d1, · · · , dtC ]t est une matrice de taille C × L, où C =
Card C.
Le premier terme de (5) traduit la fidélité des données au
modèle, les deux suivants assurent une solution spatiale-
ment régulière pour R et η, et le dernier terme tend à dé-
croitre le bruit sur k tout en permettant des variations ra-
pides du signal. En effet, la fonction φ a un comportement
quadratique près de 0 et un comportement asymptotique li-
néaire (voir Figure 2). Pour de grandes valeurs de ‖dtck‖,
c’est-à-dire pour de grandes valeurs de différence de pro-
portions entre des voxels adjacents, le terme de régulari-
sation est plus petit que dans le cas où une régularisation
quadratique est utilisée.
0 δ
FIG. 2 – Variations de φ(u) =
√
δ2 + u2, δ > 0.
3 Minimisation de la fonction de coût
Nous sommes en présence de trois groupes de variables,
Rˆ, ηˆ et kˆ, qui correspondent à des propriétés physiques
distinctes et qui ont un comportement différent vis-à-vis
de la fonctionnelle à minimiser. C’est pourquoi nous avons
choisi d’utiliser une approche itérative de type Gauss-
Seidel par blocs, avec un bloc par groupe de variables, pour
les estimer. Ce type d’algorithme converge vers un mini-
mum local du critère, sous réserve de conditions mathéma-
tiques larges [2].
1. η et k étant fixés à leur valeur courante, un nombre
fixe d’itérations du gradient conjugué (GC) est appli-
qué à J en fonction deR.
2. R et k étant fixés à leur valeur courante, un nombre
fixe d’itérations de GC est appliqué à J en fonction
de η.
3. R et η étant fixés à leur valeur courante, un nombre
fixe d’itérations de GC est appliqué à J en fonction
de k sous la contrainte (4).
Les étapes 1, 2 et 3 sont répétées, jusqu’à ce que la norme
du gradient de J par rapport à (R,η,k) devienne suffi-
samment petite, i.e., ‖∇J (R,η,k)‖ 6 ε.
3.1 Etape 1 : minimisation en fonction deR
L’étape 1 est simple puisque (5) est une fonction quan-
dratique de R. Nous avons implémenté une version sur-
relaxée afin d’accélérer la convergence de l’algorithme.
Ainsi à la fin de chaque étape 1, R est mis à jour de la
façon suivante :
R(n) = ωRˆ(n) + (1− ω)R(n−1),
où n est le numéro de l’itération, Rˆ(n) (respectivement,
R(n)) le résultat de la version non-relaxée (resp. relaxée)
de l’étape 1, et ω le paramètre de relaxation. La conver-
gence est assurée si ω ∈ ]0, 2[, et est accélérée si ω ∈
]1, 2[ [22]. Nous avons choisi de fixer ω = 1.8 empirique-
ment.
3.2 Etape 2 : minimisation en fonction de η
J est une fonction complexe de η, potentiellement mul-
timodale. Le résultat de la minimisation peut dépendre du
point d’initialisation. Les valeurs des composantes de η va-
rient entre 0.6 et 1.3, il est donc raisonnable de les initiali-
ser à 1. L’algoritme GC est utilisé pour calculer la direction
de descente. Le calcul du pas dans la direction de descente
est non trivial et détaillé dans [6]. On peut démontrer que
le Hessien de J suivant η est borné. Une telle condition
assure que J admet une approximation supérieure quadra-
tique sur laquelle s’appuie le calcul du pas.
3.3 Etape 3 : minimisation en fonction de k
L’étape 3 correspond à la minimisation de J en fonction de
k. Etant donné que φ est strictement convexe, il peut être
facilement montré que J est strictement convexe en fonc-
tion de k, et donc est une fonction unimodale de k. Nous
avons utilisé l’algorithme GC. La stratégie de recherche de
pas dans la directionde descente est celle proposée dans
[16]. De plus, afin de prendre en compte la contrainte (4),
le vecteur gradient ∇Jk est remplacé par sa projection sur
l’hyperplan défini par (4) [17].
4 Matériel
L’algorithme proposé a été testé à la fois sur des images
simulées et sur des images réelles. Les conditions de gé-
nération des images simulées et d’acquisition des images
réelles sont présentées. Ensuite les valeurs des paramètres
de l’algorithme sont données.
4.1 Conditions d’acquisition
Nous avons utilisé des images de poissons gras (de type
saumon ou truite) pour évaluer les performances de notre
algorithme. La chair de poisson est consituée de deux tis-
sus, le tissu musculaire et le tissu gras. Leurs T1 sont
connus approximativement. Ils ont été mesurés par RMN :
T1 ≈ 110 ms pour le tissu gras et T1 ≈ 500 ms pour
le muscle. Dans le cas de deux tissus, le nombre minimal
d’images à acquérir est de trois.
– Une seule image s1 a été acquise sur l’objet d’in-
térêt, avec pour paramètres d’acquisition θ1 =
(α1, β1,TR1) = (90◦, 180◦, 140 ms). Ces paramètres
fournissent une image pondérée en T1 où le contraste
entre le gras et le muscle est élevé.
– Deux autres images (s2, s3) ont été acquises une
fois pour toutes sur un cylindre rempli d’huile.
Les paramètres d’acquisition étaient respectivement :
θ2 = (α2, β2,TR2) = (60◦, 180◦, 700 ms) et θ3 =
(α3, β3,TR3) = (120◦, 180◦, 700 ms).
Remarque : Les pixels du fond ne satisfont pas à la
contrainte (4). Ils peuvent être facilement détectés par un
simple seuillage et exclus de l’analyse.
4.2 Paramètres de l’algorithme
R, η, k1 et k2 ont été initialisés de la façon suivante :
R(0) = η(0) = 1, and k(0)1 = k
(0)
2 = 1/2. Ces initia-
lisations, suffisamment proches de la solution, permettent
d’éviter les éventuels minima locaux. Un nombre fixe de
5 itérations a été choisi pour les trois étapes où intervient
l’algorithme GC.
Un point clé de notre méthode est le choix des hyperpara-
mètres λj , γR, γη, γk et δ. Selon l’interprétation proba-
biliste du critère J , λj correspond à l’inverse de la va-
riance du bruit de la jème image. La variance du bruit
peut facilement être estimée à partir des images IRM
en utilisant par exemple la méthode proposée par [21].
Afin de choisir les autres paramètres, γR, γη, γk et δ
nous avons effectué un ensemble de simulations avec
γR et γη ∈ {0, 1e1, 1e2, 1e3, 1e4, 1e5, 1e6, 1e7, 1e8}, γk
∈ {0, 1, 1e1, 1e2, 1e3} et δ ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6}.
L’ensemble des valeurs choisies pour γR, γη et γk a été
choisi empiriquement car aucune de ces valeurs ne peut
être déterminée a priori. Par contre, la valeur de δ peut
être comparée à ‖dck‖, et considérée comme un seuil
au-dessous duquel la fonction φ n’a plus un comporte-
ment quadratique. ki représentant une proportion de tissu
∈ {0, 1}, nous avons choisi pour δ des valeurs entre 0.1 et
0.6.
En ce qui concerne les simulations, le critère d’arrêt de l’al-
gorithme est un seuil sur l’évolution de l’erreur d’estima-
tion. Nous avons défini l’erreur d’estimation k comme la
norme L1 entre la valeur réelle kact et la valeur estimée kest
exprimée en % :
k = 100
L∑
`=1
I∑
i=1
|kact`i − kest`i |.
Nous avons arrêté l’algorithme quand |(k(n)−k(n−1))|,
n étant le nombre d’itérations, est devenu plus petit que
10−2, ce qui correspond à une erreur sur les proportions
inférieure à 0,01%.
En ce qui concerne les images réelles, l’algorithme a été
stoppé quand ‖∇J (R,η)‖ devenait plus petit que ε =
3L× 10−2.
4.3 Comparaison avec un algorithme utili-
sant une approche directe
Afin d’évaluer les performances de notre méthode de cor-
rection nous proposons de la comparer avec une méthiode
existante proposée dans [5]. Cette dernière est restreinte à
des valeurs de paramètres d’acquisition particulières et est
basée sur la résolution d’un système d’équation sous l’hy-
pothèse d’un bruit nul. En utilisant θ2 et θ3 précédemment
décrits pour acquérir des images sur un objet homogène
avec T1 ≈ 100 ms, nous pouvons considérer que E1 ≈ 0
puisque T1  TR. De plus, avec α3 = 2α2 et β3 = β2,
nous obtenons en l’absence de bruit :
1 = k`1 + k`2
s1` = R`
2∑
i=1
k`iOif(η`, θ1, T1i)
s2` = R` Oh sin η`α2 (1− cos η`β2)
s3` = R` Oh sin 2η`α2 (1− cos η`β2)
oùOh est le signal de référence du produit homogène. T11,
T12, O1, O2 et Oh considérés comme connus a priori, k`1,
k`2, η` et R` peuvent être facilement déduits de ce système
d’équations :
R` =
s2`
Oh sin η`α2 (1− cos η`β2)
k`1 =
1
R`
s1` −O2f(η`, θ1, T12)
O1f(η`, θ1, T11)−O2f(η`, θ1, T12)
k`2 = 1− k`1
η` =
1
α2
arccos
s3`
2s2`
(6)
Cette méthode impose un choix de paramètres d’acquisi-
tion bien précis. Cependant elle a l’avantage d’être simple
et rapide. Nous nous y référerons par la suite en tant que
méthode directe » par opposition à l’approche inverse uti-
lisée dans la méthode présentée ici.
4.4 Construction des images simulées
Une image virtuelle de poisson a été construite à partir
d’une image réelle en utilisant la méthode directe sur une
image acquise avec un très grand rapport signal sur bruit.
Les deux images (s2, s3) simulent des images acquises sur
un objet homogène. R et η ont également été choisis à
partir d’images réelles. Du bruit Gaussien a été ajouté aux
trois images. Le bruit dans les images IRM, qui sont en fait
des images de module, suit une loi de Rice [26]. Cepen-
dant, pour un RSB supérieur à 5 dB, ce qui est le cas dans
la plupart des applications, il peut être assimilé à un bruit
blanc Gaussien. L’écart type du bruit ajouté aux images a
été respectivement de 100 pour s1 et 30 pour s2 et s3. Un
niveau de bruit plus faible a été ajouté aux deux dernières
car elle correspondent à des images acquises une fois pour
toutes et peuvent donc l’être avec un temps d’acquisition
plus long. Ces valeurs de bruit sont à comparer avec les
valeurs des signaux. Les valeurs moyennes du signal sont
respectivement de 650, 2000 et 2200 pour s1, s2 et s3.
4.5 Acquisition des images réelles
s1 a été acquise sur une truite, et (s2, s3) sur un cylindre
rempli d’huile. L’IRM utilisé était un appareil bas champ à
0.2 T (Open, Siemens). Le poisson était réfrigéré à 5◦C
pendant la mesure pour éviter les fluctuations du signal
dues à des variations de température. Afin de valider les
performances de notre algorithme, cinq images s11, . . . , s
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1
de la même coupe (virtuelle) du poisson ont été acquises
en effectuant une translation de 22.5mm entre chaque ac-
quisition, le long de l’axe z (i.e., l’axe perpendiculaire aux
plans de coupe). Dans un IRM dénué d’artéfacts, ces cinq
images seraient les mêmes, puisqu’elles ne dépendraient
pas de leur zone d’acquisition. Dans un IRM réel elles dif-
fèrent et devraient être équivalentes après correction.
Deux niveaux de bruit différents ont été obtenus en faisant
varier le nombre de moyennages du signal, ceci afin de tes-
ter les capacités de débruitage de notre algorithme. Un en-
semble d’images a été acquis sans aucun moyennage, nous
nous y référerons par la suite comme les images fortement
bruitées et un second ensemble d’images a été acquis avec
un moyennage sur 10 acquisitions qui seront référencées
par la suite comme les images peu bruitées.
Le champ de vue était de 200mm × 200mm et la taille de
la matrice N = 256 × 256. L’épaisseur de coupe était de
4mm pour s1. Elle a été augmentée à 10mm pour s2 et s3,
ceci afin d’augmenter le RSB.
Les quantités Oi ont été directement mesurées sur s1 :
une région remplie de tissu gras a été manuellement sé-
lectionnée et son intensité moyenne mesurée. De la même
façon, une région connue comme physiologiquement très
peu grasse (moins de 1%) a été choisie pour mesurer le
signal de référence du muscle.
5 Résultats
5.1 Résultats des simulations
Influence de la valeur des hyperparamètres. Nous
avons effectué les simulations pour toutes les combinaisons
des paramètres. Les meilleurs résultats, correspondant à la
plus faible valeur pour k, ont été obtenus pour
γR = 1e5, γη = 1e4, γk = 1e1, δ = 0.3. (7)
La Figure 3 montre l’évolution de k pour γR = 1e5 et
γη = 1e4 en fonction de γk et δ. La Figure 4 montre l’evo-
lution de l’erreur pour γk = 1e1 et δ = 0.3 en fonction de
γR et γη. Il est à noter que l’échelle est logarithmique pour
γR, γη et γk.
La Figure 3 montre que la norme L1 k est peu sensible
aux variations de γR et γη. La sensibilité en fonction de
γη est très faible : de la plus faible à la plus forte valeur
de γη, k varie seulement de 5 à 7%. k est plus sensible
à la valeur de γR, car des valeurs de γR trop élevées pro-
duisent des erreurs importantes. Ceci est lié au fait que la
précision de l’estimation de R a plus d’influence sur l’es-
timation de k que l’erreur sur η. Ceci se déduit facilement
de l’expression de k`1 en fonction de R` et η` dans le sys-
tème d’équation (6) : la sensibilité de k`1 en fonction deR`
est plus élevée que celle en fonction de η`.
La Figure 4 montre que la valeur de γk a plus d’influence
sur l’erreur, bien que la même erreur est obtenue alors que
γk varie de 1 à 100. Le paramètre δ semble avoir une in-
fluence limitée sur le résultat.
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FIG. 3 – k fonction de (γR, γη) pour (γk, δ) = (1e1, 0.3).
En fait, la norme L1 ne nous donne qu’une indication sur la
performance de l’algorithme. En particulier, des résultats
avec la même erreur peuvent correspondre à des images
d’aspect différent. Ceci est illustré par la Figure 5. Les
trois images ont été obtenues avec γR = 1e5, γη = 1e4
et γk = 1e1. De gauche à droite la valeur de δ était respec-
tivement 0.1, 0.3 et 0.6, l’erreur correspondante de 4.6, 4.4
et 4.6. Comme attendu, l’image obtenue avec la plus faible
valeur de δ paraît moins bruitée et possède des régions plus
homogènes, tandis que celle obtenue avec la plus grande
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FIG. 4 – k fonction de (γk, δ) pour (γR, γη) = (1e5, 1e4).
FIG. 5 – k estimé avec γR = 1e5, γη = 1e4 et γk = 1e1.
De gauche à droite : δ = 0.1, 0.3 et 0.6. L’erreur est 4.6,
4.4 et 4.6.
valeur de δ paraît plus bruitée. Cela montre les limites du
critère utilisé pour choisir les meilleurs hyperparamètres et
suggèrerait de le définir en fonction des objectifs particulier
de l’application visée. Cependant, nous considérons que ce
critère nous donne une indication acceptable ici, d’autant
que les images réelles que nous aurons à traiter ci-après
auront le même type de structure que l’image utilisée pour
les simulations. C’est pourquoi, dans la suite, les hyperpa-
ramètres ont été fixés aux valeurs données par (7).
Comparaison des résultats. La méthode complète
donne une erreur de 4.4% avec un choix optimal des hy-
perparamètres.
Sans aucune régularisation, l’erreur augmente jusqu’à
7.4%. En d’autres termes la régularisation apporte un gain
de 3%. Dans notre contexte applicatif, ce gain n’est pas né-
gligeable car une variation de 1% est significative. En l’ab-
sence d’estimation du biais non-multiplicatif, l’erreur était
de 6.6% ce qui prouve l’intérêt de le prendre en compte.
Enfin, la méthode directe donne une erreur de 7.4% qui
est à comparer avec notre méthode sans aucune régularisa-
tion. Comme attendu, elle donne la même erreur, mais ne
reste utilisable que pour des conditions d’acquisition parti-
culières.
FIG. 6 – De gauche à droite : images originales acquises à
0mm et 45mm du centre du système IRM, et les images
corrigées correspondantes.
5.2 Résultats obtenus sur les image réelles
Correction des images bruitées. Les deux images de
gauche de la Figure 6 sont deux des cinq images acquises
sur la même coupe virtuelle du poisson, à différentes po-
sitions dans l’IRM, dans le cas des images très bruitées.
Les deux images corrigées correspondantes sont à droite.
Les couleurs les plus claires correspondent au tissu gras et
les plus sombres au muscle. Il est à noter que la plupart
des voxels contiennent un mélange des deux tissus, ce qui
empêche toute segmentation.
Les effets des inhomogénéités RF sont clairement vi-
sibles sur les images originales. En particulier l’image à
45mm a des intensités plus faibles. Après correction les
deux images retrouvent des intensités similaires. Les his-
togrammes d’intensité du signal sont représentés sur la Fi-
gure 7 pour les cinq images originales, et sur la Figure 8
pour les cinq images corrigées. Les histogrammes des cinq
images originales diffèrent significativement les uns des
autres à cause des inhomogénéités, tandis que les histo-
grammes des images corrigées sont similaires. De plus, les
images corrigées ont des histogrammes moins étalés, car
leur niveau de bruit est plus faible.
La Figure 9 montre les histogrammes d’intensité du signal
pour les cinq images après correction partielle : seul R a
été estimé et pris en compte dans la correction, tandis que
η était supposé égal à 1. Cette configuration est équivalente
à modéliser l’inhomogénéité par un biais purement multi-
plicatif. Le résultat confirme que cela ne suffit pas. Ceci est
particulièrement vrai pour les zones qui contiennent plus
de muscle que de gras car pour ce tissu le rapport TR/T1
est plus faible et le biais-multiplicatif plus élevé.
Effets de la régularisation. Afin de quantifier les effets
de la régularisation, nous avons calculé la norme L1 de la
différence entre d’une part les images fortement bruitées
corrigées avec et sans régularisation, et d’autre part avec
les images faiblement bruitées corrigées sans régularisa-
tion. Ces dernières font ainsi office de référence.
La Figure 10 montre la norme L1 de la différence entre k1
estimé à partir des images fortement bruitées (avec et sans
régularisation) et k1 estimé à partir des images faiblement
bruitées (sans régularisation). En fonction de la position la
régularisation apporte un gain de 2.3 à 2.7%. Cette apport
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FIG. 7 – Histogrammes des intensités du signal pour les
cinq images originales.
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FIG. 8 – Histogrammes des intensités du signal pour les
cinq images corrigée.
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FIG. 9 – Histogrammes des intensités du signal pour les
cinq images corrigée sans estimation de η.
est significatif et confirme celui observé dans l’étude par
simulation qui était de 3%.
6 Conclusion
Nous avons proposé une méthode de correction des inho-
mogénéités spatiales de la RF en émission et en réception
pour des images IRM. Elle est basée sur la modélisation
du signal par la somme des contributions de différents tis-
sus, ce qui permet de prendre en compte le fait que le biais
engendré par les inhomogénéités de la RF en émission dé-
pend du tissu en présence, plus particulièrement dans le
cas des images pondérées T1. Nous n’utilisons pas l’hypo-
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FIG. 10 – Norme L1 de l’erreur, entre k1 estimé à partir
des images fortement bruitées (avec et sans régulrisation)
et k1 estimé à partir des images faiblement bruitées (sans
régularisation).
thèse d’existence de zones homogènes dans l’image, hy-
pothèse trop restrictive dans le cadre d’applications non-
médicales, comme le contexte des produits agroalimen-
taires par exemple. Notre approche est basée sur l’utili-
sation de plusieurs images acquises avec différents para-
mètres.
Un critère des moindres carrés pénalisé a été défini pour
prendre en compte à la fois la fidélité du modèle aux don-
nées et le caractère régulier des cartes RF à estimer. Une ré-
gularisation non-quadratique a été également appliquée au
contenu de l’image afin de réduire le bruit tout en conser-
vant les discontinuités. La méthode a été testée sur un pois-
son, représentant un objet à deux tissus, en utilisant un en-
semble de trois images, dont deux ont été acquises sur un
fantôme d’huile.
Des résultats de simulation ont montré que notre méthode
permettait de réduire la norme L1 de l’erreur de 7.4 à 4.4%
comparée à une méthode classique basée sur un calcul di-
rect. Ces résultats montrent également l’apport de la régu-
larisation et de l’estimation du biais non-multiplicatif. En-
fin, nous avons également montré que le choix des hyper-
paramètres n’était pas crucial. Des images réelles acquises
sur un poisson ont confirmé ces résultats.
Afin d’améliorer la méthode et élargir les applications po-
tentielles plusieurs points restent à explorer. Le temps d’ac-
quisition est un point clé en IRM et notre méthode néces-
site au moins trois images (dans le cas d’un objet à deux
tissus). Dans le cadre de l’IRM bas-champ, deux de ces
images peuvent être acquises une fois pour toute sur un
objet homogène. Cependant l’idéal serait d’acquérir toutes
les images sur l’objet, notamment dans l’optique d’utiliser
la méthode sur un IRM haut-champ où les inhomogénéi-
tés RF dépendent de l’objet imagé et où l’utilisation de
fantôme serait moins adaptée. Dans le cas où toutes les
images doivent être acquises sur l’objet d’intérêt, il pa-
raît possible de limiter le temps d’acquisition en utilisant
un nombre d’accumulations du signal plus faible et obte-
nir ainsi des images plus bruitées. Notre approche étant
régularisée, nous pouvons espérer qu’un certain degré de
dégradation des données n’entachera pas la précision des
estimations.
Un autre point clé de la méthode est la connaissance a
priori de plusieurs constantes. Nous étudions en particu-
lier la possibilité d’estimer également les signaux de réfé-
rence Oi.
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