Let G = (V, E) be a simple graph and let {R, B} be a partition of E. We prove that whenever |E| + min{|R|, |B|} > |V | 2 , there exists a subgraph of G isomorphic to K 3 which contains edges from both R and B. We conjecture a natural generalization to partitions with more blocks.
Introduction
Throughout all graphs are assumed to be simple. A triangle in a graph G is a subgraph of G isomorphic to a complete graph on 3 vertices. One of the first theorems in extremal graph theory is the following best possible result. Theorem 1.1 (Mantel [3] ). If G = (V, E) satisfies |E| > 1 4
|V |
2 , then G contains a triangle.
In this paper we are interested in graphs equipped with edge colourings. We define a k-edge-coloured graph to be a graph G = (V, E) equipped with a disjoint union E = k i=1 E i called a colouring. Every subgraph H ⊆ G we will view as a k-edge-coloured graph equipped with the colouring E(H) = k i=1 (E i ∩ E(H)). We say that G is monochromatic if there exists 1 ≤ i ≤ k so that E = E i , and otherwise it is non-monochromatic. If |E i | ≤ 1 holds for every 1 ≤ i ≤ k we call G rainbow. 
One might expect a stronger form Conjecture 1.4 to hold under the weaker as-
(indeed we originally did!). However, Sophie Spirkl noted that a rainbow 4-cycle is a counterexample to this.
The Proof
For a graph G = (V, E) we let α(G) denote the size of the largest independent set. We define the density of G to be:
The graph H k m with k color clases. It indicates that Conjecture 1.4 is best possible.
We have introduced the concept of density in part because we find it easiest to think in these terms. However, it is used somewhat sparingly in the proof because it is usually easier to write out our bounds in terms of edges. The proof of our main theorem calls on the following straightforward lemma.
Lemma 2.1. If G is a graph with |V (G)| ≥ 2 and density at least 2 3 , there is a component G of G with |V (G )| > 2 3 |V (G)|, and furthermore,
Proof. Since G must have a vertex with at least 2 3 (|V (G)| − 1) neighbours, it follows that there is a component G of G containing at least 
We need a little additional notation before proving the main result. Let G = (V, E) be a 2-edge-coloured graph with colouring E = R B. If X ⊆ V we let G[X] denote the 2-edge-coloured subgraph of G induced by X. We let E(X) denote the set of edges with both ends in X, and define:
If Y ⊆ V is disjoint from X, we let E(X, Y ) denote the set of edges with one end in X and one end in Y . Define:
Next we prove our main theorem, restated to allow for |E|+min{|R|, |B|} ≥
Theorem 2.2. Let G = (V, E) be a 2-edge-coloured graph with colouring E = R B.
, then one of the following holds:
1. G has a non-monochromatic triangle.
2. G is a monochromatic clique.
3. G is a 4-cycle and R, B are perfect matchings.
G is isomorphic to either
Proof. Suppose (for a contradiction) that the theorem is false, and let G = (V, E) be a counterexample with |V | minimum. Note that this implies G is connected. We call edges in R red and edges in B blue, and for a vertex v ∈ V an adjacent vertex is called a red (blue) neighbour if it is joined to v by a red (blue) edge. We say that a subset X ⊆ V with |X| = 3 is a seagull if X is the vertex set of a non-monochromatic two edge path P . Note that since G does not have a non-monochromatic triangle, the subgraph P must be induced. We say that a subset X ⊆ V with |X| = 4 is an alternating square if X is the vertex set of a properly coloured 4-cycle C (i.e. every x ∈ X is incident with one edge in R ∩ E(C) and one in B ∩ E(C)). Again in this case the subgraph C must be induced. We begin with a couple of straightforward claims about the behaviour of G.
, then |R| = |B|.
Proof of Claim. This follows from |E| + 1 2
Proof of Claim. If v has an edge to each of the three vertices in X then, regardless of their colours, we get a non-monochromatic triangle.
Claim 3. G does not have an alternating square
Proof of Claim. Suppose (for a contradiction) that X ⊆ V is an alternating square. Note that X = V since in this case G satisfies the third outcome of the theorem. Define Y = V \ X and note that by Claim 2, every y ∈ Y must satisfy e(y, X) ≤ 2.
In particular, this implies
It follows from (1) that
. Equation (2) implies that e(X) + e(X, Y ) + e R (X) + e R (X, Y ) ≤ , and since the density of G[X] is also 2 3 , inequality (1) implies that d(G) < Claim 4. Let S 1 , S 2 be disjoint seagulls in G. Let r = e R (S 1 , S 2 ) and b = e B (S 1 , S 2 ), then
is isomorphic to H 2 , and
Proof of Claim. By Claim 2, there are at most 2 edges between a seagull and any other vertex, so in particular there are at most 6 edges between S 1 and S 2 . If r+b = 6 then each vertex in S 1 has exactly 2 neighbours in S 2 . Label the vertices of S 1 , S 2 as u, v, w, x, y, z, respectively, with the edges uv and xy being in R, and the edges vw and yz being in B. Observe that a blue neighbor of v cannot be a neighbor of u, and a red neighbor of v cannot be a neighbor of w. Hence, if each of u, v and w has exactly 2 neighbours in S 2 , it must be that v has exactly one red neighbor and one blue neighbor in S 2 . Moreover, the red neighbour of v in S 2 must be x and the blue neighbour of v in S 2 must be z (otherwise, v, x, y, z would induce alternating square contradicting Claim 3). This force G[S 1 ∪ S 2 ] to be H 2 (see Figure 3) . Note that the third instance of the claim is satisfied in this case. It remains to prove the third instance of the claim when r + b ≤ 5. For that, it suffices to show that max{r, b} ≤ 4. Suppose (for a contradiction, and without loss of generality) that b = 5. Then, there are at least three B-edges between {u, v} and S 2 . Avoiding the existence of non-monochromatic triangles, the two possibilities for this to happen are depicted in Figure 4 . In either case, we have created an alternating square, a contradiction to Claim 3.
Choose a maximum size list of vertex disjoint seagulls S 1 , . . . , S m in G and define the sets S = ∪ m i=1 S i and T = V \ S. By Claim 2, each vertex in T is adjacent to at most two of the three vertices in each seagull S i . Hence, e(S, T ) ≤ e(S) ≤ e(S) + max e R (S), e B (S) , the first inequality in (4) is immediate. The second inequality in (4) follows from the third instance of Claim 4, which states that for any distinct S i , S j we have
and from the fact that for every S i , G[S i ] has exactly one edge in R and one edge in B, and 2 + 1 = then e(S i , S j ) = 6 for any i = j. Thus, by the second instance of Claim 4, G[S i ∪ S j ] is isomorphic to H 2 for any distinct
For a given x ∈ V we will use N B (x), and N R (x), to denote the set of blue neighbours of x, and the set of red neighbours of x, respectively. Claim 6. S = ∅ and |T | ≥ 3.
Proof of Claim. If S = ∅, then the assumption that G is connected implies that one of R or B must be empty, and then the only way for G to satisfy |E| + min{|R|, |B|} ≥ |V | 2 is for G to be a monochromatic clique. Therefore m ≥ 1. Note that, if |T | ≤ 2 the only way for G to satisfy Claim 1 is to have equalities in both (3) and (4), that is e(S, T ) = 
and furthermore, if |T | = 2, we must have e(T ) = 1. The second identity in (6) implies that G[S] is isomorphic to H m (by Claim 5). So, we may write Figure 1 where the edges incident with a vertex in X 1 are red and those incident with a vertex in X 2 are blue.
•
• If |T | = 1, say T = {v}. In this case we have d(G) = , thus |R| = |B| (by Claim 1). Since G[S] is isomorphic to H m , and e R (H m ) = e B (H m ) then we must have e R (v, S) = e B (v, S) = m. First observe that v cannot have a neighbour x ∈ X 0 : If say vx ∈ R, then N B (v) ⊂ X 0 \{x} is too small. It follows from this and Claim 3 that N R (v) = X 1 and N B (v) = X 2 , so G is isomorphic to H + m , a contradiction.
• If |T | = 2, say T = {u, v}, and suppose without loss of generality that uv ∈ R.
Since G[S] is isomorphic to H m , and e R (H m ) = e B (H m ) then, in order to satisfy |E| + min{|R|, |B|} ≥
|V | 2
, it must be that e R (S, T ) = e B (S, T ) = 2m. Thus, there is a seagull S i with e B (T, S i ) ≥ 2. Recall that e(u, S i ) = e(v, S i ) = 2. If |N B (x) ∩ S i | = 2 for some x ∈ {u, v} then there is at most one edge between y and S i , where y ∈ {u, v} \ {x}. Hence, |N B (x) ∩ S i | = |N R (x) ∩ S i | = 1 for both x ∈ {u, v} which is impossible without creating either an alternating square or a non-monochromatic triangle. Now we have S = ∅ and |T | ≥ 3 and we will show that this leads to a contradiction. Note that the graph G[T ] must have all components monochromatic (by the maximality of our collection of seagulls). It follows from Claim 1, Equation (3), and Claim 5 that G[T ] has density at least |T |. We shall assume (without loss) that E(H) ⊆ R. Next we establish a key claim concerning blue edges between our seagulls and V (H).
Proof of Claim. To prove this claim, let S i = {x, y, z} be a seagull and assume that xy ∈ R and yz ∈ B. Since G does not have an alternating cycle (by Claim 3) or a non-monochromatic triangle (by assumption) it follows that N B (x) ∩ V (H) and N B (y)∩V (H) are disjoint and moreover (N B (x)∪N B (y))∩V (H) is independent (see the left image in Figure 5) . Similarly, N B (z) ∩ V (H) is independent. If |(N B (x) ∪ N B (y)) ∩ V (H)| ≤ 1 the desired bound follows immediately, and we are similarly done if |N B (z) ∩ V (H)| ≤ 1. So we may assume both of these sets have size at least two. Choose w ∈ N B (z) ∩ V (H) and (since H is nontrivial) choose an edge ww ∈ E(H). At most one of w, w can appear in (N B (x) ∪ N B (y)) ∩ V (H) since this set is independent. Therefore, we may choose a vertex u ∈ (N B (x) ∪ N B (y)) ∩ V (H) with u = w, w . Now we have arrived at a contradiction as {z, w, w } and {x, y, u} are both seagulls (see the right image in Figure 5 ).
In what follows, we use |V (H)| = h, |T | = t, and |S| = s. For every seagull S i , Claim 2 implies that e(S i , T ) ≤ 2t and e B (S i , T \V (H)) ≤ e(S i , T \V (H)) ≤ 2(t−h). Using these inequalities, together with Claim 7 and then Lemma 2.1, we have e(S i , T ) + e B (S i , T ) = e(S i , T ) + e B (S i , V (H)) + e B (S i , T \ V (H)) ≤ 2t + α(H) + 1 + 2(t − h) (7) ≤ 3t.
(8) Summing this over all of our seagulls gives us e(S, T )+e B (S, T ) ≤ st. Claim 5 implies that e(S) + e B (S) ≤ 
Since e(V (H), T \ V (H)) = 0, we know that
− e(T ) ≥ h(t − h), and hence (9) says that e B (T ) ≥ h(t − h). On the other hand, if h = t, then the fact that h ≥ t − h (by Lemma 2.1) implies that e B (T ) ≤ t−h 2 < (t − h) 2 ≤ h(t − h). Therefore, we must have V (H) = T and e B (T ) = 0. Now the only way for inequality (9) to hold is for H to be a clique; in particular this means α(H) = 1. Since t ≥ 3 (by Claim 6) we can return to (7) and improve upon (8):
e(S i , T ) + e B (S i , T ) ≤ 2t + 2 < 3t.
Summing over all of our seagulls gives us e(S, T ) + e B (S, T ) < st. Combining this with the bound e(S) + e B (S) ≤ |S| 2 (from Claim (5)) gives us the contradiction |E| + |B| = e(S) + e B (S) + e(S, T ) + e B (S, T ) + t 2 < |V | 2 and this completes the proof.
