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Abstract
The modelling of spatial effects in ecological systems has often been overlooked for its
intrinsic complexity, both from a computational and a mathematical point of view. But
real ecological systems are spatially extended and there is proved empirical evidence that
this strongly influences their dynamics.
At its core this thesis analyses a simple spatial extension of a birth death process with
linear rates. In the regime of large fluctuations the model is amenable to analytical treat-
ment, which, for example, leads to an explicit formula for the probability distribution
of the number of individuals living in a given volume in any dimension. Comparison
to simulated data shows excellent agreement where expected. Despite the lack of time
reversibility at the individual level, at the community level the dynamics of the model
satisfies time reversibility.
These results are applied to infer the spatial empirical distributions of tree species in two
lowland tropical forest inventories. In fact, the model allows to link observations of some
of the most important ecological descriptors into a unified framework, and the predictions
are shown to match data well.
An extension of the model is also considered that aims at giving a first account of the effect
of environmental fluctuations on large scale patterns. Analytic formulas are obtained, and
comparisons to simulated data show again excellent agreement.
The conclusions drawn from the present work can help to shed a light on the effects
iv
of spatial dispersal on large communities of living organisms and on the mathematical
analysis of spatial stochastic processes. This could ultimately lead to the design of more
effective conservation strategies, and to further unveil the delicate laws governing the
coexistence of living organisms in complex natural systems.
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1Chapter I
Introduction
I.1 Biological evolution and natural selection
Species evolution by means of natural selection has been the great unifying principle in
biology. The publication of the origin of species, in 1859 [51], opened the door to the
hypothesis that changes of the environment, life-cycle ’strategies’, interactions with other
species, and kin or possibly group selection actively influence and shape the population
size and structure of all species, including humans, over ecological time scales [95].
Darwin’s theory introduced the idea that small, beneficial variations of traits may be ac-
cumulated within many generations, thus causing species to change and evolve over time
(fig I.1.1). Understanding to what extent such mutations are a consequence of external
influence, how the very own mechanism of adaptation manifests, and what are the key
differences that maintain diversity in nature, have proved to be formidable problems.
Quantitative theories able to make predictions and to explain causal connections are very
rare in evolutionary studies, and this has elicited harsh criticism to the idea of species
evolution itself.
At the other extreme, however, natural selection and adaptation are often invoked to ex-
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Figure I.1.1: Darwin’s finches. The drawings represent four different species of passerine
birds. The great variety of these species, together with that of tortoise, made Darwin raise
doubts on the invariability of species, and put the seeds for his theory of natural selection.
Image taken from [51]
plain the emergence of any physical mutation in living organisms, justifying any beha-
viour or observation in light of a specific, although often not better specified, evolutionary
purpose [53].
Over the years the debate for a comprehensive theory of evolution has proceeded largely
around extremes. In the early 1960s, for example, the scientific community seemed to
have reached consensus over the idea that every biological character can be interpreted in
light of adaptive evolution by natural selection, and that almost no mutation happens by
pure chance. In such scheme, mutations are only a response to an external change in the
environment. Famous is the quote by Ronald J. Fisher, that says "The rate of increase in
the mean fitness of any organism at any time ascribable to natural selection acting through
changes in gene frequencies is exactly equal to its genetic variance in fitness at that time"
[66].
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However, in that same period the advances in the sequencing of proteins made it possible
to study amino-acid frequencies and distributions among related organisms. The results
were shown to be incompatible with those of such neo-Darwinian selectionist theories:
a very high rate of amino acid substitutions appeared to be uniformly distributed among
diverse lineages of the same species, hence supporting the idea of an effective randomness
in the recombination of genes (fig I.1.2).
I.2 Neutral theory of molecular evolution
If mutations were to happen only as a consequence of external changes, for example, a
region with higher environmental instability would promote a higher variability in spe-
cies, thus favouring diversity. The hypothesis that genetic variability is higher in unstable
environments was then put under test: since the deep sea is the most stable and homogen-
eous habitat on earth, predictions would expect genetic diversity there to be very limited.
On the contrary, it was demonstrated that many organisms living at the bottom of the deep
sea have very high genetic variability [79].
Drawing from these and other observations, the Japanese biologist Kimura suggested that
the great majority of molecular variations are selectively "neutral", i.e. they do not influ-
ence the fitness of organisms. Kimura made use of a rather new approach in mathematics
at the time called ’diffusion models’ [105, 62, 127].
While not denying that natural selection plays a central role in adaptive evolution, the
neutral theory of molecular evolution assumes that only a small fraction of DNA changes
produce an advantage over the individual or the species, while the great majority of muta-
tions do not imply any significant variation at the phenotypic level, therefore leaving the
rate of survival of a species unchanged.
Neutral theory generated a heated debate at the time of publications. The idea of an in-
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Figure I.1.2: Evolution of the avian cranium. Evolutionary tree of various types of
bird’s skulls, with each branch representing a different type. The colours represent the
rate of evolution, i.e. how many variations of the phenotype have appeared over time
(single variations that however are not signatures of a new species). The survey covered
data on bird’s skulls from a period of approximately 70 million years. Most of the species
have evolved at a regular rate, with new species coexisting with older ones. Image from
[63].
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trinsic randomness in the genome recombination and in the genetic assembly of character-
istics was disruptive for most biologists. However, the work by Kimura gave quantitative
estimate of the rates of amino acid substitutions in many living organisms. The difficulty
of teasing apart selection from randomness was eluded by considering those genes that
code for the same protein, thus preserving the physical characteristics of an individual, its
relationship to the environment and ultimately its adaptability.
The neutral theory of molecular evolution quantified the effect of randomness in the the-
ory of evolution. However, the evidence that the force that regulates gene recombination
is mostly random promoted the idea that such randomness could emerge also at the phen-
otypic level. As Kimura points out in his book: ’If a molecule or a pan of a molecule
is functionally less important, then the probability of a mutational change in it being se-
lectively neutral (ie. selectively equivalent) is higher. In other words, the same job can
be done equally well by a variety of amino acids. Thus, the rate of evolution in terms of
mutant substitutions by random drift becomes high.’
Although the influence of external events plays a major role in determining the survival
of a species over another, and species may react differently to alterations of their habitat,
only some of such features may have developed for adaptation, while most of them may
be arising by pure randomness in the recombination of genes.
I.3 The neutral theory of Biodiversity and Biogeography
When the neutral theory of molecular evolution was published, the idea of a fundamental
equivalence in fitness of species was not completely new in ecology. Already in 1957
theories that are effectively neutral at the species level had started appearing, the most
famous being ’the theory of island biogeography’ by Robert H. MacArthur and Edward
Osborne Wilson [116]. The observation of biodiversity in archipelagos of Melanesia and
Florida had showed that fewer species live on islands than those living in areas of the same
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Figure I.3.1: Unified neutral theory of biodiversity and biogeography. Illustration of
the model proposed by Hubbell. The ecosystem is saturated with exactly one individual
in each site of a regular lattice. At each step an individual dies and is replaced by one
individual of a species already present in the system (birth event) or by one of a new
species (immigration event). Source [152].
size taken in the continent. A new model was therefore built, where insular species are
maintained in an equilibrium between immigration from the mainland and local extinc-
tion. In this scenario, neutrality was expressed at the species level: species are considered
altogether and are subject to the same stochastic rules. Differences in their physical ap-
pearance, group strategies and reciprocal interactions are completely neglected to retain
only the effects of random dispersal and local extinction.
The success of MacArthur and Wilson’s theory contrasted with what was the status quo
of theoretical ecology. At the time of its publication, the greatest majority of theoretical
ecologists believed that each species has a functional role and occupies a specific niche
where it flourishes by consuming a specific set of resources. In this view, species coexist
in an interactive equilibrium, and have evolved to be the best competitor in their own area
and for a particular set of resources. However, the models arising from this viewpoint
often rely on many parameters and are not deduced from first principles. One example is
the so called ’Broken stick model’ by MacArthur himself [115].
The theory of island biodiversity, instead, makes the implicit assumption that all of these
effects are negligible compared to the effect of randomness in dispersal and in local ex-
tinction. In this new viewpoint, communities are open, non-equilibrium assemblages of
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species largely dominated by random events. Species come and go, and their presence or
absence is dictated by stochastic rules.
These two approaches have been seen as largely antithetical and mutually exclusive for
a long time, and the heated debate on the superiority of one over the other has run on
similar rails as the dualism among selectionism and neutralism for molecular evolution.
In 2001 Hubbell gathered some of the results of this debate in a monograph called ’The
unified neutral theory of Biodiversity and Biogeography’ in which he also presented a
first unification [94].
The new theory aims at modelling species that are on a same trophic level, i.e. that
compete for the same pool of limited resources. Typical examples of con-trophic species
are plants in a forest or corals in a coral reef, because all of them place demands on similar
resources like carbon, light and nitrate.
Neutral theories had been around for a long time. The elements of novelty of this new
formulation resided in considering individuals, and not just species, to be identical. In
this setting, organisms of the same community have identical per-capita probabilities of
giving birth, dying, migrating and speciating regardless of the species they belong to. As
the original neutral theory formulated by Kimura, this new theory postulates that fluctu-
ations are the biggest factor in shaping the distribution of abundances, and deterministic
effects stemming from fitness differences are completely neglected (although determin-
istic effects can still emerge in the dynamics).
The assumption of ecological neutrality raised many controversies because, at first look,
it comes in sharp contrast with the classical concepts of niche theory and evolutionary
balance. As Hubbell states in his book, ’niche differences are not essential to coexist-
ence, if by “coexistence” we mean the persistence in sympatry of species for geologically
significant lengths of time’.
Much of the misunderstanding may arise from what biologists mean by equilibrium and
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coexistence. In the neutral theory an equilibrium arises between speciation, immigration
and local extinction. In such framework all species turn out to be transient, despite having
times to extinction of the order of millions to tens of millions of years (as emerges from
the models).
Neutral theory has proved to describe several macro-ecological patterns through just very
few adjustable parameters, and its simplicity has guaranteed mathematical and quant-
itative treatment. It has also provided valuable information in the cases where it has
failed. It can be put under test in experiments as an actual scientific theory and it
tells us what to expect when the observed macroecological patterns emerge as a con-
sequence of randomness. As such, it is an effective null model for ecological patterns
[4, 152, 153, 38, 5, 15, 22, 36, 104, 110, 122, 147].
The model described by Hubbell in 2001 analyzes the dynamical behavior of a meta-
community composed of identically sized local communities. Each patch exchanges indi-
viduals with the meta-community, and the equilibrium abundance probability is calculated
explicitly. However, no explicit spatial degree of freedom within the local communities is
analysed, and individuals are considered to be well mixed. In order to analyse further the
potentiality of neutral theory, it is necessary to extend such analysis to encompass spatial
movement.
I.4 Spatial modelling of ecosystems
For analysing the spatial patterns of ecosystems, many different descriptors have been
introduced over the years. Often described as "one of community ecology’s few genuine
laws" and one of the earliest to be introduced [8], the Species Area Relationship (SAR)
relates the number of species of an ecosystem to the size of the sampled area. It is widely
studied as a measure of spatial biodiversity, and implicitly quantifies the extent to which
larger habitats support more species than smaller ones. From empirical observations, it is
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(a) (b)
(c)
(d)
(e)
(f)
Figure I.3.2: Spatial distribution of species in the BCI panama plot The figure reports
pictures of two species of plants present in the Barro colorado island forest reserve in
Panama and the position of individuals within a 500×1000 meters plot. Figures (a), (b) and
(c) refer to the species Faramea Occidentalis, and in particular (a) reports a picture of its
immature fruits, (b) of its flowers and (c) of its geographical distribution. Figures (e), (f)
and (g), instead, refer to the species Alseis Blackiana, and in particular (e) reports a picture
of the whole tree, (f) of its flowers and leaves and (g) of its geographical distribution.
Individuals of each species are not randomly distributed, and tend to be close to each other.
More details on the Barro Colorado forest reserve and on its lowland forest inventory
will be given in chapter IV. Pictures are taken from http://hasbrouck.asu.edu/
neotrop/.
often found to display an inverted S shape in a log-log scaled plot, with a linear behavior
at small and large areas, and similarly power law at intermediate scales [146, 145]. Such
shape is ubiquitous in ecology, and has been seen also in systems with very different
environmental and climatic characteristics [149]. Many models have also been seen to
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display such qualitative behavior [67, 154, 56], even using different dispersal rules [150,
82]. Its robustness has been analysed also against different sampling strategies [88, 184],
and in light of different speciation magnitudes [139].
Another important ecological descriptor of spatial patterns is the β-diversity, which meas-
ures the differences in species composition with distance. One way to define it (and the
most used in empirical applications) is "the probability that two randomly chosen indi-
viduals at a certain distance are con-specific, i.e. belong to the same species" [113, 47].
For analysing the spatial turnover of species, the two point correlation function is also
used, typically under the assumption of translational invariance [107]. The Relative Spe-
cies abundance, instead, gives the probability that a randomly picked species has exactly
n individuals in a certain area [6, 45, 44, 173, 175]. These three descriptors are not inde-
pendent from each other, and hold important information about the dynamical properties
of an ecosystem, such as the spatial and temporal scales of variation of the abundance of
species, and the overall rate of speciation and migration into the ecosystem [78].
Well-mixed models neglect spatial degrees of freedom or include them only implicitly.
They are conceptually and mathematically simple, and this is why they are so widely
used [174]. However, there is empirical and theoretical evidence that spatial dispersal
plays a crucial role in maintaining species diversity (fig I.3.2) [169, 59].
Spatially explicit models, intended as systems where individuals’ spatial location and
movement is analysed explicitly, instead are poorly understood, especially if compared to
their well-mixed counterparts [121, 61, 38, 58, 60, 128]. Only in a few cases analytical
formulas have been obtained, while the analysis has more frequently focused on computa-
tional approaches. This has hindered a full-understanding of the effect of spatial dispersal,
e.g. on the stability or on the structural properties of ecosystems, ultimately limiting the
range of applications of theoretical models.
In [183] the analysis of a stochastic patch-occupancy model has highlighted the presence
of three distinct classes of stationary configurations. In the low-dispersal regime local
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extinctions occur more quickly, on average, than the rate of immigration from adjacent
patches. The system segregates spontaneously into independent spatial domains. At inter-
mediate dispersal rates, immigrants arrive in patches more frequently than local extinction
occurs, but the dispersal is not strong enough to synchronize local variations across the
system. This is the most extinction-robust scenario. Patches are immediately recolonized
after a local extinction. The high-dispersal regime covers the range of dispersal rates that
lead to synchronized local dynamics across the entire meta-population. Here the system
operates as a single, fully homogenized patch.
One of the most well-studied neutral models is the so called ’voter model with speciation’,
or multi-species voter model (MVM). It was originally developed for opinion dynamics
[112, 34, 124, 125], and has since been expanded to many other areas such as epidemic
diffusion and linguistics [143, 120].
In its original formulation, voters are placed on a network and each can choose among a
set of q ’opinions’. In ecological applications, voters become individuals, they live on a
regular lattice and their opinion corresponds to the species they belong to [111, 31]. At
each time step, one site is chosen and the individual is removed, corresponding to a death
event. Then, the empty site is filled with a certain probability by an individual of a new
species, and this corresponds to a speciation event, while with complementary probability
the new occupier is chosen to be from one of the existing species, thus accounting for birth
events. The possible choices are often restricted to the species of individuals occupying
nearest neighboring sites, thus introducing spatial dependence into the model. In general
one can consider more complicated dispersal rules and enlarge the set of possible options
by assigning different probabilities of colonization according to different distances.
The MVM is clearly a neutral model, as the microscopic dynamics is the same for all
individuals. It is also a zero-sum process, because the total number of individuals is con-
served. Within such model it is possible to calculate the β-diversity analytically, and the
resulting functional form captures quite well the behavior of empirical data from different
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forest censa [37]. However, no analytic formula has been derived for SAR or SAD, and
over the years the analysis has been restricted to computational simulations or scaling
assumptions [188]. The model displays the tri-phasic behavior of the SAR, thus hold-
ing further qualitative resemblance to field data. Different dispersal kernels have been
analyzed [150] and numerical evidence has showed that SARs can be rescaled onto a
universal function of only the area and the speciation rate [139].
In the MVM, the environment is saturated and every time a gap opens, following a death
event, such place is immediately filled by a new individual. This is expected to be a good
approximation of real dynamics in resource-rich ecosystems, while in sparser cases the
environment is not always saturated and empty patches can exist. More recently a spa-
tial neutral model was proposed where site occupancy is not bounded [133]. In the new
model individuals die or reproduce with constant per capita rate, and when a birth event
happens the newborn is located according to a dispersal distribution, thus introducing spa-
tial effects into the system. Speciation events happen at a constant rate, thus preventing
the system from reaching the trivial equilibrium state where all species have gone extinct.
This model can be mapped into a field theory. An analytic result was obtained in [133],
under the assumption that detailed balance and time invariance is satisfied. Despite be-
ing a guaranteed feature of the well-mixed model [100, 81], spatial dispersal breaks such
temporal symmetry, and therefore conclusions based on this assumption are in fact unreli-
able [81]. Other extensions, or different approaches, have been attempted over the years,
which however rely on non-rigorous simplifications or further assumptions [151, 135]
Finally, most of the stochastic models are analysed only at stationarity and neglect tem-
poral fluctuations. Nonetheless, time correlations arise naturally in physical systems, and
ultimately are of fundamental importance for preserving and monitoring endangered hab-
itats [23, 163, 39, 42]. Statistical comparison of time-dependent patterns is usually much
more difficult than the stationary analysis, because it requires more data and longer empir-
ical time series, which are rarely available in ecology. Some success with a simple neutral
I.5. CRITICALITY AND SCALE INVARIANCE 13
model was obtained in [13], but there is theoretical and empirical evidence that forest dy-
namics exhibits signatures of environmental stochasticity [108, 99, 40, 3]. Models based
only on demographic stochasticity indeed tend to overestimate the expected times to ex-
tinction for abundant species. The difficulty of including environmental variability stems
from the diverse nature and origin of such fluctuations[50, 91, 161], which, for example,
can arise from variations in rainfall, temperature, fire outbreaks and pests.
I.5 Criticality and scale invariance
The theory of phase transitions was initially introduced with the goal of understanding
the existence of permanent magnets (i.e. ferromagnetism). A pivotal role in such analysis
was played by the Ising model: in its classic formulation random variables, the spins, can
take only two possible values, s = ±1, at each site of a regular lattice. Local interactions
promote their alignment, while thermal noise tends to randomize their orientations. The
configuration at stationarity can be a disordered state for sufficiently high temperatures,
while below a critical temperature interactions prevail and an ordered state arises in which
the spins are aligned and the average magnetization is not zero [106, 100].
One can therefore recognise three broad classes of equilibrium configurations for spin
systems. In the supercritical case the temperature is higher than the critical temperature
and the system is in a disordered state. In the subcritical case the temperature is below
the critical value and interactions promote the local alignment of spins (i.e. spin tend to
have the same orientation, since energetically this is more stable), and in such case a net
non-zero magnetisation can arise. The cases of a temperature exactly equal to the critical
value are instead called ’critical’.
In biological modelling, the notion of criticality has been used with rather different mean-
ings depending on the context. In its classical formulation, it refers to a drastic shift in
the behavior of a system following only minimal variations in its key features. A paradig-
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Figure I.5.1: Criticality in ecosystems. The figure shows some key concepts in the clas-
sic theory of criticality. In panel (a) local disturbance and recovery lead to the emergence
of long-range correlations in the distribution of organisms, as showed in panel panel (b).
The typical descriptors of the system, such as the density of trees, hence spontaneously
poise themselves at a specific point where they can react promptly to such external forces
(panel (c)), and it can be seen that this generates patterns with a complicated structure,
which often display power-law distribution of abundances, as in panel (d). Source [137].
matic example is the brain, which has been observed to be poised at the boundary between
a completely inactive and a fully epileptic state [137].
In models of communities of living organisms, individuals are born and die at certain
rates, whose details depend on the system at hand (e.g. there may be interactions or
environmental variations). If the average birth rate exceeds the average death rate, the
total population of the system is going to increase without limit (or it increases until
the carrying capacity is reached) because new individuals will appear faster then others
disappear. Conversely, if the average birth rate is smaller than the average death rate (and
if immigration and speciation effects are negligible) the system is going to deplete and
the equilibrium distribution is that of an empty (or close to empty) system.
The statistical mechanics models that emerge from data of communities of living organ-
isms, like trees in a forest, microbes in a water basin or humans in cities, often display
birth and death per capita rates that are almost equal (if the carrying capacity is treated im-
plicitly) [171]. One consequence of this observation is that the abundances of individuals
are subject to very large fluctuations, and local occupation numbers appear correlated over
large distances. In this regime spatial dispersal strongly influences large scale patterns.
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Over the years different mechanisms have been deemed responsible for such behaviour.
Large fluctuations may be triggered by fire outbreaks in a forest, disease spreads in bac-
terial communities or exceptional predation periods among animals. The ability to recover
from such events is a key requirement for all living systems, and a basic robustness must
be developed at least against the most frequents of such threats [137, 126] (fig I.5.1).
Recently, also arguments from information theory have been used to explain how a gen-
eral adaptive mechanisms for self-tuning to criticality can arise. In order to cope with the
perceived signals, emanating from a given environmental source, an organism must retain
information on the external inputs in the best possible way. Being able to better tune with
such external conditions would provide it with a strong competitive advantage. There is
mathematical proof that the optimal encoding parameters lay always around the peak of
the generalized susceptibility, also known as ’Fisher information’ [90, 89]. In such frame-
work different complex sources can be best accounted for through small changes in the
behavioural strategies.
The concept of criticality has been largely expanded over the years. Systems considered
’close to the critical point’ have been compared with each other and commonalities have
been highlighted. Among these it was discovered that critical systems often lack a char-
acteristic spatial scale. Indeed, as the system approaches the critical point it is typical to
find power-law distributions of individual abundances and an overall dis-homogeneity of
spatial density. One of the paradigmatic examples is that of rainforests. The analysis of
their biodiversity distributions often reveals a huge separation in abundances between rare
and hyperdominant species, a phenomenon also known as ’Fisher paradox’ [171]. Local
abundances also appear to be correlated over large spatial scales.
Very often, the presence of a power law distribution has been used as a sufficient proof
for considering a system as ’critical’. Power law distributions in adaptive systems have
an old history, with first observations in the context of language dating back to 1913
[9, 96, 26]. The case of a power law with exponent minus two is often called Zipf law
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[189]. Other examples have been found in the distribution of populations in cities, in
that of family names and also of employees in firms [130]. Zipf laws have also been
observed in mathematical systems where an unobserved variable (or variables) is present
or when the system is affected by environmental variability [156, 126, 117]. Other scaling
relationships, i.e. power-law probability distributions with different exponents, are also
observed in river networks, in percolating systems [17], and in the number of species
within a same genus from fossil records [118] .
In search of scale invariant properties of ecological patterns, a model independent frame-
work has been proposed in [187]. Two different sets of ecological data are analysed, one
from a serpentine grassland and one from the Barro Colorado Island (BCI) forest stand,
and despite the differences (e.g. in one case the SAR has a seemengly power-law behavior,
in the other it shows deviations at all scales) both the BCI forest and the grassland show
very good collapse into a unique, universal curve upon the tuning of just one parameter.
Similar collapse was found in simulations of the MVM [188].
One of the main results that will be presented in this thesis is the proof that in a simple
birth-death spatial model for ecosystems the distribution of the number of individuals
is form-invariant at all scales when fluctuations are large. How and why such a choice
has emerged in nature, and if it confers any evolutionary advantage to the species, will
not be analysed, but analytical formulas will be derived that allow for the quantitative
prediction of some spatial patterns in ecosystems. Further on, I also show how power law
distributions arise when local fluctuations in the individuals’ birth and death rates become
non-negligible compared to demographic fluctuations.
This thesis is organised as follows. Chapter II introduces the general setting of birth-
death Markov jump processes and analyses some examples, first in the mean-field case
and later using a phenomenological spatial extension. Chapter III rigorously analyses a
linear spatial stochastic birth death model for ecosystems in terms of an individual-based
formulation of a metapopulation model. It shows how to calculate an accurate equa-
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tion for the probability distribution of the number of individuals living in a certain area
when the fluctuations are large. In chapter IV simulations of the process are considered.
First, a new simulation scheme is introduced, which is optimised for the stationary dis-
tribution of stochastic differential equations, and then the results of simulated data are
compared to analytic formulas. The same analytic results are used to make predictions of
the abundance of individuals in real ecological datasets from two lowland tropical forest
inventories. Chapter V concentrates on the effect of environmental fluctuations on spatial
patterns of biodiversity. Analytic results are obtained and are compared to simulations of
a phenomenological model. Finally, Chapter VI draws some conclusions, summarises the
main findings and identifies the most promising research questions that can benefit from
the results of this thesis.
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Chapter II
Mean-field and a phenomenological
spatial model
Hubbel’s neutral theory seeks to capture the influence of speciation, extinction, dispersal
and ecological drift on the macro-scale patterns of ecosystems. In its simplest formu-
lation, it also assumes that individuals are independent and demographically alike on a
per capita basis. Obviously, this remains an approximation and there is clear evidence
that species behave differently even within the same taxa [57]. Nonetheless, neutral the-
ory is simple enough to allow for a tractable null theory of community assembly. This
chapter will focus on the mathematical analysis of the distributions that emerge from neut-
ral dynamics in a simple birth-death process within a well-mixed setting and on a first,
phenomenological, spatial extension.
II.1 Master equation and detailed balance
I will denote by c the configuration of an ecosystem. Throughout this thesis c will take
different forms: at first it will be a vector with the total abundances of the different species.
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Later on, it will include the local abundances of each individual in the spatial setting. In
the spirit of simplification ’Markovian’ dynamics will also be assumed.
Indicating by p(c, t∣c0, t0) the probability that the configuration c is seen at time t given
that the configuration at time t0 was c0 (abbreviated p(c, t)), its time evolution (with time
independent jump rates) will be given by the following master equation (ME)
∂p(c, t)
∂t
=∑
c′ [T (c∣c′)p(c′, t) − T (c′∣c)p(c, t)] (II.1.1)
where T (c′∣c) is the transition rate from c to c′ [100, 68]. If stationarity can be reached, the
probability distribution becomes independent of t for t→∞. I will denote the equilibrium
distribution by P (c).
Together with the initial conditions and the boundary conditions, the function T (c′∣c)
determines the dynamics of the stochastic process. Among the many possible choices
for T (c′∣c), there are some that satisfy a very interesting property, called detailed balance
(DB), i.e.
T (c∣c′)P (c′) − T (c′∣c)P (c) = 0 (II.1.2)
Substituting eq (II.1.2) into eq (II.1.1), it is immediate to observe that a probability distri-
bution that satisfies detailed balance is also a stationary solution of the ME. On the other
hand, not all stationary distributions satisfy detailed balance.
It is possible to show that a necessary and sufficient condition for the validity of DB is
that for any cycle in the space of configurations (i.e. the space where c is defined), the
probability of moving through it in one direction is equal to the probability of moving in
the opposite direction [100, 186]. More precisely, DB is satisfied if and only if for any
choice of a closed path {c1, ...cm, c1}, with m an arbitrary number, the following holds
T (c1∣c2)T (c2∣c3)⋯T (cm∣c1) = T (c1∣cm)T (cm∣cm−1)⋯T (c2∣c1) (II.1.3)
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This condition is called Kolmogorov criterion, and corresponds to the time-reversibility
condition. In fact, it states that a process that moves in one direction in the space of
configurations is equally as probable as a process that goes in the opposite direction.
In the following chapters, I show that detailed balance is violated in processes where
spatial diffusion is coupled to auto-catalytic reactions (such as a birth event proportional
to the local number of individuals) [81].
The models presented in the following paragraph instead preserve DB. This allows for
a much easier mathematical treatment, and for the analytic calculation of the stationary
distribution.
II.2 Birth Death mean field process
This paragraph introduces two non-spatial, well-mixed neutral models for ecosystems.
The states of the system are denoted by c = (n1, ..., nS) = n, where ni indicates the
abundances of species i = 1, ..., S and S denotes the total number of species in the system.
In nature, a single individual parent may give birth to several individuals at a time, and
many individuals may die altogether. For simplicity, here only a one step processes will
be considered, where at each infinitesimal time step δt only one birth or death event can
happen.
The jump rates here are renamed as T ((n1, ..., nα + 1, ...)∣n) = bα(n), i.e. bα(n) is the
birth rate for species α when the system is in state n, and T ((n1, ..., nα−1, ...)∣n) = dα(n)
is instead the death rate for species α when this latter is in state n.
In general, the birth and death rates of one species can depend on all other species through
interactions. If the model is neutral, they become symmetric functions of the ni and do not
depend on the species label. If one further assumes that species are independent from each
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other, it is also possible to completely neglect interactions, so that each species becomes
disentangled from the dynamics of the others.
With these simplifications in mind, one is left with bα(n) = bn and dα(n) = dn, with n
labelling the abundance of the generic species. The probability distribution of the process,
which before was denoted p(c, t), will now drop its dependence on all other species and
will retain only one (i.e. therefore the α label will be dropped). Denoting it with pn(t),
its evolution is described by the following master equation
∂pn(t)
∂t
= pn+1(t)dn+1 + pn−1(t) bn−1 − pn(t)(bn + dn) (II.2.1)
and boundary conditions need to be chosen for n = 0.
Note that, in this scenario, each species abundance can be considered as an independent
realizations of the process.
In order to specify the model, one needs to define the jump rates. In a context where
individuals are completely neutral the birth and death per capita rates (i.e. dn/n and bn/n)
are constant.
This assumption is just a first simplification. In empirical datasets, it is often observed
that rare species have a mild per-capita reproductive advantage over more abundant ones.
Over the years many hypothesis have been formulated on how this arises. One hypothesis
is that host-specific pathogens or predators act in the vicinity of the maternal parent. This
spatially structured effect suppresses the most abundant species allowing more uncommon
ones to spread. Another hypothesis considers that species respond in a species-specific
manner to the fluctuating environment, and the external conditions influence inter-species
and intra-species interactions in such a way as to favour a higher diversity [14].
The following paragraphs analyse two different choices for the birth-death per capita
rates. The main difference among them is the way they take into consideration boundary
conditions and the rare-species reproductive advantage.
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II.3 Stationary Solution of the BD process
The choice of boundary conditions for eq (II.2.1) is not always straightforward and often
depends on the type of applications at hand. The use of absorbing boundary conditions
at n = 0 leads to a stationary distribution where all species have gone extinct. Questions
related to population extinction are important problems in mathematical biology, but, as
we are here chiefly interested in the long-time coexistence of multiple species, reflecting
boundary conditions are preferred. These latter often mimic the rare species advantage
mentioned in the previous paragraph. In such case bn > 0 and dn = 0 when n = 0, and
imposing that the left hand side of eq (II.2.1) is zero it is easy to calculate that Pn =
limt→∞ pn(t) for n = 1,2,3, ... takes the form
Pn = P0 n−1∏
i=0
bi
di+1 (II.3.1)
with P0 being the probability of n = 0 and it can be determined from normalisation con-
ditions.
Here, I analyse two choices of birth-death rates which have been the subject of intense
research in theoretical ecology [14, 133, 13, 178, 176]. Both of them introduce a mild
reproductive advantage for rare species at the individual level, which effectively acts as a
reflecting boundary condition.
The first choice [177] is the following
bn = b n + ν δn,0 dn = r n (II.3.2)
where b, r and ν are positive constants. The stationary probability distribution is readily
obtained to be
Pn = P0ν
r
xn
n
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where x = b/r is assumed to be smaller than one for normalisation purposes (i.e. r > b).
Denoting with S the total empirical number of species in the ecosystem and with Φn the
number of species with n individuals at equilibrium, from eq (II.3.1) for n > 0 one also
gets ⟨Φn⟩ = SP0 n−1∏
i=0
bi
di+1 = θxnn
where x = b/r < 1 and θ = SP0ν/r. This is the celebrated Fisher log-series distribution, i.e.
the distribution Ronald Fisher proposed to describe the empirical abundance of species in
real ecosystems. It was seen experimentally for the first time as early as in 1943 [14].
Another choice of rates, different from that implemented in eq (II.3.2), considers instead
the following
bn = b n + b0 dn = r n (II.3.3)
In the rest of this thesis, I will refer to the birth-death model defined by these rates and by
the master equation (II.2.1) as the BD (for birth-death) model. The constant term b0 can
be readily interpreted as an immigration or speciation coefficient, or a sum of both. Once
again, the stationary distribution can be calculated explicitly from eq (II.3.1), and leads to
the following negative binomial distribution
Pn = (n + b0b − 1
n
) xn (1 − x) b0b (II.3.4)
where x = b/r as before.
This probability distribution displays an internal mode for b0b > 1, and allows to describe
a much larger set of abundance distributions. Indeed, it is often observed empirically
that the effect of immigration is not negligible, and that the relative species abundance
displays a unimodal behavior.
The study of discrete probability distributions has provided a first look into the properties
of the birth death process, but to proceed further in the analysis and gain deeper insight
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one needs to introduce more sophisticated mathematical techniques.
II.4 Diffusion approximation with the Kramers-Moyal
expansion
In this paragraph I describe one of the most common and broadly used ’diffusion’ approx-
imations: the so called ’Kramers-Moyal expansion’.
Markovian dynamics will be considered, as defined in eq (II.1.1), with the configurations
of the system being the total abundances of species, n = (n1, ...nS), with nα the abund-
ance of the α-th species and S the total number of species. For simplicity the ecosystem
is assumed to be always saturated with N individuals in total, although this hypothesis
comes in contrast with that of independence of species. Nonetheless, in the regime of
large N (compared to the abundance of each species) the two assumptions are compat-
ible with each other. it is also the most commonly accepted approach in the literature for
neutral models of ecosystems [14].
As before, only one individual can be born at each time step δt. Neutral dynamics and
the independence of species will also be assumed. In such framework, I use the following
notation: W+(n) is the (time independent) rate with which one individual is added to
a species when its abundance is n, and equivalently W−(n) is the rate of removing one
individual to species α when the species has n individuals.
The master equation that describes the probability distribution of the abundance of a spe-
cies at time t is therefore
∂p(n, t)
∂t
=W−(n + 1)p(n + 1, t) +W+(n − 1)p(n − 1, t)
−W+(n) p(n, t) −W−(n)p(n, t)
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I make the assumption thatW+(⋅) andW−(⋅) are only functions of x = n/N . With a slight
abuse of notation, I will indicate by p(x, t) the probability that n = xN (i.e. I change the
name of the variable at the argument of p(x, t)). The result is the following equation
∂p(x, t)
∂t
=W−(x + 1
N
) p(x + 1
N
, t) +W + (x − 1
N
) p(x − 1
N
, t)
−W−(x) p(x, t) −W+(x) p(x, t)
In an ecosystem, one expects the total number of individuals to be very large. The equa-
tion above suggests a Taylor expansion of W+(⋅), W−(⋅) and p(⋅) around x for small
ε = 1N , at least far from the boundaries. This is known as the Kramers-Moyal expansion
[68] .
Considering terms up to second order in N →∞ yields the following
∂p(x, t)
∂t
= − 1
N
∂
∂x
[A(x)p(x, t)] (II.4.1)
+ 1
2N2
∂2
∂x2
[B(x)p(x, t)] +O(N−3)
where
A(x) =W+(x) −W−(x)
B(x) =W+(x) +W−(x)
and, truncating eq (II.4.1) at O(N−2), the result is the Fokker-Planck equation of the
system. Retaining only the first order in N , one recovers the deterministic evolution of
the system, also called Liouville equation, i.e.
∂p(x, t)
∂t
= − 1
N
∂
∂x
[A(x)p(x, t)] +O(N−1) (II.4.2)
If the initial condition is expressed in terms of a delta, i.e. p(x,0) = δ(x − x0), with x0 a
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constant, the abundances solve the following deterministic equation
x˙(t) = A(x, t)
For simplicity of notation, it is normally preferred to scale back to the initial variable
naming, i.e. to replace xN → n. This is a slight abuse of notation, and it is important not
to forget that with n we in fact indicate a continuous variable at this point.
II.4.1 BD process with the Kramers-Moyal expansion
In this section, the Kramers-Moyal expansion is applied to the birth death process with
rates as in eq (II.3.3). The procedure is not rigorous, but nonetheless it represents one of
the most common approaches in the literature [16, 13] and it serves as a term of compar-
ison with a more rigorous approach, that will be introduced in the next paragraph.
In the context of the model defined by eq (II.3.3), the Fokker-Planck equation at (II.4.1)
reads
∂p(x, t)
∂t
= − ∂
∂n
[(b0 − µn)p(n, t)] + σ2 ∂2
∂n2
[(n + )p(n, t)] (II.4.3)
where I have introduced the following constants
µ = r − b σ2 = r + b
2
 = b0
r + b
It is easy to verify that the equilibrium solution of such equation has the following form
p(n, t→∞) = P (n) = P0 (n + ) b0+µσ2 −1e−µnσ2 (II.4.4)
where P0 is a normalization constant. If one further considers σ2 ≫ µ, the following is
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obtained
P (n) = ( µ
σ2
) b0σ2 n b0σ2 −1e−µnσ2
Γ(b0/σ2) (II.4.5)
which is a gamma distribution of shape b0/σ2 and scale σ2/µ.
Transforming the initial discrete equation into a partial differential equation has clearly
led to many advantages. However, in this approach one does not have the control over
the regimes of parameters where eq (II.4.5) is a good approximation of the full stationary
probability distribution.
The following paragraph shows a more rigorous approach to obtain an equally insightful
diffusion approximation.
II.5 Diffusion approximation in the "critical limit"
When a system is close to the critical point, the fluctuations in the abundance of individu-
als become very large. In this paragraph, I will make use of this observation and consider
a limit in the parameters’ values that will determine a diffusion approximation of the BD
model.
Starting from the birth-death master equation, eq (II.2.1), substituting the rates at eq
(II.3.3) one obtains
∂pn(t)
∂t
= pn+1(t) r (n + 1) + pn−1(t)[b (n − 1) + b0] − pn(t)[(b + r)n + b0]
I introduce the following parameter ε = r−br and rescale the number of individuals as
n = n˜ rr−b = n˜/ε, i.e.
∂pn˜(T )
∂T
= pn˜+ε(T ) 1
ε2
(n˜ + ε) + pn˜−ε(T )[ g
rε2
(n˜ − ε) + b0
µ
]+
−pn˜(T )[g + r
rε2
n˜ + b0
µ
]
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(a) (b)
(c) (d)
Figure II.5.1: Diffusion approximation in the critical limit. The figure compares the
negative binomial distribution at eq (II.3.4) (histograms) and the gamma distribution at
eq (II.5.3) (blue line). In plot (a) parameters are b0 = 70, b = 0.1 and r = 1.1, in plot (b)
b0 = 70, b = 1 and r = 2, in plot (c) b0 = 70, b = 2 and r = 3 and in plot (d) b0 = 70, b = 20
and r = 21. In the titles the value of  = 2(r−b)r+b is reported. Note that as it becomes small
the two distributions come closer to each other.
where t = µT , with µ = r − b. Expanding up to second order in ε and noticing that
b/r = 1 − ε the following holds
∂pn˜(T )
∂T
=(pn˜(T ) + ∂p
∂n˜
(T ) ε + ∂2p
∂n˜2
(T )ε2 +O(ε3)) 1
ε2
(n˜ + ε)+
+(pn˜(T ) − ∂p
∂n˜
(T ) ε + ∂2p
∂n˜2
(T )ε2 +O(ε3))[1 − ε
ε2
(n˜ − ε) + b0
µ
]+
−pn˜(T )[2 − ε
ε2
n˜ + b0
µ
]
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and so, rearranging, one obtains
∂pn˜(T )
∂T
=pn˜(T ) + n˜ ∂p
∂n˜
(T ) − b0
r
∂pn˜
∂n˜
(T ) + n˜ ∂2p
∂n˜2
(T ) =
= − ∂
∂n˜
[(b0
µ
− n˜)pn˜] + ∂2
∂n˜2
(n˜pn˜) +O(ε)
As before, for simplicity I rescale back to n, i.e. n˜/ε→ n, where now n is to be considered
as a continuous variable. The final result is the following Fokker-Planck equation
∂p(n,T )
∂T
= − ∂
∂n
[(b0
µ
− n)p(n, t)] + r
µ
∂2
∂n2
[np(n, t)]
For consistency with the previous notation, I rewrite the coefficient r/µ considering that
r
µ
= 1
ε
= r + b + (r − b)
2µ
= r + b
2µ
+ 1
2
Therefore as ε→ 0 the term 1/2 is negligible and rµ = r+b2µ = σ2µ .
In the final form, the Fokker-Planck equation for pn(t) (which I now write p(n, t) ) in the
limit of ε→ 0 reads
∂p(n, t)
∂t
= − ∂
∂n
[(b0 − µn)p(n, t)] + σ2 ∂2
∂n2
[n p(n, t)] (II.5.1)
which in the Itô prescription is associated to the following Langevin equation
n˙(t) = b0 − µ + σ√nξ(t) (II.5.2)
with ξ(t) being a zero mean, gaussian white noise with autocorrelation ⟨ξ(t)ξ(t′)⟩ =
2δ(t − t′).
The stationarity solution is calculated imposing that the left hand side of eq (II.5.1) is
zero. It is hence easy to calculate that P (n), the stationary probability distribution of the
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model, is a gamma distribution, and takes the following explicit form
P (n) = ( µ
σ2
) b0µ n b0σ2 −1e−µnσ2
Γ(b0/σ2) (II.5.3)
which indeed is equal to that calculated in eq (II.4.5). The variance of this distribution is
equal to b0µ
σ2
µ and hence the limit for σ
2/µ→∞ is also a limit for large fluctuations. This
justifies why, in the following, we will refer to such limit as the "critical limit".
Considering further the limit of small immigration, b0σ2 ≪ 1, the continuous approximation
of the Fisher log-series is obtained, i.e.
P (n)∝ n b0σ2 −1e−µnσ2 = n−1xn
and hence P (n, t → ∞) ∝ xnn with x = e− µσ2 . This can be therefore considered as the
probability distribution in the limit of small immigration, conditional of the species not
having gone extinct (i.e. conditional on not having reached the absorbing n = 0 point).
II.6 Time dependent solution of the BD process
The models analysed so far are simple enough to admit a closed-formula solution even
for the discrete stationary solution, as calculated. In such cases, the diffusion approxim-
ation seems superfluous. Things change when more complicated systems are considered,
or when one wants to calculate the time-dependent evolution of the process. Discrete
equations are notoriously more difficult to treat, while the analysis of PDEs can rely on a
plethora of powerful mathematical techniques.
The solution of the differential equation in (II.5.1) can be calculated analytically even at
any time t. This is done by introducing the Laplace transform of p(n, t), and solving the
equation in the space of moments. Imposing reflecting boundary conditions at each time
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t, and for initial conditions of the type p(n,0) = δ(n − n0), with n0 > 0 a constant, after
some non banal and rather involved calculations (for details see [13]), one obtains
p(n, t∣n0,0) =( µ
σ2
) b0σ2 n b0σ2 −1 enµσ2 [(µ/σ2)2 n0 ne−µt] 12− b02σ2
1 − e−µt × (II.6.1)× exp [ − (µ/σ2)(n + n0)e−µt
1 − e−µt ] I b0σ2 −1[(2µ/σ2)
√
n0ne−µt
1 − e−µt ]
where Iν(⋅) is a modified Bessel function of the first kind.
Since Iν(z) ≈ (z/2)ν/Γ(ν + 1) as z → 0+, it is easy to calculate that, in the limit t → ∞,
one indeed re-obtains the stationary solution as in eq (II.5.3).
From equation (II.5.1), one can also easily calculate the time evolution of the average
number of individuals: multiplying on both sides by n and integrating from zero to infinity
one gets
∂
∂t
⟨n⟩(t) = b0 − µ⟨n⟩(t)
which, setting ⟨n⟩(t = 0) = n0, yields
⟨n⟩(t) = b0
µ
+ (n0 − b0
µ
) e−µt .
Similarly, multiplying eq (II.5.1) by n2 and integrating one gets the equation for the
second moment ⟨n2⟩
∂
∂t
⟨n2⟩(t) = 2⟨n⟩(t)b0 − 2µ⟨n2⟩(t) + 2σ2⟨n⟩(t)
which is solved by
⟨n2⟩(t) = (b0
µ
)2 + σ2
µ
b0
µ
+ 2(b0
µ
+ σ2
µ
)(n0 − b0
µ
)(e−µt − e−2µt) − σ2
µ
b0
µ
e−2µt
As t→∞, this expression converges to ⟨n2⟩(t) = ( b0µ )2 + b0µ σ2µ (I will henceforth omit the
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time dependence at ⟨⋅⟩ when considering stationary values, i.e. ⟨⋅⟩ = ⟨⋅⟩(t →∞)), and the
variance of the equilibrium distribution is the same as that of eq (II.5.3), as it should.
Another important pattern for applications is the so called ’turnover distribution’. It meas-
ures the rate at which individuals leave the system and are replaced by new individuals. In
ecology, it reflects the continuous reassembly through immigration, emigration and local
extinction.
The species turnover distribution (STD) measures the probability that the ratio of abund-
ances of a species separated by a time interval t, n(t)/n(0), is equal to m, i.e.
STD(m, t) =⟨δ( n
n0
−m)⟩ = (II.6.2)
=ˆ ∞
0
dn0
ˆ ∞
0
dn p(n, t∣n0,0) p(n0) δ(m − n
n0
)
Under stationary conditions, i.e. considering that p(n0) is the stationary distribution of eq
(II.5.3) and p(n, t∣n0,0) is given by eq (II.6.1), it takes the following explicit form [13]
STD(m, t) = A m + 1
m
(eµt) b02σ2
1 − e−µt (sinh(µt/2)m ) b0σ2 +1××( 4m2(m + 1)2eµt − 4m) b0σ2 + 12 (II.6.3)
where A is a normalization constant. Notice that this distribution depends only on two
parameters, i.e. b0/σ2 and µ.
The models considered so far have analysed well-mixed environments, where the spa-
tial degrees of freedom are neglected in order to focus on the internal dynamics of the
community. In the following paragraph, I consider a first extension of the analysis and
incorporate spatial diffusion in a phenomenological way.
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II.7 A Phenomenological Model
Well-mixed models are conceptually and mathematically simple, and are a good first
framework for testing the hypothesis of neutral theory. However, such a simplistic ap-
proach cannot account for the spatial turnover of species, the increase in species richness
with the sampled area, and for the overall key factors determining species coexistence
[169].
In spatially extended systems, one expects that individuals of the same species are found
close-by rather than further apart. For example, in the case of trees this is a consequence
of the limitation of seed dispersal onto the ground.
In this paragraph, I consider a natural, yet not rigorous, extension of the BD model. This
work has been peer reviewed and published, and is available as reported in [138].
The set of (continuous) abundances of individuals are here defined at each site of a reg-
ular d-dimensional lattice. Space is thus subdivided into voxels, each with 2d nearest
neighbours, and within each voxel individuals are considered well-mixed and treated as
point-like particles which undergo the demographic birth-death dynamics described in the
previous paragraph.
By indicating with a the length of the voxel side (equivalently the lattice spacing), we
assume that a is much smaller than all the other macroscopic length scales of interest,
including the spatial correlation scale of the system.
Inspired by the Langevin equation of the mean field system, eq (II.5.2), I hence consider
the following set of stochastic differential equations
n˙ =D∆ini(t) + b0 − µ ni(t) + σ√ni(t)ξi(t) (II.7.1)
where ni(t) is the (continuous) number of individuals in site i at time t, ξi(t) is a zero
mean Gaussian white noise with correlations ⟨ξi(t)ξj(t′)⟩ = δi,jδ(t−t′),D is the diffusion
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(a) (b)
(c) (d)
Figure II.7.1: Snapshots of the phenomenological model The figure reports four con-
figurations of the phenomenological model defined by eq (II.7.2). Panels (a) and (b) refer
to a system with parameters D = 20, b0 = 0.1, µ = 0.1, σ = 10. Panels (c) and (d) instead
refer to a systems with parameters D = 100, b0 = 0.01, µ = 0.1, σ = 10. More details on
how these snapshots were calculated will be given in Chapter IV.
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coefficient that regulates the spatial correlations among sites and ∆i the discrete Laplace
operator defined as
∆ini(t) = ∑
j∶∣i−j∣=1 [nj(t) − ni(t)]
Equation (II.7.1) has been considered without any derivation. Such heuristic model will
be revisited in terms of a metapopulation model, and formulated as an individual-based
system in the next chapters. At this stage, it must be considered only as an intuitive (and
non-rigorous) spatial extension of the BD model, which nonetheless will allow for some
useful insight.
Reactions taking place inside each voxel are supposed to be the main source of stochasti-
city in the system defined at eq (II.7.1). As a consequence, upon switching off the birth
and death events and leaving only spatial diffusion (i.e. putting b, r, b0 = 0), the resulting
process is purely deterministic (indeed σ,µ = 0) and the stochasticity due to the random
hopping of individuals is completely neglected (i.e. one does not observe the random
walk on the mesh).
This may appear as an inconsistency of the approach, since eq (II.7.1) is supposed to be
a continuous approximation of a stochastic birth death process in space. In Chapter III
a rigorous procedure will be undertaken which will clarify this point. In this paragraph,
instead, I will focus on the properties (e.g. the local mean and two point correlation) of
the random field defined by eq (II.7.1).
By indicating with {n} = {n1, n2, ..., ni, ...} the configuration of abundances on the lattice,
with ni being the (continuous) number of individuals in site i, in the Itô prescription the
probability density function of p({n}, t) satisfies the following Fokker-Planck equation
∂tp({n}, t) = −∑
i
∂
∂ni
[(D∆ini(t) + b0 − µni)p({n}, t)]+ (II.7.2)
+σ2∑
i
∂2
∂n2i
[n2i p({n}, t)]
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where the sums are over all the sites of the lattice. Similarly to the mean field case,
by multiplying on both sides for nk and integrating one obtains the mean number of
individuals per site, which at stationarity reads ⟨nk⟩ = b0µ . The calculation of the spatial
two-point correlation and variance is a bit more involved and is analysed in the following
paragraphs. See figure II.7.1 for the representation of some configurations of the random
field.
II.8 Pair Correlation of the Phenomenological model
The diffusion term in equation (II.7.1) correlates the sites in the lattice with each other. For
calculating the two point correlation function, defined as ⟨nlnk⟩, I first multiply equation
(II.7.2) by nlnk and integrate over all values of n in each site. The equation I obtain is the
following
∂
∂t
⟨nlnk⟩(t) =D[∆l⟨nlnk⟩(t) +∆k⟨nlnk⟩(t)] + 2b0⟨n⟩(t) − 2µ⟨nlnk⟩(t) + 2σ2⟨n⟩(t) δl,k
In order to focus on stationary patterns, I drop the term at LHS and indicate with ⟨nlnk⟩
the stationary two point correlation (i.e. ⟨nlnk⟩(t → ∞)) . For notation purposes, I also
introduce the following functionGl,k = ⟨nlnk⟩−⟨nl⟩⟨nk⟩ = ⟨nlnk⟩−⟨n⟩2, which is defined
at stationarity. Substituting into the equation one gets
D(∆iGi,j +∆jGi,j) − 2µ Gi,j + 2σ2⟨n⟩ δi,j = 0 (II.8.1)
I now introduce a system of Cartesian coordinates and indicate with x the d-dim position
vector of a site. I hence make the substitution i → x and j → y, and notice that the
coordinates of the sites lay at multiples of a. I further introduce a Fourier series expansion,
which, since we are considering an infinite lattice and the system is homogeneous, is
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written as G(p) =∑
x,y
eip⋅(x−y) Gx,y
Multiplying eq (II.8.1) by eik⋅(x−y) and summing over all x,y, the following is obtained
D
a2
G(p) [ d∑
k=1 (eipka + e−ipka − 2)] − µG(p) + 2σ2⟨n⟩ = 0
where pk is the k-th component of vector p. This leads to
G(p) = σ2b0
µ2
1
1 + 2Dµa2 ∑dk=1(1 − cos(pka))
In order to obtain Gx,y one needs to anti-transform G(p) via the following
Gx,y = ( a
2pi
)d ˆC dp G(p) e−ip⋅(x−y)
which stems from the definition of G(p). Here, C is the hypercubic d-dimensional prim-
itive unit cell of size 2pi/a. Therefore
Gx,y = ( a
2pi
)dσ2b0
µ2
ˆ
C dp
e−ip⋅(x−y)
1 + 2Dµa2 ∑dk=1(1 − cos(pka))
This integral can be solved explicitly using Watson’s integrals. In the one dimensional
case Gx,y reduces to the following simple exponential
Gx,y = C k∣x−y∣/a (II.8.2)
where k and C are positive constants that can be calculated from eq (II.8.1). Indeed,
imposing that the equation is solved for x ≠ y one gets
D
a2
(k + 1/k − 2) − µ = 0
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and hence
k = 1 + µa2
2D
− µa2
2D
√
1 + 4D
µa2
From these relationships, one also deduces the correlation length of the system (indicated
with λ in the following). Indeed, upon re-writing eq (II.8.2) as Gx,y = Ce ∣x−y∣a log(k) one
can observe that λ = −a/ log(k), and that it converges to √D/µ as a → 0. At the same
time for x = y in eq (II.8.1) one gets
C 2
D
a2
(k − 1) − µC + σ2⟨n⟩ = 0
which leads to
C = σ2
µ
b0
µ
(1 + 4D
µa2
)−1/2
In more general terms, one can obtain a good deal of simplification by taking the continu-
ous spatial limit, a→ 0. To accommodate such limit, one first needs to rescale parameters
as
D¯ =Da2 b¯0 = b0
ad
Considering the first order terms in the limit of a → 0, I will indicate with G¯(x,y) the
leading order term of Gx,y in the continuous spatial limit (i.e. a→ 0). The result is
G¯(x,y) = 1(2pi)d σ2b0µ2
ˆ
Rd
dp
eip(x−y)
1 + Dµ p2= ρ¯2⟨n⟩2(2piλ¯)2(∣x − y∣λ¯ )1−
d
2
K1− d
2
(∣x − y∣
λ¯
) (II.8.3)
where Kν(⋅) is the modified Bessel function of the second kind and of order ν [1], x and
y are vector of coordinates and
λ¯ = ¿ÁÁÀD¯
µ
, ρ¯ = √σ2
b¯0
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For applications and for comparison to empirical datasets, a very important quantity is the
Pair Correlation Function (PCF), which is defined as
gx,y = ⟨nxny⟩⟨n⟩2 (II.8.4)
The reason why one prefers this ratio over the simpler two-point correlation ⟨nxny⟩ is that
in a first approximation it is independent of the lattice side a.
Since gx,y = 1 + Gx,y/⟨n⟩2, by indicating with g¯(x,y) the leading order term for gx,y in the
continuous spatial limit, in the two dimensional case the PCF reduces to
g¯(x,y) = 1 + 1
2pi
( ρ¯
λ¯
)2K0( r
λ¯
) (II.8.5)
where r = ∣x − y∣.
The regimes of large and small spatial correlation are particularly important. From the
properties of the Bessell function Kν(x), it is easy to obtain
g¯(x, y) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
− 12pi( ρ¯λ¯)2 log ( rλ¯) for rλ¯ → 0
1
2
√
2pi
√
λ¯
r ( ρ¯λ¯)2e− rλ¯ for rλ¯ →∞
Therefore, the correlation decays exponentially at large distances while it increases arbit-
rarily (logarithmically) at small distances. Departing from the continuous spatial limit,
these considerations are valid only when the condition ∣x − y∣ ≫ a holds. In the discrete
system, the logarithmic divergence for r ≪ λ¯ is not observed. At scales comparable to
the lattice spacing a, one should use the discrete two-point correlation function obtained
before.
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II.9 The conditional probability distribution
Ecological spatial patterns try to describe quantitatively the biodiversity present in specific
areas of an ecosystem. Smaller areas have been seen to sustain fewer species than larger
ones, and individuals of a same species have a higher probability to be found close-by
rather than farther apart. As observed in the previous paragraphs, in a neutral framework
where species are independent the observed number of individuals for each one of them
can be considered as independent realisations of the same stochastic process. However,
even in this simplified framework the scaling of the probability distribution with the size
of the area can not be easily calculated [14].
For understanding how biodiversity changes with scale, in the models I will analyse in
this thesis I will focus on the number of individuals present in a circular area V (or ball
in higher dimensions, or segment in one dimension) of radius R. In the discrete spatial
system I therefore define the following random variable
NV =∑
i∈V ni .
which indeed accounts for the total number of individuals living in V . Since calculations
turn out to be easier in the continuous spatial framework, I rescale the parameters as done
in previous sections and take the limit of the lattice side a→ 0, i.e.
NV =∑
i∈V ni → N(R) =
ˆ
V n(x) dx
where now n(x) is a density of individuals. I hence indicate with V the Lebesgue measure
of the area (or volume, or length depending on the dimension) of the d-dimensional ball,
i.e.
V = pid/2
Γ(d2 + 1) Rd
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In order to calculate the mean value ⟨NV⟩ at stationarity, I multiply by ∑j∈V nj equation
(II.7.2) and then integrate. Since I have assumed that the model is homogeneous, I find
the following ⟨N(R)⟩ = b¯0V
µ
(II.9.1)
The calculation of the second moment of the equation can be calculated similarly. First,
I multiplying twice eq (II.7.2) for NV and then I integrate over all the values of {n}.
Alternatively, I first proceed with calculating the function ⟨n(x)N(R)⟩ and then integrate
over x ∈ V .
It is worth remarking that all the analysis carried out below, which is related to the "phe-
nomenological model", will be of fundamental importance also in the next chapters. In
fact, similar equations are found also in the analysis of the spatial model analysed in
chapter III.
As a first step, I sum for i ∈ V on both sides of eq (II.8.1). Considering the continuous
spatial limit I obtain the following equation at stationarity
D¯
µ
ˆ
V dy ∇2y⟨n(x)n(y)⟩+D¯µ ∇2x⟨n(x)NV⟩ − 2⟨n(x)NV⟩+ (II.9.2)+2 b¯0
µ
b¯0V
µ
+ 2σ2
µ
b¯0
µ
Θ(R− ∣ x ∣) = 0
where ∣ x ∣ is the radial distance of point x from the center of V and Θ(z) is the Heaviside
step function, which takes value Θ(z) = 1 for z ⩾ 0 and Θ(z) = 0 for z < 0.
As calculated in the previous section, ⟨n(x)n(y)⟩ is a function only of the distance among
x and y. Assuming that the system is homogeneous, the following holds
∇2y⟨n(x)n(y)⟩ = ∇2x⟨n(x)n(y)⟩
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Therefore, equation (II.9.2) reduces to
λ¯2 ∇2x ⟨n(x)NV⟩ − ⟨n(x)NV⟩ + ⟨n⟩ ⟨N(R)⟩ + σ2µ ⟨n⟩ Θ(R− ∣ x ∣) = 0 (II.9.3)
Equation (II.9.3) must be solved separately for R ⩽∣ x ∣ and R ⩾∣ x ∣. Boundary conditions
at ∣ x ∣= R and the continuity of the spatial derivative of ⟨n(x)NV⟩ in ∣ x ∣ will fix the
values of the integration constants. In Appendix A, I show the details of these long, but
otherwise straightforward, calculations. Here I only report the results.
For ∣ x ∣⩽ R one obtains
⟨n(x)N(R)⟩ = ⟨n⟩⟨N(R)⟩ + σ2
µ
⟨n⟩Ψ(∣ x ∣
λ¯
,
R
λ¯
) (II.9.4)
where
Ψ(∣ x ∣
λ¯
,
R
λ¯
) = 1 − (∣ x ∣
R
)1− d2 K d2 (Rλ¯ ) I d2−1( ∣x∣λ¯ )
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) +K d2−1(Rλ¯ )I d2 (Rλ¯ ) (II.9.5)
Note that I have defined the function Ψ( ∣x∣
λ¯
, R
λ¯
) only for ∣ x ∣⩽ R.
Instead for the case of ∣ x ∣⩾ R one obtains
⟨n(x)N(R)⟩ =⟨n⟩⟨N(R)⟩+ (II.9.6)
+σ2
µ
⟨n⟩( ∣ x ∣
R
)1− d2 I d2 (Rλ¯ ) K d2−1( ∣x∣λ¯ )
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) +K d2−1(Rλ¯ )I d2 (Rλ¯ )
These two functions give the correlation between the number of individuals at a point x
and the sum of individuals in V . Notice that, in both cases, the correlation decreases as∣ x ∣ increases. Moreover, as ∣ x ∣→∞, one gets ⟨n(x)N(R)⟩ = ⟨n(x)⟩⟨N(R)⟩, and hence
the abundances in x and those in V become uncorrelated.
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(a) (b)
(c) (d)
Figure II.9.1: Plots of Ψ( ∣x∣
λ¯
, R
λ¯
) The figure reports the plot of the function Ψ( ∣x∣
λ¯
, R
λ¯
) as
calculated in equation (II.9.5). Panel (a) has R/λ¯ = 0.5, panel (b) R/λ¯ = 1, panel (c)
R/λ¯ = 5 and panel (d) R/λ¯ = 10. As R/λ¯ → 0, Ψ(⋅) tends to zero uniformly. Instead, for
R/λ¯→∞, Ψ(⋅) tends to one uniformly, regardless of the dimension.
One consideration, that will become very important later on, regards the limit of such
functions for small and large correlation length.
From the properties of the Bessel functions, in the limit of large argument z → ∞ it is
well-known that the following holds [1]
Iν(z) = ez√
2piz
(1 +O(1/z)) Kν(z) = √ pi
2z
e−z(1 +O(1/z)) (II.9.7)
and note that the limit is independent of the order ν.
Fixing ∣ x ∣, R and all the other parameters and using the relationship at eq (II.9.7), it is
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easy to show that for λ¯/R → 0
Ψ(∣ x ∣
λ¯
,
R
λ¯
) = 1 +O[e−R−∣x∣λ¯ (∣ x ∣
R
)1−d]
and therefore for λ¯/R → 0
⟨n(x)N(R)⟩→ ⟨n⟩⟨N(R)⟩ + σ2
µ
⟨n⟩ for ∣ x ∣< R
At the same time, from a direct calculation, it is also immediate to show that, in the same
limit
⟨n(x)N(R)⟩→ ⟨n⟩⟨N(R)⟩ for ∣ x ∣> R
The case of λ¯/R → ∞ is more involved. After careful calculation (or via a software for
algebraic calculus, e.g. Wolfram Mathematica), it is possible to show that fixing ∣ x ∣, R
and all the other parameters and for ∣ x ∣< R the following equations hold
Ψ(∣ x ∣
λ¯
,
R
λ¯
) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
R
λ¯
+O((λ¯/R)2) for d = 1
−12 (Rλ¯ )2 log (Rλ¯ ) +O((λ¯/R)2) for d = 2
1
3(Rλ¯ )2 +O((λ¯/R)3) for d = 3
(II.9.8)
and, at first order, it is O((R/λ¯)2) for d > 3. Notice that, in any dimension, Ψ tends to
zero as λ¯/R →∞ (fig II.9.1).
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II.10 Variance of the conditional distribution
From eq (II.9.4), it is straightforward to calculate the second moment of the distribution.
In fact, the following equation obviously holds
ˆ
V dx ⟨n(x)N(R)⟩ = ⟨N(R)2⟩
Once again, the details of the calculations are reported in Appendix A. The result is the
following
⟨N2(R)⟩ = ⟨N(R)⟩2 + σ2
µ
⟨N(R)⟩ ψ(R
λ¯
) (II.10.1)
where I have defined the following function for ease of notation
ψ(R
λ¯
) = 1 − d λ¯
R
K d
2
(R
λ¯
)I d
2
(R
λ¯
)
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) + I d2 (Rλ¯ )K d2−1(Rλ¯ ) (II.10.2)
By definition Var(NV) = ⟨N2V⟩ − ⟨NV⟩2. In this case, therefore, one can immediately
obtain the variance of the random variable N(R), which reads
Var(NV) = σ2
µ
⟨N(R)⟩ψ(R
λ¯
) = ⟨N(R)⟩Σ(R) (II.10.3)
where I have also introduced the following function
Σ(R) = σ2
µ
ψ(R
λ¯
) (II.10.4)
Fixing R, and considering the small correlation regime, i.e. λ¯/R → 0, from the properties
of the Bessel functions, eq (II.9.7), one obtains
ψ(R
λ¯
) = 1 +O( λ¯
R
)
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Figure II.10.1: Plots of ψ(R/λ¯). The figure is a plot of function ψ(R/λ¯) as calculated in
eq II.10.2. The function tends to zero for R/λ¯ → 0, while it tends to one for R/λ¯ → ∞,
regardless of the dimension. As a consequence, the ratio between the standard deviation
and the average value of N(R) tends to zero for R/λ¯→∞, as is expected by the fact that
when R is large compared to the correlation length λ¯, N(R) represents the sum of many,
patch-wise independent random variables.
and therefore Σ(R) = σ2µ in the limit λ¯/R → 0.
The case of small argument is more involved. Upon fixing R and all the other parameters
at first order in λ¯/R →∞ one obtains
ψ(R
λ¯
) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
R
λ¯
+O((R/λ¯)2) for d = 1
−12(Rλ¯ )2 log (Rλ¯ ) +O((R/λ¯)2) for d = 2
2
5(Rλ¯ )2 +O((R/λ¯)3) for d = 3
(II.10.5)
and it isO((R/λ¯)2) for d > 3. Also, notice that ψ(R
λ¯
)→ 0 for λ¯/R →∞ in any dimension
d (fig II.10.1).
These considerations will become of fundamental importance in the next chapters and
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will be the pivotal relationships for calculating the probability distribution of N(R).
On the other hand, one fundamental result is readily obtained from eq (II.10.3) . It links
the variance of N(R) to its average. Empirical observations have often found that in
ecosystems a power law relationship emerges, such as
Var(NV)∝ ⟨N(R)⟩ϕ
with ϕ typically assuming values between one and two [97, 166]. This relationship is
known with the name of Taylor’s law.
Considering all the parameters to be fixed, and focusing on variations of the radius
R, in the two dimensional case one obtains Var(NV) ∝ ⟨N(R)⟩2 log (⟨N(R)⟩)1/2,
i.e. Var(NV) ∝ ⟨N(R)⟩2 log (⟨N(R)⟩) for R/λ¯ ≪ 1, while Var(NV) ∝ ⟨N(R)⟩ for
R/λ¯ ≫ 1. So for areas of radius much smaller than the correlation length the model is
characterised by ϕ = 2 with logarithmic corrections, while in the case of areas much larger
than λ¯ one observes ϕ = 1.
It has been proved that Taylor’s law can emerge from a much more general class of
stochastic processes, for example when the dynamical rates of the model are affected
by environmental variability [97]. In the case of the phenomenological extensions of the
BD model the previous arguments have proved that a change in the scaling exponent ϕ is
expected as a consequence of diffusivity in a spatially extended system.
II.11 Form invariance of the distribution of N(R)
In the context of self organised criticality, the invariance of the functional form of the
probability distribution is often associated with the occurrence of power laws. In theoret-
ical ecology, the analysis of empirical data have shown that some spatial patterns have a
different type of scaling collapse: the relative species abundance (RSA) at different scales
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Figure II.10.2: Comparison of simulated data of eq (II.7.1) at stationarity with the
theoretical prediction of eq (II.11.1) in dimension 1. Histograms represent simulated data,
with the black segments indicating errors at two standard deviations. The blue line is the
prediction from eq (II.11.1), while the red line is the gamma distribution in the mean field
regime, i.e. as in eq (II.11.1) but assuming no spatial dispersal (and so Var(NV) = σ2/µ).
The parameters of the model are D = 200, b0 = 0.2, µ = 0.01 and σ = 10, and so λ = 141.
Panel (a) refers to a segment of length 60 sites, panel (b) to one of length 100, and panel
(c) 400. Panel (d) instead compares the pair correlation function from simulated data with
the theoretical formula calculated in eq (II.8.4). The lattice has a total of 1000 sites. The
agreement is surprisingly good at all the analysed scales. More details on the simulation
scheme and on how errors and histograms were calculated will be given in chapter IV.
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can be overlaid on top of each other by the judicious choice of the correct “scaling vari-
ables”. The functional shape thus obtained is far from being a power law [187, 142, 14].
Inspired by these observations, one can assume that, at stationarity, the probability distri-
bution of the number of individuals living in a certain area maintains the same functional
form across all scales. This assumption does not necessarily mean that the probability
distribution is scale invariant, but that changes of the size of the area can be encoded only
in the change of the parameters of the distribution. The appropriate scaling of the para-
meters can be calculated, for example, by matching the moments of the distribution at all
scales if they can be calculated independently.
More precisely, in the case of the phenomenological model defined by eq (II.7.1) one
obvious choice is to assume that the random variable N(R) is distributed as a gamma
distribution , i.e. it has the same form as the stationary solution of the BD model calculated
at eq (II.5.3). The parameters of the distribution have to be chosen so that they match at
all scales the moments of N(R) calculated at eq (II.9.1) and (II.10.3).
I here assume that
P (N ∣R) = 1
β(R) (N/β(R))α(R)−1Γ(α(R)) e−N/β(R) (II.11.1)
with Γ(⋅) a gamma function. I calculate α(R) and β(R) so that they match the correct
mean and variance of the system. From the properties of the gamma distribution one finds
that
α(R) = ⟨N(R)⟩2
Var(N(R)) β(R) = Var(N(R))⟨N(R)⟩
Of course, this is just an assumption and there is no mathematical evidence at this stage
that this is true, nor to what extent this is verified. However, comparing this analytical
shape with simulations of the model (for which more details will be given in chapter
IV) one observes a surprisingly good match for a wide range of different parameters.
Examples are reported in Fig II.10.2 for the one dimensional case and in Fig II.11.1 for
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the two dimensional case. Such results can be justified with a higher mathematical rigour
in the context of an individual based model of meta-communities, and this is indeed going
to be the focus of much of the rest of this thesis.
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Figure II.11.1: Comparison of simulated data of eq (II.7.1) at stationarity with the
theoretical prediction of eq (II.11.1) in dimension two. Histograms represent simulated
data, with the black segments indicating errors at two standard deviations. The blue line
is the prediction made using eq (II.11.1), while the red line is the gamma distribution in
the mean field regime, i.e. as in eq (II.11.1) but assuming no spatial dispersal (and so
Var(NV) = σ2/µ). The parameters of the model are D = 100, b0 = 0.01, µ = 0.1 and
σ = 10, and hence λ = 32. Panel (a) refers to an area of radius R = 20, panel (b) to one
of radius R = 30, and panel (c) to R = 50. Panel (d) instead compares the pair correlation
function from simulated data with the theoretical formula calculated in eq (II.8.4). The
lattice has a total of 40,000 sites positioned in a two dimensional lattice of 200 sites per
side. The agreement is surprisingly good at all the analysed scales. More details on the
simulation scheme and on how errors and histograms were calculated will be given in
chapter IV.
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Chapter III
A spatial stochastic model close to a
critical point
Despite the lack of rigorous mathematical derivation, the phenomenological model
presented in the previous chapter has some interesting mathematical properties, e.g. the
two-point correlation function and the variance of the conditional probability distribu-
tion can be calculated analytically. Moreover, direct simulations of the spatially explicit
Langevin equation have showed that the functional form of the stationary distribution can
be form invariant (i.e. the shape of the probability distribution does not change across
spatial scales).
Motivated by these results, in this chapter I will introduce and analyse a spatial metacom-
munity model where local communities are located on a d-dimensional regular graph (or
lattice). Within each site individuals are treated as diluted, well-mixed point-like particles
undergoing a linear birth-death process equal to that of the BD model defined in chapter
II. However, now individuals can also jump from one site to another, thus coupling the
dynamics of the local communities to each other and explicitly endowing the model with
spatial degrees of freedom. Movement is considered at the microscopic level within a
non-phenomenological individual based formulation. It will be proved that this model
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violates microscopic detailed balance and therefore there is no time invariance at station-
arity. Its simplicity, however, allows to calculate important macroscopic patterns, and in
the regime of large fluctuations further analytic results can be achieved.
The first part defines the model and proves that detailed balance is broken. Then the
generating function of the process is introduced and it is showed that it satisfies a set of
ordinary differential equations. Studying the populations living within an arbitrary spheric
sub-volume an analytical formula for the distribution of abundances is calculated in what
is referred to as the "critical limit".
III.1 Definition of the Spatial Birth-Death model and the
violation of detailed balance
The model is defined by the following birth-death dynamics: each individual dies at a
constant death rate r and gives birth at a constant rate b. The newborn individual remains
in the same local community with probability γ ( 0 ⩽ γ ⩽ 1)), whereas it hops onto one
of the 2d nearest neighbours with probability 1 − γ. All communities are also colonized
by external individuals at a constant immigration rate b0. This prevents the system from
reaching the absorbing state (i.e. an empty system with zero individuals).
The set of points belonging to the lattice, of linear size a, is denoted by L. Let Xi, i ∈ L,
indicate an individual living in site i. The reactions defining the model’s dynamics can be
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cast into the following form
Xi
bγÐ→ 2Xi (III.1.1)
Xi
b(1−γ)
2dÐÐÐ→ Xi +Xj (III.1.2)
Xi
rÐ→ ∅ (III.1.3)
∅ b0Ð→ Xi (III.1.4)
where j indicates a nearest neighbor of site i. Notice that in this model spatial move-
ment, determined by reaction (III.1.2), is always coupled to birth, so that only newborn
individuals can move. Also, birth in one place does not entail death of an individual in
another place. This choice mimics the natural behaviour of trees, that once germinated in
a place do not change their position (while their seeds can move to other locations). Non-
etheless, the results that will be presented in this chapter are not specific of this choice:
equivalent results can be obtained for a model where movement is independent of birth
events, which is the typical case, for example, of bacteria or animals like breeding birds.
Appendix D illustrates such case and demonstrates that the analysis of that model and
of the "seed dispersal" model just defined lead to very similar results in the considered
regimes.
In order to avoid extinction or demographic explosion as time grows, it will always be
assumed that b0 > 0 and 0 < b < r. Indeed from direct observation of ecological data the
regime which is physically more interesting has b0 ≪ b and b ≃ r.
I indicate with ni the number of individuals in site i. Assuming perfect mixing within
every site, when the configuration of the system is {n} = {ni ∶ i ∈ L} the birth and death
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rates in site i, i.e. W+i ({n}) and W−i ({n}), read respectively
W+i ({n}) =b(1 − γ)2d ∑j∶∣j−i∣=1nj + bγ ni + b0 (III.1.5)W−i ({n}) = r ni .
The rateW+i is therefore determined by three terms: the first represents seeds dispersal and
ultimately couples local communities to each other, the second accounts for birth events
happening in site i, and the b0 term accounts for immigration events from the outside. The
rate W−i instead is determined by death events happening in site i.
In eq (III.1.5) rates are linear, which is crucial for the mathematical analysis. More real-
istic model would include non-linearities arising e.g. from a carrying capacity, selection
effect etc. However, in this analysis we are interested in the dynamics near criticality and
therefore consider what is arguably the simplest (minimal) non-trivial spatially-explicit
model exhibiting criticality.
Figure III.1.1 schematically illustrates the main features of the model just described. For
ease of notation I define the following constant
D ∶= b(1 − γ)
2d
In the rest of this thesis this model will be referred to as the ’spatial birth death’ model,
and abbreviated as SBD.
Indicating with P ({n}, t) the probability to find the system in the configuration {n} at
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Figure III.1.1: Illustration of the model. Individual trees are represented by dark green
circles within local communities which are located on a regular graph (or lattice). Each
individual may die or give birth to an offspring with constant per capita rates. New indi-
viduals remain in the community of the parent with probability γ or hop onto one of the
2d nearest neighbours with probability 1 − γ. All communities are also colonized by ex-
ternal individuals at a constant immigration rate b0. The dynamics of local abundances of
individuals is therefore determined by the jump rates W+i and W−i defined in eq (III.1.5).
time t the following master equation then holds
∂
∂t
P ({n}, t) =∑
i∈L {W+i ({..., ni − 1, ...})P ({..., ni − 1, ...}, t)+ (III.1.6)−W+i ({n})P ({n}, t)++W−i ({..., ni + 1, ...})P ({..., ni + 1, ...}, t)+−W−i ({n})P ({n}, t)}
where the dots represent that all other occupation numbers remain as in {n} and it is
intended that P (⋅) = 0 whenever any of the entrances is negative.
Solving the model would involve calculating the probability P ({n}, t) for every time t,
which depends on an infinite set of variables, {n}. This is a very complicated mathemat-
ical problem, which so far has not been possible to solve.
In the language of chemical kinetics the reaction (III.1.1) represents an autocatalitic pro-
duction and, coupled to spatial diffusion, is responsible for the violation of detailed bal-
ance [81]. As showed in chapter II, detailed balance is satisfied if and only if the prob-
ability to go along any closed path in the space of configurations does not depend on the
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Figure III.1.2: Violation of detailed balance The picture represents a closed path in the
space of configurations of the process which has different probabilities depending on the
direction of the journey. It starts by taking two neighboring sites, which initially have n
and m individuals respectively. The probability to jump into the other states of the path
are reported and the arrows indicate the direction. In the clockwise direction (red arrows)
the probability is [bγn +Dm + b0][bγm +D(n + 1) + b0][r(n + 1)][r(m + 1)]. In the
anti-clockwise path (blue arrows) the total probability is [bγm +Dn + b0][bγn +D(m +
1)+ b0][r(m+ 1)][r(n+ 1)]. In general, i.e. for b ≠ 0, r ≠ 0, D ≠ 0, D ≠ b and m ≠ n, the
two probabilities are not equal, and therefore time invariance does not hold.
direction that one chooses (this is known as the Kolmogorov criterion [100, 68]). Fig-
ure III.1.2 shows a counterexample for the model at hand, i.e. it shows a path that has
different probabilities depending on the direction of the journey.
The violation of detailed balance has important implications: from the conceptual point
of view it determines that the process is irreversible, even at stationarity. From the math-
ematical point of view there is no practical method to explicitly compute the stationary
distribution. since the local dynamics are coupled at all scales.
In order to make analytic progress, a diffusion approximation will be considered, similar
to that introduced in the mean field system. The local abundances ni will be transformed
into continuous random variables n˜i by means of a rescaling by means of a rescaling
and by considering the near-critical regime dominated by large fluctuations, the afore-
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mentioned "critical limit". Unlike the case of chapter II, however, a slightly different
approach will be adopted, which involves the rescaling of the generating function of the
model and the assumption that the generating function is analytical in a neighborhood of
the complex origin.
III.2 The Spatial Generating Function
In the study of stochastic processes the generating function (sometimes called ’moment
generating function’) provides the basis for an alternative route to analytical results com-
pared with working directly with probability density functions or cumulative distribution
functions.
The spatial generating function in this thesis is defined as follows
ζ({H}, t) =⟨e∑k∈L nkHk⟩ =∑{n} e∑k∈L nkHkp({n}, t) (III.2.1)
where Hi ⩽ 0 for every i ∈ L. This function generates the moments of the random
variables {n} in the sense that through partial derivatives one can calculate them directly.
For example the in-site mean and pair correlation can be calculated from this simple
relationships
∂
∂Hi
ζ({H}, t)∣{H}=0 = ⟨ni⟩
∂2
∂Hi∂Hj
ζ({H}, t)∣{H}=0 = ⟨ni nj⟩
and, accordingly, the m-point correlation function is calculated via partial-differentiating
m times.
Multiplying through by e∑k∈L nkHk both sides of eq (III.1.6) and summing over all possible
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values of {ni ∶ i ∈ L} one obtains the following equation for the dynamics of ζ({H}, t)
∂
∂t
ζ({H}, t) =∑
i∈L {(eHi − 1)[D ∑j∶∣i−j∣=1 ∂ζ∂Hj (III.2.2)+ bγ ∂ζ
∂Hi
+ b0 ζ] + r(e−Hi − 1) ∂ζ
∂Hi
}
The full solution to equation (III.2.2) is beyond reach. However, one can gain a lot of in-
formation about the process by looking into the moments of the distribution, in particular
the mean number of individuals and the spatial correlation between pair of sites.
III.3 Local mean abundance and two-points correlation
function
The equation for the mean number of individuals in site k can be obtained by taking the
partial derivative of both sides of eq.(III.2.2) with respect to Hk and then setting {H} = 0.
The result is the following linear equation
∂⟨nk⟩
∂t
= b(1 − γ)
2d
∆k⟨nk⟩ − µ⟨nk⟩ + b0
Considering stationarity and exploiting the homogeneity of the model one readily obtains⟨n⟩ = b0µ . The correlation between sites k and l, i.e. ⟨nknl⟩, can instead be calculated
by partial-differentiating with respect to Hk and Hl on both sides of eq.(III.2.2) and sub-
sequently setting {H} = 0. In this case one gets
∂
∂t
⟨nknl⟩ =D(∆k⟨nknl⟩ +∆l⟨nknl⟩)+
−2µ⟨nknl⟩ + 2b0⟨n⟩ + δk,l(2σ2⟨n⟩ + b0) (III.3.1)
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where the usual notation is considered and we have defined
σ2 ∶= r + b
2
. (III.3.2)
Similarly to what was done in chapter II, a d-dim system of Cartesian coordinates is
now introduced. With the substitution i → x and j → y, with x and y the vectors of
coordinates, the stationary solution of eq.(III.3.1) is directly calculated by considering the
Fourier series expansion of ⟨nxny⟩, following the same procedure used to solve eq (II.8.1).
The final expression reads
⟨nknl⟩ = ⟨n⟩2+⟨n⟩2ρ2(1 + µ
2σ2
)× (III.3.3)
× ( a
2pi
)d ˆC dp eip⋅(k−l)1 + 2λ2∑di=1(1 − cos(pia))
where pi is the i-th Cartesian component of the d-dim vector p and C is the hypercubic
primitive unit cell of size 2pi/a. In line with the notation used in previous paragraphs, I
have also introduced
λ ∶= √D
µ
and ρ ∶= √σ2
b0
,
One approach could be to solve eq (III.3.3) analytically, but it is possible to obtain a good
deal of simplification by considering a continuous spatial limit. The first step is to rescale
the occupation numbers at sites x and y as nx = n(x)ad, ny = n(y)ad, with n(x), n(y)
densities of individuals in x and y. Parameters need to be rescaled as well, i.e.
λ¯ ∶= ¿ÁÁÀD¯
µ
ρ¯ ∶= √σ2
b¯0
,
where D¯ = Da2 and b¯0 = b0/ad are constant for a → 0. Notice that the notations are
analogous to those used for the phenomenological model of chapter II, and the reason
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will appear evident in the following.
In this context, I indicate with ⟨n⟩ the average density of individuals, which at stationarity
is equal to b¯0/µ. Finally, the integral at eq (III.3.3) simplifies, and dividing through by⟨n⟩2 on both sides of eq (III.3.3) one arrives at the following result
⟨n(x)n(y)⟩⟨n⟩2 = 1+ ρ¯2(2piλ¯2)d/2(1 + µ2σ2)× (III.3.4)
×(∣ x − y ∣
λ¯
) 2−d2 K 2−d
2
(∣ x − y ∣
λ¯
)
where ∣x − y∣ is the distance between the sites located at x and y, and Kν is the modified
Bessel function of the second kind of order ν [109, 1].
The Bessel function Kν decays exponentially fast for large arguments, and therefore for∣x − y∣ ≫ λ¯ the abundances in x and y become uncorrelated.
Comparing this expression to that of the two point correlation function for the phenomen-
ological model, one observes a striking similarity at all terms. The only difference is the
term µ2σ2 in the parenthesis. This implies that in systems where
µ
2σ2 → 0 the two point
correlation in the SBD model and in the phenomenological model converge to the same
function.
In the next section I will demonstrate that not only all the moments, but the two models
themselves converge in the limit of µσ2 → 0 (the so called "critical limit").
III.4 The critical limit of the spatial generating function
Large fluctuations in the abundance of individuals are a common trait of many real world,
spatially extended communities of living organisms [176, 178, 78, 185, 89]. In mathem-
atical terms this observation can lead to interesting new approaches that have the potential
to simplify the analysis without loosing touch with real world applications.
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As done in the previous chapter for the BD process, I consider the parameter ε = 2(r−b)r+b =
µ/σ2. I also assume the following scaling: b0µ ε = O(1) as ε→ 0+.
The parameter ε indicates how close the system is to the critical point, independently of all
the other spatial degrees of freedom. In order to fix even the scaling of spatial diffusion,
one needs to consider the independent parameter η = Dσ2 . I make the assumption that
η = O(ε) as ε → 0+, and since η/ε = λ2 this implies λ = O(1) . In this way spatial
dispersal and demographic fluctuations will be of the same order in the limit.
Other choices for the scaling of the parameters would end up in more trivial frameworks.
If η = o(ε) patterns emerging from spatial diffusion are negligible over demographic
fluctuations, and one returns to a mean field system, while η = O(1) would result in
spatial dispersal dominating over local birth-death dynamics.
I hence assume that the generating function ζ({H}, t) is analytic at Hi = 0 for any i and
that the most important contribution to the equation of ζ({H}, t) comes from a negative
real neighborhood of the origin with thicknessO(ε). This is tantamount to introducing the
change of variables Hi = εSi into eq (III.2.2) and to expanding in powers of ε, assuming
Si = O(1) and Si ⩽ 0. These assumptions yield the following equation
∂
∂t
ζ({H}, t) =∑
i∈L {[εSi + ε22 S2i +O(ε3)] [Dε ∑j∶∣i−j∣=1 ∂ζ∂Sj+ bγ
ε
∂ζ
∂Si
+ b0 ζ] + r
ε
[ − εSi + ε2
2
S2i +O(ε3)] ∂ζ∂Si}
Retaining only the leading order in ε (with the scaling assumptions for the parameters
considered above) the following is obtained
∂
∂t
ζ({S}, t) =∑
i∈L σ2Si{η∆i ∂ζ∂Si − ε ∂ζ∂Si + ερ2 ζ + εSi ∂ζ∂Si} . (III.4.1)
Finally, rescaling time as T ∶= µt and, with a slight abuse of notation, going back to the
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original notation Si →Hiε one finds:
∂ζ
∂T
=∑
i∈LHi{λ2∆i ∂ζ∂Hi − ∂ζ∂Hi + ⟨n⟩ζ + σ2µ Hi ∂ζ∂Hi} , (III.4.2)
Here ζ indicates the generating function of a set of continuous random variables ni and
the Hi are the conjugated variables.
From the continuous generating function ζ({H}, t) one can calculate the probability
p({n}, t) via the corresponding inverse Laplace transform
p({n}, t) =∏
k∈L ( 12pi
ˆ ∞
−∞ ei nkHkdHk) ζ({iH}, t)
where {iH} = {iH1, ..., iHk, ...}, i.e. it is the set of variables {H} each multiplied by the
complex unity i.
Multiplying eq (III.4.2) by∏k∈L ( 12pi ´∞−∞ ei nkHkdHk) and integrating by parts one obtains
the following Fokker Planck equation for the continuous variables ni
∂
∂T
P ({n}, T ) =∑
i∈L { ∂∂ni [ − (λ2∆ini − ni + ⟨n⟩)P ({n}, T )]++ σ2
µ
∂2
∂n2i
[niP ({n}, T )]} (III.4.3)
which, in the Itô prescription, is equivalent to the following set of Langevin equations
d
dT
ni = λ2∆ini − ni + ⟨n⟩ + σ√
µ
√
ni ξi(T ) for i ∈ L
with ⟨ξi(T )ξj(T ′)⟩ = 2δi,j δ(T − T ′) or, with the change of variable t = T /µ (notice that
ξi(T ) = ξi(t)/√µ)
d
dt
ni = n˙i =D∆ini − µ ni + b0 + σ√ni ξi(t) for i ∈ L (III.4.4)
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where ξi is a zero-mean Gaussian white noise of covariance ⟨ξi(t)ξj(t′)⟩ = 2δi,j δ(t − t′).
This is the first important result of this thesis: in the limit of small ε = µ/σ2 the SBD
model converges to the phenomenological model introduced in the previous chapter, and
their dynamics is defined by the Fokker Planck equation in (III.4.3). This procedure is not
equivalent to the naïve Kramers-Moyal expansion of eq.(III.1.6), nor to Van Kampen’s
system size expansion [100], as demonstrated in Chapter II. In fact, in the first case the
parameter that regulated the expansion is not properly specified, and conclusions stem-
ming from this approach are often non-rigorous. In the system size expansion technique,
instead, one assumes that the system is populated by a very large number of individuals
and that fluctuations are small, but as we have observed, the case of eq (III.4.3) is exactly
the opposite, since fluctuations are dominant. The procedure analysed in this section is
therefore a diffusive approximation of the process in the parameter regimes that have been
identified.
Assuming that σ2/µ is large has important consequences on the features of the model.
Indeed, as calculated in chapter II, in such regime the fluctuations of the number of indi-
viduals living over a certain area diverge, a feature that is typical of systems poised at the
critical point. For such reason, in the rest of this thesis the limit of σ2/µ = 1/ε →∞ will
be referred to as the ’critical limit’ [137].
The diffusive approximation just outlined yields a much simpler set of dynamical equa-
tions for the SBD model, but still there are no known methods to solve eq (III.4.3). Non-
etheless, the knowledge of the details of each single local occupation number is definitely
an over-abundance of information in real-world applications.
In the following I therefore focus on the conditional probability distribution of the system,
which describes the number of individuals present in a certain area (or volume, or seg-
ment). Differently from the procedure used in chapter II, which focused directly on the
Fokker-Planck equation, here the dynamical equations will be calculated from the spatial
generating function.
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III.5 Conditional generating function
Consistently with the notation of the previous chapter, V indicates the set of sites or com-
munities belonging to a d-dim volume of measure ∣V ∣ = V and N(V, t) = ∑i∈V ni(t)
indicates the total number of individuals present in V at time t.
Indicating with p(N ∣V, t) the conditional probability of NV the conditional generating
function will be denoted by
Z(h∣V, t) = ⟨ehN(V,t)⟩ = ˆ ∞
0
dN ehNp(N ∣V, t)
with h ⩽ 0.
It is immediate to observe that Z(h∣V, t) can be easily calculated from ζ by imposing that
the set of variables {H} = {Hi ∶ i ∈ L} take the following values
Hi = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
h if i ∈ V
0 if i ∉ V (III.5.1)
Indeed
ζ({H}) = ⟨e∑kHknk⟩→ Z(h) = ⟨eNVh⟩
Imposing the conditions (III.5.1) to eq (III.4.2) one also finds the equation for the dynam-
ics of Z(h) (within the critical limit), i.e.
∂
∂T
Z(h∣V,T ) = h[λ2∑
i∈V ∆i f(i, h, V, T ) − ∂Z∂h + (III.5.2)+⟨n⟩V Z] + σ2
µ
h2
∂Z
∂h
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where f(i, h, V, T ) = ⟨niehN⟩ and where the following identity has been used
∑
i∈V⟨niehN⟩ = ∂Z∂h (h∣V,T ) . (III.5.3)
The function f(⋅) is in general unknown and can not be easily obtained from first prin-
ciples. The equation that describes its dynamics can nonetheless be calculated from eq
(III.4.2).
In order to do so, first one needs to partial differentiate on both sides byHk, thus obtaining
∂2ζ
∂T∂Hk
=∑
i∈L δi,k{λ2∆i ∂ζ∂Hi − ∂ζ∂Hi + ⟨n⟩ζ + 2σ2µ Hi ∂ζ∂Hi}+∑
i∈LHi{λ2∆i ∂2ζ∂Hi∂Hk − ∂2ζ∂Hi∂Hk + ⟨n⟩ ∂ζ∂Hk + σ2µ Hi ∂2ζ∂Hi∂Hk } .
where δi,k is a Kronecker delta function. Then one needs to impose conditions as in eq
(III.5.1). It is important to notice that, depending on whether k ∈ V or not, Hk = h or
Hk = 0, and therefore different equations are obtained depending on k.
For k ∈ V one finds the following
∂
∂T
f(k, h, V, T ) =λ2∆kf(k, h) − f(k, h) + b0
µ
Z+ (III.5.4)
+h[λ2∑
i∈V ∆i g(i, k, h) − ∂∂hf(k, h) + ⟨n⟩V f(k, h)]++2σ2
µ
hf(k, h) + σ2
µ
h2
∂
∂h
f(k, h)
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while for k ∉ V one has
∂
∂T
f(k, h, V, T ) =λ2∆kf(k, h) − f(k, h) + b0
µ
Z+ (III.5.5)
+h[λ2∑
i∈V ∆i g(i, k, h) − ∂∂hf(k, h) + ⟨n⟩V f(k, h)]++σ2
µ
h2
∂
∂h
f(k, h)
where g(i, k, h, V, T ) ∶= ⟨ninkehN⟩ and the following identity has been used
∑
i∈V⟨ninkehN⟩ = ∂∂hf(k, h, V, T ) . (III.5.6)
Eq.(III.5.4) connects the dynamics of f(⋅) with that of Z(⋅) and of a newly defined func-
tion g(⋅). Since g(⋅) is unknown this approach seems to be inconclusive: proceeding on
calculating the equations for g(⋅) would yield an equation depending on the three point
function, leading to an open hierarchy of equations.
In the continuous spatial limit one can prove that the mathematical treatment simplifies
considerably and further analytical insight can be achieved.
III.6 Spatial continuous limit
The presence of the term ∆ig(i, x, h, t) in equations (III.5.4) and (III.5.5) complicates
considerably their analytical treatment. In order to solve them and calculate f(⋅) one first
needs to obtain a closed set of equations to relate ∆ig(i, x, h, t) only to f(x,h, t) and
Z(h, t).
Appendix B shows the proof that as a approaches zero and becomes negligible with re-
spect to any other characteristic length of the system (such as the characteristic radius
of V) one has that ∆ig(i, j, h, t) = ∆jg(i, j, h, t). Therefore, as a/R becomes small it is
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possible to show that the following identity holds
∑
i∈V ∆ig(i, j, h, V, T ) = ∂∂h∆jf(j, h, V, T ) (III.6.1)
The next step for introducing a spatial continuous limit in equations (III.5.4) and (III.5.5)
is to consider the following rescaling of the parameters
λ¯ = D¯
µ
= λ a b0 = ad b¯0
with D¯ = D a and b¯0 constant as a → 0. Then the density of individuals at point x is
introduced so that nx = ad n(x). Lastly, one defines N(V, t) = ´V dx n(x, t) and, with a
slight abuse of notation, f(x, h, V, T ) = ⟨n(x) ehN⟩ (in fact the average is now taken over
the continuous range of values of n(x)).
With such considerations eq (III.5.2) becomes
∂
∂T
Z(h∣V,T ) = h[λ¯2 ˆV dx ∇2x f(x, h, T ) − ∂Z∂h + (III.6.2)+⟨n⟩V Z] + σ2
µ
h2
∂Z
∂h
In the limit a → 0 and exploiting the appropriate scaling relationships at eq (III.6.1) also
the following equality holds
λ¯2
ˆ
V dx ∇2x g(x,y, h, V, T ) = λ¯2 ∂∂h∇2y f(y, h, V, T )
In this spatial continuous limit the equation for f(y) in the case of y ∈ V (i.e. equation
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III.5.4), becomes
∂
∂T
f(y, h, V, T ) =λ¯2∇2y f(y, h) − f(y, h) + ⟨n⟩Z+ (III.6.3)
+h[λ¯2 ∂
∂h
∇2yf(y, h) − ∂∂hf(y, h) + ⟨n⟩V f(y, h)]++σ2
µ
∂
∂h
[h2f(y, h)]
For the case y ∉ V , i.e. eq (III.5.5), instead one finds
∂
∂T
f(y, h, V, T ) =λ¯2∇2y f(y, h) − f(y, h) + ⟨n⟩Z+ (III.6.4)
+h[λ¯2 ∂
∂h
∇2yf(y, h) − ∂∂hf(y, h) + ⟨n⟩V f(y, h)]++σ2
µ
h2
∂
∂h
f(y, h)
These two equations depend on f(⋅) and Z(h), and, together with eq (III.6.2), form a
closed set of equations (in fact we have removed the explicit dependence on g(⋅)). Notice
that f(x, h, V, T ) is not always a continuous function. For example, in the regime of small
diffusivity, i.e. λ¯ = 0, one can calculate from eq (III.6.3) and eq (III.6.4) that
f(x, V, h, T ) = 1
V
∂Z
∂h
for x ∈ V
f(x, V, h, T ) =⟨n⟩Z for x ∉ V
These equalities could also be calculated considering that for λ¯ = 0 each site is inde-
pendent and each meta-population undergoes a simple birth death process, so that indeed
n(x) = N(R)/V for x ∈ V and n(x) is independent of N(R) for x ∉ V . This of course
leads again to
⟨n(x)ehNV ⟩ = 1
V
⟨NV ehNV ⟩ for x ∈ V
⟨n(x)ehNV ⟩ = ⟨n(x)⟩⟨ehNV ⟩ for x ∉ V
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Focusing on the case of V being a d-dimensional ball of radius R and indicating now NV
as N(R), equation (III.6.3) will describe f(x) for ∣ x ∣< R, while eq (III.6.4) will be valid
for ∣ x ∣⩾ R.
Notice that with this choice the mean and variance of the random variable N(R) are
exactly equal to those calculated in chapter II, i.e. ⟨N(R)⟩ = b¯0V /µ and the variance is
exactly equal to that reported in eq (II.10.3). Indeed, by putting h = 0 in equations (III.6.3)
and (III.6.4) one recovers eq (II.9.2 ). These results will also be of focal importance in the
next paragraph to calculate an approximate analytical form for f(x), which will turn out
to be very accurate for any parameter choice in the vicinity of the critical point.
III.7 Approximate solution at stationarity
Equations (III.6.2) and (III.6.3) constitute a closed set of equations for Z(h) and f(x) in
the case x ∈ V . It is easy to see from the definition of f(⋅) that the following equations
must hold for any h and any T :
ˆ
V f(x, V, h, T )dx = ∂Z∂h (h∣V,T ) (III.7.1)
The previous chapter focused on calculating the first and second moments of N(R), as
well as the correlation function ⟨n(x)N(R)⟩. I here recall the main results, which are⟨N(R)⟩ = b¯0V /µ, and
⟨n(x)N(R)⟩ = ⟨n⟩⟨N(R)⟩ + σ2
µ
⟨n⟩Ψ(∣ x ∣
λ¯
,
R
λ¯
) for ∣ x ∣< R
⟨N2V⟩ = ⟨N(R)⟩2 + σ2µ ⟨N(R)⟩ ψ(Rλ¯ )
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(a) (b)
(c) (d)
Figure III.6.1: Comparison of simulated data of eq (III.1.6) at stationarity with the
theoretical prediction of eq(III.7.15) in dimension one. Histograms are simulated data,
with the black segments indicating errors at two standard deviations. The blue line is
the prediction made using eq (III.7.15), while the red line is the gamma distribution in
the mean field regime, i.e. as in eq (III.7.15) but assuming no spatial dispersal (and so
Σ(R) = σ2/µ). The parameters of the model are D = 30, b0 = 0.5, µ = 0.01 and σ = 10.
Panel (a) refers to a segment of length 10 sites, panel (b) to one of length 20, and panel
(c) 60. Panel (d) instead compares the pair correlation function from simulated data with
the theoretical formula calculated in eq (II.8.4). The lattice has a total of 400 sites, and
periodic boundary conditions were imposed. More details on the simulation scheme and
on how errors and histograms are calculated will be given in Chapter IV.
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where
Ψ(∣ x ∣
λ¯
,
R
λ¯
) = 1 − (∣ x ∣
R
)1− d2 K d2 (Rλ¯ ) I d2−1( ∣x∣λ¯ )
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) +K d2−1(Rλ¯ )I d2 (Rλ¯ ) (III.7.2)
and
ψ(R
λ¯
) = 1 − d λ¯
R
K d
2
(R
λ¯
)I d
2
(R
λ¯
)
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) + I d2 (Rλ¯ )K d2−1(Rλ¯ ) (III.7.3)
To gain a better idea of the behaviour of these functions, which will be of pivotal im-
portance in the following, the reader is referred to figures II.10.1 and II.9.1 in chapter II.
In that context, these quantities were obtained from the phenomenological model, but as
we have demonstrated in the previous section, the SBD model and the phenomenological
model converge in the critical limit, and so do the moments of the conditional probability
distribution.
III.7.1 A series expansion for f(⋅)
In this section I want to outline how it is possible to obtain an analytic approximation
of the function f(x, V, h) at stationarity. This will be then used to calculate an approx-
imate distribution for the conditional distribution of the SBD model in the critical limit
(equivalently, for the phenomenological model of chapter II).
As a starting point f(x, V, h, T ) will be re-written in terms of a series expansion such as
f(x, V, h, T ) = 1
V
∂Z
∂h
[ ∞∑
i=0 hiAi(x, V, T )] (III.7.4)
where Ai are functions that must be appropriately calculated. Imposing that
f(x, V, h, T )∣
h=0 = ⟨n(T )⟩
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i.e. that f(x, V, h, T )∣
h=0 = ⟨N(R,T )⟩/V by homogeneity, one readily finds that A0(x) =
1 and so
f(x, V, h, T ) = 1
V
∂Z
∂h
[1 + ∞∑
i=1 hiAi(x, V, T )] (III.7.5)
From the conditions in eq (III.7.1), one further observes that the following equality must
always be satisfied ˆ
V Ai(x, V, T ) dx = 0 for i = 1,2, ... (III.7.6)
Following the definition of f(x, V, h, T ) one also has
∂m
∂hm
f(x, h)∣
h=0 = ⟨n(x, T )N(R,T )m⟩
Making use of these relations it is possible to calculate implicitly the value of each of the
functions Ai in the expansion. For example by partial-differentiation of eq (III.7.5 ) and
taking h = 0 one obtains
⟨n(x)N(R,T )⟩ = 1
V
⟨N(R,T )2⟩ + ⟨n(T )⟩A1(x, T )
which (implicitly) yields the following expression for A1(x, T )
A1(x, T ) = 1⟨n(T )⟩(⟨n(x, T )N(R,T )⟩ − 1V ⟨N(R,T )2⟩) (III.7.7)
At stationarity the T dependence is dropped and, from the results of previous sections and
of Chapter II,A1(x) can be written explicitly. After some easy algebraic calculations, and
substituting equations (II.9.4) and (II.10.1) the following expression is obtained
A1(x) = σ2
µ
[Ψ(∣ x ∣
λ¯
,
R
λ¯
) − ψ(R
λ¯
)] (III.7.8)
In theory one could continue with the calculation of the moments ofN(R) and proceed to
writing the explicit equations for each of the Ai(⋅). However a good deal of simplification
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can be obtained by truncating the expansion in eq (III.7.5) to only the second term. This
yields the following approximate expression for f(x, h)
f(x, h) = 1
V
∂Z
∂h
[1 + hA1(x)] (III.7.9)
Of course this is just an approximation and at this stage there is no saying how big is the
error that one introduces by truncating the expansion. A proper evaluation of the accuracy
of this method is undertaken in section III.7.3. Before the evaluation of the accuracy, the
next section will focus on the explicit calculation of the conditional generating function.
III.7.2 Calculation of the approximate solution at stationarity
Substituting eq (III.7.9) into eq (III.6.3), and noticing that
∇2xA1(x) = 1⟨n⟩∇2x⟨n(x)N(R)⟩ (III.7.10)
which follows directly from eq (III.7.7), one immediately obtains the following equation
λ¯2h
V ⟨n⟩
ˆ
V dx ∇2x⟨n(x)N(R)⟩ ∂Z∂h − ∂Z∂h + ⟨n⟩V Z + σ2µ h∂Z∂h = 0 (III.7.11)
I here recall that ⟨n(x)N(R)⟩ satisfies the following equation (see eq (II.9.3) )
λ¯2∇2x⟨n(x)N(R)⟩ − ⟨n(x)N(R)⟩ + ⟨n⟩⟨N(R)⟩ + σ2µ ⟨n⟩Θ(∣ x ∣ −R) = 0 (III.7.12)
which in turn gives
λ¯2
ˆ
V dx ∇2x⟨nxN(R)⟩ =⟨N(R)2⟩ − ⟨N(R)⟩2 − σ2µ ⟨N(R)⟩ = (III.7.13)=⟨N(R)⟩Σ(R) − σ2
µ
⟨N(R)⟩
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(a) (b)
(c) (d)
Figure III.7.1: Comparison of simulated data of eq (III.1.6) with the theoretical predic-
tion of eq (III.8.3) at different times in dimension one. Histograms are simulated data,
with the black segments indicating errors at two sigmas. The blue line is the prediction
made by using eq III.8.3, while the red line is the mean field solution, i.e. eq (III.8.3) with
Σ(R) = σ2/µ. The parameters of the model are D = 150, b0 = 5, b = 300 and d = 301.
Panel (a) refers to T = 0.5, panel (b) to T = 2, and panel (c) to T = 20. Panel (d) instead
compares the pair correlation function from simulated data at stationarity with the theor-
etical formula calculated in eq (II.8.4). The lattice has a total of 200 sites. More details
on the simulation scheme and on how errors and histograms were calculated will be given
in Chapter IV
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where the relationship Σ(R) = ⟨N2(R)⟩−⟨N(R)⟩2⟨NV ⟩ has been used (it stems from eq (II.10.3)
and eq (II.10.4) ).
Substituting the LHS of eq (III.7.13) into equation (III.7.11) one arrives at the following
(1 − h Σ(R))∂Z
∂h
= ⟨n⟩V Z (III.7.14)
This equation is easily solved in h, and imposing normalisation conditions, i.e. that
Z(h)∣
h=0 = 1, the following explicit formula for Z(h) is obtained
Z(h∣V ) = (1 − h Σ(R))− ⟨N⟩Σ(R)
Inverting Z(h∣V ) (using the inverse Laplace transform) yields the probability distribution
for N at stationarity, i.e.
P (N ∣R) = ( 1
Σ(R)) ⟨N(R)⟩Σ(R) N
⟨N(R)⟩
Σ(R) −1e− NΣ(R)
Γ ( ⟨N(R)⟩Σ(R) ) . (III.7.15)
which is a gamma distribution and is exactly equal to the one that was heuristically as-
sumed in Chapter II as the stationary conditional probability distribution of the phenomen-
ological model, i.e. eq (II.11.1). This result is not trivial and does not only represent a
perturbation of the mean-field regime. The simplicity of this equation is in striking con-
trast with the complexity of the SBD model, and in fact it is a good approximation of
P (N ∣R) only in some regimes of parameters, i.e. the critical regime described before.
In equation (III.7.15) one can observe that changes of the spatial scale are encoded in the
appropriate scaling of the parameters. Since Σ(R) = σ2µ as λ¯ → 0 one also re-obtains the
mean field solution in such limit. On the other hand the fact that Σ(R) → 0 as λ¯ → ∞
leads to Z(h∣V ) = e⟨N(R)⟩h, and the probability distribution reduces to a delta function
centered at the mean population ⟨N(R)⟩.
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Figure III.6.1 compares the simulations of the Markov birth death process with rates in eq
(III.1.5) at stationarity and the conditional probability density function just obtained at eq
(III.7.15). The match is surprisingly good at all scales.
III.7.3 Evaluation of the accuracy of the method
In order to calculate the accuracy of such approach and to estimate the error that one
introduces truncating the expansion at eq (III.7.5) as in eq (III.7.9) one possibility is to
substitute the expression for f(⋅) at eq (III.7.9) into eq (III.5.4) at stationarity. This way
it is possible to give explicit calculation of the terms that do not cancel out.
Substituting eq (III.7.9) into eq (III.6.3) one obtains
∂
∂T
1
V
∂Z
∂h
[1 + hA1(x)] =λ¯2∇2x 1V ∂Z∂h [1 + hA1(x)] − 1V ∂Z∂h [1 + hA1(x)] + ⟨n⟩Z++h{λ¯2 ∂
∂h
∇2x 1V ∂Z∂h [1 + hA1(x)] − ∂∂h 1V ∂Z∂h [1 + hA1(x)]++⟨n⟩V 1
V
∂Z
∂h
[1 + hA1(x)]}+
+σ2
µ
∂
∂h
{h2 1
V
∂Z
∂h
[1 + hA1(x)]} (III.7.16)
At stationarity (i.e. putting all time derivatives to zero), taking eq (III.7.10) and substitut-
ing the LHS of eq (III.7.13) into eq (III.7.16), the following equation is obtained
∂
∂h
{h[ − (1 − hΣ(R))∂Z
∂h
+ ⟨n⟩V Z]}+ (III.7.17)
+A1(x,R){ ∂
∂h
[σ2
µ
h3
∂Z
∂h
] + h2 ⟨n⟩V ∂Z
∂h
} = 0
One can immediately observe that retaining only terms up to O(h) for h small this equa-
tion reduces to the h-partial derivative of eq (III.7.14), and hence is solved by the probab-
ility density function at eq (III.7.15). The limit of small h is tantamount to considering a
large population approximation.
III.7. APPROXIMATE SOLUTION AT STATIONARITY 79
(a) (b)
(c)
Figure III.7.2: Comparison of simulated data of eq (III.1.6) with the theoretical predic-
tion of eq (III.8.3) at different times in dimension one and for different segment length.
Histograms are data simulated with Doob-Gillespie algorithm, with the black segments
indicating errors at two standard deviations. the different colors represent different times,
with red indicating T = 0.05, green T = 0.5 and blue T = 2. The parameters here are
D = 150, b0 = 5, b = 600 and d = 601 (hence γ = 1/2). Panel (a) refers to a segment
of length 20 sites, panel (b) to one of length 40 sites, and panel (c) 60 sites. The lattice
has a total of 400 sites. More details on the simulation scheme and on how errors and
histograms were calculated are given in chapter IV
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Another important case where the equation is satisfied is for A1(x,R) = 0. As seen in eq
(III.7.8), A1(x,R) can be written in terms of Ψ(⋅) and ψ(⋅) as follows
A1(x,R) = σ2
µ
[Ψ(∣ x ∣
λ¯
,
R
λ¯
) − ψ(R
λ¯
)]
As was showed in the previous chapter (and in figures II.10.1 and II.9.1) fixing ∣ x ∣ and
R and taking λ¯→ 0 the following asymptotic expansions are found
Ψ(∣ x ∣
λ¯
,
R
λ¯
) = 1 +O[e−R−∣x∣λ¯ (∣ x ∣
R
)1−d]
ψ(R
λ¯
) = 1 +O( λ¯
R
)
Therefore for ∣ x ∣< R their difference indeed vanishes and A1(x,R) → 0. At the same
time one can verify that Ψ and ψ both tend to zero as λ¯ → ∞ (see eq (II.9.8) and
eq (II.10.5), and figures II.10.1 and II.9.1). even in this regime one therefore obtains
A1(x,R)→ 0.
The analysis of equation (III.7.17) has highlighted that there exists at least two para-
meter regimes where the error that is introduced truncating the expansion (III.7.5) as in
eq (III.7.9) tends to zero. Together with such regimes it was also shown that for large
populations, i.e. if one retains terms up to O(h) as h → 0, the neglected terms are of
higher order.
The interplay of these two effects makes it possible to approximate the conditional dis-
tribution of the model with eq (III.7.15) with very high accuracy for many choices of
parameters close to the critical point. Intuitively, as the system stirs away from the mean
field case (λ¯ = 0) one needs to consider slightly larger populations and the approximation
is still good. By increasing λ¯, one reaches the maximum of A1(x,R) and the approxim-
ation deteriorates (though it can still be very accurate), but as soon as λ¯ is increased the
approximation yields again better results, and moving towards the regimes of very large
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λ¯ it keeps improving. These intuitions are confirmed by simulations in all the expected
cases.
In Appendix C a similar process is undertaken for f(x) for the case ∣ x ∣> R for solving
eq III.6.4. An implicit form is obtained and consistency equations are found. However,
this case turns out to be involved, and it is not possible to find an approximation whose
functional form is independent of the spatial scale, as instead was possible for ∣ x ∣< R.
III.8 Time-dependent spatial analysis
The study of stationary patterns has revealed that there is a surprising parallelism between
the mean field probability distribution and the conditional distribution in the spatially ex-
tended model, in that the functional form of the conditional probability distribution turns
out to be scale invariant and to coincide with the mean field distribution. It is now natural
to wonder what is the relationship among them as the system moves away from station-
arity. In particular, is it still true that, approximately, the spatial conditional distribution
retains the mean field shape? And if so, how do parameters vary with scale?
In appendix E, I consider an ansatz for the functional form of f(x, h, V, T ) which allows
for some analytic treatment. The results that are obtained reflect the intuition that if the
conditional probability distribution is form invariant at stationarity, then this must hold
true also close to the stationary regime (i.e. for t ≫ µ ). In this section I will only give
an overview of the results of such analysis, which is not fully rigorous and has to be
considered as an approximation for t ⩾ µ. Nonetheless it gives an insightful look into the
spatial evolution of the SBD model.
For values of T = µt that are not too small (see appendix E) the Fokker-Planck equation
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure III.7.3: Comparison of simulated data of eq (III.1.6) with the theoretical predic-
tion of eq (III.8.3) at different times in dimension one. Histograms are simulated data,
with the black segments indicating errors at two standard deviations. The blue line is the
prediction of eq (III.8.3), while the red line is the mean field solution, i.e. eq (III.8.3)
with Σ(R) = σ2/µ. The parameters of the model are D = 500, b0 = 10, b = 1200 and
r = 1203. Length of the segments and times are reported in the titles of the plots. Notice
that for small t the analytical solution (blue line) does not give accurate results, but also
that already for t = 0.5 the accordance is very good. The lattice has a total of 200 sites.
More details on the simulation scheme and on how errors and histograms were calculated
will be given in Chapter IV.
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that describes the time-dependent conditional probability distribution reads
∂
∂T
p(N,T ) = − ∂
∂N
[(⟨N(R)⟩ −N)p(N,T )] +Σ(R) ∂2
∂N2
[N p(N,T )] (III.8.1)
In the Itô prescription this equation is associated to the following Langevin equation
N˙(R) = b¯0V − µN(R) + σ√ψ(R/λ¯)N(R) ξ(t) (III.8.2)
where ξ(t) is a Gaussian white noise with covariance ⟨ξ(t)ξ(t′)⟩ = 2 δ(t − t′).
Notice that eq (III.8.2) has the same exact form as eq (II.5.2) where the mean and the
fluctuations have been rescaled to accommodate changes of size of the area (or volume,
or length).
If the number of individuals in V at time t = 0 is N0, solving eq (III.8.1) the probability to
have N individuals at time t is given by the following equation [13]
p(N, t∣N0,0) =( 1
Σ(R)) ⟨N⟩Σ(R)N ⟨N⟩Σ(R)−1e− NΣ(R) [(
1
Σ(R))2 N0N e−µt] 12− ⟨N⟩2Σ(R)
1 − e−µt
× exp [ − 1Σ(R)(N +N0)e−µt
1 − e−µt ] I ⟨N⟩Σ(R)−1[ 2Σ(R)
√
N0Ne−µt
1 − e−µt ] (III.8.3)
For λ¯ → 0 it can be verified that indeed one retains the mean field solution of the model
since Σ(R) = σ2/µ. In appendix E it is also shown that for t→∞ this equation converges
to the stationary solution, i.e. eq (III.7.15).
In chapter II the species turnover distribution was introduced to account for the turnover
in species abundance in the mean field model (see equation (II.6.2) ). I recall here that
the STD measures the probability that the ratio of abundances of a species separated by a
time interval t, N(t)/N(0), is equal tom. Under stationary conditions, in the SBD model
it is possible to obtain its explicit form by just replacing ⟨n⟩ = b0/µ with ⟨N⟩ = b¯0V /µ
and σ2/µ with Σ(R) in eq (II.6.3).
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The result is the following
STD(m, t) = A m + 1
m
(eµt) ⟨N⟩2Σ(R)
1 − e−µt (sinh(µt/2)m ) ⟨N⟩Σ(R)+1××( 4m2(m + 1)2eµt − 4m) ⟨N⟩Σ(R)+ 12 (III.8.4)
with A being a normalisation constant, ⟨N⟩ = b¯0Vµ and Σ(R) taking the form in eq
(II.10.4).
These equations have been compared to simulations of the SBD model: figures III.7.1,
III.7.2 and III.7.3 show comparison of eq (III.8.3) with the simulations of the system,
which have been made using Doob-Gillespie algorithm (more details on the simulation
scheme are given in chapter IV). It is possible to observe that as one moves away from sta-
tionarity the model performs worse, and in the cases of T ≪ 1 the analytical and simulated
distributions differ significantly. Nonetheless, the accord of the predicted distribution and
the simulated one is very good even at relatively small times, i.e. for T ≈ 1.
Equation (III.8.1) has the same structure as the mean field equation of the model, i.e. eq
(II.5.1). This process, unlike the spatial one , satisfies the detailed balance condition at
stationarity as the flux at N = 0 is set to zero. This result suggests that there are some
families of spatially-explicit processes which, when conditioned on a volume, can be well
approximated by spatially-implicit processes. Whilst the former brakes detailed balance,
the latter turns out to be simpler and satisfies the detailed balance condition. In this model
the region of this approximation is close to the critical point of the process, and in such
regime it has been possible to calculate the conditional probability distribution of the
process explicitly.
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Chapter IV
Simulation Schemes and Data Analysis
IV.1 Simulations of the process
Simulations of spatial stochastic processes are often affected by severe drawbacks and
limitations. From the theoretical side, adding spatial dispersal to a process is no more
problematic than adding a new reaction channel to the system. But from the compu-
tational side, the memory requirements involved in the simulation of spatially extended
systems can easily add up to the mega-Bytes for lattices of only thousands of sites. If one
further wants to characterise the probability distribution of the process, then each realisa-
tion has to be run many times (tens or hundreds of thousands) and the memory needed
easily scales up to the Gigabytes and beyond.
Issues arise also around the time needed for running the code. It is well known that there
exist an exact way to simulate Markov jump processes, known as the Doob-Gillespie
scheme [71]. It operates by evolving the system through time from an initial configuration
to a desired time t, and the results are rigorous to computer accuracy (i.e. minimal errors
are due to number storage, but this is easily negligible in most cases). However, this
scheme is extremely slow and it may take several days to progress relatively small systems
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to equilibrium. It goes without saying that the analysis of stationary distributions is often
intractable in practice with the current computational power.
There exist many approximate ways to speed up the simulation of stochastic processes.
Among the most well-known is the so called "τ -leap" algorithm [72, 35]. Instead of ex-
ecuting one reaction in every microscopic time interval and changing the participating
species by stoichiometric populations, in the "τ -leap" algorithm one selects a coarse-
time increment, which is usually larger than the microscopic one, "fires" each reaction
multiple times and updates the populations after each time step accordingly. This approx-
imate method is faster (depending on how large the coarse-time increment is taken), but
it also presents many disadvantages. For example, it is often inconsistent with boundary
conditions and it may generate negative abundances for rare species.
In the following, I will describe two algorithms for generating realisations of stochastic
processes. The first will be the exact Doob-Gillepsie algorithm.
IV.1.1 Doob-Gillespie Algorithm
In a one dimensional regular lattice (i.e. a segment) withM sites, I have imposed periodic
boundary conditions: the site at positionM−1 is neighbour with that at position 0 and vice
versa. This framework is a good approximation of the infinite lattice when the correlation
length of the system is much smaller than M .
I choose a homogeneous initial configuration with constant local abundance of individu-
als, i.e. every site has the same initial number of individuals.
The first step of the algorithm is to decide which reaction occurs. The probability of each
reaction to take place is proportional to the rate of that reaction. For example, if in a
generic process the rate of going from state i to state j isRi,j , then the probability to jump
IV.1. SIMULATIONS OF THE PROCESS 87
to state j in a time step δt when the system is in state i (Pi→j) is going to be equal to
Pi→j = Ri,j∑kRi,k
Therefore, one can decide which reaction occurs at a certain time t by generating a random
number, uniformly distributed in the interval [0,1], and assigning to each of its values a
reaction channel (proportionally to Pi→j).
After updating the state of the system according to the selected reaction channel, one
needs to update the time count. It can be demonstrated that the time interval between
two reactions is exponentially distributed with mean dependent on the inverse of the total
reactiveness of the system. For example, if the system is in state i the time needed for
another reaction to occur (indicated with T ) will be exponentially distributed with mean
1/∑kRi,k. One can hence draw the value of T from this distribution and update the
total time count. Then one proceeds at selecting the next reaction to ’fire’ following the
previous steps.
By repeating this procedure, it is possible to create a faithful simulation of the dynamical
evolution of the system. For more details see [73]
In the one dimensional case and for relatively small lattices (≈ 200 sites), I have been
able to simulate the full time development of the system for some parameter choices.
Results are reported in figures III.7.1 and III.7.2. For larger values of λ¯ (recall that it is
the correlation length of the system, defined in chapter III), or in higher dimensions this
algorithm is not a viable option, mostly due to restrictions in the maximum running time
of the code.
Another simulation scheme can be implemented which is efficiently optimised for the
stationary distributions of stochastic partial differential equations, and which allows to
inspect a much larger set of parameters.
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Figure IV.1.1: Illustration of the phenomenological algorithm. The figure illustrates
the different steps of the phenomenological algorithm. In step (a) a site in the lattice is
chosen (uniformly at random), then in step (b) the abundances in the nearest neighboring
sites are considered and Y (t) is calculated with eq (IV.1.4). In step (c), the value in the
site is updated drawing from the distribution in eq (IV.1.6). Then the process is repeated
until the simulated configuration reaches the desired level of accuracy.
IV.1.2 "Phenomenological" Algorithm
The critical limit, as defined in chapter III, has provided a novel ’diffusion approxima-
tion’ for the analysis of the SBD model. The initial discrete random variables ni, charac-
terising the local number of individuals, were approximated by continuous random vari-
ables, and accordingly the master equation of the Markov jump process was transformed
into a stochastic partial differential equation (SPDE), i.e. eq (III.4.4).
Simplistic numerical schemes for integrating SPDEs are affected by severe drawbacks.
For instance, in a first-order explicit Euler method for the mean-field model the following
update rule for n(t +∆t) from n(t) is used
n(t +∆t) = n(t) +∆t[b0 − µn(t)] + σ√∆t n(t)N(0,1) (IV.1.1)
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where N(0,1) is a zero mean random Gaussian variable with variance one. For initial
values n(0) that are close to zero this method eventually produces negative n(⋅) values.
In the spatial case these negative densities are even more harmful because they correlate
with each other and drive entire clusters of sites to negative, non-physical values.
An efficient way of integrating some families of stochastic (partial) differential equations
with multiplicative noise such as eq (II.7.1) can nonetheless be formulated. Building
on a previous method introduced in the context of directed percolation [54], one can
separate the integration of the spatial part of the equation (the discrete Laplacian) from
the stochastic part.
I here recall the definition of the discrete Laplacian on a 2-dimensional regular lattice of
mesh size a
∆xnx(t) = 4∑
i=1 (nx+aei(t) − nx(t)) (IV.1.2)
where e1 = (1,0), e2 = (−1,0), e3 = (0,1) and e4 = (0,−1): these are the direction unitary
vectors of the lattice. Obviously this notation can be generalised to any dimension d, with
ej = (0, ...,1,0, ...) and ej+1 = (0, ...,−1,0, ...) having non zero elements at the ⌊j/2⌋-th
place.
I also recall that in the spatially explicit case within the critical limit the dynamics of the
SBD model is described by the following stochastic partial differential equation (III.4.4)
n˙x(t) =D ∆x nx(t) + b0 − µ nx(t) + σ √nx ξi (IV.1.3)
with x ∈ L (recall that L is a regular, d-dimensional lattice of side a).
I therefore introduce the following notation
Ynn{x}(t) =D 2d∑
i=1nx+aei(t) + b0 and Ω = 4Da2 + µ (IV.1.4)
where the notation nn{x} indicates the nearest neighboring sites of x. I rewrite eq (IV.1.3)
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as
n˙x(t) = Ynn{x}(t) −Ω nx(t) + σ√nx ξi (IV.1.5)
Notice that Ynn{x}(t) is positive since both nx and b0 are strictly positive.
Conditional on Ynn{x}(t), one can readily observe that eq (IV.1.5) has the same form as
the Langevin equation of the mean field model, eq (II.5.2), where b0 is substituted with
Ynn{x}(t) and µ with Ω. It appears, therefore, evident that Ynn{x}(t) can be interpreted
as an effective immigration parameter which accounts for the global as well as the local
immigration in site x from neighbouring sites.
Following the same steps outlined in chapter II for caculating eq (II.5.3), it is straightfor-
ward to prove that at stationarity the following holds
P (nx∣Ynn{x}(t), t) = ( Ω
σ2
)Ynn{x}(t)σ2 N Ynn{x}(t)σ2 −1e−N Ωσ2
Γ (Ynn{x}(t)σ2 ) . (IV.1.6)
These observations set the ground for a novel numerical integration scheme for the field
nx(t) at stationarity in generic dimension d. As a first step (step (0)), one initializes the
lattice with n(0)x > 0. A typical choice is to set a constant value in each voxel. At the m-th
step (labelled (m)) one randomly selects a site, labelled x, and calculates
Y
(m)
nn{x}(t) =D 2d∑
j=1n
(m)
x+aej + b0
Then the value of n(m)x is updated by sampling from eq (IV.1.6), the stationary distribution
conditional on Y (m)
nn{x} , i.e.
n
(m+1)
x = Gamma[Y (m)nn{x}(t)
σ2
,
σ2
Ω
]
where Gamma[α,β] is the gamma distribution with shape parameter α and scale para-
meter β.
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(a) (b)
(c) (d)
Figure IV.1.2: Comparison of simulated data of the model with the theoretical pre-
diction of eq (III.7.15) at different times in dimension two. Histograms are simulated
data, with the black segments indicating errors at two standard deviations. The blue line
is the prediction made using eq (III.7.15), while the red line is the mean field solution,
i.e. as the one reported in eq (II.5.3). The parameters of the model are D = 20, b0 = 0.1,
µ = 0.1 and σ = 10. Panel (a) refers to an area of radius 5 sites, panel (b) to one of radius
R = 10, and panel (c) to R = 20. Panel (d) instead compares the pair correlation function
from simulated data at stationarity with the theoretical formula calculated in eq (II.8.4).
The lattice has a total of 10,000 sites placed on a square lattice of 100 × 100 sites.
It is worth remarking that, since n(0)x ⩾ 0, then also Ynn{x}(t) and Ω are, and therefore by
construction n(m)x > 0 at any step m. The process whose steps have just been outlined is
therefore guaranteed to avoid the inconsistencies caused by negative densities.
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By repeating this process multiple times, the value in each and every site is updated. One
continues this process until all the stationary summary statistics of interest do not change
significantly between generations, or until they match a stationary summary statistics cal-
culated analytically from the model (e.g. the two point correlation function) (fig IV.1.1).
The data represented by the histrograms in figures II.11.1 , II.10.2, III.6.1 and IV.1.2 have
been calculated using this simulation scheme.
It is worth remarking that the algorithm does not simulate the temporal dynamics of the
systems: the m-th iterative steps does not correspond to the m-th time-step of evolution
of the system. The algorithm proceeds from a randomly generated initial configuration
(which could be even uniform) towards a configuration (a field) which is sampled from
the stationary probability distribution of eq (III.4.4).
Here, I will not give any mathematical proof that such approach converges to the actual
stationary distribution of the process. To the best of our knowledge, such a proof has
not yet been reported in the literature. Instead, I will compare its results with those of
the correspondent birth-death Markov jump process simulated with the Doob Gillespie
algorithm close to the critical point. Despite not being a proof, this gives a first term
of comparison of the accuracy of the new, ’phenomenological’ scheme. The results are
shown in fig IV.1.3. The agreement is very good for every single point.
All the graphs presented in this thesis are the result of the following procedure. I have im-
plemented the numerical scheme for several choices of parameters, and for each choice I
have calculated 50000 independent realisations of the process. Error bars were calculated
by grouping the results into 50 sets made of 1000 realizations each. The Doob-Gillespie
algorithm was implemented only in the one dimensional case, while the so called ’Phe-
nomenological’ scheme was used also in the two dimensional case. I have compared the
analytic pair correlation function and conditional probability distribution to the analytic
one obtained through the mathematical analysis of previous sections. The results show
excellent agreement in all expected regimes.
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(c) (d)
Figure IV.1.3: Comparison of the conditional probability distribution simulated on
the same set of parameters and on lattices of the same size using different algorithms at
stationarity and in one dimension. Blue dots represent data from the phenomenological
scheme (and blue segments are the respective errorbars), while red dots are from the
Doob-Gillespie algorithm (with respective errorbars).The black solid line is the analytic
prediction from eq (III.7.15). The choice of parameters is b = 600, d = 601, γ = 0.5, b0 = 5
(D = 150) and hence λ ≈ 12. The lattices have 200 total sites, and periodic boundary
conditions have been used.
IV.2 Ecological descriptors and data analysis
The rest of this chapter will focus on the analysis of real ecological data, and on the
comparison between them and some theoretical predictions that are obtained through the
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models that have been analysed in previous chapters.
Ecological patterns are deeply tied up in issues of scale. It is evident, even from the every-
day personal experience, that environmental conditions vary in complex, multi-scaled
ways in space and time. Different organisms move and respond to such external stimuli
in different ways depending on their size, geographical position, attitude, age, ecc.
Nonetheless, important contributions to our understanding of community assembly have
come from the study of ecological patterns across scales. Macro-ecology has been prolific
at suggesting new tools and descriptors, each with the aim of shedding light on some
specific trait [14]. For example, the Relative Species Abundance (RSA) describes the
probability of finding a species with n individuals living on a specific area and it brings
important information on the very own survival rates of individuals, on their chances of
successfully giving birth, on their spatial dispersal, and ultimately also on the nature of
interactions with other specimen. The RSA plays a pivotal role for conservation strategies
and for assessing biodiversity. A plethora of models have tried to address the mechanisms
underpinning its functional shape, and many have succeeded in matching empirical data
fairly well. Most of them rely on mean-field models and assume well-mixed populations,
even though the assumptions underpinning these models are usually not satisfied in real
datasets [171, 172, 142].
The β-diversity examines the characteristic spatial turnover of species, and it is propor-
tional to the probability that two individuals picked at random in the system at a certain
distance r are con-specific. Since real populations are spatially clustered, aggregation
decreases the similarity of communities that are farther apart, thus promoting a higher
diversity. This implies that the β-diversity of empirical systems is typically a decreas-
ing function of r. For understanding spatial turnover often the pair correlation function,
defined as in equation (II.8.4), is preferred.
The Species-Area Relationship (SAR), instead, describes how the average number of spe-
cies increases with the size of the sampled area. It has been observed to display three
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Figure IV.2.1: Spatial Ecological descriptors. Spatial ecological descriptors are deeply
intertwined. The image illustrates the relationship between the relative species abundance
and the species area relationship at the different scales. Figure from [10].
qualitatively different behaviors from local to continental spatial scales: in log-log scale
it is approximately linear at very small and very large scales, while is is power-law-like at
intermediate scales. This is often referred to as the ’triphasic curve’. The SAR also retains
the longest history of research and analysis, and it is of crucial importance for accounting
rare and endangered species.
These three ecological patterns are not independent from one another, but are inter-related
in a deep way [10, 142]. The following paragraph describes how to calculate the theoret-
ical SAR from the RSA at the different scales under the assumption of neutral population
dynamics.
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IV.2.1 From P (N ∣R) to the SAR
In the following analysis I always assume that, in a first approximation, ecosystems are
two dimensional systems. The total number of individuals living in an area A of radius R
is indicated with N(R) = ∑x∈A nx, consistently with the notation of previous chapters.
Neutral dynamics, i.e. the assumption that individuals are equal on a per capita basis
regardless of their species, will also be considered. A given species is observable in A
if it has at least one individual. Therefore, being P (N ∣R) the probability of it having an
abundance of N individuals,
´∞
1
P (N ∣R)dN expresses the probability that the species is
observable in A. Indicating with S0 the number of species registered in an area of radius
R0, one can calculate the number of species in the area A of radius R making use of the
following equation
S(R) = S0 ´∞1 P (N ∣R)dN´∞
1
P (N ∣R0)dN (IV.2.1)
IV.2.2 From the empirical two-points correlation to the RSA
In the general case, the two point correlation function is not sufficient to characterise the
full conditional probability distribution of a system. The case of the SBD model is special
because the P (N ∣R) depends only three parameters: the spatial correlation length of the
system λ¯, the amplitude of the fluctuations σ
2
µ , and the mean number of individuals in
each site, ⟨n⟩ = b¯0µ . 1
Here, I recall the definition of the pair correlation function
PCF (∣ x − y ∣) = ⟨n(x)n(y)⟩⟨n⟩2
1Recall the definition of parameters: λ¯ = √D¯/µ, µ = r − b, σ2 = b+r
2
with b and r the per-capita birth
and death rates.
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In the two dimensional case it takes the following explicit form (see eq (II.8.5)):
PCF (∣ x − y ∣) = 1 + 1
2pi
( ρ¯
λ¯
)2K0(∣ x − y ∣
λ¯
) (IV.2.2)
This expression depends on two parameters, namely λ¯ = √D¯/µ and ρ¯ = √σ2/b0.
This suggests a method for inferring spatial patterns from only measures of the PCF and
of the local average abundance ⟨n⟩. From the fit of eq (IV.2.2) to empirical data, one can
calculate the values of λ¯ and of ρ¯. At the same time, the local average abundance can be
evaluated in a straightforward way by taking the average number of individuals for each
species in the plot and dividing it by the total area. This yields the empirical value of ⟨n⟩.
Once these empirical parameters are calculated, it is easy from the results of previous
sections to upscale or downscale P (N ∣R) from the size of the plot. The variance of
N(R) in the two dimensional case takes the following analytic form (from eq II.10.3)
Var(N(R)) = ⟨n⟩2ρ¯2piR2(1 − 2λ¯
R
K1(R/λ¯) I1(R/λ¯)
K0(R/λ¯) I1(R/λ¯) +K1(R/λ¯) I0(R/λ¯)) (IV.2.3)
where Iν(x) and Kν(x) are the usual modified Bessel functions of the first and second
kind and of order ν [1]. Of course, these results are reliable only for systems where the
spatial continuous framework is a good approximation, i.e. when a ≪ R, λ¯ (a is the
empirical lattice side).
In order to calculate the spatially explicit Relative Species Abundance, one approach is to
match the first two moments of the gamma distribution, similarly to what done in chapter
II at eq (II.11.1) and in [138], i.e.
P (N ∣R) = 1
β(R) (N/β(R))α(R)−1Γ(α(R)) e−N(R)β(R) (IV.2.4)
where Γ(⋅) is a gamma function, and, from the properties of the gamma distribution, it is
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easy to calculate that α(R) and β(R) must be
α(R) = ⟨N(R)⟩2
Var(N(R)) β(R) = Var(N(R))⟨N(R)⟩
with ⟨N(R)⟩ = ⟨n⟩piR2.
In the following paragraphs, I apply these techniques to infer ecological patterns from
two ecological datasets, one coming from forest plots in the Republic of Panama and one
from forest plots in peninsular Malaysia.
IV.2.3 Analysis of two lowland tropical forest inventories
Barro Colorado Island (BCI) is located in the man-made Gatun Lake in the middle of the
Panama Canal. The island was set aside as a natural reserve on April 17, 1923, and over
the last 40 years has been the subject of intense biological and ecological studies. Censa
of the tree vegetation living on a 50ha forest stand have been carried out periodically, with
the first in the period of 1981-1983, followed by 1985, 1990, 1995, 2000, 2005, 2010, and
2015. The data from 1980 to 2010 are available online (https://repository.si.
edu/handle/10088/20925) and offer a unique insight into the spatial and temporal
development of trees’ community.
Despite part of BCI was cleared out around 100 years ago, most of the 50-ha plot itself is
old-growth, undisturbed for over 600 years, and there is currently no cleared land within
6km from the plot. In each census, all free-standing woody stems with at least 10 mm
diameter at breast height have been identified (but also many of smaller diameter), tagged
and mapped. Over 350,000 individual trees have been censused over 35 years.
Since 1994 other smaller plots have been established around the Panama Canal watershed
and, similarly, trees over 10 cm diameter have been censused. The large size of the plot
has allowed the evaluation of individual species on a case-by-case basis, and it has been
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(a) (b)
Figure IV.2.2: Map of the two forest reserves The figure shows the map of
the two forest reserves. (a) refers to Barro Colorado Island, in the Republic of
Panama (source https://biogeodb.stri.si.edu/bioinformatics/bci_
soil_map/location_and_access.php), (b) to Pasoh Natural Reserve in Penin-
sular Malaysia [179].
possible to document the local extinction of very rare species. In 1983 a severe drought
was reported that elevated the overall mortality rate of the forest. About 10% of the
canopy is deciduous, with highly seasonal rainfall and a strong four-month dry season
from December through April [46].
Pasoh Forest Reserve is situated 140km south-east of Kuala Lumpur in peninsular Malay-
sia, it is evergreen with an aseasonal climate characterised by regular rainfall. Similarly
to BCI, several censa of a 50ha plot have been made over the years, providing detailed as-
sessment of the dynamics of the forest. The first census dates back to 1987, with 815 spe-
cies and 335000 individuals recorded. Other censa were taken in 1990 and 1995 [144, 46].
Compared to BCI, Pasoh is less dynamic, with substantially smaller average growth and
mortality rates. It must be noted, however, that the high growth rate of BCI is entirely due
to a minority of species with very high growth rates. Careful inspection undertaken in
[46] shows that the largest group of species at BCI have growth rates in exactly the same
range as species at Pasoh.
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(a) (b)
Figure IV.2.3: Comparison of the predicted SAR (green line), as calculated with the
procedure in paragraph IV.2.2 and empirical data from the BCI dataset (left panel) and
Pasoh (right panel). At the scale of the whole plot one registers ≈ 900 different species
for Pasoh and 300 for BCI. It is worth remarking that the lines are not best fit to data, but
rather predictions made from the larger scale of the plot and downscaled to smaller areas,
following the procedure outlined in section IV.2.2
This section presents the analysis of the BCI censa from 1980 to 2010 and of one Pasoh
census from 2005. Species identity, geographical location and diameter at breast height
(DBH) were recorded for each major tree living within the plot. The datasets are used
to test model predictions against empirical patterns, using the procedure outlined in the
previous paragraph.
As a first step, one needs to take the position and species of each tree and build a matrix
where single geographical locations are coarse-grained into a grid mesh of 10 meters of
size. For each species the number of individuals within each sub-area is counted. Indic-
ating with S the total number of species in the plot, data are organised into S separated
matrices, each of 100 × 50 patches.
The next step is to look at each pair of sites located at x and y and calculate the em-
pirical PCF. Recalling that in the neutral framework each species is considered to be an
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Figure IV.2.4: Comparison of predicted and empirical RSA for Pasoh Panels (a), (b)
and (c) present the comparison between the empirical data of abundance of species as
obtained from the lowland tropical forest inventory of Pasoh natural reserve (Malaysia)
and the predictions from the model. Histograms represent the empirical data while the
green lines are the predictions obtained from eq (IV.2.4). These are not best fit to the
empirical data, but rather inferences that are formulated from the empirical measures of
the Pair Correlation Function, as described in the main text. The size of the considered
areas go from a radius of 15 meters to 200, and are reported in the title. The last panel on
the right compares the empirical pair correlation function (green dots) and that obtained
by fitting eq (IV.2.2). The correlation length that is obtained is λ¯ ≈ 2.5 × 103 meters, with
ρ¯ ≈ 8.9 × 103 and ⟨n⟩ ≈ 6.1 × 10−4 trees per square meter for each species.
independent realisation of the process, the following formula holds
PCF (x,y) = 1S ∑Sµ=1 n(µ)x n(µ)y( 1S ∑Sµ=1 n(µ)x ) ( 1S ∑Sµ=1 n(µ)y ) (IV.2.5)
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(c) (d)
Figure IV.2.5: Comparison of predicted and empirical RSA for BCI Panels (a), (b)
and (c) present the comparison between the empirical data of abundance of species as
obtained from the lowland tropical forest inventory of Barro Colorado Island (Panama)
and the prediction based on the model. Histograms represent the empirical data while
the green lines are the predictions obtained from eq (IV.2.4). These are not best fit to
the empirical data, but predictions that are formulated from the empirical measures of
the Pair Correlation Function, as described in the main text. The size of the considered
areas go from a radius of 50 meters to 200, and are reported in the title. The last plot on
the right compares the empirical pair correlation function (green dots) and that obtained
fitting eq (IV.2.2). The correlation length that is thus calculated is λ¯ = 4×106 meters, with
ρ¯ = 1.2 × 107 and ⟨n⟩ = 1.3 × 10−3 trees per square meter for each species.
where n(µ)x is the number of individuals of species µ in site x. By best-fitting the data
to the analytic formula in eq (IV.2.2), one can hence calculate λ¯ and ρ¯. The empirical
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average number of individuals in each patch is easily calculated to be ⟨n⟩ = N0/(A0 ∗S),
where N0 is the total number of individual trees in the dataset, and A0 the area of the
whole forest plot.
Figures IV.2.4 and IV.2.5 show comparison of the empirical and predicted RSA for Pasoh
and BCI. The accord between the predicted distribution and the data is very good for
Paosh, and presents minor deviations for BCI. Notice that both forest plots present very
large fluctuation in the abundance of species, with a difference of three orders of mag-
nitude between rare and dominant species. Notice also that spatial patterns are correlated
over very large distances.
It is also possible to make predictions of the SAR with the approach described in the
previous section. From the number of species at the full scale of the plot S one can
downscale species presence to smaller areas and compare the predictions with those from
the data of both databases. Results are shown in figure IV.2.3. The accord between
predicted and empirical SAR is very good, especially for Pasoh.
Finally one can focus on analysing time-dependent patterns (see fig IV.2.6). The time-
dependent species turnover distribution (STD), defined in chapter II, accounts for the
probability that the ratio of the abundances of a species in a certain area separated by a
time interval t, N(t)/N(0), is equal to m, and under stationary conditions (and reflecting
boundary conditions) it is calculated to have the expression reported in eq (III.8.4).
The spatial scaling of the turnover distribution in empirical data can be compared to the-
oretical predictions with a procedure similar to the one just outlined. I recall here one
result from the chapter III, i.e. that the spatial STD (defined as the probability that the
ratio of abundances of a species in a certain area at times separated by a time interval
t, N(t)/N(0), is equal to m) under stationary conditions in the SBD model takes the
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Figure IV.2.6: Time variation of individuals’ distribution The figure reports the loc-
ation of individual plants of the species Trichilia tuberculata within the BCI Plot in the
period 1985-2010. Panel (a) is a picture of the flowers of the plant (image taken from
http://hasbrouck.asu.edu/neotrop/. Panels (b)-(f) report the position of
the plants over the years (as in the titles). Over the course of 25 years the configuration
has changed considerably, with clusters constantly appearing and disappearing.
following form (see eq (III.8.4))
STD(m, t) = A m + 1
m
(eµt) ⟨N⟩2Σ(R)
1 − e−µt (sinh(µt/2)m ) ⟨N⟩Σ(R)+1××( 4m2(m + 1)2eµt − 4m) ⟨N⟩Σ(R)+ 12 (IV.2.6)
with A being a normalisation constant, ⟨N⟩ = b¯0Vµ and Σ(R) taking the form in eq
(II.10.4). The parameter µ hence describes the temporal scale of the model, while ⟨N⟩Σ(R)
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encapsulates the spatial scaling.
In chapter III it was calculated that for λ¯→∞ and in dimension two the following holds:
Σ(R) ∝ (R/λ¯)2 log(R/λ¯) (see eq (II.10.5) and eq (II.10.4)). As a consequence, the
dependence over R in ⟨N⟩Σ(R) is proportional to the inverse of the logarithm of the radius
(recall ⟨N⟩ = b¯0piR2/µ), i.e. ⟨N⟩Σ(R) ∝ log−1(R/λ¯). This spatial scaling is non-trivial and
offers a new theoretical framework for understanding the effect of spatial dispersal into the
temporal fluctuations of ecosystems. However, it is important to remark that a logarithmic
scaling is very difficult to observe in empirical data and is often overlooked.
In figure IV.2.7 it is reported the comparison of the STD for different areas for the BCI
dataset. The three curves are indeed very similar. One can also show the comparison
between empirical data and the fit of µ using eq (III.8.4). The result is that the typical
time-scale of the system τ = 1/µ is ≈ 5000 years.
(a) (b)
Figure IV.2.7: Analysis of empirical Species Turnover Distribution based on a time
gap of ten years (i.e. m = N(t = 10 years)/N(0)). The y-axes values are rescaled by the
total number of species (so the presented STD is not normalised). The chosen censa have
been those of 1990 and 2000. Panel (a) reports the results for three different areas. The
blue dots and lines are for an area of radius of 50 meters, red are for an area of radius 100
meters and green for 200 meters. Panel (b) reports the comparison of the STD from the
area of radius 200 meters and the fit of equation (III.8.4). From the fit, one finds that the
typical time-scale of the system τ ≈ 5000 years.
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The assumption of a constant per capita death (and birth) rate is only a first order approx-
imation, which in some cases, e.g. for the rare species in BCI, is not a faithful description
[40]. Measuring fluctuations in natural populations and understanding the mechanisms
that drive their dynamics is extremely difficult due to the amount of different phenomena
involved and to the lack of long-term surveys. Environmental drivers, such as fire and
droughts, are an important factor in directing the system in favour of one species over
another. Climatic shifts alter species assemblages, but there is considerable disagreement
over the relative importance of the different mechanisms, especially in light of the re-
cent (in ecological times) fluctuations caused by anthropogenic disturbance (e.g. global
warming) .
The next chapter proposes an extension of the SBD model that aims at studying the effects
of environmental fluctuations over spatial patterns. Although a rigorous mathematical
derivation will not be given, some analytic results will be presented using a procedure
that mimics that of the phenomenological model of Chapter II. Compared to simulations,
the analytic formulas show once again excellent agreement.
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Chapter V
Environmental noise model
Tropical rainforests are not isolated systems. They are constantly affected by changes
of environmental conditions which can arise from fluctuations in rainfall, temperature,
fire, pests etc. The analysis of the SBD model has given important results over the spatial
scaling when demographic fluctuations are dominant. However, environmental variability
influences the success and ruin of one species over another, with examples documented
in studies of birds, marine fish and plankton [24, 52].
Tropical rainforest are not exceptions and there is well-documented evidence that envir-
onmental fluctuations are consistently the largest factor in tree population dynamics on
decadal timescales for certain species [40] (fig V.0.1).
In this section I examine an extension of the SBD model that gives a first analysis of the
effects of spatial environmental fluctuations. The model is defined as before on a regular
lattice, but now the birth and death rates are not linear and are uncorrelated across space.
Similarly to the procedure outlined in chapter II, an analytic formula for the conditional
probability distribution of the spatially explicit model is calculated from the mean field
distribution, and, although a rigorous mathematical derivation is not provided, comparison
with simulated data reveals excellent agreement at all scales.
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Figure V.0.1: Geological and land variation in BCI. Variation in age, topography and
geological formations within the BCI island. The distribution of individuals of three tree
species is also reported. Their geographical position may depend also on factors others
than their intra-species demographic dynamics, such as land type, human influence and
weather conditions. The rectangle reports the position of the forest stand whose data are
used in this thesis. Figure from [69].
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V.1 Phenomenological model with environmental noise
The birth-death model defined in chapter II was designed to retain constant per capita
birth and death rates over space and time. Indeed, the mean field model considered linear
rates, i.e. bn = b n + b0 and dn = r n, with b, r, b0 positive constants (recall eq (II.3.3)).
An obvious generalisation is to consider terms of higher order in the local occupation
numbers, i.e. to consider the following
bn = b n + b0 + ben2
dn = r n + ren2 (V.1.1)
The terms be and re have to be considered as effective parameters which, together with
environmental fluctuations, encode also the strength of the interactions with the other
members of the species.
In this paragraph I analyse the mean field model that arises from these simple, yet in-
structive, non-linear rates. Then I expand the analysis to a phenomenological spatial
model, following the method outlined in chapter II.
V.1.1 Mean field model with environmental noise
The dynamical evolution of the probability distribution of n in the mean field system with
environmental noise is defined by the master equation (II.2.1) with rates as in eq (V.1.1),
i.e.
∂pn(t)
∂t
=pn+1(t)[r (n + 1) + re(n + 1)2]+
+pn−1(t) [b (n − 1) + b0 + be(n − 1)2]+−pn(t)(b n + b0 + ben2 + r n + ren2)
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Instead of solving directly this equation, I here rely on the Kramers-Moyal expansion of
the system as described in section II.4. This procedure is mathematically non-rigorous
because it does not identify the parameter which determines the expansion. Nonetheless
this is the typical approach in the literature and can give a first insight into the problem. A
more rigorous expansion, similar to that described in chapter III, is likely possible to be
implemented.
Following the notation of section II.4 the following equalities are found for the jump rates
W+(n) = bn = b n + b0 + ben2W−(n) = dn = r n + ren2
and therefore the Fokker-Planck equation that is obtained from eq (II.4.1) is
∂p(n, t)
∂t
= − ∂
∂n
[A(n)p(n, t)] + 1
2
∂2
∂n2
[B(n)p(n, t)] (V.1.2)
with
A(n) = dn − bn = −µ n + b0 + ren2 − ben2 (V.1.3)
B(n) = dn + bn = 2σ2 n + b0 + ben2 + ren2
Notice that the notation of previous chapters, i.e. µ = r − b and σ2 = b+r2 , has been
maintained.
The focus of this chapter will be on the new terms present at eq (V.1.1). In this sense, I
consider that second order terms, i.e. those proportional to re and be, are much larger than
all the other terms. This leads to the following scaling assumptions
σ2
re + be ≈ 0 and b0re + be ≈ 0
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Another assumption is that the temporal scale of the second order fluctuations is much
smaller that the temporal scale of demographic fluctuations, i.e.
re − be
µ
≈ 0
In other words, the temporal scale of interactions among individuals is much smaller than
their average life-span. Therefore the rates in (V.1.3) become
A(n) = µ(n − b0
µ
+ re − be
µ
n2) ≈ µn − b0
B(n) = dn + bn = (be + re)[2 σ2
be + re n + b0be + re + n2] ≈ (be + re)n2
and accordingly the Fokker-Planck equation of the model becomes
∂p(n, t)
∂t
= ∂
∂n
[(b0 − µn)p(n, t)] + re + be
2
∂2
∂n2
[n2p(n, t)] (V.1.4)
In the Itô prescription, this equation is associated to the following Langevin equation
n˙ = −µ n + b0 + σen ξ(e) (V.1.5)
where ξ(e) is a zero mean Gaussian white noise which models the effect of environmental
noise, and has covariance ⟨ξ(e)(t)ξ(e)(t′)⟩ = 2δ(t− t′). I have also introduced the follow-
ing constant
σe = √re + be
2
Imposing stationary conditions, it is easy to verify that the solution of eq (V.1.4) is the
following
P (n) = (b0/σ2e)1+ µσ2e
Γ(1 + µσ2e ) n−2−
µ
σ2e e
− b0
σ2en (V.1.6)
which corresponds to an inverse gamma distribution of shape 1+µ/σ2e and scale b0/σ2e . An
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inverse gamma distribution (probability density function) of shape α and scale β (defined
for x > 0) takes in fact the following form
P (n) = βα
Γ(α)x−α−1e−β/x
One important remark is that the moments of such distribution are not always well defined.
This can be immediately seen upon calculating the following integral, which would yield
the second moment of n
⟨n2⟩ = ˆ ∞
0
dn n2P (n) = ˆ ∞
0
dn
(b0/σ2e)1+ µσ2e
Γ(1 + µσ2e ) n−
µ
σ2e e
− b0
σ2en
The integral is finite only for µ/σ2e > 1. For µ/σ2e ⩽ 1 it diverges because the integrand isO(n−µ/σ2e) as n→∞. In such parameters’ regimes the second moment of n, and therefore
its variance, are not defined. From a mathematical point of view this complicates the
analysis of the spatial extension of such model that I am about to introduce. Nonetheless,
with the appropriate precautions it is possible to bypass such hurdles and achieve well-
defined results.
Further extensions of the ’environmental noise’ model would integrate both the environ-
mental noise and the demographic-type noise in a unified framework (i.e. a white noise
proportional to the square root of n). One important consequence of such extension is
that the conditional probability distribution displays an intermediate regime where the tail
of the distribution is exponentially distributed. Preliminary work has showed that such
systems can be studied with an approach similar to the one that we have used in previous
chapters. However, further analysis is needed and as a consequence no result regarding
this important generalisation has been reported in this thesis.
The following paragraphs focus on the phenomenological spatial extension of the model
introduced at eq (V.1.5).
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V.1.2 Spatial model with environmental noise
Following the steps of paragraph II.7, I now extend the model at eq (V.1.4) to a spatially
explicit model. I therefore assume that space is partitioned into a mesh of voxels with
each vertex having 2d nearest neighbours, with d being the space dimension. Within each
voxel, individuals are considered well-mixed, diluted and treated as point-like particles.
The lattice side a is taken to be much smaller than all the other macroscopic length scales
of interest, including the characteristic spatial correlation length of the system.
Inspired by the form of eq (V.1.5), I consider the following set of coupled stochastic
differential equations
n˙i =D∆ini − µni + b0 + σeni ξ(e)i (V.1.7)
where ni(t) is the density of individuals (or the continuous number of individuals in the
diffusion approximation) in site i ∈ L at time t and ξ(e)i (t) is a zero mean Gaussian white
noise (depending on site i) with correlation ⟨ξ(e)i (t)ξ(e)j (t′)⟩ = 2δ(t − t′)δi,j . D is the
diffusion coefficient and ∆i is the discrete Laplace operator defined as
∆i ni(t) = ∑
j∶∣i−j∣=1[nj(t) − ni(t)]
Such spatial model with environmental noise could probably be introduced with more
mathematical rigour, similarly to the procedure used in chapter III with the SBD model.
However, in this chapter I am only giving an overview of some preliminary results, which
nonetheless give a useful first insight into the properties of the system.
Indicating with {n} a configuration of population sizes on the lattice, i.e. {n} ={n1, n2, ...} with ni the number of individuals in site i, the probability distribution of
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{n} at time t, p({n}, t), satisfies the following Fokker-Planck equation
∂
∂t
p({n}, t) =∑
i∈L { ∂∂ni [ − (D∆ini − µni + b0)p({n}, t)]+ (V.1.8)+σ2e ∂2∂n2i [n2i p({n}, t)]}
which derives from eq (V.1.7) in the Itô prescription. In the following, the model defined
by equations (V.1.7) and (V.1.8) will be referred to with the abbreviation EN (short for
environmental noise model).
As a next step in the analysis, following the procedure of the previous chapters, the mean
number of individuals per site and the two points spatial correlation is calculated. This is
done by first deriving the equation of the spatial generating function.
V.2 Spatial generating function and two point correlation
Maintaining the notation of the previous chapters the spatial generating function is defined
as
ζ({Hi}, t) = ⟨e∑i∈LHini⟩ for Hi ⩽ 0 (V.2.1)
Multiplying eq (V.1.8) on both sides for e∑i∈LHini and integrating, it is easy to prove that
the following equation holds
∂
∂t
ζ({H}, t) =∑
i∈L {Hi [D∆i ∂ζ∂Hi − µ ∂ζ∂Hi + b0 ζ] + σ2eH2i ∂2ζ∂H2i } (V.2.2)
which describes the dynamics of ζ({H}, t) over time. In order to calculate the mean
number of individuals in site l at stationarity, i.e. ⟨nl⟩, one needs to partial-differentiate
over Hl on both sides of eq (V.2.2) and subsequently impose {H} = 0. The resulting
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equation is the following
D∆l ⟨nl⟩ − µ⟨nl⟩ + b0⟨nl⟩ = 0
Since the system is homogeneous, at stationarity ⟨nl⟩ must be independent of l. Therefore
∆l ⟨nl⟩ = 0 and one readily finds that ⟨nl⟩ = ⟨n⟩ = b0/µ.
The case of the two-points correlation function, i.e. ⟨ninj⟩, is more elaborate. As ob-
served in the mean field case, for some choices of parameters the moments of the distri-
bution are not well-defined. Notice that such pathology does not arise as a consequence
of spatial diffusion since it is found also in the mean-field system.
Partial-differentiating overHl andHk at eq (V.2.2), and considering stationary conditions,
the following equation is obtained
D ∆k
∂2ζ
∂Hk ∂Hl
+D ∆l ∂2ζ
∂Hk ∂Hl
− 2µ ∂2ζ
∂Hk ∂Hl
+ (V.2.3)
+b0 ∂ζ
∂Hl
+ b0 ∂ζ
∂Hk
+ 2σ2e ∂2ζ∂H2k δk,l++∑
i∈L {Hi [D∆i ∂3ζ∂Hi∂Hk∂Hl − µ ∂3ζ∂Hi∂Hk∂Hl + b0 ∂2ζ∂Hk∂Hl ]++2σ2eHiδi,k ∂3ζ∂H2i ∂Hl + 2σ2eHiδi,l ∂2ζ∂H2i ∂Hl + σ2eH2i ∂4ζ∂H2i ∂Hl∂Hk } = 0
In order to avoid the divergences I introduce the following function
γ(k, l,{H}) = [ ∂2ζ
∂Hk ∂Hl
− b0
µ
∂ζ
∂Hk
]( ∂2ζ
∂H2k
)−1 (V.2.4)
Using the notation γ(0)(k, l) = ge(k, l,{H})∣{H}=0 one can observe that the following
equality holds
γ(0)(k, l) =⟨nlnk⟩⟨n2k⟩ − b0µ ⟨nk⟩⟨n2k⟩ = ⟨nlnk⟩⟨n2⟩ − b0µ ⟨n⟩⟨n2⟩ (V.2.5)
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It is possible to prove that γ(0)(k, l) is indeed well defined. This will appear evident in
the following, since it will be calculated explicitly.
From eq (V.2.3) the equation for γ(0)(k, l) at stationarity is readily obtained to be
D∆kγ
(0)(k, l) +D∆lγ(0)(k, l) − 2µ γ(0)(k, l) + 2σ2e δk,l = 0 (V.2.6)
One could hence consider the equation of the Fourier transform of γ(0)(k, l), solve it, and
then invert it. However it is possible to skip these steps by observing that eq (V.2.6) is
equal to eq (II.8.1) provided Gi,j is substituted with γ(0)(k, l) and σ2⟨n⟩ with σ2e .
Introducing a system of Cartesian coordinates and making the substitution ik → x and
l → y, the solution of eq (V.2.6) is therefore the following
γ(0)(x,y) = ( a
2pi
)d σ2e
µ
ˆ
C dp
eip⋅(x−y)
1 + 2Dµa2 ∑di=1(1 − cos(pia)) (V.2.7)
where pi is the i-th Cartesian component of p and C is the hypercubic (d-dim) primitive
unit cell with size 2pi/a.
Similarly to the case of the SBD and Phenomenological model one can obtain a good deal
of simplification by considering the continuous spatial limit. One first needs to rescale the
parameters as D¯ = D a2 and σ¯e = σe/ad, with D¯ and σ¯e finite as a → 0. I also introduce
the following notation (in accord with the notation of previous chapters)
λ¯ = a√D
µ
= ¿ÁÁÀD¯
µ
In the continuous spatial limit eq (V.2.7) is easily solved by following the same steps as
in section II.8. The final result is
γ(0)(∣ x − y ∣) = σ¯2e
µ(2piλ¯2)d/2(∣ x − y ∣λ¯ ) 2−d2 K 2−d2 (∣ x − y ∣λ¯ ) (V.2.8)
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where Kν(⋅) is the usual modified Bessel function of the second kind or McDonald’s
function [1] and x and y are the (continuous) coordinate vectors.
V.3 An ansatz for the EN model
In chapter III it was observed that the conditional distribution of the spatially explicit
model can be obtained (approximately) as the solution of a stochastic differential equation
where changes of scale are encoded in the appropriate scaling of parameters. In this
paragraph I simplify the stochastic equation defining the EN model, eq (V.1.7), to obtain
a differential equation for the conditional distribution in the EN model.
From equation (V.1.7) the following steps are taken
1. neglect the diffusive term, i.e. D∆ini
2. Replace ni with N(R)/V and σe with σe√ψ(R/λ¯)
3. Replace ξ(e)i with ξ(e)(t)/√V , with ξ(e)(t) being a zero mean gaussian white noise
of autocorrelation ⟨ξ(e)(t)ξ(e)(t′)⟩ = δ(t − t′)
The result is the following stochastic differential equation
N˙(t)
V
= −µN(t)
V
+ b0 + σe√ψ(R/λ¯)
V
N(t)
V
ξ(e)(t)
which, multiplying by V , yields an implicit SDE for the conditional probability distribu-
tion
N˙(t) = −µ N(t) + b0 V + σe√ψ(R/λ¯)
V
N(t) ξ(e)(t) (V.3.1)
Such procedure might seem completely arbitrary and surely at this stage does not hold
any mathematical rigour. The main idea is that changes of the scale of the area A in-
fluence the strength of the fluctuations of abundances without affecting the shape of the
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equation. This procedure encodes some intuition on the mathematical properties of the
system that come from the parallel with the SBD model analysed in chapters II and III.
At this stage, these have to be considered as pure conjectures. Comparison to simulated
data will highlight if this approach holds any resemblance with the EN model or not.
I here also introduce the following function:
Σe(R) = σ2e
µV
ψ(R/λ¯) (V.3.2)
In the Itô prescription eq (V.3.1) is readily seen to be associated to the following Fokker-
Planck equation
∂
∂T
p(N,T ) = ∂
∂N
[(b0V − µN)p(N,T )] +Σe(R) ∂2
∂N2
[N2p(N,T )]}
with T ∶= µt.
The equation just calculated is equal to the mean field equation of the model, eq (V.1.5)
where b0 has been replaced by b¯0V and σe by σe
√
ψ(R/λ¯)/V . Tantamount, from eq
(V.1.6) it is immediate to calculate the stationary solution of eq (V.3.1)
P (N ∣V ) = 1
Γ(1 + 1Σe(R))(⟨N(R)⟩Σe(R) )
1+ 1
Σe(R)
N−2− 1Σe(R) e− ⟨N(R)⟩Σe(R)N (V.3.3)
where ⟨N(R)⟩ = b¯0V /µ, which leads to an inverse gamma distribution of shape 1 +
1/Σe(R) and scale ⟨N(R)⟩/Σe(R).
In the following I compare eq (V.3.3) with data from the simulations of the model. As
done in chapter IV, in order to do so a phenomenological simulation scheme has been
implemented, similar to the one introduced in section IV.1.2.
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V.4 Simulation scheme in the EN model
The first step is separating the integration of the spatial part at equation (V.1.7) from
the rest of the equation (the discrete Laplacian) in eq (V.1.7), recalling that ∆ini =∑j∶∣i−j∣=1[nj − ni].
Going over similar steps to those outlined in chapter IV, I introduce the following notation
Ynn{i}(t) = D
a2
∑
j∈nn{i}nj(t) + b0 and Ω = 4Da2 + µ
where nn{i} is the set of nearest neighboring sites of i. I thus rewrite eq (V.1.7) as
n˙i(t) = Ynn{i}(t) −Ω ni(t) + σeni ξi (V.4.1)
Conditional on Ynn{i}(t), eq (IV.1.5) has the same form as the Langevin equation of the
mean field model, eq (V.1.5), provided b0 is substituted with Ynn{i} (and hence Ynn{i} can
be interpreted as an effective immigration parameter) and µ with Ω. At stationarity the
following holds
P (ni∣Ynn{i}t) = 1
Γ(1 + Ωσ2e )(Ynn{i}(t)σ2 )
1+ Ω
σ2e n
−2− Ω
σ2e
i e
−Ynn{i}
σ2eni . (V.4.2)
and this can be used to simulate the field ni(t) at stationarity in generic dimension d.
More schematically, at the first step (step (0)) the lattice is initialised with n(0)i > 0. At
the m-th step (labelled (m)) a random site (labelled i) is selected. Then the following is
calculated
Y
(m)
nn{i}(t) = Da2 ∑j∈nn{i}n(m)j + b0
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and then the value of n(m)i is updated. This is done sampling from eq (IV.1.6), i.e.
n
(m+1)
i = InvGamma[1 + Ωσ2e , Y
(m)
nn{i}
σ2e
]
where InvGamma[α,β] is the inverse gamma distribution with shape parameter α and
scale parameter β. By repeating this process multiple times the value in each and every
site is updated, and after a significant number of steps (typically of the order of ∼ 102 for
each single site) the result is a field ni with i ∈ L which is approximately sampled from
the stationary distribution of eq (V.1.7).
V.5 Comparison of analytic solution and simulated data
I have implemented the numerical scheme presented in the previous paragraph for two
choices of parameters in the one and two dimensional case, and for each I have calculated
50000 independent realisations of the process. Error bars are calculated by grouping
the results into 50 sets made of 1000 realizations each. I have compared the analytic
pair correlation function and conditional probability distribution with the analytic one
obtained using eq (V.3.3). The results are presented in figures V.5.1 and V.5.2.
The agreement between the analytic function of eq (V.3.3) and simulated data is remark-
able in both cases and at all scales. Comparison with the mean field distribution also
shows that this is not just a consequence of a perturbation of equation (V.1.6). This result
may have an explanation similar to that presented in chapter III for the SBD model. Due
to time constraints I have not been able to analyse this further.
For large populations the conditional probability distribution at eq (V.3.3) assumes a
power law behavior. Indeed for large N the following is found
P (N ∣V )∝ N−2− 1Σe(R)
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(a) (b)
(c) (d)
Figure V.5.1: Comparison of simulated data of the model with the theoretical pre-
diction of eq (V.3.3) in dimension one. Histograms are simulated data, with the black
segments indicating errors at two standard deviations. The blue line is the prediction
while the red line is the mean field solution, i.e. as reported in eq (V.1.6). The parameters
of the model are D = 400, b0 = 10, µ = 1 and σe = 2. Panel (a) refers to a segment of
length 10 sites, panel (b) to one of lengthR = 20, and panel (c) to L = 40. Panel (d) instead
compares the γ(0) function from simulated data with the theoretical formula calculated in
eq (V.2.8). The lattice has a total of 400 sites with periodic boundary conditions.
Since Σe(R) ∝ σ2e/µ, when the environmental fluctuations are very large one observes
that the distribution of abundances of individuals is distributed as a power law of exponent−2, i.e. a Zipf law. This is in line with the results of self organised criticality, where
power-law distribution of abundances are found very often in systems subject to large
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(a) (b)
(c) (d)
Figure V.5.2: Comparison of simulated data of the model with the theoretical pre-
diction of eq (V.3.3) in dimension two. Histograms are simulated data, with the black
segments indicating errors at two standard deviations. The blue line is the prediction
while the red line is the mean field solution, i.e. as reported in eq (V.1.6). The parameters
of the model are D = 300, b0 = 10, µ = 1 and σe = 10. Panel (a) refers to an area of
radius 5 sites, panel (b) to one of radius R = 10, and panel (c) to R = 20. Panel (d) instead
compares the γ(0) function from simulated data with the theoretical formula calculated in
eq (V.2.8). The lattice has a total of 40000 organised in a 200 × 200 lattice with periodic
boundary conditions
.
environmental fluctuations [156, 126].
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Chapter VI
Conclusions
In the mathematical modelling of ecological systems, the explicit analysis of spatial ef-
fects has often been overlooked for its intrinsic complexity. Nonetheless, the introduction
of space in stochastic models has the potential to further unveil the rules that determine the
stability of communities of living organisms, and thus to provide important information
on their evolution [162, 87, 25, 159, 165, 167, 168, 14].
The connection with the models of non-equilibrium phase transitions in physics has
shown that non-trivial scaling relationships can arise, for example, in the individuals’
abundance distributions [87, 188], in their group dynamics [126], and even in the distri-
bution of body masses [74, 185]. The concepts of supercritical and subcritical regimes
have helped to discern and categorize the different data into universal classes when the
study of the processes were beyond the reach of analytical treatment.
The main result of this thesis, shown in Chapter II and Chapter III, is that there is a
strict relationship between the shape of the probability distribution of a spatial birth-death
stochastic process and that of its corresponding mean-field process, obtained switching
off spatial dispersal. The conditional distributions that emerge retain the mean-field shape
with appropriately rescaled parameters.
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It has been often observed in ecology, physics, biology and even in studies of human
population distribution in cities, that the variance of the abundance of individuals living
in a certain area is proportional to a power-function of its mean [75, 97]. In this thesis,
however, it is shown that deviations from the simple power function are to be expected
even just as a consequence of the spatial dispersal of individuals (chapters II and III).
This new, non-trivial dependence may disclose a much more general connection between
simple microscopic stochastic processes and empirical datasets. In fact, deviations from
the Taylor’s law that now are considered as ’out of model’ may be just the signature of
spatial effects.
Power-law scaling and critical behaviours (i.e. large fluctuations of the probability dis-
tribution) have often been observed together in natural systems, to the point that in some
contexts they are used as synonyms. Examples are self-organised criticality ([126] but
also many models of classic ferromagnetism [106]). In this thesis, particular emphasis
has been given to separating the concepts of large fluctuations of abundances (labeled
as ’critical behavior’), scale invariance of the shape of the probability distribution, and
power-law scaling. Indeed, one other important result is that critical behaviours are linked
to the form invariance of the probability distribution without necessarily observing the
emergence of a power-law.
The invariance of the shape of the probability distribution has been demonstrated in the
case of a linear birth-death process close to its critical point, but similar results are likely
to emerge in a much more general class of processes, as the analysis in chapter V suggests.
In the case where environmental fluctuations are explicitly taken into account, the shape
of the distribution (in the small immigration regime) reproduces the power-law behavior,
which converges to a Zipf law in the case of large environmental fluctuations.
Another important result of this thesis is that there exist models where detailed balance is
preserved at the community level despite being violated at the individual level. More pre-
cisely, although the local dynamics is not time reversible, when considering the probabil-
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ity of the number of individuals living in an area the equations that describe the dynamics
satisfy time invariance.
Detailed balance is strongly violated in the reactions taking place in living systems:
they consume metabolic energy to avoid equilibrium and death. Whether this lack of
molecular-scale balance is violated and what this implies has been the subject of intense
recent interest [77, 21].
The preservation of detailed balance at the community level is a consequence of the close-
to-critical regime where the system seems to be poised. This suggests the tantalising hy-
pothesis that communities of living organisms self-organise around regimes where the
large scale community dynamics preserves detailed balance, and hence time invariance.
This is reminiscent of recent results of self-organised criticality. In fact, in [90] it is shown
that the evolutionary stable strategy of an assembly of living systems occurs when they
organise, through adaptation or evolution, in the vicinity of a critical point. Therefore, if
the priority of an ecosystem is stability, criticality could emerge spontaneously in the pro-
cess of finding an evolutionary strategy that is both time-independent and robust against
external threats.
As observed throughout this thesis, both theoretically and in the data of Pasoh and Barro
Colorado Island, the key ecological patterns (such as SAR and RSA) are intimately in-
tertwined and scale dependent in ecosystems [10, 12, 32]. Here, a general methodology
to link these ecological patterns across scales has been achieved that is sufficiently robust
for making insightful predictions of a range of natural or managed systems, as seen in
Chapter IV. The same procedure could be applied also to other publicly available large-
scale biodiversity data, such as those of oceanic plankton [30].
As a paradigm for ecosystems, the model that is analysed in this thesis is necessarily
elementary and incomplete: it relies on some drastic simplifications, the most important of
which are the neutrality of species, the absence of interactions and of a spatially correlated
environmental noise [102, 28, 140]. Despite these models have showed to retain many key
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features of real ecological datasets, there is evidence that the relative importance of the
biological processes driving the dynamics changes across scales, and other sources of
randomness become dominant [170, 70, 29, 83, 141, 160, 43, 41].
Another challenge is the reconciliation of classical concepts of niche theory with neutral-
ity [65, 80, 132, 2, 19, 27, 55, 92, 83]. The competitive exclusion principle states that two
species cannot occupy the same niche since the fighting for a common resource would not
allow them to coexist. This strong statement comes in sharp contrast with neutral theory in
that it implicitly assumes that the dynamics is governed by deterministic equations and by
interactions among species. The mathematical models that analyse such hypothesis find
their root in Lotka-Volterra equations [131]. Neutral theory, instead, implicitly assumes
that random processes, such as dispersal, demographic stochasticity, speciation, and eco-
logical drift have a stronger impact on the observed patterns than niche differences, at
least within the same trophic level [94].
The introduction of the fitness of a species as an efficient parameter has yielded import-
ant mathematical insight. In [103] it has been shown that if the fitness values vary in a
continuous landscape, the emerging distributions resemble those of classic neutral theory.
The further inclusion of environmental noise has explained the short term population fluc-
tuations and the decay of compositional similarity in real data [99]. Similar results where
obtained in [91]. In [50] the presence of environmental noise is analysed with regards
to a noise induced stabilisation mechanism, the so called ’storage effect’, which gives an
effective advantage to rarer species over more abundant ones. Such effect is not present
if the temporal correlation of fluctuations are too large. In [123, 49] it is also explained
how environmental fluctuations can permit to a deleterious mutation to persist over time
in a community of competing species.
The study of biological interactions has found a powerful representation tool in the use
of networks [136, 20, 164, 136]. In such framework, species are represented as nodes
and edges represent inter-specific interactions (e.g., competition, predation, parasitism,
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and mutualism). Connecting ecological networks and the stochastic dynamics of spatial
models with such critical transitions within a unified theoretical framework would greatly
enhance our understanding of community assembly.
An important research area, that recently has received considerable attention, aims at
understanding the dynamical features that are early warnings of sudden transitions in eco-
logical systems. In [181], for example, a cluster tracking technique is used to distinguish
between smooth and catastrophic (i.e. sudden) transitions, and in [180] this technique is
applied to vegetation data in the Sahel region in Africa. This type of analysis, in con-
nection to the techniques described in chapter IV for downscaling and upscaling species
occupancy, could lead to the design of natural communities that are less vulnerable to
collapse [155, 48].
Interacting systems are often not amenable to analytical treatment. However, a computa-
tional approach may still hold important mathematical insight. In such context, the effect
of space is still little explored, mostly due to restrictions of memory and running time
of the code. The new simulation algorithms, outlined in Chapters IV and V, may prove
useful for solving such issues. Particularly interesting would be the study of spatial dis-
persal and interactions in mutualistic networks and how they influence the robustness of
the system.
The study of spatially extended communities of living organisms has traditionally fo-
cused on plants and animals [84, 86, 101], also in marine contexts [148, 157, 11, 33, 129],
but numerous recent studies have showed that other systems display evident spatial bio-
geographical patterns. Examples are microorganisms [182, 98, 64, 134], including bac-
teria [76, 75, 93], archaea, viruses, fungi [85] and other microbial eukaryotes [7, 114], but
also human population in urban settlements [97, 158] and epidemic spread [143].
With new technologies being developed at a very fast pace and at lower costs, the amount
of spatial ecological data at our disposal will be greatly enhanced in the next years [119].
If on one side this could help design new and more effective conservation strategies, on
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the other it may further unveil the intricacies of the natural laws acting around us.
Above all, in my research I have taken inspiration from the ecological world to extrapolate
general properties of spatial stochastic processes which I think could be relevant and
interesting for a broad spectrum of research questions. My concern has always been to
provide clues for generating experimentally testable predictions and further inspections,
which are, after all, the final purpose of any scientific quest.
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Appendix A
Calculation of the moments
In this first appendix I go into the details of the calculations whose results were presented
in section II.10. The objective is calculating the solution of equation (II.9.2), which I here
recall to be
λ¯2 ∇2x ⟨n(x)NV⟩ − ⟨n(x)NV⟩ + ⟨n⟩ ⟨N(R)⟩ + σ2µ ⟨n⟩ Θ(R− ∣ x ∣) = 0 (A.0.1)
This needs to be solved separately for R <∣ x ∣ and R >∣ x ∣.
From the properties of Bessel functions [1] for ∣ x ∣⩽ R the implicit solution takes the
following form
⟨n(x)NV⟩ = ⟨n⟩⟨N(R)⟩ + σ2
µ
⟨n⟩ +A (∣ x ∣
λ¯
)1− d2 I d
2
−1(∣ x ∣λ¯ ) (A.0.2)
while for ∣ x ∣> R the following is found
⟨n(x)NV⟩ = B (∣ x ∣
λ¯
)1− d2K d
2
−1(∣ x ∣λ¯ ) + ⟨n⟩ ⟨N(R)⟩ (A.0.3)
where Iν ,Kν are modified Bessel functions of the first and second kind respectively and
of order ν [1], and A and B are integration constants that will be fixed by continuity
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conditions.
Considering that, by the properties of Bessel functions Iν(z) and Kν(z), the following
equalities hold [1]
∂
∂z
[z−νIν(z)] = z−νIν+1(z) ∂
∂z
[z−νKν(z)] = −z−νKν+1(z)
one obtains
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂∣x∣⟨n(x)NV⟩ = A ( ∣x∣λ¯ )1− d2 I d2 ( ∣x∣λ¯ ) for ∣ x ∣⩽ R
∂
∂∣x∣⟨n(x)NV⟩ = −B ( ∣x∣λ¯ )1− d2K d2 ( ∣x∣λ¯ ) for ∣ x ∣⩾ R (A.0.4)
By imposing that ⟨n(x)NV⟩ and ∂∂∣x∣⟨n(x)NV⟩ are continuous at ∣ x ∣= R the following
conditions for A and B are hence calculated
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A I d
2
(R
λ¯
) = −B K d
2
(R
λ¯
)
σ2
µ ⟨n⟩ +A (Rλ¯ )1− d2 I d2−1(Rλ¯ ) = B (Rλ¯ )1− d2K d2−1(Rλ¯ )
which lead to
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A = −σ2µ ⟨n⟩( λ¯R)1− d2 K d2 −1(Rλ¯ )
I d
2 −1(Rλ¯ )K d2 (Rλ¯ )+K d2 −1(Rλ¯ )I d2 (Rλ¯ )
B = σ2µ ⟨n⟩( λ¯R)1− d2 I d2 −1(Rλ¯ )
I d
2 −1(Rλ¯ )K d2 (Rλ¯ )+K d2 −1(Rλ¯ )I d2 (Rλ¯ )
Substituting the value of A into eq (A.0.2) the following expression for ⟨n(x)N(R)⟩ in
the case ∣ x ∣⩽ R is indeed obtained
⟨n(x)N(R)⟩ = ⟨n⟩⟨N(R)⟩ + σ2
µ
⟨n⟩Ψ(∣ x ∣
λ¯
,
R
λ¯
) (A.0.5)
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where
Ψ(∣ x ∣
λ¯
,
R
λ¯
) = 1 − (∣ x ∣
R
)1− d2 K d2 (Rλ¯ ) I d2−1( ∣x∣λ¯ )
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) +K d2−1(Rλ¯ )I d2 (Rλ¯ ) (A.0.6)
Substituting B in eq (A.0.3) instead the following is obtained for the case of ∣ x ∣⩾ R
⟨n(x)N(R)⟩ =⟨n⟩⟨N(R)⟩+
+σ2
µ
⟨n⟩( ∣ x ∣
R
)1− d2 I d2 (Rλ¯ ) K d2−1( ∣x∣λ¯ )
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) +K d2−1(Rλ¯ )I d2 (Rλ¯ ) (A.0.7)
These two function give the correlation between the number of individuals in a point x
and the sum of individuals in V . Notice that in both cases the correlation decreases as ∣ x ∣
increases. Moreover, as ∣ x ∣→ ∞ one gets ⟨n(x)N(R)⟩ = ⟨n(x)⟩⟨N(R)⟩, and hence the
abundances in x and those in V become uncorrelated.
It is immediate to verify that the following equation holds
⟨N(R)2⟩ = ˆV dx ⟨n(x)N(R)⟩
Considering that the d dimensional surface Sd of the ball of radius z has measure
Sd(z) = dpi d2
Γ(d2 + 1)zd−1
using radial coordinate one finds the following equation for the second moment of N(R)
⟨N(R)2⟩ = ˆV dx ⟨n(x)N(R)⟩ =
ˆ R
0
dr
dpi
d
2
Γ(d2 + 1)rd−1 ⟨n(x)N(R)⟩∣∣x∣=r
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Using the following property of the Bessel functions Iν(z) [1]
ˆ
zνIν−1(z)dz = zνIν(z)
and substituting into the previous equation one finds
⟨N2V⟩ = ⟨N(R)⟩2 + σ2µ ⟨N(R)⟩ ψ(Rλ¯ ) (A.0.8)
where the following has been defined
ψ(R
λ¯
) = 1 − d λ¯
R
K d
2
(R
λ¯
)I d
2
(R
λ¯
)
I d
2
−1(Rλ¯ )K d2 (Rλ¯ ) + I d2 (Rλ¯ )K d2−1(Rλ¯ ) (A.0.9)
This indeed is the expression of the second moment of N(R) in the continuous spatial
limit for the SBD model.
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Appendix B
An equality for g(⋅)
In this appendix I want to give a proof of equation (III.6.1), as mentioned in chapter III.
For simplicity of notation I only consider the one dimensional case, but the same reason-
ing can be applied in any dimension d. I take V to be a segment of length 2R and indicate
the set of points that constitute it with L. I also take the origin of the coordinate system at
its center. By changing slightly the notation I hence writeNL = N(−R,R), thus rendering
explicit that L extends from site −R to R.
Since the system is homogeneous the following holds
⟨ni−anjehN(−R,R)⟩ = ⟨ninj+aehN(−R+a,R+a)⟩
In a non rigorous way one can directly observe that if a≪ R, the a term can be neglected
at the argument of N(−R + a,R + a), which yields
g(i − a, j, h, t) =⟨ni−anjehN(−R,R)⟩ = ⟨ninj+aehN(−R,R)⟩ ==g(i, j + a, h, t)
With a bit more accuracy one can estimate the probability that nR+a > NV (equivalently
136 B. AN EQUALITY FOR g(⋅)
for n−R−a > NV). Considering a generic point k ∈ L I indicate with P(nR+a > nk) the
probability that the number of individuals in site R + a is bigger than that in site k.
By the rules of total probability, therefore, the following holds
P(nR+a > nk) = 1 − P(nk ⩾ nR+a) = 1 − P(nk < nR+a) − P(nk = nR+a)
Since the system is homogeneous it is obvious that P(nR+a > nk) = P(nk > nR+a), and so
the following holds for any k ∈ L
P(nR+a > nk) ⩽ 1
2
Since NV = ∑k∈V nk, i.e. it is a sum of non-negative random variables, if nR+a > NV it
necessarily has to be bigger than all the nk for k ∈ V . Indicating with M = 2R/a the
number of sites in L, the following equation holds
P(nR+a > NV) ⩽∏
k∈V P(nR+a > nk) ⩽ (12)M
Now, if a ≪ R necessarily M ≫ 1 (since R is kept fixed) and therefore such probability
becomes very small.
Equivalently one can demonstrate that ⟨ni+anjehN(−R,R)⟩ ≈ ⟨ninj−aehN(−R,R)⟩ when a ≪
R.
Therefore, when a≪ R the following equality approximately holds
∆i g(i, j) =(g(i + a, j) + g(i − a, j) − 2g(i, j)) =
=(g(i, j − a) + g(i, j + a) − 2g(i, j)) =
=∆j g(i, j)
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and therefore ∑
i∈V ∆ig(i, j, h, V, T ) = ∂∂h∆jf(j, h, V, T ) (B.0.1)
All these results are valid approximately for a ≪ R, but their precision increases the
smaller a is with respect to R and become rigorous in the limit of a/R → 0.
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Appendix C
Ansatz for f(x) in the case of ∣ x ∣> R
In chapter III an approximate functional form of f(x) in the case of x ∈ V is analysed.
The approach starts from considering an expansion for f(x), which, retaining only the
first two terms of the expansion for f in h, reads
f(x) = 1
V
∂Z
∂h
[1 + hA1(x,R)]
Recalling that in the mean field case f(x) = ⟨n⟩Z outside of V , following the parallel with
the previous formula in the case of x ∉ V I consider the following ansatz for f(x)
f(x) = ⟨n⟩Z [1 + hB1(x,R)]
The value of B1(∣ x ∣= R,R) is fixed by taking h = 0 and imposing that f(x) and ∂xf(x)
are continuous at ∣ x ∣= R. Doing so the following equality is obtained
⟨N2⟩
V
+ ⟨n⟩A1(∣ x ∣= R,R) = ⟨n⟩⟨N⟩ + ⟨n⟩B1(∣ x ∣= R,R)
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which, upon multiplying everything by V becomes
⟨N2⟩ + ⟨N⟩A1(∣ x ∣= R,R) = ⟨N⟩2 + ⟨N⟩B1(∣ x ∣= R,R)
This in turn yields
B1(∣ x ∣= R,R) = V ar(N)⟨N⟩ +A1(∣ x ∣= R,R) = 1⟨n⟩(⟨n(x)N⟩∣∣x∣=R − ⟨n⟩⟨NV⟩)
I now extend B1(∣ x ∣= R,R) to the case of ∣ x ∣> R in the following way:
B1(∣ x ∣,R) = 1⟨n⟩(⟨n(x)N⟩ − ⟨n⟩⟨NV⟩) + f¯(x)
where ⟨n(x)N⟩ takes the form of eq (II.9.6) and the function f¯(x) must satisfy f¯(x) = 0
and ∂∣x∣f¯(x) = 0 for ∣ x ∣= R, so that the continuity at ∣ x ∣= R is maintained.
The equation for f(x) therefore becomes
f(x, h) = ⟨n⟩Z[1 + h 1⟨n⟩(⟨n(x)N⟩ − ⟨n⟩⟨NV⟩) + hf¯(x)] (C.0.1)
In order to calculate in which regimes this is an accurate approximation of the real value
of f(x) I will now substitute eq (C.0.1) into the equation for the dynamics of f(x).
I recall here eq (III.6.4), i.e. the equation for the dynamics of f(x) at stationarity in the
case x ∉ V
λ¯2∇2x f(x, h) − f(x, h) + ⟨n⟩Z+h[λ¯2 ∂∂h∇2xf(x, h) − ∂∂hf(x, h) + ⟨n⟩V f(x, h)]++σ2
µ
h2
∂
∂h
f(x, h) = 0
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By substitution into eq (C.0.1) the following holds
Zh λ¯2∇2x ⟨n(x)N⟩ +Zhλ¯2⟨n⟩∇2xf¯(x) − ⟨n⟩Z(1 + hB1(x,R)) + ⟨n⟩Z+
+h{λ¯2 ∂
∂h
[Zh ∇2x ⟨n(x)N⟩ +Zh ⟨n⟩∇2xf¯(x)] − ∂∂h[⟨n⟩Z(1 + hB1(x,R))]++⟨n⟩V ⟨n⟩Z(1 + hB1(x,R))} + σ2
µ
h2
∂
∂h
[⟨n⟩Z(1 + hB1(x,R))] = 0
Recalling also eq (II.9.2) one can observe that
λ¯2∇2x ⟨n(x)N⟩ = ⟨n(x)N⟩ − ⟨n⟩⟨N⟩ = ⟨n⟩B1(x,R)
Substituting into the previous equation and simplifying one finally finds the following
equation for f¯(x)
+Zhλ¯2⟨n⟩∇2xf¯(x) + h { ∂∂h[Zhλ¯2⟨n⟩∇2xf¯(x) −Z] + ⟨n⟩V Z(1 + hB1(x,R))}++σ2
µ
h2
∂
∂h
[Z(1 + hB1(x,R))] = 0
I now also recall eq (III.7.14), the equation for the generating function Z(h), i.e.
−∂Z
∂h
+ ⟨n⟩V Z +Σ(R)h∂Z
∂h
= 0
By substituting into the previous equation one finds that the equation for f¯(x) reduces to
+Zhλ¯2⟨n⟩∇2xf¯(x) + h ∂∂h[Zhλ¯2⟨n⟩∇2xf¯(x)] + h2 ⟨n⟩V Z B1(x,R)++(σ2
µ
−Σ(R))h2∂Z
∂h
+ σ2
µ
h2
∂
∂h
[ZhB1(x,R)] = 0
which needs to be solved with boundary conditions f¯(x) = 0 and ∂∣x∣f¯(x) = 0 for ∣ x ∣= R.
Observe that in the case λ¯ = 0 both B1(x,R) = 0 and Σ(R) = σ2/µ, and therefore the
solution is simply f¯(x) ≡ 0 ( and f(x) = ⟨n⟩Z). For λ¯ > 0 however the expression of f¯(x)
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is not trivial and the equation is not easily solved.
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Appendix D
Model with independent dispersal
In the main text of the thesis I analyse the analytic properties of a model where individu-
als can diffuse in space only in the moment they are born. This is intended to mimic the
dynamics of seed dispersal in plants and trees. In this part I show that the analysis under-
taken in chapter III can be extended to other models, and similar results can be obtained
even when spatial dispersal is independent of birth.
Here, I consider a spatial meta-community model where local communities are located on
a d-dimensional regular graph (or lattice). Within each community individuals are treated
as diluted, well-mixed and point-like particles.
The model is defined by the following birth-death dynamics: each individual dies at a
constant death rate r and gives birth at a constant rate b. The newborn always remains
in the same local community of the parent, but at any time it can also hop from a site to
one of its 2d nearest neighbours with probability D. Communities are colonized from the
external at a constant immigration rate b0, which also prevents the system from reaching
the banal absorbing state without individuals and acts as a mild advantage for rare species.
I indicate with L the lattice, whose linear side is a. If Xi, i ∈ L, indicates an individual
living in site i, the reactions defining the model’s dynamics can be cast into the following
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form
Xi
bÐ→ 2Xi (D.0.1)
Xi
DÐ→ Xj (D.0.2)
Xi
rÐ→ ∅ (D.0.3)
∅ b0Ð→ Xi (D.0.4)
where j indicates a nearest neighbor of site i. Notice the change between the reaction
(III.1.1) and (D.0.1) and between reaction (III.1.2) and (D.0.2). In this model spatial
movement is decoupled from birth, so that individuals can hop onto nearest neighboring
sites at any time.
Indicating with P ({n}, t) the probability to find the system in the configuration {n} at
time t the following master equation describes the dynamics of the system
∂
∂t
P ({n}, t) =∑
i∈L {D ∑j∶∣j−i∣=1[(nj + 1)P ({...ni − 1, nj + 1, ...}, t)]+ (D.0.5)+[b (ni − 1) + b0]P ({...ni − 1, ...}, t)+−D 2d niP ({n}, t) − [bni + b0]P ({n}, t)++r(ni + 1) P ({...ni + 1, ...}, t)+−rni P ({n}, t)}
where the dots represent that all other occupation numbers remain as in {n} and it is
intended that P (⋅) = 0 whenever any of the entrances is negative.
Similarly to what done in section III.2, the first step is to introduce the spatial generating
function of the model, which is defined as
ζ({H}, t) =⟨e∑k∈L nkHk⟩ =∑{n} e∑k∈L nkHkp({n}, t) (D.0.6)
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Multiplying through eq (D.0.5) by e∑k∈L nkHk and averaging one obtains the following
equations for ζ({H}, t)
∂
∂t
ζ({H}, t) =∑
i∈L {D ∑j∶∣j−i∣=1[eHi−Hj ∂ζ∂Hj ]+ (D.0.7)+b eHi ∂ζ
∂Hi
+ b0eHiζ({H}, t)+
−D 2d ∂ζ
∂Hi
− b ∂ζ
∂Hi
− b0ζ({H}, t)+
+re−Hi ∂ζ
∂Hi
− r ∂ζ
∂Hi
}
which can be rearranged as
∂
∂t
ζ({H}, t) =∑
i∈L {D ∑j∶∣j−i∣=1 [(eHi−Hj − 1) ∂ζ∂Hj ]+ (D.0.8)+b (eHi − 1) ∂ζ
∂Hi
+ b0(eHi − 1)ζ({H}, t)+
+r(e−Hi − 1) ∂ζ
∂Hi
}
Indroducing the parameter ε = 2(r−b)r+b I assume the following parameter scaling: b0µ ε =O(1) as ε → 0+. In order to fix the spatial scaling I consider the independent parameter
η = Dσ2 and make the assumption η = O(ε) as ε → 0+. I hence assume that the generating
function ζ({H}, t) is analytic at Hi = 0 for any i and that the most important contribution
to the equation of ζ({H}, t) comes from a negative real neighborhood of the origin with
thickness O(ε).
I take the change of variables Hi = εSi and expand eq (D.0.8) in powers of ε, assuming
Si = O(1) and Si ⩽ 0. I also define the following constants
λ = √D
µ
ρ = √σ2
b0
,
This rescaling procedure is exactly equivalent to the one undertaken in section III.4 to
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calculate the critical limit of eq (III.2.2). Retaining only the leading order in ε (with
the scaling assumptions for the parameters considered above) the following equation is
obtained
∂
∂t
ζ({S}, t) =∑
i∈L σ2Si{η∆i ∂ζ∂Si − ε ∂ζ∂Si + ερ2 ζ + εSi ∂ζ∂Si} . (D.0.9)
Rescaling time as T ∶= µt and going back to the original notation Si →Hi ε one obtains
∂ζ
∂T
=∑
i∈LHi{λ2∆i ∂ζ∂Hi − ∂ζ∂Hi + ⟨n⟩ζ + σ2µ Hi ∂ζ∂Hi} , (D.0.10)
which is exactly equivalent to eq (III.4.2) and which is associated to the following Fokker-
Planck equation
∂
∂T
P ({n}, T ) =∑
i∈L { ∂∂ni [ − (λ2∆ini − ni + ⟨n⟩) P ({n}, T )]++ σ2
µ
∂2
∂n2i
[niP ({n}, T )]}
Since all the results of chapters III and IV stem from this equation, the same results that
are obtained for the model of seed dispersal hold also for the diffusion model presented in
this section, provided that on both cases the system is close to the critical point (defined
by the ε → 0 limit). Comparison to simulated data calculated with the Doob-Gillespie
algorithm show excellent agreement in all the expected regimes (see fig D.0.1).
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Figure D.0.1: Comparison of simulated data with the theoretical prediction of eq
(III.8.3) at different times in dimension one for the model with independent dispersal.
Histograms are simulated data, with the black segments indicating errors at two standard
deviations. The blue line is the prediction made using eq (III.8.3), while the red line is
the mean field solution, i.e. eq (III.8.3) with Σ(R) = σ2/µ. The parameters of the model
are D = 200, b0 = 5, b = 100 and d = 101. Length of the segment and times are reported in
the titles of the plots. The lattice has a total of 200 sites and periodic boundary conditions
have been used. The simulations have been calculated using the Doob-Gillespie scheme.
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Appendix E
Time dependent analysis: calculations
In this appendix I expand the analysis of time dependent patterns. To do so I start by
making an ansatz for the form of f(x, V, h, T ) and then I give explicit account of the
errors that are introduced with this procedure.
E.0.1 Time-dependent ansatz for f(x, h, V, T )
Taking inspiration from eq (III.7.9) I here consider the following time-dependent ansatz
for f(⋅):
f(x, h, V, T ) = 1
V
∂Z
∂h
(h,T )[1 + hA1(x)] . (E.0.1)
Notice that the dependence over time has been included only at the very first factor, while
the parenthesis is kept time-invariant.
I now substitute f(x, h, V, T ) from eq (E.0.1) into eq (III.6.2), and as before I make use of
eq (III.7.12) to substitute λ¯∇2x⟨n(x)N(R)⟩. The equation that is obtained is the following
∂
∂T
Z(h∣V,T ) = h[ − (1 − hΣ(R)) ∂Z
∂h
+ ⟨N(R)⟩ Z] (E.0.2)
Inverting this equation (i.e. performing an inverse Laplace transform at both sides) the
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following Fokker-Planck equation for the conditional probability distribution is obtained
∂
∂T
p(N,T ) = − ∂
∂N
[(⟨N(R)⟩ −N)p(N,T )] +Σ(R) ∂
∂N2
[N p(N,T )] (E.0.3)
which in the Itô prescription is associated to
N˙(R) = b¯0V − µN(R) + σ√ψ(R/λ¯)N(R) ξ(t) (E.0.4)
where ξ(t) is a Gaussian white noise with covariance ⟨ξ(t)ξ(t′)⟩ = 2 δ(t − t′). It has
therefore been obtained equations (III.8.1) and (III.8.2) reported in the main text.
For λ¯ → 0 one retains the mean field solution of the model since Σ(R) = σ2/µ. One can
also verify that for t → ∞ this distribution always converges to the stationary solution,
i.e. eq (III.7.15). Indeed, since the Bessel function Iν(z) ∼ (12z)ν/Γ(ν + 1) as z → 0, as
t→∞ one finds
[( 1Σ(R))2 N0N e−µt] 12− ⟨N⟩2Σ(R)
1 − e−µt I ⟨N⟩Σ(R)−1[ 2Σ(R)
√
N0Ne−µt
1 − e−µt ]→ 1
and therefore the result is the following
p(N, t→∞∣N0,0) = P (N) = ( 1
Σ(R)) ⟨N⟩Σ(R)N ⟨N⟩Σ(R)−1e− NΣ(R)
As with the stationary case I now want to evaluate the accuracy of this approach .
E.0.2 Accuracy of the method in the time-dependent case
As was done in section III.7.3, the first step is to substitute f(x, V, h, T ) from the ansatz at
eq (E.0.1) into equation (III.6.3). Following analogous steps, i.e. taking eq (III.7.10) and
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substituting the LHS of eq (III.7.13) into eq (III.7.16), the following equation is obtained
∂
∂T
∂
∂h
Z(h)[1 + hA1(x,R)] = ∂
∂h
{h[ − (1 − hΣ(R))∂Z
∂h
+ ⟨n⟩L Z]}+ (E.0.5)
+A1(x,R){ ∂
∂h
[σ2
µ
h3
∂Z
∂h
] + h2 ⟨n⟩V ∂Z
∂h
}
Bringing all the terms depending on A1 at right hand side one finds
∂
∂T
∂
∂h
Z(h,T ) = ∂
∂h
{h[ − (1 − hΣ(R))∂Z
∂h
+ ⟨n⟩L Z]}+ (E.0.6)
+A1(x,R){ ∂
∂h
[σ2
µ
h3
∂Z
∂h
] + h2 ⟨n⟩V ∂Z
∂h
+ h ∂
∂T
∂Z
∂h
} (E.0.7)
In the regimes where the terms at the second line are negligible over the terms at the first
line, one can observe that the equation that is left is exactly equivalent to the derivative of
eq (E.0.2) and is therefore solved. Tantamount to the stationary case, one can also observe
that this is verified when A1 = 0, examples of which are the regimes of small and large λ¯.
Contrarily to before, however, the last term inside the parenthesis at eq (E.0.7) is O(h),
and it is not negligible for large populations with respect to the terms in the first line. As
a result, in the intermediate regimes between λ¯ = 0 and λ¯ →∞ there are cases where the
analytic approximation for p(N, t) does not give accurate results.
Therefore as the system stirs away from the mean field case of λ¯ = 0, one still obtains an
accurate approximation of the true conditional distribution of the system with eq (III.8.3)
relatively close to stationarity. It is important to remark that this is not equivalent to
considering a perturbation around stationarity. This can be directly observed, for example,
from the comparison with simulated data in fig III.7.3.
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Appendix F
Codes for simulations
F.1 Phenomenological algorithm in one dimension
import random as r a n
import numpy as np
import t ime
import math
import os
import s y s
from s c i p y . s t a t s import gamma
def i n i t _ l a t t (N, param ) :
shape =param [ 1 ] / param [ 3 ] * * 2
s c a l e =param [ 3 ] * * 2 / param [ 2 ]
l a t t i c e =[ np . random . gamma ( shape , s c a l e ) f o r i n d e x in range (N) ]
# l a t t i c e =[param [ 1 ] / param [ 2 ] f o r i n d e x i n range (N ) ]
re turn l a t t i c e
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def s t e p (N, l a t t , param ) : #param=[D, b , mu , s igma ]
i = r a n . r a n d r a n g e ( 0 ,N)
d e s t r a = i +1
s i n i s t r a = i −1
i f d e s t r a ==N: d e s t r a =0
i f s i n i s t r a ==−1: s i n i s t r a =N−1
# per m e t t e r e p e r i o d i c BC
Y=param [ 0 ] * ( l a t t [ d e s t r a ]+ l a t t [ s i n i s t r a ] ) + param [ 1 ]
Omega=param [2 ]+2* param [ 0 ]
s c a l e =param [ 3 ] * * 2 / Omega
shape =Y/ param [ 3 ] * * 2
l a t t [ i ]= np . random . gamma ( shape , s c a l e )
N=500
t 0 = t ime . t ime ( )
param = [ 3 0 , 0 . 5 , 0 . 0 1 , 1 0 ]
i t e r a z i o n i =50000000
l a t t = i n i t _ l a t t (N, param )
f o r i t e r a in range ( 1 , i t e r a z i o n i + 1 ) :
s t e p (N, l a t t , param )
F.2 Gillespie algorithm in one dimension
N=200
l a t t i c e =[100]*N
D=500
b=200
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b0=10
d=203+2*D
t o t _ i n d =100*N
tempo =0
i t e r a z i o n i =60000000
t e m p i _ r e g i s t r a = [ 0 . 0 1 , 0 . 0 2 , 0 . 0 5 , 0 . 0 7 , 0 . 1 , 0 . 2 , 0 . 5 , 0 . 7 , 1 , 2 , 5 , 1 0 , 2 0 , 5 0 ]
t _ r =0
n o m e _ r e t i c o l o = s y s . a rgv [ 1 ]
name= ’ l a t t ’+ s t r ( n o m e _ r e t i c o l o )
m y f i l e = open ( ’ . / r e s u l t s ’+ ’ / ’+name+ ’ . t x t ’ , ’w’ )
f o r i t e r a in range ( 0 , i t e r a z i o n i ) :
c h o i c e = r a n . r a n d r a n g e ( 0 , ( 2 *D+b+d )* t o t _ i n d +b0*N)
d e l t a _ t e m p o =np . random . e x p o n e n t i a l ( s c a l e = 1 / ( ( 2 *D+b+d )* t o t _ i n d +b0*N) )
i f tempo < t e m p i _ r e g i s t r a [ t _ r ] and t e m p i _ r e g i s t r a [ t _ r ] <( tempo+ d e l t a _ t e m p o ) :
f o r v a l u e in l a t t i c e :
m y f i l e . w r i t e ( s t r ( v a l u e )+ ’ ’ )
m y f i l e . w r i t e ( ’ \ n ’ )
t _ r +=1
p r i n t ( tempo )
tempo+= d e l t a _ t e m p o
i f cho i ce <2*D* t o t _ i n d :
c h o i c e 2 = r a n . r a n d r a n g e ( 0 , t o t _ i n d )
c o u n t =0
f o r i in range ( 0 ,N ) :
c o u n t += l a t t i c e [ i ]
i f count > c h o i c e 2 :
s i t e = i
break
c h o i c e 3 = r a n . r a n d r a n g e ( 0 , 2 )
i f c h o i c e 3 ==0:
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i f s i t e ! = 0 :
# l a t t i c e [ s i t e ]−=1
l a t t i c e [ s i t e −1]+=1
e l i f s i t e ==0:
l a t t i c e [N−1]+=1
# l a t t i c e [0]−=1
e l i f c h o i c e 3 ==1:
i f s i t e !=N−1:
# l a t t i c e [ s i t e ]−=1
l a t t i c e [ s i t e +1]+=1
e l i f s i t e ==N−1:
# l a t t i c e [N−1]−=1
l a t t i c e [0]+=1
t o t _ i n d +=1
e l i f 2*D* t o t _ i n d −1< cho ice <(2*D+b )* t o t _ i n d :
c h o i c e 2 = r a n . r a n d r a n g e ( 0 , t o t _ i n d )
c o u n t =0
f o r i in range ( 0 ,N ) :
c o u n t += l a t t i c e [ i ]
i f count > c h o i c e 2 :
s i t e = i
break
l a t t i c e [ s i t e ]+=1
t o t _ i n d +=1
e l i f (2*D+b )* t o t _ i n d −1< cho ice <(2*D+b+d )* t o t _ i n d :
c h o i c e 2 = r a n . r a n d r a n g e ( 0 , t o t _ i n d )
c o u n t =0
f o r i in range ( 0 ,N ) :
c o u n t += l a t t i c e [ i ]
i f count > c h o i c e 2 :
s i t e = i
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break
l a t t i c e [ s i t e ]−=1
t o t _ i n d −=1
e l i f (2*D+b+d )* t o t _ i n d −1< cho ice <(2*D+b+d )* t o t _ i n d +b0*N:
s i t e = r a n . r a n d r a n g e ( 0 ,N)
l a t t i c e [ s i t e ]+=1
t o t _ i n d +=1
m y f i l e . c l o s e ( )
F.3 Environmental noise simulations
def i n i t _ l a t t (N, param ) :
shape =param [ 2 ] / param [3]**2+1
s c a l e =param [ 3 ] * * 2 / param [ 1 ]
l a t t i c e =[ np . random . gamma ( shape , s c a l e ) f o r i n d e x in range (N) ]
# l a t t i c e =[param [ 1 ] / param [ 2 ] f o r i n d e x i n range (N ) ]
re turn l a t t i c e
def s t e p (N, l a t t , param ) : #param=[D, b , mu , s igma ]
i = r a n . r a n d r a n g e ( 0 ,N)
d e s t r a = i +1
s i n i s t r a = i −1
i f d e s t r a ==N: d e s t r a =0
i f s i n i s t r a ==−1: s i n i s t r a =N−1
# per m e t t e r e p e r i o d i c BC
Y=param [ 0 ] * ( l a t t [ d e s t r a ]+ l a t t [ s i n i s t r a ] ) + param [ 1 ]
Omega=param [2 ]+2* param [ 0 ]
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s c a l e =param [ 3 ] * * 2 /Y
shape =Omega / param [3]**2+1
l a t t [ i ] = 1 / np . random . gamma ( shape , s c a l e )
N=400
t 0 = t ime . t ime ( )
param = [ 4 0 0 , 1 0 , 1 , 2 ]
s c a r i c a _ r e t =1
i t e r a z i o n i =200000000
l a t t = i n i t _ l a t t (N, param )
n o m e _ r e t i c o l o = s y s . a rgv [ 1 ]
f o r i t e r a in range ( 1 , i t e r a z i o n i + 1 ) :
s t e p (N, l a t t , param )
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