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Abstract
For the fractional Laplacian (−∆)a, a ∈ (0, 1), and its nonsmooth pseudodifferential
generalizations P , even of order 2a, we establish regularity properties in Lp-Sobolev
spaces of Bessel-potential type Hs
p
for the solutions u of the homogeneous Dirichlet
problem on nonsmooth domains Ω ⊂ Rn: Pu = f on Ω, suppu ⊂ Ω. A main result
is that for bounded C1+τ -domains and operators P with Cτ -dependence on x (any
τ ∈ (0,∞)), the solutions with f given in Hs
p
(Ω) (s ∈ [0, τ − 2a), p ∈ (1,∞)) have
Hs+2a
p
-regularity in the interior of the domain and a singular behavior with a factor da
close to the boundary, where d(x) ∼ dist(x, ∂Ω) (more precisely, u belongs to a certain
a-transmission space H
a(s+2a)
p (Ω)). This was previously only known for τ = ∞. The
result has required a new development of methods to handle nonsmooth coordinate
changes for pseudodifferential operators, which have not been available before; this
constitutes another main contribution of the paper.
Key words: Fractional Laplacian; even pseudodifferential operator; homogeneous Dirichlet
problem; boundary regularity; nonsmooth domain; nonsmooth coordinate transformation;
nonsmooth coefficients; µ-transmission condition
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1 Introduction
The present work has two main purposes. One is to solve the regularity question for the
Dirichlet problem for (−∆)a and its fractional-order generalizations, in Lq-Sobolev spaces
over domains of finite smoothness degrees between C1,σ and C∞. The other is to develop
a tool that has been missing in the theory of pseudodifferential operators: Nonsmooth
coordinate changes. It plays an important role in the solution of the regularity question.
The fractional Laplacian (−∆)a, 0 < a < 1, and its generalizations P of the same
order 2a, have been much studied in recent years, with applications in probability, finance,
differential geometry and mathematical physics. To mention some of the studies through
the times: Blumenthal and Getoor [12], Hoh and Jacob [34], Kulczycki [40], Chen and Song
[18], Jakubowski [38], Bogdan, Burdzy and Chen [13], Cont and Tankov [19], Caffarelli and
∗Fakultät für Mathematik, Universität Regensburg, 93040 Regensburg, Germany, E-mail
helmut.abels@ur.de
†Department of Mathematical Sciences, Copenhagen University, Universitetsparken 5, DK-2100 Copen-
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2 1 INTRODUCTION
Silvestre [17], Gonzales, Mazzeo and Sire [23], Ros-Oton and Serra [47, 48], Abatangelo
[1], Felsinger, Kassmann and Voigt [22], Bonforte, Sire and Vazquez [14], Dipierro, Ros-
Oton and Valdinoci [20], Abatangelo, Jarohs and Saldana [2]. They refer to many more
works, also with applications to nonlinear problems. From its action on Rn one defines the
homogeneous Dirichlet problem:
Pu = f on Ω, suppu ⊂ Ω, (1.1)
on bounded open subset Ω of Rn (with some boundary regularity). For operators P with
a suitable positivity, there is unique solvability for f ∈ L2(Ω) by a variational argument.
One of the fundamental questions in then: How do the solutions look? The variational
theory gives that the solution belongs to Ha-functions supported in Ω, but is u in fact
more regular? And will higher regularity of f increase that of u? This is often called the
regularity question. Early results of Vishik and Eskin (see [21]) imply that u is Ha+
1
2
−ε.
It was an interesting step forward when Ros-Oton and Serra [47] showed that for f ∈
L∞(Ω), u is Hölder-continuous with a singularity d(x)
a at the boundary, here d(x) ∼
dist(x, ∂Ω) near ∂Ω, extended smoothly to a positive function on Ω,
f ∈ L∞(Ω) =⇒ u/d
a ∈ Cα(Ω), (1.2)
for small α > 0. Ω was assumed to be C1,1; a later study lifted α up to a. The methods
were delicate potential-theoretic arguments, based on the representation of (−∆)a as a
real singular integral operator; they were later extended to other real translation-invariant
singular integral operators.
A very different method was introduced by one of the present authors [29]: Fourier
analysis in the form of pseudodifferential operator (ψdo) theory. This theory (necessarily for
complex functions) is designed to allow x-dependent operators (not translation-invariant),
taking care of the composition rules that arise, which make the theory quite technical. Here
it was shown, when Ω is a C∞-domain, that
f ∈ C∞(Ω) ⇐⇒ u ∈ daC∞(Ω) (1.3)
f ∈ Hsq (Ω) =⇒ u ∈ H˙
s+2a
q (Ω) + d
aHs+aq (Ω), (1.4)
for s+a− 1q > 0 (and /∈ Z), 1 < q <∞; H
s
q denotes the Lq-Sobolev space of Bessel-potential
type. For 0 ≤ s < 1q − a, u ∈ H˙
s+2a
q (Ω) (the H
s+2a
q (R
n)-functions supported in Ω).
More precisely in (1.4), u is in a so-called a-transmission space H
a(s+2a)
q (Ω). (1.4) was
in [28] extended to a wealth of other scales of function spaces, including Hölder-Zygmund
spaces Cs∗ ; here f ∈ C
s(Ω) implies u ∈ C˙s+2a(Ω) + daCs+a(Ω) when the parameters s, s+
a, s+ 2a are noninteger.
There is a large gap between the results (1.2) and (1.4), in that the former allows low
smoothness of the domain Ω and shows a corresponding low smoothness of u, whereas the
latter, under a very high smoothness assumption on Ω, shows results in the full scale s ≥ 0.
This gap remained open until very recently. Ros-Oton with coauthor Abatangelo pre-
sented a study [3] treating the question for translation-invariant real singular integral op-
erators, lifting (1.2) to higher order Hölder spaces under higher regularity of Ω; they also
showed the important consequences that this has for regularity questions for the obstacle
problem.
3We shall show in the present paper that the regularity properties (1.4) can be obtained
also when Ω has finite smoothness C1+τ , such that the upper limit on s follows τ linearly.
This is the first treatment of the fractional-order operators acting in Lq-Sobolev spaces
over domains with limited but high smoothness, giving correspondingly high regularity of
solutions.
In this connection there enters a condition on the behavior of the operator P at ∂Ω, the
a-transmission condition, known from [29] to be necessary for (1.3) on smooth domains. Part
of our work consists in finding the appropriate generalization of this condition to nonsmooth
domains, as well as generalizing the 0-transmission condition of Boutet de Monvel [15, 16]
and of Grubb and Hörmander [33]. The a-transmission condition is satisfied in all directions
when P of order 2a is even, i.e., its symbol p(x, ξ) has a graded symmetry property in ξ,
cf. Section 2.2 below. This holds for (−∆)a. We can now show a result that is new even
for (−∆)a:
Theorem 1.1 Let 1 < q < ∞, 0 < a < 1, τ > 2a and τ ≥ 1, let Ω ⊂ Rn be a bounded
C1+τ -domain, and let P be an even, strongly elliptic pseudodifferential operator of order
2a with symbol depending Cτ on x (i.e., p ∈ CτS2a(Rn × Rn), cf. Section 2.2 below).
If u ∈ H˙aq (Ω) is a solution of the homogeneous Dirichlet problem (1.1), then (1.4) holds
for 0 ≤ s < τ−2a. Here d ∈ C1+τ (Ω) can be chosen as the distance to ∂Ω in a neighborhood
of ∂Ω and positive in Ω.
More precisely, u belongs to an a-transmission space H
a(s+2a)
q (Ω), equal to H˙s+2aq (Ω) if
s < 1q − a, and contained in H˙
s+2a
q (Ω) + d
aHs+aq (Ω) for larger s; here the functions u/d
a
have traces in B
s+a− 1
q
q (∂Ω). We note that we need the condition τ ≥ 1 in order that d is
differentiable in a suitable neighborhood of ∂Ω and normal coordinates exist. In the case
2a < τ < 1 (which can only occur if a < 12), we can still show that u ∈ H
a(s+2a)
q (Ω), cf.
Theorem 6.8 below, but we then only obtain (1.4) in a localized version, cf. Remark 4.6.
This analysis has a number of other new applications for nonsmooth domains, e.g.:
1) solution of evolution problems by functional analysis as in [31], 2) solution of nonhomo-
geneous boundary value problems with local Dirichlet or Neumann conditions as in [28]; we
intend to take these up elsewhere.
Letting q → ∞ leads to consequential results in Hölder spaces, extending the scope of
[3] to our classes of ψdo’s.
The new results are based on a development of pseudodifferential theory that makes
nonsmooth coordinate changes possible beyond the principal symbol level; this is the other
main contribution from the present work.
Recall that pseudodifferential operators were originally developed from singular integral
operators as a systematic calculus (containing differential operators) that could handle
compositions of x-dependent operators and constructions of inverses in elliptic cases, by
use of the mechanisms of Fourier transformation F (Seeley [51], Kohn and Nirenberg [39],
Hörmander [35], and others). From a symbol p(x, ξ) depending smoothly on x, ξ ∈ Rn
(except possibly at ξ = 0) one defines the operator P = OP(p(x, ξ)) by
Pu(x) = (2π)−n
∫
Rn
eix·ξp(x, ξ)Fu(ξ) dξ, (1.5)
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for nice functions u, extended to general u as so-called oscillatory integrals.
Theories for boundary value problems for ψdo’s, resembling those for differential oper-
ators, were soon set up in Boutet de Monvel [15, 16] and further developed in e.g. Rempel–
Schulze [46], Grubb [24, 26], acting on C∞-domains Ω ⊂ Rn. The definitions of appropriate
symbol classes were focused at first on the behavior with respect to ξ, but after some
years, nonsmooth behavior in x was also introduced (cf. e.g. Kumano-go and Nagase [42],
Marschall [43, 44], Witt [55], or Taylor [53, 54]). Presently, we focus on symbols p(x, ξ)
in classes CτSm1,0(R
n × Rn), with Cτ -smoothness in x and standard estimates in ξ. For
boundary value problems, a nonsmooth generalization of the calculus of Boutet de Monvel
for integer-order ψdo’s was worked out in Abels [4].
In the study of boundary value problems, one needs not only the x-dependence in the
symbol to be less smooth than C∞; one also needs to be able to apply the theory to
domains Ω with nonsmooth boundary. When localization techniques are used, this means
that one needs to perform changes-of-variables with nonsmooth transition functions. For
some questions it is sufficient to do this only at the principal symbol level, with estimates
for the remainder operators (since the result is possibly sought in low-regularity spaces
anyway); this has been done e.g. in applications to the Navier-Stokes problem (cf. Abels [5],
with Terasawa [11]) and spectral theory (cf. Abels, Grubb, and Wood [7]). Invariance under
smooth coordinate changes for nonsmooth pseudodifferential operators and boundary value
problems were discussed by Jiménez and the first author in [8].
Full symbol rules for nonsmooth changes of variables have not to our knowledge been
established anywhere (e.g., [44] leaves out this point, [10] works with a restrictive symbol
condition that avoids the issue.). Changes of variables are of course also interesting for
interior problems, e.g. if one wants to let one coordinate play a special role.
Since the behavior of a symbol under a coordinate change has a nice exact expression
when one allows symbols “in (x, y)-form” (also called amplitude functions), which define
operators by formulas
Au(x) = (2π)−n
∫
R2n
ei(x−y)·ξa(x, y, ξ)u(y) dξdy = OP(a(x, y, ξ))u, (1.6)
the question of how to reduce an operator OP(a(x, y, ξ)) to the form OP(p(x, ξ)) is inti-
mately related to the change-of-variables question. For this question one has to establish
the validity of (1.6), as well as set up the formula for the reduction with appropriate re-
mainder terms, and to our knowledge neither of these points has been treated before when
the y-dependence is nonsmooth. We shall show:
Theorem 1.2 Let τ > 0 and m < τ .
1◦ Let a ∈ CτSm1,0(R
2n × Rn). Then (1.6) has a meaning as an oscillatory integral, cf.
Theorem 3.1 below for the details. It defines an operator OP(a(x, y, ξ)) mapping continu-
ously
OP(a(x, y, ξ)) : Hs+mq (R
n)→ Hsq (R
n),
when |m|, |s| and |s+m| are < τ , and 1 < q <∞. Moreover, for any nonnegative integer
l < τ ,
OP(a(x, y, ξ))u(x) =
∑
|α|≤l
OP(pα(x, ξ))u(x) + OP(r(x, y, ξ))u(x), (1.7)
5where pα(x, ξ) =
1
α!∂
α
yD
α
ξ a(x, y, ξ)|y=x ∈ C
τ−|α|S
m−|α|
1,0 (R
n × Rn) and r(x, y, ξ)
∈ Cτ−lSm−l1,0 (R
2n × Rn), with r(x, x, ξ) = 0. Here the operators map continuously
OP(pα(x, ξ)) : H
s+m−|α|
q (R
n)→ Hsq (R
n) for |s| < τ − |α|,
OP(r(x, y, ξ)) : H(s+m−l)+q (R
n)→ Hsq (R
n) for 0 ≤ s < min{τ − l, τ −m}.
2◦ Let p ∈ CτSm1,0(R
n × Rn). Under a C1+τ -diffeomorphism F : Rn → Rn such that
c0 ≤ |det(∇F (x))| ≤ C0 with c0, C0 > 0, P transforms to an operator P ,
P = F ∗PF ∗,−1 = OP(q(x, y, ξ)) +R1,
where q ∈ CτSm1,0(R
2n×Rn), R1 : Lq(R
n)→ Hsq (R
n) for s < min{τ, τ−m}, and OP(q(x, y, ξ))
is as under 1◦; in particular reducing to x-form as in (1.7).
The structure of the manuscript is as follows: In Section 2 we summarize necessary pre-
liminaries on function spaces and (nonsmooth) pseudodifferential operators. The first main
results are established in Section 3, where pseudodifferential operators with nonsmooth
symbols in (x, y)-form, oscillatory integrals for them, and their reduction to x-form op-
erators, are discussed. These results are applied to treat nonsmooth coordinate changes
for nonsmooth pseudodifferential operators, and Theorem 1.2 is proved. In Section 4, the
description of µ-transmission spaces is generalized from the smooth case to nonsmooth
domains. In Section 5, we introduce general versions of a µ-transmission condition for non-
smooth pseudodifferential operators, and show their mapping properties in relation to the
µ-transmission spaces, as a key to the regularity results. Finally, in Section 6 the results of
the preceding sections are applied to show regularity results for the homogeneous Dirich-
let problem for even, strongly elliptic pseudodifferential operators on nonsmooth domains,
proving Theorem 1.1.
2 Preliminaries
2.1 Function spaces
Recall that the standard Sobolev spaces W sq (R
n), 1 < q < ∞ and s ≥ 0, have a different
character according to whether s is integer or not. Namely, for s integer, they consist of
Lq-functions with derivatives in Lq up to order s, hence coincide with the Bessel-potential
spaces Hsq (R
n), defined for s ∈ R by
Hsq (R
n) = {u ∈ S ′(Rn) | F−1(〈ξ〉suˆ) ∈ Lq(R
n)}. (2.1)
Here F is the Fourier transform uˆ(ξ) = Fu(ξ) =
∫
Rn
e−ix·ξu(x) dx, and the function 〈ξ〉
equals (|ξ|2+1)
1
2 . For noninteger s, theW sq -spaces coincide with the Besov spaces B
s
q(R
n) =
Bsq,q(R
n), defined e.g. as follows: For 0 < s < 2 and measurable f : Rn → C,
f ∈ Bsq(R
n) ⇐⇒ ‖f‖qLq +
∫
R2n
|f(x) + f(y)− 2f((x+ y)/2)|q
|x− y|n+qs
dxdy <∞; (2.2)
and Bs+tq (R
n) = (1−∆)−t/2Bsq(R
n) for all t ∈ R. The Bessel-potential spaces are important
because they are most directly related to Lq(R
n); the Besov spaces have other convenient
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properties, and are needed for boundary value problems in an Hsq -context, because they are
the correct range spaces for trace maps γju = (∂
j
nu)|xn=0:
γj : H
s
q(R
n
+), B
s
q(R
n
+)→ B
s−j− 1
q
q (R
n−1), for s− j − 1q > 0, (2.3)
surjectively and with a continuous right inverse; see e.g. the overview in the introduction
to [25]. For q = 2, the two scales are identical, but for q 6= 2 they are related by strict
inclusions: Hsq ⊂ B
s
q when q > 2, H
s
q ⊃ B
s
q when q < 2. When q = 2, the index q is usually
omitted. We will always use Bsq as abbreviation of B
s
q,q.
We shall also use the spaces Ck(Rn) ≡ Ckb (R
n) of k-times differentiable functions with
uniform norms ‖u‖Ck = sup|α|≤k,x∈Rn |D
αu(x)| (k ∈ N0), and the Hölder spaces C
τ (Rn),
τ = k + σ with k ∈ N0, 0 < σ < 1, also denoted C
k,σ(Rn), with norms ‖u‖Cτ = ‖u‖Ck +
sup|α|=k,x 6=y |D
αu(x)−Dαu(y)|/|x − y|σ. The latter definition extends to Lipschitz spaces
Ck,1(Rn). There are similar spaces over subsets of Rn. Finally, we denote C∞b (R
n) =⋂
k∈NC
k
b (R
n).
The halfspaces Rn± are defined by R
n
± = {x ∈ R
n | xn ≷ 0}, with points denoted
x = (x′, xn), x
′ = (x1, . . . , xn−1). When γ ∈ C
1+τ (Rn−1) for some τ > 0, we define the
curved halfspace Rnγ by R
n
γ = {x ∈ R
n | xn > γ(x
′)}.
Also bounded C1+τ -domains Ω will be considered. By this we mean that Ω ⊂ Rn is open
and bounded, and every boundary point x0 has an open neighborhood U such that, after a
translation of x0 to 0 and a suitable rotation, U∩Ω = U∩R
n
γ for a function γ ∈ C
1+τ (Rn−1)
with γ(0) = 0. (In some texts, a hypothesis on connectedness of Ω is included here, but we
do not need this.)
Restriction from Rn to Rn± (or from R
n to Ω resp. ∁Ω = Rn \Ω) is denoted r±, extension
by zero from Rn± to R
n (or from Ω resp. ∁Ω to Rn) is denoted e±. (The notation is also
used for Ω = Rnγ ). Restriction from R
n
+ or Ω to ∂R
n
+ resp. ∂Ω is denoted γ0.
By d(x) we denote (as in [29, Definition 2.1] for the C∞-case) a function that is C1+τ
on Ω, positive on Ω and vanishes only to the first order on ∂Ω (i.e., d(x) = 0 and ∇d(x) 6= 0
for x ∈ ∂Ω). On bounded sets it satisfies near ∂Ω:
C−1d0(x) ≤ d(x) ≤ Cd0(x) (2.4)
with C > 0, where d0(x) equals dist(x, ∂Ω) on a neighborhood of ∂Ω and is extended as a
correspondingly smooth positive function on Ω.
When τ ≥ 1, d0 itself can be taken C
1+τ . This holds since there is then a tubular
neighborhood of ∂Ω where d0(x) plays the role of a normal coordinate; its gradient equals
the interior unit normal vector ν(x) (cf. e.g. Prüss and Simonett [45, p. 65-66]). Since ν is
Cτ , d0 is C
1+τ . Then moreover, d/d0 is a positive C
τ -function on Ω.
We take d0(x) = xn in the case of R
n
+. For R
n
γ , the function d(x) = xn − γ(x
′) satisfies
(2.4) near ∂Rnγ , and does so globally on R
n
γ if we choose the extension of d0(x) further away
from ∂Rnγ to equal xn + C1, where C1 > supx′ |γ(x
′)|. Then when τ ≥ 1, d/d0 is a positive
function in Cτ (R
n
γ ).
Along with the spaces Hsq (R
n) defined in (2.1), there are the two scales of spaces asso-
ciated with Ω for s ∈ R:
H
s
q(Ω) = {u ∈ D
′(Ω) | u = r+U for some U ∈ Hsq (R
n)}, the restricted space,
H˙sq (Ω) = {u ∈ H
s
q (R
n) | suppu ⊂ Ω}, the supported space;
(2.5)
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here suppu denotes the support of u. H
s
q(Ω) is in other texts often denoted H
s
q (Ω) or
Hsq (Ω), and H˙
s
q (Ω) may be indicated with a ring, zero or twiddle; the current notation
stems from Hörmander [37, Appendix B2]. There are similar spaces with Bsq .
Besides for the Hsq and B
s
q -spaces, there are in [28] for C
∞-domains established the
relevant results in many other scales of spaces, namely Besov spaces Bsp,q for 1 ≤ p, q ≤ ∞
and Triebel-Lizorkin spaces F sp,q (for the same p, q but with p <∞). We shall not pursue this
in the present work, except that we want to refer to the Hölder-Zygmund scale Bs∞,∞, also
denoted Cs∗ . Here C
s
∗ identifies with the Hölder space C
s when s ∈ R+ \N, and for positive
integer k satisfies Ck−ε ⊃ Ck∗ ⊃ C
k−1,1 ⊃ Ckb for small ε > 0; moreover, C
0
∗ ⊃ L∞ ⊃ C
0
b
(with strict inclusions everywhere). Similarly to (2.5) we denote the spaces of restricted,
resp. supported distributions
C
s
∗(Ω) = {u ∈ D
′(Ω) | u = r+U for some U ∈ Cs∗(R
n)},
C˙s∗(Ω) = {u ∈ C
s
∗(R
n) | suppu ⊂ Ω};
the star can be omitted when s ∈ R+ \N.
2.2 Pseudodifferential operators
A pseudodifferential operator (ψdo) P on Rn is defined from a symbol p(x, ξ) on Rn × Rn
by
Pu = OP(p(x, ξ))u =
∫
Rn
eix·ξp(x, ξ)uˆ(ξ) đξ = F−1ξ→x(p(x, ξ)Fu(ξ)), (2.6)
using the Fourier transform F and the notation đξ = (2π)−n dξ. We refer to textbooks
such as Kumano-go [41], Hörmander [37], Taylor [52], Grubb [27], Abels [6] for the rules of
calculus, in particular the definition by oscillatory integrals in [37], [6]. For precision, the
notation Os–
∫
is often used when an integral is understood as an oscillatory integral.
The symbols p of order m ∈ R were originally taken to lie in the symbol space Sm1,0(R
n×
Rn), consisting of complex C∞-functions p(x, ξ) such that ∂βx∂αξ p(x, ξ) is O(〈ξ〉
m−|α|) for
all α, β, for some m ∈ R, with global estimates for x ∈ Rn (as in [37, start of Section 18.1]
and [26]). P (of order m) then maps Hsq (R
n) continuously into Hs−mq (R
n) for all s ∈ R, cf.
(2.1). P is said to be classical when p has an asymptotic expansion p(x, ξ) ∼
∑
j∈N0
pj(x, ξ)
with pj homogeneous in ξ of degree m− j for all |ξ| ≥ 1 and j ∈ N0, such that
∂βx∂
α
ξ
(
p(x, ξ)−
∑
j<J
pj(x, ξ)
)
is O(〈ξ〉m−α−J ) for all α, β ∈ Nn0 , J ∈ N0. (2.7)
For a complete theory one adds to these operators the smoothing operators (mapping any
Hsq (R
n) into
⋂
tH
t
q(R
n)), regarded as operators of order −∞. (For example, (−∆)a fits
into the calculus when it is written as OP((1− ζ(ξ))|ξ|2a) + OP(ζ(ξ)|ξ|2a), where ζ(ξ) is a
C∞-function that equals 1 for |ξ| ≤ 12 and 0 for |ξ| ≥ 1; the second term is smoothing.)
In the present study we moreover consider symbols with limited smoothness in x. For
later purposes we here replace x ∈ Rn by X ∈ Rn
′
, where n′ will usually be n or 2n.
The space CτSm1,0(R
n′ × Rn) for τ > 0, m ∈ R, n′, n ∈ N consists of functions p : Rn
′
×
Rn → C that are continuous w.r.t. (X, ξ) ∈ Rn
′
× Rn and smooth with respect to ξ ∈ Rn,
such that for every α ∈ Nn0 we have: ∂
α
ξ p(X, ξ) is in C
τ (Rn
′
) with respect to X and satisfies
for all ξ ∈ Rn, α ∈ Nn0 ,
‖∂αξ p(·, ξ)‖Cτ (Rn′ ) ≤ Cα〈ξ〉
m−|α|, (2.8)
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with Cα > 0. We equip the symbol space with the semi-norms
|p|k,CτSm1,0(Rn
′×Rn) := max
|α|≤k
sup
ξ∈Rn
〈ξ〉−m+|α|‖∂αξ p(·, ξ)‖Cτ (Rn′ ) for k ∈ N0. (2.9)
The following theorem is well-known:
Theorem 2.1 Let τ > 0, 1 < q < ∞, m ∈ R and p ∈ CτSm1,0(R
n × Rn). Then OP(p)
extends to a bounded linear operator
OP(p) : Hs+mq (R
n)→ Hsq (R
n) for all |s| < τ.
Moreover, for every s ∈ (−τ, τ) there is some k ∈ N and C > 0 such that
‖OP(p)‖L(Hs+mq (Rn),Hsq (Rn))
≤ C|p|k,CτSm1,0(Rn×Rn) for all p ∈ S
m
1,0(R
n × Rn).
The mapping properties follow from [43, Theorem 2.7]. The boundedness of the operator
norm by a symbol semi-norm is a consequence of the closed graph theorem or the Hahn-
Banach theorem, cf. e.g. [9, Theorem 3.7].
The subspace of classical symbols CτSm(Rn
′
× Rn) consists of those functions that
moreover have expansions into terms pj homogeneous in ξ of degree m − j for |ξ| ≥ 1, all
j, such that for all ξ ∈ Rn, α ∈ Nn0 , J ∈ N0,
‖∂αξ
(
p(·, ξ)−
∑
j<J
pj(·, ξ)
)
‖Cτ (Rn′ ) ≤ Cα,J〈ξ〉
m−J−|α|. (2.10)
A classical symbol p(x, ξ) (and the associated operator P ) is said to be strongly elliptic
when Re p0(x, ξ) ≥ c|ξ|
m for |ξ| ≥ 1, with c > 0. Moreover, a classical ψdo P = OP(p(x, ξ))
of order m ∈ R is said to be even, when the terms in the symbol expansion p ∼
∑
j∈N0
pj
satisfy
pj(x,−ξ) = (−1)
jpj(x, ξ) for all x ∈ R
n, |ξ| ≥ 1, j ∈ N0. (2.11)
(The word “even” is short for even-to-even parity, meaning that the terms with even j are
even in ξ, the terms with odd j are odd in ξ.) Similarly, p is odd (short for odd-to-even
parity) if p ∼
∑
j∈N0
pj , where
pj(x,−ξ) = (−1)
j+1pj(x, ξ) for all x ∈ R
n, |ξ| ≥ 1, j ∈ N0.
Note that when p is even of order m, p− p0 is odd of order m− 1.
In part of the present paper, we consider symbols that are moreover assumed to satisfy
a µ-transmission condition, as introduced in the smooth case by Hörmander [36, 37] and
Grubb [29], see Section 4.1. To handle operators with such properties, we must introduce
order-reducing operators. There is a simple definition of operators Ξt± on R
n, t ∈ R,
Ξt± = OP(χ
t
±), χ
t
±(ξ) = (〈ξ
′〉 ± iξn)
t; (2.12)
they preserve support in R
n
±, respectively, because the symbols extend as holomorphic
functions of ξn into C∓, respectively; C± = {z ∈ C : Im z ≷ 0}. (The functions (〈ξ′〉± iξn)t
satisfy only part of the estimates (2.7) with m = t, but the ψdo definition can be applied
anyway.) There is a more refined choice Λt±, cf. [25, 29], with symbols λ
t
±(ξ) that do satisfy
9all the required estimates, and where λt+ = λ
t
−. These symbols likewise have holomorphic
extensions in ξn to the complex halfspaces C∓, so that the operators preserve support in
R
n
±, respectively. Operators with that property are called “plus” resp. “minus” operators.
There is also a pseudodifferential definition Λ
(t)
± adapted to the situation of a smooth
domain Ω, by [25, 29].
It follows from the Lizorkin multiplier theorem and the definition of the spacesHsq (R
n) in
terms of Fourier transformation that the operators define homeomorphisms Ξt± : H
s
q (R
n)
∼
→
Hs−tq (R
n), for all s ∈ R. The special interest is that the “plus”/“minus” operators also define
homeomorphisms related to R
n
+ and Ω, for all s ∈ R:
Ξt+ : H˙
s
q (R
n
+)
∼
→ H˙s−tq (R
n
+), r
+Ξt−e
+ : H
s
q(R
n
+)
∼
→ H
s−t
q (R
n
+),
Λ
(t)
+ : H˙
s
q (Ω)
∼
→ H˙s−tq (Ω), r
+Λ
(t)
− e
+ : H
s
q(Ω)
∼
→ H
s−t
q (Ω),
with similar rules for Λt±. Moreover, the operators Ξ
t
+ and r
+Ξt−e
+ identify with each
other’s adjoints over R
n
+, because of the support preserving properties. There is a similar
statement for Λt+ and r
+Λt−e
+, and for Λ
(t)
+ and r
+Λ
(t)
− e
+ relative to the set Ω.
3 Nonsmooth Coordinate Changes
3.1 Oscillatory integrals for nonsmooth (x, y)-form symbols; derived x-
form operators
This chapter is quite technical, and a reader who is mainly interested in the applications to
fractional-order boundary problems may skip it in a first reading.
Basic rules of calculus for pseudodifferential operators with nonsmooth symbols were
set up by Kumano-go and Nagase [42], Marschall [43, 44], Witt [55], however leaving out
the question of nonsmooth coordinate changes. To our knowledge, this question has been
open since then, and it is this that we want to work out now. A basic step is the reduction
of operators defined by symbols in (x, y)-form to symbols in x-form; in particular to handle
the remainders arising from this. The definition of operators from symbols a(x, y, ξ) (also
called amplitude functions) follows from known facts when a is Cτ in x and C∞ in y, see e.g.
[AP18], but a definition when a is merely Cτ in y has not to our knowledge been established
in detail; this is the first thing we undertake here.
Symbol classes and their seminorms were defined in the preliminaries section. In the
following let τ > 0, m ∈ R, a ∈ CτSm1,0(R
2n × Rn). The first task is to show the existence
of the oscillatory integral, provided τ > m,
OP(a)u(x) = Os–
∫
R2n
ei(x−y)·ξa(x, y, ξ)u(y) dyđξ
:= lim
ε→0
∫
R2n
χ(εy, εξ)ei(x−y)·ξa(x, y, ξ)u(y) dyđξ
for every u ∈ S(Rn), x ∈ Rn, where χ ∈ S(R2n) with χ(0, 0) = 1. To this end (and for
other purposes later on) we shall use a Taylor expansion
a(x, y, ξ) =
∑
|α|≤l
1
α!
∂αy a(x, y, ξ)|y=x(y − x)
α +
∑
|α|=l
(y − x)αrα(x, y, ξ), (3.1)
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where l ∈ N0 with l < τ and
rα(x, y, ξ) =
|α|
α!
∫ 1
0
(1− t)|α|−1(∂αy a)(x, (1 − t)x+ ty, ξ) dt−
1
α!
∂αy a(x, y, ξ)|y=x. (3.2)
We have here subtracted the α’th precise term from the usual remainder term, to achieve
that
rα(x, x, ξ) = 0 for all x, ξ ∈ R
n.
Note that rα ∈ C
τ−|α|Sm1,0(R
2n × Rn). Hence for every β ∈ Nn0
|∂βξ rα(x, y, ξ)| ≤ Cβ|x− y|
min{τ−|α|,1}〈ξ〉m−|β| for all x, y, ξ ∈ Rn. (3.3)
We will use a dyadic partition of unity (ϕj)j∈N0 of R
n in the following. More precisely,
let ϕj ∈ C
∞
0 (R
n), j ∈ N0, be a partition of unity such that
suppϕj ⊂ {ξ ∈ R
n | 2j−1 ≤ |ξ| ≤ 2j+1} (3.4)
and ϕj(ξ) = ϕ1(2
1−jξ) for all j ≥ 1, ξ ∈ Rn.
For later purposes we show existence of the oscillatory integral in a more general form.
We denote by [σ] the largest integer ≤ σ.
Theorem 3.1 Let a ∈ CτSm1,0(R
2n × Rn), τ > 0, m ∈ R, γ ∈ Nn0 , and assume that
m < τ + |γ|. Then for every x ∈ Rn and u ∈ S(Rn) the limit
OP((y − x)γa(x, y, ξ))u(x) := lim
ε→0
∫
R2n
χ(εy, εξ)ei(x−y)·ξ(y − x)γa(x, y, ξ)u(y) dyđξ
exists and coincides with∑
|α|≤l
1
α!
OP(∂αyD
α+γ
ξ a(x, y, ξ)|y=x)u(x) +
∑
|α|=l
OP((y − x)α+γrα(x, y, ξ))u(x),
where l = max{[m− |γ|], 0} < τ , and
OP((y − x)αrα(x, y, ξ))u(x) =
∫
Rn
kα,γ(x, y, x− y)u(y) dy,
|kα,γ(x, y, x− y)| ≤ g(x − y) for some nonnegative g ∈ L1(R
n), and
kα,γ(x, y, z) =
∑
j∈N0
kα,γ,j(x, y, z),
kα,γ,j(x, y, z) =
∫
Rn
eiz·ξ(x− y)α+γrα(x, y, ξ)ϕj(ξ)đξ
for all x, y, z ∈ Rn with z 6= 0.
Proof: We use (3.1) with l = max{[m − |γ|], 0}. Since ∂αy a(x, y, ξ)|y=x(y − x)
αu(y) =
(∂αy a)(x, x, ξ)(y − x)
αu(y) is smooth with respect to (y, ξ), the existence of
lim
ε→0
∫
R2n
χ(εy, εξ)ei(x−y)·ξ
(
∂αy a(x, y, ξ)|y=x
)
(x− y)αu(y) dyđξ = OP(pα)u(x)
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follows from standard results on oscillatory integrals. Here
pα(x, ξ) = ∂
α
yD
α
ξ a(x, y, ξ)|y=x for all x, ξ ∈ R
n,
because of the calculation rules for oscillatory integrals. Therefore it only remains to show
the existence of the oscillatory integrals for (y − x)α+γrα(x, y, ξ). Now we use that∫
R2n
χ(εy, εξ)ei(x−y)·ξ(y − x)α+γrα(x, y, ξ)u(y) dyđξ
=
∫
Rn
∫
Rn
ei(x−y)·ξχ(εy, εξ)(y − x)α+γrα(x, y, ξ)đξ u(y) dy =
∫
Rn
kε(x, y, x− y)u(y) dy,
where
kε(x, y, z) := (y − x)
α+γ
∫
Rn
eiz·ξχ(εy, εξ)rα(x, y, ξ)đξ =
∑
j∈N0
kε,j(x, y, z),
kε,j(x, y, z) := (y − x)
α+γ
∫
Rn
eiz·ξχ(εy, εξ)rα(x, y, ξ)ϕj(ξ)đξ.
Using (3.3) one shows in the same manner as in the proof of [6, Lemma 5.14] that for every
N ∈ N0 there is some CN > 0 such that
|kε,j(x, y, z)| ≤ CN |x− y|
l+|γ|+θ|z|−N2j(n+m−N)
for all z 6= 0, j ∈ N0, ε ∈ (0, 1), x, y ∈ R
n, where θ = min{τ − l, 1}. Using∑
j∈N0
kε,j(x, y, z) =
∑
2j≤|z|−1
kε,j(x, y, z) +
∑
2j>|z|−1
kε,j(x, y, z)
one can derive in the same way as in the proof of [6, Theorem 5.12] that the series∑
j∈N0
kε,j(x, y, z) converges absolutely and uniformly in |z| ≥ δ, x, y ∈ R
n for any δ > 0 to
a function kε : R
n × Rn × (Rn \ {0})→ C that satisfies for any N ∈ N0
|kε(x, y, z)| ≤


CN |x− y|
l+|γ|+θ|z|−m−n〈z〉−N if m+ n > 0,
CN |x− y|
l+|γ|+θ(1 + log |z|−1)〈z〉−N if m+ n = 0,
CN |x− y|
l+|γ|+θ〈z〉−N if m+ n < 0,
for all x, y ∈ Rn, z 6= 0, ε ∈ (0, 1), j ∈ N0. Now, if we choose N ∈ N0 sufficiently large and
z = x− y, the right-hand side is in L1(R
n) with respect to y since τ + |γ| > m. Hence by
the dominated convergence theorem the limit
lim
ε→0
∫
R2n
χ(εy, εξ)ei(x−y)·ξ(y − x)α+γrα(x, y, ξ)u(y) dyđξ =
∫
Rn
kα,γ(x, y, x− y)u(y) dy
exists, where kα,γ and kα,γ,j are as in the theorem. This concludes the proof.
It will be convenient to observe:
Lemma 3.2 Let a ∈ CτSm1,0(R
2n×Rn), τ > 0, m ∈ R, γ ∈ Nn0 , and assume thatm < τ+|γ|.
Then for every x ∈ Rn and u ∈ S(Rn) and β ∈ Nn0 with β ≤ γ:
OP((y − x)γa(x, y, ξ))u(x) = OP((y − x)γ−βDβξ a(x, y, ξ))u(x).
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Proof: First of all, note that both oscillatory integrals exist because of Theorem 3.1,
Dβξ a ∈ C
τS
m−|β|
1,0 (R
2n × Rn), and m − |β| < τ + |γ| − |β|. Moreover, it is sufficient to
consider the case β = ek for some k ∈ {1, . . . , n}. The general case follows inductively. In
view of Theorem 3.1, it only remains to show that
OP((y − x)α+γrα(x, y, ξ))u(x) = OP((y − x)
α+γ−ekDξkrα(x, y, ξ))u(x).
By Theorem 3.1 applied to Dξka we have
OP((y − x)α+γ−ekDξkrα(x, y, ξ))u(x) =
∫
Rn
k˜α,γ(x, y, x− y)u(y) dy,
where k˜α,γ(x, y, z) =
∑
j∈N0
k˜α,γ,j(x, y, z) and
k˜α,γ,j(x, y, z) =
∫
Rn
eiz·ξ(y − x)α+γ−ekDξkrα(x, y, ξ)ϕj(ξ)đξ
For z = x− y 6= 0, an integration by parts yields
k˜α,γ,j(x, y, x− y) =
∫
Rn
ei(x−y)·ξ(y − x)α+γrα(x, y, ξ)ϕj(ξ)đξ
−
∫
Rn
ei(x−y)·ξ(y − x)α+γ−ekrα(x, y, ξ)Dξkϕj(ξ)đξ
= kα,γ,j(x, y, x− y)−
∫
Rn
ei(x−y)·ξ(y − x)α+γ−ekrα(x, y, ξ)Dξkϕj(ξ)đξ.
By the results in the proof of Theorem 3.1∑
j∈N0
k˜α,γ,j(x, y, x− y) and
∑
j∈N0
kα,γ,j(x, y, x − y)
converge absolutely for every x 6= y. Hence the same is true for∑
j∈N0
∫
Rn
ei(x−y)·ξ(y − x)α+γ−ekrα(x, y, ξ)Dξkϕj(ξ)đξ.
Here for x 6= y and N ∈ N∫
Rn
ei(x−y)·ξ(y − x)α+γ−ekrα(x, y, ξ)Dξkϕj(ξ)đξ
= |x− y|−2N
∫
Rn
ei(x−y)·ξ(y − x)α+γ−ek(−∆ξ)
N (rα(x, y, ξ)Dξkϕj(ξ)) đξ,
where ∣∣(−∆ξ)N (rα(x, y, ξ)Dξkϕj(ξ))∣∣ ≤ CN 〈ξ〉m−2N for all ξ ∈ Rn.
Hence choosing N ∈ N such that m− 2N < −n, we can apply the dominated convergence
theorem to conclude∑
j∈N0
∫
Rn
ei(x−y)·ξ(y − x)α+γ−ekrα(x, y, ξ)Dξkϕj(ξ)đξ
=
∑
j∈N0
|x− y|−2N
∫
Rn
ei(x−y)·ξ(y − x)α+γ−ek(−∆ξ)
N
(
rα(x, y, ξ)
∑
j∈N0
Dξkϕj(ξ)
)
đξ = 0,
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because of 0 =
∑∞
j=0Dξkϕj(ξ) for all ξ ∈ R
n. Thus k˜α,γ(x, y, x − y) = kα,γ(x, y, x − y) for
all x 6= y, and the statement of the lemma follows.
We also have:
Corollary 3.3 Let a ∈ CτSm1,0(R
2n ×Rn), τ > 0, m ∈ R, and assume that m < τ . Setting
pα(x, ξ) =
1
α!
∂αyD
α
ξ a(x, y, ξ)|y=x,
we have for every l ∈ N0 with l < τ :
OP(a(x, y, ξ))u(x) =
∑
|α|≤l
OP(pα(x, ξ))u(x) +
∑
|α|=l
OP(Dαξ rα(x, y, ξ))u(x),
where pα(x, ξ) ∈ C
τ−|α|S
m−|α|
1,0 (R
n × Rn) and Dαξ rα ∈ C
τ−lSm−l1,0 (R
2n × Rn) for all |α| = l
(as defined in (3.2)), with Dαξ rα(x, x, ξ) = 0.
Proof: The equality follows directly from Theorem 3.1 with γ = 0 and Lemma 3.2 applied
to a = rα and γ = β = α. The statements on D
α
ξ rα follow from (3.2)ff.
3.2 Mapping properties of (x, y)-form operators
The following result will be the basis for all further results on mapping properties of (x, y)-
form operators. It applies not only to remainders, but also to full operators, without a
graded expansion that would reduce the regularity with respect to x.
Theorem 3.4 Let a ∈ CτSm1,0(R
2n × Rn) with |m| < τ , and let 1 < q <∞. Then
OP(a(x, y, ξ)) : Hs+mq (R
n)→ Hsq (R
n)
is a bounded linear operator, provided that |s| < τ , |s+m| < τ .
Proof: First we treat the case s ≥ 0 by splitting it up in several cases. Afterwards the
case s < 0 follows by duality.
Case m ∈ [0, 1] and 0 ≤ s < 1: Let us define σ := m and ̺ := τ −m if τ −m < 1, and
̺ ∈ (s, 1) arbitrary if τ −m ≥ 1. Then a ∈ C̺+σSσ1,0(R
2n × Rn), and [54, Proposition 9.8]
yields the boundedness of
OP(a(x, y, ξ)) : Hs+mq (R
n)→ Hsq (R
n).
Case m ∈ (−1, 0) and 0 ≤ s < 1: We use the decomposition
OP(a(x, y, ξ)) = OP(a(x, x, ξ)) + OP(b(x, y, ξ)),
where b(x, y, ξ) = a(x, y, ξ) − a(x, x, ξ). Because of Theorem 2.1, it is sufficient to show
the corresponding mapping property for OP(b(x, y, ξ)). Since b ∈ CτSm1,0(R
2n × Rn) ⊂
CτS01,0(R
2n × Rn) and b(x, x, ξ) = 0 for all x, ξ ∈ Rn, [54, Proposition 9.5] yields that
OP(b(x, y, ξ)) : Hσq (R
n)→ Hσ+tq (R
n) for all − τ < σ ≤ 0, 0 ≤ t < τ. (3.5)
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If s+m ≤ 0, we can choose σ = s+m ∈ (−τ, 0] and t = −m ∈ [0, τ) and obtain the desired
mapping property. If s +m > 0, we use that Hs+mq (R
n) →֒ Lq(R
n) and (3.5) with σ = 0
and t = s to conclude that OP(b(x, y, ξ)) : Hs+mq (R
n)→ Hsq (R
n) is bounded.
Case m ∈ (−1, 1] and s ≥ 1: Let k = [s], s′ = s− k ∈ [0, 1). We use that
u ∈ Hsq (R
n) if and only if ∂αxu ∈ H
s′
q (R
n) for all |α| ≤ k
for u = OP(a(x, y, ξ))f for some f ∈ Hs+mq (R
n).
First let m ∈ [0, 1]. Using that
[∂xj ,OP(a(x, y, ξ)] = OP(∂xja(x, y, ξ) + ∂yja(x, y, ξ))
for all j = 1, . . . , n one obtains
∂αx OP(a(x, y, ξ))f =
∑
0≤β≤α
OP(aβ(x, y, ξ))∂
α−β
x f
for some aβ ∈ C
τ−|β|Sm1,0(R
2n×Rn) ⊂ Cτ−kSm1,0(R
2n×Rn), where 0 ≤ s′ = s−k < τ ′ := τ−k
and 0 ≤ s′+m = s+m−k < τ ′ because of |s|, |s+m| < τ . Moreover, ∂α−βx f ∈ Hs
′+m
q (R
n).
By the preceding cases,
OP(aβ(x, y, ξ)) : H
s′+m
q (R
n)→ Hs
′
q (R
n)
is bounded. Altogether this yields the boundedness of OP(a(x, y, ξ)) in this case ifm ∈ [0, 1].
If m ∈ (−1, 0) and 1 ≤ |α| ≤ k, then α = α′ + ej for some j ∈ {1, . . . , n}. Using
∂xj OP(a(x, y, ξ))f = OP(a(x, y, ξ)iξj) + OP(∂xja(x, y, ξ)),
one obtains similarly as before
∂αx OP(a(x, y, ξ))f =
∑
0≤β≤α′
OP(a′β(x, y, ξ) + a
′′
β(x, y, ξ))∂
α′−β
x f
for some a′β ∈ C
τ−k+1Sm+11,0 (R
2n×Rn) and a′′β ∈ C
τ−kSm1,0(R
2n×Rn) ⊂ Cτ−kS01,0(R
2n×Rn).
Since m+ 1 ∈ (0, 1), one obtains by the preceding cases that
OP(a′β(x, y, ξ)) : H
s′+m+1
q (R
n)→ Hs
′
q (R
n), OP(a′′β(x, y, ξ)) : H
s′
q (R
n)→ Hs
′
q (R
n)
are bounded due to 0 ≤ s′ +m+ 1 = s +m− k + 1 < τ − k + 1 and 0 ≤ s′ < τ − k. This
yields the statement in this case since ∂α
′−β
x f in Hs
′+m+1
q (R
n) for all f ∈ Hs+mq (R
n) and
0 ≤ β ≤ α′, where |α′| ≤ k − 1, and the case α = 0 is easy.
Case m ∈ [0, τ) and s ≥ 0: Now let 0 ≤ m < τ and s ≥ 0 and set m′ = [m]. We use that
there are polynomials pk : R
n → R of order at most m′ and qk ∈ S
0
1,0(R
n×Rn), independent
of x, k = 0, . . . , n such that
〈ξ〉m
′
=
∑n
k=0
qk(ξ)pk(ξ),
cf. e.g. [6, Proof of Theorem 6.8]. Hence
a(x, y, ξ) =
∑n
k=0
ak(x, y, ξ)pk(ξ),
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where ak ∈ C
τSm−m
′
1,0 (R
2n × Rn). Combining this with the general relation
OP(b(x, y, ξ)iξj) = OP(b(x, y, ξ))∂xj +OP(∂yjb(x, y, ξ)) (3.6)
we have the representation
OP(a(x, y, ξ)) =
∑
|α|≤m′
OP(aα(x, y, ξ))∂
α
x
for some aα ∈ C
τ−m′Sm−m
′
1,0 (R
2n × Rn). Because of the case “m ∈ [0, 1] and s ≥ 0”, we
conclude that
OP(aα(x, y, ξ)) : H
s+m−m′
q (R
n)→ Hsq (R
n)
is bounded for every |α| ≤ m′. This implies the statement in this case.
Case: m ∈ (−τ, 0) and s ≥ 0: Let m′ ∈ N0 be such that m+m
′ ∈ (−1, 0], i.e., m′ = [−m].
First we consider the case s = 0. As noted above, 〈ξ〉m
′
=
∑n
k=0qk(ξ)pk(ξ), for some
qk ∈ S
0
1,0(R
n × Rn) independent of x and polynomials pk of order at most m
′ < τ . Hence
OP(a(x, y, ξ)) = OP(a(x, y, ξ))〈Dx〉
m′〈Dx〉
−m′ =
n∑
k=0
OP(a(x, y, ξ))pk(Dx)q˜k(Dx),
where q˜k ∈ S
−m′
1,0 (R
n × Rn) is independent of x and q˜k(Dx) : H
m
q (R
n) → Hm+m
′
q (R
n).
Therefore it remains to show that
OP(a(x, y, ξ))pk(Dx) : H
s+m+m′
q (R
n)→ Hsq (R
n)
is bounded. Using that pk(Dx) is a differential operator of order m
′ and (3.6) one obtains
the representation
OP(a(x, y, ξ))pk(Dx) =
∑
|α|≤m′
OP(aα,k(x, y, ξ))
for some aα,k ∈ C
τ−m′Sm+m
′
1,0 (R
2n × Rn). Hence the case “m ∈ (−1, 0] and s ≥ 0” implies
that
OP(aα,k(x, y, ξ)) : H
m+m′
q (R
n)→ Lq(R
n).
Altogether we conclude that
OP(a(x, y, ξ)) : Hmq (R
n)→ Lq(R
n)
is bounded. Next let s ∈ [−m, τ) and s′ = s−m′. Using
u ∈ Hsq (R
n) if and only if ∂αxu ∈ H
s′
q (R
n) for all |α| ≤ m′
for u = OP(a(x, y, ξ))f for some f ∈ Hs+mq (R
n), it is sufficient to show that
∂αx OP(a(x, y, ξ)) : H
s+m
q (R
n)→ Hs
′
q (R
n)
is bounded for all |α| ≤ m′. Similarly as before
∂αx OP(a(x, y, ξ)) = OP(aα(x, y, ξ))
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for some aα ∈ C
τ−|α|S
m+|α|
1,0 (R
2n×Rn) ⊂ Cτ−m
′
Sm+m
′
1,0 (R
2n×Rn), where 0 ≤ s+m ≤ s′ =
s−m′ < τ ′ := τ −m′. By the preceding cases,
OP(aα(x, y, ξ)) : H
s+m
q (R
n) = Hs
′+m+m′
q (R
n)→ Hs
′
q (R
n)
is bounded. Now the mapping properties for general s ∈ [0, τ) follow by interpolation
between the case s = 0 and s ∈ [−m, τ).
Case s < 0: By the assumptions of the theorem, |s| < τ and |s+m| < τ . First we consider
the case that additionally s ∈ (−τ,−m). Since |m| < τ , there are some s, which satisfy
all these assumptions. Note that in the case m < 0 this condition is trivial. By the case
“s ≥ 0” we obtain that
OP(a(x, y, ξ))∗ = OP(a(y, x, ξ)) : H−sq′ (R
n)→ H−s−mq′ (R
n)
since s′ := −s−m ∈ (0, τ) and −τ < −s = s′+m < τ . Hence we conclude by duality that
OP(a(x, y, ξ)) : Hs+mq (R
n)→ Hsq (R
n)
if additionally s ∈ (−τ,−m). Interpolation with the case s ≥ 0 yields the statement for all
s ∈ (−τ, τ −m).
We observe a particular conclusion for the remainder terms (3.2), in case s ≥ 0.
Corollary 3.5 Let rα be as in (3.2) and Corollary 3.3, let m < τ , l ∈ N0 with l < τ ,
1 < q <∞, and let s ∈ R such that 0 ≤ s < τ − l, s+m < τ . Then
OP(Dαξ rα(x, y, ξ)) : H
(s+m−l)+
q (R
n)→ Hsq (R
n) (3.7)
is bounded. Moreover, there is some k ∈ N and Cs,q > 0 such that
‖OP(Dαξ rα(x, y, ξ))‖L(H(s+m−l)+q (Rn),Hsq (Rn))
≤ Cs,q|a|k,CτSm1,0(R2n×Rn).
Proof: If m− l > −(τ − l), we can apply Theorem 3.4 directly with τ and m replaced by
τ ′ = τ − l and m′ = m− l; this gives
OP(Dαξ rα(x, y, ξ)) : H
s+m−l
q (R
n)→ Hsq (R
n),
and (3.7) holds à fortiori. If m − l ≤ −(τ − l), we note that −(τ − l) < −s, so that
Dαξ rα ∈ C
τ−lSm−l1,0 (R
2n×Rn) ⊂ Cτ−lS−s1,0(R
2n×Rn); here Theorem 3.4 can be applied with
τ and m replaced by τ ′ = τ − l and m′′ = −s, giving
OP(Dαξ rα(x, y, ξ)) : H
0
q (R
n)→ Hsq (R
n).
This is as desired since in this case (s+m− l)+ = 0.
Finally, the boundedness of the operator norm by a symbol semi-norm is a consequence
of the closed graph theorem. It can be shown in the same way as in the proof of Theo-
rem 5.13 below.
The next result will help improve remainder estimates; it is related to statements given
in [54, Proposition 9.5].
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Theorem 3.6 Let a ∈ CτSm1,0(R
2n × Rn) with m < τ and
∂αx ∂
β
y a(x, y, ξ)|y=x = 0 for all x, ξ ∈ R
n and |α|+ |β| < τ.
Moreover, let 1 < q <∞. Then
OP(a(x, y, ξ)) : Lq(R
n)→ Hsq (R
n)
is a bounded linear operator provided that 0 ≤ s < min(τ −m, τ).
Proof: It is sufficient to consider the casem ≥ 0 since CτSm1,0(R
2n×Rn) ⊂ CτS01,0(R
2n×Rn)
and min(τ −m, τ) = τ if m < 0.
Let us first consider the case 0 ≤ s < 1. Since 0 ≤ s < τ − m is arbitrary and
Bs+εq,∞(R
n) →֒ Hsq (R
n) for any ε > 0, it is sufficient to prove that
OP(a(x, y, ξ)) : Lq(R
n)→ Bsq,∞(R
n)
is a bounded linear operator for any 0 ≤ s < min(τ −m, τ). To this end we use that
OP(a(x, y, ξ))u(x) =
∫
Rn
k(x, y, x − y)u(y) dy for all u ∈ S(Rn), x ∈ Rn, (3.8)
where k : Rn×Rn×(Rn \{0}) → C is smooth with respect to the third variable and satisfies
for any α ∈ Nn0 and N ∈ N
‖∂αz k(., ., z)‖Cτ (R2n) ≤ Cα,N |z|
−n−m−|α|(1 + |z|)−N for all z 6= 0.
Here k can be defined as∑
j∈N0
kj(x, y, z) for all x, y, z ∈ R
n, z 6= 0,
where kj(x, y, z) = F
−1
ξ 7→z (a(x, y, ξ)ϕj(ξ)) and ϕj ∈ C
∞
0 (R
n), j ∈ N0, is a smooth dyadic
partition of unity as in (3.4)ff. The proofs in [6, Section 5.4] carry directly over to the
present situation.
Moreover, (∂αy k)(x, y, z)
∣∣
y=x
= 0 since ∂αy a(x, y, ξ)
∣∣
y=x
= 0 for all x, ξ ∈ Rn and |α| < τ ,
and we have for any N ∈ N:
|k(x, y, z)| =
∣∣∣k(x, y, z) −∑
|α|<τ
1
α!
(∂αy k)(x, x, z)z
α
∣∣∣
≤ CN |x− y|
τ |z|−n−m(1 + |z|)−N , (3.9)
and in particular
|k(x, y, x− y)| ≤ CN |x− y|
−n−m+τ (1 + |x− y|)−N ,
where |z|−n−m+τ (1+ |z|)−N is in L1(Rn) with respect to z for sufficiently large N ∈ N since
m < τ . Now let (∆hf)(x) := f(x+ h)− f(x) for any x, h ∈ R
n and f : Rn → C. Then
(∆hOP(a(x, y, ξ))u)(x) =
∫
|x−y|<2|h|
(k(x+ h, y, x + h− y)− k(x, y, x − y))u(y) dy
+
∫
|x−y|≥2|h|
(k(x+ h, y, x − y)− k(x, y, x− y))u(y) dy ≡ I1 + I2.
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In order to estimate I1 we use that
|k(x+ h, y, x+ h− y)− k(x, y, x− y)| ≤ |k(x+ h, y, x + h− y)|+ |k(x, y, x − y)|
≤ C
(
|x+ h− y|−n−m+τ + |x− y|−m−m+τ
)
.
Hence Young’s inequality implies
‖I1‖Lq(Rn) ≤ C
∫
|z|≤2|h|
(|z + h|−n−m+τ + |z|−n−m+τ )‖u‖Lq(Rn)
≤ C ′|h|τ−m‖u‖Lq(Rn) ≤ C
′|h|s‖u‖Lq(Rn)
for any s < τ −m and |h| ≤ 1. In order to estimate I2 we use
I2 =
∫
|x−y|≥2|h|
(k(x+ h, y, x+ h− y)− k(x+ h, y, x − y))u(y) dy
+
∫
|x−y|≥2|h|
(k(x+ h, y, x− y)− k(x, y, x − y))u(y) dy ≡ J1 + J2.
For the second integral we use that for any |x− y| ≥ 2|h|
|k(x+ h, y, x− y)− k(x, y, x− y)| ≤ CN |h|
τ |x− y|−n−m(1 + |x− y|)−N
≤ C ′N |h|
s|x− y|−n−m+τ−s(1 + |x− y|)−N .
Therefore
‖J2‖Lq(Rn) ≤ CN |h|
s
∫
Rn
|z|−n−m+τ−s(1 + |z|)−N dz‖u‖Lq(Rn) ≤ C
′
s|h|
s‖u‖Lq(Rn)
for any s < τ −m and |h| ≤ 1 and sufficiently large N . Furthermore, for any |x− y| ≥ 2|h|
|k(x+ h, y, x + h− y)− k(x+ h, y, x− y)|
=
∣∣∣∣
∫ 1
0
Dzk(x+ h, y, x+ sh− y) ds h
∣∣∣∣ ≤ CN |x+ h− y|τ |x− y|−n−m−1(1 + |x− y|)−N |h|
≤ C ′N |h|
s|x− y|−n−m+τ−s(1 + |x− y|)−N .
by (3.9) with k replaced by Dzk and since
1
2 |x− y| ≤ |x− y| − |h| ≤ |x+ sh− y| ≤ |x− y|+ |h| ≤
3
2 |x− y|
for every s ∈ [0, 1]. Thus we obtain as before
‖J1‖Lq(Rn) ≤ CN |h|
s
∫
Rn
|z|−n−m+τ−s(1 + |z|)−N dz‖u‖Lq(Rn) ≤ C
′
s|h|
s‖u‖Lq(Rn)
for any s < τ −m, |h| ≤ 1, and suitable N ∈ N. Altogether we obtain
‖∆hOP(a(x, y, ξ))u‖Lq(Rn) ≤ C|h|
s‖u‖Lq(Rn)
uniformly in |h| ≤ 1 for any s < τ − m. Moreover, one obtains by similar, but simpler
estimates
‖OP(a(x, y, ξ))u‖Lq (Rn) ≤ C‖u‖Lq(Rn).
3.3 Coordinate changes 19
This implies the boundedness of OP(a(x, y, ξ)) : Lq(R
n)→ Bsq,∞(R
n) for any 0 ≤ s < τ−m.
Finally, let s ≥ 1. Now let k ∈ N such that s = k + s′ with s′ ∈ [0, 1). We use that
u ∈ Hsq (R
n) if and only if ∂αxu ∈ H
s′
q (R
n) for every |α| ≤ k. For |α| ≤ k we have
∂αx OP(a(x, y, ξ)) =
∑
0≤β≤α
(
α
β
)
OP(∂βxa(x, y, ξ)(iξ)
α−β),
where ∂βxa(x, y, ξ)(iξ)α−β ∈ Cτ−|β|S
m+|α|−|β|
1,0 (R
2n × Rn). Because of
0 ≤ s′ = s− k < s− |α| ≤ τ −m− |α| = (τ − |β|) − (m+ |α| − |β|),
we can apply the case “0 ≤ s < 1” to ∂βxa(x, y, ξ)(iξ)α−β (with s′ instead of s) and obtain
the result.
Remark 3.7 We note that, if a ∈ CτSm1,0(R
2n×Rn) with 0 ≤ m < τ satisfies a(x, y, ξ) = 0
for all x, y, ξ ∈ Rn with |x− y| < δ for some δ > 0, then the conditions of Theorem 3.6 are
satisfied. In particular, if p ∈ CτSm1,0(R
n × Rn) with 0 ≤ m < τ and ϕ,ψ ∈ C∞b (R
n) are
such that suppϕ ∩ suppψ = ∅. Then
ψOP(p(x, ξ))(ϕu) ∈ Hsq (R
n) for all u ∈ Lq(R
n), 0 ≤ s < τ.
3.3 Coordinate changes
In the following let F : Rn → Rn be a C1-diffeomorphism with DF ∈ Cτ (Rn)n×n and
p ∈ CτSm1,0(R
n ×Rn) for some m < τ and τ > 0. Moreover, let
(Pu)(x) = (P (u ◦ F−1))(F (x)) = (F ∗PF ∗,−1u)(x) for all u ∈ S(Rn). (3.10)
We will first consider the case that
sup
x∈Rn
|∇F (x)− I| ≤ 12 . (3.11)
Then one obtains for all u ∈ S(Rn) and x ∈ Rn:
Pu(x) = Os–
∫
R2n
ei(F (x)−z)·ηp(F (x), η)u(F−1(z)) dzđη
= Os–
∫
R2n
ei(x−y)·ξq(x, y, ξ)u(y) dyđξ, (3.12)
where a well-known formula for coordinate changes (explained e.g. in [6, Proof of Theo-
rem 3.48]) gives
q(x, y, ξ) = p(F (x), A(x, y)−1,T ξ)|detA(x, y)|−1|det∇yF (y)|, (3.13)
A(x, y) =
∫ 1
0
∇xF (x+ t(y − x)) dt,
for all x, y, ξ ∈ Rn. Here q(x, y, ξ) ∈ CτSm1,0(R
2n × Rn) and A(x, y)−1,T = (A(x, y)−1)T .
We note that (3.11) ensures detA(x, y) 6= 0 for every x, y ∈ Rn. In our nonsmooth case,
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the existence of the limit in the oscillatory integral in (3.12) follows from Theorem 3.1.
The existence of this limit also implies the existence of the limit in the oscillatory integral
preceding it. Moreover, using that for every τ ′ ∈ (0, τ ] there is some C > 0 such that
‖a ◦ F − a‖Cτ ′ (Rn) ≤ C‖a‖Cτ (Rn)‖F − id ‖
min(1,τ−τ ′)
C1+τ (Rn)
for all a ∈ Cτ (Rn)
one verifies in a straightforward manner that for every r0 > 0 and k ∈ N0 there is some Ck
independent of F such that
|q − p|k,Cτ ′Sm1,0(R2n×Rn)
≤ Ck‖F − id ‖
min(1,τ−τ ′)
C1+τ (Rn)
|p|k+1,CτSm1,0(Rn×Rn) (3.14)
for all p ∈ CτSm1,0(R
n × Rn) and C1-diffeomorphisms F such that DF ∈ Cτ (Rn)n×n,
‖F − id ‖C1+τ ≤ r0 and (3.11) holds since
‖A− I‖Cτ (Rn×Rn) ≤ C‖F − id ‖C1+τ (Rn).
We shall now apply the Taylor expansion in (3.1) and Corollary 3.3 to q. This gives that
for any N ∈ N0 with N < τ ,
Pu(x) =
∑
|α|≤N
OP(qα(x, ξ))u(x) + OP(r˜N (x, y, ξ))u(x),
where
qα(x, ξ) =
1
α!
∂αyD
α
ξ q(x, y, ξ)
∣∣
y=x
, (3.15)
r˜N (x, y, ξ) =
∑
|α|=N
N
α!
∫ 1
0
(1− t)N−1∂αyD
α
ξ q(x, x+ t(y − x), ξ) dt−
∑
|α|=N
qα(x, ξ).
Theorem 3.8 Let p ∈ CτSm1,0(R
n×Rn) withm < τ and τ > 0, let F be a C1-diffeomorphism
with DF ∈ Cτ (Rn)n×n such that (3.11) holds true, |α| ≤ N < τ and let q be defined
as in (3.15). Then qα ∈ C
τ−|α|S
m−|α|
1,0 (R
n × Rn) and r˜N ∈ C
τ−NSm−N1,0 (R
2n × Rn) with
r˜N (x, x, ξ) = 0 for all x, ξ ∈ R
n. Moreover, for every r0 > 0, τ
′ ∈ (N, τ ], and k ∈ N0 there
is some Ck independent of F such that
|q0 − p|k,Cτ ′Sm1,0(Rn×Rn)
≤ Ck‖F − id ‖
min(1,τ−τ ′)
C1+τ (Rn)
|p|k+1,CτSm1,0(Rn×Rn),
|qα|k,Cτ ′−|α|Sm−|α|1,0 (Rn×Rn)
≤ Ck‖F − id ‖
min(1,τ−τ ′)
C1+τ (Rn)
|p|k+1,CτSm1,0(Rn×Rn),
|r˜N |k,Cτ ′−NS2a−N1,0 (R2n×Rn)
≤ Ck‖F − id ‖
min(1,τ−τ ′)
C1+τ (Rn)
|p|k+1,CτSm1,0(Rn×Rn)
for all 1 ≤ |α| ≤ N , provided that ‖F − id ‖C1+τ ≤ r0.
Proof: The first statements follow easily from the definitions. Morever, as for (3.14) one
can verify the stated estimates in a straightforward manner.
For general C1+τ -diffeomorphisms we obtain:
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Theorem 3.9 Let p ∈ CτSm1,0(R
n × Rn) with m < τ and τ > 0, let F : Rn → Rn be a
C1-diffeomorphism with DF ∈ Cτ (Rn)n×n such that
c0 ≤ |det(∇F (x))| ≤ C0 for all x ∈ R
n (3.16)
for some c0, C0 > 0. Then there is some q ∈ C
τSm1,0(R
2n × Rn) such that
Pu = F ∗PF ∗,−1u = OP(q(x, y, ξ))u +Ru for all u ∈ S(Rn), (3.17)
where
R : Lq(R
n)→ Hsq (R
n) for all s < min(τ −m, τ).
Moreover, for any N ∈ N0 with N < τ
OP(q(x, y, ξ)) =
∑
|α|≤N
OP(qα(x, ξ)) + OP(r˜N (x, y, ξ)),
where the entries are defined by (3.15), with A(x, y) =
∫ 1
0 ∇xF (x + t(y − x)) dt for every
y ∈ Rn sufficiently close to x.
Proof: Since ∇F ∈ Cτ (Rn) and satisfies (3.16), there is some δ > 0 such that A(x, y) is
invertible for every x, y ∈ Rn with |x − y| < δ. Now choose ψ ∈ C∞0 (R
n) with ψ ≡ 1 on
Bδ/2(0) and suppψ ⊂ Bδ(0). Then
Pu =Os–
∫
R2n
ei(x−y)·ξψ(x− y)p(x, ξ)u(y) dyđξ
+Os–
∫
R2n
ei(x−y)·ξ(1− ψ(x− y))p(x, ξ)u(y) dyđξ ≡ P ′u+OP(a(x, y, ξ))u
where
OP(a(x, y, ξ)) : Lq(R
n)→ Hsq (R
n) for all s < min(τ −m, τ)
by Theorem 3.6 since a(x, y, ξ) = 0 if |x− y| < δ/2. Moreover,
P ′u(x) = Os–
∫
R2n
ei(F (x)−z)·ηψ(F (x) − z)p(F (x), η)u(F−1(z)) dzđη
= Os–
∫
R2n
ei(x−y)·ξq(x, y, ξ)u(y) dyđξ,
where
q(x, y, ξ) = ψ(F (x) − F (y))p(F (x), A(x, y)−1,T ξ)|detA(x, y)|−1|det∇yF (y)| (3.18)
for all x, y, ξ ∈ Rn. The rest follows in the same way as in the proof of Theorem 3.8, since
η(F (x) − F (y))|x=y = 1 and ∂αx (η(F (x)− F (y))) |x=y = 0 for every |α| ≤ N .
Proof of Theorem 1.2: The first part is a consequence of Corollary 3.3, Theorem 2.1
applied to pα and Corollary 3.5 applied to rα. Theorem 3.8 implies the second part.
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4 Preliminaries for Operators on Domains
4.1 The µ-transmission spaces for the halfspace and other smooth do-
mains
For Ω equal to Rn+ or a bounded smooth domain, the special µ-transmission spaces were
introduced for all µ ∈ C by Hörmander [36] for q = 2, cf. the account in [29] where the
spaces are redefined and extended to general q ∈ (1,∞). In the present paper we take µ
real with µ > −1. The spaces are defined by use of the order-reducing operators recalled in
Section 2.2:
Hµ(s)q (R
n
+) =
{
Ξ−µ+ e
+H
s−µ
q (R
n
+) = Λ
−µ
+ e
+H
s−µ
q (R
n
+), for s > µ−
1
q′ ,
H˙sq (R
n
+), for s ≤ µ−
1
q′ ,
Hµ(s)q (Ω) =
{
Λ
(−µ)
+ e
+H
s−µ
q (Ω), for s > µ−
1
q′ ,
H˙sq (Ω), for s ≤ µ−
1
q′ .
(4.1)
Here 1q′ = 1 −
1
q ; for convenience of notation we have included the cases s ≤ µ −
1
q′ (as
mentioned in [29, Definition 1.5]), although they play a very small role in regularity studies.
The spaces decrease with growing s: H
µ(s)
q (Ω) ⊂ H
µ(s′)
q (Ω) when s > s′.
Remark 4.1 From the definition and the interpolation properties of Bessel potential spaces
it follows that H
µ(s)
q (Ω) is preserved under complex interpolation in s when s > µ−
1
q′ .
We now list some further properties, formulated for Ω with the convention that Λ
(t)
+ is
replaced by Ξt+ or Λ
t
+ when R
n
+ is considered. There holds (cf. [29, Definition 1.8])
‖u‖
H
µ(s)
q (Ω)
≃ ‖r+Λ
(µ)
+ u‖Hs−µq (Ω)
, when s > µ− 1q′ . (4.2)
Observe in particular that
Hµ(s)q (Ω) = H˙
s
q (Ω) for s− µ ∈ (−
1
q′ ,
1
q ),
H˙sq (Ω) ⊂ H
µ(s)
q (Ω) ⊂ H
s
q,loc(Ω) for all s ∈ R,
(4.3)
since e+H
s−µ
q (Ω) ⊃ H˙
s−µ
q (Ω) for all s > µ−
1
q′ , with equality if s− µ ∈ (−
1
q′ ,
1
q ), and since
Λ
(−µ)
+ is elliptic. We have moreover, for s ≥ µ,
Hµ(s)q (Ω) ⊂ H
µ(µ)
q (Ω) = H˙
µ
q (Ω). (4.4)
The great interest of the spaces H
µ(s)
q (Ω) lies in the following facts:
• Pseudodifferential operators P of orderm satisfying the µ-transmission condition map
these spaces into standard spaces H
s−m
q (Ω), by [29, Theorem 4.2],
‖r+Pu‖
H
s−m
q (Ω)
≤ C‖u‖
H
µ(s)
q (Ω)
for s > µ− 1q′ . (4.5)
• When P furthermore is strongly elliptic, the spaces are the solution spaces for the
homogeneous Dirichlet problem, cf. [29, Theorem 4.4].
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We note that the spaces do not depend on P . As a very special case of (4.5), since Λ
(µ)
+
satisfies the µ-transmission condition, so does the composition P = Λ
(µ)
+ ◦ ϕ for any ϕ ∈
C∞b (R
n), hence for any s > µ− 1q′ there is some C > 0 such that
‖ϕu‖
H
µ(s)
q (Ω)
≃ ‖r+Λ
(µ)
+ ϕu‖Hs−µq (Ω)
≤ C‖u‖
H
µ(s)
q (Ω)
for all u ∈ Hµ(s)q (Ω),
cf. also (4.2). Thus the multiplication by ϕ maps H
µ(s)
q (Ω) into itself (also for lower s, since
the property is well-known for the spaces H˙sq (Ω)).
With d defined as in (2.4) (in particular, d can equal d0), there are local weighted
boundary operators
γµj u = Γ(µ+ 1 + j)γj(u/d
µ) : Hµ(s)q (Ω)→ B
s−µ−j− 1
q
q (∂Ω) (4.6)
defined for s > µ + j + 1q , here γj denotes the j’th normal derivative γjv = (∂
j
nv)|∂Ω.
There is a hierarchy (cf. [29, Section 5]), H
µ(s)
q (Ω) ⊃ H
(µ+1)(s)
q (Ω) ⊃ · · · ⊃ H
(µ+j)(s)
q (Ω) for
s > µ+ j − 1q′ , and
u ∈ H(µ+j)(s)q (Ω) ⇐⇒ u ∈ H
µ(s)
q (Ω) with γ
µ
0 u = · · · = γ
µ
j−1u = 0; (4.7)
this is of importance for the study of nonhomogeneous boundary conditions.
Defining Eµ(Ω) ≡ e
+dµC
∞
(Ω), we have for bounded smooth domains that
⋂
sH
µ(s)
q (Ω) =
Eµ(Ω), which is dense in H
µ(s)
q (Ω). For Rn+,
⋂
sH
µ(s)
q (R
n
+) = Eµ(R
n
+) ∩
⋂
sH
µ(s)
q (R
n
+), and
Eµ(R
n
+) ∩ E
′(Rn) is dense in H
µ(s)
q (R
n
+).
It was shown in [29] that
Hµ(s)q (Ω) ⊂ H˙
s
q (Ω) + e
+dµH
s−µ
q (Ω), for s > µ+
1
q , s − µ−
1
q /∈ N, (4.8)
and the inclusion holds with H˙sq (Ω) replaced by H˙
s−ε
q (Ω) if s−µ−
1
q ∈ N. There is a similar
statement on Rn+ with d replaced by xn.
In a recent paper [32], the representations (4.8) were sharpened by an identification of
which functions in e+dµH
s−µ
q (Ω) that actually enter in H
µ(s)
q (Ω).
For the Hölder-Zygmund scale Cs∗ , the µ-transmission spaces are defined analogously by
C
µ(s)
∗ (Ω) = Λ
(−µ)
+ e
+C
s−µ
∗ (Ω), for s > µ− 1,
C
µ(s)
∗ (Ω) = C˙
s
∗(Ω), for s ≤ µ− 1,
and all the properties listed above for Hsq -spaces carry over to the C
s
∗-spaces. The formulas
hold with Hsq replaced by C
s
∗ and
1
q ,
1
q′ replaced by 0, 1. In particular, there is the analogue
of (4.8):
C
µ(s)
∗ (Ω) ⊂ C˙
s
∗(Ω) + e
+dµC
s−µ
∗ (Ω), for s > µ, s− µ /∈ N, (4.9)
and the inclusion holds with C˙s∗(Ω) replaced by C˙
s−ε
∗ (Ω) if s − µ ∈ N. There is a similar
statement on Rn+ with d replaced by xn.
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4.2 Definitions in nonsmooth cases
Recall that for any C1-diffeomorphism F : Rn → Rn with DF ∈ Cτ (Rn)n×n and 0 ≤ s <
1 + τ we have that
F ∗ : Hsq (R
n)→ Hsq (R
n) : u 7→ u ◦ F (4.10)
is bounded. In the case s ≤ 1 + [τ ], this follows by interpolation from the corresponding
statement for Hmq (R
n), m = 0, . . . , 1 + [τ ]. In the case 1 + [τ ] < s < 1 + τ one uses that
∂xj (u ◦ F )(x) = (∇u)(F (x)) · ∂xjF (x) for u ∈ H
s
q (R
n),
where ∇u ◦ F ∈ Hs−1q (R
n) since s − 1 ≤ 1 + [τ ], ∂xjF ∈ C
τ (Rn)n, and one can apply
well-known multiplication results for Bessel potential spaces, namely that fg ∈ Htq(R
n) for
any f ∈ Cτ (Rn), g ∈ Htq(R
n) if |t| < τ and 1 < q < ∞, cf. e.g. the book by Runst and
Sickel [49, Section 4.7.1]. This result also follows from Theorem 2.1 for p(x, ξ) = f(x). The
mapping is a bijection if also D(F−1) ∈ Cτ (Rn)n×n.
In the following, let Rnγ = {x ∈ R
n | xn > γ(x
′)} for some γ ∈ C1+τ (Rn−1) with τ > 0,
and let Fγ : R
n → Rn be such that
Fγ(x) = (x
′, xn − γ(x
′)) for all x ∈ Rn, where x′ = (x1, . . . , xn−1); (4.11)
note that for both Fγ and F
−1
γ (defined by Fγ(x)
−1 = (x′, xn + γ(x
′))) the differential is in
Cτ (Rn)n×n.
Moreover, we consider a bounded open set Ω ⊂ Rn with C1+τ -boundary.
Definition 4.2 Let µ > −1, τ > 0, 1 < q <∞, and let µ− 1q′ < s < 1 + τ .
1◦ For the set Rnγ with γ ∈ C
1+τ (Rn−1), we define
u ∈ Hµ(s)q (R
n
γ ) ⇐⇒ u ◦ F
−1
γ ∈ H
µ(s)
q (R
n
+),
and provide H
µ(s)
q (R
n
γ ) with the inherited norm. In other words,
Hµ(s)q (R
n
γ ) = F
∗
γ (H
µ(s)
q (R
n
+)). (4.12)
2◦ When Ω is a bounded C1+τ -domain, each point x0 ∈ ∂Ω has a bounded open neighbor-
hood U ⊂ Rn and a γ ∈ C1+τ (Rn−1), such that (after a suitable rotation) Ω∩U = Rnγ ∩U .
We denote by H
µ(s)
q (Ω) the set of all u ∈ Hsq,loc(Ω) such that for each x0, with a ϕ ∈ C
∞
0 (U)
with ϕ ≡ 1 in a neighborhood of x0, we have
F ∗,−1γ (ϕu) := (ϕu) ◦ F
−1
γ ∈ H
µ(s)
q (R
n
+)
in the rotated situation, with Fγ defined by (4.11).
3◦ There are similar spaces defined with Hsq replaced by C
s
∗ , q, q
′ replaced by ∞, 1.
From the inclusions (4.8), (4.9) in the halfspace case we obtain:
Proposition 4.3 Let µ > −1 and µ − 1q′ < s < 1 + τ with s − µ < 1 + τ , and let
γ ∈ C1+τ (Rn−1). There is a function d as in (2.4)ff. such that (with ε > 0):
Hµ(s)q (R
n
γ )
{
= H˙sq (R
n
γ ), for s < µ+
1
q ,
⊂ H˙
s(−ε)
q (R
n
γ ) + d
µe+H
s−µ
q (R
n
γ ), for s > µ+
1
q ,
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where (−ε) is active if s− µ− 1q ∈ N.
Moreover, the mapping γµ0 : u 7→ Γ(µ+ 1)(u/d
µ)|∂Rnγ is continuous:
γµ0 : H
µ(s)
q (R
n
γ )→ B
s−µ− 1
q
q (∂R
n
γ ), for s− µ−
1
q > 0.
If τ ≥ 1, then one can replace d by d0, chosen as a C
1+τ -function coinciding with the
distance to ∂Rnγ near ∂R
n
γ , as indicated after (2.4).
There are similar results in Cs∗-spaces with
1
q replaced by 0.
Proof: The properties of H
µ(s)
q (Rnγ ) follow from (4.1) and (4.8)ff., since the function x
µ
n
carries over to the function dµ where d(x) = xn − γ(x
′) has the mentioned properties,
and since F ∗,−1 maps Hsq (R
n) and Hs−µq (Rn) to themselves. Similarly, the properties of
C
µ(s)
∗ (R
n
γ ) are carried over from (4.9). The definition of the trace follows from (4.6) for
Ω = Rn+.
If τ ≥ 1, we can replace d(x) = xn − γ(x
′) by d0(x), since d(x) = f(x)d0(x), where
f ∈ Cτ (R
n
γ ) is strictly positive, and multiplication with a C
τ (R
n
γ )-functions maps H
s−µ
q (R
n
γ )
into itself.
For the use of local coordinates, we need to know how the multiplication by regular
functions act in the transmission-spaces.
Proposition 4.4 Let µ > −1 and σ > 0. If µ ≥ 0, assume that σ > µ and µ− 1q′ < s < σ.
If −1 < µ < 0, assume that σ > µ + 1 and µ − 1q′ < s < σ − 1. Then multiplication by a
function ϕ ∈ Cσ(Rn) maps H
µ(s)
q (R
n
+) into itself.
Consequently, if γ ∈ Cσ(Rn−1), then multiplication by a function ϕ ∈ Cσ(Rn) maps
H
µ(s)
q (R
n
γ ) into itself.
Proof: For s−µ ∈ (− 1q′ ,
1
q ), H
µ(s)
q (R
n
+) = H˙
s
q (R
n
+), where the property is well-known since
|s| < σ, so we can assume s ≥ µ. There holds in general:
v ∈ Hµ(s)q (R
n
+) ⇐⇒ Λ
µ
+v ∈ e
+H
s−µ
q (R
n
+). (4.13)
Let u ∈ H
µ(s)
q (R
n
+), and let ϕ ∈ C
σ
b (R
n). To show that ϕu ∈ H
µ(s)
q (R
n
+), we must show
that Λµ+(ϕu) ∈ e
+H
s−µ
q (R
n
+). Here
Λµ+(ϕu) = ϕΛ
µ
+u+ [Λ
µ
+, ϕ]u.
For the first term, Λµ+u ∈ e
+H
s−µ
q (R
n
+) by hypothesis, and multiplication by ϕ is known to
preserve this space since |s− µ| < σ. It remains to show that
[Λµ+, ϕ]u ∈ e
+H
s−µ
q (R
n
+). (4.14)
Here we shall borrow some continuity properties shown later in Theorem 5.13 and Corol-
lary 5.14. The operator [Λµ+, ϕ] may be written as a ψdo in (x, y)-form,
[Λµ+, ϕ] = OP(a(x, y, ξ)); a(x, y, ξ) = λ
µ
+(ξ)(ϕ(x) − ϕ(y)),
26 4 PRELIMINARIES FOR OPERATORS ON DOMAINS
satisfying the global µ-transmission condition and with symbol in CσSµ(R2n × Rn).
If µ ≥ 0, we apply Theorem 5.13 with τ = σ, m = µ, and s replaced by s′, to conclude
that
r+[Λµ+, ϕ] : H
µ(µ+s′)
q (R
n
+)→ H
s′
q (R
n
+), (4.15)
when σ > µ, 0 ≤ s′ < σ−µ. The operator preserves support in R
n
+ since Λ
µ
+ does so. With
s′ = s− µ we conclude that when σ > µ, µ ≤ s < σ,
[Λµ+, ϕ] : H
µ(s)
q (R
n
+)→ e
+H
s−µ
q (R
n
+). (4.16)
If µ ∈ (−1, 0), we apply Corollary 5.14 below with τ = σ, m = µ, and s replaced by s′,
to conclude that (4.15) holds when σ > µ + 1, 0 ≤ s′ < σ − µ − 1. With s′ = s − µ we
conclude that (4.16) holds when σ > µ+ 1, µ ≤ s < σ − 1.
For the last statement, we note that when u ∈ H
µ(s)
q (R
n
γ ), then ϕu ∈ H
µ(s)
q (R
n
γ ) holds
if (ϕu) ◦F−1γ ∈ H
µ(s)
q (R
n
+), by Definition 4.2. Here (ϕu) ◦F
−1
γ = (ϕ ◦F
−1
γ )(u ◦F
−1
γ ), where
ϕ ◦ F−1γ ∈ C
σ
b (R
n), so the statement follows from what was proved in the case of R
n
+.
The inclusions (4.8)ff. are shown for bounded C1+τ -domains as follows:
Theorem 4.5 Let µ > −1 and µ− 1q′ < s < τ with s−µ < τ , and let Ω ⊂ R
n be a bounded
C1+τ -domain and τ ≥ 1. Then (with ε > 0)
Hµ(s)q (Ω)


= H˙sq (Ω), for s < µ+
1
q ,
⊂ H˙s−εq (Ω), for s = µ+
1
q ,
⊂ H˙sq (Ω) + d
µ
0e
+H
s−µ
q (Ω), for s− µ−
1
q ∈ R+ \N,
⊂ H˙s−εq (Ω) + d
µ
0e
+H
s−µ
q (Ω) for s− µ−
1
q ∈ N.
(4.17)
Moreover, the mapping γµ0 : u 7→ Γ(µ+ 1)(u/d
µ
0 )|∂Ω is continuous:
γµ0 : H
µ(s)
q (Ω)→ B
s−µ− 1
q
q (∂Ω), for s− µ−
1
q > 0.
There are similar results in Cs∗-spaces, with q, q
′ replaced by ∞, 1.
Proof: We formulate the proof for Hsq -spaces; the proof for C
s
∗-spaces is similar. We can
assume s > µ + 1q , noting that the identity is known when s ∈ (µ −
1
q′ , µ +
1
q ), and the
spaces decrease with increasing s.
Let u ∈ H
µ(s)
q (Ω) and let x0, U, γ, ϕ be as in Definition 4.2 2
◦. Let ψ ∈ C∞0 (U) satisfy
ψϕ = ϕ. Let U ′ be the interior of the set where ϕ = 1. By Proposition 4.3 with d = d0,
ϕu = w + dµ0e
+v = ψw + dµ0e
+ψv with ψw ∈ H˙sq (Ω), ψv ∈ H
s−µ
q (Ω), (4.18)
using that multiplication by ψ preserves the space, by Proposition 4.4.
There is a finite set of points {x0,i}i=1,...,I such that
⋃
i U
′
i ⊃ ∂Ω holds for the associated
data {Ui, γi, ϕi, U
′
i , ψi}. Supply these sets with an open set U
′
0 ⊃ Ω \
⋃
i U
′
i with U
′
0 ⊂ Ω,
and let {̺i}i=0,...,I be an associated partition of unity, ̺i ∈ C
∞
0 (U
′
i). Then u =
∑
i ̺iu.
Moreover, ̺iu = ̺iϕiu for i ≥ 1, where the ϕiu satisfy (4.18).
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Summation over i gives the statement in (4.17) with d replaced by d0. (Note that the
functions d0 in the different charts are consistent near ∂Ω, and their extensions further away
play no role since u is in Hsq,loc(Ω) anyway).
The statement on the trace operator follows from Proposition 4.3 in a similar way.
Remark 4.6 If we replace the assumption τ ≥ 1 in Theorem 4.5 by τ > 0, we still obtain
the following local inclusion: If u ∈ H
µ(s)
q (Ω) and x0, U, γ, ϕ are as in Definition 4.2 2
◦, then
by Proposition 4.3:
ϕu = w + dµe+v with w ∈ H˙sq (R
n
γ ), v ∈ H
s−µ
q (R
n
γ),
where d may depend on γ.
Also higher traces as in (4.6) can be defined; we intend to take up their applications in
later works.
The concepts are applied to the fractional Laplacian (−∆)a and its generalizations
primarily for a ∈ (0, 1), but also higher values of a are of interest. The a-transmission spaces
enter as solution spaces for the homogeneous Dirichlet problem. The (a − 1)-transmission
spaces allow the definition of nonzero Dirichlet and Neumann traces; this is the reason that
we have made an effort to include cases µ ∈ (−1, 0) in the treatment.
The following commutation result will be needed later:
Proposition 4.7 Let p ∈ CτSm1,0(R
n×Rn) for some τ > 0, τ 6∈ N, m ∈ R and ϕ ∈ C∞b (R
n).
Then there is some q ∈ CτSm−11,0 (R
n × Rn) such that
[OP(p), ϕ]u = OP(q)u for all u ∈ S(Rn).
Moreover, if p ∈ CτSm(Rn × Rn), then q ∈ CτSm−1(Rn × Rn) and, if p is even, then q is
odd.
Proof: First of all we have
[P,ϕ]u(x) = Os–
∫
R2n
ei(x−y)·ξp(x, ξ)(ϕ(y) − ϕ(x))u(y) dy đξ
= Os–
∫
R2n
ei(x−y)·ξp(x, ξ)(y − x) · Φ(x, y)u(y) dy đξ
= Os–
∫
R2n
ei(x−y)·ξDξp(x, ξ) · Φ(x, y)u(y) dy đξ
for all u ∈ S(Rn) and x ∈ Rn, where Φ ∈ C∞b (R
n × Rn)n is defined by
Φ(x, y) =
∫ 1
0
(∇ϕ)(x + t(y − x)) dt for all x, y ∈ Rn.
Hence
a(x, y, ξ) = Dξp(x, ξ) · Φ(x, y) for all x, y, ξ ∈ R
n (4.19)
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defines a symbol in CτSm−11,0 (R
n × Rn × Rn;∞) as defined in [10]. Therefore, because of
[10, Theorem 4.15], there is some q = aL ∈ C
τSm−11,0 (R
n × Rn) such that
[P,ϕ]u(x) = Os–
∫
R2n
ei(x−y)·ξa(x, y, ξ)u(y) dyđξ = OP(q)u(x)
for all u ∈ S(Rn), x ∈ Rn. More precisely,
aL(x, ξ) = Os–
∫
R2n
e−iy·ηa(x, x+ y, η + ξ)dyđη for all x, ξ ∈ Rn
and it follows first follows from [10, Theorem 4.15] that aL ∈ C
τSm−10,0 (R
n × Rn). In order
to see that aL ∈ C
τSm−11,0 (R
n × Rn) one uses that
∂αξ aL(x, ξ) = Os–
∫
R2n
e−iy·η(∂αξ a)(x, x+ y, η + ξ)dyđη for all x, ξ ∈ R
n
due to [10, Theorem 2.11], where ∂αξ a ∈ C
τS
m−|α|−1
1,0 (R
n × Rn × Rn;∞). Applying [10,
Theorem 4.15] again, we obtain ∂αξ aL ∈ C
τS
m−|α|−1
0,0 (R
n ×Rn) for all α ∈ N0, i.e, q = aL ∈
CτSm−11,0 (R
n × Rn).
Finally, we note that, using a Taylor expansion of a(x, x + y, η + ξ) with respect to η
(around 0) in a standard manner, it is easy to show that we have the asymptotic expansion
aL(x, ξ) ∼
∑
α∈Nn0
1
α!∂
α
ξ D
α
y a(x, y, ξ)|y=x.
Moreover, a ∈ CτSm−1(R2n × Rn) if p ∈ CτSm(Rn × Rn). Using the asymptotic expan-
sion one easily observes that q = aL ∈ C
τSm−1(Rn × Rn). Furthermore, one verifies in a
straightforward manner that a and q = aL are odd if p is even.
5 Nonsmooth Transmission Conditions
5.1 Transmission conditions for nonsmooth symbols.
For the consideration of ψdo’s P on open subsets of Rn one needs conditions that gov-
ern their behavior at a boundary. There have been many contributions through the times,
mainly for ψdo’s with smooth x-dependence. The transmission property in case of a smooth
open set Ω is the property that r+Pe+ maps C∞(Ω) ∩ E ′(Rn) into C∞(Ω). Necessary
and sufficient conditions for this property have been established in several works, and
sufficient conditions have been introduced under additional requirements (e.g., parameter-
dependence) — called transmission conditions. (References are given in Example 5.2 below.)
For some ψdo’s P , r+Pe+ does not preserve C∞(Ω), but maps another space dµC∞(Ω)
into C∞(Ω); they satisfy the so-called µ-transmission condition, where the abovementioned
case is the case µ = 0.
We now consider nonsmooth situations: P = OP(p(x, ξ)) is a ψdo with symbol p in
CτSm(Rn×Rn), and it is considered relative to an open subset Ω ⊂ Rn with C1+τ -boundary.
The definition of the µ-transmission condition from [36] and [29] (and [37, Section 18.2]
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with a different notation) will here be generalized to be the requirement that the difference
between p and a certain symbol obtained by twisted reflections of the homogeneous symbol
terms vanishes to the order τ at ∂Ω. In details:
Definition 5.1 Let m,µ ∈ R and τ ∈ R+. Let p(X, ξ) ∈ C
τSm(Rn
′
× Rn) with the
expansion in homogeneous terms p(X, ξ) ∼
∑
j∈N0
pj(X, ξ).
1◦ p(X, ξ) will be said to satisfy the µ-transmission condition with respect to R
n
+ at X,
when there holds for all j ∈ N0, α ∈ N
n
0 ,
∂αξ pj(X, 0,−1) = e
πi(m−2µ−j−|α|)∂αξ pj(X, 0, 1). (5.1)
For n′ = n, X = x, p(x, ξ) will be said to satisfy the µ-transmission condition with respect
to R
n
+, when for all x
′ ∈ Rn−1, j ∈ N0, α ∈ N
n
0 ,
∂βx∂
α
ξ pj(x
′, 0, 0,−1) = eπi(m−2µ−j−|α|)∂βx∂
α
ξ pj(x
′, 0, 0, 1), for |β| ≤ τ. (5.2)
2◦ For n′ = n or 2n, X = x or (x, y), p(X, ξ) will be said to satisfy the extended
µ-transmission condition with respect to R
n
+, when there is an ε > 0 such that for the points
X in the region {0 ≤ xn < ε} resp. {0 ≤ xn, yn < ε}, (5.1) holds for j ∈ N0, α ∈ N
n
0 . The
condition is said to be global if all ε > 0 can be used.
3◦ For an open set Ω with C1+τ -boundary, analogous conditions are formulated with
(x′, 0) replaced by x0 ∈ ∂Ω, (0, 1) replaced by ν(x0), and x = (x
′, xn) replaced by x =
x0 + tν(x0), x0 ∈ ∂Ω and 0 ≤ t < ε (with t playing the role of xn).
Note that in 2◦, equalities for X-derivatives as in 1◦ follow simply by differentiating the
identities (5.1) up to order [τ ]. Note also that addition of an integer to µ does not change
the formulas; the conditions depend only on µ(modZ).
We need the extended 0-transmission condition in order to apply the results of Abels [4],
where the mapping properties for truncated integer-order operators depend on an extended
definition of Poisson operators.
Example 5.2 1. The case µ = 0. The operators considered by Boutet de Monvel [16],
Grubb [24, 26, 27], Rempel and Schulze [46] are of integer order and satisfy the 0-
transmission condition with τ = ∞. In [15] also noninteger-order classical ψdo’s
were included. Grubb and Hörmander [33] treated operators of arbitrary orders with
symbols in Sm̺,δ-spaces, giving general conditions that are necessary and sufficient
for the transmission property. Abels [4] introduced a generalization to operators of
integer order with finite Cτ -smoothness (defining a slightly different version of the
global 0-transmission condition).
2. General µ. Simple examples of symbols satisfying the global µ-transmission condition
with respect to R
n
+ are χ
µ
+(ξ) = (〈ξ
′〉+iξn)
µ and its truly ψdo variant λµ+ (see (2.10)ff.);
here χµ+,0(0,±1) = λ
µ
+,0(0,±1) = (±i)
µ.
3. Even symbols. When P is of order m = 2a and even, cf. (2.11), it satisfies the a-
transmission condition with respect to any halfspace, so it in fact fulfills the global
a-transmission condition relative to any C1+τ -domain. Examples of operators in this
category are: fractional powers of elliptic differential operators, including (−∆)a. (Cf.
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Lemma 2.9 and Example 3.2 in [29].) Note that the symbol p′ = p − p0, considered
as a symbol of order m′ = m − 1, is odd. If m = 2a, hence m′ = 2a − 1, p′ satisfies
the a-transmission condition.
The conditions are preserved under multiplication in the following way:
Proposition 5.3 When p(X, ξ) ∈ CτSm(Rn
′
×Rn) and p′(X, ξ) ∈ CτSm
′
(Rn
′
×Rn), satis-
fying the (extended) µ-transmission resp. µ′-transmission condition, then p(X, ξ)p′(X, ξ) ∈
CτSm+m
′
(Rn
′
× Rn) satisfying the (extended) (µ+ µ′)-transmission condition.
Proof: This follows straightforwardly from the definition, using that Cτ is preserved under
multiplication. The j’th term in pp′ is (pp′)j =
∑
k+l=jpkp
′
l, homogeneous of order m +
m′ − j, where
pk(X, 0,−ξn)p
′
l(X, 0,−ξn) = e
iπ(m+m′−2(µ+µ′)−j)pk(X, 0, ξn)p
′
l(X, 0, ξn).
The 0-transmission condition for p(X, ξ) can also be expressed by formulations in terms
of p˜(X, ξ′, zn) = F
−1
ξn→zn
p, where it means smoothness from the right:
Theorem 5.4 Let m ∈ R and τ ∈ R+, and let p(X, ξ) ∈ C
τSm(Rn
′
×Rn). Then p satisfies
the 0-transmission condition with respect to R
n
+ at X ( (5.1) with µ = 0) if and only if
r+p˜(X, ξ′, zn) = r
+F−1ξn→znp(X, ξ) satisfies:
r+zαnn ∂
α′
ξ′ p˜j(X, 0, zn) ∈ C
∞(R+), all j ∈ N0, α ∈ N
n
0 . (5.3)
When p(X, ξ) satisfies the extended 0-transmission condition with respect to R
n
+, p˜ more-
over satisfies the estimates, for all j, k, l ∈ N0, α ∈ N
n−1
0 :
‖zkn∂
l
zn∂
α
ξ′r
+p˜j(., ξ
′, zn)‖Cτ (U ;L2,zn (R+)) ≤ Ck,l,α〈ξ
′〉m+
1
2
−k+l−j−|α|, (5.4)
‖zkn∂
l
zn∂
α
ξ′r
+p˜(., ξ′, zn)‖Cτ (U ;L2,zn(R+)) ≤ Ck,l,α〈ξ
′〉m+
1
2
−k+l−|α|, (5.5)
where U = {x ∈ Rn | xn ∈ [0, ε)} if n
′ = n and U = {(x, y) ∈ R2n | xn, yn ∈ [0, ε)} if
n′ = 2n. In the case that p satisfies the global 0-transmission condition with respect to R
n
+,
the estimates (5.4)–(5.5) hold true with U = R
n
+ resp. R
n
+ × R
n
+.
Proof: Many of the ingredients in the proof were already present in [15]. The details we
give below make use of later developments.
First let m ∈ Z. Here (5.2) takes the form
∂αξ pj(X, 0,−ξn) = (−1)
m−j−|α|∂αξ pj(X, 0, ξn), (5.6)
and clearly holds also with ξn and −ξn interchanged (is in some texts in fact written as
such), so it is two-sided, valid also with respect to R
n
−. In [16], and in many later works,
e.g. [26, 27, 50, 4], it is replaced by a condition where p as a function of ξn takes values
in the space H = Fzn→ξn(e
+S(R+)⊕ e
−S(R−))⊕C[ξn] with certain estimates; they imply
(5.3)–(5.5), and vice versa. The equivalence of (5.6) with the H-estimates is shown in [16],
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and in [26, Theorem 2.2.5] in a situation with a parameter. We shall not take up further
space here with details.
Now let m ∈ R\Z. First consider the case where m < −1. We study each homogeneous
term in the symbol individually; take for example p0. Consider p0(X, 0, ξn) at a fixed X.
It is homogeneous in ξn of degree m for |ξn| ≥ 1. By the rules of Fourier transformation
of homogeneous functions of one variable we have, as shown in detail e.g. in Lemma 2.7 of
[29] (which takes the behavior for |ξn| ≤ 1 into account), that the twisted parity property
p0(X, 0,−ξn) = e
iπmp0(X, 0, ξn) for |ξn| ≥ 1,
holds if and only if r+p˜0(X, 0, zn) is zero on R+ modulo C
∞(R+). Likewise, the ξ-derivatives
have the corresponding twisted parity if and only if r+zαnn ∂
α′
ξ′ p˜0(X, 0, zn) is zero on R+
modulo C∞(R+). This shows the equivalence with (5.3) for j = 0.
The consequences can be further analyzed: Since p0(X, ξ) is a symbol of order m, one
has that
‖∂kξnξ
l
n∂
α
ξ′p0‖L2,ξn (R) ≤ Ck,l,α〈ξ
′〉m+
1
2
−k+l−|α|, for k > m+ l − |α|+ 2,
and hence zkn∂
l
zn∂
α
ξ′ p˜0 is in L2,zn(R) and
‖zkn∂
l
zn∂
α
ξ′r
+p˜0‖L2,zn (R+) ≤ ‖z
k
n∂
l
zn∂
α
ξ′ p˜0‖L2,zn (R) ≤ Ck,l,α〈ξ
′〉m+
1
2
−k+l−|α|, (5.7)
for such indices. When ξ′ = 0, the left entry is moreover, a fortiori, bounded for all lower
values of k ∈ N0, in view of the smoothness for zn → 0+ shown above. In particular,
r+∂αξ′ p˜0(X, 0, zn) ∈ S(R+) (5.8)
as a function of zn.
We can extend the estimates to ξ′ 6= 0 by a Taylor expansion in ξ′, using the estimates
for ξ′ = 0 (and handling remainders by use of symbol estimates), as in the detailed proof
of Theorem 2.6 in [29].
The estimates moreover hold with ∂βX inserted, for |β| ≤ [τ ]. This shows that estimates
(5.4) hold for p0 with τ replaced by [τ ]. When τ = [τ ] + σ, σ ∈ (0, 1), we also apply the
considerations to (∂βp0(X, ξ) − ∂
β
xp0(Y, ξ))/|X − Y |
σ for |β| = [τ ], X 6= Y ; these functions
likewise have the twisted parity property allowing to conclude the smoothness for zn → 0+
of the inverse Fourier transformed function when ξ′ = 0, with estimates as above. This can,
as above, be extended to estimates of the type (5.4) with τ replaced by 0. The validity with
uniform bounds in X,Y then implies that (5.4) holds for p0.
There are similar proofs for the other terms pj.
Larger values of m are included as follows: When a positive integer r is chosen so large
that m − 2r < −1, then the above analysis applies to q(X, ξ) = p(X, ξ)(1 +
∑n
l=1 ξ
2r
l )
−1.
Now p = q +
∑n−1
l=1 qξ
2r
l + qξ
2r
n . The above analysis carries over directly to the first two
terms. The third term leads to the function r+D2rzn q˜, which is also included in the analysis.
For the last estimate (5.5), we use that p −
∑
j<J pj satisfies estimates like (5.7) with
m → −∞ when J → ∞, so that when the term is added to the finite sum for j < J , the
estimates cover more of the desired indices, the larger J is taken.
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Corollary 5.5 Let m,µ ∈ R and τ ∈ R+, and let p(X, ξ) ∈ C
τSm(Rn
′
× Rn). Then p
satisfies the (extended) µ-transmission condition with respect to R
n
+ if and only if b(X, ξ) =
p(X, ξ)λ−µ+ (ξ) satisfies the equivalent conditions in Theorem 5.4 with m replaced by m− µ.
One can here replace λ−µ+ (ξ) by any other invertible symbol l(X, ξ) ∈ C
τS−µ(Rn ×Rn
′
)
satisfying the (extended) (−µ)-transmission condition, for which 1/l(X, ξ) is in CτSµ(Rn
′
×
Rn) satisfying the (extended) µ-transmission condition.
Proof: Note that b = pλ−µ+ is of order m
′ = m−µ with homogeneous terms bj = pjλ
−µ
+ of
degree m′ − j. The system of identities (5.2) for p is equivalent with the analogous system
of identities for b with m,µ replaced by m − µ, 0. To check this, it suffices in view of the
homogeneity to evaluate the symbols for ξn = ±1. Since λ
−µ
+ (0,±1) = (±i)
−µ = e∓iµπ/2,
b0 satisfies
b0(X, 0,−1) − e
iπ(m−µ)b0(X, 0, 1) = p0(X, 0,−1)e
iµπ/2 − eiπ(m−µ)p0(X, 0, 1)e
−iµπ/2
= eiµπ/2[p0(X, 0,−1) − e
iπ(m−2µ)p0(X, 0, 1)] = 0,
by the hypothesis on p0. The lower-order terms and derivatives are checked similarly, and
then Theorem 5.4 readily applies.
The last statement is likewise straightforward, in view of Proposition 5.3.
As a special case, the even 2a-order symbols fit into the setup as follows:
Example 5.6 Let a ∈ R, and let p(X, ξ) ∈ CτS2a(Rn
′
×Rn). Assume that p is even, cf.
Example 5.2. Then p satisfies the global a-transmission condition with respect to R
n
+ with
m = 2a, and b = pλ−a+ is in C
τSa(Rn
′
×Rn) satisfying the global 0-transmission condition
with respect to R
n
+.
5.2 Mapping properties over the halfspace and smooth sets
In preparation for showing mapping properties of ψdo’s P = OP(p(x, ξ)) truncated to the
halfspace Rn+, we shall consider the Poisson-type operators that arise in connection with
the truncation. Recall that there holds (as a version of Green’s formula):
Dkne
+u = e+Dknu− i
∑k−1
l=0
γcl u(x
′)⊗Dk−1−ln δ(xn),
cf. e.g. [26, (2.2.39)]. (We are here using the complex trace operator γcju(x
′) = Djnu(x′, 0) =
i−j(∂jnu)|xn=0.) Then when r
+P is applied to the extension by zero of a normal derivative
of a function u ∈ S(R
n
+) — which will usually have a jump at xn = 0 — one finds
r+PDkne
+u− r+Pe+Dknu = −ir
+P
∑k−1
l=0
γcl u⊗D
k−1−l
n δ(xn) = −i
∑k−1
l=0
Kp,k−1−lγ
c
l u,
with Kp,rv = r
+P (v(x′)⊗Drnδ(xn)). (5.9)
The application of the ψdo P = OP(p(x, ξ)) is understood as an application by Fourier
transformation for each fixed x (considered as a parameter). If p is independent of xn,
satisfying the 0-transmission condition with respect to R
n
+, Kp,0 is the Poisson operator
with symbol-kernel k˜(x′, zn, ξ
′) = r+p˜(x′, ξ′, zn), as defined in [16, 26, 27]. If p depends on
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xn, one can for smooth symbols use an expansion derived from the Taylor expansion of p
in xn to define the operator, but in case of limited smoothness in x, this is unsatisfactory.
In [4], this point is solved for nonsmooth symbols by allowing a more general definition of
Poisson operators incorporating the xn-dependence, and requiring the global 0-transmission
condition for the involved ψdo’s.
The estimates in Theorem 5.4 assure precisely that when p(x, ξ) ∈ CτSm(Rn × Rn)
satisfies the global 0-transmission condition introduced in Definition 5.1, the function r+p˜
is a Poisson symbol-kernel as in [4, Definition 4.1] with d = m, lying in the space CτSm1,0(R
n×
Rn−1,S(R+)) defined there. The general definition of a Poisson operator from a symbol-
kernel k˜(x, ξ′, zn) ∈ C
τSm1,0(R
n×Rn−1,S(R+)) is
OPK(k˜(x, ξ′, zn))v =
∫
Rn−1
eix
′·ξ′ k˜(x, ξ′, zn)vˆ(ξ
′) đξ′
∣∣∣
zn=xn
. (5.10)
For the operator in (5.9), the calculation is, when v ∈ S(Rn−1) and rules for Fourier
transformation of distributions are applied:
Kp,rv = r
+P (v(x′)⊗Drnδ(xn)) = r
+F−1ξ→x[p(x, ξ
′, ξn)vˆ(ξ
′)ξrn]
= r+F−1ξ′→x′[D
r
zn p˜(x, ξ
′, zn)vˆ(ξ
′)]
∣∣
zn=xn
= F−1ξ′→x′ [k˜p,r(x, ξ
′, zn)vˆ(ξ
′)]
∣∣
zn=xn
= OPK(k˜p,r(x, ξ
′, zn))v,
where
k˜p,r(x, ξ
′, zn) = r
+F−1ξn→zn [p(x, ξ
′, ξn)ξ
r
n] = r
+Drzn p˜(x, ξ
′, zn), (5.11)
a Poisson symbol-kernel in CτSm+r1,0 (R
n×Rn−1,S(R+)). We have shown:
Lemma 5.7 Let p(x, ξ) ∈ CτSm(Rn×Rn) satisfy the global 0-transmission condition, let
r ∈ N0, and define Kp,r by (5.9). Then Kp,r is the Poisson operator OPK(k˜p,r), where
k˜p,r(x, ξ
′, zn) ∈ C
τSm+r1,0 (R
n×Rn−1,S(R+)) is defined by (5.11).
For integer-order nonsmooth ψdo’s there is a deduction of such Poisson operators in [4,
Lemma 5.4].
We shall now show that when P = OP(p(x, ξ)) is a Cτ -smooth pseudodifferential oper-
ator satisfying the extended 0-transmission condition w.r.t. R
n
+, then the truncated version
P+ = r
+Pe+ preserves regularity in R
n
+ up to orders dominated by τ . There holds:
Theorem 5.8 Let τ > 0, 1 < q < ∞ and m ∈ R. When P = OP(p(x, ξ)) with p ∈
CτSm(Rn×Rn) satisfying the extended 0-transmission condition according to Definition
5.1, then the truncated version P+ = r
+Pe+ satisfies
P+ : H
s+m
q (R
n
+)→ H
s
q(R
n
+), for |s| < τ with s+m > −
1
q′ . (5.12)
P+ : H˙
s+m
q (R
n
+)→ H
s
q(R
n
+), for |s| < τ .
Proof: Assume in the following that |s| < τ . The second statement is an immediate
consequence of Theorem 2.1 since H˙s+mq (R
n
+) is a closed subspace of H
s+m
q (R
n). When
− 1q′ < s +m <
1
q , the first statement also follows immediately, since H
s+m
q (R
n
+) identifies
with H˙s+mq (R
n
+) then.
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To show the first statement for higher s, we use a method similar to that of [4, Lemma
5.6]. (The iterative proof in [33] does not adapt well, since commutation of P with Dj
introduces a decrease in the Hölder smoothness.)
Assume to begin with that P satisfies the global 0-transmission condition. Let us show
that the estimate holds for s +m ∈ (k − 1q′ , k +
1
q ), k = 1, 2, . . . with |s| < τ . Fix k and
write s = s0 + k, s0 +m ∈ (−
1
q′ ,
1
q ). Setting r(ξ) = (
∑n
j=1 ξ
2k
j + 1)
−1, we write p as a sum
of three terms:
p(x, ξ) = p1(x, ξ) + p2(x, ξ) + p3(x, ξ),
p1(x, ξ) =
∑n−1
j=1
p(x, ξ)r(ξ)ξ2kj , p2(x, ξ) = p(x, ξ)r(ξ)ξ
2k
n , p3(x, ξ) = p(x, ξ)r(ξ),
defining operators Pi = OP(pi(x, ξ)) satisfying the global 0-transmission condition.
We can write
r+P1e
+ =
∑n−1
j=1
r+OP(prξkj )D
k
j e
+ =
∑n−1
j=1
r+OP(prξkj )e
+Dkj ,
since the tangential derivatives Dj commute with e
+. When u ∈ H
m+s0+k
q (R
n
+), then
Dkj u ∈ H
m+s0
q (R
n
+) ≃ H˙
m+s0
q (R
n
+), so since OP(prξ
k
j ) is of order m − k, r
+OP(prξkj )e
+
maps H
m+s0
q (R
n
+) to H
s0+k
q (R
n
+). Summing over j we see that r
+P1e
+ has the desired
mapping property.
For P2, we have that
r+P2e
+u = r+OP(prξkn)D
k
ne
+u = r+OP(prξkn)e
+Dknu+ r
+OP(prξkn)[D
k
n, e
+]u.
The term r+OP(prξkn)e
+Dknu is treated like the terms in P1, defining an operator with the
desired mapping property. The other term satisfies, by (5.9) applied to OP(prξkn),
r+OP(prξkn)[D
k
n, e
+]u = −ir+OP(prξkn)
∑k−1
l=0
γcl u⊗D
k−1−l
n δ(xn)
= −i
∑k−1
l=0
Kprξkn,k−1−lγ
c
l u,
with Poisson operators defined by Lemma 5.7. Here Kprξkn,k−1−l is a Poisson operator with
symbol-kernel in CτSm−1−l1,0 (R
n×Rn−1,S(R+)), hence continuous from B
s+m−l− 1
q
q (Rn−1) to
H
s
q(R
n
+) for |s| < τ , by [4, Theorem 4.8]. The trace operator γ
c
l goes from H
s+m
q (R
n
+) to
B
s+m−l− 1
q
q (Rn−1) for any s > −m +
1
q , so Kprξkn,k−1−1γ
c
l u ∈ H
s
q(R
n
+). Altogether, P2 has
the asserted mapping property.
The term P3 is easily treated: Since P3 is of order m− 2k, it maps H
m−2k+s0+k
q (R
n) =
Hm−k+s0q (R
n) to Hs0+kq (R
n). Here H
m−k+s0
q (R
n
+) ⊃ H
m+s0
q (R
n
+) ≃ H˙
m+s0
q (R
n
+), so r
+P3e
+
maps H
m+s0
q (R
n
+) to H
s0+k
q (R
n
+), and a fortiori H
m+k+s0
q (R
n
+) to H
s0+k
q (R
n
+).
We have then obtained (5.15) for all |s| < τ with s+m+ 1q′ ∈ R+ \N. The intermediate
integer values are included by interpolation. This ends the proof in the case where P satisfies
the global 0-transmission condition with respect to R
n
+.
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Finally, consider the case where the 0-transmission condition is only satisfied for x with
0 ≤ xn < ε, some ε > 0. Let η(xn), ζ0(xn) ∈ C
∞
0 (R), supported in (−ε, ε), equal to 1 on a
neighborhood of 0, and such that η = 1 on a neighborhood of supp ζ0. Then
P = P1 + P2 + P3, where P1 = ηP, P2 = (1− η)Pζ0, P3 = (1− η)P (1 − ζ0).
The term P1 satisfies the global 0-transmission condition, hence has the asserted mapping
properties. For the term P3, r
+P3e
+ acts on H
s+m
q (R
n
+) as on H˙
s+m
q (R
n
+) so it likewise has
them. For the middle term P2, we note that since 1− η and ζ0 have disjoint supports,
P2 = (1− η)Pζ0 = (1− η)[P, ζ0] = (1− η)Q,
where Q = OP(q(x, ξ)), q ∈ CτSm−1(Rn × Rn), by Proposition 4.7. Now we can in fact
choose a sequence of nested cutoff function ζ1, ζ2, . . . , all with supports disjoint from supp η,
such that ζj+1 = 1 on supp ζj for all j. Since P2 = (1−η)Pζ0ζ1, it equals (1−η)Qζ1. Then
by repetition of the above argument, (1 − η)Qζ1 = (1 − η)Q1 for some Q1 = OP(q1(x, ξ))
with q1 ∈ C
τSm−2(Rn × Rn). Successively using ζ2, ζ3, etc., we find that P2 has a symbol
in CτSm−N (Rn × Rn) for any large N . Now e+H
s+m
q (R
n
+) ⊂ H
−M
q (R
n) for some large M
for the considered values of s, and this will be mapped into Hτ−δq (R
n) (any δ > 0) by P2
when N is chosen large enough in the above representation, by Theorem 2.1.
As a corollary we get the mapping property for operators satisfying the extended µ-
transmission condition:
Corollary 5.9 Let τ > 0, 1 < q < ∞ and µ > −1. Let P have symbol CτSm(Rn×Rn)
satisfying the extended µ-transmission condition with respect to R
n
+. Then
r+P : Hµ(m+s)q (R
n
+)→ H
s
q(R
n
+), (5.13)
holds for |s| < τ .
Proof: By Corollary 5.5, the ψdo B = PΛ−µ+ , of order m − µ, satisfies the extended
0-transmission condition. By Theorem 5.8,
r+B : e+H
s+m−µ
q (R
n
+)→ H
s
q(R
n
+), for |s| < τ with s+m− µ > −
1
q′ ,
r+B : H˙s+m−µq (R
n
+)→ H
s
q(R
n
+), for |s| < τ .
Let |s| < τ . Recalling that H
µ(m+s)
q (R
n
+) = Λ
−µ
+ e
+H
s+m−µ
q (R
n
+) for s +m− µ > −
1
q′ , we
infer that
r+P = r+BΛµ+ : Λ
−µ
+ e
+H
m−µ+s
q (R
n
+) = H
µ(m+s)
q (R
n
+)→ H
s
q(R
n
+),
for |s| < τ with s+m−µ > − 1q′ . For s+m−µ <
1
q , we use that H
µ(m+s)
q (R
n
+) = H˙
m+s
q (R
n
+)
by definition.
There is in particular a consequence for operators as in Example 5.6:
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Corollary 5.10 Let τ > 0 and 1 < q <∞. When P is even of order 2a > 0 as in Example
5.6, then
r+P : Ha(2a+s)q (R
n
+)→ H
s
q(R
n
+), for |s| < τ . (5.14)
The result can be generalized to bounded smooth domains by tools that are already
available in the literature, namely the result of Abels and Jiménez [8] that CτSm(Rn×Rn)
is preserved under C∞-transformations, and the localization explained e.g. in [30].
Theorem 5.11 Let τ > 0, 1 < q <∞ and µ > −1. Let Ω ⊂ Rn be a bounded C∞-domain,
and let P = OP(p(x, ξ)) with p ∈ CτSm(Rn×Rn) satisfying the extended µ-transmission
condition with respect to Ω. Then the restricted operator r+P has the mapping property:
r+P : Hµ(m+s)q (Ω)→ H
s
q(Ω), for |s| < τ. (5.15)
Proof: For s + m − µ < 1q , the statement follows immediately from Theorem 2.1. For
s + m − µ > − 1q′ , we use local coordinates and a subordinated partition of unity, as in
[30, Remark 4.3ff.] It is described there how Ω has a cover by bounded open sets Ui with
diffeomorphisms κi : Ui → Vi such that Ui ∩ Ω is mapped to Vi ∩ R
n
+, i = 0, . . . , I1, and
there is a subordinated partition of unity {̺j}j=0,...,J where for each pair j, k there is an
index i = i(j, k) such that ̺j , ̺k ∈ C
∞
0 (Ui). Choose also ζj in C
∞
0 (Ui) satisfying ζj̺j = ̺j .
Let u ∈ H
µ(m+s)
q (Ω), and let uk = ̺ku = ζkuk, then Pu =
∑
j,k ̺jPζkuk. Here the op-
erators Pjk = ̺jPζk carry over via κi to operators P jk acting over Vi with symbols in
CτS2a(Rn ×Rn) in view of Proposition 4.7 and [8], satisfying the µ-transmission condition
with respect to R
n
+, and uk carries over to uk ∈ H
µ(m+s)
q (R
n
+). Now we apply Corollary 5.9
to each P jkuk, carry the contributions back to Ω, and sum over j and k to end the proof.
A similar result holds for Ω = Rnγ when γ ∈ C
∞
b (R
n−1).
5.3 Mapping properties of (x, y)-form operators over the halfspace
As a preparation for the treatment of operators on nonsmooth sets we consider operators
with symbols in (x, y)-form on Rn+. We begin with an observation on remainders:
Corollary 5.12 Let rα and m < τ be as in Corollary 3.3, with l < τ , and let µ ≥ 0. Then
r+OP(Dαξ rα(x, y, ξ)) : H
µ((m−l+s)+)
q (R
n
+)→ H
s
q(R
n
+)
is bounded if 0 ≤ s < τ and s+m < τ , and s +m < µ + l + 1q . Moreover, there is some
k ∈ N and Cs,m,µ > 0 independent of a such that
‖OP(Dαξ rα(x, y, ξ))‖L(Hµ((m−l+s)+)q (R
n
+),H
s
q(R
n
+))
≤ Cs,m,µ|a|k,CτSm1,0 .
Proof: We use that
Hµ((m−l+s)+)q (R
n
+) = H˙
(s+m−l)+
q (R
n
+)
since (m− l + s)+ < µ+
1
q . Hence
r+OP(Dαξ rα(x, y, ξ)) : H
µ((m−l+s)+)
q (R
n
+)→ H
s
q(R
n
+),
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with the mentioned estimates, because of Corollary 3.5.
We now show a mapping property for restricted (x, y)-form operators, with limitations
on both µ,m and s:
Theorem 5.13 Let 1 < q < ∞, τ > 0, 0 ≤ µ ≤ m < τ and µ − m ≤ s < τ − m, and
let a ∈ CτSm(R2n ×Rn), satisfying the global µ-transmission condition with respect to R
n
+.
Then
r+OP(a(x, y, ξ)) : Hµ(m+s)q (R
n
+)→ H
s
q(R
n
+)
is bounded. Moreover, there is some N ∈ N and Cs,m,µ,q > 0 such that
‖r+OP(a(x, y, ξ))‖
L(H
µ(m+s)
q (R
n
+),H
s
q(R
n
+))
≤ Cs,m,µ,q|a|N,CτSm1,0 . (5.16)
Proof: We will prove the statement in the cases s = µ − m and s = τ − m − ε for
ε > 0 sufficiently small. Then the general statement follows by complex interpolation since
s+m ≥ µ > µ− 1q′ , cf. Remark 4.1.
Case s = µ−m: In this case we have
Hµ(m+s)q (R
n
+) = H
µ(µ)
q (R
n
+) = H˙
µ
q (R
n
+) ⊂ H
µ
q (R
n)
and
r+OP(pα(x, ξ)) : H˙
µ
q (R
n
+)→ H
µ−m
q (R
n
+)
by Theorem 3.4, using that |µ−m| = m− µ ≤ m < τ and µ < τ .
Case s = τ −m− ε, ε > 0 sufficiently small: We can assume τ −m 6∈ N without loss of
generality. (Otherwise replace τ by some τ ′ ∈ (s+m, τ).) Then k := [s] = [τ −m], if ε > 0
is sufficiently small.
First we consider the case k = 0. Then 0 ≤ s = τ −m− ε < τ −m < 1. We use again
the expansion in Corollary 3.3 with l = [m]. Here Theorem 3.6 yields:
r+OP(Dαξ rα(x, y, ξ)) : H
µ(s+m)
q (R
n
+) →֒ e
+Lq(R
n
+)→ H
s
q(R
n
+)
because of Dαξ rα ∈ C
τ−[m]S
m−[m]
1,0 (R
2n×Rn) and s < τ−[m]−(m−[m]) = τ−m. Moreover,
r+OP(pα(x, ξ)) : H
µ(s+m−|α|)
q (R
n
+)→ H
s
q(R
n
+)
by Corollary 5.9. This shows the case k = 0.
Next we consider the case k ≥ 1. We shall use that s = s′ + k with s′ ∈ [0, 1) and
v ∈ H
s
q(R
n
+) ⇐⇒ ∂
β
xv ∈ H
s′
q (R
n
+) for all |β| = k and β = 0,
with corresponding norm equivalences. Let |β| = k. The composition of the differential
operator ∂βx with r+OP(a(x, y, ξ)) is a finite sum
∂βxr
+OP(a(x, y, ξ)) =
∑
0≤γ≤β
(
β
γ
)
r+OP(∂γxa(x, y, ξ)(iξ)
β−γ) =
k∑
j=0
r+OP(aβ,j(x, y, ξ)),
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where aβ,j(x, y, ξ) ∈ C
τ−jSm+k−j(R2n×Rn). Here the result for the case k = 0 yields that
r+OP(aβ,j) : H
µ(m+k+s′−j)
q (R
n
+)→ H
s′
q (R
n
+)
since s′ = s − k < τ − j − (m + k − j) = τ − m − k and m + k − j < τ − j due to
k = [τ −m] < τ −m. This treats the case |β| = k. For the case |β| = 0 we apply the first
case directly in a similar way.
Finally, the last statement is a consequence of the closed graph theorem. More precisely,
let
CτSmµ,tr(R
2n×Rn) := {a ∈ CτSm(R2n×Rn) | a satisfies the global µ-transmission condition}
and consider the mapping
OP+ : C
τSmµ,tr(R
2n × Rn)→ L(Hµ(m+s)q (R
n
+),H
s
q(R
n
+)) : a 7→ r
+OP(a(x, y, ξ)).
Note that CτSmµ,tr(R
2n × Rn) is a closed subspace of the Fréchet space CτSm1,0(R
2n × Rn)
and therefore a Fréchet space. If (ak)k∈N ⊂ C
τSmµ,tr(R
2n × Rn) is such that
ak →k→∞ a in C
τSm1,0;µ,tr(R
2n × Rn),
r+OP(ak(x, y, ξ))→k→∞ A in L(H
µ(m+s)
q (R
n
+),H
s
q(R
n
+)),
then for any u ∈ Eµ ∩ E
′ and a suitable subsequence
r+OP(ak(x, y, ξ))u(x) →k→∞ Au(x) for almost every x ∈ R
n
+.
Moreover, using the representation in Theorem 3.1 of OP(a(x, y, ξ))u(x) with a replaced by
ak it is easy to observe that
r+OP(ak(x, y, ξ))u(x)→k→∞ r
+OP(a(x, y, ξ))u(x) for all x ∈ Rn+.
Hence Au(x) = r+OP(a(x, y, ξ))u(x) for almost all x ∈ Rn+ and all u ∈ Eµ ∩E
′. This shows
the closedness of OP+ since Eµ ∩ E
′ is dense in H
µ(m+s)
q (R
n
+). Hence OP+ is continuous
and therefore bounded, which yields the last statement.
Also cases where µ and m are in (−1, 0) can be included, with a loss of Hölder-regularity
by one step:
Corollary 5.14 Let τ > 0, and m ≥ µ > −1, and let a ∈ CτSm(R2n × Rn) satisfy the
global µ-transmission condition with respect to R
n
+. If m < τ−1 and µ−m ≤ s < τ−m−1,
then
r+OP(a(x, y, ξ)) : Hµ(m+s)q (R
n
+)→ H
s
q(R
n
+)
is bounded. Moreover, there is some N ∈ N and Cs,m,µ > 0 such that
‖r+OP(a(x, y, ξ))‖
L(H
µ(m+s)
q (R
n
+),H
s
q(R
n
+))
≤ Cs,m,µ|a|N,CτSm1,0 . (5.17)
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Proof: We use that by definition,
Hµ(m+s)q (R
n
+) = Ξ
1
+Ξ
−(µ+1)
+ e
+H
m+s−µ
q (R
n
+) = Ξ
1
+H
(µ+1)(m+s+1)
q (R
n
+),
where Ξ1+ = ∂xn + OP(〈ξ
′〉). Here OP(〈ξ′〉) : H
(µ+1)(m+s+1)
q (R
n
+) → H
(µ+1)(m+s)
q (R
n
+)
since the operator commutes with e+. Thus for every u ∈ H
µ(m+s)
q (R
n
+) there are v ∈
H
(µ+1)(m+s+1)
q (R
n
+) and w ∈ H
(µ+1)(m+s)
q (R
n
+) (depending continuously on u) such that
u = ∂xnv + w. Moreover,
r+OP(a(x, y, ξ))∂xnv = r
+OP(a(x, y, ξ)iξn)v − r
+OP(∂yna(x, y, ξ))v,
where a(x, y, ξ)iξn ∈ C
τSm+1(R2n × Rn) and ∂yna(x, y, ξ) ∈ C
τ−1Sm(R2n × Rn) satisfy
the global (µ + 1)-transmission condition. Considering ∂yna(x, y, ξ) and a(x, y, ξ) as sym-
bols of order m + 1, we get from Theorem 5.13 that all three maps r+OP(a(x, y, ξ)iξn),
r+OP(∂yna(x, y, ξ)) and r
+OP(a(x, y, ξ)) are bounded fromH
(µ+1)(m+1+s)
q (R
n
+) toH
s
q(R
n
+),
when τ > 0, 0 ≤ µ+1 ≤ m+1 < τ and (µ+1)− (m+1) ≤ s < τ − (m+1). In view of the
assumption −1 < µ ≤ m, the latter conditions reduce to m < τ −1, µ−m ≤ s < τ −m−1.
Then when they hold,
r+OP(a(x, y, ξ))u = r+OP(a(x, y, ξ)iξn)v − r
+OP(∂yna(x, y, ξ))v + r
+OP(a(x, y, ξ))w
belongs to H
s
q(R
n
+), and the corresponding map is bounded.
The last statement follows likewise from Theorem 5.13.
The results can be generalized to symbols satisfying the extended µ-transmission con-
dition.
6 The Homogeneous Dirichlet Problem on Nonsmooth Do-
mains
We shall now apply the analysis to the homogeneous Dirichlet problem for those ψdo’s that
are close generalizations of the fractional Laplacian, namely operators P of order 2a with
an even symbol. As already noted, they satisfy the global a-transmission condition with
respect to any choice of normal coordinate. The homogeneous Dirichlet problem is, for
strongly elliptic operators,
Pu = f on Ω, suppu ⊂ Ω, (6.1)
where the solution u is sought in Ha(Rn), and it is known in the smooth case [29] that it
is Fredholm solvable for f ∈ H
s
q(Ω), with u ∈ H
a(s+2a)
q (Ω), when s > −a−
1
q′ . Our present
aim is to extend the regularity result to symbols p and open sets Ω with C1+τ -boundary,
for s as large as possible relative to the Hölder exponents.
6.1 Coordinate changes at a boundary, boundedness over nonsmooth
domains
As in Section 4.2, Rnγ = {x ∈ R
n | xn > γ(x
′)} for some γ ∈ C1+τ (Rn−1) with τ > 0,
and Fγ : R
n → Rn is a C1+τ -diffeomorphism such that Fγ(R
n
γ ) = R
n
+. We take Fγ(x) =
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(x′, xn−γ(x
′)) for all x ∈ Rn, where x′ = (x1, . . . , xn−1). Moreover, let p ∈ C
τS2a(Rn×Rn)
be even and τ > 2a and let Pγ be the transformed operator:
(Pγu)(x) = (P (u ◦ F
−1
γ ))(Fγ(x)) = (F
∗
γPF
∗,−1
γ u)(x) for all u ∈ S(R
n), (6.2)
and let ‖γ‖C1(Rn) ≤ r0 for some r0 ∈ (0, 1]. We assume for simplicity that r0 is so small
that
sup
x∈Rn
|∇Fγ(x)− I| ≤
1
2 . (6.3)
Then one obtains by the results of Section 3.3 that for all u ∈ S(Rn) and x ∈ Rn
Pγu(x) = Os–
∫
Rn
∫
Rn
ei(x−y)·ξqγ(x, y, ξ)u(y) dyđξ, (6.4)
where
qγ(x, y, ξ) = p(Fγ(x), Aγ(x, y)
−1,T ξ)|detAγ(x, y)|
−1|det∇yFγ(y)|, (6.5)
Aγ(x, y) =
∫ 1
0
∇xFγ(x+ t(y − x)) dt,
for all x, y, ξ ∈ Rn. Here qγ(x, y, ξ) ∈ C
τSm1,0(R
2n × Rn). Moreover, for every 0 < τ ′ < τ
and k ∈ N0 there is some Ck independent of γ and p such that
|qγ − p|k,Cτ ′S2a1,0(R2n×Rn)
≤ Ck‖γ‖
min(τ−τ ′,1)
C1+τ (Rn−1)
|p|k+1,CτS2a1,0(R2n×Rn) (6.6)
for all γ ∈ C1+τ (Rn−1), ‖γ‖C1+τ (Rn−1) ≤ r0, since
‖Fγ − id ‖Cτ (Rn) ≤ C‖γ‖C1+τ (Rn−1), ‖Aγ − I‖Cτ (Rn×Rn) ≤ C‖γ‖C1+τ (Rn−1).
In order to apply the results to the nonlocal equations on Rnγ , we have to extend (6.2)
and (6.4) to u ∈ H
a(s+2a)
q (R
n
+). First of all, OP(qγ) extends to a bounded linear operator
from Haq (R
n) to H−aq (R
n) because of Theorem 3.4, due to 0 < a < 2a < τ . Moreover, F ∗γ
and F ∗,−1γ map Haq (R
n) to itself since 0 < a < τ . Because of detDFγ(x) ≡ 1,∫
Rn
(F ∗γ u)(x)v(x) dx =
∫
Rn
u(x)(F ∗,−1γ v)(x) dx for all u, v ∈ S(R
n).
Hence F ∗γ and F
∗,−1
γ map H−aq (R
n) to itself as well. Therefore we obtain
Pγu = F
∗
γPF
∗,−1
γ u = OP(qγ(x, y, ξ))u (6.7)
for all u ∈ Haq (R
n). In particular, we obtain the identity for all u ∈ H
a(a)
q (R
n
+) = H˙
a
q (R
n
+),
and conclude
r+F ∗γPF
∗,−1
γ u = r
+OP(qγ(x, y, ξ))u
for all u ∈ H
a(a)
q (R
n
+). Note that H
a(s+2a)
q (R
n
+) ⊂ H
a(a)
q (R
n
+) for any s ≥ −a.
In the case of a classical even symbol p this leads to:
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Theorem 6.1 Let p ∈ CτS2a(Rn×Rn) be even, where 0 < a < 1, let γ ∈ C1+τ (Rn−1) and
N < τ , let qγ be the transformed symbol (6.5), and let Pγ = OP(qγ(x, y, ξ)). Then qγ ∈
CτS2a(R2n × Rn) satisfies the global a-transmission condition. Moreover, with 1 < q <∞,
r+Pγ ≡ r
+OP(qγ(x, y, ξ)) : H
a(2a+s)
q (R
n
+)→ H
s
q(R
n
+)
is bounded for any s ∈ R such that −a ≤ s < τ − 2a. Furthermore, for any r0 > 0 there is
some Cs,r0,q > 0, θ > 0 and k ∈ N0 independent of p and γ such that
‖r+Pγ − r
+OP(p(x, ξ))‖
L(H
µ(2a+s)
p (R
n
+),H
s
p(R
n
+))
≤ Cs,r0,q‖γ‖
θ
C1+τ (Rn−1)|p|k,CτS2a(Rn×Rn)
(6.8)
provided that ‖γ‖C1+τ ≤ r0.
Proof: Since p is even, it is easy to observe that qγ is even as well. Therefore qγ ∈
CτS2a(R2n × Rn) satisfies the global a-transmission condition and we can apply Theo-
rem 5.13 to qγ . This implies the statement for the mapping properties of r
+OP(qγ(x, y, ξ)).
To show (6.8) one chooses some τ ′ ∈ (0, τ) sufficiently close to τ , θ = min(τ − τ ′, 1) and
applies (5.17) for r+Pγ − r
+OP(p(x, ξ)) = r+OP(qγ(x, y, ξ) − p(x, ξ)) and with τ
′ instead
of τ . Moreover, one uses (6.6).
Corollary 6.2 Let 0 < a < 1 and τ > 2a, and let p ∈ CτS2a(Rn × Rn) be even. Then
P = OP(p) maps
r+P : Ha(s+2a)q (R
n
γ )→ H
s
q(R
n
γ ),
continuously for −a ≤ s < τ − 2a.
Proof: Follows directly from Theorem 6.1, since F ∗γ
(
H
a(s+2a)
q (R
n
+)
)
= H
a(s+2a)
q (R
n
γ ), using
that F−1,∗γ = F ∗−γ maps H
s
q (R
n) to itself (since |s| < 1 + τ).
Corollary 6.3 Let 0 < a < 1 and τ > 2a, and let p ∈ CτS2a−1(Rn × Rn) be odd. Then
P = OP(p) maps
r+P : Ha(max(a,s+2a−1))q (R
n
γ )→ H
s
q(R
n
γ ),
continuously for −a ≤ s < τ − 2a.
Proof: We first consider the case that max(a, s + 2a− 1) = a, i.e., s ≤ 1− a. Then
Ha(max(a,s+2a−1))q (R
n
γ ) = H˙
a
q (R
n
γ )
and
r+P : H˙aq (R
n
γ )→ H
s
q(R
n
γ )
because of Theorem 3.4, −τ < −a ≤ s < τ−2a < τ , p ∈ CτS2a−1(Rn×Rn) ⊂ CτSa−s1,0 (R
n×
Rn), and |a− s| < τ .
Next we consider the case s > 1 − a. Then max(a, s + 2a − 1) = s + 2a − 1 and
τ > s+ 2a > 1 + a. We use that
f ∈ H
s
q(R
n
γ ) ⇐⇒ ∂
α
x f ∈ H
s−1
q (R
n
γ ) for all |α| ≤ 1
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and write ∂αxP = OP(aα(x, y, ξ)) for some even aα ∈ C
τ−1S2a(Rn × Rn). In the case
τ > 1 + 2a, Corollary 6.2 implies that
r+OP(aα(x, y, ξ)) : H
a(s+2a−1)
q (R
n
γ )→ H
s−1
q (R
n
γ ),
due to 2a < τ−1 and −a < s−1 < τ−1−2a. In the case τ ≤ 1+2a we use that aα(x, y, ξ) =
qγ(x, y, ξ)(iξ)
α + ∂αx qγ(x, y, ξ) if |α| = 1, where qγ(x, y, ξ)(iξ)
α ∈ CτS2a(Rn × Rn) is even
and ∂αx qγ(x, y, ξ) ∈ C
τ−1S2a−1(Rn × Rn). Again using Corollary 6.2 implies that
r+OP(qγ(x, y, ξ)(iξ)
α) : Ha(s+2a−1)q (R
n
+)→ H
s−1
q (R
n
γ ),
due to 2a < τ and −a < s− 1 < τ − 2a. Moreover,
r+OP(∂αx qγ(x, y, ξ)) : H
a(a)
q (R
n
+) = H˙
a
q (R
n
γ )→ H
s−1
q (R
n
γ )
because of −a < s − 1 < τ − 1, a < τ − 1 and a − s + 1 ≥ 2a − 1 due to s < τ − 2a ≤ 1.
Altogether this yields the desired mapping properties.
6.2 Elliptic regularity in an almost flat curved halfspace
We now turn to the study of regularity properties of solutions of elliptic problems in this
context. Also here, we restrict the attention in the present paper to even operators; this
suffices for the treatment of (−∆)a and its pseudodifferential generalizations.
In the following let p ∈ S2a(Rn ×Rn) and p ∈ CτS2a(Rn ×Rn) be strongly elliptic and
even, and assume that for some 1 < q <∞ and s ≥ 0
r+OP(p) : Ha(t+2a)q (R
n
+)→ H
t
q(R
n
+) is invertible for t = s, s
′, (6.9)
where s′ := min(s − 1,−a). Moreover, let γ ∈ C1+τ (Rn−1), Rnγ = {x ∈ R
n | xn > γ(x
′)},
and let Fγ : R
n → Rn be as in the preceding section. For the following it is assumed that
s+ 2a < τ . Finally, let Pγ be defined as in (6.7).
Proposition 6.4 Let p ∈ S2a(Rn × Rn) and p ∈ CτS2a(Rn × Rn) be strongly elliptic and
even, with p invertible as in (6.9), and let 0 ≤ s < τ − 2a. There are some k ∈ N and
δ = δ(p, s, q) > 0 such that
r+Pγ : H
a(t+2a)
q (R
n
+)→ H
t
q(R
n
+)
is invertible for t = s and t = s′ := max(s− 1,−a) if
|p − p|k,CτS2a1,0(Rn×Rn) ≤ δ and ‖γ‖C1+γ (Rn−1) ≤ δ.
Proof: Because of (6.9), there is some ε > 0 such that r+Pγ : H
a(t+2a)
q (R
n
+)→ H
t
q(R
n
+) is
invertible for t = s and t = s′ provided
‖r+OP(p)− r+Pγ‖L(Ha(s+2a)q (R
n
+),H
s
q(R
n
+))
< ε.
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Moreover, because of Theorem 5.13 and Theorem 6.1, there are some k ∈ N, θ > 0 and
some C > 0 independent of p and γ with |p|k,CτS2a(Rn×Rn) ≤ 1, ‖γ‖C1+τ (Rn) ≤ 1 such that
‖r+OP(p)− r+Pγ‖L(Ha(t+2a)q (R
n
+),H
t
q(R
n
+))
≤ ‖r+OP(p)− r+OP(p)‖
L(H
a(t+2a)
q (R
n
+),H
t
q(R
n
+))
+ ‖r+OP(p)− r+Pγ‖L(Ha(t+2a)q (R
n
+),H
t
q(R
n
+))
≤ C|p− p|k,CτS2a1,0(Rn×Rn) + C‖γ‖
θ
C1+τ (Rn)
for t = s and t = s′. Hence there is some δ > 0 such that the right-hand side is smaller
than ε provided |p− p|k,CτS2a1,0(Rn×Rn) ≤ δ and ‖γ‖C1+γ (Rn−1) ≤ δ.
Next, we apply the preceding result to obtain a local regularity result in Rnγ . Denote
{x ∈ Rn | |x− x0| < r} = Br(x0).
Theorem 6.5 Let 0 ≤ s < τ − 2a. Assume that γ ∈ C1+τ (Rn−1) satisfies γ(0) =
0,∇γ(0) = 0, and that u ∈ H
a(s′+2a)
q (R
n
γ ) is a solution of
r+Pu = f in Rnγ
for some f ∈ Lq(R
n
γ ) with f |BR1(0) ∈ H
s
q(R
n
γ ∩ BR1(0)) for some R1 > 0, where s
′ =
max(s− 1,−a). Then there is some R > 0 such that
u = v in Rnγ ∩BR(0)
for some v ∈ H
a(s+2a)
q (R
n
γ ).
We assume for simplicity that R1 = 1. By a suitable scaling in space, one can always
reduce to this case. To prove this result we will localize and rescale in space. For the
rescaling we define for R > 0
γR(x
′) = R−1η((x′, 0))γ(Rx′),
pR(x, ξ) = η(x)p0(Rx, ξ) + (1− η(x))p0(0, ξ),
p(x, ξ) = p0(0, ξ),
for all x, ξ ∈ Rn, x′ = (x1, . . . , xn−1), where η ∈ C
∞
0 (R
n) with η ≡ 1 on B1(0) and
supp η ⊂ B2(0). To assure that OP(p) is invertible, we assume p0(0, ξ) 6= 0 for all ξ ∈ R
n,
which can be obtained by a modification over a compact set. Furthermore, for v : Rn → C
and R > 0 we define σRv : R
n → C by
(σRv)(x) = v(Rx) for all x ∈ R
n.
Now we have for P0 = OP(p0), PR = OP(pR) and vR(x) = v(Rx) for all x ∈ R
n:
σR(P0v)(x) =
∫
Rn
eiRx·ξp0(Rx, ξ)vˆ(ξ)đξ =
∫
Rn
eix·ξp0(Rx,R
−1ξ)σ̂R(v)(ξ)đξ
= R−2a(OP(pR)σR(v))(x) + (OP(qR)σR(v))(x) (6.10)
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for all x ∈ Rn with |x| ≤ 1 and every suitable v : Rn → C, where
qR(x, ξ) = p0(Rx,R
−1ξ)−R−2ap0(Rx, ξ).
Because of p0(Rx,R
−1ξ) = R−2ap0(Rx, ξ) for all |ξ| ≥ 1 and R ∈ (0, 1], we have qR(x, ξ) = 0
for all |ξ| ≥ 1, R ∈ (0, 1]. Hence qR ∈ C
τS−∞1,0 (R
n × Rn).
Moreover, we have:
Lemma 6.6 For any k ∈ N and R ∈ (0, 1],
‖γR‖C1+τ (Rn−1) ≤ CR
min(1,τ), |pR − p|k,CτS2a1,0(Rn×Rn) ≤ CR
min(1,τ).
Proof: Using γ(0) = 0,∇γ(0) = 0 we have
γ(Rx′) =
∫ 1
0
(∇γ(sRx′)−∇γ(0)) ds · Rx′
and therefore
sup
|x′|≤2
|γ(Rx′)| ≤ C|R|1+min(τ,1).
since ∇γ ∈ Cτ (Rn−1). Now let α ∈ Nn−10 with |α| < 1 + τ . Using
∂αx′(γ(Rx
′)) = R|α|(∂αx′γ)(Rx
′)
one obtains in the same way
sup
|x′|≤2
|∂αx′(γ(Rx
′))| ≤
{
C|R|1+min(τ,1) if |α| = 1,
C|R||α| ≤ C|R|1+min(τ,1) if |α| ≥ 2,
since ∂αx′γ ∈ C
τ+1−|α|(Rn−1), ∂αx′γ(0) = 0 if |α| = 1, and R ≤ 1.
Now let |α| = 1 + [τ ]. Then one obtains
sup
|x′|,|y′|≤2,x′ 6=y′
|∂αx′(γ(Rx
′))− ∂αy′(γ(Ry
′))|
|x′ − y′|τ
≤ sup
x′,y′∈Rn−1,x′ 6=y′
|(∂αx′γ)(Rx
′))− (∂αx′γ)(Ry
′))|
|Rx′ −Ry′|τ
R|α|+τ ≤ C|R|1+τ .
Therefore ‖R−1γ(R·)‖
C1+τ (B2(0))
≤ CRmin(1,τ). This implies
‖γR‖C1+τ (Rn) = ‖ηR
−1γ(R·)‖C1+τ (B2(0)) ≤ C
′‖R−1γ(R·)‖C1+τ (B2(0)) ≤ CR
τ .
In a similar manner one shows for every α, β ∈ N0 with |β| < τ
sup
|x|≤2,
|∂βx∂
α
ξ (p0(Rx, ξ)− p0(0, ξ))| ≤
{
Cα,βR
min(1,τ)〈ξ〉m−|α| if β = 0,
Cα,βR
|β|〈ξ〉m−|α| ≤ Cα,βR
min(1,τ)〈ξ〉m−|α| if β 6= 0
and, if |β| = [τ ],
sup
|x|,|y|≤2
|∂βx∂αξ (p0(Rx, ξ)− p0(Ry, ξ))|
|x− y|τ−[τ ]
≤ Cα,βR
τ 〈ξ〉m−|α|
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for all ξ ∈ Rn and R ∈ (0, 1]. From this one derives the second statement in a straightfor-
ward manner with the aid of the product rule.
Proof of Theorem 6.5: Because of Proposition 6.4 and Lemma 6.6, there is some R ∈
(0, 1] such that
r+PγR : H
a(t+2a)
q (R
n
+)→ H
t
q(R
n
+)
is invertible for t = s and t = s′, where PγRu = F
∗
γRPRF
∗,−1
γR u for all u ∈ H
a
q (R
n). For the
following we fix such an R. Then we have that
r+PR : H
a(s+2a)
q (R
n
γR)→ H
s
q(R
n
γR)
is invertible.
Next we localize the given solution u ∈ H
a(s′+2a)
q (R
n
γ ). To this end let ψ ∈ C
∞
0 (B1(0))
with ψ ≡ 1 on B1/2(0) and set ψR(x) = ψ(x/R) = (σ1/Rψ)(x) for all x ∈ R
n. Then
r+P0(ψRu) = r
+ψRPu+ g = ψRr
+Pu+ g = ψRf + g =: f˜ in R
n
γ , (6.11)
where P0 = OP(p0), g := ψRr
+(P0 − P )u + r
+[P0, ψR]u, and [P0, ψR] = OP(q) for some
odd q ∈ CτS2a−1(Rn × Rn) due to Proposition 4.7 and P0 − P = OP(p0 − p), where
p0−p ∈ C
τS2a−1(Rn×Rn) is odd. Therefore q and p0−p satisfy the a-transmission condition
and we conclude that g ∈ H
s
q(R
n
γ ) because of u ∈ H
a(2a+s′)
q (R
n
γ ), 2a+s
′ = max(a, s+2a−1)
and Corollary 6.3. Hence f˜ ∈ H
s
q(R
n
γ ) since f |B1(0) ∈ H
s
q(R
n
γ ∩B1(0)).
Moreover, by the definition of γR
Rx ∈ Rnγ ∩BR(0) if and only if x ∈ R
n
γR
∩B1(0).
Hence (6.11) in Rnγ ∩BR(0) is equivalent to
r+PR(ψσR(u)) = R
2a(σR(f˜)−OP(qR)(ψσR(u)) in R
n
γR ∩B1(0)
because of (6.10) and ψσR(u) = σR(ψRu). Moreover, since supp(ψσRu) is compactly
contained in B1(0), thus contained in Bλ(0) for some λ < 1, we have PR(ψσRu) ∈ H
s
q(R
n \
Bλ(0))) because of Remark 3.7. Hence
r+PR(ψσR(u)) = h in R
n
γR
for some h ∈ H
s
q(R
n
γR
). Since this equation has a unique solution in H
a(2a+s)
q (R
n
γR
) and
in H
a(2a+s′)
q (R
n
γR), we conclude ψσR(u) ∈ H
a(2a+s)
q (R
n
γR). Scaling back implies u = v˜ in
BR/2(0) ∩ R
n
γ for some v˜ ∈ H
a(2a+s)
q (R
n
γ ).
Corollary 6.7 Let 0 ≤ s < τ − 2a. Assume that γ ∈ C1+τ (Rn−1) satisfies γ(0) =
0,∇γ(0) = 0 and that u ∈ H˙aq (R
n
γ ) is a solution of
r+Pu = f in Rnγ
for some f ∈ Lq(R
n
γ) with f |BR1(0) ∈ H
s
q(R
n
γ ∩ BR1(0)) for some R1 > 0. Then there is
some R > 0 such that
u = v in Rnγ ∩BR(0)
for some v ∈ H
a(s+2a)
q (R
n
γ ).
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Proof: If s ≤ 1 − a, then the statement follows directly from Theorem 6.5 since s′ = −a
and H
a(s′+2a)
q (R
n
γ ) = H˙
a
q (R
n
γ ) in that case. Let us consider the case s > 1− a. Then we see
from the proof of Theorem 6.5 that
r+P (ψRu) = ψRf + rRnγ [P,ψR]u =: f
′ in RnγR ,
where ψRu ∈ H
a(a+1)
q (R
n
γ ). Moreover, if η ∈ C
∞
0 (BR/2(0)) such that η ≡ 1 on BR/4(0),
then
η[P,ψR]u = OP(η(x)p(x, ξ)(ψR(x)− ψR(y))u = OP(η(x)p(x, ξ)(1 − ψR(y))u
= ηP ((1 − ψR)u) ∈ H
s
q (R
n)
because of Remark 3.7 and supp η ∩ supp(1 − ψR) = ∅. Hence f
′ ∈ H
s
q(R
n
γ ∩ BR/4(0)).
Therefore we can apply Theorem 6.5 to ψRu and f
′ again to conclude the statement of the
corollary provided that s ≤ 2− a. Repeating this argument finitely many times, we obtain
the statement in the general case.
6.3 Elliptic regularity in a bounded domain
Now we are in the position to prove:
Theorem 6.8 Let 1 < q < ∞, a ∈ (0, 1), τ > 2a, and 0 ≤ s < τ − 2a. Let Ω ⊂ Rn be a
bounded C1+τ -domain, and let p ∈ CτS2a(Rn×Rn) be an even and strongly elliptic symbol,
P = OP(p(x, ξ)). If u ∈ H˙aq (Ω) solves
r+Pu = f in Ω
for some f ∈ H
s
q(Ω), then u ∈ H
a(s+2a)
q (Ω).
Proof: Let x0 ∈ ∂Ω be arbitrary. Moreover, let γ ∈ C
1+τ (Rn−1) and R0 > 0 be such that
Ω ∩BR0(x0) = R
n
γ ∩BR0(x0)
(after a suitable rotation). By a simple translation and rotation we can always reduce to
the case x0 = 0, γ(0) = 0, and ∇γ(0) = 0. It suffices to show that there is an R ∈ (0, R0]
such that
u = v in Rnγ ∩BR(x0)
for some v ∈ H
a(2a+s)
q (R
n
γ ). Now let ψ ∈ C
∞
0 (BR0(x0)) with ψ ≡ 1 on BR0/2(x0). Then
r+P (ψu) = ψrΩPu+ g = ψf + g in R
n
γ ,
where g := r+[P,ψ]u ∈ H
1−a
q (R
n
γ ) ⊂ Lq(R
n
γ ) since u ∈ H˙
a
q (Ω), and q ∈ C
τS2a−11,0 (R
n×Rn) ⊂
CτSa1,0(R
n×Rn). Moreover, g|BR0/4(0)
∈ H
s
q(R
n
γ ∩BR0/4(0)) because of Remark 3.7 and the
same observations as in the proof of Corollary 6.7. Hence Corollary 6.7 implies that there
is an R > 0 such that
u = v in Rnγ ∩BR(0)
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for some v ∈ H
a(s+2a)
q (R
n
γ ). Hence the statement of the theorem follows.
Proof of Theorem 1.1: The result is a direct consequence of Theorem 6.8 and the inclu-
sion given in Theorem 4.5.
The theorem applies to (−∆)a in the way that (−∆)a = P1 + P2, where P1 = OP((1−
ψ(ξ))|ξ|2a) satisfies the hypotheses and P2 is smoothing, so that r
+(−∆)au = f ∈ H
s
q(Ω)
is turned into r+P1u = f1, with f1 = f − r
+P2u ∈ H
s
q(Ω) since P2 is smoothing.
There is a corollary on regularity in Hölder spaces:
Corollary 6.9 Hypotheses as in Theorem 6.8. 1◦ If f ∈ C
s
∗(Ω) for some s ∈ (0, τ − 2a),
then u ∈ C
a(s+2a−ε)
∗ (Ω) for every small ε > 0. When τ ≥ 1, it satisfies
u ∈ C˙s+2a−ε(Ω) + dae+C
s+a−ε
(Ω). (6.12)
If 2a < 1 and 2a < τ < 1, it satisfies a local version of (6.12), cf. Remark 4.6.
2◦ If f ∈ L∞(Ω), then u ∈ C
a(2a−ε)
∗ (Ω) for every small ε > 0, satisfying (6.12)ff. with s
replaced by 0.
Proof: We use the Sobolev embedding property Htq(R
n) ⊂ C
t−n/q−ε
∗ (R
n), which implies
H
a(t)
q (Ω) ⊂ C
a(t−n/q−ε)
∗ (Ω) in view of Definition 4.2 (when a ≤ t − n/q − ε < t < 1 + τ).
For 1◦, f ∈ C
s
∗(Ω) ⊂ H
s−ε/2
q (Ω) implies when n/q < ε/2 that u ∈ H
a(s+2a−ε/2)
q (Ω) ⊂
C
a(s+2a−ε)
∗ (Ω), and (6.12)ff. follow from Theorem 4.5 and Remark 4.6. For 2
◦, we conclude
similarly from f ∈ L∞(Ω) ⊂ Lq(Ω) = H
0
q(Ω) that u ∈ H
a(2a)
q (Ω) ⊂ C
a(2a−ε)
∗ (Ω), when
n/q < ε, with the ensuing descriptions.
References
[1] N. Abatangelo. Large S-harmonic functions and boundary blow-up solutions for the fractional Lapla-
cian. Discrete Contin. Dyn. Syst., 35(12):5555–5607, 2015.
[2] N. Abatangelo, S. Jarohs, and A. Saldaña. Integral representation of solutions to higher-order fractional
Dirichlet problems on balls. Commun. Contemp. Math., 20(8):1850002, 36, 2018.
[3] N. Abatangelo and X. Ros-Oton. Obstacle problems for integro-differential operators: higher regularity
of free boundaries. Adv. Math., 360:106931, 61, 2020.
[4] H. Abels. Pseudodifferential boundary value problems with non-smooth coefficients. Comm. Part.
Diff. Eq., 30:1463–1503, 2005.
[5] H. Abels. Reduced and generalized Stokes resolvent equations in asymptotically flat layers, part II:
H∞-calculus. J. Math. Fluid. Mech. 7, 223-260, 2005.
[6] H. Abels. Pseudodifferential Operators and Singular Integral Operators. Birkhäuser, 2011.
[7] H. Abels, G. Grubb, and I. G. Wood. Extension theory and Kre˘ın-type resolvent formulas for nons-
mooth boundary value problems. J. Funct. Anal., 266(7):4037–4100, 2014.
[8] H. Abels and C. N. Jiménez. Nonsmooth pseudodifferential boundary value problems on manifolds. J.
Pseudo-Differ. Oper. Appl., 10(2):415–453, 2019.
[9] H. Abels and C. Pfeuffer. Spectral invariance of non-smooth pseudo-differential operators. Integral
Equations Operator Theory, 86(1):41–70, 2016.
48 REFERENCES
[10] H. Abels and C. Pfeuffer. Characterization of non-smooth pseudodifferential operators. J. Fourier
Anal. Appl., 24(2):371–415, 2018.
[11] H. Abels and Y. Terasawa. On Stokes Operators with variable viscosity in bounded and unbounded
domains. Math. Ann., 344(2):381–429, 2009.
[12] R. M. Blumenthal and R. K. Getoor. The asymptotic distribution of the eigenvalues for a class of
Markov operators. Pacific J. Math., 9:399–408, 1959.
[13] K. Bogdan, K. Burdzy, and Z.-Q. Chen. Censored stable processes. Probab. Theory Related Fields,
127(1):89–152, 2003.
[14] M. Bonforte, Y. Sire, and J. L. Vázquez. Existence, uniqueness and asymptotic behaviour for fractional
porous medium equations on bounded domains. Discrete Contin. Dyn. Syst., 35(12):5725–5767, 2015.
[15] L. Boutet de Monvel. Comportement d’un opérateur pseudo-différentiel sur une variété á bord, i-ii. J.
Analyse Math. 17, 241-304, 1966.
[16] L. Boutet de Monvel. Boundary problems for pseudo-differential operators. Acta Math., 126:11–51,
1971.
[17] L. Caffarelli and L. Silvestre. An extension problem related to the fractional Laplacian. Comm. Partial
Differential Equations, 32(7-9):1245–1260, 2007.
[18] Z.-Q. Chen and R. Song. Estimates on Green functions and Poisson kernels for symmetric stable
processes. Math. Ann., 312(3):465–501, 1998.
[19] R. Cont and P. Tankov. Financial modelling with jump processes. Chapman & Hall/CRC Financial
Mathematics Series. Chapman & Hall/CRC, Boca Raton, FL, 2004.
[20] S. Dipierro, X. Ros-Oton, and E. Valdinoci. Nonlocal problems with Neumann boundary conditions.
Rev. Mat. Iberoam., 33(2):377–416, 2017.
[21] G. I. Èskin. Bondary Value Problems for Elliptic Pseudodifferential Equations. American Mathematical
Society, Translation of Math. Monogr., vol.52, Rhode Island, 1981.
[22] M. Felsinger, M. Kassmann, and P. Voigt. The Dirichlet problem for nonlocal operators. Math. Z.,
279(3-4):779–809, 2015.
[23] M. d. M. González, R. Mazzeo, and Y. Sire. Singular solutions of fractional order conformal Laplacians.
J. Geom. Anal., 22(3):845–863, 2012.
[24] G. Grubb. Singular Green operators and their spectral asymptotics. Duke Math., Vol. 51, No. 3,
477-528, 1984.
[25] G. Grubb. Pseudo-differential boundary problems in Lp spaces. Comm. Part. Diff. Eq. 15, 289-340,
1990.
[26] G. Grubb. Functional Calculus of Pseudodifferential Boundary Problems, 2nd Edition. Birkhäuser,
Basel - Boston - Berlin, 1996.
[27] G. Grubb. Distributions and operators, volume 252 of Graduate Texts in Mathematics. Springer, New
York, 2009.
[28] G. Grubb. Local and nonlocal boundary conditions for µ-transmission and fractional elliptic pseudod-
ifferential operators. Analysis and P.D.E., 7:1649–1682, 2014.
[29] G. Grubb. Fractional Laplacians on domains, a development of Hörmander’s theory of µ-transmission
pseudodifferential operators. Adv. Math., 268:478–528, 2015.
[30] G. Grubb. Green’s formula and a Dirichlet-to-Neumann operator for fractional-order pseudodifferential
operators. Comm. Partial Differential Equations, 43(5):750–789, 2018.
[31] G. Grubb. Regularity in Lp Sobolev spaces of solutions to fractional heat equations. J. Funct. Anal.,
274(9):2634–2660, 2018.
[32] G. Grubb. Limited regularity of solutions to fractional heat and Schrödinger equations. Discrete
Contin. Dyn. Syst., 39(6):3609–3634, 2019.
[33] G. Grubb and L. Hörmander. The transmission property. Math. Scand., 67:273–289, 1990.
[34] W. Hoh and N. Jacob. On the Dirichlet problem for pseudodifferential operators generating Feller
semigroups. J. Funct. Anal., 137(1):19–48, 1996.
REFERENCES 49
[35] L. Hörmander. Pseudo-differential operators. Commun. Pure Appl. Math., 13:501–517, 1965.
[36] L. Hörmander. Seminar notes on pseudo-differential operators and boundary problems. Lectures at
IAS Princeton 1965-66, available from Lund University, https://lup.lub.lu.se/search/, 1966.
[37] L. Hörmander. The Analysis of Linear Partial Differential Operators III. Springer, Berlin-Heidelberg-
New York, 1985.
[38] T. Jakubowski. The estimates for the Green function in Lipschitz domains for the symmetric stable
processes. Probab. Math. Statist., 22(2, Acta Univ. Wratislav. No. 2470):419–441, 2002.
[39] J. J. Kohn and L. Nirenberg. An algebra of pseudo-differential operators. Commun. Pure Appl. Math.,
18:269–305, 1965.
[40] T. Kulczycki. Properties of Green function of symmetric stable processes. Probab. Math. Statist., 17(2,
Acta Univ. Wratislav. No. 2029):339–364, 1997.
[41] H. Kumano-go. Pseudo-Differential Operators. MIT Press, Cambridge, Massachusetts, and London,
1974.
[42] H. Kumano-go and M. Nagase. Pseudo-differential operators with non-regular symbols and applica-
tions. Funkcial Ekvac. 21, 151-192, 1978.
[43] J. Marschall. Pseudo-differential operators with nonregular symbols of the class Smρ,δ. Comm. Part.
Diff. Eq. 12(8), 921-965, 1987.
[44] J. Marschall. Pseudodifferential operators with coefficients in Sobolev spaces. Trans. Amer. Math.
Soc., 307(1):335–361, 1988.
[45] J. Prüss and G. Simonett. Moving interfaces and quasilinear parabolic evolution equations. Birkhäuser
Verlag, 2016.
[46] S. Rempel and B.-W. Schulze. Index Theory of Elliptic Boundary Problems. Akademie Verlag, Berlin,
1982.
[47] X. Ros-Oton and J. Serra. The Dirichlet problem for the fractional Laplacian: regularity up to the
boundary. J. Math. Pures Appl. (9), 101(3):275–302, 2014.
[48] X. Ros-Oton and J. Serra. Regularity theory for general stable operators. J. Differential Equations,
260(12):8675–8715, 2016.
[49] T. Runst and W. Sickel. Sobolev spaces of fractional order, Nemytskij operators, and nonlinear partial
differential equations, volume 3 of De Gruyter Series in Nonlinear Analysis and Applications. Walter
de Gruyter & Co., Berlin, 1996.
[50] E. Schrohe. A short introduction to Boutet de Monvel’s calculus. Gil, Juan (ed.) et al., Approaches to
singular analysis. Based on the workshop, Berlin, Germany, April 8-10, 1999. Basel: Birkhäuser. Oper.
Theory, Adv. Appl. 125, 85-116 , 2001.
[51] R. T. Seeley. Integro-differential operators on vector bundles. Trans. Amer. Math. Soc., 117:167–204,
1965.
[52] M. E. Taylor. Pseudodifferential operators, volume 34 of Princeton Mathematical Series. Princeton
University Press, Princeton, N.J., 1981.
[53] M. E. Taylor. Pseudodifferential Operators and Nonlinear PDE. Birkhäuser, 1991.
[54] M. E. Taylor. Tools for PDE. Mathematical Surveys and Monographs, AMS, 2000.
[55] I. Witt. A calculus for classical pseudo-differential operators with non-smooth symbols. Math. Nachr.,
194:239–284, 1998.
