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In this paper, we study distance covariance, Hilbert-Schmidt co-
variance (aka Hilbert-Schmidt independence criterion [Gretton et al.
(2008)]) and related independence tests under the high dimensional
scenario. We show that the sample distance/Hilbert-Schmidt covari-
ance between two random vectors can be approximated by the sum
of squared componentwise sample cross-covariances up to an asymp-
totically constant factor, which indicates that the distance/Hilbert-
Schmidt covariance based test can only capture linear dependence
in high dimension. As a consequence, the distance correlation based
t test developed by Sze´kely and Rizzo (2013) for independence is
shown to have trivial limiting power when the two random vectors
are nonlinearly dependent but component-wisely uncorrelated. This
new and surprising phenomenon, which seems to be discovered for
the first time, is further confirmed in our simulation study. As a rem-
edy, we propose tests based on an aggregation of marginal sample
distance/Hilbert-Schmidt covariances and show their superior power
behavior against their joint counterparts in simulations. We further
extend the distance correlation based t test to those based on Hilbert-
Schmidt covariance and marginal distance/Hilbert-Schmidt covari-
ance. A novel unified approach is developed to analyze the studen-
tized sample distance/Hilbert-Schmidt covariance as well as the stu-
dentized sample marginal distance covariance under both null and
alternative hypothesis. Our theoretical and simulation results shed
light on the limitation of distance/Hilbert-Schmidt covariance when
used jointly in the high dimensional setting and suggest the aggre-
gation of marginal distance/Hilbert-Schmidt covariance as a useful
alternative.
∗Address correspondence to Xiaofeng Shao (xshao@illinois.edu), Professor, De-
partment of Statistics, University of Illinois at Urbana-Champaign. Changbo Zhu
(changbo2@illinois.edu) is a Ph.D. student in Department of Statistics, University of Illi-
nois at Urbana-Champaign. Shun Yao (shunyao2@illinois.edu) is currently Quantitative
Analyst at Goldman Sachs, New York City; Xianyang Zhang (zhangxiany@stat.tamu.edu)
is Assistant Professor of Statistics at Texas A&M University.
MSC 2010 subject classifications: Primary 62G10, 60K35; secondary 62G20
Keywords and phrases: Distance covariance, High dimensionality, Hilbert-Schmidt in-
dependence criterion, Independence test, U-statistics.
1
imsart-aos ver. 2014/10/16 file: draftAug4tex.tex date: February 12, 2019
ar
X
iv
:1
90
2.
03
29
1v
1 
 [m
ath
.ST
]  
8 F
eb
 20
19
2 C. ZHU, S. YAO, X. ZHANG AND X. SHAO
1. Introduction. Testing for independence between two random vec-
tors X ∈ Rp and Y ∈ Rq is a fundamental problem in statistics. There is a
huge literature in the low dimensional context. Here we mention rank cor-
relation coefficients based tests and nonparametric Crame´r-von Mises type
statistics in Hoeffding (1948), Blum, Kiefer and Rosenblatt (1961), De Wet
(1980); tests based on signs or empirical characteristic functions, see Sinha
and Wieand (1977), Deheuvels (1981), Cso¨rgo˝ (1985), Hettmansperger and
Oja (1994), Gieser and Randles (1997), Taskinen, Kankainen and Oja (2003),
Stepanova (2003) among others; tests based on recently developed nonlin-
ear dependence metrics that target at non-linear and non-monotone de-
pendence include distance covariance [Sze´kely, Rizzo and Bakirov (2007)],
Hilbert-Schmidt independence criterion (HSIC) [Gretton et al. (2008)] (aka
Hilbert-Schmidt covariance in this work) and sign covariance [Bergsma and
Dassios (2014)].
In the high dimensional setting, the literature is scarce. Sze´kely and Rizzo
(2013) extended the distance correlation proposed in Sze´kely, Rizzo and
Bakirov (2007) to the problem of testing independence of two random vec-
tors under the setting that the dimensions p and q grow while sample size n
is fixed. This setting is known as high dimension, low sample size (HDLSS)
in the literature and has been adopted in Hall, Marron and Neeman (2005),
Ahn et al. (2007), Jung and Marron (2009), and Wei et al. (2016) etc. A
closely related asymptotic framework is the high dimension medium sample
size (HDMSS) [Aoshima et al. (2018)], where n∧p∧q →∞ with p, q growing
more rapidly. Among the recent work that is related to independence testing
in the high dimensional setting, Pan, Gao and Yang (2014) proposed tests
of independence among a large number of high dimensional random vectors
using insights from random matrix theory; Yang and Pan (2015) proposed
a new statistic based on the sum of regularized sample canonical correla-
tion coefficients of X and Y , which is limited to testing for uncorrelatedness
due to the use of canonical correlation. Leung and Drton (2018) proposed
to test for mutual independence of high dimensional vectors using sum of
pairwise rank correlations and sign covariances; Yao, Zhang and Shao (2018)
addressed the mutual independence testing problem in the high dimensional
context by using sum of pairwise squared sample distance covariances; Zhang
et al. (2018) proposed a L2 type test for conditional mean/quantile depen-
dence of a univariate response variable given a high dimensional covariate
vector based on martingale difference divergence [Shao and Zhang (2014)],
which is an extension of distance covariance to quantify conditional mean
dependence.
Distance covariance/correlation was first introduced in Sze´kely, Rizzo and
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Bakirov (2007) and has received much attention since then. Owing to its no-
table ability to quantify any types of dependence including non-monotone,
non-linear dependence and also the flexibility to be applicable to two random
vectors in arbitrary, not necessarily equal dimensions, a lot of research work
has been done to extend and apply distance covariance into many modern
statistical problems; see e.g. Kong et al. (2012), Li, Zhong and Zhu (2012),
Zhou (2012), Lyons (2013), Sze´kely and Rizzo (2014), Dueck et al. (2014),
Shao and Zhang (2014), Park, Shao and Yao (2015), Matteson and Tsay
(2017), Zhang et al. (2018) , Edelmann, Richards and Vogel (2017), Yao,
Zhang and Shao (2018) among others. In this paper, we shall revisit the test
proposed by Sze´kely and Rizzo (2013), which seems to be the only test in
the high dimensional setting that captures nonlinear and nonmonotonic de-
pendence. Unlike the positive finding reported in Sze´kely and Rizzo (2013),
we obtained some negative and shocking results that show the limitation of
distance covariance/correlation in the high dimensional context.
Specifically, we show that for two random vectors X = (x1, ..., xp) ∈ Rp
and Y = (y1, ..., yq) ∈ Rq with finite component-wise second moments, as
p, q →∞ and n can either be fixed or grows to infinity at a slower rate,
dCov2n(X,Y) ≈
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj),(1)
where Xk
d
= X and Yk
d
= Y are independent samples, Xi and Yj are
the component-wise samples, X = (X1, X2, · · · , Xn)T = (X1,X2, · · · ,Xp)
and Y = (Y1, Y2, · · · , Yn)T = (Y1,Y2, · · · ,Yq) denote the sample matrices,
dCov2n(X,Y) is the unbiased sample distance covariance, τ is a constant
quantity depending on the marginal distributions of X and Y as well as
p and q, cov2n(Xi,Yj) is an unbiased sample estimate of cov2(xi, yj) to be
defined later. To the best of our knowledge, this is the first work in the lit-
erature uncovering the connection between sample distance covariance and
sample covariance, the latter of which can only measure the linear depen-
dence between two random variables. This approximation suggests that the
distance covariance can only measure linear dependence in the high dimen-
sional setting although it is well-known to be capable of capturing non-linear
dependence in the fixed dimensional case.
Gretton et al. (2008) proposed Hilbert-Schmidt independence criterion
(aka Hilbert-Schmidt covariance in this paper), which can be seen as a gen-
eralization of distance covariance by kernelizing the L2 distance as shown by
Sejdinovic et al. (2013). Despite the kernelization process, we show that the
Hilbert-Schmidt covariance (hCov) enjoys similar approximation property
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under high dimension low/medium sample size setting, i.e.
hCov2n(X,Y) ≈ ApBq ×
1
τ2
p∑
i=1
q∑
j=1
cov2n(Xi,Yj),(2)
where hCov2n(X,Y) is the unbiased sample Hilbert-Schmidt covariance, Ap
and Bq both converge in probability to constants that depend on the pre-
chosen kernels. This aproximation also suggests that when the dimension
is high, the Hilbert-Schmidt covariance (hCov) applied to the whole com-
ponents of the vectors also exhibits the loss of power when X and Y are
non-linearly dependent, but component-wisely uncorrelated or weakly cor-
related.
As a natural remedy, we propose a distance covariance based marginal
test statistic, i.e.,
mdCov2n(X,Y) =
√(
n
2
) p∑
i=1
q∑
j=1
dCov2n(Xi,Yj).
This test statistic is an aggregate of the componentwise sample distance co-
variances and captures the component by component nonlinear dependence.
Similarly, the marginal Hilbert-Schmidt covariance (mhCov) is defined as
mhCov2n(X,Y) =
√(
n
2
) p∑
i=1
q∑
j=1
hCov2n(Xi,Yj).
The distance covariance, Hilbert-Schmidt covariance, marginal distance
covariance and marginal Hilbert-Schmidt covariance based tests can be car-
ried out by standard permutation procedures. The superiority of mdCov
and mhCov based tests over its joint counterparts in power is demonstrated
in the simulation studies. On the other hand, Sze´kely and Rizzo (2013)
discussed the distance correlation (dCor) based t-test under HDLSS and
derived the limiting null distribution of the test statistic under suitable
assumptions. We consider the same t-test statistic and further extends to
Hilbert-Schmidt covariance (hCov), marginal distance covariance (mdCov)
and marginal Hilbert-Schmidt covariance (mhCov). To derive the asymp-
totic distribution of studentized version of dCov, hCov,mdCov and mhCov
under both the null of independence (for HDLSS and HDMSS setting) and
some specific alternative classes (for HDLSS setting), we develop a novel
unified approach. In particular, we define a unified quantity (uCov) based
on the bivariate kernel k and show that under HDLSS setting, properly
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scaled dCov2n, hCov
2
n and mdCov
2
n are all asymptotically equal to uCov
2
n up
to different choices of kernels, i.e.
dCov2n(X,Y) ≈ a× uCov2n(X,Y)
hCov2n(X,Y) ≈ ApBq × uCov2n(X,Y)
}
when k(x, y) = |x− y|2,
mdCov2n(X,Y) = b× uCov2n(X,Y)
}
when k(x, y) = |x− y|,
(3)
where a, b are constants and Ap, Bp both converge in probability to con-
stants. Next, we show that{
uCov2n(X,Y)
d→ 2n(n−3)cTMd, under HDLSS,
Cn,p,quCov
2
n(X,Y)
d→ N(0, 1), under HDMSS,
where c,d are jointly Gaussian, M is a projection matrix and Cn,p,q is a nor-
malizing constant. Thus, we can easily apply the above results to dCov, hCov
and mdCov-based t-test statistics using (3). The unified approach still works
for mhCov-based t-test if we consider the bandwidth parameters appeared
in the kernel distance to be fixed constants. However, we encounter technical
difficulties if the bandwidth parameters along each dimension depends on
the whole component-wise samples, since this makes the pair-wise sample
distance correlated with each other and complicates the asymptotic analysis.
We obtain the same limiting null distribution as Sze´kely and Rizzo (2013)
and further show that this test statistic has a trivial power against the
alternative where X and Y are non-linearly dependent, but component-
wisely uncorrelated. This clearly demonstrates that the distance covari-
ance/correlation based joint independence test (i.e., treating all components
of a vector as a whole jointly) fails to capture the non-linear dependence in
high dimension. This phenomenon is new and was not reported in Sze´kely
and Rizzo (2013). It shows that there might be some intrinsic difficulties
for distance covariance to capture the non-linear dependence when the di-
mension is high and provide a cautionary note on the use of distance covari-
ance/correlation directly to the whole components of high dimensional data.
Besides, we have the following additional contributions relative to Sze´kely
and Rizzo (2013): (i) we relax the component-wise i.i.d. assumption used for
asymptotic analysis; (ii) the limiting distributions are derived under both the
null and certain classes of alternative hypothesis for the HDLSS framework;
(iii) our unified approach holds for any bivariate kernel that has continuous
second order derivative in a neighborhood containing 1; (iv) the limiting null
distribution is also derived under the HDMSS setting.
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1.1. Notations. In this paper, random data samples are denoted as, for
each i = 1, 2, · · · , n,Xi d= X = (x1, · · · , xp)T ∈ Rp, Yi d= Y = (y1, · · · , yq)T ∈
Rq. Next, let X = (X1, X2, · · · , Xn)T and Y = (Y1, Y2, · · · , Yn)T denote the
random sample matrices. In addition, the random component-wise samples
are denoted as X1, · · · ,Xp and Y1, · · · ,Yq, which are illustrated in the fol-
lowing table,
X1 X2 · · · Xp
⇓
XT1 ⇒ x11 x12 · · · x1p
XT2 x21 x22 · · · x2p
...
...
...
... ⇐ X
XTn xn1 xn2 · · · xnp
Y1 Y2 · · · Yq
⇓
y11 y12 · · · y1q Y T1
Y ⇒ y21 y22 · · · y2q Y T2
...
...
...
...
yn1 yn2 · · · ynq ⇐ Y Tn
Furthermore, matrices are denoted by upper case boldface letters (e.g. A,
B). For any matrix A = (ast) ∈ Rn×n, we use A˜ = (a˜st) ∈ Rn×n to denote
the U-centered version of A, i.e.,
a˜st =
{
ast − 1n−2
∑n
v=1 asv − 1n−2
∑n
u=1 aut +
1
(n−1)(n−2)
∑n
u,v=1 auv, s 6= t
0, s = t
Following Sze´kely and Rizzo (2014), the inner product between two U-
centered matrices A˜ = (a˜st) ∈ Rn×n and B˜ = (b˜st) ∈ Rn×n is defined
as
(A˜ · B˜) := 1
n(n− 3)
∑
s 6=t
a˜stb˜st.
Next, we use 1n to denote the n dimensional column vector whose entries
are all equal to 1. Similarly, we use 0n to denote the n dimensional column
vector whose entries are all equal to 0. Finally, we use | · | to denote the L2
norm of a vector, (X ′, Y ′) and (X ′′, Y ′′) to be independent copies of (X,Y )
and X ⊥ Y to indicate that X and Y are independent.
We utilize the order in probability notations such as stochastic bound-
edness Op (big O in probability), convergence in probability op (small o in
probability) and equivalent order p, which is defined as follows: for a se-
quence of random variables {Zs}s∈Z and a sequence of numbers {as}s∈Z,
Zs p as if and only if Zs/as = Op(1) and as/Zs = Op(1) as s → ∞. For
more details about these notations, please see DasGupta (2008).
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2. High Dimension Low Sample Size. The analyses in this section
are conducted under the HDLSS setting, i.e., the sample size n is fixed and
the dimensions p ∧ q →∞.
2.1. Distance Covariance and Variants. In this section, we introduce the
following test statistics based on distance covariance (dCov), marginal dis-
tance covariance (mdCov), Hilbert-Schmidt covariance (hCov) and marginal
Hilbert-Schmidt covariance (mhCov). In addition, their asymptotic behav-
iors under the HDLSS setting are derived. The following moment conditions
will be used throughout the paper.
Assumption D1. For any p, q, the variance and the second moment
of any coordinate of X = (x1, x2, · · · , xp)T and Y = (y1, y2, · · · , yq)T is
uniformly bounded below and above, i.e.,
0 < a ≤ inf
i
var(xi) ≤ sup
i
E(x2i ) ≤ b <∞,
0 < a′ ≤ inf
j
var(yj) ≤ sup
j
E(y2j ) ≤ b′ <∞,
for some constants a, b, a′, b′.
Next, denote τ2X = E|X − X ′|2, τ2Y = E|Y − Y ′|2 and τ2 := τ2Xτ2Y =
E|X −X ′|2E|Y − Y ′|2. Notice that under assumption D1, it can be easily
seen that
τX  √p, τY  √q and τ  √pq.
The statistics we study in this work use the pair-wise L2 distance between
data points. The following proposition presents an expansion formula on the
normalized L2 distance when the dimension is high, which plays a key role
in our theoretical analysis.
Proposition 2.1.1. Under Assumption D1, we have
|X −X ′|
τX
= 1 +
1
2
LX(X,X
′) +RX(X,X ′),
where
LX(X,X
′) :=
|X −X ′|2 − τ2X
τ2X
,
and RX(X,X
′) is the remainder term. If we further assume that as p∧ q →
∞, LX(X,X ′) = op(1), then RX(X,X ′) = Op(LX(X,X ′)2). Similar result
holds for Y .
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In order for the approximations in equations (1) and (2) to work well, it
is required that LX(Xs, Xt) and LY (Ys, Yt) should decay relatively fast as
p∧ q →∞. The following assumption specifies the order of LX(Xs, Xt) and
LY (Ys, Yt).
Assumption D2. LX(X,X
′) = Op(ap) and LY (Y, Y ′) = Op(bq), where
ap, bq are sequences of numbers such that
ap = o(1), bq = o(1),
τ2Xa
3
p = o(1), τ
2
Y b
3
q = o(1), τa
2
pbq = o(1), τapb
2
q = o(1).
Remark 2.1.1. A sufficient condition for LX(X,X
′) = op(1) is that
E[LX(X,X
′)2] = o(1). Let ΣX = cov(X). By a straightforward calculation,
we obtain |X − X ′|2 = ∑pj=1(xj − x′j)2, E|X − X ′|2 = 2∑pj=1 var(xj) =
2tr(ΣX), and
E[LX(X,X
′)2] =
∑p
j,j′=1[cov(x
2
j , x
2
j′) + 2cov
2(xj , xj′)]
2tr2(ΣX)
.
Therefore, E[LX(X,X
′)2] = o(1) holds if the component-wise dependence
within X is not too strong. To illustrate this point, we consider the factor
model,
Xp×1 = Ap×s1Us1×1 + Φp×1, Yq×1 = Bq×s2Vs2×1 + Ψq×1,
where A,B are constant matrices such that ‖A‖2F = O(p1/2) and ‖B‖2F =
O(q1/2), where ‖ · ‖F is the Frobenius norm. In addition, the components in
U = (u1, · · · , us1)T , V = (v1, · · · , vs2)T are independent, Φ = (φ1, · · · , φp)T
is independent of U and Ψ = (ψ1, · · · , ψq)T is independent of V . Further-
more, the 4th moment of each component of U, V,Φ,Ψ are bounded, i.e.
max
{
sup
s
E[u4s], sup
t
E[v4t ], sup
i
E[φ4i ], sup
j
E[ψ4j ]
}
<∞.
Under Assumption D1, the above factor model satisfies Assumption D2 with
ap = 1/
√
p and bq = 1/
√
q, see Section B.2 of Appendix for more details.
2.1.1. Distance Covariance. Distance covariance was first introduced by
Sze´kely, Rizzo and Bakirov (2007) to measure the dependence between two
random vectors of arbitrary dimensions. For two random vectors X ∈ Rp
and Y ∈ Rq, the (squared) distance covariance is defined as
dCov2(X,Y ) =
∫
Rp+q
|φX,Y (t, s)− φX(t)φY (s)|2
cpcq|t|1+p|s|1+q dtds,
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where cp = pi
(1+p)/2/Γ((1 + p)/2), | · | is the (complex) Euclidean norm
defined as |x| =
√
x¯Tx for any vector x in the complex vector space ( x¯
denotes the conjugate of x), φX and φY are the characteristic functions of
X and Y respectively, φX,Y is the joint characteristic function. According to
Theorem 7 of Sze´kely and Rizzo (2009), an alternative definition of distance
covariance is given by
(4) dCov2(X,Y ) = E|X −X ′||Y − Y ′|
+ E|X −X ′|E|Y − Y ′| − 2E|X −X ′||Y − Y ′′|,
where (X ′, Y ′) and (X ′′, Y ′′) are independent copies of (X,Y ). It has been
shown that dCov2(X,Y ) = 0 if and only if X and Y are independent.
Therefore, it is able to measure any type of dependence including non-linear
and non-monotonic dependence between X and Y , whereas the commonly
used Pearson correlation can only measure the linear dependence and the
rank correlation coefficients (Kendall’s τ and Spearman’s ρ) can only capture
the monotonic dependence.
Notice that in the above setting, p, q are arbitrary positive integers. There-
fore, distance covariance is applicable to the high dimensional setting, where
we allow p, q →∞. However, it is unclear whether this metric can still retain
the power to detect the nonlinear dependence or not when the dimension
is high. Distance correlation (dCor) is the normalized version of distance
covariance, which is defined as
dCor2(X,Y ) =
{
dCov2(X,Y )√
dCov2(X,X)dCov2(Y,Y )
, dCov2(X,X)dCov2(Y, Y ) > 0,
0, dCov2(X,X)dCov2(Y, Y ) = 0.
Following Sze´kely and Rizzo (2014), we introduce the U-centering based
unbiased sample distance covariance (dCov2n) as follows.
dCov2n(X,Y) = (A˜ · B˜),
where A˜, B˜ are the U-centered versions of A = (ast)ns,t=1,B = (bst)ns,t=1
respectively and ast = |Xs − Xt|, bst = |Ys − Yt| for s, t = 1, · · · , n. Corre-
spondingly, the sample distance correlation (dCor2n) is given as
dCor2n(X,Y) =
{
dCov2n(X,Y)√
dCov2n(X,X)dCov
2
n(Y,Y)
, dCov2n(X,X)dCov
2
n(Y,Y) > 0,
0, dCov2n(X,X)dCov
2
n(Y,Y) = 0.
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Here we can apply the approximation in Proposition 2.1.1, that is
ast
τX
= 1 +
1
2
LX(Xs, Xt) +RX(Xs, Xt),(5)
bst
τY
= 1 +
1
2
LY (Ys, Yt) +RY (Ys, Yt),(6)
where
LX(Xs, Xt) =
|Xs −Xt|2 − τ2X
τ2X
, LY (Ys, Yt) =
|Ys − Yt|2 − τ2Y
τ2Y
,
and RX , RY are the remainder terms from the approximation. The ap-
proximation of the pair-wise L2 distance in Equations (5) and (6) is our
building block to decompose the unbiased sample (squared) distance covari-
ance (dCov2n) into a leading term plus a negligible remainder term under the
HDLSS setting. The following main theorem summarizes the decomposition
properties of sample distance covariance (dCov2n).
Theorem 2.1.1. Under Assumption D1, we can show that
(i)
dCov2n(X,Y) =
1
τ
p∑
i=1
q∑
j=1
cov2n (Xi,Yj) +Rn.(7)
Here
cov2n (Xi,Yj) =
1(
n
4
) ∑
s<t<u<v
h(xsi, xti, xui, xvi; ysj , ytj , yuj , yvj),
and the kernel h is defined as
h(xsi, xti, xui, xvi; ysj , ytj , yuj , yvj)
=
1
4!
(s,t,u,v)∑
∗
1
4
(xsi − xti)(ysj − ytj)(xui − xvi)(yuj − yvj),
where the summation
∑(s,t,u,v)
∗ is over all permutations of the 4-tuples
of indices (s, t, u, v) and Rn is the remainder term. cov2n (Xi,Yj) is a
fourth-order U-statistic and is an unbiased estimator for the squared
covariance between xi and yj, i.e., E[cov
2
n (Xi,Yj)] = cov2(xi, yj).
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(ii) Further suppose Assumption D2 holds. Then
1
τ
p∑
i=1
q∑
j=1
cov2n (Xi,Yj) = Op(τapbq),
Rn = Op
(
τa2pbq + τapb
2
q
)
= op(1),
thus the remainder term is of smaller order compared to the leading
term and therefore is asymptotically negligible.
Equation (7) in Theorem 2.1.1 shows that the leading term for sample
distance covariance is the sum of all component-wise squared sample cross-
covariances scaled by τ , which depends on the marginal variances of X and
Y . This theorem suggests that in the HDLSS setting, the sample distance
covariance can only measure the component-wise linear dependence between
the two random vectors.
Remark 2.1.2. It is worth mentioning that the distance correlation and
RV coefficient, introduced by Escoufier (1970) (see also Josse and Holmes
(2013)), are asymptotically equal in the HDLSS setting, where RV coefficient
is another metric for quantifying the association between two random vectors
and is defined as,
RV (X,Y ) =
∑p
i=1
∑q
j=1 cov
2 (xi, yj)√(∑p
i,j=1 cov
2(xi, xj)
)(∑q
i,j=1 cov
2(yi, yj)
) .
If we use cov2n(Xi,Yj) to estimate cov2(xi, yj), its sample version can be
written as
RVn(X,Y) =
∑p
i=1
∑q
j=1 cov
2
n (Xi,Yj)√(∑p
i,j=1 cov
2
n(Xi,Xj)
)(∑q
i,j=1 cov
2
n(Yi,Yj)
) .
By taking the limit with respect to p ∧ q, under Assumptions D1, D2, D3
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(which will be introduced later) and using Theorem 2.1.1, we have
dCor2n(X,Y)
=
1
τ
∑p
i=1
∑q
j=1 cov
2
n(Xi,Yj) (1 + op(1))√(
1
τ2X
∑p
i,j=1 cov
2
n(Xi,Xj)
)(
1
τ2Y
∑q
i,j=1 cov
2
n(Yi,Yj)
)
=
∑p
i=1
∑q
j=1 cov
2
n(Xi,Yj)(1 + op(1))√(∑p
i,j=1 cov
2
n(Xi,Xj)
)(∑q
i,j=1 cov
2
n(Yi,Yj)
)
=RVn(X,Y)(1 + op(1)),
which shows that the squared sample distance correlation and sample RV co-
efficient are approximately equal when the dimension is high. Consequently,
they have the same limiting distribution as p ∧ q goes to infinity. Since it is
known from Sze´kely and Rizzo (2013) that the studentized version of sam-
ple distance covariance has a limiting t-distribution, it is expected that the
studentized RV coefficient has the same limiting t-distribution as well.
As argued previously, sample distance covariance (dCov2n) based tests
suffer from power loss when X and Y are component-wisely non-linear de-
pendent but uncorrelated. To remedy this drawback, we can consider the
following aggregation of marginal sample distance covariances,
mdCov2n(X,Y) =
√(
n
2
) p∑
i=1
q∑
j=1
dCov2n(Xi,Yj),
where dCov2n(Xi,Yj) = (A˜(i) · B˜(j)), A˜(i) and B˜(j) are the U-centered
versions of A(i) = (ast(i))
n
s,t=1,B(j) = (bst(j))
n
s,t=1 respectively and ast(i) =
|xsi − xti|, bst(j) = |ysj − ytj |.
Note that mdCov2n captures the pairwise low dimensional nonlinear de-
pendence, which can be viewed as the main effects of the dependence between
two high dimensional random vectors. It is natural in many fields of statis-
tics to test for main effects first before proceeding to high order interactions.
See Chakraborty and Zhang (2018) for some discussions on main effects and
high order effects in the context of joint dependence testing. In the testing
of mutual independence of a high dimensional vector, Yao, Zhang and Shao
(2018) also approached the problem by testing the pairwise independence
using distance covariance and demonstrated that there may be intrinsic dif-
ficulty to capture the effects beyond main effects (pairwise dependence in
the mutual independence testing problem), as the tests that target joint
dependence do not perform well in the high dimensional setting.
imsart-aos ver. 2014/10/16 file: draftAug4tex.tex date: February 12, 2019
DEPENDENCE METRICS IN HIGH DIMENSION 13
2.1.2. Hilbert-Schmidt Covariance. A generalization of the Distance Co-
variance (dCov) is Hilbert-Schmidt Covariance (hCov), first proposed and
aka Hilbert-Schmidt independence criterion (HSIC) by Gretton et al. (2008).
In particular, the (squared) Hilbert-Schmidt Covariance (hCov) is obtained
by kernelizing the Euclidean distance in equation (4), i.e.,
hCov2(X,Y ) = E[K(X,X ′)L(Y, Y ′)]
+ E[K(X,X ′)]E[L(Y, Y ′)]− 2E[K(X,X ′)L(Y, Y ′′)],
where (X ′, Y ′), (X ′′, Y ′′) are independent copies of (X,Y ) and K,L are user
specified kernels. Following the literature, we consider the following widely
used kernels
Gaussian kernel: K(x, y) = exp
(
− |x−y|2
2γ2
)
,
Laplacian kernel: K(x, y) = exp
(
− |x−y|γ
)
,
where γ is a bandwidth parameter. For later convenience, we focus on the
kernels that can be represented compactly as K(x, y) = f (|x− y|/γ) for
some continuously differentiable function f . For example, the Gaussian and
Laplacian kernel can be defined by choosing different function f ,
Gaussian kernel: K(x, y) = f
( |x−y|
γ
)
, f(a) = exp
(
−a22
)
,
Laplacian kernel: K(x, y) = f
( |x−y|
γ
)
, f(a) = exp (−a) .
In practice, the bandwidth parameter is usually set as the median of pair-
wise sample L2 distance. Thus, a natural estimator for hCov2(X,Y ) is de-
fined as
hCov2n(X,Y) = (R˜ · H˜),
where R˜ and H˜ are the U-centered versions of R = (rst)ns,t=1,H = (hst)ns,t=1
respectively and rst = K(Xs, Xt,X) = f
( |Xs−Xt|
γX
)
, γX = median{|Xs −Xt|, s 6= t},
hst = L(Ys, Yt,Y) = g
( |Ys−Yt|
γY
)
, γY = median{|Ys − Yt|, s 6= t}.
Similar to the definition of distance correlation, the Hilbert-Schmidt Corre-
lation (hCor) is defined as
hCor2(X,Y ) =
{
hCov2(X,Y )√
hCov2(X,X)hCov2(Y,Y )
, hCov2(X,X)hCov2(Y, Y ) > 0,
0, hCov2(X,X)hCov2(Y, Y ) = 0,
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and the sample Hilbert-Schmidt Correlation (hCor2n) is defined in the same
way by replacing hCov2 with the corresponding sample version. Next, we
can extend the decomposition results for sample distance covariance (dCov2n)
to sample Hilbert-Schmidt covariance (hCov2n) as shown in the following
theorem.
Theorem 2.1.2. Under Assumption D1, we have
(i)
(8) τ × hCov2n(X,Y)
= f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj) +Rn,
where cov2n is defined the same as in Theorem 2.1.1 and Rn is the
remainder term.
(ii) Further suppose Assumption D2 holds. Then
f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
p 1,
1
τ
p∑
i=1
q∑
j=1
cov2n (Xi,Yj) = Op(τapbq),
Rn = Op(τa2pbq + τapb2q) = op(1).
Thus the remainder term is of smaller order compared to the leading
term and is therefore asymptotically negligible.
Notice that different from the decomposition of dCov2n(X,Y) as in The-
orem 2.1.1, here we decompose hCov2n multiplied by τ = τXτY . This is
expected, since in hCov2n, each pair-wise distance is normalized by γX or
γY, which has asymptotically the same magnitude as τX , τY respectively.
In the high dimensional case, the expansion (8) suggests that hCov-based
tests also suffer from power loss when X and Y are component-wisely un-
correlated but nonlinearly dependent.
To analyze the asymptotic property of sample Hilbert-Schmidt covari-
ance, most literature would assume the bandwidth parameters to be fixed
constants, see e.g. Gretton et al. (2008). In contrast, our approach can handle
the case where these bandwidth parameters are selected to be the median of
pairwise sample distance, which is random and whose magnitude increases
with dimension.
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Similar to the marginal distance covariance introduced in Section 2.1.1,
we can also aggregate the marginal Hilbert-Schmidt Covariance (mhCov),
which is defined as
mhCov2n(X,Y) =
√(
n
2
) p∑
i=1
q∑
j=1
hCov2n(Xi,Yj)
where hCov2n(Xi,Yj) = (R˜(i) · H˜(j)), R˜(i) and H˜(j) are U-centered version
of R(i) = (rst(i))
n
s,t=1, H(j) = (hst(j))
n
s,t=1 respectively and rst(i) = K(xsi, xti,Xi) = f
( |xsi−xti|
γXi
)
, γXi = median{|xsi − xti|, s 6= t},
hst(j) = L(ysj , ytj ,Yj) = g
( |ysj−ytj |
γYj
)
, γYj = median{|ysj − ytj |, s 6= t}.
2.2. Studentized Test Statistics. In this section, we provide studentized
version of the statistics introduced in Section 2.1. It is worth mentioning
that we provide a unified approach to the asymptotic analysis of studentized
dCov,mdCov and further extend them to the analysis of studentized hCov.
2.2.1. Unified Approach. Firstly, we will present results that will be use-
ful for deriving the studentized version of the interested statistics, i.e. dis-
tance covariance (dCov), marginal distance covariance (mdCov), Hilbert-
Schmidt Covariance (hCov), marginal Hilbert-Schmidt Covariance (mhCov).
It can be shown later that many previously mentioned statistics are asymp-
totically equal to the unified quantity uCov2n(X,Y) multiplied by some nor-
malizing factor. Here, uCov2n(X,Y) is defined as
uCov2n(X,Y) =
1√
pq
p∑
i=1
q∑
j=1
(K˜(i) · L˜(j)),
where K˜(i) and L˜(j) are the U-centered versions of K(i) = (kst(i))ns,t=1,L(j) =
(lst(j))
n
s,t=1 respectively and kst(i), lst(i) are the double centered kernel dis-
tances, i.e., for bivariate kernels k and l,
kst(i) = k(xsi, xti)− E[k(xsi, xti)|xsi]− E[k(xsi, xti)|xti] + E[k(xsi, xti)],
lst(i) = l(ysi, yti)− E[l(ysi, yti)|ysi]− E[l(ysi, yti)|yti] + E[l(ysi, yti)].
The advantage of using the double centering kernel distance is that we can
have 0 covariance between kst(i) and kuv(j) (lst(i) and luv(j)) for {s, t} 6=
{u, v} as shown in the following proposition.
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Proposition 2.2.1. For all 1 ≤ i, i′ ≤ q, 1 ≤ j, j′ ≤ p, if {s, t} 6= {u, v},
then
E[kst(i)kuv(i
′)] = E[lst(j)luv(j′)] = E[kst(i)luv(j)] = 0.
To derive the limiting distribution of the unified quantity, we need the
following assumptions.
Assumption D3. For fixed n, as p ∧ q →∞,(
p−1/2
∑p
i=1 kst(i)
q−1/2
∑q
j=1 luv(j)
)
s<t,u<v
d→
(
cst
duv
)
s<t,u<v
,
where {cst, duv}s<t,u<v are jointly Gaussian. Naturally, we further assume
the existence of the following constants that show up in the covariance matrix
of {cst, duv},
var[cst] := σ
2
x
= lim
p
1
p
p∑
i,j=1
cov[kst(i), kst(j)]
=

lim
p
p∑
i,j=1
dCov2(xi,xj)
p , if k(x, y) = l(x, y) = |x− y|,
lim
p
p∑
i,j=1
4cov2(xi,xj)
p , if k(x, y) = l(x, y) = |x− y|2,
var[dst] := σ
2
y
= lim
q
1
q
q∑
i,j=1
cov[lst(i), lst(j)]
=

lim
q
q∑
i,j=1
dCov2(yi,yj)
q , if k(x, y) = l(x, y) = |x− y|,
lim
q
q∑
i,j=1
4cov2(yi,yj)
q , if k(x, y) = l(x, y) = |x− y|2,
cov[cst, dst] := σ
2
xy
= lim
p,q
1√
pq
p∑
i=1
q∑
j=1
cov[kst(i), lst(j)]
=

lim
p,q
p∑
i=1
q∑
j=1
dCov2(xi,yj)
√
pq , if k(x, y) = l(x, y) = |x− y|,
lim
p,q
p∑
i=1
q∑
j=1
4cov2(xi,yj)
√
pq , if k(x, y) = l(x, y) = |x− y|2.
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Remark 2.2.1. Notice that when {s, t} 6= {u, v}, we do not assume the
form of cov[cst, cuv], cov[dst, duv], cov[cst, duv] in Assumption D3, since it
follows easily from Proposition 2.2.1 that cov[cst, cuv] = 0, cov[dst, duv] = 0
and cov[cst, duv] = 0 if {s, t} 6= {u, v}.
Remark 2.2.2. The above Central Limit Theorem (CLT) result can be
derived under suitable moment and weak dependence assumptions for the
components of X and Y . We refer the reader to Doukhan and Neumann
(2008) for a relatively recent survey of weak dependence notions and the
CLT results under such weak dependence.
The following theorem is our main result, which shows that the unified
quantity converges in distribution to a quadratic form of random variables.
Theorem 2.2.1. Fixing n and let p ∧ q → ∞, under Assumptions D1
and D3,
uCov2n(X,Y)
d→ 1
v
cTMd,
uCov2n(X,X)
d→ 1
v
cTMc
d
=
σ2x
v
χ2v,
uCov2n(Y,Y)
d→ 1
v
dTMd
d
=
σ2y
v
χ2v,
where v := n(n− 3)/2, M is a projection matrix of rank v and(
c
d
)
d
= N
(
0,
(
σ2xIn(n−1)/2 σ2xyIn(n−1)/2
σ2xyIn(n−1)/2 σ2yIn(n−1)/2
))
.
Remark 2.2.3. For the exact form of M, see the proof of Theorem 2.2.1
in the Appendix.
Next, we define the quantity Tu as
Tu =
√
v − 1 uCor
2
n(X,Y)√
1− (uCor2n(X,Y))2
,
where
uCor2n(X,Y) =
uCov2n(X,Y)√
uCov2n(X,X)uCov
2
n(Y,Y)
.
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We then define the constants v and φ that appear in the limiting distribution
of Tu. Set v = n(n− 3)/2 and φ = σ2xy/
√
σ2xσ
2
y such that
φ = φ1I{k(x,y)=l(x,y)=|x−y|} + φ2I{k(x,y)=l(x,y)=|x−y|2},
where
φ1 := lim
p,q
∑p
i=1
∑q
j=1 dCov
2(xi, yj)√∑p
i,j=1 dCov
2(xi, xj)
∑q
i,j=1 dCov
2(yi, yj)
,
φ2 := lim
p,q
∑p
i=1
∑q
j=1 cov
2(xi, yj)√∑p
i,j=1 cov
2(xi, xj)
∑q
i,j=1 cov
2(yi, yj)
.
The limiting distribution of Tu is derived under both null (H0) and alterna-
tive (HA) hypothesis, i.e.,
null hypothesis : H0 = {(X,Y ) | X ⊥ Y } ,
alternative hypothesis : HA = {(X,Y ) | X 6⊥ Y }.
In addition, we also consider the local alternative hypothesis HAl ⊂ HA, i.e.,
HAl =
{
(X,Y )
∣∣∣∣ X 6⊥ Y, φ = φ0√v
}
,
where v = n(n−3)/2, φ0 = φ0,1I{k(x,y)=l(x,y)=|x−y|}+φ0,2I{k(x,y)=l(x,y)=|x−y|2}
and 0 < φ0,1, φ0,2 <∞ are constants with respect to n. It is also insteresting
to compare the asymptotic power under the following class of alternatives
HAs ⊂ HA, i.e.,
HAs = {(X,Y ) | xi 6⊥ yj , cov(xi, yj) = 0 for all 1 ≤ i ≤ p, 1 ≤ j ≤ q}.
In summary, the following table illustrates the value of φ under different
cases we are considering,
φ H0 HA HAl HAs
k(x, y) = l(x, y) = |x− y| 0 φ1 φ0,1√v φ1
k(x, y) = l(x, y) = |x− y|2 0 φ2 φ0,2√v 0
Next, let ta denote the student t-distribution with degrees of freedom a,
t
(α)
a denotes the (1 − α)th percentile of ta, ta,b denotes the non-central t-
distribution with degrees of freedom a and non-central parameter b. The
asymptotic distribution of Tu is stated in the following proposition.
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Proposition 2.2.2. Fix n and let p ∧ q → ∞. If Assumptions D1 and
D3 hold, then for any fixed t ∈ R,
PH0(Tu ≤ t)→ P (tv−1 ≤ t),
PHA(Tu ≤ t)→ E [P (tv−1,W ≤ t)] ,
where W ∼
√
φ2
1−φ2χ
2
v and χ
2
v is the chi-square distribution with degrees of
freedom v.
Remark 2.2.4. For the explicit form of E [P (tv−1,W ≤ t)], see Lemma
3 in the Appendix.
Below we derive the large sample approximation of the limiting distribu-
tion E [P (tv−1,W ≤ t)] under the local alternative hypothesis (HAl).
Proposition 2.2.3. Under HAl, if we allow n to grow and t is bounded
as n→∞, E [P (tv−1,W ≤ t)] can be approximated as
EHAl [P (tv−1,W ≤ t)] = P (tv−1,φ0 ≤ t) +O
(
1
v
)
,
where φ0 = φ0,1I{k(x,y)=l(x,y)=|x−y|}+φ0,2I{k(x,y)=l(x,y)=|x−y|2}. In particular,
the result still holds if we replace t with t
(α)
v−1.
2.2.2. Studentized Tests. For testing the null, permutation test can be
used to determine the critical value of the distance covariance (dCov),
Hilbert-Schmidt covariance (hCov), marginal distance covariance (mdCov)
and marginal Hilbert-Schmidt covariance (mhCov) respectively. If dCov2n,
hCov2n, mdCov
2
n or mhCov
2
n is larger than the corresponding critical value,
which can be determined by the empirical permutation distribution func-
tion, we reject the null. Alternatively, similar to the construction of Tu,
we transform each of dCov2n, hCov
2
n,mdCov
2
n and mhCov
2
n into a statistic
that has asymptotic t-distribution under the null. Thus, instead of using
permutation test, which can be quite computationally expensive, we can
determine the critical value using this asymptotic t-distribution. For each
R ∈ {dCov, hCov,mdCov,mhCov}, the studentized test statistic TR is de-
fined as
TR =
√
v − 1 R
∗(X,Y)√
1− (R∗(X,Y))2 ,
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where
R∗(X,Y) =
R2n(X,Y)√
R2n(X,X)R
2
n(Y,Y)
.
The way to derive the asymptotic distribution of TR is to show that for each
R ∈ {dCov, hCov,mdCov}, R2n(X,Y) and uCov2n(X,Y) are asymptotically
equal up to an asymptotically constant factor, as shown below.
Proposition 2.2.4. Under Assumption D1,
(i) When k(x, y) = l(x, y) = |x− y|2,
dCov2n(X,Y) =
1
4
√
pq
τ
uCov2n(X,Y) +R′n,
τ × hCov2n(X,Y) =
√
pq
4γXγY
f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
uCov2n(X,Y) +R′′n,
where R′n,R′′n are the remainder terms. Further suppose Assumption
D2 holds. Then
uCov2n(X,Y) = Op(τapbq),
R′n = Op(τa2pbq + τapb2q) = op(1),
R′′n = Op(τa2pbq + τapb2q) = op(1).
Thus the remainder term is of smaller order compared to the leading
term and therefore is asymptotically negligible.
(ii) When k(x, y) = l(x, y) = |x− y|,
mdCov2n(X,Y) =
√
pq
√(
n
2
)
uCov2n(X,Y).
As shown in Proposition 2.2.4, k(x, y) = l(x, y) = |x−y| would correspond
to the mdCov-based t-test and k(x, y) = l(x, y) = |x−y|2 would correspond
to the{dCov, hCov}-based t-tests. Then, for eachR ∈ {dCov, hCov,mdCov}
the asymptotic distribution of TR is given in the following Corollary.
Corollary 2.2.1. If Assumptions D1, D2 and D3 hold, for any fixed t
and each R ∈ {dCov, hCov,mdCov}, we have
PH0(TR ≤ t)→ P (tv−1 ≤ t),
PHA(TR ≤ t)→ E [P (tv−1,W ≤ t)] , where W ∼
√
φ2
1− φ2χ
2
v.
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After knowing the asymptotic distribution of TR under the null, i.e. t-
distribution with degrees of freedom v− 1, we can set critical value as t(α)v−1.
Then, from Proposition 2.2.2, under the alternative, the asymptotic power
of testing the null can be written as a function of φ, i.e.,
Powern(φ) := E
[
P
(
tv−1,W > tαv−1
)]
,
and under HAl , if we allow n to grow
Power∞(φ0) := lim
n→∞Powern
(
φ0√
v
)
= P
(
tv−1,φ0 > t
(α)
v−1
)
.
We then plot Powern(φ) under different combinations of α and n, which
are shown in Figure 1. It can be seen from Figure 1 that larger φ results in
better power and φ = 0 corresponds to trivial power. Next, we can actually
bound the ratio of φ1 and φ2 for standard normal random variables.
(a) α = 0.05 (b) n = 15
Fig 1: Plot of Powern(φ) as a function of φ under different combinations of
α and n.
Proposition 2.2.5. Suppose that(
X
Y
)
d
= N
(
0,
(
Ip ΣXY
ΣTXY Iq
))
,
where ΣXY = cov(X,Y ). We have
0.892φ2 ≤ φ1 ≤ φ2.
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It will be shown later that φ1 corresponds to the mdCov-based test,
whereas φ2 corresponds to the dCov and hCov-based tests. Thus consid-
ering models described in Proposition 2.2.5, we expect a power loss for the
mdCov-based test comparing to the dCov and hCov-based tests. On the
other hand, since φ1 is bounded below by 0.89
2φ2, the power loss is ex-
pected to be moderate.
Using Corollary 2.2.1, we can theoretically compare the power of these
t-tests under different cases and the results are summarized in the following
table
Power TmdCov TdCov, ThCov
under HA Powern(φ1) Powern(φ2)
under HAl , allow n growing to infinity Power∞(φ0,1) Power∞(φ0,2)
under HAs Powern(φ1) α
For the studentized version of mhCov, if we consider the bandwidth pa-
rameters to be fixed constants, then we can use the unified approach to get
the limiting t-distribution of the transformed mhCov2n. On the other hand,
if γXi and γYj are treated to be median of sample distance along each di-
mension and are thus random, we encounter technical difficulties to derive
the limiting distribution, as in this case the kernelized pair-wise distance
along each dimension are correlated with each other. This is due to the
choice of the bandwidth parameter and the high dimensional approximation
used for hCov2n can not be directly applied, since γXi and γYj are calculated
component-wisely. Nevertheless, we shall examine the testing efficiency us-
ing t-distribution approximation when the bandwidth parameters are chosen
to be the median of sample distance in simulation.
3. High Dimension Medium Sample Size. Another type of asymp-
totics closely related to HDLSS is the high dimension medium sample size
(HDMSS) setting [Aoshima et al. (2018)], where p∧q →∞ and n→∞ at a
slower rate comparing to p, q. The HDMSS setting has been studied by Fan
and Lv (2008) and Yata and Aoshima (2010), among others.
From the previous sections, we know that the distance/Hilbert-Schmidt
covariance can only detect linear dependencies between pair-wise compo-
nents when p ∧ q → ∞ and n fixed. In this section, we show that this
surprising phenomenon still holds under the high dimension medium sample
size setting. Consequently, a unified approach is used to show that TR con-
verges in distribution to standard norml under the null hypothesis, but the
technical details of handling the leading term and controlling the remainder
are totally different from the fixed n case.
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3.1. Distance Covariance and Variants. We first state the following as-
sumption which can be seen as an extension of Assumption D2.
Assumption D4. Denote E[LX(X,X
′)2] = α2p, E[LY (Y, Y ′)2] = β2q ,
E[LX(X,X
′)4] = γ2p and E[LY (Y, Y ′)4] = λ2q , where αp, βq, γp, λq are se-
quences of numbers such that as n ∧ p ∧ q →∞
nαp = o(1), nβq = o(1),
τ2X(αpγp + γ
2
p) = o(1), τ
2
Y (βqλq + λ
2
q) = o(1), τ(αpλq + γpβq + γpλq) = o(1).
Remark 3.1.1. For the m-dependence structure, i.e., xi ⊥ xj if |i−j| >
m and yi′ ⊥ yj′ if |i′− j′| > m′, where supiE(x8i ) <∞ and supiE(y8i ) <∞,
we can show that αp = O(
√
m/p), βq = O(
√
m′/q), γp = O(m/p) and
λq = O(m
′/q). Thus, Assumption D4 holds under the m-dependence model
if n and m,m′ satisfies
n2m = o(p), n2m′ = o(q),
m3 = o(p), m′3 = o(q), m′m2 = o(p), mm′2 = o(q).
The following theorem shows that the decomposition property (7) for
distance covariance still holds under high dimension medium sample size
setting.
Theorem 3.1.1. Under Assumption D1, we can show that
(i)
(9) dCov2n(X,Y) =
1
τ
p∑
i=1
q∑
j=1
cov2n (Xi,Yj) +Rn.
Here cov2n is defined the same as in Theorem 2.1.1 and Rn is the
remainder term.
(ii) Further suppose Assumption D4 holds. Then we have
1
τ
p∑
i=1
q∑
j=1
cov2n (Xi,Yj) = Op(ταpβq),
Rn = Op(ταpλq + τγpβq + τγpλq) = op(1).
Similarly, as shown in the following, hCov also has the decomposition
property under HDMSS.
Theorem 3.1.2. Under Assumption D1, we have
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(i)
(10) τ × hCov2n(X,Y)
= f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj) +Rn,
where cov2n is defined the same as in Theorem 2.1.1 and Rn is the
remainder term.
(ii) Further suppose Assumption D4 holds. Then
f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
p 1,
1
τ
p∑
i=1
q∑
j=1
cov2n (Xi,Yj) = Op(ταpβq),
Rn = Op(ταpλq + τγpβq + τγpλq) = op(1).
From Equations (9) and (10), we can see that under the HDMSS setting,
it is still true that distance/Hilbert-Schmidt covariance can only detect the
linear dependence between the components of X and Y .
3.2. Studentized Test Statistics. Similar to Section 2.2, we provide a uni-
fied approach to analyze the studentized dCov, hCov,mdCov. Since now the
sample size is growing, the element-wise argument used to prove the results
in Section 2.2 will no longer work. Inspired by Zhang et al. (2018) and Yao,
Zhang and Shao (2018), we derive the asymptotic distribution by construct-
ing a martingale sequence and using martingale CLT.
3.2.1. Unified Approach. For notational convenience, we first define the
following metrics,
U(Xs, Xt) :=
1√
p
p∑
i=1
kst(i), V (Ys, Yt) :=
1√
q
q∑
i=1
lst(i),
where kst(i) and lst(i) are defined in Section 2.2.1. To show that the stu-
dentized test statistic converges to standard normal, we essentially use the
martingale CLT [Hall and Heyde (2014)] and the following assumptions are
used to guarantee the conditions in martingale CLT.
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Assumption D5.
E
[
U(X,X ′)4
]
√
n(E[U(X,X ′)2])2
→ 0,(11)
E [U(X,X ′)U(X ′, X ′′)U(X ′′, X ′′′)U(X ′′′, X)]
(E[U(X,X ′)2])2
→ 0,(12)
and similar assumptions hold for Y .
Remark 3.2.1. When k(x, y) = l(x, y) = |x − y|, Assumption D5 has
been studied in Propositions 2.1 and 2.2 of Zhang et al. (2018).
Remark 3.2.2. When k(x, y) = l(x, y) = |x − y|2, Equations (11) and
(12) can be simplified to
p∑
i,j,r,w=1
E2 [(xi − E[xi])(xj − E[xj ])(xr − E[xr])(xw − E[xw])]
√
nTr2(Σ2X)
→ 0,
T r(Σ4X)
Tr2(Σ2X)
→ 0, where ΣX = cov(X,X).
Notice that Tr(Σ2X) =
∑p
i=1
∑p
j=1 cov
2(xi, xj). Consider the m-dependence
model in Remark 3.1.1. Assuming supiE(x
4
i ) < ∞, we have Tr(Σ4X) =
O(m3p) and
p∑
i,j,r,w=1
E2 [(xi − E[xi])(xj − E[xj ])(xr − E[xr])(xw − E[xw])] = O(m2p2).
Consequently, it can be seen that the m-dependence model in Remark 3.1.1
also satisfies Equations (11) and (12) by controlling the orders of n,m,m′.
Then, we can show that the normalized uCov2n(X,Y) converges to stan-
dard normal distribution under the high dimension medium sample size
regime.
Theorem 3.2.1. Let n∧ p∧ q →∞. Under H0 and Assumption D5, we
have√(
n
2
)
uCov2n(X,Y)
S
d→ N(0, 1), where S2 = E[U(X,X ′)2]E[V (Y, Y ′)2].
Consequently, we have the following result.
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Proposition 3.2.1. Let n∧ p∧ q →∞. Under H0 and Assumption D5,
we have
Tu
d→ N(0, 1).
3.2.2. Studentized Tests. The following result shows that as n∧ p∧ q →
∞, scaled dCov, hCov and mdCov are all equal to uCov up to an asymp-
totically constant factor.
Proposition 3.2.2. Under Assumption D1,
(i) When k(x, y) = l(x, y) = |x− y|2,
dCov2n(X,Y) =
1
4
√
pq
τ
uCov2n(X,Y) +R′n,
τ × hCov2n(X,Y) =
√
pq
4γXγY
f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
uCov2n(X,Y) +R′′n,
where R′n,R′′n are the remainder terms. Further suppose Assumption
D4 holds. Then
uCov2n(X,Y) = Op(ταpβq),
R′n = Op(ταpλq + τγpβq + τγpλq) = op(1),
R′′n = Op(ταpλq + τγpβq + τγpλq) = op(1).
(ii) When k(x, y) = l(x, y) = |x− y|,
mdCov2n(X,Y) =
√
pq
√(
n
2
)
uCov2n(X,Y).
Finally, by adopting a unified approach, we have the following Corollary.
Corollary 3.2.1. Let n ∧ p ∧ q →∞. Under H0 and Assumption D5,
we have
(i)
TmdCov
d→ N(0, 1).
(ii) Further suppose Assumption D4 and
n√
1
pTr(Σ
2
X)
1
qTr(Σ
2
Y )
τ(αpλq + γpβq + γpλq) = o(1).(13)
Then, for each R ∈ {dCov, hCov}, we have
TR
d→ N(0, 1).
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Remark 3.2.3. The m-dependence model in Remark 3.1.1 can also sat-
isfies Equation (13) by controlling the orders of n,m,m′ based on the mag-
nitude of Tr(Σ2X)/p and Tr(Σ
2
Y )/q.
4. Conclusion. In this article, we investigate the behavior of the dis-
tance covariance and Hilbert-Schmidt covariance in the high dimensional
setting. Somewhat shockingly, we discover that the distance covariance and
Hilbert-Schmidt covariance, which are well-known to capture nonlinear de-
pendence in low/fixed dimensional context, can only capture linear compo-
nentwise cross-dependence (to the first order). We believe that this is a new
finding that may have significant implications to the design of tests for inde-
pendence for high dimensional data. On one hand, we reveal the limitation
of distance covariance and variants in the high dimensional context, and
suggest to use marginally aggregated (sample) distance covariance as a way
out, where the latter targets the low dimensional nonlinear dependence. On
the other hand, we speculate whether it is possible to capture all kinds of
dependence between high dimensional vectors X and Y , in a limited sam-
ple size framework. If the sample size is fixed, we would conjecture that an
omnibus test does not exist; If the sample size can grow faster than the di-
mension, it seems possible but unclear to us how to develop an omnibus test
in an asymptotic sense. We hope the results presented in this paper shed
some light on the challenges in the high dimensional dependence testing and
will motivate more work in this area.
SUPPLEMENTARY MATERIAL
Supplement to: “Distance-based and RKHS-based Dependence
Metrics in High Dimension”
(). This supplement contains simulations and technical details of the results
in the paper.
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APPENDIX A: SIMULATION STUDY
Here, we consider some numerical examples to compare the “joint” tests,
where the distance/Hilbert-Schmidt covariance is applied to whole com-
ponents of data jointly, with the “marginal” tests, where distance/Hilbert-
Schmidt covariance is applied to one dimensional components and then being
aggregated. To this end, we consider the following statistics
“Joint”

dCov : distance covariance (permutation)
TdCov : studentized distance covariance
hCov : Hilbert-Schmidt covariance (permutation)
ThCov : studentized Hilbert-Schmidt covariance
“Marginal”

mdCov : marginal distance covariance (permutation)
TmdCov : studentized marginal distance covariance,
mhCov : marginal Hilbert-Schmidt covariance (permutation)
TmhCov : studentized marginal Hilbert-Schmidt covariance
In the above display, dCov2n and hCov
2
n are the two “joint” test statistics to
measure the overall dependence between X and Y , mdCov2n and mhCov
2
n
are the “marginal” test statistics, and these four test statistics are imple-
mented as permutation tests; TdCov from Sze´kely and Rizzo (2013) is the
studentized version of dCov, our proposed t-tests ThCov, TmdCov, TmhCov are
the studentized version of hCov,mdCov,mhCov respectively. All these four
tests are implemented using the t-distribution based critical value. We exam-
ine both the Gaussian kernel and Laplacian kernel for the Hilbert-Schmidt
covariance based tests.
For the permutation-based tests, we randomly shuffle the samples {X1, . . . ,
Xn} and get (Xpi(1), . . . , Xpi(n)), where pi is the permutation map from {1, . . . , n}
to {1, . . . , n}. Then we calculate the test statistic based on the permuted
sample {(Xpi(1), . . . , Xpi(n)), (Y1, . . . , Yn)}. The p-value for permutation-based
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test is defined as the proportion of times that the test statistic based on the
permuted samples is greater than the one based on the original sample. All
the numerical results from permutation-based tests are based on 200 per-
mutations and the empirical rejection rate of the tests are based on 5000
Monte Carlo repetitions.
We first examine the size of the afore-mentioned tests.
Example A.1. Generate i.i.d. samples from the following models for
i = 1, . . . , n.
(i)
Xi = (xi1, . . . , xip) ∼ N(0, Ip),
Yi = (yi1, . . . , yip) ∼ N(0, Ip).
(ii) Let AR(1) denotes the Gaussian autoregressive model of order 1 with
parameter φ,
Xi ∼ AR(1), φ = 0.5,
Yi ∼ AR(1), φ = −0.5.
(iii) Let Σ = (σij) ∈ Rp×p and σij = 0.7|i−j|,
Xi = (xi1, . . . , xip) ∼ N(0,Σ),
Yi = (yi1, . . . , yip) ∼ N(0,Σ).
From Table 1, we can see that all the tests have quite accurate size.
Although the t-tests are derived under the high dimensional scenario, they
still have pretty accurate size even for relatively low dimension (e.g., p = 5).
In addition, for data samples from Example A.1 (i), we provide the density
plots of the studentized test statistics in Figure 2 as well as the density plots
of tv−1. As we can see, for all cases, the empirical densities are fairly close
to that of tv−1 and getting closer to tv−1 as dimension increases.
Notice that under the high dimensional case, the “joint” tests can be seen
as the aggregation of component-wise sample squared covariances. On the
other hand, the “marginal” tests are the accumulation of component-wise
sample distance/Hilbert-Schmidt covariances. When (X,Y ) are generated
from the model in Proposition 2.2.5, it is expected that there is power loss for
mdCov and mhCov based permutation test comparing to dCov and hCov
based permutation tests and similar phenomenon is expected for mdCov
and mhCov based t-test comparing to dCov and hCov based t-tests. The
following example demonstrates this phenomemon.
Example A.2. Generate i.i.d. samples from the following models for
i = 1, ..., n.
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n=30 n=60
TdCov
TmdCov
ThCov
(Gaussian kernel)
TmhCov
(Gaussian kernel)
ThCov
(Laplacian kernel)
TmhCov
(Laplacian kernel)
Fig 2: Density plots of the studentized test statistics (solid colored lines)
and tv−1 (dashed black line).
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(i) Let ρ = 0.5,
Zi = (zi1, · · · , zip) ∼ N(0, Ip),
Xi = (xi1, · · · , xip) ∼ N(0, Ip),
Yi =
ρXi+(1−ρ)Zi√
ρ2+(1−ρ)2 .
(ii) Let ρ = 0.7 and (Xi, Yi, Zi) be defined in the same way as in (i).
(iii) Let ρ = 0.5 and ⊗ denote the Kronecker product. Define
Zi = (zi1, · · · , zip) ∼ N(0, Ip),
Xi = (xi1, · · · , xip) ∼ N(0, Ip),
Yi =
ρΣXi+(1−ρ)Zi√
ρ2+(1−ρ)2 ,
where Σ = I⊗A and A is an orthogonal matrix defined as
A =

0
√
1
4
√
1
5 −
√
1
4 −
√
3
10√
1
6
√
1
4
√
1
5
√
1
4
√
2
15
−
√
2
3 0
√
1
5 0
√
2
15√
1
6 −
√
1
4
√
1
5 −
√
1
4
√
2
15
0 −
√
1
4
√
1
5
√
1
4 −
√
3
10

.
From Table 2, we can see that there is indeed a power loss for the
“marginal” tests compared to the “joint” tests, but the loss of power appears
fairly moderate, which is consistent with our theory. For Example A.2, it can
also be observed that the power decrease for the Hilbert-Schmidt covariance
based tests is a bit more than the power decrease of distance covariance
based tests. Moreover, the power drop is slightly smaller for Gaussian kernel
comparing with Laplacian kernel.
As demonstrated in Theorem 2.1.1 and 2.1.2, the leading term in (7) and
(8) can only measure the linear dependence as p ∧ q → ∞, therefore we
expect the “joint” test based on dCov2n(X,Y) or hCov
2
n(X,Y) may fail to
capture the non-linear dependence in high dimension. On the other hand,
we consider the “marginal” test where we take the sum of pairwise sample
distance/Hilbert-Schmidt covariances to measure the low dimensional de-
pendence for all the pairs as the test proposed in Sections 2.1.1 and 2.1.2.
The “marginal” test statistic measures the dependence marginally in a low-
dimensional fashion so that it can preserve the ability to capture component-
wise non-linear dependence. In the following two examples, we demonstrate
the superiority of “marginal” tests.
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Example A.3. Generate i.i.d. samples from the following models for
i = 1, ..., n.
(i)
Xi = (xi1, . . . , xip) ∼ N(0, Ip),
Yi = (yi1, . . . , yip), where yij = x
2
ij for j = 1, . . . , p.
(ii) Let Σ = (σij) ∈ Rp×p and σij = 0.7|i−j|,
Xi = (xi1, . . . , xip) ∼ N(0,Σ),
Yi = (yi1, . . . , yip), where yij = x
2
ij for j = 1, . . . , p.
(iii)
Xi = (xi1, . . . , xip) ∼ N(0, Ip),
Yi = (yi1, . . . , yip), where yij = log |xij | for j = 1, . . . , p.
Example A.4. Generate i.i.d. samples from the following models for
i = 1, . . . , n.
(i) Let ◦ denotes the Hadamard product,
Xi = (xi1, . . . , xip)
i.i.d.∼ U(−1, 1),
Yi = Xi ◦Xi.
(ii)
Xi = (xi1, . . . , xip)
i.i.d.∼ U(0, 1),
Yi = 4Xi ◦Xi ◦Xi − 3.6Xi + 0.8.
(iii)
Zi = (zi1, . . . , zip)
i.i.d.∼ U(0, 2pi),
Xi = sin(Zi), Yi = cos(Zi).
Notice that in the above two examples, cov2(xi, yj) = 0 but dCov
2(xi, yj)
6= 0 for all (i, j)s, that is, (X,Y ) ∈ HAs . From Table 3, we can observe that
for Example A.3, the “joint” tests suffer substantial power loss as dimension
increases for fixed sample size. The power loss is less severe in case (ii) than
the ones in cases (i) and (iii), due to the dependence between the compo-
nents. On the other hand, the powers corresponding to the marginal test
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statistics consistently outperform their joint counterparts with very little to
none power reduction as the dimension increases. Similar phenomenon can
be observed for Example A.4; see Table 4. In addition, for all the cases in
both Example A.3 and Example A.4, the power loss corresponding to Lapla-
cian kernel is consistently less than that for Gaussian kernel. In general, we
observe that the tests based on distance covariance, Hilbert-Schmidt covari-
ance with Gaussian kernel, and Hilbert-Schmidt covariance with Laplacian
kernel, are all admissible, as none of them dominate the others in all situa-
tions.
Table 1
Size comparison from Example A.1
Gaussian Kernel Laplacian Kernel
n p α dCov mdCov TdCov TmdCov hCov mhCov ThCov TmhCov hCov mhCov ThCov TmhCov
(i)
10 5 0.010 0.017 0.014 0.020 0.014 0.016 0.015 0.020 0.014 0.014 0.014 0.017 0.013
10 5 0.050 0.055 0.055 0.062 0.061 0.055 0.060 0.062 0.061 0.055 0.050 0.064 0.050
10 5 0.100 0.105 0.107 0.110 0.110 0.103 0.106 0.109 0.109 0.102 0.099 0.105 0.101
10 30 0.010 0.015 0.015 0.013 0.011 0.015 0.016 0.012 0.012 0.014 0.014 0.011 0.011
10 30 0.050 0.054 0.053 0.050 0.053 0.053 0.054 0.050 0.052 0.052 0.059 0.050 0.054
10 30 0.100 0.102 0.104 0.099 0.102 0.102 0.105 0.100 0.103 0.102 0.107 0.101 0.105
30 5 0.010 0.014 0.016 0.019 0.018 0.016 0.016 0.020 0.017 0.016 0.015 0.019 0.015
30 5 0.050 0.052 0.053 0.062 0.059 0.052 0.057 0.061 0.059 0.054 0.055 0.061 0.058
30 5 0.100 0.105 0.104 0.105 0.107 0.103 0.107 0.106 0.106 0.105 0.104 0.109 0.104
30 30 0.010 0.014 0.014 0.011 0.012 0.014 0.017 0.010 0.013 0.014 0.017 0.011 0.013
30 30 0.050 0.051 0.053 0.052 0.051 0.051 0.056 0.052 0.053 0.051 0.058 0.051 0.052
30 30 0.100 0.097 0.105 0.096 0.103 0.097 0.105 0.095 0.101 0.099 0.104 0.100 0.102
60 5 0.010 0.013 0.015 0.018 0.016 0.014 0.013 0.019 0.016 0.014 0.015 0.017 0.015
60 5 0.050 0.052 0.055 0.061 0.057 0.054 0.061 0.060 0.064 0.053 0.057 0.058 0.058
60 5 0.100 0.103 0.104 0.109 0.104 0.107 0.108 0.110 0.110 0.102 0.101 0.103 0.102
60 30 0.010 0.019 0.017 0.016 0.012 0.019 0.015 0.015 0.013 0.020 0.016 0.015 0.014
60 30 0.050 0.060 0.063 0.057 0.058 0.060 0.058 0.057 0.058 0.061 0.058 0.058 0.055
60 30 0.100 0.113 0.112 0.110 0.107 0.113 0.109 0.111 0.105 0.110 0.111 0.107 0.107
(ii)
10 5 0.010 0.015 0.015 0.023 0.023 0.014 0.016 0.023 0.019 0.015 0.017 0.022 0.021
10 5 0.050 0.051 0.054 0.064 0.066 0.053 0.058 0.064 0.066 0.054 0.058 0.066 0.062
10 5 0.100 0.101 0.105 0.107 0.111 0.100 0.109 0.105 0.113 0.102 0.110 0.106 0.109
10 30 0.010 0.014 0.018 0.013 0.016 0.014 0.017 0.014 0.013 0.017 0.018 0.017 0.013
10 30 0.050 0.060 0.061 0.061 0.061 0.061 0.056 0.062 0.056 0.059 0.060 0.059 0.056
10 30 0.100 0.105 0.105 0.110 0.107 0.105 0.105 0.109 0.099 0.106 0.108 0.111 0.104
30 5 0.010 0.012 0.011 0.022 0.023 0.012 0.014 0.021 0.020 0.013 0.013 0.019 0.016
30 5 0.050 0.046 0.048 0.055 0.056 0.046 0.052 0.055 0.059 0.047 0.053 0.051 0.059
30 5 0.100 0.094 0.096 0.094 0.096 0.096 0.100 0.097 0.100 0.093 0.107 0.097 0.104
30 30 0.010 0.016 0.016 0.017 0.015 0.017 0.015 0.017 0.011 0.017 0.015 0.017 0.012
30 30 0.050 0.061 0.058 0.060 0.059 0.061 0.055 0.060 0.054 0.058 0.052 0.060 0.051
30 30 0.100 0.109 0.105 0.110 0.107 0.111 0.101 0.110 0.098 0.111 0.102 0.113 0.097
60 5 0.010 0.015 0.013 0.026 0.022 0.016 0.014 0.024 0.020 0.013 0.015 0.020 0.018
60 5 0.050 0.055 0.052 0.062 0.061 0.055 0.053 0.061 0.059 0.055 0.052 0.061 0.054
60 5 0.100 0.101 0.100 0.103 0.100 0.102 0.100 0.104 0.099 0.101 0.097 0.103 0.099
60 30 0.010 0.013 0.014 0.013 0.014 0.013 0.016 0.014 0.013 0.014 0.015 0.013 0.012
60 30 0.050 0.055 0.051 0.058 0.051 0.054 0.054 0.057 0.053 0.058 0.053 0.053 0.052
60 30 0.100 0.105 0.102 0.105 0.100 0.106 0.103 0.105 0.102 0.107 0.105 0.107 0.104
(iii)
10 5 0.010 0.012 0.013 0.025 0.024 0.012 0.014 0.024 0.022 0.016 0.013 0.025 0.019
10 5 0.050 0.051 0.051 0.068 0.069 0.053 0.051 0.068 0.062 0.053 0.049 0.067 0.056
10 5 0.100 0.100 0.099 0.107 0.103 0.100 0.098 0.105 0.102 0.100 0.098 0.104 0.101
10 30 0.010 0.014 0.015 0.016 0.014 0.014 0.015 0.016 0.013 0.015 0.015 0.017 0.013
10 30 0.050 0.055 0.057 0.061 0.058 0.053 0.056 0.061 0.056 0.057 0.057 0.064 0.059
10 30 0.100 0.104 0.105 0.105 0.107 0.103 0.105 0.104 0.107 0.106 0.110 0.106 0.112
30 5 0.010 0.015 0.014 0.028 0.029 0.015 0.014 0.025 0.024 0.014 0.014 0.024 0.019
30 5 0.050 0.052 0.054 0.060 0.062 0.051 0.052 0.062 0.062 0.048 0.052 0.058 0.059
30 5 0.100 0.103 0.103 0.098 0.099 0.101 0.101 0.101 0.098 0.099 0.099 0.097 0.098
30 30 0.010 0.017 0.015 0.019 0.017 0.016 0.015 0.019 0.015 0.013 0.016 0.018 0.012
30 30 0.050 0.054 0.055 0.058 0.058 0.055 0.055 0.059 0.057 0.056 0.057 0.063 0.056
30 30 0.100 0.102 0.105 0.105 0.103 0.101 0.099 0.103 0.102 0.104 0.107 0.105 0.105
60 5 0.010 0.012 0.012 0.029 0.027 0.014 0.012 0.028 0.024 0.016 0.011 0.023 0.021
60 5 0.050 0.052 0.052 0.063 0.064 0.050 0.048 0.063 0.059 0.050 0.052 0.059 0.061
60 5 0.100 0.100 0.101 0.098 0.095 0.098 0.099 0.097 0.099 0.099 0.098 0.100 0.094
60 30 0.010 0.017 0.015 0.020 0.019 0.016 0.017 0.020 0.017 0.016 0.015 0.019 0.014
60 30 0.050 0.052 0.053 0.058 0.060 0.055 0.057 0.061 0.059 0.057 0.056 0.062 0.059
60 30 0.100 0.103 0.106 0.107 0.103 0.102 0.106 0.107 0.105 0.103 0.102 0.106 0.101
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Table 2
Power comparision from Example A.2
Gaussian Kernel Laplacian Kernel
n p α dCov mdCov TdCov TmdCov hCov mhCov ThCov TmhCov hCov mhCov ThCov TmhCov
(i)
10 5 0.010 0.635 0.560 0.691 0.597 0.629 0.371 0.685 0.392 0.516 0.237 0.585 0.246
10 5 0.050 0.833 0.774 0.855 0.792 0.825 0.598 0.849 0.610 0.741 0.450 0.772 0.458
10 5 0.100 0.910 0.861 0.914 0.867 0.906 0.717 0.912 0.721 0.839 0.581 0.851 0.586
10 30 0.010 0.795 0.654 0.788 0.634 0.796 0.410 0.787 0.379 0.769 0.247 0.762 0.219
10 30 0.050 0.936 0.849 0.937 0.851 0.935 0.648 0.937 0.644 0.921 0.468 0.924 0.460
10 30 0.100 0.970 0.914 0.970 0.916 0.970 0.767 0.970 0.768 0.963 0.604 0.964 0.603
30 5 0.010 1 1 1 1 1 0.999 1 0.998 1 0.980 1 0.982
30 5 0.050 1 1 1 1 1 1.000 1 1.000 1 0.996 1 0.996
30 5 0.100 1 1 1 1 1 1.000 1 1.000 1 0.998 1 0.998
30 30 0.010 1 1 1 1 1 1 1 1 1 0.996 1 0.996
30 30 0.050 1 1 1 1 1 1 1 1 1 0.999 1 0.999
30 30 0.100 1 1 1 1 1 1 1 1 1 1.000 1 1.000
60 5 0.010 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.100 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.010 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.100 1 1 1 1 1 1 1 1 1 1 1 1
(ii)
10 5 0.010 1.000 0.999 1.000 0.999 1.000 0.986 1.000 0.989 0.997 0.935 0.999 0.942
10 5 0.050 1.000 1.000 1.000 1.000 1.000 0.997 1.000 0.997 0.999 0.983 1.000 0.983
10 5 0.100 1.000 1.000 1.000 1.000 1.000 0.999 1.000 0.999 1.000 0.992 1.000 0.993
10 30 0.010 1 1 1 1.000 1 0.998 1 0.998 1 0.973 1 0.970
10 30 0.050 1 1 1 1 1 1.000 1 1.000 1 0.995 1 0.995
10 30 0.100 1 1 1 1 1 1.000 1 1.000 1 0.997 1 0.997
30 5 0.010 1 1 1 1 1 1 1 1 1 1 1 1
30 5 0.050 1 1 1 1 1 1 1 1 1 1 1 1
30 5 0.100 1 1 1 1 1 1 1 1 1 1 1 1
30 30 0.010 1 1 1 1 1 1 1 1 1 1 1 1
30 30 0.050 1 1 1 1 1 1 1 1 1 1 1 1
30 30 0.100 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.010 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.100 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.010 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.100 1 1 1 1 1 1 1 1 1 1 1 1
(iii)
10 5 0.010 0.635 0.497 0.685 0.537 0.633 0.238 0.681 0.260 0.525 0.138 0.584 0.135
10 5 0.050 0.831 0.728 0.848 0.748 0.824 0.460 0.844 0.477 0.740 0.311 0.768 0.323
10 5 0.100 0.903 0.830 0.911 0.835 0.899 0.597 0.905 0.604 0.835 0.440 0.844 0.446
10 30 0.010 0.790 0.583 0.784 0.555 0.789 0.273 0.785 0.247 0.763 0.147 0.761 0.122
10 30 0.050 0.928 0.800 0.930 0.797 0.928 0.490 0.930 0.486 0.915 0.331 0.919 0.324
10 30 0.100 0.966 0.888 0.964 0.889 0.965 0.628 0.964 0.626 0.960 0.460 0.957 0.453
30 5 0.010 1 1.000 1 1 1 0.985 1 0.989 1.000 0.890 1.000 0.898
30 5 0.050 1 1 1 1 1 0.996 1 0.997 1 0.971 1 0.971
30 5 0.100 1 1 1 1 1 0.999 1 0.999 1 0.984 1 0.984
30 30 0.010 1 1 1 1 1 0.998 1 0.999 1 0.950 1 0.948
30 30 0.050 1 1 1 1 1 1.000 1 1.000 1 0.990 1 0.990
30 30 0.100 1 1 1 1 1 1.000 1 1.000 1 0.997 1 0.997
60 5 0.010 1 1 1 1 1 1 1 1 1 1.000 1 1
60 5 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.100 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.010 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.100 1 1 1 1 1 1 1 1 1 1 1 1
APPENDIX B: TECHNICAL DETAILS
B.1. Proof of Proposition 2.1.1.
Proof. Denote f (2)(t) = −14(1 + t)−
3
2 . The remainder term can be writ-
ten as
RX(Xs, Xt) =
∫ 1
0
∫ 1
0
vf (2) (uvLX(Xs, Xt)) dudv × (LX(Xs, Xt))2 .
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Table 3
Power comparision under HAs from Example A.3
Gaussian Kernel Laplacian Kernel
n p α dCov mdCov TdCov TmdCov hCov mhCov ThCov TmhCov hCov mhCov ThCov TmhCov
(i)
10 5 0.010 0.113 0.285 0.144 0.321 0.110 0.493 0.138 0.516 0.172 0.801 0.226 0.813
10 5 0.050 0.231 0.495 0.254 0.519 0.236 0.724 0.256 0.736 0.356 0.927 0.398 0.938
10 5 0.100 0.325 0.618 0.332 0.628 0.325 0.828 0.336 0.834 0.495 0.968 0.506 0.969
10 30 0.010 0.032 0.286 0.028 0.267 0.032 0.543 0.030 0.513 0.044 0.848 0.041 0.838
10 30 0.050 0.101 0.526 0.098 0.523 0.098 0.769 0.099 0.763 0.124 0.945 0.128 0.947
10 30 0.100 0.158 0.669 0.162 0.666 0.160 0.858 0.160 0.858 0.203 0.978 0.205 0.977
30 5 0.010 0.440 0.997 0.499 0.999 0.518 1 0.583 1 0.924 1 0.956 1
30 5 0.050 0.651 1.000 0.679 1.000 0.741 1 0.768 1 0.987 1 0.988 1
30 5 0.100 0.766 1.000 0.773 1 0.836 1 0.845 1 0.994 1 0.995 1
30 30 0.010 0.084 1.000 0.082 1.000 0.085 1 0.082 1 0.194 1 0.192 1
30 30 0.050 0.190 1 0.187 1 0.192 1 0.192 1 0.365 1 0.365 1
30 30 0.100 0.275 1 0.272 1 0.280 1 0.276 1 0.476 1 0.478 1
60 5 0.010 0.948 1 0.976 1 0.983 1 0.992 1 1 1 1 1
60 5 0.050 0.994 1 0.996 1 0.998 1 0.999 1 1 1 1 1
60 5 0.100 0.999 1 0.999 1 1.000 1 1.000 1 1 1 1 1
60 30 0.010 0.185 1 0.173 1 0.194 1 0.183 1 0.587 1 0.587 1
60 30 0.050 0.346 1 0.346 1 0.361 1 0.360 1 0.779 1 0.782 1
60 30 0.100 0.462 1 0.459 1 0.475 1 0.473 1 0.861 1 0.864 1
(ii)
10 5 0.010 0.167 0.232 0.237 0.296 0.192 0.347 0.263 0.410 0.279 0.595 0.391 0.652
10 5 0.050 0.306 0.386 0.341 0.421 0.356 0.570 0.401 0.606 0.525 0.806 0.584 0.832
10 5 0.100 0.401 0.489 0.409 0.500 0.479 0.699 0.487 0.709 0.674 0.892 0.689 0.901
10 30 0.010 0.080 0.202 0.091 0.210 0.082 0.376 0.091 0.366 0.099 0.646 0.123 0.634
10 30 0.050 0.178 0.369 0.191 0.378 0.179 0.605 0.192 0.610 0.229 0.834 0.252 0.837
10 30 0.100 0.257 0.492 0.259 0.492 0.264 0.728 0.265 0.730 0.342 0.906 0.351 0.909
30 5 0.010 0.623 0.847 0.781 0.950 0.895 0.999 0.957 1 0.995 1 0.999 1
30 5 0.050 0.872 0.984 0.902 0.990 0.982 1 0.990 1 1.000 1 1 1
30 5 0.100 0.940 0.996 0.945 0.995 0.994 1 0.994 1 1 1 1 1
30 30 0.010 0.251 0.929 0.277 0.944 0.307 1 0.336 1 0.629 1 0.686 1
30 30 0.050 0.419 0.982 0.434 0.985 0.499 1 0.517 1 0.830 1 0.849 1
30 30 0.100 0.532 0.995 0.532 0.995 0.613 1 0.622 1 0.905 1 0.909 1
60 5 0.010 0.999 1 1 1 1 1 1 1 1 1 1 1
60 5 0.050 1 1 1 1 1 1 1 1 1 1 1 1
60 5 0.100 1 1 1 1 1 1 1 1 1 1 1 1
60 30 0.010 0.643 1 0.684 1 0.790 1 0.833 1 0.996 1 0.999 1
60 30 0.050 0.824 1 0.836 1 0.918 1 0.930 1 1.000 1 1.000 1
60 30 0.100 0.894 1 0.896 1 0.955 1 0.958 1 1 1 1 1
(iii)
10 5 0.010 0.043 0.233 0.060 0.257 0.042 0.434 0.053 0.447 0.076 0.768 0.098 0.785
10 5 0.050 0.121 0.466 0.141 0.490 0.119 0.680 0.137 0.698 0.191 0.924 0.214 0.927
10 5 0.100 0.201 0.616 0.212 0.624 0.203 0.808 0.210 0.810 0.291 0.963 0.298 0.964
10 30 0.010 0.017 0.260 0.013 0.242 0.017 0.482 0.012 0.445 0.021 0.830 0.017 0.811
10 30 0.050 0.062 0.488 0.062 0.487 0.063 0.729 0.062 0.727 0.071 0.941 0.070 0.940
10 30 0.100 0.120 0.632 0.116 0.630 0.118 0.837 0.115 0.836 0.131 0.972 0.130 0.975
30 5 0.010 0.146 0.999 0.191 1 0.153 1 0.187 1 0.464 1 0.529 1
30 5 0.050 0.346 1 0.375 1 0.347 1 0.380 1 0.723 1 0.747 1
30 5 0.100 0.484 1 0.497 1 0.496 1 0.501 1 0.835 1 0.840 1
30 30 0.010 0.024 1.000 0.022 1.000 0.026 1 0.022 1 0.038 1 0.037 1
30 30 0.050 0.088 1 0.085 1 0.086 1 0.085 1 0.117 1 0.115 1
30 30 0.100 0.149 1 0.147 1 0.148 1 0.144 1 0.195 1 0.193 1
60 5 0.010 0.547 1 0.630 1 0.566 1 0.642 1 0.978 1 0.988 1
60 5 0.050 0.802 1 0.835 1 0.808 1 0.836 1 0.997 1 0.998 1
60 5 0.100 0.907 1 0.911 1 0.905 1 0.913 1 0.999 1 0.999 1
60 30 0.010 0.038 1 0.030 1 0.038 1 0.029 1 0.089 1 0.080 1
60 30 0.050 0.122 1 0.117 1 0.119 1 0.119 1 0.217 1 0.214 1
60 30 0.100 0.198 1 0.196 1 0.199 1 0.197 1 0.326 1 0.325 1
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Table 4
Power comparision under HAs from Example A.4
Gaussian Kernel Laplacian Kernel
n p α dCov mdCov TdCov TmdCov hCov mhCov ThCov TmhCov hCov mhCov ThCov TmhCov
(i)
10 5 0.010 0.044 0.196 0.055 0.218 0.042 0.348 0.052 0.367 0.074 0.672 0.098 0.685
10 5 0.050 0.120 0.390 0.136 0.416 0.114 0.582 0.129 0.604 0.183 0.859 0.209 0.870
10 5 0.100 0.201 0.542 0.209 0.546 0.191 0.722 0.197 0.731 0.292 0.927 0.304 0.931
10 30 0.010 0.018 0.212 0.014 0.194 0.017 0.387 0.014 0.362 0.022 0.722 0.017 0.706
10 30 0.050 0.066 0.434 0.064 0.428 0.066 0.627 0.064 0.625 0.075 0.892 0.077 0.891
10 30 0.100 0.123 0.571 0.121 0.568 0.123 0.749 0.119 0.750 0.135 0.944 0.132 0.946
30 5 0.010 0.158 0.988 0.197 0.996 0.136 1 0.163 1 0.486 1 0.555 1
30 5 0.050 0.341 1.000 0.369 1 0.303 1 0.328 1 0.725 1 0.756 1
30 5 0.100 0.483 1 0.488 1 0.433 1 0.444 1 0.838 1 0.846 1
30 30 0.010 0.026 0.996 0.023 0.996 0.027 1.000 0.022 1.000 0.043 1 0.038 1
30 30 0.050 0.089 1.000 0.084 0.999 0.088 1 0.083 1 0.123 1 0.125 1
30 30 0.100 0.153 1.000 0.152 1.000 0.151 1 0.152 1 0.209 1 0.204 1
60 5 0.010 0.559 1 0.637 1 0.461 1 0.539 1 0.989 1 0.996 1
60 5 0.050 0.816 1 0.847 1 0.738 1 0.774 1 1.000 1 1 1
60 5 0.100 0.916 1 0.925 1 0.861 1 0.870 1 1 1 1 1
60 30 0.010 0.037 1 0.032 1 0.036 1 0.031 1 0.091 1 0.085 1
60 30 0.050 0.125 1 0.119 1 0.122 1 0.115 1 0.231 1 0.228 1
60 30 0.100 0.208 1 0.207 1 0.204 1 0.202 1 0.350 1 0.346 1
(ii)
10 5 0.010 0.044 0.217 0.059 0.242 0.040 0.393 0.055 0.413 0.077 0.713 0.106 0.732
10 5 0.050 0.124 0.432 0.141 0.453 0.117 0.637 0.131 0.655 0.202 0.886 0.224 0.895
10 5 0.100 0.210 0.577 0.213 0.583 0.196 0.771 0.204 0.775 0.304 0.942 0.318 0.942
10 30 0.010 0.020 0.247 0.013 0.224 0.019 0.439 0.013 0.409 0.022 0.774 0.018 0.763
10 30 0.050 0.064 0.474 0.064 0.474 0.063 0.677 0.063 0.676 0.075 0.913 0.076 0.913
10 30 0.100 0.126 0.606 0.125 0.604 0.126 0.795 0.126 0.790 0.141 0.956 0.138 0.955
30 5 0.010 0.178 0.995 0.221 0.999 0.148 1 0.186 1 0.544 1 0.608 1
30 5 0.050 0.376 1 0.409 1 0.333 1 0.358 1 0.775 1 0.797 1
30 5 0.100 0.518 1 0.526 1 0.468 1 0.478 1 0.871 1 0.880 1
30 30 0.010 0.027 0.998 0.023 0.998 0.026 1.000 0.022 1 0.043 1 0.038 1
30 30 0.050 0.088 1.000 0.087 1.000 0.088 1 0.086 1 0.128 1 0.128 1
30 30 0.100 0.155 1.000 0.152 1.000 0.154 1 0.152 1 0.218 1 0.213 1
60 5 0.010 0.632 1 0.709 1 0.526 1 0.609 1 0.995 1 0.999 1
60 5 0.050 0.870 1 0.895 1 0.792 1 0.826 1 1 1 1 1
60 5 0.100 0.946 1 0.952 1 0.904 1 0.911 1 1 1 1 1
60 30 0.010 0.044 1 0.037 1 0.043 1 0.036 1 0.105 1 0.096 1
60 30 0.050 0.126 1 0.125 1 0.123 1 0.121 1 0.251 1 0.244 1
60 30 0.100 0.213 1 0.211 1 0.211 1 0.206 1 0.368 1 0.366 1
(iii)
10 5 0.010 0.019 0.024 0.023 0.028 0.017 0.033 0.022 0.040 0.023 0.090 0.029 0.095
10 5 0.050 0.058 0.079 0.068 0.089 0.057 0.111 0.067 0.115 0.068 0.232 0.081 0.242
10 5 0.100 0.113 0.148 0.117 0.151 0.114 0.194 0.118 0.196 0.124 0.351 0.129 0.355
10 30 0.010 0.016 0.026 0.012 0.020 0.016 0.037 0.012 0.030 0.017 0.089 0.013 0.076
10 30 0.050 0.059 0.086 0.057 0.083 0.060 0.112 0.058 0.105 0.061 0.233 0.060 0.225
10 30 0.100 0.111 0.156 0.108 0.153 0.112 0.199 0.108 0.193 0.112 0.357 0.109 0.346
30 5 0.010 0.019 0.051 0.021 0.068 0.017 0.141 0.021 0.170 0.026 0.673 0.032 0.724
30 5 0.050 0.061 0.166 0.070 0.188 0.058 0.339 0.066 0.360 0.083 0.889 0.091 0.903
30 5 0.100 0.117 0.283 0.117 0.288 0.117 0.488 0.116 0.497 0.153 0.953 0.153 0.955
30 30 0.010 0.017 0.074 0.012 0.065 0.017 0.182 0.012 0.165 0.017 0.754 0.012 0.742
30 30 0.050 0.061 0.202 0.058 0.198 0.061 0.378 0.059 0.373 0.063 0.913 0.061 0.913
30 30 0.100 0.112 0.309 0.110 0.307 0.113 0.518 0.110 0.517 0.117 0.960 0.114 0.959
60 5 0.010 0.019 0.174 0.024 0.219 0.017 0.580 0.022 0.666 0.034 1.000 0.041 1
60 5 0.050 0.066 0.421 0.073 0.458 0.061 0.853 0.069 0.883 0.108 1 0.119 1
60 5 0.100 0.123 0.600 0.128 0.612 0.119 0.941 0.122 0.949 0.179 1 0.183 1
60 30 0.010 0.013 0.251 0.009 0.233 0.013 0.680 0.010 0.665 0.014 1.000 0.010 1
60 30 0.050 0.053 0.485 0.051 0.484 0.052 0.869 0.050 0.871 0.056 1 0.055 1
60 30 0.100 0.105 0.620 0.101 0.619 0.106 0.930 0.101 0.929 0.107 1 0.106 1
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Set ϕ(x) =
∫ 1
0
∫ 1
0 vf
(2) (uvx) dudv. Then ϕ(x) is continuous at 0. Next, by
the continuous mapping theorem, we have∫ 1
0
∫ 1
0
vf (2) (uvLX(Xs, Xt)) dudv
p→
∫ 1
0
∫ 1
0
vf (2) (0) dudv.
So, RX(Xs, Xt) p (LX(Xs, Xt))2. Similar arguments hold for RY (Ys, Yt).
B.2. Proof of Remark 2.1.1.
Proof. (i) Notice that√
var[L(Xk, Xl)]

√
var[(Xk −Xl)T (Xk −Xl)]
p2
=
√
var{[A(Uk − Ul) + (Φk − Φl)]T [A(Uk − Ul) + (Φk − Φl)]}
p2
.
Denote C = (cij) = A
TA. We obtain that
var{[A(Uk − Ul) + (Φk − Φl)]T [A(Uk − Ul) + (Φk − Φl)]}
=var
[
(Uk − Ul)TATA(Uk − Ul)
+ (Φk − Φl)T (Φk − Φl) + 2(Uk − Ul)TAT (Φk − Φl)
]
=var
[ s1∑
i=1
s1∑
j=1
cij(uki − uli)(ukj − ulj) +
p∑
i=1
(φki − φli)2
+ 2
s1∑
i=1
p∑
j=1
aji(uki − uli)(φkj − φlj)
]
≤2
s1∑
i=1
s1∑
j=1
c2ijvar[(uki − uli)(ukj − ulj)] +
p∑
i=1
var[(φki − φli)2]
+ 4
s1∑
i=1
p∑
j=1
a2jivar[(uki − uli)(φkj − φlj)].
Since the 4th moment is bounded uniformly for each uki and φki, var[(uki−
uli)(ukj−ulj)], var[(φki−φli)2] and var[(uki−uli)(φkj−φlj)] are all uniformly
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bounded by a constant. As ‖A‖2F = O(p1/2), we have ‖ATA‖2F = O(p) by
the Cauchy-Schwarz inequality. It follows that
var{[A(Uk − Ul) + (Φk − Φl)]T [A(Uk − Ul) + (Φk − Φl)]} = O(p).
Thus, we have ap = 1/
√
p and bq = 1/
√
q.
B.3. Proof of Theorem 2.1.1.
Proof. (i) Recall that dCov2n(X,Y) = (A˜ ·B˜). Using the approximation
of bst in Proposition 2.1.1, we have
1
τX
A˜ = 1˜n×n +
1
2
L˜X + R˜X =
1
2
L˜X + R˜X ,
where LX = (LX(Xs, Xt))
n
s,t=1 and RX = (RX(Xs, Xt))
n
s,t=1. Similarly,
1
τY
B˜ = 12 L˜Y + R˜Y . Then, we have
dCov2n(X,Y)
τ
= ((
1
2
L˜X + R˜X) · (1
2
L˜Y + R˜Y ))
=
1
4
(L˜X · L˜Y ) + 1
2
(L˜X · R˜Y ) + 1
2
(R˜X · L˜Y ) + (R˜X · R˜Y ).
Let Rn =
1
2(L˜X · R˜Y ) + 12(R˜X · L˜Y ) + (R˜X · R˜Y ). We show that 14(L˜X · L˜Y )
can be written as sum of sample component-wise cross-covariances up to a
constant factor in the following Lemma.
Lemma 1.
1
4
(L˜X · L˜Y ) = 1
τ2
p∑
i=1
q∑
j=1
cov2n(xi, yj).
Proof. By Lemma A.1. of Park, Shao and Yao (2015), since all diagonal
entries of distance matrices A and B are equal to 0, we have (A˜·B˜) = (A· ˜˜B).
Then, it can be directly verified that for any 1 ≤ s, t ≤ n, ∑nu=1 b˜ut =∑n
v=1 b˜sv = 0 and it further implies that
(i)
˜˜
B = B˜ as long as the diagonal elements of B are 0;
(ii) B˜ = 0 if B = a1Tn or B = 1na
T = 0 for any vector a ∈ Rn.
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Direct calculation shows that
(14) (A · B˜) = 1(n
2
) 1
2!
∑
(s,t)∈in2
astbst
+
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
astbuv − 2(n
3
) 1
3!
∑
(s,t,u)∈in3
astbsu,
where inm denotes the set of all m-tuples drawn without replacement from
{1, 2, · · · , n}. Equation (14) can be used as equivalent definition of the sam-
ple distance covariance. Notice that
L˜X = D˜X − 1˜n×n = D˜X ,
where DX =
1
τ2X
(|Xs−Xt|2)ns,t=1. Similarly, L˜Y = D˜Y . Then, we can further
decompose D˜X as follows,
D˜X = D˜X,1 + D˜X,2 + D˜X,3 = D˜X,2,
where DX,1 =
1
τ2X
(XTs Xs)
n
s,t=1, DX,2 = −2 1τ2X (X
T
s Xt)
n
s,t=1 and DX,3 =
1
τ2X
(XTt Xt)
n
s,t=1. Similarly, D˜Y = D˜Y,2. Next, using Equation (14), we have
τ2 × (L˜X · L˜Y )
=τ2 × (D˜X,2 · D˜Y,2)
=4
 1(n
2
) 1
2!
∑
(s,t)∈in2
XTs XtY
T
s Yt+
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
XTs XtY
T
u Yv −
2(
n
3
) 1
3!
∑
(s,t,u)∈in3
XTs XtY
T
s Yu

=4
p∑
i=1
q∑
j=1
 1(n
2
) 1
2!
∑
(s,t)∈in2
xsixtiysjytj+
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
xsixtiyujyvj − 2(n
3
) 1
3!
∑
(s,t,u)∈in3
xsixtiysjyuj

=4
p∑
i=1
q∑
j=1
 1(n
4
) ∑
k<l<s<t
1
4!
(k,l,s,t)∑
∗
(xki − xli)(ykj − ylj)(xsi − xti)(ysj − xtj)
4

=4
p∑
i=1
q∑
j=1
cov2n(Xi,Yj).
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Therefore, by Lemma 1, we have the following decomposition,
dCov2n(X,Y) =
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj) +Rn,
where Rn = τRn.
(ii) Note LX(Xs, Xt) = Op(ap) = op(1) and LY (Ys, Yt) = Op(bq) = op(1)
for s 6= t ∈ {1, . . . , n}. We can then apply Proposition 2.1.1, obtain that
RX(Xs, Xt) = Op(LX(Xs, Xt)
2) and RY (Ys, Yt) = Op(LY (Ys, Yt)
2). For the
leading term τ(L˜X · L˜Y ), it can be easily seen from Equation (14) that
(L˜X · L˜Y ) = Op(apbq). Similarly, for the remainder terms, (L˜X · R˜Y ) =
Op(apb
2
q), (R˜X · L˜Y ) = Op(a2pbq) and (R˜X · R˜Y ) = Op(a2pb2q). Thus, we have
Rn = Op(a
2
pbq+apb
2
q) andRn = τRn = Op(τa2pbq+τapb2q) = op(1). Therefore
the remainder terms are negligible comparing to the leading term.
B.4. Proof of Theorem 2.1.2.
Proof. (i) We first show that γX is asymptotically equal to τX (similar
result applies to γY and τY ). Recall that for all s 6= t,
LX(Xs, Xt) =
|Xs −Xt|2 − τ2X
τ2X
.
Since LX(Xs, Xt) = Op(ap) = op(1), we have
|Xs−Xt|2
τ2X
p→ 1. Then
median{|Xs −Xt|2}
τ2X
p→ 1
and thus
τX
γX
=
√
τ2X
median{|Xi −Xj |2}
p→ 1.
Similar arguments can also be used to show that τYγY
p→ 1. Next, under
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Proposition 2.1.1, we can deduce that
f
( |Xs −Xt|
γX
)
=f
( |Xs −Xt|
τX
τX
γX
)
=f
({
1 +
LX(Xs, Xt)
2
+RX(Xs, Xt)
}
τX
γX
)
=f
(
τX
γX
)
+ f (1)
(
τX
γX
){
LX(Xs, Xt)
2
+RX(Xs, Xt)
}
τX
γX
+Rf (Xs, Xt),
where Rf (Xs, Xt) is the remainder term. Similarly,
g
( |Ys − Yt|
γY
)
= g
(
τY
γY
)
+
g(1)
(
τY
γY
){
LY (Ys, Yt)
2
+RY (Ys, Yt)
}
τY
γY
+Rg(Ys, Yt).
Similar to the proof of Theorem 2.1.1,
hCov2n(X,Y) = (R˜ · H˜)
=
1
4
f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
(L˜X · L˜Y ) + 1
2
f (1)
(
τX
γX
)
τX
γX
(L˜X · R˜Y )
+
1
2
g(1)
(
τY
γY
)
τY
γY
(R˜X · L˜Y ) + (R˜X · R˜Y ),
where LX = (LX(Xs, Xt))
n
s,t=1, LY = (LY (Ys, Yt))
n
s,t=1 and
RX =
(
f (1)
(
τX
γX
)
τX
γX
RX(Xs, Xt) +Rf (Xs, Xt)
)n
s,t=1
,
RY =
(
g(1)
(
τY
γY
)
τY
γY
RY (Ys, Yt) +Rg(Ys, Yt)
)n
s,t=1
.
Denote Rn =
1
2f
(1)
(
τX
γX
)
τX
γX
(L˜X ·R˜Y )+ 12g(1)
(
τY
γY
)
τY
γY
(R˜X ·L˜Y )+(R˜X ·R˜Y )
and Rn = τRn. By Lemma 1, we have
τ × hCov2n(X,Y) =
f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj) +Rn.
(ii) We present the following lemma which would be useful in subsequent
arguments.
imsart-aos ver. 2014/10/16 file: draftAug4tex.tex date: February 12, 2019
44 C. ZHU, S. YAO, X. ZHANG AND X. SHAO
Lemma 2. Suppose f (2) and g(2) are continuous on some open interval
containing 1. Then under the assumptions of Theorem 2.1.2,
Rf (Xs, Xt) = Op(LX(Xs, Xt)
2), Rg(Ys, Yt) = Op(LY (Ys, Yt)
2).
Proof. The remainder term can be written as
(15) Rf (Xs, Xt) =∫ 1
0
∫ 1
0
vf (2)
(
τX
γX
+ uv
{
LX(Xs, Xt)
2
+RX(Xs, Xt)
}
τX
γX
)
dudv
×
(
τX
γX
)2(LX(Xs, Xt)
2
+RX(Xs, Xt)
)2
.
Set ϕ(x, y) =
∫ 1
0
∫ 1
0 vf
(2) (x+ uvy) dudv. Then ϕ(x, y) is continuous at (1, 0).
By the continuous mapping theorem, we have∫ 1
0
∫ 1
0
vf (2)
(
τX
γX
+ uv
{
LX(Xs, Xt)
2
+RX(Xs, Xt)
}
τX
γX
)
dudv
p→
∫ 1
0
∫ 1
0
vf (2) (1) dudv.
So Rf (Xs, Xt) = Op(1)
(
LX(Xs,Xt)
2 +RX(Xs, Xt)
)2
= Op(LX(Xs, Xt)
2).
Similar argument holds for Rg(Ys, Yt).
Both the Gaussian and Laplacian kernel have continuous second order
derivatives. From Lemma 2, we know
f (1)
(
τX
γX
)
τX
γX
RX(Xs, Xt) +Rf (Xs, Xt) = Op(LX(Xs, Xt)
2),
g(1)
(
τY
γY
)
τY
γY
RY (Ys, Yt) +Rg(Ys, Yt) = Op(LY (Ys, Yt)
2).
Thus, similar arguments in Theorem 2.1.1 can be used to show that Rn =
Op(τa
2
pbq + τapb
2
q) = op(1).
B.5. Proof of Proposition 2.2.1.
Proof. Clearly, E [kst(i)luv(j)] = 0 when {s, t} ∩ {u, v} = ∅. For any
1 ≤ i, i′ ≤ p, 1 ≤ j, j′ ≤ q,
E [kst(i)lsu(j)]
=E [E[kst(i)lsu(j)|xsi, ysj ]]
=E [E[kst(i)|xsi, ysj ]E[lsu(j)|xsi, ysj ]] .
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Notice that
E[kst(i)|xsi, ysj ]
=E
{
k(xsi, xti)− E[k(xsi, xti)|xsi]− E[k(xsi, xti)|xti] + E[k(xsi, xti)]|xsi, ysj
}
=E[k(xsi, xti)|xsi, ysj ]− E[k(xsi, xti)|xsi]− E[k(xsi, xti)] + E[k(xsi, xti)]
=0.
Thus E [kst(i)lsu(j)] = 0. Similarly, E [kst(i)ksu(i
′)] = E [lst(j)lsu(j′)] =
0.
B.6. Proof of Theorem 2.2.1 .
Proof. Let K˜ = (k˜st)
n
s,t=1 and L˜ = (l˜st)
n
s,t=1. Notice that
uCov2n(X,Y) = (pq)
−1/2
p∑
i=1
q∑
j=1
1
n(n− 3)
∑
s 6=t
k˜st(i)l˜st(j)
=
1
n(n− 3)
∑
s6=t
(
p−1/2
p∑
i=1
k˜st(i)
)q−1/2 q∑
j=1
l˜st(j)
 .
Under Assumption D3, we have
p−1/2
p∑
i=1
k˜st(i)
=p−1/2
p∑
i=1
kst(i)− 1
n− 2
∑
u6=t
p−1/2
p∑
i=1
kut(i)
− 1
n− 2
∑
v 6=s
p−1/2
p∑
i=1
ksv(i) +
1
(n− 1)(n− 2)
∑
u6=v
p−1/2
p∑
i=1
kuv(i)
d→cst − 1
n− 2
∑
u6=t
cut − 1
n− 2
∑
v 6=s
cvs +
1
(n− 1)(n− 2)
∑
u6=v
cuv.
Then we get
n(n− 3)× uCov2n(X,Y) d→∑
s 6=t
cst − 1
n− 2
∑
u6=t
cut − 1
n− 2
∑
v 6=s
csv +
1
(n− 1)(n− 2)
∑
u6=v
cuv

×
dst − 1
n− 2
∑
u6=t
dut − 1
n− 2
∑
v 6=s
dsv +
1
(n− 1)(n− 2)
∑
u6=v
duv
 .
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Set
c =
(
c12, c13, · · · , c1n, c23, · · · , c2n, c34, · · · , cn(n−1)
)T
,
d =
(
d12, d13, · · · , d1n, d23, · · · , d2n, d34, · · · , dn(n−1)
)T
.
Under Assumption D3 and by Proposition 2.2.1, we know that(
c
d
)
∼ N
(
0,
(
σ2xIn(n−1)/2 σ2xyIn(n−1)/2
σ2xyIn(n−1)/2 σ2yIn(n−1)/2
))
.
Define C = (cst)
n
s,t=1 such that cst = cts and C˜ = (c˜st)
n
s,t=1. Here we assume
that css = 0. From the proof of Lemma A.1 of Park et al. (2015), we have
vec(C˜) = FSvec(C) = FSFvec(C),
where vec(C) is the usual vectorization of matrix C; F is the matrix of the
linear operator that sets the diagonal of a matrix to be 0, i.e., vec(B−D) =
Fvec(B), B−D is B with its diagonal set to be 0; Letting J = 1n1Tn , we
define S as
S = In ⊗ In − 1
n− 2J⊗ In −
1
n− 2In ⊗ J +
1
(n− 1)(n− 2)J⊗ J.
Next, to simplify the following proof, we will use a different vectorization
operator, which will align the upper triangular elements frist, then the lower
triangular elements and lastly the diagonal elements, i.e., define
v˜ec(C) =
(
cTu , c
T
l , c
T
d
)T
,
cTu =
(
c12, c13, · · · , c1n, c23, · · · , c2n, c34, · · · , c(n−1)n
)T
,
cTl =
(
c21, c31, · · · , cn1, c32, · · · , cn2, c43, · · · , cn(n−1)
)T
,
cTd = (c11, c22, · · · , cnn)T .
Notice that there is a permutation matrix P1 such that v˜ec(C) = P1vec(C).
Then
v˜ec(C˜) = P1FSFP
T
1 v˜ec(C).
Observe that for any matrix C, both the column sum and row sum of C˜
are 0. We can verify that
˜˜
C = C˜. Set U = P1FSFP
T
1 . It follows that
U2v˜ec(C) = Uv˜ec(C) and thus
(U2 −U)v˜ec(C) = 0.(16)
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Equation (16) still holds if we replace css by some nonzero elements. Since
Equation (16) holds for any v˜ec(C), we must have U2 = U which implies
that U is an idempotent matrix. Next, let Cu (Cl) be the matrix by setting
the lower (upper) triangular and diagonal elements in C to be zero. Denote
P2 =
0 I 0I 0 0
0 0 I
 , D =
I0
0
 .
Then, we see that v˜ec(Cl) = P2v˜ec(C
u) and
Uv˜ec(C) =Uv˜ec(Cu) + UP2v˜ec(C
u) = U(I + P2)v˜ec(C
u) = U(I + P2)Dc.
We note that
W :=DT (I + P2)UU(I + P2)D = D
T (U + UP2 + P2U + P2UP2)D.
We partition U into three blocks corresponding to the upper triangular,
lower triangular and diagonal elements respective, i.e., we write
U =
U1 U2 0U2 U1 0
0 0 0
 ,
where we have used the symmetry for U. Then we have
W = 2(U1 + U2).
Now we argue that W2 = 2W. Recall that U is an idempotent matrix. Thus
U21 + U
2
2 = U1, U1U2 + U2U1 = U2.
Therefore, we get
W2 = 4(U1 + U2)
2 = 4(U21 + U
2
2 + U1U2 + U2U1) = 4(U1 + U2) = 2W,
which indicates that W has eigenvalues which are either equal to two or
zero. It remains to show that the rank of W is n(n − 3)/2 or equivalently,
the trace of W/2 = U1 + U2 is n(n− 3)/2. Note that
Tr(W/2) = Tr(U1 + U2) =
n(n−1)/2∑
i=1
rTi Uri
2
=
n(n− 1)
4
v˜ec(E˜1)
T v˜ec(E˜1),
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where ri = (e
T
i , e
T
i ,0
T )T and ei is a n(n − 1)/2-dimensional vector with 1
on the ith position and zero otherwise; E˜i denotes the U-centering version
of the matrix Ei such that v˜ec(Ei) = ri. Direct calculation shows that
vec(E˜1)
Tvec(E˜1) =
2(n− 3)2
(n− 1)2 + 4(n− 2)
(n− 3)2
(n− 1)2(n− 2)2
+ (n− 2)(n− 3) 4
(n− 1)2(n− 2)2 =
2(n− 3)
n− 1 ,
which implies that 4−1n(n − 1)v˜ec(E˜1)T v˜ec(E˜1) = n(n − 3)/2. Using the
above results and setting M = W/2, we have
vec(C˜)Tvec(C˜) = v˜ec(C˜)T v˜ec(C˜) = v˜ec(C)TUv˜ec(C)
= 2cTMc ∼ 2σ2xχ2n(n−3)/2.
Thus,
Cov2n(X,X)
d→ 2
n(n− 3)c
TMc
d
=
2
n(n− 3)σ
2
xχ
2
n(n−3)/2.
Similarly,
uCov2n(X,Y)
d→ 2
n(n− 3)c
TMd,
uCov2n(Y,Y)
d→ 2
n(n− 3)d
TMd
d
=
2
n(n− 3)σ
2
yχ
2
n(n−3)/2.
B.7. Proof of Proposition 2.2.2.
Proof. Since(
c
d
)
d
= N
(
0,
(
σ2xIn(n−1)/2 σ2xyIn(n−1)/2
σ2xyIn(n−1)/2 σ2yIn(n−1)/2
))
,
we have
c|d d= N (µd, σ2In(n−1)/2) ,
where µ = σ2xy/σ
2
y , σ
2 = (σ2xσ
2
y − σ4xy)/σ2y . Set
z =
Md√
(dTMd)
.
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It can be easily seen that conditional on d,
cT z/σ ∼ N(µzTd/σ, 1),
which implies that (cT z)2/σ2
∣∣d ∼ χ21(W 2) , where χ21(W 2) is the non-
central chi-squared distribution and W 2 = µ
2
σ2
dTMd is the non-centrality
parameter. Note that conditioned on d,
M(I− zzT )c/σ ∼ N(0,M(I− zzT )M),
where we have used the fact that M(I − zzT )d = 0. As M(I − zzT )M =
M − MddTM
dTMd
is a projection matrix with rank v − 1, it is easy to see that
conditioned on d,
cT (I− zzT )M(I− zzT )c/σ2 ∼ χ2v−1.
Next, conditioned on d, as zT c and (I − zzT )c are independent, we have
(cT z)2/σ2 and cT (I− zzT )M(I− zzT )c are independent. Then,
PHA(Tu < t)→ P
√v − 1
cT z√
(cTMc)√
1−
(
cT z√
(cTMc)
)2 < t

= E
P
√v − 1
cT z√
(cTMc)√
1−
(
cT z√
(cTMc)
)2 < t
∣∣∣∣∣∣∣∣∣∣
d


= E
P
√v − 1 cT z√
cTMc− (cT z)2
< t
∣∣∣∣∣∣d

= E
P
 cT z√
1
v−1c
T (I− zzT )M(I− zzT )c
< t
∣∣∣∣∣∣d

= E [P (tv−1,W < t)]
where tv−1,W is a noncentral t-distribution with v − 1 degrees of freedom
and noncentrality parameter W = µσ
√
dTMd
d
= cχv for c =
σ2xy√
σ2xσ
2
y−σ4xy
. By
setting c = 0, we get PH0(Tu < t)→ P (tv−1 < t) .
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B.8. Proof of Proposition 2.2.3.
Proof. Notice that
φ =
φ0√
v
⇒ c = φ0√
v − φ20
=
φ0√
v
(
1 +O
(
1
v
))
.
Next, by the definition of non-central t-distribution,
P (tv−1,u < t) =P
 Z + u√
χ2v−1/(v − 1)
< t

=P
(
Z < t
√
χ2v−1/(v − 1)− u
)
=E
[
P
(
Z < t
√
χ2v−1/(v − 1)− u
∣∣∣∣χ2v−1)]
=E
Φ
t
√
χ2v−1
v − 1 − u
 ,
where Φ is the cdf of standard normal. For notational convenience, set
g(u) = E
Φ
t
√
χ2v−1
v − 1 − u
 .
Notice that P (tv−1,W < t) = g(W ). By the following asymptotic series [see
Laforgia and Natalini (2012); Tricomi and Erde´lyi (1951)],
Γ(J + 1/2)
Γ(J)
=
√
J
(
1− 1
8J
+
1
128J2
+
5
1024J3
− 21
32768J4
+ · · ·
)
=
√
J
(
1 +O
(
1
J
))
,
we can get,
E [(W − φ0)]
=
φ0√
v
(
1 +O
(
1
v
))√
2
Γ((v + 1)/2)
Γ(v/2)
− φ0
=φ0
(
1 +O
(
1
v
))
− φ0
=O
(
1
v
)
,
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as well as
E
[
(W − φ0)2
]
=φ20E
[(
χv√
v
(
1 +O
(
1
v
))
− 1
)2]
=φ20E
[
χ2v
v
(
1 +O
(
1
v
))
− 2 χv√
v
(
1 +O
(
1
v
))
+ 1
]
=φ20
{(
1 +O
(
1
v
))
− 2
(
1 +O
(
1
v
))
+ 1
}
=O
(
1
v
)
,
and
E
[
W (W − φ0)2
]
=φ30E
[
χv√
v
(
1 +O
(
1
v
))(
χv√
v
(
1 +O
(
1
v
))
− 1
)2]
=φ30E
[
χ3v
v3/2
− 2χ
2
v
v
+
χv√
v
](
1 +O
(
1
v
))
=φ30
{
(v + 1)
v3/2
√
v
(
1 +O
(
1
v
))
− 2 + 1 +O
(
1
v
)}(
1 +O
(
1
v
))
=O
(
1
v
)
.
We note that
∂
∂u
Φ
t
√
χ2v−1
v − 1 − u
 = −φ
t
√
χ2v−1
v − 1 − u

∂2
∂u2
Φ
t
√
χ2v−1
v − 1 − u
 = −
t
√
χ2v−1
v − 1 − u
φ
t
√
χ2v−1
v − 1 − u
 .
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Thus,
|g(2)(u)| =
∣∣∣∣∣∣ ∂
2
∂u2
E
Φ
t
√
χ2v−1
v − 1 − u
∣∣∣∣∣∣
=
∣∣∣∣∣∣E
 ∂2
∂u2
Φ
t
√
χ2v−1
v − 1 − u
∣∣∣∣∣∣
=
∣∣∣∣∣∣E
−
t
√
χ2v−1
v − 1 − u
φ
t
√
χ2v−1
v − 1 − u
∣∣∣∣∣∣
≤ E
∣∣∣∣∣∣−
t
√
χ2v−1
v − 1 − u
∣∣∣∣∣∣φ
t
√
χ2v−1
v − 1 − u

≤ E
|t|
√
χ2v−1
v − 1 + u
φ
t
√
χ2v−1
v − 1 − u

< E
|t|
√
χ2v−1
v − 1 + |u|

≤
|t|E
√
χ2v−1
v − 1 + |u|

≤
√
2|t|+ |u|.
Next, we can bound the following integral,∣∣∣∣∫ 1
0
∫ 1
0
ag(2)(φ0 + ab(W − φ0))dbda
∣∣∣∣
≤
∫ 1
0
∫ 1
0
∣∣∣ag(2)(φ0 + ab(W − φ0))∣∣∣ dbda
≤
∫ 1
0
∫ 1
0
√
2|t|+ |φ0 + ab(W − φ0)|dbda
≤
∫ 1
0
∫ 1
0
√
2|t|+ φ0 + |W |dbda
=
√
2|t|+ φ0 +W.
To calculate E [P (tv−1,W < t)] = E [g(W )], taking the Taylor expansion of
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g(W ) around φ0, the asymptotic mean of W , we get
=E [g(W )]
=g(φ0) + g
(1)(φ0)E [(W − φ0)]
+ E
[∫ 1
0
∫ 1
0
ag(2)(φ0 + ab(W − φ0))dbda (W − φ0)2
]
=P (tv−1,φ0 < t) +O
(
1
v
)
+ E
[∫ 1
0
∫ 1
0
ag(2)(φ0 + ab(W − φ0))dbda (W − φ0)2
]
.
Notice that, ∣∣∣∣E [∫ 1
0
∫ 1
0
ag(2)(φ0 + ab(W − φ0))dbda (W − φ0)2
]∣∣∣∣
≤E
[∣∣∣∣∫ 1
0
∫ 1
0
ag(2)(φ0 + ab(W − φ0))dbda (W − φ0)2
∣∣∣∣]
≤E
[
(
√
2|t|+ φ0 +W ) (W − φ0)2
]
≤(
√
2|t|+ φ0)E
[
(W − φ0)2
]
+ E
[
W (W − φ0)2
]
=O
(
1
v
)
.
In conclusion, we have E [P (tv−1,W < t)] = P (tv−1,φ0 < t) + O
(
1
v
)
. Since
t
(α)
v−1 → Z(α) as n → ∞, where Z(α) is the (1 − α)th percentile of standard
normal, t
(α)
v−1 is bounded. Then, all the above analysis still holds if we replace
t with tαv−1.
Let B(·, ·) denote the beta function and Iy(·, ·) denote the regularized
incomplete beta function. In the following, we express E [P (tv−1,W ≤ t)] as
a sum of infinite series.
Lemma 3. E [P (tv−1,W ≤ t)] can be calculated exactly as
E [P (tv−1,W < t)] =
(
1
c2 + 1
)v/2{
P (tv−1 ≤ t) +
∞∑
j=1
(
c2
c2 + 1
)j/2
1
jB(j/2, v/2)
(
(−1)j + I t2
t2+v−1
(
j + 1
2
,
v − 1
2
)
)}
.
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Proof. Notice that from Walck (1996), the CDF of non-central t-distribution
for t ≥ 0 can be written as
P (tv−1,W < t) =
1
2
√
pi
×
∞∑
j=0
2
j
2
j!
W j exp
{
−W
2
2
}
Γ
(
j + 1
2
)(
(−1)j + Iz
(
j + 1
2
,
v − 1
2
))
,
where
z =
t2
t2 + v − 1 , v =
n(n− 3)
2
,
Iy(·, ·) is the regularized incomplete beta function,
W =
µ
σ
√
dTMd
d
= cχv, c =
σ2xy√
σ2xσ
2
y − σ4xy
.
Next, we calculate the expectation by constructing a generalized gamma
distribution,
E
[
W j exp
{
−W
2
2
}]
=
∫ ∞
0
wj exp
{
−w
2
2
}
1
c
1
2v/2−1Γ(v/2)
(w
c
)v−1
exp
{
−w
2
2c2
}
dw
=
1
cv
1
2v/2−1Γ(v/2)
∫ ∞
0
exp
−
(
w√
2c2/(c2 + 1)
)2wj+v−1dw
=
1
cv
1
2v/2−1Γ(v/2)
Γ(j/2 + v/2)(
√
2c2/(c2 + 1))j+v
2
=
(
√
2c2/(c2 + 1))j+v
cv
1
2v/2
Γ(j/2 + v/2)
Γ(v/2)
.
Then,
E [P (tv−1,W < t)] =
1
2
√
pi
(√
1
c2 + 1
)v
×
∞∑
j=0
(
4c2
c2 + 1
) j
2 Γ((j + 1)/2)Γ(j/2 + v/2)
j!Γ(v/2)
(
(−1)j + Iz(j + 1
2
,
v − 1
2
)
)
.
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According to the gamma duplicate formula,
Γ
(
j + 1
2
)
=
√
pi
2j
Γ(j + 1)
Γ(j/2 + 1)
,
which further implies that
Γ((j + 1)/2)Γ(j/2 + v/2)
j!Γ(v/2)
=
√
pi
2j
Γ(j + 1)
Γ(j/2 + 1)
Γ(j/2 + v/2)
j!Γ(v/2)
=
{ √
pi, j = 0√
pi
2j−1
1
jΓ(j/2)
Γ(j/2+v/2)
Γ(v/2) , j ≥ 1
=
{ √
pi, j = 0√
pi
j2j−1
1
B(j/2,v/2) , j ≥ 1
where B(·, ·) is the beta function. Then, the expectation can be further
simplified as
E [P (tv−1,W < t)] =
1
2
(
1
c2 + 1
)v/2(
1 + Iz(
1
2
,
v − 1
2
)
)
+(
1
c2 + 1
)v/2 ∞∑
j=1
(
c2
c2 + 1
) j
2 1
jB(j/2, v/2)
(
(−1)j + Iz(j + 1
2
,
v − 1
2
)
)
.
Notice that
1
2
(
1 + Iz(
1
2
,
v − 1
2
)
)
= P (tv−1 ≤ t).
Thus,
E [P (tv−1,W < t)] =
(
1
c2 + 1
)v/2{
P (tv−1 ≤ t) +
∞∑
j=1
(
c2
c2 + 1
)j/2
1
jB(j/2, v/2)
(
(−1)j + Iz(j + 1
2
,
v − 1
2
)
)}
.
B.9. Proof of Proposition 2.2.5.
Proof. Since we have(
X
Y
)
∼ N
(
0,
(
Ip ΣXY
ΣTXY Iq
))
,
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from Theorem 7 in Sze´kely, Rizzo and Bakirov (2007), by setting c =
1
4(pi/3−√3+1) , we obtain
c ≤ dCor
2(xi, yj)
cor2(xi, yj)
≤ 1,
cov2(xi, yj) = cor
2(xi, yj) and dCor
2(xi, yj) = dCov
2(xi, yj)pi/c. Combine
these results, we have
c ≤ dCov
2(xi, yj)pi/c
cov2(xi, yj)
≤ 1.
Notice also that dCov2(xi, xi) = dCov
2(yj , yj) = c/pi and cov
2(xi, xi) =
cov2(yj , yj) = 1. We finally get 0.89
2φ2 ≤ φ1 ≤ φ2.
B.10. Proof of Proposition 2.2.4.
Proof. (i) When k(x, y) = l(x, y) = |x− y|2,
kst(i) = −2(xsi − E(xsi))(xti − E(xti)),
lst(j) = −2(ysj − E(ysj))(ytj − E(ytj)).
Thus, letting DX(i) = (xsixti)
n
s,t=1 and DY (j) = (ysjytj)
n
s,t=1, we have
uCov2n(X,Y) =
1√
pq
p∑
i=1
q∑
j=1
(K˜(i) · L˜(j))
=
1√
pq
p∑
i=1
q∑
j=1
4(D˜X(i) · D˜Y (j))
=4
1√
pq
p∑
i=1
q∑
j=1
 1(n
2
) 1
2!
∑
(s,t)∈in2
xsixtiysjytj+
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
xsixtiyujyvj − 2(n
3
) 1
3!
∑
(s,t,u)∈in3
xsixtiysjyuj

=4
1√
pq
p∑
i=1
q∑
j=1
cov2n(Xi,Yj).
Thus,
dCov2n(X,Y) =
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj) +R′n =
1
4
√
pq
τ
uCov2n(X,Y) +R′n
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and
τ × hCov2n(X,Y)
=f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
1
τ
p∑
i=1
q∑
j=1
cov2n(Xi,Yj) +R′′n
=f (1)
(
τX
γX
)
g(1)
(
τY
γY
)
τX
γX
τY
γY
1
4
√
pq
τ
uCov2n(X,Y) +R′′n.
(ii) When k(x, y) = l(x, y) = |x− y|, we have
K˜(i) = K˜1(i)− K˜2(i)− K˜3(i) + K˜4(i) = K˜1(i),
where
K1(i) = (k(xsi, xti))
n
s,t=1,K2(i) = (E[k(xsi, xti)|xsi])ns,t=1,
K3(i) = (E[k(xsi, xti)|xti])ns,t=1,K4(i) = (E[k(xsi, xti)])ns,t=1.
Similarly, L˜(j) = L˜1(j) with L1(j) = (l(ysj , ltj))
n
s,t=1. Then, we have
uCov2n(X,Y) =
1√
pq
p∑
i=1
q∑
j=1
(K˜1(i) · L˜1(j))
=
1√
pq
p∑
i=1
q∑
j=1
dCov2n(Xi,Yj)
=
1√
pq
1√(
n
2
)mdCov2n(X,Y).
B.11. Proof of Corollary 2.2.1.
Proof. For any fixed t and each R ∈ {dCov, hCov,mdCov}, Proposition
2.2.4 and Theorem 2.2.1 imply that
TR
d→ √v − 1 Υ√
1− (Υ )2 , where Υ =
cTMd√
(cTMc) (dTMd)
.
Then the results follow similarly from the proof of Proposition 2.2.2.
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B.12. Proof of Remark 3.1.1.
Proof. For notational convenience, set zi = (xi − x′i)2 − E[(xi − x′i)2].
Since supiE(x
8
i ) <∞, we get supiE(z4i ) <∞. Then, we have
α2p 
E
[
(
∑p
i=1 zi)
2
]
p2
=
E
[∑p
s=1
∑
t∈[s−m,s+m] zszt
]
p2
≤ (2m+ 1)p
p2
sup
i
E(z2i )
= O
(
m
p
)
and
γ2p 
E
[
(
∑p
i=1 zi)
4
]
p4
 m
3p+m2p2
p4
sup
i
E(z4i )
= O
(
m2
p2
)
.
Similarly, we can show that
β2q = O
(
m′
q
)
and λ2q = O
(
m′2
q2
)
.
Next, it follows that
ταpλq = O
(
m′
√
m√
q
)
= o(1).
The other results can be proved in a similar fashion.
B.13. Proof of Theorem 3.1.1.
Proof. (i)&(ii) Following the proof of Theorem 2.1.1, we only need to
check that Rn = op(1) still holds as n ∧ p ∧ q →∞. Recall that the leading
term is τ × (L˜X · L˜Y ) and the remainder term is given as
Rn = 1
2
τ(L˜X · R˜Y ) + 1
2
τ(R˜X · L˜Y ) + τ(R˜X · R˜Y ).
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Then, using Equation (14), we have
(L˜X · R˜Y ) = 1(n
2
) 1
2!
∑
(s,t)∈in2
LX(Xs, Xt)RY (Ys, Yt)
+
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
LX(Xs, Xt)RY (Yu, Yv)
− 2(n
3
) 1
3!
∑
(s,t,u)∈in3
LX(Xs, Xt)RY (Ys, Yu),
and
(R˜X · R˜Y ) = 1(n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt)
+
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
RX(Xs, Xt)RY (Yu, Yv)
− 2(n
3
) 1
3!
∑
(s,t,u)∈in3
RX(Xs, Xt)RY (Ys, Yu).
To show thatRn is asymptotically negligible, we consider the events BX, BY
and their complements BcX, B
c
Y, where
BY =
{
min
1≤s<t≤n
|Ys − Yt|2
τ2X
≤ 1
2
or max
1≤s<t≤n
|Ys − Yt|2
τ2X
≥ 3
2
}
.
Then, under Assumption D4, as n ∧ p ∧ q →∞
P (BY) = P
(
min
1≤s<t≤n
LY (Ys, Yt) ≤ −1
2
or max
1≤s<t≤n
LY (Ys, Yt) ≥ 1
2
)
= P
 ⋃
1≤s<t≤n
{
LY (Ys, Yt) ≤ −1
2
or LY (Ys, Yt) ≥ 1
2
}
≤
∑
1≤s<t≤n
P
(
|LY (Ys, Yy)| ≥ 1
2
)
< n2P
(
|LY (Y1, Y2)| ≥ 1
2
)
≤ 4n2E [LY (Y1, Y2)2]
= o(1).
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Also notice that P (BYB
c
X) ≤ P (BY) = o(1). Similarly, we have P (BX) =
o(1), P (BXB
c
Y) = o(1) and P (BYBX) = o(1). By the proof of Proposition
2.1.1, the remainder term can be written as
RX(Xs, Xt) =
∫ 1
0
∫ 1
0
vf (2) (uvLX(Xs, Xt)) dudv × (LX(Xs, Xt))2 ,
where f (2)(t) = −14(1 + t)−
3
2 and similar formula holds for Y . Conditioned
on the event BcXB
c
Y, we can easily show that
|RX(Xs, Xt)| ≤
√
2
4
(LX(Xs, Xt))
2 , |RY (Ys, Yt)| ≤
√
2
4
(LY (Ys, Yt))
2 .(17)
Notice that
1(
n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt)
=
1(
n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt)I{BcXBcY}
+
1(
n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt)I{BXBcY}
+
1(
n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt)I{BcXBY}
+
1(
n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt)I{BXBY}
=i+ ii+ iii+ iv.
For any  > 0, P (|τ × ii| > ) ≤ P (BXBcY) = o(1), which implies that
τ × ii = op(1). Similarly, τ × iii = op(1) and τ × iv = op(1). For term i, by
Equation (17), we have
|i| ≤
 1(n
2
) 1
2!
∑
(s,t)∈in2
|RX(Xs, Xt)RY (Ys, Yt)|
BcXBcY
≤1
8
1(
n
2
) 1
2!
∑
(s,t)∈in2
LX(Xs, Xt)
2LY (Ys, Yt)
2
≤1
8

 1(
n
2
) 1
2!
∑
(s,t)∈in2
LX(Xs, Xt)
4
 1(
n
2
) 1
2!
∑
(s,t)∈in2
LY (Ys, Yt)
4

1
2
.
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Next, by the Markov’s inquality
P
 1(
n
2
) 1
2!
∑
(s,t)∈in2
LX(Xs, Xt)
4 > 
 ≤ E
[
1
(n2)
1
2!
∑
(s,t)∈in2
LX(Xs, Xt)
4
]

=
1

E
[
LX(X1, X2)
4
]
=
1

γ2p .
Thus, we have 1
(n2)
1
2!
∑
(s,t)∈in2
LX(Xs, Xt)
4 = Op(γ
2
p) and similar proof shows
that 1
(n2)
1
2!
∑
(s,t)∈in2
LY (Ys, Yt)
4 = Op(λ
2
q). So, we have τi = Op(τγpλq) and
τ
1(
n
2
) 1
2!
∑
(s,t)∈in2
RX(Xs, Xt)RY (Ys, Yt) = Op(τγpλq).
Similarly, it can be shown that
τ
1(
n
4
) 1
4!
∑
(s,t,u,v)∈in4
RX(Xs, Xt)RY (Yu, Yv) = Op(τγpλq),
τ
2(
n
3
) 1
3!
∑
(s,t,u)∈in3
RX(Xs, Xt)RY (Ys, Yu) = Op(τγpλq).
In conclusion, we have τ(R˜X · R˜Y ) = Op(τγpλq). Similarly, it can be shown
that τ(L˜X · L˜Y ) = Op(ταpβq), τ(L˜X · R˜Y ) = Op(ταpλq) and τ(R˜X · L˜Y ) =
Op(τγpβq).
B.14. Proof of Theorem 3.1.2.
Proof. (i)&(ii) Continuing with the proof of Theorem 2.1.2, we need to
show that Rn = op(1) and γX is asymptotically euqal to τX as n∧p∧q →∞
(similar result applies to γY and τY ). Recall that for all s 6= t,
LX(Xs, Xt) =
|Xs −Xt|2 − τ2X
τ2X
.
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Since for any  > 0, under Assumption D4,
P
(∣∣∣∣median{|Xs −Xt|2}τ2X − 1
∣∣∣∣ > )
≤P
(
min
1≤s<t≤n
LX(Xs, Xt) ≤ − or max
1≤s<t≤n
LX(Xs, Xt) ≥ 
)
=P
 ⋃
1≤s<t≤n
{LX(Xs, Xt) ≤ − or LX(Xs, Xt) ≥ }

≤
∑
1≤s<t≤n
P (|LX(Xs, Xt)| ≥ )
<n2P (|LX(X1, X2)| ≥ )
≤ 1
2
n2E
[
LX(X1, X2)
2
]
=o(1).
Thus, we have median{|Xs−Xt|
2}
τ2X
p→ 1 and τXγX =
√
τ2X
median{|Xi−Xj |2}
p→ 1.
Similar arguments can also be used to show that τYγY
p→ 1.
Notice that conditioned on BcXB
c
Y, for all 1 ≤ s < t ≤ n, we have
|LX(Xs, Xt)| < 1/2 and 1
2
<
|Xs −Xt|2
τ2X
<
3
2
.(18)
Next, Inequalities (17) and (18) together imply that∣∣∣∣ τXγX + uv
{
LX(Xs, Xt)
2
+RX(Xs, Xt)
}
τX
γX
∣∣∣∣ ≤ c,
where c is some constant. Since we choose kernels k and l to be the Gaussian
or Laplacian kernel, it can be shown that∣∣∣∣∫ 1
0
∫ 1
0
vf (2)
(
τX
γX
+ uv
{
LX(Xs, Xt)
2
+RX(Xs, Xt)
}
τX
γX
)
dudv
∣∣∣∣ ≤ c′,
where c′ is some constant. Then, we can easily see from Equation (15) that
|Rf (Xs, Xt)| ≤ c′LX(Xs, Xt)2. Similar result holds for Y . Finally, Theorem
3.1.2 can be shown using similar arguments as in the proof of Theorem
3.1.1.
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B.15. Proof of Remark 3.2.2.
Proof. When k(x, y) = l(x, y) = |x− y|2,
kst(i) = −2(xsi − E(xsi))(xti − E(xti)),
lst(j) = −2(ysj − E(ysj))(ytj − E(ytj)).
Thus, we have
E[U(Xs, Xt)
2]
=E
1
p
p∑
i=1
p∑
j=1
kst(i)kst(j)

=
4
p
p∑
i=1
p∑
j=1
E [(xsi − E[xsi])(xti − E[xti])(xsj − E[xsj ])(xtj − E[xtj ])]
=
4
p
p∑
i=1
p∑
j=1
cov2(xi, xj)
=
4
p
Tr(Σ2X),
and
E[U(Xs, Xt)
4]
=E
 1
p2
p∑
i,j,r,w=1
kst(i)kst(j)kst(r)kst(w)

=
16
p2
p∑
i,j,r,w=1
E
[
(xsi − E[xsi])(xti − E[xti])(xsj − E[xsj ])(xtj − E[xtj ])
(xsr − E[xsr])(xtr − E[xtr])(xsw − E[xsw])(xtw − E[xtw])
]
=
16
p2
p∑
i,j,r,w=1
E2 [(xi − E[xi])(xj − E[xj ])(xr − E[xr])(xw − E[xw])]
m
3p+m2p2
p2
sup
i
E2(x4i )
=O
(
m2
)
.
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Also,
E[U(Xs, Xt)U(Xt, Xu)U(Xu, Xv)U(Xv, Xs)]
=E
 1
p2
p∑
i,j,r,w=1
kst(i)ktu(j)kuv(r)kvs(w)

=
16
p2
p∑
i,j,r,w=1
E
[
(xsi − E[xsi])(xti − E[xti])(xtj − E[xtj ])(xuj − E[xuj ])
(xur − E[xur])(xvr − E[xvr])(xvw − E[xvw])(xsw − E[xsw])
]
=
16
p2
p∑
i,j,r,w=1
cov(xi, xj)cov(xj , xr)cov(xr, xw)cov(xw, xi)
=
16
p2
Tr(Σ4X)
m
3p
p2
sup
i
E4(x2i )
=O
(
m3
p
)
.
B.16. Proof of Theorem 3.2.1.
Proof. Firstly, the following lemma would be useful.
Lemma 4. Under null, we have
1
S uCov
2
n(X,Y) =
1(
n
2
)S ∑
1≤s<t≤n
H (Zs, Zt) +Rn,
where
√(
n
2
)Rn,p,q = op(1) as n ∧ p ∧ q → ∞, Zs = (Xs, Ys) and H(·, ·) is
defined as
H (Zs, Zt) := U(Xs, Xt)V (Ys, Yt).
imsart-aos ver. 2014/10/16 file: draftAug4tex.tex date: February 12, 2019
DEPENDENCE METRICS IN HIGH DIMENSION 65
Proof. Firstly, sample uCov can be written as
uCov2n(X,Y) =
1√
pq
p∑
i=1
q∑
j=1
(K˜(i) · L˜(j))
= (
1√
p
p∑
i=1
K˜(i) · 1√
q
q∑
j=1
L˜(j))
= (K˜ · L˜),
where K = (kst)
n
s,t=1, L = (lst)
n
s,t=1, kst =
1√
p
∑p
i=1 k(xsi, xti) and lst =
1√
q
∑q
i=1 l(ysi, yti). Thus, uCov
2
n(X,Y) is just dCov
2
n(X,Y) with kernel K
defines as K(Xs, Xt) = kst and L(Ys, Yt) = lst. Notice that
K(Xs, Xt)− E[K(Xs, Xt)|Xs]− E[K(Xs, Xt)|Xt] + E[K(Xs, Xt)] = 1√
p
p∑
i=1
kst(i),
L(Ys, Yt)− E[L(Ys, Yt)|Ys]− E[L(Ys, Yt)|Yt] + E[L(Ys, Yt)] = 1√
q
q∑
i=1
lst(i),
where kst(i) and lst(i) are the double centered kernel distance defined in
Section 2.2.1. By Proposition 2.1 of Yao, Zhang and Shao (2018), we have
1
S (K˜ · L˜) =
1(
n
2
)S ∑
1≤s<t≤n
U(Xs,n, Xt,n)V (Ys,n, Yt,n) +Rn,p,q
=
1(
n
2
)S ∑
1≤s<t≤n
1√
p
p∑
i=1
kst(i)
1√
q
q∑
i=1
lst(i) +Rn,p,q,
where
√(
n
2
)Rn,p,q = op(1) as n ∧ p ∧ q →∞.
By Lemma 4, we have√(
n
2
)
uCov2n(X,Y)
S =
1√(
n
2
)S
∑
1≤s<t≤n
H (Zs, Zt) +
√(
n
2
)
Rn,p,q,
where
√(
n
2
)Rn,p,q = op(1). By similar proof of Theorem 2.1 in Zhang et al.
(2018), under H0, we have
1√(
n
2
)S
∑
1≤s<t≤n
H (Zs, Zt)
d→ N(0, 1).
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B.17. Proof of Proposition 3.2.1.
Proof. Notice that by the proof of Theorem 2.2 in Zhang et al. (2018),
under null
uCov2n(X,X)
E[U(X,X ′)2]
p→ 1, uCov
2
n(Y,Y)
E[V (Y, Y ′)2]
p→ 1.(19)
So, by Theorem 3.2.1√(
n
2
)
uCov2n(X,Y)√
uCov2n(X,X)uCov
2
n(Y,Y)
d→ N(0, 1),
and also
uCov2n(X,Y)√
uCov2n(X,X)uCov
2
n(Y,Y)
p→ 0.
As a consequence, we have Tu
d→ N(0, 1).
B.18. Proof of Proposition 3.2.2.
Proof. Based on Theorem 3.1.1 and 3.1.2, the results follow similarly
from the proof of Proposition 2.2.4.
B.19. Proof of Corollary 3.2.1.
Proof. (i) If R = mdCov, the result follows from Proposition 3.2.1 and
the following observation√(
n
2
)
R2n(X,Y)√
R2n(X,X)R
2
n(Y,Y)
=
√(
n
2
)
uCov2n(X,Y)√
uCov2n(X,X)uCov
2
n(Y,Y)
.
(ii) Recall that when k(x, y) = l(x, y) = |x − y|2, E[U(Xs, Xt)2] =
4
pTr(Σ
2
X) and E[V (Ys, Yt)
2] = 4qTr(Σ
2
Y ). If R = hCov, by Proposition 3.2.2,
we have√(
n
2
)
τ × R
2
n(X,Y)
S = ApBq
√(
n
2
)
uCov2n(X,Y)
S +
√(
n
2
)R′′n
S ,
where Ap =
√
p
2τX
f (1)
(
τX
γX
)
τX
γX
and Bq =
√
q
2τY
g(1)
(
τY
γY
)
τY
γY
. By Theorem 3.2.1,
ApBq
√(
n
2
)
uCov2n(X,Y)
S
d→ cN(0, 1),
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where c is some constant. Also notice that∣∣∣∣∣
√(
n
2
)R′′n
S
∣∣∣∣∣ ≤
∣∣∣∣∣∣ nR
′′
n
4
√
1
pTr(Σ
2
X)
1
qTr(Σ
2
Y )
∣∣∣∣∣∣ = op(1).
Thus, we have √(
n
2
)
τ × R
2
n(X,Y)
S
d→ cN(0, 1).
Next, under Assumption D4, by Equation (19) and Proposition 3.2.2
τ ×
√
R2n(X,X)R
2
n(Y,Y)
S
=
√(
A2puCov
2
n(X,X) +R′′′
E[U(X,X ′)2]
)(
B2quCov
2
n(Y,Y) +R′′′′
E[U(Y, Y ′)2]
)
p→c.
Notice that Under Assumptions D1 and D4, Proposition 3.2.2 also holds
similarly when X = Y or Y = X. So R′′′ and R′′′′ are both negligible.
Thus, we have √(
n
2
)
R2n(X,Y)√
R2n(X,X)R
2
n(Y,Y)
d→ N(0, 1)
and consequently TR
d→ N(0, 1). Similarly, it can be proved for R = dCov.
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