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MethodAbstract In this research work a new version of Optimal Homotopy Asymptotic Method is
applied to solve nonlinear boundary value problems (BVPs) in finite and infinite intervals. It com-
prises of initial guess, auxiliary functions (containing unknown convergence controlling parameters)
and a homotopy. The said method is applied to solve nonlinear Riccati equations and nonlinear
BVP of order two for thin film flow of a third grade fluid on a moving belt. It is also used to solve
nonlinear BVP of order three achieved by Mostafa et al. for Hydro-magnetic boundary layer and
micro-polar fluid flow over a stretching surface embedded in a non-Darcian porous medium with
radiation. The obtained results are compared with the existing results of Runge-Kutta (RK-4)
and Optimal Homotopy Asymptotic Method (OHAM-1). The outcomes achieved by this method
are in excellent concurrence with the exact solution and hence it is proved that this method is easy
and effective.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Various physical models in Engineering and Science can be
formulated in terms of boundary value problems (BVPs).
These are used in the mathematical modeling of differententities such as visco-elastic flows, hydrodynamic stability
problems, non-Newtonian fluids, and convection of heat [1].
Nonlinear BVPs have numerous applications in almost
every field of Science and Engineering. Applications of first
and second order BVPs can be found in many books at under-
graduate level. First order BVPs are applied in fluid dynamics
e.g. in design of containers and funnels. It can be applied in
heat conduction analysis like design of heat spreaders in micro
electronics and it can also be used in combined heat conduc-
tion and convection e.g. design of heating and cooling
chambers. Second-order BVPs have a variety of applications
in Science and Engineering like the vibration of spring and
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plasmas, the shear deformation of a sandwich beams, draining
and coating flows are modeled by third order problems [2–5].
Many attempts have been made to solve BVPs on finite and
infinite intervals which do arise in Engineering and Applied
Sciences. Numerical methods such as Shooting method [6],
Runge Kutta method [7], Finite difference method [7,8], Finite
element method [9], Radial basis function methods and meth-
ods based on wavelets have been so far helpful. Other approx-
imate methods which are used are Adomian decomposition
method [10–12] and Variation iteration method (VIM) [13,14].
Perturbation and Asymptotic techniques are also widely
applied to achieve analytic approximations of nonlinear BVPs
in science, finance and engineering. Unfortunately, perturba-
tion and asymptotic techniques are dependent upon physical
parameters (small/large) in general and thus are often valid
only for weak nonlinear problems. Therefore, some analytic
approximation methods are needed which are not dependent
upon physical parameters at all and valid for nonlinear prob-
lems. Awell-known method based upon the idea of homotopy
and which is also independent of physical parameters is Homo-
topy Analysis Method (HAM) [15,16]. This idea of homotopy
was introduced by Shijun Liao in his PhD thesis (1992) for the
first time, which is a basic concept in topology and differential
geometry. This method has been used by different researchers
to achieve series solution of different linear and nonlinear
problems [17–19].
Researchers have introduced many other methods based on
HAM and Homotopy Perturbation Method (HPM) [20–24],
for example, OHAM [25–29,31,32], Third alternative of
OHAM [30] and Optimal Homotopy Perturbation Method
(OHPM) [33–36] to get the approximate solution of the nonlin-
ear BVPs. But it is still quite problematic and need new tech-
niques for finding the approximate solutions.
Our purpose in this contribution is to achieve a new version
of OHAM by taking help from the book [30] which produces
more accurate and reliable results than OHAM. The goal is
achieved here by using initial guess, auxiliary functions, auxil-
iary convergence controlling parameters, and a homotopy in a
particular way to make Optimal Homotopy Asymptotic
Method simple and effective. The new version of OHAM is
represented by OHAM-2. Here, nonlinear Riccati equations
[37], nonlinear BVP of order two for thin film flow of a third
grade fluid on a moving belt [32], and nonlinear BVP of order
three achieved by Mostafa et al. for Hydro-magnetic boundary
layer micro-polar fluid flow over a stretching surface embed-
ded in a non-Darcian porous medium with radiation [38,39]
are solved to show the potential of the applied method. The
achieved results are compared with exact solution, RK-4 solu-
tion, and with first version of OHAM (OHAM-1). Numerical
results show that OHAM-2 is found the best in giving better
and more accurate results. It consists of few steps and con-
verges to almost exact solution. The applied method is simple
in learning and easy to apply. This method has great potential
to solve ordinary differential equations of any order. The same
technique can also be extended to solve partial differential
equations, Integro-differential equations and system of differ-
ential equations of physical phenomenon. Here math type and
mathematica 7.0 are for calculations as well as numerical
simulations.2. Materials and methods
2.1. Fundamental concept of OHAM
This method was achieved by Marinca and Herisanu [25–27] in
2008 for the first time and was based on the concept of
homotopy. The method is explained as follows:
Suppose the following boundary value problem:
!ðlðsÞÞ þ fðsÞ ¼ UðlðsÞÞ þ fðsÞ þWðlðsÞÞ ¼ 0;
b lðsÞ; dlðsÞ
ds
 
¼ 0; ð1Þ
where fðsÞ is a known function, p is an embedding parameter, b
is a boundary operator, s is independent variable, and lðsÞ is
an undetermined function. Also ! is a general operator, U is
linear operator, and W is nonlinear operator. In this method
we define a homotopy: Hðmðs; p; ciÞÞ : X ½0; 1 ! R which
satisfies
Hðmðs; p; ciÞÞ ¼ ð1 pÞUðmðs; p; ciÞ þ fðsÞÞ
¼ Hðs; p; ciÞUðmðs; p; ciÞ þ fðsÞÞ
þWðmðs; p; ciÞÞ: ð2Þ
Here sR, X is the domain of interest, Hðs; p; ciÞ is an auxiliary
function which is nonzero for p – 0, Hðs; 0; ciÞ ¼ 0, and
mðs; p; ciÞ is an undetermined function. Clearly, when p ¼ 0
then:
mðs; 0; ciÞ ¼ l0ðs; ciÞ ð3Þ
and when p ¼ 1 then
mðs; 1; ciÞ ¼ lðs; ciÞ: ð4Þ
Therefore, the solution mðs; p; ciÞ changes from l0ðsÞ to lðsÞ as
p changes from 0 to 1. Now the initial guess l0ðsÞ is calculated
from Eq. (2) for p ¼ 0 and we have:
Uðl0ðsÞÞ þ fðsÞ ¼ 0; b l0ðsÞ;
dl0ðsÞ
ds
 
¼ 0: ð5Þ
Now consider the auxiliary function Hðs; p; ciÞ as follows:
Hðs; p; ciÞ ¼ pH1ðs; ciÞ þ p2H2ðs; ciÞ þ    ; ð6Þ
where the auxiliary functions Hiðs; cjÞ; i ¼ 1; 2; . . . depend
upon s and also on cj; j ¼ 1; 2; . . . ; s.
Expand, mðs; p; ciÞ in Taylors series about p as follows:
mðs; p; ciÞ ¼ l0ðsÞ þ
X1
k¼1
lkðs; c1; c2; . . . ; ckÞpk: ð7Þ
Now put Eq. (7) in Eq. (2) and compare the coefficients of the
same powers of p to achieve linear equations as follows
Zeroth order problem:
Uðl0ðsÞÞ þ fðsÞ ¼ 0; b l0ðsÞ;
dl0ðsÞ
ds
 
¼ 0: ð8Þ
First order problem:
Uðl1ðsÞÞ þ fðsÞ ¼ c1W0ðl0ðsÞÞ; b l1ðsÞ;
dl1ðsÞ
ds
 
¼ 0: ð9Þ
The required governing equations for lkðsÞ are given by:
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¼ ckW0 l0ðsÞð Þ þ
Xk1
i¼1
ci U lkiðsÞð Þ½
þWki l0ðsÞ; l1ðsÞ; . . . ; lk1ðsÞð Þ;
k ¼ 2; 3; . . . ; b lk;
dlk
ds
 
¼ 0; ð10Þ
where Wmðl0ðsÞ; l1ðsÞ; l2ðsÞ; . . . ; lmðsÞÞ is the coefficient of pm
when Wðmðs; p; ciÞÞ expand about the embedding parameter p:
Wðmðs; p; ciÞÞ ¼ Wðl0ðsÞÞ
þ
X1
m¼1
Wmðs; l0ðsÞ; l1ðsÞ; . . . ; lmðsÞÞpm: ð11Þ
The series Eq. (11) depends on auxiliary parameters
c1; c2; . . . ; cm. If at p ¼ 1, it is convergent then one has:
mðs; 1; ciÞ ¼ lðs; ciÞ ¼ l0ðsÞ þ
X1
k¼1
lkðs; c1; c2; . . . ; ckÞ: ð12Þ
The mth-order approximate solution become as follows:
lðs; c1; c2; . . . ; cmÞ ¼ elðs; c1; c2; . . . ; cmÞ
¼ l0ðsÞ þ
Xm
i¼1
liðs; c1; c2; . . . ; ciÞ: ð13Þ
Use Eq. (13) in Eq. (1) to achieve the residual as follows:
Rðs; c1; c2; . . . ; cmÞ ¼ !ðelðs; c1; c2; . . . ; cmÞ þ fðsÞÞ
¼ Uðelðs; c1; c2; . . . ; cmÞÞ
þWðelðs; c1; c2; . . . ; cmÞ þ fðsÞÞ: ð14Þ
If R ¼ 0 then the exact solution will be el. When R – 0, espe-
cially in nonlinear problems, then we find the optimal conver-
gence control parameters (Auxiliary parameters)
ci; i ¼ 1; 2; . . . .
Now to find the above values we first construct the
functional,
fðc1; c2; . . . ; cmÞ ¼
Z b
a
R2ðs; c1; c2; . . . ; cmÞds; ð15Þ
and then minimizing it, we have
@f
@c1
¼ @f
@c2
¼    ¼ @f
@cm
¼ 0; ð16Þ
Z b
a
R
@el
@c1
ds ¼ 0;
Z b
a
R
@el
@c2
ds ¼ 0; . . . : ð17Þ
The mth-order approximate solution is calculated if a and b are
in the domain of the problem and also if the auxiliary param-
eters are known. Many methods such as Galerkin’s method
and method of Least Squares are used to find the values of
auxiliary parameters. Besides these methods, Marinca et al.
[25–27] also reported some other methods for this purpose
e.g. the collocation method and Ritz’s method.
2.2. The first version of OHAM (OHAM-1).
We put m ¼ 2 in Eq. (13) to achieve the 1st version of OHAM.
In this case 2nd order approximate solution of 2nd order
becomes as:elðs; 1; ciÞ ¼ l0ðsÞ þ l1ðs; ciÞ þ l2ðs; ciÞ; ð18Þ
where the terms l0; l1 and l2 are achieved from the following
equations: Eqs. (19)–(21) respectively
Uðl0ðsÞÞ þ fðsÞ ¼ 0; b l0;
dl0
ds
 
¼ 0; ð19Þ
Uðl1ðs; ciÞÞ ¼ H1ðs; ciÞW0ðl0ðsÞÞ; b l1;
dl1
ds
 
¼ 0; ð20Þ
Uðl2ðs; ciÞÞ  Uðl1ðs; ciÞÞ
¼ H1ðs; ciÞ½Uðl1ðs; ciÞÞ þW1ðl0ðsÞ; l1ðs; ciÞÞ
þH2ðs; ciÞW0ðl0ðsÞÞ; b l2;
dl2
ds
 
¼ 0:
Taking into account Eq. (20) in the last we can write
Uðl2ðs; ciÞÞ  Uðl1ðs; ciÞÞ
¼ H1ðs; ciÞW1ðl0ðsÞ; l1ðs; ciÞÞ þH2ðs; ciÞW0ðl0ðsÞÞ;
b l2;
dl2
ds
 
¼ 0; ð21Þ
where H2ðs; ciÞ ¼ H21ðs; ciÞ þH2ðs; ciÞ
2.3. New version of OHAM (OHAM-2)[30]
We use Fundamental concept of OHAM to develop new form
of OHAM. Suppose the same BVP as above:
!ðlðsÞÞ þ fðsÞ ¼ UðlðsÞÞ þ fðsÞ þWðlðsÞÞ ¼ 0;
b lðsÞ; dlðsÞ
ds
 
¼ 0; ð22Þ
where !, fðsÞ, U, lðsÞ, W, and b have the same meaning as
above. Let l0ðsÞ be an initial guess of lðsÞ such that
Uðl0ðsÞÞ þ fðsÞ ¼ 0; b l0ðsÞ;
dl0ðsÞ
ds
 
¼ 0: ð23Þ
Let us consider the function mðs; p; ciÞ in the particular form as
mðs; p; ciÞ ¼ l0ðsÞ þ pl1ðs; ciÞ; ð24Þ
where p represents an embedding parameter such that
0 6 p 6 1. Now the 1st-order approximate solution become as:
elðs; ciÞ ¼ lðs; ciÞ ¼ l0ðsÞ þ l1ðs; ciÞ; b elðs; ciÞ; delðs; ciÞds
 
¼ 0;
ð25Þ
where c1; c2; . . . ; cs are auxiliary parameters which will be cal-
culated later. Now we define a family of equations as:
H½Uðmðs; p; ciÞÞ þ fðsÞ;Hðs; ciÞ;Wðmðs; p; ciÞÞ
¼ Uðl0ðsÞÞ þ fðsÞ þ p½Uðl1ðs; ciÞÞ Hðs; ciÞWðl0ðsÞÞ; ð26Þ
which satisfies the properties:
H½Uðmðs; 0; ciÞÞ þ fðsÞ;Hðs; ciÞ;Wðmðs; 0; ciÞÞ
¼ Uðl0ðsÞÞ þ fðsÞ ¼ 0; ð27Þ
H½Uðmðs; 1; ciÞÞ þ fðsÞ;Hðs; ciÞ;Wðmðs; 1; ciÞÞ
¼ Hðs; ciÞ½Uðelðs; ciÞÞ þ fðsÞ þWðelðs; ciÞÞ ¼ 0; ð28Þ
where Hðs; ciÞ– 0 is an auxiliary function and the terms in p2
are omitted. From Eqs. (24) and (25) one gets
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Now compare the coefficients of p0 and p1 in Eq. (26) we get
the required equation of l0ðsÞ specified by Eq. (23) and the
equation of the 1st order approximation l1ðs; ciÞ, i.e.
Uðl1ðs; ciÞÞ ¼ Hðs; ciÞWðl0ðsÞÞ; b l1ðs; ciÞ;
dl1ðs; ciÞ
ds
 
¼ 0;
i ¼ 1; 2; . . . ; s: ð30Þ
Generally, the nonlinear operator may be written as:
Wðl0ðsÞÞ ¼ Rmi¼1hiðsÞgiðsÞ; ð31Þ
where hiðsÞ and giðsÞ are known functions which are depended
upon the functions l0ðsÞ and nonlinear operator W. m is also a
known as an integer. Since, Eq. (30) is non-homogeneous
linear therefore it has two solutions; one is the solution of
corresponding homogeneous equation and the other one is
some particular solutions of the non-homogeneous equation.
So, the solution of Eq. (30) is the sum of the above mentioned
two solutions but in exceptional cases, only particular
solutions may be selected readily. Now suppose the unknown
function l1ðs; cjÞ in the form
l1ðs; cjÞ ¼ Rmi¼1Hiðs; hjðsÞ; cjÞgiðsÞ;
b l1ðs; cjÞ;
dl1ðs; cjÞ
ds
 
¼ 0; j ¼ 1; 2; . . . ; s ð32Þ
or
l1ðs; cjÞ ¼ Rmi¼1Hiðs; gjðsÞ; cjÞhiðsÞ;
b l1ðs; cjÞ;
dl1ðs; ciÞ
ds
 
¼ 0; j ¼ 1; 2; . . . ; s;
ð33Þ
where Hiðs; hj; cjÞ consist of linear combinations of some func-
tions hi, some terms which are given by corresponding homo-
geneous equation and several undetermined parameters cj for
j ¼ 1; 2; . . . ; s. Also m is an arbitrary integer number. Now, if
h1 is a polynomial function such as h1 ¼ s3, then H1ðs; h1; cjÞ
is a combination of polynomials, H1ðs; h1; cjÞ ¼ c1sþ c2s3þ
c3s
7 þ . . . . If h1 is a trigonometric function i.e. if
h1 ¼ SinðcsÞ, then H1ðs; h1; cjÞ ¼ c1SinðcsÞ þ c2CosðcsÞþ
c3Sinð2csÞ þ . . ., Similarly, when h1 is a logarithmic function
i.e. h1 ¼ ‘nðsÞ then H1ðs; h1; cjÞ ¼ c1‘nðsÞ þ c2s‘nðsÞþ
c3s
2‘nð2sÞ þ . . . . WhereHi and m can be defined in many ways.
The solution l1ðs; cjÞ specified by Eq. (32) is not complete solu-
tion of Eq. (30) but elðs; ciÞ given by Eq. (25) is the solution of
Eq. (22). The same considerations can be made for Eq. (33),
where hi and gi are interchangeable. Now in the last putting
the values of l0 and l1ðs; ciÞ in Eq. (25) after finding the opti-
mal values of auxiliary parameters ci; i ¼ 1; 2; 3; . . . ; s to
achieve complete solution of Eq. (22).3. Applications of method
In this section high accuracy of new version of OHAM is
shown over the existing methods in the literature. The
proposed method is applied on some nonlinear boundary value
problems of different orders. As a result, we see that new ver-
sion of OHAM gives best approximation and takes very less
time to produce almost the exact solution.3.1. Model 1. Consider nonlinear Ricatti equation [37].
dl
ds
þ l2  1 ¼ 0; lð0Þ ¼ 0; 0 6 s 6 1: ð34Þ
The exact solution for this problem is
lðsÞ ¼ eses
esþes.
To apply the first version of OHAM, we take:
mðs; p; ciÞ ¼ l0ðsÞ þ pl1ðsÞ þ p2l2ðsÞ; ð35Þ
UðlðsÞÞ ¼ dlðsÞ
ds
; fðsÞ ¼ 1; WðlðsÞÞ ¼ ðlðsÞÞ2;
Hðs; p; ciÞ ¼ pc1 þ p2c2: ð36Þ
Now put the above values in Eq. (2) and compare the
coefficients of same powers of p we get as:
Zeroth order problem:
1þ l0ð Þ0ðsÞ ¼ 0; l0ð0Þ ¼ 0: ð37Þ
First order problem:
1þ c1  c1l0ðsÞ2  l0ð Þ0ðsÞ  c1 l0ð Þ0ðsÞ þ l1ð Þ0ðsÞ ¼ 0;
l1ð0Þ ¼ 0: ð38Þ
Second order problem:
c2  c2l0ðsÞ2  2c1l0ðsÞl1ðsÞ  c2 l0ð Þ0ðsÞ  l1ð Þ0ðsÞ
 c1 l1ð Þ0ðsÞ þ l2ð Þ0ðsÞ ¼ 0; l2ð0Þ ¼ 0: ð39Þ
Solve the above equations to find: u0ðsÞ; u1ðsÞ; u2ðsÞ, put these
values in Eq. (35) and also p ¼ 1, we get the following solution
for a ¼ 0 and b ¼ 1:
lðsÞ ¼ sþ 2
15
s5c21 þ
1
3
s3 2c1 þ c21 þ c2
 
: ð40Þ
Also the residual is given as:
R ¼ 2
3
s4c21 þ s2 2c1 þ c21 þ c2
 
þ sþ 2
15
s5c21 þ
1
3
s3 2c1 þ c21 þ c2
  2
: ð41Þ
Now we use Galerkin’s method to find convergence control
parameters c1 and c2 which are:
c1 ¼ 0:730985; c2 ¼ 0:000907363: ð42Þ
Now use the above values to achieve the following 2nd order
approximate solution from Eq. (35)
l ¼ s 0:308908s3 þ 0:0712452s5; ð43Þ
and residual is given as:
R ¼ 0:926723s2 þ 0:356226s4
þ s 0:308908s3 þ 0:0712452s5 2: ð44Þ
Now to apply the new version of OHAM:
We first find the initial guess l0ðsÞ from the following as:
Zeroth order problem:
1þ l0ð Þ0ðsÞ ¼ 0; l0ð0Þ ¼ 0: ð45Þ
which gives
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
OHAM 2
EXACT
Figure 1 Shows comparison of the exact solution with the
solution obtained by OHAM-2 for model 1. It shows that the
results achieved by the applied OHAM-2 are more better then the
results achieved by OHAM-1.
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Now, since l0ðsÞ ¼ s therefore Wðl0ðsÞÞ ¼ s2, also h1 ¼ s2 and
g1 ¼ 1, therefore according to the Eqs. (31) and (32) we choose
the auxiliary function as
Hðs; ciÞ ¼ H1ðs; h1; ciÞ ¼ c1 þ c2s2 þ c3s4 þ c4s6 þ c5s8: ð47Þ
and put in Eq. (30) we get:
First order problem:
l01ðsÞ ¼ c1 þ c2s2 þ c3s4 þ c4s6 þ c5s8
 
s2; l1ð0Þ ¼ 0: ð48Þ
Now solve the above equations and using Galerkin’s method
to get
c1 ¼ 0:99966; c2 ¼ 0:66175; c3 ¼ 0:353486;
c4 ¼ 0:140554; c5 ¼ 0:0291982; ð49Þ
put the above values of l0, l1, and p ¼ 1 in Eq. 24 to get the
1st order approximate solution as:
l ¼ s 0:33322s3 þ 0:13235s5  0:050498s7
þ 0:0156171s9  0:00265438s11: ð50Þ
Also the residual is given as:
R ¼ 0:99966s2 þ 0:66175s4  0:353486s6 þ 0:140554s8
 0:0291982s10 þ ðs 0:33322s3 þ 0:13235s5  0:050498s7
þ0:0156171s9  0:00265438s11Þ2: ð51Þ
The results for model 1 are shown in Table 1 and Fig. 1.
3.2. Model 2. Consider nonlinear boundary value problem of
order two for thin film flow of a third grade fluid on a moving belt
[32].
d2lðsÞ
ds2
þ 6b dlðsÞ
ds
 2
d2lðsÞ
ds2
m ¼ 0; 0 6 s1; ð52Þ
with initial conditions lð0Þ ¼ 1, l0ð1Þ ¼ 0
To solve this problem by first version of OHAM, we
consider the second order approximation
mðs; p; ciÞ ¼ l0ðsÞ þ pl1ðsÞ þ p2l2ðsÞ; ð53ÞTable 1 Shows comparison of the exact solution, RK-4 solution, err
1, E=Exact-Appro.
s Exact OHAM-1 OHAM-2 E RK 4 E (OHAM-
0. 0.0 0.0 0.0 0.0 0.0
0.1 0.099668 0.0996918 0.0996681 8:0 107 2:4 105
0.2 0.197375 0.197552 0.197376 1:8 107 1:8 104
0.3 0.291313 0.291833 0.291314 2:9 107 5:2 104
0.4 0.379949 0.380959 0.37995 4:3 107 1:0 103
0.5 0.462117 0.463613 0.462118 5:9 107 1:5 103
0.6 0.53705 0.538816 0.53705 7:7 107 1:8 103
0.7 0.604368 0.606019 0.604369 9:6 107 1:7 103
0.8 0.664037 0.665185 0.664038 1:1 106 1:1 103
0.9 0.716298 0.716876 0.716298 1:3 106 5:8 104
1. 0.761594 0.762337 0.761595 1:4 106 7:4 104UðlðsÞÞ ¼ d
2lðsÞ
ds2
; fðsÞ ¼ m; WðlðsÞÞ ¼ 6b dl
ds
 2
d2l
ds2
;
m ¼ 0:5; b ¼ 0:5:
ð54Þ
Now put the above values in Eq. (2) and compare the coeffi-
cients of same powers of p we get as:
Zeroth order problem:
mþ l0ð Þ00ðsÞ ¼ 0; l0ð0Þ ¼ 1; l0ð1Þ ¼ 0: ð55Þ
First order problem:
mþmc1  l0ð Þ00ðsÞ  c1 l0ð Þ00ðsÞ  6bc1 l0ð Þ0ðsÞ2 l0ð Þ00ðsÞ
þ l1ð Þ00ðsÞ ¼ 0; l1ð0Þ ¼ 0; l1ð1Þ ¼ 0: ð56Þ
Second order problem:
mc2  c2ðl0Þ00ðsÞ  6bc2ðl0Þ0ðsÞ2ðl0Þ00ðsÞ
 12bc1ðl0Þ0ðsÞðl1Þ0ðsÞðl0Þ00ðsÞ  ðl1Þ00ðsÞ  c1ðl1Þ00ðsÞ
 6bc1ðl0Þ0ðsÞ2ðl1Þ00ðsÞðl2Þ00ðsÞ ¼ 0;
l2ð0Þ ¼ 0; l2ð1Þ ¼ 0: ð57Þ
Solve the above equations to obtain: u0ðsÞ; u1ðsÞ; u2ðsÞ and
applyingors and residuals achieved by OHAM-1 and OHAM-2 for model
1) E (OHAM-2) Residual (OHAM-1) Residual (OHAM-2)
0.0 0.0 0.0
1:0 107 7:0 104 3:0 106
6:3 107 2:5 103 7:4 106
1:3 106 4:6 103 5:9 106
1:5 106 6:0 103 1:3 106
9:6 107 5:5 103 5:2 106
5:7 107 2:9 103 6:4 108
8:0 107 1:3 103 4:6 106
8:9 107 4:7 103 2:0 106
4:1 107 3:0 103 1:1 106
5:1 107 1:0 102 1:4 105
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c1 ¼ 0:621247976; c2 ¼ 0:034655409: ð58Þ
Now use the above values and also p ¼ 1 in Eq. (53) to achieve
the following 2nd order approximate solution for a ¼ 0 and
b ¼ 1:
l ¼ 1 0:424782sþ 0:173356s2  0:00920879s3
þ 0:0626067s4  0:0361827s5 þ 0:00603045s6; ð59Þ
and
R ¼ 0:153287 0:0552527sþ 0:751281s2  0:723654s3
þ 0:180914s4 þ 3  ð0:346713 0:0552527sþ 0:751281s2
 0:723654s3 þ 0:180914s4Þð0:424782þ 0:346713s
0:0276264s2 þ 0:250427s3  0:180914s4 þ 0:0361827s5Þ2:
ð60Þ
Now we use the new version of OHAM: Since,
UðlðsÞÞ ¼ d
2lðsÞ
ds2
m; WðlðsÞÞ ¼ 6b dlðsÞ
ds
 2
d2lðsÞ
ds2
;
fðsÞ ¼ m: ð61Þ
Let l0ðsÞ be the initial guess then
Zeroth order problem:
mþ l0ð Þ00ðsÞ ¼ 0; l0ð0Þ ¼ 1; l0ð Þ0ð1Þ ¼ 0: ð62Þ
which gives
l0ðsÞ ¼
1
2
2 2msþms2 : ð63Þ
Since, WðlðsÞÞ ¼ 6bðdlðsÞ
ds
Þ2 d2lðsÞ
ds2
, therefore Wðl0ðsÞÞ ¼
6bðdl0ðsÞ
ds
Þ2 d2l0ðsÞ
ds2
¼ 0:375ð1:þ 1:sÞ2. Also h1 ¼ ð1:þ 1:sÞ2
and g1 ¼ 0:375. Now we choose the auxiliary function as
Hðs; ciÞ ¼ c1 þ c2sþ c3s2 þ c4s3 þ c5s4; ð64Þ
and solve the equation given below to get l1ðsÞ.
First order problem:
l001ðs; ciÞ ¼ c1 þ c2sþ c3s2 þ c4s3 þ c5s4
 
Wðl0ðsÞÞ;
l1ð0Þ ¼ 0; l1ð Þ0ð1Þ ¼ 0: ð65Þ
Now put the values of l0ðsÞ, l1ðsÞ; p ¼ 1 in Eq. (24) and using
Galerkin’s method to obtainTable 2 Shows comparison of the errors, residuals achieved by RK
s RK-4 OHAM-1 OHAM-2 Error b/w RK-4
and OHAM-1
Error b
0. 1.0 1.0 1.0 0.0 0.0
0.1 0.959268 0.959252 0.959269 1:5 105 8:1
0.2 0.9219695 0.921993 0.92197 2:3 105 5:2
0.3 0.8882986 0.888342 0.888299 4:3 105 3:5
0.4 0.8584654 0.858492 0.858466 2:6 105 1:1
0.5 0.8326892 0.832673 0.832689 1:6 105 1:0
0.6 0.8111930 0.811131 0.811193 6:1 105 7:1 10
0.7 0.7941932 0.794098 0.794193 9:4 105 2:5 10
0.8 0.7818867 0.781775 0.781887 1:1 104 3:3 10
0.9 0.7744327 0.774317 0.774433 1:1 104 8:8 10
1. 0.7719358 0.77182 0.771936 1:1 104 7:8 10c1 ¼ 0:466574; c2 ¼ 0:479982; c3 ¼ 0:176709;
c4 ¼ 0:396351; c5 ¼ 0:521683: ð66Þ
Use the above values we get the 1st order approximate solution
as
l ¼ 1 0:423856sþ 0:162517s2 þ 0:0283229s3
þ 0:00989628s4  0:00980466s5 þ 0:0142209s6
 0:0128546s7 þ 0:00349341s8; ð67Þ
and residual as
R ¼ 0:174965þ 0:169937sþ 0:118755s2  0:196093s3
þ 0:426628s4  0:539894s5 þ 0:195631s6
þ 3  ð0:325035þ 0:169937sþ 0:118755s2  0:196093s3
þ 0:426628s4  0:539894s5 þ 0:195631s6Þð0:423856
þ0:325035sþ 0:0849687s2 þ 0:0395851s3  0:0490233s4
þ0:0853257s5  0:0899823s6 þ 0:0279473s7Þ2: ð68Þ
The results for problem 2 are shown in Table 2 and Fig. 2.
3.3. Model 3. Consider nonlinear boundary value problem of
order three obtained by Mostafa et al., for hydromagnetic
boundary layer micropolar fluid flow over a stretching surface
embedded in a non-Darcian porous medium with radiation [38].
d3l
ds3
þ l d
2l
ds2
 
 dl
ds
 2
 dl
ds
¼ 0; ð69Þ
with initial conditions lð0Þ ¼ 1, l0ð0Þ ¼ 1, l0ð1Þ ¼ 0.
To solve this problem by first version of OHAM, we con-
sider the second order approximation:
mðs; p; ciÞ ¼ l0ðsÞ þ pl1ðsÞ þ p2l2ðsÞ; ð70Þ
UðlðsÞÞ ¼ d
3lðsÞ
ds3
 dlðsÞ
ds
; fðsÞ ¼ 0;
WðlðsÞÞ ¼ lðsÞ d
2lðsÞ
ds2
 
 dlðsÞ
ds
 2
: ð71Þ
Now put the above values in Eq. (2) and compare the coeffi-
cients of same powers of p we get as:-4, OHAM-1 and OHAM-2 for model 2.
/w RK-4 and OHAM-2 Residual OHAM-1 Residual OHAM-2
3:4 102 2:2 104
107 6:9 103 3:0 105
108 3:7 103 1:0 105
108 5:2 103 9:5 106
107 2:8 103 1:0 105
107 3:8 105 6:3 106
8 1:7 103 7:9 106
9 2:0 103 6:3 106
8 1:2 103 4:2 106
8 3:8 104 2:6 106
8 2:2 1016 9:7 1017
0.0 0.2 0.4 0.6 0.8 1.0
0.005
0.000
0.005
0.010
OHAM 2
OHAM 1
Figure 2 Shows comparison of the residuals obtained by
OHAM-1 and OHAM-2 for model 1. It shows that the residuals
gained by the applied OHAM-2 are more better then the residuals
gained by OHAM-1.
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 l0ð Þ0ðsÞ þ l0ð Þð3ÞðsÞ ¼ 0; l0ð0Þ ¼ 0; l00ð0Þ ¼ 1;
l00ð1Þ ¼ 0: ð72Þ
First order problem:
ðl0Þ0ðsÞ þ c1ðl0Þ0ðsÞ þ c1ðl0Þ0ðsÞ2  ðl1Þ0ðsÞ  c1l0ðsÞðl0Þ00ðsÞ
 ðl0Þð3ÞðsÞ  c1ðl0Þð3ÞðsÞ þ ðl1Þð3ÞðsÞ ¼ 0; l1ð0Þ ¼ 0;
l01ð0Þ ¼ 0; l01ð1Þ ¼ 0: ð73Þ
Second order problem:
c2ðl0Þ0ðsÞ þ c2ðl0Þ0ðsÞ2 þ ðl1Þ0ðsÞ þ c1ðl1Þ0ðsÞ
þ 2c1ðl0Þ0ðsÞðl1Þ0ðsÞ  ðl2Þ0ðsÞ  c2l0ðsÞðl0Þ00ðsÞ
 c1l1ðsÞðl0Þ00ðsÞ  c1l0ðsÞðl1Þ00ðsÞ  c2ðl0Þð3ÞðsÞ
 ðl1Þð3ÞðsÞ  c1ðl1Þð3ÞðsÞ þ ðl2Þð3ÞðsÞ ¼ 0;
l2ð0Þ ¼ 0; l02ð0Þ ¼ 0; l02ð1Þ ¼ 0: ð74Þ
Solve the above equations to obtain: u0ðsÞ; u1ðsÞ; u2ðsÞ and
applying
Galerkin’s method to find c1; c2.
c1 ¼ 0:371518; c2 ¼ 0:0214587: ð75Þ
Now use the above values and also p ¼ 1 in Eq. (35) to get
l ¼ s 0:704162s2 þ 0:329757s3  0:112944s4
þ 0:0300388s5  0:00647298s6 þ 0:00116634s7
 0:00018001s8 þ 0:0000242493s9
 2:894357989473559 106s10
þ 3:0985455500750153 107s11
 3:005345019770448 108s12; ð76ÞR ¼ 0:978541 1:30233sþ 0:813055s2  0:324983s3 þ 0:0947367s4  0:0216455s5
þ 0:00405729s6  0:000643856s7 þ 0:0000885124s8  0:000010727s9
 3:408400105082517 106s10 þ 3:6064140237245376 107s11
 ð1 1:40832sþ 0:989271s2  0:451775s3 þ 0:150194s4  0:0388379s5 þ 0:00816435s6  0:00144008s7
þ0:000218244s8  0:0000289436s9 þ 3:408400105082517 106s10  3:6064140237245376 107s11Þ2
þð1:40832þ 1:97854s 1:35533s2 þ 0:600775s3  0:194189s4 þ 0:0489861s5  0:0100806s6 þ 0:00174595s7
0:000260492s8 þ 0:000034084s9  3:967055426096992 106s10Þðs 0:704162s2 þ 0:329757s3  0:112944s4
þ0:0300388s5  0:00647298s6 þ 0:00116634s7  0:00018001s8 þ 0:0000242493s9  2:894357989473559 106s10
þ3:0985455500750153 107s11  3:005345019770448 108s12Þ:
ð77ÞNow we use the new version of OHAM:
Firstly, we find initial guess l0ðsÞ which can be determined
by supposing
l0ðsÞ ¼ aþ beqs; ð78Þ
which satisfies the boundary conditions l0ð0Þ ¼ 0; l00ð0Þ ¼ 1
and l00ð1Þ ¼ 0 in an infinite interval, where a; b and q are
unknowns that can be determined as follows: Using the above
conditions, we get a ¼ 1=q and b ¼ 1=q and therefore the
above equation becomes as
l0ðsÞ ¼ 1=q 1=qeqs: ð79ÞNow to find q we put the value of l0ðsÞ in the residual
R0 ¼ d
3l0ðsÞ
ds3
þ l0ðsÞ
d2l0ðsÞ
ds2
 
 dl0ðsÞ
ds
 2
 dl0ðsÞ
ds
ð80Þ
and use the equation asZ 1
0
eqsR0ds ¼ 0: ð81Þ
From the above we get
 1
q
þ q
2
¼ 0; ð82Þ
which gives q ¼ ﬃﬃﬃ2p and sol0ðsÞ ¼
1ﬃﬃﬃ
2
p  e

ﬃﬃ
2
p
sﬃﬃﬃ
2
p : ð83Þ
Now to find l1ðsÞ we choose the auxiliary function as
Hðs; ciÞ ¼ c1 þ c2s2 and Wðl0ðsÞÞ ¼ e2
ﬃﬃ
2
p
s þ e
ﬃﬃ
2
p
s
 ﬃﬃﬃ2p e ﬃﬃ2p s 1ﬃﬃ
2
p  e
ﬃ
2
p
sﬃﬃ
2
p
	 

. Use the above values in the following
equation.
First order problem:
l0001 ðsÞ  l001ðsÞ ¼ c1 þ c2sð ÞWðl0ðsÞÞ;
l1ð0Þ ¼ 0; l1ð Þ0ð0Þ ¼ 0; l1ð Þ0ð1Þ ¼ 0:
ð84Þ
Table 3 Shows comparison of the errors, residuals achieved by RK-4, OHAM-1 and OHAM-2 for model 3.
s RK-4 OHAM-1 OHAM-2 Error b/w RK-4 and
OHAM-1
Error b/w RK-4 and
OHAM-2
Residual
OHAM-1
Residual
OHAM-2
0. 0.0 0.0 0.0 0.0 0.0 2:1 102 0
0.1 0.09325050 0.0932771 0.0932508 2:7 105 3:3 107 1:2 102 0
0.2 0.1742030 0.1743 0.174204 9:7 105 5:7 107 6:3 103 0
0.3 0.2444810 0.244683 0.244481 2:0 104 7:4 107 2:2 103 0
0.4 0.305490 0.30583 0.305491 3:4 104 8:5 107 1:6 104 0
0.5 0.3584540 0.358966 0.358455 5:1 104 9:2 107 1:4 103 0
0.6 0.4044330 0.405155 0.404434 7:2 104 9:6 107 1:7 103 0
0.7 0.4443480 0.445323 0.444349 9:7 104 9:8 107 1:3 103 0
0.8 0.4790 0.480274 0.479001 1:3 103 9:7 107 4:8 104 0
0.9 0.5090820 0.510705 0.509083 1:6 103 9:5 107 6:6 104 0
1. 0.535196 0.537225 0.535197 2:0 103 9:1 107 2:0 103 0
0.0 0.2 0.4 0.6 0.8
0.004
0.002
0.000
0.002
0.004 OHAM 2
OHAM 1
Figure 3 Shows comparison of the residuals obtained by
OHAM-1 and OHAM-2 for model 2. It shows that the residuals
achieved by the applied OHAM-2 are more better then the
residuals achieved by OHAM-1.
0.0 0.2 0.4 0.6 0.8 1.0
0.004
0.003
0.002
0.001
0.000
0.001 OHAM 2
OHAM 1
Figure 4 Shows comparison of the residuals obtained by
OHAM-1 and OHAM-2 for model 3. It shows that the residuals
gained by the applied OHAM-2 are more better then the residuals
gained by OHAM-1.
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l1ðsÞ ¼ 0 ð85Þ
and so we get the 1st order approximate solution by using (Eq.
24) and p ¼ 1 as
lðsÞ ¼ 1ﬃﬃﬃ
2
p  e
 ﬃﬃ2p sﬃﬃﬃ
2
p : ð86Þ
Putting this value in the following equation
R ¼ d
3lðsÞ
ds3
þ lðsÞ d
2l
ds2
 
 dl
ds
 2
 dl
ds
; ð87Þ
to get
R ¼ 0: ð88Þ
The results for problem 3 are shown in Table 3 and Fig. 3.
4. Representation of achieved results in the form of tables and
figures
In this section we show the results achieved by our new version
of OHAM in the form of tables and figures. A comparison of
exact solution, RK-4 solution, OHAM-1 solution, and
OHAM-2 solution is shown. Errors and residuals are also
shown in this section.5. Summary and conclusion
In view of the above analytical developments, in this manu-
script a new analytical approach has been applied successfully
to three nonlinear boundary value problems forming in differ-
ent nonlinear phenomena and giving more accurate results
than the other analytical techniques. The use of auxiliary func-
tions containing optimal convergence control parameters
which can be optimally determined by Galerkin’s method
increases the accuracy. The accuracy is also improved with
increase in the number of auxiliary parameters in the auxiliary
function. This is a good idea achieved after solving three non-
linear boundary value problems forming in different nonlinear
phenomena. The use of suitable initial guess also increased the
accuracy. The accuracy given by HAM, OHAM, HPM,
MHPM, DTM, and VIM is good but the results achieved by
our new version of OHAM are more accurate and have a vivid
agreement with the numerical solution as well as with the exact
solution. The applied method has great potential for the solu-
tion of nonlinear problems of any order. This method can also
be used for the solution of Partial differential equations, Inte-
gro differential equations, and their systems. It needs less num-
ber of iterations to get more accurate results which shows the
New version of Optimal Homotopy Asymptotic Method 2819advantage of the method. In fact, the principal potency of the
suggested method is its fast convergence and this is proved by
comparing the analytic solutions obtained via numerical simu-
lation or other known techniques. The results obtained by RK-
4, OHAM-1 and OHAM-2 are shown in tabular form as well
as graphically. Table 1: Shows comparison of the exact solu-
tion, errors and residuals achieved by OHAM-1 and
OHAM-2 for model 1. The results are shown graphically in
Figs. 1 and 2. In Tables 2 and 3 the errors among RK-4,
OHAM-1 and OHAM-2 are compared for model 2 and model
3. The achieved results are also shown graphically in Figs. 3
and 4. It shows that the errors and residuals gained by the
applied OHAM-2 are far better than the errors and residuals
gained by OHAM-1.
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