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Similarité par détournement de méthodes d’apprentissage
supervisées - Application à la découverte de connaissances
dans les contenus multimédias
Résumé : La découverte de connaissances se définit comme la tâche d’ extraire d’une base
de données de l’information, jusque là inconnue, telle que des motifs récurrents ou bien des
informations de structure. Le clustering est un des sous-domaines de la découverte de connaissances
et consiste à regrouper les données de telle sorte que deux échantillons se trouvant dans un même
cluster soient similaires, et inversement. Les algorithmes de clustering usuels requièrent une
fonction de similarité sur les échantillons, donnée en entrée, qui doit être calibrée en fonction
du format des données et de l’application considérée. Cependant, définir une telle fonction
manuellement est une tâche fastidieuse, notamment si l’utilisateur possède peu d’information a
priori sur la similarité, ou bien si la structure des données en entrée est complexe.
L’objectif de ce travail est d’étudier une méthode pour construire automatiquement une mesure
de similarité dans un cadre non supervisé, en tirant avantage de techniques de classification
usuelles. Bien que l’entrâınement d’un système supervisé requiert normalement une base de
données d’apprentissage déjà annotée, plusieurs travaux récents ont montré qu’il était possible
d’exploiter des classifieurs dans un cadre d’apprentissage synthétique afin d’inférer une notion de
similarité sur les données.
Dans ce rapport, nous introduisons un algorithme,  SIC  (Similarity by Iterative Classifi-
cations), qui reprend cette idée de détournement de classifieurs pour construire une mesure de
similarité, et étudions plusieurs de ses propriétés d’un point de vue théorique et pratique. Nous
proposons ensuite une implémentation en parallèle de SIC que nous utilisons pour évaluer la
méthode sur trois applications de découverte de connaissances dans des contenus multimédias.
Les résultats montrent que dans la plupart des cas, l’approche proposée tire profit du classifieur
sous-jacent et permet d’obtenir de meilleures performances que les similarités généralement
utilisées pour ces problèmes.
Mots-clés : apprentissage non supervisé, découverte de connaissances, multimedia, inférence
de similarité, clustering, data mining
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Introduction
In the domain of data mining, the task of knowledge discovery deals with inferring new and
previously unknown information from a dataset. This covers a wide range of sub-problems such as,
for instance, extracting frequent patterns in a database, which often convey meaningful structural
information (e.g., finding frequent items and items associations in customers’ purchases), or fitting
a model to a dataset in the form of a function or probability distribution (e.g., regression, text
modeling). In this work, we focus more specifically on discovering structural similarities between
samples of a given dataset in an unsupervised manner. In particular, we apply and evaluate the
proposed approach in the framework of cluster analysis (or clustering), which is the problem of
grouping data samples such that two points in the same cluster are similar according to an input
distance measure (or equivalently, a similarity measure), and conversely, two samples in different
clusters are as dissimilar as possible. As it turns out, many knowledge discovery tasks can be
formulated as such. For example, finding frequent patterns in a dataset amounts to grouping the
samples according to their similarity so that each cluster represents the “equivalence class” of a
potential pattern.
Building a good clustering algorithm raises two main issues. The first one is that of selecting
an adequate underlying similarity measure between data samples, which is critical for obtaining
meaningful clusters. However, this choice is highly dependent on the features used to describe
the input data, and on the characteristics we are interested in the cluster analysis to bring into
light. The second issue is the clustering process itself, which, taking these distance constraints
as input, constructs a partitioning of the dataset. The performance of the process is strongly
influenced by the data distribution and application at hand. At the same time, due to the rapid
advances in data acquisition in recent years, databases are often very large, thus requiring a
further need for computational efficiency, both for distance computations and clustering. In
this report, we tackle the first problem, which is to define an input similarity measure between
samples when limited prior knowledge is available. As we will discuss in more details later, it
sometimes proves difficult to find a suitable input similarity measure for clustering tasks. When
usual similarity measures are not suited, users have to manually define an appropriate measure
for a particular task, which is challenging in case of complex data structures or lack of prior
knowledge for example. To alleviate this construction problem, we investigate a method that
automatically builds an adequate similarity measure in an unsupervised framework.
The proposed approach relies on the following thought: Intuitively, clustering is very similar
to classification, which is the task of associating a data point x with a label y belonging to a set
of classes, Y, defined beforehand. However they differ in essence. First, for classification, the
class space is known, as well as the number of clusters and what they represent. Secondly, it is a
supervised task, which means we have access to an annotated database (i.e., a subset of samples
with their ground-truth class). Thus the usual workflow is to identify characteristics of the classes
using this training database in order to later correctly classify new, never seen, inputs. Clustering
works the other way round as it uses non-annotated input samples to form clusters, and only
then the result is used to determine specific characteristics of the data samples that may have led
to this particular clustering. Clustering is a fundamentally unsupervised task, in the sense that it
does not require any direct prior information about the clusters. The core idea of this work is
to take advantage of the discriminative power of supervised classification techniques, and divert
them for the purpose of discovering structural similarities between samples. In recent years, this
process has been applied to various domains [Liu et al., 2000] such as medical analysis [Shi and
Horvath, 2006] and knowledge discovery in multimedia content [Claveau and Ncibi, 2014]
[Claveau and Gros, 2014]. More specifically, all these articles propose to infer a similarity
measure by diverting usual supervised learning algorithms, under the assumption that two objects
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often classified together share some resemblance. Following this idea, the approach proposed in
this report will be referred to as ’similarity by iterative clustering’ (SIC). To assess the quality
of the method, we use the SIC measure as input to several knowledge discovery tasks. In fact,
SIC provides several advantages for this purpose. First, SIC abstracts the problem of explicitly
defining the similarity measure. Furthermore, SIC infers similarity information directly from
the data at hand, hence chances are it is better fitted than a measure defined without any prior
insights. On the other hand, a major difficulty is the lack of prior information. For instance, data
samples in clustering tasks are unlabeled, thus an adequate synthetic supervised framework must
be built before applying supervised classification techniques. Besides, in this unsupervised setting
we do not know what the ideal similarity should be like, which makes it difficult to tune the
algorithm (e.g., learning parameters, convergence criterion).
In this report, we first give a definition of the clustering task in general, and explain how the
current issues motivate the proposed approach. We also review related work more specific to
the process of diverting supervised learning techniques for the purpose of cluster analysis. The
second section describes the main contribution, which is a theoretical and practical study of SIC.
In particular, it contains a probabilistic model of the obtained similarity function. In the third
section, we report experiments using our implementation of SIC on two knowledge discovery
tasks on multimedia content, namely, unsupervised labeling of named entities in text documents
and motif discovery in audio content. We choose to use two very different datasets (in terms of
data types, learning algorithms, scales. . . ) in order to explore the properties of SIC in different
settings. These two frameworks are typical situations where it is difficult to define an adequate
similarity measure on the data samples because of the lack of prior knowledge. Lastly, we report
results in a different framework, for the problem of nearest neighbors retrieval. The task is to
retrieve words that are semantically related in an unsupervised manner. In the last section, we
study some additional properties of SIC in practice, in particular its convergence speed.
1 State of the art and motivation
In this section, we introduce scientific background relative to the task of cluster analysis. The first
subsection contains a description and comparison of several state-of-the-art clustering techniques,
as well as definitions for a few classic clustering evaluation measures. We also further motivate the
goal of this work with considerations about the influence of the input distance choice on resulting
clusters. The second subsection presents previous work on the idea of diverting supervised learning
techniques for application to clustering. We also review the three applications that we consider.
1.1 State of the art in cluster analysis
1.1.1 Problem formulation
Definition. Let the dataset, X , be a set of D points, X = {x1 . . . xD}, lying in a space E , the
data description domain. A clustering of X is a set of groups of samples C = {C1 . . . Ck} that
cover the whole dataset; i.e., ∀i ∈ J1; kK, Ci 6= ∅, Ci ⊂ X and X =
⋃
i Ci. The sets Ci are called
clusters, and their number, k, is not necessarily known beforehand. Note that the term clustering
refers to the problem of finding the clusters as well as the resulting partition of the data space.
In the most usual definition, the clusters are required to be disjoint (∀i 6= j, Ci ∩ Cj = ∅),
thus each data point belongs to only one cluster. This definition of the problem is sometimes
called hard or crisp clustering. However, this requirement is softened in some frameworks. For
instance, hierarchical clustering methods form a hierarchy of clusters, which therefore has a
tree-like nested structure. Intuitively, each level of the hierarchy yields a different regular hard
Inria
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Fuzzy Clustering
For each point, its degrees of 
membership to each cluster
  is given in the form of a pie chart.
A hard clustering can easily be
deduced from a fuzzy partition by 
assigning a sample to the cluster of 




Hierarchical Clustering with 
agglomeration strategy: initially, at level 0,
 each individual sample is a cluster.
Then as the level goes up, clusters are
merged with one another with those 
that are closest to them.
Hierarchical Clustering (Hard) Clustering
Hard Clustering with 3 clusters: 
The data space is divided into 3 
disjoint sets corresponding to the 
zones with high density of points.
k = 3
Input Data Space 
Outlier
In the middle of two
well-defined groups 
of samples
Figure 1: Hard Clustering and its variants illustrated. Left is a hierarchical clustering built with
an agglomeration strategy; The middle column is a hard clustering with 3 clusters; Finally, the
right column presents the corresponding fuzzy partition, with 3 clusters as well.
clustering, and any cluster of the n-th level is included in some cluster of the (n + 1)-th level.
Similarly, in fuzzy clustering methods, for each sample, a degree of membership to each cluster is
computed, instead of directly returning the cluster it belongs to. This information is especially
useful when the point’s membership to a cluster is not obvious, for example, when it lies at the
border of a cluster. We illustrate how these variants differ in terms of output in Figure 1. In this
section, we stick to the usual framework as we introduce the state of the art for hard clustering.
However, the similarity construction process we present in this report is not subject to such
restriction and can be given as input to any type of clustering.
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Goals and issues. Intuitively, a good clustering should minimize the intra-class distance (i.e.,
points in the same cluster should be similar) and maximize the inter-class distance (i.e., any two
points in different clusters share little resemblance). This notion of similarity is defined by an
input distance d : E × E → R.
The first issue is the process of building the clusters, which mostly depends on the data
distribution and the expected number of clusters. For example, the dataset may contain outliers,
corresponding to regions with few observations. In these cases, the algorithm chooses between
adding the point to another cluster (which may lead to unbalanced or distorted clusters since
outliers are far away from all other samples), or creating a new separate cluster (which may lead
to unnecessary partitions and a surplus of clusters). Secondly, clustering techniques usually do
not rely on any (or few) prior information on the clusters. This is an unsupervised framework
and this lack of information is one of the challenges to overcome. However, indirect knowledge on
the clusters can be introduced through the parameters of the algorithm. This raises questions
such as how to choose (or dynamically determine) the number of clusters, and whether to search
for specific-shaped clusters (e.g., ellipses, bounding boxes) or not.
The second main issue is the choice of the input distance, d, which is linked with how the
data is described in practice, and should reflect the characteristics we want the final clustering to
exhibit. This distance strongly impacts the resulting clusters and how meaningful they are for
the application considered. For instance, let us consider a clustering problem on audio signals
described as real-valued vectors. If we are interested in grouping together exact repetitions of the
same pattern, then a simple Euclidean distance is befitting. However, in most real-life applications,
measures taking temporal distortions in the audio signal into account, such as dynamic time
warping (DTW), are better suited.
These two issues, i.e., the partitionning process and the choice of the distance function, are
addressed in further details in the remaining of the section.
1.1.2 Building a partition
A) Taxonomy of cluster analysis algorithms. Cluster analysis is a popular problem that
has been studied in many domains, which led to a wide variety of clustering algorithms, each
having specific constraints and advantages. Based on a 2005 survey [Rui and Wunsch II,
2005], we describe several usual clustering techniques in this subsection.
Error-based optimization. Cluster analysis can be formulated as an optimization problem,
where the clusters are refined until some error function reaches a minimum. A well-known example
is the k-means algorithm, which aims at finding the clustering that minimizes the distances
from any sample to the centroid (mean) of its cluster. The core idea of k-means is to iteratively
build clusters around k centroids until the whole partition is stable (i.e., no or few changes
between consecutive iterations). An example of the workflow of the algorithm is presented in
Figure 2. Note that this algorithm can also be formulated as a steepest descent, and since the
function to minimize here is not necessarily convex, the convergence towards a global minimum is
not guaranteed [Bottou and Bengio, 1995]. Some other clustering algorithms yield a global
minimum solution, however they are computationally expensive because they explore more of the
optimization space.
The main advantage of the k-means algorithm is its simplicity. However, it requires the
number of clusters, k, which may be unknown, as an input. Furthermore, the initialization of the
centroids influences the result and should hence be carefully considered. Another short-coming is
that the resulting clusters have a constrained shape and tend to be of similar size; In fact, they
can be seen as Voronöı cells centered on their centroid. Hence, k-means are best suited for convex
clusters. Finally, the input distance, d, has to be defined on the whole domain, E , in order to
Inria
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Final (ideal) output2. Update
Recompute the centroid
(mean) of each cluster 
1. Assignment
Assign each sample to the 
cluster of the closest centroid 





(Stabilization of the partition)
Figure 2: Workflow of the k-means algorithm for k = 4; The input parameters are the data
samples, the distance d, and the number of clusters k. The algorithm outputs a hard clustering
of k clusters.
compute distances between the data samples and newly-computed centroids. Some techniques
only need d to be defined on the dataset X : This is the case for the k-medoids algorithm (or
Partition Around M edoids). It is a variant of k-means where instead of choosing a centroid as the
cluster representative, a medoid (the most centrally located point in the cluster) is used. These
two notions are conceptually similar, with the difference that a medoid always belongs to the
dataset X .
Density-based clustering. Density-based clustering methods build clusters as regions of
the data space containing a high density of points, separated by empty or low-density regions. A
classical example is the density-based spatial clustering of applications with noise (DBSCAN)
algorithm, which takes as input a distance ε (size of the considered neighborhoods) and a minimum
support m (which controls the clusters’ density). The idea of the algorithm is to iteratively
expand clusters by browsing each sample’s ε-neighborhood (i.e., all points lying at a distance less
than ε from the considered sample). Let x be a sample visited during the expansion of a cluster
C. If x’s neighborhood contains more than m points, it is considered as a dense region and x
is added to the cluster C (if not already assigned to another cluster). On the contrary, if the
neighborhood contains less than m points, then x belongs to a sparse region and is marked as
outlier.
This algorithm has several advantages over the k-means. In fact, DBSCAN does not require
the number of clusters as input, and is able to manage and detect outliers. Furthermore, no
computations of new distances on the data domain is required, and finally, it is suited for arbitrary-
shaped clusters. However, DBSCAN requires information about the size of neighborhoods to
explore, ε, as well as the clusters’ average density (support parameter m). Both parameters are
fixed inputs, which leads the algorithm to search for clusters with similar density.
Graph clustering. Graph clustering algorithms identify clusters as connected components
in a graph, such that the total edges’ weight is low between two different components and high
inside a component. To fit the framework of graph clustering, the dataset can be seen as a graph
whose vertices are the data samples, and whose weighted edges represent the distance function d
(possibly with a threshold to dismiss edges between very dissimilar points).
Graph clustering algorithms are usually based on random walks on the graph, as for example the
Markov cluster algorithm (MCL) [van Dongen, 2000]. This algorithm relies on the assumption
that if a dense cluster is visited during a random walk on the graph, then the walk will likely
stay in the same region until many of its vertices have been visited. The clusters are built by
RR n° 8880
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iteratively updating the transitions weights of the walk, forcing the flow to concentrate in high
density regions. Intuitively, this family of algorithms is similar to density-based clustering (focus
on high density regions, random walk on the samples. . . ) and has similar advantages over the
k-means. The main difference is that MCL does not require a minimum density threshold as
input parameter, but therefore can not use such a threshold to mark outliers, as it was the case
with DBSCAN.
Spectral clustering. From a general point of view, spectral clustering refers to the family
of clustering algorithms that transform the original dataset in order to obtain a new space where
the clustering problem is easier, and then, apply simpler clustering techniques (such as k-means)
on this new space. A classic example is to use the reduced eigenspace of the similarity matrix
instead of the original dataset. The intuition is the same as dimension reduction methods that
work on the eigenspace rather than the original space in order to exhibit the most important
directions of the original dataset (e.g., principal component analysis). Finally, spectral clustering
algorithms can be reformulated as graph clustering algorithms, and share the same advantages.
B) About the distance choice. A common point of those algorithms is that they all require
an explicit input distance or similarity information. As already mentioned, this measure is an
essential factor, as its discriminative power will strongly influence the resulting clusters. Note that
instead of true metric distances defined on the whole data domain, E × E , some algorithms only
require a similarity measure defined on the dataset X × X only (e.g., k-medoids). As a matter of
fact, it is always possible to extend such restricted distance to the whole domain, for instance
by building a Mahalonobis distance respecting the restricted distance constraints using metric
learning [Kulis, 2013]. Another solution is to project the data samples on Rd with respect to
the similarity constraints. This can be done using the multi-dimensional scaling (MDS) algorithm
for example [Cox and Cox, 2000].
In any case, the choice of the input similarity strongly depends on the feature representation
of the data samples. When the data domain is a metric space, a natural choice is to rely on its
underlying distance. For example, if data samples are real-valued vectors of numerical attributes,
the Euclidean distance, or more generally Minkowski distances, are commonly used. There are
many other possible choices, and each of them leads to particular geometrical properties on the
clusters. For instance, the k-means algorithm is often coupled with the Euclidean distance, which
tends to form hyper-spherical clusters. For categorical data, i.e., attributes whose value are in a
discrete set of values with no total order, the task is more complicated as there is no underlying
metric, and often depends on the meaning of each attribute. In fact, the problem is not only
to compare the different values of a categorical attribute (e.g., is “blue” closer to “green” than
“yellow” is to “red”?), but also how to estimate the relative importance of each attribute (e.g., is
color more important than edges information when comparing images ?). A classic similarity
measure for categorical data is the Hamming similarity, which simply counts the number of
categorical attributes for which two samples have the same value. This obviously eludes a lot
of information, but little can be done when there is no sufficient prior knowledge. See [Boriah
et al., 2008] for a more detailed survey of similarity measures for categorical data.
Lastly, in more complex cases (e.g., mixed attributes type, complex data structures, particular
application), there is often no conventional similarity measure to use. For example, if data samples
are described by histograms, they can be seen as real-valued vectors whose order and relative
positions of the coordinates matter. Depending on the application, a bin-to-bin comparison
may not be as befitting as a similarity taking into account the inter-bin correlation (e.g., in
images, the bins corresponding to “red” and “dark red” are visually similar, contrary to “red”
and “cyan”). This example illustrates why we aim at building a similarity which requires limited
Inria
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prior knowledge, and is better suited to the task of clustering than a similarity chosen “by default”
by the user.
1.1.3 Assessing the quality of a partition
Intrinsic evaluation. As mentioned before, a good clustering maximizes the similarity between
points in the same cluster, and minimizes the similarity between different ones. This property is
evaluated through internal evaluation, by measures such as the Dunn Index. The Dunn index
for a clustering C, DI(C), relies on two measurements. ∆i is the diameter of the cluster Ci and
represents the notion of intra-class dispertion. For instance, one can choose ∆i to be the mean
of all pairwise distances in Ci, or the maximum of these distances. Similarly, we define δi,j ,
the inter-class measure, as a distance between clusters; e.g., the distance between the clusters’
centroids. Given these, the Dunn index is then defined as:
DI(C) = mini 6=j δi,j
maxp ∆p
We observe that a high value of DI(C) means large inter-class distances and low intra-class
distances, which exactly corresponds to the idea of a good clustering.
However, internal evaluation only ensures that the clustering process divides the space in
a satisfying way, not that the resulting clusters are meaningful for the application at hand.
Therefore, a second type of evaluation, namely external evaluation, is needed. For a given
application, a dataset X and input distance d, we denote the optimal clustering as C∗(X , d). C∗
is often given as ground-truth, i.e., annotated data used during the evaluation process only.
Extrinsic evaluation. External evaluation is the process of comparing the clustering obtained
by the algorithm against the optimal one. We present an example of such measures below. See
[Halkidi et al., 2001] for a more exhaustive study.
The Rand index [Rand, 1971] is an intuitive mean of comparing two clusterings. Mathemat-
ically, it corresponds to the ratio of pairs of data points on which both clusterings agree. The
higher the Rand index, the closer the clusterings are. Given two clusterings C1 and C2 of X we
define the Rand index RI(C1, C2) by:
RI(C1, C2) = #{{x, y} | x 6= y and (s(x, y, C




where s(x, y, C) = True iff C groups x and y in the same cluster. D is the size of the dataset.
A major inconvenient of the Rand index is that its expected value is different for any two
different clusterings, thus introducing a bias in the comparison. The corrected-for-chance version
is the adjusted Rand index, whose expected value is constant, of value 0, and whose maximum
value is 1. It is one of the most usual evaluation measures for clustering tasks.
Among the large family of extrinsic validation measures, there exists no “perfect” one (see
for example [Pfitzner et al., 2009, Section 5], for a rather complete comparison and taxonomy
of clustering evaluation metrics). In our experiments we will report four usual measures: The
adjusted purity is the sum, for each cluster, of the ratio of correct samples pairs (same ground-
truth class) to the total number of pairs in the cluster, averaged by the total number of samples.
As its name suggests, a high purity characterizes a clustering whose clusters are “pure”. The
adjusted Rand index introduced previously is based on pairs counting and takes into account both
correctly and incorrectly classified pairs of points. Finally, the V-measure and normalized mutual
information are two other popular evaluation metrics, both based on entropy and information
theory notions, rather than pairs counting.
RR n° 8880
10 Royer & Claveau & Gravier & Furon
Information retrieval measures. Independently from clustering evaluation, we also introduce
two usual information retrieval measures, the mean average precision (mAP) and the average
F -measure, which we use to assess the quality of a similarity measure, rather than the clusters
obtained after applying a clustering algorithm. Formally, these two metrics are used in the context
of nearest neighbor retrieval. For each sample x, we are provided with a ground-truth list of
neighbors, gtn(x). This list is then compared with the neighbors retrieved using the similarity
we aim to evaluate, through classic measures such as the recall and precision, which assess the
quality of the retrieval. If rankx(y) denotes the rank of sample y in the list of samples ordered by
decreasing order of their similarity with x, then the precision and recall at rank r are given by:
Prec(x)@r =
|gtn(x) ∩ {y | rankx(y) ≤ r}|
r
and Rec(x)@r =
|gtn(x) ∩ {y | rankx(y) ≤ r}|
|gtn(x)|
The F -score (f(·)@r : X → [0, 1]) combines both precision and recall, and the average precision
(AP : X → [0, 1]), which is also derived from the precision, additionally takes into account the
rank of the retrieved neighbors. In our experiments we report the mean F -score at rank r (f@r)











The mAP and F -score are more objective than the previous clustering metrics because they
do not depend on the clustering algorithm and parameters we use. However they are also less
informative as they only take into account the ranks of the samples, and not the similarity values
themselves.
1.2 Clustering by diverting supervised learning approaches
As explained in the previous section, defining a suitable similarity measure for clustering problems
is often fastidious and very data-dependent. Nonetheless, in recent years, several articles have
exploited the idea of diverting supervised machine learning techniques for building a similarity
on the data with few prior knowledge. Relying on the performance of existing classifiers allows
for similarities with complex internal representations without having to define them explicitly
by hand. However, most of the existing related work studies the idea from the point of view of
one specific application. One of the contributions of this report is a more formal and abstract
model of the method for identifying the possible issues when applied on new frameworks. This
will be developed later on in this report. In this subsection, we first introduce a simple unified
framework to explain the general intuition of the method on the basis of recent related work. We
then review two applications for which such method has already been exploited in recent years.
1.2.1 Defining a similarity from a classifier’s output
The task of classification can be seen as the supervised counterpart of cluster analysis. Formally,
the goal is to build a classifier f that maps any input sample x ∈ X to a class y ∈ Y , where Y is a set
of classes known beforehand. Furthermore, in the usual framework of fully supervised classification,
an annotated database of samples labeled with the corresponding ground-truth classes is provided.
Annotated samples are used as training set to learn a classifier that minimizes a risk function,
Inria
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usually the empirical risk on the training samples, while preserving good generalization abilities
for prediction on new inputs. On the opposite, cluster analysis is an unsupervised task, with
unlabeled input data, and no, or very few, information about optimal clusters. Additionnaly,
clustering algorithms require an explicit similarity measure, while classification algorithms are
able to learn information on how to compare samples through the training step.
Consequently, the output of a classifier can be used to infer a notion of similarity on the
dataset. When two objects are assigned to the same class, it implies that the classifier was
able to identify some resemblance between them, relatively to the model that was learned. We
formalize this idea by defining, for any classifier f , a binary similarity function, sf , induced by
the classifier’s output:
∀x, y ∈ X , sf (x, y) =
{
1, if f(x) = f(y)
0, otherwise
.
The definition could be refined into a continuous one when the classifier yields probabilistic
outputs, i.e., for each sample, a degree of membership to each class. Another way of refining this
similarity is by computing the mean of several sf functions from classifiers trained in different
settings. This definition is more robust to the bias introduced by the learning process (e.g.,
choice of the training set) than the one using only one classifier. The main advantage of this
similarity construction is that the classifier behaves as a black box and manages the internal
data representation by itself. This also allows to use more complex data descriptions that would
be difficult to manipulate otherwise. Furthermore, this similarity measure can be defined on
any type of data, as long as a befitting classifier exists. This is especially useful in frameworks
where usual metrics are not applicable. For instance in [Claveau and Gros, 2014] the authors
divert supervised ILP (Inductive Logic Programming) techniques to define a similarity measure
on relational data. In fact, most usual distance measures do not apply in this case, as the
database does not follow the classical model where a sample is represented by real-valued vectors
(attribute-value model).
For these reasons, this similarity construction is a good candidate for clustering applications.
The only parameter to determine is the classifier f , which should be straightforward in many cases
since clustering tasks often have a supervised classification problem counterpart. We can also
rely on the background in supervised learning techniques to refine the measure and investigate
its different properties. However, in order to use this construction for clustering, we first need
to extend it to unsupervised frameworks. To do so, adequate synthetic data and annotation
are generated, and are then given as input of supervised classifiers from which we infer the
aforementioned similarity.
In the next paragraphs, we review the two articles that first introduced this idea and applied
it to the framework of clustering. Secondly, we review a similar approach which deals with
unsupervised labeling of named entities by diverting state-of-the-art text mining techniques. This
is also one of the experimental frameworks we considered.
Note that other related pieces of work are found in the fields of image clustering [Perbet
et al., 2009] and indexing [Joly and Buisson, 2011,dos Santos Junior et al., 2015]. These
articles exploit the output of classifiers in an unsupervised framework in order to yield a partition
of the original data space. However, we will not develop them further as their framework and
goals is too different from ours, in the sense that they do not focus on the notion of similarity: For
instance, in the first article, Perbet et al. divert random forest classifiers to yield a partition of
the input space and obtain a low-dimension representation. Similarly, in the second article, Joly
and Buisson propose an indexing technique by using SVM classifiers as hashing functions. As it is
an indexing problem, they consider the trade-off between time and memory usage and the ability
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Figure 3: On the left is an example of decision tree with mixed binary and numerical attributes;
On the right is the corresponding partitioning of the attributes space.
of the partition to group similar samples together, while in our case we focus on the quality of
the similarity. Furthermore, they assume real-valued vector representations in a Euclidean space,
which is too narrow for our applications.
1.2.2 Random forest clustering
One of the first examples of applications of such technique, to the best of our knowledge, appears in
an article on a medical analysis problem[Shi and Horvath, 2006] and the corresponding technical
report [Shi and Horvath, 2005]. The article introduces the “random forest dissimilarity”, built
by diverting a set of supervised decision tree classifiers, for the purpose of cluster analysis. It
is then used as input of a k-medoids clustering algorithm, and applied to a medical analysis
problem. This work is partially based on an older article [Liu et al., 2000], which also diverts
supervised decision tree classifiers for clustering purposes, but does not explicitly introduce a
notion of similarity.
In the first paragraph we give a brief introduction to random forests classifiers. Then, we
review the approaches proposed in the two articles.
Random forests. A random forest classifier [Breiman, 2001] is a bagging process based on
decision trees, which are very intuitive supervised classifiers taking samples described by vectors
of attributes as input. The core idea of a decision tree is to split the data space on the attribute
that separates it the best (the split criterion is evaluated with measures such as the entropy).
This process is iterated on the resulting sub-trees, until no attribute is left or all samples in the
sub-tree belong to the same class. For categorical (discrete) attributes, the split yields as many
sub-trees as possible values; For numerical (continuous) attributes, we use thresholding rules,
yielding 2 subtrees each. We illustrate the process with an example of decision tree in Figure 3.
A bagging process is a set of classifiers, trained independently, possibly with different pa-
rameters. Each sample is sent through each classifier of the bagging, and their outputs is then
combined to yield the final decision. In the case of random forests for example, the classifier’s
prediction for a new input sample is given by a majority vote on the outputs of the decision trees
in the forest.
Diverting the random forest and decision tree classifiers. Both articles rely on the
idea of using decision trees to distinguish the original unlabeled data X from a set of artificial
data samples, A = {a1 . . . aP }. In this particular framework, samples are described by a set of
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attributes, i.e., real-valued vectors. A class ωo is assigned to all the original samples, and a class
ωA to the synthetic ones. Then, T decision trees {f1 . . . fT } are trained on different subsets of
A ∪ X and used for clustering purposes.
In [Liu et al., 2000], a single decision tree is used (T = 1), with the goal of distinguishing
dense regions from sparse ones in the original unlabeled dataset. The synthetic dataset is generated
as P random points uniformly sampled on the whole data domain. The authors observe that
dense regions in the original dataset should contain more original than synthetic samples, and
thus be separated from the sparse regions, which logically contain more synthetic points. Based
on this observation, the decision tree is trained on A ∪ X , and the partition induced by the tree
is returned as the final clustering (see Figure 3 for an illustration of how decision trees produce a
partition of the attributes space). However, the method was only tested on numerical data, and
generates hyper-rectangular clusters, which are not suited for all applications, especially real-life
ones. In fact, the only real-life experiment in the original paper is performed on a rather small
dataset (4 clusters, 12-dimensional features vectors), and while the results are promising, they
are not compared against other clustering techniques.
In [Shi and Horvath, 2006], synthetic samples are generated by independently sampling
each attribute from its empirical marginal distribution in the original data: As the only major
difference between the synthetic and original samples is the independence of the attributes, the
classifiers focus their splits on variables that are dependent in the original data, which proves
beneficial for the application tackled in the article. Several decision trees are then trained on
a different subset T ⊂ A ∪ X , and the rest of the samples is run through each tree, yielding a
binary similarity measure for these samples, as defined previously. The final similarity on the






This piece of work is very similar to our objective, but the proposed framework is limited.
The similarity measure is only applied on numerical data with a simple vector representation.
Furthermore, for the generation of the synthetic dataset, it is assumed that the data distribution
(or at least an empirical one) is known, which is not always the case. Finally, while decision
tree classifiers are good candidates because they are efficient and able to manage mixed-type
attributes, they will not be used in our experiments as there are other classifiers more suited for
the task.
1.2.3 Unsupervised labeling of named entities
The example in [Claveau and Ncibi, 2014] deals with the task of unsupervised labeling named
entities in text documents. Named entities are textual information about the actors, location or
time of an event, e.g., names of persons, organizations, places, dates. Given a set of unlabeled
named entities and their textual context, the goal is to correctly categorize them, for example,
for applications to automatic description of textual content.
A) Baseline algorithm. Most approaches to named entities labeling actually use supervision,
hence there does not exist many state-of-the-art methods for the unsupervised counterpart. The
current state-of-the-art is a manually-defined similarity measure introduced in [Ebadat et al.,
2012]. In this work, a named entity is described by several bag-of-words features (a bag-of-words
is a vector counting words frequencies in a text excerpt) built from the context of each occurrence
of the entity (the context is represented by a limited window centered around the word). This
description format is then coupled with usual similarities such as the cosine similarity for example.
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This approach obtains good results on the reported experiments, but it illustrates the fact that
defining an adequate similarity is not easy for this task.
B) Diverting conditional random fields to infer a similarity. We now review the ap-
proach proposed by Claveau et al. in their article, in which they divert conditional random
field (CRF) classifiers [Lafferty et al., 2001] to build a similarity between named entities, in a
way similar to random forest clustering. However, text documents having a sequential structure,
random forests would perform poorly on this kind of data, hence the choice of CRFs.
Identifying named entities. The first step for the task is to identify the named entities,
which are the samples we want to compare and eventually cluster. The other, common words,
only act as context information for the learning process. Distinguishing named entities from
normal words is also a clustering process, however distinct from the task at hand (categorizing
the named entities). For simplification, we assume the locations of the named entities in the
documents are known beforehand. This information is contained in a BIO labeling of the dataset:
“O” labels are associated with common words, and for named entities, “B” labels are assigned to
the beginning word and “I” labels to the remaining ones, if any.
We are interested in categorizing named entities, i.e., extending B and I labels with a type, e.g.,
B-date, I-date. . . Because we study the task in an unsupervised framework, applying a clustering
algorithm is the natural approach here. However, defining a similarity between named entities is
not straightforward, as many categorical features should be taken into account (the named entity
itself, its grammatical information, but also those of the surrounding words. . . ), and it is not clear
how these features articulate; e.g., to identify persons’ names the grammatical information is very
important (proper nouns), while for temporal markers the context plays a bigger role (temporal
prepositions). To alleviate the problem, the authors propose to infer a similarity measure by
diverting CRFs, which are state-of-the-art classifiers for labeling and segmenting text, making
them natural candidates.
Conditional random fields. CRFs are widely used for applications on textual data because
they efficiently capture sequential and structural information such as relationships between data
samples and their annotation, as well as other samples and annotations around them. A detailed
study can be found in the following technical report [Klinger and Tomanek, 2007]. For
computation sake, linear-chain CRFs are used in practice. This means that for a sentence, at each
position, we only express a relation between the current label, the preceding one, and all the words
around. These relations are defined by a set of binary feature functions φj(x, yt, yt−1, t) : Xn×Y×
Y×N→ {0; 1}. For instance, the rule (xt = “February” ∧ yt = “Date” ∧ yt−1 = “Preposition”)
means that the word “February”, when following a preposition, refers to a date. These rules are
automatically inferred from the training set, rather than defined manually. The user provides
a pattern, indicating which features should be taken into account for the rule, and it is then
matched to all training samples, and combined with the label information (yt and yt−1) in order
to automatically generate a set of rules; e.g., for the previous rule the pattern simply indicates to
look at the word at position t which is later combined with the label information.
During the learning step, each feature function φj is associated with a weight λj , determined
with an optimization algorithm. The final classifier assigns to a sentence x = {x1 . . . xn} the
labels sequence y = {y1 . . . yn} maximizing the following probability:







λjφj(x, yt, yt−1, t)
 ,
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where Z is a normalization constant. Lastly, CRFs are able to manage multiple multi-type
attributes descriptions (although most implementations only support categorical features), as
well as to detect which features are more or less relevant for the task at hand (through the λ
weights). This is a favorable property in the current unsupervised framework since the user may
not know beforehand which features are the most adequate for the target application.
Synthetic data generation. In the random forest example, synthetic samples are generated
and used for training. While different from the original data samples, they are still similar enough,
so that the classifiers focus on the small, non-trivial, and hopefully meaningful, differences between
the two classes. Applying the same idea here would amount to generate grammatically correct
sentences, with named entities distributed in a slightly different manner than the original data.
This would be too complicated, as the distribution of named entities in natural language is not
something straightforward. Instead, Claveau et al. choose to preserve the original dataset X
and to provide the classifiers with a synthetic annotation of the samples. In practice, T CRF
classifiers, {f1, . . . fT }, are introduced. Each fi is trained on a training subset Ti ⊂ X where each
sample is randomly annotated with one of L possible synthetic labels. The remaining samples,
X \Ti, are run through the CRF, which yields a binary similarity sfi for these samples, as defined
previously. The final similarity measure is defined as the average of the induced similarities for
all CRFs, similarly to Equation 1.
However, the main issue of the method as it is introduced in this article is that it lacks details
about the actual properties of the resulting similarity function, and how the latter is influenced by
the different parameters and by the data distribution. In particular, the number of synthetic labels
should impact how much information is brought at each iteration since it influences the granularity
of the classification. Another issue which is not tackled is the convergence of the method and the
number of classification iterations. This however directly impacts the computational cost of the
process, which, even if easily parallelizable, requires many training and testing steps.
Nonetheless, the reported clustering results outperform classic similarities, which is promising








Figure 4: Ground-truth clustering for the
ESTER2 text dataset
C) The (textual) ESTER2 dataset. Before go-
ing further into detail, we give a brief introduction
of the dataset that we use for the task of unsuper-
vised named entity labeling. In fact, even though
the next section focuses on theoretical aspects, we
use this dataset to validate our theoretical model in
practice. The ESTER2 dataset is originally an audio
dataset containing several hours of French news ra-
dio shows [Galliano et al., 2009]. For the named
entities recognition task, we use a textual represen-
tation of a subset of ESTER2, which amounts to
3886 sentences and 5112 named entities occurrences
(although a word can appear several times in the
dataset, each occurrence is considered to be a single
entity). Finally, these named entities are distributed
among 8 ground-truth clusters of varying sizes (see
Figure 4) which will be used for evaluation.
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2 SIC: Similarity by Iterative Classifications
In this section, we propose a more formal study of the idea of diverting supervised classifiers
to infer a similarity measures. We call the resulting model “SIC”. In the first subsection, we
define the main SIC approach which uses binary update scores, and propose a theoretical model
of the similarity distribution. We then show how to estimate the parameters of the model in an
unsupervised framework using the Expectation-Maximization (EM) algorithm. In the second
subsection, we present a variant of SIC in which we derive a similarity from the estimates made
by the EM algorithm. Finally, in the third subsection, we propose to generalize the initial SIC by
using weighted updates instead of binary ones.
Framework and Notations. Let X = {x1, . . . , xD} be the set of samples for which we aim to
define a similarity s : X × X → R. In order to assess the quality of s, we rely on a ground-truth
clustering of the data, C∗, only available during the evaluation phase. In the rest of the section,
we denote by k the number of ground-truth clusters, themselves being denoted by w1
∗, . . . , wk
∗.
We also introduce a binary symmetric relation, ∼, indicating that two samples are truly similar
(i.e., they belong to the same ground-truth cluster), and the converse relation, ⊥.
An iterative construction. The proposed approach relies on the idea that two objects assigned
with the same class by a supervised classification algorithm share some kind of resemblance,
relatively to this classifier. We propose to build the target similarity s as a sum of local quantities
computed over N independent classification iterations. More specifically, at each iteration i, we
train a classifier ci over a training set Tri. The classifier parameters and the training set are both
randomly chosen anew at each iteration in order to avoid bias towards some specific training
settings. We then apply this classifier on a testing set Tei, which yields a partition of Tei. From
this partition, we derive a score si(xp, xq) for each pair of samples (xp, xq) appearing in the
testing set, which finally yields the following expression for the similarity s over N iterations as:





si(xp, xq) 1{xp,xq ∈ Tei} (2)
where tN (xp, xq) =
∑N
i=1 1{xp,xq ∈ Tei} is a normalization constant denoting the number of times
xp and xq appeared together in the same test dataset over all iterations.
2.1 Binary scores
2.1.1 Definition
We first propose a straightforward way to define the similarity, by counting the number of
co-classifications for each pair of samples.
Definition 1. We define sbi : Tei × Tei → {0; 1}, the binary score function at iteration i, as the
following quantity:
sbi(xp, xq) = 1ci(xp)=ci(xq) =
{
1, if ci(xp) = ci(xq)
0, if ci(xp) 6= ci(xq)
If we now take si = sbi in Equation 2, then the resulting similarity, s(xp, xq), is the frequency
at which xp and xq are classified together over all iterations, and can therefore be interpreted
as a rough estimate of the probability for xp and xq to be classified together, i.e., s(xp, xq) '
P(c(xp) = c(xq)). This reflects the underlying idea that two similar objects should often be
classified together.
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2.1.2 Modeling the similarity distribution for binary scores
Ultimately, our goal is not only to build a similarity, but also to use it as input of different
applications, hence it is also important to understand the general behavior of the similarity we
obtain for future use. In this subsection, we first define an exact probabilistic model of S(xp, xq),
the random variable associated with the similarity value s(xp, xq). However, due to the large
number of parameters required, we then fall back to a simpler model in the second paragraph,
and explain how to estimate its parameters in the next subsection.
From Bernoulli to Poisson-Binomial. In this paragraph, we propose a theoretical prob-
abilistic model for S(xp, xq), which is the random variable associated with the value of the
similarity between xp and xq. From the expression of the binary scores in Definition 1, the
random variable associated to the score at iteration i, Si(xp, xq), is simply a Bernoulli variable




i Si(xp, xq) follows a Poisson-Binomial distribution, which is the
distribution of a sum of Bernoulli variables of different parameters (it generalizes the usual
Binomial distribution in case of non-identical parameters). In particular, its probability density
function can be efficiently computed using the Fast Fourier Transform and the closed-form
expression proposed in [Fernandez and Williams, 2010]. Or, even more simply, it can be
approximated accurately by a Poisson distribution of parameter λ =
∑
i pi(xp, xq) given that the
pi(xp, xq) are small enough [Hodges and Cam, 1960].
Additionally, in order to model S(xp, xq), we also have to take into account that samples
do not appear in the test set at every iteration. In the end, the probability that the variable
S(xp, xq) equals the value
k
t (i.e., xp and xq occurs t times in the same test set and are classified
in the same class k times) is given by the following expression: (for simplicity, we sometimes drop
the dependency on (xp, xq) in the notations)
P
(
SN (xp, xq) =
k
t

































where PB denotes the Poisson-Binomial distribution, FNt is the set of all combinations of t
elements in J1;NK and FAk all the combinations of k elements in A. αi is the probability for any
given sample to belong to the test set Tei (which we assume to be independent on the sample for
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From now on, and until the end of the section, to simplify the computations we consider that
α = 1 (i.e., all samples always appear in the test database and tN (xp, xq) = N). In this case,



























We now have a fairly simple model of the similarity distribution for one pair of samples
which depends on N parameters (pi(xp, xq))i. However, it would not be feasible to estimate the
ND(D − 1)/2 parameters required to model the distribution for each pair of samples, therefore
we propose a simpler model in the next paragraph to alleviate this problem.
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Towards a refined Bernoulli mixture. Instead of distinguishing every single pair of samples
as we considered previously, we can group them in only two categories induced by the relations
∼ and ⊥, i.e., the pairs of samples that belong to the same ground-truth clusters and those
that do not, even though these relations are not known. This allows us to reduce the number of
parameters by assuming that the distribution of similarities for pairs of samples falling in the
same category are identical. Formally, we highlight this binary distinction by applying the law of
total probability:
P(si(xp, xq) = 1) = P(ci(xp) = ci(xq))
= P(xp ∼ xq)P(ci(xp) = ci(xq) | xp ∼ xq) (5)
+ P(xp ⊥ xq)P(ci(xp) = ci(xq) | xp ⊥ xq)
= π1p1,i + π0p0,i
=⇒ Si = π1B(p1,i) + π0B(p0,i) (6)
where π1 is the probability that any two given samples belong to the same ground-truth class
(independently from the class), and p1,i is the probability that two samples are classified together
at iteration i, given that they have the same ground-truth class.
From its expression in Equation (5), the variable Si is now a mixture of two Bernoulli
components of respective parameters p1,i and p0,i. These components characterize the similarity
distribution for, respectively, the pairs of similar (∼) and unrelated (⊥) samples. Consequently,
the full similarity S, obtained by summing the Si and normalizing, is also a mixture of two
components, which have the same expression as the one given in Equation (3), except their
parameters are now respectively (p1,i)i and (p0,i)i. The exact expression of the mixture is given






| 0 ≤ k ≤ N
)
= π0PB(p0)(k) + π1PB(p1)(k) (7)
Finally, note that this model could be refined by considering more categories. For instance,
if we distinguished pairs of samples according to each ground-truth class, we would have C2
Bernoulli components B(pw,w′,i), representing the pairs of samples such that one is in ground-truth
class w and the other in class w′, i.e., pw,w′,i = P(ci(xp) = ci(xq) | xp ∈ w;xq ∈ w′). Exploiting
the idea further would eventually lead to the initial model where we consider a component for
each possible samples pair (xp, xq). While more precise, these complex models would be more
troublesome to handle, and would lead to a more expensive parameters estimation.
Similarity and relevance. Using this relatively simple mixture model of the similarity dis-
tribution, we would like to estimate the relevance or discriminative power of the similarity s.
For example, finding a threshold α such that if s(xp, xq) > α then we can assess, with a certain
known risk, that xp and xq belong to the same ground-truth class. The 2-components model
proposed in Subsection 2.1.2 is well fitted for this idea, since it distinguishes samples based on
the ∼ relation, and only requires to estimate 2N + 1 parameters. Therefore, we will focus on this
model in the rest of the section. In particular, in the next subsection, we propose two main ways
of estimating its parameters in the current unsupervised framework, where the relations ∼ and ⊥
are not known.
2.1.3 Parameters estimation
In this subsection, we propose two methods to estimate the p1,i, p0,i and π0 parameters in the
aforementioned two-components Bernoulli mixture model.
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A) Estimates under an independence assumption. Given xp and xq, any two samples
such that xp ⊥ xq, we can assume they have nothing in common and that they are independently
assigned a label by the classifier. Hence an estimate for p0,i, the probability for two truly dissimilar
samples to be classified in the same class, would be given by:













where ni is the number of synthetic classes assigned to the testing set at iteration i, and
w1
i, . . . , wni
i the aforementioned classes. Their cardinals can easily be computed at testing time
and used to estimate p0,i. While simple, this assumption of independence can not be used to
estimate the other parameters (π0 and p1,i), hence we describe a more complete estimation
method in the next paragraph.
B) Estimating the parameters with the Expectation-Maximization procedure. In
Equation (5), we expressed Si as a mixture of two Bernoulli components. This can be gener-
alized to the scores over several iterations. More formally, let us define cn(xp, xq) the binary
vector containing the scores for the pair (xp, xq) over iterations 1 to n (i.e., c
n(xp, xq) =
(s1(xp, xq) . . . sn(xp, xq)).Then, as previously, the corresponding random variable can be expressed
as a mixture of two multivariate Bernoulli components:
Cn = π1B(p1) + π0B(p0), (8)
where, similarly, we have π1 = P(xp ∼ xq;xp, xq) and π0 = 1 − π1 = P(xp ⊥ xq;xp, xq). The
Bernoulli parameters, p1 and p0, are now n-dimensional vectors representing the parameters for
each iteration; i.e., pk = (pk,1 . . . pk,n). These parameters can be automatically estimated with
the Expectation-Maximization algorithm. By considering n iterations instead of 1, we now have
more observations, which allows us to compute more precise estimates.
The Expectation-Maximization (EM) algorithm relies on two sets of variables: a set of
observations, (o(p,q))p,q, associated with the variable C
n, and a set of hidden (unknown) component
indicator variables, z(p,q), which indicates whether xp and xq are neighbors or unrelated samples
(z(p,q) = 1xp∼xq ). The EM scheme is an iterative algorithm used for estimating mixture parameters
when the complete data is not available (for example, in this case the component membership
for each observation is unknown). It works by alternatively estimating a likelihood quantity
Q (Expectation step), and maximizing this function against the parameters θ = (π0, p1, p0)
(Maximization step) until the likelihood of the data reaches a satisfying threshold. See Appendix
A for the mathematical details.
C) Experiments. We conduct experiments on the NER dataset in order to compare the two
aforementioned estimation methods. We also use the corresponding ground-truth clustering to
compute ground-truth frequency estimates of the parameters as a reference point:
p1,i =
|{p, q} s.t. xp ∼ xq and ci(xp) = ci(xq)|
|{p, q} s.t. xp ∼ xq|
p0,i =
|{p, q} s.t. xp ⊥ xq and ci(xp) = ci(xq)|
|{p, q} s.t. xp ⊥ xq|
π0 =
2× |{p, q} s.t. xp ⊥ xq|
D(D − 1)
π1 = 1− π0
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In Figure 5, we present the results of the different estimation methods, applied to an ex-
periment over 60 classification iterations (N = 60). The whole database is chosen as the test
dataset at each iteration, in order to have ∀p, q, tN (xp, xq) = N = 60, as we assumed in the
theoretical study. Figure 5(a) provides the mean and standard deviation over all iterations of the
estimates for the three methods (true parameters, EM estimation, estimation with independence
assumption). Figure 5(b) contains the corresponding whisker plots. Finally, Figure 5(c) is a
detailed representation of the estimated parameters for each method at each iteration.
π0 p0,i p1,i
True Parameters 0.798 0.0263 ± 0.01 0.148 ± 0.04
EM 0.859 0.0165 ± 0.009 0.260 ± 0.075
Independence - 0.0607 ± 0.016 -
(a) Parameters means and standard deviations over the 60 iterations
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Figure 5: Result of the three parameters estimation methods over 60 iterations.
We first observe that the estimated p0,i are very close to their ground-truth values, especially
when using the EM algorithm. Furthermore these probabilities are very small, i.e., samples which
are truly dissimilar to each other are seldom classified together. Conversely, a high similarity
implies that the two samples are in fact truly similar, which is a good property for the proposed
similarity construction. On the contrary, the EM algorithm tends to over-estimate the (p1,i)
parameters (+0.12) and the proportion of truly dissimilar pairs in the dataset, although by a
smaller margin (π0 + 0.06). Furthermore, the ground-truth values for p1,i are quite small on
average: Only 14% of the truly similar samples are classified together at each iteration. From
these observations, we deduce that pairs of samples with high similarity scores are most likely to
be truly similar, however the converse implication (lower similarity =⇒ dissimilar) is not as
clear.
The same conclusion can be made from Figure 6: Following Equation (7), we plot the two
Poisson-Binomial components obtained with the true parameters and the EM estimates, as well
as the resulting mixture distribution. We observe that the EM algorithm over-estimates the
p1,i parameters and leads to two well separated components, which is not the case for the true
parameters. We can only conclude the same as before: While very high or very low similarity
scores should be trusted, there is an area where the components intersect, corresponding to
similarity values more difficult to interpret. A better understanding of this area where the
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Figure 6: Estimated Poisson-Binomial components (60 iterations) and the resulting mixture (in
red) for the true parameters (left) and EM estimates (right).
components intersect would allow us to know to which extent we can trust the similarity values
obtained with our approach. However this may be difficult in the current framework as the
Poisson Binomial distribution has a complex expression. In the next subsection, we propose
an EM-based similarity, which leads to a simpler model for the distribution for which the two
components can be more easily distinguished.
2.2 Another usage of the EM algorithm
EM Similarity. In Subsection 2.1.3, we described the EM procedure as a way of estimating
a Bernoulli mixture’s parameters (Maximization step). However, during the Expectation step
of the algorithm, we also estimate the quantity γ1,(p,q) = P(z(p,q) = 1 | θ̂) which represents the
probability that samples xp and xq belong to the same ground-truth class. Intuitively, this is also
an indication of how similar the two samples are, hence the following similarity definition:
Definition 2. The EM similarity is given by the value of the hidden component indicator esti-
mated during the expectation step of the EM algorithm applied to the previous mixture distribution:
s(xp, xq) = γ1,(p,q)
Experiments. The main advantage of this approach is that the resulting similarity distributions
display well separated components in practice. In Figure 7, we represent the similarity distribution
for one given sample x (i.e., one line in the similarity matrix) using the binary scores presented
previously (left) and the EM similarity (right). We have colored in purple the component
corresponding to samples with a different ground-truth class than x (S⊥), and in blue the one
corresponding to truly similar samples (S∼). In the EM similarity case, we observe a better
distinction between the two components, while for the classic binary similarity, they tend to be
closer to each other, making it more difficult to distinguish truly similar from dissimilar pairs
of samples. Another interesting point is that in practice this peculiar distribution for EM is
obtained for all samples and no matter what the number of classification iterations, N , is. On
the contrary, for the binary scores, the distance observed between the two Poisson-Binomial
components depends on these two parameters.
The EM similarity is thus useful when working with a small number of iterations, as it makes
it easier to distinguish good pairs of samples (with a similarity close to 1) from dissimilar ones
(similarity close to 0). However when N is large, the binary scores variant gains in precision and
the difference between the two distribution shapes tends to be less noticeable. In fact, the EM
similarity does not influence the samples co-classifications, but rather how the similarities are
distributed in the end. For the same reason it does not have a crucial impact on the results for
the clustering.
Inria
Similarity by diverting supervised machine learning 23























Figure 7: Similarity distribution on 30 iterations for sample “1726-capitaine” for the binary
scores (left) and the EM similarity (right)
2.3 Weighted scores
In this section, we propose to generalize the previously defined binary scores by introducing
real-valued weights. This allows us to constrain the model (at least a part of it) in order to obtain
a Gaussian distribution which is easier to manipulate than the Poisson-Binomial one.
2.3.1 Definition
We denote by ai (resp. bi) the score given to all pairs of samples (xp, xq) such that ci(xp) = ci(xq)
(resp. 6=). The resulting model is a classic reward/penalty scheme.
Definition 3. We define swi : Tei × Tei → {ai; bi}, the weighted score function at iteration i,
as the following quantity:
swi(xp, xq) =
{
ai, if ci(xp) = ci(xq)
bi, if ci(xp) 6= ci(xq)
In particular, these scores are dependent on the iteration, and thus can reflect the fact that
some iterations are more informative than others. For instance, having two samples grouped
together at an iteration with 100 synthetic labels is more meaningful than if there were only
2 possible synthetic classes. Since the number of synthetic classes and other training settings
vary over the iterations and may have a strong influence on the classifier results, it is relevant to
incorporate this information in the scores. Furthermore, this allows us to distinguish the pairs of
entities that are not both in test set Tei (no update at iteration i), from the pairs of samples
that are both in Tei but in different classes (update bi). In the previous definition, both cases
were considered equivalent and led to no update of the score (bi = 0).
2.3.2 Modeling the similarity between dissimilar samples
With the current score definition, the similarity s does not fit any known probabilistic model
anymore. However, it is possible to choose the weight values ai and bi in order to partially
constrain the similarity distribution, and obtain a model that we can manipulate.
Approximation by a Gaussian distribution. Since we only have two free parameters, we
choose to constrain the expectation and standard deviation for the similar distribution for
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dissimilar samples, denoted by S⊥. The underlying idea is that if we manage to obtain a simple
model for S⊥ then we can use it to identify which pairs may correspond to dissimilar samples. We
choose ai and bi such that S⊥i has a fixed expectation µ and variance σ
2. S⊥i is a Bernoulli-like
random variable which takes the value ai with probability p0,i = P(ci(xp) = ci(xq) | xp ⊥ xq) and
bi otherwise, hence:
{
E(S⊥i) = aip0,i + bi(1− p0,i)
V(S⊥i) = a2i p0,i + b2i (1− p0,i)− µ2
⇔
{
bi = µ− p0,i1−p0,i ai








(σ2 + µ2p0,i(2− p0,i))), where ε = ±1




2 + µ2p0,i(2− p0,i))









The variance parameter, σ, reflects the trust we put in the classifier: The greater σ, the
greater the difference between the reward and penalty scores. Finally, in practice, we estimate
the value of p0,i using the independence assumption introduced in Subsection 2.1.3 to compute
the scores ai and bi.
The full similarity between dissimilar samples, S⊥ is therefore a sum of Bernoulli-like variables
with outputs ai (success) and bi (failure), expectation 0 and variance σ. It is then possible to show
that S⊥(xp, xq) converges in distribution towards a normal law N (0, σ
2
T (xp,xq)
) using a generalized
version of the central limit theorem. See Appendix B for a proof.
Exploiting the Gaussian distribution. Using classic properties of Gaussian distributions, we
can now find a threshold of “confidence”, Z, on the similarity S(xp, xq) such that when S(xp, xq)
is greater than Z we can assess with a certain confidence that xp ∼ xq. Formally, Z should be
such that the risk P(S⊥ > Z) = α is low. Using the previous Gaussian approximation for S⊥, the
standard normal distribution tables (or Z tables) indicates for instance Z = 1.65 σ√
T (xp,xq)
for a
risk of α = 0.05. With this reasoning, we optimize the precision of the retrieval (if we only keep
the pairs of samples with a similarity above Z, they should only contain a proportion α of the
truly dissimilar pairs).
Reciprocally we could have led the same reasoning throughout the whole section using the
distribution for similar pairs of samples, S∼, instead. In this case, we could have found a threshold
such that P(S∼ > Z) = β is high, which corresponds to the notion of recall (if we keep the pairs
of samples with a similarity above Z, then we should retrieve a proportion β of the truly similar
pairs).
Note that the same kind of criterion could be obtained for the previous Poisson-Binomial
model, however the study would be more complicated than for a Gaussian distribution. In
particular, the Poisson Binomial distribution depends on the classifier and training settings
because of the pi parameters, and thus yields a different model for each run of the experiments.
Experimental validation. While this Gaussian model yields interesting threshold properties,
we do not have any theoretical guarantees on its speed of convergence. In fact, in practice,
even after a large number of iterations (N = 1000) on the NER dataset, we observe that the
distribution of S⊥ usually does not converge towards the asymptotic Gaussian distribution (see
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for instance Figure 8 where the practical density of S⊥ is drawn in green, and the asymptotic
Gaussian in red).













Figure 8: Similarity distribution for sample
“président français” using SIC with weighted scores
(σ = 1, N = 1000).
More precisely, the distribution usually
displays a large peak around negative values
rather than being centered in 0. There are
two possible explanations for this behavior:
First, for computation sake, we use very sim-
ple p0,i estimates (in particular they do not
depend on the samples) which may be in-
adequate. Secondly, the convergence could
simply be very slow. In particular when
experimenting on the NER dataset, we ob-
serve that a large proportion of the samples
are never classified together (for instance in
Subsection 2.1.3 we showed that xp ⊥ xq
are very unlikely to be classified together, as
p0,i = 0.0263). Consequently, a large mass
of the samples very often receives a negative
update bi hence it may take a long time for
the distribution to converge to a zero mean.
In an attempt to “correct” this second problem, we propose a slightly modified version of the
weighted SIC variant, as described in Equation (9).
swVAR,i =

ai, if ci(xp) = ci(xq){
ai, with probability qi
bi, with probability 1− qi
if ci(xp) 6= ci(xq)
(9)
Intuitively, when two samples are classified together, we update their similarity with the positive
or negative score with a probability qi. This reflects the fact that the classifier may sometimes be
wrong when deciding that two samples should be in separated classes, which is also motivated by
the parameters obtained in Subsection 2.1.3. We observed that xp ∼ xq had a high chance to not
be classified together (1−p1,i = 0.852), while the converse mistake was very unlikely p0,i = 0.0263.
Following this intuition, a reasonable value for qi is qi = P(xp ∼ xq|ci(xp) 6= ci(xq)).
We can then conduct the same theoretical study as before, leading to a similar convergence







p0,i + (1− p0,i)qi
and bi = −σ
√
p0,i + (1− p0,i)qi
(1− p0,i)(1− qi)
Despite identical theoretical conclusions, this variant seems to converge more quickly towards
the asympotic zero-mean Gaussian, as shown in Figure 9 (for simplicity we take a fixed value for
qi, computed with the ground-truth estimates of the parameters obtained in a previous section).
In the figure, we plot the similarity distribution histogram obtained for a given sample x, i.e.,
one line of the matrix, with swVAR scores for 100 iterations. In green is the distribution fitting
this histogram (restrained to the samples y such that x ⊥ y), estimated with the scipy library.
Finally, we plot in red the Gaussian distribution towards which the distribution of S⊥ converges,
and we observe it is a lot closer to the green practical density than it was in the previous case.
Additionally, the variance parameter, σ seems to influence how much the similarity distribution
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Figure 9: Similarity distribution (for sample “président français”) for different values of the
variance σ, using SIC over 60 classification iterations with swVAR scores.
spreads over the total range, as expected, however it does not have a real impact on the shape of
the distribution itself.
To conclude, with this second variant, swVAR, SIC seems to reach similarities for which S⊥ is
close to its asymptotic Gaussian distribution more quickly. In practice, this modification also does
not seem to impact the results (ground-truth evaluation) compared to binary SIC for instance.
However, it introduces a new parameter qi, which would require the previous EM algorithm to be
properly estimated in practice.
3 Experiments on knowledge discovery
In order to evaluate the proposed similarity construction, we use it as input to several knowledge
discovery tasks and compare the obtained results to the baseline algorithms. As already mentioned,
we consider two clustering tasks based respectively on text and audio content, so we can study
how SIC behaves with different types of data. Additionally, we exploited SIC as input to a
problem of nearest-neighbor retrieval. This task was more challenging than the two others due to
the very large scale and heterogeneity of the dataset, and was the occasion to explore a different
experimental setting. In our experiments we mainly focus on clustering of multimedia content
(texts, sounds), however the similarity matrix itself is not constrained to this type of data and
tasks and could be applied on different domains and problems.
3.1 Unsupervised named entity recognition
Given a set of natural language sentences, for which we assume the locations of the named entities
are known, the task of unsupervised named entity recognition deals with discovering possible
structural similarities between those entities in an unsupervised fashion. The task as well as the
dataset used were introduced in Subsection 1.2.3. Note that the proposed approached has already
been applied in this framework [Claveau and Ncibi, 2014], hence we mainly used this task as
a mean to evaluate and compare the different approaches we explored.
3.1.1 Diverting Conditional Random Fields
Classifier and Features. In this case, we exploit conditional random field classifiers in com-
bination with SIC to build a similarity. In practice we worked with the Wapiti toolkit for an
efficient implementation of CRFs [Lavergne et al., 2010]. In terms of features, the original
dataset, NER, provides 3 common categorical features for each word of the original text document:
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le tour de France quatrième étape remportée aujourd’hui par
O-null B-fake11 I-in B-fake188 O-null O-null O-null B-fake109 O-null
le norvégien Thor Hushovd
O-null O-null B-fake65 I-in
(a) Fake annotation on a full sentence of the training set
les technologies de l’ information sont incontournables aujourd’hui
O-null O-null O-null O-null O-null O-null O-null ??
a admis le président de Microsoft Afrique
O-null O-null O-null ?? O-null ?? ??
(b) Enforced annotation of non-interesting samples on a full sentence of the test set
Figure 10: Example of synthetic annotation generated for one iteration
the word itself, the part-of-speech (PoS: grammatical nature of the word) and the BIO tag
(indicates the position of the named entities). This description also conforms to the one of the
baseline approach. However, the use of CRFs allows us to easily incorporate more complex feature
representations, without having to explicit which role each feature plays in the definition of the
similarity. Therefore we also consider an enriched version of the dataset, NERrich, containing 5
additional features indicating if the word belongs to a certain lexical field based on a fixed prior
dictionary (e.g., is it a currency, a town’s name, a person’s firstname . . . ). This is closer to a
semi-supervised setting than a fully unsupervised one as these new features sometimes provide
indirect yet meaningful knowledge about the ground-truth class (the experiments in the previous
section were conducted on NERrich).
Other training settings. At each iteration we use 5% of the dataset for training (which on
average amounts to 280 named entities for 200 sentences). The rest of the data (∼ 5000 entities
and 3600 sentences) is used for testing. When possible it is in fact preferable to choose a low
number of training entities (as long as it does not harm the learning process), since it allows for
larger test sets. In fact, the more samples are compared with one another at each round, the less
iterations will be needed to see each sample a satisfying number of times at test time.
Once the training data is fixed, we generate the corresponding synthetic annotation. Since in
practice we are only interested in the co-classification of named entities, we annotate every other
word with a “null” label. Similarly, when an entity spans over several words (e.g., “président de
la république”), we consider that the class of the entity will be the class given to its first word,
and we assign a dummy label “in” to the extra words. The null label is enforced on the test set
too in order to avoid useless computations (no need for the classifier to label a test sample which
is not a named entity). Lastly we assign a uniformly randomly chosen synthetic label to each
remaining word. See Figure 10 for an example of synthetic annotation.
Since we work on text data, we also introduce a bias in the annotation, by forcing the same
synthetic label to all occurrences of the same named entity in the training set. While identical
entities do not always share the same ground-truth class (e.g., names of countries are classified as
locations or organizations depending on the context of the sentence), it is often true in practice
(e.g., “aujourd’hui” is always a temporal indication). This leads to faster convergence because
this bias heavily influences the learning step, but also to fewer mistakes for significant markers
such as persons names or temporal indications for which the assumption is indeed true.
The last training parameter is the number of synthetic labels, which is a parameter difficult to
optimize. First of all, it is desirable to have a sufficient number of samples in each training class
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for the learning phase. In this case, the number of synthetic classes is constrained by the size of
the training base. We also have to choose a “reasonable” number of classes so that the training
phase is not too computationally expensive. Secondly, this parameter influences how fine-grained
the resulting similarity is, and should be chosen accordingly. In fact, the more classes there are,
the smaller and the more specific they tend to be. A third important point is the distinction
between the possible number of synthetic classes, the actual number of training classes and the
number of classes appearing at testing time: For instance, for the experiments on this dataset we
take a fairly large number of possible synthetic classes (' 300 classes for 280 named entities).
Obviously not all of them are used because of the random annotation process, which results in
about 170 training classes on average. Among those classes, some of them are too specific or
correspond to very rare cases, hence their model do not fit any test samples. Consequently we
usually only obtain between 50 and 80 classes in the test set.
To conclude, the number of possible synthetic classes at training time should be chosen in
accordance with the expected granularity of the cluster and the size of the training database. It is
usually good practice to observe the distribution of the test samples among the classes at testing
time to determine whether the granularity is too coarse or too fine. However, this parameter
usually loses of its influence past a certain threshold, as even if the number of training classes
grows, more of them will be dismissed as “too specific” at testing time, hence the number of
classes for testing will stay approximately the same.
3.1.2 Results
We build a similarity matrix using SIC (with binary scores) over N = 150 classification iterations
(as we will show in Subsection 4.1.2 about convergence issues, this number is sufficient to obtain
satisfying stability of the similarity matrix). At each iteration, 5% of the database is used for
training, 95% for testing and there are 300 possible synthetic training classes. This matrix is
then used as input to the Markov clustering algorithm. We chose this algorithm because of the
few prior parameters required and its available efficient implementation. Note that before the
clustering step, we usually “clean” the matrix: Each line of the matrix is normalized to mean 0
and variance 1, and we only keep edges between the points with similarity above 0 (i.e., above
the mean). This pruning step aims to prevent having a fully-connected neighbors graph which is
not recommended when using the MCL implementation.
Visualizing the similarity matrix. In Figure 11, we present two visual representations of the
matrix. The first one is a heatmap (a dark tone indicates a higher similarity) where the samples
have been reorganized according to their ground-truth cluster. This can also be seen as a fine-
grained confusion matrix between the ground-truth clusters. The second plot is a 2D-projection
of the samples, constrained by the obtained similarity, using the multidimensional scaling (MDS)
algorithm and t-distributed stochastic neighbor embedding (tSNE). The samples are colored
according to their ground-truth clustering. Both representations yield the same conclusions:
The “person” (green cluster) and “function” (purple cluster) are less likely to be confused with
any other class. On the contrary, the “time” and “amount”, as well as the “organization” and
“location” classes are often mixed together (respectively dark blue and red clusters, and light blue
and yellow clusters). Similarly, we report the ROC curves and average ROC curves for each of
the ground-truth class in Appendix C and we observe that the top-performing classes are “person”
and “function”, which are the ones less likely to be confused.
Numerical results. We report numerical results for several clustering (Figure 12) and nearest
neighbor retrieval metrics (Table 1) that we introduced in Subsection 1.1.3. All of them are scaled
to range between 0 and 100, and a higher value indicates better performance.
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(a) Heatmap of the matrix, re-organized according
to the ground-truth clustering.
(b) Projection of the similarity matrix on R2 using the Multidimensional Scaling (MDS) algorithm
(left) and t-distributed Stochastic Neighbor Embedding (right).
Figure 11: Two visual representations of the final similarity matrix
Evaluation
Settings Base. SIC SIC
NER NER NERrich
Adjusted Rand Index 12.93 20.59 53.54
V-measure - 30.71 62.86
Normalized Mutual Info - 25.81 62.86
Adjusted Purity - 51.07 73.63
Number of clusters - 5 6

























Figure 12: Clustering results (left) and final clustering structure (right) using SIC + NERrich
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Class Entities mAP (NER) mAP (NERrich)
Fonction 390 28.34 86.53
Person 996 45.36 80.99
Location 1303 42.88 66.53
Time 801 38.38 55.75
Organization 1312 30.99 51.66
Amount 266 24.77 37.88
Product 38 2.51 8.65
Unk 6 0.45 0.26
Total 5112 37.21 63.37
Table 1: Detailed mAP results for SIC on the two NER datasets
On the simple NER dataset, with similar feature representations, SIC improves the baseline
results, which shows that the similarity construction benefits from the use of CRFs. When
applying SIC on the NERrich database, results clearly outperform the previous ones, which was
expected since the additional features in this dataset provide meaningful information for the task.
In particular, the largest improvement in terms of mAP is obtained for the classes “function”
and “person”, for which the additional information is especially relevant (e.g., one of the new
attributes indicates whether the word is a firstname) or not. However, these results highligh
one advantage of SIC: It does not require additional effort to incorporate these new features, as
the underlying classifiers deal with the problem. In particular the combination of the different
features and their influence in the similarity measure is managed internally by the classifier.
3.2 Retrieving semantic proximity
The second experimental settings we investigate is the task of semantic relation discovery on
the Aquaint2 dataset1. The goal is to build a similarity function between words that reflect
semantic relationships (e.g., synonymy, hypernomy . . . ). The state-of-the-art approach is to
compare the direct word contexts of the samples. The result is evaluated as a neighbor-retrieval
task using ground-truth neighbors lists from common word thesauri such as WordNet2 or Moby3.
See Figure 13 for an excerpt of the ground-truth synonymy relations graph.
3.2.1 The Aquaint2 dataset
The Aquaint2 dataset is a large collection of English news articles from various sources. The task
samples are all common names occurring strictly more than 10 times in the dataset, which amounts
to 26226 words each occurring between 11 and 999210 times in the dataset (see Figure 14 for the
repartition of number of occurrences per word). Each word is also provided with 3 categorical
features: the word itself (with original formatting, e.g., capitalized letters), its lemmatized version
and PoS-tag information.
3.2.2 Tuning SIC for Aquaint2
Issues. Compared with the previous dataset, the Aquaint2 dataset presents 3 main problems.




































Figure 13: Excerpt of the Aquaint ground-truth neighbors graph starting from node “chocolate”
with two levels of neighbors. The edge relation x→ y means that y is in the list of neighbors of x.



















Word occurrences per sample repartition for Aquaint2 (below 2000)
















Word occurrences per sample repartition for Aquaint2 (above 2000)
(a) Distribution of words’ occurrences in the Aquaint2 dataset (below
and above 2000 occurrences)
• 825 148 text documents;
• 15 718 376 sentences;
• 42960 unique common
names, among which
26226 occur strictly more
than 10 times;
• Between 11 occurrences
(e.g., “zephyr”) and
999210 (“year”).
(b) Statistics on the dataset
Figure 14: Presentation of the Aquaint2 information retrieval database
First, its large scale requires computational adjustments (e.g., the data must be loaded on the
fly at each iteration, the full dataset can not be used as test set) which will not be described here.
Secondly, each sample occurs several times in the dataset, and the number of occurrences is
very heterogeneous as was shown in the previous histograms. This introduces an undesirable
bias as samples with many occurrences are more likely to appear at training and test time.
Furthermore, each sample can now appear in different classes at test time, which we also did not
take into account previously. To alleviate the problem, we propose a slightly modified formulation
RR n° 8880
32 Royer & Claveau & Gravier & Furon
of SIC in Equation 10. In this formulation, we normalize the binary score by the number of times
a sample appears in a given class given the total number of times it appears in the test set:
• {x1, . . . xD} denotes the unique samples and O(xi) = occurrences of the noun xi;
• For a given set A, the notation xi ∈ A means O(xi) ∩A 6= ∅;
• {wi1, . . . wini} are the classes in the test set at iteration i.











The last issue is that the ground-truth list of neighbors are a lot more fine-grained than the
ground-truth clustering in the named entity recognition task. In fact, we have as many clusters
as there are entities (26226), and each cluster contains between 3 and 50 entities (38 on average).
As we mentioned for the previous dataset, the granularity of the obtained similarity is controlled
by the number of synthetic labels. However, we are also constrained by the training speed of the
classifier and in this case, it is not reasonable to generate enough labels to match this granularity.
In the next paragraph we present an alternative training scheme to deal with this problem.
Training setting and one-versus-all. As we are working with the same type of text data as
NER, the annotation settings for this dataset are the same as before. Due to the large scale of
the database, we only use partial subsets for the training set (∼2000 sentences, 8024 samples
occurrences) and test set (∼50000 sentences, 20000 samples occurrences) at each iteration. Finally,
we sample the number of synthetic labels in the range [200, 400] at each iteration.
For computation sake, we cannot use more synthetic labels to fully represent the granularity
of the ground-truth clustering. Therefore, we introduce a “one-versus-all” (OVA) learning setting,
which avoids this problem but usually requires a higher total number of iterations in return.
Instead of using SIC to build the whole similarity matrix, the idea is to build it line per line (i.e.,
sample per sample). For each sample x, we produce a normal SIC run, denoted by OVA(x), in
which we only aim at separating the samples similar to x from the others rather than building
the full similarity matrix. Hence we only use three training classes: ClassRefx contains all
occurrences of x (positive examples) occurring in the training set, ClassOtherx is for all other
Aquaint2 samples which are not x (negative examples), and ClassNull contains all the other
common words. At test time, every sample falling into ClassRefx is considered similar to x and
receives a positive update. This allows us to build the partial similarity s(x, ·), and the process is
repeated for each sample to build the whole matrix. Note that with this process the similarity
matrix may not be symmetric hence an additional symmetrization step is required.
Contrary to the usual SIC, in the OVA setting, we only care about the similarity with sample
x and entirely ignore the co-occurrences of samples occurring in class ClassOtherx. For this
reason, the normalization proposed in Equation 10 does not seem as relevant in this framework.
However, because we only care about one class, the method is much more sensitive to a potential
over- or underfitting of the classifier. To counteract this problem, we propose a normalized variant
of the scores for the OVA setting in Equation 11, which simply takes into account the number of
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premium
Ground-truth: interest,














































































Figure 16: Retrieved neighbours examples after normalization with SIC+OVA
3.2.3 Results
We computed a similarity matrix with SIC for 1000 iterations, with the number of synthetic labels
randomly sampled in the range [200, 400] at each iteration (400 being the maximum number of
synthetic labels for which the training and application of the classifier can still be computed in
reasonable time). For the OVA setting, we use 100 iterations for each sample.
Influence of the parameters. Before reporting numerical results, we study the influence of
the different tuning steps introduced for Aquaint.
In practice, the normalization (Equation 10) has a positive effect in the sense that it limits
the aforementioned. Below we report four list of top-10 neighbours obtained with SIC+OVA
before (Figure 15) and after (Figure 16) normalization. We observe that before normalization,
the lists are often “polluted” by some words which appear very often in the dataset (e.g., home,
government, time, family. . . ). On the contrary, after the normalization step, we are able to
dismiss some of these false positives and retrieve more true neighbors in the lists.
Similarly, mixing negative and positive samples in the training set for the OVA setting generally
has a positive influence, however this parameter is more difficult to properly tune. In fact, an
inappropriate number of negative samples may lead to over- or under-fitting at some iterations,
which results in non-informative or misleading similarity scores.
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Eval.
Settings Ferret2013 Claveau2014 SIC SIC + OVA
mAP 5.6 8.97 0.24 1.83
P@1 22.5 31.05 0.17 6.75
P@10 10.8 13.76 0.14 3.84
P@100 3.8 4.54 0.15 1.90
Table 2: Results for nearest neighbour retrieval task on the Aquaint2 dataset
Numerical results. In Table 2, we report results for SIC with and without OVA setting. Note
that because of the limited time, we could not run OVA for all the 26226 samples. Hence the
results are reported only for a subset of them (∼ 500 random samples). Finally, for comparison
we also report baseline results from [Claveau et al., 2014] and [Ferret, 2013]. Both use a
bag-of-words representation of the samples, based of their context for each one of their occurrences,
and then compare these representations with usual similarities.
A first general observation is that all methods yield a low mAP. This is due to the difficulty
of the task (in terms of scale, granularity. . . ), but also to the fact that the task is very subjective,
and that the ground-truth neighbors list derives from independent thesauri, which may not reflect
the same semantic contexts as the dataset: For instance, in the previous neighbours list, we
observed that “wedding” and “wife” yielded high similarity scores with “girlfriend” however they
did not appear in its ground-truth neighbors, despite semantic relationships.
SIC clearly performs worse than the two baseline methods on this task. The disparity in
terms of words co-occurrences seems to be the cause. In fact, the baseline algorithms assign each
sample to a global internal representation gathering all of its occurrences, and then compute
the similarities based on these unique representations. All samples are “on an equal footing” in
terms of number of comparisons. On the contrary, SIC works at a lower level, with the original
samples. In particular, if a word occurs very rarely in the dataset, it also seldom appears in the
experiments. Consequently, some pairs of samples are rarely (or worse, never, which automatically
yields a similarity of 0) compared together because they seldom appear in the same test set. This
unbalance is a strong bias in disfavor of uncommon words. Furthermore, the same problem is
probably present in the training set, which affects the learning process. To enforce homogeneity,
we could constrain the number of occurrences of each sample appearing in the test/training sets.
However, it would currently be time-consuming to retrieve all occurrences of a sample, as they are
scattered across the whole database. A better organization of the dataset, allowing us to quickly
retrieve all occurrences of the same word, is required before efficiently implementing this solution.
Secondly, the fine granularity of the clusters could be a problem as increasing the number
of synthetic labels would harm the computational efficiency. The OVA scheme was designed to
be a bypass of this problem, and it in fact yields slightly better results, yet still low. The main
problem here is the regularization of the classifier. In fact, as mentioned previously, we have to
balance the number of positive and negative examples in the training set to avoid overfitting or
overgeneralization towards one or the other class. In this case, it appears CRFs are not the best
choice as it is difficult to tune their regularization process well, especially since it most likely
depends on the considered sample, its number of occurrences. . . . A possible alternative is the use
of decision trees. Because of the tree structure, the regularization is controlled by the pruning
level (whether we look at the leaves or higher nodes) which seems more intuitive to tune.
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3.3 Audio motif discovery
The last task deals with the problem of audio motif discovery. More specifically, our goal is to
group together occurrences of the same words given a set of audio samples extracted from natural
speech in different speaking conditions.
3.3.1 Supervised speech recognition
Presentation of the task. Audio motif discovery is the problem of extracting recurrent pat-
terns in audio signals. These patterns are called motifs, analogously to the fields of bioinformatics
and genomics, and from a discovery point of view, they carry meaningful information about the
data. For instance, in real-life audio signals (e.g., conversations, radio shows), recurring motifs are
often linked to the topic of the content, thus may be used for automatic audio summary [Drezde
et al., 2010,Gravier et al., 2014], or indexation by keywords. This is also an unsupervised
framework, as we do not know beforehand what kind of motifs to search for, or their number
of occurrences. Furthermore, we are interested in working directly on the audio signals, rather
than on a textual representation.This preserves acoustic information (which may be harmful or
beneficial depending on the situation), and saves us the effort of translating the audio to another
representation.
The task is usually broken down in two steps. The first step is to find the audio pieces that
are actually repeated: Those are the motif candidates. The second step is to group these pieces,
such that two of them falling in the same cluster means they are occurrences of the same motif.
As for the named entity problem, we focus on the second step, which is to assess if two audio
signals are occurrences of the same motif. However, the data domain is different from the problem
of labeling named entities, and CRFs are not commonly used for audio frameworks. Instead, we
propose to use hidden Markov models (HMM), often used for speech recognition.
Baseline algorithm. The baseline algorithm for comparing two audio signals is dynamic time
warping (DTW). Among others, it is used for the task of audio motif discovery in [Park and
Glass, 2008] and [Muscariello et al., 2009]. Given two audio samples represented by a
sequence of real-valued vectors features (each vector represents a single time unit in the signal),
the algorithm aims at finding the best alignment between the samples, based on a loss function
(usually, Euclidean distance between their vector representation), and then outputs the loss value
in their best alignment. It is also common to add geometrical constraints on this process. For
instance, the alignment search can be constrained to only match audio units that are not too
far away in time. This is to prevent the alignment path to drift towards too high distortions.
Similarly, the extremities of the samples are usually constrained to match, but this assumption
is sometimes relaxed. While DTW is very efficient to compare audio samples with temporal
distortions, it does not take into account acoustic information, such as the speaking environment
(radio studio, outdoors, female/male speaker. . . ). For this reason, DTW is suited for same-speaker
speech recognition but performs poorly when the speaking environment varies, which is the case
in our dataset. On the contrary, HMM classifiers are not as sensitive to this parameters, and we
can expect the SIC similarity to inherit this property.
Hidden Markov models. A HMM can be seen as an “emitting” state machine with two main
parameters: the transition matrix (probability of jumping from one state to another) and the
emission probability (probability that a given state emits a symbol from a given dictionary).
Typically, the states are said to be “hidden”, and only the emitted symbols (also called observations)
are visible. In our case, the dictionary is the set of all sounds in the spoken language, each state
represents one time unit in the discretized signal, and the transitions represents the flow of time.
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Given a set of training sequences, the Baum-Welch algorithm enables to estimate the parameters
of a model. At test time, the Viterbi algorithm provides the most likely state sequence for an
observation sequence, along with the joint probability of the observation and the state sequence..
In practice, we use several small HMMs for our task: Each HMM represents the model of one
of the training classes. When a new input sample arrives, it is run through all HMMs and the
algorithm outputs the class corresponding to the HMM returning the path with the highest
likelihood. We used the HTK library in the implementation, for both the features extraction and
the HMM training and labeling.
3.3.2 The (audio) ESTER2 dataset
We assume the motif candidates are already extracted from the audio signal, hence we only focus
on building a similarity between the samples. In our experiments, we use the audio counterpart
of the ESTER2 dataset. We used about 8 hours of continuous speech extracted from several
French radio shows (africa1, rfi. . . ). There is a high variability between different occurrences of a
same word: different speakers (male/female, low/high pitch. . . ) and different environments (radio
studio, phone conversation, outdoors . . . ). This causes the usual DTW approach to perform
poorly as mentioned previously, and motivates the use of HMM classifiers to build a similarity.
To build the dataset, we first extract the signal for every word occurring at least ten times.
The ground-truth clusters correspond to all occurrences of a same word. Hence there are as
many ground-truth clusters than unique words in the dataset. For small experiments, we consider
a subset of those samples, AUDIOtiny, which contains 19 unique words for 50 occurrences
each, amounting to 950 samples (19 words “Afrique”, “autres”, “comme”, “contre”, “depuis”,
“dernier”, “encore”, “France”, “gouvernement”, “ministre”, “Nicolas”, “notamment”, “parce que”,
“pays”, “place”, “premier”, “Sarkozy”, “toujours”, “ville”). The selected samples provide sufficient
variability in the dataset, while keeping some similar words that could confuse the classifiers (e.g.,
“autres”).

















Word occurrences per sample repartition in the AUDIO dataset
Figure 17: Occurrences per unique word
repartition in the AUDIO dataset
For experiments at scale, we enforce an addi-
tional time constraint, as using too short samples
would restrain the size of our HMMs (as we need
enough content to optimize all the parameters) and
would harm their learning abilities. We first remove
most of the words that are obviously too short (e.g.,
monosyllabic words), while retaining some of them
to prevent having a too biased evaluation framework
(e.g., “il”, “pour” ). Secondly we remove all sam-
ples with a length inferior to 0.2 seconds. In the
end, the full audio dataset, AUDIO, contains 13477
samples for 594 ground-truth clusters. The number
of occurrences per unique words ranges between 5
and 267 (see Figure 17). We also introduce a second
ground-truth clustering which takes homonyms into
accounts (i.e., words pronounced the same way are considered identical). In this case we have 543
ground-truth clusters.
Experimental settings. As the dataset originally only provides audio signals, we first have to
extract features to describe the data. We consider four types of audio features: Mel-frequency
cepstral coefficients (MFCC) and perceptual linear prediction coefficients (PLP), which both show
good and comparable performance for speech recognition, as well as linear prediction coefficients
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Measure
Setting mfcc plp lpcepstra lpc mfcc+plp mfcc+lpc all
mAP 44.85 45.43 38.28 15.83 45.07 34.10 39.24
f@1 80.53 79.58 73.89 35.47 81.05 72.53 78.95
f@50 43.06 43.61 37.87 17.28 43.06 33.52 38.05
Adj. Rand Index 0.411 0.421 0.347 0.102 0.421 0.303 0.360
V-measure 0.615 0.608 0.556 0.275 0.623 0.508 0.573
Norm. Mutual Info 0.607 0.614 0.546 0.264 0.614 0.509 0.566
Adj. Purity 0.585 0.617 0.433 0.293 0.556 0.523 0.561
Number of clusters 23 24 20 23 21 24 24
Table 3: SIC Features influence on AUDIOtiny
(LPC) and LPC-derived cepstral coefficients (LPCEPSTRA), usually not as efficient as the
previous two [Mporas et al., 2007]. Furthermore, each type of features can be divided into
several sets of coefficients (e.g., A: acceleration coefficients, D: delta coefficients, 0: absolute
energy . . . ), and HTK allows us to choose which combination of coefficients to extract. For DTW,
we use MFCC features (state-of-the-art for speech recognition) with all coefficients except the
first one (energy of the signal). This makes the representation more robust to signal amplitude
variation. For SIC, we will exploit and compare the four types of features. More precisely, at
each iteration we first sample one possible type of features (MFCC, PLP, LPCESPTRA, LPC)
then we randomly sample a coefficient combination. We then generate the corresponding features
to be used for the current iteration.
For the synthetic annotation, we simply stick to a random annotation of the samples in the
training set. However, HTK usually requires a minimum number of training samples to learn
a HMM (proportionally to the number of parameters there are in the model). For this reason,
we also enforce that there is a minimum number of samples assigned per synthetic labels; Any
training class failing to meet this requirement is discarded. In order to have enough samples
for this restriction, we usually take 25% of the dataset for training for AUDIOtiny and 40% for
AUDIO. The number of synthetic labels used will be precised for each setting in the sequel.
As mentioned previously, it is chosen according to the granularity of the target ground-truth
clustering. Finally, we once again use SIC as input of the MCL algorithm for the clustering part.
3.3.3 Results
AUDIOtiny. We first present results on the small audio dataset. The dataset contains 950
samples, 25% were used for training at each iteration (with at least 10 samples per class). We
considered 20 to 40 synthetic training classes, and we used HMM of 7 states (which is the
maximum we can use as we are limited by the length of short samples). We first report in
Table 3 the results obtained by SIC alone restrained to some combinations of features (i.e., at
each iteration we sample one type of features among the ones given and then we randomly sample
a subset of coefficients as usual) using 500 iterations for each. Note that for the clustering, we
usually tune the parameters so that we obtain a number of clusters close to the ground-truth one
(19, here), while maximizing the clustering metrics; hence the retrieved number of clusters is not
necessarily the same for each setting.
When considering only one type of features, we observe that the results are in accordance with
the quality of the features. MFCC and PLP are commonly used for supervised speech recognition
tasks and indeed yield better results for our task than LPCEPSTRA and LPC, which are usually
not as suited for speech recognition. However there is too little difference between the MFCC
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Meas.
Setting DTW SIC
Adj. Rand Index 0.02 0.408
V-measure 0.243 0.609
Norm. Mutual Info 0.224 0.602
Adj. Purity 0.323 0.549























Table 4: Clustering (top) and mAP (bottom) results for SIC on AUDIOtiny
and PLP results to assess if one is better than the other. Finally, when combining features, the
results are close to the average of the different types of features considered. The good iterations
with suitable features (e.g., MFCC) are penalized by the bad ones which use bad features (e.g.,
LPC), yielding average scores (MFCC+LPC).
Finally, in Table 4, we report results obtained for DTW (implemented using the dtw R
package) with MFCC features. We compare them against SIC for 177 iterations, using MFCC
only too. We observe that in this case, SIC clearly outperforms DTW. This was expected because,
as already mentioned, DTW is not robust to speaking environment changes, while SIC should
be because of the use of HMMs. Furthermore, when observing the similarity values obtained by
DTW, we notice that the variance is really low, hence it is difficult for the clustering algorithm
to find and separate clusters. Secondly, the detailed mAP results show that both methods yield
better results for “specific” (or rare) words (e.g., “France”, “Nicolas”, “Sarkozy”. . . ) while very
common words such as “parce que” or “autres” usually have lower retrieval accuracy. A possible
explanation is that specific words tend to appear in particular contexts (e.g., politics for “Nicolas”
and “Sarkozy”) and because of their rarity, when they appear once, they are more likely to appear
again in the near future (which is known as the burstiness of words). Because of this, it is possible
that these words display less variability in terms of speaking conditions and environments, which
would explain the better results for SIC as well as DTW. Note that, as in the named entity
example, the same results can be observed in a more visual way. For instance, in the heatmap
representation of the matrix (Figure 18), we notice that the classes “France”, “Nicolas”, “Sarkozy”
and “ministre” are less likely to be confused with other classes, and they are also the ones yielding
the top mAP scores.
AUDIO. For the full AUDIO dataset, we use slightly different parameters to account for the
granularity of the ground-truth clustering (number of synthetic labels sampled in the range [100,
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Figure 18: Heatmap
representation of the final SIC




Figure 19: Example of HMM type 1 (left) and type 2 (right)
Measure
Setting Type 1/2 Type 1/2 Type 1/2 Type 1/2 Type 1/2 Type 1 Type 2
7 states 10 st. 12 st. 14 st. 20 st. random(7;20) 20 st.
mAP 16.49 18.27 19.86 20.61 20.63 20.53 20.20
f@1 57.66 59.47 61.79 62.86 62.46 62.64 62.44
f@100 14.56 15.89 16.82 17.28 17.19 17.13 17.02
Adj. Rand Index 0.130 0.149 0.133 0.136 0.135 0.107 0.153
V-measure 0.597 0.612 0.616 0.619 0.623 0.619 0.621
Norm. Mutual Info 0.585 0.598 0.601 0.604 0.608 0.604 0.608
Adj. Purity 0.476 0.524 0.552 0.556 0.556 0.543 0.539
Number of clusters 547 540 544 542 540 546 545
Table 5: Comparison of HMM topologies on the AUDIO dataset
200] at each iteration, with a constraint of at least 20 training samples per class, and 40% of
the dataset used for training and all the rest for testing). The results presented in Table 5 are
a comparison of different HMM topologies. Contrary to AUDIOtiny, the samples in the full
dataset have a minimum length of 0.20s which allows us to use HMM of at most 20 states. We
consider two HMM topologies (Figure 19): The first one, type 1 is a basic linear HMM with loop
transitions on each emitting state and only forward transitions from state n to n+ 1 for all n.
The second one, type 2 is type 1 with additional skip transitions (i.e., direct transitions from
state n to n+ 2 for all n). We also consider type 1/2 which corresponds to randomly choosing
one of the topology at each iteration.
We only report results against the ground-truth clustering that takes homonyms into account
for this experiment. As a matter of fact, when not taking the homonyms into account, the
results are similar despite globally lower (an average of 4% loss in terms of mAP). We used 2000
iterations of SIC (as in practice we observe that the similarity matrix was usually stable for all
settings around this value).
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Evaluation
Settings DTW SIC DTW SIC
no homonyms with homonyms
mAP 3.00 19.72 3.11 20.61
f@1 13.17 59.41 14.05 62.86
f@100 4.37 16.19 4.65 17.28
Adjusted Rand Index 0.002 0.135 0.003 0.135
V-measure 0.185 0.628 0.177 0.623
Normalized Mutual Info 0.161 0.614 0.154 0.608
Adjusted Purity 0.104 0.553 0.117 0.556
Cluster Number 597 589 542 542
Table 6: Clustering and retrieval results for SIC on the AUDIO dataset
For the mixed type type 1/2, we observe that the results improve when the number of states
increases which makes sense since the HMMs are then able to build more precise models. However
the improvement seems to reach a limit around 14∼15 states in the HMM. The fixed type 1
with its number of states chosen at random at each iteration between 7 and 20 yields similar
results. It is interesting to see that despite mixing low number of states with high ones, we still
obtain results comparable to those obtained with only high number of states. Finally the fixed
type 2 also yields comparable mAP results despite having more flexibility in theory, however it
is slightly better in terms of clustering evaluation (adjusted Rand Index).
To conclude on this dataset, we report in Table 6 the results obtained by DTW with MFCC
features and by SIC (using the Type 1/2 topology with 14 states from the previous example).
We consider both the case of the ground-truth with and without homonyms.
As we already observed on the AUDIOtiny dataset, SIC performs better than the usual DTW
on this task. The global results are also lower than for AUDIOtiny which is explained by the
larger scale of the database that induces more variability. To a lesser extent, the heterogeneity
in the size of the ground-truth clusters may also impact the results. Finally the results with
ground-truth homonyms are slightly better than without, which is expected as they sound similar,
hence it should be impossible for a classifier to distinguish them without context.
3.4 Implementation
To conclude on the experiments, we discuss implementation issues and computation times. Each
iteration being independent from the others, it is the ideal situation for a parallel execution.
We implemented the process in Python using the multiprocessing library. Each process runs
one iteration and their attribution to each core is managed by the main process (see Figure 20).
The similarity matrix (more specifically, only the upper triangle of the matrix) is stored as a
flat 1D-array and shared across the different processes for memory efficiency. To prevent any
read/write conflict between the process, we split the array into nlocks cells, each managed by a
lock. In practice only a few samples are classified together at each iteration (compared to the
number of possible pairings in the dataset), hence only a few cases are to be updated. This
statistical property should prevent having too many collisions of processes attempting to write in
the same cell at the same time, and preserve a satisfying execution time. In terms of resources,
we ran the NER experiments on a 24 cores, 64GB RAM machine and AUDIOtiny on a 4 cores,
8GB RAM. For the bigger datasets, AUDIO and Aquaint2, we ran the experiments on the Igrida
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Measure
Method NER (20 cores) Aquaint2 (7 cores) AUDIO (7 cores)
Time (real) 6m 12.3s 7h 52mn 22.3s 1h 12mn 34.1s
Time (user+sys) 1h 38m 23.2s 22h 9mn 25.6s 4h 48mn 31.5s
Max RAM 5.31 Gi 34.24Gi 9.53 Gi
Table 7: Execution times and maximum RAM usage for 50 iterations
Process i
             Process i - Iteration i
1. (Load data on-the-fly (Audio, Aquaint2))
2. Split training and testing set Tri and Tei
3. Learn a classifier on Tri





divided in n_locks 
locked cells
Updates 
Send back Tei t for the main process
to count the number of occurrences 
in test set for normalization
Creates
             Main Process
1. Initialize new process when 
a core is free until the number 
of iterations is reached





Figure 20: Illustration of SIC running on one Igrida node
computing grid at Inria 4, using 8 cores, 48GB RAM nodes.
In Table 7 we report the time and memory usages for each setting on 50 iterations. That
the first line is the number of cores used for the classification iterations, not counting the main
process. The real time is the observed elapsed time of the execution. The (user+sys) time is
the total amount of CPU time (across all processes). Finally, max RAM denotes the maximum
amount of RAM required by the program during its execution. In practice, runs on AUDIO and
Aquaint2 are slower than NER because the datasets are larger, and because they require more
I/O operations. In fact, for Aquaint2, the data is read from the disk and loaded on-the-fly at
each iteration. For AUDIO, the audio features are also generated on-the-fly, and HTK only seems
to work with files as input.
4The IGRIDA Computing Grid, http://igrida.gforge.inria.fr/
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Figure 21: Evolution of the Pearson and Spearman correlations between SX and SN (N = 600)
for the NER (left) and AUDIOtiny (right) datasets
4 Additional properties of SIC
In this section, we propose a practical study of some additional properties of SIC. In the first
subsection, we investigate the issue of the convergence of the method, and in the second subsection
we define the notion of “confidence score” on the SIC similarity matrix.
4.1 Convergence Rate
Dealing with an iterative method raises the issue of its convergence, i.e., whether the method
eventually reaches a stable point or not, and if yes, how fast, and towards what target value. In
our case, the convergence and its speed are directly linked to the consistency of the classifiers. The
more often the classifiers agree over a pair of samples, the quicker the corresponding similarity
reaches a stable value. For this reason, it is important to randomly vary the training settings at
each iteration, so that the convergence is not due to a bias in the classifiers’ decisions. As for the
quality of the obtained similarity matrix, it depends on the accuracy of the classifiers and data
features, relatively to the target application. This property is however difficult to quantify as
it is data- and application-dependent. See Section 3 for further discussions about the choice of
classification algorithm and training settings. In this subsection, we estimate the convergence
rate of the method in practice, and propose two stopping criteria. The first one is a posterior
criterion obtained by studying the correlation between similarity matrices obtained at different
iterations. The second one is an on-the-fly criterion based on the notion of entropy, which can be
used to stop the algorithm when a satisfying threshold is reached. We also study the influence of
the threshold value over the quality of the similarity.
4.1.1 Practical analysis of the convergence
Let us consider a normal run of the algorithm over N > 0 iterations, from which we derive
the similarity SN . We aim to estimate how close SN and SX are (where SX is the similarity
obtained when interrupting the run after the 0 < X < N first iterations). To estimate the
resemblance between the two similarity measures, we compute a correlation coefficient (e.g.,
Pearson) between the two corresponding (flattened) matrices. As usual, a value close to 1 (resp.
-1) indicates a strong positive (resp. negative) relation between the observations, while a null
coefficient indicates the absence of correlation. Figure 21 presents the evolution of the Pearson
and Spearman corelation coefficients as X grows for the NER and AUDIOtiny datasets. The
Pearson correlation is only able to detect linear relations, and is sensible to outliers. On the
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contrary, the Spearman coefficient is based on the ranks of the observations (where the rank is
averaged in case of tie situations) rather than their values. Both are commonly used to assess
statistical correlation.
We observe that the Pearson correlation for NER reaches a satisfying target value close
to 1 almost immediately (X ' 50), while it is slower for the audio dataset (X ' 200). We
can verify that the correlation relation between the two similarity measures is indeed linear by
plotting the two sets of observations against each other. In Figure 22a, we represent the points
(SN (xp, xq), S
X(xp, xq)) in a scatter plot for the two datasets, and we clearly observe that the
main axis of the scatter plot is close to the x = y axis (which corresponds to a perfect Pearson
correlation of 1) .
(a) Scatter plot of the values of SN against SX for 10.000 random pairs of samples for the text dataset
(left, X = 52) and the audio dataset (right, X = 192). The points colors reflect their distance to the
x = y axis.
(b) Scatter plot of the ranks of the values with the same parameters as the above graphic
Figure 22: Scatter plots of the points (SN , SX) (top) and (rank(SN ), rank(SX)) (bottom) for
the NER (left) and AUDIO (right) datasets.
Surprisingly, compared with the Pearson coefficient, the Spearman coefficient for the text
dataset grows very slowly, while it has the same monotonicity as the Pearson for the audio
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dataset. A possible explanation lies in the typical distribution of the similarities for the text
dataset. The distribution is often skewed, and the outliers might positively influence the Pearson
correlation. Furthermore, in practice, we use more synthetic training classes for the text data and
the classifiers used appear to efficiently detect dissimilar samples, hence a large set of samples are
never classified together, resulting in many similarities close to 0, especially when we consider
only a few iterations (low values of X). This results in a large disparity in the ranks, as shown
in Figure 22b: We plot the same scatter plot as for the Pearson, but we use the ranks of the
similarities (in increasing order) instead of their values. The Spearman coefficient can in fact
be seen as a Pearson correlation between the ranks, and hence, we also would like to observe a
main linear axis in these plots. The isolated line in the left graph (NER) represents all the pairs
of samples which had a null similarity in SX (X = 52 here). This discrepancy, which does not
appear in the case of AUDIOtiny (right), probably negatively affects the Spearman coefficient for
the NER dataset.
4.1.2 On-the-fly criterion
As mentioned in Subsection 2.1.1, s(xp, xq) can be interpreted as a frequency which approximates
the probability P(c(xp) = c(xq)). We propose to use this approximation to compute the entropy
of the binary random variable Xp,q which takes the value 1 when c(xp) = c(xq) and 0 else. The
entropy is given by
H(Xnp,q) = −sn(xp, xq) log(sn(xp, xq))− (1− sn(xp, xq)) log(1− sn(xp, xq)) .
By definition, H(Xp,q) assesses how “unpredictable” the variable Xp,q is. Low entropies correspond
to pairs of samples which are very often, or very seldom, classified together, while the maximum
entropy is reached when Xp,q is uniform. Therefore, the entropy is initially null and grows as more
information is brought at each iteration, eventually reaching a stable point when the information
gain is negligible, i.e., new iterations do not change the similarity value very much. We propose
to use the mean of the H(Xp,q) for all (p, q) as an on-the-fly stopping criterion, by ending the
algorithm when this measure reaches a stable point. To evaluate the quality of this criterion, we
run a normal SIC experiment over 600 iterations, and pause the algorithm whenever the mean of
the entropies reaches some threshold. We then compute several evaluation measures introduced
in the first section with the matrix at the current iteration.
The corresponding results are presented in Figure 23. The dotted line represents the evolution
of the stopping criterion over the iterations, i.e., the average of the entropies over all pairs of
samples. In practice we compute the average entropy every 5 iterations, and mark the iteration
(circle marker on the plot) if the difference with the previous measurement was lower than one
of the thresholds we considered. Then, for each one of these marked iterations, we evaluate
the similarity matrix against the ground-truth. Relatively to the clustering task, we report
the adjusted Rand index, adjusted purity, V-measure and normalized mutual information. The
inconvenient of these measures is that they depend on the parameters used for the clustering
algorithm. In this case, we tuned the parameters to obtain the same numbers of clusters for each
iteration (6 for the text dataset, for 8 in the ground-truth and 22 for the audio one, for 19 in
the ground-truth). This makes the different measures more comparable, however because of this
constraint, the results reported are not necessarily optimal for each iteration. For this reason, we
also report information retrieval results which are more objective since they do not depend on
any parameters. We report the mAP, F -measure at 1 and F -measure at 1000 or 50 depending on
the dataset (this number is chosen to match the size of the ground-truth clusters).
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Figure 23: Evolution of the mean entropy criterion and the quality metrics over 600 iterations






















































































































Figure 24: Evolution of the mAP for NER (left) and AUDIOtiny (right) under the same settings
as the previous figure, with a color overlay marking the distance to the optimal mAP value.
We first observe that the mean entropy behaves as expected: a fast growth in the beginning
until it reaches a stable value. The same general observation applies for the different quality
metrics. Secondly, the convergence is clearly faster for the text dataset than for the audio one,
as it was already the case with the Pearson coefficient. This is mostly due to the text dataset
having more informative features than the audio one for their respective task.
Finally, in Figure 24, we conduct the same experiment but only report the evolution of the
mAP (every 5 iterations).
The circles markers are the same as in the previous experiment. We also add a color overlay
representing the areas where the mAP is less than a certain threshold different from the “optimal
value”, i.e., the one found after N = 600 iterations, when the similarity matrix is usually stable.
By matching the colored areas to the considered thresholds, we observe that a threshold of 0.0001
is a good compromise as it is reached in a low number of iterations and yields mAP values with
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only a 5 percent different from the optimal one. Using a threshold of 1e− 5 allows for even better
results (1% difference) to the expense of more iterations.
4.2 Confidence score
Building on the idea of an on-the-fly criterion, a last issue we consider is the problem of finding a
confidence score on the similarities obtained. More precisely: can we determine, before comparing
against the ground-truth, whether the construction was successful or not for a given sample (i.e.,
does it have high similarity scores with its true neighbors ?). As a matter of fact, when observing
the distribution of the similarities s(x, ·) for a given sample x, we can generally distinguish two
main categories, as shown in Figure 25, indepedently from the dataset: Category 1 (left) refers
to the samples for which the distribution has nicely separated components, while distributions
in category 2 (right) have closer components and more probability mass in the left tail of the
distribution. Furthermore, when comparing these distributions to the evaluation results, it turns
out that SIC usually yields better results for the samples in category 1. In fact, the particular
distribution shape for this category is probably the result of the classifiers being usually more
“consistent” for these samples: as they tend to make the same co-classifications at each iteration,
this leads to better separated components.
Hence it seems likely that the shape of the similarity distribution could be an indicator of
the quality of the similarity, before we even compare it with the ground-truth. To verify this
hypothesis, we define a confidence score c : (x, S) ∈ X ×MD → c(x, S) ∈ R, such that high
values of c(x, S) means that x likely belongs to category 1. Intuitively, a good confidence score
should convey how well separated the two components are, the difficulty being that we do not
know where the distribution parameters.
We investigate several usual distribution statistics, based on the distribution shapes observed
in the previous figure. We consider four statistics, two of them focusing on the spread of the
distribution, and the two others on its shape.
• The first simplest one is c(x, S) = maxy 6=x(S(x, y)).
• c(x, S) = V ar(S(x, y)) measures how the similarities for sample x spread from the mean.
• c(x, S) = −Skew({S(x, y) | S(x, y) > mean(S(x, .))})are the skewness of the whole dis-
tribution and the distribution restrained to the values above its mean. A high positive
skewness characterizes a distribution with the most of its mass on the right, and a smaller
tail on the right, while a low negative skewness characterizes the opposite.
• Finally, c(x, S) = BC(S(x, ·)) is the bimodality coefficient of the distribution, expressed in
terms of skewness and kurtosis. A high BC characterizes a distribution displaying two well
separated components (bimodal distribution), even though it is known not to be a perfect
characterization [Pfister et al., 2013].
In Table 26, we report Pearson and Spearman correlations for each one of these statistics
compared to the mAP values obtained when evaluating the corresponding matrix against the
ground-truth. We observe that the Max statistics is the best one in terms of generalization, as it
gives good results for all datasets. The variance statistics seems to work very well for NERrich
and AUDIOtiny but indicates no correlation for AUDIO. Finally, the skewness and bimodality
coefficient also give high correlation scores, however with different signs depending on the dataset.
This difference probably comes from the fact that the shape of the distributions are very dependent
on the task, as can be seen in Figure 25. To conclude, while none of the proposed measures seems
to be a perfect confidence indicator, it is still interesting to see that the obtained correlation
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(a) Illustration of Category 1 (left) and Category 2 (right) on the NER dataset
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(b) Illustration of Category 1 (left) and Category 2 (right) on the AUDIO dataset
Figure 25: The bottom line represents the ROC curves for the corresponding sample, i.e., the
evolution of the True Positive Rate with the False Positive Rate. The farther the ROC curve is
from the random case (dotted line), the better it is.
values are usually good, which hints to the fact that the shape of the distribution does give some
indication about the quality of the similarity. Furthermore the problem is related to the EM
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and weighted variants of SIC we introduced in the second section, as it also deals with how well
separated the two components of the distribution are.
Eval.
Setting NERrich AUDIOtiny AUDIO
Max
Pearson 0.367 0.470 0.416
Spearman 0.330 0.455 0.381
Var
Pearson 0.364 0.619 -0.04
Spearman 0.423 0.567 -0.036
Skewness
Pearson -0.353 0.144 0.542
Spearman -0.367 0.261 0.536
Bimodality
Pearson 0.216 0.020 -0.508
Spearman 0.295 -0.331 -0.556
Figure 26: Evaluation of the Correlation between the mAP results and different statistics on the
similarity distribution
Conclusion and perspectives
This report presents a method for automatically building a similarity on a dataset with limited
prior knowledge. The proposed approach is evaluated in the framework of clustering, for which
an adequate input similar measure has to be explicitly given by the user. This is a difficult task
in case of complex data structures or lack of prior knowledge, and the proposed approach aims to
alleviate this problem. In this report, we have presented the main contributions of this internship:
• We proposed a theoretical unified framework for the idea of diverting supervised classifiers
for similarity inference, denoted by SIC for simplicity. In particular, we gave an explicit
model of the resulting similarity distribution for SIC with binary updates and defined two
ways of estimating its parameters.
• We presented an EM and weighted version of the similarity measure They appear to be
useful to better distinguish similar from dissimilar samples from their distribution, however
we did not have time to exploit them further.
• We developed a parallel implementation of the method and evaluated it on several multimedia
datasets. On the more practical side, results show that SIC outperforms usual similarity
for the two clustering tasks on audio and text content. While the two settings are very
different, in both cases SIC takes advantage of the underlying classifiers’ properties which
allows the algorithm to indirectly manipulate more complex data representations than the
usual similarity, without having to make them explicit. On the contrary, for the task of
semantic information retrieval on the Aquaint2 dataset, we reported mAP results lower
than the baseline. On of the main causes of these results seems to be the high heterogeneity
in the number of occurrences per sample in the dataset. It would be interesting to further
investigate SIC in this context but with a smaller and more homogeneous dataset to better
identify the issues.
• We also discussed the question of the convergence of the algorithm and how to assess the
“quality” of the similarity. While these properties seem to depend mostly on the quality of
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the underlying classifiers, we proposed an on-the-fly stopping criterion that seems to be
efficient in at least two of our applicative frameworks.
In future work, we could study how the method behaves when we consider sequential iterations
instead of independent ones: In fact, we can use past iterations to build a temporary similarity
and incorporate this knowledge into new iterations (e.g., enforcing the same training class on
samples with a high enough temporary similarity). This should accelerate the convergence, but
also probably lead to more mistakes if the past results were incorrect. Secondly, it would be
interesting to try exploiting the EM and weighted variants further, and study if they can impact
the results on the different tasks.
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Appendix
A. EM algorithm for a Bernouilli mixture
The EM estimation for Bernoulli mixture is a well-known algorithm in the litterature (see for
example [Juan and Vidal, 2004]). Given a Bernouilli mixture of the form
Cn = π1B(p1) + π0B(p0),
and a set of observations of the variable Cn, (oj(p,q))p,q, we define the hidden component
indicator variable zj(p,q), which indicates whether xp and xq are neighbors or unrelated samples
(zj(p,q) = 1xp∼xq ), and by Z the random variable associated with the observations zj . Then the
EM scheme to estimate the p0, p1 and π0 parameters unfolds as follow:
Expectancy of the log-likelihood for the complete data.
Q(θ, θ̂) = E
(





















ln(P(Z = 1)) + ln(P(oj | p1))
]
+ E(1zj=0 | θ̂)
[







ln(P(Z = 1)) +
∑
i
oj,i ln(p1,i) + (1− oj,i) ln(1− p1,i)
]
+ E(1zj=0 | θ̂)
[
ln(P(Z = 0)) +
∑
i
oj,i ln(p0,i) + (1− oj,i) ln(1− p0,i)
]
Expectation step. Compute Q(θ, θ̂), which requires γk,j = E(1zj=k | oj , θ̂).
γ1,j = E(1zj=1 | oj , θ̂) = P(zj = 1 | θ̂)
=
P(oj | zj = 1, θ̂)P(zj = 1)
P(oj | θ̂)
=
P(oj | zj = 1, θ̂)P(zj = 1)
















And γ0,j = P(zj = 0| oj , θ̂) = 1− γ1,j .
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B. Asymptotical Gaussian distribution for the weighted scores




using a generalized version of the Central Limit Theorem, .
Proof. The variables S⊥i are independent, however not identically distributed hence we cannot
apply the usual Central Limit Theorem; instead we use the generalized Lyapunov condition. We
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C. ROC Curves for experiments on the NER dataset
Figure 27: Average ROC curves for each ground-truth class for experiments on the NER dataset
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