We provide an economic valuation of the riskiness of risk models by directly measuring the impact of model risks (specification and estimation risks) on VaR estimates. We find that integrating the model risk into the VaR computations implies a substantial minimum correction of the order of 10-40% of VaR levels. We also present results of a practical method -based on a backtesting framework -for incorporating the model risk into the VaR estimates. 
Introduction
The recent worldwide financial crisis has dramatically revealed that risk management pursued by financial institutions is far from optimal. This paper proposes an economic evaluation of the impact of model uncertainty on VaR estimates based on a backtesting framework.
The Basel III committee has recently further proposed that financial institutions assess the model risk (BCBS, 2009) . However, the model risk, whilst well studied in the case of specific price processes (e.g. Cont, 2006) , is not yet taken into account practically in the building of risk models by the industry 1 .
The outline of the paper is as follows. Section 2 defines and illustrates the model risk in VaR estimates. Section 3 presents our practical approach for calibrating adjusted Empirical VaRs that deal with the model risk. Section 4 concludes.
Model Risk and VaR Computations
We first illustrate the model risk of VaR estimates, which is here defined as the consequence of two types of errors due to a model misspecification and a parameter estimation uncertainty. Various VaR computation methods do indeed exist in the literature, from non-parametric, semi-parametric and parametric approaches (e.g. Christoffersen, 2009 ). However, the Historical-simulated VaR computation is still the one most used by practitioners (Christoffersen and Gonçalves, 2005) and will serve as the reference throughout this article. Source: simulations by the authors. Errors are defined as the difference between the "true" asymptotic simulated VaR and the Estimated VaR. These statistics were computed with a series of 250,000 simulated daily returns with specific DGP (1.
Brownian, 2. Lévy and 3. Hawkes), averaging the parameters estimated in Aït-Sahalia et al. (2010, Table 5, i.e. β=41.66%, λ3=1.20% and γ=22.22%) , and ex post recalibrated for sharing the same first two moments (i.e. µ=.12% and σ=1.02%) and the same mean jump intensity (for the two last processes such as
-which leads after rescaling here, for instance, to an intensity of the Levy such as: λ2=1.06%). Per convention, a negative adjustment term in the table indicates that the Estimated VaR (negative return) should be more conservative (more negative).
A Simple Procedure for adjusting Estimated VaR
We propose herein a simple procedure to calibrate a correction on VaR estimates to account for the impact of the model errors. This procedure is based on the "Traffic Light" test developed by the Basel Committee. The regulatory backtesting process is carried out by comparing the last 250 daily 99% VaR estimates with corresponding daily trading outcomes.
The regulatory framework uses the proportion of a failure test based on the Unconditional Coverage test (Kupiec, 1995) . This test is based on the so-called "hit variable" associated to the ex post observation of Estimated VaR violations at the threshold α and time t , denoted
, which is defined such: (Kupiec, 1995) , the total number of VaR exceptions (Cumulated Hits) follows a Binomial distribution (Christoffersen, 1998) 
, such as:
A Perfect VaR (not too aggressive, but not too confident) in the sense of this test, is such that it provides a sequence of VaR denoted ( ) Figure 1 represents the minimum adjustments (absolute errors) to be applied to estimated VaR, denoted q* as solutions of the optimization program (4), for one-year (two-year and three-year) Historical-simulated VaR computed on the DJIA over more than one century (from the 1 st of January, 1900 to the 15 th of October, 2010). In other words, it represents the minimal global constants that we should have added to the quantile estimations for having reached a VaR sequence that would have passed the Hit test on the full sample for the considered levels of confidence. We observe that the Historical-simulated error is quite significant for all quantiles (between -0.5% and -7% in absolute terms, i.e. 15% or so in relative terms) and significantly increases with the confidence level. VaR is computed on a daily horizon as an annualized empirical quantile using respectively 1 year, 2 years and 3 years of past returns. Without any adjustment, the imperfect Estimated VaR is underestimated (too permissive) in each of these cases.
Besides, the smaller the estimation period, the more important the adjustment (both in absolute and relative terms). This phenomenon can be explained by the fact that using larger estimation periods leads more likely to take into consideration extreme realizations and crisis episodes. Table 1 .
Figure A1
An Illustration of Simulated Processes used in Table 1 µ=0.12% and σ=1.02%) and the same mean jump intensity (for the last two processes such as
-which leads after rescaling here, for instance, to an intensity parameter of the Lévy process such as: λ2=1.06%). According to the three DGP realizations, the annualized estimated 95.00%, 99.00% and 99.50% VaR (based on daily computations) are here respectively: -23.81%/-24.42%/-26.33%; -38.54%/-40.74%/-47.05% and -42.01%/-44.93%/-56.00%.
The Table A1 confirms the convergence of the results presented in the corpus of the text (see Table 1 ). We independently reproduced Table 1 with another set of 250,000 simulations and show the resulting differences for each cell.
Except in three cases, most of the relative differences are below 1.00%, and none are above 5.00%.
Table A1
Differences between Results in Two Sets of 250,000 Times-series of Computations reported in Table 1 Three price processes of the asset returns 5 are considered below, such as for t= [1,…,T] and p= [1, 2, 3] : Source: simulations by the authors. Errors are defined as the difference between the "true" asymptotic simulated VaR and the Estimated VaR. These statistics (in absolute terms, expressed in %, such as returns) were computed with series of 250,000 simulated daily returns with specific DGP (1. Brownian, 2. Lévy and 3. Hawkes), averaging the parameters estimated in Aït-Sahalia et al. (2010, Table 5, i.e. β=41.66%, λ3=1.20% and γ=22.22%) , and ex post recalibrated for sharing the same first two moments (i.e. µ=.12% and σ=1.02%) and the same mean jump intensity (for the two last processes such as
