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Graduação em Informática do Setor de Ciên-
cias Exatas da Universidade Federal do Pa-
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Campo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.22 Combinação classificadores - Fusão por Votação - 25 pedaços - Protocolo
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A identificação de espécies é uma necessidade primordial para as atividades de comér-
cio e preservação de florestas. Entretanto, devido à escassez de dados e bases de imagens
florestais, os estudos computacionais relacionados a esse tema são raros e recentes. Outros
fatores que influenciam a raridade desses estudos estão relacionados à falta de técnicas
computacionais comprovadamente eficazes para essa tarefa e ao custo para a aquisição
de imagens para a construção das bases e modelos computacionais, uma vez que equipa-
mentos sofisticados e caros são utilizados. Tendo em vista esse contexto e com objetivo
de minimizar os custos relacionados ao processo de identificação de espécies florestais, é
proposta uma nova abordagem para essa tarefa, com a qual a identificação poderá ser
realizada em campo e com equipamentos de baixo valor, agregando maior mobilidade e
agilidade à execução dessa tarefa. Para avaliar e validar essa proposta, foram constrúıdas
duas bases de imagens macroscópicas a partir de amostras de madeira de espécies flores-
tais encontradas no território nacional, considerando dois métodos diferentes: abordagem
tradicional em laboratório e abordagem em campo, sendo esta última, a proposta deste
trabalho. Um protocolo modular baseado na estratégia de dividir para conquistar foi pro-
posto, nele as imagens são divididas em subimagens, com o intuito de que problemas locais
não afetem a classificação geral da imagem. A partir delas, são extráıdas informações de
cor e textura que são utilizadas para a construção de conjuntos de treinamento, teste e
validação de classificadores. Para extração desses atributos são avaliadas diversas técnicas
consagradas como análises de cor, GLCM, histograma de borda, Fractais, LBP, LPQ e
Gabor. Após a classificação de cada conjunto de atributos das subimagens, seus resultados
passam por duas camadas de fusões (baixo e alto ńıvel), para se chegar à decisão final de
qual espécie a amostra pertence. Inicialmente, a avaliação experimental foi realizada com
a base de imagens obtidas a partir da abordagem em campo uma vez que dessa maneira os
resultados são mais conservadores devido à presença de rúıdos nos conjuntos de dados e
ao não tratamento das amostras adquiridas. A taxa de reconhecimento obtida nessa etapa
foi 95,82%. Após a validação do método proposto, os modelos de classificação foram re-
constrúıdos e avaliados a partir da base de imagens criada com a abordagem tradicional
em laboratório. Com esse novo modelo, a taxa de classificação foi de 99,49%. A partir
da análise dos resultados, observa-se a viabilidade da abordagem proposta neste trabalho,
que além de apresentar uma excelente taxa de classificação, muito próxima da obtida com
técnicas mais sofisticadas e de alto custo, ainda agrega a mobilidade para a classificação
de espécies em campo. Ressalta-se ainda, a construção e disponibilização das bases de
imagens florestais, contribuindo, desta forma, para trabalhos futuros nesta área.
xi
ABSTRACT
Identifying species is a capital task related to the forestry commerce and preservations
activities. However, due to the insufficiency of data and forestry image databases, studies
concerning this subject are still rare and recent. Furthermore, the scarceness of these
studies is enforced in the absence of effective computational techniques and the high costs
involving image acquisition and models construction, since sophisticated and expensive
equipment are needed. Regarding this context, we propose a new approach aiming at
minimizing the costs involved in the automatic identification of forestry species, by which
one can conduct this task in the field and using low cost equipment, aggregating at the
same time, financial economy, mobility and agility. To evaluate the proposed approach we
built two databases from samples of macroscopic images of wood species that can be found
in the Brazilian territory. The databases were built using two different methods, namely
standard laboratory approach and field approach, being the last one proposed in this
research. A Divide-and-Conquer strategy was used to elaborate a modular protocol, where
the images are divided into sub-images in order to avoid local factors influence during the
image classification. Color and texture information are extracted from the images to form
the training, test and validation sets used to evaluate the classifiers performance. Several
techniques were used for the feature extraction, such as color analysis, GLCM, border
histogram, fractals, LBP, LPQ and Gabor. After the classification of each feature set, the
results are combined through two fusion layers (low and high level) to form the final image
classification, assigning a specimen label to the current image example. The experimental
evaluation was performed in two phases, first considering the field approach to build the
image database and after, the standard laboratory approach. It is worth noting that using
the field approach the results represent conservative estimates, since it might exists a high
level of noisy in the dataset due to the fact that no preprocessing or filter was used to
enhance the images. Nevertheless, the recognition rate achieved using this approach was
95.82%. Afterwards, the classification models were re-built using the dataset obtained
with the standard laboratory approach, achieving 99.49% recognition rate. From these
results, its is possible to conclude the feasibility of the proposed approach, which in spite
of the high classification rate very close to the more sophisticated and expensive technique,
decreases the cost and aggregates mobility (conducted in the field) to the task of forestry
species classification. It is also worth to mention another important contribution of this
research work, which is the construction of macroscopic forestry images databases, from




A identificação correta das espécies é uma necessidade primordial para a atividade
do manejo florestal. Este só é sustentável quando garante a manutenção das diversas
espécies existentes na área de exploração. A identificação botânica também proporciona
uma supervisão mais precisa do manejo florestal e um comércio mais seguro das espécies
madeireiras. A identificação das árvores na floresta é fácil devido às flores, frutas e folhas,
porém, a partir do momento que está cortada, sua identificação torna-se complexa [54].
Estudos anatômicos das madeiras têm sido utilizados, na sua grande maioria, com
vistas ao respaldo e subśıdio à taxonomia, em pequena escala, relacionados com a fisiologia
e ecologia e, em alguns casos, puramente acadêmicos [91].
Para Paula et al [93], visando determinar posśıveis aplicações de diferentes espécies
de madeira, é primordial um estudo detalhado de sua estrutura anatômica. Desta forma,
é posśıvel classificar e agrupar espécies, direcionando-as, então, para estudos tecnológicos
espećıficos, visando confirmar ou não a indicação obtida através da análise da estrutura
anatômica. Para a identificação de espécies desconhecidas, em geral, usam-se chaves
dicotômicas ((Menon, 1993) apud [54]).
Tou et al [112] citam que a identificação da madeira é importante em várias áreas,
como: 1) na indústria, antes de se gerar um novo produto; 2) em construções, pois ao se
fazer um telhado, caso a madeira não seja forte o suficiente, este pode cair; 3) evitando-se
fraudes, quando algum revendedor de madeira possa misturar uma espécie mais barata,
a uma carga de espécies nobres; 4) na conservação, identificando espécies que estão em
extinção. Os autores ainda citam que o processo de identificação feito por humanos pode
ser tedioso e consumir bastante tempo, o que torna inviável checar todas as cargas de
exportação.
A identificação pode ser útil em outras áreas, como na determinação da espécie de um
fragmento de madeira em uma cena de crime, ou o material usado por uma arquitetura
antiga ou ferramenta, entender a ecologia e informações geológicas para estudar o rela-
cionamento entre espécies, identificar o material usado em um objeto para restauração,
entre outros [54, 112].
Atualmente, o reconhecimento é feito por especialistas muito bem treinados, porém,
leva-se muito tempo para tornar uma pessoa competente na identificação de espécies
florestais, além de que a examinação manual pode ser muito subjetiva, e por isso, o
número de profissionais não é abundante para atender à demanda da indústria, gerando
assim, uma lacuna que a computação pode preencher [112].
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Segundo o IPT (Instituto de Pesquisas Tecnológicas do Estado de São Paulo) [25],
mesmo para técnicos especializados é dif́ıcil distinguir uma madeira de outra, dentro da
enorme variedade de espécies encontradas no Brasil. No fim da década de 90, o IPT
contava com um acervo de 18.000 amostras de madeiras, pertencentes a 1.000 espécies,
600 gêneros e 100 famı́lias.
Segundo Pedrini & Schwartz [94], o desenvolvimento de programas computacionais
autônomos que consigam assemelhar-se ao sistema visual humano é ainda um desafio. A
meta é analisar e/ou interpretar imagens, obtendo informações suficientes para distinguir
objetos de interesse de forma confiável. Esta área de estudo denomina-se visão computa-
cional, e tem sido utilizada na indústria madeireira, desde os anos 80, porém, seu uso tem
se restringido a identificar a qualidade da madeira ou busca por defeitos, e para isso, têm
sido utilizados dispositivos como ultrassom, micro-ondas, ressonância magnética, raios-X,
laser, câmeras e espectrômetros, o que, em geral, é bastante caro (Conners, 1997) apud
[54].
Para Tou et al [114], o reconhecimento de espécies florestais, através da madeira,
envolve não só técnicas simples de análise de textura, pois as espécies são naturalmente
similares. Segundo Khalid et al [54] este tipo de estudo é recente e, consequentemente,
a quantidade de sistemas computacionais que visem, efetivamente, o reconhecimento é
pequeno, e isso ocorre devido a alguns fatores como:
• Dificuldade na obtenção de uma base de imagens;
• Disponibilidade e alto custo de equipamentos para aquisição e análise das amostras;
• Falta de técnicas computacionais comprovadas no reconhecimento de espécies flo-
restais;
• Falta de especialistas em classificação nos páıses em desenvolvimento.
Apesar dos laboratórios de anatomia de madeira possúırem xilotecas (coleções de re-
ferência de espécies florestais), o problema para a obtenção da base se deve à escassez de
amostras de cada espécie, para formar os conjuntos de imagens para treinamento, teste e
validação. Além disso, os conjuntos de imagens dispońıveis são usualmente obtidas por
meio de equipamentos de alto custo e com pouca mobilidade, não permitindo que estas
amostras sejam adquiridas em campo. Já em relação às técnicas computacionais, está em
aberto um grande leque de abordagens que podem ser úteis para esse problema, dentre
elas, destaca-se a textura.




No Brasil são poucos os laboratórios especializados no reconhecimento de espécies flo-
restais, entre eles, IPT, FURB, IBAMA, UFPR, INPA, UnB/Serviço Florestal Brasileiro.
O reconhecimento de espécies florestais, através da madeira, é útil para várias áreas, mas
com o crescimento dos desmatamentos, em que se derrubam espécies nativas e em vias de
extinção para sua comercialização ilegal, a fiscalização através de órgãos como IBAMA e
Poĺıcia Federal tem se tornado mais frequente e presente.
Porém, ainda faltam ferramentas que os ajudem em campo, pois, por exemplo, des-
cobrir a qual espécie florestal uma tábua em uma serraria pertence não é uma atividade
fácil. Uma ferramenta computacional que permita uma taxa razoável de reconhecimento
em campo, dá subśıdios aos fiscais à tomarem as medidas cab́ıveis aos infratores. Atual-
mente, se a fiscalização identifica uma posśıvel irregularidade, até que a comprove, leva-se
um tempo muito grande, o que dificulta a aplicação de penas ou sansões aos infratores.
Outro exemplo no qual a ferramenta de reconhecimento seria relevante é na exporta-
ção, pois grandes navios saem com seus porões cheios de madeiras e a identificação de
espécies de aparência semelhante, porém com propriedades f́ısicas e valores bem distintos,
é complexa, como ipê (Handroanthus sp) e cumaru (Dipteryx sp). O uso da ferramenta
permitiria a identificação imediata de irregularidades, evitando transtornos e prejúızos
financeiros a compradores e exportadores.
Dentre as informações visuais que podem ser extráıdas da imagem de uma amostra
de madeira, a que se mostra bastante promissora na posśıvel identificação de espécies
florestais, é a textura, sendo a caracteŕıstica visual mais importante para identificação de
estruturas homogêneas em uma imagem, pois suas propriedades representam a superf́ıcie
ou estrutura de um objeto [115, 107].
Maenpaa [66] afirma que para a inspeção da superf́ıcie da madeira a textura pode ser
usada realçando caracteŕısticas de cor. Segundo Ilea & Whelan [43] as informações que
cor e textura trazem têm fortes referências à percepção humana, e em vários cenários,
somente tais informações não são robustas o suficiente para descrever, de forma correta,
o conteúdo de uma imagem.
A análise de textura tem sido usada desde os anos 60, sendo frequentemente atribúıda
à percepção humana e, alguns estudos mostram que para o reconhecimento de objetos no
mundo real, o sistema visual humano depende parcialmente da percepção de consistência
e diferença textural [66, 83, 6].
Para tanto, justifica-se o presente estudo, bem como a comparação de técnicas de
extração de caracteŕısticas que permitam analisar textura de uma forma ampla, aplicada
a esse tipo de problema.
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1.2 Desafios
Tou et al [114] comentam que o reconhecimento de espécies florestais, através da
madeira, é um problema mais desafiador que uma simples análise de textura, porque este
tipo de caracteŕıstica é naturalmente similar, levando a confusões.
Problemas de textura em imagens gerais, segundo Angelo [6], vêm sendo estudados
desde os anos 60. Para testar novas técnicas, utilizam-se bases de imagens já consagradas,
como a VisTex 1 do MIT (Massachusetts Institute of Technology), a Outex 2 da University
of Oulu, entre outras. Para estas bases, existem inúmeros experimentos e, consequente-
mente, resultados prévios que permitem avaliar sua eficiência. Porém, para a análise de
espécies florestais existem alguns problemas, como:
• Inexistência de bases dispońıveis para comparar resultados, consequentemente, não
se tem protocolos de aquisição bem definidos, principalmente, em campo.
• Devido ao pequeno número de projetos de pesquisa vinculados a esta área, não
se tem parâmetros efetivos de quais técnicas de visão computacional se adaptam
melhor a este tipo de problema e que, consequentemente, devem ser experimentadas
para analisar quais obtêm melhores percentuais de acerto.
• Devido à grande variedade de espécies florestais, muitas amostras são semelhantes
entre si (semelhança extraclasse) e amostras de mesma espécie podem apresentar
diferenças significativas, devido a questões como clima e solo (diferença intraclasse).
• Amostras não tratadas tendem a ter problemas (batidas, manchas naturais, dife-
rença entra cerne e alburno, entre outros), o que pode comprometer o reconheci-
mento.
• Fazer análise das espécies em campo, sem os recursos de laboratório.
1.3 Objetivos
O objetivo deste trabalho é fazer o reconhecimento de espécies florestais através de
técnicas de análise de cor e textura usando imagens macroscópicas da madeira. As técnicas
devem ser robustas o suficiente para permitir sua identificação em campo (menos recursos)
ou em laboratório (mais recursos). Para tanto, as seguintes etapas foram definidas:
• Propor um protocolo de aquisição das imagens macroscópicas de madeira, de forma
que possa ser reproduzido em campo sem a necessidade de equipamentos sofisticados,




• Criar duas bases de imagens macroscópicas de espécies florestais que permitam es-
tudos anatômicos das madeiras, bem como dar subśıdios a novas pesquisas em com-
putação para problemas similares a este, sendo uma delas adquirida através de um
dispositivo de baixo custo (campo) e outra em laboratório (mais recursos).
• Definir técnicas de extração de caracteŕısticas para as imagens adquiridas que per-
mitam uma melhor identificação, sendo estas tanto de cor, como de textura (esta-
t́ısticas, espectrais e estruturais).
• Definir uma estratégia de classificação baseada em cor e textura para diferenciar
imagens de espécies florestais de forma robusta, capaz de lidar com a variabilidade
das espécies.
• Comparar o desempenho das estratégias propostas nas duas bases criadas.
• Desenvolver um protótipo para validar todos os experimentos.
1.4 Contribuições
As contribuições com o desenvolvimento desta pesquisa podem ser divididas em :
Sociais :
• A criação das duas bases de imagens macroscópicas de espécies florestais (nativas e
exóticas) presentes no território nacional.
• A diminuição de serviço dos órgãos competentes na identificação de madeira, dando
subśıdios aos órgãos fiscalizadores para tomar as medidas cab́ıveis de forma imediata,
através de uma ferramenta que dê um grau de certeza no reconhecimento de espécies
florestais, permitindo uma avaliação em campo.
Cient́ıficas :
• Definição de um protocolo de aquisição das imagens em campo e sua comparação
ao protocolo de laboratório, mostrando os limites de um sistema baseado em equi-
pamentos de baixo custo.
• Análise de extratores de caracteŕısticas de cor e textura para o problema em questão.
• Definição de uma abordagem baseada em estratégia de dividir para conquistar para
resolução de problemas na aquisição das imagens.
• Publicações / socialização das bases de imagens adquiridas, seguindo dois protocolos
distintos:
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– Definição da estratégia de dividir para conquistar [24]
– Socialização parcial da base de imagens [22].
– Tratamento de cor e textura e regra de fusão por votação [23].
– Socialização das bases de imagens 3.
1.5 Organização do Documento
O Caṕıtulo 2 é composto pela fundamentação teórica dos aspectos estruturais da
madeira e uma revisão sobre cor e textura; o caṕıtulo 3 apresenta uma revisão bibliográfica
acerca do reconhecimento de espécies florestais, reconhecimento de problemas em madeiras
e análise de textura de forma geral, abordando as técnicas e resultados atingidos que
deram subśıdios e serviram de inspiração nas abordagens deste trabalho; já no caṕıtulo 4
são apresentadas as bases de imagens criadas, bem como os protocolos para sua captura; o
caṕıtulo 5 apresenta a proposta do trabalho, descrevendo as técnicas e parâmetros usados
para a resolução do problema; no 6o caṕıtulo são apresentados os resultados experimentais,
com as devidas taxas de reconhecimento que nortearam o trabalho; no caṕıtulo 7 tem-se





Grande parte das espécies florestais nacionais são provenientes da região Amazônica
e, tanto toras, tábuas e lâminas são tratadas através de nomes populares comuns a cada
localidade, podendo a mesma espécie possuir nomes populares distintos. Cada espécie
possui particularidades que determinam as suas possibilidades de uso e o seu reconhe-
cimento permite predizer quais são os melhores usos desta espécie florestal em questão,
evitando gastos e problemas futuros [81].
Existem milhares de espécies florestais, porém o foco na identificação restringe-se a
algumas centenas de madeiras comerciais, e sendo feito, de forma geral, através da ob-
servação de um conjunto de estruturas que as descreve, como frutas, flores e folhas, ou
seja, a identificação assume que todas as partes relevantes da estrutura da planta estão
presentes, porém, às vezes somente parte está dispońıvel [10].
Core et al (1979) apud [81] afirmam que o processo de identificação cient́ıfica de uma
amostra de madeira é complexo, envolvendo diversas etapas. Inicialmente, são observadas
caracteŕısticas como cor, desenhos e densidade da amostra. Na sequência, é feita uma
visualização anatômica macroscópica de itens como anéis de crescimento, raios, vasos e
parênquima. Deve-se analisar, ainda, tipo de porosidade, largura e altura de raio, presença
de estratificações, arranjo dos vasos e parênquima. Porém, mesmo assim, algumas espécies
ainda precisam ser identificadas através de uma análise microscópica.
Para o entendimento de algumas dessas caracteŕısticas, o presente caṕıtulo se apre-
senta, e são abordadas as formas de como as espécies são identificadas pelos especialistas
em anatomia da madeira.
2.1 Propriedades Organolépticas da Madeira
As propriedades organolépticas são aquelas que estão diretamente ligadas ao valor
decorativo ou ornamental do lenho e percept́ıveis pelos órgãos sensoriais: cor, odor, de-
senho, brilho, textura e grã, ou seja, todas as caracteŕısticas que podem ter influência
positiva ou negativa no emprego de madeiras para os fins desejados. Tais caracteŕısticas
são consideradas macroscópicas, ou seja, vistas a olho nu, ou com ajuda de uma lupa com
ampliação de no máximo 10× [101, 92]. As imagens, cuja ampliação seja superior, são
ditas microscópicas. A Figura 2.1 mostra essas diferenças.
Para uma boa identificação das propriedades organolépticas, deve-se assumir um pro-





Figura 2.1: Ipê (Handroanthus sp - esquerda) e Cedro (Cedrela fissilis - direita)
Paula & Alves [92] comentam que a madeira é um material anisotrópico, ou seja, não
apresenta as mesmas propriedades em todas as direções. Assim, como diferentes aspectos
da estrutura celular são revelados em direções distintas, exige-se o estudo da anatomia da
madeira em três diferentes planos, representados pela Figura 2.2, e a Figura 2.3 apresenta
imagens desses cortes em amostras de Pittosporum angustifolium:
• Transversal (X): perpendicular ao eixo axial da árvore. Nesta superf́ıcie aparecem
os anéis de crescimento, vasos (dependendo de seu tamanho) e raios.
• Longitudinal Radial (R): na direção axial, paralelo ao eixo maior do tronco e paralelo
à direção dos raios lenhosos, e ainda perpendicular aos anéis de crescimento;
• Longitudinal Tangencial (T): na direção axial, paralelo ao eixo maior do tronco e
em ângulo reto ou perpendicular aos raios lenhosos e ainda tangencial aos anéis de
crescimento.
Para os anatomistas, a cor é uma propriedade de importância secundária na identi-
ficação, e sua variação se dá devido à impregnação de substâncias orgânicas nas células
e nas paredes celulares. Uma mesma espécie pode sofrer variações de cor devido a ques-
tões naturais que ocorrem com a umidade, luz, posição na árvore e influência do solo no
crescimento, ou ainda ao estado sanitário da árvore [81].
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Figura 2.2: Planos de Corte [41]
Figura 2.3: Exemplo de planos de corte de Pittosporum angustifolium - (escala = 125 µm)
[10]
A textura da madeira é dada pelo conjunto de dimensões, distribuição e percentagem
dos elementos estruturais que formam o lenho, sendo que em folhosas o que predomina
são o diâmetro dos vasos e largura dos raios. Esta textura pode ser classificada em grossa,
média e fina. Na grossa estão inclusas madeiras de vasos grandes e viśıveis a olho nu,
parênquima axial contrastante ou raios largos. Já na fina, aparecem as madeiras cujos
elementos são de dimensões pequenas, e encontrados de forma difusa, apresentando uma
superf́ıcie homogênea e uniforme [14]. Na Figura 2.4 são apresentadas amostras de
texturas finas, médias e grossas, Figuras 2.4a, 2.4b e 2.4c, respectivamente 1.
2.2 Propriedades Anatômicas da Madeira
A madeira é um conjunto heterogêneo de diferentes tipos de elementos com caracteŕıs-
ticas próprias que desempenham funções de condução de ĺıquidos, transformação, arma-
zenamento e transporte de substâncias nutritivas e sustentação do vegetal [14]. Algumas
estruturas são descritas a seguir:
Os anéis de crescimento surgem pela diferença entre a madeira formada no ińıcio
do peŕıodo vegetativo, normalmente, primavera, em regiões de clima temperado, e suas
1Dispońıvel em: http://rondoville.com.br/caracteristicas-das-madeiras
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(a) Textura fina - Peroba Rosa (As-
pidosperma polyneuron)
(b) Textura média - Eucalipto
(Eucalyptus saligna)
(c) Textura grossa - Ange-
lim Pedra (Hymenolobium pe-
traeum)
Figura 2.4: Exemplo da classificação de textura na área madeireira
células apresentam paredes finas e lumes grandes, conferido-as uma coloração clara. Já
no final deste peŕıodo, normalmente outono, as células vão diminuindo paulatinamente
sua atividade fisiológica, tornando suas paredes gradualmente mais espessas e os lumes
menores, apresentando uma tonalidade mais escura que as de ińıcio do peŕıodo vegetativo
[81].
O cerne representa a parte central de um tronco e é formado à medida que a árvore
cresce; as partes internas perdem gradativamente sua atividade vital e adquirem uma
coloração mais escura devido à deposição de tanino, resinas, gorduras, carboidratos e
outras substâncias. Já o alburno representa a parte de maior atividade fisiológica da
planta, uma vez que o fluxo ascendente de ĺıquidos retirados do solo ocorre nos anéis de
crescimento mais externos [14].
O vaso é um conjunto de células sobrepostas que forma uma estrutura tubiforme con-
t́ınua, que tem a função da condução ascendente de ĺıquidos na árvore, em geral, esse tipo
de estrutura só ocorre em folhosas, sendo um forte elemento de identificação entre folho-
sas e cońıferas. Quando esse tipo de estrutura se apresenta na seção transversal, recebe o
nome de poros e sua forma de distribuição, tamanho e agrupamento são caracteŕısticas
que ajudam no reconhecimento da espécie [81].
O parênquima pode ser axial ou radial, e tem a função de armazenar materiais de
reserva, como gorduras e amido, sendo de grande importância na identificação macroscó-
pica. O parênquima radial pode ser denominado como raio ou parênquima transversal, e
é um agrupamento de células que tem eixo longitudinal orientado perpendicularmente ao
eixo da árvore [81].
Algumas dessas estruturas podem ser observadas através das Figuras 2.5 e 2.6.
O método mais comumente empregado para a classificação, tanto macro como micros-
cópica de madeiras, é o de chaves de identificação (normalmente dicotômicas). Através
delas pode-se chegar à identificação em ńıvel de famı́lia, gênero ou até espécie. Como seu
nome sugere, trabalha oferecendo duas alternativas em cada destinação e a escolha de
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Figura 2.5: Estruturas anatômicas - Angelim (Hymenolobium petraeum) - sendo que A
representa o parênquima, B os vasos, C os raios e D fibra
Figura 2.6: Estruturas anatômicas - Goiabão (Planchonela pachycarpa) - sendo que A
representa os vasos, B os parênquimas (linhas), C os raios (colunas) e a faixa apontada
em D representa anel de crescimento
uma das alternativas determina a etapa seguinte, até que se encontre à qual espécie deter-
minada madeira pertence [14]. Neste processo, os anatomistas analisam as caracteŕısticas
anatômicas verificando a existência ou não de certas estruturas, elementos e suas distri-
buições. Porém, computacionalmente, essa análise é subjetiva, podendo variar bastante.
Logo, este trabalho visa auxiliar nessa classificação por meio de uma ferramenta que per-
mita o reconhecimento das espécies, porém não através da identificação das estruturas
anatômicas da madeira, e sim, através de sua textura e cor.
2.3 Cor
Apesar da cor ser uma propriedade de importância secundária na identificação para
anatomistas da madeira, ela é uma propriedade importante na análise de imagens realizada
pelos seres humanos, seja com ou sem o aux́ılio do computador [94, 66].
Segundo Yu et al [119], a cor, comparada com outros atributos, é muito estável,
insenśıvel à rotação, escala e a outros tipos de deformação, mostrando robustez com
vantagem de ser de cálculo simples.
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Forsyth et al [34] descrevem que a representação de uma cor tem uma importância
comercial muito grande, sendo que alguns produtos estão associados a cores muito próxi-
mas. Porém, é dif́ıcil haver uma uniformidade, pois a interpretação de cor para as pessoas
varia dentro de uma faixa muito grande, e para que houvesse uma padronização na forma
de tratar as cores, foram definidos “espaços de cores”, ou ainda, chamados de “modelos de
cor” ou “formatos de cor”
O RGB (red, green e blue) é um dos espaços mais comuns, é de formação aditiva,
utilizado em câmeras e monitores de v́ıdeo. Este canal baseia-se na teoria de visão colo-
rida tricromática de Young-Helmholtz, que provou que todas as cores do espectro viśıvel
poderiam ser representadas com a soma de três cores primárias, pois, o olho humano é
formado por três tipos de receptores de cor, e estes respondem mais aos comprimentos
de onda vermelho (R), verde (G) e azul-violeta (B). Conhecido também como cubo de
cores, no qual os seus oito vértices são formados pelas três cores primárias, as secundárias
(ciano, magenta, amarelo) e mais o preto e o branco [36]. A Figura 2.7a representa esse
modelo.
(a) Cubo RGB [102] (b) Modelo HSV [102]
Figura 2.7: Modelos de cor RGB e HSV
Os canais de cores HSV (Hue, Saturation e Value), HLS (Hue, Luminance e Satura-
tion) e HSI (Hue, Saturation e Intensity) são, normalmente, vinculados a pintores por
utilizar três componentes presentes em diversas técnicas de pintura: Matiz, Saturação
e Iluminação ou Intensidade ou Valor (adquirido através do brilho na imagem). Nesta
“famı́lia de cores”, a matiz é angular e os outros componentes são lineares. Apesar de
também não ser perceptualmente uniforme, seu uso é interessante por conter informações
que são percept́ıveis e discriminantes para um observador [3, 11, 107]. A Figura 2.7b
representa esse modelo.
Na opinião de Yu et al [119], esta famı́lia se destaca dos outros modelos em análise e
processamento de imagem devido a três importantes caracteŕısticas. A primeira é que o
valor (V ) pode ser separado dos componentes de cor (matiz e saturação), segunda, que
a matiz e saturação trabalham de forma equivalente com o modo pelo qual as pessoas
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percebem a cor e por fim a utilização ponderada de fatias de seus componentes é bem
ajustada a algoritmos de análise de imagem.
O modelo de cores XYZ é um sistema aditivo e baseia-se em cores primárias imaginárias
X, Y e Z, e foi proposto em 1931 pela CIE, pressionada pelo desenvolvimento do filme
fotográfico colorido, devido à inexistência de um conjunto finito de cores primárias que
produzisse todas as cores viśıveis posśıveis. Suas cores são definidas matematicamente,
e são compostas pela variação de três comprimentos de onda definidos 700 nm, 546,1
nm, 435,8 nm correspondentes a toda a percepção humana de cores [107]. Para cada um
dos canais existe um limite da variação definido pelo comprimento da onda: 0∼700 (X),
0∼546,1 (Y) e 0∼435,8 (Z). Qualquer cor pode ser definida apenas pelas quantidades dos
elementos de X e Y normalizados, que são chamadas de coordenadas de cromaticidade
por dependerem apenas do matiz e da saturação. A descrição completa de uma cor é
dada pelas coordenadas de cromaticidade e pelo valor de um dos três est́ımulos originais,
normalmente do Y, que contém a informação de luminância [63, 65]. Na Figura 2.8a
tem-se uma representação gráfica do canal XYZ.
Os modelos de cor CIELAB e CIELUV foram definidos pela CIE (International Com-
mission on Illumination), em 1976, na tentativa de aumentar a uniformidade das cores
percebidas pelo sistema visual humano, sendo que o objetivo era proporcionar cores bem
definidas, independente de qual dispositivo fosse ser usado. Algumas vezes são represen-
tados pelas siglas L × a × b e L × u × v, e o L indica o valor da luminosidade corrigida
para uma escala perceptualmente linear, variando de branco a preto, e sendo igualmente
definido em ambos os sistemas e os outros componentes (A, B ou U, V) são os elementos
de cromaticidade [65]. O modelo CIELUV é um sistema aditivo, já o CIELAB é subtra-
tivo, sendo que a luz é absorvida por colorantes, tais como tintas e pigmentos. No modelo
CIELAB, o valor de a pode variar de verde a vermelho e o valor de b pode variar de azul
a amarelo, analogamente à percepção das cores pelo cérebro. As Figuras 2.8b e 2.8c
representam esses modelos.
2.4 Textura
A análise de textura tem sido usada desde os anos 60, e em geral, é descrita como
sendo um conceito nebuloso, frequentemente atribúıdo à percepção humana, em que cada
pessoa tem sua própria percepção, que não tem definição matemática e ela simplesmente
existe. Alguns estudos mostram que para o reconhecimento de objetos no mundo real,
o sistema visual humano depende parcialmente da percepção de consistência e diferença
textural [6, 66, 83].
Segundo Parker [89], ao se observar uma imagem, é posśıvel facilmente conectar regiões
com similaridade nos tons de cinza, ou ainda, objetos coloridos, mesmo com variações de
luminosidade ou sobreposição de objetos. Para buscar a definição de como descrever uma
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(a) Modelo XYZ [102] e [107] (b) Modelo CIELAB [65] (c) Modelo CIE-
LUV [80]
Figura 2.8: Modelos de cor XYZ, CIELAB e CIELUV
região dentro de uma imagem, a forma natural é interpretar como o sistema visual humano
o faz, e ele usa a textura como sendo uma dessas formas. A textura é a caracteŕıstica
visual mais importante para identificação de estruturas homogêneas em uma imagem, pois
suas propriedades representam a superf́ıcie ou estrutura de um objeto, podendo estabe-
lecer um relacionamento de vizinhança através de seu posicionamento entre os demais
(conectividade), o agrupamento espacial (densidade) e sua regularidade (homogeneidade)
[15, 94, 107, 115].
Haralick et al [40] descrevem que tons e texturas estão sempre presentes em uma
imagem, e eventualmente, um sobrepõe o outro, ou seja, se em um pequeno pedaço da
imagem houver pouca variação dos tons de cinza, o tom é dominante, e no inverso, é a
textura. Nessa vertente, uma imagem pode ser considerada como um mosaico de textura
e caracteŕısticas dessa textura podem ser utilizadas para indexar os dados desta imagem.
Devido a sua importância para vários tipos de imagens, a textura vem sendo uma ferra-
menta de grande relevância em suas análises, e com as melhorias computacionais, cada
vez mais informações na forma de imagens têm sido armazenadas, gerando a necessidade
de novas ferramentas de busca e recuperação. Para isso, a textura aparece como uma
primitiva visual muito importante para esta busca e navegação por meio dessas coleções
de imagens com caracteŕısticas similares [39, 72].
Segundo Petrou & Sevilha [95], o estudo de textura é importante, pois pode ser um
incômodo em visão computacional para a análise de formas de objetos se não for tra-
tada, bem como pode apresentar informações valiosas para se conhecer de que material é
composto algum objeto ou região. Na Figura 2.9 é apresentada uma imagem na qual a
identificação automática das bordas é comprometida devido à textura.
Vários autores citam que não se tem uma definição aceita de forma global para textura
[9, 18, 31, 83], porém, ela pode ser expressa como [18, 31, 36, 40, 94, 107]:
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(a) Imagem Original (b) Borda Detectada Manual-
mente
(c) Borda Detectada Automati-
camente
Figura 2.9: Exemplo da importância do tratamento da textura de uma imagem [95]
• “um conjunto de estruturas detalhadas, existentes nas superf́ıcies f́ısicas, percept́ıveis
ao olho humano, e que trazem grande quantidade de informações sobre a natureza
da superf́ıcie”;
• “constituinte de uma região macroscópica, em que sua estrutura é formada pela re-
petição de padrões, nos quais seus elementos ou primitivas encontram-se arranjados
conforme uma regra de composição”;
• “algo que consiste de elementos mutuamente relacionados”;
• “estrutura composta por um grande número de elementos similares mais ou menos
ordenados”;
• “uso de coeficientes de uniformidade, densidade, aspereza, regularidade, intensidade,
dentre outras caracteŕısticas da imagem”;
• “Se um conjunto de caracteŕısticas estat́ısticas ou outras propriedades locais da
imagem forem constantes, com pouca variação ou aproximadamente periódicas então
está representada a textura”.
Logo, a textura é um fenômeno fácil de reconhecer e entender, porém dif́ıcil de con-
ceituar. Apesar da falta de consenso em sua definição alguns autores concordam que a
textura tem um conceito bidimensional, na qual em uma dimensão são tratadas as carac-
teŕısticas da variação de intensidade de coloração entre os pixels vizinhos (primitivas de
tonalidade - não homogêneas), e na outra, o relacionamento espacial entre essas primitivas,
ou sua dependência (homogeneidade) [31, 9, 39, 34].
A textura não pode ser definida em um pixel, mas em uma região ou conjunto de
pixels. Este conjunto descreve um padrão de variação de tons de cor (cinza) de uma região,
representando a superf́ıcie de um objeto e, em geral, consiste de elementos de textura, ou
ainda, primitivas de textura e a estes é dado o nome de texton [34, 107]. Segundo Liu &
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Wan [37], o texton é um conjunto de manchas ou um padrão que emerge compartilhando
uma caracteŕıstica comum sobre toda a imagem. O padrão do texton pode ser de forma
precisa ou com variações, e estes elementos podem ser descritos como cor, altura, largura,
orientação, entre outras; a variação como estes textons se relacionam deve ser suficiente
para diferenciar duas texturas, sendo que a definição desses relacionamentos talvez seja a
coisa mais importante para poder segmentar uma imagem por textura [75, 89].
Nixon & Aguado [83] comentam que assim como não existe uma única definição para
a textura, não se tem uma única forma de descrevê-la e extráı-la. Para a descrição da
textura, existem algumas abordagens, e segundo Gonzalez & Woods [36], as principais
são: estat́ıstica, estrutural e espectral. Na abordagem estat́ıstica, classifica-a como suave,
áspera, granular, entre outras, já a estrutural trata a imagem baseada em suas primitivas,
como o paralelismo de linhas e seus espaçamentos, e as técnicas espectrais usam algumas
propriedades do espectro de Fourier como detecção da periodicidade global dos picos de
alta energia no espectro. Segundo Petrou & Sevilha [95], a textura pode ser regular ou
irregular, demonstrado nas Figuras 2.10a e 2.10b, sendo que a maioria das texturas feitas
manualmente são regulares e a maioria das naturais são irregulares. Para as regulares, a
abordagem que melhor as descreve é a estrutural, e para as irregulares, as mais usadas
são as estat́ısticas e espectrais.
(a) Texturas Regulares
(b) Texturas Irregulares
Figura 2.10: Tipos de Textura [18]
Segundo Sanchez et al [106], qualquer textura contém caracteŕısticas tanto regulares
quanto estat́ısticas, o que torna dif́ıcil usar um único método para identificá-la. Já Tomita
& Tsuji [111] afirmam que não existe uma única forma para analisar qualquer textura.
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2.4.1 Abordagem Estat́ıstica
A abordagem estat́ıstica é comumente usada para a análise de imagens naturais, pois
estas possuem texturas com um certo grau de aleatoriedade e é mais facilmente modelada
nessa abordagem. Na abordagem estat́ıstica, a textura é um apanhado de padrões de ima-
gens que, com um conjunto de elementos estat́ısticos, pode-se descrevê-la. Esta foi uma
das primeiras formas propostas para definir a qualidade da textura em uma distribuição
espacial de valores em tons de cinza. Neste tipo de abordagem não se busca compreen-
der explicitamente a estrutura hierárquica da textura, mas sim, representá-la através de
propriedades estat́ısticas que definem a forma de distribuição e o relacionamento entre os
ńıveis de cinza que a compõem. As várias formas de aplicar esta abordagem descrevem a
textura através de grandezas, caracterizando-a em suave, áspera ou granular [36, 17, 115].
Segundo Alves & Araujo [5], a abordagem estat́ıstica pode ser dividida em duas ver-
tentes, uma de primeira ordem, na qual se extraem atributos a partir de histogramas, e a
de segunda, que é baseada no posicionamento relativo da ocorrência dos ńıveis de cinza.
Os autores ainda destacam que a principal diferença entre as vertentes é que, tendo-se
duas imagens com a mesma quantidade de ńıveis de cinza, mas com posicionamento dife-
rente, na abordagem de primeira ordem tem-se um histograma idêntico, já na de segunda,
os histogramas serão diferentes.
Haralick [39] propõe várias abordagens estat́ısticas para medir e caracterizar uma tex-
tura, dentre elas pode-se citar: funções de autocorrelação, bordas texturais, probabilidade
de coocorrência espacial de ńıveis de cinza e comprimento da série de um ńıvel de cinza. Já
Pedrini & Schwartz [94] propõem ainda algumas outras medidas baseadas na distribuição
dos ńıveis de cinza e no comprimento de sequência de cinza (run length).
Tucerian & Jain [115] citam que um grande número de técnicas de textura foram
propostas e que elas não são independentes, o que pode ser visto na Figura 2.11, em que
se tem o relacionamento de várias técnicas estat́ısticas de segunda ordem e a imagem
original.
2.4.1.1 Medidas baseadas na distribuição de ńıveis de cinza
Como a forma mais simples para descrever uma imagem em ńıveis de cinza é o pixel,
sua distribuição pode dar caracteŕısticas como média, variância, desvio padrão, assimetria
e curtose. Porém, para caracterizar o texton, geram-se relações de dependência entre as
transições de dois ou mais pixels de sua vizinhança. Esse tipo de técnica tem como grande
vantagem seu baixo custo computacional [94].
A média dos ńıveis de cinza e sua variação são conhecidas como momentos e são
medidas de primeira ordem, sendo uma das abordagens mais simples para a descrição de
texturas. Baseia-se em considerar z uma variável aleatória que demonstra a intensidade
discreta de uma imagem e p(zi) seu histograma. A equação 2.1 mostra o n-ésimo momento
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Figura 2.11: Relacionamento entre técnicas estat́ısticas de segunda ordem e a imagem
Original [111]
de z, sendo L o número de ńıveis de intensidade e m é a intensidade média descrita
através da equação 2.2. Segundo Gonzalez & Woods [36], o segundo momento (variância,
σ2(z)) é particularmente importante para a textura, pois indica como estão distribúıdas
as intensidades dentro da região, seu espalhamento em torno do tom médio, ou seja, sua
homogeneidade. Este momento pode definir descritores de suavidade relativa, e baseando-
se na equação 2.3, pode-se obter valores próximos a zero para áreas de intensidade









R = 1− 1
1 + σ2(z)
(2.3)
O terceiro momento (µ3) permite determinar uma medida de antissimetria do histo-
grama (obliquidade - skewness) através da equação 2.8, e o resultado será maior que zero,
caso a distribuição esteja agrupada abaixo da média, se for superior a zero, a concentração
estará acima da média e tendendo a zero é aproximadamente simétrica [36].
O quarto momento (µ4) calcula a medida de dispersão (curtose - equação 2.9), o que
demonstra o achatamento ou planaridade da curva de distribuição. Caso este resultado
seja igual a zero (mesocúrtica), então, tem-se um achatamento igual à distribuição normal,
se for superior a zero (leptocúrtica), a distribuição é mais alta (afunilada) e concentrada
que a normal e, no caso de ser inferior a zero (platicúrtica), a distribuição será mais
achatada que a normal [36].
Uma forma de tratar estatisticamente os pixels é usar os valores de intensidade como
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variáveis aleatórias. Por exemplo zi, i = 0, 1, 2, ..., L − 1, para as L intensidades posśı-
veis de uma imagem e a probabilidade da ocorrência de uma intensidade zk é dada pela
equação 2.4, em que nk é o número de elementos na imagem com intensidade k e MN é a
quantidade de pixels analisados. A partir desta probabilidade, outros importantes descri-
tores podem ser conseguidos, como a média (descreve a intensidade média - equação 2.5),
variância e desvio padrão (descrevem a dispersão dos dados em relação à média - equa-
ções 2.6 e 2.7, respectivamente), obliquidade (descreve a assimetria da distribuição em
relação à média - equação 2.8), curtose (descreve o grau de achatamento da distribuição
























A média dos ńıveis de cinza e sua variação são conhecidas como momentos e são
medidas de primeira ordem, sendo uma das abordagens mais simples para a descrição de
texturas. Baseia-se em considerar z uma variável aleatória que demonstra a intensidade
discreta de uma imagem e p(zi) seu histograma. A equação 2.1 mostra o n-ésimo momento
de z, sendo L o número de ńıveis de intensidade e m é a intensidade média descrita
através da equação 2.2. Segundo Gonzalez & Woods [36], o segundo momento (variância,
σ2(z)) é particularmente importante para a textura, pois indica como estão distribúıdas
as intensidades dentro da região, seu espalhamento em torno do tom médio, ou seja, sua
homogeneidade. Este momento pode definir descritores de suavidade relativa, e baseando-
se na equação 2.3, pode-se obter valores próximos a zero para áreas de intensidade
constante e próximos a um com grandes valores de variância [18, 36, 89].
Pedrini & Schwartz [94] ainda descrevem que outra forma para extrair medidas esta-
t́ısticas são os histogramas (equação 2.10), sendo que h(i) representa a quantidade de
ocorrência de um pixel de intensidade i, e n representa a quantidade de pixels na janela de
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textura. E a partir do histograma, pode-se calcular a energia (equação 2.11) e a entropia












P (i)lg(P (i)) (2.12)
Gonzalez & Woods [36] citam que as medidas de textura calculadas com base em
histogramas sofrem a limitação de não se ter informações relativas ao posicionamento
dos pixels em relação a sua vizinhança, e por isso, não oferecem informações sobre a
natureza repetitiva da textura. Para sanar isso, sugere que além da intensidade leve-
se em consideração o seu posicionamento. Já em Conci et al [18] é sugerido o uso de
métodos referentes a medidas de segunda ordem, que além de descreverem a distribuição,
apresentam a relação espacial entre os pixels, sendo que o método mais usual é a matriz
de coocorrência dos ńıveis de cinza (gray level co-occurence matrices - GLCM ) de uma
imagem.
2.4.1.2 Matriz de coocorrência
Segundo Nixon & Aguado [83], esta é a abordagem estat́ıstica mais famosa, sendo que
a técnica consiste de experimentos estat́ısticos realizados sobre, como um certo ńıvel de
cinza ocorre em relação a outros ńıveis de cinza, gerando uma matriz, ou ainda, baseia-se
na ocorrência repetida da configuração de alguns ńıveis de cinza na textura, sendo uma
variação rápida em texturas finas, e lenta em ásperas.
Segundo Haralick [39], o primeiro a usar este método em textura foi Julesz [50], porém,
alguns autores citam que o trabalho apresentado por Haralick et al [40] foi o precursor
dessa técnica. Haralick sugeriu um conjunto de 14 caracteŕısticas de textura que pode-
riam ser extráıdas dessas matrizes (Tabela 2.1), e essas caracteŕısticas podem informar a
homogeneidade, a dependência linear, contraste, o número e a natureza dos peŕımetros
presentes e a complexidade da imagem. Haralick et al [40] ainda citam ter conseguido
uma precisão de classificação de 80 a 90%, logo, esta tem sido a técnica de textura mais
usada e bem sucedida, ainda que, com variações quanto à forma como são calculadas as
matrizes [18, 115].
Segundo Hammon & Strauser [38], a definição formal da GLCM encontrada sobre uma
região de interesse (ROI - Region Of Interest) de uma imagem para uma determinada
orientação é dada pela Equação 2.13, na qual I(m,n) representa a intensidade de ńıveis
21
de cinza nas coordenadas (m,n) da imagem; Na,b representa o par de pixels cujos valores
são a e b respectivamente; N o número total de pares na ROI; rθ o deslocamento radial




≈ Pr{I(m,n) = a, I(m+ rθcosθ, n+ rθsinθ) = b} (2.13)
A técnica se baseia em que cada elemento da matriz N × N, sendo que N é o ńıvel
máximo de tons de cinza, represente a frequência com que um pixel de intensidade i e
outro de intensidade j ocorrem em uma imagem, desde que separados por uma distância
d e um ângulo θ, ou ainda separados por ∆x colunas e ∆y linhas. O tamanho da matriz
é definido de acordo com a quantidade de tons de cinza presentes na imagem, logo, para
que não seja comprometida a performance, é recomendável diminuir a quantidade de tons
da imagem. Com a variação da distância e do ângulo podem ser obtidas diversas matrizes
para se extrair informações para a análise da textura, denominados descritores [40].
Haralick et al [40] propõem que o ângulo θ tenha a variação de acordo com a Fi-
gura 2.12. A informação de textura é dada pela matriz de frequência relativa p(i, j, d,
θ), que indicará a probabilidade de ocorrer dois pixels (i, j) a uma distância d e relação
angular θ na imagem.
Figura 2.12: Ângulos utilizados para cálculo da matriz de coocorrência. Adaptado de [40]
As matrizes sozinhas não caracterizam as texturas, mas a comparação de alguns des-
critores ajuda a perceber a similaridade de duas texturas. Conci et al [18] descrevem
que valores elevados na diagonal principal indicam predomı́nio de faixas na imagem com
direção θ e espessura média de múltiplos de d, e Liu & Yang [37] comentam que em uma
textura grossa, a matriz tende a ter valores altos na diagonal principal e para texturas
finas, tendem a ter valores espalhados.
Haralick [40] propõe 14 descritores baseados na distribuição do pixel, porém, segundo
Baraldi & Panniggiani [8], apenas seis são relevantes, segundo momento angular, entropia,
contraste, variância, correlação e homogeneidade.
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Indica a direção mais importante da textura
a ser examinada.
2.21
Entropia Mede a informação contida em p; muitos va-
lores nulos representam pouca informação.
2.15
Momento de diferen-
ças de ordem k
Distorção da imagem. Apresenta valores pe-




diferenças de ordem k
Inverso do contraste. Apresenta valores mai-





Retorna a soma dos elementos elevados ao
quadrado dentro da matriz. Varia de 0 a 1,
tendendo a 1 em imagens constantes.
2.14
Variância ou contraste Retorna uma medida do contraste entre as
intensidades de um pixel analisado e do pixel
vizinho. Para uma imagem constante o re-




Variância Inversa Inverso do Contraste. 2.24
Correlação Retorna o quão correlacionado está o pixel
com seu vizinho, Varia entre -1 e 1, sendo que
o 1o aparece em uma imagem completamente
descorrelacionada.
2.19
Homogeneidade Retorna um valor que representa a proximi-
dade da distribuição dos elementos em rela-
ção a diagonal da matriz. Varia entre 0 e 1,
















































1 + (i− j)2
(2.20)






















, i 6= j (2.24)
Ito et al [47] propõem duas novas maneiras de mensurar as relações espacias para a
matriz de coocorrência, com o intuito de torná-la invariante à rotação. Sendo que uma
das maneiras é através do cálculo das médias dos ńıveis de cinza sobre duas circunferên-
cias concêntricas e de raios distintos (MC), demonstrado na Figura 2.13a, e a outra, é
através do cálculo das médias dos pixels sobre retas radiais em diversas orientações (MR),
demonstrado na Figura 2.13b. Os autores descrevem que as médias sobre circunferências
são inerentemente invariantes à rotação, o que não acontece com as linhas radiais, porém,
os parâmetros estat́ısticos determinados a partir delas são.
Dacheng et al [19] descrevem uma variação da matriz de coocorrência para o espaço
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(a) Circunferências (b) Retas radiais
Figura 2.13: Representações das relações espacias para a matriz de coocorrência [47]
tridimensional, permitindo descrever texturas coloridas, utilizando-se o espaço de cores
HSV quantizando 8, 4 e 4 tons de cinza para os canais H, S e V, respectivamente, cujo
objetivo principal é relacionar tanto os pixels vizinhos quanto descrever o relacionamento
entre as bandas do HSV, gerando matrizes que resumam as transições de intensidade.
Segundo os autores, para extrair atributos da matriz de coocorrência 3D, não se pode
usar a distância 1 e ângulos de 45o graus, pois não descrevem bem a imagem, e por
isso, sugerem nove direções e definiram que, cada pixel no plano H terá nove vizinhos
correspondentes no plano S e mais nove no plano V (Figura 2.14).
Figura 2.14: Vizinhança proposta para a matriz de coocorrência 3D [108]
Dacheng et al [19] adaptaram uma série de descritores e, baseados nas matrizes re-
sultantes extráıram e compararam uma grande quantidade de caracteŕısticas, entre elas:
segundo momento angular, contraste, correlação, entropia. Obtendo resultados melhores
que os de uma matriz normal.
Em Palm [88] também foi usada uma matriz de coocorrência tridimensional, porém,
neste trabalho é utilizado o espaço LUV, sendo feito um relacionamento entre bandas,
duas a duas e não considerando as três.
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2.4.2 Abordagem Estrutural
Abordagens estruturais são consideradas apropriadas quando a primitiva de textura é
grande o suficiente para ser individualmente segmentada e descrita. Nesse tipo de técnica,
explora-se a noção da primitiva da textura, que é a estrutura geométrica básica que forma
a textura, sendo que um conjunto de pixels é caracterizado pelos seus atributos, e a forma
mais básica é o ńıvel de cinza do pixel, e a mais complexa, é um conjunto conectado de
pixels homogêneos [78]. Segundo Maeenpaa [66], nesta abordagem, a estrutura espacial
da textura é enfatizada, sendo que um padrão local é repetido periodicamente, ou quase,
sobre uma região, ou ainda, são primitivas de uma determinada forma com variação de
tamanhos que se repetem. Dois exemplos podem ser observados nas Figuras 2.15a e 2.15b.
(a) Araucária - Araucaria angustifolia (b) Grevilea - Grevilea robusta
Figura 2.15: Exemplos de fotos microscópicas de espécies florestais
A análise estrutural obtém os elementos de textura presentes na imagem, determinando
seus formatos e estimando as regras de posicionamento, descrevendo como os elementos de
textura são colocados em relação aos demais. A abordagem estrutural trata dos arranjos
de primitivas de imagem e pode ser utilizada sempre que os elementos da textura forem
claramente identificáveis.
Nesta abordagem, a ideia básica é a de que uma primitiva de textura simples possa
ser usada na formação de padrões complexos de textura através de regras que limitem o
número de arranjos posśıveis. E uma forma simples de se mensurar a textura é extrair
blocos de homogeneidade máxima e descrever a imagem em termos da estat́ıstica dos ta-
manhos dos blocos, podendo esta descrição ser hierárquica, ou seja, as primitivas podem
ser compostas por outras primitivas. Logo, sendo descrita através de gramáticas estocás-
ticas, nas quais as regras a serem aplicadas são escolhidas com base em uma função de
densidade de probabilidade [78, 36].
A vantagem da abordagem estrutural é que ela provê uma boa descrição simbólica




A geometria fractal e sua utilização para caracterizar texturas é uma área bastante pro-
missora, permitindo identificar e classificar texturas com grande simplicidade e eficiência
[18, 78].
Nos anos 70, Mandelbrot propôs uma maneira para descrever e tratar as estruturas
irregulares e descont́ınuas da natureza, a geometria fractal. Sendo ela, uma ferramenta
qualitativa e quantitativa capaz de lidar, eficientemente, com os dados espaciais ou tem-
porais, descrevendo com maior precisão sua complexidade [42].
Uma importante caracteŕıstica das formas fractais é a sua autossimilaridade, ou seja,
uma determinada forma, seja ela em grandes escalas (macroscópicas) ou em escalas me-
nores (microscópicas), é formada por um mesmo conjunto de primitivas. Logo, qualquer
forma autossimilar pode ser dividida em N elementos menores dela mesma, de tal forma
que possam ser escalonadas por um fator s. Logo, um fractal, ou ainda, uma estrutura
fractal, é por definição uma estrutura em que as partes que a compõem se assemelham
com o todo, ou seja, existem partes similares que, estatisticamente, podem ser encontra-
das dentro da estrutura global. Isto indica a presença do fenômeno de escala e de um ńıvel
de tendência, o qual pode ser medido através da dimensão fractal, que é uma medida de
complexidade [42, 99].
Assim, o reconhecimento de um fractal baseia-se na caracterização da autossemelhança
associada aos objetos, que é uma caracteŕıstica que os objetos fractais possuem, cada
pequena porção sua pode ser analisada como uma réplica reduzida do todo. Existem
diversos ı́ndices considerados em geometria fractal que podem quantificar as texturas ou as
propriedades dos objetos fractais, tais como dimensão fractal, lacunaridade e sucolaridade
[18].
A dimensão fractal é uma medida que quantifica a densidade dos fractais em um deter-
minado espaço métrico em que são definidos e serve para compará-los; já a lacunaridade
é caracterizada pela regularidade dos vazios, sendo muito importante para caracterizar as
texturas, e a sucolaridade utiliza o ńıvel de percolação ou interligação entre os vazios em
diversas direções [74].
A lacunaridade e a sucolaridade são variações de métodos fractais que permitem dife-
renciar objetos fractais com mesma dimensão, mas com aparências diferentes [18].
Dimensão Fractal
Segundo Backes et al [7], a dimensão fractal é um valor capaz de representar o ńıvel
de ocupação do espaço e a irregularidade do objeto, sendo ela a maneira mais utilizada
de quantificar a complexidade de uma imagem, ou seja, o quão irregular um objeto é, ou
quanto espaço este ocupa. Devido a sua eficiência em separar áreas de texturas diferentes,
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ela é bastante utilizada para determinar a rugosidade da superf́ıcie, na classificação de
imagens, na distinção entre tipos de paisagens, na detecção de bandas espectrais ruidosas,
na determinação da escala operacional de fenômenos naturais em imagens digitais, no
escalonamento aplicado às extensões espaciais em sensoriamento remoto, na análise de
superf́ıcies fraturadas, desgaste e erosão, corrosão, dentre outras [18, 42].
Segundo Melo [74], existem várias formas de se abordar a dimensão fractal, tais como:
dimensão de similaridade (Ds), dimensão de Hausdorff (DH), dimensão Box counting
(DB), dimensão de informação (DI), dimensão de correlação (DC), dimensão pointwise
(DP) e dimensão da média de pointwise (DA).
A Ds é uma das formas mais intuitivas para associar-se escala e autossemelhança,
sendo que um objeto de d dimensões pode ser dividido em N partes iguais, sendo cada
parte igual a anterior, dada uma escala de fator δ = 1
N
1
d , e N × δd irá reconstruir o
objeto, e sendo todas as partes, a Ds será igual a 1. Logo, Ds pode ser descrito através
da equação 2.25, em que N é o número de partes para reconstruir a imagem original e d







Em Melo [74] é demonstrado, através de várias imagens, o cálculo da dimensão de
similaridade e sua simplicidade, podendo aplicá-lo quando se conhece as regras de cons-
trução do objeto e todas as partes têm a mesma relação. Porém, isso só ocorre quando
se tem fractais determińısticos, já objetos complexos como nuvens, árvores, folhas, entre
outros, exigem outras formas de medir a dimensão fractal, como a dimensão de compasso,
dimensão de caixa ou dimensão de grid.
A dimensão de Hausdorff (DH ), segundo Melo [74], é matematicamente conveniente,
porém, em alguns casos, pode ser dif́ıcil de ser obtida computacionalmente.
O teorema da contagem de caixas (Box counting Theorem) é uma forma simples para
estimar a dimensão fractal de imagens, sendo que a ideia baseia-se em cobrir a imagem
com caixas de tamanho d, e a quantidade de caixas (N ) necessárias para cobri-la refere-
se a DB. Segundo Falconer [30] esta é a dimensão mais usada, dada sua facilidade de
uso. Para medir a dimensão deve-se colocar uma malha regular de tamanho d sobre a
imagem original (Figuras 2.16a, 2.16b e 2.16c) e contar o número de caixas ocupadas,
obtendo-se N(d). Então, muda-se progressivamente o d para tamanhos menores e conta-se
novamente o N(d) e na sequência, plota-se um gráfico com parâmetros log (N(d)) e log
(1
d
) (Figura 2.16d) e a linha que representa o declive é a DB, que segundo Melo [74], é










(a) Imagem original (b) δ = 9 N(δ) = 29




Figura 2.16: Demonstração do funcionamento da dimensão box counting [74]
Para imagens em tons de cinza, deve-se tratá-las como objetos 3D, e a terceira co-
ordenada representa a intensidade do pixel. Como exemplo, os autores consideram uma
imagem M ×M (Figura 2.17), dividida em grades de s× s, e cada hipercubo é calculado
o N(δ) para, no fim, dada a equação 2.26 calcular-se o DB [18].
Figura 2.17: Divisões em uma imagem em tons de cinza para o cálculo da DB [18]
Em imagens coloridas, pode-se estender esse método tratando a imagem como sendo
composta por d -cubos, modelados em um espaço R5, gerando-se divisões recursivas em
partes cúbicas de tamanho r. Obtendo-se, então, um modelo de 5-cubos de lados iguais
(L1, L2, L3, L4 e L5), sendo que L1 e L2 correspondem aos eixos das coordenadas x, y
da matriz de pixels da imagem e L3, L4 e L5 correspondem à intensidade de cor em um
canal, como por exemplo, o canal RGB [18].
Outra forma de se estimar a dimensão é denominada dimensão de informação, que
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tem a idéia parecida com a DB, porém nessa forma leva-se em conta quanto do conjunto
está contido dentro de cada um, em vez de simplesmente contar os cubos. Dado pela
equação 2.27, em que I(δ) refere-se a entropia de Shannon dada pela equação 2.28 e Pi é













Alternativa de estimativa da dimensão fractal apontada por Melo [74] é a dimensão
de correlação, que segundo o autor, requer menos tempo computacional, pois inicialmente
calcula-se a soma da correlação, dada pela equação 2.29, sendo que θ é a função de
Heaviside, r é o raio de uma esfera de n-dimensões centrada em cada elemento da trajetória








θ(r− | Xi −Xj |) (2.29)
Em outras palavras, Melo [74] descreve que o cálculo da soma da correlação envolve a
perseguição da trajetória de referência, parando a cada ponto discreto desta trajetória, e
então, contam-se o número de outros pontos do conjunto que tenham um raio r. A soma
acumulativa é, então, dividida por N (N-1), conseguindo-se, então, a soma da correlação.





Segundo Melo [74], verificando-se o conjunto de dados descrito por diferentes raios da
esfera, o Dc é obtido através do declive apresentado na Figura 2.18, e os eixos x e y são
representados pelo log(r) e log(Cr), respectivamente.
Lacunaridade
Segundo Mandelbrot et al [71], as caracteŕısticas e propriedades de um conjunto de
dados fractais estão longe de ser completamente determinadas usando-se apenas sua di-
mensão fractal, pois alguns fractais podem ter a mesma dimensão fractal, porém, diferen-
tes formas. Para tanto, uma propriedade chamada lacunaridade demonstra a distribuição
de valas, ou buracos, na imagem.
A lacunaridade é uma medida multiescalar que descreve o complexo entrelaçamento de
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Figura 2.18: Determinação da dimensão de correlação. a) Sondagem da esfera no conjunto.
b) plotagem do log(r)× log(Cr) [74]
forma e a distribuição de vazios com a imagem, quantificando o desvio da forma geométrica
da invariância de translação, obtendo bons resultados quando usado com imagens binárias
[28].
O conceito foi estabelecido e desenvolvido, segundo Barros Filho & Sobreira [32], da
necessidade cient́ıfica em analisar padrões de textura multiescalar na natureza como uma
possibilidade de associar padrões espaciais em vários diagnósticos relacionados.
A lacunaridade é uma caracteŕıstica distinta e independente da dimensão fractal, sendo
considerado um complemento da dimensão de fractal para descrever a textura de uma
imagem. Ela descreve como se dá a distribuição e tamanho dos vazios, de maneira geral,
se um fractal tem grandes vazios, tem lacunaridade alta, caso os vazios ou buracos sejam
pequenos, tem baixa lacunaridade [74].
Segundo Ivanovici & Richard [48], a lacunaridade é a entropia dos pontos de uma
superf́ıcie discreta que representa uma imagem, ou ainda, ela é a “dança” da luminosidade
no eixo z.
Uma textura áspera será muito lacunar (valores altos de heterogeneidade) e a baixa
lacunaridade, geralmente, indica homogeneidade. A lacunaridade é uma ferramenta anaĺı-
tica poderosa, principalmente se associada à análise fractal, permitindo analisar densidade,
agrupamento ou dispersão [32, 71].
Esta caracteŕıstica utiliza o ńıvel de cinza como outra dimensão para que possa ser
usado como um novo recurso no processo de reconhecimento de padrões tornando-a, assim,
muito eficaz para a identificação de texturas naturais [74].
Existem vários algoritmos para calculá-la em uma imagem, porém, entre eles, os que
mais se destacam são o Gliding-Box e o Differential Box-Counting [32].
O algoritmo de Gliding-Box (GB) é usado para analisar a distribuição de massa. Nele,
uma caixa de tamanho r passa sobre a imagem e o número do gliding-box com raio r e
massa M é definido como n(M,r) e a probabilidade Q(M,r) é obtida através da divisão












Segundo Barros Filho & Sobreira [33], este algoritmo apenas conta o fundo em imagens
binárias, já em imagens em tons de cinza, ele mede a média de intensidade dos pixels
através da diferença entre os valores de intensidade máxima e mı́nima em cada caixa de
tamanho r.
O algoritmo Differential Box-Counting (DBC) é baseado no Gliding-Box e segundo
Myint et al [77], é como se um cubo r × r × r fosse colocado no canto superior esquerdo
de uma imagem de tamanho W ×W . Para cada GB de dimensões r × r, os valores dos
maiores e menores pixels são capturados e colocados em v e u, respectivamente. Com
isso é calculada a altura relativa da coluna nr(i, j) = v − u + 1, sendo que i e j são as
coordenadas da imagem. Passando-se por toda a imagem é posśıvel obter Mr dado pela





Myint et al [77] descrevem duas formas de fazer a passagem do GB pela imagem; uma
através da sobreposição das caixas, pelo qual o GB move-se de um pixel até a posição
seguinte (Figura 2.19a), e a segunda, percorre a imagem pulando até a próxima caixa
(Figura 2.19b).
(a) Movimentação com sobreposição
de caixas
(b) Movimentação até a caixa adjacente
Figura 2.19: Representação das formas de movimentação do Gliding-box (GB) [77]
Dada uma imagem 4× 4 (Figura 2.20a) e um GB 3× 3 que passa por toda a imagem
(Figura 2.20b a 2.20e), para cada posição busca-se o maior e menor valor de intensidade,
por exemplo na Figura 2.20b tem-se 18 e 7. Dado um cubo 3 × 3 × 3, a quantidade de
cubos empilhados necessários para representá-los (Figura 2.21) será dado pela relação,
arredondada para cima, valor de intensidade/dimensão, ou seja, a quantidade de caixas
para u será 3 (7
3
) e para v será 6 (18
3
). Logo, a altura relativa da primeira posição do GB
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será 6 - 3 + 1 = 4 (v − u+ 1), no segundo será 7, o terceiro 4 e o último 8.
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(a) Imagem Original (b) Primeira posição do GB (c) Segunda posição do GB
(d) Terceira posição do GB (e) Quarta posição do GB
Figura 2.20: Exemplo do cálculo da lacunaridade usando o método Gliding-box (GB) [77]
Figura 2.21: Representação dos cubos empilhados do método Gliding-box (GB) [77]
Ivanovici & Richard [48] propõem uma abordagem para calcular a lacunaridade através
de imagens coloridas, sendo que ela caracteriza a propagação de um vetor no canal RGB
e representa a medida de correlação entre as cores deste modelo. Os autores citam que
enquanto em imagens em tons de cinza uma superf́ıcie discreta z = f(x, y), sendo z a
luminância em cada ponto (x, y), em uma imagem colorida tem-se uma hipersuperf́ıcie por
cada instância de f(x, y) = (r, g, b). Portanto, na forma clássica, contava-se o número de
pixels contidos em um cubo de tamanho d, nessa abordagem conta-se os pixels que estejam
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a uma distância Euclidiana d, baseado no centro hipercubo Fc = f(xc, yc, rc, gc, bc).
Sucolaridade
Segundo Mandelbrot et al [71], a sucolaridade é a facilidade de infiltração que um
determinado ĺıquido teria para atravessar uma imagem, ou ainda, o poder de infiltração
deste ĺıquido. Sua extração, normalmente é dada ao submeter um ĺıquido de cima para
baixo, da esquerda para a direita, da direita para a esquerda e de baixo para cima na
imagem, medindo o grau de percolação deste entre os filamentos da imagem. Já a perco-
lação, matematicamente, descreve o comportamento de agrupamentos conectados dentro
de um gráfico [74].
Computacionalmente, a forma mais simples de se conseguir calculá-la é através de
uma imagem binária. Para medir a sucolaridade, simula-se a capacidade de percolação
de um fluido na imagem, obtendo-se, dependendo das direções a serem consideradas,
duas ou mais imagens. Melo [74] apresenta por meio da Figura 2.22a as possibilidades
de direções como um ĺıquido pode fluir sobre uma imagem nas quatro posições posśıveis
(Figura 2.22b).
(a) Imagem Original (b) Direções por onde o flúıdo
pode entrar
(c) Flúıdo de cima para baixo
(t2b - top to bottom)
(d) Flúıdo de baixo para cima
(b2t - bottom to top)
(e) Flúıdo da esquerda para a
direita (l2r - left to right)
(f) Flúıdo da direita para a es-
querda (r2l - rigth to left)
Figura 2.22: Demonstração da Sucolaridade [74]
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A partir das imagens conseguidas após o ĺıquido fluir (Figuras 2.22a a 2.22f), busca-se
a pressão aplicada na caixa, demonstrado nas Figuras 2.23a e 2.23b. A pressão cresce da
esquerda para a direita (nos casos horizontais) e de cima para baixo (nos casos verticais).
(a) Pressão horizontal (Fi-
gura 2.22e)
(b) Pressão vertical (Figura 2.22c)
Figura 2.23: Demonstração da pressão na sucolaridade [74]
Segundo Melo [74], para se calcular a sucolaridade, quatro passos devem ser seguidos:
1. A partir do topo da imagem binária, toda borda superior é considerada, se o pixel
estiver vazio, significa que o fluido pode passar e inundar esta área, já se o pixel
estiver ocupado, o caminho é considerado um obstáculo para o flúıdo. Toda área é
inundada, recursivamente, a partir de sua vizinhança.
2. O passo seguinte é o de dividir as áreas de enchente em caixas de mesmo tamanho
(BS(n), sendo que n é a quantidade de posśıveis divisões de uma imagem em caixas),
similar ao método de Box-Counting. Na sequência, o percentual de ocupação (OP)
é calculado para cada caixa.
3. Para cada caixa de tamanho k, soma-se a multiplicação de OP(BS(k)), e k varia de
1 a n, pela pressão PR(BS(k), pc), e pc é a posição (x, y) do centróide da caixa na
escala de pressão aplicada na caixa calculada. A pressão varia com o tamanho da
caixa, pois ele é aplicado ao centróide da caixa. O centróide da caixa é dado por x
(horizontalmente) e por y (verticalmente).
4. Para o cálculo da sucolaridade tem-se a equação 2.33. Segundo Melo [74], existem
duas maneiras para se dividir as figuras, originadas pela pressão horizontal e vertical,
em caixas de mesmo tamanho, dividindo-a por um fator d = 9 (Figura 2.23a),
obtendo caixas de 1×1, ou ainda, por um fator d = 3, obtendo-se caixas de tamanho
3× 3 (Figura 2.23b).
δ(BS(k), direção) =
∑n




Tabela 2.2: Resultados da Sucolaridade da Figuras 2.23a e 2.23b [74]
Sucolaridade (δ)
d BS b2t t2b l2r r2l
9 1× 1 0.3429 0.2387 0.0384 0.4829
3 3× 3 0.3292 0.2634 0.0576 0.4691
Através das Figuras 2.23a e 2.23b é demonstrado como se deve calcular a sucolaridade.
Baseando-se que se tem caixas de 1× 1, e dada a Figura 2.23a, nota-se que 14 caixas têm
100% de ocupação e 67 caixas tem 0%. A posição x do centróide será igual em todas
as caixas da mesma coluna (percolação horizontal). O valor de x será 0.5 para as caixas
na 1a coluna e 1.5 na 2a, nessa figura tem-se 7 caixas na primeira coluna e mais 7 na
segunda. Usando-se isso no denominador da equação 2.33, tem-se 7× 0.5 + 7× 1.5 = 14.
O denominador será 364.5 (= 9× (0.5 + 1.5 + 2.5 + 3.5 + 4.5 + 5.5 + 6.5 + 7.5 + 8.5). Logo,





Visto que se têm caixas de 3 × 3, e dada a Figura 2.23b, tem-se sete caixas parci-
almente ocupadas e duas desocupadas. Inicialmente, deve-se calcular o percentual de
ocupação de cada caixa, dividindo-se a área ocupada pela área total (no caso 9 pixels).
O percentual de ocupação das caixas da primeira linha de caixas será 0.67, 0.67 e 0.56
totalizando 1.9; na linha do meio, tem-se 0.11, 0.56 e 0.89, totalizando 1.56 e, na última
linha, tem-se 0, 0 e 0.11, totalizando 0.11. Considerando a pressão exercida de cima
para baixo, a posição do centróide y será 1.5 nas três caixas do topo, 4.5 nas caixas do
meio e 7.5 nas caixas de baixo. O valor máximo de pressão posśıvel nessa imagem será
(1.5+1.5+1.5+4.5+4.5+4.5+7.5+7.5+7.5)=40.5. Por fim, aplicando-se a equação 2.33
tem-se:
δ(3× 3, t2b) = ((1.5× 1.90) + (4.5× 1.56) + (7.5× 0.11)
40.5
≈ 0.2634
Melo [74] demonstra, através da Tabela 2.2, todos os resultados de sucolaridade da
Figuras 2.23a e 2.23b.
Para uma boa classificação através de fractais, existe a necessidade da combinação das
três caracteŕısticas fractais (dimensão fractal, sucolaridade e lacunaridade). A dimensão
fractal é a medida que caracteriza quanto espaço de um objeto é ocupado, esta medida não
muda com escala, nem com translação ou rotação. Já a lacunaridade mede o tamanho e a
frequência dos espaços vazios de uma imagem e a sucolaridade mede o grau de percolação
da imagem. Algumas imagens diferentes podem ter o mesmo valor de dimensão fractal,
mesmo valor de lacunaridade ou até um mesmo valor de sucolaridade, porém, nunca os
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três parâmetros serão iguais em imagens diferentes [74].
2.4.2.2 LBP - Local Binary Pattern
O LBP foi inspirado em um modelo proposto em Wang & He [117], e nele uma imagem
pode ser caracterizada pela sua unidade de textura, representada por oito elementos,
sendo que cada um pode ter três valores posśıveis (0, 1 e 2) em uma vizinhança de 3× 3,
totalizando 38 ou 6561 possibilidades de textura. A partir dessa ideia, foi proposta uma
versão com apenas duas possibilidades de valores (0 e 1) na mesma vizinhança, garantindo
assim 28 ou 256 possibilidades de textura [85].
Como o LBP não aborda o contraste de texturas, que é importante na discriminação
de algumas texturas, ele era combinado com uma medida simples de contraste. Este
método, inicialmente, trabalhava como uma matriz de convolução de tamanho fixo 3×3 e
usando o pixel central como um limiar da vizinhança de oito elementos e o código LBP era
conseguido multiplicando-se os valores binarizados com os pesos do pixel correspondente,
gerando o resultado final. Tal técnica pode ser observada através da Figura 2.24 [66].
Figura 2.24: Cálculo do LBP original para medição de contraste [97]
Dada uma textura T em uma vizinhança local de uma imagem em tons de cinza,
composta por P +1 pixels, gc corresponde ao valor de ńıvel de cinza do pixel central, gp os
valores de cinza dos pixels espaçados igualmente por um ćırculo de raio R que compõem




), yc −Rsin(2πpP )), sendo que xc e yc são as coordenadas do pixel central e
p a sequência dos vizinhos variando de 0 a P − 1. A Figura 2.25 demonstra três exemplos
dessa vizinhança, alternando-se os valores de P e R. Os valores dos vizinhos que não
atingirem perfeitamente nos pixels são estimados por interpolação bilinear [84].
Para se conseguir a invariância da escala de cinza, alguns passos devem ser seguidos;
inicialmente, deve-se subtrair de cada elemento gp o valor do pixel central gc, sendo que
é posśıvel representar T de acordo com a Equação 2.34. A diferença de distribuição P -
dimensional registra a ocorrência de diferentes padrões de textura na vizinhança de cada
pixel. Segundo Ojala et al [84], este é um operador de textura altamente discriminante,
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Figura 2.25: Exemplo do conjunto circularmente simétrico dos vizinhos do LBP [66]
registrando a ocorrência de vários padrões de vizinhança de cada pixel em um histograma
P -dimensional. Para regiões com pouca variação ou constantes, as diferenças tendem a
zero, já em bordas, o operador registra altos valores na direção do gradiente e zeros ao
longo da borda e, sobre pontos, a diferença será alta em todas as direções.
No passo seguinte, para garantir a invariância da escala, somente os sinais da diferença
são considerados, e cada elemento da Equação 2.34 é submetido a uma equação s (Equa-
ção 2.35) que os torna 1 se positivos e, 0 se negativos, binarizando assim, o resultado
(Equação 2.36) [66].
T ≈ t(g0 − gc, ..., gP−1 − gc) (2.34)
s(x) =
{
1 x ≥ 0
0 x < 0
(2.35)
T ≈ t(s(g0 − gc), ..., s(gP−1 − gc)) (2.36)
Na sequência é dado um peso binomial 2p a cada elemento binário conseguido por s,
transformando a diferença de vizinhança em um código LBP, que representa a textura




s(gp − gc)2p (2.37)
O nome LBP (Local Binary Pattern) reflete a funcionalidade do operador, pois a
vizinhança local é limiarizada pelo valor do tom de cinza do pixel central em um padrão
binário [84].
O LBP combina as abordagens estrutural e estat́ıstica e pode ser considerado uma
abordagem unificadora, pois ao mesmo tempo explica a textura através da formação do
pixel, como através de sua vizinhança local. Cada pixel é referenciado com um código
de primitiva de textura que melhor se adapta com a vizinhança, permitindo detectar
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primitivas como pontos, áreas planas, bordas, fins de bordas, cantos, entre outras, alguns
exemplos são apresentados na Figura 2.26 [66].
Figura 2.26: Diferentes primitivas de textura detectáveis pelo LBP [66]
Para se conseguir a invariância de rotação, por definição, alguns prinćıpios da técnica
a facilitam, como a forma circular de vizinhança do LBP, e cada pixel é considerado
o centro de rotação, o que parece ser a convenção em que decorrem os operadores de
rotação invariável. Porém, quando uma imagem é rotacionada, os valores de cinza de gp
estão distribúıdos ao longo do peŕımetro centralizado em gc, mas como a vizinhança é
indexada de forma anti-horária e multiplicada pelo 2p, a rotação da imagem gera uma
imagem diferente. Mas isso não se aplica quando os elementos estão representados em
zeros e uns, que os mantêm constantes a todos os ângulos de rotação [84].
Para eliminar o efeito de rotação, cada código LBP deve ser rotacionado a uma po-
sição de referência, tornando efetivamente todas as versões de rotação idênticas, e esta
transformação pode ser feita usando-se a Equação 2.38. Sendo que o ri representa a “in-
variância de rotação” e a função ROR(x, i) (representada pela Equação 2.40) representa
a mudança circular do número binário x (Equação 2.39) i vezes para direita (|i| < P ).
Ou seja, o código de invariância de rotação é conseguido através da rotação circular do
código original até atingir o valor mı́nimo [66].
LBPP,R









k−iak i > 0
x i = 0
ROR(x, P + 1) i < 0
(2.40)
Em Pietikainen et al [96] os autores avaliaram que esta técnica nem sempre apresentava
bons resultados. Em Ojala et al [84] foi observado que certos padrões binários locais são
propriedades fundamentais de textura, sendo responsáveis por 90% dos padrões 3 × 3
presentes em imagens de textura e a esses padrões chamaram “uniformes”, pois todos tem
em sua estrutura circular uniforme poucas transições. Estas estruturas estão representadas
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na primeira coluna da Figura 2.27, as quais funcionam como modelos de microestruturas
como pontos (0), áreas planas (8) e bordas (1-7).
Para formalizar essa definição em Ojala et al [84] é apresentado uma forma de medir
essa uniformidade (U(padrão)), que corresponde ao número de transições espaciais que
ocorrem na máscara atual até se chegar ao padrão. Por exemplo, os padrões 00000000
e 11111111 terão U = 0, por não apresentarem transições entre seus elementos, já os
outros elementos da primeira coluna da Figura 2.27 apresentam duas transições, sendo
uma quando saem de 0 para 1 e outra quando saem do 1 para o 0. Todos os outros
modelos apresentam, U ≥ 4. Para tanto, a Equação 2.42 é aplicada na Equação 2.41 para
substituir a Equação 2.38. Sendo que a referência riu2 reflete o uso da rotação invariante
uniforme com U valendo, no máximo, 2. Logo, elementos não uniformes serão agrupados
com o valor de P + 1 [84].
Figura 2.27: Os 58 padrões invariantes de rotação que podem ocorrer em uma vizinhança
circular (8, R) [2]
LBP riu2P,R =
{ ∑P−1
p=0 s(gp − gc) Se U(LBPP,R) ≤ 2
P + 1 caso contrário
(2.41)
U(LBPP,R) = |s(gP−1 − gc)− s(g0 − gc)|+
P−1∑
p=1
|s(gp − gc)− s(gp−1 − gc)| (2.42)
O operador LBP riu2P,R , apesar de ser bom para medir padrões espaciais, não avalia
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contraste, e para medir o contraste de uma textura local, usa-se a variância local (Equa-
ção 2.43). Sendo que V ARP,R é invariante contra mudanças de tons de cinza, sendo
















Para a análise de textura usa-se o histograma do operador de sáıda do LBP e tem-
se, para cada elemento do histograma, uma referência para um dos padrões uniformes,
demonstrados na Figura 2.27 e mais um elemento para todos os elementos não uniformes.
Para denotar um padrão LBP espećıfico (UP (n, r)), em que o n corresponde ao número
de bits 1 no padrão (linhas da Figura) e o r representa a rotação (colunas da Figura).
Logo, caso tenham-se P vizinhos, o n terá valores de 0 a P + 1, sendo que o n = P + 1,
acumulará todos os padrões não uniformes, sendo este denominado histograma 59 − bin
[2, 67]. Variações foram produzidas separando a imagem original em subimagens e para
cada uma é calculado o histograma e estes são concatenados para gerar um único vetor
com caracteŕısticas locais (subimagens) e globais (imagem toda). Estas caracteŕısticas se
mostraram eficazes e rápidas em vários trabalhos [67, 105, 1].
Ainda em Ahonen et al [2] é proposto o uso da transformada discreta de Fourier no
histograma de LBP, ao qual o autor denominou de LBP-HF, tendo esta uma natureza
mais discriminante que o histograma LBP normal.
2.4.2.3 Local Phase Quantization - LPQ
Degradações de imagens podem limitar a análise da informação de textura, e uma
classe de degradação é a desfocagem, que pode ocorrer por uma série de problemas na
aquisição, e como os algoritmos que permitem retirar o borrão da imagem são computa-
cionalmente pesados e podem introduzir novos artefatos, é desejável um algoritmo capaz
de analisar a textura de forma insenśıvel ao borramento [86].
Ojansivu & Heikkilä [86] propuseram um descritor de textura insenśıvel ao borramento,
baseado na fase quantizada da transformada discreta de Fourier, denominada LPQ (Local
Phase Quantization). A informação da fase local de uma imagem de tamanho N × N
é dada pela STFT (Short-Term Fourier Transform - Equação 2.44). Sendo o filtro Φui
definido pela Equação 2.45, onde r = (m− 1)/2 e ui é um vetor de frequência 2D.
f̂ui(x) = (f × Φui)x (2.44)
Φui = e
−j2πuTi y|y ∈ Z2||y||∞ ≤ r (2.45)
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No LPQ somente quatro coeficientes complexos são considerados, que correspondem à
frequência 2D u1 = [a, 0]
T , u2 = [0, a]
T , u3 = [a, a]
T e u4 = [a,−a]T , em que a = 1/m. Por
conveniência, o STFT (Equação 2.44) é expresso através do vetor de notação na Equação
2.46. Sendo wu o vetor base do STFT em uma frequência u e f(x), um vetor de tamanho





Sendo F = [f(x1), f(x2), ..., f(xn2)] denotado como uma matriz m
2 × N2 que com-
preende a vizinhança de todos os pixels na imagem e w = [wR, wI ]
T , em que wR =
Re[wu1 , wu2 , wu3 , wu4 ] e wI = Im[wu1 , wu2 , wu3 , wu4 ]. O Re[] e Im[], representam respecti-
vamente, as partes reais e imaginárias de um número complexo e a matriz de transformação
(8×N2) é dada por F̂ = wF .
Ojansivu & Heikkilä [86] assumem que a função f(x) de uma imagem é resultado de
um processo de 1a ordem de Markov, onde o coeficiente de correlação entre dois pixels
xi e xj é relacionado exponencialmente com sua distância L
2. Para o vetor f é definida
uma matriz de covariância C de tamanho m2 ×m2 dada pela Equação 2.47 e a matriz
de covariância dos coeficientes de Fourier podem ser obtidos por D = wCwT . Desde que
D não seja uma matriz diagonal, os coeficientes são correlatos e podem deixar de ser
correlatos através de E = V T F̂ , na qual V é uma matriz ortogonal derivada do valor
de decomposição singular (SVD - singular value decomposition) de uma matriz D, que é
D′ = V TDV .
Ci,j = σ
||xi−xj || (2.47)
Os coeficientes são quantizados usando-se a Equação 2.48, em que ei,j são os com-
ponentes de E; estes elementos são transformados de binário para decimal através da
Equação 2.49 e passam a representar valores inteiros de 0 a 255 e, então, através de todas












Ainda que o foco da abordagem seja para imagens borradas, Ojansivu & Heikkilä
obtiveram ótimos resultados para imagens não borradas [86].
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2.4.2.4 Histograma da orientação da borda - Edge Orientation
Histogram - EOH
Na busca de um algoritmo simples e rápido que funcionasse de forma robusta com
mudanças de luz, Freeman & Roth [35] perceberam que a medida de orientação era pouco
senśıvel à variação de iluminação e à translação, já que o objeto de estudo eram gestos da
ĺıngua de sinais, propondo, então, o histograma de orientação.
Jain & Vailaya [49] comentam que histogramas de cor são invariantes à translação e
rotação e normalizando-os, também são invariantes à escala, entretanto, eles não incor-
poram adjacência espacial dos pixels. Além disso, a informação de cor nem sempre está
presente, sendo necessário usar forma na recuperação de imagens. Os autores descrevem
que o histograma de direção de bordas não é necessariamente invariante à rotação e escala,
mas, normalizando-o, resolve-se a invariância de escala. A rotação de uma imagem ape-
nas muda as faixas do histograma e alterando sua ordem é posśıvel resolver a orientação
também.
Segundo Yang et al [118], para detectar as bordas, inicialmente a imagem colorida
deve ser convertida para tons de cinza e, na sequência, deve-se usar o operador Sobel,
tanto verticalmente como horizontalmente (Kx e Ky), dada pela Equação 2.50. Já a
força e a orientação das bordas são dadas pelas Equações 2.51 e 2.52, respectivamente.
As bordas são contadas em K faixas com sua força S(x, y).
Gx(x, y) = Kx ∗ I(x, y) , Gy(x, y) = Ky ∗ I(x, y) (2.50)
S(x, y) =
√





Levi & Weiss [61] comentam que para eliminar o rúıdo aplica-se um threshold (T ) em
G(x, y), como na Equação 2.53. Os autores dividem as bordas em K faixas e definem o
valor da kesima faixa como apresentado na Equação 2.54.
G′(x, y) =
{





G′(x, y) se θ(x, y) ∈ faixak
0 outro caso
(2.54)
Na Figura 2.28 é apresentado um exemplo de um histograma da orientação de borda
gerado, a partir da imagem capturada (esquerda), foram aplicados os operadores Sobel e
calculada a imagem da força da borda (centro) e por fim é apresentada uma representação
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polar do histograma.
Figura 2.28: Exemplo de um histograma da orientação da borda[118]
Yang et al [118] comentam que o histograma pode ser constrúıdo sem calcular os







) como ı́ndice do histograma.
Em Vailaya et al [116] foi usado um detector de borda Canny e, a partir dessa imagem,
foi calculado o histograma com 73 faixas, sendo 72 definidas para cada ângulo (variando-se
de cinco em cinco graus) e a 73a faixa medindo a frequência dos pixels sem borda.
2.4.3 Abordagem Espectral
Uma fraqueza compartilhada pela maioria dos métodos de análise de textura, segundo
Wouwer et al [26], é que a imagem é analisada em uma única escala, uma limitação que
pode ser transplantada empregando-se representações multiescala. Estudos no sistema
visual humano corroboram com esta abordagem, visto que o córtex visual apresenta uma
grande quantidade de neurônios, alguns agrupados linearmente e outros de forma não
linear, permitindo, então, que a análise da imagem seja semelhante à feita por um tipo
de analisador de Fourier no domı́nio espacial [6, 26].
Segundo Mallat [70], a abordagem espectral permite uma invariância de escala na
interpretação de uma imagem, sendo que em diferentes resoluções, os detalhes da imagem
podem caracterizar diferentes estruturas f́ısicas.
A abordagem mais básica, segundo Nixon & Aguado [83], é gerar a transformada de
Fourier e agrupar os dados da transformada, de certo modo, para obter um conjunto
de medidas. Depois de calculados os dados da transformada, estes devem ser normali-
zados pela soma dos valores quadráticos de cada componente de magnitude através da
equação 2.55, garantindo invariância aos deslocamentos lineares de iluminação.
NFPu,v =
| FPu,v |√∑
(u6=0)∧(v 6=0) | FPu,v |2
(2.55)
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A partir dessa normalização podem-se extrair valores espectrais, através da entropia,




















Pela análise de Fourier, as medidas de posição são inerentemente invariáveis, e a ener-
gia, entropia e inércia são relativamente imunes à rotação, escala e à iluminação [83].
Porém, Angelo [6] comenta que a transformada de Fourier não deixa expĺıcitas as
informações necessárias para caracterização de diferentes regiões de textura, pois traz
somente frequências espaciais da imagem original sem identificar sua posição, ou seja, não
diferenciando a variação na distribuição do brilho, ao longo de uma região na imagem.
Logo, para se resolver o problema é necessário o uso de filtros que permitam obter um bom
desempenho, tanto no domı́nio espacial como no de frequência, o que pode ser conseguido
através de filtros como Gabor e Wavelets.
Como demonstrado por Nixon & Aguado [83], o filtro Gabor apresenta melhores re-
sultados, em geral, por um custo computacional mais elevado do que o filtro Wavelets.
2.4.3.1 Filtro de Gabor
Por décadas, havia apenas duas alternativas para descrever um sinal unidimensional,
um que representava o sinal em função do tempo e outro em função da frequência, através
das transformadas de Fourier ou pela inversa de Fourier, dessa forma, era posśıvel saber
se uma determinada frequência acontecia, porém, não em que momento, motivando assim
a ideia do filtro de Gabor, desenvolvido por Dennis Gabor, em 1946, que representa tanto
o tempo quanto a frequência de um sinal. Em seu trabalho original, Gabor buscava
a śıntese do sinal, em como um sinal poderia ser constrúıdo através da combinação de
funções elementares. Na análise do sinal, o objetivo é saber “o que está aonde”, sendo que
a frequência informa o “o quê” e o tempo informa o “aonde” [52].
O filtro Gabor vem sendo utilizado com sucesso, para uso geral, em visão compu-
tacional em tarefas, tais como segmentação de imagens, reconhecimento de assinaturas,
reconhecimento de faces, melhoria e identificação de impressões digitais. Isso ocorre por
ter propriedades de localização espacial, seletividade de orientação e frequência espacial,
que são similares aos do sistema visual humano, e a maior vantagem de se usar esse filtro
é o fato dele permitir uma análise de multirresolução [6, 44, 59, 87, 83].
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Várias formas de se calcular kernels Gabor são encontrados na literatura, sendo algu-
mas delas descritas a seguir
Segundo Angelo [6], o trabalho desenvolvido por Gabor foi ampliado por Daugman [20]
para trabalhar com duas dimensões, sendo este filtro demonstrado através da equação 2.59
.











] + (2πi(kxx+ kyy))} (2.59)
Os kernels Gabor são seletivos à orientação e frequência, e uma famı́lia destes kernels
é produzida através de um envelope gaussiano por meio da equação 2.60, sendo z = (x, y)
uma variável no domı́nio espacial e κµ,ν é o vetor de frequência, que determinam a escala
e orientação dos kernels Gabor.
Em Liu & Wan [62], κµ,ν é dado por
κmax
fν









enquanto µ e ν são o fator de orientação e escala respectivamente e sua variação gera
diferentes retornos. Para exemplificar isso, são apresentadas através da Figura 2.29, 40






σ2 [eiκµ,νz − e−
σ2
2 ] (2.60)
Figura 2.29: Variação dos parâmetros µ = 0, 1, ..., 7 e ν = 0, 1, ..., 4 [62]
Dada uma imagem I(z) a transformação Gabor de uma posição particular pode ser
computada através da convolução desta com o kernel Gabor:
Gµ,ν = I(z) ∗ ψµ,ν(z)
Já Kruizinga et al [56] referencia que, para trabalhar com filtros Gabor, uma imagem
de entrada I(x,y) é envolta com uma função Gabor bidimensional g(x,y) (equação 2.61),
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obtendo-se uma imagem r(x,y) através da equação 2.62 e para as funções de Gabor:
r(x, y) =
∫ ∫
I(ε, η)g(x− ε, y − η)dεdη (2.61)









x′ = xcosθ + ysinθ, y′ = −xsinθ + ycosθ
σ = 0.56λ e γ = 0.5
O desvio padrão σ do fator Gaussiano determina o tamanho efetivo da vizinhança de
um pixel no qual, a soma ponderada (peso×valor) é usada; se este é muito grande, o filtro
é mais robusto a rúıdos, porém, perdem-se detalhes das linhas; e se for muito pequeno,
não elimina rúıdos, porém, é mais senśıvel a detalhes [21, 56]. A excentricidade Gaussiana
junto com a excentricidade do kernel de convolução g são determinados pelo parâmetro
γ que denota a relação de aspecto espacial. O parâmetro λ refere-se ao tamanho da onda
e a relação σ/λ determina a largura de banda da frequência espacial dos filtros Gabor,
como demonstrado na Figura 2.30. Já o ângulo θ especifica a orientação da normal, e
este terá resposta mais forte para barras, bordas e grades. O parâmetro ϕ (phi) trata da
simetria da função g [56].
Figura 2.30: Exemplo da função Gabor com mesmo σ e diferentes tamanhos de onda [56]
Para a utilização do filtro de Gabor, é necessário o cálculo de senos e cossenos para
cada elemento de uma janela espacial bidimensional, o que é computacionalmente muito
caro. Para evitá-las, Oliveira [21] sugere o uso do filtro de Gabor unidimensional, dado
pela equação 2.62, sendo x uma variável espacial unidimensional e decompõe esta equação
em duas outras (Equações 2.63 e 2.64).













Gângulo(x, f) = e
2jπfx (2.64)
Segundo Oliveira [21], a partir da equação 2.63 deve-se multiplicar o vetor resultante
pelo ângulo direcional para torná-la bidimensional, gerando uma matriz de dimensões
(2n+ 1)× (2n+ 1). E usa-se a equação 2.64 para obter os ângulos direcionais desejados.
Já Tan [109] propõe um modelo computacional conveniente para extrair caracteŕısticas
de textura baseando-se na fisiologia e psicof́ısica, no qual, cada canal cortical emprega dois
filtros Gabor reais para imitar um par de células corticais adjacentes simples, e o canal
de sáıda é uma função simples e não linear das sáıdas dos dois filtros Gabor. Tan [109]
descreve que dado um par de células adjacentes simples, um segundo par com polaridade
oposta é necessário para preservar a informação.
Baseando-se em Tan [109], vários autores, como Ma & Doermann [64] e Oliveira [21],
usaram o mesmo par de filtros proposto para extrair informações de textura. O modelo
computacional dos filtros 2D são:
he(x, y) = g(x, y).cos[2πf(xcosθ + ysinθ)] (2.65)
ho(x, y) = g(x, y).sin[2πf(xcosθ + ysinθ)] (2.66)
Em que he (equação 2.65) e ho (equação 2.66) são os filtros de Gabor simétricos par e








Para a frequência espacial das funções de Gabor, Ma & Doermann [64] adotam as
equações 2.68 e 2.69. Sendo H1 dados pelas equações 2.70 e 2.71 e nelas f, θ e σ são,
respectivamente, frequência espacial, orientação e constância espacial da cobertura Gabor.
He(u, v) =









H1(u, v) = exp(−2π2σ2[(u− fcosθ)2 + (v − fsinσ)2]) (2.70)
H2(u, v) = exp(−2π2σ2[(u+ fcosθ)2 + (v − fsinσ)2]) (2.71)
Devido a não ortogonalidade das ondas Gabor tem-se informações redundantes e, para




Segundo Kruizinga et al [56], os resultados obtidos pelo filtro Gabor podem ser vis-
tos diretamente como caracteŕısticas de textura e com uma variação de três frequências
espaciais e oito orientações (variação do ângulo em 45o), gerando um banco de 24 filtros
Gabor, pode-se ter uma cobertura da imagem; a Figura 2.31 apresenta a cobertura da
imagem em ângulos de 22, 5o. Liu & Wang [62] afirmam que os diferentes canais podem
contribuir de formas diferentes para um sistema de reconhecimento, e sua combinação
permite melhorias de acordo com o que se busca.
Figura 2.31: Cobertura espacial do domı́nio de frequência por um banco de filtros Gabor
[56]
Caracteŕısticas relacionadas ao espectro local aplicados à textura têm sido usadas
tanto para classificação como para segmentação, e na maioria deles, elas são obtidas
pela filtragem com um conjunto de filtros Gabor com diferentes orientações e frequências
espaciais [56].
Para se ter bons resultados com Gabor é muito importante selecionar um conjunto de
seus filtros e, infelizmente, para isso, gasta-se bastante tempo ajustando os parâmetros de
forma emṕırica para aspectos globais [60].
2.5 Combinação de Classificadores
Um classificador tem como função mais importante atribuir um dado padrão a uma
determinada classe, e cada classificador possui diferentes fronteiras de decisão, ou seja,
generalizam de formas diferentes, em geral, é escolhido aquele que se apresenta de forma
mais eficaz dado um conjunto de validação. Contudo, essa estratégia pode desperdiçar
informações ao ignorar alguns deles, e para que isso não aconteça, a sáıda de cada um
pode ser combinada com os restantes, permitindo uma decisão final que incorpore to-
das as informações, melhorando assim sua capacidade de generalização e estabilidade da
classificação, já que potencializa os pontos fortes de cada um deles [51].
Para muitas aplicações, um único classificador que tenha um bom desempenho é sufici-
ente para resolver o problema. Porém, quando se depara com problemas mais complexos,
a escolha de um único classificador pode se tornar dif́ıcil, pois provavelmente limitaria
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a capacidade de reconhecimento do sistema, nestes casos, a combinação é recomendada.
Alguns exemplos dessa complexidade são: 1) um grande número de classes; 2) conjuntos
de atributos com dimensionalidades e caracteŕısticas diferentes; 3) dados ruidosos [51].
A combinação de classificadores tem sido usada para melhorar os resultados obtidos
no reconhecimento de padrões sem que exista um aumento na complexidade, e este au-
mento se deve à complementariedade entre eles. Para obter essa complementariedade
deve ser estabelecido um conjunto, variando-se combinadores (ńıvel de combinação), os
classificadores individuais ou especialistas (ńıvel de classificador), os atributos (ńıvel de
caracteŕısticas) e os subconjuntos de dados (ńıvel de dados), como pode ser observado na
Figura 2.32 [55, 103]. Vários esquemas de combinação foram propostos, como: méto-
dos de ranking, Borda count, regressão loǵıstica, teoria da incerteza de Dempster-Shafer,
bagging, regras fixas, entre outros [51].
Kittler et al [55] citam que, para aumentar a eficiência através da combinação de
classificadores, pode-se adotar regras de combinação em múltiplos estágios, sendo esses
sequenciais, hierárquicos, através de clusters, entre outros.
Figura 2.32: Abordagens para a construção de conjuntos em combinação de classificadores
[103]
Para Salvadeo [103], um combinador de classificadores é um novo classificador que
tem como entrada a resposta de n classificadores, e gera como sáıda, a decisão final,
podendo ser de três ńıveis: abstração, ranking e medida de confiança. E os combinadores
de decisão são divididos em treináveis e não treináveis (fixos). No ńıvel de abstração,
cada classificador Di produz um rótulo de classe si ∈ Ω, i = 1, ..., L, sem dar informações
sobre a certeza dessa predição, nem dando alternativas a essa classificação. Já no ńıvel de
ranking, a sáıda Di é um subconjunto de Ω, cujas alternativas são ranqueadas em ordem
da plausibilidade de ser a rotulação correta, sendo bastante usado para problemas com
um grande número de classes. Por fim, o ńıvel de medida de confiança produz para cada
Di um vetor c-dimensional [di,1, ..., di,c]
T , em que di,j representa o suporte para a hipótese
de que o vetor x submetido para a classificação vem da classe ωj [55].
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Para computar a probabilidade a posteriori são necessárias as medidas estat́ısticas,
descritas em termos de funções de densidade de probabilidade conjunta p(xi, ..., xR|ωk), e
para exprimi-la em termos de apoio à decisão dos classificadores individuais, em que cada
um explora somente as informações dadas pelo seu vetor de caracteŕıstica xi. Desta forma,
é posśıvel estimar a probabilidade a posteriori p(ωk|x1, ..., xR), através da Equação 2.72,
no qual p(x1, ..., xR) é uma medida incondicional da densidade de probabilidade conjunta.
Já para conseguir a medida de distribuição condicional é apresentada a Equação 2.73
[12].
P (wk|x1, ..., xR) =
p(x1, ..., xR|wk)P (wk)
p(x1, ..., xR)
(2.72)
P (x1, ..., xR) =
m∑
j=1
p(x1, ..., xR|wj)P (wj) (2.73)
Kittler et al [55], após uma série de deduções, descrevem que, dado o conjunto de
distribuições de probabilidade das medidas extráıdas pelos classificadores tem-se uma das
regras de combinação de classificadores: a Regra do Produto (Equação 2.74).








A Regra da Soma (Equação 2.75) deriva da Regra do Produto e, segundo Kittler et al
[55], as regras de decisão mais usadas, como Máximo (Equação 2.76), Mı́nimo (Equação
2.77), Mediana (Equação 2.78), Voto (Equação 2.79), derivam destas duas.












atribuir Z → wj se
(1−R)P (wj) +RmaxRi=1P (wj|xi) = maxmk=1
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atribuir Z → wj se
minRi=1P (wj|xi) = maxmk=1minRi=1P (wk|xi) (2.77)
atribuir Z → wj se
medRi=1P (wj|xi) = maxmk=1medRi=1P (wk|xi) (2.78)












Neste caṕıtulo são apresentadas algumas formas computacionais de reconhecimento de
espécies florestais, indo desde a análise espectral à análise de imagens. Ainda são descritos
trabalhos que relatam o uso de técnicas de textura para a resolução de outros problemas.
Ao final, é apresentado de forma compacta, um resumo destes trabalhos.
Além da importância cient́ıfica, a identificação de espécies florestais tem uma grande
importância prática, já que grandes quantidades de madeira são transportadas pelo mundo
e todo vendedor/comprador de madeira bruta ou de produtos derivados está interessado
em saber a qual espécie ela pertence, devido às suas propriedades espećıficas [46].
Alguns sistemas especialistas para reconhecimento de espécies florestais foram desen-
volvidos, como em Ioannou et al [46], que através de chaves dicotômicas (padrão se ....
então ....), o usuário informa algumas caracteŕısticas ao sistema, e este informa as pos-
sibilidades de quais espécies estas caracteŕısticas podem pertencer. Porém, nesse tipo de
sistema, a interação humana é fundamental e o software é apenas uma ferramenta de au-
x́ılio no reconhecimento e, não necessariamente, um classificador. Para tornar o processo
automático, alguns trabalhos propõem a utilização de visão computacional e textura para
a solução desse tipo de problema.
A classificação de textura não é recente e tem sido empregada não só para resolver
problemas de classificação ou diferenciação de texturas, mas também para reconhecer
padrões como madeiras, rochas, face e texto [113]. Porém, segundo Tou et al [114] o
reconhecimento de espécies florestais usando técnicas de visão computacional é um pro-
blema relativamente novo e mais desafiador do que simples problemas de reconhecimento
de textura.
3.0.1 Reconhecimento de Espécies Florestais
Yusof et al [122] e Tou et al [114] comentam que a principal dificuldade no reconheci-
mento de espécies florestais é que algumas espécies têm padrões muito similares entre si, e
ainda, que algumas espécies têm uma variação de textura intraclasse muito grande, sendo
que essa variação pode ser devido à localização, na tora, de onde foi retirada a amostra
(cerne ou alburno), ou ainda, o aparecimento ou não dos anéis de crescimento.
Segundo Tarrio-Saavedra et al [110], o reconhecimento de espécies florestais sem in-
terferência humana, apresentados na literatura, ocorrem de duas maneiras, ou através da
análise de espectro ou de imagens.
Alguns trabalhos que descrevem análise espectral usam: espectroscopia Raman [58],
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espectros de fluorescência [98], análise termogravimétrica (TG) e calorimetria diferencial
exploratória (DSC) [110], infravermelho próximo (NIRS - Near infrared spectroscopy) [90],
entre outras abordagens. E, na maioria dos casos, a identificação ocorre para diferenciar
as classes gimnospermas (softwood) e angiospermas (hardwood).
Como o intuito deste trabalho é análise de imagem, os trabalhos descritos na sequência
focam essa abordagem.
Em Khalid et al [54] os autores apresentam um sistema de reconhecimento de espécies
florestais, tendo como base mais de 1.949 imagens de 20 diferentes espécies presentes na
Malásia, as imagens tinham a resolução de 768 × 576 pixels. As madeiras eram cortadas
em cubos de 2 cm2, fervidos para serem passados em um micrótomo, garantindo uma
imagem reta o suficiente. Para a aquisição das imagens, foi utilizada uma câmera de
padrão industrial e alto desempenho (JAI CV-M50), e para a iluminação, foi desenvolvida
uma matriz de leds, o que possibilita uma distribuição de luz uniforme em toda a imagem.
Após a aquisição, a imagem foi submetida a um pré-processamento para realçá-la,
passando por um filtro de passa alta, contraste e equalização de histograma. A esta
imagem foi calculada uma matriz de coocorrência (GLCM) nas quatro direções (0o, 45o,
90o e 135o) com distância 1, retirando os atributos: segundo momento angular, contraste,
correlação, entropia e momento da diferença inversa. Os 20 atributos extráıdos foram
aplicados na entrada de uma rede neural artificial (RNA), que gera uma camada de
sáıda de 20 neurônios (espécies diferentes), destas, 1.753 imagens foram utilizadas para
treinamento, e 196 para teste; o software pode ser ajustado para usar uma ou duas
camadas ocultas, usando até um máximo de 150 neurônios em cada camada. As taxas
de reconhecimento chegaram a 95% de acerto entre as 20 espécies; o autor acredita que
melhores resultados podem ser conseguidos em estudos ligados a Wavelets e filtro Gabor.
Yusof et al [122] deram continuidade ao trabalho proposto em Khalid et al [54], porém,
trabalhando com 30 espécies florestais e com 3.000 imagens, sendo 100 imagens de cada
espécie. Destas, 300 imagens foram utilizadas para teste e 2.700 para treinamento. A par-
tir da imagem original, foi usado um filtro homomórfico para realçar e dar uma definição
mais clara das propriedades de textura. Após a imagem ser pré-processada, foi aplicado o
filtro Gabor, gerando 80 imagens de sáıda e destas foram extráıdas informações da matriz
de coocorrência, gerando-se um vetor de caracteŕısticas que, na sequência, é classificado
através de uma RNA. Os dados extráıdos foram média, desvio padrão, energia e entropia.
Para garantir as melhores caracteŕısticas do filtro Gabor, foram inclúıdos dois módulos
de decisão que têm por função selecionar o melhor filtro Gabor e o melhor tamanho de
kernel a ser usado. Para tanto, foram feitos dois experimentos:
• O primeiro experimento buscava determinar a taxa de reconhecimento baseando-
se no filtro Gabor como um multiplicador de imagens. Para cada imagem, foram
geradas 80 novas imagens através do filtro de Gabor, variando-se 10 peŕıodos de
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pixel de 1 a 10 e oito valores de ângulos (0o, 30o, 45o, 60o, 90o, 120o, 135o e 150o).
• O segundo experimento buscava determinar o tamanho do kernel Gabor e, para
tanto, foram testados os tamanhos 3, 5, 7 e 9. Pelos resultados obtidos, mostrou-se
que quanto maior o kernel melhor são os resultados.
Segundo Yusof et al [122], a combinação de Gabor com GLCM gerou um reconheci-
mento de 95.44% na base de treinamento e 90.33% na base de testes, demonstrando a
eficiência da técnica empregada.
Nasirzadeh et al [79] deram continuidade ao trabalho de Yusof et al [122], porém,
usando LBP (Local Binary Pattern) em 3700 imagens de 37 espécies florestais. Foram
comparados os métodos de LBPriu2 para garantir a invariância de rotação e histograma
de Fourier do LBP (LBP-HF), obtendo-se como melhor resultado, 96.6% de acerto.
Em Tou et al [112], os autores apresentam uma série de experimentos visando extrair
boas caracteŕısticas que pudessem diferenciar as espécies florestais, através do uso de
GLCM, sendo utilizada uma rede neural artificial (RNA) do tipo Multi Layer Perceptron
(MLP) considerando-se uma camada oculta com função de ativação do tipo softmax.
Para a realização dos experimentos foram utilizadas 360 imagens, obtidas no Centro de
Inteligência Artificial e Robótica (CAIRO), e destas, foram selecionadas 50 imagens de
cinco espécies diferentes.
Nos experimentos a distância usada para a GLCM, variou de 1 a 20, e para cada um
dos descritores foram feitos testes nas cinco espécies, buscando caracteŕısticas que fossem
úteis na sua identificação.
Dentre as caracteŕısticas, a energia se mostrou útil na classificação indiferente da
distância, já os outros descritores tiveram valores mais próximos em pequena distância
nas mesmas espécies. Os resultados mostram que a entropia com distância maior que um
produz uma variação grande de valores, gerando confusão no classificador.
Foram feitos dois experimentos:
• No primeiro, a RNA usou 20 neurônios de entrada, 20 na camada oculta e sáıda com
cinco neurônios, e como função de ativação usou tangente hiperbólica em cada ca-
mada e softmax na sáıda. Teve precisão de 72%, sendo que duas espécies obtiveram
100% de reconhecimento.
• No segundo experimento, a RNA era similar, mudando apenas o fato de ter sido
retirada a energia nas quatro direções, gerando uma camada de entrada de 16 neurô-
nios, com isso uma espécie atingiu 100%, porém, as outras decáıram, gerando uma
precisão geral de 60%.
Os experimentos mostraram que, apesar da pequena base, o GLCM e MLP são técnicas
eficientes para o reconhecimento de espécies florestais. Pelos dados, a orientação não
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influencia os valores das imagens de mesma espécie, desde que a distância seja pequena,
pois assim que aumenta a distância, as diferenças entre imagens de mesma espécie tornam-
se mais óbvias. Os resultados ainda mostram que a entropia em grandes distâncias é inútil.
Dando continuidade ao trabalho proposto em Tou et al [112], em Tou et al [113] os
autores tinham como objetivo reduzir o custo computacional do método da matriz de
coocorrência, reduzindo sua dimensão de duas para uma. Para validar a técnica, dois ex-
perimentos foram propostos; um utilizando a base de imagens de textura Brodatz; e outro
a base de espécies florestais CAIRO. No primeiro, foram extráıdos 16 atributos da matriz
unidimensional GLCM e da normal e foi usado o k-nn como classificador, tendo como
melhor resultado 81.35% de acerto em relação a 83.01% na GLCM normal. No segundo
experimento, foram utilizadas as mesmas técnicas, e como classificador foram usados o k-
nn e o MLP, e cinco atributos das matrizes foram extráıdos (contraste, energia, entropia,
homogeneidade e correlação) da matriz normal e na unidimensional só a correlação não
foi usada. Como resultado o 1D GLCM teve 72.80% de reconhecimento usando MLP e
63.60% usando k-nn, já a GLCM normal teve 56.80% para MLP e 58,40% para o k-nn.
Tou et al [114] propuseram um estudo comparativo de técnicas de classificação de
textura para o reconhecimento de espécies florestais, dando continuidade aos trabalhos
propostos em Tou et al [112] e Tou et al [113]. Os testes foram executados com imagens
de seis espécies florestais da base CAIRO, tendo 100 imagens de cada espécie, destas, 90
foram utilizadas para treinamento e 10 para testes. Como classificador foi usado o k-nn.
Cinco experimentos foram executados GLCM, filtros Gabor, combinação GLCM e Gabor,
matriz de covariância e verification-based recognition. No experimento utilizando atributos
GLCM e raw GLCM, teve-se 78.33% de acerto para raw GLCM e 76.67% para GLCM,
para tanto foram extráıdos contraste, correlação, energia, entropia e homogeneidade, nas
oito direções, para garantir invariância de rotação. No experimento usando Gabor, as
imagens de sáıda foram geradas usando três frequências diferentes e oito orientações,
devido à complexidade dos atributos produzidos, o número de caracteŕısticas foi reduzido
através do SVD (singular value decomposition), e como taxa de acerto atingiu 73.33%.
No terceiro experimento foram combinados GLCM e filtro Gabor e obteve-se 76.67% de
reconhecimento. Já através dos 24 filtros de Gabor foi gerada uma matriz de covariância,
obtendo 85% de acerto. No último experimento, através do uso do verification-based
recognition usando quatro GLCM com distância 1 em oito tons de cinza, atingindo 78.33%.
Em Bremananth et al [13] foi desenvolvido um sistema de reconhecimento de espécies
florestais que permite classificar 10 espécies da floresta indiana, nele, as imagens são
redimensionadas para 256 × 256 pixels, convertidas para tons de cinza, e na sequência
são extráıdos de uma matriz de coocorrência (energia, entropia, homogeneidade, momento
de diferença inversa e segundo momento angular) nos quatro ângulos (0o, 45o, 90o e 135o).
Como elemento de treinamento/classificação foi usada correlação de Pearson. Os autores
relatam que obtiveram uma boa taxa de reconhecimento.
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Em Yu et al [119] foram utilizadas 100 imagens de espécies florestais, em um sistema
de recuperação de imagens, com o intuito de analisar e verificar o comportamento das
espécies em relação ao canal de cores HSV e produzir uma divisão dos canais de forma
não igualitária, com o intuito de descrever seus histogramas de forma mais comprimida
e com uma complexidade computacional menor no casamento dos atributos. Através de
observações, o canal de matriz foi dividido em seis faixas, o de saturação em três e o de
valor também em três faixas.
É apresentado em Yu et al [120] um método integrado de recuperação de imagens
de espécies florestais baseado em cor, textura e informação espacial, sendo que foram
analisadas técnicas como HSV, GLCM, modelos LRE, Wavelets e algoritmos fractais.
Destas, nove parâmetros são extráıdos. De cor, usou-se o canal HSV, para GLCM foram
extráıdos contraste, segundo momento angular e a soma das variâncias. Como descritores
de textura, ainda foram calculados, o LRE (long run emphasis) baseado em estat́ısticas
de run-length, das técnicas de Wavelet foi calculada a proporção de energia da baixa
frequência horizontal (EPLH - Energy proportion of horizontal low-frequency) e ainda foi
calculada a dimensão fractal. Como base, usou-se 100 imagens de madeiras, e nestas foram
feitos três experimentos. No primeiro experimento foram utilizadas somente as cores do
HSV, baseados no trabalho proposto em Yu et al [119], e propuseram um método de
divisão espacial, no qual o canal H foi dividido em nove blocos (h0 - h8), o canal S em
quatro blocos (s0 - s3) e o canal V em outros quatro. Ao final, o vetor de caracteŕısticas
foi transformado em um histograma unidimensional com 164 elementos, simplificando
a complexidade computacional. Em um segundo experimento foram utilizados somente
os descritores de textura. Segundo os autores, o uso de descritores só de cor, ou só de
textura não foram suficientes, por isso, motivou-se um terceiro experimento combinando
os experimentos anteriores. Essa combinação de caracteŕısticas tornou a recuperação de
imagens mais efetiva, mais similar ao sistema visual humano.
Yu et al [120] citam que, para imagens naturais de madeira, a cor e a textura são as
caracteŕısticas visuais mais importantes e que apenas uma assinatura não pode construir
uma ferramenta de recuperação potente, e para que seja aumentada a precisão, deve-se
combinar tanto atributos de cor quanto de textura.
A quantidade de sistemas que visem efetivamente o reconhecimento de espécies flores-
tais é pequeno, segundo Khalid et al [54], isso se dá devido aos seguintes fatores:
• Dificuldade na obtenção de uma base de imagens;
• Falta de técnicas comprovadas de reconhecimento de espécies florestais;
• As pesquisas atuais usam equipamentos caros;
• A falta de especialistas em classificação nos páıses em desenvolvimento.
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No ińıcio desta proposta foram apresentados alguns trabalhos prévios, relatando os
experimentos. Em De Paula et al [24] foi proposta a abordagem de se dividir a imagem
em subimagens, para tanto, foram utilizadas 164 imagens de 14 espécies, divididas em
540 subimagens. Como descritor foram utilizados atributos de cor usando-se os canais L
(Luv), S (HSV), G (RGB) e X (XYZ) em 2 faixas, calculando-se quantidade de pixels,
média e mediana, totalizando um vetor com 24 atributos e, como classificador, usou-se
rede neural artificial. O melhor resultado em relação às subimagens foi de 65.20% de
reconhecimento.
Já em De Paula et al [22] uma nova base foi utilizada com 347 imagens de 11 espécies.
As imagens foram divididas em 25 subimagens e delas foram extráıdos atributos de cor e
GLCM e os resultados individuais foram fundidos através de uma estratégia de votação
para o resultado de reconhecimento final. Por meio dessa estratégia, conseguiu-se 82%
de reconhecimento. Dando continuidade a este trabalho, em De Paula et al [23] a base de
imagens foi expandida para 1270 imagens de 22 espécies, e foi avaliada a melhor forma de
tratar os vetores de atributos de cor e GLCM, se deixando-os unidos (um único vetor) ou
se deveriam ser tratados de forma individual, em que a melhor taxa de reconhecimento
foi de 80.80% através da união dos dois vetores.
Os trabalhos sobre reconhecimento de espécies florestais podem ser sintetizados através
da Tabela 3.1, na qual são apresentadas quais técnicas foram adotadas, bem como outros
métodos para análise de textura.
Tabela 3.1: Śıntese dos trabalhos de reconhecimento de espécies florestais apresentados
Trabalho Ano Método adotado Classif. Imag/Esp. Melhor acerto
Tou et al [112] 2007 GLCM. RNA 360/5 72,00%
Tou et al [113] 2008 GLCM e 1DGLCM RNA e knn 360/5 72,80%
Tou et al [114] 2009 GLCM, filtros Gabor, combinação
GLCM e Gabor, matriz de covariân-
cia e verification-based recognition
K-nn 600/6 85,00%
Khalid et al [54] 2008 GLCM. RNA 1949/20 95,00%
Yusof et al [122] 2010 Gabor e GLCM RNA 3000/30 90,33%
Nasirzadeh et al [79] 2010 LBPu2 e LBPHF RNA 3700/37 96,60%
Bremananth et al [13] 2009 GLCM Corr.Pearson 1/10 1
De Paula et al [24] 2009 Cor RNA 164/14 65,20%
De Paula et al [22] 2009 Cor e GLCM RNA 347/11 82,00%
De Paula et al [23] 2010 Cor e GLCM RNA 1270/22 80,80%
Yu et al [119] 2009 HSV 1 100/50 1
Yu et al [120] 2009 HSV, GLCM, modelos LRE, wave-
lets e algoritmos fractais.
1 100/50 1
Ioannou et al [46] 2009 Chave dicotômica. Processo manual 2 2 2
1Informações não dispońıveis no artigo
2Não se aplica
3.0.2 Problemas relacionados
Alguns problemas de inspeção industrial têm algumas caracteŕısticas parecidas com o
problema do reconhecimento de espécies florestais e as técnicas utilizadas podem contri-
buir, pois, em geral, são de alta complexidade e necessitam de soluções em tempo real,
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entre eles, pode-se citar análise de materiais como tecido, papel, madeiras, ferro, entre
outros. Segundo Kumar & Pang [57] a detecção de defeitos é um dos problemas mais di-
f́ıceis e intrigantes na visão computacional e que, por isso, tem recebido bastante atenção
no decorrer dos anos.
Kauppinen [53] propõe um sistema para reconhecimento de defeito em tacos, e nele
faz um processo em dois estágios, sendo que no primeiro busca identificar se na imagem
existe algum defeito ou não, e em um segundo estágio, busca classificar qual foi o problema
encontrado. Para tanto, usa como caracteŕısticas os percentis do histograma RGB; as
imagens coloridas foram adquiridas através de câmeras line-scan. Foram utilizadas 150
imagens para treinamento e 360 para testes e, para a detecção dos defeitos, foram obtidas
26.855 amostras retangulares de 32 × 32 pixels das imagens de treinamento.
Um conjunto de 117 caracteŕısticas de percentis foi calculado no treinamento, e um
algoritmo de seleção de caracteŕısticas foi usado para buscar o melhor conjunto para
detecção de defeitos e reconhecimento. Em um primeiro momento buscou-se classificar se
os tacos apresentavam algum defeito ou não, e para isso, foi conseguido 98% de acerto. As
amostras que apresentavam algum defeito passavam por um novo processo que buscava
reconhecer o tipo de problema, e esse processo obteve cerca de 80% de acerto.
Em Radovan et al [100], os autores comentam que na indústria de madeira é funda-
mental que se tenha uma sistema que permita perceber, reconhecer e medir tamanho e
posição de defeitos. Na proposta, os autores desenvolveram um sistema de visão compu-
tacional que usa câmeras de área, inspecionando as quatro faces da madeira, detectando
e classificando defeitos como nós, rachaduras, diminuição de bordas, bolsa de resina,
largura, espessura, curvatura, falhas, fendas, fissuras, etc. usando imagens coloridas e
monocromáticas, permitindo processamento 2D e 3D.
Nos experimentos haviam seis câmeras com lentes variando de 4-16 mm e resolução de
768 × 576 pixels, capturando 50 frames por segundo. Para iluminação foram utilizadas
duas técnicas: uma frontal, através de lâmpadas fluorescentes operando a 32 KHz para
evitar cintilação, e outra através de “geração de linha de laser” (laser-line generator).
O método de inspeção se baseia em duas linhas de inspeção paralelas, sendo que em
uma faz-se a detecção de defeitos biológicos (nós, apodrecimento e resina) e em outro, as
deformações mecânicas.
Para os defeitos biológicos são adquiridas imagens em tons de cinza, e feito um th-
reshold adaptativo, calculado através da análise do histograma. Para eliminar os rúıdos
foi usado filtro morfológico, na sequência, usou-se um algoritmo de labeling e, por fim, fo-
ram extráıdas informações dos objetos (largura, altura, ponto central, proporção de elipse
e compacidade).
Para a detecção dos defeitos mecânicos foram medidas propriedades geométricas como
espessura, deformação e forma da superf́ıcie da madeira, e foram usados range sensors
com um filtro de passa banda. A imagem é adquirida pela linha do vetor que segue o
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traçado do laser e, posteriormente, tem-se um pós-processamento que gera a imagem toda,
denominado de profile extraction. Para realçar a imagem foi feito um threshold.
Para a classificação em tempo real, necessita-se de velocidade e precisão e os autores
escolheram uma mistura de lógica fuzzy e de regras de decisão. Para os experimentos foram
usados dois conjuntos de dados, um com 260 exemplos, e o segundo com 160, e obteve-se
acertos de 96% na detecção de rachaduras (melhor caso) e 76% nos nós vermelhos (pior
caso).
Haralick [39] faz uma revisão da literatura no que se refere a formas de investigação
de textura, incluindo várias abordagens estat́ısticas. Através de experimentos, o autor
conclui que para microtexturas, as abordagens estat́ısticas estudadas no artigo funcionam
bem, já as abordagens estruturais não são amplamente utilizadas. Já para macrotexturas,
a pesquisa tem sido direcionada para o uso de primitivas de histogramas e coocorrência.
Em Alves & Araújo [5] foram aplicadas duas técnicas de análise de textura, uma
utilizando histogramas de primeira ordem e outra através dos descritores baseados em
matrizes de coocorrência. Para os experimentos foram utilizadas 50 imagens de tecidos
biológicos para treinamento e mais 50 para testes, divididas em cinco classes. Para a
classificação foi usada tanto uma rede SOM (Self Organized Maps) quanto uma rede MLP.
Como atributos de primeira ordem foi usado um vetor de 256 elementos, representando
cada um dos ńıveis de cinza e, como atributos de segunda ordem, foram usados oito
dos descritores de Haralick (segundo momento angular, contraste, entropia, momento
da diferença inversa, correlação, variância, dissimilaridade e média). Os resultados do
histograma se mostraram melhores que os da matriz de coocorrência, assim como a rede
SOM foi melhor que a MLP.
Tan [109] usou 14 classes de imagens de textura da base Brodatz e, a partir da imagem
original, fez a equalização do histograma, e aplicou os filtros Gabor através das quatro
frequências (4, 8, 16 e 32) e quatro orientações (0o, 45o, 90o e 135o), gerando como sáıda
16 imagens e, a partir do histograma delas, calculou média e desvio padrão, formando um
vetor de atributos com 32 posições para cada imagem de entrada. Com esses atributos
teve resultados próximos a 100%.
Angelo [6] trabalhou com uma imagem da base Brodatz e uma imagem real fazendo
uma série de experimentos para medir a influência dos parâmetros do filtro Gabor. De-
pendendo do experimento, foram geradas 15, 25 e 32 imagens de sáıda, e destas foram
calculadas a média e a matriz de covariância e, então, foi aplicado o classificador de
Verossimilhança Gaussiana.
Kumar & Pang [57] usam um algoritmo baseado no filtro otimizado de Gabor, e as
imagens foram divididas em quatro escalas ($1, $2, $3 e $4 ), separadas por um octave,
e os pontos de amostra de cada uma das frequências foram rotacionados em 45o, ainda,
foram utilizadas máscaras de convolução de pequenas dimensões (5 × 5 e 7 × 7) e um
conjunto de 16 imagens filtradas formaram o vetor de caracteŕısticas para a detecção do
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defeito. Atributos de baixa frequência da imagem adquirida foram usados para intensificar
os atributos. A repetição subsequente de subamostras e a convolução com filtros passa
baixa, geraram um conjunto de imagens com variação de graus de resolução (pirâmide
multirresolução) e as imagens geradas por esses quatro estágios da pirâmide foram usados
para normalizar as 16 imagens filtradas de Gabor, destas, foram calculados a média (µi,j)
e desvio padrão (σi,j), formando a base de localização de defeitos. Para fundir as 16
imagens em uma única imagem, usaram-se duas etapas, na primeira, quatro imagens de
escala são fundidas em uma, através das regras de combinação de Bernoulli e, no segundo
estágio, foi feita a média geométrica das quatro imagens de escalas adjacentes. Por fim,
o threshold da imagem fundida produz a imagem binária dos defeitos, sendo que o valor
desse limiar depende do material a ser inspecionado.
Em Backes et al [7] foi feita a análise de textura do parênquima paliçádico, com o
objetivo de auxiliar na identificação e a delimitação de táxons. Para isso testaram técnicas
tradicionais de análise de textura, como matriz de coocorrência, descritores de Fourier, de
Wavelets, Gabor e a dimensão fractal de imagens histológicas foliares de espécies t́ıpicas
do cerrado paulista. Dentre estes métodos, a dimensão fractal apresentou os melhores
resultados, 78,44% de reconhecimento e a matriz de coocorrência obteve 77,81%, sendo
que os demais descritores apresentaram resultados em torno de 63%.
Já em Deguy et al [27] é apresentado um novo método de análise de textura fractal
usando o modelo multi-scale fractional Brownian motion e um novo parâmetro, denomi-
nado intermitência. Este parâmetro descreve o grau de presença de informação textural.
Para validar essa abordagem, os autores trabalharam com imagens de oito tipos distintos
de silagem de milho. Para cada um dos tipos, foram trabalhadas com 30 imagens e con-
clúıram que a intermitência não só é identificável, mas também representa um parâmetro
de textura significativa, dando informações diferentes a partir da dimensão fractal.
Com o intuito de identificar áreas urbanas classificando-as em pouca ou alta condição
de habitabilidade, em Barros Filho & Sobreira [33], foi proposto o uso de lacunaridade.
Para tanto, testou-se a técnica em imagens binarizadas e em tons de cinza, através do
algoritmo Differential Box-Counting - DBC, e concluiu-se que o DBC aplicado em imagens
em tons de cinza na discriminação de textura apresenta bons resultados.
Em Allain & Cloitre [4] os resultados mostraram que a lacunaridade é uma ferramenta
para caracterizar a geometria da textura, podendo ser aplicada a qualquer escala e que o
q-ésimo momento de escala de uma função de probabilidade permite a demonstração de
autossimilaridade e uma nova forma de determinar a dimensão fractal de uma imagem.
Serafim [104] analisou o uso de assinatura fractal de texturas naturais, trabalhando
com imagens em tons de cinza de papel Kraft e cortiça para verificar a ocorrência ou
não de defeitos. O autor conclui que a assinatura fractal é uma caracteŕıstica relevante
para textura, cujos modelos são de fácil implementação para resolver problemas de reco-
nhecimento de texturas naturais. Para os experimentos com os dois tipos de textura, a
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assinatura fractal demonstrou-se invariante à direção.
O objetivo do trabalho proposto por Plotze & Bruno [99] foi apresentar uma nova
abordagem para análise e classificação de formas utilizando a assinatura fractal multies-
cala, contrapondo-se aos métodos tradicionais baseados em dimensão fractal que utilizam
um único descritor para representar a complexidade de uma forma. Para tanto, uma
curva da dimensão fractal multiescala foi usada como assinatura de complexidade e os
descritores de Fourier são adotados como vetores de caracteŕısticas. Para os experimen-
tos foram utilizados órgãos foliares de espécies vegetais da Mata Atlântica e do Cerrado,
com o intuito de analisar e classificar suas formas. Os resultados apresentados demons-
tram a eficiência dessa abordagem, no qual, através dos descritores da assinatura fractal
multiescala, chegou-se a uma taxa de acerto de 96% das espécies vegetais.
Em Maenpaa et al [69] comenta-se que o uso de textura para a inspeção de superf́ıcie é
parte importante de várias aplicações para controle de qualidade industrial, como inspeção
de superf́ıcie de madeira, ferro, papel e têxtil. Na maioria, a velocidade é um aspecto
cŕıtico, logo, a extração de caracteŕısticas e a classificação deve ser rápida. Para tanto,
propõe uma abordagem através do LBP, otimização dos atributos com o algoritmo SFFS
e classificação com redes SOM.
Foram feitos dois experimentos, no primeiro foram utilizadas imagens do banco Outex
que contém mais de 300 texturas, e destas, foram selecionadas 24 texturas, com subi-
magens de 32 × 32, gerando um total de 8832 imagens com 368 exemplos por textura,
que foram divididas em treinamento e teste. A classificação atingiu a média de 88,6% de
acerto através do LBP8,1 sem interpolação e 91,1% com LBP multirresolução, com tempo
de 11 ms por imagem. Já no segundo experimento foi usado, no problema de inspeção de
papel, em tempo real, para verificar a performance, sendo analisados papéis em quatro
classes distintas, cujas imagens são de 756 × 566 em tons de cinza. Um conjunto de
1004 imagens foram divididas em treinamento e teste, atingindo-se um reconhecimento de
99,8%, usando-se um classificador 3-NN e gastando-se 11 ms por imagem, já com SOM
teve-se 98,4% de acerto com 1,7 ms por imagem.
Em Niskanen et al [82] é feita a comparação de atributos de cor e textura na detecção
de defeito em madeira serrada. Para cor, foram usados percentis e para textura LBP e
como classificador foi usado SOM, através do pacote G-SOM. A inspeção da madeira foi
dividida em duas partes, na primeira foram detectadas regiões com posśıveis defeitos, e
na segunda, foram examinados os defeitos individualmente.
Como material de teste foram utilizadas 42 tábuas e as imagens foram adquiridas com
uma câmera colorida line-scan com resolução de 0.5 mm. As imagens foram divididas
em regiões de 40 × 40 pixels. Os melhores resultados foram obtidos usando percentil,
somente no canal vermelho (RGB) e atributos LBP.
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3.0.2.1 Conclusão
Neste caṕıtulo buscou-se mostrar os trabalhos referentes ao reconhecimento de espé-
cies florestais, bem como trabalhos que apresentavam problemas relacionados à análise
textural. O esquema apresentado na Figura 3.1 busca agrupar os trabalhos apresentados
em relação à técnica principal utilizada.
Figura 3.1: Agrupamento das técnicas utilizadas nos trabalhos descritos no estado da arte
Como o problema do reconhecimento de espécies florestais é recente, não existe um
padrão para qual é a melhor forma de se tratar tal problema. Por isso estudos foram
feitos, indo desde a formação de bases de imagens, definindo-se protocolos de aquisição,




Dentre os problemas de reconhecimento de espécies florestais está a falta de bases de
imagens. Isto ocorre devido a fatores relacionados ao elevado custo de equipamento de
aquisição, reduzido número de pesquisas na área, dificuldade na preparação de amostras,
entre outros problemas [54]. Desta forma, visando viabilizar alternativas para tal, uma
das contribuições desse trabalho foi a construção de duas bases de imagens macroscópicas
de espécies florestais presentes no Brasil. Através delas é posśıvel simular situações em
ambiente controlado (Protocolo em Laboratório), que respaldará um segundo ambiente
(Protocolo em Campo), ainda pouco explorado por trabalhos acadêmicos. 1) Protocolo em
Campo - com imagens obtidas com soluções de baixo custo; 2)Protocolo em Laboratório -
com imagens obtidas utilizando equipamentos de alta precisão, dispońıveis em laboratório.
As imagens foram capturadas a partir de blocos de madeiras de aproximadamente
2 cm3 - Figura 4.1, obtidas junto ao Laboratório de Anatomia da Madeira da UFPR
(Universidade Federal do Paraná). Foram selecionadas considerando um número mı́nimo
de 30 amostras dispońıveis e o alto ńıvel de similaridade entre espécies (selecionadas
por meio da experiência de anatomistas da madeira). Para que as amostras se tornem
uniformes, estas são lixadas, visando a retirada de imperfeições causadas pela serra, lascas
de grande ondulações ou mesmo para melhorar o realce das estruturas anatômicas.
Figura 4.1: Exemplo de amostras de madeira
As amostras foram fotografadas no plano transversal. Devido à necessidade de identifi-
car as amostras independentemente da orientação dos anéis de crescimento, cada amostra
foi fotografada em diferentes sentidos para ambos os protocolos de coleta definidos (des-
critos nas seções 4.1 e 4.2).
4.1 Protocolo em Campo
Tendo em vista que o reconhecimento de espécies florestais pode ser realizado em
campo, com situações adversas e normalmente sem equipamentos adequados, buscou-se
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desenvolver uma alternativa para este cenário, para tanto, há necessidade do uso de uma
serra (para realizar o corte), lixa grossa (para eliminação de marcas de serra) e lixa fina
(para realizar o realce das estruturas anatômicas).
Para a situação em campo, deve-se ainda considerar os aspectos quanto à aquisição de
imagens, como a utilização de equipamentos não profissionais, ou de menor qualidade (me-
nor custo), que os dispońıveis em laboratórios. Outro ponto que pode afetar os resultados
é a luminosidade inerente a ambientes não controlados. Visando mitigar esses problemas,
foi proposto o protocolo para padronização da distância (entre a lente e a amostra) e
iluminação. Foi constrúıdo um ambiente, como ilustrado na Figura 4.2, que proporciona
a obtenção de imagens com a qualidade necessária, sendo este, um suporte equipado com
duas lâmpadas halógenas para garantir a homogeneidade da luz e uma câmera fotográfica
(SONY DSC T20) com o modo macro ativado. Os melhores resultados foram obtidos
utilizando amostras próximas à lente (≈ 1 cm) e modo autofoco, obtendo-se imagens com
resolução de 3264 × 2448 pixels.
(a) Vista sem a câmera (b) Vista com a câmera
Figura 4.2: Esquema da estrutura para aquisição das imagens
Inicialmente uma base com 1270 imagens de 22 espécies florestais foi criada. Observou-
se um tom amarelado nas mesmas, devido à intensidade da luminosidade gerada pelas
lâmpadas halógenas [23]. Foram então testadas opções de filtros (papel de seda e papel
sulfite branco com gramatura 75 g/m2), e lâmpadas (halógenas, led e fluorescente). Os
melhores resultados, visualmente observados, foram obtidos quando utilizou-se lâmpadas
halógenas com filtro de papel sulfite, que produziram uma iluminação mais homogênea
com menor intensidade. Então, foi criada uma nova base, composta de 2942 imagens de
41 espécies florestais (Tabela 4.1 e Figura 4.3).
4.2 Protocolo em Laboratório
Seguindo um protocolo controlado para obtenção das imagens, visando a posterior
comparação de resultados obtidos pelo método proposto, foi criada uma base de imagens
adquiridas em laboratório (Laboratório de Anatomia da Madeira da UFPR) utilizando
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Tabela 4.1: Composição da base de imagens final
Id Nome Popular Nome Cient́ıfico Quantidade de imagens
1 Acrocarpus Acrocarpus fraxinifolius 53
2 Amapá Brosimum paraensis 63
3 Andiroba Carapa guianensis 43
4 Angelim Pedra Hymenolobium petraeum 99
5 Araucária Araucaria angustifolia 63
6 Assacu Hura crepitans 41
7 Bracatinga Mimosa scabrella 48
8 Cabriúva Vermelha Myroxylon balsamum 75
9 Castanheira Bertolethia excelsa 72
10 Cedrinho Erisma uncinatum 98
11 Cedro Cedrela fissilis 37
12 Cedrorana Cedrelinga catenaeformis 99
13 Cinamomo Melia azedarach 56
14 Cumaru Dipteryx sp 67
15 Cupiuba Goupia glabra 51
16 Curupixa Micropholis venulosa 78
17 Eucalipto Eucalyptus sp 99
18 Freijó Cordia goeldiana 53
19 Goiabão Pouteria pachycarpa 94
20 Grevilea Grevilea robusta 86
21 Imbuia Ocotea porosa 99
22 Ipê Handroanthus sp 99
23 Itauba Mezilaurus itauba 64
24 Jatobá Hymenaea sp 82
25 Jequitibá Cariniana estrellensis 55
26 Louro Laurus nobilis 46
27 Machaerium Machaerium sp 87
28 Massaranduba Manilkara huberi 92
29 Mogno Swietenia macrophylla 96
30 Louro amarelo Cordia sp 51
31 Pau amarelo Euxylophora paraensis 96
32 Pau marfim Balfourodendron riedelianum 99
33 Peroba rosa Aspidosperma polyneuron 43
34 Pinus Pinus sp 79
35 Podocarpus Podocarpus lambertii 62
36 Quaruba Vochysia sp 59
37 Roxinho Peltogyne sp 58
38 Sucupira Bowdichia sp 99
39 Tatajuba Bagassa guianensis 58
40 Tauari Couratari sp 63
41 Virola Virola surinamensis 80
um estereomicroscópio da marca Zeiss, modelo Discovery 12 (Figura 4.4). A garantia
de luminosidade dá-se através de um anel iluminador de luz fria (lâmpadas halógenas
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Figura 4.3: Exemplos das amostras da base de dados colhidas com o protocolo de campo
15V/150W), garantindo que estruturas extremamente finas possam ser iluminadas em
suas cores naturais [45].
Em algumas situações a madeira é cortada com um micrótomo, que retira uma fatia
da amostra, garantindo que esta fique plana e sem marcas de serra. Tal processo permite
ter imagens com caracteŕısticas equivalentes às usadas em outros experimentos como [54,
114, 122].
A base de imagens obtidas com o uso do estereomicroscópio (Figura 4.5) conta com
2380 imagens referentes a 40 espécies (Tabela 4.2), com resolução de 2080 × 1540 pixels.
A Figura 4.6 mostra a diferença na qualidade das imagens obtidas através da aborda-
gem de campo e a abordagem de laboratório. Na Figura 4.6a é posśıvel observar, com
qualidade, as estruturas anatômicas da madeira, já na Figura 4.6b, estas estão pouco
evidenciadas, pois a amostra não está bem lixada.
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Figura 4.4: Estereomicroscópio - Marca Zeiss - Modelo Discovery 12
Figura 4.5: Exemplos das amostras da base de dados colhidas com o protocolo de labo-
ratório
(a) Laboratório (b) Campo
Figura 4.6: Imagens de Acrocarpus - Acrocarpus fraxinifolius, adquiridas através das duas
abordagens
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Tabela 4.2: Descrição da codificação das amostras de imagens macroscópicas do Estereo-
microscópio - Marca Zeiss
Cod Nome Popular Nome Cient́ıfico Quantidade de imagens
01 Acrocarpus Acrocarpus fraxinifolius 39
02 Amapá Brosimum paraensis 45
03 Andiroba Carapa guianensis 33
04 Angelin Hymenolobium sp 29
05 Angelin pedra Hymenolobium petraeum 52
06 Araucária Araucaria angustifolia 103
07 Bracatinga Mimosa scabrella 41
08 Cabreúva vermelha Myroxylon balsamum 64
09 Cupiuba Goupia glabra 40
10 Castanheira Bertolethia excelsa 58
11 Cedrinho Erisma uncinatum 83
12 Cedro Cedrela fissilis 32
13 Cedrorana Cedrelinga catenaeformis 171
14 Cinamomo Melia azedarach 90
15 Cumaru Dipteryx sp 62
16 Curupixá Micropholis venulosa 82
17 Eucalipto Eucalyptus sp 50
18 Freijó Cordia goeldiana 56
19 Goiabão Pouteria pachycarpa 52
20 Grevilea Grevilea robusta 50
21 Imbuia Ocotea porosa 61
22 Ipê Handroanthus sp 50
23 Itauba Mezilaurus itauba 87
24 Jatobá Hymenaea sp 45
25 Jequitiba Cariniana estrellensis 43
26 Louro Laurus nobilis 40
27 Massaranduba Manilkara huberi 50
28 Machaerium Machaerium sp 15
29 Pau Marfim Balfourodendron riedelianum 72
30 Marupá Simarouba amara 33
31 Mogno Swietenia macrophylla 102
32 Pau Amarelo Euxylophora paraensis 86
33 Pau Cetim Aspidosperma sp 68
34 Peroba rosa Aspidosperma polyneuron 23
35 Pinus Pinus sp 48
36 Quaruba Cedro Vochysia sp 53
37 Roxinho Peltogyne sp 62
38 Sucupira Bowdichia sp 95
39 Tatajuba Bagassa guianensis 58




Neste estudo busca-se realizar o reconhecimento de espécies florestais usando técnicas
de análise de cor e textura em imagens macroscópicas de amostras de madeira obtidas
em campo, e para confrontar com as técnicas normalmente usadas, a mesma técnica será
usada com amostras adquiridas pelo método tradicional (obtidas em laboratório).
Devido à similaridade entre espécies e à variedade intraespécies, este tipo de reconhe-
cimento é mais desafiador do que a maioria dos problemas de análise de textura [114],
principalmente, se as imagens a serem analisadas apresentarem problemas (naturais ou de
captura). Neste sentido, nessa seção é apresentado o método proposto baseado na ideia
dividir para conquistar.
Neste sentido, cada imagem é dividida em n subimagens de tamanho igual, com o
intuito de que problemas locais não afetem o reconhecimento global da imagem. Então,
inicia-se uma fase de processamento de baixo ńıvel, no qual para cada pedaço da imagem
são extráıdos vetores de vários descritores texturais e de cor. Cada vetor, separadamente,
é normalizado e passado a um classificador e, a partir dos vários resultados obtidos dos
classificadores, é feita uma fusão para cada pedaço, tornando seu reconhecimento mais
robusto, concluindo-se essa etapa de “baixo ńıvel”. Na etapa seguinte, uma nova decisão
de “alto ńıvel” funde às avaliações individuais de cada pedaço, gerando assim, a decisão
final. A Figura 5.1 ilustra esta proposta.
Esta proposta pode ser tratada de forma modular, ou seja, não necessariamente, é
preciso passar por todas as etapas apresentadas. Essa modularização permite que certas
etapas possam ser puladas, caso o problema a ser analisado seja menos complexo, ou
ainda, permite a adição de novos descritores (camada 3), ou novas regras de fusão, tanto
de baixo ńıvel (camada 5) quanto de alto ńıvel (camada 6).
Para avaliar os descritores, foi usado o classificador SVM que, segundo Yuan [121], é
um algoritmo com alto poder de separação entre classes e tem sido usado com sucesso
em vários tipos de problemas. A taxa de reconhecimento é calculada através da Equação
5.1.
Taxa de reconhecimento =
No de elementos reconhecidos corretamente
Total imagens
∗ 100 (5.1)
Nas próximas seções, cada módulo do método proposto é descrito em detalhes. No
caṕıtulo 6 são apresentados experimentos em que cada módulo é testado de maneira
independente, bem como experimentos com todos os módulos do sistema. O objetivo é
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Figura 5.1: Fluxograma do Método Proposto
mostrar o impacto e a contribuição das diversas camadas do sistema proposto.
5.1 Subdivisão da imagem
Como as amostras adquiridas em campo não receberam um tratamento seguindo o
protocolo realizado em laboratório, as imagens obtidas podem apresentar problemas rela-
cionados ao caráter natural ou devido a problemas na preparação das amostras, tais como
a diferença de cerne/alburno, transições de anéis de crescimento, marcas de serra, marcas
de lixa, sinais de queimadura, imagem desfocada ou resultante de amostra mal lixada,
entre outras (Figura 5.2).
(a) Marcas Externas (b) Marcas Externas e marcas de serra
Figura 5.2: Exemplo de amostras mal preparadas (Marupá - Simarouba amara)
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Como os problemas citados normalmente não afetam a imagem como um todo, e sim,
apenas pequenas partes, visando reduzir a posśıvel interferência no processo de classifica-
ção, propôs-se a estratégia de subdividir a imagem em n×n partes. Para identificar qual
deveria ser a melhor divisão, experimentos foram realizados variando o n em 2, 3, 5, 6, 7,
8 e 10 e estes são descritos na seção 6.3. A partir da classificação individual de cada parte
da imagem, estratégias de fusão foram adotadas para definir a qual espécie corresponde
uma imagem.
Na Figura 5.3, tem-se uma representação desta abordagem. No exemplo, a imagem
é dividida em quatro pedaços, atributos são extráıdos e seus vetores são classificados.
Hipoteticamente, três pedaços indicam que a amostra pertence à espécie 1 e um pedaço
à espécie 3, e através de uma fusão por votação, um classificador indica que a imagem
pertence à espécie 1.
Figura 5.3: Representação da estratégia da divisão da imagem
5.2 Extração de caracteŕısticas
Com o objetivo de identificar quais técnicas de análise de textura melhor se adaptam
para o reconhecimento de espécies florestais, foram utilizadas as abordagens estat́ıstica,
estrutural e espectral, as quais são descritas com detalhes na sequência. Na Tabela 5.1 é
apresentado um resumo dos descritores, sua abordagem e o tamanho do vetor de atributos
resultante.
Para a normalização dos dados destes vetores, foi usado o aplicativo svm-scale da
biblioteca LIBSVM que transforma os dados em valores entre dois limites, máximo (Mi)
e mı́nimo (mi). Por padrão, o aplicativo assume -1 como valor mı́nimo e 1 para máximo.






Tabela 5.1: Resumo dos descritores
Abordagem Descritor Tamanho
Estat́ıstica GLCM 28
Estat́ıstica Cor (RGB) 81
Estat́ıstica Cor (LAB) 81








Espectral Filtro Gabor 120
5.2.1 Abordagem estat́ıstica
Dos extratores estat́ısticos foram escolhidos a análise de cor por ser um elemento
importante para diferenciar as espécies, e matriz de coocorrência por ser uma referência
clássica na análise de textura.
5.2.1.1 Análise de cor
Para a análise de atributos de cor, foram utilizados três vetores, sendo um obtido por
meio da análise de histograma em diferentes modelos, e os demais pelo método proposto
por Zhu et al [123], que utiliza os canais de cor RGB e Lab.
Inicialmente, buscou-se por meio da análise de frequência e distribuição dos pixels,
identificar quais modelos de cor melhor representam uma proximidade intraclasse e uma
separação extraclasse. Para isso, foram utilizadas dez amostras de cada espécie, sendo
gerados seus respectivos histogramas para cada um dos canais de uma série de modelos.
Após geração e avaliação dos histogramas, foram selecionados os canais L (Luv), S (HSV)
e G (RGB).
Um exemplo pode ser observado na Figura 5.4, na qual através do modelo de cores
RGB, foi usado o canal G para seis espécies, Peltogyne sp (a), Laurus nobilis (b), Cedrela
fissilis (c), Pinus sp (d), Manilkara huberi (e), Aspidosperma sp (f), e de forma geral, os
histogramas apresentam um comportamento similar intraclasse.
Para cada um dos canais escolhidos, os histogramas foram normalizados em um in-
tervalo que vai de 0 a 255, e destes, foram definidas duas regiões de fatiamentos de cores
que permitiram uma melhor representação das espécies. Dos canais L e S o fatiamento
foi nas faixas de 0 a 200 e de 201 a 255, já do canal G foi de 0 a 127 e 128 a 255. Destes
seis fatiamentos foram extráıdas informações de média, curtose e obliquidade, gerando um
vetor de 18 atributos.
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Figura 5.4: Exemplo do comportamento do histograma no modelo RGB, canal G
Outros dois vetores de cores foram usados; um, usando o modelo de cores RGB, e
no outro, o Lab. Neles, cada imagem é dividida em uma grade de 3 × 3 e de cada uma
das nove subimagens dessa grade são extráıdas média, variância e obliquidade, gerando
vetores de 81 atributos, tais vetores foram propostos por Zhu et al [123].
5.2.1.2 Matriz de coocorrência - GLCM
Para a extração da GLCM, experimentos foram realizados, variando-se os canais de
cor em tons de cinza, canais H e S (HSV) e canal G (RGB) e variando-se descritores, dis-
tâncias e ângulos. Os melhores resultados foram conseguidos usando-se energia, contraste,
entropia, homogeneidade, probabilidade máxima, momento de 3a ordem e correlação dos
quatro ângulos (0o, 45o, 90o e 135o) e usando-se distância um, gerando um vetor de 28
atributos.
5.2.2 Abordagem espectral
Da abordagem espectral foi utilizado o filtro de Gabor, que tem sido utilizado com
sucesso em diferentes aplicações de classificação de textura.
5.2.2.1 Filtros de Gabor
Para extrair os atributos de Gabor, as imagens foram transformadas para tons de
cinza e experimentou-se uma série de variações dos parâmetros. Os melhores resultados
foram obtidos seguindo os padrões adotados em [123], usando como padrão, um tamanho
de máscara de 64× 64, aplicando-se oito variações do fator de orientação (µ = 0, 1, ..., 7)
e cinco de escala (ν = 0, 1, ..., 4), totalizando 40 subimagens e destas, extraiu-se média,
variância e obliquidade, gerando um vetor de 120 atributos.
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5.2.3 Abordagem estrutural
Nesta abordagem foram testados os descritores propostos pelo grupo de visão compu-
tacional da Universidade de Oulu (LPQ e LBP), que tem apresentado bons resultados em
diversos trabalhos que envolvem análise de textura [2, 105, 1, 79, 76], bem como análise
fractal e histograma de orientação de borda.
5.2.3.1 Fractais
Para a análise fractal foi usada a dimensão fractal (box-counting), sucolaridade e la-
cunaridade (differential box-counting). Tais descritores foram usados nos canais L (Luv),
S (HSV) e G (RGB), baseando-se na análise de histogramas descrita na seção 5.2.1.1.
Para a dimensão fractal variou-se a proporcionalidade entre 2, 3 e 5, nos três canais,
gerando um vetor de nove atributos. Já a lacunaridade calculada em cada canal gerou mais
três atributos. Para o cálculo da sucolaridade variou-se a percolação, como sugerido em
[74], de cima para baixo, esquerda para direita, direita para esquerda e baixo para cima,
por canal, totalizando mais 12 atributos. Finalmente, as três técnicas foram agrupadas
gerando um único vetor de caracteŕısticas de 24 atributos.
5.2.3.2 Local Binary Pattern - LBP
Foram realizados testes usando-se LBPu2, LBPriu2 e LBP-HF, a partir das imagens
em tons de cinza. Os resultados obtidos com o LBPriu2 não foram muito efetivos, baixa
taxa de reconhecimento, e logo esta técnica foi descartada. Já a partir do histograma
gerado pelo LBPu2 foram feitos testes variando-se a quantidade de vizinhos (8, 16 e 24) e
distância (1, 2 e 3), como proposto em [68]. Devido ao alto custo computacional, dado o
tamanho das imagens desta base, 24 vizinhos e distância 3 foram descartados. Seguindo-
se experimento proposto em [73], foram gerados dois vetores de 59 atributos, a partir de
8 vizinhos variando-se a distância em 1 e 2. Outros dois vetores de 243 atributos foram
testados, utilizando-se como parâmetros para o LBPu2, 16 vizinhos e distância 2. Pelos
bons resultados obtidos em [79], foram feitos testes com o LBP-HF, através do qual foi
gerado um vetor de 38 atributos.
5.2.3.3 Local Phase Quantization - LPQ
Segundo Ojansivu & Heikkilä [86] o LPQ é insenśıvel ao borramento e, devido ao pouco
tratamento nas imagens adquiridas em campo, algumas delas podem apresentar estado
de borramento, neste sentido, o LPQ foi usado. Para tanto, foi utilizada a aplicação
disponibilizada pelo grupo de visão computacional da Universidade de Oulu 1. Como
1Dispońıvel em: http://www.cse.oulu.fi/CMV/Downloads/LPQMatlab
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parâmetro de entrada, foi usado o tamanho de vizinhança de 3 × 3. Como resultado,
o algoritmo retorna um vetor de 256 posições, que representa o histograma gerado pelo
LPQ.
5.2.3.4 Histograma da orientação da borda
Baseando-se em resultados obtidos em [123], buscou-se analisar este descritor. Para
tanto, cada imagem foi transformada em tons de cinza e foi aplicado um detector de borda
Canny. Deste resultado, foi calculado um histograma de orientação de borda usando-se 36
faixas de 10 graus cada, além de uma faixa adicional para contar os pixels sem informação
de borda, gerando um vetor de 37 caracteŕısticas.
5.3 Classificação
Como classificador foi usado o SVM (Support Vector Machine), através da biblioteca
LIBSVM, desenvolvido em Chang & Lin [16]. Ele é um classificador binário por natureza,
ou seja, foi projetado para discriminar padrões provenientes de duas classes. Para resolver
o problema de múltiplas classes, o classificador usa uma tomada de decisão baseada em
pairwise, ou seja, comparam-se as classes duas a duas até se chegar a uma decisão final
[29]. A Figura 5.52 representa um exemplo dessa tomada de decisão, nela, a competição
se dá dos ńıveis mais baixos até os ńıveis mais altos, sendo o “ganhador” aquele presente
no nó da árvore.
Figura 5.5: Exemplo da classificação pairwise
Através de uma busca gulosa, encontram-se os melhores parâmetros do classificador
(C e γ) que será executado para a base de testes.
2Adaptado de: http://lesoliveira.net/wiki/tiki-index.php?page=CI851A-2012-2
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5.4 Fusão de classificadores - Baixo Nı́vel (Camada 5)
Por padrão, o SVM traz os resultados de predição no ńıvel de abstração, ou seja,
produz um rótulo de classe, sem dar informações sobre a certeza dessa predição. Porém,
para a estratégia proposta, o classificador foi treinado para produzir uma estimativa de
probabilidade a posteriori , ou seja, o retorno da classificação é um vetor normalizado
entre 0 e 1, que representa a hipótese de que os dados submetidos para a classificação vem
da classe w.
Cada subimagem é submetida a uma série de extratores, e para cada uma se tem um
resultado de classificação. Como algumas técnicas comportam-se melhor para a classifica-
ção de um tipo de espécie e pior para outra, buscou-se uma forma de complementariedade
entre esses resultados. Para tanto, propõe-se a combinação destas sáıdas, gerando decisões
mais robustas.
Os resultados de cada classificador são combinados por meio de regras de fusão suge-
ridos em Kittler et al [55].
5.5 Fusão das subimagens - Alto Nı́vel (Camada 6)
Uma nova camada de fusões se faz necessária para a classificação da imagem como um
todo, para se unir os seus n pedaços. Após a fusão dos classificadores de cada segmento,
os resultados individuais são combinados para se ter uma decisão sobre a imagem.
A Figura 5.6 apresenta uma representação gráfica do processo de fusão (unindo a
fusão de baixo ńıvel com a de alto ńıvel). A partir da subdivisão da imagem inteira,
cada pedaço é submetido a um classificador e através da soma dos valores obtidos por
cada classificador, tem-se uma nova pontuação para cada pedaço. Nessa representação
hipotética de três classes e três classificadores, o primeiro quadrante teve maior pontuação
para a espécie 1, fazendo-se o mesmo com todas as subimagens e, fazendo a fusão dos
resultados de cada pedaço tem-se a decisão final.
Assim como na fase anterior, foram feitos testes usando como critério de fusão, a
votação, soma, mediana, produto.
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Para testar o impacto da estratégia sugerida, uma série de experimentos foram re-
alizados. Inicialmente, analisou-se a imagem como um todo, para tanto, usaram-se os
descritores apresentados (Seção 5.2) e os seus resultados foram fundidos; tais experimen-
tos estão descritos nas seções 6.1 e 6.2. Na seção 6.3 são apresentados os experimentos
necessários para visualizar o impacto da variação da quantidade de pedaços usados na
divisão das imagens. Já nas seções 6.4 e 6.5 são tratados os impactos da fusão dos
resultados dos pedaços da imagem e da fusão dos classificadores.
Por fim, com o intuito de avaliar se a abordagem proposta atende tanto às imagens
adquiridas através do protocolo de campo (seção 4.1) quanto às imagens adquiridas
através do protocolo de laboratório (seção 4.2), experimentos foram realizados e estes são
descritos na seção 6.6.
Como para cada espécie tem-se uma quantidade de amostras diferentes, buscou-se uma
homogeneidade de amostras distribúıdas em três grupos distintos (treinamento, validação
e teste). Utilizou-se, para essa divisão, uma proporção de 50% para o teste, e o restante
dividindo-se em 70% para o treinamento (35% do total), e 30% para a validação (15% do
total).
6.1 Imagem Inteira
Na primeira análise buscou-se averiguar o impacto dos descritores para as imagens
inteiras. Neste experimento, a partir do fluxograma do método proposto (Figura 5.1),
foram usadas as camadas 1, 3 e 4 para se chegar às decisões finais. A partir da aquisição das
imagens, uma série de descritores de textura foi extráıda, e individualmente, as imagens
foram classificadas.
Na Tabela 6.1, são apresentadas as taxas de reconhecimento dessa análise, nela os
atributos de cor LAB e RGB (79,50% e 76,40%, respectivamente) apresentam-se como os
melhores descritores para imagens inteiras.
Em trabalhos prévios [22, 23], usando-se outro protocolo de captura das imagens,
os melhores resultados de classificação com a matriz de co-ocorrência foram conseguidos
usando-se o canal H (HSV). Como as bases foram refeitas, novos experimentos foram
necessários. Para tanto, variou-se a imagem em tons de cinza, matiz e saturação (HSV)
e verde (RGB). Como os melhores resultados foram obtidos usando-se tons de cinza, os
demais experimentos com GLCM seguiram o mesmo padrão.
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6.2 Fusão de classificadores da Imagem Inteira - Baixo Nı́vel
Neste experimento, o objetivo foi o de usar a combinação de classificadores para es-
colher os descritores que melhor se comportam para o problema do reconhecimento da
madeira de espécies florestais, a partir dos resultados do experimento descrito na seção
6.1, os resultados foram fundidos (camada 5 - fusão de baixo ńıvel).
Para tanto, foram usados os doze descritores: RGB, Lab, Canais mistos, GLCMcinza,
EOH, Fractais, LBP8,1, LBP8,2, LBP16,2, LBPHF , LPQ e Filtros Gabor.
A Figura 6.1, demonstra a ideia desse experimento, a partir da imagem inteira, os
resultados de cada classificador são combinados através de regras de fusão gerando-se,
então, uma decisão final.
Para identificar quais dos doze descritores formavam o melhor conjunto para com-
binação, usou-se uma estratégia de força bruta, gerando um total de 4096 combinações
posśıveis. Já para definir as regras de fusão experimentos foram realizados usando-se re-
gras de votação, soma, mediana e produto, sendo que os dois primeiros apresentaram os
melhores resultados.
A Tabela 6.2 apresenta as cinco melhores combinações ordenadas pela regra da soma
(ordem decrescente), já a Tabela 6.3, pela regra de votação. A regra de soma foi, na
média geral, 7,11 pp (pontos percentuais) melhor que a regra da votação.
Comparando-se as melhores taxas de reconhecimento da classificação de um único
descritor (79,50% - Lab) e a combinação deles (91,57%), tem-se 12,07 pp a mais para a
combinação, o que respalda Kittler et al [55], que citam que a combinação de classificado-
res melhora os resultados obtidos no reconhecimento de padrões, e este aumento se deve
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Figura 6.1: Representação da estratégia da fusão da imagem inteira
Tabela 6.2: Resultados fusão inteira, ordenado usando-se soma
Descritores Soma Votação
GLCM, Gabor, Fractais, Lab, RGB, LBP16,2 e LBP8,2 91,57% 83,75%
GLCM, Gabor, Fractais, Canais Mistos, Lab, LBP16,2 e LBP8,2 91,50% 82,74%
GLCM, Gabor, Fractais, Lab, LBP16,2 91,30% 83,82%
GLCM, Gabor, Fractais, Lab, LBP16,2 e LBP8,2 91,30% 83,88%
Gabor, Fractais, Lab e LBP8,2 91,30% 84,02%
Tabela 6.3: Resultados fusão inteira, ordenado usando-se votação
Descritores Soma Votação
Gabor, Lab, LBP16,2 e LBP8,2 89,68% 85,43%
Gabor, Lab, LBP16,2, LBP8,2 e LBP8,1 88,60% 85,43%
Gabor, Lab e LBP16,2 90,76% 85,23%
Gabor, Lab, LBP16,2 e LBP8,1 89,89% 85,23%
Gabor, Lab, RGB, LBP16,2, LBP8,2 e LBP8,1 89,89% 85,17%
à complementariedade entre eles.
6.3 Divisão das imagens - Método dividir para conquistar
Após alguns experimentos, observou-se que a divisão das imagens em n pedaços me-
lhorava as taxas de reconhecimento, pois, com isso, é posśıvel isolar em partes da imagem
problemas locais. Para definir qual deveria ser o valor de n, foi definido um protocolo de
testes, variando-se a divisão da imagem em 2 × 2 (1631 × 1223 pixels), 3 × 3 (1087 ×
81
815 pixels), 5 × 5 (652 × 489 pixels), 6 × 6 (543 × 407 pixels), 7 × 7 (465 × 348 pixels),
8 × 8 (407 × 305 pixels) e 10 × 10 (325 × 243 pixels).
Destes segmentos de imagem, foi selecionado um descritor de cada abordagem tex-
tural (RGB - estat́ıstico, LBP - estrutural e Filtros Gabor - espectral); cada pedaço,
independente do todo, foi treinado e classificado (camadas 1, 2, 3 e 4), e os resultados são
apresentados na Tabela 6.4. Para uma melhor análise destes resultados, é apresentada a
Figura 6.2, nela é posśıvel visualizar que a cor, por ser um descritor invariante à rotação,
escala e deformações, é relativamente estável. Já os descritores estruturais e espectrais,
perdem desempenho conforme o n aumenta.
Tabela 6.4: Avaliação da variação da quantidade de pedaços (n)
Descritor 4 ped. 9 ped. 25 ped. 36 ped. 49 ped. 64 ped. 100 ped.
RGB 72,98% 71,99% 70,18% 70,13% 68,70% 69,73% 69,32%
Gabor 76,64% 76,59% 69,42% 65,53% 61,60% 57,82% 53,01%
LBP8,1 67,01% 64,33% 60,71% 56,68% 54,88% 53,54% 50,99%
Figura 6.2: Impacto da variação da quantidade de subimagens
Obteve-se como melhor taxa de reconhecimento 76,64% (Filtro Gabor), dividindo-se
a imagem em 4 pedaços, porém, essa análise leva em consideração somente o pedaço, sem
analisar a imagem completa, logo, para isso, foram feitos testes fundindo-se os resultados
de cada pedaço, para formar a imagem inteira (Figura 5.3), fechando assim, o ciclo do
processamento de baixo ńıvel (Camadas 1 a 5).
Na Tabela 6.5 são apresentados os resultados da fusão por votação, percebe-se que
comparando a taxa de reconhecimento da imagem inteira e da fusão, em todas os casos a
fusão foi melhor, variando de 2,70 pp a 21,88 pp. O melhor percentual de acerto se deu
com o uso de cor (RGB), com 100 pedaços (90,69% de acerto).
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Tabela 6.5: Avaliação da variação da quantidade de pedaços (n) - Fusão por votação
Descritor Inteira 4 ped. 9 ped. 25 ped. 36 ped. 49 ped. 64 ped. 100 ped.
RGB 76,40% 79,10% 84,69% 86,72% 88,60% 88,00% 89,54% 90,69%
Gabor 67,97% 82,67% 88,47% 86,92% 87,05% 85,17% 84,01% 83,48%
LBP8,1 61,73% 74,11% 79,16% 82,81% 83,61% 82,54% 82,73% 82,67%
Avaliando-se o gráfico da Figura 6.3, percebe-se que quanto menor a imagem, a cor
apresenta melhores resultados, porém, os outros descritores passam a ter uma queda de
desempenho, a partir dos 9 pedaços do filtro Gabor e dos 36 pedaços do LBP. Isso ocorre
pelo fato de as imagens começarem a perder as propriedades globais de textura, sendo
ressaltadas somente as propriedades locais.
Figura 6.3: Efeito da variação da quantidade de subimagens - Fusão votação
Já na Tabela 6.6 são apresentados os resultados da fusão por soma, que foram em
média 0,91 pp melhor que a fusão por votação, sendo pior somente em duas análises (36
pedaços Gabor e LBP). A melhor taxa de reconhecimento deu-se, ainda, na análise de cor
com 100 pedaços (91,23 %).
Tabela 6.6: Avaliação da variação da quantidade de pedaços - Fusão por soma
Descritor Inteira 4 ped. 9 ped. 25 ped. 36 ped. 49 ped. 64 ped. 100 ped.
RGB 76,40% 81,79% 86,31% 87,53% 88,74% 88,87% 90,35% 91,23%
Gabor 67,97% 85,97% 89,28% 87,66% 86,45% 85,37% 84,55% 84,69%
LBP8,1 61,73% 76,20% 80,18% 83,68% 82,87% 83,68% 83,06% 83,48%
Para analisar o protocolo completo (Figura 5.6 - fusões de baixo e alto ńıvel), após a
classificação de cada pedaço foi feita a fusão dos classificadores (fusão de baixo ńıvel) e a
fusão dos pedaços (alto ńıvel). Nas Tabelas 6.7 e 6.8 são apresentadas as combinações
dos classificadores usando-se as regras de votação e soma, respectivamente.
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Tabela 6.7: Combinação de classificadores - Regra da votação
Classificadores 4 ped. 9 ped. 25 ped. 36 ped. 49 ped. 64 ped. 100 ped.
RGB e Gabor 89,68% 93,53% 94,40% 94,47% 93,80% 94,06% 93,53%
RGB, Gabor e LBP 91,64% 93,46% 94,54% 94,13% 94,47% 93,45% 93,19%
RGB e LBP 86,45% 90,36% 92,38% 92,25% 92,85% 92,98% 93,39%
Gabor e LBP 87,19% 89,68% 89,62% 88,87% 87,46% 87,52% 86,78%
Tabela 6.8: Combinação de classificadores - Regra da soma
Classificadores 4 ped. 9 ped. 25 ped. 36 ped. 49 ped. 64 ped. 100 ped.
RGB e Gabor 92,38% 94,27% 95,01% 95,41% 94,47% 94,53% 93,93%
RGB, Gabor e LBP 93,46% 94,20% 94,81% 94,54% 94,54% 93,99% 94,00%
RGB e LBP 88,87% 91,30% 93,39% 92,99% 93,59% 93,52% 93,39%
Gabor e LBP 88,81% 90,76% 90,02% 89,08% 88,33% 88,06% 87,26%
Analisando-se as duas tabelas, observa-se que as melhores taxas foram conseguidas
com a fusão de todos os classificadores (94,54% - 25 pedaços na regra da votação) e com
RGB e Filtro Gabor (95,41% - 36 pedaços na regra da soma). Na média, as taxas de
reconhecimento obtidas com a regra de fusão por soma foram 0,81 pp superiores ao da
fusão por votação. Além disso, observa-se que, fundindo-se os classificadores, tem-se 4,18
pp a mais na taxa de classificação, comparando-se ao melhor resultado dos classificadores
individuais (fusão por soma - 100 pedaços)
6.4 Divisão das imagens e Fusão dos pedaços
Usando como referência os resultados do experimento descrito na seção anterior, a
quantidade de divisões que obtiveram as melhores taxas de reconhecimento foram as de
25 pedaços (5 × 5) e 36 pedaços (6 × 6) e, a partir delas, foram feitos novos experimentos
com o intuito de testar os doze descritores desta proposta.
Para tanto, a partir das subimagens (camada 2) foram extráıdos seus atributos, gerando-
se os vetores de caracteŕısticas (camada 3). Estes foram classificados (camada 4) e os re-
sultados desta classificação são apresentados na Tabela 6.9. Os resultados da classificação
individual dos 25 pedaços é em média 3,41 pp melhor que os apresentados da subdivisão
com 36 pedaços, sendo a única exceção o classificador “Canais mistos”, nele, a divisão 1
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da imagem total foi mais eficiente. Porém, esses resultados não têm uma importância
tão grande, visto que tratam somente das avaliações de segmentos de imagem e não da
imagem total.
Para se ter o reconhecimento da imagem como um todo, os resultados dos segmentos
da imagem foram fundidos (fusão de baixo ńıvel) por meio das regras de votação e soma
(camada 5) e os resultados destas fusões são apresentados nas Tabelas 6.10 e 6.11,
respectivamente.
Através destas tabelas, pode-se observar que o comportamento apresentado na Figura
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Tabela 6.9: Classificação das subimagens - 25 e 36 pedaços
Descritor 25 ped. 36 ped.
RGB 70,18% 70,13%
Lab 68,69% 67,75%










Tabela 6.10: Fusão por Votação dos classificadores das subimagens - 25 e 36 pedaços
Descritor 25 ped. 36 ped.
RGB 86,72% 88,60%
Lab 86,72% 86,85%










Tabela 6.11: Fusão por Soma dos classificadores das subimagens - 25 e 36 pedaços
Descritor 25 ped. 36 ped.
RGB 87,53% 88,74%
Lab 86,78% 87,26%











6.3 se mantêm, mesmo com a adição de novos descritores. Os atributos de cor passam
a ter melhores taxas de reconhecimento quando a imagem é dividida em mais pedaços
(em média 0,96 pp na fusão por soma e 1,16 pp na fusão por votação), e para os outros
descritores essa taxas tendem a diminuir (em média 2,62 pp na fusão e 3,00 pp na votação).
O descritor que apresentou uma taxa de reconhecimento mais significativa (a favor dos 25
pedaços) entre as duas comparações foi o Histograma de Borda (EOH) que obteve 19,08
pp a mais na fusão por soma, e 20,03 pp na fusão por votação.
A melhor taxa de reconhecimento com descritores individuais foi de 88,74% (RGB -
36 pedaços) na fusão por soma e 88,60% (RGB - 36 pedaços) na fusão por votação. Ainda
através destes experimentos, é posśıvel observar que a fusão por soma é, em média, 1,06
pp melhor, levando-se em conta a separação de 25 pedaços e, 1,25 pp, para a separação de
36 pedaços. Sendo a única exceção o LPQ (25 pedaços) que obteve melhores taxas através
da fusão por soma, corroborando com os resultados obtidos no experimento apresentado
na seção 6.3.
6.5 Divisão das imagens, Fusão dos pedaços e fusão dos classi-
ficadores - Proposta Completa
Tendo os resultados na fusão de baixo ńıvel (seção 6.4), partiu-se para a fusão dos
classificadores (alto ńıvel). Para isso, foi feita uma combinação de todos contra todos,
gerando um total de 4096 possibilidades de combinações, para cada uma das divisões de
imagens (25 e 36 pedaços).
Avaliando-se a divisão de 5 × 5, as cinco melhores taxas de reconhecimento de cada
tipo de fusão são apresentadas nas Tabelas 6.12 (fusão por votação) e 6.13 (fusão por
soma). Através destes resultados, percebe-se que a regra de soma é superior em média,
apenas 0,31 pp.
Tabela 6.12: Combinação classificadores - Fusão por Votação - 25 pedaços
Descritores Votação
GLCM, Gabor, EOH e RGB 95,62%
Gabor, EOH, RGB e LBP 8,2 95,28%
Gabor, Fractais, EOH, RGB e LBP 8,2 95,28%
Gabor, EOH, RGB e LBP 16,2 95,21%
Gabor, Fractais, Canais Mistos, LAB e LBP 8,2 95,21%
Avaliando-se a divisão de 6 × 6, as cinco melhores taxas de reconhecimento de cada
tipo de fusão são apresentadas nas Tabelas 6.14 (fusão por votação) e 6.15 (fusão por
soma). Através destes resultados, percebe-se que a regra de soma é superior em média,
apenas 0,26 pp.
Sobre os resultados, observa-se a alta complementariedade dos descritores de textura
dos três tipos (estat́ısticos, espectrais e estruturais), como o Filtro Gabor, RGB / LAB,
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Tabela 6.13: Combinação classificadores - Fusão por Soma - 25 pedaços
Descritores Soma
Gabor, EOH, RGB e LBP 16,2 95,82%
Gabor, EOH, RGB e LBP 8,2 95,68%
GLCM, Gabor, EOH, RGB e LBP 8,2 95,62%
GLCM, Gabor, Canais Mistos, RGB e LBP 8,2 95,55%
GLCM, Gabor, Fractais e RGB 95,48%
Tabela 6.14: Combinação classificadores - Fusão por Votação - 36 pedaços
Descritores Votação
Gabor, Fractais e RGB 95,21%
Gabor, Fractais, LAB, RGB e LBP 8,2 95,14%
Gabor, Canais Mistos, LAB, RGB, LBP 16,2 e LBP 8,1 95,14%
LBP HF , Gabor, LAB, RGB e LBP 8,2 95,08%
Gabor, EOH, LAB, RGB e LBP 16,2 95,08%
Tabela 6.15: Combinação classificadores - Fusão por Soma - 36 pedaços
Descritores Soma
Gabor, Canais Mistos, RGB e LBP 16,2 95,48%
Gabor, Fractais, LAB, RGB e LBP 16,2 95,41%
Gabor e RGB 95,41%
Gabor, LAB, RGB e LBP 16,2 95,35%
Gabor, Fractais, EOH, LAB, RGB e LBP 16,2 95,28%
Fractais / EOH e LBP 8,2 e LBP 16,2, presentes em praticamente todos os melhores resul-
tados.
Quando comparados os experimentos realizados com 25 e 36 pedaços, observa-se que,
em média, as taxas de reconhecimento com 25 pedaços é 0,22 pp melhor. Porém, levando-
se em consideração o custo computacional, o terceiro melhor resultado, usando-se a regra
de soma com 36 pedaços, obteve-se 95,41 % de reconhecimento, usando-se dois descritores,
o que representa somente 0,41 pp a menos que o melhor resultado (95,82 % - fusão por
soma - 25 pedaços), que efetivamente representa, apenas ≈ 6 imagens.
6.6 Comparações usando-se o protocolo de campo e de labora-
tório
Dados os bons resultados das seções anteriores, o intuito dessa série de experimentos
foi o de avaliar o protocolo para bases de imagens mais robustas, ou seja, imagens de
melhor qualidade. Com esse intuito, para avaliar a abordagem proposta, tanto para as
imagens adquiridas por meio do protocolo de campo (seção 4.1), quanto do protocolo
de laboratório (seção 4.2), buscou-se uniformizar as bases. Para tanto, só foram usadas
imagens de espécies presentes nas duas bases. Em relação à quantidade de imagens de
cada espécie, foi selecionada, entre as duas bases, aquela que continha o menor número de
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registros. Ao final, as bases ficaram compostas por 1949 imagens de 36 espécies, a Tabela
6.16 apresenta suas composições.
Tabela 6.16: Composição da união das duas bases
Nome popular Nome Cient́ıfico Quantidade de Imagens
Acrocarpus Acrocarpus fraxinifolius 39
Amapá Brosimum paraensis 45
Andiroba Carapa guianensis 33
Angelim Pedra Hymenolobium petraeum 52
Araucária Araucaria angustifolia 63
Bracatinga Mimosa scabrella 41
Cabriuva Vermelha Myroxylon balsamum 64
Castanheira Bertolethia excelsa 58
Cedrinho Erisma uncinatum 83
Cedro Cedrela fissilis 32
Cedrorana Cedrelinga catenaeformis 69
Cinamomo Melia azedarach 51
Cumaru Dipteryx sp 32
Cupiuba Goupia glabra 40
Curupixa Micropholis venulosa 78
Eucalipto Eucalyptus sp 50
Freijó Cordia goeldiana 53
Goiabão Pouteria pachycarpa 52
Grevilea Grevilea robusta 50
Imbuia Ocotea porosa 46
Ipê Tabebuia sp 50
Itauba Mezilaurus itauba 64
Jatobá Hymenaea sp 45
Jequetiba Cariniana estrellensis 43
Louro Laurus nobilis 40
Massaranduba Manilkara huberi 49
Mogno Swietenia macrophylla 78
Pau amarelo Euxylophora paraensis 86
Pau marfim Balfourodendron riedelianum 72
Peroba rosa Aspidosperma polyneuron 23
Pinus Pinus sp 48
Quaruba Vochysia sp 52
Rouxinho Peltogyne sp 58
Sucupira Bowdichia sp 95
Tatajuba Bagassa guianensis 58
Tauari Couratari sp 57
De cada uma das bases foram analisadas as imagens inteiras, sendo extráıdos atributos
de cor (RGB, Lab e Canais mistos), GLCMcinza, EOH, Fractais, LBP8,1, LBP8,2, LBP16,2,
LBPHF e Filtros Gabor. Na Tabela 6.17 são apresentados os resultados individuais de
cada descritor para cada uma das bases. Nota-se que, quando as amostras estão bem
preparadas (protocolo de laboratório), geram resultados melhores, em média, tem-se um
ganho de 23,91 pp nas taxas de reconhecimento. Analisando-se essas diferenças é posśıvel
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perceber as limitações do protocolo de campo em função do equipamento de baixo custo
e à pouca preparação das amostras.




Canais mistos 82,18% 56,42%








Utilizando a combinação dos classificadores por soma e por votação nas imagens intei-
ras obtidas em laboratório, conseguiu-se como melhor taxa de reconhecimento, 98,47%,
como pode ser observado na Tabela 6.18, que apresenta as cinco melhores taxas de reco-
nhecimento, ordenadas pela regra da soma.
Tabela 6.18: Combinação classificadores - Imagem inteira - Protocolo laboratório
Descritores Soma Votação
Gabor, Fractais, Lab e RGB 98,47% 95,62%
Gabor, Fractais, Lab e LBP 16,2 98,47% 95,52%
Gabor, Fractais, EOH, Canais Mistos, Lab, RGB e LBP 16,2 98,37% 95,11%
Gabor, Fractais, Canais Mistos, Lab e RGB 98,37% 95,52%
Gabor, Fractais, Canais Mistos, Lab e LBP 8,1 98,37% 94,60%
Já utilizando a combinação dos classificadores por soma e por votação nas imagens in-
teiras das imagens de campo, conseguiu-se como melhor taxa de reconhecimento, 92,16%,
como pode ser observado na Tabela 6.19, que apresenta as cinco melhores taxas de reco-
nhecimento, ordenadas pela regra da soma.
Tabela 6.19: Combinação classificadores - Imagem inteira - Protocolo campo
Descritores Soma Votação
Gabor, Fractais, EOH, Canais Mistos, Lab, LBP 16,2 e LBP 8,2 92,16% 83,71%
Gabor, Fractais, Canais Mistos, Lab, LBP 16,2 e LBP 8,2 92,06% 83,91%
Gabor, Fractais, EOH, Canais Mistos, Lab, LBP 16,2 e LBP 8,1 91,65% 83,40%
LBP HF , Gabor, Fractais, Canais Mistos, Lab, RGB, LBP 16,2 e LBP 8,2 91,55% 83,40%
LBP HF , Gabor, Fractais, Canais Mistos, Lab e LBP 8,2 91,55% 83,30%
Comparando-se as duas bases, obteve-se uma taxa de reconhecimento de 6,31 pp me-
lhor com o protocolo de laboratório.
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Na etapa seguinte, para seguir o protocolo completo desta proposta, os resultados
dos descritores foram fundidos usando-se as regras de soma e votação, como descrito nos
experimentos da seção 6.4. Porém, só foi usada a divisão de 25 pedaços, devido ao fato
desta ter apresentado os melhores resultados.
Os resultados obtidos na fusão por votação e soma, usando-se o protocolo de campo,
são apresentados nas Tabelas 6.20, e 6.21, respectivamente.
Tabela 6.20: Combinação classificadores - Fusão por Votação - 25 pedaços - Protocolo de
Campo
Descritores Votação
GLCM, Gabor, Fractais, Canais Mistos e RGB 95,93%
GLCM, Gabor, Fractais, EOH, Canais Mistos, LAB e RGB 95,82%
Gabor, Fractais, EOH, Canais Mistos, LAB, RGB e LBP 8,2 95,82%
GLCM, Gabor, Fractais e RGB 95,82%
GLCM, Gabor, Canais Mistos e RGB 95,72%
Tabela 6.21: Combinação classificadores - Fusão por Soma - 25 pedaços - Protocolo de
Campo
Descritores Soma
GLCM, Gabor, Fractais, Canais Mistos e RGB 95,93%
GLCM, Gabor, LAB, RGB e LBP 8,1 95,93%
GLCM, Gabor, Fractais, EOH, Canais Mistos e RGB 95,93%
GLCM, Gabor, Fractais, EOH, LAB, RGB e LBP 16,2 95,93%
GLCM, Gabor, Fractais, LAB, RGB e LBP 8,1 95,93%
O melhor resultado de cada experimento é igual (95,93% de taxa de reconhecimento),
ou seja, das 982 imagens de teste, somente 40 foram classificadas de forma equivocada.
Esta taxa foi conseguida com a mesma formação de classificadores (GLCM, Gabor, Frac-
tais, Canais Mistos e RGB) para as duas regras de fusão. Na Figura 6.4 é apresentada
a matriz de confusão para esta combinação, onde a espécie 14 (Cumaru - Dipteryx sp)
obteve as maiores taxas de confusões (5 erros), sendo quatro deles em relação à espécie
17 (Eucalipto - Eucalyptus sp). Já a espécie 12 (Cedrorana - Cedrelinga catenaeformis)
recebeu a maior quantidade de erros (9 erros).
A Figura 6.5 apresenta uma imagem de Eucalipto e três das quatro imagens de
Cumaru que foram classificadas como Eucalipto, em que se pode perceber a similaridade
entre as amostras.
O mesmo foi feito usando-se o protocolo de laboratório e os resultados obtidos na fusão
por votação e soma são apresentados nas Tabelas 6.22 e 6.23, respectivamente.
Os cinco melhores resultados das duas regras de fusão obtiveram o mesmo resultado,
99,49% de reconhecimento, ou seja, das 982 imagens de teste, somente cinco foram clas-
sificadas de forma equivocada. Na Figura 6.6 é apresentada a matriz de confusão para
estas combinações.
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Figura 6.4: Matriz de Confusão da Combinação classificadores - Fusão por Soma - 25
pedaços - Protocolo de Campo
(a) Eucalipto - Eucalyptus sp
(b) Cumaru - Dipteryx sp (c) Cumaru - Dipteryx sp (d) Cumaru - Dipteryx sp
Figura 6.5: Exemplo de imagem de Eucalipto (a) e três imagens de Cumaru (b-d) classi-
ficadas como eucalipto
Na Figura 6.7 são apresentadas as amostras confundidas (a, c, e, g e h) e uma
amostra das espécies que geraram a confusão (b, d, f e i). Percebe-se que as amostras são
relativamente parecidas (estruturalmente), mas que o principal fator de confusão são as
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Tabela 6.22: Combinação classificadores - Fusão por Votação - 25 pedaços - Protocolo de
Laboratório
Descritores Votação
GLCM, Fractais, Canais Mistos, Lab, RGB e LBP 16,2 99,49%
GLCM, Fractais, Canais Mistos, Lab, RGB e LBP 8,2 99,49%
Gabor, Fractais, Canais Mistos, Lab, RGB e LBP 8,2 99,49%
GLCM, Gabor, Fractais, Canais Mistos, LAB, RGB e LBP 8,2 99,49%
Gabor, Fractais, EOH, Canais Mistos, Lab, RGB e LBP 8,2 99,49%
Tabela 6.23: Combinação classificadores - Fusão por Soma - 25 pedaços - Protocolo de
Laboratório
Descritores Soma
GLCM, Fractais, Canais Mistos, Lab, RGB e LBP 16,2 99,49%
GLCM, Fractais, Canais Mistos, Lab, RGB e LBP 8,2 99,49%
GLCM, Gabor, Fractais, Canais Mistos, Lab, RGB 99,49%
GLCM, Gabor, Fractais, Canais Mistos, Lab, RGB e LBP 8,2 99,49%
Gabor, Fractais, EOH, Canais Mistos, Lab, RGB e LBP 8,2 99,49%
Figura 6.6: Matriz de Confusão da Combinação classificadores - Fusão por Soma e Votação
- 25 pedaços - Protocolo de Laboratório
cores, pois estas são muito próximas.
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(a) Cumaru - Dipteryx sp (b) Jatobá - Hymenaea sp
(c) Goiabão - Pouteria pachy-
carpa
(d) Amapá - Brosimum paraen-
sis
(e) Jequetibá - Cariniana es-
trellensis
(f) Cedrinho - Erisma uncina-
tum
(g) Tauari - Couratari sp (h) Tauari - Couratari sp (i) Araucária - Araucaria an-
gustifolia




Um dos objetivos deste trabalho foi o de construir uma base de imagens macroscópicas
de espécies florestais e que esta possa servir para auxiliar outros trabalhos de pesquisa na
área. Para tanto, foram constrúıdas duas bases, dispońıveis em http://web.inf.ufpr.br/vri/forest-
species-database.
A primeira foi adquirida através de equipamento dispońıvel no Laboratório de Ana-
tomia da Madeira da UFPR (estereomicroscópio), cujo objetivo foi o de ter uma base de
referência (controle) que se aproximasse a outros trabalhos relatados na literatura, para
tanto, obteve-se 2380 imagens referentes a 40 espécies. Tal base é melhor descrita na seção
4.2.
A segunda base (foco deste trabalho) foi o de permitir que o reconhecimento fosse
efetuado em campo, ou seja, as imagens foram adquiridas baseando-se em uma solução
de baixo custo e baixa complexidade para a preparação das amostras. Para tanto, foi
constrúıda uma estrutura e proposto um protocolo que permitisse a aquisição das imagens
em campo. Esta base é composta de 2942 imagens de 41 espécies florestais, e é melhor
descrita na seção 4.1.
Já em relação ao estudo de técnicas computacionais que viessem a auxiliar nesta
tarefa, buscou-se uma série de descritores de textura, usando-se as abordagens estat́ısticas,
estruturais e espectrais. A partir de uma série de experimentos, chegou-se a 12 descritores
que obtiveram resultados satisfatórios, e sobre estes, experimentos individualizados foram
realizados e alguns destes são descritos no caṕıtulo 6.
A partir das imagens adquiridas e das técnicas de extração de seus atributos, definiu-se
uma proposta de dividir para conquistar, através da qual, problemas pontuais gerados na
aquisição ou naturais, não interferissem na identificação total da imagem. Para tanto,
a imagem foi dividida em subimagens, os atributos foram extráıdos e classificados. Os
resultados individuais de cada descritor de textura, obtidos pelo classificador são fundidos
através de duas camadas de fusão (alto e baixo ńıvel) para, então, chegar-se à decisão
final. Tal protocolo mostrou-se robusto para a base de imagens de campo (41 espécies),
chegando-se a uma taxa de 95,82% de reconhecimento. Aplicando-se o mesmo protocolo
na base de imagens adquiridas em laboratório, que serviu como controle, seguindo padrões
similares aos experimentos apresentados na literatura, a taxa de reconhecimento foi de
99,49%, ou seja, houve somente cinco imagens classificadas de forma errada, em um total
de 982 usadas como teste. A partir desses resultados, pode-se afirmar que o protocolo
proposto funciona com diferentes sistemas de aquisição.
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Desta forma conclui-se que a aplicação atendeu a todos os objetivos propostos, po-
dendo ser uma referência a trabalhos futuros.
7.1 Trabalhos Futuros
Com a experiência adquirida neste trabalho, sugere-se algumas novas atividades que
permitiriam sua complementação:
• Bases de imagens: acrescentar novas imagens às espécies já existentes, o que
aumentaria o ńıvel de reconhecimento desta proposta, bem como aumentar o número
de espécies contempladas, permitindo uma maior diversidade ao sistema.
• Extração de caracteŕısticas: estudar novas técnicas a serem agregadas à solução
proposta, bem como testar novas configurações de parâmetros a algumas das técnicas
escolhidas.
• Fusão de classificadores: buscar novas técnicas de fusão de classificadores, utili-
zando, por exemplo, técnicas de seleção dinâmica de classificadores.
• Seleção de atributos: apesar dos bons resultados, algumas das técnicas de extra-
ção de caracteŕısticas geram muitos atributos e a seleção destes pode gerar melhores
resultados com menor custo computacional.
• Dissimilaridade: amostras de novas espécies florestais têm sido conseguidas, per-
mitindo assim, aumentar gradativamente a base de imagens. O uso de uma abor-




[1] Timo Ahonen, Abdenour Hadid, e Matti Pietikainen. Face recognition with local
binary patterns. Proceedings ECCV, páginas 469–481, 2004.
[2] Timo Ahonen, Jiri Matas, Chu He, e Matti Pietikainen. Rotation invariant image
description with local binary pattern histogram fourier features. Image Analysis,
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1–9, 1995.
[36] Rafael C. Gonzalez e Richard C. Woods. Processamento Digital de Imagens - 3a
Edição. Pearson prentice Hall, 2010.
[37] Guang hai Liu e Jing yu Yang. Image retrieval based on the texton co-occurrence
matrix. Pattern Recognition, páginas 3521–3527, 2008.
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