An interactive program with a graphical display has been developed for the approximation of data by means of a linear combination of functions (including splines) selected by the user. The coffiecients of the approximation are determined by linear programming so as to minimize the error in either the L1 or Loo norm. Auxiliary conditions such as monotonicity or convexity of the approximation can also be imposed. This interactive system is described and several examples of its use are given.
I n t r o d u c t i o n
The approximation of functions and the approximate solution of ordinary differential equations using linear programming (LP) have been discussed by a number of authors recently [9] . LP is also the computational technique used for the approximate solution of certain types of partial differential equations [11, 12, 3] . In all of these cases the approximation is obtained as a linear combination of selected functions. The efficiency and accuracy of these methods therefore depend, in many cases, on a suitable choice of approximating functions. Furthermore, error bounds are generally available only after the approximation has been computed. Once the choice of functions (and possibly other auxiliary conditions) has been made, the "best" coefficients are determined by LP. Information about the approximation thus obtained (including an error bound) will often enable the user to decide whether to add more functions, replace some functions, or make other changes to improve the approximation. Some of this desired information about an approximation is most conveniently presented by means of a graphical display. Thus an interactive graphical display coupled with an appropriate LP capability should be of * Computer Sciences Department. This research was supported in part by the National Science Foundation under grants GP-6070 and GJ-0362, and in part by the University of Wisconsin Computing Center. great value in the rapid solution of this kind of generalized approximation problem.
In order to test the feasibility and gain experience in this area, an interactive program using a graphical display and LP has been developed for the approximation of data in the L~ and L1 norms. This program was developed using the Burroughs 5500 and its associated graphical display unit. By means of a keyboard input, the user specifies the data set (ti, a~,p~(t). For m = n, and provided the matrix F defined by (5) is nonsingular, the approximation v (a, t) will interpolate the specified data.
At the user's option the minimization may be carried out subject to additional conditions on the approximation v (a, t). Any or all of the following conditions may be imposed: (1) lower and/or upper bounds on specified coefficients; (2) bounds on v(a, t) at any specified points ~j C [tl, tn]; (3) bounds on the first derivative of v(a,t); (4) bounds on the second derivative of v (a, t). These last two conditions include as special cases the possibility of requiting that v(o~, t) be monotone and/or convex (or concave) in t.
After specification by the user the optimum coefficients are determined by an LP solution, and the original data points and the approximating curve are then displayed on the graphical scope. Other information, such as the coefficient values and the maximum error, is also available. Based on this graphical and numerical information, the user may modify his choice of approximating functions, the number of functions or the auxiliary conditions, while still at the terminal. This interactive modification enables the user to rapidly explore the possibilities and to obtain a satisfactory approximation to his data with a minimum of time and effort. The use of either the L1 or L~ norm may be preferred to the usual L2 norm in certain cases. For example, approximation in the L1 norm tends to ignore outliers, while the L~ norm often permits one to obtain the best bounds on the absolute error in the approximation [13, 2, 3] . Advantages of an interactive system with graphical display for other statistical applications and for certain types of optimization are discussed in several recent papers [5, 1, 8] .
In Section 2 the approximation problem is shown to be equivalent to a primal LP problem. In Section 3 the interactive graphical program is described, and several examples of its use are given in Section 4.
This on-line interactive program has been designed and implemented so as to be convenient and accessible to a user with a minimum of computer experience. It allows great flexibility to make changes in the functions, the error norm, the auxiliary conditions, or possibly even deletion of data points, until a satisfactory approximation is obtained.
After the system was developed, but before it couldbe extensively applied to a variety of data fitting problems, the Burroughs graphical display unit was removed and is no longer available for use with this program. A more general interactive system which will also solve ordinary and partial differential equations and boundary value problems is now being developed. This system uses an Adage Graphics Terminal coupled to a Univac 1108 through a special interface. It has been found that the most effective approximating functions for this more general system are obtained by using a slight modification of B-splines [6] as discussed in the Appendix.
• ! E m+l Finally let e E E ~ denote the sum vector, e = (1, 1, ... , 1), and an (m + 1) × 2n matrix. Then we can write (4) in the concise form min {b'w l A'w > c}.
ya If we consider this as the unsymmetrric dual LP problem [7] , the equivalent primal problem in terms of a primal vector x E E =~ is given by 
Linear Programming Formulation
Given a set ofn data points (ts, yj),j = 1, ..., n, with tj E [tl, tn], it is desired to determine a continuous function v (a, t) for t E [t~, tn], which approximates the data so as to minimize the error in a specified norm. The ap- 
We will consider vectors to be defined as column vectors and denote the transpose of a matrix or vector by a prime. Thus a is a column vector and a' is a row vector. We let y E E n be the vector with elements Yi, and let c' = (y', -y' ). Also let w'
This primal problem has only m -4-1 rows, and is inthe form suitable for the most efficient solution by the ALPS LP system [4] . The optimal solution to the primal problem also gives an optimal nonsingular (m -4-1) X (m -4-1) basis matrix B, and its inverse B -1. The optimal dual vector is then given by w = (B -1)'~, where ~ E E m+~ consists of those elements of c which correspond to the optimal basis activities. The first m elements of w give the desired coefficient vector a, and the last element gives the minmax error ,y.
The formulation of the L1 norm minimization as an LP problem is similar. We now consider the problem
where ~ E E n is now a vector with elements "ri. Again it can be seen that if ~,* is the optimal vector obtained by (9) we have 
A=I~ I'
an (m -t-n) X 2n matrix. Then it follows that (9) is represented by (7) . We again solve the equivalent primal given by (8) and obtain the optimal dual vector w as part of the optimal primal solution• It has been shown [13, 2] that this can be reduced to an upper-bounded variable LP problem in only m constraints. Since the ALPS code does not have the upper-bounded variable capability, this further reduction was not used. In the remainder of this section we show how auxiliary conditions on the approximation can be imposed as part of the LP problem. Since this is done in essentially the same way for both the L® and L1 approximations, only the L~ case will be discussed here. There are four types of auxiliary conditions to be considered. Lower and/or upper bounds may be placed on any of the coefficients. If lk and/or ~k are given and it is desired that lk ~ ak_< ~k for any k C {1,2, ...,m}, then the following constraints are added to the dual LP problem:
where ek is a unit vector with unity as its kth element. The corresponding primal problem would have additional columns in A obtained when 1 > 0, giving v(a, t) convex, and ~ < 0, giving v (a, t) concave.
Finally we can impose a lower and/or upper bound on the approximation v(a, t) at any set of points t = ~s-Thus if k and/or ~ are given and it is desired that x < ~ a~ (~j) _< ~, i=l then one or two columns are added to A and corresponding elements to c' in the primal problem for each point ~s. For example, if lower and upper bounds are imposed at one point ~ we get
# and additional elements in c, c' = (y', -y#, lk, --~k).
Each bound, lower or upper, adds a column to the primal problem (8).
Lower and/or upper bounds may be placed on the first derivative with respect to t, of the approximation v (a, t)
(1) at all the points tl, b~,, • • •, tn. Let ~ (t) denote the first derivative of q~(t), and let l and/or ~ be given. Suppose that it is desired that l _< ~ OLi~ 1) (tj) ~ ~ for j = 1, 2, ... , n. These derivative bounds are imposed by adding 2n columns in the primal problem. Define the m X n matrix F (1) as in (5) 
The optimal solution to (8) will now give v (or, t) satisfying the auxiliary derivative bounds. If only lower or upper bounds are desired it is necessary to add only n columns.
For an appropriate choice of the ¢i, imposing these bounds at the points ts will insure that v (a, t) satisfies similar derivative bounds for all t E [tl, tn]. In particular l > 0 gives v (a, t) monotone increasing and g < 0 gives v (a, t) monotone decreasing. Lower and/or upper bounds may be placed on the second derivative of the approximation v (o~, t) all at the points tl, t2, -", tn in the same manner. For such bounds F (2) replaces F (1) in (13) , where the elements of F (2) It should be noted that all four of these auxiliary conditions increase the number of columns in the primal problem, but do not change the number of rows. Therefore, these additional conditions will normally increase only slightly the number of iterations required to solve the primal LP problem.
Interactive Program
The program, which shall be referred to as CURVFIT, is written in Algol and implemented on the Burroughs 5500. No modifications of the standard operating system were necessary to support this program. It can be executed from any of the teletype terminals linked to the Burroughs 5500, but if the Burroughs Interim Graphic Display (IGD) is to be used, a teletype which is located next to it must be selected.
When CURVFIT is executed it will request the user to type in the data to be fitted. Since the Burroughs 5500 has a word length of 48 bits, it can handle about eleven significant digits. CURVFIT will accept numbers of the following three types: When all of the data points have been received CURVFIT will both display them on the graphic unit and type them out on the teletype. This allows the user to check for possible errors. If any errors are found they may be corrected, and this process may be continued until the user is satisfied with the data.
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The user is then requested to type in the functions ¢~ (t) that he wishes to use in approximating the data. The following class of functions, which will be called elementary functions, are accepted. Let an elementary function be defined to be a function which is obtained by addition, subtraction, multiplication, division, exponentiation, and composition starting with the real variable t, the rational numbers, and the functions e ", sin (v), cos (v), arctan (v), In (v), and Iv I where v may itself be an elementary function. The following is an example of an elementary function:
Note that quite a large class of functions can be represented by the above elementary functions. The user may also add to, delete, or change any of the functions he has previously typed in. If the user types in a function which is not recognized as an elementary function, CURVFIT will reject it and ask the user to try again. The arithmetic operations which are accepted by CURV-FIT and the symbols which must be used are listed in the following Parentheses may be, and should be used freely if there is any doubt about the precedence relationships of the operators. For example, the previously given function would be accepted by CURVFIT if it were typed in the following form:
~ + EXP(SIN(T))/(T.2 + ARCTAN(LN(T)))
When the above information is read by CURVFIT it is placed into an array as one character per word. For example, the number -1.63E + 2 would be read in as: A function such as 2 * SIN (T) would be read into an array as shown below, and then a procedure would transform this array into the reverse Polish notation form for the function. When the function is in reverse Polish notation it is very easy to determine if it is syntactically correct and, if so, to evaluate it at the data points. Polynomials are of course the most widely used approximating functions. Once the degree of the polynomial has been selected, then in theory any set of basis polynomials are equivalent and should give the same approximating curve. In fact, one may be faced with numerical difficulties if a basis is chosen which leads to ill-conditioned matrices. The linear programming approach used here tends to reduce such difficulties, although a poor choice may lead to urmecessarily large coefficients. As an illustration of this, the original choice of functions for Examples 2 and 3 was ~ = t ~-1. This led to coefficients as large as 2.9 X 104. A better choice 1 is ~ = (2t -1) ~-1, which results in the much smaller coefficients given in Section 4, Tables II (b) and III (b). However the approximating curve and maximum error obtained using either set of functions were almost identical.
Another important class of approximating functions which the user may select consists of certain of the spline functions. As used here, the approximating spline and its derivatives'are computed from a single basic spline for any chosen odd degree and uniform knot size. Thus the user need only specify the degree of the spline and the number m of linearly independent functions desired. The equivalent uniform knot size A is then determined and the corresponding values of the functions ~ (t) needed in (1) are computed by the program, together with any derivatives if required. Details of the spline approximation used here are given in the Appendix.
Several options are available to the user. He may instruct CURVFIT to give him the best approximation to the data in the sense of the L~ norm or the L1 norm. If he wishes to bound any of'the coefficients ~ of the functions he can type in the desired bounds. If he wishes to constrain the first or second derivative of the resultant approximation v(c~, t), he must type in the desired bounds and the first or second derivative of all of the functions ~ (t). As shown in Section 2, this will guarantee that the first or second derivative of the approximation lies between the specified bounds at the points tl, t~, .-. , tn. The derivative may or may not be within the specified bounds between the points. This depends on the number and position of the data points and the "smoothness" of the functions ~(t). The user may also constrain the approximation v (a, t) at any other point ~ by typing in ~ and the desired bounds. The possibility of improving the approximation by imposing one or more of the above types of auxiliary conditions is illustrated in Section 4.
Given the above information (the data points, functions, the norm, and any additional conditions) CURVFIT generates the appropriate LP problem as input for a LP code called ALPS [4] . This input is placed into a disk file called INPUT which CURVFIT creates. Then CURVFIT sends a request to the B5500 monitor that the program ALPS be executed. CURVFIT then sits idle, and every ten seconds checks the disk to see if a file called OUTPUT has been created. ALPS, which was written by Burroughs, has been modified by the authors so that it expects its input from the INPUT file on disk. When ALPS is finished, it creates a disk file called OUTPUT, puts its results there, and terminates. After CURVFIT finds the file OUTPUT and obtains the results from it, it destroys both the files INPUT and OUTPUT.
In this manner, the "dirty work" of generating and solving the LP problem is accomplished without any intervention by the user.When the B5500 is not too busy, the user will seldom have to wait more than three minutes before receiving the results. 2 CURVFIT prints out the coefficients oti , o~2, • • • , Otto and the minimized value of the error norm. If the Li norm is being used, the user may have the absolute deviations ~'i, J --1, ..., n, printed out. The graph of the "best" approximation v(a, t) is superimposed on the data points which are still being displayed on the graphic unit.
After examining the displayed points and the approximating curve, the user may change any of the functions or constraints (or even the data points) and have CURVFIT try again. This on-line interactive process may be repeated until the user is satisfied with the approximation obtained. If the user wishes to obtain a hard copy of the information displayed on the graphic unit he may instruct CURVFIT to write this information out on a magnetic tape, which can later be plotted with a Calcomp Plotter. In its present form, CURVFIT allows a maximum of 50 data points and 20 functions, but these limits can be easily expanded.
s A large number of batch jobs will not make this wait-time appreciably longer, but if there are five to ten remote jobs queued up waiting to be executed, it may take 15 or 20 minutes before ALPS is executed. This can be avoided by running during nonpeak hours.
Examples
In this section we discuss three examples in order to show how the system operates and to illustrate the effect of imposing auxiliary conditions. Example 1. The data shown in Table I (a) represents the function e t ± R X 10 -2 where R is a random integer, 0 _~ R ~ 9. After receiving these data points, CURVFIT displayed the graph in Figure l(a) . The functions e st, e "9t, e ~, e TM, and e l'2t were typed in, and CURVFIT was instructed to find the best fit in the L~ norm with no additional conditions. After 1.1 minutes the coefficients ai, shown in the third column of Table I (b), were typed out and the graph in Figure 1 (b) was displayed. This approximating curve, which has a maximum deviation of 0.0650, appears to be reasonable. However the large coefficient values are not reasonable, and reflect the fact that the ¢i chosen are almost linearly dependent. The same problem was then solved with the additional condition that all the coefficients must be nonnegative. After 2.1 minutes CURV-FIT displayed the graph in Figure 1 (c) and typed out the coefficients shown in the last column of means of an upper bound ~ = 0 on the second derivative of v(~, t), as discussed in Section 2. After 1.2 minutes the coefficients shown in the last column of Table II (b) were printed out, and the approximating curve in Figure 2 (c), with maximum deviation of 0.3789, was displayed. It is seen that the unwanted hump has disappeared. Example 3. The data points used for the example were obtained from a test problem proposed in [10] and are given in Table III (a). The data points were displayed by CURV- FIT as shown in Figure 3 (a) . CURVFIT was first instructed to find the best fit in L~ norm using the functions (2t-1/-~, i = 1, .-., 11, with no additional constraints. After 1.5 minutes the coefficients in the third column of Table III (b) were typed out, and the approximation in Figure 3 (b), which has a maximum deviation of 0.0294, was displayed. In order to increase the "smoothness" of this curve, a monotonicity requirement was imposed by means of a lower bound l = 0 on the first derivative of v (a, t), and CURVFIT was instructed to find the best fit in the L1 norm using the same functions. After 2.5 minutes the coefficients shown in the last column of Table III (b) were printed out, and the approximating curve in Figure  3 (e), with maximum deviation of 0.0971 and L1 error of 0.3607, was displayed. 
