to decide between inpatient and outpatient care. The second movement was the increased use of voluntary hospitalization for psychiatric patients. In 1971 most psychiatric patients in the US were for the first time hospitalized voluntarily (4) . With the advent of the popular use of voluntary hospitalization came the demand for involuntary hospitalization criteria that could withstand the increased scrutiny levelled at involuntary commitments. The third variable was the civil rights movement, which spawned an increase in libertarian advocacy for persons with mental illness; the highest possible standards were sought for the involuntary deprivation of liberty occasioned by civil commitment. Various civil commitment cases confirmed repudiation of the parens patriae standard and reliance on government police powers and the dangerousness standard (according to which dangerousness to self or others becomes the principal determinant of eligibility for involunatry commitment) (5) (6) (7) (8) .
Despite widespread adoption of the dangerousness standard in commitment proceedings and extension of that standard to psychiatric outpatients (9-11), capital defendants (12, 13) , and insanity acquittees (14) , no data supported the idea that psychiatrists or other mental health professionals could reliably determine future dangerousness. In fact, Monahan's 1981 review of the literature demonstrated that mental health professionals were wrong in 2 out of 3 attempts to predict dangerousness (15) .
Prominent forensic mental health professionals (16) (17) (18) (19) and the American Psychiatric Association (20) attempted to critique this new paradigm and modify its evolution in mental health care. These efforts were mostly unsuccessful. One result has been that access to both public and private psychiatric inpatient beds has been skewed toward patients representing a "danger" (18, 21) . Another has been increasing expectations for psychiatrists to function as agents of social control, as approved by the US Supreme Court in Kansas v Hendricks (22) . Since Monahan's 1981 review, however, our scientific knowledge about violence and mental illness has expanded. We clearly have both a better understanding of epidemiologic risk factors for violence and a better-than-chance ability to predict violence (23) . In the early to mid 1990s, the field evolved from discussing the prediction of violence toward the assessment of risk for violence, a clarification that is faithful to scientific advances in the field (24) .
Nevertheless, these advances have in many ways aided neither clinicians nor patients. This paper attempts to outline the extent and limitations of our current knowledge about the correlates of violence and the accuracy of our risk assessments. It also comments on how clinicians today might process this knowledge and use it in practice.
Contemporary Research on Correlates of Violence

Early Ideas
The major advances in knowledge about mental illness and violence that characterize contemporary research arguably began in 1990, with the publication of data from Swanson and colleagues' large epidemiologic study (25) . Before then, most studies attempted either to correlate rates of mental illness among prisoners or pretrial detainees with rates of mental illness among the general population or to correlate arrest rates among persons with mental illness with arrest rates in the general population. These studies were criticized for being methodologically flawed by labelling phenomena, which artificially elevated the correlation between mental illness and violence (26) . The prison studies were criticized for applying medical labels to criminal behaviour (the "medicalization of criminal behaviour"). The arrest-rate studies were criticized for applying criminal labels to symptom behaviour (the "criminalization of mental illness"). Advocates for individuals suffering from mental illness argued that there was no association between mental illness and violence that was not explained by such flaws and that this association was due merely to centuries-old stigmatizing of persons with mental illness.
Swanson and others took an epidemiologic approach that avoided these previously cited methodological flaws. They used self-report data from the Epidemiological Catchment Area (ECA) Survey to assess the occurrence of violence among individuals with no mental disorder and among those diagnosable with various disorders. Swanson and others found that major mental disorder correlated with at least a fivefold increase in rates of reported violence over a 1-year period (approximately 10% to 13%), compared with rates among individuals with no disorder (2%), and tenfold and higher increases in violence among those with various substance abuse disorders (approximately 19% to 35%). Regarding sociodemographic variables, the highest rate of violence (16%) occurred in young men aged 18 to 24 years in the lowest socioeconomic group (25) .
In 1992 Link and others published similar results from a different epidemiologic survey. They found that differences in the rate of violence among patient groups and between patient and community control groups could not be fully explained by sociodemographic and environmental factors (such as homicide rates that varied by census tract). They found that active psychosis explained these differences and that individuals who were identified as patients but who were not currently suffering from psychosis were at no greater risk for violence than the average community control population. They also cautioned that the risk for violence correlated to mental illness in their sample was less than the risk correlated to young age and male sex (26) .
Psychosis and Violence
These findings sparked the search for more specific data about the nature of psychosis and its relation to risk for violent behaviour. Link and Steuve hypothesized that specific types of paranoid psychotic symptoms would make violence more likely as a rational response to an irrationally perceived external threat; they referred to this as the "rationality-withinirrationality" hypothesis. To test this, they reexamined specific psychotic symptoms from their survey data, characterized as "threat/control/override" (TCO). This concept referred, respectively, to the beliefs that others meant to do one harm, that others could control one's thoughts, or that others could put thoughts into one's head. The researchers discovered that such symptoms were better predictors of violence than were psychotic symptoms in general (27) .
Swanson and others replicated this finding in 1996, using their data from the ECA Survey. They found that respondents with TCO symptoms were twice as likely to report violence as those with other psychotic symptoms, 6 times as likely to report violence as those with no mental disorder, and, when combined with substance abuse, 8 times more likely to report violence than those without a mental disorder (28) . In 1997 Link and colleagues published a follow-up study examining the relation between threat symptoms and control-override symptoms and the occurrence of reported violence. Using epidemiologic data from Israel, they found that the 2 sets of symptoms independently and significantly predicted violence (29) .
Toward the end of the decade, however, the outcomes of the MacArthur Violence Risk Assessment Study produced conflicting data in the literature about the correlations between violence and mental illness (or particular symptoms). This 3-site study involved nearly 1000 psychiatric patients discharged into the community and followed for 1 year, along with a community control sample at 1 site. The MacArthur study was designed to specifically address weaknesses in past research efforts, such as the usual retrospective design and reliance on self-report data. In the first report, in 1998, Steadman and others concluded that the prevalence of violence among discharged psychiatric patients was not significantly different from the rate of violence among community control subjects when neither group demonstrated symptoms of substance abuse (30) .
The MacArthur data were later used to investigate the reported correlation of TCO symptoms with violence. In 2000 Appelbaum and others (31) reported that Link and Steuve's findings (27) were replicated when patients' self-reports about TCO symptoms were used in the data analysis.
However, the MacArthur study design approached with caution the labelling of reported symptoms as "delusional" and had trained interviewers rate whether particular responses from subjects were truly delusional. When the interviewers' ratings were used in the data analysis, no significant relation could be found between TCO symptoms and violence. In fact, a further analysis, conducted to create a classification tree approach to the identification of risk, found that TCO symptoms and a diagnosis of schizophrenia both correlated negatively with violence (32) . In the MacArthur group's revised Iterative Classification Tree (ICT), questions about a diagnosis of major mental disorder appear only twice-both times leading to a classification of low risk (33) . (The ICT is described more fully later in this paper.)
Swanson and colleagues obtained contrary results from a 1-year posthospitalization follow-up study of patients subject to outpatient commitment in North Carolina (34) . In 2000 these researchers reported their findings that paranoid symptoms and TCO symptoms (among other factors, such as low levels of social support and low Global Assessment of Functioning [GAF] score) were both significantly associated with violence during the study period (34) . Interestingly, in a 1999 report of North Carolina patients subject to outpatient commitment during a 4-month period preceding hospitalization, Swanson and others did not find an association between violence and paranoia, threat symptoms, schizophrenia-related diagnosis, or GAF score (35) .
However, another method of investigation-birth cohort studies-continues to yield significant odds ratios (ORs) for serious mental disorders and violence. The OR represents the increased risk, compared with a control group. In a 30-year study of violence in Sweden, Hodgins reported an OR of 4 (that is, a fourfold increase in risk, compared with control subjects) for major mental disorder among male subjects and an OR of 27 for major mental disorder among female subjects (36) . In a 26-year study in Finland, Tiihonen and others reported an OR of 7 for male subjects with schizophrenia (37) . In a 44-year study in Denmark, Brennan and others found an OR of 4.6 for male subjects with schizophrenia and an OR of 23 for female subjects with schizophrenia (38) . In a 21-year New Zealand cohort study, Arsenault and others reported an OR of 2.5 for subjects with schizophrenia spectrum disorders (39) .
A recently reported Australian study by Wallace and colleagues compared patients with schizophrenia with a matched sample of community individuals in terms of criminal convictions over a 25-year period (40) . Substance abuse among the schizophrenia patients increased the likelihood of conviction sixteenfold: 30% of male subjects with both schizophrenia and substance abuse had been convicted of a violent offense. Among all subgroups of schizophrenia patients, the rate of conviction, particularly for violent offenses, was between 3.6 and 6.6 times higher than the rate for community subjects. The authors opine that the findings suggest 6% to 11% of violent offenses in the community may be attributable to schizophrenia patients.
Substance Abuse and Violence
Multiple studies have revealed a significant correlation between violence and substance use, either alone or combined with other mental disorders. The Swanson and others 1990 ECA data study discussed above was one of the earliest sources of information that substance abuse is a more important variable in risk for violence than any of the major mental disorders (25) .
Fulwiler and colleagues studied patients in a Boston assertive community treatment program, exploring differences between a violent subgroup and a nonviolent subgroup (41) .
Although the presence of a major mental disorder did not distinguish the groups, substance abuse-either alone or combined with a major mental disorder-significantly increased the likelihood of a patient's being in the violent group (41) . Similarly, the MacArthur study findings also revealed no effect of mental disorder on violence when patients were not using substances but found significant increases in violence among both patients and community control subjects when they were using substances (30) .
Swartz and others reported on the North Carolina outpatient commitment data for patients in the 4-month period preceding hospitalization (42) . They found that the combination of substance abuse and medication noncompliance strongly predicted serious violent behaviour. The other North Carolina outpatient commitment studies described above also found an association between substance abuse and violence, both prior to hospitalization and in the 1-year period following hospitalization (34, 35) .
Other Factors and Violence
In 2002 Swanson and others reported on a multistate sample of public psychiatric patients with psychotic or major mood disorders (43) . They identified several environmental factors that were significantly associated with violence during the prior 1-year period, including homelessness and witnessing or experiencing violence. Substance abuse was also significantly associated with violence, as were diagnoses of mood disorder and posttraumatic stress disorder.
Other sociodemographic and environmental factors have been found to have significant correlations with violence. The Swanson and others ECA study found that male sex, young age, and low socioeconomic status were significantly correlated with violence (25) . The Link and others epidemiologic study found the same results for sex and age and also reported the significant correlation of education level with violence (26) . These authors also noted that the risk related to mental illness was less than that attributable to sex or age and roughly equivalent to a 4-to 5-year difference in education. Silver and colleagues attempted to begin an understanding of "ecological" variables associated with violence among individuals with mental illness (44) . They found that patients discharged to neighborhoods of "concentrated poverty" had a risk of violence 2.7 times greater than that of similar patients not discharged into such neighborhoods.
Many researchers have been careful to point out that the relative contribution of mental illness to the overall rate of violence in society is quite small (23, 26, 27, 45) . Link and Steuve specifically caution that most members of even high-risk groups are not violent (27) . This point was amply illustrated in the ECA data for factors other than mental health: 84% of those in the highest-risk group (that is, young men in the group with lowest socioeconomic status) were not violent. According to the same data, 87% to 90% of the individuals with psychiatric disorders were not violent (25) . The point remains valid even in research specifically designed to accurately predict violent behaviour among psychiatric populations. According to the MacArthur group's sophisticated ICT methodology, less than one-half (45%) of the individuals operationally identified as high-risk are actually violent (33) .
Summary
Several principles can be extracted from these studies. Substance abuse is a consistently reported risk factor for violence, both alone and combined with other mental health factors. Violence is significantly correlated with various sociodemographic and environmental factors, while the contribution of mental illness is relatively small. Conflicting research findings indicate that the relation between psychosis and violence is unclear.
Contemporary Research on Prediction Accuracy
With these advances in knowledge about the correlates of violence, we would expect the accuracy of risk assessment methodologies to have improved since Monahan's 1981 review of the literature. Indeed, more recent reviews of the state of the art and science of risk assessment have concluded that there is reason for optimism (23, 24) . In 1997 Monahan noted that the available research demonstrated that "clinical predictions of violence have more than chance validity" (23) . Several examples of such studies are worth describing.
Clinical Predictions
In 1993 Lidz and others reported a study of nearly 2000 university hospital psychiatric emergency department patients for whom clinical staff predicted violence over the next 6 months (46) . Various sources were used to follow for violent incidents. The researchers found that prediction accuracy was significantly above chance, with sensitivity equal to 60% and specificity equal to 58%. (Sensitivity here refers to the percentage of individuals who ultimately became violent identified as such by the clinical staff. Specificity refers to the percentage of individuals who did not become violent so identified by staff.) In addition, the patients predicted to become violent committed more serious acts of violence, compared with patients not predicted to become violent. The predictive accuracy was sex-dependent, however, in that the clinicians significantly underestimated the rates of violence among female patients and thus did not achieve above-chance predictions for this population. A further interesting component of this study was that the authors compared the accuracy of the clinical predictions with predictions that could have been made solely on history of violence. If history alone had been used as a predictor, the sensitivity would have been stronger (69%), but the specificity would have been weaker (48%), than that produced by clinical prediction. Clinical prediction was better than chance even when variables such as history, age, and sex were controlled.
In 1994 Mossman reanalyzed 58 data sets from 44 published studies of violence prediction, using receiver operating characteristics as a statistical methodology not hampered by problems of base rate or preference for Type I or Type II errors (47) . He found that, contrary to the widely accepted view that short-term predictions of violence were more accurate than long-term predictions, accuracy of prediction across time periods did not differ. In 47 of the data sets, accuracy was significantly better than chance, with an area under the curve (AUC) = 0.73. (AUC is calculated from a plot of the true-positive rate vs the false-positive rate. An AUC = 0.5 represents chance predictive validity, while an AUC = 1.0 represents perfect predictive validity.) He also found that studies after 1986 reported more accurate predictions than those published prior to that year, although he noted that this could be the result of reporting bias rather than of improved validity. Finally, he discovered that, among these studies, past behaviour was a better indicator of future violence than was clinical judgment. (48) . Reported in 1998, this study also involved patients drawn from the psychiatric emergency department. Clinicians were asked to predict which patients would become violent, under what conditions the violence would occur, and what characteristics the violence would take. The researchers found that clinicians did reasonably well in their predictions about place, target, severity of violence, and the involvement of alcohol in the violence. The clinicians significantly overestimated the roles of medication noncompliance and drug use as conditional factors. They also tended to focus their predictions on clinical conditions (that is, problems they might be able to influence or at least monitor) rather than on social or environmental factors. Skeem, Mulvey, and Lidz ventured further into the assessment of conditions in predicting violence by assessing the accuracy of predictions predicated on the condition itself. In particular, they studied the accuracy of clinicians' predictions that patients would be violent if they were using alcohol. These authors found that clinicians were moderately accurate in predicting who would be violent, that patients who drank were more likely to be violent, and that clinicians were more likely to predict violence in patients who drank heavily. However, clinicians were not able to discriminate well between drinking patients who do and do not become violent (49) .
Mulvey and Lidz advanced the inquiry on prediction accuracy by posing the question of whether clinicians had any ability to predict when and under what circumstances patients would become violent
Several studies have also looked at the accuracy of violence predictions on inpatient units. McNeil and Binder studied 149 involuntary civil patients to assess physician and nurse accuracy in predicting violence during the first 7 days of hospitalization (50) . They found that nurses overpredicted actual assaults but quite accurately predicted the risk of any aggressive acts occurring. Physicians accurately predicted low and medium risks for violence but overpredicted aggression among the group of patients about whom they were most concerned. In a subsequent inpatient study, McNeil and Binder created a 5-item screening actuarial instrument based on items correlating with inpatient violence in a previous study (51) . The presence of 3 or more factors was deemed high risk. This simple instrument yielded better-than-chance discrimination between aggressive and nonaggressive patients, with 57% sensitivity and 70% specificity.
In a Madrid study of inpatients with schizophrenia or schizoaffective disorder, Arango and others reported that inpatient violence was not related to sociodemographic variables, psychiatric history, or substance use in the preceding week (52) . Rather, it was best explained by violence in the week preceding hospitalization, by general psychopathology score on the Positive and Negative Syndrome Scale, and by poor insight into psychotic symptoms-with the last being the single best predictor. By creating an actuarial prediction model using these 3 factors, the researchers were able to correctly identify whether 84% of the sample would exhibit violence during the hospitalization, with a positive predictive power of 80%.
In 1999 Hoptman and others reported a study of the clinical prediction of violence among male patients admitted to a maximum-security psychiatric facility. While the clinicians correctly classified 71% of the sample (sensitivity, 54%; specificity, 79%), the characteristics on which they based their predictions did not match characteristics subsequently found to be associated with violence in the study population: the clinicians did not use factors that actually turned out to be predictive, such as a dual diagnosis of schizophreniasubstance use and thought disorder, but did use factors that were not found to be predictive, such as race, ability to follow ward routine, and arrest history. The factors used by clinicians that correctly predicted violence included transfer from a civil hospital owing to violence or dangerousness, age, childhood physical abuse, and temper (53) .
In a university hospital study in Israel, Haim and others compared the ability of doctors and nurses to predict inpatient violence among a sample population of 308 consecutively admitted patients. The groups performed equally well and used similar factors in their predictions (such as previous acquaintance with the patient, patients' threats, verbal aggression, and property-damaging behaviours). The psychiatrists correctly classified the patients in 82% of the cases; however, this was mostly owing to the correct prediction of nonviolence, since the specificity was 88%, compared with sensitivity of only 37%. The context for correctly predicting nonviolence was a 10.7% base rate of violence in the sample (54) .
Actuarial Predictions
During this contemporary era of risk research, there has also been substantial progress in actuarial prediction of violence. Of course, proponents of actuarial instruments have been arguing their superiority since the 1940s and 1950s (55, 56) . Various instruments have been developed, and their validity in predicting violence has empirical support.
The Psychopathy Checklist-Revised (PCL-R) was originally developed as a research tool to study antisocial personality disorder (57) . However, it has been widely used to predict various types of violence. The results show strong correlations with criminal recidivism, violence, and sexual violence. Compared with other structured tools, the PCL-R may be the best predictor of future violence (58) . Part of its strength is that it identifies traits that are stable over time. Thus it predicts lifelong risk rather than imminent risk and is, like other actuarial instruments, insensitive to changes in clinical state.
The Violence Risk Appraisal Guide (VRAG) has 12 variables, of which the PCL-R score is the most heavily weighted (59) . Other variables include mostly historical information but also include several diagnostic variables-personality disorder, alcohol abuse, and schizophrenia (the last having an inverse relation to risk of violence). The instrument was developed on a sample of violent offenders and has been tested with sex offenders, maximum-security prison populations, and forensic patients. In the latter study sample, Harris and others reported that, on 5-year follow-up, the VRAG demonstrated an AUC = 0.80, compared with a proxy of clinical prediction that had an AUC = 0.62 (60) . The VRAG authors initially argued that clinicians might wish to consider adjustments to the empirically derived risk assessment, based on dynamic variables not included in the VRAG, such as progress in treatment, family support, access to weapons, change in procriminal attitudes, and amount and quality of supervision in the environment (59) . Subsequently, however, the authors argued that the VRAG's superior accuracy in predicting violence demands that it be used to assess risk without modification and in preference to clinical methods and that clinical skill should be reserved for gathering interview data and scoring the instrument (60) .
Another instrument that is being increasingly studied is the Historical/Clinical/Risk Management 20-item (HCR-20) (61) . The instrument incorporates 10 historical items, 5 clinical items, and 5 risk management items. It has been noted that the presence of the clinical items offers potential for incorporating the effects of treatment on risk levels (56, 58) . Several studies have demonstrated the utility of the HCR-20 in predicting violence in various settings (58, (62) (63) (64) .
Finally, a recent goal of the MacArthur Study group has been to incorporate an exhaustive array of possible risk factors into a comprehensive risk assessment instrument, the ICT. The MacArthur group developed this tool by culling 134 possible risk factors from the available literature and incorporating them into an empirical analysis of their relevance to violence risk in the 939-patient MacArthur study population (32) . In a subsequent revision of the ICT (that restricted it to 106 items that were generally available in clinical records), 72.6% of the subjects could be classified as either high or low risk (33) . The risk factors were divided across 4 domains: dispositional or personal, historical or developmental, contextual or situational, and clinical or symptom. Empirical analysis demonstrated that psychopathy had the highest correlation with violence, followed by a history of prior arrests. Although substance use and anger were the next-highest correlates on the list, no other clinical variables showed high correlation with violence in this group of discharged patients. The 2 items next on the list did not even involve the subjects but, rather, their fathers' use of drugs and histories of arrest. Although 2 domains advantageously comprised potentially dynamic variables, these variables did not fall out as empirically useful to the categorization of high or low risk. Thus the ICT represents a largely static actuarial approach.
Summary
Several principles can be extracted from these studies. Clinical assessments of risk achieve better-than-chance accuracy, although clinicians may not be particularly good at identifying specific conditions under which violence will occur. Actuarial risk assessments achieve statistically superior accuracy owing to the stability of historical factors in indicating lifelong risk. However, actuarial methods are inherently insensitive to change and cannot inform clinicians' assessment of treatment progress.
Conclusions
Faced with this substantial but complicated body of knowledge about violence risk factors and predictive accuracy, clinicians will be left with at least the following important pragmatic questions. What can be concluded about risk assessment in various clinical situations? Is the available knowledge clinically useful? Can it be fairly or accurately applied to individual patients?
The research on violence has not produced a clearly uniform picture of the most important mental health variables associated with risk of violent behaviour. The one exception is the factor of substance abuse, which has been universally associated with a significantly increased risk of violence, far surpassing the contribution of serious mental illness. Thus it is clear that any risk-focused clinical management plan should always target substance abuse for significant intervention efforts in clinical settings.
Another area of general agreement in the literature is that variables other than mental health contribute more significantly to the overall rate of violence in the population than do mental health variables (23, 26, 27, 45) . Thus sociodemographic factors such as young age, male sex, and low socioeconomic status (25, 26) , as well as environmental influences such as residing in a neighborhood of concentrated poverty (44) , create a baseline risk for violence that will confound clinicians' attempts to analyze and ameliorate risk.
For variables over which we have more control, namely, the treatment of various mental disorders and symptom clusters, the evidence regarding the association with violence is mixed. Most studies can be summarized as supporting the idea that serious mental illness does moderately increase the risk for violence (25) (26) (27) (28) (29) 34, (36) (37) (38) (39) (40) . Epidemiologic and birth-cohort studies, in particular, tend to support this conclusion.
Other studies, however, including the noteworthy MacArthur studies, support a conclusion that mental health variables do not discriminate well between subgroups of violent and nonviolent individuals (30) (31) (32) 35, 41) . In fact, the MacArthur database supports a conclusion that a diagnosis of schizophrenia and the presence of TCO symptoms are both negatively correlated with violence (32) .
How are clinicians to make sense of a literature supporting conclusions that schizophrenia is negatively correlated with violence and yet increases the risk of violence? One answer may be McNeil and colleagues' observation that clinical factors seem to be most relevant for acutely ill individuals, whereas historical data may be most relevant for treated patients and for assessment of long-term risk (63) . This may, in fact, explain the clinically counterintuitive findings of the MacArthur studies (in which the subjects were all patients released from inpatient treatment by the natural decisions of the treating clinicians). This inconsistency in the research data may also simply represent evidence that psychiatric treatment effectively reduces risk for violence associated with clinical symptoms.
Nonetheless, this presents a good news-bad news situation for clinicians. It would be good news to know that the important risk factors for violence are closely related to the important clinical factors bringing patients to acute care. We are relatively well equipped scientifically to manage the acute manifestations of serious mental illness, even if politically and economically hindered at times in our ability to deliver appropriate and fully effective care. The bad news of such an observation is that the greater accuracy of historical factors (and thus actuarial models) in predicting long-term risk might mean that clinicians will be held responsible for factors that they cannot mitigate by even their most careful efforts. It also means that patients are at risk of being confined more extensively than can be justified by the dynamic clinical improvement presumed in the societal quid pro quo of involuntary commitment.
We do not yet know how clinical treatment might reduce actuarially determined high risk or even whether it can be reduced. Lindquist and Skipworth refer to this phenomenon as "guilt by statistical association" (65) . They argue that, rather than assessing their historically based risk, we should instead ask more often about the rehabilitative tasks to be undertaken with our patients. Among other imperatives he outlines, Mullen argues that the ethical conduct of risk assessment in clinical practice requires mental health variables to be prominent and directly relevant to the probability of violent behaviour in each person and situation evaluated (66) . In his view, clinical risk assessments should be motivated "primarily by the intention to provide the patient with better treatment and care" (66, p 2068).
Dvoskin and Heilbrun recommend a model in which the results of actuarial risk assessment would be communicated, with appropriate description of the strengths and limitations of the methodology applied, when the "best available prediction of violence risk" is desired (56, p 9). However, they also recognize that actuarial risk is unlikely to be reduced by a course of clinical treatment. Thus they recommend a "risk management approach" to clinical work: significant clinical risk factors are to be identified and targeted for intervention, and the outcomes of clinical treatment are to be fed into a reassessment of the risk factors. Elsewhere, Heilbrun and colleagues have demonstrated that such a risk management approach is the method preferred by mental health experts for communicating risk when dealing with high-risk cases (67). Dvoskin has also described this thorough clinical approach as the "anamnestic method" (68), emphasizing the ethnographic element of understanding a person's history, patterns of behaviour, and response to situations, as well as the assessment of the skills needed to avoid violent response to future triggering situations.
Mullen has offered a similar model designed to manage imminent risk and provide a long-term strategy to minimize harm (66) . To arrive at an assessment of risk according to this model, clinicians assess preexisting vulnerabilities, protective and aggravating influences in the social and interpersonal environment, mental disorder and substance abuse, and the presence of situational triggers. Remedial action is directed to those factors conducive to escalating risk, with the patient's needs at the centre of the clinician's focus. Mullen elaborates on each factor and its assessment.
These risk management strategies probably represent the best approach clinicians can take in response to the available data and the current demands on clinical practice. Two other factors, however, must be highlighted as cause for our continued humility in matters of risk assessment and management. The first is that we know relatively little about the interplay between clinical factors and contextual and environmental issues (44, 48, 49) . We have little control over the environments in which our patients live or over the socioeconomic and political challenges they face. Although we know something about the factors correlated with violence, this knowledge does not help us make uniformly valid predictions about the conditions under which our patients might become violent in the future (48) .
The second cause for humility is that the low base rate for violence and the weak contribution of mental health variables to violence in society combine to make all our risk assessment activities (including those conducted via actuarial study, 69) open to high rates of false-positive error. In every high-risk population identified, nonviolent individuals outnumber violent individuals. In forensic populations, patients can never shed their historical risk factors. Thus any approach to risk assessment that relies exclusively (or nearly so) on these factors will deprive patients and their clinicians of hope for recovery. The pursuit of scientific accuracy at the expense of hope seems to run counter to the essence of the healing professions, and clinicians are therefore cautioned to follow the literature with these limitations clearly in mind.
