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x Vsebina
Povzetek
V prihodnje je premik robotov iz strukturiranih/nadzorovanih industrijskih in la-
boratorijskih okolij v cˇlovekov vsakdanjik neizogiben. Za uspesˇno vpeljavo robo-
tov v nasˇ vsakdanjik je treba resˇiti dva osnovna problema, povezana z izvajanjem
takih nalog. (1) Naloge, potrebe, orodja in okolje se razlikujejo med uporabniki.
To zahteva pridobitev velike baze zelo specificˇnih znanj, zato mora biti prenos
znanja z uporabnika na robota enostaven, prilagodljiv in hiter. (2) Pri izvedbi
vecˇine vsakdanjih nalog se srecˇujemo s fizicˇnimi interakcijami z nepredvidljivim
in nestrukturiranim okoljem. Zato je pridobivanje modelov okolja zapleten posto-
pek, kar otezˇi vodenje robota s klasicˇnimi pristopi. Za dobro delovanje robotov v
takem okolju moramo najti alternativne nacˇine ucˇenja fizicˇnih interakcij robota
z okoljem.
V prvem poglavju je najprej predstavljen uvod v tematiko s pregledom dose-
danjega dela na tem podrocˇju. Nato so predstavljeni glavni cilji disertacije. Na
koncu poglavja pa je povzetek vseh eksperimentov, ki so bili izvedeni v okviru
disertacije.
V drugem poglavju je najprej splosˇno predstavljena metoda ucˇenja robotov z
vkljucˇitvijo cˇlovekovega senzoricˇno-motoricˇnega sistema v robotovo regulacijsko
zanko. Ta temelji na sposobnosti cˇlovekovega senzoricˇno-motoricˇnega ucˇenja,
ki mu omogocˇa prilagoditev na vodenje robota in kasnejˇsi prenos pridobljenega
znanja. Sledi opis metod za predstavitev strategije vodenja (znanja). Te obsegajo
senzoricˇno-motoricˇni pare, trajektorije gibanja in adaptivne oscilatorje za opis
stanja periodicˇnega gibanja. V zadnjem sklopu pa sta predstavljeni dve metodi
strojenega ucˇenja, ki sta bili uporabljeni za robotsko ucˇenje pridobljenih strategij
vodenja (Gaussov regresijski proces in lokalno utezˇena regresija).
V tretjem poglavju je predstavljena metoda ucˇenja humanoidnih robotov za
primerne odzive telesa na fizicˇne interakcije s cˇlovekom in z okoljem. Pri tem
je bila razvita metoda za pretvorbo senzoricˇnih informacij o stanju robotovega
telesa v senzoricˇno vzbujanje cˇloveka. S tem je bila demonstratorju posredo-
vana potrebna povratna informacija o stanju dinamike robotovega telesa med
ucˇnim postopkom. V okviru tega je bil razvit poseben hapticˇni vmesnik, ki je
izvajal silo na telo demonstratorja. V drugem delu poglavja je predstavljena
metoda sprotnega ucˇenja robota na podlagi delitve odgovornosti med trenutno
naucˇeno strategijo vodenja robota in demonstratorjem. Ta omogocˇa postopen
prenos odgovornosti vodenja z demonstratorja na robota in omogocˇa dodatno
povratno informacije o stanju ucˇenja. V zadnjem delu pa je predlagana metoda
za zdruzˇevanje demonstriranih strategij vodenja robotskega telesa z vodenjem
gibanja roke na osnovi inverzne kinematike.
V cˇetrtem poglavju so predstavljene predlagane metode ucˇenja robotske ma-
nipulacije z nestrukturiranim in nepredvidljivim okoljem. Te metode temeljijo
na zmozˇnosti demonstratorja direktne modulacije in ucˇenja impedance robotske
roke. V ta namen so bile razvite metode, ki omogocˇajo demonstratorju vodenje
togosti v realnem cˇasu. Pri tem smo resˇevali naloge, povezane z uporabo elemen-
tarnih orodij, s sodelovanjem robota z uporabnikom in sestavljanjem predmetov.
Te lastnosti so kljucˇne pri prihodnjem delovanju robotov v cˇlovekovem vsakda-
njiku ali pri njihovi udelezˇbi pri raziskovanju vesolja, kjer so sredstva omejena.
V petem poglavju je predstavljena metoda vodenja eksoskeletov. Ti meha-
nizmi obdajajo dele cˇlovesˇkega telesa in direktno pomagajo pri gibanju v sklepih.
V okviru vpeljave robotov v vsakdanjik eksoskeleti predstavljajo komplement
humanoidnim robotom, katerih namen je nuditi pomocˇ cˇloveku na bolj posre-
dnem nivoju. Predlagana metoda vodenja temelji na minimizaciji uporabnikove
miˇsicˇne aktivnosti prek adaptivnega ucˇenja podpornih sklepnih navorov, ki jih
izvaja eksoskelet. Glavna prednost metode je, da ne potrebuje modelov cˇloveka in
robota. Potrebni kompenzacijski navori se nenehno prilagajajo trenutnim pogo-
jem. Metodo smo preizkusili z eksperimenti na vecˇ subjektih in pri tem analizirali
medsebojno prilagajanje eksoskeleta ter uporabnika.
V zadnjem poglavju sledi zakljucˇek, v katerem so povzeti glavni prispevki
disertacije k znanosti.
Abstract
It is inevitable that the robots will move from the structured and controlled
environments, such as industry and laboratories, into our daily lives. To achieve
the integration of robots into our daily lives, we have to solve two fundamental
problems related to these tasks. (1) Each individual robot user has a different
environment, needs, tasks and tools. This demands acquisition of a vast amount
of very specific skills, thus the transfer of the skill from the user to the robot must
be intuitive, adaptable and fast. (2) Many daily tasks require us to deal with
physical interaction with unpredictable and unstructured environment. Because
of this, the acquisition of models is very complex and makes the classical robot
control difficult. To make robots successfully operate in such environment, it
is necessary to find alternative ways to teach the robot how do deal with such
interactions.
In the first part of the first chapter, there is an introduction into the research
field with an overview of the state-of-the-art. The second part explains the goals
of the thesis. The last part contains an overview of the performed experiments.
The second chapter presents the human-in-the-loop teaching method. The
method is based on human sensorimotor learning ability that allows the demon-
strator to first obtain the skill necessary for controlling the robot and then transfer
that skill to the robot. This is followed by a presentation of methods to encode
the control strategy (skill). These methods include: sensorimotor pairs, trajec-
tory of motion and adaptive oscillators for describing the state of periodic motion.
In the last part of this chapter, we present two machine learning methods that
were utilised in our methods (Gaussian Process Regression and Locally Weighted
Regression).
The third chapter presents the proposed method for teaching humanoid robots
how to deal with physical interaction of its body with human and environment.
To this end, a method for converting robot sensory information into a human
sensory stimulation was developed to give the demonstrator the necessary feed-
back about the robot body dynamics during the teaching process. In this scope,
we developed a special haptic interface that exerted forces on the demonstra-
tor’s body. After that, we present a method for on-line robot learning where the
control of the robot body is shared between the currently learnt strategy and hu-
man demonstrator. This enables a gradual transfer of the control responsibility
from the demonstrator to the robot and offers an additional feedback about the
state of the learning. In the last part, we propose a method that allows merg-
ing human-demonstrated posture-control skill with arm motion control based on
inverse kinematics solution.
The fourth chapter presents the proposed methods for teaching robot how to
manipulate with unstructured and unpredictable environment. These methods
were based on the ability of demonstrator to modulate and teach the impedance
of robotic arm. We developed methods that allow the demonstrator to control
the robot’s stiffness in real-time. This approach was then used to solve tasks
related to use of elementary tools, human-robot cooperation and part assembly.
These tasks are crucial for future robot operation in human daily lives or in their
participation in space exploration, where the available means are limited.
The fifth chapter presents a method for exoskeleton control. These devices are
made to enclose the human body parts and directly assist the motion in the joints.
In the framework of integration of robots into the human daily lives, exoskeletons
are a complement to the humanoid robots that are designed to provide assistance
on a more indirect level. The proposed control method is based on minimisation of
human muscle activity through adaptive learning of robot assistive joint torques.
The main advantage of this method is that it does not require models of human
and robot. Necessary compensation torques are adaptively derived according to
the current conditions. The method was validated on multiple subjects and we
analysed the human-robot co-adaptation.
The last chapter recapitulates the main contributions of the dissertation and
presents its conclusions.
1. Uvod
Ogromen potencial robotike je bil deloma realiziran z mnozˇicˇno vpeljavo robotov
v industrijo, kjer so postali izjemno koristen in nenadomestljiv del proizvodnje.
V industrijskih okoljih opravljajo tezˇavna dela, pri katerih je potrebno premika-
nje objektov z veliko maso, je potrebna velika hitrost ali natancˇnost, se zahteva
nepretrgano delovanje in so pogoji za delo cˇloveka nevarni. Roboti se ne utrudijo,
ne potrebujejo pocˇitka in njihova natancˇnost ter hitrost delovanja ostajata tako
rekocˇ konstantni.
Kljub sˇtevilnim omenjenim prednostim pri izvajanju ponavljajocˇih se nalog
roboti sˇe vedno ne presegajo cˇloveka v sposobnosti ucˇenja novih nalog, prilagodlji-
vosti in pri resˇevanju nepredvidljivih situacij, ki se lahko pojavijo med izvajanjem
zˇe naucˇenih nalog. V vecˇini primerov so industrijski roboti vnaprej rocˇno pro-
gramirani za izvajanje tocˇno dolocˇenih nalog. Cˇe se v procesu izvajanja naloge
pojavi nepricˇakovan dogodek ali sprememba pogojev delovanja, se robot nima
zmozˇnosti prilagoditi na spremembo. V takih situacijah je treba zaustaviti pro-
ces in povrniti pogoje v predhodno stanje ali pa prilagoditi robotski program za
izvajanje naloge pod novimi pogoji.
Tako togo delovanje je za zdaj obvladljivo v strukturiranih in nadzorovanih
industrijskih okoljih, kjer so pogoji poznani in predvidljivi. Poleg tega je tako
delovanje robotov nevarno za ljudi. V ta namen so ograjeni v zasˇcˇitne kletke in
med delovanjem nimajo neposrednega stika s cˇlovekom. V veliki meri sˇe neiz-
koriˇscˇen potencial robotike pa je prav v paradigmi vpeljave robotov v cˇlovekov
vsakdanjik. Ta vkljucˇuje podrocˇja, kot so sodelovanje robotov s cˇlovekom, reha-
bilitacijska robotika in servisna robotika, kjer je cilj robotov nuditi vsestransko
pomocˇ cˇloveku.
Ena izmed pomembnih vej servisne robotike, ki je delezˇna precejˇsnje pozorno-
sti v zadnjem desetletju, je humanoidna robotika [1, 2, 3, 4, 5, 6]. Cilj humanoidne
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robotike je v prvi vrsti izdelati avtonomne robote s strukturo, ki posnema struk-
turo cˇloveka, in vpeljava teh robotov v nestrukturirano cˇlovekovo bivalno okolje.
Glavna prednost posnemanja strukture cˇloveka je v boljˇsi prilagojenosti na oko-
lje, v katerem bodo delovali in cˇloveku pomagali. Cˇlovekovi bivalni in delovni
prostori ter njegova orodja in pripomocˇki so prilagojeni za cˇlovekovo strukturo
ter delovanje. V tem pogledu je povsem logicˇno, da ima robot podobno strukturo,
saj bo tako lazˇje deloval v cˇlovekovem okolju.
Delovanje robota v cˇlovekovem okolju ali sodelovanje robota s cˇlovekom v
industriji zahteva prilagodljivost. Za razliko od nadzorovanih in strukturiranih
industrijskih okolij je cˇlovekovo bivalno okolje nestrukturirano in polno nepreve-
dljivih sprememb in dogodkov. Zaradi same narave cˇloveka je sodelovanje robota
s cˇlovekom v osnovi nepredvidljivo in neponovljivo, tudi cˇe je naloga ponavljajocˇa
se. Da bi omogocˇili varno in uspesˇno sodelovanje robotov s cˇlovekom ter njihovo
vpeljavo v cˇlovekovo okolje, je treba najti nacˇine vodenja robotov, ki jim bodo
omogocˇali zˇeleno prilagodljivost.
Poleg prilagodljivosti robotov pa je pomembno, da je njihovo vodenje in prido-
bivanje novega znanja kar se da intuitivno in enostavno. Programiranje industrij-
skih robotov zahteva mnoga strokovna znanja, ki jih povprecˇen bodocˇi uporabnik
robotov ne bo imel. Izvajanje nalog, ki jih od robota pricˇakuje uporabnik, se raz-
likuje glede na potrebe in zˇelje posameznika. Vsak uporabnik ima razlicˇno bivalno
in delovno okolje. Pri tem pa se razlikujejo tudi orodja in pripomocˇki, ki jih ima
posamezni uporabnik na voljo. Klasicˇno programiranje bi s tega vidika terjalo
veliko cˇasa. Cˇe zˇelimo uspesˇno vpeljati robote v cˇlovekovo okolje in cˇlovekov
vsakdanjik, je treba pospesˇiti in poenostaviti metode, s katerimi podamo robotu
znanje za izvajanje zˇelenih nalog v raznolikih okoljih, pod razlicˇnimi pogoji in z
danimi orodij.
Boljˇso prilagodljivost in enostavnejˇso uporabo je mogocˇe dosecˇi z metodami
ucˇenja robotov, ki temeljijo na metodah strojnega ucˇenja. Ucˇenje robotov lahko
v osnovi delimo na ucˇenje s poskusˇanjem, ki je nenadzorovano ucˇenje, in ucˇenje z
demonstracijo, ki je nadzorovano ucˇenje. Pri ucˇenju s poskusˇanjem [7, 8, 9, 10]1
robot z minimalnim predznanjem postopoma s poskusˇanjem pridobiva znanje o
1Ucˇenje s poskusˇanjem se v literaturi v anglesˇkem jeziku pojavlja pod izrazom “reinforcement
learning”.
3okolju in izvedbi nalog. Pri tem izvaja nalogo in po vsaki iteraciji popravi svojo
strategijo izvajanja naloge2 v skladu s cenilko (ang. cost function), ki optimizira
izvajanje naloge.
Omenjeni pristop ucˇenja robotov je izredno privlacˇen s staliˇscˇa avtonomnosti
robota. Njegova najvecˇja prednost je, da je robot sposoben samostojno pridobi-
vati znanje s postopnim poskusˇanjem in raziskovanjem. Roboti bi lahko vsebovali
nekatera splosˇna znanja v okviru tovarniˇskih nastavitev, preden jih uporabnik
zacˇne uporabljati, vendar razlike med posameznimi uporabniki, razlike med nji-
hovimi potrebami in razlike med delovnimi okolji ter pogoji omejujejo uporabnost
takega splosˇnega znanja. Poleg tega se od humanoidnih robotov pricˇakuje vse-
stranskost, kar pomeni, da bodo morali pridobiti ogromno znanja za izvajanje
vrste nalog. V primeru ucˇenja s poskusˇanjem lahko robot znanje pridobiva samo-
stojno v cˇasu, ko na primer uporabnik ni prisoten v svojem bivalnem prostoru.
Ena izmed mozˇnih slabosti ucˇenja robotov s poskusˇanjem je, da mora cˇlovek
robotu posredovati cenilko, ki usmerja potek ucˇenja. Dolocˇanje cenilke je lahko
zelo kompleksen proces. Pri slabo izbrani cenilki bo ucˇenje konvergiralo k nezˇeleni
ali neustrezni strategiji izvajanja naloge. Nepravilno izvajanje naloge v naj-
boljˇsem primeru pomeni izgubo cˇasa. V najslabsˇem primeru pa posˇkodbe robota
in okolja. Druga mozˇna slabost je relativno pocˇasno pridobivanje znanja. Ta
aspekt ni kriticˇen v cˇlovekovem bivalnem okolju, ker se lahko robot ucˇi tudi med-
tem, ko cˇloveka ni doma. Na drugi strani pa se v industrijskem okolju pricˇakuje
neprekinjeno delovanje robota in dolgotrajno postopno pridobivanje znanja lahko
pomeni izgubo za podjetje.
Alternativa ucˇenju robotov s poskusˇanjem je ucˇenje z demonstracijo [11, 12].
Pri ucˇenju z demonstracijo gre za nadzorovan proces ucˇenja. Glavna ideja tega
pristopa je, da cˇlovek enostavno pokazˇe robotu, kako izvesti dolocˇeno nalogo. Ena
izmed slabosti ucˇenja z demonstracijo v primerjavi z ucˇenje s poskusˇanjem je, da
potrebuje nenehno prisotnost cˇloveka/ucˇitelja skozi celoten proces ucˇenja, kar
pomeni manjˇso avtonomnost robota. Bistvena prednost ucˇenja z demonstracijo
pa je, da cˇlovek nadzira proces ucˇenja. To posledicˇno pomeni, da je ucˇenje lahko
varnejˇse in hitrejˇse. Pri tem pristopu gre za prenos zˇe obstojecˇega cˇlovekovega
znanja o izvedbi neke naloge na robota, zato ni potrebnega poskusˇanja.
2Strategija izvajanja naloge se v literaturi v anglesˇkem jeziku pojavlja pod izrazom “policy”.
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1.1 Pregled ozˇjega znanstvenega podrocˇja
Z uporabnikovega staliˇscˇa najbolj prirocˇen pristop ucˇenja z demonstracijo je
ucˇenje s posnemanjem [13, 14]. V idealni izvedbi tega pristopa robot opazuje
uporabnika in samostojno razvije znanje o izvedbi naloge. Tak pristop je izredno
kompleksen s staliˇscˇa robotike in zahteva visoko raven umetne inteligence, ki pa
trenutno v veliki meri sˇe ni na voljo. Robot mora namrecˇ biti sposoben izlusˇcˇiti
segmente demonstracije, ki so bistveni za izvedbo naloge, in nato najti nacˇin,
kako nalogo izvesti samostojno v okviru svojih pogojev, zmozˇnosti ter omejitev.
Ena izmed manj kompleksnejˇsih metod ucˇenja z demonstracijo je kinesteticˇno
vodenje, kjer cˇlovek fizicˇno drzˇi robota in mu pokazˇe, kako mora izvesti dano
nalogo [15, 16, 17, 18, 19, 20]. Pri tem se skozi demonstracijo shranjujejo lege
robota in drugi parametri, prek katerih se v naslednji stopnji zgradijo trajektorije
gibanja. Izredno dobri lastnosti tega pristopa sta intuitivnost in enostavnost s
staliˇscˇa uporabnika, saj ta pri ucˇenju robota ne potrebuje skoraj nobenih strokov-
nih znanj. Ti lastnosti sta izredno pomembni in sovpadata s paradigmo vpeljave
robotov v cˇlovekov vsakdanjik, pri cˇemer si zˇelimo, da bi lahko navaden uporabnik
sam podal nova znanja robotu.
V literaturi je mocˇ najti kar nekaj uspesˇnih metod ucˇenja robotov s kine-
steticˇnim vodenjem. Na primer, Hersch in kolegi [16] so ucˇili humanoidnega
robota seganja iz neke zacˇetne tocˇke v prostoru v neko koncˇno tocˇko v prostoru.
Podoben pristop so uporabili Forte in kolegi [19], ki so seganje nadgradili sˇe s
strategijo za izogibanje oviram, ki temelji na preklapljanju med dvema naucˇenima
giboma. Kormushev in kolegi [20] so prek kinesteticˇne demonstracije ucˇili robota,
kako izvajati trajektorije pri interakciji z okoljem, ki se nanasˇajo na kinematicˇni
del naloge.
Kinesteticˇno vodenje je izredno ucˇinkovita metoda pri ucˇenju kinematicˇnih
aspektov naloge, posebno tam, kjer dinamika interakcije z okoljem nima bistve-
nega vpliva na izvedbo naloge. Problem se pojavi, ko je interakcija z okoljem
bistveni del naloge. Slabost tega pristopa je, da sta demonstrator in robot
skozi demonstracijo fizicˇno sklopljena, zato je dinamika robota med demonstra-
cijo drugacˇna kot med avtonomnim delovanjem. Demonstrator tudi nima tocˇne
povratne informacije o silah, ki nastajajo med robotovim orodjem in okoljem.
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Poleg tega pa demonstrator tezˇko spreminja druge parametre robota, kot je na
primer impedanca, ki je kljucˇna pri poenostavitvi interakcije z okoljem [21].
Yang in kolegi [22] so predlagali metodo vodenja impedance robotske roke,
osnovano na delovanju cˇlovekove roke, ki postopoma prilagaja togost tako, da
minimizira napako sledenja ob prisotnosti motenj iz okolja. Nekatere sˇtudije
[23, 20, 24, 25] so predlagale uporabo variance pri demonstriranih pozicijskih
trajektorijah za oceno impedance, vendar pri omenjenih metodah uporabnik ro-
bota oziroma demonstrator nima neposrednega vpliva na impedanco. Buchli in
kolegi [26] so predlagali uporabo ucˇenja s poskusˇanjem za dolocˇitev ustrezne im-
pedance robotske roke, vendar tudi ta ne omogocˇa uporabniku direktne kontrole
nad naucˇeno impedanco, kar lahko povzrocˇi nezazˇeleno delovanje v dolocˇenih
primerih.
Nekatere raziskave na podrocˇju teleoperacij z roboti so predlagale uporabo
dodatnega vmesnika, ki cˇloveku omogocˇa direktno spreminjanje robotove impe-
dance. Walker in kolegi [27, 28] so uporabili vmesnik za vodenje robotove togosti,
ki je bil osnovan na senzorju sile stiska dlani. Ajoudani in kolegi [29] so predla-
gali vmesnik, ki oceni impedanco vrha cˇlovekove roke prek merjenja aktivacije
antagonisticˇnih parov miˇsic. Impedanco cˇlovekove roke pa so potem preslikali v
impedanco robotske roke. Omenjena primera sta bila omejena zgolj na teleope-
racijo in njihov pristop ni vkljucˇeval robotskega ucˇenja za avtonomno izvedbo
nalog.
Predhodno omenjene probleme kinesteticˇnega vodenja je mogocˇe resˇiti z
vkljucˇitvijo cˇloveka v robotovo regulacijsko zanko prek dolocˇenih vmesnikov za
posredovanje ukazov robotu in za posredovanje povratne informacije robotovih
senzorjev cˇloveku. Ta pristop temelji na robotski teleoperaciji [30], s pomocˇjo ka-
tere lahko cˇlovek upravlja in hkrati ucˇi robota. Dva izmed pomembnih segmentov
tega pristopa sta cˇlovekova prilagodljivost in senzoricˇno-motoricˇno ucˇenje [31].
Cˇlovek skozi senzoricˇno-motoricˇno ucˇenje pridobi znanje o izvajanju naloge prek
robota, ki se nato zajame za kasnejˇse avtonomno delovanje robota [32, 33, 34].
Oztop in kolegi [32] so naucˇili robotsko roko manipulacije objekta med prsti
roke. Pri tem so za vodenje robota uporabili posebno rokavico, ki je zaznavala
gibanje prstov cˇlovekove roke. Premiki cˇlovekovih prstov pa so premikali prste
robotske roke. Za povratno informacijo so uporabili cˇlovekov vid. Kormushev
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in kolegi [20] so nadgradili znanje o izvedbi pozicijskih trajektorij z znanjem o
izvajanju sile na okolje prek rocˇnega hapticˇnega vmesnika. Pri tem je cˇlovek
poleg vizualne povratne informacije imel tudi informacijo o sili na vrhu robota.
Evrard in kolegi [35] so uporabili podoben hapticˇni vmesnik za ucˇenje robotske
roke dvigovanja objektov v sodelovanju z drugim robotom.
Omenjeni pristopi so omejeni na ucˇenje gibanja robotskih rok. Obstaja nekaj
metod ucˇenja gibanja celotnega telesa, ki temeljijo na opticˇnem sistemu za zajem
gibanja cˇlovekovega telesa. Podatki o gibanju sklepov cˇlovekovega telesa pa se
potem uporabijo za gibanje ekvivalentnih sklepov telesa humanoidnega robota.
Ti pristopi cˇloveku ne podajajo povratne informacije o dinamiki robotskega te-
lesa. Poleg tega dinamicˇni aspekti gibanja niso predmet demonstracije. Babicˇ
in kolegi [33] so predlagali pristop za vodenje robotskega telesa, pri katerem so
cˇloveku podali povratno informacijo o gibanju robotovega tezˇiˇscˇa v obliki pre-
mikov tocˇke na zaslonu. Vizualna informacija se je v tem primeru izkazala za
nekoliko neintuitivno [33].
1.2 Cilji disertacije
Glavni cilj doktorske disertacije je bil razviti metode ucˇenja robotov s cˇlovekovo
demonstracijo za izvajanje nalog, pri katerih prihaja do fizicˇne interakcije robota
z okoljem. Te metode temeljijo na cˇlovekovem senzoricˇno-motoricˇnem ucˇenju
[31] za prenos znanja na robote. Bistveni princip tega je vkljucˇitev cˇlovekovega
senzoricˇno-motoricˇnega sistema v robotovo regulacijsko zanko. Skozi upravljanje
robota cˇlovekovi mozˇgani pridobivajo znanje o robotu in izvajanju naloge. Sˇtudije
v nevroznanosti so pokazale sposobnost cˇlovesˇkih mozˇganov za izgradnjo internih
modelov zunanjega sveta [36, 37]. To cˇloveku omogocˇa vkljucˇitev razlicˇnih orodij
v svojo telesno predstavo, kar je ena izmed pomembnih lastnosti primatov [38].
Cˇlovek, ki upravlja robota pri izvedbi dolocˇene naloge, lahko tako pridobi model
o robotu in izvedbi naloge. Ta model pa lahko zajamemo s pomocˇjo metod
strojnega ucˇenja in ga potem uporabimo za avtonomno vodenje robota.
Za uspesˇno vkljucˇitev cˇloveka v robotovo regulacijsko zanko so potrebne
metode pretvorbe informacij, primernih za robota, v informacije, primerne za
cˇloveka, in obratno. Te metode potem lahko sluzˇijo za vmesnike med robotom in
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cˇlovekom, ki zakljucˇijo povratno zanko. V primeru ucˇenja gibanja telesa huma-
noidnega robota je bil cilj izboljˇsati dosedanje sˇtudije, pri katerih je bila povratna
informacija o dinamiki telesa zgolj vizualne narave in posledicˇno ni bila intuitivna
za cˇloveka [33]. Izboljˇsava je v smeri metode, ki namesto povratne informacije
o dinamiki robotskega telesa vizualnega znacˇaja podaja povratno informacijo na
nivoju sil.
Poleg izboljˇsave povratne informacije pa je bil cilj tudi izboljˇsati metode, s
katerimi cˇlovek skozi ucˇenje vpliva na gibanje in lastnosti robota. Raziskave gi-
banja cˇlovekove roke so pokazale, da cˇlovek poenostavi interakcijo z okoljem na
osnovi zmozˇnostjo prilagajanja impedance [21, 39]. Na podlagi te prednosti so
bile razvite metode teleoperacije, ki poleg vodenja robotskega gibanja cˇloveku
omogocˇajo tudi nastavljanje impedance robota v realnem cˇasu [28, 29]. Te me-
tode niso vkljucˇevale ucˇenja robotov. Nekaj metod ucˇenja robotov je vkljucˇevalo
ucˇenje impedance robota posredno prek uporabe informacije o varianci demonstri-
ranih trajektorij v stopnji po postopku demonstracije [23, 20, 25]. Posledicˇno te
metode niso omogocˇale demonstratorju neposrednega vodenja nad ucˇenjem impe-
dance v realnem cˇasu. Cilj disertacije je bil razviti metode ucˇenja, ki vkljucˇujejo
vmesnike za demonstracijo vodenja impedance robota v realnem cˇasu. Uporaba
teh metod posledicˇno omogocˇa enostavnejˇse ucˇenje in boljˇso izvedbo nalog, pri
katerih je fizicˇna interakcija robota z okoljem bistvenega pomena.
Do sedaj je bil pri vecˇini pristopov ucˇenja robotov z demonstracijo proces
razdeljen na dve stopnji. V prvi stopnji je cˇlovek demonstriral znanje robotu, pri
cˇemer so se shranjevali podatki, sestavljeni iz senzoricˇnih informacij in motoricˇnih
ukazov. V drugi stopnji pa so se pridobljeni ucˇni podatki uporabili za izgradnjo
strategije vodenja prek ene izmed metod strojnega ucˇenja.3 Slabost tega pristopa
je, da cˇlovek med demonstracijo nima popolne informacije o uspesˇnosti ucˇenja.
Poleg tega je zaradi dvostopenjske narave sam pristop s staliˇscˇa uporabnika bolj
kompleksen in pocˇasnejˇsi. Pri nasˇih metodah zˇelimo, da robot pridobiva znanje
zˇe med demonstracijo in na podlagi tega postopoma samostojno izvaja nalogo.4
Aspekt sprotnega ucˇenja je sˇe posebej pomemben v rehabilitacijski robotiki
3V literaturi se za to vrsto ucˇenja uporablja anglesˇki izraz ”off-line learning”.
4V literaturi se za to vrsto ucˇenja uporablja anglesˇki izraz ”on-line learning”.
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pri vodenju eksoskeletov5. Vodenje eksoskeletov prav tako temelji na vkljucˇitvi
cˇloveka v robotovo regulacijsko zanko. Dosedanji pristopi vodenja eksoskeletov,
ki so uporabljali metode ucˇenja, so vecˇinoma delovali na principu dvostopenjskega
ucˇenja [40]. Pri tem se je eksokelet naucˇil izvajanja podpornega gibanja/navorov
za tocˇno dolocˇeno nalogo, ki jo je potem periodicˇno izvajal. Tak pristop ne
omogocˇa dobre prilagodljivosti, saj je v primeru spremembe pogojev ali naloge
treba izvajanje ustaviti in ponovno naucˇiti novo podporno gibanje oziroma na-
vore. Nasˇ cilj je bil razvoj metode vodenja eksokeleta z uporabo robotskega
ucˇenja, ki omogocˇa sprotno prilagajanje naucˇenih podpornih navorov.
1.3 Pregled eksperimentov
Metode ucˇenja robotov s cˇlovekom v povratni zanki, ki smo jih razvili v okviru
disertacije, smo aplicirali na treh podrocˇjih robotike: humanoidna robotka, so-
delovanje cˇloveka z industrijsko robotsko roko in vodenje eksoskeletov. Skupni
tocˇki vseh treh sta prisotnost cˇloveka in poudarek na fizicˇni interakciji robota z
okoljem pri izvajanju nalog. Eksperimentalni del disertacije je razdeljen na tri
dele glede na omenjena tri podrocˇja robotike.
1.3.1 Odzivi humanoidnega robota na nepredvidljive fizicˇne interak-
cije s cˇlovekom in z okoljem
Delovanje robota v cˇlovekovem okolju je nestrukturirano in nepredvidljivo, zato je
kljucˇno, da je robot sposoben primernih odzivov na kontakte z okolico. Cˇe robot
ni sposoben ohranjati telesa v stabilnem stanju pri nepricˇakovanih motnjah iz
okolice, lahko pride do posˇkodb robota, opreme ali celo cˇloveka. Pri eksperimen-
tih v povezavi z ucˇenjem humanoidnega robota smo se osredotocˇili na interakcije
z okoljem in s cˇlovekom, pri katerih nas je zanimalo gibanje celotnega telesa.
Eksperimente smo izvedli na robotu HOAP-3 proizvajalca Fujitsu. Za uspesˇno
ucˇenje smo razvili metodo posredovanja povratne informacije o dinamiki robo-
tovega telesa v obliko, primerno za cˇloveka. Ta povratna informacija je delovala
na nivoju sil, ki jih je cˇlovek cˇutil na lastnem telesu. V ta namen smo razvili
5Ang. ”exoskelet”je tip robota, katerega naloga je ojacˇanje obstojecˇih oziroma nadomestitev
okvarjenih zmozˇnosti cˇlovesˇkega telesa.
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poseben hapticˇni vmesnik, ki je bil potem uporabljen pri ucˇenju nalog.
Prva naloga je bila odzivanje na cˇlovekove ukaze v obliki fizicˇne interakcije.
Pri tem je cˇlovek drzˇal robota za roke in ga poljubno vlekel ali potiskal, robot
pa se je moral podajano odzivati in prilagajati svojo konfiguracijo telesa, da je
sledil namenu cˇloveka. V drugem eksperimentu smo robota naucˇili vodenja drzˇe
in stabilnosti telesa ob prisotnosti zunanjih motenj. Pri tem je cˇlovek izvajal
sunke sile na robotovo telo, robot pa je moral ohranjati stabilno drzˇo. Omenjeni
pristop ucˇenja smo nato nadgradili z metodo, ki omogocˇa zdruzˇevanje naucˇenega
gibanja telesa na podlagi cˇlovekove demonstracije s socˇasnim vodenjem rok na
podlagi inverzne kinematike.
1.3.2 Manipulacija z objekti in sodelovanje s cˇlovekom
Primerni odzivi telesa humanoidnih robotov na zunanje motenje in fizicˇne inte-
rakcije z okoljem so kljucˇni za varnost njihovega delovanja v nestrukturiranem
ter nepredvidljivem okolju. Na drugi strani pa glavno uporabnost robotov pred-
stavljajo robotove roke in njihova sposobnost manipulacije z objekti v okolici.
Za resˇevanje manipulacijskih nalog smo izvedli eksperimente, kjer smo razvili in
uporabili metode ucˇenja robotov s cˇlovekom v regulacijski zanki. Eksperimenti
so bili izvedeni na robotski roki Kuka LWR (Light Weight Arm Robot) [41].
V prvi seriji eksperimentov smo robota ucˇili izvedbe naloge, pri kateri je po-
trebno sodelovanje s cˇlovekom. V ta namen smo izbrali nalogo zˇaganja materiala
z zˇago za dve osebi. Pri tej nalogi prihaja do izrazite fizicˇne interakcije tako z
okoljem kot s cˇlovekom prek orodja. Za uspesˇno izvedbo naloge sta potrebni do-
bra koordinacija gibanja in impedance roke obeh sodelujocˇih agentov. Za prenos
znanja o izvedbi te naloge smo razvili metodo ucˇenja, ki demonstratorju omogocˇa,
poleg ucˇenja gibanja, tudi ucˇenje modulacije robotove togosti.
V drugi seriji eksperimentov pa smo razvili metodo za ucˇenje industrijske
naloge sestavljanja objektov iz dveh ali vecˇ delov s pritrditvenimi vijaki. Pri tem
je bilo treba potisniti vijak, ki se je drzˇal enega dela, v utor drugega dela in ga
podrsati po utoru do mesta pritrditve. Poleg tega smo robota naucˇili, kako vijacˇiti
vijak v neznani material. Tudi ti dve nalogi sta zahtevali modulacijo robotove
impedance za poenostavljeno in varno izvedbo.
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1.3.3 Vodenje eksoskeletov
Za dobro vodenje eksoskeletov je kljucˇna interakcija med cˇlovekom/uporabnikom
in robotskim mehanizmom. V vecˇini primerov aktivnega upravljanja eksoskeletov
je cˇlovek tako ali drugacˇe vkljucˇen v robotovo regulacijsko zanko. V okviru ucˇenja
robotov s cˇlovekom v povratni zanki smo razvili novo metodo vodenja eksokeleta.
Ta temelji na minimizaciji pripadajocˇih miˇsicˇnih aktivnosti prek adaptivnega
ucˇenja trajektorij podpornih navorov v sklepih robota. Eksperimente smo izvedli
na eksoskeletih ATR-BRI za podporo rok [42, 43], ki jih poganjajo pnevmatske
miˇsice. Naloga v eksperimentih je bila periodicˇno premikanje objekta z neznano
maso iz ene tocˇke v drugo pri dolocˇenih frekvencah.
V prvi seriji eksperimentov smo testirali razvito metodo vodenja na ekso-
skeletu za pomocˇ komolcu. Namen je bil pokazati glavne lastnosti in prednosti
metode, kot so: (1) adaptacija naucˇenega podpornega gibanja/navorov v real-
nem cˇasu, (2) delovanje brez dinamicˇnih modelov robota in cˇloveka, (3) delovanje
brez modelov za oceno navorov v sklepih iz miˇsicˇne aktivnosti ter (4) mozˇnost di-
rektnega ucˇenja tlaka pnevmatske miˇsice, zaradi katere ne potrebujemo modelov
za preslikavo med tlakom in navorom miˇsice. V drugem delu teh eksperimentov
pa smo pokazali, da je metoda sposobna izoblikovati profile navora v sklepih za
gibanje vrha roke, ki vkljucˇuje vecˇ kot eno prostostno stopnjo.
Da bi pokazali, da je metodo mogocˇe uporabiti za sˇirsˇo populacijo, smo v
zadnjem sklopu sˇtudijo nadgradili s serijo eksperimentov, ki so vkljucˇevali stati-
sticˇno analizo na vecˇ subjektih. Pri tem smo primerjali izvedbo naloge z uporabo
razvite metode vodenja in izvedbo naloge brez metode. Primerjavo smo izvedli
na podlagi napake med referencˇnim in dejanskim gibanjem. Te napake so bile
povezane z amplitudo in frekvenco gibanja. Poleg tega nas je pri uporabi metode
zanimal cˇas adaptacije eksoskeleta, ki nam je podal informacijo o koadaptaciji
robota in uporabnika.
2. Ucˇenje robotskega gibanja s cˇlovekom v po-
vratni zanki
Metode ucˇenja gibanja robotov, ki smo jih razvili v okviru disertacije, temeljijo
na vkljucˇitvi cˇloveka v robotovo regulacijsko zanko. Blocˇna shema na sliki 2.1 pri-
kazuje osnovni princip delovanja metode. Cˇloveka in njegov senzoricˇno-motoricˇni
sistem smo vkljucˇili v robotovo regulacijsko zanko prek primernih vmesnikov za
pretvorbo in posredovanje informacij med obema. Ukazni vmesnik je izmeril
cˇlovekove ukaze in jih pretvoril v obliko primerno za vodenje robotovega telesa.1
Ta vmesnik je omogocˇal tako vodenje gibanja kot impedance delov telesa. Na
drugi strani pa je povratnozancˇni vmesnik pretvoril informacije o stanju robota v
obliko, primerno za vzbujanje cˇlovekovih cˇutil.2 Ta povratna informacija demon-
stratorju3 omogocˇa opazovanje stanj robota, na podlagi katerih lahko izoblikuje
potrebno strategijo vodenja in posreduje primerne ukaze robotu.
Kljucˇni element prikazane metode ucˇenja robotov je cˇlovekova sposobnost sen-
zoricˇno-motoricˇnega ucˇenja. Demonstrator skozi zaprtozancˇno vodenje robota
vkljucˇi robota v svojo telesno predstavo [32]. Pri tem centralni zˇivcˇni sistem pri-
dobi notranje modele o robotu in izvedbi nalog z njim, ki predstavljajo cˇlovekovo
strategijo vodenja robota. Za izoblikovanje strategije izvajanja naloge pa demon-
strator uporabi tudi svoje kognitivne sposobnosti in svoje predhodne izkusˇnje.
Koncˇna cilja metode ucˇenja robota sta zajem cˇlovekovega znanja in njegova upo-
raba za samostojno vodenje robota pri izvedbi zˇelenih nalog.
Pri prenosu znanja je treba izlusˇcˇiti strategijo vodenja robota pri izvedbi
1Primer sestavnega dela ukaznega vmesnika je sistem za zajem gibanja, ki izmeri gibanje
cˇlovekovega telesa v realnem cˇasu.
2Primer povratnozancˇnega vmesnika je hapticˇni vmesnik za posredovanje informacije o silah,
ki jih izmeri robot s senzorji sile.
3Izraz demonstrator bomo uporabili za opis cˇloveka, ki prek teleoperacije ucˇi robota.
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Slika 2.1: Shema ucˇenja robotskega gibanja s cˇlovekom v povratni zanki. Svetlo
modra barva predstavlja proces ucˇenja robota s cˇlovekom v povratni zanki, med-
tem ko svetlo rdecˇa barva predstavlja avtonomno delovanje robota na podlagi
posredovanega znanja. Temno modra barva predstavlja demonstratorja, temno
rdecˇa barva pa predstavlja robota.
naloge, ki jo je demonstrator pridobil prek upravljanje robota in senzoricˇno-
motoricˇnega ucˇenja. Zaradi kompleksnosti delovanja cˇlovekovega centralnega
zˇivcˇnega sistema in pomanjkanja primernih metod za razvozlanje njegovega de-
lovanja je direkten dostop do notranjih modelov v centralnem zˇivcˇnem sistemu
trenutno neizvedljiv, vendar pa lahko delovanje aproksimiramo s pristopom zu-
nanjega opazovanja motoricˇnih odzivov na dane pogoje in senzoricˇne informacije,
ki je standardna metoda pri sˇtudijah v nevroznanosti [44, 21, 45, 46] ter pri
cˇlovekovem motoricˇnem vodenju [47, 48, 49]. Na tem pristopu temelji tudi pre-
nos znanja s cˇloveka na robota v nasˇih metodah.
Cˇlovekovo znanje za vodenja robota pri izvedbi zˇelene naloge smo zajemali
s pomocˇjo merjenja robotskega gibanja, ki je bilo posledica demonstratorjevih
ukazov, in s pomocˇjo merjenja stanja robota prek robotskih senzorjev. Prido-
bljeni senzoricˇno-motoricˇni pari pri posameznih vzorcˇnih cˇasih predstavljajo ucˇno
mnozˇico podatkov, ki nam podaja priblizˇek cˇlovekove strategije vodenja robota.
To strategijo vodenja pa smo zapisali s pomocˇjo metod strojnega ucˇenja. Pri tem
je priˇslo do posplosˇitve danih ucˇnih podatkov, kar omogocˇa izoblikovanje stra-
tegije vodenja tudi za primere, ki niso bili eksplicitno vkljucˇeni v ucˇno mnozˇico
(interpolacija in dolocˇena mera ekstrapolacije).
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2.1 Predstavitev strategije vodenja
Najbolj enostavna predstavitev strategije vodenja robota je mogocˇa v obliki di-
rektne preslikave med senzoricˇnimi informacijami in motoricˇnimi odzivi. Pre-
slikavo dobimo s pomocˇjo metod za opis funkcije med izmerjenimi senzoricˇno-
motoricˇnimi pari, funkcijo pa potem uporabimo pri vodenju robota. Tak pristop
temelji na zaprtozancˇnem vodenju in se obnasˇa podobno kot regulator, saj so
trenutni motoricˇni odzivi odvisni od trenutne povratne informacije iz senzorjev.
Nekoliko bolj kompleksna predstavitev strategije vodenja robota so trajekto-
rije. Trajektorija je zapis poti nekega dela telesa kot funkcija cˇasa. Pri tem je cˇas
lahko normaliziran na periodo, cˇe gre za periodicˇno gibanje [50]. Izvedba trajek-
torije je v osnovi vnaprej predpisano obnasˇanje sistema (ang. feed-forward con-
trol). Povratna informacija iz senzorjev pa se v vecˇini uporabi na viˇsjenivojskem
vodenju za izbiro posamezne trajektorije in njen zacˇetek izvajanja [37]. V pri-
meru periodicˇnih trajektorij lahko povratno senzoricˇno informacijo uporabimo za
spreminjanje frekvence izvajanja trajektorij [51, 52, 34].
Za zapis trajektorij obstaja vecˇ metod. Trajektorijo lahko preprosto zapiˇsemo
z vzorci, ki vsebujejo tocˇke, sestavljene iz parov trenutnega cˇasa in lege. Ta pri-
stop je enostaven in intuitiven, vendar terja veliko racˇunalniˇskega spomina za
zapis vseh vzorcev. Poleg tega so prehodi med vzorci nezvezni in posledicˇno taka
trajektorija ni gladka. Omenjena dva problema lahko resˇimo z uporabo zapisa
z zlepki (ang. spline). Ta pristop temelji na uporabi interpolacijskih metod za
generacijo trajektorije med nekaj shranjenimi tocˇkami. Pri tem je trajektorija
predstavljena z zaporedno vezanimi polinomi. Za razliko od shranjevanja vseh
vzorcev ta pristop zahteva veliko manj racˇunalniˇskega spomina, saj je treba shra-
niti le nekaj pomembnih vmesnih tocˇk. Poleg tega z interpolacijo med tocˇkami
dosezˇemo ustrezno gladkost trajektorije, ki je pomembna za njihovo dobro izva-
janje na realnih sistemih. Glavna omejitev osnovne metode zlepkov je nekoliko
bolj zapletena modifikacija trajektorije. Pri modifikaciji lokalnega segmenta tra-
jektorije sta potrebna ponoven izracˇun in prilagoditev parametrov polinomov. To
lahko predstavlja omejitev v primeru, ko je potrebna modifikacija trajektorij v
realnem cˇasu.
Podobno gladkost trajektorij in njihovo ekonomicˇnost zapisa lahko dosezˇemo
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z dinamicˇnim elementarnim gibanjem (DEG) [53]. Bistvene prednosti te metode
so: (1) z metodo lahko enostavno zapiˇsemo tako neperiodicˇne kot periodicˇne gibe,
(2) parametricˇna narava omogocˇa enostavno in efektivno shranjevanje/ucˇenje tra-
jektorij, (3) trajektorije niso eksplicitno odvisne od cˇasa (mozˇnost normalizacije
na fazo) in so robustne na motnje, (4) metodo je mogocˇe enostavno modificirati
za povezavo z drugimi metodami [54].
2.1.1 Dinamicˇna elementarna gibanja (DEG)
Dinamicˇna elementarna gibanja v splosˇnem opisujejo trajektorije za pomikanje
iz neke zacˇetne tocˇke v neko koncˇno tocˇko. Temeljijo na sistemu diferencialnih
enacˇbah drugega reda. Sistem enacˇb je podan kot [53]:
τdeg b˙ = αdeg
(
βdeg(g − a)− b
)
, (2.1)
τdega˙ = b, (2.2)
kjer a predstavlja velicˇino, ki jo zˇelimo zapisati s trajektorijo, a˙ njen odvod, b je
pomozˇna spremenljivka, g je cilj oziroma koncˇna tocˇka trajektorije in τdeg pred-
stavlja cˇas trajanja trajektorije. S parametroma αdeg in βdeg (pozitivni konstanti)
zagotovimo primerno konvergenco sistema, ki mora konvergirati proti cilju g. Na
sliki 2.2 je prikazan primer uporabe sistema enacˇb (2.1)-(2.2).
Sistem enacˇb (2.1)-(2.2) lahko sam po sebi opiˇse le nekaj genericˇnih trajektorij
in v primeru metode DEG predstavlja le osnovo. To osnovo modificiramo z
nelinearnim cˇlenom, ki omogocˇa poljubno spreminjanje oblike trajektorije [53]:
f(φ) =
N∑
i=1
ψi(φ)w
deg
i
N∑
i=1
ψi(φ)
, (2.3)
pri tem so ψi radialne bazne funkcije razporejene po dolzˇini trajanja trajektorije
s srediˇscˇi v ci in sˇirinami hi. Vsaka od njih pa je utezˇena z utezˇmi w
deg
i , prek
katerih je mogocˇa modulacija oblike trajektorije. Sˇtevilo utezˇi in radialnih funkcij
N dolocˇa resolucijo zapisa trajektorije. Bazne funkcije so definirane z Gaussovo
funkcijo:
ψi(φ) = e
− (φ−ci)
2
hi . (2.4)
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Slika 2.2: Primer trajektorije, pridobljene s sistemom enacˇb (2.1)-(2.2). Na prvem
grafu je prikazan polozˇaj a, ki gre od 0 proti cilju g pri vrednosti 1. Na drugem
grafu je prikazana hitrost a˙.
Za bolj splosˇen zapis se lahko izognemo direktni cˇasovni odvisnosti trajektorije
tako, da cˇas normaliziramo glede na trajanje trajektorije. S tem dobimo odvisnost
od faze φ:
τdegφ˙ = −αφφ, (2.5)
pri tem je sprememba vrednosti faze poteka od zacˇetnega cˇasa φ(t0) = 1 do
koncˇnega cˇasa φ(tk) = 0. Resˇitev enacˇbe 2.5 je φ = e
− αφt
τdeg . S povecˇevanjem cˇasa
t faza φ pada eksponentno proti nicˇ. To zagotavlja konvergenco modificiranega
sistema k cilju [a b]T = [g 0]T .
DEG je torej podan kot sistem diferencialnih enacˇb:
τdeg b˙ = αdeg
(
βdeg(g − a)− b
)
+ f(φ), (2.6)
τdega˙ = b, (2.7)
Primer uporabe metode DEG za zapis trajektorije je podan na sliki 2.3. V tem
primeru smo izbrali 10 baznih funkcij z enakomerno porazdeljenimi centri ci po
faznem obmocˇju.
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Slika 2.3: Primer fazno normaliziranega dinamicˇnega elementarnega giba. Prvi
graf prikazuje izmerjeno trajektorijo. Drugi graf prikazuje trajektorijo, zapisano
z metodo DEG. Tretji graf prikazuje razporeditev Gaussovih baznih funkcij glede
na fazo.
2.1.2 Periodicˇna dinamicˇna elementarna gibanja
Metodo DEG je mogocˇe uporabiti tudi za zapis periodicˇnih trajektorij [50].
Glavna razlika med standardno in periodicˇno verzijo DEG je, da cˇas trajanja
trajektorije zamenja frekvenca izvajanja periode trajektorije Ω. Zaradi peri-
odicˇnosti moramo zagotoviti istolezˇnost zacˇetne in koncˇne tocˇke, kar omogocˇa
zvezno ponavljanje trajektorije. Periodicˇna verzija DEG prav tako temelji na
sistemu diferencialnih enacˇb drugega reda [50]:
b˙ = Ω
(
αdeg
(
βdeg(−a)− b
)
+ f(φ)
)
, (2.8)
a˙ = Ωb, (2.9)
kjer a predstavlja velicˇino, ki jo zˇelimo zapisati s trajektorijo, a˙ njen odvod, b
pomozˇno spremenljivko in f(φ) nelinearni cˇlen za oblikovanje trajektorije. Pri
nasˇih metodah ucˇenja manipulacije je bila a trajektorija gibanja vrha robota v
posamezni osi kartezicˇnega koordinatnega sistema ali trajektorija togosti vrha
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robota. Pri razviti metodi adaptivnega ucˇenja gibanja eksoskeletov pa je bila a
trajektorija navora v sklepu robota.
Cˇlen f(φ) je definiran z enacˇbo (2.3), enako kot pri standardi verziji. Gaussove
funkcije ψi(φ) so fazno odvisne in so definirane z enacˇbo:
ψi(φ) = e
cos(φ−ci)−1
h , (2.10)
kjer parameter h predstavlja sˇirino funkcij, ci pa so njihovi centri, enakomerno
porazdeljeni po faznem obmocˇju med 0 in 2pi.
2.1.3 Adaptivno ocenjevanje stanja
Trajektorija v splosˇnem predpisuje dolocˇeno vnaprej definirano gibanje. Pri pe-
riodicˇnem izvajanju trajektorije sta kljucˇni faza in frekvenca. Za adaptivno de-
lovanje je zazˇeleno, da imamo mozˇnost modulacije faze in posledicˇno frekvence
izvajanja trajektorije prek dolocˇene povratne informacije. V ta namen so bili raz-
viti adaptivni oscilatorji, ki imajo zmozˇnost ocene faze in frekvence opazovanega
signala [51, 52]. Izbira opazovanega signala za oceno pa je odvisna od metode
vodenja in nacˇina resˇevanja dane naloge [51, 52, 34]. V nasˇem primeru smo pri
metodi ucˇenja manipulacijskih nalog uporabili gibanje robotske roke za signal za
oceno frekvence. Pri metodi vodenja eksoskeletov pa smo izbrali signal cˇlovekove
miˇsicˇne aktivnosti. Fazo in frekvenco, ki jo je ocenil adaptivni oscilator, pa smo
uporabili za vodenje faze in frekvence periodicˇnih DEG (enacˇba (2.8)).
Adaptivni oscilator oceni fazo φ in frekvenco Ω po naslednjih enacˇbah [51]:
φ˙ = Ω−Kosc · eosc · sin(φ), (2.11)
Ω˙ = −Kosc · eosc · sin(φ). (2.12)
Ocenjeno fazo φ in frekvenco Ω smo uporabili za vodenje faze ter frekvence tra-
jektorij, zapisanih s periodicˇnimi DEG (glej enacˇbe (2.8)-(2.10)). Parameter Kosc
iz enacˇb (2.11) in (2.12) dolocˇa faktor sklapljanja med oscilatorjem ter DEG [51].
Napaka eosc je podana kot razlika med periodicˇnim signalom aosc (vhodni
signal, ki je lahko neka trajektorija gibanja) in notranjo oceno tega vhodnega
signala aˆosc:
eosc = aosc − aˆosc. (2.13)
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Notranja ocena aˆosc se izvaja prek uporabe Fourier-jove vrste [52]
4:
aˆosc =
M∑
i=0
(αosc cos(iφ) + βosc sin(iφ)), (2.14)
kjer je M velikost Fourierjeve vrste. Parametri Fourierjeve vrste se izracˇunajo po
naslednjem postopku:
α˙osc = η cos(iφ) · eosc, (2.15)
β˙osc = η sin(iφ) · eosc, (2.16)
kjer je parameter η faktor sklapljanja.
2.2 Ucˇenje strategije vodenja
Strategijo vodenja, predstavljeno s senzoricˇno-motoricˇno preslikavo ali trajekto-
rijami, smo robota naucˇili s pomocˇjo metod nadzorovanega strojnega ucˇenja. Pri
nadzorovanem strojnem ucˇenju na osnovi dane ucˇne mnozˇice, sestavljene iz vhod-
izhod parov, dobimo funkcijsko preslikavo med vhodnimi in izhodnimi podatki.
Ker pride do posplosˇevanja ucˇnih podatkov, je pri napovedi izhodne vrednosti
za neko novo vhodno vrednost mozˇna interpolacija med podatki. Dobra lastnost
posplosˇevanja je, da pridobimo znanje tudi za primere, ki niso bili eksplicitno
pokazani.
Ena izmed bolj razsˇirjenih metod strojnega ucˇenja so umetne nevronske mrezˇe
[55, 56, 57], ki v osnovi poskusˇajo posnemati strukturo cˇlovesˇkih mozˇganov. Za-
radi neparametricˇne narave je njihova uporaba enostavna. Dobri lastnosti ne-
vronskih mrezˇ sta njihova sposobnost obdelave velike mnozˇice ucˇnih podatkov in
zmozˇnost resˇevanja nelinearnih problemov. Ena izmed slabosti neronskih mrezˇ
pa je, da imajo lastnost ”cˇrne sˇkatle”. Iz tega sledi, da modifikacija njihovega
delovanja ni enostavna. Poleg tega je interpretiranje znanja iz zˇe naucˇene neron-
ske mrezˇe zapleteno, podobno kot pri direktni interpretaciji znanja iz cˇlovesˇkih
mozˇganov.
4Gams in kolegi [51] so za izgradnjo notranje ocene vhodnega signala predlagali uporabo
serije vzporedno vezanih oscilatorjev. Petricˇ in kolegi [52] so predlagali poenostavitev prek
nadomestitve serije oscilatorjev s Fourierjovo vrsto.
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Alternativa umetnim nevronskim mrezˇam so razlicˇni pristopi ucˇenja z uporabo
statisticˇnih metod posplosˇevanja, ki so v zadnjih letih postale sestavni del mnogih
aplikacij strojnega ucˇenja v robotiki [58]. Za razliko od nevronskih mrezˇ so te
metode parametricˇnega znacˇaja in njihova uporaba je nekoliko bolj zahtevna.
Dobra lastnost teh metod je verjetnostna narava napovedi, kar pomeni, da je
mogocˇ izracˇun intervala zaupanja za dano napoved izhodne vrednosti. Poleg tega
je modifikacija delovanja teh metod relativno enostavna, kar jim omogocˇa dobro
modularnost.5
V nasˇih metodah ucˇenja smo se odlocˇili za uporabo statisticˇnih metod stroj-
nega ucˇenja, predvsem zaradi enostavne modifikacije delovanja in parametricˇne
oblike zapisa. Pri tem smo uporabili Gaussov regresijski proces (ang. Gaussin
Process Regression) [60, 61] in lokalno utezˇeno regresijo (ang. Locally Weighted
Regression) [62, 63, 64]. Gaussov regresijski proces spada med globalno regresijo,
medtem ko lokalno utezˇena regresija spada med lokalno regresijo.
Globalna regresija pri napovedi izhodne vrednosti, za dolocˇeno vhodno vre-
dnost, uporabi celotno mnozˇico ucˇnih podatkov. Lokalna regresija pa pri napovedi
ne uporabi neposredno celotne ucˇne mnozˇice, temvecˇ uporabi vnaprej dolocˇene
lokalne modele. Pri lokalni regresiji se ucˇna mnozˇica razdeli na vecˇ podmnozˇic
oziroma obmocˇij, ki jih opiˇsemo z lokalnimi modeli. Pri napovedi izhodne vre-
dnosti je treba izracˇunati le vplive posameznih lokalnih modelov. Pri Gaussovem
regresijskem procesu bazo znanja predstavlja kar celotna ucˇna mnozˇica. Pri lo-
kalno utezˇeni regresiji pa bazo znanja predstavljajo vnaprej izracˇunani lokalni
modeli, ki opisujejo odvisnost med vhodi in izhodi za posamezna obmocˇja ucˇne
mnozˇice.
Prednost globalne regresije v primerjavi z lokalno regresijo je v boljˇsem po-
splosˇevanju in natancˇnejˇsi napovedi izhodne vrednosti [58]. Ker pri globalni re-
gresiji vzamemo celotno mnozˇico ucˇnih podatkov, je ta racˇunsko zahtevnejˇsa.
Racˇunska zahtevnost Gaussovega regresijskega procesa je O(n3), kjer je n sˇtevilo
ucˇnih tocˇk [58]. Lokalni pristop ne uporablja celotne mnozˇice ucˇnih podat-
kov, ampak uporablja predhodno definirane lokalne modele, kar obcˇutno zmanjˇsa
5Primerjavo med ucˇenjem navigacije robota z nevronskimi mrezˇami in s statisticˇnimi meto-
dami smo izvedli v okviru diplomskega dela [59]. V tem primeru so se nevronske mrezˇe izkazale
za bolj primerne, predvsem zaradi velike mnozˇice podatkov.
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racˇunsko zahtevnost teh metod pri napovedi izhodnih vrednosti za dane vhodne
vrednosti. Racˇunska kompleksnost pri lokalno utezˇeni regresiji je le O(n) [58].
Natacˇnost lokalne regresije je omejena na aproksimacijo obmocˇja z linearnim mo-
delom. Gaussov regresijski proces lahko uporabimo tam, kjer je zahtevana visoka
natancˇnost napovedi. Lokalno utezˇena regresija pa je trenutno ena izmed najhi-
trejˇsih regresijskih metod [58] in jo lahko uporabimo, kadar potrebujemo visoko
frekvenco napovedi.
Osnovni Gaussov regresijski proces ne omogocˇa sprotnega pridobivanja znanja
in prilagajanja naucˇenega modela, zato je primeren pri dvostopenjskem ucˇenju
robotov. Pri tem je treba najprej zbrati ucˇne podatke in jih v naslednjem koraku
uporabiti za izgradnjo modela. Na drugi strani pa lokalno utezˇena regresija, za-
radi lokalnih modelov in relativno majhne racˇunske zahtevnosti, omogocˇa sprotno
prilagajanje modelov, zato je primerna za uporabo pri metodah sprotnega ucˇenja
robotov. Prednost metode dvostopenjskega ucˇenja robotov je, da ima uporabnik
mozˇnost izbire in obdelave ucˇnih podatkov v fazi med stopnjo demonstracije ter
stopnjo strojnega ucˇenja. Prednosti sprotnega ucˇenja pa sta hitrejˇse ucˇenje in
enostavnejˇsa uporaba s staliˇscˇa uporabnika.
2.2.1 Gaussov regresijski proces (GRP)
Gaussov regresijski proces je metoda verjetnostnega modeliranja. Ta na podlagi
dane ucˇne mnozˇice poda funkcijsko odvisnost med pari vhodnih in izhodnih po-
datkov. To funkcijo lahko uporabimo za napoved izhodne vrednosti za poljubno
vhodno vrednost znotraj obmocˇja ucˇnih podatkov. Poleg napovedi pa dobimo
tudi informacijo o zaupanju v to vrednost, kar je lahko izredno koristna lastnost
pri vodenju robotov.6 Gaussov regresijski proces smo uporabili pri metodi ucˇenja
vodenja telesa humanoidnih robotov, kjer smo strategijo vodenja predstavili s sen-
zoricˇno-motoricˇnimi pari. Pri tem so bili vhodni podatki x senzoricˇne informacije
s senzorjev robota (srediˇscˇe pritiska robota), izhodni podatki y pa motoricˇni od-
6En tak primer je uporaba variance demontiranih gibanj robota za dolocˇanje njegove impe-
dance [20, 24, 25].
2.2 Ucˇenje strategije vodenja 21
zivi v obliki kotnih hitrosti v sklepih.7
Napoved izhodne vrednosti yˆ pri Gaussovem regresijskem procesu je sesta-
vljena iz pricˇakovane srednje vrednosti y in intervala negotovosti v obliki modela
Gaussovega sˇuma [61]:
yˆ = y +N(0, σ2). (2.17)
Regresija je iskanje funkcije pricˇakovanih vrednosti y prek posplosˇevanja ucˇnih
podatkov. Pri posplosˇevanju je potrebna dolocˇena informacija o medsebojni
odvisnosti posameznih podatkov iz ucˇne mnozˇice. Za ta namen smo uporabili
naslednjo kovariancˇno funkcijo, ki izrazˇa korelacijo med posameznimi vhodnimi
vrednosti s pomocˇjo Gaussove bazne funkcije [61]:
d(xi, xj) = σ
2
f exp
[−(xi − xj)2
2h2
]
+ σ2nδ(xi, xj), (2.18)
kjer sta xi in xj dva enodimenzionalna izmerjena vhodna podatka. V nasˇem
primeru je bil vhodni podatek senzoricˇna informacija iz robotovih senzorjev, po-
vezana z dinamiko gibanja njegovega telesa (premikanje srediˇscˇa pritiska). Para-
meter h predstavlja sˇirino Gaussove bazne funkcije, parametra σ pa predstavljata
varianco. S sˇirino h dolocˇamo korelacijo med podatki glede na medsebojno od-
daljenost. Vecˇji parameter h pomeni, da dobimo korelacijo tudi med medsebojno
bolj oddaljenimi podatki. Manjˇsi parameter h pa pomeni, da je korelacija le med
podatki, ki imajo majhno medsebojno oddaljenost. Kroneckerjeva delta funkcija
δ(xi, xj) je razlicˇna od nicˇ le v primeru, ko je xi = xj. Parameter σn modelira
sˇum pri zajemanju ucˇnih podatkov.
Gaussov regresijski proces zahteva izracˇun korelacijskih funkcij d(xi, xj) za vse
mozˇne kombinacije vhodnih podatkov. Te kombinacije sestavljajo kovariancˇno
matriko D, katere elementi so korelacije med posameznimi vhodnimi vrednostmi
7V tem poglavju smo oznako x uporabili za neki vektor vhodnih podatkov in oznako y za
njegov pripadajocˇi vektor izhodnih podatkov v senzoricˇno-motoricˇnem paru. Skupek vhodnih
podatkov X predstavlja mnozˇico vhodnih ucˇnih podatkov, skupek izhodnih podatkov Y pa
predstavlja mnozˇico izhodnih ucˇnih podatkov. V nadaljnjih poglavjih bomo x in y uporabili
kot dva podatka, ki se navezujeta na polozˇaj v oseh kartezicˇnega koordinatnega sistema.
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iz ucˇne mnozˇice:
D =

d(x1, x1) d(x1, x2) · · · d(x1, xn)
d(x2, x1) d(x2, x2) · · · d(x2, xn)
...
...
. . .
...
d(xn, x1) d(xn, x2) · · · d(xn, xn)

. (2.19)
V splosˇnem je lahko kovariancˇna funkcija katera koli funkcija, ki ustreza po-
goju nenegativne definitnosti matrike D [61]. Diagonalni elementi kovariancˇne
matrike imajo najvecˇjo vrednost (σ2f + σ
2
n), ker je korelacija med istimi vhodnimi
podatki najvecˇja. Vrednosti ostalih elementov matrike D pa z oddaljenostjo od
diagonale padajo proti nicˇ. To je posledica vecˇje medsebojne oddaljenosti in po-
sledicˇno manjˇsega medsebojnega vpliva med posameznima vhodnima podatkoma
xi ter xj.
Ker je vhodni podatek lahko vecˇdimenzionalni, kovariancˇno funkcijo, podano
z enacˇbo (2.18), zapiˇsemo v vektorski obliki:
d(xi,xj) = σ
2
f exp
[
− 1
2
(xi − xj)TH−1(xi − xj)
]
+ σ2nδ(xi,xj), (2.20)
pri cˇemer je matrika H sestavljena iz parametrov h, ki dolocˇajo sˇirine Gaussovih
baznih funkcij:
H =

h21 0
. . .
0 h2n
 , (2.21)
kjer je dimenzija kvadratne matrike H enaka dimenziji vektorja vhodnih podat-
kov x. Parametre σf , σn in h1, · · · , hn dolocˇimo na podlagi danih podatkov ucˇne
mnozˇice. Ti parametri morajo biti vecˇji od nicˇ, da zadostimo pogoju nenegativne
definitnosti matrike D. Nastavitev parametrov lahko izvedemo s pomocˇjo opti-
mizacijskih metod [61] ali pa eksperimentalno. Ker v nasˇem primeru nismo imeli
visoke dimenzije vhodnega podatka, smo nastavitev izvedli eksperimentalno.
Cilj Gaussovega regresijskega procesa je napovedati izhodno vrednost yˆ za
neki nov vhodni podatek x∗, ki ni bil vkljucˇen v ucˇno mnozˇico. Napoved temelji
na normalni porazdelitevi izhodnih vrednosti za neki vhodni podatek in jo opisuje
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izraz [61]: Y
yˆ
 ∼ N(0,
D(X,X) + σ2nI D(X,x∗)
D(x∗,X) D(x∗,x∗)
), (2.22)
kjer je yˆ napoved izhodne vrednoti za vhodno vrednost x∗, Y pa je mnozˇica
izhodnih vrednosti za pripadajocˇo mnozˇico vhodnih vrednosti X iz ucˇne mnozˇice
podatkov. V nasˇem primeru je bil vektor izhodne vrednosti sestavljen iz spremen-
ljivk gibanja robota v notranjih koordinatah (vektor kotnih hitrosti). Najboljˇsa
napoved za izhodno vrednost je srednja vrednost normalne porazdelitve mozˇnih
izhodnih vrednosti [61]:
y¯ = µ(x∗) = D(x∗,X)
[
D(X,X) + σ2nI
]−1
Y . (2.23)
Racˇunsko zahteven del [D(X,X) + σ2nI
]−1
smo izracˇunali predhodno in ga po-
tem uporabili za izracˇun napovedi, saj je odvisen le od vhodnih podatkov ucˇne
mnozˇice. Cˇe zˇelimo naucˇeni model prilagoditi z dodajanjem novih ucˇnih podat-
kov, pa je treba ta izraz izracˇunati ponovno. To lahko naredi nenehno prilagajanje
neprakticˇno pri visoki dimenziji podatkov.
2.2.2 Lokalno utezˇena regresija (LUR)
Lokalno utezˇeno regresijo smo uporabili pri metodi ucˇenja vodenja telesa huma-
noidnega robota, kjer je robot sprotno pridobival zanje skozi demonstracijo. Pri
tem so bili vhodni podatki senzoricˇne informacije iz senzorjev (srediˇscˇe pritiska
robota), izhodni podatki pa motoricˇni odzivi v obliki trenutnih vrednosti kotov
v sklepih robota. Pri razvitih metodah ucˇenja manipulacijskih nalog robotske
roke in pri metodi vodenja eksoskeletov, kjer smo strategijo vodenja predstavili s
trajektorijami, pa smo uporabili lokalno utezˇeno regresijo za ucˇenje parametrov
dinamicˇnih elementarnih gibanj.
Lokalno utezˇena regresija predstavi funkcijsko odvisnost med vhodnimi in
izhodnimi podatki ucˇne mnozˇice s kombinacijo linearnih lokalnih modelov. Vsa-
kemu izmed modelov je dodeljena domena, ki dolocˇa vpliv tega modela na na-
poved izhodne vrednosti glede na blizˇino vhodne vrednosti temu modelu [63].
Lokalno utezˇena regresija definira napoved izhodne vrednosti yˆ(x) kot sesˇtevek
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vseh prispevkov linearnih lokalnih modelov [63]:
yˆ(x) =
N∑
i=1
wlwri y
model
i
N∑
i=1
wlwri
, (2.24)
pri cˇemer so ymodeli lokalni modeli in w
lwr
i pripadnosti modelov. Vsaka pripadnost
predstavlja vrednost aktivacije domene modela in posledicˇno vpliv linearnega
lokalnega modela pri napovedi izhodne vrednosti yˆ za vhodno vrednost x. Pri
ucˇenju trajektorij je bila x demonstrirana trajektorija, yˆ pa naucˇena. Domeno
modela lahko predstavimo z Gaussovo bazno funkcijo [63]:
wlwri = exp
(− 1
2
(x− ci)TH lwr−1i (x− ci)
)
, (2.25)
pri cˇemer je H lwri pozitivno definitna matrika, ki vsebuje informacijo o velikosti
domene modela oziroma obmocˇja lokalnega modela. Parameter ci predstavlja
srediˇscˇe i-tega linearnega lokalnega modela. Ta je definirana podobno kot ek-
vivalentna matrika v enacˇbi (2.21). Iz enacˇbe (2.25) vidimo, da vpliv posame-
znega lokalnega modela na napoved yˆ(x) pada z razdaljo vhodnega podatka x
od srediˇscˇa domene tega modela.
Linearni lokalni model je definiran kot [63]:
ymodeli = (x− ci)Tmi +m0,i = x˜Ti M i, (2.26)
x˜ = [(x− ci)T , 1]T , (2.27)
kjer je ymodeli napoved izhodne vrednosti i-tega modela za vhodni vektor x in ci
je srediˇscˇe i-tega linearnega lokalnega modela. Pri poenostavljeni obliki enacˇbe je
vektor M i sestavljen iz parametrov za opis modela, medtem ko je x˜ oddaljenost
vhodnega vektorja od centra modela.
Pri postopku ucˇenja je treba dolocˇiti parametre M i, ki opisujejo obliko lokal-
nega modela, in parametre ci ter H
lwr
i , ki dolocˇajo polozˇaj in velikost domene
modela. Ucˇenje poteka inkrementalno, kar pomeni, da podatke iz ucˇne mnozˇice
dodajamo v proces enega za drugim.8 Vsak ucˇni podatek (x,y) posodobi ob-
8Vrstni red podatkov, ki jih podajamo v algoritem, lahko vpliva na rezultat ucˇenja. V
primeru uporabe lokalno utezˇene regresije pri dvostopenjskem ucˇenju lahko zbrane podatke
podamo v vrstnem redu, ki omogocˇa bolj enakomerno utezˇenost glede na celoten ucˇni prostor.
V primeru sprotnega ucˇenja pa je treba podajati podatke v vrstnem redu tako, kot so trenutno
na voljo v realnem cˇasu.
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stojecˇe stanje posameznega modela prek rekurzivne metode najmanjˇsih kvadratov
[63]:
M(k + 1) = M(k) + wlwrP (k + 1)x˜eTlwr, (2.28)
elwr = (y −M (k)T x˜), (2.29)
P (k + 1) =
1
λ
(
P (k)− P (k)x˜x˜
TP (k)
λ
wlwr
+ x˜TP (k)x˜
)
, (2.30)
pri cˇemer parameter λ imenujemo faktor pozabljanja (ang. forgetting factor), ki
postopoma odpravi prispevke predhodnih ucˇnih podatkov.
Spreminjanje velikosti domene modela poteka na osnovi modificiranega
krizˇnega preverjanja, tipa ”izpusti enega”(ang. leave-one-out cross validation)
[63]. Skozi dodajanje novih podatkov v proces ucˇenja je treba dodati nove lo-
kalne modele ali odstraniti obstojecˇe. To zagotovi primerno razporeditev lokalnih
modelov po prostoru, ki ga dolocˇa ucˇna mnozˇica podatkov. Novi model in pripa-
dajocˇa domena se dodata, cˇe trenutni ucˇni podatek (x,y) ne aktivira nobenega od
obstojecˇih domen modelov vecˇ kot za dolocˇen prag wdodaj [63]. Srediˇscˇe novona-
stale domene modela pa se trenutno nastavi na polozˇaj ucˇnega podatka (c = x).
Cˇe dve domeni modela hkrati povzrocˇita aktivacijo, vecˇjo od dolocˇenega praga
wodstr, pa se model z vecˇjo determinanto matrike H
lwr
i odstrani [63]. Namen
tega je preprecˇiti nepotrebno prekrivanje in zgosˇcˇenost lokalnih modelov ter s
tem dosecˇi boljˇso racˇunsko ucˇinkovitost napovedi izhodne vrednosti.
2.2.3 Ucˇenje trajektorij z lokalno utezˇeno regresijo
Za ucˇenje trajektorij, zapisanih z DEG, smo uporabili metodo, ki temelji na
ucˇenju pri lokalno utezˇeni regresiji. Na primer, zˇeleno funkcijo oblike periodicˇne
trajektorije fd dobimo iz enacˇbe [51]:
fd =
a¨d
Ω2
− αdeg
(
βdeg (−ad)− a˙d
Ω
)
, (2.31)
kjer so ad, a˙d in a¨d zˇelena velicˇina zapisana s trajektorijo ter njena odvoda. Utezˇi
wdegi Gaussovih funkcij ψi znotraj funkcije fd posodabljamo v realnem cˇasu z
uporabo rekurzivne metode najmanjˇsih kvadratov [63, 51]:
wdegi (k + 1) = w
deg
i (k) + ψiPi(k + 1)rer(k), (2.32)
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kjer je r konstanta in er predstavlja napako med zˇelenim ucˇnim signalom fd v
nekem trenutku k ter utezˇjo wdegi , ki opisuje ta trenutek trajektorije:
er(k) = fd(k)− wdegi (k)r. (2.33)
Faktor P je dolocˇen kot [63, 51]:
Pi(k + 1) =
1
λ
(
Pi(k)− Pi(k)
2r2
λ
ψi
+ Pi(k)r2
)
, (2.34)
kjer je wdegi (0) = 0, Pi(0) = 1 in i = 1, 2, ..., N , pri cˇemer je N sˇtevilo utezˇi.
3. Ucˇenje fizicˇne interakcije telesa humanoi-
dnega robota s cˇlovekom in z okoljem
To poglavje je razdeljeno na sˇtiri dele. Prvi del obsega predstavitev metode pre-
tvorbe senzoricˇnih podatkov o dinamiki robota v povratno informacijo, primerno
za cˇloveka, in predstavitev hapticˇnega vmesnika, ki smo ga razvili v ta namen.
V drugem delu je predstavljen pristop ucˇenja odzivov humanoidnega robota na
fizicˇne interakcijo s cˇlovekom. V tretjem delu je predstavljen pristop ucˇenja re-
akcij telesa na zunanje motnje, ki temelji na sprotnem ucˇenju in delitvi vodenja
med robotom ter demonstratorjem. V cˇetrtem delu pa je predstavljen pristop
za zdruzˇevanje znanja, demonstriranega s strani cˇloveka, in vodenja gibanja na
osnovi inverzne kinematike.
3.1 Pretvorba senzoricˇnih informacij v povratno informa-
cijo za cˇloveka
3.1.1 Metoda pretvorbe
Pri ucˇenju fizicˇne interakcije robota z okoljem nas je zanimalo gibanje celotnega
telesa. Za uspesˇno vodenje in ucˇenje takega gibanja demonstrator potrebuje pri-
merno povratno informacijo o dinamiki gibanja telesa. V ta namen smo zasnovali
metodo, ki pretvori informacijo o dinamicˇnih spremembah robotovega telesa v
povratno informacijo, primerno za cˇloveka. Ideja je, da se cˇlovek pocˇuti, kot da
bi bil utelesˇen v robotu in bi opravljal dane naloge z robotom. Pri tem smo se
osredotocˇili na dva pomembna parametra dinamike bipedalnih sistemov: masno
tezˇiˇscˇe in srediˇscˇe pritiska (ang. centre of presssure).
Sˇtudije v biomehaniki in nevroznanosti so pokazale, da je gibanje masnega
tezˇiˇscˇa kljucˇna informacija pri motoricˇnih odzivih telesa v fazi vodenja drzˇe telesa
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[46]. Srediˇscˇe pritiska izvira iz mehanike tekocˇin [65, 66] in je pogosto uporabljeno
pri raziskavah cˇlovekove hoje ter ravnotezˇja [67]. Srediˇscˇe pritiska je definirano
kot tocˇka prijemaliˇscˇa vsote reakcijski sil med podlago in robotovim podplatom
[66, 67, 65]. Cˇe podplat robota stoji na horizontalni podlagi in ne drsi, potem
trenje kompenzira vse sile, ki niso pravokotne na podlago. Ob tej predpostavki
je mogocˇe polozˇaj srediˇscˇa pritiska rCoP izracˇunati kot integral polja tlaka po
podpornem poligonu1:
rCoP =
∫
A
rpdA∫
A
pdA
, (3.1)
kjer je A povrsˇina podpornega poligona, rCoP polozˇaj in p tlak infinitezimalnega
dela dA podpornega poligona A.
Srediˇscˇe pritiska sovpada s tocˇko nicˇelnega navora (ang. Zero Moment Po-
int) v primeru, ko je srediˇscˇe pritiska znotraj podpornega poligona [68].2 Tocˇka
nicˇelnega navora je definirana kot tocˇka na podlagi, kjer sta horizontalni kompo-
nenti navora zaradi vpliva vztrajnosti in gravitacije enaki nicˇ [69, 68]. Za izracˇun
tocˇke nicˇelnega navora potrebujemo dinamicˇni model robota. Prednost srediˇscˇa
pritiska je, da ne potrebujemo dinamicˇnih modelov, ampak ga lahko izmerimo s
pritiskovnimi plosˇcˇami v podplatih. Srediˇscˇe pritiska in tocˇka nicˇelnega navora
sta povezana z masnim tezˇiˇscˇem. V staticˇnih pogojih, ko na masno tezˇiˇscˇe ne
delujejo sile in navori,3 je srediˇscˇe pritiska enako projekciji masnega tezˇiˇscˇa na tla
oziroma podlago. V nasprotnem primeru, ko na tezˇiˇscˇe delujejo sile oziroma na-
vori, pa se pojavi razlika med projekcijo tezˇiˇscˇa in srediˇscˇem pritiska. Ta razlika
predstavlja delovanje sile oziroma navora na tezˇiˇscˇe.
Pri posredovanju povratne informacije smo uporabili robotovo srediˇscˇe priti-
ska, izmerjeno s pritiskovnimi plosˇcˇami v podplatih, in ga pretvorili v silo, ki de-
luje na cˇlovekovo tezˇiˇscˇe. Ideja je, da lahko demonstrator v realnem cˇasu zaznava
sile, ki delujejo na robotovo tezˇiˇscˇe. To omogocˇa primerne odzive na trenutno
dinamicˇno stanje robota v obliki motoricˇnih ukazov pri postopku ucˇenja.
1Podporni poligon je konveksno polje med obema stopaloma.
2V primeru hoje ali padca lahko fiktivna tocˇka nicˇelnega navora gre izven podpornega poli-
gona. Srediˇscˇe pritiska pa je po definiciji lahko le med podlago in podpornim poligonom, zato
v tem primeru ostane na robu podpornega poligona [68].
3Sile na tezˇiˇscˇe so lahko posledica delovanja robotovih aktuatorjev ali fizicˇne interakcije z
okoljem.
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Predlagana metoda pretvorbe preslika odmik robotovega srediˇscˇa pritiska v
horizontalno silo, ki deluje v priblizˇni legi tezˇiˇscˇa cˇlovekovega telesa. Preslikava
temelji na modelu linearnega invertiranega nihala s tocˇkasto maso, ki je pogosto
uporabljen pri poenostavljeni analizi stabilnosti humanoidnih robotov [70, 71]. Ta
model je sestavljen iz brezmasnega stojala in tocˇkaste mase, kjer je skoncentrirana
masa robota. Model predpostavlja, da se pri odmiku od vertikalnega polozˇaja
stojalo iztegne in drzˇi maso na konstanti oddaljenosti od tal. Torej, masa se lahko
giblje le po ravnini, ki je ortogonalna na podlago.
Pri obstojecˇem modelu linearnega invertiranega nihala projekcija tocˇkaste
mase na tla ni v isti tocˇki kot srediˇscˇe pritiska, cˇe masa pospesˇuje oziroma za-
vira. Pri nasˇi metodi smo model modificirali in predpostavili staticˇni ekvivalent
za dano dinamicˇno stanje. Torej, tocˇkasto maso modela linearnega invertiranega
nihala postavimo v polozˇaj, kjer bi ob ekvivalentih staticˇnih pogojih proizvedla
trenutno izmerjeno srediˇscˇe pritiska. Uporabljeni model je prikazan na sliki 3.1. Z
geometrijsko analizo dobimo zˇeleno preslikavo med horizontalno silo in srediˇscˇem
pritiska:
Fx = KfbFg sin(ϕ) cos(ϕ) = KfbFg
CoPxhCoM(√
CoP 2x + h
2
CoM
)2 , (3.2)
kjer je Fx horizontalna sila, ki deluje na cˇlovekovo tezˇiˇscˇe v anterior-posteriorni
osi, Fg je gravitacijska sila, CoPx je izmerjeno robotovo srediˇscˇe pritiska v
anterior-posteriorni osi, hCoM je konstanta viˇsina tocˇkaste mase od tal, ϕ je kot
Slika 3.1: Metoda pretvorbe na osnovi linearnega invertiranega nihala s tocˇkasto
maso.
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odmika nihala od vertikalne lege in Kfb je skalarni faktor, ki omogocˇa adaptacijo
magnitude sile. Nastavitev parametra Kfb mora biti taka, da je sila povratne
informacije Fx dovolj majhna, da pretirano ne ovira demonstratorja pri ucˇenju
gibanja. Na drugi strani pa mora zagotavljati dovolj veliko silo, da omogocˇa po-
sredovanje povratne informacije. Parameter Kfb smo nastavili eksperimentalno.
3.1.2 Hapticˇni vmesnik
Prakticˇna izvedba povratnozancˇnega vmesnika predstavlja hapticˇni vmesnik, raz-
vit posebej za ta namen (slika 3.2). Ta vmesnik je vseboval po dva vlecˇna me-
hanizma za izvajanje sile v posamezni osi. Vlecˇni mehanizem smo sestavili iz
motorja in vitla ter ga pritrdili na podporno ogrodje, ki je omogocˇalo nastavitev
viˇsine izvajanja sile. Na bobnu vitla smo navili kabel, ki ga je vlekel motor. Drugi
konec kabla smo pripeli na pas, ki je predstavljal vrh hapticˇnega vmesnika. Pas
smo tesno pripeli okoli zˇelenega dela demonstratorjevega telesa, da ni priˇslo do
nezazˇelenega natezanja. Med pasom in kablom smo montirali senzor sile, ki sluzˇil
za regulacijo vlecˇne sile.
Konfiguracija dveh motorjev na posamezno os je omogocˇala neovirano premi-
kanje cˇloveka v ostalih dveh oseh. Za primer vzemimo le eno aktivno os v cˇlovekovi
anterior-posteriorni osi in dve proste osi v lateralni ter inferior-superiorni (ver-
Slika 3.2: Razvit hapticˇni vmesnik.
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tikalni) osi. Cˇe se cˇlovek premakne v katero od prostih osi, pride do izmika z
aktivne osi in dolzˇina kabel/zˇica se lahko primerno prilagodi tako, da se odvije z
bobna vitla. To omogocˇa tudi uporabo vecˇ kot ene aktivne osi. Cˇe bi imeli le en
vlecˇni mehanizem in eno konstantno dolgo zˇico na posamezno os, premikanje na
ostalih oseh ne bi bilo mogocˇe.
Podporna ogrodja smo postavili na medsebojno oddaljenost nekaj metrov,
tako da sta oba konca zˇice poravnana (vzporedna). Skozi postopek ucˇenja je
demonstrator stal vpet med ogrodjema. Viˇsino motorja in vlecˇne zˇice smo prila-
godili na dimenzije demonstratorja. Ta je bila pogojena s polozˇajem cˇlovekovega
tezˇiˇscˇa. Priblizˇni polozˇaj tezˇiˇscˇa cˇlovekovega telesa v stojecˇem polozˇaju je na 55
% viˇsine cˇlovekovega telesa [72].
Pri izvedbi vmesnika je bil uporabljen elektricˇni servomotor Festo EMMS-AS-
100-M z nazivnim navorom 5,69 Nm. Med motor in vitel smo povezali reduktor s
prestavnim razmerjem 5. Radij bobna vitla, na katerem je bil navit vlecˇni kabel,
je bil enak r = 5 cm. Za povezovalni kabel med motorjem in pasom smo izbrali
primerno mehko jekleno pletenico debeline 2 mm. Vlecˇni mehanizem je prikazan
na sliki 3.3 levo. Za merjenje sile na zˇici smo uporabili vecˇosni senzor sile JR3
90M31A. Slika 3.3 desno prikazuje senzor, pritrjen na povezovalni pas. Senzorjev
koordinatni sistem smo postavili tako, da je bila njegova z os pravokotna na pas
oziroma cˇlovekovo telo. Skupno silo, s katero vmesnik deluje na cˇlovekovo telo,
smo dobili s sesˇtevkom posameznih izmerjenih komponent senzorja:
Fa =
√
F 2sx + F
2
sy + F
2
sz, (3.3)
kjer je Fa dejanska sila na zˇici in Fs so sile, ki jih izmeri senzor v posamezni osi
koordinatnega sistema senzorja.
Na sliki 3.4 je prikazana blocˇna shema celotnega sistema. Dva motorja sta bila
pripeta prek povezovalne zˇice na dva senzorja sile, ki sta bila pritrjena na pas.
Vsak motor je imel svojo regulacijsko enoto za zagotavljanje zˇelenega navora.
Na prvem racˇunalniku (PC1) je tekel program za vodenje hapticˇnega vmesnika,
ki je skrbel za komunikacijo med obema regulacijskima enotama motorja in za
zajemanje podatkov iz senzorjev sil. Ta program je bil napisan v programskem
jeziku C na operacijskem sistemu Linux in je deloval s frekvenco 1000 Hz. Na
podlagi izmerjenih sil so se izracˇunavali primerni regulirni navori, ki so bili nato
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Slika 3.3: Vlecˇni mehanizem (levo) in povezovalni pas s senzorji sile (desno).
Slika 3.4: Blocˇna shema delovanja hapticˇnega vmesnika.
posredovani regulacijski enoti posameznega motorja. Povezava med PC1 in re-
gulacijsko enoto motorja je potekala prek protokola CAN Bus. Drugi racˇunalnik
(PC2) je sluzˇil za viˇsjenivojsko vodenje in je omogocˇal vodji eksperimenta nadzor
nad vmesnikom. Viˇsjenivojski program je bil zasnovan v programskem okolju
MATLAB Simulink. S pomocˇjo Simulinka smo nastavljali parametre delovanja
sistema in zbirali podatke za kasnejˇso analizo. PC1 in PC2 sta bila med seboj
povezana prek Ethernet UDP povezave.
Naloga hapticˇnega vmesnika je bila zagotavljanje povratne informacije o sta-
nju robota v obliki horizontalne sile na demonstratorjevo tezˇiˇscˇe. To silo je generi-
ral vlecˇni mehanizem prek povezovalne zˇice. Vsak motor je deloval v navorovnem
nacˇinu (ang. torque-mode) z omejitvijo hitrosti. Navor na osi vitla se je preslikal
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Slika 3.5: Shema regulacije sile posameznega vlecˇnega mehanizma.
v silo na zˇici. Povezavo med silo in navorom opisuje naslednji dinamicˇni model:
FM =
(
τmodel − τstic(Θ˙)− τfric(Θ˙)
)
n
r
, (3.4)
kjer je FM sila na vrhu bobna, τmodel je ocenjeni potrebeni navor motorja, n
je prestavno razmerje reduktorja, r je radij bobna, na katerem je navita zˇica,
τstic(Θ˙) je navor staticˇnega trenja, τfric(Θ˙) je navor dinamicˇnega trenja in Θ˙ je
kotna hitrost motorja. Za zagotavljanje zˇelene sile na vrhu hapticˇnega vmesnika
smo izdelali regulacijsko shemo, ki je prikazana na sliki 3.5. Ta shema vkljucˇuje
klasicˇni povratnozancˇni PID-regulator in dinamicˇni model mehanizma. Model
je vseboval parametre reduktorja in priblizˇek navora staticˇnega trenja. Ker pri
delovanju hapticˇnega vmesnika motorja delujeta predvsem v hitrostnem obmocˇju
okoli Θ˙ = 0, smo se odlocˇili, da izgubnega navora zaradi dinamicˇnega trenja ne
vkljucˇimo v model. Odstopanja od modela bodisi zaradi neuposˇtevanja trenja in
ostale dinamike, razlicˇnih motenj ter mozˇnega navijanja zˇice okoli bobna v vecˇjih
nivojih pa kompenziramo s PID-regulatorjem.
Model mehanizma nam poda oceno navora motorja τmodel, ki je potreben za
dosego zˇelene sile na zˇici Fd. Regulator poda korekcijski navor τkor na podlagi na-
pake e med zˇeleno silo Fd in dejansko silo Fa. Vsota ocenjenega in korekcijskega
navora predstavlja regulirni navor motorja τreg, ki ga peljemo na regulacijsko
enoto. Ta pa prek interne regulacijske zanke zagotavlja regulirni navor motorja
in posledicˇno zˇeleno silo mehanizma. Cˇe pride do odstopanja pri oceni navora z
modelom in je dejanska sila manjˇsa od zˇelene sile, PID-regulator povecˇa regulirni
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navor τreg prek korekcijskega navora τkor, kar povzrocˇi postopno povecˇanje dejan-
ske sile na zˇici. Cˇe pa je dejanska sila vecˇja od zˇelene sile, pa korekcijski navor
zmanjˇsa regulirni navor in dejanska sila se posledicˇno zmanjˇsa.
Za podajanje sile v eni osi sta potrebna dva vlecˇna mehanizma. Za dobro
delovanje hapticˇnega vmesnika mora biti zˇica vedno napeta. Cˇe je zˇelena sila
nicˇ in se demonstrator premika proti vlecˇnemu mehanizmu je treba zagotoviti,
da se zˇica primerno navija na boben vitla. To smo naredili tako, da smo obema
motorjema dodali neki vnaprej dolocˇen navor, ki proizvaja silo Ft stran od cˇloveka
in drzˇi zˇico napeto, tudi ko je zˇelena sila hapticˇnega vmesnika enaka nicˇ. Ta navor
je moral biti dovolj majhen, da ni oviral delovanja demonstratorja. V nasˇem
primeru smo izbrali Ft = 10 N.
Vhodni parameter vmesnika je zˇelena sila, ki deluje na cˇloveka v dolocˇeni osi.
Ker imamo na vsaki strani po en motor, je bilo treba izvesti primerno koordinacijo
med obema motorjema za izvajanje sile v dani osi. To smo dosegli tako, da smo
za vsak motor izracˇunali navor odvisen od zˇelene sile. Cˇe je zˇelena sila enaka nicˇ,
potem oba mehanizma proizvajata silo Ft, ki skrbi za primerno napetost obeh zˇic.
Cˇe je zˇelena sila Fd manjˇsa od nicˇ, potem prvi motor vlecˇe s sesˇtevkom zˇelene sile
Fd in sile Ft, medtem ko drugi motor le drzˇi zˇico napeto. V nasprotnem primeru,
ko je zˇelena sila vecˇja od nicˇ, prvi motor vlecˇe s silo Ft in drugi motor s sesˇtevkom
sil Fd ter Ft. Omenjeni pristop vodenja opisujeta enacˇbi:
FM1 =
−Ft za Fd ≥ 0−(Ft + Fd) za Fd < 0 , (3.5)
FM2 =
Ft za Fd ≤ 0Ft + Fd za Fd > 0 , (3.6)
pri cˇemer je FM1 sila, ki jo generira prvi motor, FM2 je sila, ki jo generira drugi
motor, Ft je sila, ki drzˇi zˇico napeto, in Fd je zˇelena sila, ki je vhodni podatek v
vmesnik.
Zaradi prisotnosti cˇloveka smo poskrbeli za primerno varnost hapticˇnega vme-
snika. Pristop vodenja zˇelene sile v osi (enacˇbi (3.5) in (3.6)), poleg koordinacije
med obema motorjema, skrbi tudi za varnost. Ta zmanjˇsa mozˇnost, da bi oba
motorja vlekla z velikimi silami hkrati. Ko eden od motorjev vlecˇe z neko pred-
pisano silo, drugi vlecˇe le z zelo majhno silo, ki poskrbi za primerno napetost
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zˇice. Drugi zelo pomemben varnostni ukrep je vkljucˇeval omejitev hitrosti mo-
torjev. Cˇe bi demonstrator zaradi velike sile izgubil ravnotezˇje, ga mehanizem ne
sme povlecˇi s preveliko hitrostjo. Hitrost motorjev smo omejili na 500 obratov
na minuto, kar pomeni 1,667 obrata na sekundo na strani vitla, oziroma 0.5236
m/s horizontalne hitrosti zˇice. Poleg tega pa smo omejili tudi maksimalni navor
motorja na strani regulacijske enote na 2 N/m, kar proizvede maksimalno silo
mehanizma 200 N.
3.1.3 Nastavitev parametrov hapticˇnega vmesnika in preizkus delo-
vanja
Po ﬁzicˇni izgradnji hapticˇnega vmesnika smo izvedli nastavitve parametrov
hapticˇnega vmesnika za dosego zˇelenega delovanja sistema. Naprej smo izve-
dli identiﬁkacijo modela mehanizma za uporabo pri regulaciji sile. Model vitla in
radija je bil dolocˇen iz danih mehanskih lastnosti r
n
= 0.01 m. Model staticˇnega
trenja za posamezen motor smo dolocˇili z meritvijo. Na motor smo pripeljali
navor v obliki linearno narasˇcˇajocˇe funkcije in opazovali hitrostni odziv. Navor
staticˇnega trenja smo dolocˇili kot navor, pri katerem se je zacˇel motor gibati, in ga
vkljucˇili v model. Slika 3.6 prikazuje meritev za oba uporabljena motorja. Glede
na meritve je bil kompenzacijski navor za staticˇno trenje prvega motorja 0.167
Nm, kompenzacijski navor za staticˇno trenje drugega motorja pa 0.189 Nm.
Naslednji korak je bila nastavitev parametrov PID-regulatorja pri regulaciji
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Slika 3.6: Identiﬁkacija staticˇnega trenja motorjev.
36 Ucˇenje fizicˇne interakcije telesa humanoidnega robota s cˇlovekom in z okoljem
0 5 10 15 20 25 30
0
10
20
30
40
50
60
70
80
t / s
F 
/ N
 
 
referenca
izmerjena
Slika 3.7: Odziv sistema na stopnicˇasto vzbujanje pri nastavljenih parametrih
PID-regulatorja.
sile. Nastavitev je potekala eksperimentalno. Pri tem smo zˇico vpeli v steno
in opazovali odziv mehanizma na stopnico. Na vhod smo pripeljali zˇeleno silo
in opazovali dejansko silo na izhodu. Na podlagi karakteristike odziva smo po-
stopoma prilagajali ojacˇanja proporcionalnega, diferencialnega in integriranega
cˇlena regulatorja. Koncˇna nastavitev parametrov je bila: P = 0.027, I = 0.01
in D = 0.025. Na sliki 3.7 sta prikazana vhodni signal (moder graf), ki smo ga
uporabili pri eksperimentalni nastavitvi parametrov, in odziv, ki smo ga dobili
po nastavitvi parametrov.4
Po uspesˇni nastavitvi regulacijskih parametrov za oba mehanizma smo izvedli
eksperimente za evaluacijo delovanja izdelanega hapticˇnega vmesnika. Pri tem
smo cˇloveka vpeli v hapticˇni vmesnik in na vhod pripeljali razlicˇne testne signale
referencˇne sile. Slika 3.8 prikazuje rezultat omenjenega eksperimenta. Odziv na
prvi testni signal je prikazan na prvem grafu. Ta signal smo dobili s sesˇtevkom
sinusnih signalov razlicˇnih frekvenc in amplitud. Sesˇtevek je vseboval signale:
A = 40 N f = 0.3 Hz; A = 28 N f = 0.9 Hz; A = 16 N f = 1.3 Hz; A = 12
N f = 2 Hz. Pri tem je A amplituda in f frekvenca pripadajocˇega sinusnega
signala. Odziv na drugi testni signal je prikazan na drugem grafu. Ta signal smo
pridobili s pomocˇjo generatorja sˇuma, katerega izhod je bil frekvencˇno omejen s
pasovnim filtrom 0.25-1 Hz.
Ujemanje med referencˇnimi signali in silo, ki jo je proizvedel hapticˇni vmesnik,
4Sˇe boljˇsi odziv bi verjetno lahko dosegli z uporabo manj elasticˇne povezovalne zˇice, vendar
bi se ta tezˇje ovijala okoli bobna vitla.
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Slika 3.8: Eksperimentalna evaluacija delovanja izgrajenega hapticˇnega vmesnika
na dveh testnih signalih referencˇne sile.
je bilo zadovoljivo. Na podlagi rezultatov evaluacijskih eksperimentov smo priˇsli
do zakljucˇka, da je razvit hapticˇni vmesnik primeren za posredovanje povratne
informacije demonstratorju pri ucˇenju robota.
3.2 Metoda ucˇenja gibanja robotskega telesa za sledenje
interakciji s cˇlovekom
Fizicˇna interakcija cˇloveka z robotom je bila uspesˇno uporabljena pri nizˇje-
nivojskem ucˇenju gibanja. Tak primer je predhodno omenjeno kinesteticˇno
ucˇenje. Pri tem je robot v fazi interakcije pasiven. Na drugi strani pa nam fizicˇna
interakcija lahko sluzˇi kot orodje pri viˇsjenivojskih nalogah. Za primer navedimo
cˇlovekovo pomocˇ in usmerjanje robota pri navigaciji v kompleksnem okolju. Raz-
vito metodo zagotavljanja povratne informacije o dinamiki robotovega telesa smo
uporabili za zasnovo pristopa ucˇenja humanoidnih robotov izvajanja nalog, pri
katerih je treba razbrati ukaz cˇloveka v obliki fizicˇne interakcije in zagotoviti
primerno sledenje temu ukazu. Ta pristop je shematsko predstavljen na sliki 3.9.
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Slika 3.9: Shema pristopa ucˇenja robotov s cˇlovekov v kontrolni zanki za ucˇenje
odzivov telesa humanoidnih robotov na fizicˇne interakcije z okolico. Strojno
ucˇenje je bilo izvedeno na osnovi Gaussovega regresijskega procesa (GRP).
Shema 3.9 je nadgrajena verzija osnovne sheme na sliki 2.1, ki smo jo opisali v
drugem poglavju. Demonstrator je vkljucˇen v robotovo kontrolno zanko. Skozi ta
proces lahko demonstrator prek vodenja robota v realnem cˇasu vpliva na njegovo
izvajanje naloge. V tem pristopu je ukazni vmesnik temeljil na uporabi opticˇnega
sistema za zajem gibanja cˇloveka. Gibanje demonstratorja pa smo preslikali na
robota v realnem cˇasu. Povratnozancˇni vmesnik je bil sestavljen iz predlagane
metode zagotavljanja povratne informacije o dinamiki robotovega telesa in razvi-
tega hapticˇnega vmesnika. V shemo 3.9 smo dodali okolje in nalogo, ki je v tem
okolju. Demonstrator je prek svoje kognitivne sposobnosti resˇevanja dane naloge
in prek povratne informacije o stanju robota ucˇil robota izvajanja te naloge. V
tem primeru je bila naloga robota sledenje ukazom uporabnika robota v obliki
fizicˇne interakcije.
Za predstavitev naucˇene strategije vodenja smo uporabili direktno preslikavo
med senzoricˇnimi informacijami in motoricˇnimi odzivi. Senzoricˇni oziroma vho-
dni podatki pri strojnem ucˇenju so bili izmerjeni polozˇaji srediˇscˇa pritiska robota
CoPx. Motoricˇne odzive pa smo izvajali na nivoju kotnih hitrosti sklepov robota
q˙, ki so predstavljale izhodne podatke pri strojnem ucˇenju. Preslikavo med vho-
dnimi in izhodnimi podatki, ki opisujejo strategijo vodenja, smo pri tem pristopu
dobili s pomocˇjo Gaussovega regresijskega procesa (enacˇba (2.22)). V avtono-
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mni stopnji robota so bile izracˇunane primerne kotne hitrosti v sklepih robota v
realnem cˇasu po enacˇbi (2.23).
3.2.1 Eksperimenti
Eksperimente smo izvedli na humanoidnem robotu Fujitsu HOAP-3. Naloga ro-
bota je bila odziv na uporabnikove ukaze v obliki fizicˇne interakcije. Uporabnik
je drzˇal robota za obe roki. Zˇelen odziv je bil definiran kot sledenje rok glede
na informacijo o sili interakcije. Cˇe je uporabnik vlekel oziroma potiskal robota,
je ta moral ustrezno prilagoditi svojo konfiguracijo telesa, da je sledil iniciativi
uporabnika. Poleg tega je morala vsaka od konfiguracij ustrezati pogoju stabil-
nosti. Robot je namrecˇ moral ostati v stabilni drzˇi, da ni priˇslo do padca. V tem
eksperimentu smo pri vodenju konfiguracije telesa robota uporabili sˇtiri aktivne
sklepe: oba glezˇnja in oba kolka. Omejili smo se na premike v sagitalni ravnini.
Na drugi strani pa je demonstrator ucˇil robota izvajanja zastavljene naloge
prek razvite metode ucˇenja. Interakcija med robotom in uporabnikom je pov-
zrocˇila izmenjavo sil med obema agentoma. Ta zunanja sila interakcije je delovala
na robotovo tezˇiˇscˇe, kar se je odrazilo kot sprememba polozˇaja srediˇscˇa pritiska,
izmerjenega s senzorji sile v podplatih robota. To informacijo smo posredovali
demonstratorju prek razvite metode posredovanja povratne informacije. Silo, s
katero je deloval hapticˇni vmesnik na demonstratorjevo tezˇiˇscˇe, smo prilagodili
s skalarnim faktorjem Kfb iz enacˇbe (3.2), tako da je bila povratna informacija
najbolj ugodna za demonstratorja.
Demonstrator je na podlagi povratne informacije ucˇil spremembe konfiguracije
sklepov robota na nacˇin, da so te privedle do ustrezne izvedbe dane naloge. Na
njegove sklepe smo namestili opticˇne markerje za meritev polozˇaja prek sistema
za zajem gibanja. Ker smo se omejili na sagitalno ravnino, smo merili le eno
stran demonstratorjevega telesa. Pri meritvi smo dolocˇali polozˇaj glezˇnja, kolka
in rame. Iz polozˇajev sklepov smo prek geometrijskega modela izracˇunali kote v
sklepih glezˇnja in kolka. Prek odvajanja kota po cˇasu smo dobili kotne hitrosti q˙
za spremembo konfiguracije in jih posˇiljali v realnem cˇasu na pripadajocˇe sklepe
robota. Rotacijo ramenskega sklepa smo dolocˇili tako, da je roka vedno ostala
vzporedna tlom.
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Prva stopnja eksperimenta je bilo senzoricˇno-motoricˇno ucˇenje demonstra-
torja. Skozi ta proces je demonstrator razvil notranji model o vodenju robota
s svojim telesom prek predlagane metode ucˇenja. V naslednji stopnji je sledila
faza demonstracije znanja robotu. Pri tem je demonstrator izvajal nalogo prek
robota, hkrati pa je potekal zajem senzoricˇno-motoricˇnih parov ucˇnih podatkov.
Zbrano ucˇno mnozˇico podatkov pa smo uporabili pri strojnem ucˇenju z Gaus-
sovim regresijskim procesom za izgradnjo strategije vodenja robota. S tem smo
dosegli prenos znanja z demonstratorja na robota.
Slika 3.10 prikazuje pridobljene ucˇne podatke. Na prvem grafu je prikazan
izmerjeni polozˇaj srediˇscˇa pritiska glede na tocˇko glezˇnja, kjer je njegova najbolj
stabilna lega. Drugi in tretji graf pa prikazujeta kotne hitrosti glezˇnja ter kolka
robota, kot jih je dolocˇal demonstrator z gibanjem svojega telesa (modra cˇrta)
ter kot jih je dolocˇala naucˇena strategija vodenja (rdecˇa cˇrta). Ko je uporabnik
potiskal robota, se je srediˇscˇe pritiska premaknilo v posteriorno smer (nazaj). Pri
tem je demonstrator premaknil trup nazaj prek rotacije v kolku, kot je razvidno
s tretjega grafa. S tem je dosegel, da sta vrha rok podajno sledila fizicˇni inte-
rakciji. Za zagotovitev stabilne drzˇe robotovega telesa pa je demonstrator hkrati
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Slika 3.10: Ucˇni podatki, pridobljeni skozi demonstracijo. Prvi graf prikazuje
izmerjeno srediˇscˇe pritiska robota glede na glezˇenj CoPx. Drugi graf prikazuje
kotne hitrosti v glezˇnju q˙g. Tretji graf prikazuje kotne hitrosti v kolku q˙k. Modra
cˇrta predstavlja demonstrirane odzive, rdecˇa pa naucˇene odzive.
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Slika 3.11: Strategija vodenja oziroma model znanja izvajanja naloge. Zeleni graf
prikazuje kotno hitrost glezˇnja, rdecˇi graf pa kotno hitrost kolka v odvisnost od
odmika srediˇscˇa pritiska.
rotiral glezˇenjski sklep v nasprotno smer v primerjavi s sklepom kolka (glej drugi
graf). To je mogocˇe zaradi redundance, ki nastane pri vodenju srediˇscˇa pritiska
z vecˇ kot enim sklepom (prostostno stopnjo). Pri tem je morala biti rotacija v
glezˇnju primerno manjˇsa za dosego zˇelenega premika vrha robotove roke. Ko je
uporabnik vlekel robotove roke, pa je demonstrator premaknil trup v anteriorno
smer (naprej), noge pa v posteriorno smer.
Z drugega in tretjega grafa lahko vidimo, da se demonstrator skozi demon-
stracijo ni popolnoma konsistentno odzival na enake polozˇaje srediˇscˇa pritiska.
S posplosˇevanjem ucˇnih podatkov, ki ga omogocˇa Gaussov regresijski proces, je
bila ta lastnost odpravljena. Cˇe pogledamo rdecˇi graf, vidimo, da je preslikava
med srediˇscˇem pritiska in kotnimi hitrosti konsistentna.
Slika 3.11 podrobneje prikazuje pridobljeno strategijo vodenja oziroma model
znanja. Ta model dolocˇa preslikava med odmikom srediˇscˇa pritiska in kotnimi hi-
trosti sklepov. Opazimo lahko nekaj lastnosti. Prava lastnost je, da imata funkciji
sedlasto obliko, pri cˇemer sedlo lezˇi blizu tocˇke glezˇnja. To je posledica ucˇne stra-
tegije demonstratorja, ki ni reagiral na majhne odmike srediˇscˇa pritiska. S tem je
dosegel, da majhne spremembe srediˇscˇa pritiska, ki so najvecˇkrat posledica mo-
tenj in oscilacij, ne vplivajo na izvedbo naloge. Za sˇe bolj stabilno delovanje na
realnem sistemu lahko uporabimo majhno mrtvo cono (ang. dead-zone function)
okoli tocˇke glezˇnja.
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Slika 3.12: Avtonomno izvajanje naucˇene naloge. Prvi graf prikazuje izmerjeni
polozˇaj srediˇscˇa pritiska. Drugi graf prikazuje izmerjeni kot v glezˇnju. Tretji
graf prikazuje izmerjeni kot v kolku. Cˇetrti graf prikazuje polozˇaj vrha rok v
horizontalni osi, pridobljen prek direktne kinematike.
Vidimo lahko tudi, da je sedlo nekoliko ekscentricˇno glede na glezˇenj. To
je verjetno posledica nesimetrije cˇlovekovega in robotovega stopala, ki ima dosti
vecˇji del podpornega poligona v anteriorni smeri kot v posteriorni smeri. Zaradi
manjˇsega podpornega poligona v posteriorni smeri je cˇlovek bolj dovzeten za pre-
mike srediˇscˇa pritiska v posteriorno smer. Ta lastnost je verjetno tudi povezana z
vecˇjim odzivom kotnih hitrosti v sklepih pri premiku srediˇscˇa pritiska v posteri-
orni smeri. S slike 3.11 lahko vidimo, da sta naklona funkcije vecˇja pri negativnih
odmikih srediˇscˇa pritiska, kot pri pozitivnih.
Ko smo pridobili strategijo vodenja, je lahko robot samostojno opravljal
naucˇeno nalogo. Zˇelene kotne hitrosti za dani odmik srediˇscˇa pritiska smo
izracˇunavali v vsakem vzorcˇnem trenutku prek enacˇbe (2.23) Gaussovega regresij-
skega procesa za napoved izhodnih vrednosti. Slika 3.12 prikazuje eksperiment v
stopnji avtonomnega izvajanja naloge. Na prvem grafu je prikazan odmik srediˇscˇa
pritiska robota glede na glezˇenj, ki je bil posledica fizicˇne interakcije z uporab-
nikom. Drugi graf prikazuje premike glezˇenjskega in kolcˇnega sklep. Ti premiki
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Slika 3.13: Serija fotografij iz eksperimenta. V prvi vrsti so fotografije, ki pri-
kazujejo interakcijo, ko je uporabnik robota vlekel. V drugi vrsti so fotografije
interakcije, kjer je uporabnik robota potiskal.
so predstavljali odziv, kot ga je predpisovala naucˇena strategija vodenja. Tretji
graf pa prikazuje horizontalne odmike robotovih rok od zacˇetnega polozˇaja, ki je
bil dolocˇen s konfiguracijo, pri kateri sta kota obeh sklepov enaka nicˇ (navpicˇna
poza). Z grafov vidimo, da se je robot podajno odzival na ukaze uporabnika.
Cˇe je uporabnik robota potiskal oziroma vlekel, je robot spremenil konfiguracijo
telesa tako, da je vrh rok pomikal v smeri sile interakcije. Serija fotografij iz
eksperimenta na sliki 3.13 prikazujejo opisani potek eksperimenta.
3.3 Metoda ucˇenja odzivov robotovega telesa na zunanje
motnje
Strategije vodenja, ki omogocˇajo robotu identifikacijo ukazov v obliki fizicˇne inte-
rakcije in posledicˇno izvedbo pricˇakovanih odzivov s strani uporabnika, so pomem-
ben del znanja humanoidnega robota. Poleg tega je lahko tako znanje podlaga za
viˇsjenivojsko ucˇenje, kjer uporabnik prek kinesteticˇne demonstracije pokazˇe ro-
botu novo znanje ali korigira zˇe obstojecˇega. Pri prejˇsnjem pristopu smo resˇevali
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nalogo, kjer je bila fizicˇna interakcija z uporabnikom zˇelena in namenska (oblika
ukaza). Humanoidni robot, delujocˇ v cˇlovekovem bivalnem okolju, pa se srecˇuje
tudi z nenamenskimi in nezazˇelenimi fizicˇnimi interakcijami, bodisi s cˇlovekom ali
z okoljem. Te interakcije so najvecˇkrat nepricˇakovane in nepredvidljive motnje
[73]. Neprimerni odzivi nanje lahko destabilizirajo robotovo telo in povzrocˇijo
padce ter posˇkodbe.
Za ucˇenje humanoidnih robotov strategije vodenja, ki omogocˇa reakcijo na
fizicˇne motnje iz okolice, smo kot osnovo uporabili pristop, razvit v prejˇsnjem
podpoglavju. Ta pristop smo nadgradili tako, da je omogocˇal sprotno ucˇenje
robota zˇe skozi postopek demonstracije. Ta pristop je shematicˇno prikazan na
sliki 3.14. Vmesniki za povezavo demonstratorja v robotovo kontrolno zanko so
enaki kot pri prejˇsnjem pristopu. Za strojno ucˇenje smo v tem primeru upora-
bili lokalno utezˇeno regresijo, ki omogocˇa sprotno prilagajanje naucˇenih lokalnih
modelov. Lokalni modeli, ki so opisovali relacijo med polozˇajem srediˇscˇa pritiska
robota CoPx in zˇelenimi koti v sklepih q v dolocˇenem obmocˇju, so bili dolocˇeni po
enacˇbi (2.26). Njihovo prilagajanje je bilo izvedeno z enacˇbami (2.28)-(2.30) in
po postopku, ki je opisan v podpoglavju 2.2.2. Napoved zˇelenih kotov v sklepih
robota je potekala v realnem cˇasu po enacˇbi (2.24).
3.3.1 Sprotno ucˇenje in delegacija odgovornosti vodenja
Sprotno ucˇenje daje robotu zmozˇnost opravljanja dane naloge zˇe med samo de-
monstracijo glede na trenutno naucˇeno strategijo vodenja. To lahko izkoristimo
tako, da posredujemo demonstratorju dodatno povratno informacijo o ucˇenju zˇe
med demonstracijo. Pri tem pa imamo v vsakem vzorcˇnem cˇasu dve mnozˇici mo-
toricˇnih ukazov za upravljanje robotovega telesa: ena od demonstratorja in ena
od trenutno naucˇene strategije vodenja. Za obvladanje te situacije je potreben
pristop delitve vodenja, ki na podlagi dolocˇene informacije delegira odgovornost
vodenja med dvema agentoma. Algoritem delegacije odgovornosti zapiˇsemo z
enacˇbo:
qvodenje = Cqdemo + (1− C)qrobot, (3.7)
kjer je qvodenje vektor motoricˇnih ukazov v obliki kotov v sklepih za upravljanje
robotovega telesa, qdemo vektor motoricˇnih ukazov demonstratorja, qrobot vektor
motoricˇnih ukazov robota in 0 ≤ C ≤ 1 funkcija, ki dolocˇa delegacijo odgovor-
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Slika 3.14: Shema pristopa ucˇenja robotov s cˇlovekov v kontrolni zanki, pri cˇemer
robot pridobiva znanje sproti skozi demonstracijo. Strojno ucˇenje je bilo izvedeno
na osnovi lokalno utezˇene regresije (LUR).
nosti med obema agentoma. Za nasˇ pristop smo funkcijo C dolocˇili na osnovi
odstopanja odzivov qrobot, generiranih s strani trenutnega robotovega znanja, od
trenutnih odzivov demonstratorja qdemo.
Algoritem delegacije odgovornosti vodenja na podlagi odstopanja odzivov ro-
botovega znanja od trenutnih odzivov demonstratorja smo izvedli prek izracˇuna
srednje kvadratne napake. Ta je dolocˇala funkcijo delitve odgovornosti vodenja:
C(n) =
MSEcel(n)
MSEmaks(n)
, (3.8)
kjer je n trenutna iteracija opazovanja, MSEmaks(n) maksimalna srednja kva-
dratna napaka do trenutka opazovanja in MSEcel srednja kvadratna napaka vseh
predhodnih odzivov:
MSEcel(n) =
n∑
i=1
MSEi
n
. (3.9)
Cˇe za predstavitev strategije vodenja uporabimo trajektorije, bi parametre
srednje kvadratne napake med odzivi demonstratorja in robota lahko izracˇunali
na nivoju posameznega giba trajektorije. V primeru predstavitve z direktno sen-
zoricˇno-motoricˇno preslikavo pa je treba dolocˇiti primerno enoto opazovanja, saj
napaka na nivoju enega vzorca ni smiselna. Za enoto smo vzeli dolocˇeno cˇasovno
okno opazovanja To. Za nasˇe eksperimente smo izbrali To = 5 s. Ob izteku
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cˇasovnega okna To(n) smo prek enacˇbe (3.8) izracˇunali funkcijo delegacije odgo-
vornosti C(n + 1), ki je bila v veljavi v cˇasu naslednjega okna To(n + 1). Pri
tem je n sˇtevec, ki se povecˇuje vsakih To = 5 s. Zacˇetni pogoj smo predpostavili
C(1) = 1, kar pomeni popolno delegacijo odgovornosti vodenja demonstratorju,
saj na zacˇetku demonstracije robot nima znanja.
Odlocˇitev o koncˇanju demonstracije je mogocˇe realizirati rocˇno, kjer demon-
strator sam preklopi iz demonstracijske stopnje v avtonomno stopnjo robota. Pri
tem se je treba zanasˇati na izkusˇnje demonstratorja. Alternativa pa je avtomatski
preklop na podlagi dolocˇenega kriterija. Za ta primer smo zasnovali algoritem, ki
opazuje izboljˇsavo srednje kvadratne napake za vsako okno opazovanja To(n):{
FC = FC + 1 cˇe MSE(n) ≥MSEmin
FC = 0, MSEmin = MSE(n) cˇe MSE(n) < MSEmin
,
kjer je FC sˇtevec, ki povecˇuje vrednost, ko trenutna napaka MSE(n) ni manjˇsa
od prejˇsnje najmanjˇse MSEmin. Cˇe se napaka MSE(n) ne uspe izboljˇsati po
FCprag zaporednih oken To(n), lahko predpostavimo, da je robot naucˇen znotraj
demonstriranega podrocˇja vhodnih vrednosti. Nadaljnja demonstracija na tem
podrocˇju ni vecˇ smiselna. Zaradi generalizacije je verjetnost izboljˇsave napake
med Ydemo in Yrobot manjˇsa. Za prag smo v eksperimentih vzeli Fprag = 10.
3.3.2 Eksperimenti
Razvito metodo smo preskusili z eksperimenti na humanoidnem robot HOAP-3.
Naloga robota je bila odzivanje na nepricˇakovane motnje iz okolice v obliki fizicˇne
interakcije. Te je izvajal uporabnik robota prek nakljucˇnega suvanja v robotovo
telo v posteriorni ali anteriorni smeri. Demonstrator je ucˇil robota primerne
strategije vodenja prek predhodno opisanega ucˇnega postopka (slika 3.14). Za
eksperiment smo uporabili sˇtiri aktivne sklepe: glezˇenjska in kolcˇna sklepa obeh
nog.
Slika 3.15 prikazuje ucˇenje v realnem cˇasu, kjer je bil uporabljen pristop za de-
legacijo odgovornosti vodenja med dvema agentoma. Na prvem grafu je prikazan
izmerjeni odmik srediˇscˇa pritiska CoPx od glezˇenjskega sklepa. Njegova spre-
memba je bila posledica motnje ravnotezˇja robotovega telesa. Ko je uporabnik
sunil robota v posteriorno smer, se je srediˇscˇe premika pomaknilo v posteriorno
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Slika 3.15: Rezultat ucˇenja odzivov na nepricˇakovane motnje, pri cˇemer je robot
pridobival znanje sproti skozi demonstracijo. Prvi graf prikazuje odmik srediˇscˇa
pritiska CoPx. Drugi in tretji graf prikazujeta kote v glezˇnju qg ter kolku qk. Pri
tem je modra cˇrta odziv demonstratorja, rdecˇa odziv naucˇene strategije in cˇrna
skupni motoricˇni ukaz za vodenja robota. Cˇetrti graf prikazuje faktor delegacije
odgovornosti (1 = demonstrator, 0 = robot). Zadnji graf prikazuje sˇtevec za
preklop v avtonomno stopnjo robota.
smer. Ko pa je uporabnik sunil robota v anteriorno smer, se je srediˇscˇe premika
pomaknilo v anterirno smer. Pri tem je demonstrator na podlagi posredovane
povratne informacije reagiral na nacˇin, da je robota stabiliziral. Odzivi demon-
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stratorja so prikazani na drugem in tretjem grafu v obliki polozˇaja kotov glezˇnja
qg ter kolka qk (moder graf). Iz odzivov je razvidno, da je demonstrator odmaknil
glezˇenjski sklep v smeri motnje in kolcˇni sklep v nasprotni smeri motnje. To spo-
minja na strategijo kolka (ang. hip strategy), ki je bila definirana pri nekaterih
biomehanskih sˇtudijah cˇlovekovega vodenja ravnotezˇja [47, 67]. Ta strategija je
bila predlagana tudi za predprogramirano vodenje ravnotezˇja humanoidnih robo-
tov [74].
Skozi demonstracijo je robot sproti pridobival znanje o strategiji izvajanja
naloge. Na drugem in tretjem grafu na sliki 3.15 so naucˇeni robotovi odzivi
prikazani z rdecˇo cˇrto. Dejanski kontrolni signal za vodenje telesa robota pa je
prikazan s cˇrno cˇrto. Delegacija odgovornosti vodenja je prikazana na cˇetrtem
grafu v obliki funkcije C. Vrednost funkcije C predstavlja odstotek odgovornosti
demonstratorja, medtem ko 1− C predstavlja odstotek odgovornosti robota. Ta
je odvisen od odstopanja med odzivi demonstratorja in naucˇenimi odzivi robota
po enacˇbi 3.8. Na petem grafu pa je prikazan sˇtevec neuspele izboljˇsave napake
FC. Ko je ta dosegel nastavljen prag FCprag = 10, je algoritem preklopil v avto-
nomno stopnjo delovanja robota. V tem trenutku je bil demonstrator izklopljen
iz robotove kontrolne zanke in robot je lahko nalogo izvajal samostojno.
3.3.3 Metoda kombinacije naucˇene strategije vodenja telesa in vode-
nja roke prek inverzne kinematike
Metoda
V tem podpoglavju je predstavljena metoda, ki smo jo razvili za kombinacijo
naucˇene strategije vodenja odzivov robotovega telesa na motnje ravnotezˇja s pre-
mikanjem rok prek inverzne kinematike. Strategijo vodenja ravnotezˇja smo pri-
dobili z demonstracijskim postopkom, opisanim v prejˇsnjem podpoglavju, in jo
lahko opiˇsemo s funkcijsko odvisnostjo med srediˇscˇem pritiska in koti v sklepih:qg
qk
 = S(CoPx), (3.10)
kjer S predstavlja strategijo vodenja, CoPx je polozˇaj srediˇscˇe pritiska v anterior-
posteriorni (x) osi, qg in qk pa sta vrednosti kotov v glezˇenjskem ter kolcˇnem
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sklepu. Slika 3.16 prikazuje naucˇeno strategijo vodenja. Pri motnji ravnotezˇja
naucˇeni model predpisuje rotacijo kolka v nasprotni smeri in rotacijo glezˇnja v
isti smeri odmika srediˇscˇa pritiska. Pri tem je magnituda rotacije kolka vecˇja
od rotacije glezˇnja. Funkcija med odzivom v glezˇnju in srediˇscˇem premika je
priblizˇno linearna. Iz naucˇenega modela vidimo nekatere podobne lastnosti, kot
smo jih zˇe opazili pri modelu odziva na uporabnikove ukaze na sliki 3.11. Funkcija
med odzivom v kolku in srediˇscˇem premika pa ima sedlo okoli tocˇke glezˇnja. Sedlo
je nekoliko ekscentricˇno premaknjeno v anteriorni smeri. V ostalih obmocˇjih pa
je odvisnost med polozˇaji kotov v sklepih in polozˇajem srediˇscˇa pritiska priblizˇno
linearna. Zaradi take oblike bo pri majhnih motnjah dominanten predvsem odziv
v glezˇnju, kar pomeni, da se robot podajno ukloni motnji. Ko ta postane vecˇja,
pa jo zacˇne kompenzirati z rotacijo trupa v nasprotni smeri. Pri tem premaknjena
masa zgornjega dela telesa uravnotezˇi zunanjo silo motnje.
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Slika 3.16: Pridobljena strategija vodenja za odzive na motnje ravnotezˇja. Zeleni
graf prikazuje odvisnost rotacije glezˇnja, rdecˇi graf pa odvisnost rotacije kolka od
odmika srediˇscˇa pritiska.
Naucˇeni model omogocˇa robotu reakcije na motnje ravnotezˇja iz okolice. Da
dosezˇemo primerno uporabnost robota, mora ta hkrati uporabljati svoje roke za
izvedbo zastavljenih nalog. Za vodenje polozˇaja vrha rok smo izvedli algoritem na
podlagi inverzne kinematike robotskega telesa. V nasˇem primeru smo se z analizo
omejili na sagitalno ravnino in kinematicˇna struktura humanoidnega robota je
zajemala sˇtiri sklepe ter sˇtiri segmente. V spodnjem delu telesa smo imeli aktivni
sklep v glezˇnju in v kolku. Glezˇenj je rotiral nogo, kolk pa trup. V zgornjem delu
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smo imeli aktiven sklep v rami in v komolcu. Rama je rotirala roko, komolec
pa podlaket. Dolzˇine segmentov so bile: noga 21 cm, trup 18 cm, nadlaket roke
11 cm in podlaket z vrhom roke pri 13.3 cm. Jakobijeva matrika, ki opisuje
spremembo polozˇaja vrha roke robota in spremembo kotov v sklepih, je podana
kot:
JR =
∂p
∂q
=
 ∂x∂q1 ∂x∂q2 ∂x∂q3 ∂x∂q4
∂y
∂q1
∂y
∂q2
∂y
∂q3
∂y
∂q4
 , (3.11)
kjer je JR Jakobijeva matrika celotne kinematicˇne verige od stopal do vrha roke,
vektor p vsebuje koordinate polozˇaja vrha roke x in y, q pa je vektor kotov v
sklepih, kjer so q1, q2, q3 ter q4 koti v glezˇnju, kolku, rami in komolcu.
Z inverzom matrike JR dobimo preslikavo, ki dolocˇa potrebne spremembe ko-
tov v sklepih za dosego zˇelene spremembe polozˇaja vrha robotske roke. Model
strategije vodenja ravnotezˇja predpisuje dolocˇen kot v sklepih glezˇnja in kolka
glede na dolocˇen polozˇaj srediˇscˇa pritiska. Pri tem sta glezˇenj in kolk upora-
bljena pri vodenju odzivov na motnje ravnotezˇja in vodenje vrha roke ne sme
vplivati nanju. S tem prioriteto dobi ohranjanje ravnotezˇja, ki zagotavlja sta-
bilno delovanje in preprecˇuje posˇkodbe. Izvajanje naloge z roko je sekundarna
nalogi zagotavljanja ravnotezˇja in se primerno izvaja le znotraj omejitev, ki jih
predstavlja primarna naloga.
Metodo kombinacije naucˇene strategije vodenja ravnotezˇja in vodenja vrha
roke na podlagi inverzne kinematike smo izvedli s pomocˇjo pristopa prioritete
nalog [75] in jo zapiˇsemo z enacˇbo:
q˙ = q˙N + (JRNN)
+(p˙R − JN q˙N), (3.12)
NN = I − J+NJN , (3.13)
J+ = JT (JJT )−1, (3.14)
kjer je pR =
[
x y
]T
vektor koordinat vrha roke, J+ je Moore–Penrose
pseudo-inverz Jakobijeve matrike, NN je matrika nicˇelnega prostora, q˙N =[
q˙1 q˙2 0 0
]T
je vektor hitrosti sklepov noge. Jakobijevo matriko za preslikavo
v nicˇelni prostor smo definirali kot:
JN =
 ∂x∂q1 ∂x∂q2 0 0
∂y
∂q1
∂y
∂q2
0 0
 . (3.15)
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Kotne hitrosti v sklepih noge q˙N smo izracˇunavali s pomocˇjo zaprtozancˇnega
vodenja:
q˙N = Kg(q
(model)
N − q(izmer)N ), (3.16)
kjer so q
(model)
N koti sklepov, kot jih predpostavlja model za zagotavljanje rav-
notezˇja, q
(izmer)
N so dejanski izmerjeni koti sklepov robota in Kg je ojacˇanje pro-
porcionalnega cˇlena regulatorja.
Eksperiment
Predlagani pristop kombinacije naucˇene strategije vodenja odzivov na motnje iz
okolice z vodenjem vrha roke prek inverzne kinematike smo preskusili z eksperi-
mentom na humanoidnem robot HOAP-3. Eksperiment je prikazan na sliki 3.17.
Nalogi robota sta bili ohranjanje ravnotezˇja ob prisotnosti nakljucˇnih motenj
ravnotezˇja in hkratno izvajanje manipulacijske naloge z roko. Zunanje motnje je
ustvarjal uporabnik s fizicˇno interakcijo.
Naloga robotske roke je bila vrtenje rocˇice vitla. Ta naloga je sorodna uporabi
nekaterih orodij ali zapiranju/odpiranju ventilov v primeru avtonomnega delova-
nja v prostorih, nevarnih za cˇloveka. Za pravilno uporabo orodja je bilo treba
vrh roke vrteti po dolocˇeni krozˇni trajektoriji. Oprijem rocˇaja je imel relativno
nizko togost, kar je pomagalo pri kompenzaciji napak pri sledenju zˇeleni trajek-
toriji, ki lahko nastajajo zaradi razlicˇnih neidealnih pogojev v realnem sistemu.5
Toga sklenitev z okoljem oziroma orodjem bi namrecˇ lahko ob neidealnih pogojih
povzrocˇila posˇkodbe.
Na sliki 3.18 so prikazani rezultati eksperimenta. Odmiki srediˇscˇa pritiska iz
tocˇke glezˇnja so prikazani na zgornjem levem grafu. Odmiki so posledica delovanja
zunanje sile motnje na robotovo tezˇiˇscˇe, ko je uporabnik nakljucˇno suval robotovo
telo v posteriorno ali anteriorno smer. Naucˇena strategija odzivanja na motnje
ravnotezˇja je dolocˇala primerne spremembe drzˇe robota za kompenzacijo motnje.
Te so prikazane na spodnjem levem grafu v obliki kota v sklepu glezˇnja (zeleni
graf) in kolka (rdecˇi graf). Med odzivanjem na motnjo je robot hkrati opravljal
nalogo z roko. Vrtenje vitla je prikazano na desnem grafu, kjer je modra cˇrta
5Alternativa podajnosti robotskega oprijemala je nadgraditev vodenja na pogladi inverzne
kinematike z impedancˇnim vodenje vrha roke.
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Slika 3.17: Serija fotografij, posnetih med eksperimentom. Na levi fotografiji je
prikazano stanje, ko je uporabnik porinil robota v anteriorino smer. Na sredinski
fotografiji je stanje brez motnje ravnotezˇja. Na desni pa je stanje, ko je uporabnik
porinil robota v posteriorno smer.
referencˇna trajektorija vrha roke in rdecˇa cˇrta dejanska trajektorija vrha roke.
Dejansko trajektorijo vrha roke smo izracˇunali prek izmerjenih kotov v sklepih
robota in direktne kinematike po enacˇbi (3.11). Z grafa je razvidno, da je robot
uspel slediti referencˇni trajektoriji z dolocˇeno napako. Napaka med referencˇno in
dejansko trajektorijo je bila najverjetneje posledica neidealnih pogojev, motenj
iz okolice in dolocˇene podajnosti robotskega oprijemala ter sklepov. Ta napaka
ni vplivala na uspesˇno izvedbo naloge.
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Slika 3.18: Rezultati eksperimenta pri kombinaciji naucˇene strategije odzivov
telesa na motnje in opravljanja naloge z roko prek inverzne kinematike. Zgornji
graf prikazuje spremembo polozˇaja srediˇscˇa pritiska zaradi motnje in robotove
odzive v glezˇnju ter kolku. Spodnji graf prikazuje sledenje vrha robotske roke
referencˇni trajektoriji, ki je potrebna za izvedbo dane naloge.
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4. Ucˇenje fizicˇne interakcije pri manipulacijskih
nalogah
Znanje in strategije, povezane z vodenjem telesa humanoidnih robotov pri
razlicˇnih tipih fizicˇne interakcije s cˇlovekom in z okolico, so osnova njihovega
uspesˇnega in stabilnega delovanja v cˇlovekovem okolju, vendar se od robota
pricˇakuje dolocˇena uporabnost s staliˇscˇa uporabnika. Humanoidni robot mora
biti sposoben cˇloveku aktivno pomagati pri razlicˇnih opravilih. Ena izmed naj-
pomembnejˇsih sposobnosti cˇloveka in ostalih primatov je njihova sposobnost upo-
rabe rok za uporabo orodij in manipulacijo z okoljem. Humanodini roboti po-
snemajo strukturo cˇloveka in njihove roke predstavljajo kljucˇni segment, ki jim
omogocˇajo izvedbo pricˇakovanih nalog.
Interakcija okoncˇin z okoljem je s staliˇscˇa klasicˇnih pristopov vodenja [76, 77]
dokaj kompleksen problem. Pri tem je za dobro delovanje potrebno poznavanje
modelov okoncˇine in okolja. V strukturiranem in predvidljivem industrijskem
ali laboratorijskem okolju je mogocˇe te modele identificirati ter jih uporabiti pri
vodenju izvajanja dolocˇene interakcije robotske roke z objekti. Za razliko od in-
dustrijskega okolja je cˇlovekovo in naravno okolje nacˇeloma nestrukturirano in
nepredvidljivo. V tem primeru je interakcijo robota z okoljem zelo tezˇko predvi-
deti in modelirati.
Cˇlovek poenostavi interakcijo z neznanim in nepredvidljivim okoljem s
pomocˇjo prilagajanja impedance vrha rok. Adaptacijo impedance vrha okoncˇine
cˇlovek dosezˇe s koordiniranim vodenjem togosti sklepov. Redundantni sistem an-
tagonisticˇnih parov miˇsic na posamezen sklep in vzmeti podobne lastnosti miˇsic
omogocˇajo cˇloveku vodenje togosti sklepa neodvisno od navora v sklepu [78]. V
primeru nestabilnega okolja ali nepredvidljivih motenj cˇlovek povecˇa togost roke
za dosego primerne stabilizacije pri izvajanju trajektorij [21, 39]. V primeru in-
terakcije z neznanim okoljem je primerno zmanjˇsati togost za minimizacijo sil, ki
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nastanejo pri zacˇetnem kontaktu z okoljem [28, 29]. Aktivna adaptacija togosti
pa poenostavi sodelovanje dveh agentov pri fizicˇni izvedbi nalog [79, 34].
Prednosti vodenja togosti pri interakciji cˇloveka z okoljem si zˇelimo prenesti
tudi v robotiko za poenostavitev interakcije robota z okoljem. Pri robotu lahko
vodenje togosti razdelimo v dve kategoriji: mehanska togost in programska to-
gost. Pri mehanski togosti gre za dosego spremenljive togosti prek mehanskih
lastnosti aktuatorjev. Primer je serijski elasticˇni aktuator (ang. series elastic ac-
tuator), kjer je med motor in sklep vezana vzmet. Slabost takega sistema je, da
ne omogocˇa aktivnega dolocˇanje trenutne togosti, ampak je sklep pasivno poda-
jen. Nadgradnja so aktuatorji variabilne togosti (ang. variable stiffness actuator)
[80, 81, 82], ki posnemajo lastnosti cˇlovekovega antagonisticˇnega sistema miˇsic
in omogocˇajo aktivno spreminjanje togosti sklepa. Tak primer je vezava dveh
antagonisticˇnih parov motorja in nelinearne vzmeti na posamezni sklep [80].
Alternativa mehanski togosti je programsko realizirana togost robotskih skle-
pov [83, 41]. Pri tem se togost v sklepih robota simulira prek vodenja navora.
Prednost mehanske togosti je, da sistemu omogocˇa robustno delovanje tudi v pri-
meru vecˇjih zakasnitev v regulacijski zanki [78, 21]. To lastnost s pridom izkoriˇscˇa
cˇlovek. Povprecˇna zakasnitev v cˇlovekovi nevronski povratni zanki je namrecˇ reda
100 ms [84]. V primeru hipnih zunanjih motenj in interakcij z okoljem, kjer je
aktivna reakcija zaradi zakasnitev nevronskih povratnih zank nemogocˇa, vzmeti
podobne lastnosti miˇsic nudijo potrebno mehansko stabilizacijo sklepov [78]. Pri
robotu je mogocˇe dosecˇi dosti manjˇse zakasnitve regulacijskih zank, vendar je ka-
kovost vodenja sˇe vedno odvisna od vzorcˇnega cˇasa ter kakovosti senzorjev navora
in sile v sklepih. Prednost programskega vodenja togosti pa je, da omogocˇa upo-
rabo aktuatorjev z manjˇso mehansko kompleksnostjo, kar jim daje dobro razmerje
med zmogljivostjo in maso.
Aktuatorji variabilne togosti so trenutno sˇe v fazi razvoja, zato smo se pri nasˇih
eksperimentih omejili na komercialno dostopen robotski mehanizem, ki omogocˇa
programsko vodenje togosti. Pri izvedbi eksperimentov smo uporabili Kuka Light
Weight Robot (LWR) [41], ki je trenutno eden izmed boljˇsih sistemov za podajno
delovanje.
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4.1 Metoda ucˇenja fizicˇnega sodelovanja robota s
cˇlovekom pri uporabi orodij
Zmozˇnost sodelovanja s cˇlovekom pri razlicˇnih manipulacijskih nalogah in upo-
raba cˇloveku namenjenih orodij sta nepogresˇljivi znanji humanoidnih robotov.
Cˇlovekovo okolje je odvisno od posameznega uporabnika. Razlicˇni uporabniki
imajo razlicˇne bivalne prostore in uporabljajo razlicˇna orodja, ki so predvsem na-
menjena cˇloveku. Poleg tega razlicˇni uporabniki potrebujejo pomocˇ pri razlicˇnih
nalogah. Vse to zahteva vsestranskost humanoidnih robotov. Za dosego tega cilja
je kljucˇno, da je robot sposoben prilagajanja uporabnikovemu okolju in pridobi-
vanja znanja o izvedbi nalog, ki mu jih dolocˇa posamezni uporabnik.
Nekatere naloge ni mogocˇe izvesti samostojno. Primeri takih nalog so: pre-
mikanje tezˇkih/velikih objektov, uporaba orodij, pri katerih sta potrebna dva
agenta, in kompleksne naloge, ki jih ni mogocˇe opraviti z dvorocˇno manipulacijo.
Iz tega sledi, da mora biti humanoidni robot sposoben opravljati naloge z ob-
stojecˇimi orodji v sodelovanju z uporabnikom. Ta aspekt je sˇe posebej kriticˇen
pri morebitni udelezˇbi robotov v vesoljskih misijah in prihodnjem raziskovanju
oddaljenih planetov. V tem scenariju bo posadka vkljucˇevala majhno sˇtevilo
agentov, zato bo potrebno veliko sodelovanja med agenti za dosego zastavljenih
ciljev. Poleg tega pa bodo, zaradi same narave takih misij, razpolozˇljiva sred-
stva in orodja omejena. Za optimizacijo prostora in tezˇe glede na uporabnost
bodo najverjetneje na voljo le dolocˇena elementarna, vecˇnamenska ter vsestran-
ska orodja. Za dosego pricˇakovane uporabnosti bodo roboti morali biti kar se da
prilagodljivi in sposobni opravljati naloge z orodjem, ki bo na voljo.
Za ucˇenje izvajanja nalog z robotsko roko, pri katerih sta potrebna sodelo-
vanje s cˇlovekom in uporaba orodij za fizicˇno interakcijo z okoljem, smo razvili
metodo posredovanja znanja s cˇlovekom v robotovi kontrolni zanki. Ta metoda
je shematsko prikazana na sliki 4.1. Demonstrator je vodil gibanje vrha robot-
ske roke v realnem cˇasu prek spreminjanja gibanja svoje roke. Poleg gibanja
vrha robotske roke pa smo demonstratorju omogocˇili sˇe dodaten ukazni kanal za
spreminjanje togosti oziroma podajnosti vrha robotske roke. Ta ukazni kanal je
omogocˇal poenostavitev izvedbe in ucˇenja sodelovanja robota z uporabnikom pri
uporabi orodij.
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Slika 4.1: Shema pristopa ucˇenja robotov z demonstratorjem v regulacijski zanki
za ucˇenje robotske roke izvedbe nalog, pri katerih se zahteva sodelovanje z upo-
rabnikom. Strojno ucˇenje je bilo izvedeno na osnovi lokalno utezˇene regresije
(LUR).
Demonstrator je ucˇenje nadziral prek vizualne povratne informacije. Nekoliko
boljˇsi nadzor stanja robota je mogocˇe dosecˇi z dodatnim hapticˇnim vmesnikom
[85, 86, 87, 35, 20, 88, 89], ki demonstratorju omogocˇa posredovanje informacije
o izmerjenih silah na vrhu robota, vendar v nekaterih primerih sile ni mogocˇe
meriti ali pa je ta zaradi sˇuma, ki lahko nastane pri nepredvidljivi fizicˇni interakciji
orodja z okoljem, ne podaja dovolj dobre informacije o nalogi. Kljucˇna slabost pa
je, da dodatni hapticˇni vmesniki bistveno poviˇsajo ceno samega pristopa ucˇenja
robotov [90, 91], kar lahko omeji njegovo dostopnost sˇirsˇemu krogu uporabnikov.
Visoka cena in kompleksnost pristopov ucˇenja lahko ovirata vpeljavo robotov v
cˇlovekovo vsakdanje okolje.
V nedavni sˇtudiji robotske teleoperacije so Ajoudani in kolegi [29] pokazali, da
je mogocˇe uspesˇno izvajati naloge z izrazito fizicˇno interakcijo tudi brez povratne
informacije o sili, cˇe ima teleoperater mozˇnost spreminjanja togosti vrha robota.
Mi smo izhajali iz te sˇtudije in pokazali, da je mogocˇe omenjeno ugotovitev na
nivoju teleoperacije posplosˇiti tudi na nivo ucˇenja fizicˇne interakcije robotske roke
z demonstratorjem v povratni zanki [34]. Ta lastnost bistveno poceni pristop
ucˇenja robota in ga posledicˇno priblizˇa sˇirsˇemu krogu uporabnikov.
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4.1.1 Modulacija gibanja robotske roke
Med preliminarnim eksperimentiranjem smo raziskali mozˇnost teleoperacije in
ucˇenja gibanja robotskega roke na nivoju sklepov. Za vodenje smo izbrali tri
sklepe na cˇlovekovi roki: rama, komolec in zapestje. Iz sklepov smo skupno do-
bili sedem kotnih spremenljivk, ki smo jih preslikali v kote ekvivalentih sedmih
robotovih sklepov. Po tri kotne spremenljivke smo dobili iz premikov rame, po
tri iz zapestja in enega iz komolca. To smo naredili tako, da smo na segmente
nadlakti, podlakti in zunanje strani dlani namestile trojcˇke opticˇnih markerjev.
Vsak marker v trojcˇku je lezˇal v ravnini, ki je bila vzporedna s povrsˇino posame-
znega segmenta. Iz trojcˇka markerjev smo tako dobili koordinatni sistem posa-
meznega segmenta in njegovo orientacijo glede na izhodiˇscˇni koordinatni sistem.
Prek medsebojnih orientacij segmentov smo izracˇunali zˇelene kotne spremenljivke
sklepov. Izracˇun je potekal s pomocˇjo metode Eulerjevih kotov.
Ucˇenje z demonstratorjem v povratni zanki prek vodenja na nivoju sklepov
se je izkazalo kot uporabna metoda pri ucˇenju vodenja drzˇe telesa humanoidnega
robota [88, 92]. Pri manipulacijskih nalogah lahko demonstratorju nudi dolocˇene
prednosti v primerjavi z vodenjem vrha robotske roke v kartezicˇnem prostoru.
Kot najbolj ocˇitno prednost lahko omenimo zmozˇnost hkratnega ucˇenja izogiba-
nja oviram ostalih segmentov roke med ucˇenjem izvajanja naloge z vrhom roke.
V nasˇi preliminarni raziskavi se je izkazalo, da je teleoperacija robotske roke prek
sklepov tezˇaven in neintuitiven proces. Pri tem je imel demonstrator tezˇave s pra-
vilno koordinacijo premikanja svojih sklepov za dosego dolocˇenega gibanja vrha
robotske roke. To je sˇe posebej izrazito pri hitrih in kompleksnih periodicˇnih
gibih. Najverjetnejˇsi razlog za to je bila prevelika kinematicˇna razlika med ro-
botsko in cˇlovekovo roko. Pri tem je predvsem izrazita razlicˇna lega sklepov, saj
robotska roka Kuka LWR nima sfericˇnih sklepov, kot je to na primer (v priblizˇku)
cˇlovekova rama.
Zaradi neintuitivnosti vodenja robotske roke direktno po sklepih smo se
odlocˇili za alternativni pristop z vodenjem vrha robota v kartezicˇne prostoru. Pri
tem smo na vrh demonstratorjeve roke namestili opticˇni marker in prek sistema
za zajem gibanja dolocˇali njegov polozˇaj. Na sliki 4.2 je prikazana namestitev
markerja. Pridobljeni polozˇaj vrha cˇlovekove roke smo preslikali v polozˇaj vrha
robotske roke. Taka preslikava se je izkazala za enostavnejˇso in bolj intuitivno za
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Slika 4.2: Vmesnik za ucˇenje gibanja robotske roke in modulacijo togosti ro-
botske roke. Vmesnik za ucˇenje gibanja je bil osnovan na opticˇnem sistemu za
zajem gibanja. Vmesnik za ucˇenje togosti pa smo realizirali na osnovi merjenja
demonstratorjeve miˇsicˇne aktivnosti pri stisku prstov.
demonstratorja.
Posredovani ukaz o polozˇaju vrha robotske roke smo vodili prek inverzne ki-
nematike, ki je podajala potrebne premike robotovih sklepov za dosego zˇelenega
polozˇaja vrha. S tem pristopom preslikave polozˇaja vrha demonstratorjeve roke v
polozˇaj vrha robotke roke omejimo demonstratorju mozˇnost vplivanja na polozˇaje
robotovih sklepov in izvajanje dodatni nalog, kot je na primer izogibanje oviram,
vendar lahko te naloge izvedemo s pomocˇjo metode prioritete nalog pri vodenju
na osnovi inverzne kinematike [75, 93].
4.1.2 Vmesnik za modulacijo togosti
Za vodenje togosti smo zasnovali vmesnik, ki je temeljil na uporabi merjenja ak-
tivnosti cˇlovekovih miˇsic. Aktivnosti miˇsic so v osnovi povezane s cˇlovekovim
vodenje togosti sklepov roke [78] in vrha roke [94, 21, 45], zato predstavljajo
intuitivni vmesnik za vodenje robotove togosti. Ajoudani in kolegi [29] so izha-
jali iz sˇtudij vodenja togosti cˇlovekove roke [94, 21, 45] in zasnovali vmesnik za
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vodenje togosti vrha robotske roke pri teleoperaciji. Pri tem so merili koaktiva-
cije antagonisticˇnih parov miˇsic v sklepih roke in prek njih ocenili togost vrha
roke v posamezni osi kartezicˇnega koordinatnega sistema. Ta pristop je izredno
uporaben pri teleoperaciji robota v fizicˇnem kontaktu z okoljem. Glavna slabost
tega pristopa pa je, da potrebuje merjenje osmih razlicˇnih miˇsic in dolgotrajne
kalibracijske postopke pred vsako uporabo.
Mi smo predlagali poenostavitev zgoraj omenjenega pristopa. Nasˇ vmesnik
vkljucˇuje merjenje aktivnosti le ene miˇsice in temelji na zmozˇnosti demonstrator-
jevega senzoricˇno-motoricˇnega ucˇenja za pridobitev strategije za uspesˇno modu-
lacijo togosti robota. S tem ohranimo intuitivni vmesnik za vodenje togosti, ki ga
omogocˇa merjenje aktivnosti cˇlovekovih miˇsic. Po drugi strani pa uporaba le ene
miˇsice bistveno poenostavi pristop, kar je pomembna lastnost z vidika vpeljave
robotov v cˇlovekov vsakdanjik. Slabost tega pristopa v primerjavi s pristopom
[29] je, da ne omogocˇa vodenja togosti vrha po posamezni osi. Vseeno pa je ve-
liko nalog s fizicˇno interakcijo mogocˇe resˇiti brez mozˇnosti vodenja togosti vrha
v posamezni osi. V nekaterih primerih to ni mogocˇe. V okviru predlagane me-
tode je to mogocˇe resˇiti z dodelitvijo dodatne miˇsice za dodatno os, kar terja bolj
kompleksno senzoricˇno-motoricˇno ucˇenje demonstratorja za adaptacijo na dano
preslikavo. Alternativno pa lahko uporabimo prej omenjene metode [45, 29] z
vecˇjo kompleksnostjo.
Predlagani vmesnik je prikazan na sliki 4.2. Ta omogocˇa demonstratorju
modulacijo togosti robotske roke in vkljucˇuje merjenje miˇsicˇne aktivnosti flexor
digitorum superficialis s pomocˇjo elektromiograma (EMG) in stisljivo kroglo, ki
jo demonstrator drzˇi v dlani. Povrsˇinsko elektrodo EMG-ja smo namestili na
lokacijo izbrane miˇsice. Pri ucˇenju togosti vrha robotske roke demonstrator spre-
minja polozˇaj prstov v dlani. Pri razlicˇnih polozˇajih prstov razlicˇno stiska stisljivo
kroglo, ki ima dolocˇen parameter togosti. To pa povzrocˇi razlicˇne nivoje aktiva-
cije flexor digitorum superficialis. Najviˇsjo aktivacijo miˇsice smo preslikali v neko
dolocˇeno najviˇsjo togost vrha robotske roke. Najnizˇjo aktivacijo miˇsice pa smo
preslikali v dolocˇeno najnizˇjo togost vrha robotske roke. Preslikavo med nivojem
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aktivacije miˇsice in robotovo togostjo smo dolocˇili prek izraza:
k = Am(kmax − kmin) + kmin, (4.1)
A =
EMG(t)−B
MV C −B , (4.2)
kjer je k togost vrha robotske roke, Am je nivo miˇsicˇne aktivacije, kmax in kmin pa
definirata najvecˇjo ter najmanjˇso togost vrha robotske roke, ki jo lahko demon-
strator dolocˇa. V eksperimentih smo dolocˇili kmax = 2000N/m in kmin = 0N/m.
Nivo aktivacije Am smo dolocˇili z metodo normalizacije trenutno izmerje-
nega EMG-signala prek najvecˇje hotene izometricˇne kontrakcije miˇsice [95, 96].
EMG(t) je trenutni EMG-signal miˇsice, merjen v realnem cˇasu, MVC je EMG-
signal miˇsice pri najvecˇji hoteni izometricˇni kontrakciji in B je EMG-signal miˇsice
v sprosˇcˇenem stanju. Parametra MVC in B smo dobili s predhodnim kalibracij-
skim postopkom, kjer smo vzeli povprecˇje treh sekund [95] posameznega izmer-
jenega EMG-signala.
Na tem mestu je treba poudariti, da enacˇba (4.1) predpostavlja linearno pre-
slikavo in dolocˇa le tehnicˇno preslikavo med demonstratorjevo miˇsicˇno aktivnostjo
ter togostjo vrha robotske roke. Pri izvedbi in ucˇenju nalog je potrebno dolocˇeno
senzoricˇno-motoricˇno ucˇenje demonstratorja, da ta pridobi primerno strategijo
modulacije togosti.
4.1.3 Vodenje robotove togosti
Posredovani ukaz o togosti robota smo uporabili za vodenje sile interakcije med
robotom in okoljem/orodjem. Sila interakcije je definirana s togostjo in razliko
med referencˇnim ter dejanskim polozˇajem robota [83]:
F = k
(
xr − xd(okolje)
)
, (4.3)
kjer je F sila interakcije, k je togost robota v kartezijskem prostoru, xr in
xd(okolje) sta referencˇni ter dejanski polozˇaj vrha robota. Dejanski polozˇaj vrha
robota xd(okolje) je odvisen tudi od okolja. Potrebne navore v sklepih robota
smo izracˇunali po enacˇbi:
τ = JTF + τ dyn(q, q˙, q¨), (4.4)
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kjer je τ vektor navorov v sklepih, q vektor kotov v sklepih, J je robota Jakobijeva
matrika in τ dyn(q, q˙, q¨) cˇlen, ki predstavlja dinamiko robota. Ob predpostavki,
da poznamo inverzni model robotove dinamike τ dyn(q, q˙, q¨), lahko izracˇunamo
potrebne navore v sklepih za dosego sile interakcije F .
4.1.4 Ucˇenje in adaptacija
V predlagani metodi ucˇenja robotov smo strategijo izvajanja naloge sodelovanja
zapisali v obliki trajektorij polozˇaja in togosti vrha robotske roke. Trajektorije
smo zapisovali s pomocˇjo metode dinamicˇnih elementarnih gibanj (DEG) z upo-
rabo enacˇbe (2.31). Za pridobivanje znanja o posredovani strategiji izvajanja
naloge smo uporabili lokalno utezˇeno regresijo, ki omogocˇa sprotno ucˇenje. Pred-
met ucˇenja z lokalno utezˇeno regresijo so bili parametri DEG. Ucˇenje parametrov
(utezˇi) trajektorij je potekalo po enacˇbah (2.32), (2.33) in (2.34).
Za nenehno adaptacijo hitrosti izvajanja naucˇenega gibanja in togosti robota
je bil uporabljen adaptivni oscilator. Signal za oceno faze in frekvence izvajanja
naloge smo pridobili prek senzorjev polozˇaja v sklepih robotske roke. Fazo in
frekvenco izvajanja naloge smo ocenili po enacˇbah (2.11) ter (2.12). Ocenjeno
fazo in frekvenco pa smo nato sklopili s fazo ter frekvenco naucˇenih DEG v enacˇbi
(2.31).
4.1.5 Eksperimenti
Predlagano metodo ucˇenja sodelovanja robotske roke z uporabnikom pri uporabi
orodij smo izvedli na industrijskem robotu Kuka LWR. Za nalogo smo izbrali
uporabo zˇage za dva uporabnika, pri kateri je potrebna dobra koordinacija med
obema sodelujocˇima agentoma. Slika 4.3 prikazuje serijo posnetkov iz eksperi-
menta. Poleg usklajenega gibanja vrha roke je potrebna tudi adaptacija togosti
glede na fazo izvajanja te periodicˇne naloge.
Izvajanje naloge lahko razdelimo na dve fazi. V eni fazi mora uporabnik vlecˇi
zˇago z neko silo, da pride do trenja med zobmi zˇage in obdelovanim predme-
tom ter posledicˇno rezanje predmeta. V fazi, ko cˇlovek vlecˇe zˇago, mora biti
robot podajen, da primerno sledi cˇloveku. V primeru togosti robota bi, zaradi
nepredvidljive fizicˇne interakcije zˇage s predmetom in nepredvidljivega delovanja
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Slika 4.3: Serija fotografij, izvzetih iz posnetka eksperimenta, pri katerem je robot
sodeloval pri uporabi orodja s cˇlovekom. Na levi strani je prikazana faza, ko robot
vlecˇe zˇago in je njegova togost visoka. Na desni pa je prikazana faza, ko sodelujocˇi
uporabnik vlecˇe zˇago in je robot v podajni fazi.
cˇloveka, lahko priˇslo do slabe koordinacije ter posledicˇno neizvedene naloge. Cˇe
bi robot pri visoki togosti zaostajal za uporabnikom, bi ta nasprotoval vlecˇenju in
zaviral delovanje. Cˇe bi prehiteval, pa bi s tem upognil zˇago in ta bi se zataknila
v obdelovanem predmetu. V drugi fazi izvedbe se nalogi uporabnika in robota
zamenjata. Pri tem mora robot postati tog, da vlecˇe zˇago v nasprotno smer,
uporabnik pa podajen, da sledi robotovemu gibu.
Potrebna strategija gibanja roke robota in uporabnika za izvedbo naloge z upo-
rabo zˇage vkljucˇuje predvsem gibanje v sagitalni ravnini. Lateralni premiki roke
so nezazˇeleni, saj pri tem ukrivljajo zˇago, kar lahko povzrocˇi zatikanje. Zˇeleno
gibanje vkljucˇuje pomike roke in posledicˇno zˇage po anterior-posteriorni osi (ta
os se vpada z osjo x izhodiˇscˇnega koordinatnega sistema, glej sliko 4.2). To gi-
banje povzrocˇi trenje med obdelovanim materialom in zobmi zˇage ter posledicˇno
rezanje predmeta. Sekundarno gibanje pa vkljucˇuje premik referencˇnega polozˇaja
zˇage v inferiorni smeri (torej v negativni smeri osi z, glej sliko 4.2). Razlika med
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referencˇnim in dejanskim polozˇajem rezila povzrocˇa silo, ki je dolocˇena s togostjo
kz v osi z. Ta sila je lahko konstantna in zagotavlja, da prihaja do trenja med
zobmi in materialom.
Slika 4.4 prikazuje tipicˇno gibanje in profil sile med ucˇenjem robotske roke
izvajanja dane naloge. Gibanje vrha robotske roke v anterior-posteriorni (x) osi,
kot ga je narekoval demonstrator, je prikazano na zgornjem grafu. Izmerjena sila
na vrhu robotske roke v anterior-posteriorni osi je prikazana na srednjem grafu.
Ta sila je bila posledica izmenjujocˇega vlecˇenja orodja obeh sodelujocˇih agentov
in prej omenjenega trenja med zobmi zˇage ter obdelovano povrsˇino. Zaradi sto-
hasticˇne interakcije orodja z okoljem in nepredvidljivega delovanja sodelujocˇega
uporabnika je profil sile dokaj neponovljiv ter vsebuje sˇum. Spodnji graf prika-
zuje izmerjeni profil sile in narekovano gibanje robota v frekvencˇnem prostoru. Iz
tega grafa je razvidno, da ima signal gibanja le eno izrazito komponento pri pri-
blizˇno 1.4 Hz (4.4 rad/s). To je frekvenca, ki je pomembna za izvedbo naloge. Na
drugi strani pa ima izmerjeni signal sile vecˇ izrazitih komponent. V tem primeru
ima komponenta, povezana s frekvenco naloge, manjˇso mocˇ, kot druga izrazita
komponenta, ki je najverjetneje povezana s trenjem in z rezanjem materiala.
Zgoraj opisana opazˇanja otezˇujejo uporabnost povratne informacije o izmer-
jeni sili v nasˇi metodi ucˇenja periodicˇnega sodelovanja. Nasˇ sistem pri adapta-
ciji frekvence delovanja robota uporablja adaptivne oscilatorje. Cˇe bi za oceno
faze in frekvence v oscilator pripeljali predhodno prikazan signal sile, bi ta lahko
konvergiral k napacˇni komponenti. Posledica tega bi bilo nepravilno periodicˇno
delovanje robota, ki bi vodilo v nepravilno koordinacijo in sodelovanje z uporab-
nikom ter neizvedbo zastavljene naloge. To tezˇavo bi bilo mogocˇe odpraviti s
filtriranjem signala sile. V ta namen bi potrebovali adaptivni filter, saj je signal
dokaj nepredvidljiv. Da bi se izognili problemom, povezanim z izmerjeno silo,
smo za oceno robotove frekvence delovanja z adaptivni oscilatorji izbrali izmer-
jeno dejansko gibanje vrha robotske roke.1
V metodi smo uporabili povratno informacijo o dejanskem polozˇaju vrha ro-
botske roke kot signal za oceno faze in frekvence prek adaptivnega oscilatorja.
1Povratna informacija o sili bi bila bolj smiselna kot dodatna povratna informacija za de-
monstratorja pri ucˇenju, vendar pa se tu pojavi prej omenjani argument o povecˇanju cene in
kompleksnosti pristopa, ki ga prinese uporaba dodatnih hapticˇnih vmesnikov.
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Slika 4.4: Rezultati eksperimenta, ki prikazujejo obicˇajno izmerjeno silo interak-
cije robota z orodjem in uporabnikom. Na prvem grafu je prikazano gibanje
robota, kot ga je narekoval demonstrator. Na drugem grafu je prikazana izmer-
jena sila na vrhu robota. Na tretjem grafu sta prikazana gibanje in izmerjena sila
v frekvencˇnem prostoru. Spremenljivka A na vertikalni osi predstavlja amplitudo
posamezne frekvencˇne komponente za izmerjena signala gibanja in sile.
Dejanski polozˇaj robotske roke smo merili prek internih senzorjev robota. Za
vodenje robota pri nenehnem prilagajanju na hitrost uporabnika smo uporabili
ocenjeno fazo iz dejanskega polozˇaja robota. Ta je mogocˇa zaradi izmenjujocˇih
se faz podajnega delovanja robota. V fazi, ko uporabnik vlecˇe orodje in je robot
podajen, mu uporabnik lahko vsili svojo frekvenco delovanja prek pohitritve ozi-
roma upocˇasnitve spreminjanja faze izmerjenega gibanja vrha robotske roke. Cˇe
bi bil robot vedno zelo tog, bi to otezˇilo uporabniku vsiljevanje svoje frekvence,
saj bi dejanski (izmerjeni) polozˇaj vrha robotske roke bolj striktno sledil naucˇeni
referencˇni trajektoriji. Tako pa je mogocˇe dejansko gibanje robota zelo enostavno
spremeniti v podajni fazi. Ker je dejansko (izmerjeno) gibanje robota vhodni si-
gnal v adaptivni oscilator, se s spreminjanjem hitrosti le-tega spreminja ocenjena
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frekvenca.
Pred stopnjo ucˇenja smo najprej izvedli postopek adaptacije demonstratorja
na teleoperacijo robota prek cˇlovekovega senzoricˇno-motoricˇnega ucˇenja. Ko je
demonstrator pridobil zadostno znanje o izvajanju naloge prek robota, je sledil
prenos znanja s cˇloveka na robota. Slika 4.5 prikazuje potek ucˇenja robota z raz-
vito metodo. Demonstrator je prek vizualne povratne informacije nadziral stanje
izvajanja naloge in prek ukaznih vmesnikov spreminjal gibanje ter togost vrha
robota. Pri tem je moral sodelovati z uporabnikom robota pri zˇganju predmeta.
Frekvenca izvajanja naloge, ki jo je ocenil adaptivni oscilator, je prikazana na
zgornjem grafu. Na drugem grafu je prikazano gibanje vrha robotske roke. Na
tretjem grafu je prikazana togost vrha robotske roke. Demonstrirana signala giba-
nja in togosti (modri cˇrti) sta se skozi ucˇni proces zapisovala v obliki periodicˇnih
trajektorij prek metode DEG. Parametre DEG za trajektoriji gibanja in togosti
smo robota sprotno ucˇili prek lokalno utezˇene regresije v realnem cˇasu. Trenutno
naucˇene trajektorije so prikazane z rdecˇima cˇrtama.
Pridobljene periodicˇne trajektorije gibanja in togosti smo sklopili z ocenjeno
fazo adaptivnega oscilatorja. Pri periodicˇni nalogi faza enoznacˇno predstavlja
stanje sistema in je ocenjena na podlagi dejanskega gibanja robota. Slika 4.6 pri-
kazuje demonstrirane trajektorije gibanja in togosti v faznem prostoru. Vsak graf
prikazuje povprecˇno trajektorijo (modra cˇrta), ki jo je izvajal demonstrator, in
naucˇeno trajektorijo (rdecˇa cˇrta). Standardna deviacija demonstriranih trajekto-
rij je oznacˇena s svetlo modrim obmocˇjem. Prednost zapisa v faznem prostoru je,
da se izognemo cˇasovni odvisnosti trajektorij in s fazo enoznacˇno dolocˇimo stanje
sistema.
Po koncˇanem postopku ucˇenja je robot presˇel v avtonomno stopnjo sodelo-
vanja z uporabnikom. V tem trenutku je bil demonstrator izkljucˇen iz robotove
kontrolne zanke. Avtonomno stopnjo robota prikazuje slika 4.7. Zgornji graf pri-
kazuje ocenjeno frekvenco izvajanja naloge. Ta frekvenca se je prilagajala glede
na povratno informacijo o frekvenci izvajanja uporabnika, ki je sodeloval z avto-
nomnim robotom. Na podlagi teh rezultatov lahko pridemo do zakljucˇka, da je
bilo ucˇenje uspesˇno in da je bilo dosezˇeno stabilno sodelovanje med uporabnikom
ter robotom.
Za bolj natancˇno analizo avtonomnega sodelovanja robota z uporabnikom si
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Slika 4.5: Rezultati iz demonstracijske stopnje, kjer je demonstrator upravljal in
ucˇil robota. Na prvem grafu je prikazana ocenjena frekvenca gibanja robota. Na
drugem grafu je prikazano gibanje v anterior-posteriorni (x) osi, ki premika rezilo
zˇage vzdolzˇ obdelovanega predmeta. Na tretjem grafu je prikazan parameter
togosti vrha robotke roke. Modri cˇrti predstavljata demonstrirane trajektorije,
rdecˇi cˇrti pa naucˇene trajektorije.
Slika 4.6: Predstavitev trajektorij s slike 4.5 v faznem prostoru. Modra cˇrta pred-
stavlja povprecˇje demonstrianih trajektorij. Rdecˇa cˇrta predstavlja povprecˇje
naucˇenih trajektorij. Standardna deviacija demonstriranih trajektorij je pona-
zorjena s svetlo modrim obmocˇjem.
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Slika 4.7: Rezultati avtonomne stopnje, kjer je robot samostojno izvajal naucˇeno
nalogo v sodelovanju z uporabnikom. Na prvem grafu je prikazana ocenjena
frekvenca gibanja robota. Na drugem grafu je prikazano referencˇno (modra cˇrta)
in dejansko (rdecˇa cˇrta) gibanje robota v anterior-posteriorni osi. Na tretjem
grafu je prikazana modulacija parametra togosti vrha robotke roke.
poglejmo izsek med 38. in 42. sekundo eksperimenta na sliki 4.7. Ta je oznacˇen s
cˇrnimi prekinjenimi cˇrtami in je podrobno prikazan na sliki 4.8. Na prvem grafu
je opaziti razliko med referencˇnim gibanjem (modra cˇrta) in dejanskim gibanjem
(rdecˇa cˇrta) vrha robotske roke. Na srednjem grafu je prikazana modulacija togo-
sti vrha na podlagi ocenjene faze. Na spodnjem grafu je prikazana sila interakcije,
pridobljena po enacˇbi (4.3). Ta sila je bila izracˇunana prek razlike med trenutnim
referencˇnim in dejanskim polozˇajem vrha robotske roke ter je bila posredovana
nizˇjenivojskemu vodenju, predpisanim z enacˇbo (4.4). Vecˇja kot je bila razlika
med referencˇno in dejansko pozicijo, vecˇja je bila sila pri dolocˇeni togosti kx. Pa-
rameter togosti kx se je povecˇeval, ko je robot prehajal v fazo vlecˇenja zˇage. To
je omogocˇalo primerno vlecˇno silo za izvajanje naloge. Ko je sodelovanje presˇlo
v fazo, ko je uporabnik moral vlecˇi zˇago, pa je se je parameter togosti zmanjˇsal.
S tem je robot postal pasiven in omogocˇal uporabniku nemoteno izvedbo svoje
naloge.
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Slika 4.8: Izsek s slike 4.7. Prvi graf prikazuje referencˇno in dejansko gibanje
robota. Drugi graf prikazuje modulacijo parametra togosti. Tretji graf prikazuje
izmerjeno silo interakcije.
V zadnjem primeru bomo pokazali zmozˇnost metode ucˇenja v realnem cˇasu in
prehod iz demonstracijske stopnje v avtonomno stopnjo. Slika 4.9 vsebuje rezul-
tate iz demonstracijske stopnje in avtonomne stopnje. Demonstracijska stopnja
je na grafih oznacˇena s svetlo zelenim obmocˇjem. Na prvem grafu je prikazana
ocenjena frekvenca izvajanja naloge. Opazimo lahko, da je robot neprestano pri-
lagajal frekvenco izvajanja naloge glede na uporabnika. Na drugem in tretjem
grafu pa sta prikazani trajektoriji gibanja in togosti. V tem primeru smo prehod
v avtonomno fazo dolocˇali na podlagi odstopanja naucˇene trajektorije od demon-
strirane v intervalu petih sekund, podobno kot pri metodi v poglavju 3.3.1. Ta
podaja informacijo o uspesˇnosti robota pri posnemanju cˇloveka. Povprecˇje abso-
lutnih normaliziranih napak trajektorij gibanja in togosti predstavlja kriterij za
preklop. Napaka je prikazana na spodnjem grafu. Za preklop smo v tem primeru
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Slika 4.9: Direkten preklop iz demonstracijske stopnje v avtonomno stopnjo. De-
monstracijska stopnja je ponazorjena s svetlo zelenim obmocˇjem. Na zadnjem
grafu je prikazana napaka med demonstriranimi in naucˇenimi trajektorijami, ki
je prestavljala kriterij za preklop. S cˇrtkano cˇrto je oznacˇen prag, pod katerim je
morala napaka pasti, de je priˇslo do preklopa.
izbrali trenutek, ko je sˇla napaka pod prag 0.015. Z grafa je razvidno, da se je
preklop zgodil priblizˇno po 20 sekundah od zacˇetka eksperimenta.
Na prvem grafu slike 4.9 vidimo, da se frekvenca nenehno spreminja tudi
po preklopu v avtonomno stopnjo. To je bila posledica prilagajanje frekvence
delovanja robotske roke na frekvenco delovanja sodelujocˇega cˇloveka.
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4.2 Metoda ucˇenja industrijske robotske roke sestavljanja
predmetov
V prvem delu poglavja smo predstavili metodo za ucˇenje robotov manipulacije in
sodelovanja s cˇlovekom v cˇlovekovem okolju. V drugem delu poglavja bomo pred-
stavili metodo ucˇenja manipulacije robotske roke s cˇlovekom v robotovi kontrolni
zanki za bolj industrijske naloge. Vecˇina trenutnih robotskih rok v industriji
deluje na dolocˇeni predhodno nastavljeni togosti, ki je skozi izvajanje naloge kon-
stantna. Nacˇrtovanje izvajanja nalog s konstantno togostjo robota je tezˇaven
proces, ko gre za izvedbo kompleksnih nalog, pri katerih prihaja do fizicˇnih inte-
rakcij z nepredvidljivim okoljem. Kot smo zˇe omenili, mozˇnost modulacije togosti
robota bistveno poenostavi izvajanje nalog z izrazito fizicˇno interakcijo z okoljem.
Ena izmed elementarnih nalog v industriji je sestavljanje predmetov iz
dolocˇenih segmentov, ki zahtevajo mnoga elementarna znanja. En primer ta-
kega znanja je sestavljanje dveh objektov z direktnim vstavljanjem cilindricˇnega
zaticˇa v cilindricˇni utor (ang. peg-in-the-hole task), ki je bila predmet mnogih
sˇtudij v robotiki [79, 28, 29]. Drugi primer takega znanja je sestavljanje dveh
objektov z drsnimi vijaki. Pri tej nalogi je treba vijak, ki je pritrjen na en objekt,
poriniti v utorovni kanal drugega objekta in ga drsati znotraj utora do mesta
pritrditve. Na mestu pritrditve pa mora robot vijacˇiti vijak, da pride do skle-
nitve dveh delov. V nasˇih eksperimentih smo robota ucˇili izvajanja te naloge s
predlagano metodo ucˇenja gibanja robotske roke in modulacije togosti.
Slika 4.10 prikazuje blocˇno shemo ucˇenja. Demonstratorja vkljucˇimo v robo-
tovo kontrolno zanko, podobno kot v predhodni metodi ucˇenja robotov sodelova-
nja z uporabnikom v cˇlovekovem okolju. Razlika je, da v tej metodi uporabljamo
hapticˇni vmesnik za posredovanje informacije o sili, ki jo cˇuti robot. Dodatna in-
formacija o sili lahko pohitri ucˇni postopek, saj ima demonstrator na voljo boljˇso
povratno informacijo o stanju sistema. Za razliko od bodocˇega povprecˇnega upo-
rabnika robotov v gospodinjstvu ima industrija na voljo vecˇja sredstva. Tako
dodatni hapticˇni vmesnik ne predstavlja pretirane ovire pri vpeljavi predlagane
metode v industrijska okolja.
V nasˇi metodi smo za hapticˇni vmesnik uporabili hapticˇnega robota Hapti-
cMaster proizvajalca Moog [90]. Ta deluje na principu admitancˇnega vodenja.
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Slika 4.10: Shema pristopa ucˇenja robotov s cˇlovekov v kontrolni zanki za ucˇenje
robotske roke izvedbe industrijskih nalog sestavljanja predmetov. Strojno ucˇenje
je bilo izvedeno na osnovi lokalno utezˇene regresije (LUR).
Za povezavo robota HapticMaster s sistemom ucˇenja trajektorij in sistemom za
vodenje robotske roke smo naredili programski vmesnik v programskem jeziku
C. Ta je vzorcˇil izmerjene polozˇaje vrha hapticˇnega robota in jih posredoval kot
ukaze za vodenje robotske roke. Poleg tega pa je vzorcˇil izmerjeno silo na vrhu ro-
botske roke in jo posredoval hapticˇnemu robotu za izvedbo povratne informacije
o sili. Povezava med sistemi je potekala po protokolih Ethernet UDP in TCP.
V tej metodi demonstrator sˇe vedno primarno nadzira ucˇenje prek vizualne
povratne informacije. Dodatna povratna informacija o sili pa lahko poenostavi
in izboljˇsa postopek ucˇenja nalog s fizicˇno interakcijo z okoljem. Glede na dane
povratne informacije je lahko demonstrator ucˇil robota premikanja vrha robota
za izvedbo naloge sestavljanja predmetov. Pri tem smo merili polozˇaj demonstra-
torjevega vrha roke prek internih senzorjev hapticˇnega robota HapticMaster. Te
izmerjene polozˇaje smo preslikali v referencˇne polozˇaje robotske roke Kuka LWR.
Poleg ucˇenja gibanja je imel demonstrator tudi mozˇnost modulacije togosti. V ta
namen smo razvili nov vmesnik za modulacijo togosti vrha robotske roke.
4.2.1 Vmesnik za modulacijo togosti
Modulacija togosti prek vmesnikov, temeljecˇih na cˇlovesˇkih miˇsicah, se je izka-
zala kot izredno intuitivna [29, 34]. Slaba lastnost teh vmesnikov je, da zahtevajo
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Slika 4.11: Ukazni vmesnik, sestavljen iz hapticˇnega robota HapticMaster in raz-
vitega vmesnika za modulacijo robotove togosti. Slednji je osnovan na vodenju
polozˇaja gumba linearnega potenciometra.
dolocˇene cˇasovno zamudne kalibracijske postopke in poznavanje cˇlovekove anato-
mije. Ta slaba lastnost je lahko ovira za njihovo uporabo v industrijskih okoljih.
Walker in kolegi [27] so predlagali nekoliko bolj enostaven vmesnik za modu-
lacijo togosti robota pri teleoperacijskem scenariju. Ta vmesnik je bil osnovan
okoli senzorja sile, ki je meril stisk teleoperaterjeve dlani. Tak vmesnik je dosti
bolj primeren za industrijska okolja, saj ne potrebuje dolgotrajnih kalibracijskih
postopkov ali dodatnih ekspertnih znanj, ki niso povezana z industrijo. Mozˇna
slabost tega vmesnika je, da je vodenje sile nekoliko bolj kompleksna naloga kot
vodenje polozˇaja. Poleg tega pri izvajanju sile oprijema prihaja do utrujanja
miˇsic. Sˇtudije iz biomehanike so pokazale, da dolgotrajno stiskanje dlani vodi v
utrujanje, ki postopoma poslabsˇa zmozˇnost natancˇnega vodenja sile [97, 98].
Mi smo predlagali nov vmesnik za modulacijo togosti robota, ki temelji na
vodenju polozˇaja. Ta je osnovan okoli linearnega potenciometra z vzmetjo in je
prikazan na sliki 4.11. Demonstrator je vmesnik drzˇal v roki in s polozˇajem prsta
reguliral polozˇaj gumba potenciometra. Spreminjanje polozˇaja gumba potenci-
ometra je spreminjalo elektricˇno napetost potenciometra, ki smo jo brali prek
AD-pretvornika. Preslikavo med napetostjo potenciometra in robotovo togostjo
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Slika 4.12: Preslikava med kontrolnim parametrom vmesnika V (t)
2
V 2max
za modulacijo
impedance in parametrom togosti vrha robotske roke k.
smo dolocˇili po enacˇbi:
k =
V 2
V 2max
(kmax − kmin) + kmin, (4.5)
kjer je k togost robota, V (t) trenutna napetost potenciometra ob cˇasu t in
Vmax = 5 V je maksimalna mozˇna napetost potenciometra, s katero normali-
ziramo V (t). Parameter kmax dolocˇa maksimalno togost in parameter kmin mini-
malno togost, ki jo lahko demonstrator modulira prek vmesnika. Za razliko od
vmesnika v prejˇsnjem podpoglavju, kjer smo uporabili linearno preslikavo, smo
v tem primeru uporabili kvadratno funkcijo za preslikavo med polozˇajem prsta
in robotovo togostjo. S tem predpiˇsemo vecˇjo obcˇutljivost obmocˇju nizke togo-
sti. Slika 4.12 prikazuje preslikavo med kontrolnim parametrom vmesnika V (t)
2
V 2max
in parametrom togosti vrha robotske roke k skozi obmocˇje nastavljive togosti.
Vodenje togosti na nivoju robota pa je bilo izvedeno enako kot pri metodi
ucˇenja sodelovanja. Silo interakcije smo izracˇunali glede na trenutni parameter
togosti robota k in glede na razliko med referencˇnim ter dejanskim polozˇajem
vrha robota po enacˇbi (4.3). Za dosego te sile prek navorov v sklepih robotske
roke pa smo uporabili enacˇbo (4.4).
4.2.2 Ucˇenje in adaptacija
Pri predstavitvi strategije izvajanja naloge smo uporabili trajektorije, zapisane v
obliki DEG z uporabo enacˇbe (2.31). Ker je nasˇa metoda namenjena ucˇenju in-
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dustrijskih robotskih nalog, ki so v vecˇini periodicˇne narave, smo izbrali metodo
periodicˇnih DEG. Periodicˇni DEG omogocˇajo enostavno modulacijo frekvence
izvajanja naloge. Pridobivanje znanja o strategiji izvajanja naloge (ucˇenje para-
metrov DEG) je potekalo prek lokalno utezˇene regresije po enacˇbah (2.32), (2.33)
in (2.34).
V tem primeru nismo uporabili adaptivnih oscilatorjev, ker izbrana naloga
ni neposredno zahtevala adaptacije na neki zunanji element (npr. sodelovanje z
uporabnikom). Za vodenje faze naucˇenih periodicˇnih trajektorij v avtonomni sto-
pnji robota smo uporabili periodicˇni zˇagasti signal, ki je linearno spreminjal fazo
od 0 do 2pi. S frekvenco tega signala je bilo mocˇ prek faze trajektorij spreminjati
hitrost izvedbe naucˇenih nalog.
4.2.3 Eksperimenti
Sestavljanje objektov
V prvi seriji eksperimentov je bila naloga demonstratorja naucˇiti robotsko roko
sestavljanja dveh objektov prek fiksiranja z drsnimi vijaki. Slika 4.13 prikazuje
osnovne elemente naloge v eksperimentu. Strategija resˇevanja te naloge zah-
teva najprej pomikanje prvega objekta z vijakom po zraku do polozˇaja, kjer je
utor drugega objekta.2 Za pomikanje prvega objekta po zraku smo predpostavili
visoko togost robota, kar omogocˇa primerno stabilizacijo pri nepredvidljivih mo-
tnjah iz okolice. Ko se z vijakom robot priblizˇa utoru drugega objekta, je bilo
treba znizˇati togost robota, da se izognemo prevelikim sunkom sile v trenutku
kontakta z drugim objektom. Hkrati pa mora togost ostati na dovolj velikem ni-
voju, da lahko robot vtakne drsni vijak v utor. V trenutku, ko je vijak v utoru, ga
mora robot premakniti vzdolzˇ kanala do mesta pritrditve. Med drsanjem vijaka
po kanalu lahko robot obdrzˇi nizko togost, saj v tej fazi okolje (drug objekt) nudi
potrebno stabilizacijo. Hkrati pa podajnost robota v tej fazi sluzˇi kot preventiva
za morebitne motnje iz okolice. Nepricˇakovani izmik drugega objekta iz pred-
pisanega polozˇaja bi pomenil odmik dejanskega polozˇaja robota od zastavljene
referencˇne trajektorije giba. To bi ob visoki togosti robota povzrocˇilo velike in-
2Prvi objekt se nanasˇa na objekt, ki ga drzˇi robot, in ima drsni vijak. Drugi objekt se nanasˇa
na objekt za utorovnim kanalom, ki je postavljen na delovni mizi.
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Slika 4.13: Serija fotografij, izvzetih iz eksperimenta, pri katerem je robot izvajal
dano nalogo sestavljanja predmetov. Slika na levi prikazuje robota Kuka LWR,
ki drzˇi objekt z drsnim vijakom. Fotografije na levi prikazujejo proces vstavljanja
vijaka v utor drugega objekta in drsanje po utoru do pritrditvenega mesta.
terakcijske sile, kar bi lahko vodilo do zatikanja ali celo posˇkodb materiala in
opreme.
Za namen izvedbe teh eksperimentov smo dolocˇili parametre togosti kmax =
2000 Nm in kmin = 0 Nm. Pred demonstracijsko stopnjo smo najprej izvedli
stopnjo adaptacije demonstratorja na izvajanje naloge prek robota. Po koncˇanem
senzoricˇno-motoricˇnem ucˇenju demonstratorja je sledila stopnja demonstracije
oziroma prenos znanja na robota. Demonstrator je v stopnji demonstracije sledil
zastavljeni strategiji izvajanja naloge in pri tem ucˇil robotsko roko prek razvite
metode ucˇenja. Med demonstracijsko stopnjo smo v realnem cˇasu zbirali podatke
o ukazih demonstratorja, ki so zajemali polozˇaje vrha robotske roke in togosti
vrha robotske roke. Te podatke smo uporabili za izgradnjo fazno normaliziranih
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Slika 4.14: Rezultat ucˇenja s predlagano metodo ucˇenja. Prvi graf prikazuje traj-
ektorijo gibanja vzdolzˇ utrovnega kanala. Drugi graf prikazuje gibanje v vertikalni
osi. Tretji graf prikazuje modulacijo parametra togosti robotske roke. Modre cˇrte
predstavljajo trajektorije, ki ji je izvajal demonstrator. Rdecˇe cˇrte pa predsta-
vljajo naucˇene trajektorije v obliki dinamicˇnih elementarnih gibanj (DEG).
trajektorij prek periodicˇnih DEG.3
Slika 4.14 prikazuje trajektorije, ki jih je izvajal demonstrator (modra cˇrta),
in naucˇene trajektorije (rdecˇa cˇrta). Prvi graf prikazuje gibanje vrha robotske
roke vzdolzˇ utorovnega kanala po osi y izhodiˇscˇnega koordinatnega sistema, ki
je bila postavljena v levi lateralni smeri glede na robota/demonstratorja. Drugi
graf prikazuje gibanje v vertikalni smeri po osi z, ki je bila postavljena v naspro-
tni smeri delovanja gravitacijskega vektorja. Os x izhodiˇscˇnega koordinatnega
sistema pa je bila postavljena v anteriorni smeri glede na robota/demonstratorja.
Bistveno gibanje za izvedbo naloge je bilo v oseh y in z. Tretji graf prikazuje
3V tem primeru bi bilo mogocˇe uporabiti tudi neperiodicˇne DEG in jih ponavljati v zanki s
pomocˇjo dodatnega algoritma. Za periodicˇne DEG smo se odlocˇili, ker za njihovo ponavljanje
ne potrebujemo dodatnega algoritma. Poleg tega lahko pri ponavljanju neperiodicˇnih DEG
prihaja do nezveznosti med prehodom iz koncˇne tocˇke trajektorije v zacˇetno tocˇko.
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Slika 4.15: Rezultat avtonomnega izvajanja naloge, pri cˇemer smo spreminjali
frekvenco izvajanja naloge. Prvi graf prikazuje vodeno frekvenco izvajanja. Drugi
graf prikazuje gibanje v osi y (vzdolzˇ kanala). Tretji graf prikazuje gibanje v osi
z (vertikalno). Zadnji graf prikazuje modulirano togost robota.
modulacijo togosti vrha robotske roke. Pri tem sta razvidni dve fazi izvajanja
naloge. Pomikanje objekta po zraku sovpada z visoko togostjo, drsanje vijaka po
utoru pa sovpada z nizko togostjo.
Po koncˇani stopnji ucˇenja je bil robot sposoben nalogo opravljati samostojno.
Dobra lastnost uporabe periodicˇnih trajektorij je, da imamo mozˇnost spremi-
njanja hitrosti oziroma frekvence njihovega izvajanja. V eksperimentu je robot
ponavljajocˇe izvedel nalogo trikrat, vsakicˇ pri razlicˇni frekvenci. Na sliki 4.15 so
prikazani rezultati eksperimenta, kjer smo v avtonomni stopnji robota spremi-
njali frekvenco izvajanja naucˇene naloge prek pohitritve signala za vodenje faze.
Ta signal je bil v obliki ponavljajocˇega zˇagastega signala od 0 do 2π. Prvi graf
prikazuje modulirano frekvenco izvajanja naloge. Drugi in tretji graf prikazujeta
izmerjena polozˇaja vrha robotske roke v oseh y in z. V eksperimentu smo pokazali
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Slika 4.16: Rezultat avtonomnega izvajanja naloge, kjer smo zaustavili izvaja-
nje trajektorij za cˇas, potreben za pritrditev vijaka. Prvi graf prikazuje vodeno
frekvenco izvajanja naloge. Drugi graf prikazuje gibanje v osi y (vzdolzˇ kanala).
Tretji graf prikazuje gibanje v osi z (vertikalno). Zadnji graf prikazuje modulirano
togost vrha robota.
izvajanje naloge s tremi razlicˇnimi frekvencami: 0.0556, 0.1 in 0.1667 HZ. Kot je
razvidno z grafov, je preklop mogocˇe izvesti med samim izvajanjem naloge in za
to ni bilo potrebno ustavljanje izvajanja robota.
Ko robot postavi drsni vijak na mesto, kjer je predvidena pritrditev obeh
objektov, je potrebna zacˇasna ustavitev izvajanja trajektorij. S tem omogocˇimo
cˇas, potreben za privitje pritrditvenega vijaka. Izvajanje tega sklopa naloge je
prikazano na sliki 4.16. Zaustavitev izvajanja trajektorije je izrazito razvidna s
prvega grafa, kjer je prikazano gibanje drsnega vijaka vzdolzˇ utora. Na graﬁh slike
4.16 so trajektorije, prikazane v cˇasovnem prostoru, vendar pa je bila zaustavitev
cˇasovno neodvisna in povsem vezana na fazo. S tem je mesto pritrditve natancˇno
in enoznacˇno dolocˇeno glede na polozˇaj v izhodiˇscˇnem koordinatnem sistemu, ne
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Slika 4.17: Rezultat eksperimenta, kjer je bil sistem podvrzˇen motnjam iz okolice,
ki so izmikale drugi predmet iz predpisanega polozˇaja na delovni mizi. Grafi na
levi so rezultat eksperimenta pri naucˇeni spremenljivi togosti robota. Grafi na
desni so rezultat eksperimenta pri vnaprej definirani konstanti visoki togosti.
glede na frekvenco izvajanja. Zaustavitev so definirali pri fazi Φ = 6pi
5
. V tem
trenutku smo postavili frekvenco signala za vodenje faze na Ω = 0 Hz in jo drzˇali
za 5 sekund. To je cˇas, potreben za pritrditev vijaka. Po koncˇani izvedbi te
naloge smo preklopili frekvenco izvajanja faze nazaj na zˇeleno frekvenco Ω = 0.1
Hz in robot je nadaljeval z nalogo.
Za prikaz prednosti ucˇenja izvajanja naloge s predlagano metodo smo izvedli
eksperiment, kjer smo inducirali motnjo iz okolice. Pri tem je cˇlovek nakljucˇno
rocˇno izmikal polozˇaj drugega objekta v osi x, ko je robot drsal vijak prvega
objekta po utoru. S tem smo simulirali nepricˇakovane motnje v sistemu ali po-
tencialno sodelovanje robota s cˇlovekom, kjer je delovanje cˇloveka neponovljivo
in tezˇko predvidljivo. V prvi stopnji eksperimenta smo uporabili naucˇeno strate-
gijo izvajanja naloge s spremenljivo togostjo robota, kjer je demonstrator dolocˇil
nizko togost robota znotraj utora. Ta je prikazana na levih grafih na sliki 4.17. V
drugi stopnji pa smo uporabili konstantno vnaprej definirano visoko togost. Ta
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je prikazana na desnih grafih na sliki 4.17.
Grafi v prvi vrstici slike 4.17 prikazujejo razlike med dejanskim in referencˇnim
polozˇajem vrha robotske roke. Grafa v drugi prvi vrstici slike 4.17 pa prikazujeta
sile interakcije robota z okoljem. Iz tega lahko vidimo, da so bile sile dosti vecˇje
glede na izmik drugega objekta pri izvajanju naloge z vnaprej definirano visoko
togostjo v primerjavi z izvajanjem naloge pri naucˇeni togosti. Cˇe bi bil sistem pri
togem delovanju izpostavljen velikim motnjam iz okolice, bi to lahko vodilo do
blokade izvajanja naloge ali celo do posˇkodb robota in opreme. V kar nekaj prime-
rih izvajanja tega eksperimenta s konstanto togostjo robota je priˇslo do zatikanja
drsnega vijaka v utoru. Sile interakcije pri izvajanju z naucˇeno nizko togostjo
so bile dosti manjˇse pri enaki stopnji izmika drugega objekta. To je posledicˇno
omogocˇalo dosti bolj varno in tekocˇe delovanje, tudi v primeru nepricˇakovanih
zunanjih motenj.
Vijacˇenje vijakov
V drugi seriji eksperimentov je bila naloga demonstratorja naucˇiti robota
vijacˇenja krizˇnih samoreznih vijakov v neznani material. Na sliki 4.18 je pri-
kazana eksperimentalna postavitev. Strategija izvajanja te naloge je najprej zah-
tevala vstavljanje izvijacˇa v glavo vijaka. Pri tem smo togost robota v osi z
(vertikalno) nastavili na kz = 500 N/m. Ta togost je bila dovolj nizka, da sile
pri zacˇetnem kontaktu niso bile prevelike. Hkrati pa je omogocˇala dovolj veliko
togost za primerno sledenje vrha robota referencˇni poziciji. Rotacijsko togost je
spreminjal demonstrator z razvitim vmesnikom. Parametre rotacijske togosti za
ukazni vmesnik smo nastavili na kmaxrotz = 50 Nm/rad in k
min
rotz = 0 Nm/rad. Pri
vstavitvi izvijacˇa v glavo vijaka smo nastavili zelo nizko rotacijsko togost, da smo
omogocˇili njeno poenostavitev. Zaradi nestrukturiranosti okolja se lahko orienta-
cija utora vijaka razlikuje od naucˇene orientacije izvijacˇa. Cˇe je robot podajen v
rotaciji okoli osi z, je mogocˇa prilagoditev orientacije izvijacˇa trenutni orientaciji
glave vijaka, ob primerni sili v z osi.
Ko je priˇslo do vstavitve izvijacˇa v glavo vijaka, je bilo treba referencˇni polozˇaj
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Slika 4.18: Eksperimentalna postavitev za vijacˇenje. Kuka LWR je drzˇal izvijacˇ,
s katerim je pritrjeval objekt prek vijakov.
v osi z pomakniti v vijak.4 S tem smo na osnovi impedancˇnega vodenja dosegli
dovolj veliko silo, ki je drzˇala izvijacˇ v glavi vijaka in hkrati prispevala k potiskanju
vijaka v material. Ko je bila dosezˇena primerna sila v osi z, je demonstrator
povecˇal rotacijsko togost okrog osi z in obrnil vijak v desno. To je povzrocˇilo
rezanje navoja v material. Togost je bilo treba povecˇati, da smo dosegli primerno
sledenje rotacijskem polozˇaju.
4Za bolj robustno delovanje sistema bi bila smiselna nadgradnja z algoritmom, ki bi zaznaval
uspesˇno izvedbo posamezne stopnje naloge. Ta bi lahko operaterju sporocˇil, cˇe bi priˇslo do
napake robota pri avtonomnem izvajanju naloge.
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Rotiranje vijaka je mogocˇe dosecˇi tudi z nizˇjo togostjo, vendar pa to po-
meni slabsˇe sledenje referencˇnemu rotacijskemu polozˇaju. Pri tem bi bilo treba
referencˇno rotacijo postaviti na vecˇji kot, kot je zahtevan za dejanski zasuk vi-
jaka. Cˇe bi poznali potreben navor za rezanje navoja v material, bi lahko dolocˇili
potrebno razliko med referencˇno in dejansko rotacijo pri dolocˇeni nizki togosti.
Zaradi nestrukturiranega okolja pa ne poznamo potrebnega trenutnega navora,
zato je potrebna rotacija pri viˇsji togosti. Poleg tega dosledno sledenje orientacije
krizˇnega utora glave vijaka poenostavi kasnejˇso ponovno vstavitev izvijacˇa.
Ko se je izvedla rotacija vijaka, smo znizˇali rotacijsko togost, da smo poe-
nostavili odstranitev izvijacˇa iz glave vijaka. Ko je bil izvijacˇ iz glave vijaka,
smo izvedli rotacijo izvijacˇa nazaj v levo za enak kot, kot je bil vijak rotiran v
desno. Za tem se je postopek periodicˇno ponavljal za izvedbo zastavljene naloge
vijacˇenja.
V demonstracijski stopnji je demonstrator, prek predlagane metode ucˇenja
sestavljanja objektov, ucˇil robotsko roko izvajanja dane naloge. Pri tem je upo-
rabljal opisano strategijo izvajanja naloge. Skozi proces ucˇenja smo shranjevali
potrebne senzoricˇno-motoricˇne podatke. Po koncˇani demonstraciji smo uporabili
zbrane podatke za ucˇenje trajektorij gibanja in togosti. Trajektorije smo zapisali
z metodo periodicˇnih DEG.5 Parametre DEG pa smo robota naucˇili prek lokalno
utezˇene regresije. Slika 4.19 prikazuje rezultate demonstracije.
Naucˇene trajektorije smo nato uporabili za avtonomno izvedbo naloge z ro-
botsko roko. Rezultati avtonomne izvedbe so prikazani na sliki 4.20. Na prvem
grafu je prikazano gibanje v osi z, kjer vidimo postopno pomikanje vijaka v mate-
rial prek izmerjenega polozˇaja vrha robotske roke (rdecˇa cˇrta). Na drugi sliki je
prikazana izmerjena sila v osi z. Ta se postopoma zmanjˇsuje zaradi zmanjˇsevanja
razlike med referencˇnim in dejanskim polozˇajem vrha robota pri dolocˇeni kon-
stantni togosti. Za dosego dovolj velike sile skozi celotno nalogo je demonstrator
nastavil referenco dovolj v notranjost vijaka. Konstantno silo skozi celotno na-
logo bi lahko dosegli s pomocˇjo preprostega dodatnega algoritma, ki bi prilagajal
5Podobno kot v prejˇsnjem eksperimentu bi tudi v tem primeru bi bilo mogocˇe uporabiti
neperiodicˇne DEG in jih ponavljati v zanki s pomocˇjo dodatnega algoritma. Za periodicˇne
DEG smo se odlocˇili, ker za njihovo ponavljanje ne potrebujemo dodatnega algoritma. Poleg
tega lahko pri ponavljanju neperiodicˇnih DEG prihaja do nezveznosti med prehodom iz koncˇne
tocˇke trajektorije v zacˇetno tocˇko.
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Slika 4.19: Rezultat ucˇenja. Prvi graf prikazuje trajektorijo gibanja v osi z. Drugi
graf prikazuje trajektorijo rotacije okrog osi z. Tretji graf prikazuje trajektorijo
rotacijske togosti okrog osi z. Modre cˇrte predstavljajo demonstrirane trajekto-
rije, rdecˇe cˇrta pa naucˇene trajektorije.
naucˇen referencˇni polozˇaj glede na zadnji izmerjeni polozˇaj, ko je bil izvijacˇ sˇe
znotraj glave vijaka. Ta algoritem prilagajanja sile lahko zapiˇsemo z enacˇbo:
zn+1pop (tk) = z
n
izm(t
′
k)− zn−1izm (t′k), (4.6)
kjer je zn+1pop (tk) nov popravek referencˇnega polozˇaja. Ta se priˇsteje naucˇenemu
referencˇnemu polozˇaju med cˇasom tk, ko je izvijacˇ v glavi vijaka. z
n
izm(t
′
k) je
izmerjena viˇsina vijaka ob trenutku t′k, tik preden je priˇslo do odstranitve izvijacˇa
iz glave vijaka (torej po tem, ko je priˇslo do obrata in je vijak zarezal v material).
zn−1izm (t
′
k) pa je izmerjena viˇsina glave vijaka pri predhodnem vijacˇenju. Za uspesˇno
izvedbo naloge omenjeni algoritem ni bil potreben.
Na drugem in tretjem grafu slike 4.20 sta prikazana rotacija okoli osi z in
rotacijska togost robota okoli osi z. Sledenje referencˇni rotaciji je bilo zadovoljivo
za izvedbo naloge pri dani rotacijski togosti.
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Slika 4.20: Rezultati avtonomnega delovanja robota. Prvi graf prikazuje gibanje
v osi z. Drugi graf prikazuje izmerjene sile v osi z. Tretji graf prikazuje rotacijo
okoli osi z. Zadnji graf prikazuje modulacijo rotacijske togosti okoli osi z.
4.2.4 Diskusija
V predlagani metodi ucˇenja robotov demonstrator direktno modulira togost ro-
botske roke prek razvitega vmesnika. Nekatere dosedanje sˇtudije so predlagale
ucˇenje togosti na drugacˇen nacˇin. Calinon in kolegi [23, 20, 25] ter Paraschos in
kolegi [24] so predlagali uporabo parametra variance demonstriranih pozicijskih
trajektorij za oceno togosti robota v posamezni fazi naloge. Te sˇtudije izhajajo
iz aspekta, da cˇe je v neki tocˇki varianca trajektorij zelo majhna, potem mora
biti togost robota v tej tocˇki velika, da dosezˇe veliko natancˇnost gibanja. V na-
sprotnem primeru, cˇe je varianca trajektorij v neki tocˇki velika, pa pomeni, da si
lahko privosˇcˇimo vecˇjo napako in posledicˇno manjˇso togost robota.
Taka strategija lahko nudi dobro resˇitev za nekatere naloge. Bistvena prednost
te metode je, da nekoliko razbremeni demonstratorja, saj mu ni treba neposre-
dno ucˇiti trajektorij togosti. Vendar pa v nekaterih nalogah fizicˇne interakcije
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z okoljem, kot je na primer drsanje vijaka po utoru, nizka varianca trajektorij
ne sovpada z visoko togostjo. Kot smo pokazali skozi nasˇe eksperimente, robot
lahko stabilizira togo okolje, ko je vijak znotraj utora. V tem primeru ni potrebna
visoka togost, cˇeprav je varianca trajektorij znotraj utora izredno majhna. Poleg
tega je lahko delovanje pri visoki togosti nevarno in nezazˇeleno. Iz tega lahko
zakljucˇimo, da je v takih primerih uporaba nasˇe metode ucˇenja bistveno bolj
primerna in fleksibilna.
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5. Vodenje eksoskeletov
Humanoidna robotika je trenutno eden izmed kljucˇnih aspektov paradigme vpe-
ljave robotov v vsakdanje cˇlovekovo okolje. Cilj humanodnih robotov je pomocˇ
cˇloveku pri vsakdanjih opravilih. Pri tem je fizicˇna interakcija s cˇlovekom in z
neprevedljivim okoljem sestavni del skoraj vsake naloge. V prejˇsnjih poglavjih
smo predlagali metode ucˇenja izvajanja teh interakcij, ki temeljijo na vkljucˇitvi
cˇlovekovega senzoricˇno-motoricˇnega sistema v robotovo regulacijsko zanko.
Poleg humanoidne robotike je drug izredno pomemben aspekt vpeljave ro-
botov v vsakdanje cˇlovekovo okolje podrocˇje eksoskeletov (ang. exoskeletons).
To predstavlja dober komplement humanodini robotiki. Humanoidni roboti so
zasnovani kot avtonomni agenti, ki lahko nudijo pomocˇ uporabniku pri izvedbi
raznih nalog s staliˇscˇa tretje osebe. Pri eksoskeletih pa gre za izgradnjo robotskih
mehanizmov, ki neposredno pomagajo cˇlovekovemu telesu. Cilj teh mehanizmov
je izboljˇsava ali nadomestitev zmozˇnosti okrnjenih delov cˇlovesˇkega telesa. Po-
leg uporabe v rehabilitacijske namene pa je mogocˇe eksoskelete uporabiti tudi za
ojacˇanje obstojecˇih zmozˇnosti zdravega cˇlovesˇkega telesa za potrebe v industriji
in vojski.
Pri vpeljavi eksoskeletov v vsakdanjo uporabo se srecˇujemo s podobnimi izzivi
kot pri vpeljavi humanodinih robotov v cˇlovekov vsakdanjik. Pri delovanju ekso-
skeletov je fizicˇna interakcija neizogibna, saj njihovo delovanje temelji na fizicˇni
podpori delov cˇlovekovega telesa. Zaradi nacˇeloma neponovljivega in nepredvi-
dljivega delovanja cˇloveka je tako interakcijo tezˇko predvideti in modelirati. Poleg
tega pa cˇlovek pri izvedbi vsakdanjih nalog stalno prihaja v stik z nestrukturira-
nim okoljem, kar dodatno povecˇa kompleksnost vodenja eksoskeletov.
Pri aktivnem vodenju eksoskeletov je cˇlovek zˇe v osnovi vkljucˇen v robotovo
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regulacijsko zanko.1 Pri tem morajo algoritmi vodenja zaznati cˇlovekov motoricˇni
namen, da lahko nudijo podporo gibanja v pravem trenutku. Uporabnik pa prek
senzoricˇnih informacij lahko regulira delovanje eksoskeleta. Pri tem je v zacˇetni
fazi potrebno dolocˇeno cˇlovekovo senzoricˇno-motoricˇno ucˇenje, da omogocˇi upo-
rabniku adaptacijo na uporabo mehanizma in pripadajocˇega algoritma vodenja.
V tem poglavju predlagamo novo metodo vodenja eksoskeletov za izvedbo
(predvsem periodicˇnih) nalog. Ta temelji na podobnih principih kot metode, ki
smo jih razvili in opisali v prejˇsnjih poglavjih. Pri tej metodi gre za adapta-
cijo gibanja eksoskeleta prek nenehnega ucˇenja trajektorij gibanja glede na sen-
zoricˇno-motoricˇno obnasˇanje uporabnika. Trajektorije za podporo gibanja ucˇimo
na nivoju navorov v sklepih. Osnovni princip delovanja razvite metode je na
ucˇenju navorov eksoskeleta prek minimizacije uporabnikovih miˇsicˇnih aktivnosti.
5.1 Pregled dosedanjih pristopov in primerjava s predla-
gano metodo
Kljucˇ do uspesˇne vpeljave eksoskletov v cˇlovekov vsakdanjik je izgradnja lahkih,
zmogljivih, energetsko ucˇinkovitih, mehansko prilagodljivih in nizkocenovnih me-
hanizmov [99, 100, 101, 102, 103, 104, 105, 106, 107, 108]. Za uspesˇno uporabo
le-teh pa so potrebne dolocˇene metode vodenja, ki zagotovijo potreben vmesnik
med uporabnikom in mehanizmom. Metoda vodenja mora biti sposobna zaznati
ali predvideti uporabnikov namen in ga aplicirati na mehanizem ob pravem cˇasu,
da pride do primerne podpore ter usklajenega delovanja uporabnika in eksoske-
leta.
Nekatere raziskave so predlagale metode vodenja, ki zaznajo cˇlovekov namen
na osnovi dinamike fizicˇne interakcije med uporabnikom in robotskim mehaniz-
mom. Tak primer je metoda, ki so jo razvili Pratt in kolegi [109]. Pri tej metodi je
algoritem vodenja dolocˇal podporno silo na osnovi opazovanja spremembe dolzˇine
vzmeti v serijsko elasticˇnem aktuatorju eksoskeleta. Kong in Jeon [110] sta pre-
dlagala metodo vodenja na podlagi merjenja pritiska med cˇlovekovim segmentom
1Aktivno vodenje definiramo z zmozˇnostjo uporabnika vpliva na delovanje eksoskleta. Pri-
mer, ko uporabnik nima neposrednega vpliva na delovanje eksoskeleta, pa je pasivna rehabili-
tacija, kjer robot izvaja vnaprej dolocˇeno vadbeno gibanje.
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in segmentom eksoskeleta. BLEEX (ang. Berkley Lower Extremity Exoskeleton)
je bil voden s hibridnim pristopom, ki je uporabljal inverzno dinamiko v kombina-
ciji z pozicijskim regulatorjem [111]. Tsagarakis in Caldwell [103] sta predlagala
pristop na podlagi impedancˇnega vodenja za vodenje eksoskeleta pri rehabilitaciji
rok. Gams in kolegi [112] pa so predlagali pristop na osnovi inverzne dinamike
za kompenzacijo gravitacije v posamezni fazi pocˇepanja. Glavna prednost ome-
njenih pristopov vodenja eksoskeletov je, da lahko delujejo le na osnovi signalov,
merjenih na eksoskeletu.
Uporaba dinamike interakcije in inverznih dinamicˇnih modelov je ucˇinkovit
pristop vodenja eksoskeletov pri zdravih uporabnikih. Tezˇava se lahko pojavi v
nekaterih primerih uporabe na posˇkodovanih ali obolelih subjektih. V teh pristo-
pih mora uporabnik biti sposoben najprej proizvesti dolocˇen navor v sklepih, da
zacˇne gibanje, preden eksoskelet nudi podporo. Cˇe uporabnik ni zmozˇen proizve-
sti tega navora, potem eksoskeleta ni mogocˇe voditi. To tezˇavo lahko odpravimo
z detekcijo uporabnikovega namena prek merjenja biolosˇkih signalov, s katerimi
cˇlovekov centralni zˇivcˇni sistem vodi motoricˇne enote. Neinvazivi elektromiogram
(EMG) je prirocˇna metoda za zaznavanje teh signalov prek merjenja elektricˇnih
potencialov na povrsˇinah miˇsic. V preteklosti so bile EMG-metode uspesˇno apli-
cirane za vodenje eksoskeletov [113, 114, 100, 115, 116, 117, 118, 119]. Bistvena
prednost metod vodenja na osnovi EMG-ja je, da je mogocˇe zaznati cˇlovekov na-
men in posledicˇno voditi eksoskelet tudi, cˇe ta fizicˇno ni sposoben proizvesti dovolj
navora za zacˇetek gibanja.2 Na podlagi prednosti uporabe biolosˇkih signalov smo
se odlocˇili za uporabo EMG-ja v predlagani metodi.
Nekatere metode temeljijo na uporabi biomehanskih modelov za oceno navora
iz izmerjene miˇsicˇne aktivacije [113, 116, 117, 119]. Kot alternativo biomehan-
skim modelom so nekatere sˇtudije predlagale uporabo umetnih nevronskih mrezˇ
za modeliranje zapletene relacije med aktivacijo in navorom [114, 120]. Nekatere
sˇtudije pa so pokazale, da je mogocˇe voditi eksoskelet tudi z uporabo proporci-
onalne relacije [100, 115, 118]. Koncept vseh teh metod je ojacˇanje trenutnega
obnasˇanja uporabnika. Za njihovo delovanje je potrebna neprestana miˇsicˇna in
kognitivna aktivnost, tudi cˇe je naloga periodicˇna. V primeru periodicˇne naloge
2To velja ob predpostavki, ko je EMG-signal dovolj dober, da je mogocˇe izmeriti miˇsicˇno
aktivacijo.
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se je smiselno naucˇiti potrebnega gibanja v sklepih in ga potem ponavljati. S tem
dosezˇemo razbremenitev uporabnika pri ponavljajocˇih se gibih.
Periodicˇno gibanje v sklepih je mogocˇe predstaviti s trajektorijami. Kot smo
zˇe pokazali, so dinamicˇna elementarna gibanja (DEG) dober pristop zapisa trajek-
torij. Poleg tega jih je enostavno voditi prek adaptivnih oscilatorjev [51, 52, 34].
Ti so bili uporabljeni tudi pri vodenju eksoskletov. Ronsse in kolegi [121] so
uporabili adaptivne oscilatorje za adaptacijo frekvence gibanja sklepov na nivoju
polozˇaja. Pri tem so posredno ocenili navor v sklepu prek razlike med izmer-
jeni polozˇajem sklepa in predvidenim fazno zamaknjenim polozˇajem sklepa iz
oscilatorja.
V drugih primerih so raziskovalci uporabili adaptivne oscilatorje za direktno
vodenje frekvence izvajanja predhodno dolocˇenih trajektorij navorov. Gams in ko-
legi [112] so prek adaptivnih oscilatorjev vodili fazo podpornih navorov, dolocˇenih
iz modela inverzne dinamike. Podobno je Aguirre-Ollinger [40] prek adaptivnih
oscilatorjev vodil fazo profila navora, ki ga je predhodno ocenil s pomocˇjo izmer-
jene miˇsicˇne aktivnosti. Ta dva primera periodicˇne podpore gibanja uporabljata
ocenjeno fazo adaptivnega oscilatorja za vodenje frekvence izvajanja predhodno
dolocˇenih trajektorij. Med izvajanjem naloge metoda prilagaja trajektorije glede
na trenutni cˇlovekov tempo. Cˇe pa uporabnik zˇeli izvajati novo nalogo oziroma
drugacˇne gibe, pa je potreben preklop iz nacˇina podpore v nacˇin ucˇenja, da se
pridobijo nove trajektorije navorov.
Za razliko od pristopov [112] in [40] nasˇa metoda ne temelji le na ponavlja-
nju vnaprej definiranih ali ocenjenih trajektorij navorov. Nasˇ pristop vodenja
omogocˇa neprestano adaptacijo naucˇenih trajektorij navorov v skladu s trenu-
tnim obnasˇanjem uporabnika. To poteka s ciljem popolne razbremenitve upo-
rabnika pri izvajanju naloge. Namesto uporabe povratne informacije o miˇsicˇni
aktivnosti kot v [40] nasˇ pristop uporablja to povratno informacijo za adaptacijo
naucˇenih trajektorij. Pri tem nasˇ sistem tezˇi k minimizaciji miˇsicˇne aktivnosti v
posameznih fazah periodicˇnega delovanja. Ena izmed prednosti nasˇega pristopa
v primerjavi s [40] je, da ni treba preklapljati med nacˇinom podpore in nacˇinom
ucˇenja.
Glavna razlika med nasˇo metodo in metodami vodenja na osnovi ojacˇanja
trenutnega napora uporabnika je, da nasˇa metoda ne ojacˇa trenutnega delovanja,
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ampak tezˇi k popolni razbremenitvi uporabnika. S tem omogocˇi gibanje robota
tudi, ko so uporabnikove miˇsice sprosˇcˇene. To pripomore k manjˇsemu naporu v
primeru nalog, ki zahtevajo ponavljajocˇe se gibanje. V primerjavi z metodami,
ki potrebujejo modele inverzne dinamike [103, 101, 111, 112, 105] ali biomehan-
ske modele [113, 116, 117, 119], nasˇa metoda ne potrebuje modelov ali zamudnih
kalibracijskih procesov. Adaptacija navorov temelji na minimizaciji miˇsicˇne ak-
tivnosti uporabnika in omogocˇa pridobitev primernih trajektorij tudi, ko modeli
niso na voljo.
V pristopu smo uporabili metodo periodicˇnih DEG za zapis trajektorij. Te
smo povezali z adaptivnimi oscilatorji za oceno in vodenje faze. Obstojecˇi pri-
stop ucˇenja parametrov DEG smo modificirali na nacˇin, da omogocˇa njihovo
adaptacijo na podlagi povratne informacije o miˇsicˇni aktivnosti. Miˇsicˇna aktiv-
nost predstavlja informacijo o smeri adaptacije trajektorije navora tako, da pride
do postopne minimizacije te miˇsicˇne aktivnosti. To omogocˇa nenehno adapta-
cijo gibanja eksoskeleta na uporabnika in trenutno nalogo. Uporabnik ne potre-
buje nenehnega napora za izvajanje naloge, kot je to potrebno pri metodah na
osnovi ojacˇanja uporabnikovega napora. Ko se trajektorije adaptirajo, eksoskelet
prevzame izvajanje naloge in uporabnik se lahko sprosti. Napor je potreben le
v primeru, ko naloga zahteva adaptacijo trenutno naucˇenega gibanja. Metoda
uporabniku omogocˇa tudi poljubno spremembo trajektorij v realnem cˇasu prek
uporabe signalov miˇsicˇni aktivnosti. Poleg tega lahko zˇe naucˇene trajektorije
shranimo za kasnejˇso takojˇsnjo reprodukcijo.
Glavne mozˇnosti aplikacije razvite metode vidimo predvsem v nekaterih
primerih pomocˇi gibanja pri zdravih ljudeh. Primerne naloge bi lahko bile:
hoja na daljˇse razdalje, kjer je potrebno periodicˇno gibanje z manjˇsimi po-
pravki; ponavljajocˇa se hiˇsna opravila, kot je na primer brisanje mize; in
industrijske naloge, kot je na primer pobiranje tezˇkih objektov s tekocˇega
traku. Nekateri nacˇini treninga v rehabilitaciji zahtevajo ponavljajocˇe se gibanje
[103, 122, 104, 123, 124, 105]. Nasˇo metodo bi lahko na primer uporabili pri
pasivni rehabilitaciji. Za validacijo metode smo izvedli eksperimente na realnih
eksokeletih, pri cˇemer je bila naloga premikanje objektov z neznano maso. Ta
naloga se lahko nanasˇa na mnoga vsakdanja opravila rok ali periodicˇno gibanje
pri rehabilitaciji. V eksperimentih smo najprej izvedli kvalitativno validacijo na
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izkusˇenemu subjektu, nato pa smo izvedli sˇe kvantitativno analizo na vecˇ subjek-
tih.
5.2 Uporabljeni eksoskeleti
Eksperimenti so bili opravljeni na dveh mehanskih sistemih, ki sta prikazana na
sliki 5.1. Najprej smo preizkusili razvito metodo z eksperimenti na eksoskeletu za
podporo komolca (fotografija A), ki je nudil asistenco podlakti. Nato smo naredili
eksperimente sˇe na eksoskeletu za podporo celotne roke (fotografija B), kjer smo
pokazali, da je mogocˇe z metodo koordinirano voditi tudi vecˇ prostostnih stopenj
hkrati. Nazadnje pa smo eksperimente opravili sˇe na vecˇ subjektih, pri cˇemer
smo uporabili eksoskelet za podporo komolca.
Eksoskelet za podporo komolca [42] je bil razvit na BRI ATR, in sicer pred-
vsem za namene rehabilitacije. Ta je deloval na osnovi antagonisticˇnega para
umetnih pnevmatskih miˇsic (ang. artificial pneumatic muscles), ki sta bili pove-
zani s sklepom robota prek zˇice. Uporabljene miˇsice so bile tipa MAS-40 proi-
zvajalca Festo. Za dano nalogo dviganja utezˇi smo aktivno uporabili le zgornjo
miˇsico, saj so pospesˇki, vecˇji od gravitacije, nepotrebni in nezazˇeleni. Med miˇsico
in zˇico so bili namesˇcˇeni senzorji sile, prek katerih smo merili navor, induciran
v sklep. Radij sklepa je bil 0.024 m. Cˇlovekova nadlaket je bila pritrjena na
segment eksoskeleta prek plasticˇnega nastavka, ki smo ga predhodno oblikovali
glede na uporabnikove dimenzije. Dolzˇina segmenta eksoskeleta je bila 0.3 m. Na
konec segmenta smo namestili nastavke, ki so nam omogocˇali pritrditev utezˇi.
Eksoskelet za podporo celotne roke [43], razvit na BRI ATR, je imel 3 aktivne
sklepe: rama, komolec in zapestje. Vsak od sklepov je bil vezan na par antagoni-
sticˇnih pnevmatskih miˇsic prek kablov. Dolzˇina segmenta nadlakti je bila 0.263
m, dolzˇina podlakti 0.252 m in dolzˇina umetne dlani 0.2 m. Med eksperimenti
smo dolocˇili vrh robota kot srediˇscˇe cˇlovekove dlani, ki je bil oddaljen od robo-
tovega sklepa zapestja priblizˇno 0.055 m. Radij ramenskega sklepa je bil 0.05
m, radij komolcˇnega sklepa pa 0.038 m. Cˇlovekovo roko smo pritrdili na ogrodje
eksoskeleta s pasovi.
Navor v sklepih, ki ga proizvajajo pnevmatske miˇsice, je mogocˇe voditi s
tlakom v miˇsici. Predhodno so nekatere sˇtudije predlagale uporabo kompleksnih
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Slika 5.1: Uporabljeni eksoskeleti. Na fotografiji A je prikazan eksoskelet za
podporo komolca. Na fotografije B je prikazan eksoskelet za podporo celotne
roke.
modelov za opis relacije med tlakom in silo miˇsice [125, 126]. Pri enakem tlaku v
miˇsici ta proizvaja razlicˇne sile glede na trenutno dolzˇino miˇsice, kar je posledica
spreminjajocˇega se volumna. Modeli morajo predvideti potreben vhodni tlak za
dosego zˇelene izhodne sile pri dani dolzˇini miˇsice. Mocˇno nelinearna odvisnost
med temi spremenljivkami in razni nepredvidljivi mehanski vplivi naredijo tako
modeliranje zapleteno. Razlike med dejanskim stanjem in modeliranim stanjem
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lahko povzrocˇijo napake v napovedi in posledicˇno slabo navorovno vodenje. Model
je mogocˇe izboljˇsati s povratno informacijo o merjeni sili [103, 127, 128], vendar
pa lahko dodatni senzorji sile bistveno podrazˇijo eksoskelet. Poleg tega lahko
povratna zanka, zaradi slabega signala izmerjene sile, postane nestabilna.
Z uporabo nasˇe metode se je mogocˇe izogniti tudi modelom pnevmatskih miˇsic,
tako da namesto trajektorij navora ucˇimo direktno trajektorije tlaka. Adaptivna
narava nasˇe metode izoblikuje take trajektorije tlaka, da te proizvedejo navor,
ki minimizira miˇsicˇno aktivnost. Cˇe proizvedeni navor odstopa od navora, ki bi
kompenziral cˇlovekovo gibanje, potem bo povratna informacija o miˇsicˇni aktiv-
nosti prilagodila trajektorije tlaka tako, da bo navor ustrezal. Glede na omenjeno
prednost smo se odlocˇili za direktno ucˇenje trajektorij tlaka pnevmatskih miˇsic.
5.3 Adaptivna metoda vodenja eksoskeletov na osnovi mi-
nimizacije miˇsicˇne aktivnosti
Osnovni princip razvite metode je v minimizaciji uporabnikove miˇsicˇne aktivnosti
prek adaptivnega ucˇenja podpornih trajektorij navora v sklepu. Za namen raz-
lage pristopa vzemimo splosˇen primer enega sklepa. Ravnotezˇno dinamiko enega
sklepa lahko zapiˇsemo z enacˇbo:
τe(φ) + τm(φ) = τl(φ), (5.1)
kjer je τe(φ) fazno odvisen naucˇen navor, ki ga proizvaja eksoskelet, τm(φ) je
navor, ki ga proizvaja cˇlovekova miˇsica, in τl(φ) je navor bremena ter ostale
dinamike ob neki fazi φ.
Navor τm, ki ga proizvede cˇlovesˇka miˇsica, je odvisen od lastnosti miˇsice µ in
nivoja aktivacije Am [117]:
τm = f(µ,Am). (5.2)
Poenostavljen enomiˇsicˇni izraz, ki opisuje predlagano metodo, je podan z enacˇbo:
∆τe(φ) = G(Am(φ)), (5.3)
kjer je ∆τe sprememba naucˇenega podpornega navora eksoskeleta τe ob fazi φ in
G je funkcija, ki podaja preslikavo med nivojem miˇsicˇne aktivacije ter spremembo
navora.
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Pri pravilni izbiri funkcije G bo sistem minimiziral miˇsicˇno aktivnost, ki jo
izmerimo s pomocˇjo EMG-ja. Cˇe mora miˇsica proizvesti navor τm za kompen-
zacijo navora bremena τl(φ), potem je aktivacija Am razlicˇna od nicˇ in ∆τe bo
spreminjal podporni navor τe, dokler ta ne bo kompenziral navora bremena. Ob
predpostavki, da eksoskelet popolno kompenzira navor bremena, potem je miˇsicˇna
aktivacija v idealnem primeru enaka nicˇ.34 V tej tocˇki bo ∆τe postal enak nicˇ in
naucˇen navor se bo nehal spreminjati, dokler se ne bo pojavila dolocˇena miˇsicˇna
aktivacija, bodisi zaradi spremembe pogojev/bremena ali zavestne spremembe
uporabnika.5 Podobno velja, cˇe pride do pospesˇitve oziroma upocˇasnitve gibanja
v sklepu. Pri vecˇji oziroma manjˇsi hitrosti je potreben neki nov τl pri isti fazi φ.
Zardi tega bo prisotna miˇsicˇna aktivnost, ki bo postopoma prilagodila navor τe
po enacˇbi (5.3).
Prakticˇno implementacijo predlagane metode (glej shemo na sliki 5.2) smo
izvedli s pomocˇjo ucˇenja in adaptacije trajektorij podpornega gibanja v realnem
cˇasu. Trajektorije tlaka so oblikovane na podlagi povratne informacije o miˇsicˇni
aktivnosti in posredno vodijo navor v sklepih eksoskeleta. Njihov zapis smo izve-
dli s pomocˇjo metode DEG [50], ki smo jo smo opisali v poglavju 2.2. Za ucˇenje
parametrov DEG in njihovo adaptacijo smo uporabili lokalno utezˇeno regresijo
[63]. Za oceno periodicˇni parametrov trajektorij smo uporabili adaptivne osci-
latorje [51, 52]. Ti omogocˇajo uporabniku vodenje faze in frekvence trajektorij
gibanja prek povratne informacije o miˇsicˇni aktivnosti.
5.3.1 Signal za povratno informacijo o miˇsicˇni aktivnosti
Povratno informacijo o miˇsicˇni aktivnosti smo pridobili prek povrsˇinskega EMG-
ja. Elektrode EMG-ja smo namestili na primerna mestna na kozˇi nad miˇsicami v
3Ker je nivo aktivacije izmerjen z EMG-jem razlicˇen od nicˇ, tudi ko je miˇsica sprosˇcˇena, je
treba dolocˇiti prag, pri katerem se adaptacija ustavi.
4V primeru aktivne rehabilitacije je potrebna dolocˇena miˇsicˇna aktivnost uporabnika, zato
razvita metoda ni najbolj primerna za to nalogo. Na drugi strani pa je pri pomocˇi gibanja
zdravemu uporabniku zazˇelena cˇim vecˇja razbremenitev, kar je prednost nasˇe metode.
5Opisani primer je bil na nivoju ene miˇsice in enega sklepa za namen ilustracije principa
delovanja. V tem primeru je mogocˇa sprememba naucˇenega navora le v eni smeri. Za dvosmerne
spremembe je potreben signal, sestavljen iz dveh ali vecˇ aktivacij antagonisticˇno delujocˇih miˇsic.
To je razlozˇeno v nadaljevanju.
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Slika 5.2: Blok shema predlagane metode vodenja eksoskeletov na osnovi mini-
mizacije uporabnikovega napora prek ucˇenja podpornih trajektorij.
posameznem antagonisticˇnem paru. Vsak izmerjen EMG-signal smo usmerili in
ga filtrirali z nizkofrekvencˇnim prepustnim filtrom. Procesirane signale smo nato
normalizirali s pomocˇjo klasicˇne metode maksimalne hotene kontrakcije [95, 96].
Amplitudna normalizacija na maksimalno hoteno kontrakcijo minimizira razne
nezazˇelene efekte, kot je na primer konfiguracija elektrod, in omogocˇi primerjavo
med signali razlicˇnih miˇsic [96]. Aktivacijo posamezne miˇsice v antagonisticˇnem
paru smo definirali kot:
0 ≤ Am1(t) = EMG1(t)−B1
MVC1 −B1 ≤ 1, (5.4)
0 ≤ Am2(t) = EMG2(t)−B2
MVC2 −B2 ≤ 1, (5.5)
kjer sta Am1(t) in Am2(t) para miˇsicˇnih aktivacij, EMG1(t) in EMG2(t) pa sta
para procesiranih EMG-signalov. MVC je EMG-signal izmerjen pri maksimalni
hoteni kontrakciji, in B je signal, izmerjen pri sprosˇcˇeni miˇsici. B poskrbi, da je
povratna informacija o miˇsicˇni aktivnosti enaka nicˇ, ko je miˇsica razbremenjena.
To pa posledicˇno preneha adaptacijo trajektorij, ko eksoskelet prevzame izvajanje
naloge. Oba parametra sta bila pridobljena s povprecˇenjem EMG-ja v oknu treh
sekund [95].
Pridobljena nivoja aktivacije v antagonisticˇnem paru smo zdruzˇili v en signal,
ki je bil uporabljen za adaptacijo trajektorije pripadajocˇega sklepa. Posamezni
nivo aktivacije predstavlja smer spremembe naucˇene trajektorije navora v sklepu.
Zdruzˇeni signal za adaptacijo smo definirali definiran kot:
U(t) = Gu(Am1(t)− Am2(t)), (5.6)
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kjer je Gu skalarni faktor, ki predstavlja intenziteto posodobitve dinamicˇnih ele-
mentarnih gibanj. Parameter Gu smo nastavljali eksperimentalno glede na posa-
mezni subjekt.
Signal povratne informacije U(t) postane faktor posodobitve v ucˇnem sistemu
DEG. Cilja sta adaptacija trajektorij navorov v sklepih in postopna minimiza-
cija miˇsicˇne aktivnosti povezanih z delovanjem teh sklepov. Cˇe je nivo aktivacije
visok v dolocˇeni fazi periodicˇne trajektorije, potem bo signal U(t) preoblikoval
trajektorijo v tem podrocˇju tako, da bo eksoskelet pomagal uporabnikovi miˇsici
pri izvajanju naloge. Smer spremembe je odvisna od delovanja miˇsic v opazova-
nem sklepu. Cˇe ima agonisticˇna miˇsica dominantno aktivacijo Am1(t), potem bo
sprememba trajektorije v pozitivno smer. V nasprotnem primeru, ko ima anta-
gonisticˇna miˇsica vecˇjo aktivacijo Am2(t), pa pride do spremembe trajektorije v
negativno smer.
5.3.2 Adaptacija dinamicˇnih elementarnih gibanj
Standardni sistem ucˇenja, kot so ga predlagali Gams in kolegi [51], aproksimira
obliko trajektorije prek spreminjanja utezˇi Gaussoving funkcij, porazdeljenih po
fazi trajektorije. Ta pristop je bil opisan z enacˇbami (2.32) in (2.33). Za namen
opisa bomo ti dve enacˇbi na tem mestu zapisali sˇe enkrat:
wdegi (k + 1) = w
deg
i (k) + ψiPi(k + 1)rer(k), (5.7)
er(k) = fd(k)− wdegi (k)r. (5.8)
Torej, posodobitev utezˇi je bila izvedena tako, da je napaka er(k) med trenu-
tno referencˇno vhodno trajektorijo in trenutno naucˇeno trajektorijo predstavljala
informacijo o spremembi naucˇene trajektorije. Namesto posredovanja referencˇne
trajektorije so Petricˇ in kolegi [129] podali informacijo o spremembi naucˇene tra-
jektorije er(k) prek zaznanih kretenj rok. S tem so izvedli vmesnik, ki je cˇloveku
omogocˇal, da je pokazal humanoidnemu robotu, kako spremeniti trenutne tra-
jektorije gibanja. Za namen prakticˇne implementacije nasˇega pristopa vodenja
eksoskeletov pa smo omenjeni ucˇni pristop DEG modificirali tako, da je povratna
informacija o miˇsicˇni aktivnosti predstavljala informacijo o spremembi trenutne
trajektorije. Uporabnika smo vkljucˇili v robotovo regulacijsko zanko, tako da smo
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nadomestili er(k) s signalom U(k). Torej, modificirana enacˇba je definirana kot:
wdegi (k + 1) = w
deg
i (k) + ψiPi(k + 1)rU(k). (5.9)
Signal miˇsicˇne aktivacije U(k) zakljucˇi kontrolno zanko in sedaj deluje kot faktor
adaptacije trajektorij za spreminjaje utezˇi wi Gaussovih funkcij. Pozitivni U(k)
povecˇa, negativni U(k) pa zmanjˇsa amplitudo trajektorije v dolocˇenem delu tra-
jektorije. Cˇe trenutna oblika trajektorije ne nudi dovolj podpore za kompenza-
cijo celotnega bremena naloge, potem bo moral cˇlovek ostali del kompenzirati z
miˇsicami. To pa bo posledicˇno povzrocˇilo adaptacijo trajektorij, dokler signal
U(k) ne bo minimiziran.
5.4 Eksperimenti
V eksperimentih je bila naloga cˇloveka premikati objekt z neznano maso iz ene
tocˇke v drugo z dolocˇeno frekvenco. Nalogi eksoskeleta pa sta bili podpora cˇloveku
in prevzem izvajanja naucˇene naloge. V prvi seriji eksperimentov smo naredili
kvalitativno analizo na izkusˇenemu subjektu, da smo pokazali glavne lastnosti in
prednosti metode. Ti eksperimenti so bili izvedeni na komolcˇnem eksoskeletu in
eksoskeletu za podporo celotne roke. V drugi seriji eksperimentov smo uporabili
vecˇ zdravih subjektov za analizo splosˇne uporabe metode. Ti eksperimenti so
bili narejeni na komolcˇnem eksoskeletu. Pridobljene podatke smo uporabili za
analizo metode glede zmogljivosti pri doseganju zˇelene amplitude, frekvence in
adaptacijskega cˇasa.
Signali povratne informacije o miˇsicˇni aktivnosti za posodabljanje naucˇenih
trajektorij so bili pridobljeni po enacˇbah (5.4), (5.5) in (5.6), prek merjenja EMG-
ja antagonisticˇnih parov miˇsic v posameznem sklepu. Pri eksperimentih na ko-
molcˇnem eksoskeletu smo ta signal sestavili iz aktivacije miˇsic biceps brachii in
triceps brachii, ki so primarno povezane z delovanjem cˇlovekovega komolcˇnega
sklepa. Biceps izvaja fleksijo komolca (zmanjˇsevanje kota v sklepu), medtem ko
triceps izvaja ekstezijo (povecˇevanje kota v sklepu). Za vsako skupino miˇsic v
antagonisticˇnem paru smo uporabili po eno elektrodo povrsˇinskega EMG-ja. Pri
postavitvi elektrod smo se drzˇali nasvetov, ki so bili podani v okviru projekta
SENIAM [130].
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V primeru eksperimentov na eksoskeletu za celotno roko smo uporabili dva ak-
tivna sklepa: ekstenzijo/fleksijo rame in komolca. Pri komolcu smo uporabili iste
miˇsice kot v primeru komolcˇnega eksoskeleta. Pri rami pa smo uporabili miˇsico
deltiod, ki je na ramenskem sklepu in okoli njega. Anteriorna vlakna deltoida
imajo kljucˇno vlogo pri fleksiji (tj. premikanju roke navzgor, ko je ta postavljena
anteriorno glede na telo). Nivo aktivacije tega sklopa miˇsic je prispeval k pozitivni
spremembi naucˇene trajektorije navora v sklepu. Posteriorna vlakna deltoida so
kljucˇna pri ekstenziji (tj. premikanju roke navzdol, ko je ta postavljena anteriorno
glede na telo). Nivo aktivacije tega sklopa miˇsic je prispeval k negativni spre-
membi naucˇene trajektorije navora v sklepu. Elektrode smo postavili v okviru
nasvetov, ki so bili podani v okviru projekta SENIAM [130].
Za oceno stanja sistema (faze in frekvence) smo uporabili signal povratne in-
formacije o miˇsicˇni aktivnosti, ki smo ga pripeljali kot vhod v adaptivni oscilator.
Predhodno so nekateri pristopi vodenja eksoskeletov z adaptivnimi oscilatorji upo-
rabljali pozicijski signal sklepa (kot v sklepu) za oceno faze [112]. V preliminarnih
eksperimentih smo poskusili uporabo pozicijskega signal sklepa za oceno stanja,
vendar se je izkazalo, da so imeli subjekti tezˇave s spreminjanjem stanja trenutno
naucˇenih trajektorij. To je najverjetneje posledica fizicˇne sklopitve cˇloveka in
robota. Cˇe eksoskelet inducira velik navor v sklep, potem mora uporabnik proi-
zvesti velik navor za spremembo faze prek kota v sklepu. V tem primeru pride do
velike miˇsicˇne aktivnosti, ki lahko spremeni naucˇene trajektorije v napacˇno smer.
Na podlagi tega smo se odlocˇili za uporabo informacije o miˇsicˇni aktivnosti U(t)
za oceno faze.6
5.4.1 Kvalitativna analiza razvite metode
Komolcˇni eksoskelet
V prvem eksperimentu je bila naloga eksoskeleta razbremenitev uporabnika pri
izvajanju zastavljene naloge. Eksoskelet smo uporabili za pomocˇ izkusˇenemu
zdravemu subjektu pri premikanju objekta z neznano maso z nadlaktjo. Naloga,
ki smo jo podali subjektu, je vsebovala tri stopnje. V prvi stopnji je bilo po-
trebno premikanje objekta tako, da je bila dosezˇena referencˇna amplituda kota v
6Cˇe je treba, lahko fazo vodimo tudi s kaksˇnim zunanjim signalom.
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Slika 5.3: Rezultati eksperimenta na komolcˇnem eksoskeletu. Na prvem grafu
je prikazano ucˇenje trajektorije tlaka, ki prek pnevmatske miˇsice izvajajo prime-
ren podporni navor v sklepu. Drugi graf prikazuje izmerjeni navor. Tretji graf
prikazuje signal povratne informacije o miˇsicˇni aktivnosti. Cˇetrti graf prikazuje
izmerjeni kot v sklepu robota. Zadnji graf prikazuje ocenjeno frekvenco izvajanja
naloge. Cˇrne cˇrte predstavljajo trenutne referencˇne pogoje.
komolcˇnem sklepu med -30◦ in 0◦ ter referencˇna frekvenca gibanja 0.8 Hz. Kot
0◦ je pomenil vodoravno lego nadlakti. V drugi stopnji je bilo referencˇno gibanje
v komolcˇnem sklepu dolocˇeno med kotom -50◦ in 0◦ pri frekvenci 1 Hz. V tretji
stopnji pa je bila amplituda gibanja v komolcˇnem sklepu dolocˇena med -50◦ in
20◦ pri frekvenci 0.6 Hz. Stanje amplitude in frekvence smo subjektu prikazovali
na zaslonu v realnem cˇasu. Referencˇna stanja v vsaki stopnji so ponazorjena s
cˇrnimi cˇrtami na grafu 5.3.
V prvi stopnji eksperimenta je subjekt moral sam zacˇeti dvigovanje utezˇi za
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dosego danih referencˇnih stanj (glej sliko 5.3, cˇetrti graf). V tem trenutku trajek-
torija za podporo ni bila naucˇena (glej sliko 5.3, prvi graf), zato je subjekt prispe-
val vecˇino potrebne mocˇi. Skozi izvajanje naloge pa je sistem vodenja postopoma
prilagajal podporno obnasˇanje eksoskeleta za minimizacijo miˇsicˇne aktivnosti.
Na zacˇetku je bila pri dvigovanju utezˇi miˇsicˇna aktivnost bicepsa visoka, saj
je moral subjekt sam premagovati breme in ostale mehanske efekte (glej sliko 5.3,
drugi graf). Posledicˇno je bil signal povratne informacije o miˇsicˇni aktivnosti za
komolcˇni sklep visok. Na podlagi tega je priˇslo do adaptacije utezˇi trajektorije
tlaka, kot ga predpisuje enacˇba (5.9), kar je prispevalo k podpori subjekta pri
izvajanju naloge. V fazi spusˇcˇanja utezˇi pa se je aktivnost bicepsa znizˇala, saj
je pri premikanju pomagala gravitacija. V tej fazi so se zato utezˇi prilagajale
relativno manj.
Vecˇji kot je bil podporni navor eksoskeleta, manjˇsa je bila miˇsicˇna aktivnost
subjekta. Hitrost adaptacije lahko nastavljamo s funkcijo adaptacije Gu iz enacˇbe
(5.6). V tem premeru smo dolocˇili Gu kot konstanto, ki je bila eksperimentalno
dolocˇena na Gu = 60.
7 Ko je robot popolnoma prevzel izvajanje naloge (med
20. in 30. sekundo od zacˇetka eksperimenta), je signal miˇsicˇne aktivnosti padel
na nicˇ. V tem trenutku se je subjekt sprostil in prepustil eksoskeletu izvajanje
naucˇene naloge, dokler ni priˇslo do spremembe referencˇnih stanj ter prehoda v
drugo stopnji eksperimenta.
Opisano delovanje potrjuje izmerjeni navor v sklepu, ki je prikazan na dru-
gem grafu. Ko je subjekt dvigoval utezˇ brez pomocˇi robota, je bila povezovalna
zˇica med pnevmatsko miˇsico in sklepom nenapeta. To se odrazˇa na grafu kot iz-
merjeni navor nicˇ. Algoritem vodenja je nato prilagodil robotov podporni navor
na podlagi povratne informacije o miˇsicˇni aktivnosti. Ko je pnevmatska miˇsica
eksoskeleta postopoma prevzemala izvajanje naloge, je postala zˇica napeta in
izmerjeni navor se je povecˇeval. Izmerjeni navor je dosegal najvecˇjo vrednost
med prehodom iz faze spusˇcˇanja utezˇi v fazo dvigovanja, in sicer zaradi sesˇtevka
delovanja gravitacije ter vztrajnostnih sil pri spremembi smeri gibanja.
Na zadnjem grafu je prikazana ocenjena frekvenca, ki je bila uporabljena za
vodenje frekvence izvajanja naucˇenih trajektorij. Opazimo lahko, da je frekvenca
7Alternativno pa lahko subjekt spreminja hitrost adaptacije z zacˇasnim gibanjem pod ali
nad referenco, cˇe to naloga dopusˇcˇa.
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Slika 5.4: Predstavitev adaptacije trajektorije tlaka v faznem prostoru. Levi graf
prikazuje posodobitve v prvi, srednji graf v drugi in desni graf v tretji stopnji
eksperimenta. Cˇas posamezne trajektorije je ponazorjen z barvnim spektrom,
kjer so zacˇetne trajektorije rdecˇe in koncˇne vijolicˇne barve.
oscilatorja ostala na zadnji ocenjeni frekvenci, ko je signal miˇsicˇne aktivnost padel
na nicˇ. To lastnost oscilatorja smo izkoristili, da je eksoskelet ponavljal naucˇeno
gibanje pri zˇeleni frekvenci, ko je bil uporabnik popolnoma razbremenjen.
Po prvi stopnji je sledila druga stopnja eksperimenta, kjer smo pokazali
zmozˇnost adaptacije zˇe naucˇenih gibanj v realnem cˇasu. Subjektu smo podali
novo referencˇno amplitudo in frekvenco gibanja prek zaslona pred njim. V tem
primeru je moral povecˇati gibanje v negativni smeri (navzdol). Pri tem je intui-
tivno pritisnil na ogrodje eksoskeleta za dosego nove reference gibanja. Proizve-
deni navor v smeri ekstenzije cˇlovekovega komolcˇnega sklepa je povzrocˇil aktiva-
cijo tricepsa. Signal povratne informacije o miˇsicˇni aktivnosti je bil zaradi tega
negativen in trajektorija se je v dani fazi postopoma spremenila v negativno smer.
To je razvidno na graﬁh v cˇasu med 30. in 40. sekundo od zacˇetka eksperimenta.
Poleg amplitude pa je moral subjekt povecˇati frekvenco izvajanja naloge. To je
razvidno z zadnjega grafa.
Podobno nalogo smo ponovili v tretji stopnji eksperimenta, kjer je moral
subjekt za dosego novega referencˇnega kota v sklepu povecˇati amplitudo giba-
nja v pozitivno smer (navzgor). V tem primeru je delovanje bicepsa povzrocˇilo
povecˇanje amplitude trajektorije v dani fazi. Hkrati pa je bilo treba znizˇati fre-
kvenco izvajanja naloge za dosego nove reference. To je razvidno med 60. in 85.
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sekundo od zacˇetka eksperimenta. Evolucija adaptacij trajektorije tlaka skozi
celoten eksperiment v faznem prostoru je prikazana na sliki 5.4, kjer vsak graf
predstavlja eno izmed treh stopenj eksperimenta.
Eksoskelet za celotno roko
Z dodatno stopnjo prostosti mora biti vodenje navora v sklepih primerno koor-
dinirano, da dosezˇemo zˇeleno gibanje vrha v kartezicˇnem prostoru. V primeru
periodicˇnih nalog moramo zagotoviti tudi, da so frekvence trajektorij navorov v
sklepih primerno sinhronizirane. Za pomocˇ pri premikanju objekta z neznano
maso smo uporabili ramenski in komolcˇni sklep eksoskeleta. Dodatna prostostna
stopnja je omogocˇala poljubno gibanje vrha v sagitalni ravnini, v okviru omejitev
delovnega prostora cˇlovekove roke in robotske roke.
Naloga subjekta je bila definirana z vrsto referencˇnih tocˇk, med katerimi je
moral premikati objekt z vrhom roke. Referencˇne tocˇke so prikazane s cˇrnimi
tocˇkami na grafih v drugi vrsti slike 5.5. Eksperiment je bil razdeljen na tri sto-
pnje. V prvi stopnji je bila spodnja referencˇna tocˇka gibanja vrha roke pri (0.15,
-0.55) m glede na polozˇaj ramenskega sklepa, ter zgornja referencˇna tocˇka gibanja
vrha roke pa pri (0.45, -0.25) m. V drugi stopnji se je spodnja referencˇna tocˇka
gibanja vrha roke spremenila v (0, -0.55) m, medtem ko je zgornja ostala enaka.
V tretji stopnja pa se je zgornja referencˇna tocˇka gibanja vrha roke spremenila v
(0.45, 0) m, medtem ko je spodnja ostala enaka kot v drugi stopnji. Referencˇno
frekvenco gibanja vrha roke med dvema danima referencˇnima tocˇkama smo nasta-
vili na 0.6 Hz in je ostala nespremenjena cˇez ves eksperiment. Ta je ponazorjena
s cˇrno cˇrto na zadnjem grafu slike 5.5. Subjekt je imel pred seboj zaslon, na
katerem smo mu podajali informacijo o dejanskem stanju in referencˇnem stanju.
Adaptacijski faktor Gu smo dolocˇili eksperimentalno na Gu = 40.
V prvi stopnji je moral subjekt zacˇeti gibanje brez podpore, da je dosegel pre-
mikanje objekta po zastavljenih referencˇnih tocˇkah. Na zacˇetku je to proizvedlo
velika pozitivna signala UR in UK , in sicer kot posledica delovanja miˇsic, pove-
zanih z ramenskim in s komolcˇnim sklepom. Ta sta nato postopoma oblikovala
primerne podporne trajektorije tlaka. V drugi in tretji stopnji eksperimenta je su-
bjekt moral prilagoditi gibanje novim referencˇnim tocˇkam. Metoda vodenja pa je
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Slika 5.5: Rezultati eksperimenta na eksoskeletu za podporo celotne roke. Na
prvih sˇtirih graﬁh so podatki povezani z ramenskim sklepom. Na naslednjih
sˇtirih graﬁh pa so podatki povezani s komolcˇnim sklepom. Zadnji graf prikazuje
ocenjeno frekvenco izvajanja naloge.
primerno adaptirala naucˇene trajektorije, da je priˇslo do razbremenitve subjekta.
Izmerjena kota v sklepih (cˇetrti in osmi graf) potrjujeta spremembe gibanja na
nivoju sklepov.
Slika 5.6 prikazuje rezultate posamezne stopnje eksperimenta. Spremembe
trajektorij tlaka za posamezni sklep so prikazane na prvem in drugem grafu.
Trije graﬁ na sredini prikazujejo premikanje vrha na koncu posamezne stopnje
eksperimenta. Levi graf pripada prvi stopnji, srednji graf pripada drugi stopnji in
desni graf pripada tretji stopnji. Vidimo lahko, da je subjekt uspesˇno prilagodil
gibanje novim referencˇnim tocˇkam prek predlagane metode vodenja. To lahko
potrdimo tudi z opazovanjem fotograﬁj, posnetih med eksperimentom, ki so na
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Slika 5.6: Rezultati eksperimenta na eksoskeletu za podporo celotne roke. Prva
dva grafa prikazujeta ucˇenje in adaptacijo trajektorij tlaka za vodenje navora
komolcˇnega ter ramenskega sklepa. Cˇas posamezne trajektorije je ponazorjen z
barvnim spektrom, kjer so zacˇetne trajektorije rdecˇe in koncˇne vijolicˇne barve.
Trije graﬁ na sredini prikazujejo gibanje vrha ob koncih posamezne stopnje eks-
perimenta. Cˇrne tocˇke predstavljajo referencˇne tocˇke, med katerimi je bilo treba
premikati predmet. Na spodnjih fotograﬁjah pa je prikazano stanje robota med
eksperimenti, ko je dosegel referencˇne tocˇke. Zgornja vrsta prikazuje dosego spo-
dnjih referencˇnih tocˇk, spodnja vrsta pa dosego zgornjih referencˇnih tocˇk.
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spodnji strani slike 5.6.
V tem primeru smo za oceno faze in frekvence uporabili signal miˇsicˇne aktiv-
nosti komolcˇnega sklepa. S to oceno smo potem vodili fazo in frekvenco trajektorij
obeh sklepov ter izkoristili prednost adaptivnih oscilatorjev, ki omogocˇa sinhroni-
zacijo frekvence vecˇ med seboj povezanih spremenljivk. Podobno lahko cˇlovekov
centralni zˇivcˇni sistem sinhronizira vecˇ sklepov za dosego ponavljajocˇega se gi-
banja vrha okoncˇin [49, 131]. Preizkusili smo tudi oceno in vodenje faze za vsak
sklep posebej. Subjektov centralni zˇivcˇni sistem se je prek senzoricˇno-motoricˇne
ucˇenja sposoben naucˇiti izvajanja primerne sinhronizacije, vendar pa to pomeni
dodatno nepotrebno obremenitev subjekta.
5.4.2 Analiza na vecˇ subjektih
Metode
V tej seriji eksperimentov je sodelovalo osem zdravih subjektov mosˇkega spola
s povprecˇno starostjo 29.4 leta (SD = 2.02), tezˇo 70.8 kg (SD = 2.01) in z
viˇsino 175.9 cm (SD = 1.29). Na subjekte smo namestili EMG-elektrode, kot je
bilo predpisano v prejˇsnjem podpoglavju. Naloga subjektov je bilo premikanje
objekta z neznano maso prek gibanja komolcˇnega sklepa po predhodno dolocˇenih
referencˇnih amplitudah kota v komolcu. Naloga eksoskeleta pa je bila razbreme-
nitev komolcˇnega sklepa subjekta. Prvo referencˇno gibanje kota v komolcˇnem
sklepu je bilo dolocˇeno med -40◦ in 0◦ pri frekvenci 1 Hz. Kot 0◦ je pomenil
vodoravno lego nadlakti. Drugo referencˇno gibanje kota v komolcˇnem sklepu pa
je bilo dolocˇeno med -20◦ in 30◦ pri frekvenci 0.75 Hz. Referencˇna in dejanska
stanja so bila prikazana na zaslonu v realnem cˇasu.
Eksperiment je bil razdeljen na dva nacˇina delovanja: pasivni in aktivni nacˇin.
V pasivnem nacˇinu delovanja je bil eksoskelet izklopljen in subjekt je moral pre-
mikati predmet samostojno v skladu z zastavljenimi referencami. V aktivnem
nacˇinu smo ta postopek ponovili z razliko, da je bil eksoskelet voden z razvito
metodo. Za vsak subjekt smo predhodno izvedli tri preliminarne eksperimente,
da so se prek senzoricˇno-motoricˇnega ucˇenja primerno prilagodili na dano opremo
in metodo. Adaptacijski faktor Gu smo eksperimentalno dolocˇili za vsak subjekt
posebej, in sicer na njihove preference.
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V analizi nas je zanimala primerjava napak amplitude in frekvence gibanja
med pasivnim ter aktivnim nacˇinom delovanja. Napako amplitude smo defini-
rali kot deviacijo lokalnih maksimumov ter minimumov dejanskega gibanja od
referencˇnih lokalnih maksimumov in minimumov v posameznem periodicˇnem ci-
klu. Te smo normalizirali na obmocˇje gibanja, dolocˇenim z referencˇnimi tocˇkami.
Napako frekvence pa smo dolocˇili z odstopanjem dejanske frekvence gibanja od
referencˇne frekvence pri vsakem vzorcˇnem cˇasu. To napako smo normalizirali na
trenutno referencˇno frekvenco.
V pasivnem nacˇinu smo vzeli povprecˇje napak amplitude in frekvence v petih
zaporednih periodah gibanja. V aktivnem nacˇinu smo vzeli povprecˇje napak v
petih zaporednih fazah, ko se je eksoskelet naucˇil dane naloge in je razbremenil
uporabnika. V aktivnem nacˇinu pa smo opazovali sˇe cˇas adaptacije, ki smo ga
definirali kot cˇas od zacˇetka eksperimenta do trenutka, ko je eksoskelet prevzel
izvajanje naloge.
Pridobljene parametre napak smo uporabili pri statisticˇni analizi. Za
dolocˇanje, ali je razlika med povprecˇji napak v pasivnem in aktivnem statisticˇno
pomembna, smo uporabili t-test. Nivo statisticˇne pomembnosti je bil dolocˇen na
0.05.
Rezultati
Rezultati analize so prikazani na sliki 5.7. V povprecˇju so bile napake amplitude
vecˇje v aktivnem nacˇinu (M = 8.26 %, SE = 2.60 %)8 v primerjavi s pasivnim
nacˇinom (M = 4.22 %, SE = 0.26 %) za prvo referencˇno stanje. Kljub temu je
bila razlika−4.03 % statisticˇno nepomembna: t(7) = −2.32, p = .053. Primerjava
napak amplitud v pasivnem nacˇinu (M = 4.53 %, SE = 0.013 %) in v aktivnem
nacˇinu (M = 4.73 %, SE = 0.28 %) za drugo referencˇno stanje je pokazala razliko
−0.20 %, ki ni bila statisticˇno pomembna: t(7) = −0.11, p = .91.
V povprecˇju je bila frekvenca vodena enako dobro v pasivnem nacˇinu (prva
referenca (M = 2.61 %, SE = 0.58 %) in druga referenca (M = 3.92 %, SE =
0.39 %)) in v aktivnem nacˇinu (prva referenca (M = 2.41 %, SE = 0.46 %) in
druga referenca (M = 2.38 %, SE = 0.79 %)). Razlika med napako frekvence v
8M je povprecˇje, SE je standardna napaka povprecˇja; t in p sta t-test parametra.
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Slika 5.7: Rezultati eksperimenta na vecˇ subjektih. Grafi prikazujejo napako pri
sledenju referencˇnim amplitudam in frekvencam v pasivnem ter aktivnem nacˇinu
delovanja. S cˇrno je oznacˇena standardna napaka povprecˇja.
pasivnem in aktivnem nacˇinu za prvo referenco je bila 0.19 % in ni bila statisticˇno
pomembna: t(7) = 0.18, p = .86. Za drugo referenco pa je bila 1.54 % in prav
tako ni bila statisticˇno pomembna: t(7) = 1.34, p = .22.
Povprecˇna vrednost cˇasa adaptacije v aktivnem nacˇinu je bila 31.0 s (SE =
3.70 s) za prvo referencˇno stanje in 31.3 s (SE = 3.29 s) za drugo. Cˇas adaptacije
je predvsem odvisen od izbranega faktorja Gu, ki je bil odvisen od posameznega
subjekta.
5.4.3 Diskusija
Rezultati eksperimentov so pokazali, da je razvita metoda uspesˇna pri resˇevanju
ponavljajocˇih se nalog. Uporabniki so bili sposobni uporabiti metodo za vode-
nje eksoskeleta pri izvajanju zastavljenih referencˇnih amplitud in frekvenc. Na-
tancˇnost izvajanja z uporabo predlagane metode je bila primerljiva izvajanju
cˇloveka brez podpore eksoskeleta. Pri rezultatih analize na vecˇ subjektih se je
pokazala nekoliko vecˇja napaka pri sledenju prvega referencˇnega stanja v primer-
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javi z drugim referencˇnim stanjem. Ena izmed mozˇnih razlag za ta rezultat je,
da smo eksperimente s prvim referencˇnim stanjem izvajali pred eksperimenti z
drugim referencˇnim stanjem. Pri tem so imeli subjekti vecˇ cˇasa za adaptacijo
prek senzoricˇno-motoricˇnega ucˇenja in so se do drugega referencˇnega stanja bolje
prilagodili na uporabo metode.
Adaptivna narava nasˇe metode omogocˇa uporabniku spreminjanje naucˇenega
gibanja eksoskeleta glede na spremenjene referencˇne pogoje. Hitrost adaptacije
je primarno vodena prek adaptacijskega faktorja Gu iz enacˇbe (5.6). Visok faktor
Gu omogocˇa vecˇje hitrosti prilagajanja, vendar pa to pomeni nizˇjo resolucijo poso-
dobitev trajektorije, kar lahko posledicˇno pomeni manjˇso natancˇnost naucˇenega
gibanja. Nizek faktor Gu pa pomeni nizˇje hitrosti prilagajanja in posledicˇno vecˇjo
resolucijo posodobitev. Nizˇji faktor lahko uporabimo, kadar potrebujemo visoko
natancˇnost. V trenutni stopnji razvoja metode je treba faktor Gu nastavljati
rocˇno. V nadaljnjih raziskavah bomo poskusili razviti metode za avtomatsko
nastavljanje faktorja adaptacije prek dolocˇene povratne informacije. Izredno za-
nimiva smer nadaljnjih raziskav je v uporabi biolosˇke povratne informacije na
osnovi meritev signalov mozˇganov prek EEG-ja.
Predlagana metoda je najbolj primerna in uporabna za vodenje periodicˇnih
nalog eksoskeletov, kjer so potrebne obcˇasne modifikacije gibanja. To metodo bi
lahko zdruzˇili z metodami, kjer je miˇsicˇna aktivnost direktno uporabljena za vode-
nje gibanja eksoskeleta. Te metode delujejo na osnovi ojacˇanja trenutnega napora
uporabnika in so idealne za resˇevanje neperiodicˇnih nalog ter nepricˇakovanih do-
godkov. Njihova slabost je, da potrebuje neprestan napor uporabnika, tudi ko je
naloga periodicˇna. Na drugi strani pa nasˇa metoda ne potrebuje velikega napora
pri ponavljajocˇih se nalogah, saj se eksoskelet naucˇi izvajanja naloge in razbre-
meni uporabnika. Poleg tega lahko naucˇene trajektorije shranimo za poznejˇso
takojˇsnjo uporabo. Da bi izkoristili prednosti nasˇe metode in metod ojacˇanja
napora, bi bilo treba razviti viˇsjenivojski algoritem, ki bi primerno preklapljal
med njimi.
Mozˇna pomanjkljivost nasˇe metode je postopna adaptacija trajektorij. Med-
tem ko je ta primerna za periodicˇne naloge, pa mogocˇe ni dovolj odzivna za
obvladanje zasilnih situacij. En tak primer je situacija, ko je potrebna takojˇsnja
zaustavitev gibanja. Tak problem lahko resˇimo s preprosto ustavitvijo faze φ.
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Sˇe en tak primer pa je situacija, ko uporabnik nenadoma izpusti objekt z veliko
maso. Cˇe je v tem trenutku metoda v normalnem nacˇinu delovanja, potem bi
moral uporabnik proizvesti napor v nasprotni smeri odvrzˇenega bremena, da bi
zadrzˇal prvotno gibanje. To bi moral izvajati, dokler se ne bi trajektorija prila-
godila na novo stanje. V takem primeru bi bilo bolje resetirati trajektorije prek
postavitve vseh utezˇi wi DEG na nicˇ in ponoviti ucˇenje na nove pogoje. Oba ome-
njena primera bi lahko resˇili z dodatni ukaznim kanalom na kognitivnem nivoju
(na primer: EEG, zvocˇni ukaz itd.).
Za dosego boljˇsega vodenja smo fazo ocenili prek signala miˇsicˇne aktivnosti
vendar sˇe vedno obstaja dolocˇena sklopitev med gibanjem eksoskeleta in miˇsicˇno
aktivnostjo. Na zacˇetku so nekateri subjekti imeli tezˇave z vodenjem frekvence
prek signala miˇsicˇne aktivnosti in potreben je bil dolocˇen cˇas, da so se primerno
adaptirali na dani sistem. Del nadaljnjih raziskav bomo namenili tudi izboljˇsavi
sistema za oceno faze in frekvence.
6. Zakljucˇek
V disertacije so predstavljene nove metode ucˇenja interakcije robotov z oko-
ljem in s cˇlovekom. Te temeljijo na vkljucˇitvi demonstratorjevega senzoricˇno-
motoricˇnega sistema v robotovo regulacijsko zanko. Skozi upravljanje robota je
demonstrator pridobival model o izvedbi naloge z robotom prek cˇlovekovega sen-
zoricˇno-motoricˇnega ucˇenja. Pridobljeni model pa smo zajeli s pomocˇjo metod
strojnega ucˇenja in ga prenesli v robotov sistem vodenja za avtonomno opravlja-
nje naucˇenih nalog.
Za ucˇenje humanoidnega robota odziva na interakcije s cˇlovekom je bila raz-
vita metoda ucˇenja gibanja robotskega telesa za sledenje interakciji s cˇlovekom
(podpoglavje 3.2). Pri tej metodi je demonstrator vodil telo robota s premiki
svojega telesa v realnem cˇasu. V okviru te metode smo razvili nov pristop, ki je
demonstratorju omogocˇal posredovanje povratne informacije o dinamiki roboto-
vega telesa pri izvajanju kontaktov z okolico (podpoglavje 3.1.1). Pri tem smo
razvili hapticˇni vmesnik, ki posreduje to informacijo prek delovanja sile na demon-
stratorjevo tezˇiˇscˇe (podpoglavje 3.1.2). Razviti vmesnik pa se je kasneje izkazal
tudi kot uporaben pripomocˇek pri nekaterih biomehanskih sˇtudijah cˇlovekovega
motoricˇnega vodenja [132].
V dosedanjih eksperimentih smo se omejili na ucˇenje gibanja telesa humano-
idnega robota v sagitalni ravnini. Za ucˇenje gibanja v prostoru bi bila smiselna
nadgradnja razvitega hapticˇnega vmesnika z dodatno stopnjo prostosti. Pri tem
bi bilo treba dodati sˇe en vlecˇni mehanizem, ki bi deloval v lateralni osi. S tem
bi dosegli zmozˇnost posredovanja povratne informacije demonstratorju tudi za
premike robotovega srediˇscˇa pritiska v lateralni smeri.
Razvito metodo ucˇenja odzivov robotovega telesa na zunanje motnje (pod-
poglavje 3.3) smo nato nadgradili s sistemom za robotovo sprotno pridobivanje
znanja skozi demonstracijo. Pri tem prihaja do deljenja vodenja robotovega te-
113
114 Zakljucˇek
lesa med trenutno pridobljenim znanjem in demonstratorjem. Prednost tega je,
da poda demonstratorju dolocˇeno povratno informacijo o uspesˇnosti ucˇenja, in
sicer zˇe med samim postopkom demonstracije.
Trenutni sistem za sprotno ucˇenje in deljenje vodenja deluje na opazovanju
razlike (napake) med demonstratorjevimi ukazi in ukazi, ki jih poda trenutno
zanje robota. Mozˇna slabost tega pristopa je, da direktno ne uposˇteva trenutne
pokritosti ucˇnega prostora z naucˇenimi lokalnimi modeli. V nadaljnjem delu
bomo metodo nadgradili tako, da bo faktor deljenja vodenja direktno odvisen
od tega, ali na trenutnem podrocˇju ucˇnega prostora zˇe obstajajo dobri lokalni
modeli.
Za zdruzˇevanje naucˇene strategije vodenja telesa humanoidnega robota s stra-
tegijami za vodenje robotske roke je bila razvita metoda kombinacije naucˇene
strategije vodenja telesa in vodenja roke prek inverzne kinematike (podpoglavje
3.3.3). Ta je temeljila na uporabi pristopa prioritete nalog. Ta metoda omogocˇa
humanoidnemu robotu istocˇasno odzivanje na interakcije telesa z okoljem in opra-
vljanje dolocˇenih nalog z roko.
Za ucˇenje robotskih rok manipulacijskih nalog smo razvili metodo ucˇenja
fizicˇnega sodelovanja robota s cˇlovekom pri uporabi orodij (podpoglavje 4.1) in me-
todo ucˇenja industrijske robotske roke sestavljanja predmetov (podpoglavje 4.2).
Pri tem smo predlagali dva pristopa za vodenje togosti v realnem cˇasu. Prvi pri-
stop je temeljil na uporabi miˇsicˇne aktivnosti demonstratorjeve roke (podpoglavje
4.1.2). Aktivnost miˇsice je bila preslikana v togost robotske roke. Drugi pristop
pa je temeljil na vmesniku, ki ga demonstrator drzˇi v roki in s premikanjem
drsecˇega gumba spreminja togost robota (podpoglavje 4.2.1).
Mozˇna omejitev predlaganih dveh vmesnikov za ucˇenje togosti robotke roke
je, da sta trenutno omejena na eno prostostno stopnjo. Torej omogocˇata spremi-
njane togosti robotke roke le v eni osi kartezicˇnega koordinatnega sistema ali hkra-
tno proporcionalno (med seboj odvisno) spreminjanje togosti v vecˇ oseh hkrati.
Mozˇna nadgradnja je v uporabi vecˇ kot ene miˇsice oziroma potenciometra, ki bi
demonstratorju omogocˇalo neodvisno spreminjanje togosti v vecˇ oseh.
Za ucˇenje gibanja eksoskeletov je bila razvita adaptivna metoda vodenja ekso-
skeletov na osnovi minimizacije miˇsicˇne aktivnosti (podpoglavje 5.3). Ta te-
115
melji na adaptivnem ucˇenju potrebnega podpornega gibanja za minimizacijo
cˇlovekovega napora, potrebnega za izvajanje zˇelene naloge. S to metodo lahko
pridobimo trajektorije navorov v sklepih za izvajanje dolocˇenih periodicˇnih nalog.
Bistvena prednost te metode je, da ne potrebuje modelov robota in cˇloveka. Poleg
tega pa popolnoma razbremeni uporabnika in prispeva k manjˇsemu naporu pri po-
navljajocˇih se nalogah. Ta metoda predstavlja komplement metodam direktnega
vodenja eksoskeletov, ki temeljijo na ojacˇanju trenutnega napora uporabnika.
V dosedanjem delu smo metodo preizkusili na eksoskeletih z najvecˇ dvema pro-
stostnima stopnjama. Ti eksperimenti so bili predvsem namenjeni demonstraciji
bistvenih prednosti in oceni delovanja predlagane metode na vecˇ subjektih. V
prihodnje imamo namen narediti eksperimente na eksoskeletih z vecˇ prostornimi
stopnjami, pri cˇemer bomo lahko resˇevali bolj prakticˇne naloge, kot so: hoja,
periodicˇna hiˇsna opravila in periodicˇna industrijska opravila.
Predlagane metode omogocˇajo robotom pridobivanje mnozˇice znanja na sen-
zoricˇno-motoricˇnem nivoju. Uporaba velike mnozˇice segmentov znanja na tem
nivoju predstavlja logisticˇni in hierarhicˇni problem za robota na kognitivnem ni-
voju. Za pravilno uporabo pridobljenih znanj na senzoricˇno-motoricˇnem nivoju
potrebuje robot dolocˇen pristop na kognitivnem nivoju. Ta bi mu omogocˇal pri-
merno odlocˇitev za izbiro pravega segmenta znanja v danem trenutku in danih
pogojih. Poleg tega bi tak pristop lahko omogocˇal zdruzˇevanje pridobljenih sen-
zoricˇno-motoricˇnih segmentov znanj za izgradnjo novih segmentov znanj. Nekaj
raziskav na to temo zˇe poteka, tako na podrocˇju robotike [133] kot strojnega vida
[134]. Del svojih nadaljnjih raziskav zˇelimo posvetili temu podrocˇju.
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6.1 Izvirni prispevki znanosti
• Metoda ucˇenja gibanja robotov v kontaktu z okoljem in cˇlovekom na pod-
lagi cˇlovekovega senzoricˇno-motoricˇnega ucˇenja. Ta je temeljila na podlagi
vkljucˇitve demonstratorja v robotovo regulacijsko zanko. V okviru te me-
tode smo razvili nove vmesnike, ki omogocˇajo demonstratorju ucˇenje ro-
bota.
• Metoda pretvorbe senzoricˇnih informacij iz robotskih senzorjev v obliko
primerno za cˇloveka. Ta metoda je omogocˇala demonstratorju povratno
informacijo o robotovi dinamiki pri ucˇenju fizicˇnih interakcij telesa huma-
noidnega robota z okoljem in s cˇlovekom.
• Model in analiza vzajemnega prilagajanja robotskega mehanizma in cˇloveka,
pri cˇemer sta cˇlovek in robot medsebojno sklopljena v poljubni meri in se
hkrati ucˇita izvajanja iste ali komplementarne naloge. V okviru tega je
bila razvita adaptivna metoda vodenja eksoskeletov na osnovi minimizacije
miˇsicˇne aktivnosti prek adaptivnega ucˇenja trajektorij podpornih sklepnih
navorov. Pri eksperimentalnem preskusˇanju metode smo izvedli analizo
medsebojnega prilagajanja eksoskeleta in uporabnikov, ki so bili vkljucˇeni
v robotovo regulacijsko zanko.
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6.2 Znanstvene objave v okviru doktorske disertacije
1. Cˇlanki v znanstvenih revijah (SCI)1
• L. Peternel and J. Babicˇ, “Learning of compliant human-robot inte-
raction using full-body haptic interface,” Advanced Robotics, vol. 27,
pp. 1003–1012, Jun 2013
• L. Peternel, T. Petricˇ, E. Oztop, and J. Babicˇ, “Teaching robots to co-
operate with humans in dynamic manipulation tasks based on multi-
modal human-in-the-loop approach,” Autonomous robots, vol. 36,
pp. 123–136, Jan 2014
2. Konferencˇni cˇlanki
• L. Peternel and J. Babicˇ, “Using human sensorimotor ability to control
robot stability: construction and evaluation of human-robot interface,”
in 21st International Workshop on Robotics in Alpe-Adria-Danube Re-
gion, pp. 106–113, Sep 2012
• L. Peternel and J. Babicˇ, “Humanoid robot posture-control learning
in real-time based on human sensorimotor learning ability,” in Robo-
tics and Automation (ICRA), 2013 IEEE International Conference on,
pp. 5329–5334, May 2013
• L. Peternel and J. Babicˇ, “Switchable task-priority framework for com-
bining human-demonstrated and inverse kinematics tasks,” in Robotics
and Biomimetics (ROBIO), 2014 IEEE International Conference on,
pp. 542–547, Dec 2014
• L. Peternel, T. Petricˇ, and J. Babicˇ, “Human-in-the-loop approach for
teaching robot assembly tasks using impedance control interface,” in
Robotics and Automation (ICRA), 2015 IEEE International Confe-
rence on, pp. 1497–1502, May 2015
1Metoda ucˇenja industrijske robotske roke sestavljanja predmetov in Adaptivna metoda vode-
nja eksoskeletov na osnovi minimizacije miˇsicˇne aktivnosti sta trenutno v fazi objave/recenzije
v dveh znanstvenih revijah.
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