System identi cation for stationary Gaussian processes includes an approximation problem. Currently the subspace algorithm for this problem enjoys much attention. This algorithm is based on a transformation of a nite time series to canonical variable form followed by a truncation. There is no proof that this algorithm is the optimal solution to an approximation problem with a speci c criterion. In this paper it is shown that the optimal solution to an approximation problem for Gaussian random variables with the divergence criterion is identical to the main step of the subspace algorithm. An approximation problem for stationary Gaussian processes with the divergence criterion is formulated.
Introduction
The motivation for this paper is the approximation problem of system identi cation. System identi cation addresses the problem of determining a mathematical model in the form of a dynamic system or a control system of which the input and output signal are an approximation of a time series. Of the several subproblems of system identi cation one is the actual approximation problem. In this paper attention is restricted to the approximation of a time series by the output process of a Gaussian system.
For the approximation problem of single-output processes the least-squares criterion and the likelihood function are often used and the resulting algorithms have been extensively analyzed and are widely used. For the approximation of multivariable time series there are The research of Dr. A.A. Stoorvogel has been made possible by a fellowship of the Royal Netherlands Academy of Sciences and Arts. His cooperation with the second author is supported in part by CWI. 1 few algorithms of which the subspace algorithm enjoys the most attention. The subspace algorithm is based on stochastic realization theory and on numerical linear algebra. It was rst proposed by H. Akaike and subsequently developed by many researchers. Yet there is no proof that the subspace algorithm is the optimal solution to an approximation problem with a speci c criterion.
In this paper a fundamental approach is taken to the problem of approximating a stationary Gaussian process by the output of a Gaussian system. Both processes are related to probability measures. The information theoretic concept of divergence of two probability measures is used as approximation criterion. Divergence is identical to the KullbackLeibler measure from statistics and probability theory. The approximation problem is then to determine a Gaussian system in a class of systems of at most a prespeci ed order such that the divergence between the probability measure associated with the output process of this system and the probability measure associated with the given process is as small as possible. This problem was formulated by the second author in 15] and restated in 12] .
Two approximation problems are discussed in this paper. The rst approximation problem concerns a pair of nite-dimensional Gaussian random variables. This problem is motivated by the main approximation step of the subspace algorithm. The optimal approximation is to perform a transformation to canonical variable form and then truncating the canonical variables to the required order. This result establishes optimality of the main step of the subspace algorithm. The second approximation problem concerns the approximation of a stationary Gaussian process. This problem is currently under investigation. A brief problem formulation is presented in this paper.
A description of the content by section follows. Terminology and notation is stated in Section 2. In Section 3 the approximation problem for nite-dimensional Gaussian random variables is formulated and solved. The approximation problem for stationary Gaussian processes is treated in Section 4.
Preliminaries
In this section concepts from analysis and probability are introduced.
General mathematics notation follows. The set of integers is denoted by Z, the set of positive integers by Z + , and the set of the natural numbers by N. The set of real numbers is denoted by R and the set of the positive real numbers by R + = 0; 1). The n-dimensional vector space over R is denoted by R n and the set of n m matrices over this vector space by R n m . The transpose of a matrix A 2 R n n is denoted by A T . The matrix A 2 R n n is said to be positive de nite if A is symmetric and x T Ax 0 for all x 2 R n and strictly positive de nite if A is symmetric and x T Ax > 0 for all x 2 R n ; x 6 = 0.
A measurable space, denoted by ( ; F), is de ned as a set and a -algebra F. A probability space is de ned as a triple ( ; F; P) where ( ; F) is a measurable space and P : F ! R is a probability measure.
Let I A : ! R be the indicator function of the event A 2 F de ned by I A (!) = 1 if ! 2 A and I A (!) = 0 otherwise. For any random variable x let F x denote the smallest -algebra on which the random variable x is measurable. The sub--algebras F 1 and F 2 of F are said to be conditionally independent given the sub--algebra G of F if 2 Let P; Q be two probability measures on a measurable space ( ; F). Then P is said to be absolutely continuous with respect to Q, denoted by P Q, if P(A) = 0 is implied by Q(A) = 0. If P Q then it follows from the Radon-Nikodym theorem that there exists a random variable r : ! R + such that
De nition 2.1 Given a measurable space ( ; F). Let P = fP : F ! R + j P is a probability measure g: De ne the divergence or the Kullback-Leibler pseudo-distance on P as D : P P ! R D(P 1 kP 2 ) = E Q r 1 ln r 1 r 2 I (r 2 >0) = E P 1 ln r 1 r 2 I (r 2 >0) ;
where Q is a -nite measure on ( ; F), such that P 1 Q and P 2 Q, with r 1 = dP 1 dQ ; r 2 = dP 2 dQ :
In general D(P 1 kP 2 ) 6 = D(P 2 kP 1 ).
3 Approximation problem of a Gaussian measure on anite-dimensional space
Gaussian random variables and divergence
The Gaussian probability distribution function with parameters m 2 R n and Q 2 R n n , with Q strictly positive de nite, is de ned by the probability density function
A random variable x : ! R n is said to be a Gaussian random variable with parameters m 2 R n and Q 2 R n n , Q = Q T and Q positive de nite, if for all u 2 R n E exp(iu T x)] = exp iu T m ? 1 2 u T Qu :
The notation x 2 G(m; Q) will be used in this case. Moreover, (x 1 ; : : : ; x n ) 2 G(m; Q) denotes that, with x = (x 1 ; : : : ; x n ) T , x 2 G(m; Q). In this case x 1 ; : : : ; x n are said to be jointly Gaussian random variables. A random variable with Gaussian probability distribution function is a Gaussian random variable. A Gaussian random variable does not necessarily have a Gaussian probability density function, only so in the case its variance is strictly positive de nite.
For the approximation problem of Gaussian random variables formulated below the geometric approach to Gaussian random variables is followed. In this approach one considers the -algebra that a random variable generates rather than the random variable itself. Below only the canonical variable form of the geometric approach is de ned.
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De nition 3.1 Let y 1 : ! R k 1 and y 2 : ! R k 2 be jointly Gaussian random variables with (y 1 ; y 2 ) 2 G(0; Q). Then 
Problem formulation
In stochastic realization theory there has been de ned the analogon of a stochastic system for random variables. Consider two Gaussian random variables on a nite-dimensional space y 1 ; y 2 . For the following discussion the reader may think of the analogy with the subspace identi cation algorithm. Let then y 1 represent the future of a process on a nite horizon at a given time and y 2 represent the past of the same process on another nite horizon at the same time. A state for these random variables is then de ned to be a Gaussian random variable x on a nite-dimensional space, say R n , such that (y 1 ; y 2 ; x) are jointly Gaussian variables and (F y 1 ; F y 2 jF x ) 2 CI;
or the sub--algebra F x makes the sub--algebras F y 1 and F y 2 conditionally independent. As mentioned above, y 01 , y 02 may represent the future and the past of a process at a particular time. Generically rank(Q 012 ) will be of the order of min(p 1 ; p 2 ). Consequently the state of these variables has a dimension at least that large. For modeling problems this dimension is often much too high. Realistic modeling therefore leads to the problem of approximating the given measure G(0; Q 0 ) by another Gaussian measure on the same space, say G(0; Q), with Q = Q 11 Q 12 Q T 12 Q 22 ! ; rank(Q 12 ) n; n 2 N (6) such that the distance between both measures is minimal according to some criterion. In this paper we use as a criterion the divergence between both measures. The approximating measure G(0; Q) will then admit a state variable of dimension n or less, where n 2 N can be used as a design variable. This motivates the following problem. 
The problem is to solve This includes showing existence of a measure which attains the in mum and, if so, establishing whether an in mum is unique and, if not, to classify all in ma.
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The problem has been motivated above. The divergence criterion is related to the likelihood function as is well known. Apparently H. Akaike in 1, 2, 3] rst published about this relation. In this regard, see also 12].
The problem is also motivated by the subspace algorithm for the approximation of stationary Gaussian processes. The nucleus of the subspace identi cation algorithm is an algorithm for the approximation problem of Gaussian random variables. The latter problem is like Problem 3.4, but the divergence criterion is not used. The subspace algorithm was proposed by H. Akaike, see 2]. It is based on stochastic realization theory. The algorithm was later extended and improved by many researchers, see 8, 10, 9, 13] .
Approximation problems for Gaussian random variables have been considered already by C.R. Rao in 11], but apparently not with the decomposition (7) and not with the divergence criterion. The problem above was rst formulated by the second author in 15], see also 12]. Mr. M. St ohr rst performed research on the problem at CWI in 1989 under supervision of the second author of this paper. Problem 3.4 is di cult because it is an optimization problem over a space which is not convex. The nonconvexity is due to the rank constraint. 
Optimal approximating measure
If k < n then set 1 = in the formula for L 1 .
3. Set m = m 0 2 R p .
Theorem 3.6 Consider Problem 3.4. The optimal solution to this problem is the Gaussian measure G(m ; Q ) with (m ; Q ) as de ned in Algorithm 3.5. This solution is unique 6 except when n > 0 and n = n+1 . In the latter case the set of all solutions is described as follows. 
The set of optimal variance matrices is then speci ed by The Algorithm 3.5 has been known for a long time, it is already stated in 11]. Novel is here only that it is the optimal solution to the approximation problem with the divergence criterion. The notation as in Q is used to indicate the minimum of an in mization problem.
Proof Because Q 2 Q(n), Q > 0, hence m = m 0 . In the following it is suppposed that m 0 = 0 hence m = 0. The cases n = 0 and n > 0 are treated successively in the proof. ln det( P Q 0 ) = ln det P 3 Q 3 P 11 P T 11 Q 3 P 4 ! Again because of the uniqueness of a solution DP 3 D = P 3 :
Let i; j 2 Z k , i 6 = j, d i = ?d j . Then (P 3 ) ij = (DP 3 D) ij = ?(P 3 ) ij , hence (P 3 ) ij = 0 and P 3 is diagonal. Then the problem decomposes, with i 2 (0; 1) and a i > 0, as Since x ? ln x ? 1 0 it is easy to check (by expressing the criterion in the eigenvalues of P 4 ) that (10) is larger or equal to p ? 2k which is the number of columns of P 4 . This lower bound is achieved for P 4 = I which is hence optimal. 8. The results of the Steps 6 and 7 are then used to compute the solution to the problem of the theorem for the case n = 0 according to P = I; P = S ?T P S ?1 = S ?T S ?1 = (SS T ) ?1 ; Q = (P ) ?1 = SS T : Decompose this problem as in Step 3. Below the case is treated in which p 1 = p 2 = k and there are k nonzero canonical correlation coe cients. 11. The matrix P is reparametrized such that the approximation problem is reduced to the case n = 0 that has already been solved in 
where the sets AB(n) and C(n) are de ned conform Q ABC (p 1 ; p 2 ; n). In the following the inner in mization is considered rst in which C 2 C(n) is considered xed.
12. For the inner in mization of (11) 
Transform the second matrix in the trace of (12) T ! R p on T = Z. Consider two probability measures for this process, P 0 and P 1 . With respect to P 0 y is stationary, Gaussian, has zero mean value function, and covariance function W 0 : T ! R p p , while with respect to P 1 y is stationary, Gaussian, has also zero mean value function, and covariance function W 1 : T ! R p p .
The divergence rate between P 0 and P 1 is de ned by the formula D r (P 0 kP 1 ) = lim n!1 1 2n + 1 D(P 0 j ?n;+n] kP 1 j ?n;+n] ); if the limit exists, where P 0 j ?n;+n] , P 1 j ?n;+n] denote the restrictions of P 0 and P 1 respectively to a stochastic process on the time index set f?n; : : : ; ?1; 0; 1; : : : ; ng. Suppose that the process y with respect to P 0 and P 1 admits spectral densitiesŴ 0 ;Ŵ 1 : C ! C p p respectively. The divergence rate between the measures induced by the processes exists and is given by the formula D r (P 0 kP 1 T ! R m is a Gaussian white noise process with, for t 2 T, v(t) 2 G(0; V ), V = V T 0, x : T ! R n is a stochastic process called the state process, y : T ! R p is a stochastic process called the output process, and A 2 R n n , C 2 R p n , M 2 R n m , 14 N 2 R p m . Assume that the eigenvalues of A are strictly inside the unit circle, which property is denoted by sp(A) C ? . Then x and y are stationary Gaussian processes.
Call A; C; M; N; V the parameters of the Gaussian system and denote the parameter set Denote the set of measures on the output process of a stationary Gaussian system of order less than or equal to n 2 N by P GS(n) = fP( ); 2 n g:
With an observed time series one may relate a probability measure P 0 such that with respect to this measure there exists a stationary Gaussian process. This is usually done by taking as the mean value function zero and as covariance function an estimate of the covariance function computed from the data. Not discussed here is the procedure by which one goes from a covariance estimate on a nite horizon to a covariance estimate on the in nite horizon. Problem 4.1 Consider a discrete-time Gaussian stochastic process y : T ! R p on T = Z and a probability space ( ; F). Consider a probability measure P 0 on ( ; F) such that with respect to P 0 y is a stationary Gaussian process with zero mean value function, covariance function W 0 : T ! R p p , and spectral densityŴ 0 : C ! C p p . The problem is to solve, for xed n 2 N, inf P( )2P GS(n) D r (P 0 kP( )): (13) In principle the in mization of Problem 4.1 can be performed numerically as is done in the maximum likelihood method. The interest of the problem is primarily to show that it can partly be solved analytically and to relate the solution to the subspace algorithm. The approach to Problem 4.1 based on Theorem 3.6 and a limit argument is not correct for several reasons including the fact that the state should also make the past and the future of the state process conditional independent. The authors are currently investigating this problem.
Conclusions
Model reduction based on truncation after transformation in a suitable basis is a widely used technique. However, in several cases there is little theoretical foundation for this approximation technique. In 6] model approximation for nite-dimensional linear systems in the Hankel norm was studied in detail. It was shown that truncation in a particular canonical form yields an optimal approximation in the Hankel norm. This paper is a rst attempt to perform a similar technique for Gaussian processes. It is shown that optimal approximation using the divergence criterion amounts to truncation in a particular form. The extension of this problem to Gaussian processes is currently being investigated.
A Technical results
In this appendix a technical result is stated that is used in the main body of the paper. 
