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Abstract Conditions for complete and lag synchronizations in drive-response systems are considered
under the uniﬁed framework of generalized synchronization. The question is addressed that whether
the synchronization conditions achieving complete synchronization is still valid for lag synchronization
when the time delay of signal transmission between the drive and response systems increases from 0.
Theoretical and numerical results show that whether the synchronization conditions is stable for the
inﬂuence of the time delay of signal transmission depends on a particular form of equilibria of the drive
and response systems. Furthermore, it seems that the less the number of the equilibria of the drive
system, the more likely the synchronization conditions are stable for the time delay of signal trans-
mission. c© 2013 The Chinese Society of Theoretical and Applied Mechanics. [doi:10.1063/2.1306304]
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Chaos synchronization between drive-response sys-
tems has become a topic of great interest in many
ﬁelds during the past decade. Application of chaos
synchronization, for example, can be found in chemi-
cal engineering, bioengineering, information processing,
and communications security.1 Chaos synchronization
reported by Pecora and Carroll2 refers to the state in
which two chaotic systems will have identical state tra-
jectories for t → ∞, which is called complete synchro-
nization (CS). However, strictly speaking, it is impos-
sible to require the response system to synchronize the
drive system at exactly the same time, since the time
delay is inevitable in the practical engineering applica-
tions. In communication system, the signal received by
the response system at time t is the signal from the
drive system at time t − τ . So this fact requires the
drive-response systems to couple a time delay τ of signal
transmission. In this case, lag synchronization (LS)3,4
may occur instead of CS in the drive-response systems
which implies that the state variables of the two cou-
pled systems become synchronized but with a time lag
with respect to each other.
Consider drive-response systems with the following
form
x˙ = f(x), y˙ = f(y) + g(y,xτ ), (1)
where x,y ∈ Rn, in which R denotes the ﬁeld of real
numbers, xτ ≡ x(t − τ), in which τ is the time delay
of signal transmission, and f , g are continuous vector
functions and g(y,y) = 0. It is said that LS is achieved
in system (1) if y − xτ → 0 when t → ∞. Only when
τ = 0, LS becomes CS in system (1).
Although a lot of studies have been carried out on
both CS and LS5–9 in system (1), the two types of syn-
chronization were usually addressed separately, i.e., if
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τ = 0 in system (1), CS was discussed; if τ > 0 in
system (1), CS was destroyed and LS was analyzed.
Moreover, almost all the conditions for LS, obtained
by using the Lyapunov functional method in most pre-
vious research works, were too conservative. Therefore,
little attention has been paid to the relation between
the conditions for CS and LS in system (1). However,
we have to evaluate the inﬂuence of time delay of sig-
nal transmission on synchronization conditions at some
times in the practical engineering application. y → x
in system (1) does not exactly hold because of the ex-
istence of the time delay, but y → xτ for a suﬃcient-
ly small amount of time delay τ may be acceptable in
some cases. Then we want to know whether or not the
synchronization conditions designed to achieve CS are
still valid for the occurrence of LS in system (1) when
τ increases from 0. Synchronization conditions satis-
fying such requirement are “stable” for the inﬂuence
of time delay of signal transmission. In other words,
synchronization conditions in system (1) can not be de-
stroyed by the occurrence of the time delay of signal
transmission. The practical importance of this issue in
communications security is evident.
Since both CS and LS are special cases of gener-
alized synchronization (GS), CS and LS in system (1)
can be put into the uniﬁed framework of GS to be stud-
ied. An analytical criterion for detecting GS in driver-
response systems has been obtained in the authors’ pre-
vious work10 which is almost as accurate as the response
Lyapunov exponents method. By using the criterion
mentioned above we show that whether synchronization
conditions in system (1) are “stable” for the inﬂuence
of time delay depends on the distribution of equilibria
of the drive-response systems, which are demonstrated
by several numerical examples.
First we discuss the conditions for LS in system (1).
Assuming that all order derivatives of x exist and are
bounded, one has xτ =
∞∑
n=0
(−1)nτn
n! x
(n). From the ﬁrst
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equation in system (1), all order derivatives of x are
functions of x. Then LS in system (1) can be regard-
ed as GS between the drive-response systems with the
functional relation y =
∞∑
n=0
(−1)nτn
n! x
(n) ≡ u(x). Next
we derive the conditions for GS in system (1) with the
relation y = u.
The auxiliary system corresponding to system (1)
is given by
z˙ = f(z) + g(z,u). (2)
Deﬁning e1 = (y − z)/2, e2 = (y + z)/2, systems (1)
and (2) become
e˙1 =
1
2
(f(e1 + e2)− f(e2 − e1)+
g(e1 + e2,u)− g(e2 − e1,u)),
e˙2 =
1
2
(f(e1 + e2) + f(e2 − e1)+
g(e1 + e2, u) + g(e2 − e1,u)),
x˙ = f(x).
(3)
Obviously, e˙1 = 0 holds if e1 = 0. GS occurs in system
(1) when e1 → 0 in system (3) based on the auxiliary
system approach. According to the analysis results in
Ref. 10 for GS, a “projective system” of system (3), de-
rived by letting e2 = h1(e1), x = h2(e1) in system (3),
where h1,2 : R
n → Rn are smooth vector-valued func-
tions, can be used to judge whether e1 → 0 instead of
system (3). Substituting e2 = h1(e1), x = h2(e1) into
system (3) yields
e˙1 =
1
2
(f(e1 + h1(e1))− f(h1(e1)− e1)+
g(e1 + h1(e1),u(h2(e1)))− g(h1(e1)−
e1,u(h2(e1)))),
h˙1(e1) =
1
2
(f(e1 + h1(e1)) + f(h1(e1)− e1)+
g(e1 + h1(e1),u(h2(e1))) + g(h1(e1)−
e1,u(h2(e1)))),
h˙2(e1) = f(h2(e1)).
(4)
For a suﬃciently small e1, the right hand sides of e2 =
h1(e1), x = h2(e1) can be expanded at zero point as
h1(e1) = h10 +
∂h1(0)
∂e1
e1 +O1(e1),
h2(e1) = h20 +
∂h2(0)
∂e1
e1 +O2(e1),
(5)
where h10 = h1(0), h20 = h2(0), and O1(e1), O2(e1)
represent the higher order terms of e1. Then h1(e1),
h2(e1) can be approximately obtained by substituting
Eq. (5) into the last two equations of system (4). To
judge whether e1 → 0, linearize the ﬁrst equation of
system (4) around e1 = 0
e˙1 = M1(h10,h20)e1,
where
M1(h10,h20) =(
∂f(y)
∂y
+
∂g(y,u(x))
∂y
)∣∣∣∣
x=h20,y=h10
. (6)
Clearly, we only need to calculate h10, h20 to determine
matrix M1(h10,h20). Substituting Eq. (5) into the last
two equations leads to
f(h10) + g(h10,u(h20)) = 0,
f(h20) = 0.
Since x = h20 is the origin of system x˙ = f(x), in this
case xτ = u(h20) = h20. Matrix (6) can be directly
given by
M1(h10,h20) =(
∂f(y)
∂y
+
∂g(y,x)
∂y
)∣∣∣∣
x=h20,y=h10
, (7)
where (x,y) = (h20,h10) are real roots to equa-
tions f(x) = 0, f(y) + g(y,x) = 0. From the
analysis results in Ref. 10, if (h20i,h10i), 1  i  n,
are n real roots to equations f(x) = 0,f(y) +
g(y,x) = 0, GS with the functional relation y =
u(x) = xτ occurs when all matrixes M1(h201,h101),
M2(h202,h102), · · · ,Mn(h20n,h10n) have no eigenval-
ue with nonnegative real parts. If only p (1  p < n)
matrixes have no eigenvalue with nonnegative real part-
s, weak GS occurs in system (1) which means the func-
tional relation is not diﬀerential.
If τ = 0 in system (1), LS becomes CS. At this point
GS occurs in system (1) with the functional relation
y = x. In this sense CS is just a special case of LS with
τ = 0, conditions for which can be similarly obtained.
Denote
M2(h0) =
(
∂f(y)
∂y
+
∂g(y,x)
∂y
)∣∣∣∣
y=x=h0
, (8)
where x = h0 is one real root to equation f(x) = 0.
Assume h01,h02, · · · ,h0m arem real roots to f(x) = 0,
then CS occurs if all eigenvalues of any one matrix
M1(h0i), 1  i  m, have negative real parts according
to the analysis results in Ref. 10.
Comparing criterion (7) with (8), the conditions for
CS in system (1) with τ = 0 generally are the con-
ditions for weak GS in system (1) with τ > 0 since
y = x = h0 must be real roots to equations f(x) = 0,
f(y) + g(y,x) = 0 which may have more real roots ex-
cluding (x,y) = (h0,h0). Therefore, synchronization
conditions in system (1) are stable for the inﬂuence
of the time delay of signal transmission between the
drive and response systems when equations f(x) = 0,
f(y) + g(y,x) = 0 only have the real roots of the form
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x = y. The analysis in this part indicates that whether
synchronization conditions in system (1) are “stable”
for the inﬂuence of time delay of signal transmission
depends on the distribution of equilibria of the drive-
response systems.
To demonstrate our analysis results, two identical
Lorenz systems are considered ﬁrstly as the drive and
response systems⎧⎪⎪⎨
⎪⎪⎩
x˙1 = 10(x2 − x1),
x˙2 = 28x1 − x1x3 − x2,
x˙3 = x1x2 − 8
3
x3,
(9)
⎧⎪⎪⎨
⎪⎪⎩
y˙1 = 10(y2 − y1),
y˙2 = 28y1 − y1y3 − y2 + k(x2(t− τ)− y2),
y˙3 = y1y2 − 8
3
y3,
(10)
where k is the coupling strength, and τ is the time de-
lay of signal transmission between systems (9) and (10).
Comparing systems (9) and (10) with system (1) equa-
tions f(x) = 0, f(y) + g(y,x) = 0 have real roots of
the form x = y for some values of k. Then the syn-
chronization conditions in systems (9) and (10) are not
stable for the inﬂuence of the time delay of signal trans-
mission. To illustrate the analysis results, the following
auxiliary system corresponding to systems (9) and (10)
is constructed⎧⎪⎪⎨
⎪⎪⎩
z˙1 = 10(z2 − z1),
z˙2 = 28z1 − z1z3 − z2 + k(x2(t− τ)− z2),
z˙3 = z1z2 − 8
3
z3.
(11)
From criteria (7) and (8), CS condition of systems (9)
and (10) with τ = 0 is k > 0.44 which is only the weak
GS condition of systems (9) and (10) with τ > 0. The
numerical results are shown in Fig. 1, where the initial
conditions of drive, response, auxiliary systems are cho-
sen as (x10, x20, x30) = (0.1, 0.2, 0.3), (y10, y20, y30) =
(0.1, 0.2, 0.2), (z10, z20, z30) = (0.1, 0.2, 0.21), respec-
tively. As shown in Fig. 1(a), CS occurs between sys-
tems (9) and (10) when k = 2.5, τ = 0. However, when
τ increases to 1, k = 2.5 can just guarantee weak GS
occurs between systems (9) and (10) (Fig. 1(b)). LS
can not be achieved under this condition (Fig. 1(c)).
Next, the drive, response, and auxiliary system-
s in Eqs. (9)–(11) are considered to be replaced by
Hindmarsh–Rose (HR) model,11 respectively, which are
expressed by⎧⎪⎨
⎪⎩
x˙1 = ax1 − bx31 − x2 − x3 + Iext,
x˙2 = dx
2
1 − c− x2,
x˙3 = r[s(x1 + γ)− x3],
(12)
⎧⎪⎨
⎪⎩
y˙1 = ay1 − by31 − y2 − y3 + Iext,
y˙2 = dy
2
1 − c− y2 + k(x2(t− τ)− y2),
y˙3 = r[s(y1 + γ)− y3],
(13)
⎧⎪⎨
⎪⎩
z˙1 = az1 − bz31 − z2 − z3 + Iext,
z˙2 = dz
2
1 − c− z2 + k(x2(t− τ)− z2),
z˙3 = r[s(z1 + γ)− z3],
(14)
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Fig. 1. The projection of chaotic attractor generated by
(a) systems (9) and (10) with k = 2.5, τ = 0 onto the plane
(x1, y1), and (b) systems (10) and (11) with k = 2.5, τ = 1
onto the plane (y1, z1). (c) The time history curves for sys-
tems (9) and (10) with k = 2.5, τ = 1.
where a = 3, b = 1, c = 1, d = 5, r = 0.006, s = 4,
γ = 1.6, Iext = 3, and k is the coupling strength and
τ is the time delay of signal transmission. Compar-
ing systems (12) and (13) with system (1), equations
f(x) = 0, f(y) + g(y,x) = 0 only have real roots of
the form x = y. Then the synchronization condition-
s in systems (12) and (13) are stable for the inﬂuence
of the time delay of signal transmission. From criteria
(7) and (8), CS condition of systems (12) and (13) with
τ = 0 is k > 1.22 which is also the condition for LS
in systems (12) and (13) with τ > 0. The analysis re-
sults are demonstrated in Figs. 2(a)–2(c) where the ini-
tial conditions of drive, response, auxiliary systems are
taken as (x10, x20, x30) = (0.1, 0.9, 0.8), (y10, y20, y30) =
(0.3, 0.2, 0.9), (z10, z20, z30) = (0.2, 0.1, 0.8), respective-
ly.
In this letter conditions for CS and LS in drive-
response systems (1) are considered under the uniﬁed
framework of GS. If the synchronization conditions de-
signed to achieve CS are still valid for LS occurring in
system (1) when the time delay of signal transmission
between the drive and response systems increases from
0, such synchronization conditions are “stable” for the
inﬂuence of the time delay of signal transmission. By us-
ing the analysis results in Ref. 10, we demonstrate that
the conditions for CS in system (1) with τ = 0 generally
guarantee weak GS in system (1) with τ > 0. To most
drive-response systems, synchronization conditions are
easily destroyed by the occurrence of the time delay of
signal transmission. Our theoretical and numerical re-
sults show that the stability of the synchronization con-
ditions depends on a particular form of equilibria of the
drive and response systems. In this sense it seems that
the less the number of the equilibria of the drive sys-
tem, the more likely the synchronization conditions are
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Fig. 2. The projection of chaotic attractor generated by
(a) systems (12) and (13) with k = 2, τ = 0 onto the plane
(x1, y1), and (b) systems (13) and (14) with k = 2, τ = 2 on-
to the plane (y1, z1). (c) The time history curves for systems
(12) and (13) with k = 2, τ = 2.
stable, for example the drive-response systems formed
by two HR neurons in last section. Our research may
explain why many types of synchronization phenomena
can be shown so easily in neuron systems.
This work was supported by the National Natural Sci-
ence Foundation of China (11002103 and 11032009) and
Shanghai Leading Academic Discipline (B302).
1. R. Hendrik, Phys. Lett. A 300, 182 (2002).
2. L. M. Pecora and T. L. Carroll, Phys. Rev. Lett. 64, 821
(1990).
3. M. G. Rosenblum, A. S. Pikovsky, and J. Kurths, Phys. Rev.
Lett. 78, 4193 (1997).
4. Z. L.Wang and X. R. Shi, Appl. Math. Comput. 215, 1091
(2009).
5. H. Nijmeijer and I. M. Y. Mareels, IEEE Trans. Circuits. Syst.
I 44, 882 (1997).
6. S. Taherion and Y.-C. Lai, Phys. Rev. E 59, 6247 (1999).
7. M. Itoh, T. Yang, and L. O. Chua, Int. J. Bifur. Chaos 11,
551 (2001).
8. E. M. Shahverdiev, S. Sivaprakasam, and K. A. Shore, Phys.
Lett. A 292, 320 (2002).
9. W. L. Guo, Nonlinear Anal-Real 12, 2579 (2011).
10. W. K. Wong, B. Zhen, J. Xu, et al., Chaos 22, 033146 (2012).
11. J. L. Hindmarsh and R. M. Rose, Proc. R. Soc. London, Ser.
B 78, 4193 (1984).
