We establish the condition for probability measure characterization by L p -quantization error function in R d . There are two types of characterization: the static characterization for the identity of two probability measures, and the characterization for the convergence of probability measure sequence for the Wasserstein distance of order p. We show that the general probability measure characterization for any order p with any norm on R d can be established with a finite level N by a geometrical approach based on the Voronoï diagram. We also show that in the case of order p = 2 for a separable Hilbert space equipped with Hilbert norm, the condition of probability measure characterization on the level N can be reduced to N = 2 and this condition can be reduced further in dimension 1.
Introduction
Quantization consists in finding an optimal (or at least locally optimal) discrete approximate grid Γ (called also cluster center ) of an R d -valued random vector X defined on a probability space (Ω, A, P). Let |·| be any norm on R d . The distance between a point ξ and a set A in R d is defined by d(ξ, A) = min a∈A |ξ − a| .
Let µ denote a probability measure (or probability distribution) of X, denoted by P X = µ or Law(X) = µ, assumed to have a finite p th -moment, p ∈ [1, +∞). The L p -mean optimal quantization error for the distribution of X at level N is defined by e N,p (µ) = inf
where card(Γ) denotes the cardinality of Γ. Here the terminology L p corresponds to the L p -norm for a random variable, i.e. X p := [E |X| p ] 1 p . The quantization problem is to find a grid which attains the infimum of (1) and we call such a grid L p -optimal quantization grid (or optimal grid in short) at level N , denoted by Γ * ,(N ) .
Definition 1.1 (Quantization error function)
. The L p -mean quantization error function at level N , denoted by e N,p (µ, ·), is defined as follows:
The definition of quantization error function obviously depends on the norm associated on R d and the variable of e N,p (µ, ·) is a priori an N -tuple in (R d ) N . However, for a finite grid Γ ⊂ R d , we can define its induced L p -mean quantization error e p (µ, 
Therefore, in this paper, with a slight abuse of notation, we will often denote the L p -quantization error at level N for a grid Γ of size at most N by e N,p (µ, Γ). 
We recall the definition of Wasserstein distance.
Definition 1.2. (Wasserstein distance)
Let (S, d) be a Polish space and S = Bor(S, d) be its Borel σ-field. For p ∈ [1, +∞), let P p (S) denote the set of probability measures on (S, S) with a finite p th -moment. The Wasserstein distance of order p between two probability measures µ and ν in P p (S), denoted by W p (µ, ν), is defined by
(Ω, A, P) → (S, S) with P X = µ, P Y = ν ,
where in the first ligne of (5), Π(µ, ν) denote the set of all probability measures on (S × S, S ⊗2 ) with marginals µ and ν. (1) For two probability measures µ and ν on R d with finite p th -moment, the uniform distance between e N,p (µ, ·) and e N,p (ν, ·) can be controlled by the Wasserstein distance of order p between µ and ν. This (1) The definition of Wp can be extended to p ∈ (0, 1). However, for p ∈ (0, 1), Wp is no longer a distance on Pp(S) (but W p p is).
result has been proved in the literature, see e.g. [3] . In fact, let X, Y be two random variables with probability distributions P X = µ and P Y = ν. 
As this inequality holds for any couple (X, Y ) of random variables with marginals P X = µ and P Y = ν, we observe that for every N ≥ 1, e N,p (µ, ·) − e N,p (ν, ·) sup := sup
Hence, if (µ n ) n≥1 is a sequence in P p (R d ) converging for the W p -distance to µ ∞ ∈ P p (R d ), then e N,p (µ n , ·) − e N,p (µ ∞ , ·) sup ≤ W p (µ n , µ ∞ )
The result in (8) can be applied in many cases. For example, for any (
an optimal grid of µ n at level N and order p. From (3), we know that
then, owing to (8), any limiting grid of Γ * ,(N ) n as n → +∞, denoted by Γ * ,(N ) ∞ , appears in argmin e N,p (µ ∞ , ·), that is, any limiting grid of Γ * ,(N ) n is a L p -optimal grid of µ ∞ at level N and order p.
On the other hand, the optimal quantization grid is usually considered as some skeleton the original probability distribution. Let ν ∈ P p (R d+ε ) for some ε > 0 and let ν = ν c + ν s be the Lebesgue decomposition of ν with respect to the Lebesgue measure λ d , where ν c denotes the absolutely continuous part and ν s the singular part of ν. Consequently, there exists a density function h such that ν c (dξ) = h(ξ)λ d (dξ). Let Γ * ,(N ) denote the optimal quantization grid of ν at level N , then
where
. We refer to [3, Theorem 7.5] for more details of this result.
The weak convergence in (9) shows as a by-product that if ν is absolutely continuous, ν, hence ν, is characterzed by any sequence of L p -optimal quantization grid of level N . This means in particular that the functions e N,p (ν, ·), N ≥ 1, contain all the information on ν. Similarly, one may reasonably hope to establish a kind of converse of (8) i.e. that if e N,p (µ n , ·)
In this paper, we are interested in these two "reverse" questions in a slightly "stronger" form since we aim at showing that the answer to these questions is positive when dealing with a fixed large enough level N ≥ 1 of quantization. To be more precise: When is a probability measure µ ∈ P p (R These questions can be formally written as follows:
Intuitively, as the order p and the dimension d increase, the complexity of these two questions increases too. Once the order p and the dimension d are fixed, the higher the level N of the quantization error function e N,p (µ, ·) is, the more information we have on the probability measure µ. Let us consider a simple example on R: if p = 1, we only need N = 1 to get the static characterization:
Proof. The function e 1,1 (µ, ·) reads x → R |ξ − x| µ(dξ), hence it is convex and its right derivative is given by
However, if p = 2 and |·| denotes the absolute value, the condition of level N = 1 is not sufficient since
For example, if we choose µ = N (0, 1) the standard Gaussian distribution and
In fact the condition e 1,2 (µ, ·) = e 1,2 (ν, ·) only implies that the first two moments of µ and ν match.
Therefore, the aim of this paper is not only to answer Question 1 and Question 2, but also to exhibit an as low as possible level N for which both answers are positive. This paper is organized as follows:
We will firstly recall, in Section 1.1, some properties of Wasserstein distance W p . Then in Section 2, we begin to analyze the problem of probability distribution characterization in a fully general framework: any dimension d, any order p and any norm on R d . We show that a positive answer to Question 1 and 2 follows from the existence of a bounded open Voronoï cell in a Voronoï diagram of size N , which in turn can be derived from a minimal covering of the unit sphere by unit closed balls centered at the sphere. As a consequence, we exhibit a quantization based distance Q N,p topologically equivalent to the Wasserstein distance W p .
In Section 3, we consider the quadratic case (i.e. the order p=2) and extend the characterzation result to probability distributions on a separable (possibly infinite-dimensional) Hilbert space H, (· | ·) H . In this section, we will prove by a purely analytical method that the minimal level for a positive answer to Question 1 and 2 is N = 2. In what follows, we will discuss the topological equivalence of Wasserstein distance W 2 and a new distance Q N,2 defined by Q N,2 (µ, ν) := e N,2 (µ, ·) − e N,2 (ν, ·) sup and then we will prove that the metric space P 2 (H), Q N,2 is not complete. A further discussion for the case on dimension 1 can be found in the end of this section.
Preliminaries and background on Wasserstein distance on P p (S)
Let (S, d) be a general Polish metric space. We have defined the Wasserstein distance on P p (S) in Definition 1.2. For µ n , µ probability distributions on (S, d), we say that µ n converges weakly to µ and write µ n (S) = = ⇒ µ if µ n and µ satisfy S f dµ n → S f dµ for every bounded, continuous real-valued function f on S.
The relation between weak convergence and convergence for the Wasserstein distance is recalled in Theorem 1.1. We recall below basic facts about the L p -Wasserstein distance that will be called upon further discussion. The first one is that for every p ∈ [1, +∞), W p is a distance on P p (S) W p p if p ∈ (0, 1) , see e.g. [6, Theorem 7.3] for the proof and [1] for a recent reference. Next, the metric space P p (S), W p is separable and complete, see e.g. [2] for the proof. More generally, we refer to [7, Chapter 6] for an in depth presentation of Wasserstein distance and its properties.
then (µ n ) n≥1 is relatively compact for the Wasserstein distance W p .
We refer to [6, Theorem 7 .12] for the proof of Theorem 1.1.
General case
This section is devoted to establish a general criterion to positively answer Question 1 and 2 in any dimension d, for any order p and any norm on R d . For the static characterization, namely
one idea is to design a unit approximation (ϕ ε ) ε>0 from the quantization error function e N,p (µ, ·). Our construction of (ϕ ε ) ε>0 relies on a purely geometrical idea: it is based on a specified Voronoï diagram containing a bounded open Voronoï cell, introduced in Section 2.1. The static characterization is established in Theorem 2.1 and Theorem 2.2 gives a sufficient and necessary condition on the W p -convergence of a sequence in P p (R d ).
Voronoï diagram
Let Γ = {x 1 , ..., x N } be a grid of size N and let |·| be any norm on R d . The Voronoï cell generated by x i ∈ Γ is defined by
and V xi (Γ) 1≤i≤N is called the Voronoï diagram of Γ, which is a locally finite covering of R d (see [3] ).
A Borel measure partition
We also define the open Voronoï cell generated by x i ∈ Γ by
If the norm |·| on R d is strictly convex, we have
whereÅ and A denote the interior and closure of A. An example of strictly convex norm is the l p -norms 
General condition for probability measure characterization
Let Γ = {x 1 , ..., x N } be a grid of size N in which there exists at least an
The function ϕ is clearly nonnegative, continuous and {ϕ
and we can normalize ϕ by setting
. Then, we define for every ε > 0,
As the fonction ϕ 0 is designed from a Voronoï diagram having a bounded open Voronoï cell, we need to exhibit a grid Γ sharing this property. The following proposition offers a way for the Euclidean norm ([3, Proposition 1.10]). 
Assume there exists
is star-shaped relatively to 0 and
This leads us to introduce the following definition. Definition 2.1. We define the minimal covering number c(d, |·|) as follows,
c(d, |·|) is finite since the unit sphere is a compact set in R d . Among all the possible norms, we will focus on the isotropic l p -norms on
For these isotropic l p -norms, some c(d, |·| p ) can be obviously determined, for example c(1, |·|) = 2 and c(2, |·| 1 ) = 2 (see Figure 1 ). We will show some other examples of c(d, |·| p ) in Proposition 2.4.
We refer to the Appendix for the proof of Proposition 2.4. The following theorem gives the conditions on L p -quantization error function to identify two probabilities.
Proof. We choose a grid Γ = {0, a 1 , ..., a N −1 } of size N such that,
If we define two N -tuplesx andx 0 asx = (x−εa
One can finally conclude that µ = ν by letting ε → 0 and applying the fact that (ϕ ε ) ε>0 is a unit approximation (see [5, Theorem 6 .32]).
The following theorem shows that the pointwise convergence of L p -mean quantization error function is a sufficient and necessary condition of W p -convergence of probability sequence in
. Let p ∈ [1, +∞) and |·| be any norm on R d . Then the following properties are equivalent:
as follows,
where · sup is the sup norm on the space of R-valued continuous functions C (R d ) N , R . Then Theorem 2.1 and Theorem 2.2 drive directly the following result:
Proof of Theorem 2.2. (i) ⇒ (ii) is obvious from (8).
(ii) ⇒ (iii) is obvious.
(iii) ⇒ (i) First of all, it follows from the convergence e N,p (µ n , ·)
where 0 = (0, ..., 0). In particular, the sequence
is bounded. Hence, the sequence of probability measures (µ n ) n≥1 is tight.
Let µ ∞ be a weak limiting probability distribution for (µ n ) n≥1 , which means that, there exists a subsequence α(n) of n such that µ α(n)
Hence, owing to the elementary inequality
where C x,p is a constant that depends on x et p.
Owing to (17) and (18), the sequence f p p−1 dµ n n≥1 is bounded hence f is uniformly integrable with the respect to (µ n ) n≥1 , so that f is uniformly integrable with the respect to any subsequence (µ α(n) ) n≥1 . It follows that 0) is a real constant. It follows from Theorem 2.1 that µ ∞ = µ ∞ , which implies that µ ∞ is the the only limiting distribution of (µ n ) n≥1 for the weak convergence and
==⇒ µ. We have already proved that
which finally shows that W p (µ n , µ ∞ ) n→+∞ − −−−− → 0 owing to Theorem 1.1.
Until now, we have found a finite level N = c(d, |·|)+1 of quantization error function e N,p (µ, ·) in order to characterize the W p -convergence of probability distribution sequence in P p (R d ). This result will be extended, in the next section, to any separable (possibly infinite-dimensional) Hilbert space H equipped with an inner product (· | ·) H in the case that we consider only the quadratic quantization error function e N,2 (µ, ·) depended on (· | ·) H , and in which case, the necessary level N of characterization, which was N = c(d, |·|) + 1, can be reduced to N = 2. This depends no more the minimal covering number c(d, |·|).
3 Quadratic quantization characterization at minimal level N = 2 on a Hilbert space Let H denote a separable Hilbert space. Let (· | ·) H be an inner product on H, and let |·| H be the norm on H induced by (· | ·) H . When there is no ambiguity, we drop the index H and write (· | ·) and |·|. Let X be a H-valued random variable with probability measure µ. A common example is H = L 2 [0, T ], dt and X = (X t ) a bi-measurable process.
In the definition 1.1, when p = 2, the quantization error function e N,2 (µ, ·) is also called the quadratic quantization error function, which can be written as
We will exhibit in Section 3.1 that the probability characterization on H by the quadratic quantization error function can be obtained at level N = 2 -the level N = 2 is also the minimal level to obtain the characterization. This improves the result obtained by the geometric approach in Theorem 2.1 and Theorem 2.2. From the characterization result, we define a R + -valued function on P p (H) 2 , like what we defined in (16), as follows,
In the second part of Section 3.1, we will prove that when N ≥ 2, Q N,2 defined above is a well-defined distance on P 2 (H) and is topologically equivalent to W 2 , but P 2 (H), Q N,2 is not complete. Lastly, in Section 3.2, we extend the characterization result at level N = 2 to more order p on dimension 1 and prove the completeness of P 1 (R), Q 1,1 .
The quadratic quantization case on (H, |·| H )
3.1.1 Static characterization and characterization of W 2 -convergence in P 2 (H)
We will establish the static characterization for probability distributions in P 2 (H) in Proposition 3.1 and the characterization of W 2 -convergence in Theorem 3.1. Their proofs rely on the following lemma. 
Proof. As (H, |·|) is separable, there exists (e k ) k≥1 an orthogonal basis of (H, |·|).
(a) Let X, Y be random variables with respective distributions µ and ν. We define for every m ≥ 1,
Let F : H → R + be a bounded continuous function. Then, for n ≥ 1,
(b) Let X n , X ∞ be random variables with the respective distributions µ n and µ ∞ . We define for every
Following the lines of the part (a), we get for every fixed m ≥ 1,
∞ . Consequently, for any bounded lipschitz function F ,
and F sup := sup x∈H |F (x)|, then the first term in (23)
by letting n → +∞ and m → +∞, which finally implies X n ⇒ X ∞ .
Hence, using that (x − y) + = x − x ∧ y, we derive
As |ξ − a|
, if we take a = λu and b = λ ′ u with λ, λ ′ ∈ R, λ ′ > λ for some common u ∈ H with |u| = 1, then
Consequently, it comes from (24) that
In turn, this implies, by letting λ ′ → λ,
The function λ → (ξ | u) − λ + is left differentiable with ½ (ξ|u)≥λ ∈ L 1 (µ) as a left derivative. Hence we can left differentiate the equality (25) which yields
Hence,
, then we have µ = ν by applying Lemma 3.1 (a).
Remark. If we replace e 2,2 (µ, ·) by e 2,2 (µ, ·) which is defined by
The result in Proposition 3.1 still remains true since, for any x, y in R, (x − y) + = x ∨ y − y.
The following theorem shows the equivalence of W 2 -convergence of (µ n ) n≥1 in P 2 (H) and the pointwise convergence of quadratic quantization error function e 2,2 (µ n , ·) n≥1 .
Theorem 3.1. [W 2 -convergence characterization] Let (µ n ) n≥1 , µ ∈ P 2 (H). The following properties are equivalent:
Before proving Theorem 3.1, we recall the convergence of left and right derivatives of a convergent sequence of convex functions. Let f be a real-valued convex function on R. We denote by ∂ − f (respectively ∂ + f ) the left derivative (resp. right derivative) of f .
then f is also a convex function and we have the following results, (a) Let D(f ) denote the set of all points x in R on which
is at most countable set and f ′ is continuous on all points x in D(f ).
We refer to [4, Theorem 2.1 and 2.5] for the proof of Lemma 3.2.
Proof of Theorem 3.1. (i) ⇒ (ii) is obvious from (8).
In particular,
Hence, using that (x − y)
Following the lines of the proof of Proposition 3.1, we get ∀λ ∈ R, ∀u ∈ H, |u| = 1,
For µ ∈ P 2 (H) and u ∈ S |·| (0, 1), we define the real-valued convex function φ µ by
It follows from (26) that (φ µn ) n≥0 converges simply to φ µ . Moreover, φ µn , φ µ are left-differentiable and their left derivatives are given by
respectively. Note that the functions ∂ − φ µn and ∂ − φ µ are the cumulative distribution fonctions of the probability distributions µ n • ξ → (ξ | u)
From Lemma 3.2 we know that for all λ in {λ : (ξ | u) = λ}, ∂ − φ µn (λ) converges to ∂ − φ µ (λ) and that ∂ − φ µ is continuous at {λ : (ξ | u) = λ}. Then
Consequently, it follows from Lemma 3.1 that µ n
Moreover, e 2,2 µ n , (0, 0) → e 2,2 µ, (0, 0) which reads
Thus we can conclude that W 2 (µ n , µ) → 0 as n → +∞ owing to Theorem 1.1.
The level N = 2 is the minimal level for static characterization and W 2 -convergence characterization since for N = 1, we have already shown a counterexample in Introduction and for any N ≥ 2, it is sufficient to consider that for any (a, b) ∈ H 2 , e N,2 (a, ..., a
owing to the definition of e N,p in Definition 1.1. Consequently, we have the following corollary,
Corollary 3.1. (a) (Static characterization) Let µ, ν ∈ P 2 (H). If there exists
The following properties are equivalent:
From Corollary 3.1, it is obvious that for any N ≥ 2, Q N,2 defined in (19) is a well-defined distance on P 2 (H) and Q N,2 is topologically equivalent to Wasserstein distance W 2 on P 2 (H). As P 2 (H), W 2 is complete, we want to know whether P 2 (H), Q N,2 is complete. The result is established in the following section.
3.1.2 Topological equivalence of Q N,2 and W 2 , non-completeness of P 2 (H), Q N,2 Theorem 3.2. For any N ≥ 2, (a) Q N,2 is a well-defined distance on P 2 (H) and is topologically equivalent to the Wasserstein distance W 2 on P 2 (H).
(b) P 2 (H) equipped with the distance Q N,2 is not a complete space.
Remark that (a) is obvious owing to Corollary 3.1 and that from statement (a) to statement (b), it is sufficient to prove that P 2 (R d ), W 2 and P 2 (R d ), Q N,2 don't possess the same Cauchy sequences. So what we will do in the rest part of this section is to find a counterexample which converges for the distance Q N,2 but not for the Wasserstein distance W 2 .
Let Z be a R−valued random variable with normal distribution N (0, 1). We define for every n ∈ N,
Let µ n denote the probability distribution of X n for n ∈ N ∪ {+∞}. It is obvious that X n converges a.s. to X ∞ = 0, so that µ ∞ = δ 0 . Moreover, EX 
so that for every N ∈ N and any a ∈ R, e 2 N,2 µ ∞ , (a, ..., a) = |a| 2 = e 2 1,2 µ ∞ , a . We will prove firstly that µ n , the probability distribution of X n , is a Cauchy sequence in P 2 (R), Q 2,2 and this proof relies on the following three lemmas. Lemma 3.3. Let (µ n ) n∈N be any sequence in P 2 (R d ) which converges weakly to µ ∞ . For n ∈ N ∪ {∞}, let X n denote the random variable with probability distribution µ n . Assume that lim n EX 2 n exists and is finite, then sup
If we define a function 1 2 as follows
then (30) reads e 2,2 (µ n , ·)
Proof of Lemma 3. 3. An elementary computation shows that
by applying Arzelá-Ascoli theorem since the functions e N,p are all 1-Lipschitz continuous.
On the other hand, Law(X n ) = µ n , n ∈ N ∪ {+∞}, 
Proof.
Lemma 3.5. Let (X n ) be the random variable defined in (29) . Then
After Lemma 3.4,
It follows that
Since the function u → u(1 − 2 n 2 u) reaches its maximum at u = n 2 4 and its maximum value is n 2 8 , we will discuss the value of KE(X n − K) + in the following situations: with the same ρ as in (ii).
e n 2 8
4 with a fixed ρ ∈ (0,
4 with the same ρ ∈ (0, 1 2 ) as in the situation (ii), then
It is time to respond why X n is a counterexample. Since lim n EX 2 n = EX 2 ∞ , it is clear that W 2 (µ n , µ ∞ ) does not converge to 0 by applying Theorem 1.1. So µ n is not a Cauchy sequence for Wasserstein distance since
is, e N,2 (µ n , ·) n∈N is a Cauchy sequence in the complete space
After lemma 3.3, e 2,2 (µ n , ·) • 1 2
Therefore, it is raisonnable to guess that e 2,2 (µ n , ·)
We will prove it in the following proposition. Let g N be the function
We will firstly prove that (µ n ) n∈N is a Cauchy sequence in (
Proposition 3.2. Let µ n be the probability distribution of random variable X n defined in (29) . Then
Proof. Since the functions g 2 and e 2,2 (µ n , ·) are symmetric, it is only necessary to show that
Note that when |a| ≤ |b|, g 2 (a, b) = » |a| 2 + 1 = g 2 (a, a). We will discuss the value of e 2,2 µ n , (a, b) − g 2 (a, b) in the following four situations,
• Situations (iii) and (iv): b < 0 and a+b 2 < 0. However, X n are a.s. positive, so that |x − a| ≤ |x − b| . Hence e 2,2 µ n , (a, b) = e 2,2 µ n , (a, a) . With a slight abuse of notation, we will write in what follows (a, b) ∈ (iii) for (a, b) ∈ {(a, b) ∈ R 2 | b ≤ 0 ≤ a, and |a| ≤ |b|}. We will adapt the same notation for other situations too. Then for the situation (iii) and (iv), it is obvious that
by applying Lemma 3.3.
• Situation (i): 0 ≤ a ≤ b. 2 µ n , (a, b) + e 2,2 µ n , (a, a) + e 2,2 µ n , (a, a) − g 2 (a, a)
Since X n − a
We have discussed in the introduction that the higher the level N of the quantization error function e N,p (µ, ·) is, the more information we have on the probability measure µ. So we want to know if we augment the level of distance Q N,2 -like what we did in the section 2: find a minimum N such that the quantization error function could characterize the probability distribution -can we find a certain N large enough such that P 2 (R d ), Q N,2 and P 2 (R d ), W 2 possess the same Cauchy sequences? In the following proposition, we will prove that unfortunately, the counterexample X n defined in (29) still works for all distances Q N,2 at any level N ≥ 2. Proposition 3.3. Let µ n be the probability distribution of random variable X n defined in (29) . Then for any N ≥ 2, sup
Proof. The proof is constructed by induction. When N = 2, it follows from Proposition 3.2 that
We assume now that sup 
We will discuss the value of
in the following situations:
(i) ∃i ∈ {2, ..., N + 1} such that a i < 0,
Situation (i): ∃i ∈ {2, ..., N + 1} such that a i < 0.
X n are a.s. positive. Hence, |X n − a 1 | ≤ |X n − a i | a.s. since we assume that
which converges to 0 as n → +∞ owing to the assumption made for level N .
The second term of the right hand side of (46), sup
converges to 0 as n → +∞ owing to the assumption made for level N .
For the first term of the right hand side of (46),
like in Situation (ii), the second term of the right hand side of (48), sup
.., a N ) converges to 0 as n → +∞. Then, for the first term of the right hand side of (48), we have
Since we assume |a 1 | ≤ |a 2 | ≤ ... ≤ |a N +1 |, then for any i ∈ {2, ..., N + 1}, we have
the second part of (50), sup a1∈R e 2,2 µ n , (a 1 , a 1 ) − g N (a 1 , a 1 ) converges to 0 as n → +∞ after Lemma 3.3.
Then for the first part of (50), we have
Consequently,
Until now, we have proved that the probability distribution µ n of X n is a Cauchy sequence for the distance Q N,2 but not a Cauchy sequence of W 2 . Then the Proof of Theorem 3.2 is immediate.
We can get the following equality from (56)
Moreover, the random variables X + εZ and Y + εZ have probability distributions N (0, ε 2 ) * µ and N (0, ε 2 ) * ν, which have continuous densities on R. By applying the first part of this proof on (57), one can get Law(X + εZ) = Law(Y + εZ).
Then one can conclude Law(X)=Law(Y ) by letting ε → 0.
Let (ν n ) n≥1 , ν be probability distributions in P p (R). The following propositions characterise the convergence W p (ν n , ν) n→∞ − −−− → 0 in terms of quantization.
Proposition 3.5. Let (µ n ) n≥1 , µ be probability distribution in P p (R). Any of the following conditions implies W p (µ n , µ)
(ii) ∃ p even number and p ≥ 2, e 2,p (µ n , ·)
Proof. (i) For every n ≥ 1, e 1,1 (µ n , ·) can also be written in the from of a → R |ξ − a| µ n (dξ), which is convex on a and whose right derivative on a is given by −1 + 2µ n ] − ∞, a] . If e 1,1 (µ n , ·) converges simply to e 1,1 (µ, ·) on R, we have (ii) After Lemma 3.6, e 2,p (µ n , ·) Repeat that the definition of the distance Q 1,1 (µ, ν) on P 1 (R): for µ, ν ∈ P 1 (R),
where · sup is the sup norm on the space of R-valued continuous functions C(R, R). From Proposition 3.5-(i), we know that this distance Q 1,1 and Wasserstein distance W 1 are topologically equivalent on P 1 (R). The following proposition shows that the distance Q 1,1 and W 1 define the same Cauchy sequences. Hence P 1 (R), Q 1,1 is also complete. Proposition 3.6. The distance Q 1,1 and the Wasserstein distance W 1 define the same Cauchy sequences on P 1 (R). Therefore, the metric space P 1 (R), Q 1,1 is complete.
Proof. It is obvious that a Cauchy sequence in P 1 (R), W 1 is also a Cauchy sequence in P 1 (R), Q 1 after (7). Now let (µ n ) n≥1 be a Cauchy sequence in P 1 (R), Q 1 , then e 1,1 (µ n , ·) n≥1 is a Cauchy sequence in C(R, R), · sup after the definition of Q 1 . Since C(R, R), · sup is complete, there exists a function g in C(R, R), · sup such that e 1,1 (µ n , ·)
e 1,1 (µ n , 0) n≥1 is also a Cauchy sequence in R. Therefore, e 1,1 (µ n , 0) n≥1 = R |ξ| µ n (dξ) n≥1 is bounded, which implies that (µ n ) n≥1 is tight. After Prokhorov's theorem, there exists a subsequence ϕ(n) of n such that (µ ϕ(n) ) n≥1 converges weakly to µ ∞ .
We defined a function f (ξ) = |ξ − a| − |ξ|. For an A > 0, for any a ∈ [−A, A], we have f is bounded and continuous. Then the weak convergence of (µ ϕ(n) ) n≥1 implies R f (ξ)µ ϕ(n) (dξ)
Since R f (ξ)µ ϕ(n) (dξ) = R |ξ − a| − |ξ| µ ϕ(n) (dξ) = e 1,1 (µ ϕ(n) , a) − e 1,1 (µ ϕ(n) , 0), which converges, after (58), to g(a) − g(0), and for any a ∈ [−A, A]. g(0) − e 1,1 ( µ ∞ , 0) is a constant. Consequently, let C stand for a constant, then g(a) − e 1,1 ( µ ∞ , a) = C, for any a ∈ R by letting A → +∞.
Next, we will prove that C = 0. 
We have already proved g(a) = e 1,1 ( µ ∞ , a) + C, so lim a→+∞ g(a) = lim a→+∞ e 1,1 ( µ ∞ , a) + C.
Generally, for any ν ∈ P 1 (R), one has As ν ∈ P 1 (R), R |ξ| ν(dξ) < +∞, 
As µ ϕ(n) ∈ P 1 (R) for any fixed n and µ ∞ ∈ P 1 (R), the left part of (59) becomes lim a→+∞ e 1,1 (µ ϕ(n) , a) − a − g(a) − a = lim a→+∞ e 1,1 (µ ϕ(n) , a) − a − e 1,1 ( µ ∞ , a) + C − a
and the left part of (60) becomes lim a→−∞ e 1,1 (µ ϕ(n) , a) + a − g(a) + a = lim a→−∞ e 1,1 (µ ϕ(n) , a) + a − e 1,1 ( µ ∞ , a) + C + a
The boundedness
implies the boundedness of R ξµ ϕ(n) (dξ)
n≥1
. As a result, there exists a subsequence ψ(n) of ϕ(n) such that R ξµ ψ(n) (dξ) converges to some constant C 2 . it follows from (59) and (60) that 
• If i 0 = 1, and x 1 = −1, then x − a 1 ∞ = x 1 + 1 ∨ max i={2,...,d} x i ≤ 1, that is, x ∈B |·| ∞ (a 1 , 1).
• If i 0 = 1, and x 1 = 1, then x − a 2 ∞ = x 1 − 1 ∨ max i={2,...,d} x i ≤ 1, that is, x ∈B |·| ∞ (a 2 , 1).
• If i 0 ≥ 2, and x 1 ≤ 0, then x − a 1 ∞ = x 1 + 1 ∨ 1 ≤ 1, that is, x ∈B |·| ∞ (a 1 , 1).
• If i 0 ≥ 2, and x 1 ≥ 0, then x − a 2 ∞ = x 1 − 1 ∨ 1 ≤ 1, that is, x ∈B |·| ∞ (a 2 , 1).
Consequently, we can conclude that S |·| ∞ (0, 1) ⊂ i=1,2B|·| ∞ (a i , 1). • If
As x i0 ≤ 1 2 , we have (1−x i0 ) p −(x i0 ) p ≤ 0, so that x−a i0 p ≤ 1, which implies that x ∈B |·| p (a i0 , 1)
• If x i0 ≤ − 1 2 , one can similarly prove that x ∈B |·| p (−a i0 , 1).
Consequently, we can conclude that S |·| p (0, 1)
B |·| p (a i , 1) ∪B |·| p (−a i , 1) .
