




一个新的稳健 ARCH 检验和 YJ-GARCH 模型 
李海奇    Sung Y. Park 
摘要：众所周知，Engle (1982) 的 ARCH 检验对于条件均值模型误设并不稳健，特别地，
当条件均值是非线性过程而我们仅对之建立线性模型时，它过度地拒绝真实的原假设，导
致出现严重的水平扭曲 (size distortion)。因此，本文在文献当中首次利用 Yeo-Johnson 变换
方法来转换均值模型的因变量以排除 ARCH 过程中均值部分的非线性，进而提出一个新的
稳健 ARCH 检验以及一个新的 GARCH 模型——Yeo-Johnson (YJ) GARCH 模型。蒙特卡罗
模拟结果表明，稳健的 ARCH 检验在水平 (size) 和势 (power) 方面的表现要显著优于 Engle 
(1982) 的 ARCH 检验。对上证综指收益率的实证研究结果表明，YJ-GARCH 模型的拟合效
果要显著优于线性 GARCH 模型。 
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A New Robust ARCH Test and YJ-GARCH Model 
Haiqi Li and Sung Y. Park 
Abstract:  It is quite well known that Engle (1982)’s ARCH test is not robust to misspecification 
of the conditional mean model.  Especially, when the conditional mean is nonlinear process and 
we model it by a linear model, it rejects the true null hypothesis too often and thus causes the 
serious size distortion. This paper proposes a new robust ARCH test using the Yeo-Johnson 
transformation in which the dependent variable is transformed to deal with nonlinearity. This 
alternative model specification yields a new GARCH model, i.e. Yeo-Johnson (YJ) GARCH by 
product. The Monte Carlo simulation results show that the robust ARCH test is significantly 
superior to Engle (1982)’s ARCH test in terms of the size and power. Empirical application to the 
returns of Shanghai Composite index illustrates that the goodness-of-fit for YJ-GARCH model is 
clearly better than the linear GARCH model.  






自从Engle (1982)[1] 和Bollerslev (1986)[2] 分别提出ARCH ( Autoregressive Conditional 
Heteroskedasticity, 自 回 归 条 件 异 方 差 ) 模 型 和 GARCH (Generalized Autoregressive 







而， Lumsdaine, Ng (1999)[4] 证明，如果条件均值模型存在误设，那么ARCH检验将过度拒
绝条件同方差的真实原假设，导致出现严重的水平扭曲 (size distortion)。这是由于条件均
值模型误设导致其残差出现序列相关 ，继而其平方残差也出现序列相关，因此即使原数据






ARCH检验。而Blake, Kapetanios (2007)[6] 则利用人工神经网络方法滤去非线性均值，再对






ARCH检验统计量，它易于计算且变换参数具有很好的理解。自从Box, Cox (1964)[7] 提出
Box-Cox变换以来，变换方法已经在经济学中特别是计量经济学、金融计量学中处理非线
性方面得到了广泛应用，例如，Higgins, Bera (1992)[8] 利用Box-Cox 变换提出一类非线性
ARCH模型 ( 即NARCH模型)，而Engle (1982)[1] 的线性ARCH模型是NARCH模型的一种特
殊情形。而Yu, Yang, Zheng (2006)[9] 则利用Box-Cox变换构建了一类非线性随机波动模型 







因此，本文首先利用Yeo-Johnson变换 ( Yeo, Johnson (2000)[10]) 来变换因变量，然后利
用变换后的因变量对原自变量作非线性回归，排除条件均值中的非线性成分，得到线性残
差，再对线性残差执行Engle (1982)的ARCH检验。所以，与Lumsdaine, Ng (1999)[4] 以及

















聚集性) 和均值非线性分别进行了分析和建模，例如，刘国旗 (2000)[12]， 汤果、何晓群和
顾岚 (2001)[13]，唐齐鸣、陈健 (2001)[14]，赵留彦和王一鸣 (2005)[15]等。然而，本文所提出
的YJ-GARCH模型为对中国股票波动聚集性和均值非线性进行联合分析和建模提供了一个
有效的工具和手段。 







二、稳健的 ARCH 检验和 YJ-GARCH 模型 
为了排除数据中可能的非线性、异方差和非正态性，Box, Cox (1964)[7] 提出了 Box-
Cox 变换，若令 ( , )
BC
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 (1)                      
Box-Cox 变换只对正值变量有效，这极大地限制了它的应用范围，因此研究者们拓展和改
进了 Box-Cox 变换以使得它能适用于正负值变量。其中，最受关注的是 Yeo, Johnson 
(2000)
[10]
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而Box-Cox变换是非对称的。此外，当 1  时，Box-Cox变换和Yeo-Johnson变换都变为一
条直线，而当与1的偏离越大，变换曲线弯曲程度越大。在实际应用当中，我们通常需
要估计出的值再对相应变量作变换。这时，当得估计值与1相差越大，说明相应变量
的非线性程度越大，而 1  对应于线性情形。因此，变换参数  度量非线性的严重程
度。 
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   ，解释变量 tx 可以包含滞后因变量，也可以包含外
生的解释变量。与一般的 Box-Cox 变换和 Yeo-Johnson 变换一样，YJ-GARCH 模型中的变
换参数与 1 的偏离度量非线性的严重程度。当 1  时，YJ-GARCH 模型变为经典的
Bollerslev (1986)
[2]
 的 GARCH 模型。当与 1 足够接近时，我们便可以接受线性均值的假
设；而当与 1 相差很大时，我们便认为均值过程是非线性的。所以我们通过检验是否




          下面我们讨论模型(3)的估计问题。如果假设观察到的数据集为 1 2, , , Ty y y ，为表述
方便起见，令参数集  0 1 1, , , , , , , ,p q       
   ，则易得 YJ-GARCH 模型 (3) 的






 ， 其中 
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        (4) 
在  (4)式中，  sign   为符号函数，当其中的变量为正时取值为 1，当其中的变量取值为负
时为-1，否则取值为零。一旦得到对数似然函数，则最大化对数似然函数我们便可以得到
参数的最大似然估计。 
                                                            
1
 限于篇幅，本文仅讨论误差分布为正态分布的 YJ-GARCH 模型，即 YJ-GARCH-Normal 模型，当然我们可以
进一步考虑 YJ-GARCH-t 模型、YJ-GARCH-GED 模型等等。 
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如果要对一个序列建立线性 ARCH-GARCH 模型或非线性的 ARCH-GARCH 模型，我
们需要事先检验该序列是否具有 ARCH-GARCH 效应。因为低阶的 GARCH 模型等价于高
阶的 ARCH 模型且 ARCH 检验统计量比 GARCH 检验统计量远为直观简单，我们在本文中
只讨论 ARCH 检验。如前所述，如果条件均值模型误设，则 Engle (1982)[1] 的 ARCH 检验
将过度拒绝条件同方差的原假设。换句话说，如果真实的数据生成过程不具有 ARCH 效应
而仅仅为非线性均值过程，而我们忽略均值非线性而仅仅对线性模型的拟合残差进行
ARCH 检验，则 ARCH 检验统计量将错误地拒绝条件同方差的原假设。这使得我们将不能
区分非线性均值过程和 ARCH 过程。若令  ,YJt tz f y ，则 tz 为变换后的因变量。如果
我们执行 tz 对 tx 的非线性回归，则条件均值中的非线性将被排除掉，因而得到的非线性回
归残差将不再包含非线性成分。因此，如果对非线性回归残差执行 ARCH 检验，则它将具
有渐近正确的水平 (size)。概括地说，与 Lumsdaine, Ng (1999)[4] 以及 Blake, Kapetanios 
(2007)
[6]
  类似，我们的稳健 ARCH 检验也分为以下两步： 
·第一步：执行转换因变量对原自变量的非线性回归，得到非线性回归残差； 
·第二步：对非线性回归残差执行 Engel (1982)[1]  检验。 
三、蒙特卡罗模拟 
在这一部分，我们利用蒙特卡罗模拟来研究稳健 ARCH 检验的水平  (size)和势 
(power)。与 Blake, Kapetanios (2007)[6] 类似，我们考虑自回归模型 (AR 模型) 和三种均值非
线性模型，即自激发门限自回归模型 (SETAR 模型)、平滑转换自回归模型 (STAR 模型) 以
及双线性模型 (Bilinear 模型)。AR 模型以及三种均值非线性模型的模型形式如下： 
·AR 模型： 1t t ty y   , 
· SETAR 模型：    1 1 1 2 1 1t t t t t ty I y r y I y r y          , 
·STAR 模型：  
2
3 1
1 1 2 11 ,
ty
t t t ty y e y
        
·Bilinear 模型： 1 1t t t ty y    , 
其中，  . . . 0,1t i i d N  。我们利用 AR 模型来研究当真实的数据生成过程无均值非线性和
ARCH 效应时 Engle (1982)[1] 的 ARCH 检验和稳健 ARCH 检验的拒绝概率 ( 或检验水平 )，






表 1                   蒙特卡罗模型及其系数值 
                                       模型  模型系数值 
                   水平 (size)  
AR(1) 模型                    模型 1  0.5   
SETAR 模型 
模型 2  
1 0.5   ， 1
0.5 
， 0r   
模型 3  
1 0.1   ， 1
0.5 
， 0r   
模型 4  
1 0.3   ， 1
0.5 
， 0r   
STAR 模型 
模型 5  





模型 6  





模型 7  






模型 8  0.1 
 
模型 9  0.3 
. 
势 (power)  





  模型 11  





限于篇幅，我们仅给出显著性水平(significance level)为 5%时 Engle (1982)[1] 的 ARCH 
检验和稳健的 ARCH 检验在各个数据生成过程下的拒绝概率。为研究检验统计量的拒绝概
率对于样本容量变化的敏感性，我们研究了样本容量分别为 T=100、T=300 以及 T=1000 时
的情形，具体的结果见表 2-表 4。我们的蒙特卡罗试验次数为 1000 次。从表 2-表 4 中我们
可以看出： 
第一，当数据生成过程为 AR(1)过程时，稳健的 ARCH 检验和 Engle (1982)[1] 的
ARCH 检验在各个样本容量下具有大致相同的检验水平(size)。这说明当真实的数据生成过
程为线性过程时，Yeo-Johnson 变换不会引起非线性从而导致出现伪的 ARCH 效应。 
第二，当真实的数据生成过程为自激发门限自回归模型 (SETAR 模型)而没有 ARCH 效
应时，Engle (1982)[1] 的 ARCH 检验出现水平扭曲 (size distortion)，导致它过度拒绝真实的
原假设，而且其严重程度随着样本容量的增大而增大。这一结果与 Blake, Kapetanios 
(2007)
[6] 的研究结论是一致的。相反，稳健的 ARCH 检验则始终具有正确的检验水平，且
不随样本容量的增大而显著变坏。这一结果表明了稳健的 ARCH 检验对于均值 SETAR 过
程的稳健性。 
第三，当真实的数据生成过程为平滑转换自回归模型 (STAR 模型) 而没有 ARCH 效应
时，Engle (1982)[1] 的 ARCH 检验和稳健的 ARCH 检验都具有正确的检验水平，且都不随
样本容量的变化而发生显著变化。这说明，Engle (1982)[1] 的 ARCH 检验和稳健的 ARCH




第四，当真实的数据生成过程为双线性 (Bilinear) 模型而没有 ARCH 效应时，Engle 
(1982)
[1] 的 ARCH 检验的拒绝概率非常大，出现严重的水平扭曲 (size distortion)，特别是当
其参数为 0.3 及样本容量为 1000 时，其拒绝概率几乎趋近于 1，这说明当真实的数据生成
过程为 Bilinear 过程时，Engle (1982)[1] 的 ARCH 检验将以趋于 1 的概率拒绝真实的条件同
方差假设而错误地建立 ARCH 模型。相反，稳健的 ARCH 检验则显著地改进了 Engle 
(1982)
[1]
 的 ARCH 检验，尽管仍然存在水平扭曲，其严重程度相对于 Engle (1982)[1] 的
ARCH 检验已显著减小。这一结果与 Blake, Kapetanios (2007)[6] 的研究结论也是一致的。 
表 2             样本容量 T=100时的拒绝概率（显著性水平=5%） 
 模型  ARCH 检验  稳健 ARCH 检验 
                    水平 (size)   
AR(1) 模型 1  0.037  0.038 
SETAR 模型 
2  0.103  0.029 
3  0.043  0.034 
4  0.073  0.030 
STAR 模型 
5  0.038  0.033 
6  0.049  0.035 
7  0.034  0.033 
Bilinear 模型 
8  0.058  0.041 
9  0.479  0.139 
势 (power)   
ARCH(2)模型 
10  0.361  0.371 
11  0.190  0.205 
表 3        样本容量 T=300 时的拒绝概率（显著性水平=5%） 
 模型  ARCH 检验  稳健 ARCH 检验 
水平 (size)   
AR(1)模型 1  0.047  0.049 
SETAR 模型 
2  0.262  0.037 
3  0.091  0.043 
4  0.147  0.032 
STAR 模型 
5  0.046  0.047 
6  0.052  0.046 
7  0.038  0.036 
Bilinear 模型 
8  0.111  0.077 
9  0.912  0.434 
势 (power)   
ARCH(2) 模型 
10  0.784  0.785 
11  0.488  0.504 
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第五，当真实的数据生成过程为线性均值-ARCH(2)过程时，Engle (1982)[1] 的 ARCH
检验和稳健的 ARCH 的拒绝概率非常接近且随着样本容量的增大而增大，这说明两个检验
均具有很好的势 (power)，因变量的 Yeo-Johnson 变换并没有影响 ARCH 检验的势。 
表 4         样本容量 T=1000时的拒绝概率（显著性水平=5%） 
 模型  ARCH 检验  稳健 ARCH 检验 
Size (水平)   
AR(1) 模型 1  0.047  0.046 
SETAR 模型 
2  0.696  0.07 
3  0.184  0.068 
4  0.399  0.058 
STAR 模型 
5  0.046  0.048 
6  0.040  0.043 
7  0.051  0.052 
Bilinear 模型 
8  0.217  0.114 
9  1.000  0.648 
Power (势)   
ARCH(2) 模型 
10  0.993  0.996 




1 月 2 日至 2010 年 6 月 30 日。数据来源于万德（Wind）金融证券数据库。我们将分析上
证综指收益率的行为并对其进行建模。与通常的文献类似，我们定义上证综指日收益率
 1100 log logt t tr p p    ，其中 tp 为日收盘价。 
我们首先对上证综指收益率拟合一个线性模型即 AR 模型。由于 AR(3)模型的拟合残
差具有显著的序列相关而 AR(4) 模型的拟合残差已没有显著的序列相关，所以我们仅仅对
AR(4) 模型的拟合残差进行诊断检验。表 5 给出了具体的检验结果，其中 WNN 检验表示
Lee, Granger, White (1993)
[16]
 关于均值非线性的神经网络检验（ 以下简称 WNN 检验），Q
统计量为 Ljung-Box 序列相关检验统计量。Q 检验统计量的检验结果表明，经过 AR(4) 模
型拟合后的残差已经是序列无关的。而 WNN 检验则在通常的显著性的水平下 (1%、5%和
10%等)都拒绝线性的原假设，这说明 AR 模型拟合残差仍然包含非线性成分。而 ARCH 检





因为低阶的 GARCH 模型如 GARCH(1,1)、GARCH(2,1)、GARCH(1,2)、GARCH(2,2) 
等已能够充分描述绝大多数金融时间序列的行为， 所以我们首先拟合低阶的 AR-GARCH
模型和 YJ-GARCH 模型，然后再根据对数似然函数值选择模型拟合程度最好的 GARCH 滞
后阶。表 6 和表 7 分别给出了 AR-GARCH(2,1)模型和 YJ-GARCH(2,1)模型的估计结果以及
其残差诊断检验。在 YJ-GARCH 模型中，我们选择滞后 1-4 阶的因变量作为非线性均值模
型的自变量。从表 6 可以看出，两个模型所有系数的估计值都是统计显著的 ( 其标准差都
很小 )。从似然函数的估计值来看，YJ-GARCH(2,1)模型和拟合效果要显著优于 AR(4)-
GARCH(2,1)模型。而 ˆ 0.5523  表明上证综指收益率的条件均值过程是一个非线性过程 
从表 7 中残差诊断检验结果来看，对于 AR(4)-GARCH(2,1)模型的拟合残差，WNN
检验在 5%的显著性水平上拒绝线性的原假设，这表明 AR(4)-GARCH(2,1) 模型的拟合残差
包含显著的非线性成分，AR(4)-GARCH(2,1)模型并不能拟合条件均值中的非线性成分。另
外，Engle (1982)[1] 的 ARCH 检验结果表明，条件均值中的非线性成分导致 ARCH 检验错
误的拒绝条件同方差的原假设。而对于 YJ-GARCH(2,1) 模型的拟合残差，WNN 检验在通
常的显著性水平下并不能拒绝线性的原假设，这表明 YJ-GARCH(2,1)模型大体上已经滤去
上证综指收益率条件均值中的非线性成分。而稳健的 ARCH  检验结果表明，在 5%的显著
性水平下，它不能拒绝 条件同方差的原假设 ( 注意，YJ-GARCH 模型拟合的 ARCH 检验即
为稳健的 ARCH 检验 )。因此，线性 GARCH 模型不能充分对上证综指收益率进行建模，
而 YJ-GARCH 能够充分地上证综指收益率序列的均值非线性和波动聚集性进行建模。这也
说明了 YJ-GARCH 模型相对于线性 GARCH 模型的优势。 
表 5       AR(4)模型残差诊断检验 



































                                                            
2因为本文实证研究主要目的是为了验证我们所提出的 YJ-GARCH 模型对非线性均值和 GARCH 效应的建模
能力，所以本文没有采取更复杂的误差分布如 t 分布和 GED 分布对上证综指收益率进行建模。 
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表 6         AR-GARCH及 YJ-GARCH模型估计结果 
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表 7      AR-GARCH及 YJ-GARCH模型残差诊断检验 
  
WNN 检验 




























    注：括号中的数值为相应检验统计量的 P 值。 
五、结论 
本文利用 Yeo-Johnson 变换提出了一个新的对条件均值模型误设稳健的 ARCH 检验，
即首先利用 Yeo-Johnson 变换转换均值模型的因变量以处理均值过程的非线性，然后再对
其残差进行 Engle (1982)[1] 的 ARCH 检验。蒙特卡罗模拟结果表明，如果真实的数据生成
过程为线性 AR 过程和非线性的 STAR 过程，则稳健的 ARCH 检验和 Engle (1982)[1] 的
ARCH 检验一样具有正确的水平；而当真实的数据生成过程为 SETAR、Bilinear 过程时，
Engle (1982)
[1]
 的 ARCH 检验具有严重的水平扭曲，相反，稳健的 ARCH 检验则具有良好
的表现，对于 SETAR 过程，它具有正确的水平，而对于 Bilinear 过程，则在很大程度上纠
正了水平扭曲。此外，Yeo-Johnson 变换并没有影响稳健 ARCH 检验的势，稳健的 ARCH
检验仍然具有能与 Engle (1982)[1] 的 ARCH 检验相比较的势。此外，本文也提出一个新的
GARCH 模型，即 YJ-GARCH 模型，它包含线性 GARCH 模型作为其特殊情形。对上证综
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