We consider two possible extensions of the standard de nition of Gibbs measures for lattice spin systems. When a random eld has conditional distributions which are almost surely continuous (almost Gibbsian eld), then there is a potential for that eld which is almost surely summable (weakly Gibbsian eld). This generalizes the standard Kozlov theorems. The converse is not true in general as is illustrated by counterexamples.
1 Situation.
The standard de nition of a Gibbs random eld for lattice spin systems starts from an interaction potential. With this potential one associates a local Hamiltonian H ! (sum of potentials) in a nite volume with boundary condition ! outside . The local Hamiltonian determines the nite volume Gibbs measure ! in with boundary condition ! outside via the classical Boltzmann-Gibbs formula. The in nite volume Gibbs measures are then de ned as those measures on con guration space for which the conditional probabilities in with ! xed outside are precisely the nite volume measures ! . In the standard formalism, the sum of potentials that make u p t h e Hamiltonian is supposed to converge uniformly in the con guration. This implies that the local Hamiltonian is continuous as a function of the boundary condition. It implies further that the conditional probabilities of the (in nite volume) Gibbs measure have a continuous version. The theorems of Kozlov74] and Sullivan73] deal with the converse: given a measure that allows a continuous (and strictly positive) version of its conditional probabilities, there exists a potential, associated to this measure in the way just described, which is uniformly convergent.
In the last ten years, there has been an intensive study of the limits of the Gibbsian formalism. Physically relevant non-Gibbsian elds were constructed. They have mostly appeared as image measures under renormalization group transformations of Gibbs measures. In other cases (like for stationary measures of interacting particle systems modeling some nonequilibrium situation), it is not at all clear whether Gibbs measures appear and in some cases this was disproven. The situation as in 1993 was summarized in van Enter et al.93] and we refer to this article for further background. Even before however, Dobrushin stressed that one should allow for more general de nitions of a Gibbs state than is usually done. He made the analogy with unbounded spins where the summability o f the potential cannot beunderstood uniformly. One should look for the`good' con gurations on which the usual Gibbsian game can be played. This was illustrated in his last conference talk where he showed how to give a Gibbsian characterization of a non-Gibbsian state ( Dobrushin95] , Dobrushin et al.97] In the present paper, we take a closer look at two of the main generalizations that have appeared. We call them almost versus weakly Gibbsian measures. Almost Gibbsian measures have a v ersion of their conditional dis-tributions which is almost surely continuous. Weakly Gibbsian states allow for an almost surely absolutely convergent potential. Almost Gibbsianness looks for a large set of`good' con gurations de ned in terms of continuity points of the conditional distributions, while weak Gibbsianness asks for a large set of`good' con gurations on which the potential satis es a certain summability. We are therefore reminded of the Kozlov-Sullivan theorems and observe that almost Gibbs implies weakly Gibbs. The converse is not true, as will beillustrated by a counterexample. More generally, the paper tends to add some more structure on the 'road' from Gibbsian to non-Gibbsian measures.
Potentials and Speci cations
In this section we i n troduce some basic notions related to lattice spin systems, used throughout the paper. The con guration space is a compact metric space in the product topol-ogy. We call a function f on local if it depends only on a nite numberof coordinates, i.e. there is a 2 L such that f( ) = f( ) whenever = .
De nition 2.1 1. f : ! IR is continuous at a point ! 2 if The last property (consistency) is most important i n c haracterizing equilibrium. One should also remember that ( ! j!), which has to be thought of as the probability to nd in given ! outside, is a function de ned (pointwise) for every ! 2 (which only depends on and ! c ).
In this paper we restrict ourselves to speci cations that are uniformly nonnull, i.e. 8 2 L 9 a constant m > 0 s u c h that 8! 2 
We s a y that a probability measure is uniformly nonnull if it is consistent with a uniformly nonnull speci cation.
Remark:
We will also say that a speci cation ; is consistent with the probability measure . Notice that G(;) is a convex set which may beempty.
We de ne (measurable) sets of continuity points for a speci cation ; as follows :
Note that for a uniformly nonnull speci cation, the continuity o f (F j ) for all sets 2 L follows from the continuity of the single site probabilities
The same is true for continuity in the direction .
For a speci cation that is uniformly nonnull, the set ; of continuity points is in the tail eld. Hence if ; 6 2 f g then both ; and c ; are topologically dense subsets of (every tail eld set is dense in ). Because a function which is continuous on a dense set can only bediscontinuous on 
U(A ) represents the interaction between spins in A for a con guration
We s a y that a potential U is a vacuum potential with vacuum if U(A !) = 0 whenever !(x) = (x) for some x 2 A.
To beuseful a potential has to satisfy some summability condition, i.e.
the interaction of a nite piece of the lattice with the rest of the world must be nite in some sense.
In the traditional theory one requires that
(2.14)
For our purposes we need more general ( is well-de ned (i.e. the sum is convergent in the sense of (2.2) ) .
We still need the following de nitions. Theorem 3.1 (pointwise Kozlov result) Let ; be a speci cation and 2 .
Then we have for all ! 2 ; , the vacuum potential V with vacuum (as in ( 2.19)) is convergent at ! (as in De nition 2.5) and is compatible with ; at !.
there exists a potential U = U which is absolutely convergent (as in
De nition(2.6)) and compatible with ; at every ! 2 ; .
In the case of a translation invariant speci cation ;, and constant, the potential U of Theorem 3.1 is not necessarily translation invariant, whereas the vacuum potential V ; is translation invariant but not necessarily absolutely convergent. In order to obtain a translation invariant potential which is absolutely convergent (as in De nition 2.6) we need supplementary conditions. where we take a constant con guration. We say that ! is a`good' con guration if ! 2 K ; := T
x K x where
y (2 i ! ) < 1g:
Theorem 3.2 (pointwise Kozlov result) Let ; be a translation invariant speci cation for which the translation invariant set K ; of`good' con gurations was de ned in (3.2). There exists a translation invariant potential U such that at every ! 2 K ; , U is absolutely convergent and compatible with ;.
In the formulation of the above theorems we did not need to speak about a speci c measure these theorems deal with the relation between specications and potentials. However, in applications, one wants to understand whether a speci c measure allows (what kind of) a potential. In this case, the speci cation ; of the theorems above really stands for (a version of) the conditional probabilities of the measure and it acquires a potential via (2.17) and (2.18). We give some applications of this in section 4. 4. It is important to realize that even when H U (!) = P A T 6 = U(A !) exists on U , w e can not conclude that H U is continuous in !. Therefore weakly Gibbsianness is a much w eaker property than almost Gibbsianness. In fact, as we will see in section 5 there exist weakly Gibbsian measures such that for every speci cation ; consistent with , ( ; ) < 1.
If H U (!) = P
A T 6 = U(A !) exists on the whole of (i.e. U = ), then H U is a function of rst Baire class (a pointwise limit of continuous functions) and therefore it can only be discontinuous on a set of rst Baire category, i.e. a countable union of nowhere dense sets (see Boas60] p99-102). In fact the conclusion that H U (:) can only be discontinuous on a set of rst category is valid for more general U . The set U has to be\large" in a topological sense: it has to be such that every open subset (in the restricted topology) is of second category. This means e.g. that we cannot have that a measure is weakly Gibbsian with an everywhere convergent potential and at the same time for every speci cation ; consistent with , ; = . Of course it is still possible that ( ; ) = 0 for such a measure since there is no relation between topological and measure theoretical \large". In the examples we will illustrate these considerations.
From Section 3, Theorem 3.2, we get the following Theorem 4.1 If is almost Gibbsian in the direction for some 2 then is weakly Gibbsian and we can choose U = ; where ; is such that 2 G (;).
For a positive result concerning the converse, we h a ve the following: convergence of the vacuum potential V ; does give continuity in the direction of the speci cation ;, see (2.19). We x a speci cation ; and a con guration . From Theorem 3.1 it follows that they are weakly Gibbsian for an absolutely convergent (but not necessarily translation invariant) potential. In the special case of the Ising model, Theorem 3.2 can be applied for the projections of the plus (or minus) phase (i.e. K ; of (3.2) is then a set of measure one for the projection), yielding that these projections are weakly Gibbsian for a translation invariant absolutely convergent potential. We will deal with this in a future publication ( Maes et al.98] ), see also We will now i n troduce the concept of \bad" con gurations for a probability measure . This yields a necessary and su cient condition on the nite conditional distributions of for (almost The motivation to introduce this concept is to beable to detect for a given probability measure essential discontinuities of the conditional probabilities, i.e. con gurations 2 such that for every speci cation ; consistent Proposition 4.2 Let be a probability measure and 2 . If is a bad con guration for then for all speci cations ; such that 2 G (;), 6 2 ; .
In the other direction we have Proposition 4.3 A probability measure which is uniformly nonnull and has no \bad" con gurations is Gibbsian.
Proof. We show that there exists a speci cation ; which is uniformly nonnull such that 2 G (;) and ; = . Let n := ;n n] d . We show that the limit lim n!1 ( 0 j n ) (4.5) exists for every . Indeed for p n
Since is not a \bad" con guration In this section we discuss two examples. First of all we consider a non trivial convex combination of two measures which are tail trivial and mutually singular on the tail eld. This will give an example of a measure which is not almost Gibbsian, nor weakly Gibbsian for a vacuum potential or \Kozlov potential". Secondly we construct a concrete example of a measure which i s weakly Gibbsian but not almost Gibbsian.
Convex Combinations.
Let 1 and 2 be two tail trivial probability measures which are mutually singular on the tail eld, i.e. there exists a set F in the tail eld such that 1 (F ) = 1 and 2 (F ) = 0. We also assume that there is no speci cation ;
for which both 1 2 2 G(;). We can e.g. think of = , the Bernoulli measure on f0 1g d with density of ones, and 2 = 0 , with 0 < < 0 < 1. In that case F is e.g. the set of con gurations with \density" : F = f 2 : lim inf n!1 1=2n P n x=;n (x) = g. Let = 1 + ( 1 ; ) 2 , 0 < < 1 be a non trivial convex combination of 1 and 2 . It is known that for every speci cation ; consistent with there are no points of continuity, i.e., ; = . This rather drastic non-Gibbsian behavior is however obvious and due to the fact that every version of the conditional probabilities \involves" a tail measurable function: for -a.e. In fact we have more: if we are given 2 , then for every speci cation ; consistent with , we have ( ; ) < 1. This follows from the observation that for a tail measurable function : ! IR which is continuous in the direction in a p o i n t 2 we have ( ) = ( ).
So we conclude from Proposition 4.2 that the measure cannot be almost
Gibbsian neither almost Gibbsian in a direction. Therefore cannot be weakly Gibbsian with a vacuum potential nor with the \Kozlov-potential" of Theorem 3.1 (which is essentially a resummation of the vacuum potential).
From Remark 5 following De nition 4.3, we conclude that cannot be weakly
Gibbsian for a potential U converging on a set U which is \topologically large" (e.g. U cannot be ). However, we do not know whether is not weakly Gibbsian at all. This problem is related to the question whether or not we can represent a tail measurable function as a sum of potentials on a set of measure one. E.g. in the case of the convex combination of two Bernoulli measures on f0 1g , the question reduces to the following: does there exist a potential U(A ) such that 8i 2
on a set K of 's with (K) = 0 (K) = 1? Of course such a representation of a \global" quantity in terms of \local" quantities seems very unnatural and it is certainly not possible in a smooth way. It is however important for the concept of \weakly Gibbsian" measures that these convex combinations are not \weakly Gibbsian", because otherwise any reasonable notion of \physical equivalence" would be ruled out in the \weakly Gibbsian" formalism (i.e. we could have t h a t t wo Gibbs measures with physically unequivalent potentials are both 'weakly Gibbsian' with the same potential).
Remark:
There is also an example of a strongly mixing measure which g i v es positive weights to all non-empty cylinder events for which S = and which is not
5.2 A weakly Gibbsian measure which is not almost Gibbsian.
The counterexample discussed here is of the form (
where 1=2 is the Bernoulli measure on f0 1g IN , and f( ) = exp(;H( )) is a positive density function which is discontinuous enough to ensure that is not almost Gibbsian. However H( ) will begiven as a sum of potentials which converges 1=2 a.s., thus making into a weakly Gibbs measure.
We consider = f0 1g IN and we de ne for 0 < < 1 ( xed) a potential on the set of 's for which this sum converges. We will show in Lemma 5.1 below that H( ) exists a.s. for the Bernoulli measure 1=2 on f0 1g IN .
Henceforth we abbreviate = 1=2 . We will then construct as the measure having density e ;H( ) with respect to , and we show that for this the set of \bad" con gurations has positive measure. Since there exists a set of \bad" con gurations of strict positive measure, is not almost Gibbsian but since by Lemma 5.1 the potential converges (absolutely) on a set of ; measure 1, is weakly Gibbsian.
