Abstract: Mixture of probabilistic principal component analyzers (MPPCA) has been used for modeling non-Gaussian process data and monitoring in the past. However, appropriate model structure selection in the case of MPPCA is a challenging task. Previously, variational Bayesian expectation maximization (VBEM) estimation has been used to handle this task. However, VBEM can be computationally expensive for practical purposes and also, may converge to spurious estimates. In this article, collapsed variational Bayesian technique with a new collapsing scheme as an alternative to VBEM is proposed. Advantages of the proposed scheme are demonstrated in simulated and industrial process data.
INTRODUCTION
Advantages of application of MPPCA for process monitoring have been well understood and the applicability has been reported already (Choi et al., 2005; Ge and Song, 2010 ). However, model selection issue has not been addressed adequately and it is a challenging aspect in the case of MPPCA. Estimation of maximum likelihood MPPCA can be achieved using expectation maximization algorithm (EM) as proposed by Tipping and Bishop (1999) and then, the estimated models can be crossvalidated to choose an appropriate model. However, the task of estimating models and validating them for various combinations of cardinality and local dimensionality could be tedious. Bayesian estimation can simplify the task as it penalizes complex models and allows model selection without cross-validation. However, a complete Bayesian analysis for MPPCA may not be feasible. An approximate Bayesian estimation technique, variational Bayesian expectation maximization (VBEM) has been used for estimating MPPCA and similar models in the past (Ghahramani and Beal, 1999; Beal, 2003; Bruneau et al., 2013; Zhu et al., 2015) . VBEM incorporates the mean field approximation and approximates the log marginal of the data (metric for the model selection) by the negative free energy of the factorized posteriors that lower bounds the true log marginal. For practical problems, VBEM takes numerous iterations to converge and it gets stuck at spurious lower bound estimates. Due to this, it may lead to poor model selection. Collapsed variational Bayesian (CVB) techniques (Teh et al., 2006; Sung et al., 2008a,b; Hensman et al., 2012) can overcome some of the issues associated with VBEM. Based on the approach proposed by Hensman et al. (2012) , we propose a collapsing scheme for approximating the log marginal of the data. The proposed scheme coupled with Riemmanian conjugate gradient algorithm produces improved lower bound estimates for log marginal with fewer iterations and also, leads to better model selection for process monitoring.
The rest of the article is organized as follows. In section 2, a brief introduction to a CVB technique and our collapsing scheme is presented using a simple example. In section 3, application of the proposed scheme to estimate MPPCA model is presented. In section 4, results demonstrating the merits of the proposed scheme are presented. VBEM assumes the posterior to be factorisable (the mean field approximation) and approximates with variational posteriors as the following,
COLLAPSED VARIATIONAL BAYESIAN
(1) where, q (.) represents variational posterior. The log marginal likelihood of the data is approximated with the negative free energy of the factorized posterior. It lower bounds the true log marginal as shown below,
The lower bound, L MF is maximized with respect to the variational posteriors to obtain the approximate estimates of the posteriors and the log marginal.
In CVB approaches, some of the latent variables or parameters are directly marginalized/collapsed and only fewer parameters are approximated with variational posteriors. For instance, let us assume that we need to collapse variable E in the considered example, this can be achieved by integrating out E from the joint likelihood p (Y, A, B, C, D, E).
Our approach for collapsing is based on fast variational Bayesian (FVB) approach (Hensman et al., 2012) . For the application of FVB, one needs to choose a set of parameters/latent variables for which the posteriors need to be approximated and a set that can be collapsed. Hensman et al. (2012) propose to approximate the posteriors of a set of variables that D-separates (forces to become independent) the rest of the variables in the graph. In a Bayesian network, a variable gets D-separated (becomes independent) from the rest of the variables given its parents, children and its children's parents. For instance, variable A in the graph shown in Fig. 1 gets D-separated from D and E given B (its parent), Y (its child) and C (its child's parent). More discussion on D-separation can be found elsewhere (Koller and Friedman, 2009) . For the graph, that is shown in Fig. 1 , it can be seen that, the variable set {A, D} D-separates B, C and E. So, one can choose to approximate the posteriors of A and D and collapse the rest.
Obtaining lower bound using FVB involves the following procedure. First, the posteriors of A and D are approximated to obtain a lower bound for log likelihood of the data given the rest of the variables as the following,
where, the term in the middle of the equation is nothing but the negative free energy of the variational posterior q (A) q (D). Exponentiating the resulted intermediate lower bound, L 1 , gives a lower bound for p (Y |B, C, E). Then, the rest of the variables are collapsed from the exponentiated L 1 using their prior probabilities as the following,
The resulting term forms the lower bound for the log marginal. If q (A) and q (D) are chosen to be the same as in the case of mean field approximation, priors of B, C and D will be conjugate to the exponentiated L 1 . It allows the integrals in equation (3) and (4) to be tractable. King and Lawrence (2006) termed the the resulting lower abound as King-Lawrence corrected bound (L KLC ). Hensman et al. (2012) show that the following inequality holds,
that is, the obtained lower bound will always be greater than or equal to the mean field lower bound. When the posteriors of {B, C, E} are replaced with their VBEM update in the mean field bound, both bounds become essentially equal. However, only approximation in FVB comes through the functional approximation of the posteriors of A and D and the optimization is needed only for their variational parameters. Thus, it results in a lower dimensional optimization problem. Also, Hensman et al. (2012) show that when gradient based optimization approaches are used, their bound allows the algorithm to take bigger steps due to the curvature effect near the maxima and results in faster convergence.
Our approach
The above-discussed CVB approach does not provide a computationally favorable lower bound for MPPCA model with just single stage collapsing. This claim becomes clear when we explain our approach for MPPCA model. We propose a multi-stage collapsing approach to overcome this. For the considered example, instead of collapsing B, C and E all at once, we can carry out it in two or more stages. Let us assume that we want to collapse B and C at the first stage and collapse E at the next stage. From the graph, we can see that if A is given, both B and C will become independent of each other. Thus, for collapsing B and C, it is sufficient to approximate the posterior of A and obtain a lower bound for the likelihood of data given the other parameters. We obtain this using the negative free energy of q (A) as the following.
. From which, B and C can be collapsed using their respective priors as the following,
Now, before we collapse E in the next stage, we need to approximate the posterior of D and obtain a lower bound for ln p (Y |E). We use the best approximation that is available (L 2 ) for ln p (Y |D) to obtain the negative free energy term of q (D) which in turn forms a lower bound for ln p(Y |E).
It should be noted that the two terms inside the integral are summed in the above equation because both are logarithmic terms. Further, using the exponentiated L 3 , we can collapse the parameter E.
Finally, the term L M forms the lower bound for the log marginal in our approach. We can show that the lower bound obtained using the proposed scheme provides a tighter bound for the log marginal. When we multiply and IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway divide the priors of B, C and E by q (B), q (C) and q (E) respectively in L M and use Jensen's inequality, we can obtain the following expression,
The term on the right-hand side of equation (10) is nothing but the mean field lower bound. Thus, the following inequality relating log marginal, lower bound obtained by the proposed scheme and the mean field lower bound holds,
This can easily be verified for any conjugate exponential family graph. The posterior probabilities of collapsed variables in our scheme take the following form,
which can be shown with simple mathematical manipulations and Bayes rule.
One important point to note in our approach is that, the integral in the equation (8) may not always be tractable, and the tractability depends on how variables C and D interact in the model. In the cases where it is intractable, approximation such as the ones shown by Sung et al. (2008a,b) can be used. However, for the MPPCA model, it remains tractable.
MIXTURE OF PROBABILISTIC PCA
Probabilistic principal component analyzer (PPCA) is a stochastic generalization of traditional PCA. It assumes that the data (y n ∈ R D ) is generated by a linear combination of lower dimensional latent variables (x n ∈ R K ) as given below, y n = Λx n +µ+ǫ n , ǫ n ∼ N (0, ψI) , x n ∼ N (0, I) (14) where, Λ ∈ R D×K defines the linear combination and µ ∈ R D is the mean of the analyzer. Latent variables are assumed to have prior with zero mean and identity covariance. Noise, ǫ n , is assumed to have zero mean and isotropic covariance. As it assumes data to be independent and identically distributed, the distribution of N data points can be written as,
Essentially, equation (15) models the data as Gaussian distributed with mean Λx n + µ and variance ψ * I. In the case of MPPCA model, data is assumed to be generated by multiple principal component analyzers. If we have S analyzers, the data distribution is given as,
where, Λ s , µ s and ψ * are parameters of the analyzer s. s n is the variable indicating that the n th data point is generated by the analyzer s and p (s n |π) is its prior probability. In reality, each analyzer may model each operating mode of the process.
After fixing the probabilities of the parameters and latent variables using conjugate exponential priors, the marginal likelihood of the data explained by model becomes,
Here, π is assumed to have symmetric Dirichlet prior. µ of each analyzer is assumed to have Gaussian distribution with mean, µ * and isotropic precision, ν * (inverse of the variance). Columns of loading matrix are assumed to have Gaussian distributed with zero mean and precision, ν. Higher the precision, more will be the penalty on nonzero entires of Λ. Precision, ν is also treated as a random variable and given a Gamma prior with shape and rate parameters, a * and b * respectively. Noise variance, ψ * is common to all the analyzers and treated as a deterministic parameter here. Graphical representation of Bayesian MPPCA model is shown in Fig. 2 . Rectangular boxes represent the repetition of the nodes within the corresponding boxes over N data points and S analyzers respectively. Variables in the circled nodes are treated as random variable and the rest are treated as deterministic. The number of deterministic parameters remains constant irrespective of the number of analyzers. All the variables that vary with the number of analyzers are treated as random variables.
Collapsing scheme
In this section, the application proposed collapsing scheme for MPPCA model and its advantages are discussed. For collapsing, we need to choose a set of variables. Multiple combinations are possible. We chose the set {X, ν, π} to be collapsed and approximate the posteriors of the rest of the variables. A D-separation test on the graph shown in Fig. 3 can tell us that the variables in the set {X, ν, π} become independent of each other given the set {Λ, µ, s}. We factorized the posterior of the set, {Λ, µ, s} as in VBEM framework for MPPCA model (Bruneau et al., 2013) . It allows us to make a fair comparison against the VBEM estimate. We assumed that the posteriors of Λ, µ and s to be independent of each other and also, the parameters of each analyzer are independent of the parameters of the other analyzers. Further, Λ and µ were factorized along the data dimension and posteriors were parameterized as follows, 
The above form ensures that the sum of posterior probabilities of s n equals to one and also, probabilities are always positive. This avoids the need for the constraints in the estimation. Once the functional forms of the posteriors were fixed, the following collapsing scheme with two stages was used to obtain the lower bound.
• In the first stage, X and ν were collapsed after approximating the posteriors of Λ and µ.
• In the second stage, π was collapsed after approximating the posterior of s.
It resulted in a lower bound of the following form,
In the proposed approach, we collapsed x n before approximating the posterior of s n with q(s n ) due to which, we can notice the integral for x n appears within the weighted summation term for s n . However, in FVB, the order would have been reversed, that is, the expectation with s n would have appeared within the expectation with x n . The underlined term in the lower bound would have been of the following form,
It is known that, p (x n ) forms a conjugate Gaussian to the intermediate lower bound. So, the result of expectation of the intermediate lower bound with x n would be the normalizing constant of the posterior Gaussian.
The normalizing constant of a multivariate Gaussian is a function of determinant of the covariance. In this case, the covariance would have been of the following form,
where, M (q (s n )) results from the intermediate lower bound and I results from the prior of x n . It leads to appearance of N distinct covariance matrices as for each x n , the covariance would be a function of corresponding q (s n ). Taking determinant for N different matrices during each function evaluation is computationally expensive. However, by following our approach, we conveniently avoid such a scenario. Instead of N distinct covariances, we ended up with a single covariance matrix for all the latent variables. Unlike VBEM, proposed scheme no longer gives simple update equations to maximize the lower bound value. However, it presents an opportunity for gradient based optimization with lesser number of parameters to be optimized. We used Riemannian conjugate gradient algorithm with Polak Ribire update to maximize the lower bound. It uses gradient and Fisher information metric of the variational parameters to optimize the lower bound. For details of the algorithm, readers are referred to Honkela et al. (2010) and Hensman et al. (2012) . The update scheme and convergence criterion used for the maximization is presented in Table. 1. Variance and covariance parameters need to satisfy positive definite constraints which is difficult to ensure in gradient based approach. So fixed point updates were used for those parameters.
Update scheme

RESULTS AND DISCUSSION
Simulated dataset
Simulated dataset was used to test if the proposed scheme can identify the right number clusters in the data when all the clusters are Gaussian distributed. In reality, each cluster may represent a specific operating mode of a process, correct clustering and identification of the right parameters for each cluster leads to better fault detection and diagnosis of operating modes. We simulated a twodimensional dataset using MATLAB's built-in random number generator from seven clusters with each having five hundred data points. We initialized the proposed approach with 10 analyzers and assigned the data points randomly to each of the analyzers. All the results presented here are based on 30 different randomized assignments. Once the model converges, if any of the clusters had less than 10 data points assigned to it, it was pruned out from the model. It can be inferred from q(s n ). When we inspected the initialization which converged to the highest lower bound value, it gave 7 analyzers with significant number of data points assigned to each of them. Parameters of the model are mapped over the simulated data with 95% confidence and shown in Fig. 3 . It can be seen that the model identifies the appropriate parameters. When we compared the proposed approach against VBEM appraoch, the proposed approach found the right number of clusters almost twice as frequently as the VBEM approach. Comparison results are shown in Fig. 10 . Justification for this emerges from the lower bound estimates provided by both the approaches. Lower bound estimates are shown in Fig. 5 . In general, the proposed model converged to better estimates. From Bayesian perspective, better the log marginal value of the data, better will be the model in explaining the data. This is reflected in the lower bound estimates. The proposed approach also required lesser number iterations for convergence as shown in Fig. 5 . However, the difference did not provide significant computational benefit as it requires line search as opposed to simple updates for parameter in VBEM.
Industrial dataset
Sulphur recovery units (SRU) are a part of sulphur handling plants in the oil sands industry. A schematic of an SRU is shown in Fig. 6 . It converts sulphur components present in the upstream amine acid gas (AAG) and sour water acid gas (SWAG) into elemental sulphur with a series of catalytic reactors. Further, the elemental sulphur is condensed in a sulphur condenser and recovered. Process upsets in an SRU are known to cause SO 2 breakthrough in the downstream tail gas treatment unit (TGTU). We applied MPPCA model to monitor process upsets in an SRU. We built an MPPCA model for the following tags: 1) controller set points of AAG, SWAG and combustion air, 2) combustion air demand, 3) AAG flow rate 3) pressure drop calculated using back pressure measurements and 4) SO 2 and H 2 S concentration in the tail gas. More detailed explanation for the tags and the process can be found in Gonzalez et al. (2015) where the same problem is studied using Kernel density approach.
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We used two months (adjacent months) of data with one minute sampling interval for this exercise. In both the months, plant was fault free during most of the time. Towards the end of the second month, there was a blockage in the sulphur condenser and later it resulted in SO 2 breakthrough in the downstream TGTU. The problem was set up to detect this blockage. First month of data were used for training the model and the second month data were used for testing. Data that belongs to the day of faulty operation was separated for evaluating the detection ability of the model and the rest of the data were used to evaluate the model in terms of false positives.
In the training dataset, 10% of the data were uniformly sampled and used for estimating the model. Models were initialized with 10 analyzers. Unlike the previous case, here, we do not know the right number of clusters in the data a priori. Both the approaches converged to 7 clusters more frequently. Like the previous case, the proposed approach provided better lower bound estimates and required lesser number of iterations. The results are shown in Fig. 7 . In this case, the difference in number of iterations was very significant. It also resulted in a significant computational gain. For estimating 30 models, the proposed approach took 27.88 minutes and the VBEM approach took 94.21 minutes. When we inspected the iterations during the estimation, both the approaches achieve the lower bound values closer to the maximum in the initial fewer iterations. However, from there on, the lower bound values were improved very slowly by VBEM. This is shown in Fig. 8 . Given more iterations, VBEM may match the proposed approach. However, it also means more time to be invested. As MPPCA model is a probability density model, a log likelihood based statistic as in Gonzalez et al. (2015) was used for fault detection. This threshold was estimated from the remaining 90% of the training data such that 99.97% of it fall within the threshold. In the test data, an alarm was to be issued for any data point that violates the threshold. In the test data, false positives given by the models estimated using both the approaches are shown in Fig. 7 . The proposed approach gave lesser false positives generally and also values had low variability. This can be attributed to the better models obtained using the proposed approach. Possibly, the models obtained using VBEM might have provided poor control limits for fault detection and it would have reflected in the false positives. For the models that had the highest lower bound values, we inspected the control charts closer to the period of sulphur condenser blockage. Control charts are shown in Fig. 9 . Both the models detect the fault in almost similar time and there was not much to distinguish between them. The time of detection of sulphur condenser blockage was about 8 hours before the SO 2 breakthrough that occurred in the TGTU. So, these approaches could potentially be used for early detection of SO 2 breakthrough. In which, the models obtained using the proposed approach may provide better performance in terms of false positives and save significant time during offline model estimation.
