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Abstract
We express the condition for a phase space Gaussian to be the
Wigner distribution of a mixed quantum state in terms of the sym-
plectic capacity of the associated Wigner ellipsoid. Our results are
motivated by Hardy’s formulation of the uncertainty principle for a
function and its Fourier transform. As a consequence we are able to
state a more general form of Hardy’s theorem.
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1 Introduction
In the early days of quantum mechanics Heisenberg made the fundamen-
tal observation that the position of an electron and its momentum can-
not be measured simultaneously with arbitrary precision. Since then many
attempts have been undertaken to turn Heisenberg’s uncertainty principle
into rigorous mathematical theorems. The most well-known interpretation
is due to Born which expresses Heisenberg’s principle in terms of non-
commutativity of a pair of operators. More precisely, defining the position
operator X and momentum operator P by Xψ = x ·ψ and Pψ = −i~∂xψ (ψ
in some adequate dense subspace of L2(R)) Heisenberg’s uncertainty prin-
ciple is reflected by the non-commutativity of the position and momentum
1The authors were supported under the EU-project MEXT-CT-2004-51715.
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operator,
XP − PX = i~I.
In his trailblazing work on the mathematical foundations of quantum me-
chanics Weyl, inspired by Born’s probabilistic interpretation of physical
states in quantum mechanics, showed that the non-commutativity of po-
sition and momentum operator is actually a statement about the variances
of X and P :(∫ ∞
−∞
x2|ψ(x)|2dx
)1/2(∫ ∞
−∞
~
2|∂xψ(x)|2dx
)1/2
≥ 12‖ψ‖2. (1)
Recently one of us [5, 7] has pointed out a formulation of the uncertainty
principle in terms of covariance matrices which has several attractive features
and consequences. We will return to this fact later since it is one of our tools
to extend Hardy’s theorem to the higher-dimensional setting. We continue
with our short historical overview. Wiener observed that Weyl’s formulation
of Heisenberg’s uncertainty principle means that a quantum state ψ and its
Fourier transform cannot both be well-localized in phase space. In [10]
Hardy obtained the following theorem which turned Wiener’s observation
into a rigorous mathematical statement. Defining the Fourier transform of
ψ ∈ L2(R) by
Fψ(p) = ( 12π~)1/2
∫ ∞
−∞
e−
i
~
pxψ(x)dx
and noting that ψ0(x) = e
−x2 is a minimizer of (1), Hardy suggested to
measure the localization of ψ and Fψ with respect to a Gaussian:
Theorem 1 (Hardy, [10]) Let ψ be in L2(R). If there exist constants
CX , CP > 0 and a, b > 0 such that
|ψ(x)| ≤ CXe−
a
2~
x2 and |Fψ(p)| ≤ CP e−
b
2~
p2 (2)
then: (i) If ab = 1, there exists C ∈ C such that ψ(x) = Ce− a2~ x2. (ii) If
ab > 1, then ψ vanishes identically. (iii) If ab < 1 hen the set of functions
satisfying (2) is non-empty (it contains all conveniently rescaled Hermite
functions).
Hardy’s theorem has been generalized and extended to various settings
in mathematics and physics (with, for instance, the Gaussian replaced by
some other exponential functions, and the phase space by some Lie group:
see [19]). Despite the vast literature on Hardy’s formulation of Heisenberg’s
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uncertainty principle we are not aware of any approach which provides an
explanation of the parameters a and b. In the present paper we discuss
Hardy’s theorem in terms of symplectic geometry. Therefore we are able to
invoke notions of symplectic topology such as the symplectic capacity of a
phase space ellipsoids.
We will do the following in this Letter:
• We will formulate Hardy’s theorem in terms of the notion of symplectic
capacity c(BM ) of a phase-space ellipsoid BM :Mz ·z ≤ 1; that capac-
ity is expressed in terms of an invariant associated to the Williamson
diagonal form of M ;
• We will apply this result to a characterization of the (cross)-Wigner
distribution of Gaussian states which are localized on an ellipse in
phase space, and obtain an useful estimate. As a by-product we will
prove that a Wigner distribution can never have compact support.
Notation. The symplectic product of two vectors z = (x, p), z′ = (x′, p′) in
R
2n is σ(z, z′) = p · x′− p′ · x where the dot · is the usual (Euclidean) scalar
product on Rn. In matrix notation:
σ(z, z′) = (z′)TJz , J =
(
0n×n In×n
−In×n 0n×n
)
.
The corresponding symplectic group is denoted by Sp(n,R): the relation
S ∈ Sp(n,R) means that S is a real 2n × 2n matrix such that σ(Sz, Sz′) =
σ(z, z′); equivalently STJS = SJST = J .
For (ψ, φ) ∈ L2(Rn) × L2(Rn) the Wigner–Moyal transform (or: distri-
bution) W (ψ, φ) is defined by
W (ψ, φ)(x, p) =
(
1
2π~
)n ∫
Rn
e−
i
~
p·yψ(x+ 12y)φ(x− 12y)dy; (3)
the function Wψ = W (ψ,ψ) is the Wigner transform (or: distribution) of
ψ.
For z0 = (x0, p0) the Heisenberg–Weyl operator T̂ (z0) is defined by
T̂ (z0)ψ(x) = e
i
~
(p0·x−
1
2
p0·x0)ψ(x− x0).
3
2 Canonical formulation of the uncertainty prin-
ciple
In what follows A and B are two (essentially) self-adjoint operators on
L2(Rn) with domains DA and DB . For ψ ∈ DA, ||ψ||L2 = 1 we set 〈A〉ψ =
(Aψ,ψ )L2 .
Assume that the (co-)variances
(∆A)2ψ =
〈
A2
〉
ψ
− 〈A〉2ψ , (∆B)2ψ =
〈
B2
〉
ψ
− 〈B〉2ψ
∆(A,B)ψ =
1
2 〈AB +BA〉ψ − 〈A〉ψ 〈B〉ψ
exist. Then (see for instance Messiah [15])
(∆A)2ψ(∆B)
2
ψ ≥ ∆(A,B)2ψ − 14 〈[A,B]〉2ψ . (4)
The proof of this inequality is based on the trivial identity
AB = 12(AB +BA) +
1
2(AB −BA);
notice that since (AB + BA)∗ = AB + BA and [A,B]∗ = −[A,B] we have
∆(A,B)2ψ ≥ 0 and 〈[A,B]〉2ψ ≤ 0 so that (4) implies that
(∆A)ψ(∆B)ψ ≥ −14 〈[A,B]〉2ψ ≥ 0.
It is this weak form of the uncertainty principle, obtained by be neglecting
correlations, that is almost exclusively discussed in the mathematical litera-
ture. This is indeed a pity, because one then loses one of the most interesting
and useful features of the uncertainty principle, namely its canonical invari-
ance.
Specializing to the case where A and B are the operators Xj and Pj
defined, for ψ ∈ S(Rn), by Xjψ = xjψ and Pjψ = −i~∂xjψ. Schro¨dinger’s
formulation (4) of Heisenberg’s uncertainty principle becomes in this case
(∆Xj)
2
ψ(∆Pj)
2
ψ ≥ ∆(Xj , Pj)2ψ + 14~2 , 1 ≤ j ≤ n (5)
(∆Xj)
2
ψ(∆Pk)
2
ψ ≥ ∆(Xj , Pk)2ψ for j 6= k; (6)
neglecting the covariances ∆(Xj , Pk)ψ for all j, k leads to the “naive” text-
book inequalities
(∆Xj)ψ(∆Pj)ψ ≥ 12~.
We are now going to rewrite Schro¨dinger’s formulation (5), (6) of the
position-momentum uncertainty principle in an equivalent, but obviously
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symplectically covariant, way. For this purpose we introduce the “covariance
matrix”
Σ =
(
∆(X,X)ψ ∆(X,P )ψ
∆(P,X)ψ ∆(P,P )ψ
)
(7)
where ∆(X,X)ψ = ((∆Xj∆Xk)ψ)1≤j,k≤n, and so on.
Theorem 2 The inequalities (5), (6) are equivalent to the following state-
ment: the Hermitian matrix
Σ+
i~
2
J is positive semi-definite. (8)
Proof. See Narcowich and O’Connell [16], Narcowich [17] and Simon et al.
[20, 21].
The positive semi-definiteness of Σ+ i~2 J implies that Σ itself is positive;
in fact one can show that Σ is even positive-definite (see Narcowich [16]);
this allows us to define the “Wigner ellipsoid”
WΣ : 1
2
Σ−1z · z ≤ 1. (9)
We will say thatWΣ is quantum mechanically admissible when condition (8)
is satisfied. This is a first step toward a geometrization of the uncertainty
principle. Next step is gladly taken in the forthcoming section.
3 Uncertainty and Symplectic Capacities
A fundamental observation is now that condition (8) can be very simply
stated in terms of an notion familiar from symplectic topology, namely the
“symplectic capacity” of the Wigner ellipsoid (9). Recall (see for instance
Hofer and Zehnder [12]) that a symplectic capacity on (R2n, σ) is the assign-
ment to every subset Ω of R2n of a number c(Ω) ≥ 0, or +∞, such that the
following conditions hold:
1. c(f(Ω)) = c(Ω) for every symplectomorphism f of (R2n, σ)
2. c(Ω) ≤ c(Ω′) if Ω ⊂ Ω′
3. c(λΩ) = λ2c(Ω) for every λ ∈ R
4. c(Zj(r)) = c(B(r)) = πr
2.
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In Condition 4, Zj(r) and B(r) are, respectively, the cylinder x
2
j + p
2
j ≤ r2
and the ball |z| ≤ r. When we only allow linear or affine symplecto-
morphisms in Condition 1, we will talk about linear symplectic capacities.
The existence of symplectic capacities is by no means easy to prove; all
known constructions are notoriously difficult (see Hofer and Zehnder [12],
Polterovich [18] for explicit examples of symplectic capacities). This diffi-
culty is after all not so surprising, since the existence of a single symplec-
tic capacity is equivalent to Gromov’s non-squeezing theorem [9], which
is a deep theorem of symplectic topology, whose proof requires sophis-
ticated techniques (the theory of pseudo-holomorphic curves). Gromov’s
theorem says that there is no symplectomorphism f of (R2n, σ) such that
f(B(R)) ⊂ Zj(r) if r < R (that such an f exists if r ≥ R is easy to prove).
Defining, for Ω ⊂ R2n,
cG(Ω) = sup
f∈Symp(n)
{πR2 : f(B(R)) ⊂ Ω} (10)
(Symp(n) the set of all symplectomorphisms of (R2n, σ)) it turns out that
cG indeed is a symplectic capacity (cG(Ω) is sometimes called “Gromov’s
width” or “symplectic area” of Ω; it can be proven that cG(Ω) is the usual
area when n = 1).
While there exist infinitely many symplectic capacities on (R2n, σ) it
turns out that all symplectic capacities agree on phase-space ellipsoids, and
moreover agree with the linear symplectic capacity obtained by restricting
f in (10) to affine symplectic transformations:
clin(Ω) = sup
S∈I Sp(n,R)
{πR2 : S(B(R)) ⊂ Ω}
where I Sp(n,R) is the inhomogeneous symplectic group. Let us precise this
result, and relate it to Williamson’s theorem [22] (also see Hofer and Zehnder
[12] for an alternative proof). That theorem says that one can diagonalize
a positive-definite form using a symplectic matrix:
Theorem 3 (Williamson) Let M be a positive definite 2n×2n real matrix
and Q(z) = Mz · z the associated real quadratic form on R2n. Then there
exists a symplectic matrix S ∈ Sp(n,R) such that
Q(Sz) =
n∑
j=1
λj(x
2
j + p
2
j) (11)
the positive numbers λj being the moduli of the eigenvalues ±iλj of JM .
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It is customary to order the λj decreasingly: λ1 ≥ λ1 ≥ · · · ≥ λn and to
call the finite sequence
Specσ(M) = (λ1, ..., λn)
the symplectic spectrum of Q (or ofM). One proves the following properties:
Specσ(M
−1) = (λ−1n ..., λ
−1
1 ) (12)
and
M ≤M ′ =⇒ Specσ(M) ≤ Specσ(M ′) (13)
(see e.g. de Gosson [5], Appendix, for a proof). The diagonalizing symplectic
matrix S is of course not unique in general; however (ibid.) if S′ is a second
diagonalizing matrix then there exists U ∈ Sp(n,R)∩O(2n) such that S′ =
SU (or US).
It easily follows from Williamson’s theorem and the properties of the
symplectic spectrum that the linear symplectic capacity of the ellipsoid Q :
Q(z) ≤ 1 is clin(Q) = π/λ1 and hence, since all symplectic capacities of an
ellipsoid are equal,
c(Q) = π
λ1
. (14)
With this terminology the strong uncertainty principle can be restated
in the following very concise form:
Theorem 4 The uncertainty principle (5)-(6), and hence condition (8), are
equivalent to the inequality
c(WΣ) ≥ 1
2
h (15)
where c is any symplectic capacity (linear, or not) on (R2n, σ) and WΣ is
the Wigner ellipsoid (9).
Proof. It is a consequence of Williamson’s theorem; see de Gosson [5, 7].
The inequality (15) tells us, in particular, that there exists S ∈ Sp(n,R)
sending the ball B(
√
~)) inWΣ. The area of the section of S(B(
√
~)) by any
plane of conjugate variables (or, more generally, by any symplectic plane)
is equal to π~ = 12h: this is due to the fact that the restriction of a sym-
plectomorphism to a symplectic subspace is still a symplectomorphism. As
a consequence, we obtain the following geometric formulation of the uncer-
tainty principle:
7
The intersection of a Wigner ellipsoid such that (15) holds
by any symplectic plane cannot be inferior to 12h.
It is interesting to note that we have the following dynamical interpre-
tation of the results above. The Wigner ellipsoid WΣ can be viewed as the
energy shellH−1(E) for the Hamiltonian functionH = 12Σ
−1z·z correspond-
ing to the value E = 1. Symplectic capacities being symplectic invariants,
it is no restriction to assume that Σ is in Williamson diagonal form, so that
H(z) =
n∑
j=1
ωj
2
(x2j + p
2
j)
where (ω1, ..., ωn) is the symplectic spectrum of Σ
−1. With these notations
we have c(WΣ) = πω1 so that the condition c(WΣ) ≥ 12h can be rewritten
as ∮
γ1
pdx ≥ 12h
where γ1 is the shortest periodic orbit carried by H
−1(E) (namely, that
lying in the x1, p1 plane).
4 Hardy’s theorem and uncertainty
In what follows M will always denote a positive-definite real 2n×2n matrix.
Recall [14] that the Wigner transform of a function ψ ∈ L2(Rn) is defined
by
Wψ(z) =
(
1
2π~
)n ∫
e−
i
~
p·yψ(x+ 12y)ψ(x− 12y)dy
and that we have∫
Wψ(z)dp = |ψ(x)|2 ,
∫
Wψ(z)dx = |Fψ(p)|2. (16)
The following theorem is a geometric formulation of Hardy’s uncertainty
principle:
Theorem 5 Let ψ ∈ L2(Rn), ψ 6= 0, and assume that there exists C > 0
such that Wψ(z) ≤ Ce− 1~Mz·z. Then c(WΣ) ≥ 12h where WΣ is the Wigner
ellipsoid corresponding to the choice Σ = ~2M
−1 (equivalently c(BM ) ≥ 12h
where BM :Mz · z ≤ ~).
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Proof. In view of Williamson’s theorem we can find S ∈ Sp(n,R) be such
that
MSz · Sz =
n∑
j=1
λj(x
2
j + p
2
j)
with Specσ(M) = (λ1, ..., λn) hence the assumptionWψ(z) ≤ Ce−
1
~
Mz·z can
be rewritten as
Wψ(S−1z) ≤ C exp

−1
~
n∑
j=1
λj(x
2
j + p
2
j)

 . (17)
Since Wψ(S−1z) = WŜψ(z) where Ŝ is any of the two operators in the
metaplectic group Mp(n,R) with projection S. Since Ŝψ ∈ L2(Rn) and
c(WΣ) is a symplectic invariant it is no restriction to assume S = I, Ŝ = I
. Integrating the inequality
Wψ(z) ≤ C exp

−1
~
n∑
j=1
λj(x
2
j + p
2
j)


in x and p, respectively we get, using formulae (16),
|ψ(x)| ≤ C1 exp

− 1
2~
n∑
j=1
λjx
2
j

 (18)
|Fψ(p)| ≤ C1 exp

− 1
2~
n∑
j=1
λjp
2
j

 (19)
for some constant C1 > 0. Let us now introduce the following notation. We
set ψ1(x1) = ψ(x1, 0, ..., 0) and denote by F1 the one-dimensional Fourier
transform in the x1 variable. Now, we first note that (18) implies that
|ψ1(x1)| ≤ C1 exp
(
−λ1
2~
x21
)
. (20)
On the other hand, by definition of the Fourier transform F ,∫
Fψ(p)dp2 · · · dpn =
(
1
2π~
)n/2 ∫ ∫
e−
i
~
p·xψ(x)dxdp2 · · · dpn;
taking into account the Fourier inversion formula this is∫
Fψ(p)dp2 · · · dpn = (2π~)(n−1)/2 F1ψ1(p1).
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It follows that
|F1ψ1(p1)| ≤
(
1
2π~
)(n−1)/2
C1
∫
e−
1
2~
Pn
j=1 λjp
2
jdp2 · · · dpn
that is
|F1ψ1(p1)| ≤ C3 exp
(
−λ1
2~
p21
)
(21)
for some constant C3 > 0. Applying Hardy’s theorem we see that the
condition λ21 ≤ 1 is both necessary and sufficient for these inequalities to
hold (remember that λ1 ≥ λ2 ≥ · · · ≥ λn); in view of (14) this is the same
thing as c(BM ) ≥ 12h.
5 The Case of ”Quantum Blobs”
Let us look at the particular case where the ellipsoid BM : Mz · z is a
“quantum blob”, i.e. the image of the ball B(
√
~) by a linear symplectic
transformation (in which case we have c(BM ) = 12h). We begin by shortly
recalling some basic facts about the metaplectic group (for details and ref-
erences see for instance Leray [13], or de Gosson [6, 8]).
The symplectic group Sp(n,R) is a connected classical Lie group, con-
tractible to its maximal compact subgroup U(n) = Sp(n) ∩ O(2n,R). The
latter being diffeomorphic to U(n,C) we have
π1[Sp(n)] ≃ π1[U(n,C)] ≃ (Z,+)
hence Sp(n,R) has covering groups Spq(n,R) of all orders q = 2, 3, ...,∞
and Sp∞(n,R) is its universal (= simply connected) covering. A particular
role is played by the two-fold covering Sp2(n,R), because it has a faithful
representation as a subgroup of the unitary group of L2(Rn), the metaplectic
group Mp(n,R). The covering projection π : Sp2(n) −→ Sp(n) induces a
two-to-one epimorphism πMp : Mp(n,R) −→ Sp(n,R). The two elements of
Mp(n,R) that cover S ∈ Sp(n,R) are denoted by Ŝ and −Ŝ.
In our context what we will need is the following “metaplectic covariance
formula”: let W (ψ, φ) be the Wigner–Moyal transform of the pair (ψ, φ) ∈
(L2(Rn))2. Then, for every S ∈ Sp(n,R) we have
W (ψ, φ)(S−1z) =W (Ŝψ, Ŝφ)(z) (22)
where Ŝ ∈ Mp(n,R) is such that πMp(Ŝ) = S.
With these notations, Theorem 5 has the following consequence:
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Corollary 6 Assume that BM = S(B(
√
~)) for some S ∈ Sp(n,R). If
Wψ(z) ≤ Ce− 1~Mz·z then ψ is proportional to the squeezed coherent state
Ŝ−1ψ where ψ0(x) = (π~)
−n/4e−
1
2~
|x|2 and Ŝ is any of the two metaplectic
operators ±Ŝ covering S.
Proof. If BM = S(B(
√
~)) then λj = 1 for all j = 1, ..., n and the inequality
(17) in the proof of Theorem 5 can be written Wψ(S−1z) ≤ Ce− 1~ |z|2 . Since
Wψ(S−1z) = WŜψ(z) in view of (22), Hardy’s theorem now implies that
Ŝψ(x) = (π~)−n/4e−
1
2~
|x|2 hence our claim.
6 Mixed states
Insofar we have been dealing with pure states; everything actually carries
over without difficulty to the more general case of mixed states. Recall that
a trace-class operator ρ̂ on L2(Rn) is called a density operator if it is positive
(and hence self-adjoint) and has trace equal to one. It is advantageous to
view ρ̂ as a Weyl operator, in which case we can write
ρ̂ψ(x) =
∫ ∫
e
i
~
〈p,x−y〉ρ(12 (x+ y), p)ψ(y)dydp;
the function ρ (which is (2π~)n times the symbol of ρ̂) is called the Wigner
distribution of ρ̂. The average value of a self-adjoint bounded operator A
on L2(Rn) with respect to ρ̂ is then
〈A〉bρ = Tr(ρ̂A) =
∫
ρ(z)a(z)dz
(see Littlejohn [14] for a review of the notion). With these notations Schro¨dinger’s
form (4) of the uncertainty principle becomes
(∆A)2bρ(∆B)
2
bρ ≥ ∆(A,B)2bρ − 14 〈[A,B]〉2bρ (23)
where (∆A)2bρ, etc. are defined exactly as in the “pure” case. These def-
initions extend to the case where the operators A and B are essentially
self-adjoint; in practice they are required to be defined (at least) on the
Schwartz space S(Rn) of rapidly decreasing functions.
We will assume throughout that the function z 7−→ (1 + |z|2)ρ(z) is
in L1(R2n); then, in particular, we have the analogues of the uncertainty
inequalities (5), (6):
(∆Xj)
2
bρ(∆Pj)
2
bρ ≥ ∆(Xj , Pj)2bρ + 14~2 , 1 ≤ j ≤ n (24)
(∆Xj)
2
bρ(∆Pk)
2
bρ ≥ ∆(Xj , Pk)2bρ for j 6= k. (25)
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Writing ∆(X,X)bρ = ((∆Xj∆Xk)bρ)1≤j,k≤n, and so on, we call again the
symmetric 2n× 2n matrix
Σ =
(
∆(X,X)bρ ∆(X,P )bρ
∆(P,X)bρ ∆(P,P )bρ
)
(26)
the covariance matrix of the density operator ρ̂.
The rub comes from the fact that the positivity of ρ does not guarantee
that ρ̂ is a non-negative operator (this is is a peculiarity of the Weyl calculus
to which much work and effort has been devoted: see for instance [2, 4] and
the references therein). This apparent difficulty is actually a manifestation
of the uncertainty principle; one proves (Narcowich [17] and Simon et al.
[21]) that a necessary (but not sufficient!) condition for ρ̂ to be a density
operator is
M−1 + iJ is positive semi-definite. (27)
A simple calculation shows that we actually have M = ~2Σ
−1 where Σ is the
covariance matrix (26) so that condition (27) is just the strong form (8) of
the uncertainty principle in Theorem 2.
The following result generalizes Theorem 5 to mixed states:
Theorem 7 Let M > 0 and ρ be a smooth real function on R2n such that∫
ρ(z)dz = 1. Assume that ρ(z) ≤ Ce− 1~Mz·z for some C ≥ 0 and consider
the ellipsoid BM : Mz · z ≤ ℏ. If c(BM ) < 12h then ρ cannot be the Wigner
distribution of any quantum state.
Proof. As in the proof of Theorem 5 we can assume, taking into account
Williamson’s theorem and the invariance of symplectic capacities under
canonical transformations, that
ρ(z) ≤ exp

−1
~
n∑
j=1
λj(x
2
j + p
2
j)

 . (28)
Now there exists an orthonormal set of vectors (ψj)j in L
2(Rn) and numbers
αj ≥ 0,
∑
j αj = 1, such that
ρ(z) =
∑
j
αjWψj(z).
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Integrating the inequality (28) in x and p, respectively we thus have
∑
j
αj
∫
Wψj(z)dp ≤ C1 exp

−1
~
n∑
j=1
λjx
2
j


∑
j
αj
∫
Wψj(z)dp ≤ C1 exp

−1
~
n∑
j=1
λjp
2
j

 .
Since
∫
Wψj(z)dp = |ψj(x)|2 and
∫
Wψj(z)dx = |Fψj(p)|2 these inequali-
ties imply in particular the existence of constants Cj > 0 such that
|ψj(x)| ≤ Cj exp

− 1
2~
n∑
j=1
λjx
2
j


|Fψj(p)|2 ≤ Cj exp

− 1
2~
n∑
j=1
λjp
2
j

 .
and one concludes as in the proof of Theorem 5.
As a consequence we get the following nonlocality result:
Corollary 8 The Wigner distribution ρ of a quantum state cannot have
compact support.
Proof. Suppose that the support of ρ is contained in some ball B(R) ⊂ R2n.
Let λ be a real number such that 0 < λ < 1. We can find C > 0 such that
ρ(z) ≤ Ce− 1~ λ|z|2 for all z, which contradicts the statement in Theorem 7.
7 Conclusion and Conjectures
A question which we have not addressed in this Letter because of lack of
space and timeliness is that of the relation between our constructions and
deformation quantization [3]. deformation quantization is actually present
everywhere in this work, if only as a watermark. For instance, our nonlo-
cality statement of Corollary 8 (a Wigner distribution cannot have compact
support) is related to the nonlocality of the star-product (intuitively the ex-
ponential of a Poisson bracket is a bidifferential operator of infinite order).
This, and many other questions, certainly deserve a thorough investigation.
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On a more pedestrian level, we remark that Gaussians ψ(x) = Ce−
1
~
Mz·z
for which BM is a quantum blob correspond to the ground sate of a gen-
eralized harmonic oscillator. A natural question is whether one could have
similar results for the higher modes. The recent work [1] of Bonami, or its
possible extensions, could play a crucial role in an answer to these questions.
Another natural extension would be the following: we have been dealing
with non-degenerate Gaussians. It would be interesting to see what happens
when W is of the type
W (z) = Ce−
1
~
Mz·z
where M is positive semi-definite: M ≥ 0. Williamson’s diagonalization
result (11) should then be replaced by the following statement: there exists
S ∈ Sp(n,R) and k ≤ n, ℓ ≤ n− k such that
Q(Sz) =
k∑
j=1
λσj (x
2
j + p
2
j) +
k+ℓ∑
j=k+1
x2j
where the ±iλσj (λσj ≥ 0) are the eigenvalues of JM on the imaginary axis.
In this case the inequality Q(z) ≤ ~ no longer defines an ellipsoid, but rather
a phase-space cylinder; it is easy to calculate the symplectic capacity of this
cylinder, but how can this be related to the question whether W represents
the Wigner distribution of some mixed quantum state?
Finally we wish to mention that Gro¨chenig and Zimmermann have ob-
tained, in their discussion [11] of uncertainty principles for time-frequency
representations, similar results by completely different methods for the short-
time Fourier transform which is just the matrix coefficient of the Heisenberg
group. Let f, g ∈ L2(Rn). The short-time Fourier transform is defined as
follows
Vgf(x, ξ) =
∫
Rn
e−2πiξ·tf(t)g(t− x)dt (29)
They showed that if f ∈ S′(Rn), g ∈ S′(Rn) satisfies
|Vgf(x, ξ)| = O(e−π(|x|2+|p|2)
as |x|, |p| → ∞ then f and g are multiples of e−2πiξ0te−π(t−x0)2 for some
(x0, ξ0). The Wigner–Moyal distribution (3) of (ψ, φ) ∈ S′(Rn) × S′(Rn)
and the short-time Fourier transform (29) are related by the formula
W (ψ, φ)(x, p) =
(
2
π~
)n/2
e
2pii
~
p·xVg∨f(x
√
2/π~, p
√
2/π~)
where f(x) = ψ(x
√
2π~), g(x) = φ(x
√
2π~), and g∨(x) = g(−x), so that
Gro¨chenig and Zimmermann’s result can be restated as:
Assume that there exists C > 0 such that
|W (ψ, φ)(z)| ≤ Ce− 1~ |z|2 for all z = (x, p);
then we can find complex constants Cψ and Cφ and z0 = (x0, p0)
such that ψ = CψT̂ (z0)ψ0 and φ = CφT̂ (−z0)ψ0 where ψ0 is the
standard coherent state ψ0(x) = (π~)
−n/4e−
1
2~
|x|2 .
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