Abstract-In this paper, we consider a turbo-coded system employed on a flat-fading channel where the transmitter and receiver adapt the encoder, decoder, modulation scheme, and transmit power to the state of the channel. Assuming instantaneous and error-free channel gain and phase knowledge at the transmitter and the receiver, we determine the optimal adaptation strategy that maximizes the throughput of this system, while achieving a given bit-error rate under an average power constraint. Our optimized adaptive modulation strategy is based on an extensive set of existing turbo-coded modulation schemes. We find that adapting both the turbo encoder (rate) and the transmit power can achieve performance within 3 dB of the fading channel capacity.
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I. INTRODUCTION
A DAPTIVE MODULATION is a powerful technique to achieve high throughput on flat-fading channels. A variable-rate variable-power -ary quadrature amplitude modulation (MQAM) scheme was shown in [1] to exhibit a 20-dB power gain over nonadaptive modulation on a flat Rayleigh fading channel. This scheme did not consider coding, and this resulted in an 11-dB gap from the Shannon capacity of the Rayleigh fading channel with transmitter and receiver side information. Trellis codes can be superimposed on the adaptive modulation for a coding gain of around 5 dB [2] , but the resulting scheme is still more than 6 dB away from capacity.
Turbo codes, which were introduced in 1993 [3] , have near-capacity performance on additive white Gaussian noise (AWGN) channels. Turbo-coded modulation (TuCM) schemes have also shown very good results on both AWGN and fading channels. There are three main categories of TuCM schemes proposed, as constructed in [4] , [5] , and [6] , respectively. Although the interleaving and puncturing schemes presented in [4] , [5] , and [6] seem to be different, it is shown in [18] that the schemes presented in [5] and [6] are special cases of those in [4] . Hence, we focus on the TuCM scheme presented in [4] in our paper, where the output of the turbo code is mapped directly onto a high-level modulation. We propose to adapt both the turbo encoder and the modulation scheme (constellation size and power) to achieve near-capacity throughput on fading channels. We will term this adaptation strategy adaptive TuCM. In this proposed adaptive scheme, we vary the TuCM scheme as a function of the channel state to maximize average throughput (average b/s/Hz), subject to the constraints imposed by the system. There are alternative strategies that employ turbo codes on fading channels but adapt neither the encoder nor the modulation scheme. There has been some recent work on designing the turbo encoder and decoder for fading channels [7] , where the encoder is designed based on the channel statistics and the receiver may or may not estimate the channel fade. These techniques perform well in fading channels and do not require transmitter side information. However, the performance of such schemes at high Doppler or low bit-error rate (BER) targets has not been determined. In our paper, we focus on very low BER ( ) for adaptive schemes, since we believe that the major gains of adaptation schemes over nonadaptive schemes are in low BER regimes.
The field of adaptive coded systems is relatively new, with [2] being one of the few references on this topic. Adaptive TuCM is relatively unexplored, and has considerable differences from adaptive trellis-coded modulation (TCM) studied in [2] . First, the TuCM system imposes additional block-length constraints that do not arise in TCM systems.
Second, the adaptive TuCM scheme we propose adapts the transmit rate by adapting the channel encoder itself, whereas adaptive TCM achieves variable rate by transmitting a variable number of uncoded bits. We describe adaptive TuCM in greater detail after introducing the system model.
The remainder of this paper is organized as follows. In the next section, we describe the system model. In Section III, we study adaptive modulation in uncoded systems. Section III also helps us understand Section IV, where we develop the problem definition for adaptive TuCM. In Section V, we solve this problem, and present our results in Section VI. Section VII concludes the paper.
II. SYSTEM MODEL
The notation used in this paper is as follows: denotes a function of an integer time variable , while denotes a function of an integer index variable .
is used to denote functions of continuous variables, and denotes the average of over all its variables. Boldface is used to denote vectors and matrices.
Wireless systems are typically band-limited passband (high frequency) systems. Flat-fading channels with carrier phase 0090-6778/03$17.00 © 2003 IEEE synchronization are typically modeled as continuous time baseband systems with complex transmitted symbols and a time-varying complex-valued multiplicative channel gain. In this paper, we assume that the receiver has perfect knowledge of the (complex) multiplicative channel and of the symbol time at each instant of time. Thus, by match filtering and sampling the received signal, we can consider an equivalent discrete time system model with real multiplicative channel gain. The assumptions of perfect phase and timing information and the corresponding discrete time system model have been used in most previous work on adaptive modulation ( [8] and the reference therein). Our discrete time system model is as shown in Fig. 1 with denoting the time index.
A source generating an independent identically distributed (i.i.d.) binary data sequence feeds an adaptive coded modulator, which can be further subdivided into an adaptive encoder and an adaptive modulator. The adaptive encoder is, at time instant , a turbo encoder with input bits and output bits, made up of a set of two parallel concatenated convolutional encoders (called constituent encoders), with an interleaver of size preceding one of them. The adaptive modulator at time is any linear modulation scheme [e.g., MQAM or -ary phase-shift keying (MPSK)] with constellation size and power . Note that all the output bits are directly mapped to a constellation of size . The set and the constellation map completely describe the adaptive TuCM scheme at time . We denote this set by . Note that bits of information are conveyed to the receiver at time . Hence, we term the instantaneous throughput at time . The average transmitted power over all time equals .
The channel has a stationary and ergodic real-valued multiplicative gain and complex-valued AWGN . The channel gains are assumed to be correlated over time, and we assume that the channel gains remain relatively constant over the channel decorrelation time, which is parameterized by the channel Doppler spread . We will note, in later sections, that this decorrelation time imposes a constraint on the interleaver sizes of the TuCM schemes that can be used. Let denote the one-sided power spectral density of and denote the signal bandwidth.
We assume that the receiver has an instantaneous and perfect estimate of the channel gain . A feedback path between the receiver and transmitter conveys this estimate instantaneously to the transmitter. These assumptions of perfect channel estimate and instantaneous feedback are used in most previous work on adaptive uncoded and coded modulation [8] . These assumptions make the problem formulation and analysis tractable. The results thus obtained serve two purposes. First, they enable us to study theoretical limits on the performance of adaptive turbocoded systems, since imperfect and delayed information can only lead to worse performance. Second, they are good approximations for systems with slow fading. The impact of channel estimation error has been studied in [1] , [9] , and the references therein for uncoded adaptive modulation. We expect a similar analysis to hold true for adaptive TuCM. Note that, as stated before, the prefect state information at the transmitter is a good assumption to make for slow fading. We can also study fast fading systems under this assumption to obtain a theoretical upper limit on the performance of adaptive systems, i.e., as long as we assume that we have perfect channel state at the transmitter, the rest of our approach does not require the fading to be slow or fast.
The encoder and decoder used at time are deterministic functions of the channel at time . Thus, under the perfect and instantaneous feedback assumption, the encoder and decoder are perfectly synchronized. In practice, some handshaking procedure would be used to ensure that the transmitter and receiver are synchronized relative to the code and modulation being transmitted at any given time.
There are systems in the field that adapt both modulation and coding based on time-varying channel estimates (the enhanced data rates for global evolution (EDGE) extension to global systems for mobile communications (GSM) is one example). Therefore, although the assumption of perfect and instantaneous channel state knowledge at both the transmitter and receiver is practically impossible, the practical limitations of these assumptions on adaptive coded modulation has been documented in previous work, and the synchronism issue has been overcome in implementations of such systems.
We do not use symbol interleaving at the modulator output to break up burst errors that can occur on fading channels. Burst errors occur when a modulation scheme is designed relative to the average channel gain and fading causes the channel gain to dip well below its average. Since both the transmitter and receiver know the channel gain, we compensate for deep fades by changing the code rate and transmit power so that the BER remains small. Hence, burst errors will not typically occur, so channel interleaving is not required.
Since we do not have a channel interleaver, the interleaver present in the turbo code determines the delay in the system. The channel correlation will be shown to impose a constraint on the interleaver size, but this constraint depends on how fast the channel is changing ( ), and, hence, may or may not serve as a useful delay constraint. In Section VI, we present results where we add delay constraints to the problem definition to study the impact of delay constraints on a TuCM system.
For convenience, we define a new random variable with mean and distribution , and call it the channel signal-to-noise ratio (SNR). Since the channel is assumed to be stationary and ergodic, we can drop the time reference , and rewrite all the functions of introduced above as functions of .
Before proceeding further, we present some results on adaptive modulation for uncoded systems. This material sets the stage for adaptive TuCM and provides intuition that helps understand the problem formulation and constraints of adaptive TuCM.
III. ADAPTATION IN UNCODED SYSTEMS
Adaptive modulation adapts transmit policies to channel fading to increase average throughput of the system. In this section, we describe the optimal adaptive policy for uncoded systems to maximize throughput, and then combine these principles with the constraints imposed by the structure of TuCM to formulate the adaptive TuCM problem.
The system model for an uncoded system is obtained from that of the TuCM system (Section II) by removing the turbo encoder. Thus, is the instantaneous throughput at time .
A. Continuous Rate Adaptation
The analysis presented below is based on [1] , where the power and rate of the transmitter are varied to obtain the maximum possible average throughput under an average power and instantaneous BER constraint. The rate can take any real value.
As before, we let be the channel SNR. The average power constraint implies
The instantaneous BER constraint implies that the BER is equal to some target value at all instances of time during transmission. Thus, if at time instant , the channel is , then we require that . Thus, the probability of error of one-shot transmission through a channel with gain at transmit rate and power must equal . Since the probability of error for one-shot transmission is identical to the BER in an AWGN channel with channel gain , the expressions for BER developed for AWGN channels are used for the instantaneous BER constraint in our analysis. This can also be seen using a multiplexing argument [1] .
We find that the BER in AWGN can be upper bounded (within a decibel) by [1] (2)
Combining the objective with the constraints, we obtain the following (convex) optimization problem:
Problem Definition 1: Maximize the average throughput (3) subject to an average power constraint (4) and an instantaneous BER constraint (
As described in [1] , assuming is a continuous function of , we can solve this problem in closed form. The optimal strategies that solve this problem are called water-filling solutions. Specifically, both and increase with , and are given explicitly as (6) where , a constant. is termed the cutoff SNR, since there is no transmission when the channel SNR is less than (6) . Graphically, if a plot of against were filled with "water" up to a level , then is the water "height" at . Hence, the term water-filling is used to describe this solution [1] . As suggested by intuition, for values of channel SNR beyond the cutoff, both and are strictly increasing. This strictly increasing property is termed "water-filling property."
Next, we describe the case where is constrained to be an integer. This constraint is called a "discrete rate" constraint, and has a substantially different problem formulation and solution.
B. Discrete Rate Adaptation
In most practical systems, the constellation sizes are restricted to integer values and typically to powers of two. In addition, the number of different rates that can be used by an adaptive system are restricted to a relatively small number , which determines the complexity of the system.
The discrete rate adaptation problem corresponds to the case where is permitted to take on only a finite number of integer rates from a set of possible rates . In discrete rate adaptation, is a staircase function of , equaling a constant value over a range of values of , with
. These disjoint intervals where is constant are called rate regions, and we denote them by . Note that spans , the range of . In each rate region, the rate is constant, and so the target instantaneous BER ( ) is achieved by varying the transmit power alone. Since a target BER fixes a desired received SNR per bit, the transmit power control under discrete rate adaptation is constrained to equal for (7) where is the received SNR required to achieve the target BER ( ) at transmit rate . This strategy is called channel inversion, which must be employed within each rate region to satisfy the instantaneous BER constraint.
This results in the following problem definition. Problem Definition 2: Given power control (7) which achieves an instantaneous BER of , find and , , to maximize the average throughput (8) subject to the power constraint (9) As before, the BER expression for AWGN channels must be used to obtain a relation between the optimization variables and in region . Hence, and must satisfy for (10) This optimization problem must be solved numerically, which is done in [8] for . Plots of the resulting channel inversion for power control and optimal rate adaptation are given in [8, Figs. 6 and 8] .
The rates form an increasing staircase function, i.e., the rates display a water-filling behavior. This water-filling behavior follows our intuition.
We now proceed to look into the problem definition and constraints of a TuCM system. As we shall see, a TuCM system imposes added constraints on the optimization problem. Moreover, explicit solutions for the rate and power adaptations as obtained in Section III-A cannot be found, and all solutions must be obtained numerically.
IV. PROBLEM DEFINITION AND CONSTRAINTS
For our analysis, we consider a discrete rate adaptive TuCM system, where the instantaneous rate is permitted to take on different integer values from a set of possible rates. The problem definition for adaptive uncoded modulation in Section III-B is insufficient for describing adaptive TuCM, since there are additional constraints introduced by the turbo code. We now frame a new problem definition with these constraints. First, we note that the relation between the optimization variables and obtained in (10) is no longer valid, since this BER expression is a performance measure on uncoded systems. We require the BER of TuCM systems on AWGN channels as a function of the optimization parameters, because the Rayleigh fading channel, with complete knowledge of channel gain and phase at the transmitter and the receiver, is an AWGN channel for each value of channel SNR . Hence, as in the uncoded case, choosing the optimal rate and power for channel SNR is based on the BER in an AWGN channel with SNR . No known closed-form expressions for the BER of TuCM in AWGN along the lines of (10) exist for TuCM systems. Therefore, we determine the BER of TuCM in AWGN as a function of and from existing simulation results. Note that an instantaneous BER constraint in a coded system is a more stringent requirement than an average codeword error or frame-error constraint, since the instantaneous BER constraint can be translated to these constraints, but not vice-versa.
A typical plot of the BER for a given TuCM scheme with data rate in AWGN obtained from simulation is shown in Fig. 2 , with BER on the vertical axis and received SNR per bit on the horizontal axis. From any such plot, we choose a desired target BER at rate , and read off the required SNR to achieve this target BER, as illustrated in the figure. The same procedure would be used on BER plots obtained analytically [11] , via numerical approaches, or from experimental data.
We need to change the existing problem definition for discrete rate adaptation to include constraints imposed by the structure of TuCM systems. This is because turbo codes are block codes, and hence, TuCM systems must be analyzed in blocks rather than in a continuous fashion. Since TuCM codewords are transmitted in blocks, we require for optimality that the channel re-main in the same rate region while one TuCM scheme is in use. This requirement translates to added constraints in the problem definition. We define the block length (or alternatively, block time) of a TuCM scheme , with parameters , as the amount of time taken for data bits to be transmitted on the channel. The block length is given by , where is the (constant) symbol period of the system. Note that this is nothing but the codeword length times the symbol time, and hence, the terminology "block length." Also note that this is the amount of time required to transmit one codeword of the code, and hence, "block time."
We model this requirement as a constraint by ensuring that the average fading rate duration (AFRD), defined as the average time spent by the channel in rate region , is greater than by a factor , where is a design parameter. We denote the AFRD of region by . Thus, we obtain the following additional constraints on the optimization problem:
The value of can be found approximately using the argument presented in [1] as (12) where (13) is the fading distribution, and is the average channel power.
is the level crossing rate at , which in Rayleigh fading is given by [1] (14)
We now define the (final) optimization problem for adaptive TuCM under these constraints.
Problem Definition 3: Given power control (7) to achieve a constant instantaneous BER of , maximize the average throughput (15) subject to the power constraint (16) and the AFRD constraints (17) We desire to find the optimal , and hence, in the above problem. Solving this problem, in general, is very hard. As mentioned before, there do not exist explicit BER expressions [like (10) ] as functions of , so numerical methods must be used to solve this problem. Moreover, even if one could find such explicit functions, this problem is an integer programming problem, which is NP-complete, and hence, is computationally very complex. In the next section, we generate a table that is an extensive collection of good TuCM schemes based on previous work. We use this table to obtain the desired connection between the TuCM system and , and hence, solve the problem.
V. PROBLEM SOLUTION

A. Main Idea
To solve Problem Definition 3, we generate a table consisting of TuCM schemes proposed by other authors. In this table, we record the of each system that achieve the target BER of . We denote a row of this table by . Denote the set of all entries in the table by . We define to be a set of distinct codes with each code in , where the set indicates no transmission, and hence, no encoder. The set includes all such sets. Thus, the parameter defines the number of different possible codes in the adaptive scheme. For each element , we assign encoder to region , where assigning a 0 would mean no transmission. For each , we solve for the optimum region boundaries of . This optimization procedure is given in more detail in the next subsection. Thus, instead of jointly optimizing and for the system, we can fix , and for each find that maximizes the average throughput . We compare the maximum achieved by each element and pick that element with the highest value. 1 Now we focus of the tabulation of , , , and for each TuCM scheme
. Examples of such a tabulation are shown in Tables I and II for a target BER of . As described in the previous section, we use existing BER simulation results of the code in AWGN channels to obtain the required for each code to achieve the target . This table may be fairly 1 Observe that the modified problem stated does not always have a nontrivial (meaning nonzero) optimum solution, simply because there may not exist any elements of the set ( [f0g) that satisfy both the interleaver size constraints and the power constraint simultaneously. large in general. However, we can come up with two rules that allow us to eliminate some of the possibilities and "prune" this table. These two rules are given below, and their proofs are in the Appendix.
Rule 1: For given values of and , only the element with the smallest value for required SNR is of relevance. All other elements of the set with the same values for and but a higher value for can be dropped without loss in optimality.
We let denote the pruned set obtained from . We now consider code sets from this (pruned) table. Now, we provide a second rule, that claims that all such subsets need not be considered to obtain the optimum solution.
Rule 2: All the vectors that do not satisfy either of the following two properties can be dropped from the set without loss in optimality:
• water-filling property for rate and power: and ;
• inverse water-filling property for rate and power: and where and are the throughput and required SNR of , respectively, . In our numerical results we have found that water filling for rate and power (i.e., rate and power increase with channel gain) always occurs and inverse water filling does not.
B. Optimal Rate Region Boundaries
We proceed to solve the problem formulated above. By preassigning a TuCM scheme to each region , the only parameter to be optimized is . To find the , we use the Karush-Kuhn-Tucker (KKT) conditions 2 to get where and , are Lagrange multipliers. Differentiating this expression with respect to yields Observe that if and (i.e., if the interleaver lengths are smaller than the AFRD of the corresponding rate regions), then the Lagrange multipliers and equal zero, and a simple expression for can be obtained as (18) In all other cases, numerical methods need to be used for the computation of .
This completes our discussion of the technique. Before we apply it to obtain numerical results, we address the issue of the complexity of this technique, which is apparently high. This is because different encoding and decoding schemes are employed for each rate region. Note that the different decoding methodologies proposed in previous work for TuCM systems in AWGN channels all perform within 0.5 dB of each other, and a designer can pick the most suitable one and use the same methodology for all the different TuCM schemes. The encoding may also be greatly simplified by choosing a particular encoding structure and puncturing/changing taps/shortening the code to achieve variable rates. Thus, the complexity management is left to the designer, and a careful design can ensure large gains for a relatively minor increase in complexity.
VI. NUMERICAL RESULTS
Our numerical results are based on the following values for the system parameters and . We choose to be 80 Hz, a conservative estimate for an outdoor wireless environment. We pick to be 0.1 s, representing a symbol rate of 10 MHz. This was chosen because most future generation wireless systems are expected to operate at high data rates and at high symbol rates. We also pick . We construct the set using TuCM schemes designed and simulated by various researchers ( [4] , [5] , [6] , [12] , and [13] , to cite a few), including different turbo-coded MQAM and MPSK schemes. This table is split into two parts for convenience, in Tables I and II . We then prune this set according to Rule 1 and form code sets of size as . To illustrate the effect of the additional AFRD constraints in the problem, we pick code sets of sizes 2 and 3 from and , respectively, that satisfy both the constraints in the problem definition and Rule 2. These are given in Tables III  and IV . 3 The average throughput achieved by these schemes is plotted against the average channel SNR in Fig. 3 . Observing  Fig. 3 , we find that a larger number of rate regions does not necessarily mean better performance. This is because increasing the number of rate regions results in each rate region being smaller, and for the same Doppler rate, leads to smaller AFRDs and to smaller interleaver lengths for the individual TuCM schemes.
We now ascertain the gains obtained by the optimization process as follows. We pick a subset of six elements from , as shown in Table V . This subset satisfies both the constraints imposed by the problem definition and Rule 2. From this set, we Fig. 4 . Comparison between the performance of an optimized four-rate region scheme and an unoptimized six-rate region scheme for a target BER of 10 . pick the optimum four-rate region subset. 4 We also arbitrarily pick two four-rate region schemes from Table V. The performance of the six-rate region scheme, the arbitrarily-picked four-rate region schemes, and the optimum four-rate region scheme are plotted in Figs. 4 and 5. Fig. 4 shows that a gain of about 1 dB is possible if we find the TuCM scheme that is optimum for every instead of using the same TuCM scheme for all . We also find that a gain of about 3 dB is obtained by adaptive TuCM over an eight-state adaptive TCM scheme. Fig. 5 shows that choosing a smaller number of rate regions, and a subset of the available TuCM schemes with optimal allocation performs as well as using all six available TuCM schemes.
Delay is one of the important concerns in wireless systems, particularly in voice systems. The delay of any block-coded system is directly proportional to the code block length. Thus, a delay constraint of translates into an added constraint in the optimization problem as (19) In Fig. 6 , we plot the performance of three-rate region schemes with added delay constraints of 4, 2, and 1 ms. We found that delay constraints of 4 ms or more resulted in no performance penalty. Moreover, the penalty of adding a delay constraint of 1 ms was found to be only about 0.7 dB. We anticipate that more stringent delay constraints would result in larger penalties and in fact, may preclude any TuCM scheme with reasonable block length. The optimum codes used in the 4, 2, and 1 ms cases are given in Tables III, VI , and VII.
VII. SUMMARY AND CONCLUSIONS
In this paper, we motivate the problem of adaptive TuCM for flat-fading channels. We formulate the adaptive modulation problem as an optimization problem, but find that no closed-form solutions or polynomial time algorithms can be found to solve for the optimal adaptive TuCM scheme. To solve this optimization problem, we tabulate an extensive set of candidate TuCM schemes obtained from previous work on TuCM, and perform a clever search by coming up with rules that reduce the complexity of the search for the optimum solution. We observe that adaptive TuCM schemes come within 3 dB of the capacity of the Rayleigh fading with perfect channel information at the transmitter and receiver, and have a gain of about 3 dB over conventional TuCM. We also study the negative impact of delay constraints on adaptive TuCM performance.
APPENDIX PROOF OF THE RULES
Rule 1: For given values of and , only the element with the smallest value for required power is of relevance. All other elements of the set with the same values for and but a higher value for can be dropped without any loss in optimality.
Proof: We prove this by contradiction. Suppose there existed two schemes and with required power values and , respectively, but with the same values of and . Suppose the optimization procedure yielded as the optimum TuCM scheme for region , . Now, suppose we replace by in region . This replacement yields the same average throughput as before, but has a lower average power. Hence, dropping encoders with higher required powers but of the same throughput and interleaver size causes no loss in optimality.
water filling: and ; inverse water filling: and where and are the throughput and required power of , respectively, . Proof: Let us consider all the different cases possible. Case 1:
and . In this case, using corresponding to rate region in the rate region as well will lead to an average throughput greater than what is achieved in the present configuration, without violating either the average power constraint or the interleaver length constraints. and . Depending on whether or is smaller, we pick the TuCM scheme corresponding to it and use it in the other region as well. This provides us with the same throughput, but with a smaller average power.
The only remaining options correspond to water filling and inverse water filling as defined before.
