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Abstract
We use supersymmetric localization to calculate correlation functions of half-BPS local
operators in 3d N = 4 superconformal field theories whose Lagrangian descriptions consist
of vectormultiplets coupled to hypermultiplets. The operators we primarily study are certain
twisted linear combinations of Higgs branch operators that can be inserted anywhere along
a given line. These operators are constructed from the hypermultiplet scalars. They form
a one-dimensional non-commutative operator algebra with topological correlation functions.
The 2- and 3-point functions of Higgs branch operators in the full 3d N = 4 theory can be
simply inferred from the 1d topological algebra. After conformally mapping the 3d super-
conformal field theory from flat space to a round three-sphere, we preform supersymmetric
localization using a supercharge that does not belong to any 3d N = 2 subalgebra of the
N = 4 algebra. The result is a simple model that can be used to calculate correlation func-
tions in the 1d topological algebra mentioned above. This model is a 1d Gaussian theory
coupled to a matrix model, and it can be viewed as a gauge-fixed version of a topological
gauged quantum mechanics. Our results generalize to non-conformal theories on S3 that
contain real mass and Fayet-Iliopolous parameters. We also provide partial results in the
1d topological algebra associated with the Coulomb branch, where we calculate correlation
functions of local operators built from the vectormultiplet scalars.
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1 Introduction
Correlation functions of local operators are fundamental observables in quantum field theory.
In more than two spacetime dimensions, there are relatively few examples in the literature
where such correlation functions have been calculated non-perturbatively. In some exam-
ples, such calculations can be preformed by using non-renormalization theorems, such as
in [1, 2] who showed that the non-perturbative answer for 3-point functions of 1
2
-BPS oper-
ators in 4d N = 4 Yang-Mills theory are captured entirely by the tree-level result.1 The
conformal bootstrap approach also allows one to calculate certain correlators of BPS oper-
ators in some particular supersymmetric conformal field theories (SCFTs) with 8 Poincare´
supersymmetries in various dimensions [4–8]. Other examples use the technique of super-
symmetric localization (for recent reviews, see [9–25] and references therein) allowing for the
calculation of two-point functions of conserved flavor or R-symmetry currents in 3d N = 2
superconformal field theories (SCFTs) [26,27], and of Coulomb branch operators in 4dN = 2
SCFTs [28]. (See also [29–32].)
Our goal here is to provide more instances of such exact computations of correlation func-
tions of local operators. We focus on 3d quantum field theories with N = 4 supersymmetry
defined by general Lagrangians constructed from vectormultiplets coupled to hypermulti-
plets.2 In these theories, we provide new formulas for calculating correlation functions of
certain 1
2
-BPS operators. The derivation of these formulas also relies on supersymmetric lo-
calization, albeit using a different supercharge from the one used in previous supersymmetric
localization studies of such theories.
The 1
2
-BPS operators whose correlation functions we compute fall within two classes of
more general operators. The first class, referred to as Higgs branch operators, consists of
gauge invariant operators constructed from the scalar fields in the hypermultiplet, while the
second class, referred to as Coulomb branch operators, contains operators constructed from
the scalars in the vectormultiplet as well as from 1
2
-BPS scalar monopole operators. The
naming of the two classes reflects that, when the QFT is defined on R3, these operators
acquire non-zero expectation values on either the Higgs or Coulomb branch of the moduli
space of supersymmetric vacua.
We restrict our attention to the origin of the moduli space, where the N = 4 theories
we consider flow in the IR to SCFTs. Let us denote the gauge group of such a theory by G
1See also [3] for a proof, and [4] for a generalization to 4d N = 2 theories.
2Such theories have been extensively studied in the literature starting with Refs. [33,34]. For string theory
constructions of such theories, see, for instance, [35–38].
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and assume, without loss of generality, that there is only one hypermultiplet transforming
in a unitary representation R of G, where R may be reducible.3 In a nutshell, we have three
main results:
• We present a relatively simple matrix model coupled to a 1d Gaussian theory,
ZHiggs =
1
|W|
∫
Cartan
dσ det ′adj [2 sinh(piσ)]
∫
DQDQ˜ exp
[
−`
∫ pi
−pi
dϕ
(
Q˜∂ϕQ+ Q˜σQ
)]
,
(1.1)
which can be used to calculate all 2- and 3-point correlators of Higgs branch operators
at the IR fixed point. In addition, (1.1) can be used to calculate n-point correlators of
certain twisted Higgs branch operators of the SCFT. These twisted operators are spe-
cific position-dependent linear combinations of Higgs branch operators, to be defined
precisely in Section 3, obtained by contracting the various R-symmetry components of
Higgs branch operators with position-dependent polarization vectors.
Let us describe (1.1). |W| is the order of the Weyl group of G. The variable σ
is the matrix degree of freedom and takes values in the Cartan of the Lie algebra
g = Lie(G).4 It is coupled to a 1d Gaussian theory defined on a circle parameterized
by ϕ ∈ [−pi, pi) whose degrees of freedom are the anti-periodic scalar fields Q(ϕ) and
Q˜(ϕ) which transform in the representations R and R of g, respectively. The path
integral over Q and Q˜ is over a middle-dimensional integration cycle in the space of
complex-valued fields Q and Q˜. We will discuss this integration cycle in more detail in
Section 5. Lastly, ` is a parameter with dimensions of length whose meaning we will
explain momentarily.
The twisted Higgs branch operators of the 3d SCFT whose correlators can be calculated
using (1.1), can be inserted anywhere along a line in R3 or, equivalently, along a great
circle on S3 that maps to this line under the stereographic projection. In (1.1), the
3Let NH be the total number of hypermultiplets in the absence of gauging. The 2NH complex scalars
and 2NH complex two component fermions transform in the pseudoreal fundamental representation of the
flavor symmetry USp(2NH). We consider the U(NH) subgroup of USp(2NH) under which the fundamental
of USp(2NH) decomposes as NH ⊕NH , and we take the gauge group G to be a subgroup of U(NH). At
the level of Lie algebras, we have that a subalgebra g of u(NH) is gauged, and we define the representation
map R : g→ u(NH) from the gauge algebra into NH ×NH hermitian matrices.
Our results can be easily extended to include half-hypermultiplets, namely to the case where the gauge
group G is a subgroup of USp(2NH) not contained in U(NH). However, we do not discuss this possibility
here for simplicity.
4Very roughly, the theory (1.1) can be interpreted as a 1d gauged quantum mechanics with gauge group
G, in the gauge where Aϕ = σ. The determinant factor in (1.1) is precisely the Fadeev-Popov determinant
corresponding to the gauge fixing condition ∂ϕAϕ = 0.
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angle ϕ parameterizes the great circle on S3, and ` ≡ −4pir is proportional to the
radius of S3. Moreover, the twisted Higgs branch operators are represented in the
1d model (1.1) by gauge-invariant polynomials in Q(ϕ) and Q˜(ϕ). From the 2- and
3-point functions of the twisted Higgs branch operators, one can extract in a simple
way the 2- and 3-point functions of the most general Higgs branch operators.
The 1d sector consisting of the twisted Higgs branch operators of a general 3d N =
4 SCFT was previously studied in [4, 7, 8] abstractly, using only properties of the
superconformal algebra.5 These properties imply that the correlation functions of the
twisted Higgs branch operators are topological, in the sense that they do not depend
on the relative separation between the insertion points, but do depend on the ordering
of the insertions. Moreover, the 1d OPE algebra of this sector is an associative non-
commutative algebra obeying certain very special properties. In some cases, Refs. [7,8]
used bootstrap-type arguments to show that these properties determine the 1d OPE
algebra uniquely up to a finite number of parameters. The model (1.1) provides a
complementary approach to the analysis in [7,8] whereby (1.1) can be used to calculate
explicitly the structure constants of the 1d OPE algebra.
• We provide a partial result toward a similar computation of correlation functions of
Coulomb branch operators. In particular, we only consider Coulomb branch operators
that are not monopole operators. Such non-monopole operators are given by gauge-
invariant polynomials in the vectormultiplet scalars. At the SCFT fixed point, the
2- and 3-point correlators of non-monopole Coulomb branch operators, as well as n-
point functions of their twisted analogs, can be calculated by inserting gauge-invariant
polynomials in σ into the matrix model
ZCoulomb =
1
|W|
∫
Cartan
dσ
det ′adj [2 sinh(piσ)]
detR [2 cosh(piσ)]
. (1.2)
The same matrix model was previously obtained by Kapustin, Willet, and Yaakov
[39] as a result of a supersymmetric localization computation that uses only N = 2
supersymmetry, and with the goal of calculating expectation values of BPS Wilson
loop operators. Its relation to the Higgs branch theory (1.1) is that one obtains (1.2)
after integrating out Q and Q˜ in (1.1).
As was the case with Higgs branch operators, the twisted Coulomb branch operators
5At this abstract level, there is no difference between the 1d sector associated with the Higgs branch and
that associated with the Coulomb branch.
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whose correlation functions can be computed from (1.2) are part of the 1d topological
Coulomb branch sector studied abstractly in [4, 7, 8]. In terms of the fields of the 3d
SCFT, the twisted Coulomb branch operators represented by gauge-invariant polyno-
mials in σ correspond to position-dependent linear combinations of polynomials in the
vectormultiplet scalars. A more complete analysis that includes monopole operators is
left for future work.
• The above results can be generalized to non-conformal N = 4 QFTs on S3 that are
obtained by introducing real mass and Fayet-Iliopolous (FI) parameters. The real mass
parameters are introduced in (1.1)–(1.2) by shifting σ → σ + mr in the exponent of
(1.1) and denominator of (1.2), where m is a real mass matrix taking value in the
Cartan of the flavor symmetry algebra of the hypermultiplet.6 For each abelian factor
of the gauge group, one can introduce an FI parameter ζa by including in (1.1)–(1.2)
an additional factor
e−8pi
2ir trζ σ . (1.3)
In (1.3), trζ σ ≡
∑
a ζaσa with the sum taken over all abelian factors in g, while ζa are
the corresponding FI parameters and σa are the components of σ that take values in
those abelian factors.
The correlators of twisted Higgs (Coulomb) branch operators that are not charged
under the flavor (topological) symmetries associated with non-zero real mass (FI) pa-
rameters are still topological. We will show that when a real mass parameter triggers
an RG flow between two SCFTs, the correlation functions in the 1d theory interpolate
between topological correlators in the UV and the IR, even though in the intermediate
regime these correlation functions may be position-dependent.
Let us explain in more detail the procedure by which one arrives at the aforementioned
results. While our results hold in SCFTs defined on any conformally flat space, we find it
convenient to first consider more general non-conformal 3d N = 4 QFTs on a round S3 of
6As in Footnote 3, let NH be the total number of hypermultiplets in the absence of gauging. The full
flavor symmetry group ĜF of the NH hypermultiplets is defined as the normalizer of the gauge group inside
USp(2NH) modulo the gauge group [40]. However, we take our gauge group G to be contained in a U(NH)
subgroup of USp(2NH), and when defining the flavor symmetry we also consider GF = ĜF ∩ U(NH). We
sometimes refer to GF as the flavor symmetry of the hypermultiplet. The embedding of GF into U(NH)
induces a map F : gF → u(NH), where gF = Lie(GF ).
By σ + mr in the main text we then mean R(σ) + rF(m), where R : g → u(NH) is the representation
map from the gauge algebra into NH ×NH hermitian matrices.
7
radius r. Due to the large amount of supersymmetry, placing the N = 4 theories on S3 is
unambiguous. The S3 Lagrangians we consider are curved space generalizations of the usual
flat space ones: they contain kinetic terms for the hypermultiplets, a Yang-Mills term for the
vectormultiplet with Yang-Mills coupling gYM, and, optionally, real mass and FI parameters,
all containing certain curvature couplings that vanish in the limit r → ∞. Setting to zero
the real mass and FI parameters and taking both gYM, r → ∞, the correlation functions
computed in an N = 4 theory on S3 approach those of the deep infrared limit of the same
N = 4 theory defined on R3. In the examples we consider, such a deep infrared limit is a
non-trivial interacting SCFT. Alternatively, we can first take gYM →∞ at fixed r and then
conformally map from S3 to R3. As we will see, the S3 correlators we study are independent
of gYM, so the limit gYM →∞ is taken trivially.
After placing the theories of interest on S3, we perform supersymmetric localization with
an appropriately chosen supercharge. The choice of supercharge is guided by the cohomo-
logical construction of [4], which was elaborated upon in the context of 3d N = 4 SCFTs on
R3 in [7,8]. In particular, the authors of [7,8] identified a supercharge QH in the N = 4 su-
perconformal algebra whose cohomology classes are represented by the twisted Higgs branch
operators mentioned in the first bullet point above. A similar construction for Coulomb
branch operators involves the cohomology of a different supercharge QC .
We perform supersymmetric localization using precisely the supercharge QH or QC ,
mapped to S3 using the stereographic map. At first, this statement may seem puzzling
for the following reason. In performing supersymmetric localization, one adds to the action
a QH,C-exact localizing term. The standard localizing term for the vectormultiplet is usually
constructed by acting with two supercharges on fermion bilinears, and it thus has scaling
dimension 4 and breaks conformal invariance. However, both supercharges QH and QC were
constructed in [7, 8] as specific linear combinations of Poincare´ and conformal supercharges
on R3, so conformal symmetry seemed important. Consequently it seems confusing why the
standard vectormultiplet localizing term could even be invariant under QH,C , let alone QH,C-
exact, as required by the supersymmetric localization technique. We will show, however,
that the supercharges QH,C belong to an N = 4 supersymmetry algebra su(2|1)`⊕ su(2|1)r,
which, upon mapping to S3, can be seen to contain only the isometries of S3 and a U(1)2
R-symmetry, without any conformal generators.7 Thus, QH,C-invariant theories on S3 are
not necessarily conformal invariant; they include the more general non-conformal QFTs on
7We stress that upon contraction r → ∞ the supercharges QH,C ∈ su(2|1)` ⊕ su(2|1)r we define on S3
reduce to ordinary Poincare´ supercharges on R3, and not to the supercharges constructed in [7, 8]. The
latter were also denoted by QH,C above, in a slight abuse of notation.
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S3 mentioned above.
It is worth commenting on the relation between the localization computation using QH,C
and that preformed by Kapustin, Willett and Yaakov (KWY) in [39] for N ≥ 3 theories
that yielded the matrix model (1.2). This computation was later generalized to N = 2
theories in [41, 42]. The supercharge QKWY used for localization in [39] thus also resides
in an N = 2 sub-algebra, namely su(2|1) ⊕ su(2), of the full N = 4 algebra su(2|1)` ⊕
su(2|1)r. The supercharges QH and QC do not reside in any such N = 2 sub-algebra, but
are instead different linear combinations of supercharges in the two su(2|1) factors of the
N = 4 superalgebra. In spite of these differences, we find that the results of localizing with
QC or QH are very much related to the KWY matrix model, as was briefly described above.
Concretely, our calculation proceeds as follows. Just as in [42], we find that the Yang-
Mills action is Q-exact (with respect to QH or QC) and can be added with a large coefficient,
thus localizing the N = 4 vectormultiplet in precisely the same way as in [39, 42]. In other
words, the localization of the vectormultiplet is realized by taking the theory to small gauge
coupling. At any point on the vectormultiplet localization locus, the hypermultiplet is thus
free, but massive, with its mass matrix depending on the precise location on the localization
locus. In this weakly coupled theory, the correlation functions of the hypermultiplet can be
computed by first using Wick’s theorem at a fixed point on the vectormultiplet localization
locus, and then integrating over it with a measure given by the determinant of fluctuations
of all the fields. If we focus our attention on QH,C-closed operators, which as we show are
twisted Higgs (or Coulomb) branch operators inserted along a great circle of S3, a standard
argument shows that these correlation functions are independent of the Yang-Mills coupling.
We conclude that once the vectormultiplet has been localized, calculating correlators of
twisted Higgs branch operators does not require a further localization of the hypermulti-
plet. Indeed, the hypermultiplet action in the background of the localized vectormultiplet
is Gaussian, and thus the remaining path integral is trivially solvable. For localization with
QH , however, it is instructive to also localize the hypermultiplet, which leads to the explicit
description (1.1) of the correlators in terms of the 1d Gaussian theory coupled to the matrix
model obtained from localizing the vectormultiplet.
Localization of the hypermultiplet with QH has several features that are worth mention-
ing. Unlike the N = 4 vectormultiplet, the supersymmetry algebra does not close off-shell on
the hypermultiplet. Since the supersymmetric localization arguments require a supercharge
that does close off-shell, the first step is to add a number of auxiliary fields and modify
the supersymmetry transformation rules such that the algebra generated by QH does close
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off-shell on the hypermultiplet fields.8 The next step is to add to the action a QH-exact
term whose bosonic part is positive-definite. To describe the localization locus, let us think
of S3 as a circle fibered over a disk with the circle shrinking at the boundary of the disk.
We find that the hypermultiplet localizes on field configurations that are independent of the
coordinate parameterizing the circle and that obey additional differential constraints in the
disk directions. These constraints imply that the hypermultiplet action, when evaluated on
the localization locus, becomes a total derivative on the disk and reduces to a boundary
term. This boundary term, living on the boundary of the disk, is the Gaussian action for
our localized theory. We will argue that the one-loop determinant of fluctuations around
this configuration equals 1, so there is no additional determinant factor coming from the hy-
permultiplet. The situation presented here for the localization of the hypermultiplet is very
similar to the one encountered in [44] in the case of 4d N = 4 supersymmetric Yang-Mills
theory on S4.
We apply (1.1)–(1.2) in a few examples where we calculate explicitly several correlation
functions of twisted Higgs and Coulomb branch operators, with the main focus on the Higgs
branch. As in [8], we interpret the 1d OPE algebra as a non-commutative star product on
the Higgs branch chiral ring,9 and we compute explicitly the values of the parameters that
the bootstrap analysis of [8] left undetermined. As we will discuss, in calculating correlation
functions using (1.1)–(1.2), one should be aware of the possibility of operator mixing on
S3. The mixing can be removed by diagonalizing the matrix of 2-point functions using the
Gram-Schmidt procedure. A similar approach was taken in [28] for the Coulomb branch
operators of 4d N = 2 theories.
The rest of this paper is organized as follows. In Section 2 we introduce the N = 4 QFTs
on S3 we will study. In Section 3 we review the cohomological construction of [4,7,8] in the
case of N = 4 SCFTs in flat space and explain how it is mapped stereographically to S3.
In Section 4 we generalize this construction to QFTs on S3 that do not necessarily possess
conformal symmetry. Section 5 contains a description of the localization computation that
leads to the results (1.1)–(1.2) summarized above. In Section 6 we describe in general terms
the various properties of the 1d theory (1.1) and its applications. Sections 7 and 8 contain
applications of our results to specific theories. We end with a brief discussion in Section 9.
8A similar construction in the case of N = 4 supersymmetric Yang-Mills theory in 4d was used in [43,44]
following the work of [45].
9The twisted Higgs branch operators are in 1-to-1 correspondence with chiral Higgs branch operators.
While a generic Higgs branch operator corresponds to a function on the Higgs branch, a chiral Higgs branch
operator corresponds to a holomorphic function on the Higgs branch, for a given choice of complex structure.
These operators form the Higgs branch chiral ring. Similar statements hold for Coulomb branch operators.
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2 3d N = 4 Theories on S3
In this section we will review the construction of N = 4 supersymmetric Lagrangians using
vectormultiplets and hypermultiplets on S3. We first provide the supersymmetry transfor-
mation rules and the supersymmetric actions. We then discuss the supersymmetry algebras
preserved by these actions.
2.1 Actions with vectormultiplets and hypermultiplets
The components of the vectormultiplets and hypermultiplets carry Lorentz indices as well
as su(2)C ⊕ su(2)H R-symmetry indices. Explicitly, the components of the vectormultiplet
V transform in the adjoint representation of the gauge group G and will be denoted by
V = (Aµ, λαaa˙,Φa˙b˙, Dab) . (2.1)
The vector Aµ in (2.1) is the gauge field, the spinor λαaa˙ is the gaugino, and Φa˙b˙ and Dab
are scalars, transforming in the (1,1), (2,2), (3,1) and (1,3) irreps of su(2)C ⊕ su(2)H ,
respectively.10 The hypermultiplet H transforms in some unitary representation R of G and
has components
H = (qa, q˜a, ψαa˙, ψ˜αa˙) , (2.2)
where qa, q˜
a are complex scalars transforming in (1,2) and (1,2) irreps of the R-symmetry
and representations R and R of G, and ψαa˙, ψ˜α,a˙ are their spinor superpartners, which
transform, respectively, in the (2,1) and (2,1) irreps of the R-symmetry, and in the R and
R representations of G. The multiplets V and H also have “twisted” versions, in which the
roles of su(2)C and su(2)H are interchanged, though we will not consider them in this paper.
On S3, superconformal transformations are generated by spinors ξaa˙ in the (2,2) irrep
of the R-symmetry, which satisfy the conformal Killing spinor equations
∇µξaa˙ = γµξ′aa˙ , ∇µξ′aa˙ = −
1
4r2
γµξaa˙ , (2.3)
where γµ (µ = 1, 2, 3) are curved space Dirac matrices and r is the radius of S
3. In particular,
10We label the doublet irrep of su(2)rot. frame rotations by indices α, β, . . . = 1, 2, of su(2)H by a, b, . . . =
1, 2, and of su(2)C by a˙, b˙, . . . = 1, 2. See Appendix A for more details on our conventions.
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the transformation rules for the vectormultiplet fields (2.1) are11
δξAµ =
i
2
ξab˙γµλab˙ , (2.4)
δξλab˙ = −
i
2
εµνργρξab˙Fµν −Dacξcb˙ − iγµξac˙DµΦc˙b˙ + 2iΦb˙c˙ξ′ac˙
+
i
2
ξad˙[Φb˙
c˙,Φc˙
d˙] , (2.5)
δξΦa˙b˙ = ξ
c
(a˙λ|c|b˙) , (2.6)
δξDab = −iDµ(ξ(ac˙γµλb)c˙)− 2iξ′(ac˙λb)c˙ + i[ξ(ac˙λb)d˙,Φc˙d˙] , (2.7)
and those of the hypermultiplet (2.2) are
δξq
a = ξab˙ψb˙ , δξψa˙ = iγ
µξaa˙Dµqa + iξ′aa˙qa − iξac˙Φc˙a˙qa , (2.8)
δξ q˜
a = ξab˙ψ˜b˙ , δξψ˜a˙ = iγ
µξaa˙Dµq˜a + iq˜aξ′aa˙ + iξac˙q˜aΦc˙a˙ . (2.9)
One can check that acting twice with the transformation rules presented above realizes the
superconformal algebra osp(4|4) up to gauge transformations and fermionic equations of
motion. We will return to this point with more details shortly.
With the supersymmetry transformation rules in hand, one can construct supersymmetric
actions. The action of a hypermultiplet coupled to a vectormultiplet is
Shyper[H,V ] =
∫
d3x
√
g
[
Dµq˜aDµqa − iψ˜a˙ /Dψa˙ + 3
4r2
q˜aqa + iq˜
aDa
bqb − 1
2
q˜aΦa˙b˙Φa˙b˙qa
−iψ˜a˙Φa˙b˙ψb˙ + i
(
q˜aλa
b˙ψb˙ + ψ˜
a˙λba˙qb
)]
. (2.10)
This action is invariant under the full osp(4|4) algebra. Indeed, one can check that it is
invariant under the transformations (2.4)–(2.9) provided that (2.3) is obeyed. This action
could have been deduced from the analogous flat space action by simply covariantizing all
derivatives and introducing the conformal mass term 3
4r2
q˜aqa for the hypermultiplet scalars.
Multiplets V and H as defined above have too many bosonic components and, in the
path integral, have to be integrated over the middle-dimensional cycle determined by the
11The field strength is Fµν ≡ ∂µAν−∂νAµ− [Aµ, Aν ], and Dµ = ∇µ−iAµ is the space and gauge covariant
derivative. Brackets () enclosing indices denote an average over their permutations.
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following reality conditions on bosons:
q˜a = (qa)
∗ ,
(AIµT
I)∗ = AIµ(T
I)∗ ,
(ΦI
a˙b˙
T I)∗ = −ΦIa˙b˙(T I)∗ ,
(DIabT
I)∗ = −DIab(T I)∗ , (2.11)
where, for the vectormultiplet fields, we made the representation matrices T I by which they
act on R explicit. In Lorentzian signature, the fermions would also obey reality constraints,
namely ψ˜a˙ would be the hermitian conjugate of ψa˙ and λ
αab˙ would be the hermitian con-
jugate of λαab˙, but in the Euclidean signature, ψαa˙ and ψ˜αa˙ are independent spinors in the
representations R and R of G respectively, and λαab˙ do not obey any constraints either.
As far as we know, it is not possible to write down other superconformal actions on
S3 with just vectormultiplets and hypermultiplets.12 It is possible, however, to write down
actions that are invariant under half the supersymmetries in osp(4|4), which anti-commute
to the isometries of S3 without any conformal transformations. Such actions provide curved
space analogs of the Yang-Mills action or of the actions corresponding to real masses and FI
terms, all of which are not conformally invariant on R3, and therefore cannot be mapped to
S3 using the stereographic map. The projection from 16 supersymmetries in osp(4|4) to the
8 under which these actions on S3 are invariant is described in terms of two su(2) matrices,
ha
b and h¯a˙b˙,
ha
b ∈ su(2)H , h¯a˙b˙ ∈ su(2)C , (2.12)
normalized such that ha
chc
b = δa
b and h¯a˙c˙h¯
c˙
b˙ = δ
a˙
b˙, and obeying the tracelessness condition
ha
a = h¯a˙a˙ = 0. We interpret these matrices as representing the Cartan elements of su(2)H ⊕
su(2)C . Then one can restrict the S
3 Killing spinors (2.3) to those obeying the further
condition
ξ′aa˙ =
i
2r
ha
bξbb˙h¯
b˙
a˙ . (2.13)
This condition reduces the number of independent ξaa˙ by a factor of two. We will interpret it
shortly in terms of generating a subalgebra of osp(4|4), but let us first present the actions on
12A Chern-Simons action for the vectormultiplet would be conformal, but preservingN = 4 supersymmetry
would require the presence of twisted hypermultiplets which we do not consider here.
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S3 that are invariant under the 8 supersymmetry transformations restricted in this fashion.
The non-conformal supersymmetric actions depend explicitly on the matrices (2.12). The
Yang-Mills action is given by
SYM[V ] = 1
g2YM
∫
d3x
√
gTr
(
F µνFµν −DµΦc˙d˙DµΦc˙d˙ + iλaa˙ /Dλaa˙ −DcdDcd − iλaa˙[λab˙,Φa˙b˙]
−1
4
[Φa˙b˙,Φ
c˙
d˙][Φ
b˙
a˙,Φ
d˙
c˙]− 1
2r
habh¯a˙b˙λaa˙λbb˙ +
1
r
(ha
bDb
a)(h¯a˙b˙Φ
b˙
a˙)− 1
r2
Φc˙d˙Φc˙d˙
)
.
(2.14)
Under a decomposition of N = 4 into an N = 2 sub-algebra, one can show that (2.14) is
nothing but the S3 action of an N = 2 vectormultiplet plus an adjoint chiral of R-charge 1.
For each U(1) factor in G we can introduce an FI-term:
SFI[V ] = iζ
∫
d3x
√
g
(
ha
bDb
a − 1
r
h¯a˙b˙Φ
b˙
a˙
)
. (2.15)
Note that while on R3 the FI parameters ζab take value in the (1,3) irrep of su(2)C⊕su(2)H ,
only the single component ζ = habζab invariant under the Cartan of su(2)H survives on
S3. Finally, one can introduce mass terms for the hypermultiplets by coupling them to
background vectormultiplets Vb.g. in the Cartan of the flavor symmetry. In order to preserve
supersymmetry all the components of Vb.g. are set to zero except for
1
2
h¯a˙b˙(Φb.g.)
b˙
a˙ = −r
2
ha
b(Db.g.)b
a , (2.16)
and the supersymmetry variations (2.8) and (2.9) have to be deformed accordingly to account
for the masses. As happened with the FI terms, out of the su(2)C-triplet of mass parameters
that exist on R3 for each flavor group Cartan element, only one survives on S3.
In the remainder of this paper, in order to conform with the conventions of [7] we will
sometimes choose
ha
b = −σ2 , h¯a˙b˙ = −σ3 . (2.17)
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2.2 Closure of the supersymmetry transformations
Irrespective of the actions presented above, the superconformal transformations (2.4)–(2.7)
of V close off-shell into
{δξ, δξ˜}V =
(
Kˆξ,ξ˜ + GˆΛ
)
· V , (2.18)
where GˆΛ is a gauge transformation with parameter Λ defined as
Λ = (ξ˜ca˙ξcb˙)Φ
a˙b˙ − i(ξ˜aa˙γµξaa˙)Aµ , (2.19)
while Kˆξ,ξ˜ generates bosonic symmetries in osp(4|4) and is written explicitly in terms of ξ
and ξ˜ in Appendix B. The transformations of the scalars qa in H also close off-shell as in
(2.18), but those of the fermions ψa˙ do not. Instead, one finds
{δξ, δξ˜}ψa˙ =
(
Kˆξ,ξ˜ + GˆΛ
)
· ψa˙ + ξ˜ab˙
(
ξaa˙Ψ
e.o.m.
b˙
)
+ ξab˙
(
ξ˜aa˙Ψ
e.o.m.
b˙
)
, (2.20)
{δξ, δξ˜}ψ˜a˙ =
(
Kˆξ,ξ˜ + GˆΛ
)
· ψ˜a˙ − ξ˜ab˙
(
ξaa˙Ψ˜
e.o.m.
b˙
)
− ξab˙
(
ξ˜aa˙Ψ˜
e.o.m.
b˙
)
, (2.21)
where the equations of motion operators are given by
Ψeoma˙ ≡ −i
[
/Dψa˙ + Φa˙
b˙ψb˙ + λaa˙q
a
]
, (2.22)
Ψ˜eoma˙ ≡ i
[
/Dψ˜a˙ − ψ˜b˙Φb˙a˙ − q˜aλaa˙
]
. (2.23)
These are precisely the equations of motion following from the hypermultiplet action (2.10).
That the supersymmetry algebra closes only up to the fermion equations of motion will be
important in Section 5.4.1, since the supercharge used for localization of the hypermultiplet
has to be closed off-shell.
2.3 Non-conformal supersymmetry algebra on S3
Let us now return to the projection condition (2.13) and interpret it from the point of view
of which supersymmetry algebra it is that the actions (2.14)–(2.15) as well as the mass terms
introduced via (2.16) are invariant under.
Let us assume for now that we have not introduced any mass terms and that we set all
possible FI parameters to zero. The anti-commutator of two supersymmetries restricted by
(2.13) does not produce all the bosonic generators of the superconformal algebra osp(4|4),
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but only a subset of them. This was to be expected, because we have argued that the
Yang-Mills action (2.14) is invariant under supersymmetries obeying (2.13), and since the
Yang-Mills action is not conformal, it must be that the anti-commutator of supersymmetries
(2.13) does not generate any conformal transformations.
Judiciously working out all possible (anti-)commutators, one can check that (2.13) pa-
rameterize the 8 supersymmetry transformations of the algebra
su(2|1)` ⊕ su(2|1)r . (2.24)
(See also [46].) The bosonic generators of this algebra consist of the so(4) = su(2)` ⊕ su(2)r
isometries of S3 as well as two u(1) R-symmetries that we will denote by u(1)` and u(1)r,
reflecting which su(2|1) factor they belong to. The u(1)`⊕ u(1)r is a subalgebra of su(2)H ⊕
su(2)C . That (2.24) contains 8 supersymmetries means it is an N = 4 supersymmetry
algebra.
The algebra (2.24) will be central in our work, so let us describe it in more detail. Let us
denote the generators by J
(`)
αβ , R`, and Q(`±)α for su(2|1)` and J (r)αβ , Rr, and Q(r±)α for su(2|1)r.
Abstractly, the algebra obeyed by J
(`)
αβ , R`, and Q(`±)α is
[J
(`)
i , J
(`)
j ] = iijkJ
(`)
k , [J
(`)
αβ ,Q(`±)γ ] =
1
2
(
εαγQ(`±)β + εβγQ(`±)α
)
, (2.25)
[R`,Q(`±)α ] = ±Q(`±)α , {Q(`+)α ,Q(`−)β } = −
4i
r
(
J
(`)
αβ +
1
2
εαβR`
)
, (2.26)
where
J
(`)
αβ ≡
(
−(J (`)1 + iJ (`)2 ) J (`)3
J
(`)
3 J
(`)
1 − iJ (`)2
)
. (2.27)
The generators of su(2|1)r obey the same relations with `→ r.
To be more concrete, let us explain how these generators act on the various operators in
the theory. We will take this opportunity to set up some of the notation we will use later.
2.3.1 Action of S3 isometries
The commutators with S3 isometries act on a gauge-invariant operatorO as the Lie derivative
[J
(`)
i ,O] = −Lv`iO , [J
(r)
i ,O] = −LvriO (2.28)
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with respect to the Killing vectors v`i and v
r
i that obey the su(2) algebra, [v
`
i , v
`
j] = iεijkv
`
k,
and similarly for vri .
In an explicit description where the three-sphere of radius r is embedded in R4 via
X21 +X
2
2 +X
2
3 +X
2
4 = r
2 , (2.29)
we can use the parameterization
X1 + iX2 = r cos θe
iτ , X3 + iX4 = r sin θe
iϕ (2.30)
in terms of the coordinates θ ∈ [0, pi
2
], τ, ϕ ∈ [−pi, pi]. In this parameterization, the Killing
vectors in (2.28) are
v`1 =
i
2
(− cos(τ + ϕ)∂θ − tan(θ) sin(τ + ϕ)∂τ + cot(θ) sin(τ + ϕ)∂ϕ) ,
v`2 =
i
2
(sin(τ + ϕ)∂θ − tan(θ) cos(τ + ϕ)∂τ + cot(θ) cos(τ + ϕ)∂ϕ) ,
v`3 =
i
2
(∂τ + ∂ϕ) ,
vr1 =
i
2
(cos(τ − ϕ)∂θ + tan(θ) sin(τ − ϕ)∂τ + cot(θ) sin(τ − ϕ)∂ϕ) ,
vr2 =
i
2
(− sin(τ − ϕ)∂θ + tan(θ) cos(τ − ϕ)∂τ + cot(θ) cos(τ − ϕ)∂ϕ) ,
vr3 =
i
2
(∂τ − ∂ϕ) .
(2.31)
We will make significant use of the parameterization (2.30) in the remainder of this paper.
The metric in these coordinates is
ds2(S3) = r2(dθ2 + cos2(θ)dτ 2 + sin2(θ)dϕ2). (2.32)
Coordinates θ and ϕ parametrize a disk with the metric ds2(D2) = r2(dθ2 + sin2(θ)dϕ2),
where θ is the radial coordinate of the disk. The sphere metric then becomes:
ds2(S3) = ds2(D2) + w2dτ 2, w = r cos θ, (2.33)
which manifests S3 as a U(1)-fibration over D2, with the fibers being “warped” by w and
shrinking to zero size at the boundary of the disk.
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2.3.2 Action of R-symmetries
The action of R` and Rr on the fields of the previous section depends on the precise embed-
ding of u(1)` and u(1)r into su(2)C ⊕ su(2)H given in terms of the matrices h and h¯ in (2.12)
as follows. Let us first define the operators
RH =
1
2
ha
bRb
a , RC =
1
2
h¯a˙b˙R
b˙
a˙ , (2.34)
where Rb
a and Rb˙a˙ are the generators of su(2)H and su(2)C respectively. In our conventions,
we then have
R` = RH +RC , Rr = RH −RC . (2.35)
This equation provides an identification of R` and Rr with linear combination of the Cartan
elements RH and RC of the R-symmetry of the superconformal algebra. In terms of their
action on fields, it is sufficient to describe how they act on su(2)H and su(2)C fundamental
operators. We have13
[RH ,Oa] = 1
2
ha
bOb , [RC ,Oa˙] = 1
2
h¯b˙a˙Ob˙ , (2.36)
with a straightforward generalization to operators with multiple su(2)H ⊕ su(2)C indices.
For instance, [RH ,Oabc] = 12hadOdbc + 12hbdOadc − 12hdcOabd. The action of R` and Rr on
operators can then be inferred from simply combining (2.35) and (2.36).
2.3.3 Action of supersymmetries
The action of the odd generators of su(2|1)l ⊕ su(2|1)r on operators in general multiplets
can be quite complicated. As mentioned above, on the vector and hypermultiplet operators
their action is just a particular subset of the transformation rules (2.4)–(2.9). The precise
correspondence between the various ξaa˙ obeying (2.13) and the supercharges Q(`±)α and Q(r±)α
is given in (C.9) and (C.21).
2.4 Central extension of non-conformal supersymmetry algebra
The discussion in Section 2.3 was restricted to the case of vanishing mass and FI parameters.
Introducing these parameters amounts to central extensions of the algebra (2.24), as we will
13Note that in our conventions ha
b = hba, and similarly for h¯.
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now describe.
It is not hard to see, using Jacobi identity, that one cannot introduce central charges
in (anti-)commutators between left and right algebras, so one can only separately centrally
extend su(2|1)` and su(2|1)r. Each of these algebras admits only one non-trivial central
extension, so in total we have two central charges. We denote the centrally extended algebras
with a tilde, so the supersymmetry algebra of our theories is s˜u(2|1)` ⊕ s˜u(2|1)r. Denoting
central charges of the left and right subalgebras by Z` and Zr respectively, the only place
where they appear are the following anti-commutators:
{Q(`+)α ,Q(`−)β } = −
4i
r
(
J
(`)
αβ +
1
2
εαβR` + εαβZ`
)
,
{Q(r+)α ,Q(r−)β } = −
4i
r
(
J
(r)
αβ +
1
2
εαβRr + εαβZr
)
.
(2.37)
Physically, the central charges Z` and Zr correspond to turning on real masses and FI
parameters. We turn on masses by coupling to background vectormultiplets in the Cartan
of the flavor symmetry, as explained in Section 2. The only components of these background
multiplets which are non-zero are h¯a˙
b˙
(Φb.g.)
b˙
a˙ = −(Φb.g.)1˙2˙ and h ba (Db.g.) ab , as explained in
(2.16).
The supersymmetry algebra has a gauge transformation on the right, as written in
Eq. (2.18), with the gauge parameter Λ of (2.19). In gauge theories, dynamical gauge fields
force us to consider only operators which are not charged under the corresponding gauge
symmetry. For such operators, the gauge transformation in the SUSY algebra vanishes. For
background gauge fields, this is not so. We can have operators which are charged under the
corresponding global symmetry (which would be gauged if the gauge field were dynamical),
and for them, such gauge transformations in the algebra will generate central charges. A
simple computation, using the expression (2.19) for Λ, shows that:
1
r
(Z` + Zr) = i(Φb.g.)1˙2˙ = im̂ ,
1
r
(Z` − Zr) = 0 . (2.38)
Here m̂ = diag(mI), where mI are real masses for hypers q
I
a, I being the flavor index.
Analogously, FI parameters correspond to background twisted vectormultiplets in the
Cartan of the gauge group. They similarly generate central charges with:
1
r
(Z` + Zr) = 0 ,
1
r
(Z` − Zr) = iζ̂. (2.39)
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Here, ζ̂ = ζIt
I acts non-trivially only on operators charged under the topological symmetry,
where ζI is the FI parameter and t
I is the corresponding topological charge. Examples of
such operators are monopole operators.
3 Cohomology in SCFTs
Our aim in this section and the next is to describe a procedure that generalizes the cohomo-
logical truncation of [4, 7, 8] from N = 4 SCFTs to the more general non-conformal N = 4
theories on S3 that were described in Section 2. The construction of [4, 7, 8] was based on
identifying two supercharges QH1 and QH2 in N = 4 SCFTs on R3, such that the OPE re-
stricted to their cohomology gives a certain quantization of the Higgs branch. It was also
possible to find another pair of supercharges, QC1 and QC2 , whose cohomology similarly leads
to a quantization of the Coulomb branch, though this second possibility was not explored in
detail. We will generalize both cases to non-conformal theories on S3, but, just as in [4,7,8],
our main focus will also be the Higgs branch.
We will find that local operators in the cohomology, both for QHi and for QCi , can only
be inserted along a great circle S1 ⊂ S3.14 The circle is the fixed point locus of the U(1)
isometry that appears in the anti-commutator {QH1 ,QH2 } or {QC1 ,QC2 }. In the case ofQHi , the
operators that can be inserted on S1 will be referred to as “twisted Higgs branch operators”,
because, as we will see, they are in 1-to-1 correpsondence with Higgs branch chiral ring
operators. Similarly, operators in QCi cohomology will be referred to as “twisted Coulomb
branch operators”.
In Section 3.1, we start by reviewing the construction of [4,7,8] in flat space, and then in
Section 3.2 we translate this construction to S3. In Section 4 we describe the generalization
of this cohomology directly based on the su(2|1)` ⊕ su(2|1)r algebra.
3.1 SCFT in flat space
Consider theories living on a three-dimensional Euclidean space R3 with the standard co-
ordinates ~x = (x1, x2, x3). The bosonic subalgebra of the osp(4|4) superconformal alge-
bra is so(4) ⊕ sp(4), where the generators of sp(4) are rotations Mαβ, translations Pµ and
special conformal transformations Kµ, and the generators of the so(4) ∼= su(2)H ⊕ su(2)C
R-symmetry are denoted by Rab and R¯a˙b˙ and act on the Higgs and Coulomb branches, re-
spectively. The fermionic generators are Qαaa˙ and Sαaa˙, denoting Poincare´ and conformal
14There is some freedom in choosing QH,Ci , which corresponds precisely to the choice of great circle on S3.
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supercharges, respectively. The detailed description of this algebra can be found in Appendix
C.1.
Define the two supercharges QH1 and QH2 by
QH1 = Q112˙ +
1
2r
S222˙ , QH2 = Q211˙ +
1
2r
S121˙ . (3.1)
In (3.1), r is some arbitrary parameter with dimensions of length.15 The supercharges QH1,2
are nilpotent, i.e., (QH1 )2 = (QH2 )2 = 0, and their anticommutator is given by
Z = ir
4
{QH1 ,QH2 } = −M12 + R¯1˙1˙ . (3.2)
Whether we consider the cohomology of QH1 or QH2 , the above equation implies that it can be
represented by elements from the Z = 0 subspace. In order to satisfy Z = 0, local operators
with zero R¯1˙
1˙ charge can only be inserted at the fixed point locus of the M12 rotation, i.e.,
at the line x1 = x2 = 0.
There are QH1,2-exact twisted translation and dilatation given by
L̂− = −1
4
{QH1 , Q221˙} =
1
4
{QH2 , Q122˙} = P3 +
i
2r
R2
1 (3.3)
L̂0 = −1
8
{QH1 ,QH†1 } =
i
8
{QH1 , 2rQ211˙ − S121˙}
= −1
8
{QH2 ,QH†2 } =
i
8
{QH2 ,−2rQ112˙ + S222˙} = −D +R11 . (3.4)
The twisted translation generated by L̂− can be used to move cohomology classes along
the line x1 = x2 = 0. In particular, every cohomology class defined at the origin can be
twisted-translated to the whole line x1 = x2 = 0. It is those observables on the line which
where referred to before as twisted operators. Because L̂− is QH1 - and QH2 -exact, this twisted
translation is a trivial operation at the level of the cohomology of QH1 or QH2 . Therefore, to
characterize the local operators in cohomology completely, it is sufficient to consider them
inserted at the origin. By the state-operator map, this corresponds to studying the state
cohomology. Using (3.4), L̂0 = −18{QH1 ,QH†1 } = −18{QH2 ,QH†2 }, the standard Hodge theory
argument proves that the cohomologies of QH1 and QH2 are identical and are represented by
the kernel of L̂0.
As shown in [7,8], these representatives are given by local operators OR3a1···an(~0) transform-
ing in the (n + 1,1) irrep of the su(2)H ⊕ su(2)C R-symmetry and of conformal dimension
15When we map (3.1) to S3, we will interpret r as the radius of the sphere.
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∆ = n/2. When translated with L̂− they give the twisted operator:
O(s) = OR3a1···an
∣∣∣
~x=(0,0,s)
ua1R3 · · ·uanR3 , uR3 ≡ (1,
s
2r
) , (3.5)
which defines a non-trivial cohomology class on the line x1 = x2 = 0.
Local operators in the cohomology form a certain algebraic structure under the OPE
of the full theory. In particular, because L̂− is zero in cohomology, the OPE of operators
in the cohomology does not depend on their positions on the line, but it can depend on
their ordering. By moving operators to one point, we then define a product of cohomology
classes. This way we get an algebra in the cohomology, which is associative but not necessary
commutative.
As explained in [8], the operators O(s), when inserted at the origin s = 0, are just the
Higgs branch chiral ring operators. However, as we move away from the origin, they become
mixed with anti-chiral operators, because of the twisting factor uR3 = (1,
s
2r
). This twisting
factor can be thought of as an s-dependent choice of the Cartan generator of su(2)H given
by 1−s
2/(2r)2
1+s2/(2r)2
σ3 +
s/r
1+s2/(2r)2
σ1. A twisted operator O(s) is in the su(2)H highest weight state
with respect to this s-dependent Cartan generator. The fact that the twisted operators
are not chiral with respect to a fixed Cartan generator is responsible for the fact that the
algebraic structure we get is not a chiral ring, but rather its deformation quantization.16 The
deformation parameter is 1
2r
, which was denoted by ζ in [8].
In fact, it turns out to be slightly more convenient to study the cohomology of a linear
combination QH1 +βQH2 with some generic β. This operator squares to the bosonic transfor-
mation Z, and so it plays a role of the equivariant differential. The cohomology problem for
this operator therefore involves two steps: one has to restrict to the Z = 0 subspace first,
and then compute the cohomology there.
Recall that Z is a sum of rotation in the (x1, x2) plane and a certain R-symmetry transfor-
mation. The condition Z = 0 then implies that geometrically, the configuration of operators
should be invariant under this rotation. In particular, local operators, as well as line oper-
ators, can only be inserted at the line x1 = x2 = 0, which is the fixed point locus of this
rotation. Surface operators, on the other hand, can only span the orthogonal (x1, x2) plane
and correspond to some fixed value of x3.
Including line operators would of course change the answer, and the cohomology of local
16More precisely, the Higgs (or Coulomb) branch chiral ring has a natural Poisson structure, since it
corresponds to the ring of holomorphic functions on the moduli space, which for N = 4 theories is a
hyperka¨hler cone. The algebraic structure we obtain is the deformation quantization of this Poisson algebra.
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operators located at the line defect at x1 = x2 = 0 would give a different protected algebra.
Surface operators, on the other hand, are expected to give some modules for the protected
algebra to act on. They would describe point defects on the line x1 = x2 = 0, acted on by the
local operators. This action simply corresponds to merging local operators and the defect
together. Including extended operators gives an interesting direction for further explorations,
and it would potentially allow one to extract more dynamical information about the theory.
However, in this paper, we do not consider any extended operators and study only the
protected algebra of local operators.
3.2 SCFT on the sphere
Now let us identify the counterpart of the above construction on the sphere. After describing
it in some detail, we will be able to see that it generalizes to non-conformal theories in a
straightforward fashion.
Using the stereographic map, one can place any conformal theory on S3. Under this map,
the line x1 = x2 = 0 maps to a great circle S
1 ⊂ S3, along which the cohomology classes of
local operators described in the previous subsection will be inserted. The rotation in Z now
becomes a U(1) isometry of the sphere, whose fixed point locus is precisely this S1.
As mentioned in Section 2.3.1, it will be useful to represent S3 as a U(1) fibration over the
disk D2, with fibers shrinking at its boundary ∂D2 = S1. This boundary S1, parameterized
by the angle ϕ at θ = pi
2
, is the great circle mentioned above along which local operators in
cohomology can be inserted. The situation here is similar to that in [44], where an analogous
representation of S4 was used in the localization of 4d N = 4 Yang-Mills theory to an S2.
3.2.1 Twisted operators on S3 by stereographic map
In R3, we were interested in correlators of twisted operatorsOi(si) inserted at points (0, 0, si).
Let us map them on S3:
〈O1(s1) · · · Ok(sk)〉R3 = 〈O1(ϕ1) · · · Ok(ϕk)〉S3 . (3.6)
Operators on the right are the sphere counterparts of the flat space twisted operators, and
are given by contraction of the S3 operators OS3a1···an(ϕ)
∣∣∣
θ=pi
2
, inserted on the great circle
at θ = pi/2, with u = (1, x3
2r
) = (1, tan ϕ
2
). For every operator of dimension ∆, we have
OR3 = Ω∆OS3 , with Ω being the conformal factor, which evaluates to Ω = cos2 ϕ
2
at θ = pi/2.
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The definition (3.5) then implies
O(ϕ) = cosn ϕ
2
OS3a1···an
∣∣∣
θ=pi
2
ua1R3 · · ·uanR3 = OS
3
a1···an
∣∣∣
θ=pi
2
ua1S3 · · ·uanS3 , (3.7)
where uS3 = uR3 cos
ϕ
2
= (cos ϕ
2
, sin ϕ
2
). Note that the twisted operators O do not transform
with a conformal factor in going from R3 to S3, and this is why they do not carry an R3
or S3 superscript and why there is no conformal factor in (3.6). We will now interpret this
construction in a more intrinsic way using the theory on S3 only.
3.2.2 Interpretation in terms of su(2|1)` ⊕ su(2|1)r subalgebra
In Section 2 and Appendix C, we chose an embedding of the su(2|1)`⊕su(2|1)r superalgebra
in osp(4|4), such that su(2)` ⊕ su(2)r ⊂ sp(4) corresponds to isometries of the sphere and
u(1)` ⊕ u(1)r ⊂ so(4)R ∼= su(2)H ⊕ su(2)C was a Cartan subalgebra of the R-symmetry
algebra. The choice of Cartan subalgebra was parametrized by the matrices h and h¯. To be
more precise, h parameterizes the Cartan generator RH in su(2)H and h¯ parameterizes the
Cartan generator RC in su(2)C . The generators R` and Rr of u(1)` and u(1)r are given by
(2.35). The supercharges of su(2|1)` were denoted by Q(`±)α , and the supercharges of su(2|1)r
by Q(r±)α . Their expressions in terms of conformal supercharges Qαaa˙ and Sαaa˙ can be found
in Appendix C.2.
Using this embedding, it is easy to identify our supercharges QH1 and QH2 as:
QH1 = Q(`+)1 +Q(r−)1 , QH2 = Q(`−)2 +Q(r+)2 . (3.8)
Each of these supercharges is of course nilpotent, and
{QH1 ,QH2 } =
4i
r
(Pτ +RC) (3.9)
where Pτ ≡ −(J (`)3 +J (r)3 ) is the τ -translation acting as Pτ = i∂τ on gauge-invariant operators.
Using the su(2|1)` ⊕ su(2|1)r algebra, we can check that:
{QH1 ,
r
4i
(Q(`−)2 −Q(r+)2 )} = {Q2,
r
4i
(Q(`+)1 −Q(r−)1 )} = Pϕ +RH ≡ P̂ϕ . (3.10)
Here Pϕ = J
(r)
3 − J (`)3 is simply the ϕ translation isometry of S3 acting on gauge invariant
operators as Pϕ = i∂ϕ. The generator P̂ϕ defined above is a new twisted-translation, which
is defined on the sphere purely in terms of the su(2|1)` ⊕ su(2|1)r superalgebra.
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Let Oa1···an be some local operator in the SCFT on the sphere,17 in the spin-n/2 irrep
of su(2)H . If O11···1, when inserted at the point θ = pi/2, ϕ = 0 (which corresponds to the
origin of R3 upon stereographic projection), is in the cohomology of QH1 and QH2 , (recall
from previous discussions that it must have the highest su(2)H-weight) we can use the P̂ϕ
translation to move it along the ϕ-circle without changing its cohomology class:
O(ϕ) = eiϕP̂ϕO11···1
∣∣∣
θ=pi
2
,ϕ=0
e−iϕP̂ϕ = Oa1···an
∣∣∣
θ=pi
2
,ϕ=0
ua1 · · ·uan , (3.11)
where u = (cos ϕ
2
, sin ϕ
2
). This expression precisely matches (3.7), which was obtained from
the stereographic map from R3. We conclude that the stereographic map identifies the
twisted operators on R3 defined in [7, 8], with twisted operators on S3 defined purely in
terms of the su(2|1)` ⊕ su(2|1)r subalgebra of the osp(4|4) superconformal algebra. This
subalgebra has all the necessary ingredients for the cohomological truncation to work.
Note that the R3 construction in [7,8] utilized a different subalgebra of osp(4|4), namely
a centrally extended su(2|2). That algebra is a 1d N = 4 superconformal algebra acting on
the x1 = x2 = 0 line, suggesting that conformal symmetry is somehow important for the
construction to work. Our algebra su(2|1)` ⊕ su(2|1)r, on the other hand, is not related to
conformal symmetry anymore. In fact, it is the supersymmetry algebra of a general class
of non-conformal N = 4 actions on S3, as explained in Section 2 (of course, at the RG
fixed points, it becomes enhanced to osp(4|4)). In the next subsection, we summarize our
construction for the theories based on su(2|1)` ⊕ su(2|1)r and its central extensions.
4 Cohomology in non-conformal N = 4 theories on S3
As we have seen, the cohomolgical construction of [4, 7, 8] for SCFTs on R3 can be readily
translated to S3, since SCFTs can be canonically placed on a sphere. Interestingly, once we
pass to the sphere, conformal symmetry is no longer necessary, and the cohomology described
in the previous section is also defined away from the RG fixed point. We will explore this
construction in this section.
For the cohomological reduction to the 1d sector to work, it is enough to preserve the
subalgebra su(2|1)` ⊕ su(2|1)r ⊂ osp(4|4) of the superconformal algebra. The superalgebra
su(2|1)`⊕su(2|1)r (or its centrally extended versions), as explained in Section 2, is a possible
N = 4 superalgebra on S3. It describes a class of non-conformal theories on S3. At the RG
17From now on, we drop the superscript or subscript S3 present in the previous subsection.
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fixed point, the symmetry is of course enhanced to osp(4|4), and our results reduce to those
of [4, 7, 8] as reviewed in Section 3.
In an N = 4 theory on S3 invariant under the centrally extended algebra s˜u(2|1)` ⊕
s˜u(2|1)r discussed in Section 2.4, the construction proceeds as follows. Consider the following
linear combinations of supercharges:
QH1 ≡ κα1`Q(`+)α + κα1rQ(r−)α , QH2 ≡ κα2`Q(`−)α + κα2rQ(r+)α , (4.1)
QC1 ≡ κα1`Q(`+)α + κα1rQ(r+)α , QC2 ≡ κα2`Q(`−)α + κα2rQ(r−)α . (4.2)
Each of them is nilpotent, and, based on (2.37), they satisfy:
{QH1 ,QH2 } = −
4i
r
(
κα1`κ
β
2`J
(`)
αβ + κ
α
1rκ
β
2rJ
(r)
αβ + κ1`κ2`(
1
2
R` + Z`)− κ1rκ2r(1
2
Rr + Zr)
)
,
(4.3)
{QC1 ,QC2 } = −
4i
r
(
κα1`κ
β
2`J
(`)
αβ + κ
α
1rκ
β
2rJ
(r)
αβ + κ1`κ2`(
1
2
R` + Z`) + κ1rκ2r(
1
2
Rr + Zr)
)
,
(4.4)
where κ1κ2 ≡ εαβκα1κβ2 . We want the rotation which appears on the right to fix a great
circle on S3. Before, this circle was determined as an image of the line x1 = x2 = 0 under
the stereographic projection, and it was the fixed point locus of the τ -rotations on S3. But
there are many equivalent choices of the large circle on S3, and that is why we have free
parameters denoted by κ above.
Without loss of generality, we will consider the same S1 as before that is parametrized
by ϕ and is a fixed point set for the τ rotations. To pick such a circle, we use:
κ1` = κ1r =
(
1
0
)
, κ2` = κ2r =
(
0
1
)
. (4.5)
Then the supercharges become:
QH1 = Q(`+)1 +Q(r−)1 , QH2 = Q(`−)2 +Q(r+)2 , (4.6)
QC1 = Q(`+)1 +Q(r+)1 , QC2 = Q(`−)2 +Q(r−)2 , (4.7)
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and their algebra is:
{QH1 ,QH2 } =
4i
r
(Pτ +RC + Z` − Zr) = 4i
r
(
Pτ +RC + irζ̂
)
, (4.8)
{QC1 ,QC2 } =
4i
r
(Pτ +RH + Z` + Zr) =
4i
r
(Pτ +RH + irm̂) , (4.9)
where Pτ = −(J (`)3 + J (r)3 ) = i∂τ is the τ -rotation isometry, just as we need, and RC =
1
2
(R` −Rr), RH = 12(R` +Rr).
Next, we find the Q
H/C
1,2 -exact generators given by
{QH1 ,
r
4i
(Q(`−)2 −Q(r+)2 )} = {QH2 ,
r
4i
(Q(`+)1 −Q(r−)1 )} = Pϕ +RH + Z` + Zr , (4.10)
{QC1 ,
r
4i
(Q(`−)2 −Q(r−)2 )} = {QC2 ,
r
4i
(Q(`+)1 −Q(r+)1 )} = Pϕ +RC + Z` − Zr , (4.11)
with Pϕ = J
(r)
3 − J (`)3 = i∂ϕ as before. We define two twisted rotations:
P̂Hϕ = Pϕ +RH , (4.12)
P̂Cϕ = Pϕ +RC , (4.13)
which are closed with respect to the corresponding supercharges, i.e., [QHi , P̂Hϕ ] = 0 and
[QCi , P̂Cϕ ] = 0. Therefore, these twisted rotations can still be used to translate cohomology
classes along the ϕ-circle. Now, however, P̂
H/C
ϕ are not necessarily exact. Rather, P̂Hϕ is
cohomologous to −Z`−Zr = −irm̂ and P̂Cϕ is cohomologous to −Z` +Zr = −irζ̂. Thus, on
operators commuting with m̂, twisted translations act in a QHi -exact way, which is similar
to what we had before. For such operators, there is no ϕ-dependence of cohomology classes,
meaning their correlation functions are position-independent.
For operators that have a non-zero eigenvalue of m̂ (such operators are charged under
the Cartan of the flavor symmetry), the corresponding cohomology classes become position
dependent. Nevertheless, this position dependence is very simple: it appears in correlators
as the factor ermϕ, where m is the eigenvalue of m̂. We could have included Z` + Zr into
the definition of the twisted translation and removed this position dependence, but we find
it more convenient not to do so.
Analogously, operators in QCi cohomology, which are not charged under the topological
symmetry, have ζ̂ = 0, and correlation functions of twisted-translated operators are position-
independent. For operators charged under the topological symmetry, there is a ϕ-dependence
given by erζϕ, where ζ is the eigenvalue of ζ̂. For example, cohomology classes of monopole
27
operators are expected to carry such position dependence in the presence of non-zero FI
terms.
4.1 Operators in the cohomology of QHi
In an SCFT, there was a state-operator map which allowed to identify the cohomology of
local operators inserted at the origin with the state cohomology. Because of 1
8
{QH1 ,QH†1 } =
1
8
{QH2 ,QH†2 } = D−R 11 , one could completely describe cohomology by the equation D = R 11 .
Unitarity also implied D−R 11 ≥ 0, so states/operators with D−R 11 = 0 had to be the highest
weight states with respect to su(2)H , i.e., they had the maximal eigenvalue of R
1
1 . This
approach shows that the components q1 and q˜1 of the hypermultiplet scalars are examples
of such operators in gauge theories built from hypermultiplets and vectormultiplets, and all
other operators are constructed from them.
What should we do in our, generally non-conformal, case? One can check, by applying
SUSY variations from the Section 2, that q1 and q˜1 = −q˜2, when inserted at the point
θ = pi/2, ϕ = 0, are still annihilated by QH1 and QH2 . Twisted-translating them along the
great circle parametrized by ϕ, we get twisted operators in the cohomology of QHi :
Q(ϕ) = q1(ϕ) cos
ϕ
2
+ q2(ϕ) sin
ϕ
2
, Q˜(ϕ) = q˜1(ϕ) cos
ϕ
2
+ q˜2(ϕ) sin
ϕ
2
. (4.14)
In the gauged case, one should be slightly more precise, as we are allowed to consider only
gauge invariant operators. This means that QHi -closed operators that we can insert at the
origin are gauge invariant polynomials in q1 and q˜1, and twisting-translating them along the
circle gives gauge invariant polynomials in Q and Q˜.
These are the interesting QHi -closed observables. Because we do not have a Hodge theory
argument like in the conformal case, it becomes harder to argue that these operators are
not QHi -exact, and that there are no other cohomology classes besides those represented by
products of Q and Q˜. But there is a roundabout: in the next section we will localize our
theory to a 1d theory on the circle, and non-trivial cohomology classes of local operators
will give local observables in that theory. We will see that all local observables in the 1d
theory are generated by Q and Q˜. (This will be especially clear from the 1d gauge theory
interpretation of Section 6.2) This allows to prove that a 3d operator constructed from Q
and Q˜ is not QHi -exact, otherwise it would vanish in the 1d theory (because a correlator
of QHi -closed operators with a QHi -exact operator is zero). We can say that localization
provides a surjective map from QHi -closed observables in 3d to all local observables in 1d,
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which are just gauge invariant polynomials in Q and Q˜. It does not prove that there are no
additional operators in the cohomology of the 3d theory, i.e., that this map is also injective,
but we assume it to be the case.18
The cohomology of QH1,2 also contains interesting loop operators. For instance, the 12 -BPS
Wilson loop wrapping the θ = pi
2
circle is defined by:
WR ≡ TrRPe−i
∫
θ=pi2
dϕ(Aϕ+irΦ1˙2˙) . (4.15)
One can verify that WR preserves the supercharges Q(`+)1 , Q(`−)2 , Q(r+)2 and Q(r−)1 , which
generate an su(1|1) ⊕ su(1|1) sub-algebra of su(2|1)` ⊕ su(2|1)r. Our supercharges QH1,2 are
both part of this sub-algebra.
4.2 Operators in the cohomology of QCi
Studying the Coulomb branch is not the central topic of this paper, but we nevertheless give
some details on it. Again, in conformal theories one can use state-operator map and the
equation:
1
8
{QC1 ,QC†1 } =
1
8
{QC2 ,QC†2 } = D −
1
2
(R¯ 2˙
1˙
+ R¯ 1˙
2˙
). (4.16)
So, every state in the cohomology of an SCFT has to be the highest-weight state with respect
to (σ1)
b˙
a˙ R¯
a˙
b˙
and satisfy D = 1
2
(σ1)
b˙
a˙ R¯
a˙
b˙
. If we define
va˙ =
(
1
1
)
, (4.17)
then every operatorOa˙1···a˙n of su(2)C spin n/2 has the highest weight componentOa˙1···a˙nva˙1 · · · va˙n .
In gauge theories constructed from vectors and hypers, there is one obvious operator which
satisfies this condition:
Φa˙b˙v
a˙vb˙ = Φ1˙1˙ + Φ2˙2˙ + 2Φ1˙2˙ , (4.18)
because Φa˙b˙ at the conformal point has dimension ∆Φ = 1. For non-conformal theories,
Φa˙b˙v
a˙vb˙ is also annihilated by QCi at the origin θ = pi/2, ϕ = 0, as one can check using
transformation rules from the Section 2. The corresponding twisted-translated operator is:
Φ(ϕ) = eiϕΦ1˙1˙ + e
−iϕΦ2˙2˙ + 2Φ1˙2˙ . (4.19)
18Had it not been the case, this map would have a non-empty kernel, in other words there would exist
a non-trivial operator in 3d which vanishes under the correlators with arbitrary insertions of QHi -closed
observables.
29
Later we will be able to easily compute correlation functions of such operators. However, this
is not the whole story for the Coulomb branch. The Coulomb branch chiral ring also contains
monopole defect operators that contribute to the protected algebra in the cohomology of
QCi . Moreover, this cohomology contains line defect operators, known as vortex loops, which
map to the Wilson loops (4.15) under mirror symmetry. As shown in [46], the vortex loop
preserves an su(1|1) ⊕ su(1|1) sub-algebra of su(2|1)` ⊕ su(2|1)r, which in our language is
generated by Q(`+)1 , Q(`−)2 , Q(r+)1 and Q(r−)2 . Both of the supercharges QC1,2 are part of that
sub-algebra. We postpone a detailed study of defect operators to a future publication.
5 Localization
In this section we describe how to localize the theories on S3 defined in Section 2 to the
1d Higgs branch cohomological sector described in Sections 3 and 4. We also provide some
preliminary results on the Coulomb branch.
Let us first briefly review how supersymmetric localization works. Given a supercharge
Q which generates a symmetry of our theory, we would like to calculate the path integral
I =
∫
DVDHe−S[V,H](· · · ) , S ≡ SYM[V ] + Shyper[H,V ] , (5.1)
with SYM and Shyper defined in (2.14) and (2.10), respectively, and (· · · ) representing some
Q-closed insertions.19 The first step is to deform the action in (5.1) by a Q-exact operator:
I → I(t) =
∫
DVDHe−St[V,H](· · · ) ,
St ≡ S + tV = S + t
∫
d3x
√
g{Q,Ψ(x)} . (5.2)
If [Q, V ] = 0, then the path-integral (5.2) can be argued to be independent of t. Therefore,
I = I(0) is equal to the limit limt→∞ I(t). In order for the path integral to converge
as we take this limit, the bosonic part of V is assumed to be non-negative. Then in the
t→∞ limit, the path integral reduces to a sum over zeros of V , which are also its saddles.
Those zeros include Q-invariant field configurations, and if V is chosen properly, they are
precisely identified with such configurations. Each of the saddles gives rise to two distinct
contributions to I. The first contribution comes from the classical action and insertions
19In most of this section we will not include FI terms and real masses to avoid clutter, but they can be
very easily incorporated.
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evaluated on the saddle point. The second contribution is the 1-loop determinant arising
from integrating over the quadratic fluctuations of the fields around the saddle.
Our first task is then to choose the supercharge Q in (5.2). The twisted Higgs branch
operators constructed from (4.14) are in the cohomology of QH1,2 defined in (4.6). To calculate
their correlators we can therefore contemplate localizing with either QH1 or QH2 . Similarly, to
calculate correlators of twisted Coulomb branch operators, such as those constructed from
(4.19), we can consider localizing with QC1 or QC2 , which were defined in (4.7). In either case,
as discussed in Section 3, it is actually advantageous to localize with a linear combination
QHβ = QH1 + βQH2 , (5.3)
QCβ = QC1 + βQC2 , (5.4)
keeping β 6= 0 arbitrary. In what follows, we will describe the details of localizing our theories
with respect to (5.3) or (5.4), starting with the vectormultiplet and then proceeding with
the hypermultiplet.
5.1 Vectormultiplets and a non-renormalization theorem
As explained in [42], previous supersymmetric localization computations on S3 may be sim-
plified by taking the N = 2 Yang-Mills and chiral superfield actions themselves as localizing
terms. Indeed, these actions have non-negative bosonic parts, and are exact with respect to
supercharges in the su(2|1) ⊕ su(2) symmetry algebra of N = 2 theories on S3. Moreover,
they are symmetric under the full su(2|1)⊕ su(2) algebra, which simplifies the evaluation of
1-loop determinants.
It follows that our N = 4 Yang-Mills action SYM defined in (2.14) is also exact with
respect to supercharges in all of the su(2|1) ⊕ su(2) sub-algebras of su(2|1)` ⊕ su(2|1)r. In
fact, an explicit calculation shows that SYM is also exact under both QHβ and QCβ , even
though they do not lie in any such N = 2 sub-algebra.
Indeed, the Killing spinor generating QHβ can be inferred from (3.1) and (C.9) to be
(ξHβ )αaa˙ = −eΩ/2
[(
β
0
)
⊗
(
0
1
)
⊗
(
0
1
)
+
(
0
1
)
⊗
(
0
1
)
⊗
(
1
0
)
+
1
2r
(
x1 − ix2
−x3
)
⊗
(
1
0
)
⊗
(
1
0
)
− β
2r
(
x3
x1 + ix2
)
⊗
(
1
0
)
⊗
(
0
1
)]
. (5.5)
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One can then check using (2.4)–(2.7) that
δξHβ δξH−β
(
1
2g2YM
habh¯a˙b˙
∫
d3x
√
gTr (λaa˙λbb˙ − 2DabΦa˙b˙)
)
= −iβSYM . (5.6)
Equation (5.6) also holds after the replacement ξH±β → ξC±β, where ξCβ is the Killing spinor
generating QCβ . We conclude that SYM can be used as a localizing term for the vectormulti-
plet, whether we choose to localize with QHβ , QCβ , or the supercharge QKWY that was used
by [39] and lies in an N = 2 sub-algebra of su(2|1)` ⊕ su(2|1)r.20
When calculating the variations in (5.6) we have set to zero total derivatives under the
integral sign. Those total derivatives could give additional contributions in the presence of
defect operators, such as monopoles, which introduce non-trivial boundary conditions for
the fields at their insertion points. Consequently, the above result may have to be modified
when defect operators are inserted in the path integral.
An immediate consequence of (5.6) is that for any N = 4 theory on S3, correlators
of operators in the cohomology of QCβ or QHβ are independent of gYM in the absence of
defect operators. In particular, for our theories, all correlators of the twisted Higgs branch
operators constructed from (4.14), or of the twisted Coulomb branch operators constructed
from (4.19), are independent of gYM. The non-renormalization theorems of [34,40,47] make
similar statements at the level of the chiral ring.
Let us now summarize the details of the localization of the N = 4 vectormultiplet. Since
we established that SYM can be used as a localizing term, the result can be entirely migrated
from [39,42]. In our language, the fields (2.1) in the vectormultiplet V localize to
V → Vloc = {Alocµ , λlocab˙ ,Φloca˙b˙ , Dlocab } , (5.7)
where
Φloc
1˙2˙
= irDloc11 = irD
loc
22 =
1
r
σ , Alocµ = D
loc
12 = Φ
loc
1˙1˙
= Φloc
2˙2˙
= λloc
ab˙
= 0 , (5.8)
and σ is a constant in the Cartan of the lie algebra g parameterizing the different saddles
of SYM. The action SYM itself, of course, vanishes when evaluated on the vectormultiplet
localization locus (5.8):
SYM[Vloc(σ)] = 0 . (5.9)
20For example, in our notations we can take QKWY = Q(`+)1 .
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On the other hand, the hypermultiplet action (2.10) becomes
Shyper[H,Vloc(σ)] =
∫
d3x
√
g
[
∂µq˜a∂µqa − iψ˜a˙ /∇ψa˙ + 1
r2
q˜a
(
σ2 +
3
4
)
qa +
1
r2
(
q˜1σq2 − q˜2σq1
)
− i
r
(
ψ˜1˙σψ1˙ − ψ˜2˙σψ2˙
)]
. (5.10)
Together with the contribution from the vectormultiplet 1-loop determinant, the path inte-
gral I in (5.1) reduces to21
I = 1|W|
∫
Cartan
dσ det ′adj [2 sinh(piσ)]
∫
DHe−Shyper[H,Vloc(σ)](· · · ) , (5.11)
where |W| is the order of the Weyl group of the gauge group. The prime over the determinant
sign means we should restrict the action of σ to the non-zero weights of the adjoint before
taking the determinant. Note that the determinant factor in (5.11) is actually equal to the
contribution of only an N = 2 vectormultiplet. This is because the N = 4 vectormultiplet
decomposes into an N = 2 vectormultiplet plus an adjoint chiral multiplet of R-charge 1,
and the 1-loop determinant of a chiral with precisely this R-charge is equal to 1.
For each U(1) factor in G, we can introduce an FI term (2.15), which leads to additional
insertions in (5.11) of
e−SFI → e−8pi2irζσ , (5.12)
where σ in (5.12) is understood to be the real scalar in the vectormultiplet that gauges
the corresponding U(1) factor. Real masses can be treated as follows. For every Cartan
generator of the flavor symmetry group we can couple the corresponding Abelian flavor
current multiplet to a background vectormultiplet. With our choice of matrices h and h¯,
introducing a real mass parameter means giving an expectation value equal to m to the
background Φ1˙2˙ and to the corresponding components of Dab according to (2.16). One can
introduce as many real mass parameters as Cartan generators of the flavor symmetry algebra
thus breaking the flavor symmetry to its Cartan subalgebra. At the level of localized action,
turning on real masses corresponds to replacing:
σ → σ + rm , (5.13)
21Given a choice of a Cartan sub-algebra for the gauge group G with generators Hi, we can decompose
σ = σiH
i. If ρ is a weight vector in a representationR of G, then ρ(σ) ≡ ρiσi, and detR f(σ) ≡ Πρ∈Rf(ρ(σ)).
In the vectormultiplet determinant det ′adj [2 sinh(piσ)] in (5.11) the product is only over the roots of G.
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where m is a mass matrix in the Cartan of the flavor symmetry group acting on Q in the
corresponding representation. To be more precise, in the above expression, σ acts only on
gauge indices, while m acts only on flavor indices. In the notation of footnote 6, where R
is viewed as a map from the gauge algebra into dimR × dimR hermitian matrices and F
is defined as a map from the hypermultiplet flavor algebra into dimR × dimR hermitian
matrices, one would write R(σ)→ R(σ) + rF(m) instead of (5.13).
5.2 3d Gaussian theory coupled to a matrix model
The expression (5.11) for the path integral could be viewed as our final result. Indeed, at
fixed σ, the remaining path integral over the matter fields in H is now easily calculable
because the hypermultiplet action is quadratic. Performing this integral gives a matrix
model that depends on the precise operator insertions in (5.11). We conclude that no further
localization of the hypermultiplet is necessary for reducing the path integral (5.11), with any
supersymmetric insertions, to a matrix integral. (However, as we will see soon, we can do
even better and replace the 3d Gaussian theory at fixed σ by a very simple 1d Gaussian
theory.)
Without any insertions, (5.11) gives the S3 partition function. After integrating out the
hypermultiplet fields using
Zσ ≡
∫
DH e−Shyper[H,Vloc(σ)] = 1
detR [2 cosh(piσ)]
, (5.14)
one obtains the KWY matrix model
ZS3 =
1
|W|
∫
Cartan
dσ
det ′adj [2 sinh(piσ)]
detR [2 cosh(piσ)]
. (5.15)
The types of insertions (· · · ) allowed in (5.11) depend on the supercharge one chooses to
localize with. As we saw, we can consider three possibilities: the supercharge QKWY of [39],
the supercharge QHβ in (5.3), or QCβ defined in (5.4). The insertions (· · · ) then must all lie
either in the cohomology of QKWY, or in the cohomology of QHβ , or in the one of QCβ . Let
us now discuss each of the three cases separately.
5.2.1 Localizing with QKWY
The cohomology of QKWY does not contain any local operators. It contains, however, non-
local operators such as the Wilson loop operators (4.15). Such a Wilson loop in representation
34
RL of G localizes to
WRL
∣∣∣∣
loc
= trRL e
2piσ . (5.16)
These operators are not constructed from the hypermultiplet fields, so we can safely integrate
those out using (5.14), which gives
〈WRL〉 =
1
|W|
∫
Cartan
dσ
det ′adj [2 sinh(piσ)]
detR [2 cosh(piσ)]
trRL e
2piσ . (5.17)
The modification of (5.15) that results from including real masses also allows for the cal-
culation of integrated correlators of scalar operators in N = 2 current multiplets associated
with flavor symmetries [26].
5.2.2 Localizing with QCβ
If we localize with QCβ , the allowed insertions include the twisted Coulomb branch operators
discussed in Section 4.2. As shown there, with the exception of monopole operators, these are
gauge invariant polynomials in the twisted field Φ(ϕ) defined in (4.19). On the localization
locus (5.8), we have
Φ(ϕ)
∣∣∣∣
loc
=
2σ
r
. (5.18)
Because these operators are independent of H, we can again integrate out the hypermultiplet
fields using (5.14). We conclude that
〈P1 (Φ(ϕ1)) · · ·Pn (Φ(ϕn))〉
=
1
ZS3|W|
∫
Cartan
dσ
det ′adj [2 sinh(piσ)]
detR [2 cosh(piσ)]
P1
(
2σ
r
)
· · ·Pn
(
2σ
r
)
,
(5.19)
where Pin are any polynomials and where we divided by ZS3 so that 〈1〉 = 1. The treatment
of defect operators in the cohomology of QCβ is left for future work.
5.2.3 Localizing with QHβ
Finally, let us discuss the possible insertions when localizing with QHβ . They are gauge
invariant polynomials constructed from Q(ϕ) and Q˜(ϕ), as discussed in Section 4.1. We
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conclude that the correlators of such operators Oi(ϕ) can be calculated using (5.11):
〈O1(ϕ1) · · · On(ϕn)〉 = 1
ZS3|W|
∫
Cartan
dσ
det ′adj [2 sinh(piσ)]
detR [2 cosh(piσ)]
〈O1(ϕ1) · · · On(ϕn)〉σ , (5.20)
where
〈O1(ϕ1) · · · On(ϕn)〉σ ≡ 1
Zσ
∫
DHe−Shyper[H,Vloc(σ)]O1(ϕ1) · · · On(ϕn) . (5.21)
Let us now explain how (5.20) is to be evaluated. The correlation functions (5.21) in the
theory governed by the action Shyper[H,Vloc(σ)] are calculable since this action is quadratic.
Indeed, they are given by simply summing over all Wick contractions with the Green’s
function Gσ(ϕ1 − ϕ2) ≡ 〈Q(ϕ1)Q˜(ϕ2)〉σ. This Green’s function can be calculated explicitly
from (5.10), and as shown in Appendix D:
Gσ(ϕ1 − ϕ2) ≡ 〈Q(ϕ1)Q˜(ϕ2)〉σ = −sgn(ϕ1 − ϕ2) + tanh(piσ)
8pir
e−σ(ϕ1−ϕ2) , (5.22)
where σ is taken to be in the representation R. In the limit of coincident points, we can
take as a definition that sgn(0) = 0 in (5.22).
To summarize, the correlation functions (5.20) reduce to the KWY matrix model with
products of the propagator (5.22) inserted according to Wick’s theorem applied to (5.21).
As discussed in Section 4.1, the Wilson loops (4.15) are also QHβ -closed so we can insert them
as well. Correlators of only Wilson loops will of course be the same as in the KWY model
(5.17). Now, however, we have the possibility of calculating correlators of both Wilson loops
and local operators, similarly to what was done in [48,49] for 4d N = 4 Yang-Mills theory.
5.3 1d Gaussian theory for twisted Higgs branch operators
As we have seen, the solution for correlators of twisted Higgs branch operators can be
obtained from a 3d Gaussian theory coupled to a matrix model. One may wonder, however,
if, because these operators are restricted to lie on an S1, their correlators can be described
by a 1d quantum field theory that is coupled to the same matrix model. As advertised in the
title of this paper and briefly reviewed in the Introduction, the answer is yes. In particular,
the Green’s function (5.22) can be obtained from the 1d quadratic action
Sσ[Q, Q˜] = −4pir
∫ pi
−pi
dϕ
(
Q˜∂ϕQ+ Q˜σQ
)
, (5.23)
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and so one can alternatively represent the 1d correlator given in (5.21) as
〈O1(ϕ1) · · · On(ϕn)〉σ = 1
Zσ
∫
DQDQ˜e−Sσ [Q,Q˜]O1(ϕ1) · · · On(ϕn) . (5.24)
To check that the path integral (5.24) with the 1d action (5.23) can be used to calculate the
correlators (5.21), we need to check two things:
1. We should check that (5.24) is normalized so that 〈1〉 = 1. In other words, we must
have ∫
DQDQ˜e−Sσ [Q,Q˜] = Zσ . (5.25)
Indeed, we can check that if we assume that Q and Q˜ are related by a reality condition
(to be discussed in more detail later), such that the path integral (5.25) is over half the
number of complex integration variables than given by arbitrary complex fields Q(ϕ)
and Q˜(ϕ), we have:∫
DQDQ˜ e−Sσ [Q,Q˜] =
1
det(∂ϕ + σ)
=
1
detR
∏
n∈Z+ 1
2
(in+ σ)
=
1
detR [2 cosh(piσ)]
,
(5.26)
where in evaluating the product over n we used zeta-function regularization. This
expression indeed matches the formula for Zσ given in (5.14).
The fact that the path integral in (5.24) is over a middle-dimensional integration cycle
in the space of complex fields Q and Q˜ may seem mysterious at this point, but we
should point out that it is absolutely necessary if (5.24) were to make sense: without
such a choice of integration contour the path integral in (5.24) would not converge.
2. The second thing we need to check is that (5.22) is indeed the Green’s function following
from (5.23). Such a Green’s function would have to obey the differential equation
(∂ϕ + σ)Gσ(ϕ) = − 1
4pir
δ(ϕ) , (5.27)
and it should be an anti-periodic function of ϕ, as required by the anti-periodicity of
the twisted fields Q(ϕ) and Q˜(ϕ). Indeed, it is easy to see that (5.22) obeys these
properties.
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While so far we simply guessed the 1d action (5.23), let us now explain how to obtain
it directly from a supersymmetric localization computation. Additionally, we will provide a
derivation of the middle-dimensional integration cycle in (5.24).
5.4 1d theory from localization of hypermultiplet
Let us now provide a derivation of (5.24) using supersymmetric localization of the hyper-
multiplet. Because we have already argued for (5.23) in a round-about way, the reader with
applications in mind can safely skip to Section 6.
Our starting point is the remaining path integral over the hypermultiplet in (5.11)
IH =
∫
DHe−Shyper[H,σ](· · · ) , (5.28)
obtained after the vectormultiplet has been localized, and where (· · · ) are QHβ -closed opera-
tors. We now wish to localize (5.28), by deforming Shyper[H,Vloc(σ)] with a QHβ -exact term
constructed from the fields in H.
5.4.1 Off-shell closure
For localization it is important that the algebra generated by the localizing supercharge
Q closes off-shell. Otherwise, a Q-exact deformation δSt = tV will generally not be Q-
closed. Instead, [Q, V ] will contain non-vanishing factors that include equations of motion
operators, thus making the path integral depend on the deformation parameter t and spoiling
the localization argument. In our case, while it may not be possible to close the full N = 4
algebra off-shell, the sub-algebra generated by QHβ can certainly be made to do so. We will
first describe the general procedure and then apply it to QHβ .
Let us first define a new hypermultiplet H′ by supplementing H with new auxiliary fields:
H′ = (qa, q˜a, ψαa˙, ψ˜αa˙, Ga, G˜a) . (5.29)
In (5.29), Ga and G˜
a are new complex scalar fields in the fundamental and anti-fundamental
of su(2)H respectively (as well as R and R representations of G in the gauged case), and
whose reality condition is:
G˜a = (Ga)
∗ . (5.30)
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The action of H′ is defined as
S ′hyper[H′,V ] = Shyper[H,V ] +
∫
d3x
√
gG˜aGa . (5.31)
The modifications (5.29) and (5.31) are harmless, since by integrating out Ga and G˜a we
recover the original theory. The new action (5.31), however, admits additional supersymme-
tries that act only on the fermion matter fields and the new auxiliary fields. The modified
SUSY transformations are given by
δξ,νψa˙ = iγ
µξaa˙Dµqa + iξ′aa˙qa − iξac˙Φc˙a˙qa + iνaa˙Ga , δξ,νGa = iνaa˙Ψeoma˙ , (5.32)
δξ,νψ˜a˙ = iγ
µξaa˙Dµq˜a + iq˜aξ′aa˙ + iξac˙q˜aΦc˙a˙ + iνaa˙G˜a , δξ,νG˜a = −iνaa˙Ψ˜eoma˙ , (5.33)
where Ψeom and Ψ˜eom were defined in (2.22) and (2.23). In (5.32) and (5.33) we introduced an
arbitrary auxiliary spinor ναaa˙ parameterizing the new symmetry, and it is taken to transform
in the bi-fundamental of su(2)H ⊕ su(2)C .
Given a Killing spinor ξaa˙, it is then sometimes possible to close the sub-algebra generated
by δξ,ν off-shell on H′. This is done by tuning the value of νaa˙ as a function of ξaa˙ to cancel
the equations of motion that appear in δ2ξ,νH′, as written in (2.20) and (2.21). The resulting
constraints on νaa˙ that ensure this cancellation are given by
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ξαca˙ξβcb˙ = ν
αc
b˙νβca˙ , ξa
c˙νbc˙ = 0 , ξ(a
c˙ /∇ξb)c˙ = 3i
2
ν(a
c˙ /∇νb)c˙ . (5.34)
The constraints (5.34) on νaa˙ have generally many solutions. For the Killing spinor ξ =
ξHβ , which was defined in (5.5) and generates the supersymmetry we use for localization, a
convenient solution of (5.34) is
νaa˙ = (ξ
H
−β)aa˙ . (5.35)
5.4.2 1d action from BPS Equations
We are now ready to show that the 1d action Sσ[Q, Q˜] follows from evaluating the 3d action
S ′hyper[H′,Vloc(σ)] on bosonic QHβ -invariant field configurations. These configurations are
obtained by setting the fermions and their QHβ variations to zero. We will refer to them
as the BPS locus and the corresponding equations as the BPS equations. Supplementing
22To close more than one supersymmetry off-shell, say δξ,ν and δξ˜,ν˜ , we would have additional constraints
on ν and ν˜ from imposing the closure of the {δξ,ν , δξ˜,ν˜} transformation. The entire N = 4 algebra cannot
be closed off-shell in this way.
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the BPS equations by reality conditions of the bosonic fields is equivalent to intersecting
the BPS locus with the real middle-dimensional contour in the space of 3d bosonic fields.
We call this intersection the bosonic localization locus throughout this paper. Note that,
in general, the bosonic localization locus may not be the same as the full localization locus
defined as the space of zero modes of V , which may also contain fermionic directions.
An interesting fact, which is not crucial for our derivation, is that the BPS equations
alone, without the reality conditions, reduce the 3d action to 1d. Namely, the full 3d action
on S3 evaluated at the BPS locus λaa˙ = ψa˙ = ψ˜a˙ = δξλaa˙ = δξ,νψa˙ = δξ,νψ˜a˙ = 0 is given by
a 1d action on a great circle of S3. This reduction is shown in full generality in Appendix
E. Since we have already localized the vectormultiplet, in this section we show a slightly
simpler result that the hypermultiplet action on the Vloc(σ) background reduces to the 1d
action after imposing the BPS equations. The reality conditions, however, will be absolutely
crucial for us later. In the next section they will be used to achieve two goals. One is
that only the intersection of the BPS locus by the real cycle is parametrized by fields Q(ϕ)
and Q˜(ϕ) appearing in the 1d action, thus ensuring that there are no bosonic flat directions.
Another is that the hypermultiplet reality conditions determine a middle-dimensional contour
of integration in the space of complex fields of this 1d theory.
Note also that the results of this subsection do not really depend on the precise choice
of the localizing term V . Since V is QHβ -exact, it automatically vanishes on the BPS locus,
so the localization answer includes an integral over the BPS locus. By properly choosing V ,
one can actually ensure that it does not have any other zeros besides the BPS locus.
The fact that we take β 6= 0 now plays an important role. Indeed, the QHβ -invariant field
configurations must also be invariant under (QHβ )2, where
(QHβ )2 = β{QH1 ,QH2 } =
4iβ
r
(Pτ +RC) ≡ 4iβ
r
Z . (5.36)
It follows that operators with zero RC charge, such as the action, must be τ -independent.
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The action can therefore be dimensionally reduced in the τ direction leaving us with a theory
on the disk D2 with metric
ds2(D2) = r2
(
dθ2 + sin2 θ dϕ2
)
. (5.37)
23Generally, τ -independence would only follow from (5.36) up to a gauge transformation. However, in the
treatment of this section, even non-gauge invariant fields are τ -independent since we have already localized
the vectormultiplet. This is because the gauge parameter Λ in (2.19) evaluated for ξ = ξ˜ = ξHβ localizes to
zero on (5.8).
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The second ingredient in the derivation comes from solving the BPS equations in the back-
ground (5.8) of the localized vectormultiplet
δξHβ ,νψa˙
∣∣∣∣
V=Vloc
= δξHβ ,νψ˜a˙
∣∣∣∣
V=Vloc
= 0 . (5.38)
As evident from (5.32) and (5.33), one can solve (5.38) for the auxiliary fields Ga and G˜a in
terms of functions linear in qa and q˜a,
Ga
∣∣
(BPS)
= fν(qa, σ) , G˜a
∣∣
(BPS)
= f˜ν(q˜a, σ) , (5.39)
where explicit expressions for fν and f˜ν are given in Appendix E, and we have indicated that
they depend on the choice of auxiliary spinor νaa˙. Without imposing reality conditions on
the fields, τ -independence and the solutions (5.39) constitute the full set of constraints that
follow from the BPS equations (5.38).
To summarize, the action S ′hyper[H′,Vloc(σ)] evaluated on QHβ -invariant configurations is
obtained by first performing dimensional reduction on τ , and then plugging in the solutions
(5.39). Using (5.34), the result can be shown to be independent of the choice of νaa˙, even
though the solutions for the auxiliary fields (5.39) depend on it. After some algebra, one
finds that the action evaluates to a total derivative on D2:
S ′hyper[H′]
∣∣∣∣
QHβ −BPS
= 2pi
∫
D2
d2x
√
gD2∇µKµ , (5.40)
where
Kθ = q˜aAab1 ∂ϕqb + q˜aBab1 qb , Kϕ = q˜aAab2 ∂θqb + q˜aBab2 qb , (5.41)
and
Aab1 =
1
r sin(θ)
(
− cos(ϕ) sin(θ)− 1 − sin(ϕ) sin(θ)
− sin(ϕ) sin(θ) cos(ϕ) sin(θ)− 1
)
, Aab2 = −Aab1 ,
Bab1 =
1
2r
(
sin(ϕ)− 2(cos(ϕ) + sin(θ))σ − cos(ϕ)− sin(θ)− 2 sin(ϕ)σ
− cos(ϕ) + sin(θ)− 2 sin(ϕ)σ − sin(ϕ) + 2(cos(ϕ)− sin(θ))σ
)
, (5.42)
Bab2 =
cot(θ)
2r
(
cos(ϕ) + 2 sin(ϕ)σ + sin(ϕ)− 2 cos(ϕ)σ
sin(ϕ)− 2 cos(ϕ)σ − cos(ϕ)− 2 sin(ϕ)σ
)
.
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One can verify that the boundary term left from (5.40) is precisely the 1d action (5.23),
which completes the derivation. As already mentioned before, in Appendix E we show a
slightly more general result. In particular, imposing δξλaa˙ = δξ,νψa˙ = δξ,νψ˜a˙ = 0, without
assuming that V is initially set to its localization locus, is sufficient in order to reduce the
full non-Gaussian hypermultiplet action Shyper[H,V ] to
S = −4pir
∫
dϕ Q˜D̂ϕQ , (5.43)
where D̂ϕ = ∂ϕ− i(Aϕ + irΦ1˙2˙) is the 12 -BPS connection from which Wilson loops (4.15) are
constructed. The procedure outlined in this section is analogous to the one in the work [44]
of Pestun on localization of 4d maximally supersymmetric Yang-Mills on S4 to an S2.24
5.4.3 Hypermultiplet 1-loop determinant
Under the assumption that a well-defined localizing term exists, we know by now that the
Gaussian 3d theory (5.10) localizes to the Gaussian 1d theory (5.23), up to the presence of
a possible 1-loop determinant. The well-definiteness of the localizing term means that this
1-loop determinant is finite and non-zero. We also loosely describe this situation by saying
that there are no flat directions. In our case, this means that the localization locus has no
fermionic directions, and the bosonic directions are parametrized by the 1d fields Q(ϕ) and
Q˜(ϕ) appearing in the action Sσ[Q, Q˜] given in (5.23) and obeying an extra reality condition
which relates Q(ϕ) and Q˜(ϕ). Therefore, the term e−Sσ , multiplied by a possible 1-loop
determinant, provides a good integration measure over the localization locus, which is what
we mean by saying that there are no flat directions.
Being more precise, the statement is that:∫
DH e−Shyper (QHβ -closed insertions) = ∫ DQDQ˜ e−Sσ [Q,Q˜]∆(σ, r) (QHβ -closed insertions) ,
(5.44)
where ∆(σ, r) is a possible 1-loop determinant for fluctuations around the localization locus.
It is clear that it can only be a function of σ and r, (as well as masses and FI parameters
if they are present in the theory) because these are the only parameters appearing in either
24Note that the localization in [44] also allows for insertions of local operators on S2 [48, 49]. Those
operators are “twisted-translated” operators that were first defined by Drukker and Plefka [50]. It would be
fascinating to generalize [44] to N = 2 theories in a way that allows insertions of the more general class of
twisted operators found in [4].
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the 3d action (5.10) or the 1d action (5.23). Since both 1d and 3d theories are Gaussian, we
can find ∆(σ, r) by simply computing partition functions for theories on the left and on the
right in (5.44) with no QHβ -closed insertions whatsoever. We performed this computation in
(5.25)–(5.26) and noticed that the results agree. We therefore conclude that
∆(σ, r) = 1 . (5.45)
To finish the argument, we need to construct the localizing term and show that there
are indeed no flat directions. We will construct the localizing term below and give some
evidence that it has the required properties, in particular that there are no fermionic flat
directions and the 1-loop determinant is non-zero and finite. Unfortunately, we do not have
a completely rigorous proof of the last statement.
The localizing term
In the localization, it is useful to organize fields into the multiplets of QHβ . For that
purpose, define fields:
ηa = (ξ
H
β )
a˙
a ψa˙ , Υa = iµ
b
a ν
a˙
b ψa˙ ,
η˜a = (ξHβ )
aa˙ψ˜a˙ , Υ˜
a = iµabν a˙b ψ˜a˙ , (5.46)
where, as before, ν ≡ ξH−β, and the matrix µab is defined as in Appendix E:
µab = (ξ
H
β )
c˙
a (ξ
H
β )bc˙ = −ν c˙a νbc˙. (5.47)
The choice of ξHβ breaks spacial and R-symmetries of the model. The bosonic symmetry
algebra su(2)`⊕u(1)`⊕su(2)r⊕u(1)r is broken down to u(1)ϕ⊕u(1)τ . Here u(1)ϕ represents
twisted rotations of the circle generated by P̂Hϕ = Pϕ + RH , where RH =
1
2
(R` +Rr), and
R` and Rr are, respectively, the generators of u(1)` and u(1)r. The u(1)τ represents twisted
τ -rotations generated by (QHβ )2 ∝ Pτ + RC , where RC = 12(R` − Rr). The new fermions
ηa,Υa transform as scalars under uτ (1), while for u(1)ϕ:
[P̂Hϕ , ηa] = i∂ϕηa +
1
2
h ba ηb, (5.48)
and analogously for Υa. For conformal theories, u(1)ϕ is enhanced to the algebra su(2)S1 ⊂
so(4) ⊕ sp(4) that acts by twisted conformal transformations on the circle, and the fields
ηa,Υa transform in the spin-1/2 representation of this su(2)S1 .
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The matrix µab has the properties:
detµab = β
2 cos2 θ ≡ µ , µabµbc = µδca . (5.49)
The fields qa and ηa, as well as q˜
a and η˜a, form multiplets of δξHβ :
δξHβ qa = ηa , δξHβ ηa =
β
r
∂τqa ,
δξHβ q˜
a = η˜a , δξHβ η˜
a =
β
r
∂τ q˜
a .
(5.50)
We then complete Υa and Υ˜
a into multiplets:
δξHβ Υa = Ha , δξHβ Ha =
β
r
∂τΥa ,
δξHβ Υ˜
a = H˜a , δξHβ H˜
a =
β
r
∂τ Υ˜a ,
(5.51)
where the new bosonic fields Ha and H˜
a are explicitly given by:
Ha = −µGa − µ ba ν a˙b γµ(ξHβ )ca˙∂µqc − µ ba ν a˙b (ξ′Hβ )ca˙qc + µ ba ν a˙b (ξHβ )cc˙Φc˙a˙qc,
H˜a = −µG˜a + µabνba˙γµ(ξHβ )ca˙∂µq˜c + µabνba˙(ξ′Hβ )ca˙q˜c − µabν a˙b (ξHβ )cc˙Φc˙a˙q˜c. (5.52)
Recall that Φa˙b˙ has only one non-zero component Φ1˙2˙ = Φ2˙1˙ = σ/r.
We can group the fields into four sets: X0 = (qa, q˜
a)t, X1 = (Υa, Υ˜
a)t, X ′0 = (ηa, η˜
a)t
and X ′1 = (Ha, H˜
a)t. Now the multiplet structure is very simple:
δξHβ X0 = X
′
0 ,
δξHβ X1 = X
′
1 . (5.53)
However, the conjugation property of the new bosonic fields X0 = (q1, q2, q˜
1, q˜2)t and X ′1 =
(H1, H2, H˜
1, H˜2)t (we suppress gauge and flavor indices) is more complicated, as it follows
from (2.11) and (5.30):
(X ′1)
∗ = D11X ′1 +D10X0 ,
(X0)
∗ = D11X0 . (5.54)
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Here,
D11 =
(
02 12
12 02
)
, D10 =
(
02 D̂
−D̂ 02
)
, D̂ = 2
β2
r
(
−d− d+
d+ d−
)
− 2µσ
r
(
1 0
0 1
)
, (5.55)
where 02 and 12 represent zero and unit 2 × 2 matrices respectively, and the differential
operators d± on the disk parameterized by z2 = sin θeiϕ are given by:
d+ = cos
2 θ
(
cosϕ
cos θ
∂
∂θ
− sinϕ
sin θ
∂
∂ϕ
)
= cos2 θ
(
∂
∂z2
+
∂
∂z¯2
)
, (5.56)
d− = cos2 θ
(
sinϕ
cos θ
∂
∂θ
+
cosϕ
sin θ
∂
∂ϕ
)
= i cos2 θ
(
∂
∂z2
− ∂
∂z¯2
)
. (5.57)
These differential operators are globally well-defined on S3 as well.
Let us define a quantity which we call the canonical localizing fermion:
Ψ =
∫
S3
Vol
∑
a=1,2
[
ηa
(
δξHβ ηa
)∗
+ η˜a
(
δξHβ η˜
a
)∗
+ Υa
(
δξHβ Υa
)∗
+ Υ˜a
(
δξHβ Υ˜
a
)∗]
. (5.58)
This can be written as:
Ψ =
∫
S3
Vol
(
X
′t
0 X
t
1
)(D00 0
D10 D11
)(
X0
X ′1
)
, (5.59)
where we introduced one more notation:
D00 =
β
r
D11∂τ . (5.60)
The canonical localizing term is then defined as
V = δξHβ Ψ =
∫
S3
Vol
(
X t0 X
′t
1
)
∆̂b
(
X0
X ′1
)
+
∫
S3
Vol
(
X
′t
0 X
t
1
)
∆̂f
(
X ′0
X1
)
. (5.61)
We could also introduce a notation:
〈A,B〉 ≡
∫
S3
VolAtB. (5.62)
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In terms of this inner product, the localizing term is:
V =
〈(
X0
X ′1
)
, ∆̂b
(
X0
X ′1
)〉
+
〈(
X ′0
X1
)
, ∆̂f
(
X ′0
X1
)〉
. (5.63)
If we naively compute the above expression, the bosonic/fermionic operators ∆̂b,f will
appear neither symmetric nor anti-symmetric with respect to 〈·, ·〉. Therefore, one should
symmetrize/anti-symmetrize them first using integration by parts, because correct applica-
tion of Gaussian integration formulas requires them to have such properties. We obtain:
∆̂b =
(
−(β/r)2D11∂2τ 12D†10
1
2
D10 D11
)
, ∆̂f =
(
−D00 12D†10
−1
2
D10 −D00
)
. (5.64)
Here we wrote Hermitian conjugate on D10 instead of transpose, because this operator is
real. Note that the operator ∆̂b is real symmetric and ∆̂f is real and anti-symmetric. We
claim that V is a well-defined localizing term. Below we will give some evidence to support
this claim.
The localization for bosons
We find no difficulties studying the localization locus for bosons. The bosonic part of V
can be written as
∑
a(|δξHβ ηa|2 + |δξHβ η˜a|2 + |δξHβ Υa|2 + |δξHβ Υ˜a|2). It has a global minimum
and actually vanishes at the localization locus described by:
δξHβ ηa = (δξHβ ηa)
∗ = 0 , δξHβ η˜
a = (δξHβ η˜
a)∗ = 0 ,
δξHβ Υa = (δξHβ Υa)
∗ = 0 , δξHβ Υ˜
a = (δξHβ Υ˜
a)∗ = 0 , (5.65)
which are nothing but the BPS equations supplemented by the reality conditions. The
equations in the first line imply that qa and q˜
a are τ -independent, something we already saw
before from the BPS equations. In other words, qa and q˜
a are functions on the disk D2, which
is a base of the U(1) fibration with fibers parametrized by τ . The equations in the second
line imply Ha = H˜
a = 0, i.e., X ′1 = 0, as well as (X
′
1)
∗ = 0. The equations Ha = H˜a = 0 are
again the BPS equations, they simply express Ga and G˜
a in terms of qa and q˜
a (as in (E.8)
and (E.9)), while (X ′1)
∗ = 0, due to the unusual conjugation property (5.54), gives one more
equation on q’s concisely written as:
D10X0 = 0 . (5.66)
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Introducing notation
q± = q1 ± iq2 , q˜± = q˜1 ± iq˜2 , (5.67)
this equation is equivalent to the following system of equations:
∂q+
∂z2
= i
σ
2
q− ,
∂q−
∂z¯2
= −iσ
2
q+ ,
∂q˜+
∂z2
= i
σ
2
q˜− ,
∂q˜−
∂z¯2
= −iσ
2
q˜+ .
(5.68)
Because q˜a are complex conjugates of qa, the above equations on q˜
a are complex conjugates
of those for qa, so we only need to solve for qa.
The case σ = 0 (the free hyper case) is simpler, so let us discuss it first. In this case, q− is
simply a holomorphic function of z2 on D
2, and q+ is anti-holomorphic. The holomorphy of
q− on the disk implies that it can be written as a convergent power series q− =
∑∞
n=0 an(z2)
n,
and similarly q+ =
∑∞
n=0 bn(z¯2)
n. Such functions are uniquely determined by their values at
the boundary of the disk, where their Taylor expansions turn into the Fourier expansions:
q−|∂D2 =
∑∞
n=0 ane
inϕ and q+|∂D2 =
∑∞
n=0 bne
−inϕ. We see that equations at σ = 0 imply
that the functions qa are determined uniquely by their values at the boundary ∂D
2 = S1
(which is where our 1d theory lives), and moreover, q− at the boundary has only Fourier
modes einϕ with n ≥ 0, while q+ at the boundary has only Fourier modes e−inϕ with n ≥ 0.
If we now look at the anti-periodic linear combination:
Q(ϕ) = q1(ϕ) cos
ϕ
2
+ q2(ϕ) sin
ϕ
2
=
1
2
q+(ϕ)e
−iϕ/2 +
1
2
q−(ϕ)eiϕ/2
=
1
2
∞∑
n=0
ane
iϕ(n+ 12) +
1
2
∞∑
n=0
bne
−iϕ(n+ 12) ,
(5.69)
we see that the most general Fourier series for Q(ϕ) completely encodes boundary values
for q+ and q−. This shows that Q(ϕ) parametrizes the bosonic part of the localization
locus at σ = 0. An analogous calculation can also be performed for Q˜(ϕ) as defined in
(4.14). Alternatively, we could start from Q(ϕ), from which by (5.69) we can extract qa,
then determine q˜a by complex conjugation, and consequently determine Q˜(ϕ) using (4.14).
This procedure shows that Q˜(ϕ) is not simply the complex conjugate of Q(ϕ); the relation
between Q and Q˜ is more complicated and will be discussed later.
It is straightforward to extend this analysis to σ 6= 0, with the equations becoming slightly
47
more complicated and holomorphy lost. In this case, the solution for q± is:
q− =
∑
n∈Z
anIn(σ sin θ)e
inϕ ,
q+ =
∑
n∈Z
ian−1In(σ sin θ)einϕ , (5.70)
where In are modified Bessel functions that are regular at zero. Just as for σ = 0, the
solutions (5.70) are completely determined by the values of q± at the boundary ∂D2. The
expressions for q˜a are obtained by complex conjugation. The fields Q(ϕ) and Q˜(ϕ) at the
boundary are:
Q(ϕ) = q1(ϕ) cos
ϕ
2
+ q2(ϕ) sin
ϕ
2
=
∑
n∈Z
ian
In+1(σ)− iIn(σ)
2
ei(n+
1
2)ϕ ,
Q˜(ϕ) = q˜1(ϕ) cos
ϕ
2
+ q˜2(ϕ) sin
ϕ
2
= −
∑
n∈Z
a∗n
In+1(σ)− iIn(σ)
2
e−i(n+
1
2)ϕ . (5.71)
We see that, again, all information about the fields qa and q˜
a that solve D10X0 = 0 in the bulk
of D2 is encoded in the most general anti-periodic fields Q(ϕ) and Q˜(ϕ) at the boundary
∂D2, subject to a certain reality constraint relating Q(ϕ) and Q˜(ϕ). This completes the
proof that the bosonic part of the localization locus is completely parametrized by Q(ϕ) and
Q˜(ϕ), the fields present in the 1d action (5.23), subject to the reality constraint.
Knowing the localization locus for bosons, there are no further subtleties with the 1-
loop determinant for fluctuations of bosons in the transverse directions of the field space.
Since the localizing term is quadratic, any zero mode would correspond to moving along the
localization locus, so the determinant for transverse directions is well-defined and non-zero.
In fact, one can easily check that the bosonic localization locus, as found above, coincides
precisely with the space of zero modes of ∆̂b. These are a discrete series of normalizable zero
modes of ∆̂b, and there are no other zero modes of ∆̂b (which could be part of continuous
spectrum, for example). Concretely, one can check that there is a gap in the spectrum of
∆̂b which separates discrete zero modes from the rest of the spectrum. The existence of this
gap gives an even better evidence that everything works well with the localization of bosons
using e−tV as the localizing term.
The localization of fermions
To understand what the localization by e−tV does to fermions, we have to study the
spectrum of the operator acting on fermions that appear in V , that is of ∆̂f . To do that, we
have to be precise about the space that ∆̂f acts on, and this is where the subtleties begin.
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Spaces of fields and L2 and L′2 structures
The fields that initially appear in the path integral are ψαa˙, ψ˜αa˙. It is natural to postulate
that they are square-integrable, and that the path integral is taken over the corresponding
Hilbert space. Note that when we describe the space of fields, their statistics does not matter,
so we might as well assume that they take values in the ordinary complex numbers. There
is a norm which we refer to as an L2 structure:
||(ψ, ψ˜)||2L2 =
∫
S3
Vol
∑
α,a˙
[
(ψαa˙)
∗ψαa˙ + (ψ˜αa˙)∗ψ˜αa˙
]
. (5.72)
One then chooses some convenient operator on S3 that is self-adjoint with respect to this
norm, e.g., the Dirac operator, expands fields into their eigenmodes, and uses this expansion
to define the path integral. At this point, statistics becomes relevant since the modes of
spinors are defined to be Grassmann numbers.
A key step in our discussion of the localizing term is to introduce new fields ηa, η˜
a,Υa, Υ˜
a.
We want to pass to integration over these new fields, but this is a subtle point. Even though
the expressions for ηa,Υa in terms of the old fields are perfectly smooth, they degenerate at
the θ = pi/2 circle. The inverse transforms blow up there. Indeed, we have
ψa˙ =
1
µ
(
(ξHβ )aa˙µ
abηb − iνa a˙Υa
)
,
ψ˜a˙ =
1
µ
(
(ξHβ )
a
a˙µabη˜
b + iνaa˙Υ˜
a
)
, (5.73)
which blows up at θ = pi/2. Since we want ψ and ψ˜ to be L2-normalizable, the fields ηa and
Υa cannot behave arbitrarily in the vicinity of θ = pi/2, where µ vanishes. They should obey
certain “boundary” conditions in the vicinity of the θ = pi/2 circle that ensure that
∑
α,a˙
(ψαa˙)
∗ψαa˙ = −1 + β
2
2β
(
1
µ
µabη∗aηb +
1
µ2
µabΥ∗aΥb
)
− 1− β
2
2β
1
µ
iεab (Υ∗aηb − η∗bΥa) (5.74)
is integrable on S3.
We can introduce another norm, which we refer to as an L′2 structure. If we write
A = (ηa η˜
a Υa Υ˜
a)t, then the L′2 structure is characterized by the norm:
||(η, η˜,Υ, Υ˜)||2L′2 = 〈A∗, A〉 =
∫
S3
Vol
∑
a
[
(ηa)
∗ηa + (η˜a)∗η˜a + (Υa)∗Υa + (Υ˜a)∗Υ˜a
]
.
(5.75)
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Our real operator ∆̂f , being anti-symmetric with respect to 〈·, ·〉, becomes anti-Hermitian
in the L′2 structure. If we study its spectrum in the L′2 structure, all its discrete spectrum
eigenfunctions have to be L′2 normalizable. But, because of the singular relations like (5.74),
they won’t necessarily be L2 normalizable.
For the Hilbert space with the L2 inner product, we will use the notation H, while H′
will be used to denote the L′2 Hilbert space. The definitions (5.46) of η,Υ and η˜, Υ˜ provide
an embedding of H as a linear subspace of H′. Linearity simply follows from the linearity of
(5.46).
When we write the path integral in terms of ψ, ψ˜, we simply think of integration over
H (with some modes cut-off used to make this precise). When we write the path integral
in terms of η,Υ, η˜, Υ˜ though, because these fields live in a bigger space H′, we should think
of integration over H as a subspace of H′. This is important, in particular, because the
operator ∆̂f , being anti-Hermitian in H′, is not anti-Hermitian when restricted to H.
No fermionic zero modes in the discrete spectrum
The above discussion shows that the operator that enters the localization procedure is
∆̂f restricted to H ⊂ H′, where by “restricted” we mean the orthogonal projection with
respect to 〈·, ·〉. It would be difficult to study such a projected operator, so instead we do
the following.
Let us introduce an eight-column Γ = (ψ11˙ ψ12˙ ψ21˙ ψ22˙ ψ˜11˙ ψ˜12˙ ψ˜21˙ ψ˜22˙)
t. We already intro-
duced notations X ′0 and X1 for the columns with η, η˜ and Υ, Υ˜ before. The relation (5.46)
can be written as: (
X ′0
X1
)
= TfΓ , (5.76)
where Tf is a coordinate dependent 8 by 8 matrix. Its determinant is β
8 cos8 θ, which of
course vanishes at the θ = pi/2 circle and is the reason why H and H′ are not the same. The
localizing term for fermions is:
∫
S3
Vol
(
X
′t
0 X
t
1
)
∆̂f
(
X ′0
X1
)
=
∫
S3
Vol ΓtT tf∆̂fTfΓ . (5.77)
The matrix Tf is complex, so even though T
t
f∆̂fTf is anti-symmetric, it is not real, so we
cannot apply the spectral theorem. However, it is possible to find another complex and
everywhere non-degenerate matrix Mf , such that:
Tf = RfMf , (5.78)
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where Rf still degenerates at θ = pi/2, but now it is real. There is a lot of freedom in
choosing such a matrix Mf , and we fix it to be:
Mf =
(
B 04
04 B
)
, B =

1 0 0 − 1
β
0 1 β 0
i 0 0 i
β
0 i −iβ 0
 . (5.79)
The localizing term for fermions becomes:∫
S3
Vol ΓtM tfR
t
f∆̂fRfMfΓ. (5.80)
The change of variables χ = MfΓ is a non-degenerate field redefinition, and we could imagine
defining the path integral over χ rather than Γ. We could define yet another norm:∫
S3
Volχ†χ , (5.81)
but because χ†χ = Γ†M †fMfΓ = 2(|ψ11˙|2 + |ψ12˙|2 + β2|ψ21˙|2 + 1β2 |ψ22˙|2 + |ψ˜11˙|2 + |ψ˜12˙|2 +
β2|ψ˜21˙|2 + 1β2 |ψ˜22˙|2), this χ†χ is integrable if and only if Γ†Γ =
∑
αa˙
(
|ψαa˙|2 + |ψ˜αa˙|2
)
is
integrable. So this norm is equivalent to the L2 structure we had before, and integrating
over χ with this norm is equivalent to integrating over the same Hilbert space H.
The localizing term now takes the form
∫
S3
VolχtRtf∆̂fRfχ, and the relevant operator
is Rtf∆̂fRf . It is real and anti-symmetric, thus the spectral theorem applies to it now, and
so it makes sense to look for its eigenfunctions. If it has any zero modes, they would be of
the form “R−1f times the zero mode of ∆̂f”. If they are part of the discrete spectrum, they
should be L2 normalizable. Let us see if there are any. We try to solve:
∆̂f
(
X ′0
X1
)
= 0 ⇒
{
D00X
′
0 − 12D†10X1 = 0 ,
1
2
D10X
′
0 +D00X1 = 0 .
(5.82)
where as before, X ′0 = (η1, η2, η˜
1, η˜2)t and X1 = (Υ1, Υ2, Υ˜
1, Υ˜2)t are four-component
columns. Acting on the second equation with D00, using that it anticommutes with D10 and
using the first equation to eliminate D00X
′
0, we arrive at:
D10D
†
10X1 =
(
2β
r
)2
∂2τX1 . (5.83)
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The differential operator ∂2τ appearing on the right is non-positive definite: it can only
have zero or negative eigenvalues. The differential operator D10D
†
10 appearing on the left
is manifestly non-negative definite. Therefore, the above equation can only be satisfied if
∂τX1 = 0 (so the solutions of (5.83) are defined on the disk D
2) and D10D
†
10X1 = 0 ⇒
D†10X1 = 0. Let us temporarily write D
(σ)
10 for D10 to make σ-dependence of D10 explicit.
Then
(D
(σ)
10 )
† =
1
cos2 θ
D
(−σ)
10 cos
2 θ . (5.84)
So (D
(σ)
10 )
†X1 = 0 implies D
(−σ)
10 (cos
2 θX1) = 0. Modes in the kernel of D
(−σ)
10 are completely
determined by their value at the boundary of the disk, as we have seen in the analysis of
bosonic localization locus. If X1 is regular, then X1 cos
2 θ vanishes at θ = pi/2, that is at
∂D2, and so D
(−σ)
10 (cos
2 θX1) = 0 implies X1 = 0. The only way to avoid this conclusion is
to assume that X1 is singular at the boundary, with the singularity being no weaker than
1/ cos2 θ. However, this asymptotic behavior will give a mode which is not normalizable. So
we infer that X1 = 0. The remaining equations imply D00X
′
0 = 0, that is ∂τX
′
0 = 0, and:
D10X
′
0 = 0 . (5.85)
These are again the same equations we obtained before for the bosonic part of the localization
locus. Therefore, we could use the same solution, which would lead us to a naive conclusion
that there are fermionic zero modes: Υa = Υ˜
a = 0 and ηa, η˜
a are determined by η± = η1±iη2
and η˜± = η˜1 ± iη˜2, which are in turn given by expressions like (5.70).
We now impose L2 normalizability of these zero modes. Using (5.74), the integral∫
S3
1
µ
µabη∗aηb × sin θ cos θ dθ dϕ dτ has to be convergent. Since µ = β2 cos2 θ, we are inte-
grating over the disk the following:
−2pi
β2
∫
D2
µabη∗aηb
d(cos θ)
cos θ
dϕ. (5.86)
For possible zero modes we have:
η− =
∑
n
ηnIn(σ sin θ)e
inϕ ,
η+ =
∑
n
iηn−1In(σ sin θ)einϕ . (5.87)
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If we insert these expressions into (5.86), we obtain
2pi2
β
∫ θ=pi/2
θ=0
∑
n
(η∗n−1ηn−1 + η
∗
nηn)I
2
n(σ sin θ)
d(cos θ)
cos θ
. (5.88)
The convergence of this integral requires that all ηn = 0, so we conclude that zero modes are
not in the discrete spectrum of Rtf∆̂fRf .
Summary
Let us summarize what has been done in the last couple of pages. We have rewritten
the fermionic path integral as an integral over χ. We were able to prove that the operator
Rtf∆̂fRf that appears in the localizing term does not have any L
2 normalizable zero modes.
If there were such zero modes, we would say that the localization locus is actually a su-
permanifold and they would be the fermionic coordinates on it. As we see, this does not
happen, and the localization locus is purely bosonic, parametrized by Q(ϕ), as we explained
before.
However, the spectrum of Rtf∆̂fRf still might have continuous branches that pass through
zero. They manifest themselves as “non-normalizable” zero modes we encountered above. In
fact, a more detailed analysis of this operator and the asymptotic behavior of its eigenfunc-
tions next to θ = pi/2 shows that this is indeed the case. We believe that for such operators,
the determinant can still be defined after appropriate regularization and renormalization
have been introduced. We are not going to study this here.
Let us also emphasize that even though we have not been able to prove rigorously that
localization works well for fermions, our final result about the 1d theory (5.23) is still reliable.
Indeed, in Section 5.3 we showed that the 1d theory (5.23) gives precisely the same correlators
as the 3d Gaussian theory coupled to a matrix model (5.10). What we have shown in
the discussion above is that the same result can be obtained from the localization of the
hypermultiplet, up to an unresolved problem about the existence of the determinant of an
operator with continuous spectrum. Moreover, our analysis identified a relation between Q
and Q˜ that can be used to define a middle-dimensional integration cycle in the path integral
(5.24) that we now discuss.
5.4.4 Integration cycle from localization
If we look at the linear combinations Q = q1 cos
ϕ
2
+ q2 sin
ϕ
2
and Q˜ = q˜1 cos
ϕ
2
+ q˜2 sin
ϕ
2
in
the 3d theory, they are completely independent. They are also not related by the complex
conjugation, since Q∗ = q˜2 cos
ϕ
2
−q˜1 sin ϕ2 and Q˜ = q˜1 cos ϕ2 +q˜2 sin ϕ2 are linearly independent.
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Things change once we pass to the 1d theory of the localization locus. The fields Q(ϕ)
and Q˜(ϕ) become related by a complicated reality condition. If we write Fourier expansions
of these fields as:
Q(ϕ) =
∑
n∈Z+ 1
2
cne
inϕ ,
Q˜(ϕ) =
∑
n∈Z+ 1
2
c˜ne
−inϕ ,
(5.89)
then, as one can see from (5.71), the reality condition is:
c˜n = e
iαn(σ)c∗n , e
iαn(σ) ≡ 1
i
In+ 1
2
(σ)− iIn− 1
2
(σ)
In+ 1
2
(σ) + iIn− 1
2
(σ)
. (5.90)
The relation c˜n = e
iαn(σ)c∗n can be interpreted as a choice of integration cycle in the
Gaussian integrals in (5.24) or (5.26). The choice (5.90) is such that these integrals converge.
Indeed, the Gaussian integrals in (5.26) can be written in terms of the mode coefficients as
∏
n∈Z+ 1
2
∫
dcn dc˜n e
−2pi(in+σ)cnc˜n =
∏
n∈Z+ 1
2
∫
dcn dc
∗
n e
−2pi(in+σ)eiαn(σ)|cn|2
(5.91)
where we used the fact that the Jacobian for the change of variables from c˜n to c
∗
n is equal
to 1 due to the property αn(σ) + α−n(σ) = 0 that can be easily inferred from (5.90). The
Gaussian integral in (5.91) converges provided that
Re
[
(in+ σ)eiαn(σ)
] ≥ 0 (5.92)
for all n and σ. This condition holds, as can be checked explicitly using the expression for
αn(σ) given in (5.90).
One can of course deform the integration cycle while preserving the convergence of the
Gaussian integrals. For instance, an alternative choice of integration cycle is given by
c˜n = i sgn(n)c
∗
n (5.93)
which has the advantage of being independent of σ. This is in fact the σ → 0 limit of (5.90).
While very simple in terms of the Fourier modes, the condition (5.93) is rather complicated
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in position space. It takes the form
Q˜(ϕ) =
1
2pi
P.V.
∫
dϕ′
1
sin ϕ−ϕ
′
2
Q∗(ϕ′) , (5.94)
with P.V. denoting principal value integration.
5.5 Integration cycle from Morse theory
The 1d Gaussian theory (5.23) is very similar to the one studied by Witten in [51]. The
two theories are given by the same Hamiltonian path integral for quantum mechanics, with
the only exception that in (5.23) the scalar fields are taken to be anti-periodic on the circle,
while in [51] they are periodic. When σ = 0, the description of integration cycle used in [51]
involves holomorphic functions on an auxiliary two-dimensional disk, which is suggestively
similar to the description we found in (5.68)!
Let us thus explore the connection between our 1d Gaussian theory (5.23) and that
studied in [51] in more detail. For simplicity, let us focus on the case of a free uncharged
hypermultiplet and leave the generalization to a gauged hypermultiplet for future work.
It was explained in [51, 52] that one can construct sensible integration cycles for the path
integral using Morse theory. Let us apply this formalism to our case. While we will not
give a comprehensive review of the Morse theory formalism developed in [51, 52], we refer
interested readers to these references for more details.
We start with the holomorphic functional
exp
[
4pir
∫ pi
−pi
Q˜∂ϕQdϕ
]
, (5.95)
which we want to integrate over some middle-dimensional real cycle in the space of complex
fields Q(ϕ) and Q˜(ϕ) that describe anti-periodic maps S1 → C2. At every ϕ, it is convenient
to parameterize the target space C2 by Q = x+ iy and Q˜ = x˜+ iy˜, where x, y, x˜, and y˜ are
real coordinates.
The integration cycle in the path integral should be chosen in such a way that the
functional exp
[
4pir
∫ pi
−pi Q˜∂ϕQdϕ
]
vanishes at large field values in order for the path integral
to converge. A way to construct such an integration cycle is to consider the real part of the
holomorphic action as a Morse function:
h = Re
∫
Q˜dQ =
∫
(x˜dx− y˜dy) , (5.96)
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(we dropped the positive factor 4pir because it is irrelevant in this discussion) and construct
the integration cycle using the gradient flow lines associated with this Morse function that
start from the critical points of h. Since the Morse function h = Re
∫
Q˜dQ is strictly
decreasing along any gradient flow, it is bounded from above by its value at the critical
point at which the flow starts. As explained in [51, 52], if the integration cycle is, roughly
speaking, defined as a union of all gradient flow lines starting from the critical point, the
functional exp
[∫ pi
−pi Q˜dQ
]
remains bounded along this cycle and vanishes at infinity, so it
can be integrated.
Since the fields are taken to be antiperiodic on the circle—which is the main difference
between our theory and that in [51]—the only critical point of h is x = x˜ = y = y˜ = 0, as
one can find from setting δh = 0. One can check that among the eigenvalues of the Hessian
of h at this critical point, precisely half are positive and half are negative.25 A gradient flow
line can go in any of the negative directions, and so the union of all gradient flow lines indeed
defines a middle-dimensional cycle, as is always the case for isolated critical points.
The definition of gradient flow requires a metric on target space. Indeed, in order to
define gradient flow, we would like to turn the one-form δh into the vector field defining the
flow line using a metric on the space of maps parameterized by Q(ϕ) and Q˜(ϕ). To achieve
this goal, we first choose a metric on C2,
ds2 = |dQ˜|2 + |dQ|2 = dx2 + dy2 + dx˜2 + dy˜2 . (5.97)
This metric on C2 induces a metric on the space of mapsQ(ϕ), Q˜(ϕ) given by
∫ (|δQ|2 + |δQ˜|2) dϕ,
and this latter metric allows us to define the gradient flow lines of h. If s ∈ (−∞, 0] is the
flow parameter, the flow equations for this metric are:
∂x(s, ϕ)
∂s
=
∂x˜(s, ϕ)
∂ϕ
,
∂x˜(s, ϕ)
∂s
= −∂x(s, ϕ)
∂ϕ
,
∂y(s, ϕ)
∂s
= −∂y˜(s, ϕ)
∂ϕ
,
∂y˜(s, ϕ)
∂s
=
∂y(s, ϕ)
∂ϕ
.
(5.98)
The fields appearing in (5.98) have to be anti-periodic in ϕ, as we mentioned before. The
boundary condition at s = −∞ is that the flow line should start from the critical point of h,
that is the fields x, y, x˜, y˜ should vanish at s = −∞. With such a boundary condition, the
space of all possible solutions of (5.98) restricted to s = 0 provides a good integration cycle,
25For that, we can expand fields x, y, x˜, y˜ in Fourier modes on S1 and introduce a UV cutoff on the modes
in order to obtain a finite-dimensional vector space. Then h becomes a real quadratic form in those modes,
half of whose eigenvalues are positive and half are negative.
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as explained in [51] and reviewed briefly above. Note that taking s = 0 is just a convenient
choice. Since we can go along the flow with different speeds, flowing for the time (−∞, 0]
with all possible initial speeds sweeps out the whole range of possible flow lines.
What the equations (5.98) tell us is that x + ix˜ and y˜ + iy should be holomorphic
functions in the complex coordinate w = s + iϕ. Locally, this is the same as to say that
they are holomorphic in the coordinate z = expw, that parameterizes the unit disk D2. The
locus s = 0 corresponds to the boundary of this disk. Unlike in [51], fields x+ ix˜, y˜+ iy are
not holomorphic functions on this disk, but rather, because of their anti-periodicity in ϕ,
are holomorphic functions on the double cover parametrized by
√
z. Being holomorphic in√
z and anti-periodic in ϕ = 2 arg
√
z, the Taylor expansions of these functions can contain
only odd positive powers of
√
z. Any function of this type can be written as
√
z times an
arbitrary holomorphic function of z. So we conclude that the most general solution of the
flow equations satisfying the boundary condition at s = −∞ is:
x+ ix˜ =
√
za(z) , y˜ + iy =
√
zb(z) , (5.99)
where a(z) and b(z) are arbitrary holomorphic functions on the disk. Then the space of
boundary values of these solutions provides a good integration cycle.
Let us make contact with the fields of our theory. Recall that in Section 5.4.3 we defined
the linear combinations of hypermultiplet scalars q± = q1 ± iq2 and q˜± = q˜1 ± iq˜2, in terms
of which Q(ϕ) and Q˜(ϕ) are
Q(ϕ) =
1
2
q−(ϕ)eiϕ/2 +
1
2
q+(ϕ)e
−iϕ/2 ,
Q˜(ϕ) =
i
2
q˜+(ϕ)e−iϕ/2 − i
2
q˜−(ϕ)eiϕ/2 .
(5.100)
Using (5.99) restricted to the boundary z = eiϕ, and using Q = x + iy and Q˜ = x˜ + iy˜, we
obtain
Q(ϕ) =
1
2
(a(eiϕ) + b(eiϕ))eiϕ/2 +
1
2
(a¯(e−iϕ)− b¯(e−iϕ))e−iϕ/2 ,
Q˜(ϕ) =
i
2
(b(eiϕ)− a(eiϕ))eiϕ/2 + i
2
(a¯(e−iϕ) + b¯(e−iϕ))e−iϕ/2 .
(5.101)
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Comparing (5.101) with (5.100), we conclude that we can take:
q−(ϕ) = [a(z) + b(z)]
∣∣
z=eiϕ
, q+ =
[
a¯(z¯)− b¯(z¯)] ∣∣
z=eiϕ
,
q˜+(ϕ) =
[
a¯(z¯) + b¯(z¯)
] ∣∣
z=eiϕ
, q˜− = [a(z)− b(z)] ∣∣
z=eiϕ
, (5.102)
and therefore completely describe the integration cycle by saying that it is given by (5.100),
with q−(ϕ) being the boundary value of a holomorphic function on a disk, and q+(ϕ) being
the boundary value of an antiholomorphic function on a disk. For the tilded fields we have
q˜± = (q∓)∗. But these descriptions coincide precisely with what we obtained in Section
5.4.3 from localization! We therefore conclude that the integration cycle we find here using
the Morse theory is the same as the integration cycle given in (5.93) obtained before from
localization.
6 Properties of twisted Higgs branch theory
Before we move on to applications, let us provide a brief summary of the results of the
previous section and describe some important features of the 1d theory used to calculate
correlation functions of twisted Higgs branch operators.
6.1 Brief summary
The main result of our work is a concise formula representing a 1d Gaussian theory coupled
to a matrix model that can be used to compute correlation functions of twisted Higgs branch
operators. The matrix degree of freedom, σ, has its 3d origin in the constant mode of one of
the N = 4 vectormultiplet scalars and is thus valued in the Lie algebra g of the gauge group
G. By a gauge transformation, σ can be taken to lie within the Cartan subalgebra, and one
can write the S3 partition function as
Z =
1
|W|
∫
Cartan
dσ det ′adj(2 sinh(piσ))Zσ , (6.1)
where |W| is the order of the Weyl group of the gauge group, and Zσ is the partition function
of the 1d Gaussian theory that couples to σ. This 1d Gaussian theory is written in terms
of anti-periodic scalars Q(ϕ) and Q˜(ϕ) living on a great circle of S3 parameterized by ϕ ∈
[−pi, pi]. They have their 3d origin in the twisted operators formed from the hypermultiplet
scalars. For a hypermultiplet transforming in the representation R of g, we have that Q(ϕ)
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and Q˜(ϕ) transform in R and R, respectively. The partition function of the 1d theory is
Zσ =
∫
DQDQ˜e−Sσ [Q,Q˜] , Sσ[Q, Q˜] = `
∫
dϕ
[
Q˜∂ϕQ+ Q˜(σ +mr)Q− 2pii trζ σ
]
,
(6.2)
where ` ≡ −4pir, r being the radius of S3, m is the real mass matrix, and trζ : g → C is
a weight of g corresponding to FI parameters, i.e., if ta are generators of abelian factors in
g, then trζ σ = trζ
∑
a σata =
∑
a σa trζ(ta), with trζ(ta) = ζa the FI parameters. The path
integral in (6.2) is over a middle-dimensional integration cycle in the space of complex Q and
Q˜, as explained in Sections 5.4.4 and 5.5. However, for the applications we are interested in,
the precise choice of the integration cycle will not be important.
The theory (6.1)–(6.2) can be used to calculate correlation functions of twisted Higgs
branch operators Oi via
〈O1(ϕ1) . . .On(ϕn)〉 = 1|W|Z
∫
Cartan
dσ det ′adj[2 sinh(piσ)]〈O1(ϕ1) . . .On(ϕn)〉σ Zσ , (6.3)
where, 〈 · · · 〉 represents an expectation value in the full 3d N = 4 SCFT, while 〈 · · · 〉σ
represents the expectation value in the Gaussian 1d theory (6.2). The latter expectation
value can be computed using Wick contractions with the propagator
Gσ(ϕ1 − ϕ2) = 〈Q(ϕ1)Q˜(ϕ2)〉σ = sgn(ϕ1 − ϕ2) + tanh(pi(σ +mr))
2`
e−(σ+mr)(ϕ1−ϕ2) . (6.4)
At coincident points, this propagator reduces to
Gσ(0) =
tanh(pi(σ +mr))
2`
. (6.5)
In the expressions above, σ + mr is a shorthand notation for R(σ) + rF(m), where R and
F are maps form the gauge and flavor algebras, respectively, into dimR× dimR hermitian
matrices, as introduced in Footnote 6.
6.2 Topological gauged quantum mechanics
Let us now discuss two important properties of the theory presented above, first in the
conformal case m = ζ = 0, and then in the case where m and ζ are non-zero.
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6.2.1 The conformal case
The first property of (6.1) when m = ζ = 0 is that correlation functions of gauge-invariant
operators are topological. Indeed, at fixed σ, the equations of motion for Q and Q˜ give ∂ϕQ =
−R(σ)Q and ∂ϕQ˜ = +R(σ)Q˜. The theory (6.2) being Gaussian, it follows that any operator
O built out of Q and Q˜ obeys ∂ϕO = −RO(σ)O, with RO being the gauge representation
of O. Gauge-invariant operators have RO(σ) = 0, and therefore they obey ∂ϕO = 0.
Consequently, the correlation functions of gauge-invariant operators must be independent of
the precise distance between the operator insertions. However, these correlation functions
could and, in general, do depend on the ordering of the insertions. Note that gauge-non-
invariant operators may have position-dependent correlation functions, as can be seen, for
instance, in (6.4) in the case of the gauge non-invariant operators Q and Q˜.
Another property that is rather hard to see from (6.1), but that we have checked in detail
in many examples, is that, when m = ζ = 0, we have
(Q˜R(T )Q)(ϕ) = 0 , for all T ∈ g , (up to contact terms) . (6.6)
This identity can be used in the correlation functions of gauge-invariant operators (up to
contact terms). From the point of view of the 3d theory, the relation (6.6) is a D-term
relation. Indeed, at the SCFT fixed point attained by sending gYM →∞, the Dab equation
of motion gives the D-term relations q˜(aR(T )qb) = 0 for all T ∈ g. Taking appropriate linear
combinations of these relations and using the definitions of Q and Q˜ in (4.14) yields (6.6).
Note that when Q˜R(T )Q appears in a composite operator, for instance in a gauge-invariant
operator Q˜R(T )QO, this operator need not vanish exactly; instead, it can be written as a
linear combination of operators that do not involve Q˜R(T )Q. The precise form of this linear
combination depends on the precise definition of the composite operator Q˜R(T )QO, as we
will see explicitly in examples.
It is possible to provide a more formal argument both for the topological nature of the
correlation functions of gauge-invariant operators and for the D-term relation (6.6). This
argument relies on interpreting (6.1) with m = ζ = 0 as the partition function of a gauge-
fixed topological gauged quantum mechanics, albeit with an unusual choice of integration
cycle in the path integral. Let us construct this gauged quantum mechanics starting from
(6.1). The first step is to rewrite (6.1) as an integral over the whole Lie algebra, not just the
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Cartan. Up to an overall constant, we have
Z =
∫
dσ Zσ det
′
adj
2 sinh(piσ)
σ
. (6.7)
Indeed, in passing from (6.7) to (6.1) one has to introduce a Vandermonde determinant equal
to det ′adjσ that cancels the denominator of the last factor in (6.7), as well as divide by |W|,
the order of the residual discrete gauge symmetry.
We then notice that
2 sinh(pia)
a
= C
∞∏
n=1
(n2 + a2) , (6.8)
where the prefactor C amounts to a divergent a-independent normalization. It follows that
up to an overall normalization factor, we can write (6.7) as
Z =
∫
dσ Zσ
∫
D′cD′c˜ exp
[
−
∫
dϕ c˜ ∂ϕ(∂ϕ + σ)c
]
, (6.9)
where c and c˜ are Lie-algebra valued fermionic ghosts that are periodic on the circle, and
where the primes in the ghost integration measure mean that we are not integrating over the
ghost zero modes. Indeed, to show that (6.9) reduces to (6.7), note that integrating out the
pair of modes of c and c˜ whose ϕ dependence is proportional to einϕ and e−inϕ, with n ≥ 1,
results in a factor of
n2(n2 + σ2) . (6.10)
Using (6.8), we see that the product of (6.10) over all integer n ≥ 1 gives (6.7) up to an
unimportant overall normalization factor.
Lastly, we interpret (6.9) as the ghost action corresponding to the gauge-fixing condition
∂ϕAϕ = 0 for a 1d gauge field A = Aϕdϕ. Thus, combining all the steps mentioned above,
we find that the theory (6.1) is a gauge-fixed version of the gauged quantum mechanics
Z =
∫
DADQDQ˜ exp
[
−`
∫ pi
−pi
dϕ Q˜DϕQ
]
, Dϕ ≡ ∂ϕ +Aϕ . (6.11)
In order to match (6.9), the gauge fixing condition is solved by Aϕ = σ.
So far we have been cavalier about the proper integration cycle for Q, Q˜, A, and the
ghosts that would make the formal manipulations above well-defined. We leave a careful
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discussion for future work, but we would like to point out that this integration cycle is likely
to be quite non-trivial. For instance, we know from Section 5.4.4 that when A is restricted
to constant values σ in the Cartan of the gauge algebra, one should choose a slightly unusual
integration cycle for Q and Q˜. When A is not constant, one should choose an integration
cycle which is middle-dimensional in the space of complex Q, Q˜, and A and that makes the
path integral (6.11) well-defined. Hopefully such a cycle exists and can be used to show that,
despite the lack of the usual factor of i multiplying the gauge connection in the covariant
derivative, the action (6.11) still enjoys gauge invariance.
Assuming that the issues raised in the previous paragraph can be resolved, the descrip-
tion (6.11) makes more transparent the properties of (6.1) mentioned earlier. In particular,
the gauged quantum mechanics (6.11) is topological26 because it is invariant under repa-
rameterizations of the circle, so all correlation functions of gauge invariant operators must
be topological. In addition, the operator relation (6.6) is imposed pointwise by the path
integral over Aϕ: the gauge field Aϕ acts as a Lagrange multiplier.
It is worth noting that the topological quantum mechanics on a circle is an interesting
theory which has previously appeared in the literature in the context of deformation quan-
tization (see [53] and the footnote 3 of [54]) and the study of quantum geometry of phase
spaces [53], as well as the analytic continuation of quantum mechanics path integral in [51],
where the zero Hamiltonian quantum mechanics was the most basic example studied. The
fields there were taken to be periodic on the circle, in which case the theory had a zero
mode corresponding to translations along the circle. The proper definition of the theory
involved regularizing that zero mode, which can be done in a variety of ways (fixing zero
mode, delta function insertion, adding a small Hamiltonian, considering compact or finite
volume phase spaces) and which can introduce various subtleties. In our case, the fields Q
and Q˜ naturally appear as antiperiodic on the circle, which is yet another way of solving the
zero mode problem.
6.2.2 Non-vanishing mass and FI parameters
When m and ζ are not necessarily vanishing, the discussion above is modified as follows. The
first modification is that all operators in the theory (6.1) obey ∂ϕO = − [RO(σ) +RO(mr)]O,
where RO is the representation of O under the product of the gauge and flavor groups. For
gauge invariant operators RO(σ) = 0, but RO(mr) may not vanish when m 6= 0. Conse-
26For quantum mechanics, “topological” is synonymous to “zero Hamiltonian.” We use the Schwarz type
notion of a “topological” quantum mechanics, which means that Hamiltonian is precisely zero, not up to
Q-exact terms.
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quently, the correlation functions of O may no longer be topological. The position depen-
dence of these correlation functions is rather simple, however. We have
〈O1(ϕ1) · · · On(ϕn)〉 = e−
∑n
i=1ROi (mr)ϕi × (topological correlation function) . (6.12)
For example, if Oi has charge qj associated with the flavor U(1) symmetry with real mass
parameter mj, the position dependence on ϕi is e
−r∑j qjmjφi . The non-trivial position depen-
dence can also be understood from the fact that, as explained in Section 4, in the presence
of real mass parameters, the twisted translation Pˆϕ is cohomologous to −rmˆ, where mˆ is the
real mass operator.
The second modification of the discussion in the previous section is that the RHS of the
D-term relation (6.6) receives contributions proportional to the FI parameters. Note that
non-vanishing FI parameters do not affect the topological nature of the correlation function.
Lastly, the rewriting of the 1d Gaussian theory coupled to a matrix model (6.1) as a
gauge-fixed gauged quantum mechanics (6.11) is straightforward to perform in the presence
of non-zero m and ζ. The covariant derivative in (6.11) simply gets modified to Dϕ + mr
and the path integral acquires an extra factor of ei`
∫ pi
−pi trζ A. This factor is a 1d analog of
an analytically continued Chern-Simons term. A precise understanding of this term in the
gauged quantum mechanics requires studying the middle-dimensional integration cycle in
the space of complex fields Q, Q˜, and A. As already mentioned before, we postpone this
task for future work.
6.3 Correlators of twisted Higgs branch operators
Having understood the main properties of the theory (6.1), let us move on to applications.
The main application of the theory (6.1) (or (6.11)) is to calculate correlation functions of
twisted Higgs branch operators. We again first focus on the conformal case, and then extend
this discussion to the non-conformal deformations.
6.3.1 The conformal case
The most basic correlation functions are the 2- and 3-point correlators. When m = ζ = 0,
we have
〈Oi(ϕ1)Oj(ϕ2)〉 = bij , 〈Oi(ϕ1)Oj(ϕ2)Ok(ϕ3)〉 = cijk , ϕ1 < ϕ2 < ϕ3 , (6.13)
63
where bij and cijk are constants independent of the insertion points in the range where
ϕ1 < ϕ2 < ϕ3. All higher-point correlation functions are determined by (6.13) through a
successive use of the OPE
Oi(ϕ)Oj(ϕ′) =
∑
k
cij
kOk(ϕ′) , ϕ < ϕ′ , (6.14)
This OPE should be interpreted as an identity when used inside correlation functions of
adjacent insertions of twisted Higgs branch operators. The OPE coefficients cij
k can be
extracted from the 2-point and 3-point functions (6.13):
cij
k = bklcijl , (6.15)
where the matrix bij is the inverse of bij obeying b
ijbjk = δ
i
k. In practice, it is convenient to
work with a basis of operators that diagonalizes the 2-point function, such that bij = biδij
and bij = (1/bi)δ
ij. The lack of an explicit position dependence in the coefficients cij
k is
a reflection of the topological nature of the correlation functions of gauge-invariant twisted
Higgs branch operators.
The quantities of main interest in any given application of the 1d theory (6.1) are the
OPE coefficients cij
k, because they contain all the information necessary to construct corre-
lation functions of twisted Higgs branch operators. In particular, in the special case where
Ok is the identity operator, Ok = 1, we have cijk = bij, and thus from the cijk one can
immediately extract the coefficients bij and cijk defined above. The OPE coefficients cij
k are
thus quantities we will calculate in explicit examples in Section 7.
6.3.2 Non-vanishing mass and FI parameters
When m = 0 but ζ 6= 0, the correlation functions of the twisted Higgs branch operators are
still topological and take the form (6.13). The discussion above holds in this case too.
When m 6= 0, the correlation functions acquire position dependence, as explained in
Section 6.2.2. For the given ordering of the insertion points ϕ1 < ϕ2 < . . ., we have
〈Oi(ϕ1)Oj(ϕ2)〉 = bije−FOi (mr)ϕ1−FOj (mr)ϕ2 , ϕ1 < ϕ2
〈Oi(ϕ1)Oj(ϕ2)Ok(ϕ3)〉 = cijke−FOi (mr)ϕ1−FOj (mr)ϕ2−FOk (mr)ϕ3 , ϕ1 < ϕ2 < ϕ3 ,
(6.16)
with bij and cijk being constants, and F being the map from the flavor symmetry algebra
into complex dimR× dimR matrices defined in Footnote 6. The 1d OPE (6.14) is replaced
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by
Oi(ϕ)Oj(ϕ′) =
∑
k
cij
kOk(ϕ′)e−FOi (mr)ϕ−FOj (mr)ϕ′+FOk (mr)ϕ′ , ϕ < ϕ′ , (6.17)
with constant cij
k, which can now be used in any higher-point functions of twisted Higgs
branch operators between adjacent insertions. The relation between cij
k and bij and cijk is
then as in the conformal case.
While in a general non-conformal QFT it is not always possible to find a basis of operators
whose matrix of two-point functions is diagonal, in the 1d theory corresponding to the twisted
Higgs branch operators studied here one can diagonalize bij through the Gram-Schmidt
procedure.
6.4 2- and 3-point correlators of Higgs branch operators of the
SCFT
As advertised in the Introduction, when m = ζ = 0, we can also infer the 2- and 3-point
functions of the untwisted Higgs branch operators. Concretely, let us make contact between
(6.13) and the 2- and 3-point functions of untwisted Higgs branch operators in flat space.
For a Higgs branch operator Oa1···an(~x) of scaling dimension ∆O = n/2 let us define the
index free operator
O(n)(~x, U) = Ua1 · · ·UanOa1···an(~x) (6.18)
by contracting the su(2)H indices with polarizations U . Conformal invariance and su(2)H
symmetry imply that we can choose a basis of operators where the only non-vanishing 2-point
functions are
〈O(n)i (~x1, U1)O(n)j (~x2, U2)〉 = Bij
〈U1, U2〉n
|~x1 − ~x2|n , (6.19)
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where Bij are constants and where 〈U1, U2〉 ≡ Ua1U b2εab.27 The 3-point functions of Higgs
branch operators are also constrained by conformal and su(2)H symmetry to take the form
〈O(ni)i (~x1, U1)O(nj)j (~x2, U2)O(nk)k (~x3, U3)〉 = Cijk
〈U1, U2〉
ni+nj−nk
2 〈U1, U3〉
ni+nk−nj
2 〈U2, U3〉
nj+nk−ni
2
|~x1 − ~x2|
ni+nj−nk
2 |~x1 − ~x3|
ni+nk−nj
2 |~x2 − ~x3|
nj+nk−ni
2
(6.20)
where Cijk are constants.
The untwisted operators are related to the twisted ones by setting Ua = uaR3 as in (3.5).
A simple calculation shows that
Bij =
(
`
2pi
)n
bij , Cijk =
(
`
2pi
)ni+nj+nk
2
cijk . (6.21)
If we calculate bij and cijk using the model (6.1), we can easily extract the coefficients
appearing in the untwisted correlators (6.19)–(6.20) using (6.21).
6.5 Star product, Higgs branch chiral ring, and deformation quan-
tization
More abstractly, in the conformal case m = ζ = 0 we can represent the OPE (6.14) as the
star product operation
Oi ?Oj =
∑
k
cij
kOk , (6.22)
which can be thought of as a non-commutative multiplication operation on the algebra of
twisted Higgs branch operators. What is slightly less obvious is that the star product (6.22)
is also a non-commutative multiplication on the Higgs branch chiral ring. Indeed, it is not
hard to see that the twisted Higgs branch operators are in 1-to-1 correspondence with Higgs
branch chiral ring operators—at any given ϕ, the twisted Higgs branch operators agree
precisely with the Higgs branch chiral ring operators with respect to an N = 2 subalgebra,
which is to say that they can be represented by holomorphic functions on the Higgs branch
with respect to an appropriate choice of complex structure. To be concrete, let us take ϕ = 0
and denote the holomorphic function associated with O(0) by fO. The star product (6.22)
27Recall that ε12 = −ε21 = −1.
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can therefore also be thought of as acting on the Higgs branch chiral ring:
fOi ? fOj =
∑
k
cij
kfOk . (6.23)
As explained in [8], (6.23) represents a deformation quantization of the usual commutative
product fOiOj = fOifOj given by the multiplication of the corresponding holomorphic func-
tions, with the deformation parameter equal to `−1. Indeed, the star product (6.23) reduces
to this commutative product in the `→∞ limit.
It was explained in [8] that the descent of the twisted Higgs branch operators from the
untwisted ones of the 3dN = 4 SCFT, which have scaling dimension equal to the su(2)H spin,
∆ = n/2, yields various very special properties of the 1d operator algebra, and consequently
of the OPE (6.14) and of the star product (6.22). In some cases, it was shown in [8] that
these properties determine the star product uniquely up to a finite number of parameters.
Since we will not use these properties directly, we refer the reader to the discussion in [8].
In the rest of this paper, we use the 1d theory of the previous section to compute the star
product explicitly in a few examples and compare with the results of [8]. In particular, we
determine the parameters left undetermined in [8].
In the non-conformal case when m or ζ are non-zero, one can still define a star product
operation as in (6.22) using the coefficients cij
k appearing in (6.17). The star product defined
in this way obeys all the properties discussed in [8] except for the property referred to as
evenness in [8]. There is thus more freedom in the star product of a non-conformal theory
relative to the conformal case.
6.6 Operator mixing
As a last point in the discussion on how to use (6.1) to calculate explicit correlation func-
tions, we stress that the definition of the twisted Higgs branch operators in terms of the
fields of the 1d theory may suffer from operator mixing ambiguities even in the conformal
case. These ambiguities are reflected in non-zero two-point functions between operators of
different scaling dimensions, and can be removed upon performing a Gram-Schmidt diag-
onalization procedure. From the point of view of the parent N = 4 SCFT, the freedom
that is used for defining orthogonal operators is that of adding lower dimensional operators
multiplied by powers of the curvature tensor. Indeed, suppose we have identified a basis of
orthogonal operators with scaling dimension strictly less than ∆. In defining an operator O∆
of dimension ∆ that is orthogonal to all lower dimension operators, one can start with some
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choice Ô∆ that is not necessarily orthogonal to all lower dimension operators and consider
the linear combination
O∆ = Ô∆ +
∑
i
α1,iRO∆−2,i +
∑
i
α2,iR
2O∆−4,i + · · · (6.24)
where Rk denotes some contraction of the kth power of the Riemann tensor. One should
then adjust the coefficients αk,i such that O∆ is orthogonal to all lower dimension operators.
The construction of orthogonal twisted Higgs branch operators follows a similar recursive
pattern, where we can simply replace Rk by 1/`2k after redefining the αk,i by a dimensionless
multiplicative constant. Note that if there are any flavor symmetries present, then the lower
dimension operators included in (6.24) should transform in the same representation of the
flavor symmetry as Ô∆. In practice, we remove the operator mixing by diagonalizing the
matrix of 2-point coefficients bij defined in (6.13).
7 Applications to SCFTs
We now discuss specific examples in SCFTs, where m = ζ = 0.
7.1 SQED with N charged hypermultiplet flavors
Our first example is N = 4 SQED with N charged hypermultiplet flavors. Without adding
any real masses or FI terms, this theory is believed to flow to an interacting SCFT in the IR.
The matter content of the 1d theory consists of fields Q˜I(ϕ) and Q
I(ϕ), with I = 1, . . . , N ,
and has the partition function
Z =
∫
dσ Zσ ,
Zσ =
∫
DQ˜IDQ
I exp
[
−`
∫
dϕ
(
Q˜I∂ϕQ
I + σQ˜IQ
I
)]
=
1
[2 cosh(piσ)]N
.
(7.1)
In preparation for describing all the gauge-invariant operators of the 1d theory, let us
observe that σ acts as a Lagrange multiplier imposing the constraint Q˜IQ
I = 0 as an operator
relation. (See also the discussion in Section 6.2.) Indeed, taking a derivative of the integrand
of (7.1) with respect to σ, one obtains the integrated identity∫
dϕ 〈Q˜IQI(ϕ)O1(ϕ1) · · · On(ϕn)〉 = 0 (7.2)
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where Oi(ϕi) are any gauge-invariant insertions. Let us assume without loss of generality
that ϕ1 < ϕ2 < . . . ϕn. Because 〈Q˜IQI(ϕ)O1(ϕ1) · · · On(ϕn)〉 is a correlation function of
gauge-invariant operators, it is topological, or in other words
〈Q˜IQI(ϕ)O1(ϕ1) · · · On(ϕn)〉 = αk , if ϕ ∈ (ϕk, ϕk+1) , (7.3)
for some constants αk, with 1 ≤ k ≤ n. Here, we identified ϕn+1 = ϕ1 + 2pi. Then (7.2)
reduces to
n∑
k=1
αk(ϕk+1 − ϕk) = 0 . (7.4)
This equation should hold for any ϕk obeying ϕ1 < ϕ2 < . . . ϕn < ϕn+1 = ϕ1 + 2pi, which
implies that αk = 0 for all k. Consequently Q˜IQ
I(ϕ) = 0 in all correlation functions. As
explained in Section 6.2, this relation also follows from the D-term relations of the 3d theory.
As a further corrolary, we have that, up to mixings with lower dimension operators as
discussed in Section 6.6, composite operators Q˜IQ
IO(ϕ) also vanish in correlation functions.
Here, O is any gauge-invariant operator. Indeed, a convenient definition of Q˜IQIO(ϕ) is
through the limit
lim
ϕ′→ϕ
ϕ′>ϕ
Q˜IQ
I(ϕ)O(ϕ′) .
(7.5)
Because Q˜IQ
I(ϕ) = 0, as shown above, it follows that the operator defined in (7.5) also van-
ishes in correlation functions. Any other definition of Q˜IQ
IO(ϕ) differs from (7.5) by lower
dimension operators, so one concludes that indeed, Q˜IQ
IO(ϕ) equals a linear combination
of lower dimension operators, with the precise linear combination depending on the precise
definition of Q˜IQ
IO(ϕ). We call such an operator redundant.
Let us now describe the twisted Higgs branch operators of this theory. They are in 1-to-1
correspondence with the Higgs branch chiral ring operators of the SCFT, or equivalently
with the holomorphic functions on the Higgs branch, as described in Section 6.5.28 The
twisted Higgs branch operators can be constructed as gauge invariant words in QI and Q˜I
modulo the complex D-term relation Q˜IQ
I = 0 proven above, with QI and Q˜I having gauge
charges +1 and −1, respectively. The result is an algebra of operators generated by the
28The Higgs branch of SQED with N hypermultiplets is the hyperka¨hler quotient HN///U(1).
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traceless bilinears
JIJ = Q˜IQJ − 1
N
δJI Q˜KQ
K , (7.6)
obeying the nilpotency constraint JIJJJK = 0. This nilpotency constraint should be inter-
preted as the relation fJIJfJJK = fJIJJJK = 0 in the Higgs branch chiral ring, which means
that the operator JIJJJK is redundant. This relation can also be recovered from the `→∞
limit of the star product, namely lim`→∞ JIJ ? JJK = 0, as we will see below.
Note that given that Q˜KQ
K = 0, one need not write the second term in (7.6) that makes
manifest the tracelessness of JIJ . However, we find it convenient to explicitly remove the
SU(N) traces in the definitions of the various operators considered here, as in (7.6), because
with such a traceless definition group theory arguments guarantee that there is no mixing
with lower dimension operators.
The other linearly independent twisted Higgs branch operators can be taken to be prod-
ucts of JIJ symmetrized in their upper and lower indices separately and with no indices
contracted and the traces removed, namely
JI1I2...IpJ1J2...Jp ≡ J (J1(I1 J J2I2 · · · J
Jp)
Ip)
− traces . (7.7)
For instance, we have
JI1I2J1J2 = Q˜I1Q˜I2QJ1QJ2 −
4Q˜KQ
K
N + 2
δ
(J1
(I1
Q˜I2)Q
J2) +
2(Q˜KQ
K)2
(N + 1)(N + 2)
δ
(J1
(I1
δ
J2)
I2)
. (7.8)
From a group theory perspective, the Higgs branch chiral ring admits an action of the
SU(N) flavor symmetry of the SQED under which QI and Q˜I transform as a fundamental
and as an anti-fundamental, respectively.29 The algebra of operators decomposes under this
action as
∞⊕
p=0
[p, 0, 0, . . . , 0, p] , (7.9)
where the term [p, 0, 0, . . . , 0, p], appearing only once, is represented precisely by (7.7).
As reviewed in Section 6.5, the correlation functions in the 1d theory can be deduced
29 Under the complexified action of sl(N) ∼= su(N), the Higgs branch, seen as a complex manifold, can be
identified with the minimal nilpotent orbit of sl(N). The Higgs branch chiral ring can be identified with the
ring of holomorphic functions on the Higgs branch.
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from the non-commutative star product defined in (6.22). In the case of minimal nilpotent
orbits of classical groups (other than SU(2)), it was shown in [8] that the star product is
uniquely determined (see for instance [55]) by its properties, and consequently all correlation
functions of the operators (7.7) are also uniquely determined.30 Nevertheless, it is instructive
to see how these correlation functions are computed within our formalism.
To avoid dealing with SU(N) indices, it is convenient to contract them into polarization
vectors (yI , y¯I) obeying y¯ · y ≡ y¯IyI = 0. So let us define
J (p)(ϕ, y, y¯) = JI1I2...IpJ1J2...JpyI1 · · · yIp y¯J1 · · · y¯Jp . (7.10)
Using (6.4) for each flavor, one can easily express the two-point functions of J (p) as
〈J (p)(ϕ1, y1, y¯1)J (p)(ϕ2, y2, y¯2)〉 = (y¯1 · y2)p(y1 · y¯2)p
∫
dσ Zσ [Gσ(ϕ)Gσ(−ϕ)]p∫
dσ Zσ
, (7.11)
with the propagator Gσ(ϕ) given in (6.4). We have∫
dσ Zσ [Gσ(ϕ)Gσ(−ϕ)]p =
∫
dσ
(−1)p sechN+2p(piσ)
2N+2p`2p
=
(−1)pΓ (N
2
+ p
)
2N+2p
√
pi`2pΓ
(
N+1
2
+ p
) (7.12)
which immediately implies
〈J (p)(ϕ1, y1, y¯1)J (p)(ϕ2, y2, y¯2)〉 = (−1)
p
(2`)2p
Γ
(
N+1
2
)
Γ
(
N
2
+ p
)
Γ
(
N
2
)
Γ
(
N+1
2
+ p
)(y¯1 · y2)p(y1 · y¯2)p . (7.13)
It is not hard to compare this relation with the general expectation of [55]. To do so, let
us group together the J (p) into a single quantity
J (ϕ, y, y¯) =
∞∑
p=0
`pJ (p)(ϕ, y, y¯) (7.14)
from which J (p)(ϕ, y, y¯) can be identified with the term of total degree 2p in (y, y¯), and the
factor of `p was inserted such that all terms in the sum have the same scaling dimension.
Then (7.13) implies
〈J (ϕ1, y1, y¯1)J (ϕ2, y2, y¯2)〉 = 3F2
(
N
2
,
N
2
, 1;
N
2
N + 1
2
;−(y¯1 · y2)(y1 · y¯2)
4
)
. (7.15)
30In the case of SU(2) the star product is determined up to a free parameter. There exist different SCFTs
for which this parameter takes distinct values.
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Comparing with Eq. (1.3) of [55], we see that these expressions agree precisely with the
bilinear form on the generalized higher spin algebra hsλ(sl(N)), with the parameter λ taking
the value λ = 0!31
One can also calculate three-point functions. For instance, for ϕ1 < ϕ2 < ϕ3 we have
〈J (1)(ϕ1, y1, y¯1)J (1)(ϕ2, y2, y¯2)J (1)(ϕ3, y3, y¯3)〉
= − N
8`3(N + 1)
[(y¯1 · y3)(y¯3 · y2)(y¯2 · y1)− (y¯1 · y2)(y¯2 · y3)(y¯3 · y1)] ,
(7.16)
which also agrees with the results of [55].32 From this expression as well as from (7.13) and
(6.13)–(6.22), we can extract the star product of the generator JIJ :
JIJ ? JKL = JIKJL − 1
2`
(
δJKJIL − δLI JKJ
)− N
4`2(N + 1)
(
δLI δ
J
K −
1
N
δJI δ
L
K
)
. (7.17)
In the `→∞ limit, this expression reduces to the commutative product on the Higgs branch
chiral ring, JIJJKL = JIKJL, or more precisely to the relation fJIJfJKL = fJIKJL written in
terms of the holomorphic functions on the Higgs branch. This commutative product follows
from (7.6) and (7.8) as well as from the condition that in the Higgs branch chiral ring we
have the relation Q˜KQ
K = 0.
7.2 N-node quiver
The next example we study is that of an N -node Abelian quiver gauge theory with N
hypermultiplets with charges (1,−1, 0, 0, . . .), (0, 1,−1, 0, . . .), and so on. One has to mod
out by the overall U(1) since no matter fields are charged under it—the gauge group is
U(1)N/U(1). This theory is the mirror dual of SQED with N charged hypermultiplets, as
explained in [34].
31In making this comparison, one has to convert the matrix polarization V used in that reference to the
vector polarizations used here. The relation is VI
J = y¯Iy
J . Then (y¯1 · y2)(y1 · y¯2) = tr(V1V2).
32To compare, in the convention of Footnote 31, we can write (y¯1 · y3)(y¯3 · y2)(y¯2 · y1) = tr(V1V2V3) and
(y¯1 ·y2)(y¯2 ·y3)(y¯3 ·y1) = tr(V3V2V1). Then (7.16), with ` = 1, matches the terms cubic in V in the expansion
of Eq. (1.4) of [55].
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The 1d theory describing the twisted Higgs branch operators is
Z =
∫ ( N∏
j=1
dσj
)
δ
(
1
N
N∑
j=1
σj
)
Zσ ,
Zσ =
∫ ( N∏
j=1
DQ˜jDQj
)
exp
[
−`
∫
dϕ
N∑
j=1
(
Q˜j∂ϕQj + (σj − σj+1)Q˜jQj
)] (7.18)
where for the purpose of writing a succinct formula we have defined σN+1 = σ1. Integrating
out Qj and Q˜j gives
Zσ =
N∏
j=1
1
2 cosh(pi(σj − σi+1)) . (7.19)
The S3 partition function itself can be calculated using the trick of writing each factor in
(7.19) as a Fourier transform:
1
2 cosh(pi(σj − σj+1)) =
∫
dτj
e2pii(σj−σj+1)τj
2 cosh(piτj)
. (7.20)
Further performing the integral over σj and τj, one finds
Z =
∫
dτ
1
[2 cosh(piτ)]N
=
Γ
(
N
2
)
2N
√
piΓ
(
N+1
2
) . (7.21)
This expression agrees precisely with the partition function of SQED with N charged hy-
permultiplets, as should be the case since the two theories are each other’s mirror duals.
The Fourier transform in (7.20) effectively implements the mirror symmetry duality. See
also [56, 57] and [58].
Let us now discuss the twisted Higgs branch operators of this theory and their correlation
functions. The Higgs branch is the hyperka¨hler cone C2/ZN , and the Higgs branch chiral
ring, whose operators are in 1-to-1 correspondence with the twisted Higgs branch operators,
is generated by three operators
X = Q1Q2 · · ·QN , Y = Q˜1Q˜2 · · · Q˜N , Z = Q˜1Q1 = Q˜2Q2 = . . . = Q˜NQN (7.22)
modulo the relation XY = ZN . This relation should be interpreted as the ` → ∞ limit
of the star product X ? Y or as the commutative product on the Higgs branch chiral ring
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fXfY = fZN = (fZ)N . The relations in the last equation of (7.22) can be seen from the
1d theory (7.18) precisely in the same way as the relation Q˜IQ
I = 0 was derived in SQED
around equations (7.2)–(7.5). They are imposed by the integration variables σj which act as
Lagrange multipliers.
The 1d topological algebra of this theory was also studied in [8] quite expliclity in the
cases N = 3, 4. When N = 3, for instance, Ref. [8] found that some of the abstract properties
on the star product determine it up to two parameters that are denoted by α3 and κ3:
N = 3 : Z ? Z = Z2 − α3
`2
,
Z ? X = ZX + 1
2`
X ,
Z ? Y = ZY − 1
2`
Y ,
X ? Y = Z3 − 3
2`
Z2 − 3α3 + κ3
4α3`2
Z + 3α3 + κ3
2`3
,
(7.23)
etc. The parameter α3 can be calculated using the supersymmetric localization results of [41]
combined with the prescription in [26]. It is found that [8]
α3 =
pi2 − 8
4pi2
. (7.24)
Lastly, the relation between α3 and κ3 was determined in [8] using the remaining properties
of the star product. The simple form of the result, namely κ3 = −1/4 is suggestive of
the existence of an analytical derivation of it. The computation we are about to perform
represents such a derivation.
A similar analysis was performed in [8] in the case N = 4, where it was found that the
first few star product relations are
N = 4 : Z ? Z = Z2 − α4
`2
,
Z ? X = ZX + 1
2`
X ,
Z ? Y = ZY − 1
2`
Y ,
X ? Y = Z4 − 2
`
Z3 − −2κ4(λ4 − 4α4) + (1 + λ4)(−5 + 6λ4 − 14α4)α4
7(κ4 + α4(2− 3λ4 + 5α4))`2 Z
2
+
−2κ4 + α4 + λ4α4
5α4`3
Z − 2−2κ4 + α4 + λ4α4
5`4
,
(7.25)
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etc., where α4, λ4, and κ4 are constants. Using existing supersymmetric localization compu-
tations, one can determine α4, while imposing the other properties of the topological operator
algebra restricts the space of allowed values of κ4 and λ4 to a curve. Which point on this
curve corresponds to the N = 4 quiver theory was not determined. Our computation below
determines it.
Let us now compute various correlation functions from which we can reproduce the alge-
bras (7.23) and (7.25) as well as generalizations thereof. To simplify the following formulas,
let us define the integration measure
dµ(σj) ≡
(
N∏
i=1
dσj
)
δ
(
1
N
N∑
j=1
σj
)
Zσ (7.26)
and define σjk = σj − σk and ϕjk = ϕj − ϕk. Let us start with the 2-point functions
〈Z(ϕ1)Z(ϕ2)〉 =
∫
dµ(σj) [Gσ12(ϕ12)Gσ12(−ϕ12) +Gσ12(0)2]
Z
,
〈X (ϕ1)Y(ϕ2)〉 =
∫
dµ(σj)
∏N
j=1Gσj(j+1)(ϕ12)
Z
,
(7.27)
and the 3-point function
〈Z(ϕ1)X (ϕ2)Y(ϕ3)〉 =
∫
dµ(σi)
∏N
j=2Gσj(j+1)(ϕ23) [Gσ12(ϕ23)Gσ12(0) +Gσ12(ϕ13)Gσ12(ϕ21)]
Z
.
(7.28)
In these correlation functions, one can again pass to the mirror dual integration variable
τ by performing a Fourier transform. The result is
〈Z(ϕ1)Z(ϕ2)〉 = 1
`2
1
Z
∫
dτ
1
[2 cosh(piτ)]N
(iτ)2 ,
〈X (ϕ1)Y(ϕ2)〉 = 1
`N
1
Z
∫
dτ
1
[2 cosh(piτ)]N
(
iτ − 1
2
)N
, if ϕ1 < ϕ2
〈Z(ϕ1)X (ϕ2)Y(ϕ3)〉 = 1
`N+1
1
Z
∫
dτ
1
[2 cosh(piτ)]N
(
iτ
(
iτ − 1
2
)N)
, if ϕ1 < ϕ2 < ϕ3
(7.29)
These calculations are sufficient to determine the dimensionless parameters α3 and κ3
entering the algebra (7.23) in the N = 3 case. Before we do so, however, let us compute
2- and 3-point functions of some of the composite operators as well. While so far, the
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operator mixing discussed in Section 6.6 has not been important, it does become important
for composite operators. Our strategy is to first calculate the matrix of two-point functions
in some conveniently chosen basis of operators, and afterwards perform a change of basis to
an orthogonal set of operators.
Let us focus on the operators Zp with p ≤ N . A rather convenient basis is
Ẑp =
p∏
j=1
Q˜jQj (7.30)
where the hat on Ẑp signifies that we do not expect these operators to be orthogonal. We
reserve the notation Zp for the orthogonal operators. Following the same path as above, one
can calculate
〈Ẑp(ϕ1)Ẑq(ϕ2)〉 = 1
`p+q
1
Z
∫
dτ
1
[2 cosh(piτ)]N
(iτ)p+q ,
〈Ẑp(ϕ1)X (ϕ2)Y(ϕ3)〉 = 1
`N+p
1
Z
∫
dτ
1
[2 cosh(piτ)]N
(
(iτ)p
(
iτ − 1
2
)N)
,
(7.31)
where in the second equation we assumed ϕ1 < ϕ2 < ϕ3. A closed analytical expression for
the integrals appearing in (7.31) does not seem to be available for a generic value of N , p,
and q, but these integrals can be performed analytically on a case-by-case basis. Once these
integrals have been performed, we can construct the orthogonal operators Zp recursively via
the Gram-Schmidt procedure:
Zp = Ẑp −
p−1∑
q=0
〈Ẑp(ϕ1)Zq(ϕ2)〉
〈Zq(ϕ1)Zq(ϕ2)〉Z
q . (7.32)
In the case N = 3, we have
Z = Ẑ , Z2 = Ẑ2 − 8− pi
2
4pi2`2
, Z3 = Ẑ3 − 48− 5pi
2
4(pi2 − 8)Ẑ , etc. (7.33)
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Assuming ϕ1 < ϕ2 < ϕ3, we have
〈Z(ϕ1)Z(ϕ2)〉 = −pi
2 − 8
4pi2`2
,
〈Z2(ϕ1)Z2(ϕ2)〉 = pi
4 − 8pi2 − 16
4pi4`4
,
〈Z3(ϕ1)Z3(ϕ2)〉 = −9pi
4 − 152pi2 + 624
16pi2(pi2 − 8)`6 ,
〈X (ϕ1)Y(ϕ2)〉 = −12− pi
2
4pi2`3
,
〈Z(ϕ1)X (ϕ2)Y(ϕ3)〉 = −12− pi
2
8pi2`4
,
〈Z2(ϕ1)X (ϕ2)Y(ϕ3)〉 = −3(16 + 8pi
2 − pi4)
8pi4`5
,
〈Z3(ϕ1)X (ϕ2)Y(ϕ3)〉 = −9pi
4 − 152pi2 + 624
16pi2(pi2 − 8)`6 .
(7.34)
Combining these expressions with (6.13)–(6.22), one can derive the star product rules (7.23)
with
α3 =
pi2 − 8
4pi2
, κ3 = −1
4
. (7.35)
We have thus provided a direct derivation of the result κ3 = −1/4 that was found numerically
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in [8]. A similar exercise for N = 4 gives
〈Z(ϕ1)Z(ϕ2)〉 = 6− pi
2
12pi2`2
,
〈Z2(ϕ1)Z2(ϕ2)〉 = −45− 30pi
2 + 4pi4
180pi4`4
,
〈Z3(ϕ1)Z3(ϕ2)〉 = −3(525− 170pi
2 + 12pi4)
2880pi2(−6 + pi2)`6 ,
〈Z4(ϕ1)Z4(ϕ2)〉 = 55125 + 17850pi
2 − 6160pi4 + 384pi6
7350pi2(−45− 30pi2 + 4pi4)`8 ,
〈X (ϕ1)Y(ϕ2)〉 = 15− pi
2
30pi2`4
,
〈Z(ϕ1)X (ϕ2)Y(ϕ3)〉 = 15− pi
2
60pi2`5
,
〈Z2(ϕ1)X (ϕ2)Y(ϕ3)〉 = 16pi
4 − 84pi2 − 315
1260pi4`6
,
〈Z3(ϕ1)X (ϕ2)Y(ϕ3)〉 = −3(525− 170pi
2 + 12pi4)
1400pi2(pi2 − 6)`7 ,
〈Z4(ϕ1)X (ϕ2)Y(ϕ3)〉 = 55125 + 17850pi
2 − 6160pi4 + 384pi6
7350pi2(−45− 30pi2 + 4pi4)`8 .
(7.36)
From these correlation functions one can reproduce the algebra (7.25) with
α4 =
pi2 − 6
12pi2
, κ4 =
1
16
, λ4 =
3
2
. (7.37)
One can see from Figure 5 of [8] that these values of the parameters lie in the region allowed
by the numerical bounds. Extending the analysis above to N > 4 is then straightforward,
but we will not perform it explicitly here.
7.3 U(2) with adjoint hypermultiplet and fundamental hypermul-
tiplet
We can also study the much more intricate example of an N = 8 SCFT and make a com-
parison with the results of [7]. The N = 8 SCFT we consider is the infrared limit of U(2)
gauge theory with an adjoint hypermultiplet and a fundamental hypermultiplet. Let the
twisted fields corresponding to the adjoint hypermultiplet be denoted by X ij and X˜i
j and
those corresponding to the fundamental hypermultiplet by Qi and Q˜i, where i, j = 1, 2 are
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gauge indices. The 1d twisted Higgs branch theory is
Z =
1
2
∫
dσ1dσ2 4 sinh
2(pi(σ1 − σ2))
∫
DQiDQ˜iDX
i
jDX˜i
je−S (7.38)
with
S = `
∫
dϕ
[
Q˜iQ˙
i + X˜i
jX˙ ij + σ1Q˜1Q
1 + σ2Q˜2Q
2 + (σ1 − σ2)(X˜12X12 − X˜21X21)
]
(7.39)
Integrating out the Q’s and X’s we get the matrix model [39]
Z =
1
2
∫
dσ1dσ2
sinh2(pi(σ1 − σ2))
16 cosh2(pi(σ1 − σ2)) cosh(piσ1) cosh(piσ2)
=
1
16pi
. (7.40)
The U(2) gauge theory with a fundamental and an adjoint hypermultiplet is believed to
flow to the same IR fixed point as the N = 8 U(2) Yang-Mills theory. The IR fixed point
SCFT has two N = 8 stress tensor multiplets, one of which corresponds to a free sector and
one to an interacting sector. Intuitively, the free sector corresponds to the IR limit of the
diagonal U(1) in the Yang-Mills description, while the interacting sector corresponds to the
IR limit of SU(2) Yang-Mills theory, as will be made more precise shortly.
It was shown in [7] that upon decomposition to N = 4 SCFT notation, the 1d Higgs
branch theory has a flavor su(2)F symmetry that is a subgroup of the so(8) R-symmetry.
Under su(2)F , (X˜,X
T ) form a doublet.33 In order to match the notation in [7], let us
introduce polarization variables y¯a¯, a¯ = 1, 2, and denote the operators in the 1d theory by
O2jF (ϕ, y¯) = Oa¯1...a¯2jF y¯a¯1 · · · y¯a¯jF , (7.41)
where jF is the spin of the su(2)F representation.
We will identify 3 operators in the 1d theory and compute their correlation functions:
• The twisted Higgs branch representative of the N = 8 free field multiplet. The N = 8
free field multiplet consists of 8 scalar operators of scaling dimension 1/2 and 8 spin-1/2
operators of scaling dimension 1. Under the decomposition to N = 4 supersymmetry, 4
of the scalar operators are interpreted as Higgs branch operators (transforming under
33Because of the D-term relations, we may construct operators only from X and X˜. Indeed, the equations
of motion for the auxiliary field Dab imply Q˜jQ
i+X˜j
kXik−X˜kiXkj = 0, so every pair Q˜jQi can be replaced
by −X˜jkXik + X˜kiXkj . Since gauge-invariant operators can only contain an equal number of Q’s and Q˜’s
such replacements yield expressions depending only on X and X˜.
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su(2)H ⊕ su(2)F as (2,2), while the other 4 are Coulomb branch operators. From
the 4 Higgs branch operators one can construct the twisted Higgs branch operator
O1,free(ϕ, y¯).
• The twisted Higgs branch representatives of the free and of the interactingN = 8 stress
tensor multiplets. Any N = 8 stress tensor multiplet contains 35 scalar operators of
scaling dimension 1, 9 of which being Higgs branch operators from an N = 4 point of
view. From them, one can construct twisted Higgs branch operators O2(ϕ, y¯). We will
denote the operator corresponding to the free stress tensor multiplet by O2,free(ϕ, y¯)
and the one corresponding to the interacting stress tensor multiplet by O2,int(ϕ, y¯).
7.3.1 Free N = 8 multiplet
The free multiplet operator O1,free(ϕ, y¯) is
O1,free(ϕ, y¯) = y¯1 tr X˜(ϕ) + y¯2 trX(ϕ) . (7.42)
From (7.38), we see that tr X˜ and trX only appear in the kinetic term, so computing
correlation functions of these operators can be performed using the propagator
〈trX(ϕ1) tr X˜(ϕ2)〉 = sgn(ϕ1 − ϕ2)
2`
. (7.43)
(No integrals over σ are necessary to establish (7.43).) Using this expression and (7.42), one
obtains
〈O1,free(ϕ1, y¯1)O1,free(ϕ2, y¯2)〉 = 1
`
〈y¯1, y¯2〉 sgn(ϕ1 − ϕ2) . (7.44)
where the angle bracket notation is defined by
〈y¯i, y¯j〉 ≡ y¯a¯i εa¯b¯y¯b¯j , ε21 = −ε12 = 1 . (7.45)
Higher point functions of O1,free(ϕ, y¯) can be computed using Wick contractions using (7.44).
7.3.2 Free N = 8 stress tensor multiplet
There are two su(2)F triplets of linearly independent operators that are quadratic in X
corresponding to the two stress tensor multiplets of the theory. It is easy to identify the
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one corresponding to the free N = 8 multiplet because this is the only one appearing in the
OPE of O1,free ×O1,free: it is simply the square of the free N = 8 operator O1,free(ϕ, y¯),
O2,free(ϕ, y¯) = (y¯1)2(tr X˜)2 + 2y¯1y¯2(tr X˜)(trX) + (y¯2)2(trX)2 . (7.46)
Again using (7.43) gives
〈O2,free(ϕ1, y¯1)O2,free(ϕ2, y¯2)〉 = 2
`2
〈y¯1, y¯2〉2 . (7.47)
7.3.3 Interacting N = 8 stress tensor multiplet
The interacting stress tensor multiplet must be orthogonal to the free one. To obtain O2,int,
we first compute the matrix of 2-point functions(
〈(trX)2(ϕ) (tr X˜)2(0)〉 〈(trX)2(ϕ) (tr X˜2)(0)〉
〈(trX2)(ϕ) (tr X˜)2(0)〉 〈(trX2)(ϕ) (tr X˜2)(0)〉
)
=
(
1
2pi2
1
4pi2
1
4pi2
7
24pi2
)
. (7.48)
We can then easily see that〈[
(tr X˜2)(ϕ)− 1
2
(tr X˜)2(ϕ)
]
(trX)2(0)
〉
= 0 , (7.49)
which implies that the (y¯1)2 component of O2,int(ϕ, y¯) is (tr X˜2)(ϕ) − 12(tr X˜)2(ϕ) up to an
overall normalization factor of our choice. The su(2)F symmetry then implies
O2,int(ϕ, y¯) = (y¯1)2
(
(tr X˜2)− 1
2
(tr X˜)2
)
+ 2y¯1y¯2
(
(trXX˜T )− 1
2
(trX)(tr X˜)
)
+ (y¯2)2
(
(trX2)− 1
2
(trX)2
)
.
(7.50)
Computing the two-point function of O2,int is more challenging, as one now has to use the
non-trivial propagators coming from (7.39). A careful calculation shows that the two-point
function is
〈O2,int(ϕ1, y¯1)O2,int(ϕ2, y¯2)〉 = 〈y¯1, y¯2〉
2
4`2
1
Z
∫
dσ1dσ2
sinh2(piσ12) [5 + cosh(2piσ12)]
16 cosh4(piσ12) cosh(piσ1) cosh(piσ2)
=
2
3`2
〈y¯1, y¯2〉2 ,
(7.51)
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where σ12 ≡ σ1 − σ2.
7.3.4 Four-point functions
We can use the formalism we have developed to calculate the 4-point functions of O2,free(ϕ, y¯)
and O2,int(ϕ, y¯) and compare with [7]. In [7] it was found that the 4-point function of an
operator O2(ϕ, y¯) corresponding to an N = 8 stress tensor multiplet (which could be any
linear combination of O2,free(ϕ, y¯) and O2,int(ϕ, y¯)) is
〈O2(ϕ1, y¯1)O2(ϕ2, y¯2)O2(ϕ3, y¯3)O2(ϕ4, y¯4)〉 = C2〈y¯1, y¯2〉2〈y¯3, y¯4〉2
×
[
1 +
1
16
λ2(B,2) +
1
4
λ2stress
2− w¯
w¯
+
1
16
λ2(B,+)
6− 6w¯ + w¯2
w¯2
]
.
(7.52)
Here, w¯ is defined as
w¯ ≡ 〈y¯1, y¯2〉〈y¯3, y¯4〉〈y¯1, y¯3〉〈y¯2, y¯4〉 , (7.53)
the constant C is given by the normalization of the operator,
〈O2(ϕ1, y¯1)O2(ϕ2, y¯2)〉 = C〈y¯1, y¯2〉2 , (7.54)
and λ2(B,2), λ
2
(B,+), and λ
2
stress are the squares of the various OPE coefficients of N = 8
superconformal multiplets appearing in the OPE of the N = 8 stress tensor multiplet with
itself.
The four-point function of O2,free(ϕ, y¯) does not require any integrals, as it again only
uses (7.43). When ϕ1 < ϕ2 < ϕ3 < ϕ4, we obtain
〈O2,free(ϕ1, y¯1)O2,free(ϕ2, y¯2)O2,free(ϕ3, y¯3)O2,free(ϕ4, y¯4)〉 = 4
`4
〈y¯1, y¯2〉2〈y¯3, y¯4〉2 6 + 2w¯ − 2w¯
2
w¯2
,
(7.55)
Obtaining O2,int(ϕ, y¯) is slightly more complicated. The final result is
〈O2,int(ϕ1, y¯1)O2,int(ϕ2, y¯2)O2,int(ϕ3, y¯3)O2,int(ϕ4, y¯4)〉 = 8
15`4
〈y¯1, y¯2〉2〈y¯3, y¯4〉2 4 + w¯ − w¯
2
w¯2
.
(7.56)
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Comparing these expression with (7.52), we find
Free stress tensor: λ2stress = 16 , λ
2
(B,+) = 16 , λ
2
(B,2) = 0 ,
Interacting stress tensor: λ2stress = 12 , λ
2
(B,+) =
64
5
, λ2(B,2) = 0 .
(7.57)
The expressions for the OPE coefficients of the free N = 8 stress tensor multiplet match
the result of [7] in the free N = 8 theory (of 8 free massless scalars and 8 free massless
Majorana fermions), while the corresponding expressions obtained for the interacting stress
tensor match those obtained in [7] for the U(2)2×U(1)−2 ABJ theory. The former theory is
the infrared limit of N = 8 super Yang-Mills theory with gauge group U(1), while the latter
theory is the infrared limit of N = 8 Yang-Mills theory with gauge group SU(2). These
results show quite explicitly how, at the level of the N = 4 Higgs branch theory, the IR
limit of N = 8 U(2) Yang-Mills theory (or the U(2) gauge theory with one fundamental and
one adjoint hypermultiplet) is a product between a free theory and the IR limit of SU(2)
Yang-Mills theory.
8 Applications to N = 4 QFTs on S3 with non-vanishing
mass and FI parameters
Let us now present a few examples of correlation functions in non-conformal theories with
either m or ζ non-vanishing.
8.1 Deformation by FI parameters
8.1.1 SQED with non-zero FI parameter
Turning on a non-zero FI parameter in SQED is easily implemented by replacing Zσ in (7.1)
and subsequent formulas in Section 7.1 by
Zσ =
e2piiζ`σ
[2 cosh(piσ)]N
. (8.1)
The S3 partition function is
Z =
Γ
(
N
2
− iζ`)Γ (N
2
+ iζ`
)
2pi(N − 1)! . (8.2)
83
The two-point function of J (p) is then still given by (7.11). The integrals evaluate to
〈J (p)(ϕ1, y1, y¯1)J (p)(ϕ2, y2, y¯2)〉 = (−1)
p
`2p
Γ(N)Γ
(
N
2
− iζ`+ p)Γ (N
2
+ iζ`+ p
)
Γ(N + 2p)Γ
(
N
2
− iζ`)Γ (N
2
+ iζ`
) (y¯1 · y2)p(y1 · y¯2)p .
(8.3)
These two-point functions can be combined into a single formula upon using the definition
(7.14). We have
〈J (ϕ1, y1, y¯1)J (ϕ2, y2, y¯2)〉 = 3F2
(
N
2
− iζ`, N
2
+ iζ`, 1;
N
2
N + 1
2
;−(y¯1 · y2)(y1 · y¯2)
4
)
.
(8.4)
Comparing with Eq. (1.4) of [55] we see that (8.4) agrees with the bilinear form of the
generalized higher spin algebra hsλ(sl(N)) with parameter λ = ±2iζ`/N .
One can also compute 3-point functions. We have, for example,
〈J (1)(ϕ1, y1, y¯1)J (1)(ϕ2, y2, y¯2)J (1)(ϕ3, y3, y¯3)〉
= −
N
(
1 + 4ζ
2`2
N2
)
8`3(N + 1)
[(
1− 2iζ`
N + 2
)
(y¯1 · y3)(y¯3 · y2)(y¯2 · y1)
−
(
1 +
2iζ`
N + 2
)
(y¯1 · y2)(y¯2 · y3)(y¯3 · y1)
]
,
(8.5)
which matches Eq. (1.4) of [55] upon making the identification λ = −2iζ`/N . (See Foot-
notes 31 and 32.) The star product of the generators of the chiral ring becomes
JIJ ? JKL = JIKJL + iζ
N + 2
(
δJKJIL + δLI JKJ −
2
N
(δJI JKL + δLKJIJ)
)
− ζ
2
N(N + 1)
(
δLI δ
J
K −
1
N
δJI δ
L
K
)
− 1
2`
δJKJIL +
1
2`
δLI JKJ −
N
4`2(N + 1)
(
δLI δ
J
K −
1
N
δJI δ
L
K
)
.
(8.6)
In the limit ` → ∞, (8.6) reduces to the commutative product on the deformed Higgs
branch chiral ring. Indeed, using (7.6) and (7.8), one can check that the multiplication of
JIJJKL yields the `→∞ limit of (8.6) provided that the relation Q˜IQI = iζ is satisfied, as
appropriate for the deformed Higgs branch chiral ring.
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8.1.2 N-node quiver with non-zero FI parameters
The N node quiver has gauge group U(1)N/U(1) containing N − 1 Abelian factors. Conse-
quently, there are N − 1 linearly independent FI parameters that can be introduced. Let us
introduce an FI parameter ζj for each one of the N gauge group factors with the constraint
N∑
j=1
ζj = 0 . (8.7)
The deformation to non-zero ζj’s is realized by modifying the expression of Zσ in (7.19) to
Zσ =
N∏
j=1
e2pii`ζjσj
2 cosh(pi(σj − σi+1)) . (8.8)
Because the ζj sum to zero, it is possible to write them as
ζj = ωj−1 − ωj , (8.9)
for some ωj, and then using summation by parts one can write
N∑
j=1
ζjσj =
N∑
j=1
σj(ωj−1 − ωj) = −
N∑
j=1
ωj(σj − σj+1) . (8.10)
This expression can be substituted into (8.8). Upon performing the Fourier transform to the
τj coordinates using now
e−2pii`ωj(σj−σj+1)
2 cosh(pi(σj − σj+1)) =
∫
dτj
e2pii`(σj−σj+1)τj
2 cosh(pi(τj + `ωj))
, (8.11)
we obtain
Z =
∫
dτ
1∏N
j=1 [2 cosh(pi(τ + `ωj))]
. (8.12)
The S3 partition function (8.12) agrees with that of SQED with N hypermultiplets with real
masses ωj, as required by mirror symmetry. (See [56] where this equivalence was first shown
at the level of the S3 partition function.) Note that an overall shift in ωj can be “gauged
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away” by shifting the integration variable τ . We will thus impose a gauge fixing condition
N∑
j=1
ωj = 0 . (8.13)
In the presence of the FI terms, we can use a modified definition of the operators (7.22):
X = Q1Q2 · · ·QN , Y = Q˜1Q˜2 · · · Q˜N ,
Z = Q˜1Q1 − iω1 = Q˜2Q2 − iω2 = . . . = Q˜NQN − iωN .
(8.14)
They obey the classical relation XY = (Z + iω1)(Z + iω2) · · · (Z + iωN), corresponding to
the deformation of the Kleinian singularity XY = ZN with parameters ωj.
With the definition in (8.14), we have
〈Z(ϕ1)Z(ϕ2)〉 = 1
`2
1
Z
∫
dτ
(iτ)2∏N
j=1 [2 cosh(pi(τ + `ωj))]
. (8.15)
Then the second equation in (7.27) still holds, and we have
〈X (ϕ1)Y(ϕ2)〉 = 1
`N
1
Z
∫
dτ
∏N
j=1
(
i(τ + `ωj)− 12
)∏N
j=1 [2 cosh(pi(τ + `ωj))]
, for ϕ1 < ϕ2 . (8.16)
More generally, defining
Ẑp =
p∏
j=1
(Q˜jQj − iωj) (8.17)
we find that for ϕ1 < ϕ2 < ϕ3 we have
〈Ẑp(ϕ1)Ẑq(ϕ2)〉 = 1
`p+q
1
Z
∫
dτ
(iτ)p+q∏N
j=1 [2 cosh(pi(τ + `ωj))]
,
〈Ẑp(ϕ1)X (ϕ2)Y(ϕ3)〉 = 1
`N+p
1
Z
∫
dτ
(iτ)p
∏N
j=1
(
i(τ + `ωj)− 12
)∏N
j=1 [2 cosh(pi(τ + `ωj))]
.
(8.18)
From these expressions, it is straightforward to extract the corresponding star product de-
formed by the parameters ωj.
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8.2 Introducing mass parameters
8.2.1 Mass-deformed N-node quiver
The N -node quiver has a U(1) flavor symmetry under which the Qi carry charge +1/N while
Q˜i carry charge −1/N . This normalization of the U(1) charge is such that the operators X
and Y carry charges +1 and −1, respectively.
We can introduce a real mass term associated with this flavor symmetry by adding
−`
∫
dϕ
mr
N
Q˜iQi (8.19)
to the exponent of (7.18). This amounts to replacing Zσ in (7.19) by
Zσ =
N∏
j=1
1
2 cosh (pi(σj − σj+1 +mr/N)) . (8.20)
The partition function is given by the equation
Z =
Γ
(
N
2
− imr)Γ (N
2
+ imr
)
2pi(N − 1)! , (8.21)
which, upon the replacement mr → ζ`, can be seen to agree with Eq. (8.2) of the parti-
tion function of SQED with N charged hypers and FI parameter ζ. Indeed, under mirror
symmetry the real masses and FI parameters are interchanged.
Eqs. (7.27) and (7.28) still hold, with the only change that σj(j+1) is replaced by σj(j+1) +
mr/N . We obtain, for instance, that
〈Z(ϕ1)Z(ϕ2)〉 = 1
`2
1
Z
∫
dτ
e2piimrτ
[2 cosh(piτ)]N
(iτ)2 . (8.22)
More generally, we can define the operators Ẑp with p ≤ N , whose matrix of two point
functions is given by
〈Ẑp(ϕ1)Ẑq(ϕ2)〉 = 1
`p+q
1
Z
∫
dτ
e2piimrτ
[2 cosh(piτ)]N
(iτ)p+q . (8.23)
The mixing of these operators can be removed by performing a Gram-Schmidt procedure
as was the case for SCFTs. For example, we can remove the mixing with the identity operator
by subtracting the expectation values of the operators. Explicitly, (8.22)–(8.23) imply that
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the connected correlation function of Z is
〈Z(ϕ1)Z(ϕ2)〉 − 〈Z(ϕ1)〉〈Z(ϕ2)〉 = −
ψ(1)
(
N
2
− imr)+ ψ(1) (N
2
+ imr
)
4pi2`2
, (8.24)
where ψ(n)(z) is the polygamma function. One can see that this function vanishes as m→∞.
8.2.2 Mass-deformed SQED
The SQED theory with N charged hypermultiplets has an SU(N) flavor symmetry. One
can introduce N − 1 real mass parameters corresponding to the U(1)N−1 Cartan of SU(N)
by adding
−`
∫
dϕ
N∑
I=1
mIr Q˜IQ
I ,
N∑
I=1
mI = 0 (8.25)
to the exponent of the second equation in (7.1). The condition
∑N
I=1mI = 0 ensures that the
mI are real masses for the Cartan of SU(N). The expression for the S
3 partition function
in (7.1) gets replaced by
Z =
∫
dσ Zσ , Zσ =
1∏N
I=1 2 cosh(pi(σ +mIr))
. (8.26)
The S3 partition function agrees with that of the N -node quiver (8.12) upon the replacement
mIr → `ωI , in agreement with mirror symmetry.
While it is possible to perform computations for arbitrary N , for simplicity let us give an
example in the case N = 2 where we take m1 = −m2 = m. The partition function in (8.26)
evaluates to
Z = mr csch(2pimr) (8.27)
in this case. Let us define the quadratic operators
J3 = 1
2
(
Q˜1Q
1 − Q˜2Q2
)
, J+ = Q˜1Q2 , J− = Q˜2Q1 . (8.28)
The operator J3 is neutral under the U(1) Cartan of flavor SU(2) symmetry, so it’s correla-
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tion functions are independent of position. We obtain, for instance,
〈J3(ϕ)〉 = −1− 2pimr coth(2pimr)
4pimr`
,
〈J3(ϕ1)J3(ϕ2)〉 − 〈J3(ϕ1)〉〈J3(ϕ2)〉 = [1 + 8pi
2m2r2 − cosh(4pimr)] csch2(2pimr)
32pi2m2r2`2
.
(8.29)
On the other hand, the operators J± carry charges ±2 under the Cartan of the flavor
SU(2). Their expectation values must vanish because they cannot mix with the identity
operator. Their correlation functions, however, do depend on position as in (6.16) with
FJ±(mr) = ±2mr. We obtain
〈J+(ϕ1)J−(ϕ2)〉 = e
2mr(ϕ1−ϕ2) [1− 2mrpi coth(2mrpi)] [coth(2mrpi)− sgn(ϕ1 − ϕ2)]
16pi`2mr
.
(8.30)
One can see that both (8.29) and (8.30) interpolate between a non-trivial topological expres-
sion at mr = 0 and they both tend to zero as mr → ∞. Indeed, if we interpret mr as the
RG scale, then at small mr we are probing the UV SCFT, while at large mr we are probing
the infrared.
9 Discussion
In this paper we used supersymmetric localization to derive a 1d theory coupled to a matrix
model, given in (6.1), that can be used to calculate correlation functions of twisted Higgs
branch operators of N = 4 QFTs on S4. In the case of N = 4 SCFTs, this theory provides
a Lagrangian realization of the protected Higgs branch topological sector discussed in [7,8].
The immediate practical application of (6.1) is to the computation of 2- and 3-point functions
of Higgs branch operators.
Our results can be used to perform more detailed tests of mirror symmetry. We have
seen, for instance, that in the N -node necklace quiver, the twisted operator Z has the 2-point
function (see (7.29))
〈Z(ϕ1)Z(ϕ2)〉 = 1
`2
1
Z
∫
dτ
1
[2 cosh(piτ)]N
(iτ)2 . (9.1)
This theory is mirror dual to SQED with N flavors. One expects the twisted Higgs branch
operator Z in the N -node quiver to be mirror dual to the twisted Coulomb branch operator
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Φ constructed from the vectormultiplet scalars in SQED. In Section 5.2.2 we explained that
the 2-point function of Φ can be computed by replacing each insertion of Φ by 2σ/r in the
KWY matrix model, thus obtaining
〈Φ(ϕ1)Φ(ϕ2)〉 = 64pi
2
`2
1
Z
∫
dσ
1
[2 cosh(piσ)]N
σ2 . (9.2)
Comparing (9.1) and (9.2), we can thus identify Z in the N -node quiver with ±iΦ/(8pi) in
SQED. A similar exercise shows that, at least for p ≤ N , Zp in the N -node quiver can be
identified with [±iΦ/(8pi)]p in SQED. These are, of course, rather simple tests of mirror
symmetry. It should be possible to perform more non-trivial tests in non-Abelian gauge
theories.
There are a few generalizations of our results that we have left for the future. One such
generalization is to N = 4 gauge theories that include twisted vectormultiplets and twisted
hypermultiplets, which would then open the possibility of including Chern-Simons interac-
tions. Another such generalization would be to complete the Coulomb branch localization
computation by allowing for insertions of monopole operators. Yet another such general-
ization would be to Higgs branch operators in theories with 8 supercharges defined in a
different number of spacetime dimensions. We hope to report on these questions in future
publications.
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A Conventions
Curved space vector indices are denoted by µ, ν, . . ., while frame indices are denoted by
i, j, . . . = 1, 2, 3. We label the doublet (spinor) representation of the SU(2)rot. frame rotation
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group by α, β, . . . = 1, 2, of SU(2)H by a, b, . . . = 1, 2, and of SU(2)C by a˙, b˙, . . . = 1, 2.
Spinor indices are raised and lowered from the left with the antisymmetric tensors εαβ and
εαβ, where ε12 = −ε12 = −1. The same conventions are used for raising and lowering
SU(2)C ×SU(2)H indices (e.g., λaa˙ ≡ εabεa˙b˙λbb˙). When SU(2) spinor indices are suppressed
their contraction is defined with the convention:
(ψχ) ≡ ψαχβ = (χψ) . (A.1)
In particular, for any three spinors x, y and z (either commuting or anti-commuting) we
have the Fierz identity:
xα(yz) + (xy)zα + xβyαz
β = 0 . (A.2)
We will always take variation spinors ξ, as in (2.4)–(2.9), to be commuting, while the δξ
symbol itself to be anti-commuting.
The flat space gamma matrices are the usual Pauli matrices, (γi)α
β ≡ σi, which satisfy
γiγj = δij + iεijkγ
k , (ε123 = 1) , (A.3)
(γi)α
β(γi)γ
δ = 2δα
δδγ
β − δαβδγδ . (A.4)
Given a Euclidean metric gµν an orthonormal frame is defined by
gµν = e
i
µe
j
νδij , δ
ij = gµνeiµe
j
ν . (A.5)
A spin connection ωµij = −ωµji is then fixed from the conditions
dei + ωi
j ∧ ej = 0 , ei ≡ eiµdxµ . (A.6)
The Riemann tensor is
Rµνij = ∂µωνij + ωµikωνkj − (µ↔ ν) , (A.7)
while the Ricci tensor and scalar are defined by Rµν = Rρµρν and R = Rµµ, respectively.
With this definition R = 6 for a round unit 3-sphere.
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The space covariant derivative of spinors is defined as
∇µψ = (∂µ + i
4
ωµij
ijkγk)ψ , (A.8)
while the Lie derivative Lˆv along vµ acting on scalars φ, spinors ψ, and vector fields Aµ, is
given by
Lˆvφ = vµ∂µφ , (A.9)
Lˆvψ =
(
vµ∇µ + i
4
µνρ∇µvνγρ
)
ψ , (A.10)
LˆvAµ = vν∂νAµ + ∂µvνAν . (A.11)
A.1 Differential Geometry on S3
We will hereby summarize various details on differential geometry on S3 that are used in the
main text. Let S3 be the radius r 3-sphere embedded into C2 as
|z1|2 + |z2|2 = 1 , r~z ∈ C2 . (A.12)
Each point on S3 can be represented by an SU(2) element
g =
(
z2 iz1
iz¯1 z¯2
)
. (A.13)
The su(2)-valued left/right invariant 1-forms ω(`/r), and the frame 1-forms e(`/r) associated
with them are defined as
ω(`) ≡ g−1dg = i
r
e
(`)
i γ
i , ω(r) ≡ dgg−1 = i
r
e
(r)
i γ
i . (A.14)
They satisfy the Maurer-Cartan equations
de
(`)
i +
1
r
i
jke
(`)
k ∧ e(`)j = 0 , (A.15)
de
(r)
i −
1
r
i
jke
(r)
k ∧ e(r)j = 0 , (A.16)
from which the spin-connections can be directly read-off by using (A.6).
The su(2)` ⊕ su(2)r isometries of S3 are generated, respectively, by the vector fields Li
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and Rj, which are dual to the 1-forms e(r)i and e(`)i up to proportionality constants that we
define as34
e
(`)
i (Rj) = −
ir
2
δi
j , e
(r)
i (Lj) =
ir
2
δi
j . (A.17)
They satisfy the su(2) algebra
[Li,Lj] = iεijkLk , [Ri,Rj] = iεijkRk . (A.18)
In the round coordinates
z1 = cos(θ)e
iτ , z2 = sin(θ)e
iϕ , (A.19)
the metric on S3 is given by
ds2 = e(`)ie
(`)
i = e
(r)ie
(r)
i = r
2(dθ2 + cos2(θ)dτ 2 + sin2(θ)dϕ2) . (A.20)
and the vectors Li = Liµ∂µ Ri = Riµ∂µ are given by
L1 = i
2
(− cos(τ + ϕ)∂θ − tan(θ) sin(τ + ϕ)∂τ + cot(θ) sin(τ + ϕ)∂ϕ) , (A.21)
L2 = i
2
(sin(τ + ϕ)∂θ − tan(θ) cos(τ + ϕ)∂τ + cot(θ) cos(τ + ϕ)∂ϕ) , (A.22)
L3 = i
2
(∂τ + ∂ϕ) , (A.23)
R1 = i
2
(cos(τ − ϕ)∂θ + tan(θ) sin(τ − ϕ)∂τ + cot(θ) sin(τ − ϕ)∂ϕ) , (A.24)
R2 = i
2
(− sin(τ − ϕ)∂θ + tan(θ) cos(τ − ϕ)∂τ + cot(θ) cos(τ − ϕ)∂ϕ) , (A.25)
R3 = i
2
(∂τ − ∂ϕ) . (A.26)
It will also be useful to introduce stereographic coordinates. Let
rz1 = X1 + iX2 , rz2 = X3 + iX4 . (A.27)
34Li generates the left SU(2) action Lig = − 12γig, while Ri generates the right action Rig = 12gγi.
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The stereographic coordinates xi (i = 1, 2, 3) are defined as
X1,2 =
x1,2
1 + x
2
4r2
, X4 =
x3
1 + x
2
4r2
, X3 = r
1− x2
4r2
1 + x
2
4r2
, (A.28)
x1,2 =
2X1,2
1 +X3/r
, x3 =
2X4
1 +X3/r
, x2 ≡ x21 + x22 + x23 . (A.29)
In our definition the origin ~x = (0, 0, 0) is mapped to ~X = (0, 0, r, 0). The induced metric
on S3 is conformally flat
gµν = e
2Ωδµν , e
Ω =
1
1 + x
2
4r2
, (A.30)
and we define the stereographic frame as
eiµ = e
Ωδiµ . (A.31)
Let us summarize how Killing spinors on S3 look in the different frames that we intro-
duced. The spinor covariant derivatives in the left and right invariant frames are given,
respectively, by
∇µ
∣∣∣∣
left inv.
= ∂µ +
i
2r
γµ , ∇µ
∣∣∣∣
right inv.
= ∂µ − i
2r
γµ . (A.32)
Let ξ(`) and ξ(r) be spinors satisfying
∇µξ(`) = i
2r
γµξ
(`) , ∇µξ(r) = − i
2r
γµξ
(r) . (A.33)
Then in the left invariant frame ξ(`) is some constant spinor χ(`), while ξ(r) is some constant
spinor χ(r) in the right invariant frame. In the stereographic frame one can check that
ξ(`) = eΩ/2
(
1− i
2r
xiγi
)
χ(`) , ξ(r) = eΩ/2
(
1 +
i
2r
xiγi
)
χ(r) . (A.34)
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B Closure of Superconformal Algebra
For any two spinors ξaa˙ and ξ˜aa˙ satisfying (2.3), the anti-commutator of supreconformal
transformations (2.4)–(2.9) acting on any field Φ closes up to equations of motion into
{δξ, δξ˜}Φ =
(
Kˆξ,ξ˜ + GˆΛ
)
· Φ + e.o.m. . (B.1)
The operator Kˆξ,ξ˜ is defined as
Kˆξ,ξ˜ ≡ Lˆv + RˆC + RˆH + ρ∆ˆ , (B.2)
where
• Lv is the Lie derivative along vµ ≡ iξ˜aa˙γµξaa˙.
• RˆC/H is an su(2)C/H transformation, acting on doublets with the matrices
R¯a˙b˙ ≡ i(ξ˜c(a˙ξ′|c|b˙) + ξc(a˙ξ˜′|c|b˙)) , (B.3)
Rab ≡ i(ξ˜(ac˙ξ′b)c˙ + ξ(ac˙ξ˜′b)c˙) , (B.4)
such that, e.g., RˆCψa˙ = R¯a˙
b˙ψb˙, RˆHqa = Ra
bqb, and with the obvious generalization for
triplets: RˆHDab = Ra
cDcb +Rb
cDac, etc.
• ρ is the dilation transformation parameter
ρ = i(ξ˜ab˙ξ′
ab˙
+ ξab˙ξ˜′
ab˙
) . (B.5)
The components of the vectormultiplet (2.1) appear with dimensions ∆ˆ[V ] = (0, 3
2
, 1, 2),
and those of the hypermultiplet (2.2) have ∆ˆ[H] = (1
2
, 1).
• GˆΛ is a gauge transformation with parameter
Λ = (ξ˜ca˙ξcb˙)Φ
a˙b˙ − vµAµ , (B.6)
such that, e.g., GˆΛAµ = DµΛ, GˆΛΦa˙b˙ = i[Λ,Φa˙b˙], GˆΛqa = iΛqa, GˆΛq˜a = −iΛq˜a, etc.
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C N = 4 Algebras
C.1 Superconformal Algebra
The 3d N = 4 superconformal algebra is osp(4|4), and its bosonic sub-algebra so(3, 2) ⊕
su(2)C ⊕ su(2)H consists of conformal and R-symmetry transformations. In flat space, the
conformal symmetry generators can be divided into translations Pµ, rotations Mµν , dilata-
tions D and special conformal transformations Kµ. The su(2)C and su(2)H R-symmetry
generators will be denoted by Ra
b and R¯a˙
b˙, respectively. The corresponding sub-algebra is
[Mα
β, Pγδ] = δγ
βPαδ + δδ
βPαγ − δαβPγδ , (C.1)
[Mα
β, Kγδ] = −δαγKβδ − δαδKβγ + δαβKγδ , (C.2)
[Mα
β,Mγ
δ] = −δαδMγβ + δγβMαδ , [D,Pαβ] = Pαβ , [D,Kαβ] = −Kαβ , (C.3)
[Pαβ, K
γδ] = 4δ(α
(γMβ)
δ) + 4δ(α
γδβ)
δD , (C.4)
[Ra
b, Rc
d] = −δadRcb + δcbRad , [R¯a˙b˙, R¯c˙d˙] = −δa˙d˙R¯c˙b˙ + δc˙b˙R¯a˙d˙ , (C.5)
where we defined
Pαβ ≡ (γµ)αβPµ , Kαβ ≡ (γµ)αβKµ , Mαβ ≡ i
2
(γµγν)α
βMµν . (C.6)
The algebra (C.1)–(C.5) is represented on a dimension ∆ scalar primary operator Oaa˙(x) in
the (2,2) irrep of su(2)C ⊕ su(2)H as
[Pµ,Oaa˙(x)] = i∂µOaa˙(x) , [Kµ,Oaa˙(x)] = i(x2∂µ − 2xµ(x · ∂)− 2∆xµ)Oaa˙(x) ,
[Mµν ,Oaa˙(x)] = i(xµ∂ν − xν∂µ)O(x) , [D,Oaa˙(x)] = (x · ∂ + ∆)Oaa˙(x) , (C.7)
[Ra
b,Occ˙(x)] = δcbOac˙ − 1
2
δa
bOcc˙ , [R¯a˙b˙,Occ˙(x)] = δc˙b˙Oca˙ − 1
2
δa˙
b˙Occ˙ ,
The transformations of the odd generators in osp(4|4) can be read from the variations (2.4)–
(2.9) as follows. The solution of the conformal Killing spinor equation (2.3) on R3 is
ξaa˙ = aa˙ + x
iγiηaa˙ , ξ
′
aa˙ = ηaa˙ . (C.8)
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We then define the action of the Poincare´ supercharges Qαaa˙ and conformal supercharges
Sαaa˙ by
δξO ≡ i
2
[αaa˙Qαaa˙ + η
αaa˙Sαaa˙,O] . (C.9)
The commutators of the odd generators Qαaa˙ and Sαaa˙ then follow by matching the action
of Kˆξ,ξ˜ defined in Appendix B with (C.7). The resulting odd-odd and even-odd part of the
algebra is
{Qαaa˙, Qβbb˙} = 4εabεa˙b˙Pαβ , {Sαaa˙, Sβbb˙} = 4εabεa˙b˙Kαβ , (C.10)
[Kαβ, Qγaa˙] = i
(
δγ
αSβaa˙ + δγ
βSαaa˙
)
, [Pαβ, S
γ
aa˙] = −i (δαγQβaa˙ + δβγQαaa˙) , (C.11)
[Mα
β, Qγaa˙] = δγ
βQαaa˙ − 1
2
δα
βQγaa˙ , [Mα
β, Sγaa˙] = −δαγSβaa˙+ 1
2
δα
βSγaa˙ , (C.12)
[D,Qαaa˙] =
1
2
Qαaa˙ , [D,S
α
aa˙] = −1
2
Sαaa˙ , (C.13)
[Ra
b, Qαcc˙] = δc
bQαac˙ − 1
2
δa
bQαcc˙ , [Ra
b, Sαcc˙] = δc
bSαac˙ − 1
2
δa
bSαcc˙ , (C.14)
[R¯a˙
b˙, Qαcc˙] = δc˙
b˙Qαca˙ − 1
2
δa˙
b˙Qαcc˙ , [R¯a˙
b˙, Sαcc˙] = δc˙
b˙Sαca˙ − 1
2
δa˙
b˙Sαcc˙ , (C.15)
and also
{Qαaa˙, Sβbb˙} = 4i
[
εabεa˙b˙
(
Mα
β + δα
βD
)
+ δα
β
(
εa˙b˙Rab + εabR¯a˙b˙
)]
. (C.16)
C.2 Non-conformal N = 4 Algebra on S3
We will now construct the S3 N = 4 algebra su(2|1)`⊕su(2|1)r explicitly, as a sub-algebra of
the osp(4|4) superconformal algebra defined in (C.1)–(C.5) and (C.10)–(C.16). The matrices
ha
b and h¯a˙b˙ in (2.13) are traceless and square to 1. Therefore, they can always be decomposed
into commuting spinors (“twistors”) ua± and u¯
a˙
± as
ha
b = u+au
b
− + u−au
b
+ , h¯
a˙
b˙ = u¯
a˙
+u¯−b˙ + u¯
a˙
−u¯+b˙ , (C.17)
where (u+u−) = (u¯+u¯−) = 1. The decomposition to twistors (C.17) simplifies the con-
struction of the non-conformal sub-algebra, because it eliminates the need to carry the
su(2)C ⊕ su(2)H indices. The twistors u± and u¯± are simply the eigenvectors of hab and h¯a˙b˙
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:ua±ha
b = ±ub± , h¯a˙b˙u¯b˙± = ±u¯a˙± . (C.18)
Let us parameterize the Cartan of su(2)C ⊕ su(2)H as35
R3H ≡
1
2
ha
bRb
a = (u+Ru−) , R3C ≡
1
2
h¯a˙b˙R¯
b˙
a˙ = (u¯+R¯u¯−) . (C.19)
The generators of the u(1)`⊕ u(1)r ⊂ su(2)C ⊕ su(2)H R-symmetry of the S3 N = 4 algebra
are then defined in terms of (C.19) to be
R` = R
3
H +R
3
C , Rr = R
3
H −R3C . (C.20)
Furthermote, the odd generators of su(2|1)` ⊕ su(2|1)r are given by
Q(`±)α ≡
1 + i
2
ua±u¯
a˙
±
(
Qαaa˙ +
i
2r
Sαaa˙
)
, Q(r±)α ≡
1 + i
2
ua±u¯
a˙
∓
(
Qαaa˙ − i
2r
Sαaa˙
)
. (C.21)
The relative coefficients between Qαaa˙ and Sαaa˙ in (C.21) can be fixed up to one constant by
demanding that Q(`±) anti-commute with Q(r±). The only non-trivial odd-odd commutators
are
{Q(`+)α ,Q(`−)β } = −
4i
r
(
J
(`)
αβ +
1
2
εαβR`
)
, (C.22)
{Q(r+)α ,Q(r−)β } = −
4i
r
(
J
(r)
αβ +
1
2
εαβRr
)
, (C.23)
where J
(`)
αβ and J
(r)
αβ are the su(2)` ⊕ su(2)r isometry generators of S3 defined by
J
(`)
αβ = −
r
2
(
Pαβ − 1
4r2
Kαβ − 1
r
Mαβ
)
, (C.24)
J
(r)
αβ =
r
2
(
Pαβ − 1
4r2
Kαβ +
1
r
Mαβ
)
. (C.25)
In particular, if we denote their components as
(J (`))α
β =
(
J
(`)
3 J
(`)
+
J
(`)
− −J (`)3
)
, (J (r))α
β =
(
J
(r)
3 J
(r)
+
J
(r)
− −J (r)3
)
, (C.26)
35Recall that (u+u−) ≡ ua+u−a and (u+Ru−) ≡ ua+Rabu−b, etc.
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then the only non-trivial even-even commutators are
[J
(`)
3 , J
(`)
± ] = ±J (`)± , [J (`)+ , J (`)− ] = 2J (`)3 , (C.27)
[J
(r)
3 , J
(r)
± ] = ±J (r)± , [J (r)+ , J (r)− ] = 2J (r)3 . (C.28)
The action of the generators J (`/r) on a scalar operator O(x) on S3 is given by
[J
(`)
3 ,O(x)] = −L3O(x) , [J (r)3 ,O(x)] = −R3O(x) , (C.29)
[J
(`)
± ,O(x)] = −(L1 ± iL2)O(x) , [J (r)± ,O(x)] = −(R1 ± iR2)O(x) , (C.30)
where Li and Ri were defined in (A.21)–(A.26).
Finally, the non-trivial even-odd commutators are
[R`,Q(`±)α ] = ±Q(`±)α , [Rr,Q(r±)α ] = ±Q(r±)α , (C.31)
[(J (`))α
β,Q(`±)γ ] = δγδQ(`±)α −
1
2
δα
βQ(`±)γ , [(J (r))αβ,Q(r±)γ ] = δγδQ(r±)α −
1
2
δα
βQ(r±)γ .
(C.32)
For the choice of ha
b = −σ2 and h¯a˙b˙ = −σ3, we can take
ua+ =
1
2
(
1− i
1 + i
)
, ua− =
1
2
(
1− i
−1− i
)
, u¯a˙+ =
(
0
1
)
, u¯a˙− =
(
1
0
)
. (C.33)
One then finds that
Q(r−)1 +Q(`+)1 = Q112˙ +
1
2r
S222˙ , (C.34)
Q(`−)2 +Q(r+)2 = Q211˙ +
1
2r
S121˙ , (C.35)
are the nilpotent supercharges used to define the Higgs branch cohomology in [7, 8].
D 1d Green’s function from 3d theory
The Green’s function (5.22) of the fundamental twisted Higgs branch operators (4.14) in-
serted on the θ = pi
2
circle in S3, can be calculated directly from the 3d Gaussian action (5.10).
Without loss of generality let us consider a U(1) gauge theory with one hypermultiplet. The
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bosonic part of the action is
Sfree hyper =
∫
d3x
√
g q˜a(x)Dab(x)qb(x) , (D.1)
where the operator Dab(x) is defined by
Dab(x) ≡
(
−∇2 + 3
4r2
+ σ
2
r2
− σ
r2
σ
r2
−∇2 + 3
4r2
+ σ
2
r2
)
. (D.2)
It is a straightforward exercise to determine the two-point function Gab(x, x′) = 〈qa(x)q˜b(x′)〉
by solving the differential equation
Dac(x)Gcb(x, x′) = δ
b
a√
g(x′)
δ3(x− x′) . (D.3)
The solution is
Gab(x, x′) = 〈qa(x)q˜b(x′)〉 = 1
8pir cosh(σpi)
(
cosh(σpi−σγ)
sin(γ/2)
sinh(σpi−σγ)
cos(γ/2)
− sinh(σpi−σγ)
cos(γ/2)
cosh(σpi−σγ)
sin(γ/2)
)
(D.4)
where γ is the relative angle between the points x and x′. In the coordinates (θ, τ, ϕ) used
previously, it is given by
cos γ = cos θ cos θ′ cos(τ − τ ′) + sin θ sin θ′ cos(ϕ− ϕ′) . (D.5)
In particular, when both x and x′ belong to the circle at θ = pi/2, we have γ = |ϕ− ϕ′|.
Using the definition (4.14) of Q(ϕ) and Q˜(ϕ) in terms of the fields qa(x) and q˜
a(x) evaluated
on this circle, we have
〈Q(ϕ)Q˜(0)〉 = − cos ϕ
2
G12(ϕ, 0)− sin ϕ
2
G22(ϕ, 0) , (D.6)
which, when using (D.4), can be seen to agree precisely with (5.22).
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E QHβ BPS equations
In this section we will study the full set of BPS equations
δξλaa˙ = δξ,νψa˙ = δξ,νψ˜a˙ = 0 , (E.1)
where the transformations were defined in (2.5), (5.32) and (5.33), the Killing spinor ξ = ξHβ
is defined in (5.5), and νaa˙ satisfies (5.34).
36 Here, we study the consequences of (E.1) before
the reality conditions are imposed on the fields.
Let us unpack the contents of these equations. The gaugino BPS equations, can be used
to solve for the auxiliary fields Dab. This solution can be written as
iDab =
1
µ
(
− i
4
εµνρvρµabFµν + µa
c(ξa
a˙γµξb
b˙)DµΦa˙b˙ + 2µac(ξca˙ξ′bb˙)Φa˙b˙ −
1
2
µabµ
a˙b˙Φa˙
c˙Φc˙b˙
)
,
(E.2)
where the symmetric matrices µab and µa˙b˙ are given by
µab = (ξa
c˙ξbc˙) , µa˙b˙ = (ξ
c
a˙ξcb˙) , µ ≡ det(µab) = det(µa˙b˙) = β2 cos2(θ) , (E.3)
and vµ is the Killing vector generating translations along τ :
vµ ≡ iξaa˙γµξaa˙ . (E.4)
The remaining gaugino BPS equations imply that the fields are independent of τ up to
a field dependent gauge transformation. The result is more conveniently expressed in terms
of the twisted fields
Φ˜1˙1˙ ≡ eiτΦ1˙1˙ , Φ˜2˙2˙ ≡ e−iτΦ2˙2˙ , (E.5)
which satisfy [Z, Φ˜1˙1˙] = [Z, Φ˜2˙2˙] = 0, up to a gauge transformation, where Z was defined in
(5.36). The BPS configurations are naturaly expressed in terms of (E.5) since QHβ squares
36 In this section, we will always write ξ for the particular spinor ξHβ defined in (5.5) to avoid clutter.
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to Z. Let us also define a modified connection D?µ as37
D?τ = Dτ +
ir
2
cos(θ)
(
βΦ˜1˙1˙ +
1
β
Φ˜2˙2˙
)
, D?θ,ϕ = Dθ,ϕ . (E.6)
Using the definitions (E.5) and (E.6), one can show that δξλab˙ = 0 implies that
F ?θτ = F
?
ϕτ = D?τDab = D?τ Φ˜1˙1˙ = D?τ Φ˜2˙2˙ = D?τΦ1˙2˙ = 0 , (E.7)
where F ?µν = i[D?µ,D?ν ]. As implied by (E.7), the modified connection (E.6) actually satisfies
Dτ
(
βΦ˜1˙1˙ +
1
β
Φ˜2˙2˙
)
= 0, and so is literally independent of τ up to a gauge transformation. It
then follows that all fields in V are similarly τ -independent.
The analysis of the H′ hypermultiplet BPS equations δξ,νψa˙ = δξ,νψ˜a˙ = 0, is similar. One
first solves for the auxiliary fields:
Ga =
1
µ
µ
(ν)
ad
[
(νda˙γµξba˙)Dµqb − (νda˙ξbc˙)Φc˙a˙qb + (νda˙ξ′ba˙)qb
]
, (E.8)
G˜a =
1
µ
µ
(ν)
ad
[
(νda˙γµξba˙)Dµq˜b + (ν
da˙ξbc˙)q˜bΦ
c˙
a˙ + (ν
da˙ξ′ba˙)q˜b
]
, (E.9)
where we defined µ
(ν)
ab ≡ (νac˙νbc˙). The remaining equations then imply that
D?τGa = D?τ G˜a = D?τqa = D?τ q˜a = 0 . (E.10)
Note that the solutions (E.8) and (E.9) for the auxiliary fields depend on the spinors νaa˙.
Nevertheless, the conditions these spinors satisfy (5.34) can be shown to imply that (E.10)
holds for any choice of νaa˙.
The solutions (E.2), (E.8), (E.9) for the auxiliary fields in terms of the dynamical ones,
together with the τ -independence conditions (E.7) and (E.10), comprise the full set of restric-
tions that follow from the BPS equations (E.1) without imposing additional reality conditions
on the fields. These conditions are sufficient in order to show that the action S ′hyper[H′] de-
fined in (5.31) localizes to the 1d action (5.43). Indeed, after dimensional reduction on τ ,
plugging (E.2), (E.8) and (E.9) in S ′hyper[H′], one can show that
S ′hyper[H′]
∣∣∣∣
QHβ −BPS
=
∫
D2
d2x
√
gD2∇µ¯K µ¯ , (E.11)
37Note that in our conventions (Φ1˙1˙)
† = −Φ2˙2˙, so the connection (E.6) is complex unless β is pure
imaginary.
102
where
K µ¯ = −r cos(θ)
µ
(
iεµ¯ν¯τµa˙b˙(ξba˙γτξ
c
b˙)q˜bDν¯qc + µ
a˙b˙(ξba˙γ
µ¯ξ′cb˙)q˜bqc + µ
ac(ξc
a˙γµ¯ξbb˙)q˜aΦa˙b˙qb
)
,
(E.12)
where µ¯ runs over the coordinates θ and ϕ of D2. Using the explicit form of (E.12), one
can check that the boundary term left from (E.11) is precisely the 1d action (5.43). This
completes the derivation.
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