Abstract. We present a new non-parametric model constraint graph min-cut algorithm for automatic kidney segmentation in CT images. The segmentation is formulated as a maximum a-posteriori estimation of a model-driven Markov random field. A non-parametric hybrid shape and intensity model is treated as a latent variable in the energy functional. The latent model and labeling map that minimizes the energy functional are then simultaneously computed with an expectation maximization approach. The main advantages of our method are that it does not assume a fixed parametric prior model, which is subjective to inter-patient variability and registration errors, and that it combines both the model and the image information into a unified graph min-cut based segmentation framework. We evaluated our method on 20 kidneys from 10 CT datasets with and without contrast agent for which ground-truth segmentations were generated by averaging three manual segmentations. Our method yields an average volumetric overlap error of 10.95%, and average symmetric surface distance of 0.79mm. These results indicate that our method is accurate and robust for kidney segmentation.
Introduction
Kidney segmentation and volumetric measurement from Computed Tomography (CT) datasets has been proven to be an effective and accurate indicator for renal function in many clinical situations. These include urological treatment decision-making, radiotherapy planning, and estimation of the glomerular filtration rate of living donors [1, 2, 3] . CT imaging is widely used for kidney analysis and diagnosis since it provides essential anatomical information, including kidney morphology and renal vessel characteristics.
Automatic kidney segmentation is a challenging task. The main factors are unclear borders between the kidney, the liver and the spleen, image acquisition artifacts, image noise, and various pathologies, such as tumors and nephrolithiasis. The interactive graph min-cut based segmentation method provides globally optimal segmentation based on both weighted voxel adjacencies and prior models of the object and the background [4] . However, extensive user interaction is required to provide an estimates of the prior intensity models, and to prevent "segmentation leaks" with predefined spatial constraints. This user interaction limits its routine clinical use for kidney segmentation [5] .
A variety of methods have been proposed to incorporate fixed parametric shape information to spatially constrain the graph-min cut optimization. Slabaugh and Unal [6] constrain the optimization to a narrow band of a predefined ellipse. Freedman and Zhang [7] use a level-set representation of the shape prior to compute the probability of each voxel to belong to the object class. Ali et al. [8] use the Poisson distribution and distance maps to compute the shape term of the graph for the segmentation of 2D kidney slices from DCE-MRI. Freiman et al. [9] use a local tubular descriptor to adapt the graph-cut segmentation to vascular structures. All these methods require the explicit formulation of a specific shape model which is inadequate as a general solution for kidney segmentation due to the large inter-patient shape variability. In addition, an interactive initialization is often required to properly position the shape model in the image domain [6, 7] . Although Freiman et al. [9] use an automatic initialization, their method is designed specifically for the carotid arteries segmentation, and cannot be directly applied to the segmentation of other organs.
Recently, Kumar et al. [10] and Malcolm et al. [11] proposed to use adaptive parametric shape models to constrain the min-cut optimization. In their method, the model parameters are considered as a latent variable, and an iterative approach is used to simultaneously estimate the shape model parameters and to compute the segmentation. The drawback of parametric shape models is that they are less suitable for medical images in which the inter-patient organ shape variability is relatively large, and where numerous types of pathologies are present [12, 13] .
In this paper we present a non-parametric global shape constrained graph min-cut approach for the automatic segmentation of kidneys from CT images. Our approach defines a non-parametric hybrid model that couples both shape and patient specific intensity information as a latent variable. An Expectation Maximization (EM) algorithm is then used to simultaneously estimate the latent model and to produce the kidney segmentation. The main advantages of our method are that: 1) it iteratively refines both the shape and the intensity models during the segmentation to increase its accuracy; 2) it uses a non-parametric shape representation that allows weighting of the training instances, and; 3) it uses the graph min-cut framework to perform global optimization on the entire volume in each iteration, as opposed to level-sets [13] or Maximum A-Posteriori (MAP) estimation [12] , which perform only local optimizations. Experimental evaluation of our method on 20 kidneys from both contrasted and non-contrasted CT datasets yield an average (std) volumetric overlap error of 10.95% (3.7%).
1. Initially, each training dataset is registered to the current image. 2. E-step: Non-parametric shape and intensity models are computed with adaptive weighting of each training dataset. 3. M-step: The kidney segmentation is computed with the graph min-cut technique with edges weights derived from the kidney model.
The kidney model is refined with respect to the current image by iterating over steps 2 and 3 until convergence. Next, we formalize our framework and describe each step of the algorithm in detail.
The graph min-cut approach [4] defines segmentation as a voxel labeling problem. The optimal labeling is defined as the Maximum A-Posteriori (MAP) estimation of a Markov Random Field (MRF) M that minimizes an energy function E(M ) incorporating both a prior model and voxel neighborhood information:
where x is the voxel coordinates vector, y is a neighboring voxel of x, and m(x) ∈ {m Obj , m Bkg }, are the object and background voxel labels, respectively. The prior model likelihood term φ(x|m(x)) is defined as:
where p(x ∈ Obj|Θ Obj ) is the likelihood of voxel x to belong to the object or background classes given a prior model Θ. In the original graph min-cut approach [4] , this likelihood term is computed using a fixed prior intensity model, which is usually acquired via user interaction. The voxel neighborhood term ψ(m(x), m(y)) penalizes neighboring voxels with different labels. It is usually proportional to a contrast-based term that reduces the penalty when neighboring voxels have large intensity differences. Instead of using a fixed intensity model, we define the prior model Θ as a combination of both shape and intensity information. This prior model is initially estimated based on the training datasets. We refine the initial estimate Θ by considering it to be a latent variable in the energy functional, which now takes the form of E(M, Θ). An EM approach is then used to simultaneously estimate the unknown model Θ and to find the segmentation M [10, 11] . We describe the EM steps and the iterative process in detail next.
E-
Step: Non-parametric hybrid model estimation Given a set of training images {I i } with their corresponding segmentations {M i },i ∈ {1 . . . N } and a new image to segment I, our goal is to construct a prior model Θ that combines both shape S Obj and intensity I Obj information. Note that using each component solely, does not provide enough information to obtain accurate segmentation. The presented model components were taken from a first iteration of the algorithm.
The shape information is computed from the object segmentation in the training datasets {I i }. The probability of voxel x to belong to the object class based on the shape model is defined as:
where N is the number of training datasets, α i is a weighting parameter, and the function χ is:
where Φ i is a geometrical transformation that maps the i'th training dataset to the current image. The transformations Φ i are computed using an intensitybased B-Spline registration algorithm [14] . The parameter α i indicates how close is dataset i to the current patient image I. In the first iteration, α i is proportional to the Mutual Information (MI) between M i (Φ i ) and I. Subsequently, α i is proportional to the Dice coefficient between current segmentation and the training segmentation M i . The intensity model is defined as a patient-specific non-parametric estimation of the Intensity Probability Distribution Function (IPDF), which is estimated using intensity histogram of the voxels in current image i, that belong to the object. In the first iteration, only voxels with high confidence to belong to the object based on the shape model are included in the histogram computation. In subsequent iterations, all the voxels that labeled as object in the previous iteration are used. The intensity-based background likelihood is set to be its complement, i.e., 1 − p(I(x)|Obj). Fig. 1 illustrates the different components of our model.
M-Step: Graph min-cut MAP-MRF optimization
Given an estimation of the prior model Θ, the goal now is to compute the MAP-MRF that best model the given image I. The graph min-cut formulation for MAP-MRF estimation is as follows.
Let G = (V, E) be the image graph. Graph nodes V = {v 1 , . . . v n , v s , v t } are defined such that node v x corresponds to voxel x and terminal nodes v s and v t correspond to the object and background classes. Graph edges E = {(v x , v s ), (v x , v t ), (v x , v y )} consist of three groups: 1) edges (v x , v s ) from voxels to the object terminal node; 2) edges (v y , v t ) from voxels to the background terminal node, and; 3) edges (v x , v y ) between adjacent voxels. The cost of a cut that divides the graph into the object class and the background class is defined as the sum of the cut edges' weights. The segmentation is the bipartite graph partition that minimizes the cut's cost.
Edge weights are assigned as follows. Edge weights w(v x , v s ) represent the likelihood of voxel x to belong to the kidney (object) based on hybrid intensity and geometric model Θ:
Edge weights w(v x , v t ) represent the likelihood of each voxel to belong to the background class. We define it as the complement of the object prior model:
Edge weights w(v x , v y ) penalize for nearby voxels x, y that have different labels. This edge weight is a combination of the local intensity difference and the spatial location of the edge with respect to the prior shape model S Obj :
where σ is a normalization constant that represents the standard deviation of the intensity values inside the object, and ψ(m(x), m(y)|S Obj ) is computed using Eq. 3. The minimal cut on the graph is then computed as described in [4] .
The iterative solution
The iterative process starts with the computation of the pairwise registration transformations Φ i that map each training dataset to the current image domain. Since the pairwise registrations are independent, they can be computed in parallel by spanning simultaneous registration processes on computer clusters [15] .
As an alternative the method described in [16] can be used to reduce the number of required registrations. Although this initialization step may be computationally intensive, it prevents the accumulation of individual registrations errors that pervade in existing atlas generation methods [12] .
In the E-step, the shape and intensity model Θ is computed. The shape model is first computed with Eq. 3 and then the intensity model is computed as described in Sec. 2.1. In the M-step, the updated estimation of the segmentation M is computed based on these models. Both steps are iteratively repeated until Θ and M remain stable.
Experimental results
We evaluated our method on 20 kidneys from 10 CT datasets of size 512 × 512 × 350 − 500 voxels, 0.5 − 1.0 × 0.5 − 1.0 × 1.0 − 1.5mm 3 , with and without contrast agent administration. The datasets were acquired on a 64-row CT scanner (Brilliance 64 -Phillips Healthcare, Cleveland, OH) and were chosen randomly from the hospital archive to represent wide variety of patients with different ages and pathologies. Three different observers annotated both the left and right kidney on each dataset. The STAPLE algorithm [17] was used to estimate the ground-truth from the three manual segmentations. In addition we measured the intra-observer performance with respect to the estimated ground-truth.
We evaluated our method using the Leave-One-Out (LOO) approach, where all datasets except the one we tried to segment were used for the training. Fig. 2 presents representative results of kidney segmentation.
Both volumetric and surface based measures were computed. the human observers performance. Our method yield an average (std) volumetric overlap error of 10.95% (3.7%) which is better than previously published results for semi-automatic kidney segmentation from CT images [2] (17%). The average (std) volumetric overlap error of the observers was 4.67% (0.28%). The average (std) running time using computer cluster to perform the registrations in parallel was 13:54 min (0:27 min). Although our automatic method did not achieve the human performance, it provides clinically acceptable results for volumetric measurements and surgical planning.
Conclusion
We have presented a new iterative non-parametric model-based graph min-cut approach for kidney segmentation in CT images. Given a set of training images with their segmentations, our method computes the kidney segmentation based on MAP-MRF estimation of the current image. The algorithm treats the model parameters as a latent variable in a discrete energy functional. An ExpectationMaximization approach is then used to iteratively estimate the model and to obtain the MAP-MRF estimation using the graph min-cut technique. We evaluated the performance of our method on 20 kidneys. Our results show that the proposed method is accurate, robust, easy to use, and provides relevant clinical measurements for many applications. In the future we plan to apply the proposed method to other organ segmentations from various imaging modalities.
