In multivariate statistics under normality, the problems of interest are random covariance matrices (known as Wishart matrices) and "ratios" of Wishart matrices that arise in multivariate analysis of variance (MANOVA) (see [24] ). The bimatrix variate beta type IV distribution (also known in the literature as bimatrix variate generalised beta; matrix variate generalization of a bivariate beta type I) arises from "ratios" of Wishart matrices. In this paper, we add a further independent Wishart random variate to the "denominator" of one of the ratios; this results in deriving the exact expression for the density function of the bimatrix variate extended beta type IV distribution. The latter leads to the proposal of the bimatrix variate extended F distribution. Some interesting characteristics of these newly introduced bimatrix distributions are explored. Lastly, we focus on the bivariate variate extended beta type IV distribution (that is an extension of bivariate Jones' beta) with emphasis on  ( 1   2 ) where  1 is the random stress variate and  2 is the random strength variate.
Introduction
In multivariate statistics under normality, the problems of interest are random covariance matrices (known as Wishart matrices) and ratios of Wishart matrices that arise in multivariate analysis of variance (see [24] ). The Wishart ratio U = (H + E) (H ∼   ( Σ) independent of E ∼   ( Σ)) is the genesis of the matrix variate beta type I distribution, denoted as U ∼    ( ) 2 (see [21] ). (Note C 1 2 is the unique positive definite square root of C) Let H  ∼   (   Σ),  = 1 2 independent of E ∼   ( Σ), where
then it is evident that W 1 ∼    ( 1   2 + ) and W 2 ∼    ( 2   1 + ). However, they are correlated with a common "denominator" and the distribution of W = (W 1 : W 2 ) 0 is termed the bimatrix variate beta type I distribution ( denoted as W ∼    ( 1   2  )) (see [11] ). The corresponding Dirichlet distribution, that is for  = 1     , was derived by [28] . The distribution of U = (U 1 : U 2 ) 0  where
(H  ∼   (   Σ),  = 1 2 are independent of E ∼   ( Σ)) has been independently studied by [2] , [7] and [16] . This distribution of U is referred by [2] as the bimatrix variate beta type IV distribution, denoted by U ∼    ( 1   2  ). For detailed discussion on bimatrix variate beta distributions with bounded domain the reader is referred to [11] . The refreshing contributions made by [7] , [8] and [9] should also be acknowledged. In this paper, we propose the Wishart ratios (H    = 1 2 3 and E are independent, where H  ∼   (   Σ),  = 1 2 3 and E ∼   ( Σ)) From the construction it is easy to see that X 1 ∼    ( 1  ) and X 2 ∼    ( 2   3 + ) and we refer to the distribution of X = (X 1 : X 2 ) 0 as the bimatrix variate extended beta type IV distribution, denoted as X ∼    ( 1   2   3  )  Furthermore, the ratios
for X = (X 1 : X 2 ) 0 ∼    ( 1   2   3  ) will also be studied; refer to the distribution of F as the bimatrix variate extended F distribution, denoted by F ∼   ( 1   2   3  ).
The rest of the paper is organized as follows: In section 2 we derive the density function of the bimatrix variate extended beta type IV distribution, as well as the bimatrix variate extended F distribution. These two distributions set the platform for section 3.
Section 3 is devoted to the derivation of 
here X = (X 1 :
This is used to obtain the exact expression for the density function of Note that Λ 1 is the Wilks' statistic [31] and Λ 2 is a generalized statistic which arises when testing whether two normal populations are identical [1] . (For more generalized statistics, the reader is referred to [11] .) Furthermore, the moment generating function of the bimatrix extended beta type IV distribution is derived, and used to define the bimatrix variate Kummer extended beta type IV distribution. For a discussion on Kummer distributions the reader is referred, amongst others, to the work of [26] and [27] .
Subsequently, the Laplace transform of F (where F has the bimatrix variate extended F distribution) is obtained and this results in the derivation of the density function of (F 1 + F 2 ). We conclude the paper by specifically discussing the bivariate variate extended beta type IV distribution (an extension of Jones' bivariate beta model). It is well known that the stress-strength model describes the life of a component which has a random strength  2 and is subjected to random stress  1 . The component fails if the stress ( 1 ) applied to it exceeds the strength ( 2 ) and the component will function satisfactorily whenever  ( 1   2 ) Therefore the distribution of  1  2 receives attention where ( 1   2 ) has the bivariate extended beta type IV distribution, together with some graphs and percentage points.
New members of the bimatrix beta type IV
The key idea of this section is to propose the bimatrix variate extended beta type IV distribution, as well as the bimatrix variate extended F distribution.
Let H    = 1 2 3 and E be independent, where 
0 is said to have an bimatrix variate extended beta type IV distribution, denoted as X ∼    ( 1   2   3  )  Theorem 1 presents the density function of X, followed by some remarks. [23] , and after some simplification, the following alternative representation of the density function of the bimatrix variate extended beta type IV distribution follows:
where
is the density function of the bimatrix variate beta type IV distribution (see [2] ) with
Therefore we refer to (2) as the bimatrix variate extended beta type IV distribution.
3. For  = 1 result (6) simplifies to
2 )Γ(
 , and 2  1 (·) is the Gauss hypergeometric function with scalar argument. We refer to (7) as the bivariate extended beta type IV distribution; denoted as ( (7) was obtained by [12] after applying a transformation componentwise on the extended bivariate F distribution; proposed in their paper.
Subsequently, the bimatrix variate extended F distribution is proposed in the next theorem.
Theorem 2 Let H    = 1 2 3 and E be independent, where
0 is said to have the bimatrix variate extended F distribution, with density function given by
−1 U has the matrix-variate beta type II distribution. Now let
Alternatively: (9) can be proved from (8) . Let X 3 = E + H 3  then the Jacobian is
and we have that
proceed now similarly as in the proof of Theorem 1 to obtain (9) . ¥
Properties
In this section some characteristics of (2) and (9) will be studied. Armed with these results some new density functions will be proposed. Firstly, in this section the product moment for the bimatrix variate extended beta type IV distribution (see (2)) is derived, then the exact expression for the density
Secondly, the moment generating function of X ∼ 
is derived, and as a result the bimatrix variate Kummer extended beta type IV distribution is proposed. Lastly, the Laplace transform for
Using the expression of the Laplace transform, the density function of (F 1 + F 2 ) is derived.
Density function of |X
where P
is the zonal polynomial corresponding to  (see [18] , ()  is the generalised Pochhammer symbol of weight  and 
is defined in [4] , equation (2.10), pp 467).
Proof:
From (4) and performing the transformation
(12) where  is defined in (3) ( 2 and  3 are given below). Consider the transformation from X 1 → HX 1 H 0 , H ∈ () under the normalized invariant measure dH, we have from 0  0 (X) =etr(X) and equation (A5) of [10] that
HdX 1
Using equations (36) pp 243 and (5) pp 259 of [25] ;
Applying ( [25] equation (7) 
where    (·) is the generalised Laguerre polynomial (see [25] , pp 282). Similarly,
Substituting (13) and (14) in (12), using equation (36) pp 243 of [25] ; follows that
Since (equation (57), pp 254 of [25] ) 
Substituting (16) in (15); the result (11) follows. ¥
where  (·) denotes Meijer's G-function (see [22] ). 
where P 1Λ12Λ2;1;2;∈1Λ 1 ; * ∈ 2 Λ 2 ;Ω∈12
Proof Similar as in theorem 3, it follows from (4) and performing the transformation R = X 3 , that the moment generating function of X is given as follows
where  is defined in (3) ( 4 and  5 are given below). Consider the transformation from X 1 → HX 1 H 0 , H ∈ () under the normalized invariant measure dH, we have from ( 
Applying ( [25] equation (7) pp. 283; [4] equations (4) (20) and (21) in (19) , followed by applying ( [25] equation (57) (18) follows. ¥ Definition The  ×  symmetric positive definite random matrices X 1 and X 2 on the unit -sphere are said to have the bimatrix variate Kummer extended beta type IV distribution with parameters
The expression for  1 follows directly from (18) and  =   (
Density of (F
0 . Then under the assumptions of Theorem 2 the Laplace transform of F is given by
and    (· ·) denotes the invariant polynomial with two matrix arguments (see [4] ).
Proof From (10) and performing the transformation
3 , we have that the Laplace transform of F is given by
where  is defined in (3) ( 6 and  7 are given below). From (equation (1.4.6) pp 19) of [15] follows that  6 equals Z
and also  7 equals Z
Substituting (24) and (25) in (23) 
(26) Applying (equations (1) pp 258 & (4) pp 259) of [25] ; it follows that (S) equals
Using (equation (2.8) pp 467) of [4] and (equation (3.2) pp 58) of [3] , we have after simplification (22) .¥
Then under the assumptions of Lemma 3, the density function of tr(F 1 + F 2 ) is given by
Proof From (22) and making use of the inverse Laplace transformation it follows that
Therefore from equation (1) pp 238 of [13] follows the result (27) . ¥
Discussion of the bivariate case
In this section we focus on the bivariate case where
with the density function given by (7) . Equivalently, (7) can be expressed as an infinite mixture of the popular Jones' bivariate beta distribution (which was independently proposed by [20] and [29] ):
where for
The following will be addressed in this section:
• The effect of the shape parameter  3 on the density function (7) is illustrated.
• The stress-strength model describes the lifetime of a component with random strength  2 subjected to a random stress  1  The measure  ( 1   2 ) is of interest and thus the density function of the Figure 2 illustrates the shape of this density function of  for different values of the parameter  3 .
• Tabulation of some percentage points of  is given, see Table 1 .
The programming was done by making use of built-in routines of the package Mathematica. Figure 1 illustrates the effect of the parameter  3 for  3 = 0 4 and 10 when  1 =  = 4 and  2 = 6 on the bivariate extended beta type IV density function. This figure also contains the contour plots for easy comparison. As  3 increased and  1   1   remain constant, the density function shifts towards the  1 axes.
Figure 1: Effect of  3 on (7). (7)) is given in the next theorem.
The density function of
given by
for   0, where
The proof of the density function of  is based on the product moment of ( 1   2 ) and the inverse Mellin transform.
Note that since  =  = 2 for the    () function in (29) , it is not necessary to split the domain into 0   ≤ 1 and   1
The percentage points   of  are obtained numerically by solving the equation
this involves computation of the Meijer's G-function and routines are widely available. We used the built-in routines of the package Mathematica. Figure 2 illustrates the shape of the density function (29) for different values of the parameters 
Conclusion
In this paper, we introduced the bimatrix variate extended beta type IV distribution as well as the bimatrix variate extended F distribution; both originated from "ratios" of Wishart random variates. These are new additions to the bimatrix beta field that currently receives a lot of attention in the literature. Some possible applications of bimatrix variate beta distributions were discussed by [7] . These newly proposed bimatrix distributions (arising from different Wishart ratios) can serve as alternative to the well-known bimatrix variate beta type I distribution.
Some properties of these bimatrix variate distributions in section 2, were explored and here the reader should note the derivation of (i) the density function of the ratio of the determinants of the components of the bimatrix variate extended beta type IV distribution; (ii) density function of the trace of the sum of the components of the bimatrix variate extended F distribution, as well as the defining of the bimatrix variate Kummer extended beta type IV distribution. These exact expressions for the distributions were in terms of complex functions that are suddenly more computable due to dynamic programming and the availability of packages and algorithms. Therefore the theory can be transformed into practice for the user. Applications of the ratio of Wilks' statistic, or a variation of it, for independent components was discussed by [30] , thus the potential to extend these applications to dependent components can exist.
Lastly, we shifted attention to the bivariate case ( 1   2 ) with focus on the density of the ratio  1  2 since stress-strength models are important for the practioner. This study is concluded with a few open problems that need to be addressed in future research: (i) Results for different covariance matrices, Σ 1 and Σ 2 of the Wishart distributions, will be an interesting study; (ii) To explore the use of these expressions in the hypothesis testing context where two samples are present; (iii) In this study the focus was only on bounded domain, but there is always the question about results for other domains. Since matrix theory is now a big subject with applications in many disciplines of science, engineering and finance, it is hoped that the results in this paper will be picked up by many researchers.
