The relationship between computer program complexity and error detection capability is investigated by representing a program as a directed graph and simulating the detection and correction of errors. Variables of interest are test coverage, number of inputs, residual errors, execution time, correction time and node-arc-loop relationships. One application is in software design where the information provided by the model would be used to select program structures which are easy to test. A second application is in software testing where test strategies and allocation of test effort would be based on error detection and complexity considerations.
INTRODUCTION
It is generally accepted that computer programs with complex structure are harder to debug and test and more errors persist after release than for programs with more simple structure. By structure we refer to the topological arrangement of the parts of the programs. Here we develop a simulation model*" to investigate the relationship of program structure complexity to error detection and test effort. Since structure can be controlled during the design phase and measured through all phases of a computer project, the study of thB relationship between structure and error characteristics is valuable to the manager of a software project. Complex program structures with poor error characteristics should be avoided. In cases where complex program structures may be necessary to help meet program size or speed limitations, it is useful to have an indication of the additional testing which may be caused by complex structures. It is also useful to be able to compare the error characteristics of design alternatives that have different program structure (I).
Program structure complexity may be described by characteristics such as program size, incidence of This work was'supported by a contract from the Flaval Air Development Center, Warminster, PA.
The suggestion" to use a simulation model to study software error detection was given to the authors by Dr. Samuel Litwin, a consultant to the Naval Air Development Center. branch instructions, incidence of loops, incidence of subroutine calls and variety of instructions. In addition to the complexity of the structure, the error characteristics of a program are a major determinant of the ability to detect errors. Error characteristics refer to the number and locations of errors in the program. Errors can be caused by incorrect design, incorrect implementation of design logic or clerical mistakes in programming. Finally, input characteristics--the sequence of inputs and the particular threads of the program which are traversed by the inputs--will have an effect on the number of errors detected.
Most computer programs have a large number of potential inputs; each may exercise the program in a different way. The sequence of instructions of the program that results from a particular input is called the path or thread associated with that input. Testing by submitting inputs to the program checks only the paths associated with those inputs. For programs with a very large number of inputs, testing can only be a relatively small sampling of all possible inputs (1).
TESTING AND ERROR DETECTION
In many moderate and large computer projects, a programmer writes and debugs a module and then gives it to a test group. The test group tests the module, integrates it with other modules and then continues testing. The module is tested by supplying an input to the module and then comparing the outcome to the known correct outcome. If there is a mismatch between observed and correct output, an error has been detected. When an error is detected the module is given to a programmer who locates and corrects the error ('i.e. debugs the module) and then returns the module to the test group. Notice the distinction between testing, which is supplying inputs and observing outputs, and debugging, which is the highly individualized program analysis needed to locate and correct errors. In debugging, the programmer needs a detailed knowledge of the structure and operation of the module. The tester is frequently unaware of module structure and operation; his primary interest is the function of the module (1).
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SIMULATION OF ERROR DETECTION
It is very difficult to do experimentation with program structure in actual software projects because the cost of duplicate implementations of the same application is very high for all but small projects. For this reason analysis is performed on a model. Structure may be modeled as a set of nodes and arcs as shown in Figure I . In the directed graph, nodes represent connection points where parts of the program may merge and/or branch and arcs represent a sequence of nonbranching instructions such as computation and input/output. Instructions are located in arcs and errors are located in some of the instructions. An input defines a path from the start node to the exit node. The arcs of a path are selected randomly at each node. Beginning at the start node an input causes execution of the instructions on its path, consuming test time, until an error is encountered. After the error is thus detected, it is corrected, consuming correction time; there is some risk that the correction will introduce a new error in some instruction. Then restarting at the initial node execution is begun again with the same input. This process is repeated until there are no errors on the path (1).
Measures of program complexity which are applicable to directed graph representations of program structure are: ratio of actual arcs to maximum arcs; ratio of nodes to arcs; and ratio of loop arcs to total arcs.
A simulation program for analyzing error detection and program structure has been programmed in FOR-TRAN IV and was developed using the Naval Postgrad- By representing a program as a directed graph, it is possible to simulate the execution of a program and the detection and correction of program errors. Prior to the execution of the simulation, the directed graph is established as follows:
The input to the simulation is the definition of the directed graph in terms of nodes, arcs and loops.
• The graph is represented by an adjacency matrix.
Arc lengths are established by randomly selecting the number of instructions between nodes.
Programming errors are randomly seeded among the instructions in the arcs.
The number of i.terations per loop is randomly selected.
During the simulation execution, path traversal, instruction execution time, error correction time and new error insertion (as the result of correcting an error) are simulated. The probability distributions which are used to establish the graph and simulate events are listed below. Since little is known about the type of probability distribution which is associated with the above program properties and execution events, the selection of type of distribution was, of necessity, based on assumptions. However, it is felt that the assumptions are reasonable. For example, the seeding of original errors is based on the number of instructions between errors being exponentially distributed or, equivalently, the presence of an error is independent of the presence of any other error. A second example is that instructions are placed in arcs according to an exponential distribution, or equivalently, the number of instructions between branch points is exponentially distributed. This implies that the number of instructions between two branch points is independent of the number of instructions between other branch points. Although the choice of distribution may have significant effect on the simulation results for a given structure, the objective is to evaluate results on a relative basis across the various structures so that choice of distribution is not critical. A sensitivity analysis could be made of the effect on error detection of the choice of distribution and distribution parameters.
When an input reaches an exit node, several types of data are printed: complexity data, e.g. ratio of nodes to arcs
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• number of remaining errors in the program and their locations
• percent remaining errors
• tota] execution time
• total error correction time
• percent arcs traversed
• average arc traversal time
• number of instructions
• number of original errors.
The above procedure is repeated for as many inputs • as desired. In addition, various program structures can be defined and simulated.
APPLICAT' ION OF SIMULATION MODEL
The model can be used to influence the software design decisions on program structure by making it possible to compare the error detection characteristics of design alternatives. Since error detection characteristics are good indicators of the time and resources consumed by testing, jt is valuable to relate design decisions to testability. The program structure can be converted to a directed graph; the model is then seeded with errors and subjected to random inputs.
The model can also be used to identify the measure or measures of complexity that best predict the ability to detect errors. To do this, it is necessary to estimate the error detection characteristics of ~ variety of different structures. The complexity of actual programs would be determined and the estimates of error detection characteristics would be compared.
It is also of interest to develop a relative ranking of the difficulty of detecting a given number of errors in various program structures. This information can be obtained from the model by seeding a specified number of errors and replicating. the simulation a large number of times for various structures. The ranking obtained would be used during the design process as a guide for selecting structures which are easy to test and during testing as a guide for allocating test resources on the basis of anticipated difficulty of testing.
A difficult facet of program testing involves the selection of inputs. We wish to choose inputs so that a high percentage of the critical parts of the program will be exposed to testing. However, this objective must be weighed against the cost of machine time for debugging and the cost of programming personnel for error correction. It is infeasible to subject a program to all possible input combinations. Various software packages are available for recording and analyzing the following types of data: count and frequency distribution of types of instructions executed; indication of code which is not executed; and indication of code which is impossible to reach (3) . Although this type of instrumentation is helpful for tracing program behavior, once a set of inputs is selected, it does not solve the problem of selecting the number and type of inputs in the first place. Thus, another use of the model is to examine the relationships between nt~nber of inputs and paths traversed, for a given program structure, and the number of remaining errors, fraction of program exposed to testing, execution time and correction time. In addition, it is of interest to determine the number of inputs required to achieve a specified number of remaining errors for various structures, when the same number of original errors is used for each structure.
ANALYSIS OF SELECTED SIMULATION RESULTS
Typical output from I) submitting a sequenceof inputs to a single program, and 2) submitting three inputs to a sequence of increasingly complex programs is described and discussed. The former case is illustrated by a program with 30 nodes, 40 arcs and 435 instructions. Errors were initially placed on 30 instructions. A sequence of 30 inputs (i.e. 30 paths through the program determined by random numbers) were submitted to the program. Recall that each input detects all errors on its path; each error is corrected but there is some probability (in this example it was small) that new errors are introduced by correcting detected errors. For each input the number of errors corrected, the number of new arcs tested, executiontime (related to computer costs) and correction time (related to personnel costs) are shown in Figure 2 . 
