INTRODUCTION
Décision problems of whether two homomorphisms on a free monoid agrée on at least one or ail words from a given set are of crucial importance in computability and formai language theory. The former is the classical Post's Correspondence Problem while the latter played a crucial rôle in proving the decidability of the DOL équivalence problem [3] . Recently there has been much research done in this direction. For example in [4] it was shown that given a context-free language L and two homomorphisms it is decidable whether they EQUALITY SETS 351 We call a set of words over a binary alphabet periodicity forcing if in every pair of distinct homomorphisms agreeing on every word from the set both the homomorphisms must be periodic. We first investigate the singleton periodicity forcing sets, that is periodicity forcing words. Finally, in section 7 we exhibit many two-element periodicity forcing sets and also some two-element sets which are not periodicity forcing. We give some results to support our conjecture that every set containing at least three r-primitive words (words for which no prefix has the same ratio of symbol occurrences as the whole word) is periodicity forcing. Equivalently this would mean that every equality set for two elementary homomorphisms over a binary alphabet is the star of a two element set.
PRELIMINARIES
We give here the basic définitions and some known results, which are needed later.
The free monoid generated by a fini te alphabet E is denoted by E*. For w, v e E*, we write u v if w is a prefix of v (not necessarily proper). The length of w in E* is denoted \w\, specifically | e | =0 for the empty word, E + =E*-{e}. For a set A, \A\ dénotes the cardinality of A. For vo in E* and a in E, the number of occurrences of a in w is denoted by # a (w) .
For w in { a, b } + , r (w)= # a (w)/ # b (w) is the ratio of w. A word w in E* is ratio primitive (rprimitive) if r (u)^r (w) for every nonempty proper prefix u of w.
Consider two homomorphisms g and h mapping E* into A* (possibly E = A). The equality set of g and h [12] is defmed by
E(g, h)={weX* :g(w) = h(w)
The minimal equality set of g and h [1] is defmed by and if w = uv where M, veü*, then g{u)^h(u)}.
For a binary alphabet Z={a, b}, and distinct g, h, e (g, h) = E(g, h)nP where P= \welL +
: w is r-primitive}. Indeed, if xeE(g, h) and x = yz where r(y) = r(x), then also yeE (g, h) . For the converse see lemma 4.1.
In this paper we study equality sets. We note that without loss of generality we can restrict ourselves to a binary target alphabet A since any alphabet F can be encoded over a binary alphabet A, and E (g, h) = E (g f , h') where g\ h' are the compositions of g and h, respectively, with the encoding. On the other hand we vol. 14, n°4, 1980 clearly cannot similarly encode the source alphabet E. Therefore results obtained for a binary alphabet need not be valid in the gênerai case.
A homomorphism h : E* -> À* is elementary [7] if there does not exist a décomposition of h into ƒ and g 9 h = gf, so that | T | < 1E1.
A homomorphism h : E* -> À* is periodic if there is IÜ in A* such that, for each a in E, there is an integer q such that h (a) -w q .lt is clear that for E = { a, b} every homomorphism on E* is either elementary or periodic. A set L <ü E* is periodicity forcing if for any distinct homomorphisms g, h on E*, the property h(w) = g(w) for each w in L implies the periodicity of both g and h.lïL= {x}, then we say simply that x is periodicity forcing.
For each w in E* the primitive root of w is denoted by p (w) and defined as the shortest word u in E* such that w^u n for some n^l. In particular, p(i/) = e If u = s. It is well known that p (w) is unique. The following lemmas turn out to be useful for this paper, see e.g. 
DUAL POST'S CORRESPONDENCE PROBLEM
Here we show that a problem which can be considered dual to the Post's Correspondence Problem (PCP in short) is decidable.
The problem is: Given a string w in E*, do there exist two distinct homomorphisms h 9 g : E* -+ A* for some A, such that at least one of them is aperiodic and h(ic) = c)(w)?
Note that if the requirement that h and g are distinct or, for wfia + ub + , that at least one of them is aperiodic is omitted then such homomorphisms always exist.
We show the decidability of the dual PCP by reducing it to Makanin's result concerning solvability of équations in free monoids. THEOREM 
3.1:
The dual PCP is decidable.
Proof: Given w in X*, we construct a fmite number of Systems of équations over a free monoid at least one of which has a solution iff there exist homomorphisms h and g satisfying the requirements of the given instance of the dual PCP.
In view of the discussion in section 2 we may assume that \ = {0, 1}. For S={a 1) ...,ü B } let E = {a:aeS} and E = [~à : aeH). The word^obtained from ^ in E* by (double) barring of all symbols will be denoted £(,). In all Systems of équations, the set of unknowns will be E u E u {s, t 9 u,v,y,z} and the constants 0 and 1. For each fixed i, y, Je, lrgi, j, k^n, k^i and <x, P, y, 8e{0, 1}, ot^P and y#ô we construct the following three Systems of équa-tions over A*:
w=w;
either or or By [11] we can test whether at least one of these Systems has a solution. If so, then the given instance of the dual PCP has a solution. To see this consider homomorphisms g, h defined by g (a) -a,h (a) =~à for each a in S, and verify that they satisfy the requirements of the dual PCP: (1) is equivalent to g(w) = h(w). Equations (2) are equivalent to g (a J g (a L ) ^g(a t )g (a k ) which, in turn, holds true iff pte(a k ))#p(âf(a;)) 9 #(a fc )#£ and g{a { )ïz (lemma 2.1). Hence, g is nonperiodic iff (2) is valid for some i and k (and a, P with a# P). Finally, (3) holds for some j iff h and g are distinct.
vol. 14, n°4, 1980 If none of the Systems of équations has a solution, then, clearly, also the dual PCP has no solution.
• Note, that it is easy to modify the above proof for the case when both g and h are required to be aperiodic. Proof: Over a binary alphabet a homomorphism is elementary iff it is aperiodic. Hence, the resuit follows by the note above.
• Now we generalize theorem 3.1. We show that it is decidable whether there exist two homomorphisms as in theorem 3.1 which agrée on every word from a given regular set. THEOREM 
3.3: Given a regular set K, it is decidable whether there exist two distinct homomorphisms g and h such that g is aperiodic and g(x) = h (x)for each x in R.
Proof: By [4] , for every regular set R there effectively exists a fmite set
Hence, we can restrict ourselves to the case when R is fmite. For a finite R the proof ispbtained by an easy modification of the proof of theorem 3.1, namely by replacing équation (1) by équations x = ;x for each x in R.
• In theorem .3.3, as in therorem 3.1, both g and h can be required to be aperiodic. Furthermore, the theorem could clearly be extended to every language family for languages of which there effectively exists a fmite test set. The results in [4] strongly suggest that the context-free languages are such a family.
Finally we note that it is also easy to see that it is decidable whether there exist two distinct periodic homomorphisms agreeing on every word of a given regular set.
PROPERTIES OF EQUALITY SETS OVER BINARY ALPHABETS
From now on we will be investigating the properties of equality sets and later on of their éléments, that is of solutions of instances of PCP. In doing this we will restrict ourselves to homomorphisms over a binary alphabet, that is in terms of PCP to instances of PCP with lists of length two. Henceforth we assume £={a,Z>}. Here every element of E(g, h) must start with a and the "continuation" is uniquely determined. So we have a single minimal "solution" aabb
Example 4.2: Consider homomorphisms g, h defmed by
Here it is easy to see that e (g, h) =0, i.e. E(#, /i)= {s}, since clearly each potential solution would have to start with a and then to continue deterministically as indicated The following fact concerning ratios is mentioned in [5] . LEMMA 
4.1: Let g, h be distinct homomorphisms over a binary alphabet. Ifu, veE(g, h), then r(u) = r(v).
The equality sets for periodic homomorphisms over a binary alphabet are characterized by the following lemma which is easy to verify. LEMMA Proof: lïg = h, then E(g, h) = £*, a regular set. If g and h are distinct and at least one of them is elementary then the regularity of E (g, h) was shown in [8] .
4.2: Let g and h be distinct periodic homomorphisms over a binary alphabet with minimal periods .p and q, respectively. Then E(g, h) is of the form
Otherwise both g and h are periodic. By lemma 4.2, if E(g, h) + {s} 5 then we have
where /c^O is a rational number or k = oo. This last set is regular in both cases k = Q or k= oo, which complètes the proof. Q From the above proof and lemma 4.3 we also have the following: LEMMA 
4.5: Let g y h be distinct homomorphisms over a binary alphabet. If at least one of them is injective, then E(g, h) is regular.
The above result does not hold for an arbitrary alphabet even if both g and h are required to be injective, for a counterample see [9] .
The following result is shown in [9] . LEMMA 
4.6: Let g and h be homomorphisms over a binary alphabet, g elementary and h periodic.
Then there exists effectively a word w so that E(g, h)= {w}*.
HOMOMORPHISMS AGREEING O V A GIVEN WORD
In this section we consider the problem of fmding all pairs of homomorphisms agreeing on a given word over {a, b). Obviously, this problem is more difficult than the dual PCP and although we do not know any "practical" algorithm even for the dual PCP we will solve this more difficult problem in some special cases. Certainly, such solutions throw light on the theory of equality sets as a whole.
We start with: 
Moreover, if { ab, ba] <= E (h, g), h^g, and h or g is elementary, then E(h,g)= { ab, ba}*.
Proof: Obviously for any pair (h, g) of the form (2) ab, ba e E (/i, g). To prove the converse let {ab, ba} £E{h, g). Then, by lemma 5.1
for some words a', P' and y' with pVe. Hence, baeE(h,g) implies Y'a'P' = P'Y'ot'. So, by lemma 2.1, either y'a'==£ or else p(p / ) = p(y / a / )/e. In the first case we have h(a) = g(b) = $' and h(b) = g{a) = E.In the second case there exist integers t u t 3^0 and t 2 >0 and words a and P, with aP^s, such that p' = (pa)S y'^(pa) t3 p and a' = a(pa) r ». Thus the first sentence of the theorem follows.
To prove the second sentence of the theorem, let h and g be of the form (2) and let h (resp. g) be elementary. Defme homomorphisms h h g ( 
or^ aabeE(h, g), with \h[q)\ > \g(a)\, iff there exist an integer t^O and words oc, P and y such that aP^s and
h: a^(ap)'otap, g: a-»(ap)'a, j
Proof: As above it is enough to show that iïaab e E (/i, g ), with | h (a) \ > \g(a)\ t then h and ^ ar^ of the form (4). Dénote h(a) = g(a)u. Then ug (a) uh (b) = g(a)g (b). Let v be the word satisfying ug (a) = g{a)v which implies that vuh {b) = g(b)
. By lemma 2.3, there exist an integer t ^ 0 and words a and P, with otP^e, such that i/ = ocP> ^(a) = (aP)'a and i; = poc. Dénote h(b) = y. Then (b) = z;K/z(b)=PaocPY and h (a) = g {a)u = (aft) 1 aa$. Hence the lemma follows.
• As in lemma 5.1, formulae (3) and (4) contain three variables (and one parameter) and hence the equality set can not be immediately determined. Actually, as we shall see later, both {aab}* and [aab, baa}* are equality sets determined by (3) . On the other hand, we shall show (theorem 7.2) that the only regular equality set obtained from (4) is {aba}*.
Our next result gives another example of the case when the conditions xeE(h, g),h^g and h is elementary imply that E(h, g) = x*.
Moreover, now all the homomorphisms agreeing on a given word are obtained using only two variables. THEOREM 
5.5: The word aabbeE(h, g), with \h{a)\ > |fif(a)|, iff there exist nonnegative integers t i9 t, and t 3 and words a and p such that ap^e and h:
fl-a(pa)'-a(pa) t 'P, g: a->(ap) f 'a, b^p(ap)' 2 a(ap) t3 a
Hence, aabbeEQi, g), h^g, and h or g elementary, imply E (ft, g) = {aabb}*.
Proof: It is easy to see that the second sentence is a conséquence of the first one {cf the proof of theorem 5.2, It is also clear that any pair (ft, g) satisfying (5) 
E={uv) k u, ~b = (zrf'z.
We first assume that \u\ ^ |z|. Hence equalities uv = zr and vu = rz lead, by theorem 5.2, to the foliowing three subcases: Either |u| = |z|orw = r = ot and v = z = & for some nonempty word a or for some words a and P, with aP^s, and for integers t u t 3^0 and t 2 >0.
In the first case u = z and u = r and hence 
So in all the cases the homomorphisms are of the form (5).
In the main case | w | ^ | z | the homomorphisms h and g are obtained in ail three subcases from above by interchanging u with z and v with r. It is straightforward to see that these homomorphisms are still of the form (5) . Hence the proof is complete.
• As an application of theorem 5. In this section we are looking for periodicity forcing words over {a, b}, i.e. words lühaving the property: we E (h, g) implies h and g are periodic. By theorem 3.1, it is decidable whether a given word is periodicity forcing.
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However, our proof of theorem 3.1 does not give any example of a periodicity forcing word. Here we will show that such words really exist.
It is a simple task to show that some words which are not r-primitive are periodicity forcing. For example the word abaabb is such since h(abaabb) = g(abaabb) implies h(ab) = g(ab) and h(aabb) = g{aabb) which is (by theorem 5.5 or a simple direct argument) possible only if both h and g are periodic. It is a little more complicated to show that there also exist r-primitive periodicity forcing words, Before pro ving this we show that there is no periodicity forcing word shorter than five. In the next result we characterize periodicity forcing words of lenght five. THEOREM 
6.2: A word w in {a, b}* of length 5 is periodicity forcing iff w~abüuh or u-babaa or w is obtainedfrom these by interchanging letters or by taking minor images or by making both the opérations.
Proof: By symmetry, and by the fact that all words containing at most one b are in equality sets of some elementary homomorphisms we may assume that w contains two occurrences of b. Further, by symmetry, it is enough to show that the words abaab and babaa are periodicity forcing while the words aaabb, ababa, abbaa and baaab are not.
The fact that aaabb is not periodicity forcing follows from example 5.1. The same holds true for ababa, abbaa and baaab since: for some words a, p and y and some integer t ^ 0. Since, b a is a suffix of a word in { poc}* and PocaPy is a suffix of ba Poe = a p., and hence p(oc) = p(P). From this point onwards the proof continues as in case I.
• At this point we want to summarize what kinds of not periodicity forcing words are known to us. Let us call such a word as a solution referring to PCP. By example 5.1, any nonempty word in a*b*is a solution. In a + b + a + ail solutions known to us are as follows: any word of the form a i ba j (cf. the proof of lemma 6.1), the words abbaa and aabba (cf. the proof of theorem 6.2) and the words ba 2i+1 b, for i ^ 1 (cf. the proof of theorem 6.2). The only other solutions known to us are those pointed out by the référée of this paper, namely the solutions of the form (ab) 1 a for z^2 (cf. again the proof of theorem 6.2).
As regards to periodicity forcing words we want to mention the foliowing. In theorem 6.2 there are examples of r-primitive periodicity forcing words. Besides these we know that any r-primitive word in (a 3 a* b 3 b*) 2 is periodicity forcing. However the proof of this is tedious because of the many cases needed to be considered, and hence we omit it.
PERIODICITY FORCING SETS
In this section we consider periodicity forcing sets. We start with: First, if |oc| + |PI ^ la'" 1 1, i. e. |p| g|a l '" 2 |, then by lemma 2.2 we have p(aP) = p(oc)#£ and therefore p(a) = p(P).
Secondly, if |a 1 " 2 | < | p| we write P = a'~2z, z^e, and we conclude that aP^zotp. Hence, ap = a'" 1 z = zoc f~1 showing that p(z) = p(a). So also in this case p (oc) = p (P) and therefore £(/i,^) = {ab}*,a contradiction. Hence the proof of case I is complete. Since ax is r-primitive it is either of the form ax = abu for some word u or of the form ax = aaa l bv for some word v and some integer i^ 1. If ax=-abu, then for some tt> and z:
(apy aapy w = (aP) f apaap z.
vol. 14, n°4, 1980 Hence, p(a) = p(P) and E(h, g) = {aab }*, a contradiction. If ax = aaa 1 bz, then for some w' and z' :
Hence, also in this case p (ot) = p (P), which complètes the proof of case II.
• We also prove: Proof: The first assertion is an immédiate conséquence of theorem 5.5. To prove the second claim let us assume that { aba, x}ç^E(h, g), with \h(a)\ > | g (a) |. Now lemma 5.3 gives gênerai expressions for h and # and using these and the arguments of the proof of theorem 7.1 it is straightforward to see that { aba, aay}, for any y, is periodicity forcing. The DOL séquence équivalence problem is decidable [3] . In [13] it is conjectured that the équivalence can be determined after eonsidering no more than first 2 n words in both séquences, where n is the cardinality of the alphabet. It is not hard to show that our conjecture would imply this for n = 2.
Finally, although our conjecture does not imply the decidability of the Post's Correspondence Problem for lists of length two, it together with results of this paper supports the belief that this problem is decidable.
