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Abstract
A mesh-free numerical method for solving linear elliptic PDE’s using the lo-
cal kernel theory that was developed for manifold learning is proposed. In
particular, this novel approach exploits the local kernel theory which allows
one to approximate the Kolmogorov operator associated with Itoˆ diffusion
processes on compact Riemannian manifolds without boundary or with Neu-
mann boundary conditions using an integral operator. Theoretical justifica-
tion for the convergence of this numerical technique is provided under the
standard conditions for the existence of the weak solutions of the PDEs.
Numerical results on various instructive examples, ranging from PDE’s de-
fined on flat and non-flat manifolds with known and unknown embedding
functions show accurate approximation with error on the order of the kernel
bandwidth parameter.
Keywords: advection-diffusion equations, local kernel theory, diffusion
maps
1. Introduction
An important classical model in applied mathematics is the second or-
der elliptic linear partial differential equations (see e.g., [1]). This well-
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studied boundary value problem arises in various applications including fluid
flow, elasticity, electromagnetism, heat conduction [2], neutron diffusion [3],
and probability theory [4]. For PDE’s on manifolds (especially on two-
dimensional surfaces), many methods have been developed to numerically
approximate a solution. While the implementation detail of each of the ex-
isting methods is different in its own way, most of them have a unifying
theme: they require a representation of the surface to approximate the tan-
gential derivatives along the surface. For example, the finite element method
(FEM) uses (triangulated) meshes to approximate the surface [5, 6, 7]. The
approach in [8, 9] represents the surface using level sets. The closest point
method [10] uses a closest point representation of the surface. The mesh-free
radial basis function (RBF) method represents the surface using a distance
function such that the surface is a level set of the function [11]. See also
the references in [11, 12] for a more comprehensive literature review on this
topic. For a high-dimensional manifoldM embedded in Rn, obtaining these
manifold representations from the ambient data (or the so-called point cloud
in this community) can be challenging, as pointed out in [12].
In data science, the problem of characterizing a manifold from the em-
bedded data is known as manifold learning. One of the most popular and
theoretically rigorous approaches to manifold learning is the diffusion maps
algorithm [13, 14]. In a nutshell, the diffusion maps algorithm characterizes
the manifold using the eigenfunctions of the Laplace-Beltrami (or weighted
Laplacian) operator estimated from the data that lie on the manifold. Tech-
nically, the diffusion maps algorithm approximates the Laplacian operator
using a local integral operator with exponentially decaying kernel functions
defined on the ambient data (or point cloud). In this paper, our aim is to
leverage this operator estimation technique to solve PDE’s on smooth man-
ifolds without boundary or with Neumann boundary conditions imposed on
the solution when the manifold has a boundary. A closely related method
that shares the same idea is the point integral method (PIM) for solving
Poisson problems [15] and isotropic elliptic equations [12]. The proposed
approach in this paper can be interpreted as a generalization of the PIM to
non-symmetric diffusion operators of Kolmogorov type which leverages the
recently developed local kernel theory [16]. A detailed discussion about the
connection of the proposed approach to PIM is presented in Section 2.
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In particular, we consider the following boundary value problem:{
(a+ L)u(x) = f(x), x ∈M
∂νu |∂M = 0,
(1)
where M ⊆ Rn is a compact d-dimensional smooth manifold, embedded in
Rn. We note that the proposed method is also valid for manifolds without
boundary. In (1), the term a (by an abuse of notation) denotes the multipli-
cation operator by a scalar function a :M→ R, and the differential operator
L is the backward Kolmogorov operator of Itoˆ diffusion,
L = b · ∇+ 1
2
cij∇i∇j, (2)
where ∇ denotes the gradient, ∇i denotes the covariant derivative in the ith
direction, and ∇i∇j denotes the components of the Hessian operator. Here
the differential operators and the dot product are defined with respect to
the Riemannian metric inherited by M from Rn. The differential operator
L involves a vector field b : M → Rd and a symmetric positive definite
diffusion tensor c : M→ Rd × Rd. The main idea in this paper is to apply
the integral operator estimation from the local kernel theory [16] to solve
the boundary value problem described in (1). To formalize this mesh-free
scheme, we will discuss the well-posedness of the approximate linear problem
and the convergence of the solution operator.
The remainder of this paper is organized as follows: In Section 2, we
review the local kernel theory, formulate our approach, and compare it to
the point integral method (PIM). In Section 3, we discuss the convergence
of the proposed local integral approximation, the numerical discretization
and its convergence rate. In Section 4, we provide numerical demonstrations
of the method on several examples. Comparisons of the proposed scheme
with RBF and FEM will be shown. Finally, we close the paper with a short
summary in Section 5.
2. Approximating the differential operator with a local integral
operator
In this section, we briefly review the relevant results from [14] that serve
as the foundation for the numerical approach proposed in this paper. In par-
ticular, we review an asymptotic expansion that allows one to approximate
the differential operator L (as well as L∗) with a local integral operator.
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Let M ⊆ Rn be a d−dimensional manifold embedded in Rn via the
embedding function ι :M→ Rn. For simplicity we abuse the notation x ∈
M (instead of using ι−1(x)) to denote points on the manifold with ambient
coordinate representation x ∈ Rn, but we will clarify which coordinates we
are referring to in each of the following definition below. We define the
prototypical local kernel, K : R+ × Rn × Rn → R, as,
K(, x, y) = exp
(
−(x− y + B(x))
>C(x)−1(x− y + B(x))
2
)
, (3)
with a symmetric positive definite C. By local kernel, we mean that there
exists constants β, σ > 0 and a vector field B : Rn → Rn independent of 
such that
0 ≤ K(, x, x+√z) ≤ βe−σ‖z−
√
B(x)‖2 , (4)
for all x, z ∈ Rn. The first inequality is clear since the kernel is an expo-
nential function. The second inequality can be deduced as follows: since
all eigenvalues of the matrix C are real and strictly positive, we have that
‖C(x)−1‖2 ≥ λ−11 , where λ1 denotes the largest eigenvalue of C. Thus the
estimate in (4) holds for any β ≥ 1 and σ ≤ (2λ1)−1.
It is clear from the above that the prototypical kernel in (3) evaluates
points on the manifold in the ambient coordinate, x, y ∈ Rn. Let B : Rn →
Rn and C : Rn → Rn × Rn satisfy
B(x) = (Dι(x)†)>b(x), (5)
C(x)−1 = (Dι(x)c(x)Dι(x)>)†, (6)
where the Jacobian Dι(x) is a map that takes vectors in TxM ∼= Rd to
TRn ∼= Rn and † denotes the pseudo-inverse. Then the zeroth, first, and
second moments of the kernel are given through the following limits:
m(x) = lim
→0
∫
TxM
K(, x, x+
√
zˆ) dz
bi(x)m(x) = lim
→0
1√

∫
TxM
ziK(, x, x+
√
zˆ) dz, i = 1, . . . , d
cij(x)m(x) = lim
→0
∫
TxM
zizjK(, x, x+
√
zˆ) dz, i, j = 1, . . . , d.
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Here, notice the abuses of notation in m, b, and c which are functions of
intrinsic coordinates as denoted in Section 1 i.e. m(x) := m(ι−1(x)), b(x) :=
b(ι−1(x)), and c(x) := c(ι−1(x)). In these limits, vector zˆ = (z, 0) ∈ Rn
is equal to z ∈ Rd onto TxM and 0 in the orthogonal directions. For the
prototypical kernel defined in (3), one can deduce that the normalization
constant m(x) = (2pi)d/2det(c(x))1/2.
The main result from [14] used in this paper is that for any u ∈ C3(M),
the asymptotic expansion,
Gu(x) := 
−d/2
∫
M
K(, x, y)u(y) dy
= m(x)u(x) + (ω(x)u(x) +m(x)Lu(x)) +O(2), (7)
holds when M has no boundaries or when M has boundary and f satisfies
the Neumann boundary conditions ∂νf |∂M = 0, where ∂ν is the normal
derivative.
From (7), we can approximate the normalization constant m(x) using
G1(x) = 
−d/2
∫
M
K(, x, y) dy = m(x) + ω(x) +O(2). (8)
For notational convenience, we define a normalized kernel:
S(, x, y) :=
K(, x, y)∫
MK(, x, y) dy
= −d/2
K(, x, y)
G1(x)
. (9)
Using (7) and (8), we can show that
Ju(x) :=
∫
M
S(, x, y)u(y) dy =
Gu(x)
G1(x)
= u(x) + Lu(x) +O(2), (10)
which suggests that the differential operator L can be pointwise approxi-
mated by the following Fredholm integral operator of the second kind:
Lu(x) :=
1

(J − I)u(x) = Lu(x) +O(). (11)
Here (and in the remainder of this paper), the notation I denotes an identity
operator. The adjoint operator
5
L∗ = −div(b ·) + 1
2
∇i∇j(cij ·), (12)
can also be estimated using almost the same procedure. In particular, one
can show that the adjoint of (7) yields
G∗u(x) := 
−d/2
∫
M
K(, y, x)u(y) dy
= m(x)u(x) + (ω(x)u(x) + L∗(m(x)u(x))) +O(2), (13)
and (9), (10), and (11) are replaced subsequently by
S∗(, x, y) :=
K(, y, x)∫
MK(, x, y) dy
= −d/2
K(, y, x)
G1(x)
,
J∗ u(x) :=
∫
M
S∗(, y, x)u(y) dy,
L∗u(x) :=
1

(J∗ − I)u(x) = L∗u(x) +O(). (14)
Note that the asterisk in the above are choices in notation and, while G∗
is the adjoint of G with respect to L
2(M), in general J∗ , L∗ are not the
adjoint of J, L, respectively.
The goal of manifold learning is to find a set of (basis) functions to de-
scribe the manifold from available data points xi that lie on the manifold
M. The local kernel theory introduced in [14] is a generalization of diffusion
maps, a nonlinear manifold learning technique [13]. For the diffusion maps al-
gorithm, the procedure above is carried out with B(x) = 0 and C(x) = I(x).
The result is a self-adjoint negative-definite Laplace-Beltrami operator L in
an appropriate Hilbert space. In this case, the eigenfunctions of L form
an orthonormal basis and the first few leading eigenfunctions, appropriately
scaled to preserved the diffusion distance, are used as an isometric embed-
ding to represent the manifold. In the case of a nonzero vector field b and
anisotropic diffusion tensor c, the resulting operator L is not self-adjoint.
In [14], eigenfunctions of the self-adjoint operator L+ L∗ are considered for
manifold learning. It should be noted that the evaluation of the prototypical
kernel in (3) requires the knowledge of either the intrinsic representation b
and c together with the embedding function ι or the ambient representation
B and C as shown in (5)-(6).
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In this paper, we approximate the solution of the boundary value problem
in (1) using the integral operator in (11). That is, we approximate the
boundary value problem in (1) as
(a+ L)u ≈ (a+ L)u = f, x ∈M. (15)
This approach is closely related to the point integral method (PIM) proposed
in [15]. The relationship between the point integral method (PIM) and the
local kernel method can be clarified through the following special example.
Consider solving the Poisson problem with Neumann boundary condi-
tions: {
−∆u(x) = f(x), x ∈M
∂u
∂n
(x) = 0, x ∈ ∂M. (16)
The point integral method uses a kernel of the form
S(, x, y) = Ch
(‖x− y‖2
4
)
,
where h : R+ → R+ is either compactly supported or decaying exponentially
(a local kernel) and C denotes the normalization constant. Following the
examples in [15], we set h(r) = e−r, so that S is nothing but a Gaussian
kernel. Define also S˜(, x, y) = Ch˜(
‖x−y‖2
4
) with h˜(r) =
∫∞
r
h(s)ds. For
this example, it is clear that h˜(r) = h(r) so S˜(, x, y) = S(, x, y). For this
special setup, the PIM approximates the solution of the Poisson problem in
(16) with the solution of the following integral equation (see Eqn. (1.2) in
[15]):
−1

∫
M
S(, x, y)(u(y)− u(x))dy =
∫
M
S˜(, x, y)f(y)dy
which is nothing but:
−Lu(x) =
∫
M
S(, x, y)f(y)dy = Jf(x), (17)
using the notations in (10) and (11). Since lim→0 S(, x, y) = δ(‖x− y‖), in
weak sense, it is clear that as → 0, the PIM described in (17) is equivalent
to the local kernel approach, which approximates the Poisson problem in (16)
with −Lu(x) = f(x).
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While PIM can handle non-Neumann boundary conditions [15], it is re-
stricted to isotropic elliptic equations as noted in [12]. On the other hand,
the local kernel theory is restricted to Neumann boundary conditions (if
the manifold has boundary) but it can approximate general non-symmetric
second-order linear elliptic differential operator since it uses the prototypical
kernel in (3), which is a generalization of the PIM Gaussian kernel. Based
on this observation, the local kernel approach can be interpreted as a gen-
eralization of PIM to non-symmetric second-order linear elliptic differential
operators. This connection opens the door for possible generalization of the
local kernel approach to other types of boundary conditions and/or an ex-
tension of PIM with prototypical kernel – all of which are interesting future
research directions.
Back to the local kernel approach, we now discuss the convergence of
the approximation in (15) under standard conditions for the existence of the
weak solutions of (1).
3. Approximate Linear Problem
In this section we discuss the properties of the approximate linear problem
in (15) and show how they relate to the solution of the linear problem in (1).
Specifically, we discuss the convergence of the approximate solution of (15)
to the exact solution (1) under the assumption that the latter exists and
unique in Section 3.1. Subsequently, we discuss the minimum norm solution
when the linear problem has non-unique solutions in Section 3.2. We close
this section by discussing the discrete approximation of (15), describing the
detailed of the algorithm for implementation, and the convergence rate.
3.1. Convergence of the Approximate Solution
As noted in the introduction, we consider the boundary value problem
in (1) under the standard assumption that L is uniformly elliptic with uni-
formly bounded coefficients. By the Fredholm alternative, a weak solution to
(1) exists if and only if f ∈ N (L∗)⊥. Note that here and in the remainder of
the paper N (L),R(L) denote the kernel and range of an operator L, respec-
tively, and A⊥, A the orthogonal complement and closure of A, respectively.
Furthermore, this solution is unique if the homogenous problem correspond-
ing to (1) has only the trivial solution u ≡ 0 (see [17, 1]). First, we show that
a weak solution of the approximate problem in (15) is also a weak solution
of (1) up to order .
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Proposition 1. For every  > 0, let u be a weak solution of (15) with
Neumann boundary conditions imposed in the case that M has boundary.
Then u is a weak solution of (1) up to order .
Proof. We consider a ≡ 0. The proof for a 6≡ 0 is entirely similar. Let
φ ∈ C∞(M) and u a weak solution to (15). Then
〈f, φ〉 = 〈Lu, φ〉
=
1

〈Ju, φ〉 − 1

〈u, φ〉
=
1

〈Gu, (G1)−1φ〉 − 1

〈u, φ〉
=
1

〈u, G∗((G1)−1φ)〉 −
1

〈u, φ〉
=
1

〈u,mφ(G1)−1 + (ωφ(G1)−1 + L∗(mφ(G1)−1))〉 − 1

〈u, φ〉+O()
=
1

〈u, φ(1− ωm−1)〉+ 〈u, ωφm−1〉+ 〈u,L∗φ〉 − 1

〈u, φ〉+O()
= 〈u,L∗φ〉+O()
= 〈Lu, φ〉+O().
Here, we used the expansions (13) and (G1)
−1 = m−1(1− ωm−1)+O(2) =
m−1 +O(). Thus, up to order , u is a weak solution of (1) and the proof
is complete.
This proposition also shows that L → L weakly as  → 0. We can
now prove the convergence of the approximate solution for well-posed linear
problems:
Theorem 2. Assume L is uniformly elliptic with uniformly bounded coef-
ficients and that a is defined such that L + aI is strictly negative definite
operator. Then the approximate problem (15) also has a unique solution.
For any  > 0, if u is the solution of (15) and u is the solution of (1), then
u converges weakly to u.
Proof. The assumption guarantees the existence of unique weak solution of
(1). Since L is the generator of an ergodic Itoˆ diffusion, then L is negative
definite with zero as its the largest eigenvalue. Since L + aI is a strictly
negative operator, then there exists α > 0 such that 〈au, u〉 ≤ −α‖u‖2, for
any u ∈ L2(M).
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For any  > 0, take any u ∈ L2(M) and note that
〈(L + aI)u, u〉 = 1

(〈Ju, u〉 − ‖u‖2)+ 〈au, u〉
≤ 1

‖u‖2 (‖J‖ − 1) + 〈au, u〉
≤ −α‖u‖2
where we have used cauchy-schwarz and the fact that J is a compact operator
with ‖J‖ ≤ 1. Thus, L + aI is strictly negative definite and by Theorem
5.12 in [17] the linear problem in (15) has a unique solution and the inverse
operator (L + aI)−1 is bounded, in fact, ‖(L + aI)−1‖ ≤ α−1.
Finally, if u is the solution of (15) and u the solution of (1), then
(L + aI)(u− u) = (L + aI)u− f = (L + aI)u− (L+ aI)u.
For w ∈ C∞(M), we can now deduce that,
〈u− u, w〉 = 〈(L + aI)−1(Lu− Lu), w〉
= 〈(Lu− Lu), (L + aI)−∗w〉 = O(),
where we have used the fact that adjoint of bounded linear operator exists and
is also bounded and applied the Proposition 1 by noting that (L+aI)−∗w ∈
C∞(M).
3.2. Minimum norm solution
In this section, we consider the case when a = 0 so that L is not invertible.
In this case, the solutions of (1) and (15) can instead be studied via the
Fredholm alternative. That is, due to the noninvertibility of L, we are in
the second case of the Fredholm alternative: Lu = f is solvable if and only
iff ∈ ker(L∗)⊥. In this case the solution is not unique and the numerical
solution of the integral equation will in general not depend continuously on
the data. Classically, integral equations of this type have been solved in one
of the following ways: (1) by replacing the kernel so that the equation has
an exact solution, (2) by using iterative methods (such as conjugate gradient
descent), (3) by restricting the solution to be of minimum norm [18], or (4)
by recasting the equation in a form that is uniquely solvable [19]. In this
section, we will find the unique minimum norm solution to (15) using the
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generalized inverse L
† of L. Basically, if we impose the restriction that the
solution must have minimum norm, then the numerical solution will depend
continuously on the data.
We first summarize (from [20]) the relevant facts about the generalized
inverse of a bounded linear operator. Let X, Y be Hilbert spaces. Then any
bounded linear operator T : X → Y decomposes X and Y as
X = N (T )⊕N (T )⊥
Y = N (T ∗)⊕N (T ∗)⊥.
Defining P and Q to be the orthogonal projection onto N (T )⊥, and
N (T ∗)⊥, respectively, we find that the problem Tx = Qy has a solution
for each y ∈ Y . The solution set is a convex subset of X and contains a
unique element of minimum norm. The generalized inverse T † is defined as
the linear operator that assigns to each y ∈ Y the element of minimum norm
among those that solve Tx = Qy. It may be the case that T † is not bounded.
However, for operators with closed range, the generalized inverse is bounded.
In our case, the operator Gˆ − I, where Gˆ is compact, has closed range so
we are guaranteed the existence of a bounded generalized inverse operator
L
†. With this background, we can establish the following result:
Theorem 3. Assume f ∈ N (L∗)⊥ and L is uniformly elliptic. Then u :=
L†f is a weak solution of (1) up to order .
Proof. Let fn ∈ R(L) be a sequence that converges to f ∈ R(L) = N (L∗)⊥.
Then, there exists un ∈ H1(M) such that ∀w ∈ C∞(M),
〈Lun, w〉 = 〈fn, w〉 = 〈f, w〉+O().
From proposition 1, Lun = Lun +O() weakly, so,
〈Lun, w〉 = 〈f, w〉+O(),
which means that f ∈ R(L) up to order . This implies that if u = L†f ,
then
〈Lu, w〉 = 〈LL†f, w〉 = 〈f, w〉+O(). (18)
We have shown that u is a weak solution of the approximate linear problem
in (15) up to order . By Proposition 1, u is a weak solution of (1) up to
order .
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3.3. Discrete Approximation
Here we outline the procedure to construct a numerical approximation Lˆ
of L in the case when the nodes, drift and diffusion tems are given either
in the intrinsic coordinates ofM with known embedding ι or in the ambient
space with unknown embedding. The only difference between the two cases
is that if the embedding is known then we can represent the solution in the
intrinsic coordinates rather than in Rn. However, in both cases, the kernel
is formed by evaluating the nodes in Rn. Note that we discretize continuous
functions and tensors by representing them in the delta basis of the nodes
and approximate integrals using Monte-Carlo averages.
We first describe the approximation procedure in the first case under the
simple setting when the d-dimensional manifold M is embedded in Rn and
(xi)
N
i=1 ∈ Rn are uniformly spaced nodes. We discretize b(x) and c(x) as b(xi)
and c(xi) for each i and lift these into Rn using (5), (6). We can now use the
usual Monte-Carlo approach to approximate L:
1 Discretize K(, x, y) as an N ×N matrix Kˆ where (Kˆ)ij = K(, xi, xj).
2 For each i, approximate G1(xi) =
∫
MK(, xi, y) dy as
(Gˆ~1)i :=
1
N
∑N
j=1(Kˆ)ij, where
~1 denote an N -dimensional vector with 1
as its components. Create an N×N diagonal matrix D with Dii = (Gˆ~1)i.
3 Discretize Sˆ(, x, y) as an N ×N matrix Sˆ where
Sˆ := D
−1Kˆ.
4 Finally, L is approximated by the N ×N matrix
Lˆ :=
1

(
Sˆ − IN
)
=
1

(
D−1Kˆ − IN
)
,
where IN denotes an identity matrix of size N ×N .
Since the kernel is exponentially decaying, it is usual practice to use a k-
nearest neighbors algorithm to introduce sparsity into the matrix approxi-
mation of Kˆ.
Following [21], we can tune  by defining Q() = 1
N2
∑
i,jK(, xi, xj) and
searching for the region where log(Q()) grows linearly. Empirical results
suggest that the dimension d of M can be approximated by
d = 2×max
{
d log(Q())
d log()
}
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and we set  to be the value corresponding the estimated d. While this
automated tuning strategy may not necessarily give the best estimates on the
resulting operator estimation, it is convenient and numerically cheap. For a
theoretically justified yet computationally more elaborate technique, one can
also use the local singular value decomposition technique deduced in [22]. In
our numerical experiments below, we will only use either the empirical tuning
mentioned above or a simple empirical tuning by comparing the estimates to
the true solution when the latter is known.
Next, we relax the uniform spacing assumption and assume that (xi)
N
i=1 ∈
Rn are sampled independently from a density q. In this case, every integral
(or discrete Monte-Carlo approximation) is with respect to the sampling den-
sity q and therefore we need to modify the algorithm to debias this sampling
effect. To do this, define the exponential kernel
h(˜, x, y) := exp
(
−‖x− y‖
2
2˜
)
,
and let H˜u(x) = ˜
−d/2 ∫
M h(˜, x, y)u(y) dy be the corresponding Fredholm
operator. Subsequently define
q˜(x) := H˜q(x)
Gq,u(x) := G(q(x)u(x))
q˜,˜(x) := Gq,
(
q˜(x)
−1)
L,˜u(x) :=
1

(
q˜−1,˜ (x)Gq,
(
u(x)q−1˜ (x)
)− u(x)) (19)
The next proposition shows how to debias the Kolmogorov operator.
Proposition 4. For any u ∈ C3(M), where M denotes a d-dimensional
manifold embedded in Rn,
L,˜u(x) = Lu(x) +O(˜, ),
for each x ∈M.
Proof. From [13], we have
H˜u(x) := ˜
−d/2
∫
M
h(˜, x, y)u(y) dy = m˜0u(x)+˜m˜1(ω˜(x)u(x)+∆u(x))+O(˜2),
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where m˜0 :=
∫
Rd h(‖z‖2) dz, m˜1 := 12
∫
Rd z
2
1h(‖z‖2) dz and ω depends on the
induced geometry of M. Consequently
qα˜ = m˜
α
0 q
α
(
1 + ˜m˜ω˜q + ˜m˜q−1∆q
)α
+O(˜2),
where m˜ = m˜1/m˜0. Note that we have introduced the real parameter α
for computational convenience in proving the next lemma as shown in the
appendix.
From (7), we can deduce
Gq,
(
uq−α˜
)
= muqq˜−α,˜
(
1 + m−1ω + (uq)−1q˜α,˜L(uqq˜−α,˜ )
)
+O(2)
= mm˜−α0 uq
1−α (1− α˜m˜ω˜ − α˜m˜q−1∆q +O(˜2))
×
(
1 + m−1ω + 
L(uq1−α)
uq1−α
+O(˜, 2)
)
= mm˜−α0 uq
1−α
(
1− α˜m˜ω˜ − α˜m˜q−1∆q + m−1ω + L(uq
1−α)
uq1−α
)
+O(˜, 2, ˜2). (20)
Setting u(x) = 1(x) and α = 1, we obtain
q˜,˜ = mm˜
−1
0 (1− ˜m˜ω˜ − ˜m˜q−1∆q + m−1ω) +O(˜, 2, ˜2).
Therefore, setting α = 1, we have,
q˜−1,˜Gq,
(
uq−1˜
)
= u
(
1− ˜m˜ω˜ − ˜m˜q−1∆q + m−1ω + L(u)
u
)
× (1 + ˜m˜ω˜ + ˜m˜q−1∆q − m−1ω)+O(˜, 2, ˜2)
= u+ Lu+O(˜, 2, ˜2).
By (19), the result follows immediately.
To show that Proposition 1 still holds when L in (15) is replaced by L,˜
as defined in (19), it is sufficient to note that for any smooth φ,
qq−1˜ G
∗
(q˜
−1
,˜ φ) = qq
−1
˜
(
mq˜−1,˜ φ+ 
(
ωq˜−1,˜ φ+ L∗(mq˜−1,˜ φ)
))
+O(2)
= m˜−10
(
m˜0(1− m−1ω)φ+ 
(
ωm−1m˜0φ+ L∗(m˜0φ)
)
+O(, ˜)
= φ+ L∗φ+O(, ˜).
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Consequently, Theorems 2 and 3 hold when L is replaced by L,˜.
The previous proposition justifies the use of the following discretization
scheme to debias the Kolmogorov operator from non-uniformly distributed
samples {xi}:
1 Discretize h˜(x, y) as the N ×N matrix hˆ, respectively.
2 For each i, approximate q˜(xi) with (Hˆ˜~1)i =
∑N
j=1(Hˆ˜)ij. Create an N×N
diagonal matrix D1 with (D1)ii = (Hˆ˜~1)i.
3 (Debiasing Step) Discretize the kernel of the integral operator Gq,(uq
−1
˜ )
by right normalizing Kˆ. That is, approximate K(, x, y)q−1˜ (y) by setting
Kˆ ← KˆD−11 .
4 Proceed with the left normalization and the formation of L,˜ as in steps
2−4 in the uniform case. In the rest of this section, we denote the discrete
estimate as Lˆ,˜.
Finally, an approximate solution to (1) is given by a solution uˆ of (a +
Lˆ,˜)uˆ = ~f . For appropriate a and , aI + L,˜ is invertible as discussed
in Section 3.1. In this case, we will show that the discrete approximation
constructed using the preceding algorithm is also invertible and that uˆ =
(aI + Lˆ,˜)−1 ~f approximates the solution u. In the case that aI + Lˆ,˜ is not
invertible, we can form the pseudoinverse (aI + Lˆ,˜)† to approximate the
minimum norm solution of (15).
The convergence rate of the approximate solution depends on the follow-
ing consistency result:
Lemma 5. Let xi ∈M ⊆ Rn for i = 1, . . . , N be i.i.d. samples with sampling
density q(x) ∈ C3(M) defined with respect to the volume form inherited by the
d-dimensional manifoldM from the ambient space Rn. For any u ∈ C3(M),
|Lˆ,˜u(xi)− Lu(xi)| = O
(
, ˜,
q(xi)
1/2
√
N˜2+d/4
,
‖∇g˜u(xi)‖q(xi)−1/2√
N1/2+d/4
)
,
in probability. Here, L,˜ is defined in (19), the gradient operator is defined
with respect to a new metric, g˜(u, v) := g(c−1/2u, c−1/2v) for all u, v ∈ TxM,
where g denotes the Riemannian metric inherited by M from the ambient
space and c denotes the symmetric positive definite diffusion tensor.
The proof of this error bound follows closely the technique in [23, 14] and
is given in the Appendix. We should point out that the notation ‖ · ‖ in
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this error bound denotes the norm with respect to the Riemannian metric g˜.
The error term O(, ˜) describes the error of the continuous operator, L,˜,
established in Proposition 4. The third term, O( q(xi)1/2√
N˜2+d/4
)
is the sampling
error for obtaining an order-˜2 estimate of q˜(xi) = ˜
−d/2 ∫
M h(˜, xi, y)q(y)dy.
The last error term, O(‖∇g˜u(xi)‖q(xi)−1/2√
N1/2+d/4
), describes the error of approximating
L,˜u(xi) with Lˆ,˜u(xi). Notice that this error is large when q is small.
From the error bound in Lemma 5, we can deduce:
Theorem 6. Let xi ∈ M ⊆ Rn for i = 1, . . . , N be i.i.d. samples with
positive sampling density q ∈ C3(M) defined with respect to the volume form
inherited by the d-dimensional manifold M from the ambient space Rn. For
any u ∈ C3(M) that is the solution of (1) with strictly negative definite
aI + L, the uniform error in estimating u with uˆ := (aI + Lˆ,˜)−1 ~f is
‖u− uˆ‖∞ = O
(
, ˜,
1√
N˜2+d/4
,
1√
N1/2+d/4
)
(21)
in probability. Here, the uniform norm is defined over RN .
Proof. We establish the stability of (Lˆ,˜ + aI) and then use the consistency
proved in the previous lemma to derive the uniform convergence rate of uˆ to
u.
In the proof of Theorem 2, we showed that aI is a strictly negative definite
operator. It is clear that the discretization of this operator on xi is a diagonal
matrix with components, ai := a(xi) < 0. Note that
Lˆ,˜ + aI = −1(D−1Kˆ − (1− a)I),
where all components of J := D−1Kˆ are non-negative and
∑N
j=1 Jij = 1,
for all i = 1, . . . , N (see Section 3.3). Define A := J − (1 − a)I so that
Lˆ,˜ + aI = −1A. Since 0 < Jii ≤ 1 and ai < 0, it is clear that for any  > 0,
|Aii| = |Jii − 1 + ai| = −(Jii − 1 + ai) > 1− Jii =
∑
j 6=i
Jij =
∑
j 6=i
|Aij|.
for all i. Thus A is strictly diagonally dominant and consequently nonsingu-
lar. Using the Ahlberg-Nilson-Varah bound [24, 25], we obtain
‖A−1‖∞ ≤ 1
mini(|Aii| −
∑
j 6=i |Aij|)
=
1
mini(−ai) =
1
α
,
16
where α := mini(−ai) > 0. Thus ‖(Lˆ,˜ + aI)−1‖∞ = ‖A−1‖∞ ≤ α−1. That
is, the matrix Lˆ,˜ + aI is nonsingular and its inverse is bounded uniformly,
independent of  and N . This establishes the stability of Lˆ,˜ + aI.
Since
(Lˆ,˜ + aI)(u(xi)− uˆ(xi)) = (Lˆ,˜ + aI)u(xi)− f(xi)
= (Lˆ,˜ + aI)u(xi)− (L+ aI)u(xi),
= (Lˆ,˜ − L)u(xi)
we can deduce that, as , ˜→ 0,
|u(xi)− uˆ(xi)| ≤ ‖(Lˆ,˜ + aI)−1‖∞‖Lˆ,˜u− Lu‖∞
≤ C
(
, ˜,
1√
N˜2+d/4
,
1√
N1/2+d/4
)
,
where C := Kα−1 max{q1/2max, 1,maxi ‖∇g˜u(xi)‖q−1/2min } for some constant K >
0 that is independent of  and N . Since M is compact, it is clear that
‖∇g˜u‖ <∞ and 0 < qmin ≤ q ≤ qmax <∞ and thus C > 0 is finite and the
proof is complete.
This bound, however, is not sharp. For example, consider uniformly dis-
tributed grid points so that q = 1 and the third error term can be neglected.
Balancing the first and last error terms, we obtain  = CˆN−1/(3+d/2), for
some constant Cˆ that depends on the geometry of the manifold, as pointed
out in [23]. In one of the examples below (see Section 4,1), we numerically
found that the convergence rate is much faster with rate N−2 for a d = 1
dimension problem.
4. Numerical examples
In this section, we demonstrate the numerical performance of the local
kernel method on various test examples. We begin with a simple example
involving a linear differential equation on a flat domain [0, 1]. Subsequently
we show numerical results involving variable coefficient differential equations
on non-isometrically embedded smooth manifolds, such as full and half el-
lipses in R2 and full and half three-dimensional tori. Finally, we will show an
example with unknown embedding where the functions and data are given in
the ambient coordinates. In this section, we will ignore the subscript {, ˜}
for the discrete estimate Lˆ for notational simplicity.
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4.1. Linear differential equations on [0, 1]
In this first example, we consider solving a linear Boundary Value Problem
(BVP),
(L − 2I)u(x) := 1
2
cu′′(x) + bu′(x) + au(x) = f(x), x ∈ (0, 1)
u′(0) = u′(1) = 0,
(22)
where a = 2, b = 2, c = 1. In this simple example, one can verify that for
f(x) = −4pi sin(2pix)− (2pi2 + 2) cos(2pix), (23)
the analytical solution for the BVP in (22) is u(x) = cos(2pix). For this
problem, one can verify that L−2I is invertible so the existence of the weak
solution is guaranteed using the standard Lax-Milgram argument.
In our numerical experiment, we apply the prototypical kernel in (3)
with B = b = 2, C = c = 1 and  = 2 × 10−6. For this example, since
the protopytical kernel is simply a Gaussian kernel with uniform covariance,
we will also use this kernel as h˜ for the right-normalization. Thus, ˜ =
 = 2 × 10−6. Under these specifications, we construct an N × N matrix
Lˆ on N = 1000 equally spaced discrete points {xi = i/N}i=0,...,N on [0, 1].
For efficient computation, a sparse matrix representation of the prototypical
kernel is generated by only evaluating it on k = 100 nearest neighbors (based
on the usual Euclidean vector distance) of each xi.
In the remainder of this section, we will use ~u and ~f to denote N - dimen-
sional vectors whose ith components are u(xi) and f(xi), respectively. In
the top panel of Figure 1, we compare (Lˆ− 2IN)~u with the analytic ~f . The
error in the operator estimation is ‖(Lˆ − 2I)~u − ~f‖∞ = 4.3870. This large
error occurs at the boundaries as expected since the asymptotic expansion
in (7) only holds away from the boundary. Away from the boundaries, the
differences between (Lˆ− 2I)~u and ~f are on the order of 10−4 − 10−3. In the
bottom panel of Figure 1, we compare the discrete estimate uˆ = (Lˆ−2I)−1 ~f
and the analytical solution u(xi). In this case, the error of the approximate
solution is ‖~u− uˆ‖∞ = 0.0019.
In Figure 2, we show the uniform error as a function of the ratio of the
advection, b, and diffusion, c, terms in (22), with fixed diffusion coefficient
c = 1. Notice that the error grows as the advection becomes dominant. In
particular, the error increases significantly from 10−2 as the ratio b/c > 100.
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Figure 1: Linear boundary value problem in (22): Pointwise operator estimation (top)
and approximate solution by direct inversion (bottom).
In Figure 3, we show the convergence rate in terms of the number of uniformly
distributed grid points. Notice that the error rate is close to N−2, which is
much faster than the estimate in Theorem 6. In the same figure, we also show
the value of the bandwidth parameter  that is used in the local kernel, which
is of order N2 as well. This parameter is empirically chosen to minimize the
error ‖uˆ − u‖∞ for each N , which is possible in this example since the true
solution u is known. This numerical result also demonstrates that the error
in estimating u is on the same order as the bandwidth parameter value  (see
the right panel of Figure 3).
4.2. Variable coefficients differential equation on full and partial ellipses
In the second example, we consider solving the boundary value problem
in (1) with a = 0 on an ellipse M ⊂ R2 where the differential operator L is
defined as in (2) with:
b(θ) = cos θ,
c(θ) = 1.1 + cos θ.
(24)
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Figure 2: Linear boundary value problem in (22): The uniform errors as functions of the
ratio between the advection, b, and the diffusion, c, coefficients.
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Figure 3: Linear boundary value problem in (22): Uniform error as a function of the total
number of grid points, N (left panel). We also show the value of  that is used in the local
kernel. This parameter is empirically tuned to minimize the error for each N . Uniform
error as a function of  is shown in the right panel.
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For this numerical demonstration, the ellipse is defined with the usual em-
bedding function,
ι(θ) = (cos θ, 2 sin θ)>, θ ∈ [0, 2pi]. (25)
such that the Riemannian metric is given by a scalar component, g11(θ) =
sin2 θ + 4 cos2 θ. For this example, L is not invertible since it has a zero
eigenvalue with constant eigenfunction. For the problem to be well-defined,
f has to satisfy the second Fredholm condition. To ensure this solvability
condition, we set the true solution to be u(θ) = cos θ. With this function u,
one can check that,
f(θ) = b(θ) · ∇u(θ) + 1
2
c(θ)∇1∇1u(θ)
= b
∂u
∂θ
g11 +
1
2
c(θ)
(∂2u
∂θ2
− Γ111
∂u
∂θ
)
(26)
= − sin θ cos θg11 + 1
2
(1.1 + cos θ)(− cos θ − 3g11 sin2 θ cos θ),
where g11 = 1/g11 is the inverse of the Riemannian metric, g11 and Γ
1
11 =
1
2
g11 ∂g11
∂θ
is the Christoffel symbol of the second kind. So, the linear problem
that solves for u given f in (26) is in the range of L that has non-unique
solutions (since cos θ + d for any constant d are also solutions).
In the top panel of Figure 4, we plot the analytical f in (26). In the same
figure, we also plot the estimated Lˆ~u, where components of ~u are evaluated
on equally angle distributed points {θi = i2piN }i=0,...,N−1. In this numerical
experiment, we set N = 1000 and the number of k nearest neighbor to be
k = 200. Based on the automated bandwidth estimation [14], we found that
 = 10−4 is an adequate value for the prototypical bandwidth parameter. In
fact, the same value of ˜ = 10−4 will also be used in the Gaussian kernel,
h˜, that is used to estimate the sampling distribution, which will be used for
the right normalization to compensate for the bias induced by nonuniform
sampling distribution on the ellipse. Qualitatively, Lˆ~u and ~f are in good
agreement. Quantitatively, the error in uniform norm is ‖Lˆ~u− ~f‖∞ = 0.0082.
In the bottom panel of Figure 4, we compare the estimated solution from the
pseudo-inverse operation, Lˆ† ~f , with the analytical solution ~u. Notice the
good qualitative agreement; the error in uniform norm is ‖Lˆ† ~f − ~u‖∞ =
0.0049.
Now, we consider only a half ellipse domain where the embedding function
in (25) is defined only on θ ∈ [0, pi]. In this configuration, the solution
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Figure 4: Variable coefficients boundary value problem on a full ellipse: Pointwise operator
estimation (top) and approximate solution by pseudo-inverse operation (bottom).
that we are looking for, u(θ) = cos θ, satisfies the homogenous Neumann
boundary condition. In this numerical simulation, we keep the same value
of parameters as in the full ellipse case. The pointwise operator estimation
(as shown in the top panel of Figure 5) is accurate away from the boundary.
The corresponding error in uniform norm, ‖Lˆ~u− ~f‖∞ = 0.1634, occurs near
the zero boundary. In the bottom panel of Figure 5, the estimated solution
based on the pseudo-inverse operation has error ‖Lˆ† ~f − ~u‖∞ = 0.0028.
4.3. Variable coefficients differential equation on full and half tori
We consider solving an intrinsically two-dimensional boundary value prob-
lem in (1) with a = 0 on a three-dimensional torus M ⊂ R3 where the
differential operator L is defined as in (2) with:
b(θ, φ) =
(
2 + sin θ
0
)
,
c(θ, φ) =
(
3 + cosφ 1/10
1/10 2
)
.
(27)
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Figure 5: Variable coefficients boundary value problem on a half ellipse: Pointwise operator
estimation (top) and approximate solution by pseudo-inverse operation (bottom).
Here, the torus is defined with the standard embedding function:
ι(θ, φ) =
(2 + cos θ) cosφ(2 + cos θ) sinφ
sin θ
 , θ, φ ∈ [0, 2pi]. (28)
As in the previous example we design an analytic solution to this problem
by setting u(θ, φ) = sin θ sin 2φ and calculating Lu. For this problem, it is
easy to see that the Riemannian metric is
g(θ,φ)(u, v) = u
>
(
1 0
0 (2 + cos θ)2
)
v, ∀u, v ∈ T(θ,φ)M∼= R2,
and the only nontrivial Christoffel symbols of the second kind are
Γ212 = −
sin θ
2 + cos θ
(29)
Γ122 = sin θ(2 + cos θ). (30)
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With this information, the explicit expression for f is given by
f = Lu = b · ∇u+ 1
2
cij∇i∇j
= g11b1
∂u
∂θ
+
1
2
c11
∂2u
∂θ2
+ c12(
∂2u
∂θ∂φ
− Γ212
∂u
∂φ
)
+
1
2
c22(
∂2u
∂φ2
− Γ122
∂u
∂θ
). (31)
In our numerical implementation, we choose a set of uniformly distributed
grid points {θi, φj} on [0, 2pi] × [0, 2pi], with i, j = 1, ..., 80 points in each
direction resulting in a total of N = 6400 grid points. the matrix Lˆ is
constructed with k = 128 nearest neighbors and  = 0.0024 obtained from
the automated -tuning algorithm given in [14] (and reviewed in the previous
section). To compensate for the bias induced by non-uniform data points on
the torus, we apply the right normalization (as discussed in Section 3.3) with
sampling density estimated via a Gaussian kernel with bandwidth parameter
˜ = 0.0179, which is also estimated using the automated -tuning algorithm
of [14].
Figure 6 shows the numerical estimates. Notice the agreement between
Lˆ~u in panel (b) and the analytic ~f in panel (a). We also see the qualitative
agreement of the estimated Lˆ† ~f in panel (d) with the analytic ~u in panel (c).
In Figure 7, we show the differences of panels (a) and (b) as well as (c) and
(d), depicted as functions of intrinsic coordinates. Notice that the differences
in the pseudo-inverse estimation from the analytical solution (right panel)
are smaller than the operator estimation (left panel). In fact, the maximum
errors are, ‖L~u− ~f‖∞ = 0.0361, and ‖Lˆ† ~f − ~u‖∞ = 0.0076, respectively.
We also include a numerical simulation with a half torus. In this case, the
manifold is defined via the embedding function in (28) with φ ∈ [0, pi]. For
this experiment, we use the same b and c as in (27). The only difference in the
numerics is that the number of grid points corresponding to the φ coordinate
is only 40, resulting in a total of N = 3200 grid points. Fixing k = 128 as
before, the estimated epsilons are  = 0.0026 and ˜ = 0.0179. To satisfy the
Neumann boundary conditions, we change the analytical solution to u(θ, φ) =
sin θ cos 2φ. Figures 8 and 9 show the numerical estimates compared to the
corresponding analytical solutions. In this case, notice the larger errors near
the boundaries. Overall, the quality of the solutions degrade compared to the
full torus example above with errors ‖Lˆ~u− ~f‖∞ = 0.8008, and ‖Lˆ† ~f−~u‖∞ =
0.0774, respectively.
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Figure 6: Variable coefficients boundary value problem on a three-dimensional torus: (a)
Analytic f in (31); (b) Pointwise operator estimation Lˆ~u; (c) True solution ~u; (d) Approx-
imate solution via the pseudo-inverse operation, Lˆ† ~f .
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Figure 7: Variable coefficients boundary value problem on a three-dimensional torus: Dif-
ferences in the operator estimation (left) and the pseudo-inverse estimation (right)
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Figure 8: Variable coefficients boundary value problem on a half three-dimensional torus:
(a) Analytic f in (31); (b) Pointwise operator estimation Lˆ~u; (c) True solution ~u; (d)
Approximate solution via the pseudo-inverse operation, Lˆ† ~f .
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Figure 9: Variable coefficients boundary value problem on half three-dimensional torus:
Differences in the operator estimation (left) and the pseudo-inverse estimation (right)
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4.4. Numerical comparison with the mesh-less radial basis function method
In this section, we compare the local kernel method with a mesh-less ra-
dial basis function (RBF) method [26] on the four examples in Sections 4.2
and 4.3. For these examples, we simply employ the radial basis functions de-
fined on the intrinsic coordinates since the Riemannian metrics are explicitly
known. For the one-dimensional examples, the implementation simply ap-
plies the collocation method on equation (26) (along with the corresponding
boundary conditions) with u defined as,
u(θ) =
N∑
k=1
λkΦ(‖θk − θ‖). (32)
For the two-dimensional examples in Section 4.3, the RBF functional approx-
imation is defined over (θ, φ). In the case of the half torus, the Neumann
boundary condition is given as ∂f
∂~n
(x) = ∇f · ~n = ∂f
∂φ
= 0 for x ∈ ∂M. In our
numerics, we implement the discrete approximation using Kansa’s formula-
tion with Gaussian function Φ(r) = exp(−(sr)2) with shape parameter s.
We employ the discretization exactly on the same grid points we used in the
previous two sections, namely N = 1000 points in both one-dimensional ex-
amples and N = 6400/N = 3200 grid points on the full/half tori examples,
respectively. For the numerical results shown in this section, we used the
MATLAB RBF toolbox developed by Scott Sarra [27]. To obtain the weight
λk for these boundary value problems, we used the pseudo-inverse operation
as in the local kernel method. For these examples, we should pointed out that
the local kernel errors in Figure 10 are slightly lower than the results pre-
sented in Sections 4.2 and 4.3 since the kernel bandwidth parameters  and ˜
are empirically tuned by comparing the resulting estimates to the analytical
solutions.
From Figure 10, it is clear that RBF is superior to the local kernel ap-
proach when the shape parameter s is appropriately tuned, except in the
half ellipse case. For the half ellipse case, similar results are also found us-
ing inverse-quadratic basis function and even using less grid points (results
not reported). While the local kernel method is less accurate than RBF in
the three cases shown above, extending the RBF method to arbitrary mani-
folds embedded in Rn requires significant modifications. For surfaces in R3,
one approach proposed by [11] is to first approximate the manifold as an
iso-surface of a distance function constructed using the RBF method. Subse-
quently, the tangential derivatives are approximated by either projecting the
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Figure 10: Comparison with the RBF collocation method: The RBF errors are plotted as
functions of the shape parameter, s.
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ambient three-dimensional derivatives onto the tangent space of the mani-
fold or via the orthogonal gradient method. On the other hand, the local
kernel technique extends naturally on arbitrary manifolds as shown in the
next section.
4.5. An example on a manifold with unknown embedding
In this section, we apply the the local kernel method to solve
∆u(x) = f(x), x = (x1, x2, x3) ∈M (33)
where f(x) = x1x2 and the surface M ⊂ R3 is a two dimensional-closed
manifold that is homeomorphic to the unit sphere, S2, with unknown em-
bedding functions. The surface used in this section is from Keenan Crane’s
3D repository [28]. We neglect the RBF method here since a proper im-
plementation for arbitray manifold (such as, using the technique proposed
in [11]) requires a significant algorithmic modification compared to the ba-
sic RBF formulation for solving PDE’s in [26], which is beyond the scope
of this paper. For comparison, we provide numerical estimates using finite
element method (FEM). Numerically, we used FELICITY, an FEM toolbox
for Matlab [29].
In Figure 11, we compare the local kernels solution of (33) with the FEM
solution. The maximum absolute error between the two solutions was .0064
and the tuned bandwidth parameter for the local kernel is  = .002 . To
compute the FEM solution, we provided FELICITY with the triangulated
mesh of the surface, which consisted of 2930 points and a connectivity matrix
for the triangle elements. In this case, the analytic solution is not known and,
since we have no way of obtaining more points on the surface, we restricted
the FEM algorithm to use a linear finite element space.
This example suggests that even when the embedding function of a man-
ifold is not known, the local kernel technique can be used to approximate
the solution to (1) when all the relevant information is specified in ambient
coordinates.
5. Summary and discussion
In this paper we used the local kernel method, a recently developed gener-
alization of the diffusion maps algorithm [16], to approximate solutions of lin-
ear elliptic PDE’s on compact Riemannian manifolds (with Neumann bound-
ary condition if the manifold has boundaries). Theoretically, we show the
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Figure 11: Numerical approximation of (33) using (a) Local Kernel and (b) FEM from
FELICITY. Panel (c) shows the absolute difference between the two approximate solutions.
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convergence of the approximate solution under the classical well-posedness
conditions of the boundary value problem (1). Furthermore, when the lin-
ear problem has non-unique solutions, we showed that the minimum norm
solution solves the PDE in (1) under the Fredholm alternative’s second solv-
ability condition. Numerically, we tested the local kernel technique on various
variable coefficient linear PDE’s on flat and non-flat manifolds with known
embedding functions, including a closed interval, full and half ellipse, and
two-dimensional full and half torus. In these instructive examples, where
the analytical solution was known, we found that the estimated solution was
more accurate than the operator estimation. The theoretically established
order  convergence rate was also numerically verified. From the numer-
ics, we also found that the convergence rate in terms of the number of grid
points, N , was much sharper than our theoretical estimate. Additionally, we
tested our method on a two-dimensional closed manifold homeomorphic to
a sphere with unknown embedding function. In this case, we found that our
approximate solution was close to the solution obtained from the FEM.
While these results are encouraging, this approach has several limitations.
Most notably, it is unclear how to extend this technique to approximate non-
linear differential operators. Further investigation is also required to extend
this technique to incorporate non-Neumann boundary conditions. The local
kernel method is also less accurate at the boundary of a manifold and is con-
sequently more suited for application on closed manifolds. Finally, while the
local kernel algorithm is simple to implement, this method is an order-one
scheme and it is unclear how to increase the accuracy.
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Appendix A. Proof of Lemma 5
The terms O(, ˜) in Lemma 5 are the errors of the continuous operator
L,˜, deduced in Proposition 4. The term O
( q(xi)1/2√
N˜2+d/4
)
is the sampling error
31
for a discrete approximation,
qˆ˜(xi) :=
˜−d/2
N
N∑
i=1
h(˜, xi, xj) = H˜q(xi) +O(˜2) = q˜(xi) +O(˜2).
Since this error rate is simply a special case of the result in the Appendix B.1
of [14] for a fixed bandwidth Gaussian kernel, we will not repeat it here.
For the remaining of this Appendix, we will compute the last error term in
Lemma 5, which is the bias in estimation of L using the discete approximation
Lˆ,˜. To achieve this, we first define the following random variables:
Fi(xj) =
K(, xi, xj)u(xj)
qˆ˜(xj)
Gi(xj) =
K(, xi, xj)
qˆ˜(xj)
For A ∈ L1(M, q), we define
E(A) :=
∫
M
A(x)q(x)dx. (A.1)
Then, we can write,
L,˜u(xi) :=
1

(
q˜−1,˜Gq,(u(xi)q
−1
˜ (xi))− u(xi)
)
=
1

(
E(Fi)
E(Gi)
− u(xi)
)
and its discrete approximation,
Lˆ,˜u(xi) :=
1

(∑
j Fi(xj)∑
j Gi(xj)
− u(xi)
)
,
in terms of Fi and Gi. Since the error of neglecting the jth component in
each of the sum is negligible, O(N−1˜−d/2), we will proceed by neglecting the
ith term in the sum. Now that the sum is i.i.d., by law of large number, we
expect, ∑
j 6=i Fi(xj)∑
j 6=iGi(xj)
→ E(Fi)
E(Gi)
.
as N →∞.
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Following the approach in [23, 14], we compute,
P (|L,˜u(xi)− Lˆ,˜u(xi)| > a) ≈ P
(
1

(
E(Fi)
E(Gi)
−
∑
j 6=i Fi(xj)∑
j 6=iGi(xj)
)
> a
)
= P
(∑
j 6=i
Yj > a(N − 1)E(Gi)2
)
, (A.2)
where Yj = E(Gi)Fi(xj)−E(Fi)Gi(xj)+aE(Gi) (E(Gi)−Gi(xj)). Note that
the approximation in the first line is due to neglecting the jth component in
each of the sum. Using the Chernoff bound,
P
(∑
j 6=i
Yj > a(N − 1)E(Gi)2
)
≤ 2 exp
(
−a22(N−1)2E(Gi)4
4(N−1)Var(Yj)
)
(A.3)
our next task is to express the upper bound in terms of  and N by computing
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Var(Yj) and E(Gi)4. Based on the expansion in (20), we deduce
E(Fi) = d/2Gq,
(
uq−1˜
)
= d/2mm˜−10 u
(
1− ˜m˜ω˜ − ˜m˜q−1∆q + m−1ω + L(u)
u
)
+ d/2O (˜, 2, ˜2)
E(Fi)2 = dm2m˜−20 u2
(
1− 2˜m˜ω˜ − 2˜m˜q−1∆q + 2m−1ω + 2L(u)
u
)
+ d/2O (˜, 2, ˜2)
E(Gi) = d/2q˜,˜
= d/2mm˜−10
(
1− ˜m˜ω˜ − ˜m˜q−1∆q + m−1ω)+ d/2O (˜, 2, ˜2)
E(Gi)2 = dm2m˜−20
(
1− 2˜m˜ω˜ − 2˜m˜q−1∆q + 2m−1ω)+ d/2O (˜, 2, ˜2) ,
E(F 2i ) = 2−d/2d/2Gq,/2
(
u2q−2˜
)
= 2−d/2d/2mm˜−20 u
2q−1
(
1− ˜m˜ω˜ − ˜m˜q−1∆q + (/2)m−1ω
+ 
L(u2q−1)
2u2q−1
)
+ 2−d/2d/2O (˜, 2, ˜2)
E(G2i ) = 2−d/2d/2Gq,/2
(
q−2˜
)
= 2−d/2d/2mm˜−20 q
−1
(
1− ˜m˜ω˜ − ˜m˜q−1∆q + (/2)m−1ω + L(q
−1)
2q−1
)
+ 2−d/2d/2O (˜, 2, ˜2)
E(GiFi) = 2−d/2d/2Gq,/2
(
uq−2˜
)
= 2−d/2d/2mm˜−20 uq
−1
(
1− ˜m˜ω˜ − ˜m˜q−1∆q + (/2)m−1ω + L(uq
−1)
2uq−1
)
+ 2−d/2d/2O (˜, 2, ˜2) .
Since E(Yj) = 0,
Var(Yj) = E(Y 2j )
= E(Gi)2E(F 2i ) + E(Fi)2E(G2i )− 2E(Gi)E(Fi)E(FiGi)
+ a3d/2O(2)).
34
Proceed with the calculation,
E(Gi)2E(F 2i ) = 2−d/23d/2m3m˜−40 u2q−1
(
1− 3˜m˜ω˜ − 3˜m˜q−1∆q
+
5
2
m−1ω + 
Lu2q−1
2u2q−1
)
+ 3d/2O(˜, 2, ˜2)
E(Fi)2E(G2i ) = 2−d/23d/2m3m˜−40 u2q−1
(
1− 3˜m˜ω˜ − 3˜m˜q−1∆q
+
5
2
m−1ω + 2u−1Lu+ (/2)qLq−1
)
+ 3d/2O(˜, 2, ˜2)
E(Fi)E(Gi)E(FiGi) = 2−d/23d/2m3m˜−40 u2q−1
(
1− 3˜m˜ω˜ − 3˜m˜q−1∆q
+
5
2
m−1ω + u−1Lu+ Luq
−1
2uq−1
)
+ 3d/2O(˜, 2, ˜2),
we have,
Var(Yj) = 2
−d/23d/2+1m3m˜−40 u
2q−1
(L(u2q−1)
2u2q−1
+
Lq−1
2q−1
− L(uq
−1)
uq−1
)
+3d/2O(˜, 2, ˜2)
= 2−d/2−13d/2+1m3m˜−40
(
L(u2q−1) + u2Lq−1 − 2uL(uq−1)
)
+3d/2O(˜, 2, ˜2). (A.4)
Recall that L = b · ∇ + 1
2
Cij∇i∇j, where the dot product, gradient and
covariant derivatives are all defined with respect to Riemannian metric, g,
inherited byM from the ambient space. From lemma 4.2 in [16], the hessian
term can be written as
Cij∇i∇j = ∆g˜ + κ · ∇,
where κ depends on C. Here the Laplacian is defined with respect to a
modified metric g˜(u, v) = g(c−1/2u, c−1/2v) for all u, v ∈ TxM, whereas the
advection term is defined with respect to g. Therefore,
L = (b+ κ) · ∇+ ∆g˜.
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Also, using the fact that
∆g˜(uv) = u∆g˜v + v∆g˜u+∇g˜u · ∇g˜v,
one can deduce that the terms in the bracket in (A.4) is,
L(u2q−1) + u2Lq−1 − 2uL(uq−1) = q−1‖∇g˜u‖2,
where all the gradient terms vanish. Substituting this to (A.4), we have
Var(Yj) = 2
−d/2−13d/2+1m3m˜−40 q
−1‖∇g˜u‖2 + 3d/2O(˜, 2, ˜2).
Also, since
E(Gi)4 = 2dm4m˜−40 + 2dO (, ˜) ,
the inequality in (A.3) becomes,
P
(∑
j 6=i
Yj > a(N − 1)E(Gi)2
)
≤ 2 exp
(
− a
2d/2+1(N − 1)m
2−d/2−1‖∇g˜u‖2q−1
)
.
This inequality basically means that the error in estimating L,˜ with Lˆ,˜
(from the relation in (A.2)) is of order,
a = O
(‖∇g˜u‖q−1/2√
Nd/4+1/2
)
,
which is much larger than the error of neglecting the jth term, O(N−1˜−d/2),
in the summation in (A.2). This completes the proof of Lemma 5.
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