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 Abstract  
 
Atmospheric-pressure plasma discharges (APPJs) have been one of the main active research topics of 
low temperature plasmas since they were firstly reported a decade ago. Their compactness, their 
ability to operate at ambient conditions (atmospheric pressure and room temperature), and their 
simplicity (no complex or expensive vacuum equipment are required) makes them very promising 
sources of active chemical species for a variety of applications, ranging from sterilisation of surfaces 
to space thrusters.  
Optimising APPJs to suit particular applications requires deep understanding of the plasma dynamics 
involved in their operation, which is an active field of research from experimental and numerical 
approaches. Because both approaches have practical limitations, the difference between the simulated 
conditions and the experimental conditions has become wide. One particular aspect of this difference 
is the time scales of the phenomena studied.  In most numerical studies the time scale considered is in 
the order of hundreds of nanoseconds, while experiments are conducted under steady state conditions.   
In this work, a numerical model is built to study the behaviour of an APPJ discharge on relatively 
longer times compared to other numerical studies. The longer time scale in this work covers two 
consecutive periods of an applied pulsed DC waveform (up to 40 s), compared to only the pulse-on 
time for a single pulse in most other works.  
The study presented here considered two jet configurations, an open jet configuration and a surface 
configuration. The afterglow of the open jet configuration is studied, where it is shown that the 
absence of the applied potential causes the electrons to diffuse strongly from the plasma channel 
created in the pulse-on time, causing an increase by almost two orders of magnitude in the density of 
the negative ions. An increase in the density of the positive ions is also observed in the afterglow, 
which is attributed to Penning ionisation between the helium metastables and the molecules of air (O2 
 
 iv 
 
and N2). The study also shows that the characteristics of the discharge in the second period are 
noticeably influenced by the residuals from the first period.  
With respect to the surface configuration, the study presented in this work focuses on the fluxes of the 
active species to the surface. It is reported that the flux of the positive ions to the surface occurs 
mainly during the pulse-on time, with its maximum value coinciding with the location of the plasma 
bullet at a given time. The flux of the negative ions however occurs mainly during the pulse-off time 
at locations on the surface where no surface charge is deposited during the pulse-on time. In the 
second period, the deposited negative surface charge deposited in the previous period causes a 
decrease of the flux of negative ions to the surface. Whereas the residual plasma from the previous 
period causes an increase in the flux of positive ions to the surface where the residual plasma is in 
contact with it.       
The other topic of interest in this work is the induction of turbulence in APPJ due to the presence of 
the plasma, where it is shown that the plasma affects the background flow by electrohydrodynamic 
forces and by gas heating. It is shown than neither the EHD forces nor the gas heating by the plasma 
are capable of accelerating the flow to change the flow regime. Thus, a new explanation is proposed 
to explain the induction of turbulence by the plasma in APPJs. 
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Chapter 1 
 
Introduction: General definitions in plasma physics 
 
Plasma is a state of matter in which atoms or molecules are broken down into electrons and ions 
(positive ions and/or negative ions). Since the creation of a free electron and an ion from a neutral 
atom requires raising the energy of a bound electron above its ionisation energy, plasma is generated 
from the gaseous state, by depositing the energy required to generate a large enough number of free 
electrons and ions in the gas to make it conductive to electric current.  For that reason, plasma exists 
naturally under conditions where the ambient temperature is much higher than the typical gas 
temperatures on the earth’s atmosphere [1]. Examples of naturally existing plasmas are the stars, 
where the nuclear fusion serve as the source of energy required to generate electron-ion pairs from 
hydrogen atoms. Another example is the earth’s ionosphere, where the ultraviolet radiation and x-ray 
radiation coming from the sun serves as the energy source for generating plasmas.  
Since plasmas consist of a mixture of electrons and ions, their general behaviour differs from that of a 
gas due to the presence of long range Coulomb forces, compared to collisions which are a short range 
force dominating the behaviour of the neutral gas. One of the aspects where plasmas differ from gases 
is their ability to be driven and manipulated by electric and magnetic fields, which can be done on an 
atomic or a molecular level. Another aspect is the enhanced chemical reactivity of plasmas compared 
to gases, which is an aspect that is more significant in plasmas generated from molecular gases. In 
these plasmas, the freely moving electrons or ions can interact with different molecules from their 
‘parent’ molecules, re-arranging the parent molecules into new molecules that have higher chemical 
reactivity.  
These aspects, for example, have ignited interest in utilising them for different industrial and 
technological applications. Thus, industrial plasmas (or laboratory plasmas) became a topic of interest 
for a wide range of applications and technologies. These applications include different surface 
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processes such as sputtering, thin films deposition, implantation, and etching.  Other applications 
include waste processing, biomedical applications, and food processing [2]. 
As mentioned earlier, generating plasma from a gas requires energy to be deposited into the gas. Since 
energy available in laboratories is much less than the energy available in the upper atmosphere or in 
the core of the stars, most of the laboratory plasmas are known as weakly ionised plasmas, while most 
of naturally generated plasmas (or space plasmas) are known as fully ionised plasmas.  The difference 
between the two types is the ionisation ratio. In fully ionised plasmas, the ratio of the number of 
ionised atoms to the total number of atoms constituting the gas approaches 100% [1]. Thus fully 
ionised plasma consists of approximately 100% plasma and a negligible fraction of gas in its basic 
atomic state.  On the other hand, weakly ionised plasmas have a low ionisation ratio, which is 
typically less than 10%, it can be as low as 10
-3
 % [3]. Since the scope of this work focuses on a 
laboratory plasma, all the following discussions will be restricted to weakly ionised plasma. 
1.1.  Low temperature plasmas  
To generate plasma from a gas, energy has to be deposited into it. In laboratory plasmas, there are two 
major mechanisms of energy deposition in a gas; the first is energy deposition through direct gas 
heating, the second is energy deposition by passing a current through the gas. Starting with gas 
heating, at room temperature atoms or molecules constituting a gas collide with each other. In each 
collision there is an exchange of momentum and energy, the exchanged energy in these collisions is 
much less than the ionisation energy of most gases. If the gas is heated to a certain extent, the energy 
exchanged in collisions becomes comparable to the ionisation energy of the gas, which means some 
of those collisions are going to ionise one of the colliding atoms. If there is a sufficient number of the 
ionising collisions, a weakly-ionised plasma is going to form [4]. Because this mechanism relies 
heavily on collisions, these collisions ensure that the mean energies of ions and electrons are almost 
equal, creating a thermodynamic equilibrium between ions and electrons. Plasmas in which ions and 
electrons are in thermodynamic equilibrium are referred to as thermal plasmas [2]. If the mean energy 
of electrons corresponds to the room temperature, they will be quickly lost in recombination reactions, 
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which makes the thermal generation of plasmas at room temperature not possible. Thus, thermal 
plasmas can only exist when the equilibrium temperature for both electrons and ions is much greater 
than the room temperature.  
The other mechanism of generating a plasma from a gas is to drive an electrical current through it. 
Gases in general are good insulators, which makes it not possible to drive a current through it unless a 
strong enough electric field is applied to initiate a breakdown in the gas. The details of this process 
will be discussed shortly. Unlike thermal plasmas, plasmas generated using this mechanism are not in 
thermal equilibrium. The electrons, since they have a smaller mass by a factor of 1000 compared to 
the lightest ions, gain more energy from acceleration by the electric field compared to ions, making 
the average electron energy much higher than the average ion or atom energy.  Since there are two 
different temperatures, one for electrons, and one for ions and atoms, it is possible for this type of 
plasma to exist at room temperature, with the temperature of the ions and atoms being equal to room 
temperature. These plasmas are called non-thermal or low-temperature plasmas [2]. This work 
focuses only on low temperature plasmas, for this reason, all the subsequent discussions apply mainly 
to low temperature plasmas. 
1.2. Gas breakdown process 
Most of the ionising radiation coming from the Sun is blocked by the atmosphere. Nevertheless, very 
small power intensities arrive to the surface of earth. When a photon of this ionising radiation collides 
with an atom or molecule it ionises it. Because the power intensity of this ionisation radiation is 
extremely small, the ionisation ratio is extremely low and as the life time of electrons and ions is so 
short at the surface of earth [5], the ionisation and recombination are almost instantaneous. 
If a strong enough electric field is applied through a gas chamber, the ‘instantaneous’ electrons 
generated by the ionising radiation get accelerated by the applied electric field, which gives them  
sufficient energy to prevent their loss via recombination. If the electrons are not interrupted by a 
collision that leads to their loss (for example by recombination or an attachment collision), or for them 
to lose their energy, then their energy increases to a level at which the electron is capable of ionising 
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an atom when it collides with it. The process is repeated with the newly generated electron causing an 
exponential growth of the density of electrons and ions, resembling a chain reaction. This process is 
known as the electron avalanche process [3]. As explained previously, the electron avalanche is 
influenced by the applied electric field (which in a simple geometry is defined as the applied voltage 
divided by the distance between the electrodes) and the collisional mean free path of the electrons in 
the gas. The mean free path  (m) is defined as the average distance an electron moves between two 
consecutive collisions, which is directly related to the pressure of the gas by equation (1.1) [6]. 
P
Tk gB

                                                                        (1.1) 
where kB (JK
-1
) is the Boltzmann constant, Tg (K) is the gas temperature, P (Pa) is the gas pressure, 
and m-2) is the cross section of electron-atom collisions.  
Most of the collisions cause loss of the electrons energy or the electrons themselves. In that sense, two 
possible scenarios can arise with respect to the fate of the electron avalanche. If the collisional losses 
have a stronger influence than the electric field, the electron avalanche terminates. On the other hand, 
if the driving electric field has a stronger influence than the collisional losses, the multiplication of the 
electrons continues until there are ‘enough’ electrons to allow electric current to pass through the gas. 
At the point when the electron density reaches this critical density, breakdown of the gas is said to 
have occurred [3]. After this has happened, current can pass through the gas, becoming a weakly 
ionised plasma. Due to the conductivity of the plasma, an applied voltage induces a current in it, 
which makes ohmic heating of the electron a source of energy to sustain the plasma. The plasma 
generated under those conditions and sustained by passing current through it is called a self-sustained 
gas discharge [7].  
The gas breakdown can occur over a wide range of gas pressures. Based on the pressure of the gas 
used, the discharges can be classified into two categories, low pressure discharges and high pressure 
discharges. Low pressure discharges operate at pressures much lower than atmospheric pressure, 
which means vacuum pumps are required to create these discharges that can only be created in closed 
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chambers. These discharges are characterised by a uniform distribution of the plasma and by a 
relatively long mean free path between collisions, which means ions and/or electrons can be 
accelerated to high velocities, gaining high energies, implying that the trajectories of these electrons 
or ions minimally suffer from scattering due to collisions. These properties of low pressure discharges 
make them suitable for applications such as thin films deposition [8]. 
High pressure discharges do not require vacuum pumps to operate, which in most cases mean these 
discharges operate at atmospheric pressure. In the scope of this work, only atmospheric pressure is 
considered. In addition, the mean free path of electrons in atmospheric pressure discharges is much 
lower compared to low pressure discharges as equation (1.1) predicts. The dominance of collisions in 
atmospheric pressure makes them more suitable for chemistry-related applications, such as waste 
treatment and biomedical applications [9]. 
1.3. Streamer discharge 
As explained earlier, the competition between the electric field and the collisional losses determines 
whether a breakdown is going to occur or not. The presence of the initial free electrons (also called 
seed electrons) is vital for the process. The background radiation is neither the only nor the most 
important source of the seed electrons. Other important sources of seed electrons are secondary 
emission electrons and photoelectrons (electrons generated as a result of photoionisation process) [7]. 
In low pressure discharges, secondary electron emission from the cathode provides seed electrons for 
the electron avalanche process. The electric field, responsible for energising the seed electrons as 
described earlier, also accelerates the ions toward the cathode. Ions in the vicinity of the cathode end 
up bombarding it, causing secondary electrons to be emitted from the cathode. These electrons are 
seed electrons that get energised by the electric field, creating electron avalanches in addition to the 
other seed electrons, causing a total breakdown in the gas [10]. 
In atmospheric pressure discharges, the collisional mean free path is much shorter as equation (1.1) 
indicates as compared to low pressure discharges. Thus, the ions cannot be accelerated to energies 
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where the secondary electron emission from the cathode is significant. As a result, seed electrons 
provided by the secondary electron emission in atmospheric pressure are insignificant. The main 
source of seed electrons in atmospheric pressure discharges is photoionisation. A portion of the 
collisions between the energised electrons and the neutral atoms causes the electrons to lose their 
energy in exciting an electron bound to an atom, thereby resulting in an atom in an excited state. A 
portion of the excited atoms undergo a radiative decay where the excitation energy is lost as a photon. 
If the photon has an energy higher than the ionisation energy of an atom, it ionises the atom, creating 
a new seed electron than can undergo the electron avalanche process [5].  
 The presence of an external electric field causes the ions and the electrons to drift in different 
directions with respect to the electric field, creating a net charge density. This separation of charge 
typically occurs close to the anode, where the electrons are absorbed in the anode leaving a ‘cloud’ of 
positive ions behind forming a positive charge density. This charge density induces an electric field of 
its own. As the number of electrons and ions increase exponentially due to the avalanche process, the 
induced electric field due to the charge density intensifies to a point where it has a comparable 
magnitude to the externally applied electric field [5]. The region where the charge-density induced 
electric field exists is known as the streamer’s head. The field in the head of the streamer accelerates 
the surrounding seed electrons toward the highly positive charge density cloud. These accelerated 
electrons initiate electron avalanche processes in positions slightly different from where the positive 
charge density exists. They also excite neutral atoms which eventually generate a new set of seed 
electrons through photoionisation. After losing part of their energy in the electron avalanche process, 
they arrive to the positive charge density cloud and neutralise it, converting it into a plasma cloud 
instead. This process is illustrated schematically in figure 1.1. This process is known as the streamer 
propagation process.  
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Figure 1.1 Schematic representation of streamer discharge propagation, t1 being a time after t0. 
The process of acceleration of seed electrons by induced electric field, charge density neutralisation, 
and creation of new seed electrons through photoionisation continues. As a result, a conducting 
plasma channel expands as the streamer propagates. The direction of expansion of the plasma channel 
depends on the availability of the seed electrons. Since photoionisation is a random process in nature, 
the propagation of the streamer is stochastic in general [5]. 
1.4. Dielectric barrier discharges 
The passage of the current in the plasma is important for its sustenance, as it maintains the mean 
electron energy at a level far from the recombination limit, it also maintains the ionisation process 
which compensates for the loss of electrons and ions to the walls of the discharge configuration.  
Two possible types of currents can be drawn in an electric discharge, conduction current and 
displacement current. Discharges driven by conduction current typically have the two metallic 
electrodes (the anode and the cathode) in direct contact with the plasma created in the discharge. This 
type of discharge configuration is very common in low pressure discharges.  In these discharges, the 
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discharge current is equal to the difference of the charged species fluxes arriving to one of the 
electrodes. 
Discharges driven by displacement currents typically have one or two of the electrodes covered by a 
dielectric layer (or barrier), these discharges are referred to as a Dielectric Barrier Discharges DBD 
[11].  In DBDs, the fluxes of the charged species to the dielectric covering the electrodes cause a 
surface charge density to accumulate on the dielectric surface. Due to the presence of this surface 
charge, the electric potential in the plasma (and consequently the electric field in the plasma) is 
determined by both the external applied potential and the accumulated surface charge on the dielectric 
surface. For example, in a DBD discharge where the anode is covered by a dielectric surface, most of 
the flux to that dielectric is electron flux, creating a negative surface charge. The electric field induced 
by the negative surface charge weakens the externally applied electric field. In steady-state conditions, 
the accumulated surface charge density causes the total electric field to become weaker than the 
electric field necessary to sustain the discharge, causing the discharge to extinguish. For this reason, 
the externally applied electric field has to change in time to prevent steady-state conditions from 
causing the discharge to extinguish [11].  
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Chapter 2 
 
Introduction: A Review of Atmospheric-Pressure Plasma 
Jet (APPJ) discharges 
Atmospheric-pressure discharges have great advantages over low pressure discharges. The fact that 
they operate at ambient conditions means no vacuum equipment is needed, making atmospheric 
pressure discharges considerably cheaper and easier to configure when compared to low pressure 
discharges. As atmospheric pressure discharges do not require vacuum equipment, this implies they 
can be compact and even portable [12]. This gives them an advantage for being used for applications 
where samples to be treated cannot be brought into a vacuum chamber, such as human skin. 
The downside of atmospheric-pressure discharges is their lack of stability. In the most general case, 
discharges at atmospheric pressure are streamer discharges, which are chaotic in nature [5]. The 
chaotic nature of streamers puts a severe limit on the consistency of their behaviour. For that reason, a 
lot of research has been done on designing stable atmospheric-pressure discharge configurations [13]. 
One of these stable configurations is the Atmospheric-Pressure Plasma Jet (APPJ) discharge. In this 
configuration, a capillary is used through which gas is flowed (typically a noble gas [14-17]). The 
electrical system used to drive the discharge varies for different setups. In some cases a single 
conducting tape is wrapped around the capillary and connected to a power supply to serve as the 
driving electrode of the discharge, as figure 2.1(a) shows. In other cases, two conducting tapes are 
used with one being the driven electrode and the other being a grounded electrode as depicted in 
figure 2.1(b). In other configurations, a sharp needle-like conductor is inserted in the capillary to serve 
as the driven electrode, while the grounded electrode can be either wrapped externally, as shown in 
figure 2.1(d). In this chapter, a summary of the findings on how APPJs function is presented. 
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Figure 2.1 Different configurations of APPJs 
The earliest form of APPJs was reported in 1968 [18], where a thermal plasma was generated in the 
discharge. In the 1990s, multiple configurations of APPJs were reported operating under a variety of 
conditions [19,20,21]. The configuration of interest in this work has been initially reported in 2005 
[22]. In this configuration, a DBD discharge generates a low temperature plasma inside a capillary 
where the driving electrodes are wrapped on its outside. Many other APPJs configurations similar to 
[22] have been developed in subsequent years. In most of those configurations, the discharges are 
usually driven by sinusoidal voltage waveforms, with peak-to-peak voltages in the kV range, and 
frequencies ranging from a few kHz to tens kHz.  
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Alternatively, APPJs can also be driven in a pulsed operation [23]. When APPJs are in operation, a 
long stable plasma plume is observed emerging form the exit of the capillary extending up to 10 
centimetres in some cases [24]. The ability of obtaining a stable plasma in the cm range at 
atmospheric pressure made APPJs very interesting for all applications. The interest is driven by a 
desire to tailor the characteristics of this plasma to suit particular applications. For this reason proper 
understanding of how APPJs work is needed.  
Plenty of research has been done to obtain better understanding of APPJs. Most of this research was 
mainly experimental. Although experimental studies are much better representation of the real 
operating conditions of the discharge, they have many practical limitations. APPJs are in general 
small in sizes, which limits the diagnostic techniques that can be used for such experiments without 
disturbing the discharge. In addition, experiments require a lot of expensive and complex equipment 
to be bought and operated. Numerical modelling is far cheaper, simpler, and can be used to provide a 
detailed description of the aspects of the discharge whereas experimental methods are limited. The 
down sides of numerical modelling include the need for experimental validation and the 
computational restrictions such as the available memory, computer power, and simulation running 
times. Due to the computational restrictions, only simplified versions of the discharge can be studied 
numerically. In this simplification process, many of the discharge details are lost, creating a gap in the 
understanding of the discharge characteristics. 
 In the APPJs case, one of the major gaps between experimental and modelling studies is the time 
scale. Experiments are typically conducted when the discharge is in a steady-state condition, which 
can be reached after tens or hundreds of periods of the applied waveform. On the other hand, the 
majority of the numerical studies only cover a part of a single period of the waveform, which is 
usually the first period starting from arbitrarily assumed initial conditions. 
2.1. Applications 
Although APPJs are still in the development phase, a lot of research is being done to optimise them to 
suit particular applications. Most of these applications take advantage of the fact that APPJs generate 
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an abundance of chemically active species without a significant increase in the gas temperature. These 
species can be used for a wide range of applications. So far, the main fields of application are 
biomedical applications and material science.  Biomedical applications of APPJs include for example 
sterilisation. Kirkpatrick et al. [25] studied the impact of bactericidal species (such as O2, H2, and 
H2O2) generated by an APPJ on E. Coli bacteria, where they reported that an exposure of 20 minutes 
to the APPJ results in 5 orders of E. Coli inactivation. Another study by Muranyi et al. [26] focused 
on the effect of the humidly of the gas mixture on the inactivation of different fungus spores, where 
they reported an optimal humidity for certain types of fungus, causing a mortality rate of 70%.  APPJs 
are also being developed for cancer treatment, for example Arndt et al. [27] investigated the impact of 
the plasma dose on melanoma cells, where they reported that 1 minute of treatment causes a long term 
inhibition of proliferation. Chronic wound healing is another potential field of APPJs. For example, 
Isbary et al. [28] conducted a clinical experiment, where they treated 70 patients with chronic wounds 
with plasma for 3-7 minutes. They showed that the width and the length of the plasma-treated wounds 
were reduced. A general review of the applications of APPJs in medicine is given in [29]. 
Another application for which APPJs have a great potential is pollution control. Hackam et al. [30] 
compared in their study different discharge configurations based on their ability to remove NO, NO2, 
and SO2 from different gas mixtures at atmospheric pressure. They reported that the removal 
efficiency of the three previously mentioned species in a variety of DBDs configurations ranges 
between 50% and 90%. Mfopara et al. [31] investigated the effect of water vapour on the oxidation of 
dilute methane using a DBD similar to jets. They reported that water vapour requires oxygen rich 
environment to enhance the oxidation of methane.  
 In addition to biomedical applications, APPJs are being developed for material science applications. 
For example, Ito et al. [32] studied APPJs as a means of plasma enhanced chemical vapour 
deposition, where it was shown that the deposition rates of SiO2 using these discharges can reach 280 
nms-1. Another deposition study was reported by Benedikt et al. [33], where they developed an APPJ 
to deposit C2H2 based thin films. The deposition rate in their experiment is approximately few nms
-1
.  
Thin films deposition is not the only potential application of APPJs in material science. Szili et al. 
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[34] reported how the operation conditions of an APPJ modify a polymer surface, where they reported 
that plasma treatment created hydrophilic regions on the treated surface, and that the voltage of 
operation is the most influential factor affecting the treatment.  
Nanotechnology is also one of the fields where APPJs are being developed. Mariotti and Sankaran 
[35] reviewed the use of micro-plasmas in nanomaterial synthesis, which includes APPJs. In their 
review it is reported there and the references therein that different APPJs configurations were 
successfully used to synthesise nanoparticles of silicon and silver, carbon nanotubes, and different 
other nanostructures of molybdenum, molybdenum oxides, and tungsten oxides.    
Another field of potential application for APPJs is analytical chemistry, where APPJs are developed 
as sources of ions used for desorption of a surface material to be analysed using gas chromatography 
and ambient mass spectrometry. That provides a simple and relatively cheap technique to be used for 
example to detect drugs, explosive materials, pollutants, or for chemical analysis of complex material. 
Liu et al. [36] developed an APPJ for mercury speciation using fluorescence spectroscopy coupled 
with thin layer chromatography. Wright et al. [37] showed that adding a small admixture of hydrogen 
to a He-APPJ enhances the detection signal of a variety of test samples such as caffeine and 
diphenylamine by factors up to 68.  Harper et al. [38] used an APPJ they developed to successfully 
detect the characteristic mass spectra of multiple materials including cocaine, active ingredients in 
drug tablets, toxic, and therapeutic compounds in biological samples. 
2.2.  General characteristics  
2.2.1 APPJs on a micro-scale  
On a macroscopic level, APPJs appear as long continuous plasma plumes emerging from the exit of 
the capillary as shown in figure 2.2, with the length of the plume being related to the applied voltage 
[39,40], the frequency of operation [39], and the flow rate of the jet [39,41]. Teschke et al. [22] and 
Lu et al. [42] examined these APPJs on a time-resolved scale using time resolved intensified charge-
coupled device (ICCD) imaging. They revealed that the plume is actually made of sequences of fast 
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propagating luminous structures propagating at velocities up to 10
5 
ms
-1
, which is much higher than 
the velocity of the flowing gas (typically a few ms
-1
). This observation has been confirmed in many 
other works [42-44]. These fast moving structures were coined ‘bullets’. Although these bullets are 
discrete in their nature, it is well established now that they leave a trail of weakly-conductive plasma 
along their path of propagation [45, 46]. This plasma channel appears dark in time-resolved ICCD 
images as a result of having low energy electrons that cannot emit any light. The plasma bullets keep 
propagating until they gradually decelerate and extinguish at a point where the helium mole fraction is 
less than the critical mole fraction necessary for their propagation [47]. 
 
Figure 2.2 Different figures of APPJs, (a) A time-resolved ICCD image taken showing the propagating plasma 
bullet, taken from [48], the dashed line represents the end of the capillary. (b) A figure of a typical APPJ 
configuration taken from [49]. (c) A figure of an APPJ with respect to a finger taken from [50]. (d) A figure of 
an APPJ with a glass surface exposed to it, taken from [51].   
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By comparing the time at which these bullets are generated to the applied voltage waveforms, it is 
found that in most cases two bullets are generated per sinusoidal period of the waveform, one in the 
positive cycle and one in the negative cycle [52-55]. In pulsed operation, bullets are generated on the 
rising edge of the pulsed waveform [43, 36, 56-58]. On the falling edge, however, a bullet has been 
reported in some works [56, 57] but not others [43, 46, 58].    
Two approaches were proposed to explain the generation and propagation of the bullets in APPJs. The 
first approach was proposed by Lu et al. [42], which is based on photoionisation, while the second 
was proposed by Shi et al. [55] which is based on hypersonic ionisation waves. The difference 
between the two approaches is that the first describes bullets as photoionisation-based streamers 
propagation, while the second describes them as moving ionisation waves due to electron diffusion 
[59]. Further investigation by Sands et al. [23, 58] showed that the bullets in APPJs are similar in their 
behaviour to cathode directed streamers, which supports the photoionisation-based approach. After 
many other investigations, it is now widely accepted that the bullets are correctly described as 
photoionisation-based streamers. 
2.2.2 Characteristics of the plasma bullet 
Since it became accepted that plasma bullets in APPJs are similar to streamers, it was expected that 
these bullets have a high localised electric field in the head of the streamer (or the bullet in APPJ). 
This was confirmed by multiple experiments and simulations [60-64]. Techniques using optical 
emission spectroscopy (OES) were used to measure the electric field in the plasma bullets, where it is 
reported that the electric field has a value in the range of 9 to 26 kVcm
-1
 [63,64].  Since the electric 
field can be influenced by the applied voltage to the discharge, it is expected that changing the 
discharge voltage will change the strength of the electric field and the characteristics of the bullet in 
general. However, it is observed that increasing the voltage impacts the characteristics of the bullet 
(the propagation speed in particular) differently depending on whether the discharge is driven in a 
sinusoidal mode or in a pulsed mode.  In sinusoidal mode, increasing the applied voltage causes the 
ignition of the bullet to occur earlier but does not noticeably change the velocity of the propagation of 
2. A REVIEW OF APPJ DISCHARGES 
16 
 
the bullet noticeably [65]. In the pulsed mode however, the speed of propagation increases 
monotonically as the applied voltage increases [43,66].  The difference between the two cases lies in 
the ignition phase of the bullet. In the pulsed cases, the rise times are typically much shorter than the 
characteristic time required for the bullet to form. Thus when the ignition occurs, the voltage ‘seen’ 
by the electrons is the maximum applied voltage during the pulse-on time. In the sinusoidal cases, the 
time-variation in the voltage is much slower than the characteristic time required for the bullet to 
from, which implies the pulse ignition always occurs at the same voltage. Changing the peak-to-peak 
value of the wave form changes the time at which the critical voltage is reached, causing an earlier 
ignition for higher peak-to-peak voltages.   
Further studies of the propagating bullets revealed that they have a doughnut-like structure while 
propagating inside the capillary [55]. This structure gradually converts into a solid spherical structure 
as soon as the bullet leaves the capillary [66]. The reason for the formation of the ring structure has 
also been investigated. Many authors reported that the ring structure is a consequence of Penning 
ionisation [47,67,68], which according to these studies is the main mechanism of ionisation in plasma 
bullets. Since Penning ionisation requires an overlap between the helium metastables He
*
 and 
nitrogen molecules N2, this overlap exists at an intermediate position between the symmetry axis of 
the capillary (where pure helium flows) and the surrounding ambient air, which explains the ring 
shape structure of the bullet.   Following numerical studies by Naidis [69] and Breden et al. [70] have 
shown that Penning ionisation is an important mechanism of ionisation but not the main one. Instead 
electron impact ionisation is the main mechanism reported. Also, the ring structure is attributed to the 
difference in the electric field in the bullet as a function of the gas mixture, which affects the electron 
impact ionisation rates, giving the bullet its ring structure. 
The impact of the voltage polarity on the characteristics of the jet has been also investigated [71], both 
by comparing the bullets generated in a positive cycle and in a negative cycle of a sinusoidal voltage 
[45,55,72], and by driving the APPJ with positive or negative voltage pulses [71,73].  The difference 
between the positive and negative polarity jet is shown to be similar to the difference between 
cathode-directed streamers and anode-directed streamers, which confirms the validity of the 
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photoionisation-based streamer description for the behaviour of the bullet. It is shown that the bullets 
generated for the positive polarity case are more luminous and have a higher velocity of propagation 
compared to the negative polarity bullets.  The reason for this difference is attributed to the 
summation of the geometrical (or external) electric field and the charge induced electric field in the 
head of the bullet. In the positive polarity case, both fields have the same direction, making the total 
electric field stronger than any of them. In the negative polarity case, however, the two electric fields 
have opposite directions, thus the total field is weaker than any of them, causing a slower propagation 
of the bullet and less luminosity in the negative polarity case compared to the positive polarity case. 
The bullets generated in the positive cycle and the negative cycle in a sinusoidal waveform can be 
compared to the bullets generated at the rising edge and falling edge of positive unipolar pulsed 
waveforms. Unlike sinusoidal cases, a bullet always forms on the rising edge of the pulse. But that is 
not always the case at the falling edge [23,46,56]. The generation of a bullet at the falling edge 
depends on the conductivity of the plasma channel created behind the bullet generated at the rising 
edge. If that channel is highly conductive it weakens the electric field generated at the falling edge, 
prohibiting a second bullet from propagating [46]. However, if its conductivity is low, the electric 
field at the falling edge can become strong enough to ignite a second bullet. The conductivity of the 
plasma channel is strongly related to the residual plasma density from the rising edge bullet 
propagation. The main factors influencing the residual plasma are the pulse width and the frequency 
of the waveform used.      
Photoionisation is a topic of interest for many working on APPJs. As plasma bullets are a form of 
streamers, photoionisation has an important role in the propagation of the bullets. Many studies 
[70,74,75] have been done focusing on quantifying the importance of photoionisation in the 
propagation of plasma bullets. These studies have shown that although photoionisation plays an 
important role in the propagation of the bullets, it is not essential. This conclusion was proved 
numerically by Breden et al. [70], when they compared the results of two identical simulations, one 
accounting for photoionisation and the other ignoring it. Their results showed that the only noticeable 
difference is the velocity of propagation of the bullet, which is higher for the photoionisation case 
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compared to the case without photoionisation. An experimental study by Wu et al. [75] show that the 
photoionisation is essential for the propagation of bullets when the frequency of operation of the 
driving voltage is less than 2 kHz in their experimental configuration. For higher frequencies, the 
residual electrons in the plasma channel from previous waveform periods have a greater influence on 
the propagation of bullets compared to photoionisation.  
The characteristics of APPJs are not the only topic covered in the literature. Many studies have 
focused on practical aspects of APPJs, for example, Jiang et al. [24] investigated the electrode 
configuration and its influence on the discharge. They reported that the double electrode configuration 
and the single electrode configuration are both capable of igniting an APPJ with some differences in 
the emission intensity of the discharge. Another practical aspect is investigated by Jogi et al. [76] 
where the influence of the diameter of the capillary is studied. They reported that decreasing the 
diameter requires higher voltages to initiate the discharge. They also reported that decreasing the 
diameter causes the plasma density to increase.  
2.2.3 Turbulence induced in APPJs  
Gas heating and turbulence induction in the jet flow due to the presence of the plasma is one of the 
most active topics of research in APPJs, since these phenomena influence the performance of APPJs 
as stable sources of chemically active species. Experimentally, it was shown that the plasma in APPJs 
induce turbulence in the background flowing gas that would have been much weaker in the absence of 
the plasma [77-81]. The induction of turbulence is indicated by comparing the flow structure of the jet 
in absence of plasma to the flow structure in the presence of the plasma using Schlieren photography 
[77] or shadowgraphy [81]. It is noticed that turbulence starts at a position closer to the exit of the 
capillary at a greater intensity when the discharge is on. Two possible mechanisms were postulated to 
explain this induction of turbulence by Oh et al. [77]; the first is based on the fact that when the 
background gas is heated, its flow velocity increases due to the increased pressure gradient. This 
increase causes the flow velocity to increase, which causes turbulence earlier.   
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The second mechanism is the background flow modification by the Electrohydrodynamic forces 
(EHD forces).  This explanation is inspired by plasma-based flow actuators, where DBD discharges in 
air are used to modify the flow close to surfaces [82-84]. The basic concept in air actuators is that ions 
generated in the discharge gain momentum when accelerated by the electric field. These ions lose 
some of that momentum through collisions with the background gas. The lost momentum from the 
ions is gained by the background gas. The EHD forces in air actuators are capable of accelerating the 
background air from rest to a few ms
-1
. Since most APPJs configurations are DBD discharges it is 
expected that a similar effect would cause an increase in the flow velocity, which increases the 
Reynolds number of the flow, causing an earlier transition to turbulent flow. 
So far, there is no agreement in the literature on the main mechanism responsible for turbulence 
induction. Simple calculations reported by Oh et al. [77] showed that EHD forces are probably more 
responsible for the induction of flow. Gasemi et al. [79] studied an array of helium APPJs 
experimentally where the transition to turbulence became very clear. Through simple calculations gas 
heating was identified as the main mechanism behind gas velocity increase. An experimental study by 
Robert et al. [85] has reconfirmed the transition to turbulence in helium APPJs whilst excluding any 
major role of gas heating. A time resolved study of argon APPJs using shadowgraphy by Zhang et al. 
showed that gas heating induces vortices that leave the capillary and eventually mark the transition to 
turbulence [81], suggesting that gas heating is the dominant mechanism of turbulence inductions. 
Numerical models have also been implemented to compare the two effects, for instance Shau et al. 
[86] used Reynolds averaged Navier-Stokes turbulence models to study turbulent flows ignoring gas 
heating and assuming a constant force everywhere in the computational domain. A more detailed 
study is reported by Papadopoulos et al. [87], where they used a large eddy simulation model to study 
turbulent flows. They have used a simplified heating model and assumed a particular force field to 
represent the presence of the plasma. They found that EHD forces are responsible for inducing 
turbulence. However, in their results, the increase in the velocity due to the presence of EHD forces is 
not enough to increase the Reynolds number of the flow to turbulent levels.  
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2.3. Chemical composition of the discharge 
The main characteristics of APPJs discussed in section 2 of this chapter are correct independent of the 
chemical composition of the discharge. In this section, the chemical aspects of APPJs are discussed. 
As described earlier, noble gases are used to flow through the capillary in APPJs. The most common 
gas used is helium, followed by argon. Neon and Xenon have also been used but to less extent 
[53,88].   
2.3.1 Gas composition impact on the characteristics of the bullet 
To suit particular applications, a few percent of admixture is added to the flowing gas to modify the 
concentration of the chemically active species generated in the discharge. The impact of the added 
admixture on the characteristics of the discharge has been a topic of interest for many studies. For 
example, Wu et al. [89] studied the velocity of propagation of the plasma bullet as 1% admixtures of 
N2, O2, and air were added to the flowing gas. They showed that the propagation velocity of the bullet 
increases in the three cases compared to the pure helium case, with the greatest increase being the O2 
case, followed by air, then N2 case. Breden et al. [70] have also studied the gas composition effect on 
the velocity of the bullet.  They investigated similar gas mixtures to Wu et al. using a numerical 
model. They found that in 1% admixture of air the velocity of propagation increases significantly 
compared to the other investigated cases (1% N2 case and 1% O2 case).  Naidis [66] has studied the 
effect of the gas composition on the propagation speed of the bullet by changing the flow rate instead 
of changing the flowing gas composition. He found that increasing the flow rate causes a decrease in 
the maximum propagation speed of the plasma bullet. 
2.3.2 The behaviour of ionic species generated in APPJs 
The main topic of interest for studies focusing on the chemistry of APPJs is the behaviour of the 
different chemical species of the discharge. These species were studied using different methods such 
as OES and laser induced fluorescent (LIF) [65,90-93], and mass spectrometry (MS) [90,95]. In 
helium APPJs, there is an abundance of different chemical species generated in the discharge. Only a 
few of these are focused on in the literature, particularly ions (positive or negatives), or chemically 
2. A REVIEW OF APPJ DISCHARGES 
21 
 
active neutrals of interest to particular applications. The chemical active species that get most of the 
interest are O, OH, and O3 due to their importance in biomedical applications [96]. 
With respect to ions in APPJs, Oh et al. [94] have used ionic beam mass spectrometry to study the 
temporal behaviour of ions in sinusoidal-driven helium APPJs for positive and negative ions. They 
showed that the highest yield of positive and negative ions were N2
+
 and O3
- 
, respectively. They also 
showed that positive ions are generated in the positive and the negative cycle of the waveform, while 
negative ions are mainly generated during negative cycles only. McKay et al.[95] have used time-
resolved molecular beam mass spectrometry to study the effects of the size of the capillary and the 
voltage excitation of the discharge (sinusoidal versus pulsed) on the behaviour of ions in a helium 
APPJ. They found that the dominant species in a wide capillary and a narrow capillary are the same, 
except for positive and negative water cluster ions which had a greater presence in narrow capillary 
case. They also reported that in pulsed operation, the production of the positive ions at the falling edge 
(negative current peaks) is much lower compared to the sinusoidal case in the negative cycle. 
In some other works, OES and LIF are used to study the behaviour of N2
+
 ions in APPJs. Olenici et al 
[92] have used OES to study the mechanism of water ionisation and protonation in a helium APPJ 
compared to an argon APPJ by studying the distribution of N2
+
 ions density. They found that Penning 
ionisation in helium APPJs leads to efficient water ionisation and protonation in the helium case, 
whilst for argon case water ionisation is not efficient due to the weak Penning ionisation. Urabe et 
al.[93] have used LIF to study the spatial and temporal behaviour of N2
+
 ions in helium APPJs. They 
reported that the behaviour of N2
+
 ions is consistent with positive streamer discharge propagation.  
They have also shown that the N2
+
 density peaks as the bullet propagates away from the capillary, 
before the density starts to decrease further from the exit of the capillary. 
2.3.3 The behaviour of active neutral species in APPJs  
The interest in the chemistry of APPJs has also covered active neutral species. One of the species that 
attracted a lot of attention is OH due to its importance in biomedical applications [96]. The behaviour 
of OH was studied experimentally and numerically. Yonermori et al. [91] have used LIF 
measurements to study the time averaged spatial distribution of OH density in a helium APPJ. They 
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showed that OH is mainly generated inside the capillary from water impurities in the flowing helium. 
They also reported the impact of the water vapour concentration in the flowing gas. It is shown that 
the OH density increases as the concentration of water vapour increases up to a certain limit. After 
which the density starts to decrease again.  Another study on the behaviour of OH in a helium APPJ 
was performed by Pei et al. [90], where they used LIF to study the spatial and temporal distribution of 
OH molecules. They found that OH is generated in the capillary on the rising and the falling edge of a 
pulsed discharge. By studying the density as a function of time at a fixed position from the capillary, 
they revealed that OH is actually ‘flushed’ by the background flowing jet into ambient air. Unlike 
Yonemori et al.’s study, Pei et al. showed that the OH density has ring structure that is consistent with 
the shape of the bullet. They also showed that this structure disappears as the water vapour level in the 
flowing gas is increased. The main chemical routes of generation of OH using a combination of 
modelling and experiments have been studied by Liu et al [97], they found that OH is mainly 
generated by electron dissociation from water, followed by neutralisation of H2O
+
, followed by the 
dissociation of water by the excited state of O(
1
D).  
In addition to OH, many studies have focused on atomic oxygen for similar reasons. For example, 
Nieme et al. [98] studied atomic O density in RF-excited helium APPJ with 0.5% O2 admixture using 
LIF. They found that the maximum O density is obtained at the exit of the capillary, moving away 
from the exit of the capillary the O density experiences a fast decay.  A following study on the same 
configuration performed by Reuter et al.[99] revealed the existence of excited atomic oxygen in the 
jet using OES. The study concluded that both the ground state and the excited state of O are mainly 
generated outside the capillary (jet discharge regions), with the main generation mechanism being 
photodissociation of O2 by UV radiation. A numerical model by Park et al. [100] has been used to 
determine the main chemical routes of generation of atomic oxygen in a helium APPJ with variable 
O2 admixture. They found that increasing the O2 admixture makes the dissociation of O2 the dominant 
mechanism of generation of atomic oxygen, while the dominant loss mechanism is combination with 
themselves or O2. 
Ozone has also been a topic of interest for many studies. Ellerweg et al [101] have studied the spatial 
distribution of O and O3 in helium APPJs with 1.6 % admixture of O2 using molecular beam mass 
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spectrometry. They showed that the O3 density increases significantly as a function of distance from 
the exit of the jet. With the help of a numerical model, they proposed that a reaction scheme involving 
excited O2 molecules is responsible for their findings. Another study that focused on O3 has been 
reported by Schluz et al.[102], where they used OES to study the temporal and spatial distribution of 
O and O3 in a RF helium APPJ with a variable admixture of O2, both in the core of the discharge 
(inside-capillary-like) and in the effluent. Their results have also confirmed that the density of O3 
increases the further the distance is from the exit of the jet. They have also shown that the density of 
O3 increases as the admixture of O2 is increased.  Other studies have focused on O3 generation in 
argon APPJs. For example, Reuter et al [103] used optical spectroscopic techniques to study the O3 
distribution in an RF argon APPJ with a variable admixture of O2, they reported that the O3 density 
increases as the O2 admixture is increased. Zhang et al.[104] used UV absorption and Rayleigh 
scattering to study the spatial distribution of O3 in a RF argon APPJ with 2% of O2 admixture. It is 
reported in their results that the density of O3 peaks at a certain distance from the exit of the jet, then 
slowly decreases further away from the exit of the jet beyond that point. 
2.4. Surface facing the discharge 
All the reviewed studies so far in this chapter have focused on APPJs in an ambient air environment, 
where the gas flows in an open air environment, un-interrupted until it loses all of its momentum due 
to friction with background air. For applications such as wound healing, sterilisation, and surface 
processing, it is desired to have a surface close to the exit of the capillary to be exposed to the species 
generated in the discharge. The presence of such a surface will disturb the gas flow, the behaviour of 
the discharge, and the chemical species generated in it.  The number of studies done on APPJs in 
presence of a surface is much less than that for an open air environment. The main topics of interest in 
these studies are the characteristics of the discharge in the vicinity of the surface, the densities of the 
reactive species, and their fluxes to the surface.  
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2.4.1 The discharge characteristics in the presence of a solid surface  
An experimental study by Yonemori et al. [105] looked into the effect of adding a solid surface in 
front of a helium APPJ. They showed using ICCD pictures that as the bullet arrives at a dielectric 
surface (made of glass in their case) in front of the jet, it starts to propagate parallel to that surface, 
forming a surface discharge. It is shown in their study that the emission intensity of the surface 
discharge is stronger than that of the discharge in the capillary. They also reported a difference in the 
structure of the emission intensity as function of helium flow rate. Another experimental study by 
Natusta et al.[106] focused on the speed and the direction of propagation of the bullet in a pulsed 
helium APPJ in the presence of a dielectric surface close to the exit of the jet. They showed using an 
ICCD camera that a ‘reverse’ bullet propagates from the dielectric surface to the capillary during the 
falling edge of the pulse. The velocity of this reverse bullet is lower than the velocity of the forward 
bullet. The reverse bullet is only generated when the dielectric surface facing the jet is placed within a 
certain distance from the exit of the capillary. A study focusing at the time-evolution of surface charge 
density on a dielectric surface facing a helium APPJ driven by a sinusoidal source is reported by Wild 
et al. [107]. They showed that during the positive cycle, a positive surface charge is deposited in the 
centre of an area covered by a negative surface charge. In the negative cycle, the positive surface 
charge deposited during the positive cycle is replaced by a negative surface charge. They explained 
the charging during the positive cycle as a cathode-directed streamer (bullet) arriving to the surface 
where part of the positive charges in the head of the bullet are lost as surface charge. In the negative 
cycle, they attributed the change of polarity of the surface charge to a reverse bullet leaving the 
surface toward the capillary. 
2.4.2 Densities and fluxes at the surface facing the APPJ 
The other topic of interest in surfaces facing APPJs is the densities and the fluxes of chemically active 
species to the surface. Sakiyama et al. [108] studied the density of atomic oxygen at a dielectric 
surface facing a RF helium APPJ. They found that the O density is of the order of 10
21 
m
-3
, and that it 
changes its spatial distribution when the flow rate increases from having the maximum density on the 
symmetry axis to having a ring-shaped structure. In another study, Sakiyama et al.[109] focused on 
2. A REVIEW OF APPJ DISCHARGES 
25 
 
the densities and the fluxes of active chemical species at a dielectric surface facing a RF driven 
helium APPJ.  They showed that the flux of N2
+
 to the surface has a ring structure, with the flux’s 
peak being on a point off the axis of symmetry.  Urabi et al. [65] have studied the effect of the 
presence of a grounded conducting surface facing a bipolar pulse driven helium APPJ. In their study 
they used OES and LIF to measure the densities of He
*
 and N2
+
 near the grounded conducting surface. 
They found that after the negative pulse, the presence of the surface caused an increase in N2
+
 density 
while He
* 
density has decreased significantly.    
Yonemori et al. [105] performed time-resolved measurements of the densities of O and OH at a 
surface facing a helium APPJ using LIF. They used three types of surfaces with different moisture to 
evaluate its influence on the fluxes and the densities of O and OH at the surface. They found that the 
densities of O and OH for all investigated cases to be in the order of 10
20
 m
-3
 and 10
19
 m
-3
. They also 
showed that increasing the flow rate shifts the position at which the OH density peaks from the axis of 
symmetry to a point off of the axis symmetry, resembling a ring-shaped structure. The fluxes in their 
study were estimated by multiplying the measured densities with the estimated convection velocities 
at the surface, the fluxes were reported as 10
21
 m
-2
s
-1 
and 10
19
 m
-2
s
-1
 for O and OH, respectively. A 
numerical study by Breden et al. [110] investigated the correlation between the fluxes of chemically 
active species (charged and neutrals), the thickness of the dielectric exposed to the jet and the distance 
between the exit of the capillary and the dielectric surface. They found that increasing the thickness of 
the dielectric facing the jet increases the distance between the bullet and the dielectric when it 
propagates parallel to it. The increase in the dielectric thickness also decreases the fluxes of all active 
species to the surface species. They also found that when the distance between the dielectric and the 
exit of the capillary (with constant flow rate) increases, the fluxes of helium species dominates and the 
fluxes of air species change their spatial distribution from having the peak at the symmetry axis to 
ring shape structure.   
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Chapter 3 
 
The description of the model 
In this chapter, a detailed description of the model used in this work is given.  
3.1. Outline 
The model used in this work is similar to a helium-APPJ used in the laboratory of the plasma group at 
the University of Liverpool with some adjustments necessary to optimise the computational cost of 
running the model.  The assumed configuration is a variation from an experimental configuration 
shown in figure 3.1.  The modelled configuration consists of a glass capillary (relative permittivity r 
of 4.7) where the flowing gas is assumed to be helium. Two thin electrodes which are modelled as 
lines are wrapped around the capillary; the upstream electrode is the driven electrode while the 
downstream electrode is grounded.  The configuration is shown diagrammatically in figure 3.2. The 
modelled capillary has an inner radius of 0.5 mm, an outer radius of 2 mm, and is 30 mm long. The 
geometry assumed in the model is a 2D axisymmetric geometry, where the origin point is defined to 
be the centre point at the exit of the capillary.  The two electrodes are defined as 1 mm long lines 
covering the interval 9 mm < z < 10 mm for the driven electrode, and 2 mm < z < 3 mm for the 
grounded electrode.  The modelled capillary is assumed to be vertically mounted with respect to the 
lab’s frame. 
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Figure 3.1 A photo of an APPJ in the lab of the University of Liverpool. 
With respect to the surroundings of the capillary, in all cases investigated in this work, it is assumed 
that the helium jet enters an ambient air environment as it leaves the capillary. Two configurations 
have been investigated with respect to the surroundings outside the capillary. In the first 
configuration, it is assumed that the simulation domain is open, meaning that the helium jet freely 
flows until it stops due to the friction with the ambient air as indicated in figure 3.2(a).  This 
configuration resembles an experimental configuration where the APPJ is far from any physical 
obstacles that interrupt the flow. This configuration will be referred to as the open jet version of the 
model in the rest of this work. In this version, when studying the plasma behaviour, an additional 
cathode is introduced at the end of the computational domain to represent the grounded surroundings.  
In the second configuration it is assumed that the jet flow is interrupted by a solid surface facing the 
exit of the capillary. This configuration resembles an experimental setup where the APPJ is used to 
treat a sample positioned close enough to the exit of the capillary to disturb the flowing gas as shown 
in figure 3.2(b). This configuration will be referred to as the surface version of the model. The solid 
surface is assumed to be a dielectric, under which an additional cathode is placed. 
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Figure 3.2 A diagram showing the geometry used in (a) the open jet version and (b) the surface version of the 
model. Areas in grey are the computational domain of the flow dynamic model; hatched areas are the 
computational domain of the discharge model.  
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The model consists of two coupled sub-models, a flow dynamics model and a discharge model. In the 
flow dynamics model, the pressure, the velocity field, and the densities of the background gas 
constituents are computed whilst ignoring the presence of the plasma completely. The output of the 
flow dynamics model is used as an input to the discharge model, making the coupling between the 
two models unidirectional. For cases where the forces and the gas heating due to the plasma are 
studied, a heat equation is added to the flow dynamics model with an input from the discharge model, 
therefore making the coupling between the two models bidirectional. The discharge model solves for 
the electron density, the electron energy density, the electric potential, and the densities of the active 
species formed by the discharge. Since the number of variables computed in the discharge model is 
greater than the flow dynamics model, and also since the expected solution of the discharge model has 
sharper density gradients compared to the solution of the flow dynamic model, a much finer mesh is 
required for the discharge model. The fine mesh and the larger number of variables in the discharge 
model causes the computational cost (running time and memory usage) to be very expensive. For 
these reasons, the discharge model is only solved in a sub-domain of the flow dynamics model. The 
domains for both models in the two assumed configurations are shown in figure 3.2. The model has 
been implemented using COMSOL Multiphysics version 4.3b [111]. 
3.2. The flow dynamics model 
In this work it is assumed that helium flows in the capillary and enters a humid air environment when 
it leaves it. The gas at any point is a mixture of helium and the constituents of humid air, which are 
N2, O2, and H2O. Other air constituents such as Ar and CO2 are ignored to save computational 
expenses. As described earlier, this model solves for the velocity field of the gas mixture u

(m s
-1
), the 
pressure of the gas mixture P (Pa), the mass fractions of the different constituents of the mixture j 
(dimensionless), and when necessary, the gas temperature T (K) as well . The input parameters of the 
flow dynamics model are the flow rate of the gas in the capillary, its chemical composition, and the 
humidity of air. The output parameters are the pressure of the mixture, the velocity field, the densities 
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of the background gas constituents represented by mass fraction of each component and the gas 
temperature in cases where the temperature is of interest.  
3.2.1 The system of equations  
The model consists of 6 equations solved in steady-state mode assuming laminar flow conditions. 
Equation (3.1) is the mass continuity equation of the mixture of gases which is solved for the density 
of the gas mixture (kg m
-3
) . Equation (3.2) is the Navier-Stokes equation, which is solved for the 
velocity of the mixture u including a buoyancy force term (the 3
rd
 term on the right-hand side), the jet 
is assumed to be mounted vertically and thus the buoyancy force is in the z direction. Equation (3.3) is 
the ideal gas law. Equation (3.4) is the species mass conservation equation applied for the jth species 
[112]. This equation is solved for three variables representing three constituents of the mixture which 
are N2, O2, and H2O. The density of He is determined by subtracting the partial pressure of each of the 
three gases from the total pressure of the gas mixture.  
  0 u                                                                    (3.1) 
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where  μ (Pa s) is the dynamic viscosity of air which was assumed to be 1.847610
-5
, 0 (kg m
-3
) is the 
density of air, g (m s
-2
) is the acceleration due to gravity,  nj (m
-3
)  is the number density of the jth  
species, which is related to the gas mixture density through  jjmn , where mj is the molecular 
mass of the jth species, kB (J K
-1
) is the Boltzmann constant, Dmj (m
-2
s) is the mixture-averaged 
diffusion coefficient of the jth species, it is computed as [112]: 
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where xk (dimensionless) is the mole fraction of the kth species and Djk (m
-2
s) is the binary diffusion 
coefficient of the jth species in kth species. Binary diffusion coefficients are computed using the 
Chapman-Enskog theory [112].  The values of the binary diffusion coefficients used in flow dynamics 
model are given in table 3.1. The mass fraction given by equation (3.4) is related to the number 
density of the corresponding constituent through  /jjj mn . Equation (3.6) is the heat equation of 
the gas mixture solved for the temperature of the mixture T: 
  HTTuCp   )(

                                                (3.6) 
where Cp  (J kg
-1 
K
-1
) is the heat capacity of the mixture defined as 
i
iipp xCC , , where the index i 
runs over the four constituents of the background gas, Cp,i is the heat capacity of the ith species and xi 
is the mole fraction of the ith species , W m
-1 
K
-1
) is the heat conductivity coefficient of helium 
obtained from the materials library in COMSOL, and H (W m
-3
) is a volumetric heat source 
accounting for the heating by the plasma. The explicit nature of this term is explained in section 3.3.  
Gas combination Binary diffusion coefficient (m
2 
/s) 
N2 - O2 2.0910
-5
 
N2 - H2O 3.1210
-5
 
He - H2O 8.02610
-5
 
He - N2 5.5610
-5 
He - O2 5.7810
-5
 
H2O - O2 3.18510
-5
 
Table 3.1 The values of the binary diffusion coefficients used to compute the diffusion coefficients in the gas 
mixture. These values are computed using Chapman-Enskog theory [112]. 
The flow dynamics model is solved in the whole of the computational domain in both configurations 
as shown in figure 3.2. The humid air mole fractions for N2, O2, and H2O were assumed to be 0.7865, 
0.2085, and 0.005, respectively. The flow rate of helium through the capillary is adjusted by varying 
the entrance velocity of helium into the capillary until the required flow rate is obtained along the 
symmetry axis.  
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3.2.2 The boundary conditions  
The boundary conditions used in the flow dynamics model are listed in table 3.2 and shown in figure 
3.3.  For every boundary three types of boundary conditions are defined, one for the flow of the 
mixture (equations (3.1) and (3.2)), one for the mass fraction equation for every component (equation 
(3.4)) and one for the heat equation of the mixture (equation (3.6)). 
 
Figure 3.3 The boundary numbers used to describe the boundary conditions for the flow dynamics model for (a) 
the open jet version, and (b) the surface version.  
The boundary B1 is the inlet condition where the initial velocity of the flow Vin is adjusted to obtain 
the necessary flux along the symmetry axis in the capillary. Boundaries B7 and B8 are mathematical 
boundaries defined to truncate the computational domain. The boundary B6 is defined as an outlet 
where the flow and the gas constituents are not interrupted by the mathematical boundary in the open 
jet version of the model.  Air mass fractions are assumed on these boundaries to represent air outside 
the computational domain. The boundary B9 is set as a wall in the surface version of the model. 
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No. Mixture flow condition jth component condition Heat equation 
condition
a 
B1 
Inlet 
inzr Vuu  ,0  
Fixed mole fraction 
No thermal flux
  0 Tn   
B2 
Symmetry 
0








r
P
r
u
r
u zr  
Symmetry 
0


r
j  
Symmetry 0


r
T
 
B3 
Wall 
0,0  zr uu  
No flux 
0ˆ  jn

 
No thermal flux
  0 Tn   
B4 
Wall 
0,0  zr uu  
No flux 
0ˆ  jn

 
No thermal flux
  0 Tn   
B5 
Wall 
0,0  zr uu  
No flux 
0ˆ  jn

 
No thermal flux
  0 Tn   
B6 
Constant pressure 
P = 1 atm 
Outflow 
zjj un 

ˆ  
No thermal flux
  0 Tn   
B7 
Constant pressure, zero viscous 
stress P = 1 atm 
    0
3
2






 nIuuu T

  
Fixed mass fraction 
0.7862 Nx , 209.02 Ox , 
005.02 OHx  
Constant 
temperature 
T = 300 K 
B8 
Constant pressure, zero viscous 
stress  P = 1 atm 
    0
3
2






 nIuuu T

  
Fixed mass fraction 
0.7862 Nx , 209.02 Ox , 
005.02 OHx  
Constant 
temperature 
T = 300 K 
B9
b 
Wall 
0,0  zr uu  
No flux 
0ˆ  jn

 
NA 
Table 3.2 The list of the boundary conditions used for the flow dynamic model. 
aThe heat equation was only solved in the open jet version. 
bThis boundary is applied only in the surface version. 
3.3.  The discharge model  
The discharge model is basically a time dependent plasma fluid model where the variables solved for 
are the electric potential, the electron energy, and the densities of charged, excited and chemical 
active species formed by discharge. The inputs of this model are the initial densities of the 
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constituents forming the background gas, the flow velocity field, and the pressure, which all are taken 
as outputs from flow dynamics model. An extra input is the applied voltage to the anode.  
Discharges in air chemically activate its constituents, which leads to the formation of many species 
including ionic species, electron-excited species, rotational and vibrational excited species, and 
chemically active neutral species. Accounting for all possible species to form in a computational 
model is computationally expensive. For that reason, there is trade-off between the computational 
complexity of the model and the number of the species accounted for in it. Global models – being 
computationally cheap - for example, include more than 50 species and many hundreds of reactions 
[113-115]. However, 2D models include much fewer number of species and reactions [69,70,116].  
There are no well-defined criteria for choosing the species and the ensuing chemical reactions in 2D. 
The importance of different species and reactions varies depending on many factors such as the gas 
composition, the driving voltage, and the dimensionality of the model. Accordingly, the assumption 
that important species and reactions in global models are the same in 2D models is not necessarily 
true. In the model presented here, species that had the highest concentrations in a similar experimental 
configuration [94] have been chosen. The species included in the open jet version of the model are 
e  
(electrons), 
He , *He (helium excited to 23 S state) , *2He  
 
, 2He , 

2N , 

2O , 

2O , O , 
O  , H , OH , 
N , 
N , 3O ,  

3O , 
OH , and O , in addition to the background gas constituents which are He , 2N
, 2O , and OH2 . With respect to the surface configuration, the species are the same except replacing 

3O with 22OH . The included reactions in the model are listed in table A1 in appendix A. Reactions 
including 3O are only activated in the open jet configuration, while reactions including 22OH  are 
only activated in the surface configuration.  
3.3.1 The system of equations 
The discharge model consists of 21 mass continuity equations solved for 22 species (the remaining 
species is determined from the pressure constraint). For all species other than electrons, the mass 
continuity equation (equation (3.7)) is formulated using the mass fraction instead of the number 
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density. While for electrons, the mass continuity equation (equation (3.9)) is formulated using the 
number density ne (m
-3
) using the convection diffusion formulation [117]. The two formulations, the 
mass fraction formulation and the number density formulation, are exactly equivalent. The mass 
fraction formulation has an advantage of allowing the incorporation of a diffusion model for a multi-
component fluid. Diffusion models that can be used in this formulation (from most to least 
computationally expensive) are the Maxwell-Stefan diffusion equations, the mixture-averaged 
diffusion equations, and Fick’s law of diffusion, all these are explained in detail in [112].  
 In addition to the mass continuity equations, the energy continuity equation (equation (3.11)) is 
solved for the electrons energy density nen (eVm
-3
), which is related to the electron temperature Te 
(eV) by
e
en
e
n
n
T
2
3
  . Poisson’s equation (equation (3.13)) is solved for the electric potential V (V). 
Equation (3.14) is solved on the surfaces of the dielectric facing the plasma for the surface charge 
density s (Cm
-3
). Equations (3.8), (3.10), and (3.12) show the explicit expressions the jth species flux 
j (kgm
-2
s
1
), the electron flux e (m
-2
s
-1
) and the electron energy flux en (eVm
-2
s
-1
), respectively. 
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where Mj (kg
 
mol
-1
) is the molecular weight of the jth species, Rj (molm
-3
s
-1
) is the net rate of 
creation/destruction of  jth species, μj (m
2 
V
-1 
s
-1
) is the mobility of the jth species, Dj  (m
2 
s
-1
) is the 
diffusion coefficient of the jth species. The number density of the jth species nj (m
-3
) is related to its 
mass fraction j by jjj mn / . 
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where Re (m
-3 
s
-1
) is the electron net generation/loss rate, k (m
3 
s
-1 
or m
6 
s
-1
) is rate coefficients for 2 
body or 3 body reactions, E (V m
-1
) is the electric field, Pr (eV m
-3 
s
-1
) is the collisional loss term 
associated with chemical reactions, μe (m
2 
V
-1 
s
-1
) and μen (m
2 
V
-1 
s
-1
) are the mobilities of the electron 
density and the electron energy density, respectively, De (m
2
s
-1
) and Den (m
2
s
-1
) are the diffusion 
coefficients of the electron density and the electron energy density, respectively.  
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where qe  (C) is the absolute electron charge, 0 (F m
-1
) is the permittivity free space 8.8510-12, in 
equation (3.14) nˆ  is the unit normal vector to the surface on which the surface charge is deposited, pi 
and ni are the fluxes of positive and negative species to the surface, respectively. 
3.3.2 Coefficients of transport and reactions  
To compute the diffusion coefficients of all species except electrons, the mixture-average diffusion 
model is used once at the beginning of the simulation after the initial distribution of background gas 
constituents in loaded in the discharge model. For more details on the mixture average model please 
refer to section 3.1. These diffusion coefficients are used as inputs to Fick’s law diffusion model, 
which is used in the discharge model. The mobilities of positive and negative ions are computed using 
Einstein’s relation given by  TkDq Bjej / .  
For electrons, the transport coefficients set (μe, De , μen , and Den )  and the coefficients of the reactions 
affecting the electron energy (excitation, ionisation, and dissociation) are computed from cross-
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sections using BOLSIG+ by solving the two term Boltzmann equation [118] for the electron energy 
distribution function (EEDF), and then computing the reaction and transport coefficients from the 
EEDF.  The cross-section dataset used in solving for the EEDF includes all reactions for the 
background gas constituents including rotational and vibrational excitations of N2 and O2, and many 
ionisation reactions for these two species. The electron energy related reaction and the electron 
transport coefficients are functions of the mole fraction of air and the electron energy. Because of the 
computational expenses it is difficult to solve the EEDF for an arbitrary mole fraction of air (the other 
constituent being helium). Only 11 values of air mole fraction were assumed when computing the 
EEDF covering a range from 0% to 100% in steps of 10%. Interpolation is used to compute 
corresponding values in between these values.    
The motion of the background gas is taken into account in the discharge model by taking into account 
the substantial derivative [119] in the mass continuity equations for all species other than electrons. 
The substantial derivative is the second term to the left hand-side of equation (3.7). This treatment is 
equivalent to adding a mechanical convection term to the flux in the convection diffusion formulation, 
assuming all the species flow at the velocity of the background gas.  
3.3.3 Assumptions in the discharge model  
As explained in chapter 2, photoionisation was shown in many other studies to have a small influence 
on the characteristics of the discharge. Due to its high computational cost, photoionisation is ignored 
in this work. Nevertheless, to provide the seed electrons necessary for the propagation of the bullet a 
high initial electron density is assumed in all investigated cases here, which correspond to the 
existence of a pre-ionised medium. This assumption has been implemented in multiple other works 
dealing with streamers in atmospheric pressure discharges [62,69,120-122]. Secondary emission from 
the dielectric surfaces has been shown in another study to make no difference in the results [70]. For 
that reason it is ignored in this work as well.  
As stated earlier, only a limited number of species can be considered in 2D models because of the 
high computational expenses. Among the ignored species in this model are the rotational and 
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vibrational excited states of N2, O2, and H2O. However, ignoring these species completely causes the 
electron temperature to be overestimated due to the absence of a substantial sink of electron energy. 
For this reason, the rotational and vibrational excitations are accounted for implicitly in this work. 
This is done by splitting the collisional loss term (the first term on the right-hand side of equation 
(3.11)) into two terms, one term for the reactions accounted for in the mass conservation equation of 
the species involved (explicit reactions), and the other term for the reactions not accounted for in the 
mass conservation equation of the species involved (implicit reactions). The explicit reactions are 
listed in table A1 while the implicit reactions are listed in table A2 in appendix A. The term Pr in 
equation (3.11) can be written as: 
 
jl
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                                                 (3.15) 
where l (eV) is the energy cost of the lth reaction where l runs over all reactions implicit and explicit; 
Pex is the collisional power loss due to the explicit reactions, while Pim is the collisional power loss due 
to the implicit reactions. The implicit reaction term in equation (3.15) has the following form: 
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In equation (3.16), the first term on the right hand side is the sum of all the implicit reactions having 
N2 and electrons as reactants; each reaction is multiplied by its energy cost. The second term is similar 
to the first except that it has O2 instead of N2. The implicit term in equation (3.16) can be expanded to 
include rotational and vibrational states of other species such as H2O and O3, but because those 
species have smaller densities compared to the main constituents of the background gas their 
rotational and vibrational reactions are ignored. 
The sub-domain in which the discharge model is solved and the electrode’s geometry is shown in 
figure 3.2. Equations (3.7)-(3.12) are solved in the hatched zone of figure 3.2. Poisson’s equation 
(equation (3.13)) is solved everywhere in the computational domain.  As this model describes a DBD 
discharge, the electrodes are not in contact with plasma, hence the computational domain of Poisson’s 
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equation confines the domain of other equations. The surface charge density equation (equation 
(3.14)) is solved on the surfaces of the dielectric capillary facing the plasma. 
The discharge model sub-domain is chosen such that it does not affect the solution. The non-included 
volume described by z > 13 mm is not of interest in this work as it is only filled by helium. The non-
included volume described by r > 2 mm has a relatively small concentration of helium. As described 
in chapter 2, if the helium fraction is below a critical limit in a particular region, the bullet does not 
propagate in that region. Thus no plasma is generated there.   
3.3.4 The boundary conditions  
The boundary conditions used in the discharge model are described in figure 3.4 and table 3.3. On 
every boundary three mathematical boundary conditions need to be defined. One for Poisson’s 
equation and the surface charge equation (referred to as the electrostatic condition), one for the mass 
continuity equation for ions, excited species and neutral species (referred to as species condition), and 
one for the electron density and energy density equations (referred to as the electrons condition).  
The species conditions were implemented for all species except the background gas constituents as 
they do not interact with boundaries.  
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Figure 3.4 The boundary numbers used to describe the boundary conditions for the discharge model for (a) the 
open jet version, and (b) the surface version.  
In table 3.3, all the parameters have been defined previously except γj which is the sticking coefficient 
of the surface reaction of the jth species [123]. The sticking coefficient is a probability that a given 
atom or molecule of jth species when in touch with the boundary will be lost from that species either 
by deposition or by conversion to another species. All the surface reactions assumed in this work are 
conversion reactions in which one species is converted to another. A list of the surface reactions used 
in this model and their sticking coefficients are given in table 3.4. This formulation is common in 
models where surface phenomena such as depositions, surface deactivations, and adsorption processes 
are of interest. This has been implemented in many plasma models in the literature [115,124,125]. 
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Anode 
Constant potential 
Vapplied 
NA NA 
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Constant potential 
V = 0 
NA NA 
Others 
Field continuity 
0ˆ En

 
NA NA 
Table 3.3 The list of the boundary conditions used for the discharge model. 
aEquation (3.14) is only solved on these boundaries. 
bThis condition is used only in the surface version of the model. 
c
The 2nd term in the right-hand side is set to 0 for neutrals and when the electric field is directed away from the boundary. 
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Reaction 
number 
Reaction formula Sticking probability Ref. 
S1 O + wall   2O2 0.02 [115] 
S2 N + wall   2N2 0.02  
S3 M
+ 
+ wall   M 1 [115] 
S4 M
- 
+ wall   M 1  
Table 3.4 A list of surface reactions included in the model as boundary conditions for different species, M
+
 and 
M
-
 stand for arbitrary positive and negative ions respectively. 
The boundary B1 is a mathematical boundary (has no physical meaning), the loss condition of species 
on that boundary assumes that if a particle left that boundary it does not return back. Many species 
conditions were used on that boundary including the symmetry condition. There was no substantial 
difference in the solution between the symmetry condition and the condition implemented in table 3.3. 
The loss condition was eventually chosen as it offers better numerical stability. Boundaries B3 and B4 
are the dielectric surfaces where charged species lost by diffusion or electric field driven flux reside 
on the surface creating a surface charge that alters the electric field generated by the electrodes. The 
boundary B6 is defined as a cathode with respect to the electrostatic condition and an open boundary 
with respect to the species and electrons conditions. The distance of the boundary B6 is chosen to be 
sufficiently far from the exit of the capillary such that the simulation terminates before the bullet 
arrives there. 
3.4. The computation of electrohydrodynamic forces and gas heating 
To introduce bidirectional coupling between the flow dynamics model and the discharge model, the 
impact of the plasma on the flow has to be taken into account in the flow dynamics model. This is 
done by integrating over time the forces exerted by the plasma on the background gas and the energy 
transferred from the plasma to the background gas while the plasma model is being solved. After the 
plasma model is solved for a particular time interval, the time-integrated forces and heating term are 
averaged and used as input to the flow dynamics model, which is re-solved taking into account the 
newly added contribution by the plasma.  The details of this contribution are discussed in this section. 
 
 
3. THE DESCRIPTION OF THE MODEL 
43 
 
3.4.1 Electrohydrodynamic forces 
The expression of the Electrohydrodynamic (EHD) force FEHD (Nm
-3
) is given by equation (3.17) 
[126]: 
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(3.17) 
Here, me (kg) is the mass of electrons, mi (kg) is the mass of the ith ion species, ue and ui,p (ms
-1
) are 
their respective drift velocities.  
The EHD force consists of three terms. The first term on the right-hand side of equation (3.17) 
represents the gain of momentum due to the acceleration of the charged species by the electric field in 
zones where quasi-neutrality does not hold (i.e. the sheath and the head of the bullet). Here i is a 
constant equal to 1 for positive ions and -1 for negative ions. The second term on the right-hand side 
represents the effective drag force due to the loss of momentum as new ions and electrons are created 
in the fluid. The third term on the right hand side of equation (3.17) represents the loss or gain of 
momentum due to the density gradient in the ionic species and the electrons.  The rest of the variables 
in equation (3.17) have been defined earlier.  
As the model is solved, the time integrated EHD forces is computed as 

 0 )(
dFEHD , where FEHD is 
the instantaneous EHD force term given in equation (3.17),  and is a dummy variable . EHDF

 is 
solved over one whole period of the driving waveform and then divided by the duration of the period 
giving the time averaged EHD force F . Note that the gas temperature T in equation (3.17) is held 
constant at 300 K. The perturbation of the flow due to heating of the gas by the plasma is accounted 
for in equation (3.20). 
The flow dynamics model is re-solved with the effects of EHD forces taken into account. The time 
averaged EHD forces term is added as a source term in the conservation of momentum equation 
(equation 3.2), such that the modified equation is given as:  
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where   is the period of the waveform assumed in the discharge model.   
3.4.2 Gas heating effect 
In order to determine the effect of the heating of the neutral gas by the plasma it is necessary to 
calculate a gas heating term hvol (Wm
-3
s
-1
), which represents the energy transferred from the plasma to 
the background gas.  The heating term is given by 
 
m
mi
lj
lejjevol EJnnkqh
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,
,
                                             (3.19) 
The index j runs over the rotational and vibrational excitation reactions listed in table 6, in addition to 
the electron elastic collisions with He, N2, O2, and H2O. The index l runs over the four previously 
mentioned species constituting the background air and the flowing gas.  The variable Ji,m (Am
-2
) is the 
ionic current density of the mth ion, and E (Vm
-1
) is the electric field. The summation of m runs over 
all the ionic species.  
The heating term consists of two components; the first is the summation of all the energy gained by 
the background gas from the electrons through elastic and inelastic reactions with background gas 
constituents. The second component represents the ohmic heating of the ionic species. Since in this 
model it is assumed that the background gas and ions are in thermal equilibrium, the energy gained by 
the ions is eventually transferred to the background gas.  
Equation (3.19) is integrated in time as the model is solved, giving the time integrated volumetric gas 
heating defined as 

 0 )(
dhvol , where hvol is the instantaneous volumetric gas heating term given in 
equation (3.19), and is a dummy variable.  
After the time-integrated heating term is computed, it is divided by the period of the driving 
waveform and introduced into the gas heat equation (equation (3.6)) as a source term, such that the 
modified heat equation is given by: 
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                                                   (3.20) 
where h  is the time-averaged heating term. After the temperature is obtained from equation (3.20), it 
is introduced in equation (3.18) implicitly in the pressure gradient term, where the pressure is defined 
by the ideal gas law TnkP B . In that sense, the heat induced pressure-gradient force is not added 
explicitly to equation (3.19), instead it is included implicitly in the first right-hand side term of that 
equation.  
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Chapter 4 
 
Model runs and tests 
In this chapter information is given on practical issues related to running the model such as memory 
usage, mesh convergence test, and running times. In addition, a comparison is given between the 
results of the model and in the literature to evaluate the consistency of the model with other models 
and experimental configurations.   
4.1. Practical issues related to the model 
A reader not familiar with the finite element method is advised to read appendix B before reading this 
section. To solve a system of partial differential equations using the finite element method, a mesh is 
required to cover the computational domain. Different meshes are used in each part of the model 
based on the expected characteristics of the solution. For example, for the flow dynamics model, the 
solution consisting of the pressure, the velocity field, and the mole fraction of the different 
constituents, is expected to be smooth. For this reason, a relatively coarse mesh can be used. The 
mesh used for the flow dynamic model is an unstructured triangular mesh consisting of 33,049 
elements for the open jet version and 40,287 elements for the surface version. The finest elements are 
used at the exit of the capillary. Figure 4.1 shows the mesh used in the flow dynamics model for both 
versions. 
The solution of the discharge model on the other hand is expected to have sharp gradients, particularly 
in the density of the electrons and the ions, and the electron temperature as is shown elsewhere 
[61,62,70]. In order to avoid spurious oscillations [127], the mesh used has to be fine enough to 
resolve these sharp gradients, which implies the size of the element has to be smaller than the smallest 
characteristic length in the solution. The maximum total number of elements in the mesh for the open 
jet version is 68,574, while for the surface version there are 53,225 elements. The meshes used for 
both versions are shown in figure 4.2, demonstrating the meshes used for the majority of the 
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simulations in this work. However, under some circumstances, the meshes are refined in particular 
regions where the solution requires it. The mesh is split into two parts, a fine part and a coarse part. 
This split is done to save memory and computation time. The fine part of the mesh is a structured 
rectangular mesh with the longest element having a length of 0.0266 mm. This mesh covers the parts 
of the domain where the plasma is generated, which includes the volume inside the capillary and the 
volume outside the capillary to where the bullet stops propagating, either because the pulse is 
switched off or because the helium mole fraction is lower than the required mole fraction for 
propagation. The coarse part covers the volume occupied by the dielectric and in the volume outside 
the capillary where no plasma is generated. It consists of an unstructured triangular mesh with a 
maximum element size of 2.68 mm and a minimum size of 0.012 mm. The finest elements of the 
unstructured coarse mesh are next to the fine uniform mesh, where the two meshes have equal number 
of elements along the separating boundaries.  
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Figure 4.1 The mesh used for the flow dynamics model for (a) the open jet version, (b) a magnified view of the 
area inside the blue box in panel (a), (c) the mesh used for the flow dynamics model for the surface version, (d) 
a magnified view of the area inside the blue box in panel (c). 
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Figure 4.2 The mesh used for the discharge model for (a) the open jet version, (b) a magnified view of the area 
inside the blue box in panel (a), (c) the surface version, (d) a magnified view of the area inside the blue box in 
panel (c). 
4.1.1 Solver settings 
Solving a system of nonlinear-coupled partial differential equations similar to the system of equations 
explained in chapter 3 has many practical difficulties, of which the most relevant in this work is the 
Courant-Friedrichs-Lewy (CFL) stability condition [128]. This condition can be described by 
analytical expressions for very simple cases. However, for cases where a large system of equations is 
solved, it is not possible to give an analytical expression. This condition severely limits the maximum 
time step allowed when solving the model as a function of time, which increases the run time of the 
model significantly. A possible method to overcome the CFL condition is to solve the system of 
equations in a fully implicit manner, which liberates the time step restriction on the system of 
equations described in chapter 3. On the other hand, a fully implicit treatment makes the resultant 
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system of equations non-linear, which requires a nonlinear-solver. This is one of the main reasons 
behind using COMSOL in this work.  
After the mesh is set up, COMSOL automatically builds the system of algebraic equations from the 
mesh and the discretised partial differential equations. The procedure from discretising the partial 
differential equations to building the system of algebraic equations is described in the appendix B. 
After obtaining the system of algebraic nonlinear equations, the non-linear solver is implemented to 
find the solution vector x satisfying equation (4.1).  
absrel xxR  )(                                                     (4.1) 
where rel and  abs are the relative and the absolute tolerances respectively, and R is the residual vector 
defined as: 
bxxAxR  )()(                                                         (4.2) 
where A(x) is the coefficients matrix of the algebraic system to be solved, which depends on the 
solution vector x, and b is the load vector (a vector containing the constants after constructing the 
coefficient matrix). To solve this system Newton’s method is used [129], where x is continuously 
updated in every non-linear iteration by adding a correction vector x to it, the correction vector is 
computed according to: 
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where J is the Jacobian matrix defined in the middle term in equation (4.3) as the derivative of the 
residual vector, and x0 is the solution vector obtained from the previous iteration.  
The system of equations solved in equation (4.3) is linear. In both parts of the model, equation (4.3) is 
solved by direct Gaussian elimination [130]. In the flow dynamics model, the Jacobian matrix is split 
into two, one for the mixture variables (the pressure and the two components of the velocity field) and 
another for the mass fractions of the different gas constituents. For a single iteration of the flow 
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dynamics model, the first set of variables are updated, then the updated solution of the first set of 
variables is used in updating the second set of variables, then the process is repeated as a second 
iteration of the flow dynamics model is done. The iteration process continues until equation (4.1) is 
satisfied. A schematic diagram explaining this process is shown in figure 4.3(a).  
In the discharge model, the Jacobian is split into three matrices, the first matrix is for the active 
neutral species (such as O, N, OH, O3 etc.), the second matrix is for the potential, the surface charge 
density, and the densities of all the charged species in addition to the electron energy density, and the 
third matrix is for the updated densities of the background gas constituents, which are updated as a 
result of the chemical reactions. A single iteration of the discharge model is carried out in a similar 
fashion to the flow dynamics model, where every set of variables are updated individually, as 
described by figure 4.3(b). 
The splitting of the Jacobian matrix into smaller matrices has its advantages and disadvantages. The 
advantages are that it lowers the required memory by limiting the size of the matrices. It also 
improves the stability by reducing the non-linear coupling between the variables solved for. The 
disadvantages include longer running time, and the possibility of having poor convergence if variables 
with strong coupling are separated into different sets. 
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Figure 4.3 A schematic diagram showing a single iteration cycle of (a) the flow dynamics model and (b) the 
discharge model. 
4.1.2 Memory usage and running times 
The memory requirement for running the two parts of the model depends on the Jacobian matrix of 
the largest set of variables. In the flow dynamic models, the two variable sets have the same size. 
Given that the mesh used has 33,049 elements for the open jet version and 40,287 for the surface 
version. The number of degrees of freedoms, which is approximately equal to the number of elements 
in the mesh multiplied by the number of variables solved for in a set of variables, is 108,096 for the 
open jet version and 123,129 for the surface version, which represents the dimensions of the Jacobian 
matrix.  
In the discharge model, there are three sets of variables; the largest set is the second set which 
contains the densities of the charged species, the electric potential, the surface charge density, and the 
electron energy density. Given there is a maximum of 68,574 elements in the mesh used in the open 
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jet version of the discharge model and 53,225 elements in the mesh used in the surface version of the 
model, the number of degrees of freedom is 2,656,538 for the open jet version and 919,142 for the 
surface version. 
A summary of the maximum number of degrees of freedom, maximum memory usage and maximum 
running time of the two parts of the model is given in table 4.1.   The running times listed in table 4.1 
are based on an i7-3930K 3.2 GHz machine with 6 cores. The RAM of the machine used is 32 GB. 
Model and version Maximum number 
of degrees of 
freedom 
Memory used 
(maximum per variable set) 
Maximum 
approximate 
running times 
Flow dynamics 
model, open jet 
version 
108,096 2 GB 7 minutes 
Flow dynamics 
model, surface 
version 
123,129 2 GB 
6 minutes 
Discharge model, 
open jet version 
2,656,538 23 GB 
60 hours
a 
Discharge model, 
surface version 
919,142 14 GB 
53 hours
a 
Table 4.1 A summary of the memory requirements and running times of the model. The running times with 
respect to the discharge model are indicated for a solution covering a time interval of 20 s. 
a
The running time for a second period of the waveform is noticeably longer than these listed in the table. 
As indicated in table 4.1, the memory used and the running times for the flow dynamics model are 
low. The reason for splitting the variables solved for into two sets is to improve the convergence of 
the simulation. The discharge model on the other hand uses a lot of memory and computation time. 
The reason for splitting the variables into three sets is memory management. Solving a fully coupled 
version of the discharge model exceeds the memory available for the simulation.  
4.1.3 Grid convergence test 
The meshes used in most numerical methods for solving partial differential equations have no 
physical meaning. They are mathematical constructs to represent the computational domain in the 
solution process. Consequently, for a solution to be physically correct, it has to be independent of the 
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mesh used.  This is tested by the grid convergence test, where the solution of a physical problem is 
obtained on meshes with different resolutions, then the solutions are compared. At a certain limit, 
increasing the mesh resolution does not change the solution anymore.  At such a limit, the grid 
convergence is achieved. 
The grid convergence is achieved for both parts on the model using the meshes described earlier. 
Running a full simulation using a finer mesh everywhere in the computational domain is possible for 
the flow dynamics model but not for the discharge model, due to the memory usage and the long 
running time.  To test the influence of the mesh on the solution in the discharge model, the mesh 
refinement is only made inside the volume of the capillary, and compared to the solution with the 
standard mesh. Decreasing the resolution of the mesh causes numerical instabilities to appear in the 
simulation. A comparison of the helium mole fraction for the same conditions using meshes with 
different resolution is shown in figure 4.4. A comparison of the electron density (m
-3
) computed in the 
discharge model for the same conditions using different meshes is also shown in figure 4.4.  The 
graphs shown in figure 4.4 are taken from the open jet version. A similar test is done for the surface 
version but it is not shown here. 
4.2. The characteristics of the bullet 
In this section, the behaviour of the plasma bullet computed in the model presented in this work is 
compared to reports in the literature on the same topic.  The structure of the bullet and its position at 
different times is shown in figure 4.5(a-c), where the electron generation rate is shown for a driving 
voltage of 7 kV. As described in the literature, the bullet has a ring shape structure that transforms 
into a spherical structure as it leaves the capillary. From figures 4.5(a) and 4.5(b), it is possible to 
estimate the velocity of propagation of the bullet at the exit of the capillary by dividing the propagated 
distance over the time difference, giving an estimate of 1.3  105 ms-1, which is consistent with many 
experimental reports [23,42,55]. The absolute value of the axial electric field along the symmetry axis 
is shown in figure 4.5(d), it has a value of approximately 25 kVcm
-1
, which lies at the upper limit of 
values from experimental findings. It should be noted here that a double electrode configuration is 
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assumed in the model, while most experiments are performed using a single electrode configuration. 
Double electrode configurations give a stronger geometrical (plasma free) electric field due to the 
proximity of the anode to the cathode. 
 
Figure 4.4 A comparison of the helium mole fraction computed by the flow dynamics model using (a) a mesh 
of 33,049 elements, (b) a mesh of 48,030 elements under the same simulation condition as (a) , (c) the electron 
density (m
-3
) computed by the discharge model using a mesh of 25,476 elements inside the capillary, (d) the 
electron density (m
-3
) of the same simulation condition as (a) computed using a mesh of 50,852 elements, panels 
(a) and (b) have the same legend, and panels (c) and (d) have the same legend. 
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Figure 4.5 The electron generation rate (m
-3
s
-1
) at (a) t = 28 ns, (b) t = 32 ns, and (c) t = 56 ns, where t = 0 
represents the start of the simulation, (d) the amplitude of the axial electric field along the symmetry axis at 
different times. 
4.3. Testing of the chemical reaction set  
As explained in chapter 3, the computational costs put a limit on the number of species and chemical 
reactions included in the model. Nevertheless, the set of chemical reactions and species included in 
the model should be enough to capture the essential behaviour of the chemistry of the discharge. To 
test this in the work presented here, the model was run under conditions matching as closely as 
possible the experimental conditions described in [91]. The main differences between the model run 
and the experimental configuration are the applied voltage waveform, the geometry, and the 
configuration of the electrodes. The geometry in the model is scaled down to minimise computational 
expenses. To compensate for the difference in the geometry with respect to the gas flow, the flow rate 
is scaled down to keep the velocity at the exit of the capillary the same. 
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The exact applied voltage in the experimental configuration cannot be implemented in the model due 
to its high irregularity. In addition, because the scaled simulation domain is smaller than the 
experimental configuration, the bullet in the simulation has less space to propagate into. For this 
reason, the pulse duration and the frequency used in the simulation are scaled down. The applied 
waveform in the model is a pulse with a duration of 60 ns with an amplitude of 7 kV and a frequency 
of 50 kHz. The level of the impurities in the model is set equal to the level of impurities described in 
[91] including the water impurity experimental level at 8 ppm.  
The model is solved for a full period of the assumed voltage waveform and the generation rate of OH 
is averaged over time per pulse. Then the averaged OH generation rate is introduced as a source term 
in equation (4.4), which is a continuity equation that is coupled to the flow dynamics model through 
the velocity field u. The equation is solved for the steady-state solution.  A comparison between the 
computed OH density and the density reported in experiment is shown in figure 4.6. 
  RunnD                                                      (4.4) 
where R (m
-3
s
-1
) is the averaged OH generation rate in a single period. 
The OH density computed by the model and the OH density reported in experiment are in the same 
order of magnitude.  This comparison does not represent a proper benchmarking of the model since 
there are many differences as described earlier. Nevertheless it is an attempt to evaluate how 
comprehensive the chemical part of the discharge model is.  
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Figure 4.6 A comparison of OH density (m
-3
) from obtained from (a) the simulation, (b) the experiment in [91]. 
4.4. Dielectric surface charging verification 
To evaluate the ability of the discharge model (the surface version) to capture the physics as the bullet 
propagates toward a dielectric surface, the model is compared with an experimental configuration 
reported in [107].  The surface charge density on a dielectric surface facing the jet is computed in the 
discharge model, which can be experimentally measured as is described in [107].  Because the 
measurement technique dictates the need for the jet to be titled with respect to the dielectric surface, 
proper benchmarking requires the discharge model to be three dimensional, which is not the case. 
Thus, the aim of the comparison here is to compare the trends rather than comparing the exact shape 
or absolute value of the deposited surface charge density. 
Other differences between the experimental configuration and the model are the voltage waveform 
(being sinusoidal in the experiment and pulsed in the model), the dielectric constant of the surface (56 
in the experiment and 4.7 in the model). The model is run for two periods of the waveform assuming a 
pulse amplitude of 7 kV, a pulse duration of 90 ns, and a frequency of 50 kHz. The time development 
of the surface charge density from the model and the experiment are shown in figure 4.7.  
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The comparison in figure 4.7 shows similar trends between the computed and the measured surface 
charge density. As the bullet arrives to the surface, it starts to deposit a positive surface charge. When 
it goes into the parallel propagation mode above the surface, the deposited positive surface charge 
increases and its spatial distribution widens. When the bullet is extinguished, a negative surface 
charge is deposited on an area greater than the area on which the positive surface charge has been 
deposited.  
As can be seen in figure 4.7, particularly 4.7(c), the measured negative surface charge is greater than 
the measured positive surface charge, while this is not the case in the model. The reason for this is the 
occurrence of a reverse bullet [106,131], propagating from the surface to the capillary in the negative 
cycle of the sinusoidal driving waveform in the measured case. The reverse bullet is responsible for 
the deposition of the negative surface charge. While in the modelled case, the driving waveform is a 
unipolar pulse where no reverse bullet is generated.   
Another test of the surface version of the discharge model is done by studying the impact of the 
dielectric thickness on the fluxes of charged species to the surface. The discharge model predicts that 
increasing the dielectric thickness decreases the flux to the surface, which is consistent with another 
study that focused on the same topic [110]. 
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Figure 4.7 A comparison between the computed and the measured surface charge densities reported in [107] at 
different phases of the propagation of the bullet next to the surface, (a) at the arrival of the bullet to the surface, 
(b) the propagation of the bullet parallel to the surface, (c) after the bullet has extinguished and the plasma 
channel behind it starts to decay. 
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Chapter 5 
 
The afterglow of single and sequential pulsing of a He-
APPJ 
In this chapter, the open jet version of the model is solved to study the behaviour of charged species 
(ions and electrons) in the afterglow of a pulsed helium APPJ. 
5.1.  Introduction 
The topic of investigation in this chapter is the dynamics of air charged species in the afterglow of a 
helium APPJ. In most of the modelling literature APPJs are studied only during the pulse-on time, 
which ignores significant changes of the species densities in the afterglow of the discharge. In this 
chapter, two periods of the assumed waveform are solved, representing a longer time scale compared 
to other works. In addition, most modelling papers simulate the chemistry involved in the discharge 
by assuming an initial value for the concentration of each species, which are somewhat arbitrary. 
Solving for an extra period of the waveform (as done in this chapter), minimises the impact of the 
arbitrary initial conditions. 
The model uses the output concentrations (ionic, neutral, electron) as an input to the next period, 
providing a more realistic representation of the long-term conditions (actually measured in 
experiment) at different phases of the pulse cycle.  
The analysis in this chapter focuses on the generation and distribution of 2O  since it is known from 
bio-chemical studies to be important in cell rupture [96,132]. Also, 2O  since it is an important 
precursor in many reactions steps, but specifically in the ion-ion recombination to destroy 2O  as will 
be shown in section 5.4.  
The model is solved for two consecutive pulse periods with the applied voltage waveform as shown in 
figure 5.1 for frequencies of 25 kHz and 50 kHz. The helium flow rate at the entry point of the 
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capillary is set to 1.4 slm. A uniform initial electron density distribution of 10
15 
m
-3 
is assumed 
everywhere in the computational domain. 
   
Figure 5.1 A single period (a frequency of 50 kHz) of the assumed waveform in the model runs presented in 
this chapter, the red vertical lines show the times at which most of the graphs shown in this work are taken. 
5.2. The gas distribution 
As the helium jet enters the surrounding ambient air environment, the gas mixture composition varies 
gradually from being almost 100% helium in the centre of the jet to 100% air away from the exit of 
the capillary. The region in which this gradual transition occurs is referred to as the mixing layer. For 
the parameters considered here, the axial flow velocity of the helium jet at the exit of the capillary is 
30 ms
-1
, creating a 10 mm wide mixing layer in the axial direction. The low radial velocity (~0.5 ms
-1
) 
at the exit of the capillary creates a mixing layer in the radial direction that is less than 0.5 mm wide. 
Figure 5.2 shows the magnitude of the velocity field at the exit of the capillary and the logarithm of 
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the background O2 density to emphasise the width of mixing layers in the axial and the radial 
directions.  
 
Figure 5.2 From the steady state solution of the flow dynamics model, (a) the velocity magnitude in ms
-1
 of the 
jet near the exit of the capillary, and (b) the logarithm of O2 background density.  
5.3. The glow phase 
In this section, a summary of the discharge characteristics during the pulse-on time is presented, 
which has been reported in many other works [62,69,70]. The plasma bullet as it is propagating 
creates a quasi-neutral plasma channel extending from where the bullet has ignited (i.e. the edge of 
the driven electrode [53]), to the position of the propagating bullet at a certain time. For a cathode 
directed streamer (as is the case in this work), the net charge in the head of the bullet is positive, the 
plasma potential is positive as the driving electrode is the anode [5]. Electrons in the plasma channel 
are relatively cold compared to the electrons in the bullet’s head but still have a higher temperature 
compared to the background gas. In the head of the bullet the electric field is of the order of tens of 
kV cm
-1
.The electron temperature, the plasma potential, and the charge density are shown in figure 
5.3. The figure is taken at 60 ns, the end of the pulse-on time. The assumed pulse duration of 60 ns is 
enough for the bullet to propagate approximately 2 mm into the axial mixing layer as is shown in 
figure 5.3(b). 
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Figure 5.3. Different plasma parameters at 60 ns, corresponding to the end of the pulse-on time, which are (a) 
the electron temperature (eV), (b) the plasma potential (kV), and (c) the space charge density (C.m
-3
). The 
colour bar is manually limited to obtain a better contrast at the exit of the capillary. 
5.4. The behaviour of the electrons 
The logarithm of the electron density in the afterglow phase at different times is shown in figure 5.4. 
At the end of the pulse-on time the plasma channel has well defined ‘edges’ where the electron 
density drops approximately three orders of magnitude over a small distance (around 0.1 mm) as 
shown in figure 5.4(a). These ‘edges’ are maintained during the pulse-on time by the strong electric 
field driven flux that counteracts the diffusive flux. This scenario holds both inside and outside of the 
capillary. As the applied voltage is switched off, the plasma potential starts to drop. This causes the 
electric field at the edges of the plasma channel to no longer be able to counteract the diffusion of 
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electrons outside the capillary. As a result, the electrons diffuse into air dominated regions as shown 
in figure 5.4(b). In the capillary, the electric field maintains the necessary strength to prevent electrons 
from diffusing away due to the surface charge deposited on the internal dielectric surface of the 
capillary during the pulse-on time. This electric field enhances the diffusion of ions to the dielectric 
surface in its vicinity. As a result, the plasma potential drops everywhere in the channel as shown in 
figure 5.5. 
At 90 ns, it can be seen from figure 5.5(d) that the potential of the plasma channel becomes lower 
compared to the potential in its vicinity causing electric field reversal outside the capillary. The field 
reversal causes the electric field-driven electron flux to point in the same direction as the electron 
diffusive flux (radially outward direction) at the edges of the plasma channel. Thus, the total electron 
flux at the edges of the channel is greater than the flux from the centre of the channel to its edges. 
This imbalance in the flux at the edges causes the electron density to drop creating low electron 
density spots as seen in figure 5.4(c). When ions start to diffuse in these regions (at ~1 s), the electric 
field is weakened and equilibrium is restored. Those spots are refilled with diffusing electrons until 
they completely disappear at ~3.5 s. 
After 5 s, the diffusion of the electrons continues at a slower rate compared to that in the first tens of 
nanoseconds after the pulse. This is because the electrons have a temperature almost equal to room 
temperature, and because the sharp density gradients that existed around the end of the period have 
partially decayed. The logarithm of electron density at 20 s is seen in figure 5.4(d). 
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Figure 5.4 The logarithm of electron density in the afterglow phase at (a) 60 ns, (b) 90 ns, (c) 300 ns, and (d) 20 
s, all figures have the same legend. 
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Figure 5.5 The plasma potential in kV at (a) 60 ns, (b) 70 ns, (c) 90 ns, and (d) The plasma potential along a 
profile at z = -1.4 mm. The profile crosses a low electron density region. Figures (a) and (b) have the same 
legend; figure (c) has a different legend. 
5.5. Ions formed from air species  
In the absence of significant impurities, air ionic species are generated only in the mixing layer 
between helium flow and ambient air. For the parameters assumed in this study, the dominant 
negative ion in air is 2O  while the dominant positive ion is

2O . The spatial distribution of 

2O  and 

2O  ions densities is shown in figure 5.6 at different times. It is clear that 

2O  and 

2O  ions generated 
during the afterglow form a halo around the diffusing plasma channel coinciding with the mixing 
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layer as seen in figure 5.2(b). It can be seen that the halo of the 2O  ions forms only in the radial 
mixing layer, while the halo of the 2O  ions form in the radial and the axial mixing layers.  
 
Figure 5.6 The density of (a) 

2O  ions at 60 ns, (b) 

2O  ions at 60 ns, (c) 

2O  ions at 300 ns , (d) 

2O  ions at 
300 ns, (e) the density of 

2O , and (f) the density of 

2O
 
 along a profile taken at z = -0.3 mm at different times.  
All densities are displayed in units of m
-3
, densities in figures (a) to (d) are normalised to 10
17
. 
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A significant portion of 2O  ions are created during the pulse-on time where electrons have enough 
energy to ionise air molecules. At such a level of energy, attachment reactions are improbable, 
causing the increase in 2O  density to be insignificant during the pulse-on time.   
Immediately after the pulse is switched-off, the 2O  and 

2O  densities increase gradually in time up to 
200 ns as shown in figure 5.6(e) and figure 5.6(f), which has been reported experimentally in [95]. 
The increase in 2O  density is associated with diffusing electrons in the early afterglow as described 
in section 5.3. The electrons diffuse in a direction against the electric field which causes them to cool 
down. Because the width of the radial mixing layer is so small, it is possible for electrons to arrive at 
air dominated regions where neutral O2 has high concentration, where electrons are lost in attachment 
reactions creating 2O  ions. These reactions increase the density of 

2O
 
ions by 1-2 orders of 
magnitude as shown in figure 5.6(f), with the increase being position dependent. Because the axial 
layer is much longer than the radial mixing layer, electrons diffusing in the axial direction are lost in 
recombination reactions rather than attachment reactions, explaining the absence of significant 2O  
density in the axial mixing layer.  
The increase in the density of 2O within the same time interval (up to 200 ns) is attributed to Penning 
ionisation reactions between background O2 and He
*
, which is the main mechanism of generation of 

2O  as explained shortly. The increase of the density of 

2O  ions in the afterglow occurs in regions 
where He
*
 and O2 molecules are overlapping, which includes the radial mixing layer and the axial 
mixing layer, giving 2O  its spatial structure. The 

2O  ions generated as a result of Penning ionisation 
cause a small positive space charge to build up in the radial mixing layer, which counteracts the 
diffusive flux of electrons into the low density regions. 
After 600 ns, the densities of 2O
 
and 2O  ions start to decay slowly through chemical reactions. At 
the end of the afterglow (20 s), the density of 2O ions has dropped to 10% or less of the maximum 
density it reached during the afterglow.  
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The main reactions of generation and loss of air ionic species are listed in table 5.1. Negative ions 
generation by electron attachment primarily creates the 2O  ions. Generation reactions of other 
negative ions ( OH , O , and 3O ) are mainly charge exchange reactions with other ions. For this 
reason, it is expected that the densities of those species change on a longer time scale compared to 2O
. The main loss reactions for all negative ions are the three body recombination reactions with positive 
oxygen ionic species. 
The dominant generation reactions of all positive ions in the afterglow are Penning ionisation 
reactions with helium metastables followed by charge exchange reactions with helium ionic species. 
The importance of Penning ionisation in ionising air species was reported in the literature [65,67]. The 
main loss reactions vary depending on the species. Molecular ions ( 2N  and

2O ) are mainly lost to 
recombination reactions with electrons, while atomic ions (
N and O ) are mainly lost to charge 
exchange reactions with O2 and N2, respectively. An exception is O2
-
 + He + 2O    He + 2O2 being 
the dominant loss reaction of 2O  ions by recombination with 

2O  ions. 
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Species Generation reactions Loss reactions 
O2
- 
             e + He + O2   He + O2- 
             e + 2O2   O2 + O2-  
             e + O2 + N2   N2 + O2- 
                   O2
-
 + He + O2
+
   He + 2O2 
                   O2
-
 + O2
+
   2O2 
                   O2
-
 + N2 + O2
+
   2O2 + N2 
   
OH
-
              O
-
 + H2O   OH + OH- 
                   OH
-
 + O2
+
   OH + O2 
                   OH
-
 + He2
+
   OH + 2He 
   
O
-
              e + He + O   He + O- 
                   O
-
 + He + O2
+
   O + O2 + He 
                   O
-
 + H2O   OH + OH- 
   
O3
- 
             O
-
 + He + O2   He + O3-                    O3- + He   He + O + O2 + e 
   
N2
+ 
             He
*
 + N2   He + e + N2+ 
             N2 + He2
+
   He2 + N2+ 
             N2 + O
+
   O + N2+ 
             He2
*
 + N2   2He + e + N2+ 
                  e + N2
+
   N2  
                  e + N2
+
   2N 
                 O2 + N2
+
   N2 + O2+ 
   
O2
+ 
             He
*
 + O2   He + e + O2+ 
             O2 + N
+
   N + O2+ 
             O2 + He2
+
   2He + O2+ 
             He2
*
 + O2   2He + e + O2+ 
                 O2
-
 + He + O2
+
   He + 2O2 
                 e + O2
+
   2O 
                 2e + O2
+
   e + O2 
                O2
-
 + O2
+
   2O2 
   
N
+ 
            He
*
 + N2   He + N + e + N+ 
               O2 + N
+
   N + O2+ 
               2e + N
+
   N + e 
               e + He + N
+
   N + He 
   
O
+ 
           O2 + He2
+
   2He + O + O+ 
              N2 + O
+
   O + N2+ 
              2e + O
+
   O + e 
              e + He + O
+
   He + O 
Table 5.1 A list of the main reactions of generation and loss of ionic species under the parameters simulated in 
this model. The reactions are listed from highest reaction rate (top) to the lowest reaction rate (bottom). The 
reactions listed in this table account for approximately 70% or more of the total generation or loss rate of the 
corresponding species. 
A more accurate description of chemical reactions describing generation and loss of species can be 
obtained from the model if the model is solved until chemical equilibrium is reached. For practical 
reasons it is difficult to solve the model for as many periods as needed until a chemical equilibrium is 
reached. Such a procedure has been implemented for example in RF discharge models [109,133], 
because of the short period of RF cycle and the small domain required to follow plasma dynamics, it 
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is computationally feasible to follow that procedure in RF discharges but not in pulsed-DC jet 
discharges.  
5.6. Mixing layer chemistry 
In the previous sections electrons and positive and negative ions are discussed relatively independent 
of each other. In this section a unified picture is presented. The assumed pulse width (60 ns) is 
deliberately chosen such that the bullet propagates only 2 mm outside the capillary to save 
computation time. For this reason, the discussion is restricted here on the radial mixing layer only. 
The distribution of the charged species as a function of the radial distance in the radial mixing layer 
can be seen in figure 5.7.  
 
Figure 5.7 The densities of the charged species in the radial mixing layer (a) at 300 ns and (b) at 20 s, both 
figures are taken along a profile at z = -0.3 mm. The same scale is used in both figures.  
Three distinctive regions can be identified from figure 5.7, from left to right there is a helium 
dominated region (0 < r < 0.25 mm), a transition region (0.25 mm < r < 0.6 mm), and an air 
dominated region (r > 0.6 mm). In the helium dominated region the concentration of helium is 99%. 
Since the level of impurities in this simulation is assumed to be negligible, only helium ions exist in 
this region. Helium ions and electrons in this region constitute the plasma channel that formed during 
the pulse-on time.  
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The air fraction gradually increases in the plasma channel in the radial direction, creating a transition 
region between the helium jet and the ambient air. The overlap between the air and the helium 
dominated plasma makes it possible for Penning ionisation and charge exchange reactions to occur. 
These reactions increase the air positive ions compared to the helium ions, causing the air positive 
ions to dominate over the helium ions, as shown in figure 5.7.  
Within the transition region, the negative ions density peaks in the transition region near the air 
dominated region where diffusing electrons (which were cooled by the electric field as discussed in 
section 5.3), arrived into a region where the air concentration is large and the densities of positive ions 
are small, causing the electrons to be lost in attachment reactions.   
Moving even further in the radial direction; the air fraction dominates over the helium fraction 
defining the air dominated region. This region is far enough from the plasma channel such that it is 
highly improbable for the electrons to arrive there without being lost in attachment or recombination 
reactions.   
5.7. Sequential pulsing effect 
To investigate the effect of sequential pulsing, two periods of the waveform seen in figure 5.1 were 
solved assuming frequencies of 25 kHz and 50 kHz. It should be noted here that two periods of the 
waveform are not enough to reach chemical equilibrium. Nevertheless, it gives an insight of how the 
discharge is influenced as the frequency of the applied waveform is changed. 
At the ignition phase of a pulse in any period, as soon as the applied voltage starts to rise, the free 
electrons close to the edge of the anode (where the bullet ignites) are driven by the electric field 
toward the inner surface of the dielectric capillary, where they are deposited as negative surface 
charge. This deposited surface charge partially shields the external applied potential, lowering the 
effective potential driving the discharge and consequently the electric field. For both frequencies 
assumed here, the density of the residual plasma channel from the first period is greater than that 
assumed at the beginning of the first period. Which means the shielding effect is more effective in the 
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second period compared to the first period. Thus the electric field in the second period is weaker than 
the first period. The higher the frequency is, the more free electrons are available to shield the applied 
potential, and hence the weaker the driving electric field is. The difference in the intensity of the 
electric field can be seen in the plot of the electric field in figure 5.8. A weaker electric field means 
less reactive species generated in the pulse-on time. As can be seen in figure 5.9, the electron density 
in the first period is larger compared to the second period. The electron density is higher at 25 kHz 
than at 50 kHz.  
A second impact of sequential pulsing is that the residual plasma channel from the first period creates 
a preferential path that is defined by the electron density at the end of the first afterglow. The radius of 
the remains of the plasma channel outside the capillary decreases rapidly in the axial direction; 
forming a cone-like shape as shown in figure 5.4(d). This ‘radial compactness’ can be seen in figure 
5.9 by comparing the peak position of the electron density between the first and the second 
periods.The ‘radial compactness’ reduces the overlap between the plasma channel and the constituents 
of ambient air in the radial mixing layer, leading to less efficient Penning ionisation between helium 
metastables and air molecules. As a result, the densities of air positive ions are less in the second 
period compared to the first period, as shown in figure 5.9. 
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Figure 5.8 The negative axial electric field in kVcm
-1
 at 20 ns for (a) the first pulse, (b) the second pulse 
assuming a frequency of 25 kHz, and (c) the second pulse assuming a frequency of 50 kHz. Figures (b) and (c) 
have the same legend. 
It can be seen in figure 5.9 that negative ions have almost the same magnitude and the same peak 
position in the second period as in the first period. The radial compactness of the plasma channel 
means the electrons are further away from air, however, it also means the electron density gradient at 
the edges of the plasma channel is sharper, leading to a greater diffusive flux. Those two 
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counteracting effects cancel one another out, making the difference in the density of the negative ions 
insignificant compared to positive ions. 
The main generation and loss reactions in the second period are the same as the first for the positive 
and the negative ions.  The difference is mainly noticed in positive ions as they are affected by the 
reduced radial spread of helium metastables and helium ions (being the source for generating air 
positive ions). The positive ions created in the second period are mainly concentrated on the 
symmetry axis compared to the mixing layer in the first pulse. 
 
Figure 5.9 The densities of charged species along a profile at z = -0.3 mm taken for (a) the first pulse, (b) the 
second pulse assuming a frequency of 25 kHz, and (c) the second pulse assuming a frequency of 50 kHz. All 
figures are taken at 300 ns and have the same scale. 
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5.8. Conclusions 
In this chapter, it is shown that after the pulse ends, electrons diffuse from the plasma channel into the 
surrounding air as a result of the dropping plasma potential. These diffusing electrons are lost in 
attachment reactions to O2 molecules, causing an increase in the density of 

2O  by almost two orders 
of magnitude. The spatial structure of the density of 2O  ions is shown to be concentrated at the radial 
edges of the plasma channel. The density of the 2O
 
ions peaks before 1 s from the end of the pulse, 
after which it decreases to less than 10% of its maximum value. 
Penning ionisation between helium metastables and O2 is the main mechanism of generating 

2O  
during the afterglow, followed by charge exchange with helium ions. The temporal behaviour of 2O  
is similar to that of 2O  ions. The spatial structure of the density of 

2O  ions differs from that of 

2O
 
by the presence of 2O  at the axial edge of the plasma channel, where a significant air fraction 
overlaps with helium metastables and helium ions.  
It is also shown in this chapter that increasing the frequency weakens the electric field in the head of 
the bullet, and decreases the number of ions and electrons generated per period as a result. The 
residuals from the first period creates a preferential path for the propagation of the bullet in the next 
period. This preferential path causes the spatial distribution of electrons, helium metastables and 
helium ions to be more compact radially in the second period, while this has a limited impact on the 
negative ions. 
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Chapter 6 
 
Analysis of the delivery of active species onto a dielectric 
surface in He-APPJ 
In this chapter, the surface version of the model is solved to study the behaviour of the plasma at a 
dielectric surface facing the exit of the capillary, and to study the fluxes and the fluences of selected 
active species onto the surface. 
6.1. Introduction 
 This study focuses on the fluxes of two representative ions 2O  and 
-
2O  in addition to OH and O, 
incident on the dielectric surface during two voltage pulses of the assumed waveform.  The aim of this 
study is to provide information on the spatio-temporal distribution of the fluxes to the surface. Such 
information is important for applications involving surface treatment.  There are some numerical 
investigations on this topic reported in the literature. Compared to these, this study provides an 
analysis of the fluxes and the fluences on a longer time scale extending to two periods of the assumed 
waveform.  The species O, OH, and -2O  are chosen since they have important in bactericidal effects 
[96,134], O2
+
 is also studied to evaluate the role of the polarity independent of any other factors (by 
comparing O2
+
 to O2
-
). 
In all the simulations presented in this chapter a 7 kV rectangular pulse voltage waveform is assumed 
with duration and rise and fall times of 90 ns and 5 ns respectively as is shown in figure 6.1. The 
model was computed for two He flow rates, 1 and 3 slm, and two dielectric surface thicknesses, 0.5 
and 2 mm, creating 4 combinations. For the 0.5 mm dielectric case, an extra period is solved 
(sequentially) after the first period assuming a frequency of 50 kHz. The level of impurities in the 
flow is set as 10 ppm (78.65% N2, 20.85% O2, and 0.5% H2O). A spatially uniform initial electron 
density of 10
15 
m
-3
 is assumed in the computational domain. All figures shown in this chapter are 
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taken for the 3 slm flow rate with a dielectric thickness of 0.5 mm in the first period, unless stated 
otherwise.  
 
 
Figure 6.1 A single period of the assumed waveform in this chapter, the red vertical lines show the times at 
which most of the graphs shown in this chapter are taken. 
6.2. The surface charge density on the dielectric surface 
As explained in chapter 2, it is now accepted that a weakly conducting plasma channel is generated by 
a propagating plasma bullet [62,69,88,116]. As the bullet approaches the surface of the exposed 
dielectric, the gap between the plasma channel and the surface narrows causing the electric field in the 
bullet to become stronger. The strong electric field directed in the negative z direction (toward the 
dielectric surface) causes the positive ions in the vicinity of the surface to migrate to the dielectric 
surface, where they are lost and their positive charge is deposited on the surface of the dielectric.  
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Figure 6.2 The electron generation rate at different times close to the dielectric surface.  
The deposited surface charge due to the electric field-driven flux (also referred to as the migrative 
flux) of the positive ions weakens the normal electric field to the surface in the vicinity of the 
deposited surface charge. This reduces the propagation of the bullet in that direction. Consequently, 
the bullet gradually drifts in the radial direction, as shown in figure 6.2. The drift in the radial 
direction occurs because the deposited surface charge is still low and the electric field is still strong in 
the area of the surface not yet covered by the plasma. This sequence of migrative flux of positive ions 
to the surface, positive charge deposition, electric field weakening, and the drift of the bullet in the 
radial direction toward regions with stronger fields, continues.  The bullet, while propagating radially, 
expands the plasma channel in the radial direction, increasing the area of the dielectric surface 
covered by the plasma channel shown in figure 6.3(a), which will be referred to as the contact area. 
The radial propagation continues until the bullet is extinguished, which can be a result of the bullet 
arriving at a point where the helium mole fraction is equal to the critical helium fraction necessary for 
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the propagation of the bullet, or a result of switching off the voltage pulse even if the critical helium 
mole fraction has not yet been reached. For the case investigated in this chapter, the voltage pulse is 
switched off before the bullet arrives to the point of critical helium mole fraction. As soon as the 
bullet is extinguished, the plasma channel stops expanding in the radial direction and the contact area 
stays the same for the remainder of the period of the waveform. The expansion of the contact area and 
the deposited surface charge at different times in the pulse period are shown in figure 6.3(b).  
 
Figure 6.3 A Schematic illustration of the contact area between the plasma channel and the dielectric surface is 
shown in (a). (b) The deposited surface charge density on the dielectric surface at 80 ns, 90 ns, 140 ns, and 1 s. 
The grey line represents the radius of the contact area between the plasma channel and the dielectric surface at 
the end of the pulse-on time. 
At the end of the pulse-on time, the deposited surface charge on the dielectric surface is positive due 
to the flux of the positive ions to the surface during this period. The plasma channel formed during the 
pulse-on time has a high electron density with a higher electron temperature than the background gas 
temperature. The plasma channel is well defined by sharp density gradients at its edges.  Despite the 
presence of the sharp density gradients, electrons do not diffuse in the pulse-on time as they are 
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confined in the channel by the high applied positive voltage. As soon as the pulse is switched off the 
electric field holding the electrons in the plasma channel during the pulse-on time decays rapidly in 
time.  As a result, electrons diffuse rapidly to the dielectric surface assisted by the positive surface 
charge deposited during the pulse-on time, as is shown in figure 6.4. This flux of electrons occurs 
mainly at the contact area shown in figure 6.3(a), where the positive surface charge was deposited 
during the pulse-on time. The high flux of electrons to the dielectric surface causes the net surface 
charge on the dielectric to become negative in the contact area, as shown in figure 6.3(b). The change 
of polarity of the surface charge in the contact area on the dielectric surface keeps the normal electric 
field directed in the negative z-direction. The new negative surface charge density on the surface 
maintains the electric field at the surface through the rest of the pulse-off time. The electric field 
induced by the negative surface charge covers an area that is slightly larger than the contact area, as a 
result of the diffusion of the electrons, which occurs in all directions.  
 
Figure 6.4 The electron density (m
-3
) is shown in base 10 logarithmic scale at (a) 90 ns and (b) 140 ns. Both 
times are in the pulse-off time, both figures have the same scale. 
As explained in chapter 4, the behaviour of the surface charge density as a function of time explained 
here is consistent with experiments [107]. 
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6.3. Oxygen ionic fluxes 
In order to use He-APPJs as a sources of ionic species bombarding a dielectric surface exposed to the 
jet, it is important to know the number of ions arriving to the surface and the spatial distribution they 
follow. The fluence is a quantity that indicates the total number of ions delivered to the surface during 
a particular amount of time. The fluxes and the fluences of 2O  and 
-
2O  are chosen to be discussed 
here. The densities of 2O  and 
-
2O
 
and their fluxes to the dielectric surface are shown at different 
times in figure 6.5, while the time-integrated fluxes of both species to the dielectric surface are shown 
in figure 6.6. 
With respect to 2O  ions, as the bullet propagates parallel to the dielectric surface, it creates a plasma 
channel along its path. The plasma channel, being bulk plasma, is quasi-neutral, which means that the 
electric field at the dielectric surface is shielded; limiting the flux of 2O  ions to the dielectric surface 
where it is covered by the plasma channel (the bulk plasma). The bullet on the other hand is not quasi-
neutral. Thus, the electric field is not shielded there, which means a portion of the ions in the head of 
the bullet are driven by the normal electric field toward the dielectric surface. For these reasons, the 
maximum 2O
 
flux to the dielectric surface at a certain time in the pulse-on time coincides with the 
location of the propagating bullet at that time. As the bullet propagates, the position of the maximum 

2O
 
flux moves along with it. Since the 2O
 
flux is associated with the propagating bullet, it is always 
confined within the contact area, which expands radially with the propagating bullet. The radial 
expansion of the plasma channel can be seen in figures 6.5(a) and 6.5(b). The flux of 2O
 
ions to the 
surface during the pulse-on time has an order of magnitude of 10
22
 m
-2
s
-1
, as can be seen in figure 
6.5(e). 
The normal electric field to the surface in the pulse-off time (directed in the negative z direction) 
attracts 2O  ions inducing a flux to the contact area of the surface. This flux during the pulse-off time 
has an order of magnitude of approximately 10
19
 m
-2
s
-1
. The lower flux in the pulse-off time compared 
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to the pulse-on time is because the electric field driving the flux in the pulse-off time is much weaker. 
The surface integrated 2O  flux as a function of time is shown in figure 6.6.  In summary, the surface 
integrated flux of 2O
 
peaks during the pulse-on time while bullet is propagating parallel to the 
dielectric surface. In the pulse-off time the surface integrated flux of 2O
 
continues at a much lower 
rate due to the induced field by the negative surface charge deposited in that period. The flux 
decreases in time as the density of 2O
 
decays due to recombination reactions, and the negative 
surface charge is lowered by the flux of positive ions to the dielectric surface. 
The flux of -2O  ions during the pulse-on time to the dielectric surface is negligible for two reasons. 
Firstly, the -2O  ions are mainly generated in the mixing layer between the helium dominated region 
and the air dominated region, which is distant enough from the dielectric to make the diffusive flux of 
-
2O  ions negligible to the surface. Secondly, although the normal electric field at the dielectric surface 
is weakened by the deposited positive surface charge, it is still strong enough to prevent -2O  ions 
from being delivered to the surface even if they are within its vicinity.  
The normal electric field to the dielectric surface during the pulse-off time repels -2O  ions and 
electrons away from the contact area. Outside the contact area, the surface charge deposited is low 
compared to its counterpart in the contact area, making the grounded electrode under the dielectric 
surface ‘observable’ to the charged species in the plasma. Since the plasma potential is negative, the 
direction of the electric field outside the contact area is in the positive z-direction. This field attracts 
the repelled negative ions from the plasma channel and deposits them on the dielectric surface, 
causing the negative surface charge density there to gradually grow, which consequently causes the 
-
2O  ions to move further in the radial direction until they are deposited on the surface. This process 
continues in a similar trend to the parallel propagation of the bullet in the pulse-on time as figures 
6.5(c) and 6.5(d) show, but with -2O  ions (and other negative ions) instead of positive ions. The 
-
2O
 
flux during the pulse-off time has an order of magnitude of 10
18
 m
-2
s
-1
, as can be seen in figure 6.5(f). 
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Figure 6.5 The 

2O  ions density (m
-3
) in base 10 logarithmic scale is shown at (a) 80 ns and (b) 90 ns, both 
figures have the same legend, the 
-
2O  ions density (m
-3
) in base 10 logarithmic scale is shown at (c) 140 ns and 
(d) 1 s, both figures have the same legend. The arrows in figures (a)-(d) show the normalised flux of 

2O
 
ions 
and 
-
2O  ions, respectively. The normal fluxes to the dielectric surface of (e) 

2O  ions and (f) 
-
2O  ions are 
shown at different times. The flux shown is directed toward the surface.   
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The surface integrated fluxes to the whole dielectric surface (including the contact area and the area 
outside it) of -2O  ions is shown in figure 6.6. The surface integrated 
-
2O  flux peaks ~1 µs as 
-
2O
 
ions 
move from the plasma channel to be deposited on the surface of the dielectric outside the contact area. 
Figure 6.6 also shows that the integrated flux of 2O
 
is significantly larger than the integrated flux of
-
2O
. 
The reason is that the density of -2O
 
is in general lower than the density of 2O
 
as the model 
shows. This prediction is consistent with molecular beam mass spectrometry measurements that show 
consistently higher signal intensities for the positive ions than negative ions in the output plume of the 
jet [94,95]. In addition, the electric field at the dielectric surface during the pulse-on time is much 
stronger than what it is during the pulse-off time. For cathode driven streamers as the one simulated in 
this work, the direction of the pulse-on electric field assists positive ions flux to the surface. The other 
ions, either positive (such as 2N  and
O ) or negative (such as O  and ´OH ) have a very similar 
behaviour to 2O  and
-
2O , respectively.    
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Figure 6.6 The surface integrated fluxes of O2 ionic species to the dielectric surface for the 3 slm 0.5 mm 
dielectric case. The flux shown in the figure is the normal flux toward the surface. The figure uses different 
logarithmic scales for the 

2O
 
and 
-
2O  fluxes. 
6.4. The effects of the flow rate and the dielectric thickness  
The physical scenario described in the previous section holds true for all assumed parameters in this 
chapter (the two assumed thicknesses of the dielectric and the two assumed flow rates). Figure 6.7 
shows the time-integrated fluxes (also known as the fluences) of 2O
 
ions and -2O  ions at different 
flow rates and dielectric thicknesses over a single period of 20 s. It is clear from figure 6.7 that the 
fluence decreases as the thickness of the dielectric increases.  The smaller thickness of the dielectric 
makes the electric field stronger in the bullet causing electrons to become more energetic. That leads 
to more intense ionisation and excitation reactions. The higher density of ions and the stronger electric 
field in 0.5 mm thick dielectric strengthen the fluence to the surface. This trend in the change in the 
fluences as a function of the dielectric thickness is consistent with [110].  
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Figure 6.7 The fluence for different dielectric thicknesses, at a flow rate of 1 slm for (a)

2O  , and (b)
-
2O , and 
at a flow rate of (c)

2O  , and (d)
-
2O . The fluences are positive by definition in the direction toward the surface. 
Figures (a) and (c) have the same scale; figures (b) and (d) have the same scale. In all figures the vertical axes 
are normalised by a factor of 1 10
12
. 
Regarding the flow rate it should be mentioned here that for both of the assumed values of the flow 
rate here, the stagnation point (where the helium jet impacts the surface at normal incidence) occurs in 
the helium channel. However, because the 1 slm flow rate corresponds to lower flow velocity, the 
bullet propagates at a lower speed compared to the 3 slm case and its structure changes from an 
annular shape in the 3 slm case into a cylindrical shape in the 1 slm case (annular shape has its 
maximum off the symmetry axis compared to cylindrical shape which has its maximum on the 
symmetry axis). This correlation between the flow velocity of the helium and the characteristics of the 
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bullet is reported in [66]. The difference in the propagation speeds of the bullet makes the 2O
 
fluence 
cover a slightly larger area in the 3 slm case compared to the 1 slm case as is shown in figure 6.7(a) 
and 6.7(c). The difference in structure of the bullet results in a difference in the spatial distribution of 
the 2O
 
fluence being annular shaped in the 3 slm case and cylindrical in the 1 slm case. 
 The -2O  fluence for both flow rates has almost the same maximum value. However, the spatial 
spread of the fluence in the 1 slm case is greater than the 3 slm case. The reason for this variation is 
attributed to the difference in the radial electric field which transports -2O  ions from the plasma 
channel to where they are deposited (as explained in section 6.1). The radial electric field in the 3 slm 
case is less spread-out compared to the 1 slm case as a result of the difference in the deposited surface 
charge density in the pulse-off time.   
6.5. The flux of neutral active species 
The transport of the neutral species is much slower compared to the charged species since they are not 
affected by the electric field. As a result, computation of the flux of neutral species to the surface 
requires longer time scales compared to the time scale of a single pulse. To account for the longer 
required time scale, the time-averaged generation rate of selected species (OH and O) are computed as 
described in chapter 4. Then, the time-averaged generation rate is inserted into an equation similar to 
equation (4.4) to solve for the steady state flux to the surface. Figure 6.8 shows the fluxes of OH and 
O to the dielectric surface as a function of dielectric thickness and flow rate. 
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Figure 6.8 The OH flux for different dielectric thickness at a flow rate of (a) 3 slm, and (b) 1 slm, and the fluxes 
of O for (c) 3 slm, and (d) 1 slm. The fluxes are positive by definition in the direction toward the surface. 
Figures (a) and (b) have the same scale; as do (c) and (d). 
The correlation between the fluxes and the dielectric thickness is similar to the ionic fluxes for the 
same reasons explained in section 6.3. Figure 6.8 also shows that the fluxes in the 1 slm case are 
greater than the fluxes in the 3 slm case. The flow velocity of helium flow in the 1 slm is lower than in 
the 3 slm case meaning the entrainment of air in the plasma channel is greater. As a result, electrons 
and ions have a larger chance of reacting with the background air constituents generating active 
species with higher densities. The O flux on the other hand decreases as the helium flow rate is 
increased, the reason for this decrease is that the main generation mechanism of O is found to be the 
reaction 2OOe 2 
 . Greater air entrainment in the 1 slm case implies that the electrons are lost 
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faster than in the 3 slm case, which means that the time-averaged generation rate of O is lower in the 1 
slm case than the 3 slm case.   
Another difference in OH flux between the 1 slm and 3 slm case is the position of maximum flux. In 
the 1 slm case the OH flux is a maximum on the axis of symmetry while in the 3 slm case it is shifted 
off the axis. The reason is also attributed to higher entrainment of the background gas in the plasma 
channel. In the 1 slm case, the overlap between a relatively large air fraction and the plasma channel 
exists in the middle of the channel, making the centre of the channel the most active region of 
generation for OH. In the 3 slm case, however, the air fraction in the centre of the channel is not large 
enough to cause significant generation of OH. The large enough air fraction overlaps with the edge of 
the plasma channel rather than the centre of the plasma channel. Since the densities of active species 
at the edge of the plasma channel are lower than at the centre, the intensity of chemical reactions there 
is much weaker, creating lower densities and consequently lower fluxes.  
The time-averaged generation rates used in computing fluxes shown in figure 6.8 are averaged in a 
single period. A more accurate description of the flux can be obtained by averaging the generation or 
loss rate in a period of the waveform where chemical equilibrium is achieved. Because achieving 
chemical equilibrium requires solving multiple pulses, and due to the high computational expenses 
associated with that, the results here are restricted to a single period only. 
6.6. The memory effect  
In practical circumstances, the fluxes of ionic species to a dielectric surface exposed to the jet are not 
only affected by the discharge dynamics in the same period in which the bullet is generated. They are 
also affected by the ‘memory’ of the discharge represented by species accumulated from previous 
periods and surface charge deposited on the inner surface of the capillary and on the surface of the 
dielectric exposed to the discharge. In this section the differences between the fluxes of oxygen ionic 
species ( 2O
 
 and -2O
 
) in two periods of the waveform are discussed. The first period starts from 
uniform low density assumed conditions representing no ‘memory’ of the discharge, and the second 
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period of the waveform starting from conditions obtained from the first solved period, assuming a 
frequency of operation of 50 kHz. The species densities and the surface charge densities at the end of 
the first period are introduced as initial conditions in the second period. The second period was only 
resolved for a surface dielectric of 0.5 mm thickness for the two flow rates used in this study (1 slm 
and 3 slm). A second period of the waveform is not enough for the discharge to reach periodic steady-
state conditions, thus it does not represent a full treatment of the memory effect of the discharge. 
However, it gives an insight of the role played by the memory of the discharge, which shows how the 
frequency of operation affects the fluxes.  
The physical scenario described in sections 6.1 and 6.2 still holds when the memory effect is taken 
into account. The fluences of 2O  and 
-
2O  are shown in figure 6.9 for the first period and the second 
period for flow rates of 1 slm and 3 slm.  The main difference in 2O
 
fluence is in the 3 slm case, 
where it has an annular structure in the first period (as is seen in figure 6.9(a)), compared to a 
cylindrical structure in the second period (as is seen in figure 6.9(c)). The -2O  fluence in the second 
period (shown in figure 6.9(d)) is lower for both flow rates compared to the first period, being more 
noticeable in the 3 slm case than in the 1 slm case.   
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Figure 6.9 The fluences for the two flow rates in the first period of (a)

2O  , and (b)
-
2O , and in the second 
period of (c)

2O , and (d)

2O . Figures (a) and (c) have the same scale, so do figures (b) and (d). In all figures 
the fluence is assumed to be positive toward the dielectric surface. In all figures the vertical axes are normalised 
by a factor of 10
12
. 
The differences in the fluences between the first and the second periods are consequences of two main 
factors, the first is the residual plasma channel from the previous period, and the second is the 
remaining surface charge density on the surface of the dielectric. Figure 6.10(a) shows the initial 
electron density at t = 0 in the second period for flow rates of 1 slm and 3 slm, while figure 6.10(b) 
shows the surface charge density at the same time on the surface of the dielectric for the previously 
mentioned flow rates. Due to the higher air entrainment in the 1 slm case, the plasma channel decays 
rapidly in regions entrained heavily with air, while in the 3 slm case it decays at a much slower rate. 
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This effect can be noticed clearly in figure 6.10(a), which shows that in the 3 slm case, the plasma 
channel remaining from the previous period extends up to the dielectric surface, creating a preferential 
path followed by the bullet in the second period. As a result, the bullet approaches the surface at a 
close proximity and propagates parallel to the dielectric surface at a much closer distance than in the 
first period. The implications of the closer distance to the surface is a higher flux of positive ions to 
the surface at the stagnations point, giving the spatial profile of 2O  fluence a more cylindrical 
structure compared to the annular structure in the first period.     
The difference in -2O  fluence between the first and the second period is greater than the differences in 

2O  fluence. The 
-
2O  fluence shown in the second period is lower compared to the first period for 
both flow rates because of the presence of the negative surface charge density from the previous 
period shown in figures 6.10(b), which weakens the electric field that drives the -2O
 
ion flux to the 
surface outside the contact area. The decrease in the 3 slm case is greater than the 1 slm case, which is 
a consequence of the channel being in contact with surface in the 3 slm case. The contact between the 
plasma channel and the surface causes the negative surface charge density to decay quickly, which is 
clearly shown in figure 6.10(b), leading to less variation of surface charge on the dielectric surface, 
and as a result, a weaker radial electric field carrying -2O
 
ions from the channel to where they are 
deposited on the surface outside the contact area in the 3 slm case.  
The difference in the fluences between the first period and the second period shown in figure 6.9 
emphasises the memory effect of the discharge. The structure of the residual plasma channel from the 
previous period is more influential than the remaining surface charge density on the surface, 
particularly when the channel is in contact with the surface. In the case of contact, the bullet 
propagates very close to the surface, increasing the flux of 2O
 
to the surface over the contact area, 
and weakening the flux of -2O  to the surface outside the contact area. In the non-contact case, the 
bullet propagates further away from the surface, causing the spatial structure of the fluence to be 
similar to that in the absence of the remains of the plasma channel from previous periods. 
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Figure 6.10 The electron density (m
-3
) in base 10 logarithm scale at t = 20 s (end of the first period - the 
beginning of the second period) for flow rates of 1 slm and 3 slm  is shown in figure (a), (b) the surface charge 
density at the dielectric surface at the same time for both flow rates.  
6.7. Conclusions 
This chapter shows that the flux of positive ions ( 2O  in particular), to a dielectric surface exposed to 
the jet, is maximum during the pulse-on time, where the 2O
 
flux is driven by the externally applied 
electric field. The 2O
 
flux during the pulse-on time is approximately 10
22
 m
-2
s
-1
, which drops to 10
19
 
m
-2
s
-1 
during the pulse-off time as the electric field at the surface becomes weaker. The 2O
 
fluence 
during a pulse period shows that 2O
 
ions are mainly delivered to the dielectric surface in the contact 
area between the weakly conducting plasma channel and the dielectric surface.  
The flux of negative ions ( -2O  in particular) to the dielectric surface during the pulse-on time is 
negligible, while during the pulse-off time the flux is approximately 10
18
 m
-2
s
-1
.  This flux is driven by 
the electric field induced by the negative surface charge density on the surface. The -2O
 
fluence 
during a pulse period shows that -2O
 
ions are delivered to the dielectric surface outside the contact 
area.  
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The electric field in the bullet is weakened by increasing the dielectric thickness, which leads to lower 
fluxes and fluences of ionic and neutral active species to the dielectric surface. As the helium flow 
rate increases, less air molecules become available for ionisation in the path of the propagating bullet. 
This decreases the fluence of 2O  to the surface, and causes it to be more concentrated toward the 
edge of the contact area. The same effect is responsible for the increase of OH flux to the dielectric 
surface. 
The memory effect mainly impacts the -2O
 
fluence due to the presence of the negative surface charge 
on the surface of the dielectric from the previous period, which weakens the -2O
 
flux to the surface, 
causing the -2O
 
fluence in the second period to be smaller than in the first period. 
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Chapter 7 
 
On the origin of the gas turbulence induced in He-APPJs 
In this chapter, the open jet version of the model is solved to study the reasons behind induced 
turbulence in APPJs. 
7.1. Introduction 
 There are many numerical investigations on the origin of the induced turbulence in the literature. 
However, in all these investigations, the presence of the plasma is taken into account by making 
assumptions of the EHD forces exerted by the plasma on the background flow and the gas heating. In 
this chapter, the EHD forces and the gas heating effect are computed from the discharge model, 
providing a more realistic representation of the impact of the plasma on the background flow.  
Three case studies are investigated in this chapter; in each case the composition of the gas flowing 
through the capillary is changed. The three gas compositions studied are, 1) pure helium, 2) 98% 
helium and 2% O2, 3) 98% helium and 2% N2. For the three cases, the discharge is driven by a 
unipolar pulsed waveform. The pulse is 7 kV in amplitude, and the rise and the fall time is 5 ns. The 
afterglow is solved up to 20 s, representing a frequency of 50 kHz. Only one pulse is considered. 
Initial condition of a relatively high uniform electron density of 10
15
 m
-3
 is assumed everywhere in the 
computational domain in order to compensate for ignoring photoionization. The gas flow rate is 
chosen to be 0.25 slm for the three cases. At such a low rate the length of the plasma channel is 
relatively short, which requires a small computational domain and consequently shorter running times 
and computer memory. The Reynolds number at the exit of the capillary is calculated to be Re  45 
for the three cases, using the expression  /udRe [95], where d is the inner diameter of the 
capillary, is the density of the gas, u is the absolute flow velocity, and is the viscosity of the gas. 
This value of the Reynolds number corresponds to the laminar flow regime. Nevertheless, the 
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influence of EHD forces and gas heating effect for the low flow rate case can provide an insight into 
plasma-induced turbulence for higher flow rates, as discussed in section 7.5. 
The gas composition of the mixture affects the propagation velocity of the bullet [70], which means 
for the same pulse-on time duration, the length of the plasma channel is different in the three cases 
considered. Since the time averaged EHD forces are functions of space only, different pulse-on time 
durations were chosen to obtain similar spatial structures of the plasma channel in the three cases. The 
chosen pulse-on times are sufficient for the bullet to propagate to a point where it extinguishes, 
approximately at 3.5 mm outside the capillary. The chosen duration of the pulse-on time for the pure 
helium and the 2% N2 cases are 65 ns, while for the 2% O2 case it is 45 ns.   
7.2. Conditions for turbulence induction 
From the flow dynamics theory [135], turbulence in a particular flow configuration occurs if the 
Reynolds number Re of that configuration exceeds a critical Reynolds number Recrit for that particular 
configuration [136].  Recrit is determined either experimentally or by the linear hydrodynamic stability 
theory [137]. For a helium flow of velocity of approximately 30 ms
-1
 at the exit of a capillary with a 
radius of 0.5 mm and at a temperature of 300 K, Re ≈ 260. 
The presence of the plasma in collision dominated conditions can affect the background flow via two 
mechanisms: 1) EHD forces in which frictional coupling acts between the charged and neutral 
species, and 2) pressure gradient forces generated by local gas heating, provided by elastic and 
inelastic collisions between the electrons and the gas molecules. Both forces can alter the flow 
velocity of the background gas. In that sense, the turbulence induced by the plasma can be thought of 
as being a consequence of one of two scenarios. Firstly, the plasma increases the flow speed such that 
Re > Recrit. Secondly, the plasma lowers the value of Recrit itself so a nominally unaffected flow now 
exceeds this threshold. The first scenario implies that the plasma alters the flow on a macro-scale, 
while the second scenario implies the plasma alters the flow on a micro-scale.       
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7.3. The velocity of the propagation of the bullet 
The addition of N2 or O2 to the discharge has two counteracting influences. The first is that it provides 
the discharge with molecules that require less energy for ionization. The ionization energies of N2 and 
O2 are not only less than the ionization energy of helium, but even less than the energy needed to 
excite a helium atom to a metastable state. Consequently, the presence of N2 or O2 results in higher 
ionization rates for similar electron energies; leading to a faster propagation of the bullet. 
The second influence of the presence of N2 or O2 impurities is that they provide a sink of the electron 
energy through rotational and vibrational excitation states. Energy lost through these channels is 
dissipated as heat to the background gas as discussed above. As the electrons lose their energy this 
weakens their ability to excite and ionize air species, thus lowering the velocity of propagation of the 
bullet.   
The electron energy for the cases investigated here lies in a range where the rotational and vibrational 
loss rate for O2 is less than its value for N2 as shown in figure 7.1. Consequently, the first influence is 
stronger than the second influence for the 2% O2 case, while the two influences almost counteract 
each other for the 2% N2 case, making the velocity of propagation of the bullet only marginally 
different to that in the pure helium case with a N2 admixture. The acceleration of the plasma bullet 
due to oxygen admixture has been experimentally reported in [89]. 
The relevance of the velocities of propagation of the bullet to the EHD forces comes from the fact that 
it affects the momentum transferred from the bullet to the background gas. For a higher propagation 
velocity, the momentum transferred to the background gas is lower, assuming equal instantaneous 
EHD forces.   
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Figure 7.1 The excitational energy loss rate, defined as
i
iik , for N2 and O2 respectively. In the previous 
expression i (eV) and ki (m
-3
s
-1
) are the energy cost of the ith excitation reaction and its rate coefficient. The 
index i runs over the rotational and vibrational excitation reactions for N2 (solid black) and O2 (dashed red) as a 
function of the mean electron energy. 
7.4. The time-averaged EHD forces 
The axial and radial time-averaged EHD forces for the three investigated cases are shown in figure 
7.2. The spatial structure of the time-averaged EHD forces is similar in the three cases. The radial 
force has its maximum intensity in the sheath inside the capillary, and in the radial mixing layer 
outside the capillary. The mixing layer is defined as the transition region from positions where the gas 
composition is entirely from the flowing jet to positions where the gas composition is entirely ambient 
air away from the jet.  
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Figure 7.2 The time averaged radial force for (a) pure helium case, (b) helium admixture with 2% O2, and (c) 
helium admixture with 2% N2. The three panels have the same legend. The time averaged axial force for (d) 
pure helium case, (e) helium admixture with 2% O2, and (f) helium admixture with 2% N2. The three panels 
have the same legend. All legends are displayed in kNm
-3
. 
Examining the radial force in figure 7.2, it can be seen that the maximum intensity of the radial force 
coincides with regions where a strong radial electric field exists or has existed. These regions are the 
sheath between the plasma channel and the inner dielectric surface of the capillary, where the time 
averaged radial force has a maximum of approximately 6 kNm
-3, and the radial ‘edges’ of the plasma 
channel outside the capillary, where the time averaged radial force has a maximum of approximately 
2 kNm
-3
. These values can be converted into time-integrated forces by multiplying by the period of 20 
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s giving 0.12 Nm-3s and 0.04 Nm-3s, respectively. Compared to calculated forces for DBD actuator 
configurations [82], the time-integrated forces in the helium jet are an order of magnitude lower.  
During the pulse-on time, the plasma channel is biased at a high positive potential with respect to its 
surroundings, attracting electrons from its radial and axial edges. As a result, a thin layer of positive 
charge forms at the edges of the plasma channel, creating a strong electric field.  This electric field 
exists until charge balance is restored, which occurs, for example, 100 ns after the pulse is switched 
off for the pure helium case. The correlation between the radial force and the strong electric fields 
indicates that the electric field component of the EHD force (of the three components explained in 
section 3.4) is the dominant component, which the model confirms by comparing the contribution of 
the three radial components to the total radial EHD force as a function of time.  
The axial force is also shown in figure 7.2; its high intensity of 5 kNm
-3
, approximately at the edge of 
the orifice of the capillary, is attributed to the strong electric field apparent there during the pulse-on 
time. The high intensity of the axial force at the symmetry axis of 2 kNm
-3
 coincides with the axial 
mixing layer for the assumed flow rate. Converting to time-integrated forces as described above gives 
corresponding figures of 0.1 Nm
-3
s and 0.04 Nm
-3
s for the 5 kN and 2 kN cases, respectively; an order 
of magnitude lower than for typical air DBD actuators [82]. 
As the bullet propagates to larger distances down the symmetry axis the air fraction in the background 
gas increases, causing the bullet propagation velocity to decrease until it arrives at the point where it 
is ultimately extinguished. The lowering of the propagation velocity increases the exposure time of 
the background gas to the EHD forces, thus increasing the momentum transferred from the ions to the 
background gas. The axial forces are mainly exerted by the ions on the background gas during the 
pulse-on time. The time integrated axial forces show insignificant difference from the end of the 
pulse-on time to the end of the period of the waveform. Of the three components constituting the EHD 
forces, the electric field component dominates over the other two components, with the dominance 
being approximately an order of magnitude in the radial force, and a factor of 2 to 6 in the axial force.    
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The addition of O2 or N2 to the flow affects the EHD forces indirectly by altering the speed and the 
electric field in the head of the bullet. Figure 7.2 shows that the EHD forces (the radial and the axial 
components) for the three cases are almost identical, although the O2 case has a significantly different 
propagation speed of the bullet. The reason for the similarity of the O2 case to the other two cases is 
that the electric field is stronger in the former case and the propagation speed is higher. Thus, the 
stronger force (due to the stronger electric field) is applied to the background gas for a shorter time. 
As a result, the net change in momentum is small.   
7.5. Gas heating 
Energy is transferred from the electrons to the background gas constituents through elastic collisions 
and rotational and vibrational excitations of the background gas constituents. Figure 7.3 shows the 
time-averaged gas heating term for the three investigated cases. There are two regions where the 
heating term has its maximum intensity, one inside the capillary and one outside it. The heating term 
in the capillary has its high intensity between the anode and the cathode. In this region, the 
geometrical electric field is strong (with an intensity of 10 kVcm
-1
 without plasma) which adds to the 
electric field in the head of the bullet. This causes the electrons that are accelerated by this combined 
field as the bullet propagates in that region to be more energetic than electrons elsewhere, leading to 
more energy transfer from electrons to the background gas.    
The high intensity of the heating term outside the capillary, particularly in the region -4 mm < z < -1 
mm is attributed to the high mole fraction of air. A higher air mole fraction means extra routes are 
available for the electron energy to be transferred to the background gas constituents. The extra routes 
are mainly the rotational and vibrational excitations of N2 and O2. This region of local heating extends 
over the axial mixing layer to the point where the bullet is extinguished. 
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Figure 7.3 The time averaged heating term for (a) a pure helium case, (b) helium admixture with 2% O2, and (c) 
helium admixture with 2% N2. All panels have the same legend, which is displayed in MWm
-3
 
It can be also seen from figure 7.3 that the intensity of the time averaged gas heating term in the 
capillary increases from the pure helium case to the O2 case, and even more-so in the N2 case (the 
maximum intensity).  The addition of N2 and O2 to the flow improves the coupling between the 
energy of the electrons and the background gas constituents through rotational and vibrational excited 
states of N2 and O2. The intensity of the time averaged heating term in N2 is greater than in the O2 
case because the rotational and vibrational losses of the electron energy are greater for the N2 case as 
can be seen in figure 7.1.      
It should be noted here that since the main gas heating effect occurs in the capillary for higher flow 
rates than the rate assumed here, it is expected that the background gas heating due to the presence of 
the plasma in the capillary should not change significantly. Since the gas composition in the capillary 
does not change significantly for high enough flow rates, and since the time scale of the discharge is 
typically much shorter than the time scale of the flow, there is no reason to expect any difference in 
the heating inside the capillary. 
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7.6. The perturbed gas flow 
To evaluate the impact of the presence of the discharge on the background flow, the time averaged 
force fields and the time averaged heating term discussed in section 3.3 are introduced into the 
momentum conservation equation (equation (3.18)) and the heat equation (equation (3.6)). A 
comparison between the steady state un-perturbed flow and the steady-state perturbed flow for the 
three cases is shown in figure 7.4.  
As figure 7.4 shows, the temperature increases significantly due to gas heating, with the highest 
increase by a factor of 53% for the N2 case, followed by 40% for the O2 case and 20% for the pure 
helium case.  The gasses added to the flow allow the electrons to lose some of their energy to the 
background gas through rotational and vibrational excitations. As it is shown in section 7.1, those 
losses are greater for the N2 case compared to the O2 case, explaining why the temperature increase is 
greater for the N2 case compared to O2 case. The 2D distribution of gas temperature for the three cases 
is similar to figure 7.4(a), with the maximum temperatures as shown in figure 7.4(b). This spatial 
distribution of temperature induces a pressure gradient force that increases the flow velocity outside 
the capillary as shown in figures 7.4(c)-(e). Since the gas temperature is the highest for the N2 case, 
the increase in the flow velocity is the highest for that case as well, followed by the O2 case then the 
pure helium case. 
It should be noted here that the temperatures shown in figure 7.4(b) are computed under the condition 
that the thermal flux from the gas to the capillary is zero while in reality it is finite, implying that the 
temperatures presented here are slightly over-estimated. Determining the heat flux into the capillary is 
outside the scope of this work. The zero flux assumption is justified by the poor heat conductivity of 
glass, from which the capillary is made.  
The EHD forces are responsible for the small increase in the velocity in figures 7.4(c) and 7.4(e) at 
approximately |z| = 4 mm. This small difference indicates that the impact of the EHD forces on the 
flow is significantly weaker compared to the pressure gradient force induced by the temperature. 
Thus, gas heating is the main factor responsible for altering the gas flow pattern.   
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Figure 7.4 The temperature for the pure helium case is shown in (a), the temperature along the symmetry axis 
outside the capillary for the three cases is shown in (b). The amplitude of the velocity along the symmetry axis 
outside the capillary is shown for (c) the helium case, (d) the 2% O2 case, and (e) the 2% N2 case. 
Assuming that higher flow rates do not significantly change the gas heating inside the capillary, the 
increase of the flow velocity is not expected to substantially differ from what is reported here. 
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Consequently, this extra velocity due to the presence of the plasma is unlikely to cause a significant 
increase in the Reynolds number of the flow to change the flow regime from laminar to transitional or 
turbulent. As a matter of fact, the Reynolds number of the perturbed flow is slightly lower compared 
to the un-perturbed flow case (approximately 40 for the pure helium case, 35 for the 2% O2 case and 
33 for the 2% N2 case). The reason for this decrease is that the relative drop in the gas density due to 
heating is greater than the relative increase in the velocity, which causes the total Reynolds number to 
decrease. Thus, the results presented here suggest that the physical explanation of the plasma–induced 
turbulence, as described in section 7.1 as the macro-scale scenario is unlikely. This leaves the other 
scenario (the micro-scale scenario) as the more probable explanation, where the critical Reynolds 
number of the flow is effectively reduced due to the presence of the plasma, causing flows which are 
laminar in the absence of the plasma to become turbulent when the plasma is present. 
7.7. Conclusions 
The computational model is used to compute the time-averaged EHD forces and gas heating effect 
from the discharge model for three gas compositions, which proves an improved representation of the 
impact of the plasma on the background flow.  
For the three investigated cases in this chapter, the electric field component of the EHD forces 
dominates over the other two components (the drag force term and the density gradient term). The 
EHD forces are mainly applied to the background flow during the pulse-on time, and almost identical 
for all investigated cases.  The maximum values of the total EHD forces in the radial and the axial 
directions are approximately 6 and 5 kNm
-3
, respectively. That is approximately an order of 
magnitude lower than typically found in DBD air actuator configurations. 
The gas heating effect has its maximum intensity inside the capillary. Due to enhanced inelastic losses 
of the electron energy, the gas temperature increases by 60, 120, and 160 K for the pure helium, O2, 
and N2 admixture cases, respectively.   
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The dominant mechanism responsible for the perturbation of the background gas flow pattern is the 
gas heating. There is a slight change in the Reynolds number at the exit of the capillary as the increase 
in the flow velocity is counteracted by the decrease in density due to heating. This shows that the 
plasma is not capable of accelerating the flow velocity to increase the Reynolds number in order to 
induce a transition from a laminar flow regime to a turbulent flow regime. These results make the 
decrease of the critical Reynolds number a more probable explanation for the induced turbulence by 
the plasma.  
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Chapter 8 
 
Conclusions and future work 
8.1. Conclusions 
In this work, a 2D axisymmetric time dependent fluid model is implemented to study different aspects 
of a He-APPJ configuration. The main studied aspects are the longer-time scale behaviour (covering 
two consecutive periods of the applied waveform) of the discharge compared to what is reported in 
the literature, and the origin of the induced turbulence by the discharge. The studies presented in this 
work have covered two configurations, a configuration where the He-APPJ is driven in an open air 
environment, where the flow of the helium jet is stopped by the friction with the static background air. 
The other configuration has a solid surface placed close to the exit of the helium jet, causing the 
helium to be deflected by the surface and flow sideways.  
The chemistry of the charged species in the afterglow of the open jet version is studied in chapter 6. 
Such a study is motivated by the fact that time-resolved experimental techniques such as MS indicate 
a significant increase in the signal intensities of the charged species in the afterglow of a pulsed He-
APPJ. Analysing the reasons behind this behaviour contributes toward optimising APPJs to serve as 
source of active species for a particular application.       
It is found in the afterglow study of an open He-APPJ that for both single pulse and sequential 
pulsing, as the applied pulse has ended, the plasma potential drops, thus weakening the electric field 
holding electrons in the plasma channel, allowing electrons to diffuse from the plasma channel into 
the surrounding air. The plasma potential continues to drop until a field reversal occurs at the edges of 
the plasma channel, causing an imbalance of the electron fluxes leading to emptying the edges of the 
plasma channel of electrons. Electrons that diffused prior to the field reversal are lost in attachment 
reactions to O2 molecules, causing an increase in the density of 
-
2O
 
up to almost two orders of 
magnitude.   
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Positive ions densities ( 2O
 
in particular) increase in the afterglow as they are generated by Penning 
ionisation with helium metastables and charge exchange with helium ions. The increase in the 
densities of both 2O  and 
-
2O
 
peaks before 1 s from the end of the pulse. The densities start to 
decline through chemical reactions until they arrive to less than 10% of their maximum value in the 
afterglow. 
It is also shown that in a helium jet discharge with negligible impurities, the spatial structure of ionic 
air species resembles a halo around the plasma channel. The spatial structure of the density of -2O
 
ions 
is concentrated at the radial edges of the plasma channel, while the density of O2
+ 
is concentrated at 
the radial and the axial edges of the plasma channel. The density of O2
+
 ions follows the mixing layer 
where a significant air fraction overlaps with helium metastables and ions. The absence of the -2O
 
halo at the axial edge of the plasma channel is because the axial mixing layer is much larger in width 
compared to the radial mixing layer. This increases the probability of electrons being lost in ion-
recombination reactions compared to attachment reactions. It is also shown that the 2O  halo is closer 
to the plasma channel from the -2O
 
halo, which encapsulates the halo of positive ions and the plasma 
channel. 
The effect of sequential pulsing is also discussed. The higher the frequency is, the weaker the electric 
field is in the head of the bullet, and the fewer ions and electrons are generated per period as a result. 
It is also shown that the spatial distribution of electrons, helium metastables, and helium ions is more 
compact radially in the second period as the bullet propagates along a preferential path determined by 
the spatial structure of the first pulse residuals. This has a limited impact on electrons and negative 
ions, but it makes the generation of positive ions more concentrated at the axial edge of the plasma 
channel compared to the radial edges. 
The fluxes and the fluences of chosen charged species ( 2O  and
-
2O ) and neutral species (OH and O) 
from a He-APPJ to a dielectric surface are discussed in chapter 6, which were computed using the 
surface version of the model. The information presented in this study is important for applications 
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where an APPJ is used to treat a surface as it reveals the spatio-temporal distribution of the fluxes to 
the surface, which provides the total amount of delivered species to the surface. Studying the fluxes of 
the species at the surface is difficult by experimental means. Other attempts to model this in the 
literature have only studied the pulse-on time, whereas the work here covers two periods of the 
applied waveform.  
The analysis in chapter 6 shows that the flux of positive ions ( 2O  in particular) is maximum during 
the pulse-on time, where the 2O
 
flux is driven by the externally applied electric field. During the 
pulse-off time, the 2O
 
flux to the surface is driven by the surface charge-induced electric field. The 

2O
 
flux during the propagation of the bullet parallel to the surface during the pulse-on time is 
approximately 10
22
 m
-2
s
-1
 , compared to 10
19
 m
-2
s
-1 
during the pulse-off time. The difference in the 
flux is attributed to the difference in the intensity of the normal electric field to the dielectric surface. 
The 2O
 
fluence during a pulse period shows that 2O
 
ions are mainly delivered to the dielectric 
surface in the contact area between the weakly conducting plasma channel and the dielectric surface.  
The flux of negative ions ( -2O  in particular) to the dielectric surface during the pulse-on time is 
negligible, as the direction of the externally applied electric field at the dielectric surface suppresses 
them from arriving to the dielectric surface. During the pulse-off time, the -2O
 
ions move to outside 
the contact area where they are deposited, as they are repelled by the surface charge induced-electric 
field in the contact area. The -2O
 
flux during the pulse-off time is approximately 10
18
 m
-2
s
-1
. The -2O
 
fluence during a pulse period shows that -2O
 
ions are delivered to the dielectric surface outside the 
contact area.  
Increasing the dielectric thickness weakens the electric field in the head of the bullet leading to lower 
fluences of ionic species to the dielectric surface. Increasing the flow rate (assuming low impurity 
levels) lowers the air entrainment in the jet, making less air molecules available for ionisation in the 
8. CONCLUSIONS AND FUTURE WORK 
112 
 
path of the propagating bullet, which decreases the fluence of 2O  to the surface and causes it to be 
more concentrated toward the edge of the contact area. 
The memory effect of the discharge is studied by solving a second pulse period of the waveform for 
two flow rates. It is shown that this effect has a much greater impacts on the fluence of -2O  than 

2O
 
to the dielectric surface. The presence of negative surface charge on the surface of the dielectric from 
the previous period weakens the -2O
 
flux to the surface, making the -2O
 
fluence in the second period 
smaller compared to the first period. 
Since the memory effect is related to the frequency of operation, the frequency can be used as an 
adjustable parameter to control the fluences of ionic species to the dielectric surface to suit a 
particular application.  
The influence of the plasma on the background gas in a He-APPJ is studied using the open air version 
of the model in chapter 7. The mechanism by which turbulence is induced in an APPJ has been 
discussed in many works in the literature, where no conclusion is reached. In most of these works, 
there has been a separation between the fluid dynamics part of the problem and the plasma part of the 
problem. The study presented in chapter 7 provides a link between the two parts. It also proposes a 
different explanation of the turbulence-inducing mechanism.  
The discharge affects the flow pattern of the background gas in two ways: firstly, by the EHD forces 
applied by the charged species and secondly, through gas heating by energetic electrons. For the three 
investigated cases. It is shown that the magnitude of the EHD forces in a He-APPJ is approximately 
an order of magnitude lower than typically in DBD air actuator configurations.  The electric field term 
in the expression of the EHD forces dominates over the other two terms (the drag force term and the 
density gradient term). The EHD forces are mainly applied to the background flow during the pulse-
on time, and almost identical in the three investigated cases. The maximum values of the total EHD 
forces in the radial and the axial directions are approximately 6 and 5 kNm
-3
, respectively.   
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The gas heating effect has its maximum intensity inside the capillary, but is also significant in an axial 
layer outside the capillary due to the strong electric field between the anode and the cathode. Three 
gas compositions were considered: pure helium, 2% O2 admixture, and 2% N2 admixture.  The 
addition of O2 or N2 to the flow increases the heating effect of the background gas due to enhanced 
inelastic losses of electrons. The increases in the gas temperature due to the presence of the plasma 
are 100, 140, and 180 K for the pure helium, the O2, and the N2 admixture cases, respectively.   
Gas heating is shown to be the dominant mechanism responsible for the perturbation of the 
background gas flow pattern in the three investigated cases. The Reynolds number at the exit of the 
capillary changes slightly as the increase in the flow velocity is counteracted by the decrease in 
density due to heating. The results indicate that the impact of the plasma on the flow would not be 
strong enough to increase the Reynolds number to induce a transition from a laminar flow regime to a 
turbulent flow regime. Therefore it is more likely that the critical Reynolds number is decreased. 
8.2. Suggested future work 
Turbulence is considered to be an important topic for the performance of APPJs as sources of active 
chemical species. Since turbulence is known to improve gas mixing significantly, it is expected that 
the gas composition of the helium jet (especially close to the mixing layers) changes significantly 
when the discharge is switched on. So far, this effect has not been taken into account in any study. 
This makes it an interesting topic for a future investigation. 
In addition to turbulence-modified gas composition, the impact of the plasma on the critical Reynolds 
number requires further investigation. The critical Reynolds number of a particular flow configuration 
can be computed or estimated using the linear hydrodynamic stability theory, where a linearised 
version of the Navier-Stokes equation is solved for a velocity field with a small perturbation following 
the amplification of this perturbation. Including the EHD forces and the gas heating in the stability 
analysis of the flow will provide important information of the induction of turbulence in APPJ. 
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Reactions tables 
In this appendix, the reactions included in the model are listed. Table A1 lists the reactions followed 
in the mass conservation equations, which are the same reactions included in the explicit term in 
equation (3.15). Table A2 lists the reactions included in the implicit term of equation (3.15). In this 
section, xair (dimensionless) is the mole fraction of air, avg (eV) is the average electron energy Te (eV) 
is the electron temperature, Teg (dimensionless) is the electron temperature normalised to gas 
temperature, T0 (dimensionless) is the gas temperature normalised to 300 K, and Tg (K) is the gas 
temperature. 
Reaction 
Number 
Reaction formula Reaction coefficient
 
Energy 
cost 
(eV) 
Ref. 
R1 e + He    e + He f(xair,avg)  [137] 
R2 e + He    e + He* f(xair,avg) 19.80 [137] 
R3 e + He
*
    e + He 1.763310-16 avg 0.31 -19.80 [70] 
R4 e + He    2e + He+ f(xair,avg) 24.58 [137] 
R5 e + He
*
    2e + He+ 110-13 avg0.6 exp(-7.175/avg) 4.78 [70] 
R6 e + N2    e + N2 f(xair,avg)  [137] 
R7 e + N2    2e + N2+ f(xair,avg) 15.6 [137] 
R8 e + O2    e + O2 f(xair,avg)  [138] 
R9 e + O2    2e + O2+ f(xair,avg) 12.06 [138] 
R10 e + He2
*
    2e + He2+ 7.2810-16 avg 0.71 exp(-5.1/avg) 3.4 [70] 
R11 e + He2
+
    He + He* 6.138210-15 avg -0.5  [70] 
R12 2e + He
+
   e + He 710-32 Teg-4.5  [114] 
R13 2e + He2
+
   e + 2He 710-32 Teg-4.5  [114] 
R14 e + He + He2
+
    3He 210-39 Teg-2.5  [114] 
R15 e + He
+
   He 210-18  [114] 
R16 e + He2
+
   2He 110-14  [114] 
R17 e + O2
+
   2O 7.76210-15 avg -1 -6.91 [70] 
R18 e + He + He
+
   He + He* 110-39  [114] 
R19 e + He + He2
+
    2He + He* 510-39/Teg  [114] 
R20 e + He + He2
+
    He + He2* 1.510
-39
  [114] 
R21 2e + He
+
   e + He* 610-32 Teg-4  [114] 
R22 2e + He2
+
   He + He* + e 110-32 Teg-4  [114] 
R23 2e + He2
+
   He2* + e 310
-32 
Teg
-4
  [114] 
R24 e + He
+
   He* 6.7610-19 Te-0.5  [114] 
R25 e + He2
+
   He + He* 8.910-15 Teg-1.5  [114] 
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R26 e + H2O   e + H2O f(xair,avg)  [114] 
R27 e + N2   e + 2N f(xair,avg) 13 [114] 
R28 e + O2   O2- f(xair,avg)  [114] 
R29 e + H2O   e + H + OH f(xair,avg) 9 [114] 
 R30
a 
e + OH   e + O + H 2.0810-13 Te-0.76 exp(-6.9/Te) 6.9 [114] 
 R31
a
 e + N   2e + N+ 110-14 Te0.5 exp(-14.5/Te) 14.5 [114] 
 R32
a
 e + N2   2e + N + N+ 4.210
-16 
Te
0.5 
exp(-28/Te) 28 [114] 
R33 e + N
+
   N 3.510-18  [114] 
R34 e + N2
+
   2N 2.810-13 Teg-0.5  [114] 
R35 e + N2
+
   N2 4.810
-13 
Teg
-0.5
  [114] 
R36 2e + O2
+
   e + O2 710
-32 
Teg
-4.5
  [114] 
R37 e + O2 + O2
+
   2O2 2.4910
-41 
Teg
-1.5
  [114] 
R38 e + N2 + O2
+
   O2 + N2 610
-39 
Teg
-1.5
  [114] 
R39 2e + N
+
   N + e 710-32 Teg-4.5  [114] 
R40 e + He + N
+
   N + He 210-39 Teg-2.5  [114] 
R41 e + O2 + N
+
   N + O2 610
-39 
Teg
-1.5
  [114] 
R42 e + N2 + N
+
   N + N2 610
-39 
Teg
-2.5
  [114] 
R43 2e + N2
+
   N2 + e 710
-32 
Teg
-4.5
  [114] 
R44 e + O2 + N2
+
   N2 + O2 610
-39 
Teg
-1.5
  [114] 
R45 e + N2 + N2
+
   2N2 610
-39 
Teg
-1.5
  [114] 
R46 e + O3   O + O2- 5.8710
-15 
Te
-1.5 
exp(-1.59/Te)  [114] 
R47 e + O3   O2 + O- 2.1210
-15 
Te
-1.06
 exp(-0.93/Te)  [114] 
 R48
a
 e + O
-
   O + 2e 5.4710-14 Te0.324 exp(-2.98/Te) 2.98 [114] 
 R49
a 
e + O2   2O + e 1.4110
-15 
Te
0.22 
exp(-12.62/Te) 12.62 [114] 
 R50
a
 e + O2   O + O- 1.0710
-15 
Te
-1.39 
exp(-6.26/Te) 6.26 [114] 
R51 e + O2 + H2O   H2O + O2- 1.410
-41
  [114] 
R52 e + He + O   He + O- 110-43  [114] 
R53 e + He + O2   He + O2- 3.610
-43 
Te
-0.5
  [114] 
R54 e + He + O3   He + O3- 110
-43
  [114] 
R55 e + O + O2   O + O2- 110
-43  [114] 
R56 e + O + O2   O2 + O- 110
-43  [114] 
R57 e + O + N2   N2 + O- 110
-43  [114] 
R58 e + 2O2   O2 + O2- 3.610
-43 
Te
-0.5
  [114] 
R59 e + O2 + O3   O2 + O3- 110
-43
  [114] 
R60 e + O2 + N2   N2 + O2- 1.2410
-43 
T0
-0.5
  [114] 
R61 e + O
+
   O 410-18  [114] 
R62 e + O2
+
   O2 410
-18
  [114] 
R63 2e + O
+
   O + e 710-32 Teg-4.5  [114] 
R64 e + He + O
+
   He + O 610-39 Teg-2.5  [114] 
R65 e + O2 + O
+
   O2 + O 610
-39
 Teg
-2.5
  [114] 
R66 e + N2 + O
+
   N2 + O 610
-39
 Teg
-1.5
  [114] 
 R67
a 
e + O   2e + O+ 910-14 Te0.7 exp(-13.6/Te) 13.6 [114] 
 R68
a 
e + O2   2e + O + O+ 5.410
-16
 Te
0.5 
exp(-17/Te) 17 [114] 
 R69
a
 e + O2   O- + e + O+ 7.110
-17 
Te
0.5 
exp(-17/Te) 17 [114] 
R70 e + H2O   H + OH- f(Xair, avg)  [139] 
R71 e + OH   OH- 110-21  [114] 
R72 e + OH + He   He + OH- 310-43  [114] 
R73 He
*
 + 2He   He2* + He 1.310
-45
  [70] 
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R74 2He + He
+
   He + He2+ 110
-43
  [70] 
R75 He
*
 + N2   He + e + N2+ 710
-17
  [70] 
R76 He2
*
 + N2   2He + e + N2+ 710
-17
  [70] 
R77 N2 + He
+
   He + N2+ 510
-16
  [70] 
R78 N2 + He2
+
   2He + N2+ 510
-16
  [70] 
R79 2He
*
   He + e + He+ 2.710-16  [114] 
R80 O2 + He
+
   He + O2+ 3.310
-17 
Tg
0.5
  [114] 
R81 He
*
 + He2
+
   2He + He+ 110-16  [114] 
R82 O2 + He2
+
   2He + O2+ 110
-15 
Tg
0.5
  [114] 
R83 2O2   2O + O2 6.610
-15 
T0
-1.5 
exp(-59000/Tg)  [114] 
R84 He
*
 + He + O2   2He + e + O2+ 1.610
-43
  [114] 
R85 He
*
 + O2   He + e + O2+ 2.610
-16
  [114] 
R86 2O   O2 9.2610
-40 
T0
-1
  [114] 
R87 3N   N + N2 3.3110
-39 
T0
-1.5
  [114] 
R88 2N + N2   2N2 7.610
-46 
exp(500/Tg)  [114] 
R89 2N + He   N2 + He 7.610
-46 
exp(500/Tg)  [114] 
R90 3O   O2 + O 9.2110
-46 
T0
-0.63
  [114] 
R91 2O + O2   2O2 2.5610
-46 
T0
-0.63
  [114] 
R92 2O + N   O2 + N 3.210
-45 
T0
-0.41
  [114] 
R93 2O + N2   O2 + N2 6.4910
-47
 exp(1039/Tg)  [114] 
R94 2O + H2O   O2 + H2O 1.710
-44 
T0
-1
  [114] 
R95 O2
-
 + He
+
   O2 + He 210
-13 
T0
-1
  [114] 
R96 O2
-
 + He2
+
   2He + O2 110
-13
  [114] 
R97 O2
-
 + O2
+
   2O + O2 110
-13
  [114] 
R98 O2
-
 + O2
+
   2O2 4.210
-13 
T0
-0.5
  [114] 
R99 O2
-
 + He + He2
+
   3He + O2 210
-37 
T0
-2.5  [114] 
R100 O2
-
 + O2 + He2
+
   2He + 2O2 210
-37 
T0
-2.5  [114] 
R101 He + O2
-
   He + O2 + e 3.910
-16 
exp(-7400/Tg)  [114] 
R102 He
*
 + O2
-
   He + O2 + e 310
-16
  [114] 
R103 He2
*
 + O2
-
   2He + O2 + e 310
-16
  [114] 
R104 O2 + O2
-
   2O2 + e 2.710
-16
 T0
0.5 
exp(-5590/Tg)  [114] 
R105 N2 + O2
-
   N2 + O2 +e 1.910
-18 
T0
1.5 
exp(-4990/Tg)  [114] 
R106 H2O + O2
-
   H2O + O2 + e 510
-15 
exp(-5000/Tg)  [114] 
R107 O2
-
 + O2 + N2
+
   2O2 + N2 210
-37 
T0
-2.5  [114] 
R108 O2
-
 + N2 + N2
+
   O2 + 2N2 210
-37 
T0
-2.5  [114] 
R109 2He
*
   e + He2+ 1.0510
-15
  [114] 
R110 He2
*
 + He
*
   2He + e + He+ 510-16  [114] 
R111 He2
*
 + He
*
   He + e + He2+ 210
-15
  [114] 
R112 2He2
*
   3He + e + He+ 310-16  [114] 
R113 2He2
*
   2He + e + He2+ 1.210
-15
  [114] 
R114 2N2  2N + N2 3.510
-15 
T0
-1.6 
exp(-113000/Tg)  [114] 
R115 2He + He
*
   He + He2* 1.510
-46
  [114] 
R116 2O + He   O2 + He 110
-45
  [114] 
R117 2N + O2   N2 + O2 3.910
-45
  [114] 
R118 2N + H2O   N2 + H2O 3.910
-45
  [114] 
R119 O2
-
 + N2
+
   2N + O2 110
-13
  [114] 
R120 O2
-
 + N2
+
   N2 + O2 2.710
-13 
T0
-0.5
  [114] 
R121 O2
-
 + He + O2
+
   He + 2O2 210
-37 
T0
-2.5 
 [114] 
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R122 O2
-
 + O2 + O2
+
   3O2 210
-37 
T0
-2.5  [114] 
R123 O2
-
 + N2 + O2
+
   2O2 + N2 210
-37 
T0
-2.5  [114] 
R124 N2 + He2
+
   He2 + N2+ 1.410
-15
  [114] 
R125 He2
*
 + O2   2He + e + O2+ 3.610
-16
  [114] 
R126 OH + O   O2 + H 2.210
-17
 exp(120/Tg)  [114] 
R127 O + H2O   2OH 2.510
-20 
T0
1.14 
exp(-8624/Tg)  [114] 
R128 2OH   H2O + O 4.210
-18
 exp(-240/Tg)  [114] 
R129 H + OH + H2O   2H2O 2.4610
-42
 T0
-2
  [114] 
R130 H + OH + N2   H2O + N2 6.8810
-43
 T0
-2
  [114] 
R131 H + OH + O2   H2O + O2 6.8810
-43
 T0
-2
  [114] 
R132 O + H + H2O   H2O + OH 2.7610
-44
 T0
-1
  [114] 
R133 H + OH + He   H2O + He 1.5610
-43
 T0
-2.6
  [114] 
R134 O2 + H   O + OH 3.710
-16 
exp(-8455/Tg)  [114] 
R135 O2 + N2
+
   N2 + O2+ 510
-17 
T0
-0.8
  [114] 
R136 N + N2
+
   N2 + N+ 2.410
-21 
Tg  [114] 
R137 O
-
 + O2 + N
+
   O2 + O + N 210
-37
 T0
-2.5 
 [114] 
R138 O
-
 + N2 + N
+
   N2 + O + N 210
-37
 T0
-2.5  [114] 
R139 O2
-
 + N2 + N
+
   N2 + O2 + N 210
-37
 T0
-2.5  [114] 
R140 O2
-
 + O2 + N
+
   2O2 + N 210
-37
 T0
-2.5  [114] 
R141 O
-
 + O2 + N2
+
   O2 + O + N2 210
-37
 T0
-2.5  [114] 
R142 O
-
 + N2 + N2
+
   O + 2N2 210
-37
 T0
-2.5  [114] 
R143 O
-
 + He + O2
+
   O + O2 + He 210
-37
 T0
-2.5  [114] 
R144 O
-
 + O2 + O2
+
   O + 2O2 210
-37
 T0
-2.5  [114] 
R145 O
-
 + O2 + O2
+
   O2 + O3 210
-37
 T0
-2.5  [114] 
R146 O
-
 + N2 + O2
+
   N2 + O3 210
-37
 T0
-2.5  [114] 
R147 O
-
 + N2 + O2
+
   N2 + O2 + O 210
-37
 T0
-2.5  [114] 
R148 2O3   O + O2 + O3 1.610
-15
 exp(-11400/Tg)  [114] 
R149 O3 + N2   O + O2 + N2 1.610
-15
 exp(-11400/Tg)  [114] 
R150 O3 + H2O   O + O2 + H2O 1.610
-15
 exp(-11400/Tg)  [114] 
R151 O3 + H   O2 + OH 7.7810
-17 
T0
0.25 
exp(-327.8/Tg)  [114] 
R152 O3 + O2   O + 2O2 1.610
-15
 exp(-11400/Tg)  [114] 
R153 O3 + O   2O + O2 9.410
-17
 exp(-11400/Tg)  [114] 
R154 O3 + O   2O2 810
-18
 exp(-2060/Tg)  [114] 
R155 2O + O2    O3 + O 3.410
-46 
T0
-1.2
  [114] 
R156 O + 2O2    O3 + O2 610
-46 
T0
-2.8
  [114] 
R157 O + O2 + O3   2O3 2.310
-47
 exp(-1057/Tg)  [114] 
R158 O + O2 + N2   N2 + O3 1.110
-46
 exp(510/Tg)  [114] 
R159 O + O2 + He   He + O3 3.410
-46 
T0
-1.2
  [114] 
R160 O
-
 + O2
+
   3O 110-13  [114] 
R161 O
-
 + O2
+
   O + O2 110
-13 
T0
-0.5
  [114] 
R162 O
-
 + He
+
   O + He 210-13 T0-1  [114] 
R163 O
-
 + He2
+
   O + 2He 110-13  [114] 
R164 O
-
 + N
+
   O + N 2.610-13 T0-0.5  [114] 
R165 O2
-
 + N
+
   O2 + N 410
-13
  [114] 
R166 O
-
 + He + He
+
   2He + O 210-37 T0-2.5  [114] 
R167 O
-
 + O2 + He
+
   He + O + O2 210
-37
 T0
-2.5  [114] 
R168 O
-
 + N2 + He
+
   He + O + N2 210
-37
 T0
-2.5  [114] 
R169 O
-
 + He + He2
+
   3He + O 210-37 T0-2.5  [114] 
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R170 O
-
 + O2 + He2
+
   2He + O + O2 210
-37 
T0
-2.5
  [114] 
R171 O
-
 + N2
+
   O + 2N 110-13  [114] 
R172 O
-
 + N2
+
   O + N2 2.710
-13
 T0
-0.5
  [114] 
R173 O
-
 + He   He + O + e 2.510-24 T00.6  [114] 
R174 O
-
 + He
*
   He + O + e 310-16  [114] 
R175 O
-
 + He2
*
   2He + O + e 310-16  [114] 
R176 O
-
 + O   O2 + e 210
-16 
T0
0.5
  [114] 
R177 O
-
 + O2   O + O2- 1.510
-18
  [114] 
R178 O
-
 + O2   O3 + e 510
-21 
T0
0.5
  [114] 
R179 O
-
 + O3   2O2 + e 3.0110
-16 
T0
0.5
  [114] 
R180 O
-
 + H   OH + e 510-16  [114] 
R181 O2
-
 + O   O2 + O- 1.510
-16 
T0
0.5
  [114] 
R182 O2
-
 + O   O3 + e 1.510
-16 
T0
0.5
  [114] 
R183 O3 + N2
+
   O + N2 + O2+ 110
-16
  [114] 
R184 O2 + N
+
   N + O2+ 2.810
-16
  [114] 
R185 He + O3   He + O + O2 1.5610
-15 
exp(-11400/Tg)  [114] 
R186 He
*
 + O3   He + O + e + O2+ 2.610
-16
  [114] 
R187 He
*
 + N2   He + N + e + N+ 110
-16
  [114] 
R188 O2 + N + N
+
   O2 + N2+ 110
-41
  [114] 
R189 N2 + N + N
+
   N2 + N2+ 110
-41
  [114] 
R190 He2
*
 + O3   2He + O + e + O2+ 3.610
-16
  [114] 
R191 O
-
 + O3   O + O3- 1.9910
-16 
T0
0.5
  [114] 
R192 O2
-
 + O2   O + O3- 3.510
-21
  [114] 
R193 O2
-
 + O3   O2 + O3- 610
-16 
T0
0.5
  [114] 
R194 O3
-
 + He   He + O + O2 + e 310
-16
  [114] 
R195 O3
-
 + He
*
   He + O3 + e 310
-16  [114] 
R196 O3
-
 + He2
*
   2He + O + O2 + e 310
-16  [114] 
R197 O3
-
 + O   2O2 + e 110
-17
  [114] 
R198 O3
-
 + O   O2 + O2- 2.510
-16
 T0
0.5
  [114] 
R199 O3
-
 + O2
+
   2O + O3 110
-13
  [114] 
R200 O3
-
 + O2
+
   O2 + O3 210
-13
 T0
-1
  [114] 
R201 O3
-
 + N
+
   N + O3 2.710
-13
 T0
-0.5
  [114] 
R202 O3
-
 + N2
+
   2N + O3 110
-13
  [114] 
R203 O3
-
 + N2
+
   N2 + O3 2.710
-13 
T0
-0.5
  [114] 
R204 O3
-
 + He + He2
+
   3He + O3 210
-37 
T0
-2.5
  [114] 
R205 O3
-
 + O2 + He2
+
   2He + O3 + O2 210
-37 
T0
-2.5
  [114] 
R206 O3
-
 + O3   3O2 + e 110
-16
  [114] 
R207 O
-
 + O2 + N2   N2 + O3- 110
-42 
T0
-1
  [114] 
R208 O
-
 + 2O2   O2 + O3- 1.110
-42 
T0
-1
  [114] 
R209 O
-
 + He + O2   He + O3- 110
-42 
T0
-1
  [114] 
R210 N2 + He
+
   He + N + N+ 610-16  [114] 
R211 O + He
+
   He + O+ 510-17 T00.5  [114] 
R212 O2 + He
+
   He + O + O+ 1.0710-15 T00.5  [114] 
R213 O3 + He
+
   He + O2 + O+ 1.0710
-15 
T0
0.5
  [114] 
R214 OH + He
+
   He + H + O+ 1.110-15  [114] 
R215 O + He2
+
   2He + O+ 110-15 T00.5  [114] 
R216 O2 + He2
+
   2He + O + O+ 1.0510-15  [114] 
R217 O3 + He2
+
   2He + O2 + O+ 110
-15 
T0
0.5
  [114] 
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R218 O + N
+
   N + O+ 110-18  [114] 
R219 O2 + O
+
   O + O2+ 210
-17 
T0
-0.4
  [114] 
R220 O3 + O
+
   O2 + O2+ 110
-16
  [114] 
R221 N2 + O
+
   O + N2+ 4.910
-15
  [114] 
R222 OH + O
+
   H + O2+ 3.610
-16
  [114] 
R223 He
*
 + O2
+
   O + He + O+ 110-26  [114] 
R224 He2
*
 + O2
+
   O + 2He + O+ 110-16  [114] 
R225 He
*
 + N2
+
   N + He + N+ 110-26  [114] 
R226 O + N2
+
   N2 + O+ 110
-17 
T0
-0.2
  [114] 
R227 He2
*
 + He   3He 4.910-22  [114] 
R228 He
*
 + O   He + e + O+ 2.610-16  [114] 
R229 O + He + O
+
   He + O2+ 110
-41
 T0
0.5
  [114] 
R230 O + O2 + O
+
   O2 + O2+ 110
-41
 T0
0.5
  [114] 
R231 O + N2 + O
+
   N2 + O2+ 110
-41
  [114] 
R232 He + He
*
 + O   2He + e + O+ 110-43  [114] 
R233 He + He
*
 + O3   2He + O + e + O2+ 1.610
-43
  [114] 
R234 He + O + H   He + OH 3.210-45 T0-1  [114] 
R235 O
-
 + O
+
   2O 2.710-13 T0-0.5  [114] 
R236 O2
-
 + O
+
   O + O2 210
-13 
T0
-1
  [114] 
R237
b 
O3
-
 + O
+
   O + O3 210
-13 
T0
-1
  [114] 
R238 O
-
 + He + O
+
   He + 2O 210-37 T0-2.5  [114] 
R239 O
-
 + O2 + O
+
   O2 + 2O 210
-37 
T0
-2.5  [114] 
R240 O
-
 + O2 + O
+
   2O2 210
-37 
T0
-2.5  [114] 
R241 O
-
 + N2 + O
+
   N2 + 2O 210
-37 
T0
-2.5  [114] 
R242 O
-
 + N2 + O
+
   N2 + O2 210
-37 
T0
-2.5  [114] 
R243 O2
-
 + He + O
+
   He + O + O2 210
-37 
T0
-2.5  [114] 
R244 O2
-
 + O2 + O
+
   2O2 + O 210
-37 
T0
-2.5  [114] 
R245 O2
-
 + O2 + O
+
   O2 + O3 210
-37 
T0
-2.5  [114] 
R246 O2
-
 + N2 + O
+
   N2 + O + O2 210
-37 
T0
-2.5  [114] 
R247 O2
-
 + N2 + O
+
   N2 + O3 210
-37 
T0
-2.5  [114] 
R248
b 
O3
-
 + He + O
+
   He + O + O2 210
-37 
T0
-2.5  [114] 
R249
b 
O3
-
 + O2 + O
+
   O3 + O + O2 210
-37 
T0
-2.5  [114] 
R250
b 
O3
-
 + He + O2
+
   O3 + He + O2 210
-37 
T0
-2.5  [114] 
R251
b 
O3
-
 + O2 + O2
+
   O3 + 2O2 210
-37 
T0
-2.5  [114] 
R252
b 
O3
-
 + N2 + O2
+
   O + 2O2 + N2 110
-37 
T0
-2.5
  [114] 
R253 OH
-
 + He   He + OH + e 210-15 exp(-24030/Tg)  [115] 
R254 OH
-
 + H   H2O + e 1.810
-15
  [115] 
R255 O
-
 + H2O   OH + OH- 1.410
-15
  [115] 
R256 OH
-
 + He2
+
   OH + 2He 110-13  [115] 
R257 OH
-
 + O2
+
   OH + O2 210
-13 
T0
-0.5
  [115] 
R258
c 
e + H2O2 → H2O + O
-
 1.5710-16 
55.0
eT   
[115] 
R259
c 
e + H2O2 → OH + OH
-
 2.710-16 
5.0
eT   
[115] 
R260
c 
e + H2O2 → 2OH + e 2.3610
-15
  [115] 
R261
c 2OH → H2O2 1.510
-17
 (Tg/300)
-0.37
  [115] 
R262
c 
H + H2O2 → H2O + OH 410
-17
 exp(-2000/Tg)  [115] 
R263
c 
H2O + O
- → e + H2O2 610
-19
  [115] 
R264
c 
H2O2 → 2OH 210
9
 
86.4
gT
 
exp(-26821/Tg)  
[115] 
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Table A1 A list of reactions included in the mass conservation system of equations and the explicit term of 
equation 3.15. All rate coefficients have units of m
3
s
-1 
for two body reactions and m
6 
s
-1
 for three body reactions. 
a
The electron energy costs of the starred reactions were estimated from the  rate coefficient expression given in the literature. 
It was assumed to be the exponent corresponding to the activation energy in the Arrhenius equation.  
b
These reactions are only included in the open jet version of the mode. 
c
These reactions are only included in the surface version of the model. 
Reaction 
Number 
Reaction formula Reaction coefficient 
Energy 
cost (eV) 
Ref. 
R1 e + N2   e + N2(rot) f(xair,avg) 0.02 [137] 
R2 e + N2   e + N2(v* = 1) f(xair,avg) 0.29 [137] 
R3 e + N2   e + N2(v = 1) f(xair,avg) 0.29 [137] 
R4 e + N2   e + N2(v = 2) f(xair,avg) 0.59 [137] 
R5 e + N2   e + N2(v = 3) f(xair,avg) 0.88 [137] 
R6 e + N2   e + N2(v = 4) f(xair,avg) 1.17 [137] 
R7 e + N2   e + N2(v = 5) f(xair,avg) 1.47 [137] 
R8 e + N2   e + N2(v = 6) f(xair,avg) 1.76 [137] 
R9 e + N2   e + N2(v = 7) f(xair,avg) 2.06 [137] 
R10 e + N2   e + N2(v = 8) f(xair,avg) 2.35 [137] 
R11 e + N2   e + N2(A3Σ) (0 < v < 4  ) f(xair,avg) 6.17 [137] 
R12 e + N2   e + N2(A3Σ) (5 < v < 9  ) f(xair,avg) 7 [137] 
R13 e + N2   e + N2(B3Π)  f(xair,avg) 7.35 [137] 
R14 e + N2   e + N2(W3Δ) f(xair,avg) 7.36 [137] 
R15 e + N2   e + N2(A3Σ) (10 < v) f(xair,avg) 7.8 [137] 
R16 e + N2   e + N2(B’3Σ) f(xair,avg) 8.16 [137] 
R17 e + N2   e + N2(a’1Σ) f(xair,avg) 8.4 [137] 
R18 e + N2   e + N2(a1Π) f(xair,avg) 8.55 [137] 
R19 e + N2   e + N2(W1Δ) f(xair,avg) 11.03 [137] 
R20 e + N2   e + N2(C3Π) f(xair,avg) 11.87 [137] 
R21 e + N2   e + N2(a’’1Σ) f(xair,avg) 6.17 [137] 
R22 e + O2   e + O2(rot) f(xair,avg) 0.02 [138] 
R23 e + O2   e + O2(v* = 1) f(xair,avg) 0.19 [138] 
R24 e + O2   e + O2(v = 1) f(xair,avg) 0.19 [138] 
R25 e + O2   e + O2(v* = 2) f(xair,avg) 0.38 [138] 
R26 e + O2   e + O2(v = 2) f(xair,avg) 0.38 [138] 
R27 e + O2   e + O2(v = 3) f(xair,avg) 0.57 [138] 
R28 e + O2   e + O2(v = 4) f(xair,avg) 0.75 [138] 
R29 e + O2   e + O2(a1Δ) f(xair,avg) 0.98 [138] 
R30 e + O2   e + O2(b1Σ) f(xair,avg) 1.63 [138] 
R31 e + O2   O + O(1D) f(xair,avg) 8.4 [138] 
Table A2 A list of reactions included in the implicit term as shown in equation (3.15). 
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Appendix B 
 
Brief introduction to Finite Element Method 
The finite element method (FEM) is the default method used in COMSOL Mulitphysics. In this 
appendix, the method will be explained briefly. The examples in this appendix show the steps of 
transforming the partial differential equation to be solved into a system of algebraic equations. 
Since most of the equations used in the discharge model are continuity equations (for all species in 
addition to the electron energy density), a continuity equation is used to emphasise the 
implementation of the FEM. The continuity equation in a form similar to that used in the discharge 
model is called a convection-diffusion-reaction equation. A generic equation of this type is shown in 
equation (B.1). 
  RunnD
t
n


 
                                                           (B.1) 
where n (m
-3
) is the density of an arbitrary species, D (m
2
s
-1
) is the diffusion coefficient, u (ms
-1
) is the 
convection velocity, and R (m
-3
s
-1
) is the total generation/loss rate of the quantity described by the 
equation, which can be written explicitly as rnR coll  , where coll is the collision frequency (s
-1
). 
The first term represents the reactions in which the species n is as reactant, the second term represents 
reactions where the species n is a resultant of the reaction. All the previously mentioned variables are 
functions of x, y, and t. In equation (B.1), the flux is written explicitly between the brackets in the left-
hand side of the equation. A finite domain has to be defined over which equation (B.1) is solved. Such 
a domain is known as the computational domain.   
B.1. The spatial discretisation 
The basic concept of the FEM is to discretise the partial differential equation into a set of algebraic 
equations.  Unlike the finite difference or the finite volume methods, the discretisation in the FEM is 
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not based on the Taylor series expansion. Instead, it is based on assuming a discrete nature of the 
variable to be solved; the solution in the FEM can be described mathematically as: 
),()(),,( yxtntyxn
i
ii                                                     (B.2) 
where the index of the summation i runs over N points in the domain, these points are called nodes, ni 
is the value of the variable n at the ith point, and  i(x,y) is known as the ith basis function. The basis 
function is a mathematical arbitrary function satisfying the condition that it has a value of 1 at the 
node where it is defined and zero on all other nodes. The basis function represents an interpolation 
function, where the value of the variable n on the ith node is equal to ni, and the value of n on an 
adjacent node j is nj. The value of n on the line connecting the ith node to the jth node is a linear 
combination of ni and nj determined by i and j.  The basis function is known as an element, after 
which the method is called. Figure B1 shows a linear element (basis function) defined over the point 
(the node) xi.  
 
Figure B1. A schematic sketch of a linear basis function, taken from [140]. 
The mathematical functions used as basis functions can have different forms. For example, a possible 
form of the basis function is a piecewise function, where the value is 1 on the node on which the basis 
function is defined, and zero at all other nodes. Another possible form of the basis function is a linear 
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function, where the value of the function at its node is 1 and decays linearly along the lines connecting 
it to the other nodes.  The linear basis functions provide a better overall accuracy of the simulation 
compared to piecewise basis functions, a quadratic basis function provides a higher accuracy 
compared to a linear basis function, and so on. The downside of having high order basis functions is 
the computational cost, which increases as the order of the basis function increases. 
In order to define the nodes and the elements on the computational domain, a mesh is introduced in 
the domain. Figure B2 shows a typical mesh covering a square computational domain. The nodes are 
the vertices of the triangles covering the computational domain. The mesh can be unstructured as the 
one shown in figure B2, or structured (where the nodes are uniformly distrusted). It is always a 
requirement that the size of the elements be smaller than the smallest scale of the problem being 
solved. Otherwise the solution is going to be unphysical, or no solution is going to be obtained in the 
first place due to numerical instabilities arising from the inability of the mesh to resolve the gradients 
in the solution, more information on these instabilities can be found in [127].  
 
Figure B2. An example of a mesh on an arbitrary computational domain with two nodes indicated. 
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B.2. The Galerkin formulation 
The next step in the FEM after the construction of the mesh discretising the partial differential 
equation to be solved. This can be done using the Galerkin formulation. Substituting equation (B.2) 
into equation (B.1) gives equation (B.3): 
                                iiiiiiiiii
ti
i rnunDn
t
n
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

 )()(
)( 
                                     (B.3) 
where Di , ui, i , and ri are evaluated at every node on the mesh. Equation (B.3) needs to be solved on 
every node on the mesh (boundary conditions will be discussed in the next sections). Equation (B.3) 
can be re-arranged as: 
iiii
i
iiiii rn
t
n
unDn 

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




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
                                     (B.4) 
The next step in the solution procedure of FEM is to multiply equation (B.4) by a test function Wi(x,y) 
defined on the ith node, and integrate the equation over the computational domain. This method is 
known as the weighted residual method [140]. The test function is an arbitrary function defined over a 
particular element. The most common choice of the test function in the FEM is the basis function 
i(x,y) such that Wi(x,y) = i(x,y), this choice of the test function is known as the Galerkin method. It is 
the most widely used form of the FEM.  
After multiplying equation (B.4) by the basis function and integrating over the whole domain, the 
equation becomes: 
    
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                (B.5) 
Using integration by parts and the divergence theorem, the first and the second term on the right-hand 
side can be re-written as: 
    
S
iij
V
jii
V
jiiiiji
V
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
     (B.6) 
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Substituting equations (B.6) and (B.7) into equation (B.5) and regrouping gives: 
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(B.8) 
The only unknown in equation (B.8) is ni and its time derivative. The integrals remove all the space 
dependent variables, leaving equation 8 as an ordinary differential equation. This can be seen clearer 
by writing equation (B.8) as: 
  jiijiijijiij bnMCK
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n
M 
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                                                (B.9) 
where Mij , Kij ,and Cij are square matrices with (i  j) by (i  j) dimension, both i and j are the total 
number of elements solved for, bj is a vector with length j. The explicit definition of these matrices 
can be inferred from equation (B.8), the definitions are: 

V
ijij dVM                                                         (B.10) 
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dVrb
V
jj                                                                (B.13) 
It should be noted here that for a system of coupled partial differential equations as the one described 
in chapter 3, the matrices Mij , Kij ,and Cij are for the whole system of equations rather than for a 
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single equation. These matrices are also functions of the solution itself, making the equivalent of 
equation A.9 for that system nonlinear. 
B.3. The Boundary conditions 
In an arbitrary partial differential equation, regardless of the numerical method being used, the 
boundary conditions can be classified into two types, or a linear combination of them. The first type is 
called a Dirichlet boundary condition, where the value of the variable solved for on a particular value 
is set to a known value. An example of this boundary condition is specifying the density n on a 
boundary when solving equation (B.1) in the computational domain. 
The second type of boundary conditions is known as the Neumann boundary condition, where the 
derivative of the variable solved for is specified on a boundary. An example of this boundary is 
setting the value of the flux normal to a boundary to a known value.  
Implementing the Dirichlet boundary condition in the FEM is done by removing the rows and the 
columns from the matrices Mij , Kij , and Cij corresponding to the elements on the boundary at which 
the Dirichlet boundary condition is defined.  Thus, the number of variables solved for reduces from i 
 j to i  j minus the number of nodes on the Dirichlet boundary condition. 
Implementing the Neumann boundary condition is done through the surface integral terms defined in 
equations (B.11) and (B.12) respectively.  The surface integral in equation (B.11) represents the 
diffusive flux across the boundary, while the surface integral in equation (B.12) represents the 
convective integral across the surface. To make it clear, assuming the diffusive flux at a particular 
boundary is set to a particular value f, such that: 
fnnD  ˆ                                                              (B.14) 
where nˆ  is the normal unit vector on the boundary. After expanding the variable n in terms of basis 
function, multiplying by the weighting basis function and integrating, equation (B.14) becomes: 
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where S1 is the boundary on which the boundary condition (B.14) is defined. The right-hand side of 
equation (B.15) is the surface integral term in equation (B.11). For every boundary where a boundary 
condition represented by equation (B.14) is defined, the surface integral term in equation (B.11) is 
replaced by the right-hand side of equation (B.15).  
The implementation of a convective flux condition is done by substituting the velocity field at the 
boundary in the surface integral term in equation (B.12). 
Unlike the Dirichlet boundary condition, the Neumann boundary condition does not reduce the 
number of variables solved for. The variable n is still unknown at the boundaries where the Neumann 
boundary condition is implemented. 
B.4. The time discretisation  
After the spatial discretisation and the implementation of the boundary conditions is done, the original 
partial differential equation (equation (B.1)) becomes a system of coupled ordinary differential 
equations. To solve this system, time discretisation is required.   
 Similar to time-discretisation in the finite difference and the finite element methods, the time-
discretisation is based mathematically on the Taylor series expansion, where a continuous derivative 
can be approximated as: 
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where n(t0) is the value of the variable n at a time t0, while n(t0+t) is the value of the variable n at a time  
advanced by a time step of t. The Taylor series is infinite, only the first two terms are shown in 
equation (B.16) while the rest of the terms are included in O(t2). Ignoring higher order terms, 
equation (B.16) can be re-arranged as: 
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where n
k+1
 and n
k
 are the variables solved for at the advanced time and the current time, respectively.  
The formula shown in equation (B.17) is known as the Backward Euler method. Implementing this 
formula in equation (B.9) after some mathematical manipulation gives: 
  jijiijiijijijkiki btMnMCKtMnn 111                            (B.18) 
where Mij
-1
 is the inverse matrix of Mij. In equation (B.18), ni in the third term on the left-hand side can 
be chosen to be evaluated at step k, making the time differentiation explicit, or it can be evaluated at 
time step k+1 making the time differentiation implicit. Explicit time differentiation is cheaper 
computationally but has restrictions on the time step defined by the CFL condition. While implicit 
time differentiation is computationally expensive since it requires matrix inversion, but it has a much 
more relaxed time step restriction. For implicit time differentiation, the final form of equation (B.18) 
is given by: 
   kijijkiijiijijij nbtMnMCKtMI   111                          (B.19) 
The solution of this equation is described in chapter 4. 
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