Abstract-In this paper shape adaptive all phase biorthogonal transform (SA-APBT) for coding arbitrarily shaped image segments is proposed. The proposed transform can be used in region-based image compression instead of the shape adaptive discrete cosine transform (SA-DCT). Region-based image coding method is made up of three procedures: image segmentation, contour coding and texture coding. An image is divided into region-of-interest (ROI) and background area by image segmentation. Both areas are encoded and decoded independently. Experimental results on test images show that compared with SA-DCT at the same bit rates, the PSNRs and visual effects of reconstructed images based on SA-APBT are comparable to the one based on SA-DCT especially at low bit rates. And the SA-APBT transform coefficients are quantized uniformly, while the SA-DCT transform coefficients are quantized according to different quantization steps in the quantization table. So the quantization based on SA-APBT is simpler and computational complexity is reduced. Index Terms-image coding, discrete cosine transform (DCT), all phase biorthogonal transform (APBT), shape adaptive, region-of-interest (ROI)
I. INTRODUCTION
Now the orthogonal transformation theory has developed very mature especially the discrete cosine transform (DCT) has been used widely in image and video compression standards. DCT transform has many advantages in terms of energy compaction and coefficients decorrelation [1] , but there are also some disadvantages such as the complex quantization table and serious blocking artifacts at low bit rates. To solve these problems, the all phase biorthogonal transform (APBT) which is based on Walsh-Hadamard transform (WHT), DCT and inverse discrete cosine transform (IDCT) was presented and used in image compression instead of DCT [2] , [3] . Consequently, the image compression algorithm based on APBT with simpler quantization table improves the performance at low bit rates both in objective effects and subjective effects compared with that based on DCT [3] . Manuscript However, these standard block-based coding methods have shown many shortcomings such as blocking and ringing effects especially in applications of low bit rates, which promotes the development of region-based image compression [4] . Region-based image coding method which can improve the quality of coded images is made up of three procedures: image segmentation, contour coding and texture coding. Firstly, an image is divided into region-of-interest (ROI) and background area by image segmentation. Both areas are encoded independently. So the decoder can decode and manipulate region-of-interest or background area from bit stream. The shape adaptive DCT (SA-DCT) proposed by Sikora et al. is a transform approach for arbitrarily shaped image segments [5] . Since put forward earlier, the low complexity SA-DCT has been used in many region-based coding systems and included in MPEG 4 video standard verification model [6] . But the reconstructed images based on SA-DCT have obvious block effects at low bit rates. So on the basis of the image compression based on APBT performs better than the one based on DCT at low bit rates [3] , shape adaptive all phase biorthogonal transform (SA-APBT) is proposed for arbitrarily shaped image segments instead of SA-DCT in this paper. Experimental results show that compared to SA-DCT at the same bit rates, the PSNRs and reconstructed image effects based on SA-APBT are comparable to SA-DCT especially at low bit rates. In addition, the quantization table based on SA-APBT is simpler and computational complexity is reduced.
The rest of this paper is organized as follows. Section II briefly introduces APBT and JPEG-like image compression algorithm based on the APBT. SA-APBT for coding arbitrarily shaped image segments is explained in Section III. And then in Section IV, region-based image coding using SA-APBT is proposed. Contour coding and texture coding including region-of-interest and background area are described in detail. In order to explain clearly the process of region-based image coding using SA-APBT, an example of 8×8 image block is presented. Experimental results and comparisons between the algorithm based on SA-DCT and the one based on SA-APBT are given in Section V. The rate distortion curves are plotted and some reconstructed images are displayed. Conclusions of the paper and discussion for future work are given in Section VI. 
II. ALL PHASE BIORTHOGONAL TRANSFORM (APBT)
On the basis of all phase digital filtering [2] , three kinds of all phase biorthogonal transforms based on the WHT, DCT and IDCT were proposed and the matrices of APBT were deduced in [3] . For example, the matrix V of the all phase inverse discrete cosine biorthogonal transform (APIDCBT) is 2 1 , 0, 0,1, , 1,
Similar to the DCT matrix, it can be used in image compression transforming the image from spatial domain to frequency domain too. Fig. 1 shows the main procedures for encoding and decoding processes of JPEG-like image compression algorithm based on the APBT [3] . It illustrates the special case of a single-component image; for color image, all processes operate on each image component independently. Substantially the same as basic steps of the baseline JPEG image compression algorithm, there are only differences in the transform step and quantization step. In the encoding process, the input image data are grouped into 8×8 blocks, and each block is transformed by the forward APBT into 64 APBT coefficients. One is the DC coefficient and the other 63 are the AC coefficients. Reference [3] indicated that the transform coefficients of APBT have the high-frequency attenuation characteristics, that is to say, the APBT coefficients have different frequency weighted during the transform process. When the transform coefficients are quantized by uniform quantization step, it is equivalent to the lowfrequency coefficients are quantized by small step and high-frequency coefficients are quantized by big step. Quantization effects are similar to DCT which adopts complex quantization table. Therefore the uniform quantization step can be applied to the APBT coefficients. After quantization, the APBT coefficients are prepared by zig-zag scan for entropy encoding. The quantized coefficients are then passed to an entropy encoding procedure which compresses the data further. Here, Huffman encoding is used and Huffman table must be provided to the encoder.
In contrast to the encoder, each step of decoding processes performs essentially the inverse of its corresponding main procedure within the encoder. The entropy decoder decodes the zig-zag sequence of quantized APBT coefficients. After dequantization the APBT coefficients are transformed to an 8×8 block of samples by the inverse APBT (IAPBT). Thus the reconstructed image is obtained.
III. SHAPE ADAPTIVE ALL PHASE BIORTHOGONAL
TRANSFORM (SA-APBT)
Just like shape adaptive discrete cosine transform (SA-DCT), the processes of shape adaptive all phase biorthogonal transform (SA-APBT) are comprised of four main procedures: vertical shift, vertical one-dimensional variable-length APBT, horizontal shift and horizontal one-dimensional variable-length APBT. Among three kinds of all phase biorthogonal transforms based on the WHT, DCT and IDCT, the all phase biorthogonal transform based on IDCT (APIDCBT) has the best performance in image compression [3] . So in this paper, the shape adaptive all phase inverse discrete cosine biorthogonal transform (SA-APIDCBT) is mainly introduced and used. Fig. 2 (a) shows an example of a boundary block segmented into foreground (black) and background (white) [5] . Before the pixels in the foreground are vertical shifted, the position of the first pixel of each column in the foreground and the length of each column in the foreground are calculated. Then as is shown in Fig.  2 (b), all pixels of each column in the foreground are vertically shifted to the uppermost position according to the calculated shape information. The all shifted pixels in the foreground are grouped into column vector j x [7] . On the basis of the transmitted contour data, the decoder can transform the received SA-APIDCBT coefficients into original foreground data by the inverse SA-APIDCBT. The mathematical expressions of the two one-dimensional subtransforms in the horizontal and vertical directions during inverse SA-APIDCBT are shown in (4) and (5).
where the stars indicate the resulting data after the SA-APIDCBT coefficients are quantized and dequantized. The 
IV. REGION-BASED IMAGE CODING USING SA-APBT

A. Contour Coding
Region-based image coding method is made up of image segmentation, contour coding and texture coding. An image is segmented into region-of-interest and background area manually. After image segmentation, the boundary of the region-of-interest is obtained and is encoded lossless by chain code [5] . To encode the contour data, the connected pixels in region-of-interest are set to black, while collections of pixels in background area are set to white. Two pixels are connected if the square of the distance between them is less than or equal to 2. Then the positions of pixels on the boundary are found clockwise. And the positions of all pixels on the boundary can be expressed by a group directional values of a pixel to next adjacent pixel on the boundary clockwise. The group of directional values are chain codes of the contour of region-of-interest.
There are eight possible directions from one pixel to next adjacent pixel. Fig. 3 shows that the settings of eight direction values in this paper. The processes of contour coding are as follows. Contour coding can start at any pixel on the boundary of region-of-interest. The row and column of the next adjacent pixel on the boundary are found clockwise. Then in the following, the same step proceeds from this new pixel until all pixels on the boundary are found. As a result, the chain codes are obtained according to the difference of row and column of each two adjacent pixels and the settings of chain code direction values.
The process of contour coding for region in Fig. 4 is introduced in detail as follows. The starting point of the boundary is set to the left and upper pixel. Then all pixels on the boundary are found clockwise. Meanwhile the row and column of each pixel on the boundary are recorded. The direction value of two adjacent pixels is obtained according to differences of row and column between the latter pixel and the former one. a) The direction value is 0 if the differences of row and column are 1 and 0. b) The direction value is 1 if the differences of row and column are 1 and 1. c) The direction value is 2 if the differences of row and column are 0 and 1. d) The direction value is 3 if the differences of row and column are -1 and 1. e) The direction value is 4 if the differences of row and column are -1 and 0. f) The direction value is 5 if the differences of row and column are -1 and -1. g) The direction value is 6 if the differences of row and column are 0 and -1. h) The direction value is 7 if the differences of row and column are 1 and -1. The resulting all direction values are chain codes of contour of region in Fig. 4 . So the chain codes are -22110776655433‖. Therefore the final binary representation of chain codes are -010010001001000111 111110110101101100011011‖ with each chain code value is represented by three bits.
Finally the row and column of the starting point and chain codes are transmitted to the decoder as contour coding data. The encoded contour data are transmitted prior to the texture coding data of region-of-interest and background area. Therefore the decoder can draw the shape and position of the region-of-interest from the received contour data. 
B. Texture Coding
Texture coding includes region-of-interest texture coding and background area texture coding. These two areas are encoded independently. Fig. 5 shows the main procedures for the encoding and decoding processes of region-based image coding using SA-APBT. The background area image data are set to zero, when the region-of-interest image data are encoded [8] . Before the region-of-interest image data are encoded, the minimum rectangle whose length and width are multiples of eight including the region-of-interest is found. And the row and column of the left and upper pixel in the minimum rectangle are multiples of eight plus one. Then the pixels in the minimum rectangle are grouped into 8×8 blocks. Based on the calculated number of the pixels in the region-of-interest of each block, all 8×8 blocks are divided into three groups: a) Each block in the first group with the number equal to zero is not transformed. b) Each block in the second group with the number equal to 64 is transformed by APBT into 64 transform coefficients. c) Each block in the third group with the number is larger than zero and smaller than 64 is transformed by SA-APBT according to shape information [9] . The resulting each transform coefficient block is quantized by uniform quantization step according to the high-frequency attenuation characteristics of the APBT. After quantization, the SA-APBT coefficients are prepared for entropy encoding. The difference between previous quantized DC coefficient and current quantized DC coefficient is encoded. The 63 quantized AC coefficients are converted into one-dimensional zig-zag sequence and then are entropy encoded. Here, Huffman encoding is used and Huffman table must be provided to the encoder.
In the decoding process, the entropy decoder decodes the zig-zag sequence of quantized SA-APBT coefficients.
Afterwards the quantized SA-APBT coefficients are dequantized into SA-APBT coefficients by uniform quantization step. To perform inverse SA-APBT (SA-IAPBT), the transmitted contour data are calculated. Then the contour of the region-of-interest is recovered. Therefore the minimum rectangle whose length and width are multiples of eight including the region-of-interest is regained according to the recovered contour. The number of pixels of the region-of-interest for each 8×8 block in the minimum rectangle is obtained. Similarly, all blocks are divided into three groups according to the number of pixels of the region-of-interest for each block: a) All SA-APBT coefficients in the block of the first group are not inverse transformed. b) All SA-APBT coefficients in the block of the second group are transformed by IAPBT. c) All SA-APBT coefficients in the block of the third group are transformed by SA-IAPBT. Now the reconstructed region-of-interest image data are obtained.
The encoding and decoding processes of background area are the same as region-of-interest. The reconstructed full image can be got by merging the reconstructed region-of-interest and background area image data.
C. Example of Region-based Image Coding Using SA-APBT
Taking an image block of 8×8 in gray image Announcer for an example, the process of region-based image coding using SA-APBT is briefly introduced as follows. Fig. 6(a) shows that the original image data of an image block of 8×8. This block is located in the boundary of region-of-interest and background area. When the region-of-interest image data are coded, the image data of background area are set to zero. The image data with value are equal to zero in Fig. 6(a) are background area. The original image block data are transformed by SA-APBT into transform coefficients as shown in Fig. 6(b) . Then the resulting SA-APBT coefficients are quantized by uniform quantization step. Fig. 6(c) shows that the quantized SA-APBT coefficients. After entropy encoding and entropy decoding, the quantized SA-APBT coefficients are dequantized by uniform quantization step as shown in Fig. 6(d) . Finally Fig. 6(e) shows that the reconstructed image block data obtained by SA-IAPBT. [7] . While the image coding algorithm based on SA-APBT uses SA-APBT with △ DC correction scheme. The distortion is measured by the Peak Signal to Noise Ratio (PSNR) 2 10 255 PSNR 10 log (dB) MSE     (6) where MSE denotes the mean squared error between the original and reconstructed images. Fig. 7 shows that the original Announcer image segmented into region-of-interest (Fig. 7(b) ) and background area (Fig. 7(c) ). Fig. 8 shows the original Barbara image segmented into region-of-interest (Fig.  8(b) ) and background area (Fig. 8(c) ). The region-based image coding algorithm using SA-DCT and SA-APIDCBT both encode region-of-interest and background area independently. Therefore, the decoder can individually decode and manipulate the region-ofinterest or background area [5] . Tab. I and Tab. II show that the experimental results of region-based image coding using SA-DCT and SA-APIDCBT in terms of PSNR of reconstructed full image at different bit rates applied to image Announcer and Barbara respectively. All experimental results are obtained under the condition that the quantization matrix of region-of-interest is the same as the background area for both SA-DCT and SA-APIDCBT. The bit rate in Table. I and Table. II is the total bit rate of the full image including contour coding and texture coding. From the experimental results in Tab. I and Tab. II, we conclude that compared with the region-based image coding algorithm using SA-DCT in terms of PSNR of reconstructed full image, the performances using SA-APIDCBT are all comparable to that using SA-DCT especially at low bit rates. Based on the data in Tab. I and Tab. II, we plot the rate distortion curves of Announcer and Barbara images using the two transforms, as shown in Fig. 9 (a) and (b) .
V. EXPERIMENTAL RESULTS AND COMPARISONS WITH ALGORITHM BASED ON SA-DCT
In order to compare the compression performance subjectively, Fig. 10 shows the reconstructed Announcer images based on SA-DCT and SA-APIDCBT when the total encoding bit-rate is 0.30bpp and the two areas including region-of-interest and background area are encoded with the same quantization matrix for both SA-DCT and SA-APIDCBT. Fig. 11 shows the reconstructed Barbara images based on SA-DCT and SA-APIDCBT when the total encoding bit-rate is 0.40bpp and the two areas including region-of-interest and background area are encoded with the same quantization matrix for both SA-DCT and SA-APIDCBT. It can be seen that the block artifacts of reconstructed Announcer and Barbara images based on SA-DCT are apparent. Compared with regionbased image coding algorithm using SA-DCT, the block artifacts of reconstructed Announcer and Barbara images based on SA-APIDCBT are reduced greatly and the subjective effects are better. To save the total encoding bit rate and take advantage of the vision characteristics of human eyes, the region-ofinterest can be encoded with increased quality and the background area can be encoded with reduced quality. Fig. 12(a) shows the reconstructed Announcer image based on SA-DCT under the condition that total encoding bit-rate is 0.30bpp when the quantization matrix of region-of-interest is Q*2.30 and the quantization matrix of background area is Q*3.18. Fig. 12(b) shows the reconstructed Announcer image based on SA-APIDCBT under the condition that total encoding bit-rate is 0.30bpp when the quantization step of region-of-interest is 2.10 and the quantization step of background area is 3.13. Apparently the region-of-interest is coded with increased quality and background area is coded with reduced quality. In conclusion, compared with region-based image coding algorithm using SA-DCT, the algorithm based on SA-APIDCBT performs better both in terms of PSNR and subjective effects. And each image block using SA-APIDCBT can save 63 multiplication operations between quantization factor and quantization table because of the Journal of Communications Vol. 8, No. 5, May 2013 use of uniform quantization step, when adjusting encoding bit rates.
VI. CONCLUSIONS
In this paper, the shape adaptive all phase biorthogonal transform (SA-APBT) for coding arbitrarily shaped image segments is proposed. The region-based image coding is made up of image segmentation, contour coding and texture coding which includes region-of-interest and background area texture coding. To save the total encoding bit rate and take advantage of the vision characteristics of human eyes, the region-of-interest is encoded with increased quality and the background area is encoded with reduced quality. The PSNR of reconstructed images and subjective effects based on the proposed algorithm are comparable to the one based on SA-DCT especially at low bit rates.
The advantage of the proposed algorithm is using uniform quantization step, and saving multiplication operations between quantization factor and quantization table when adjusting encoding bit rates. So it is easier for image compression and to implement by hardware. We can continue to explore other applications of SA-APBT in MPEG-4 video compression. These issues are left for future research.
