Abstract: A computationally e cient and accurate frequency estimation and tracking algorithm is proposed, based on the Adaptive Frequency Estimator (AFE) of Etter and Hush. A Lagrange interpolator (a fractional delay lter) is used to estimate the gradient of the performance surface of the adaptation, which enables highly accurate estimation. The performance of the new algorithm is demonstrated in the context of tracking a chirp signal in noise.
Introduction: The estimation of the frequency of a sinusoid is an important problem in signal processing, particularly in radar and communications applications. Let the signal of interest be y(k) = e j(!c(k)k+ ) + n(k) (1) where ! c (k) is the instantaneous signal frequency which we wish to estimate and track, is a constant phase term, n(k) is white zero-mean complex Gaussian noise and k is the time index. Without loss of generality, we assume the sampling period is 1 s.
Popular and accurate modern methods are based upon the eigenstructure of the data autocovariance matrix e.g. as in 1]. However, when the frequency in question is time-varying, adaptive realizations of such methods 1] are computationally burdensome. We will consider the situation when a fast adaptive algorithm is required. Our approach is to focus on the \Adaptive Frequency Estimator" (AFE) method in 2] which is computationally simple, but it cannot estimate or track high frequencies with su cient accuracy. This letter introduces signi cant alteration to the method which appears to allow for improved estimation and tracking properties at only a slightly higher computational cost. This is done by the introduction into the method of an interpolator, or fractional delay lter (FDF), termed the Lagrange interpolator lter (LIF), which approximates a fractional sample delay (FDFs are never ideal for noninteger delay 3]). The use of the LIF is recommended when complexity is an issue and fullband approximation is not necessary 3]. A tutorial paper on FDF design which considers the LIF is in 4]. The algorithm proposed in this letter is termed the Lagrange AFE, or LAFE.
The AFE: The con guration for the AFE is shown in Figure 1 . The lter h(k; ) can be considered to have e ective length L = 3 with constant coe cients f1; 0; ?1g, where is the (integer) lter delay. The error e(k) is de ned as (y(k) ? y(k ? )). The delay at each iteration (k) is adapted in the direction of the estimated gradient r(k) of the performance surface (the instantaneous squared error surface je(k)j 2 ) until the rst maximum of the surface is located. The value of (k) after convergence will give an estimate of ! c (k), denoted! c (k), by the formula! c (k) = = (k): The AFE algorithm is as follows:
where bxc denotes the rounding of x to the nearest integer and is a convergence parameter. It is the crude approximation to the gradient which ultimately a ects the resolution of the estimate of! c (k). The AFE is biased unless =! c is integer and unless ! c is small 2].
The LAFE: The LIF h(k; ) is equivalent to a maximally at (MF) FDF 4] . MF implies that derivatives up to Nth order of the frequency-domain error function at a point ! 0 are set to zero. The LIF approximation of a fractional sample delay (k) is best at the MF frequency and less good at more distant frequencies.
The coe cients of the LIF MF at zero, for n = 0; 1; : : : L ? 1, where L is the lter length, are 4] (6) which can be made MF at a frequency ! 0 by applying a complex modulation 5] (and equation (7) h 0 (k; ) (which is exact) and di erentiate this to obtain f 0 (k; ). The lters h 0 (k; ) and f 0 (k; ) can be e ciently implemented using this Farrow approximation (see 6]). Hence, the gradient of the performance surface can be approximated using f 0 (k; ). The Lagrange AFE (or LAFE) algorithm is de ned as: h(n; (k)) = e j! 0 (n? (k)) h 0 (n; (k)) (7) f(n; (k)) = e j! 0 (n? (k)) (8) : f 0 (n; (k)) ? j! 0 h 0 (n; (k))] with * denoting complex conjugation. In fact, this algorithm de nes two variants of the LAFE: the ULAFE (unmodulated LAFE) where ! 0 = 0 permanently; and the MLAFE (modulated LAFE), where the MF frequency is adjusted in line with the frequency estimate, or ! 0 = ! c (k). This implies the MLAFE will give a more accurate estimate than the AFE or ULAFE. The computational complexity in terms of multiplications 3
per sample (MPS) can be shown to be 3 real MPS for the AFE, 2L + 3 real MPS for the ULAFE and 4L + 2 complex and 2 real MPS for the MLAFE, if the lter and gradient coe cients h 0 (k; ) and f 0 (k; ) are stored in lookup tables.
Simulation results: Computer simulations have been conducted to contrast the typical performances of the AFE, ULAFE and MLAFE. The stepsize parameter was xed at = 0:01 and the ULAFE and MLAFE lter length was set to L = 3. The initial frequency estimate was selected to be 0:5 . The SNR was set at 10 dB.
Firstly the estimation performance of each algorithm is shown in Table 1 for the case of a constant source signal frequency. The resultant estimates are the mean values of ! c (k) of the last 200 iterations, after simulating the estimators for 4000 iterations once for each signal frequency. It is evident that for ! c 0:45 , the ULAFE yields close estimates; however for ! c = 0:8 , the estimate is very biased. Also, the AFE bias is extremely dependent on input frequency, and even for ! c 0:45 , the estimation is more biased than for the ULAFE, apart from ! c = 0:15 . The inherent bias of the AFE 2] makes it unsuitable for accurate estimation and hence tracking. The MLAFE exhibits superior performance for all frequencies.
To contrast the ULAFE and MLAFE (which will show what a ect the modulation has on frequency estimation) in the context of frequency tracking, the source signal was chosen to be a linear chirp. Figure 2 shows the results of a typical run showing the ULAFE and MLAFE instantaneous frequency estimates up to 4000 iterations. It can be seen that the ULAFE is unable to track the frequency of the chirp satisfactorily, due to its poor frequency response beyond ! = 0:5 . On the other hand, the MLAFE su ers from no such problem and successfully tracks the chirp frequency after convergence, which is at about 2000 iterations. One will never be able to track a time-varying frequency with an unmodulated FDF, as one obtains steplike tracking errors when the signal frequency crosses the Tarczynski Bound 3] (when the FDF frequency response diverts noticeably from the ideal response). Modulation of the FDF provides a solution.
Conclusions: An improvement to the AFE algorithm is presented which allows for more accurate frequency estimates at a slightly higher computational cost. Additionally, the proposed MLAFE algorithm is able to track time-varying frequencies which the AFE cannot. 
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