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Determining the importance of different management areas in a company provides guidance about the
needs of increasing the analysis and actions focuses in particular topic. To do it, it is necessary to decom-
pose the management in a coherent set of speciﬁc management areas and provide a way that allows the
company to determine the importance of these areas for them. This paper presents a novel system that
guides companies to obtain a classiﬁcation of important management areas for them. It is focused on the
use of a case based reasoning system because the variability and the evolution of companies as time
passes requires using techniques with learning capabilities. The proposed system provides an automatic
self-assessment system that provides companies an ordered list of their most important management
areas. This system was implemented a year ago for the evaluation of Spanish companies. Currently, it
is in production providing relevant information about the management areas of these companies.1. Introduction
Business management involves making decisions about the
activities and the resources, available or needed, in order to
achieve planned results. Therefore, companies need to use systems
for measuring and evaluating their performances. These systems
have been adapted and have evolved over time due to the need
for companies to make the right decisions to improve the manage-
ment on the basis of an appropriate assessment (Mavroidis,
Toliopoulou, & Agoritsas, 2007; Neely et al., 2000).
Among the most used assessment methods, it is possible to
identify some that are based on excellence models like the Euro-
pean Foundation for Quality Management Model (EFQM) (Conti,
2007) or the Malcolm Baldrige in the United States (De Carlo &
Sterett, 1990). Both provide a method to obtain an evaluation of
a complete company. But some authors have criticized these mod-
els because the amplitude of its considerations does not allow
obtaining the best available results (Conti, 2007). This is why some
authors (Zink & Schmidt, 1998) have been suggested their own
self-assessment models. Moreover, some authors (Bititci, Turner,
& Begemann, 2000) think that the Performance Management Sys-
tem (PMS) should have a dynamic adaptation mechanism. Classical
self-assessment models for companies lack this. Generally they are
static and heterogeneous, losing precision.
To avoid it, management is usually divided into speciﬁc areas
that allow a greater command and control of the companies. These
kinds of grouping management areas in organizations are aimed at: +34 954 55 28 33.minimizing the costs of coordination and communication (Mintz-
berg, 1979). In this way, companies determine and deﬁne their
own management areas to monitor and control, such as quality
management, production, logistics, R&D, etc. These areas and their
importance depend on each company, but generally it is possible to
deﬁne a common set of them (Mintzberg, 2010; Pride, Hughes, &
Kapoor, 2009), which covers all the management, permitting mak-
ing relevant decisions about the whole company. Related to this,
some authors have proposed local models to self-assess one of
these management areas, even if it means a loss of the general
overview. For example (van der Wiele et al., 1996) proposes a
self-assessment model for quality management.
However, a comprehensive and integrated view of the manage-
ment of the company can be obtained by performing individual
analysis of different management areas based on their importance.
But the importance of management areas may differ from one
company to another. For example, in some companies logistics
management may be the most important area, while in others peo-
ple management may be more critical. Therefore, the importance
of each management area depends on the nature and characteris-
tics of the business, and it is difﬁcult to analyze or model. Moreover
this importance can change over time depending on the evolution
of the company, the sector to which it belongs and the macroeco-
nomic situation.
Due to the complexity of determining the most important man-
agement areas for a company, one or several experts, depending on
the characteristics of the company and the expert experience with
other similar companies, usually do it. Moreover, the coordination
between the company and the expert evaluation usually requires a
lot of time.
The proposed system overcomes this issue, with a real-time
self-assessment system that provides companies a comprehensive
list of management areas ordered by importance. The system is
designed without losing sight of obtaining an overall assessment.
This is done by applying a strategy of ordered evaluation of the
different areas of business management and subsequent
aggregation.
The proposed module is based on an automated system that al-
lows real-time self-assessment of companies using a case-based
reasoning (CBR) expert system which can learn from the compa-
nies that use the system.
The rest of the paper is divided into the following blocks. Sec-
tion 2 discusses the application of computational intelligence
to the ﬁeld of business management. Section 3 develops the
model proposed. The results are described in Section 4. Finally,
Section 5 summarizes the conclusions and future work in which
the authors are currently working to improve the proposed
system.2. Computational intelligence applied to business management
Computational intelligence (Engelbrecht, 2007) is a set of tech-
niques that simulates the methodology used by humans to solve
problems.
They are especially useful in cases where there is no model, or
the model is complex, for example as in intrusion detection (Wu
& Banzhaf, 2010), pattern recognition (Nikravesh, 2004) vision
(Munder & Gavrila, 2006) or data mining (Velmurugan, 2011).
Moreover some of these techniques are useful in cases where
you have a dynamic system. I.e., a model that varies or changes
over time. In these kinds of systems, instance-based (Hüllermeier,
2007) approaches, such as case-based reasoning systems, are espe-
cially useful.
Business management is an area that requires dynamic and
complex model. Due to this, it is common to apply these kinds of
techniques to this area; for example, evaluating the performance
of a company (Lam, Ip, & Lau, 2009), predicting cycles (Lin & Pai,
2010) or evaluating crises (Chen & Hsiao, 2008).Fig. 1. Architecture of the proposed CBR system.2.1. CBR applications
Case based reasoning (CBR) is a branch of instance-based com-
putational intelligence. It started with the work of Schank in 1982
(Shiu & Pal, 2004).
CBR systems are based on the case-based inference hypothesis
(CBI) (Hullermeier, 1999) which holds on ‘‘similar problems should
have similar solutions’’. This type of reasoning is similar to that
commonly used by people to solve problems; using memories of
similar past experiences to solve new problems.
Due to its ability of adaptation to changing scenarios using pre-
vious results, this technique is widely used to develop support sys-
tems for business management (Brown & Gupta, 1994). For
example, it has been used successfully in areas such as business
process monitoring (Montani, Leonardi, & Bramer, 2010) or busi-
ness failure detection (Li & Sun, 2011; Lin, Yeh, & Lee, 2011; Yeh,
Chi, & Hsu, 2010), where they have been proven to be quite
effective.
This paper applies CBR technology to the detection of the main
management business areas of a company. This is a novel ap-
proach, useful for companies to determine the management areas
which they need to enforce to increase their productivity.
The use of a CBR in the proposed system allows dynamic re-
sponses in changing scenarios. It permits including inferred expe-
rience from other companies that have used the proposed system
before.3. Description of the proposed system
The proposed system could be described as a general module
that relates a series of entries, called characterizing factors of the
enterprise (Xj), with a number of management areas (Ai) ordered
consistently according to their strategic importance for the man-
agement of a company. Therefore the proposed system seeks a
model that relates the importance on management areas with
the characterizing factors, e.g.:ImportanceðAiÞ ¼ f ðXjÞ
Due to the characteristic of the business sector, this relationship
model must hold the following characteristics:
 It must provide to companies a list of business management
areas ordered by importance, as a result of a self-assessment
of a number of characterizing input factors.
 It must provide an aid to companies to make decisions about
which areas may require more attention, and therefore, which
areas may be subject to a speciﬁc assessment to determine
the state of maturity of the company.
 It must be able to learn easily from past experience, obtained
from self-assessment of other companies.
 It must easily adapt to changes that occur in companies due to
external reasons, such as the situation of the company sector.
 It must store knowledge in an easy way to understand and
maintain by an expert.
 It must be able to provide a real-time response.
 It must allow changes in the learning experience without a full
reconﬁguration of the system.
Multiple techniques have been considered in order to obtain a
system that integrates all these objectives, such as neural net-
works, Bayesian networks, fuzzy logic, Markov chains, reinforce-
ment learning, rules-based system, case-based reasoning, etc.
CBR system has been chosen due to the fact that it meets all the
above requirements. Moreover CBR does not require a training step
to learn new knowledge. CBR system stores the knowledge clearly,
allowing an expert to maintain it easily.
Fig. 1 shows the structure of the system. It depicts the different
actors involved in the proposed system: the company that makes
the self-assessment request; the server that integrates the CBR sys-
tem and the expert responsible for managing the acquired knowl-
edge. This ﬁgure also associates each one of the CBR typical steps
with the actors involved in the system. The steps are the following:
 Retrieve: it is made by the company when it sends a new self-
assessment. It consists in obtaining the most similar cases to
the new inputs from the case based according to the nearest
neighbor criterion.
 Reuse: it consists in obtaining the outputs, i.e., the ordered list
of the management areas, using the retrieved cases.
 Revise: the system expert administrator menu provides an
interface that allows an expert to manage the case base and
revise the new proposed solutions.
 Retain: after reviewing the cases by the expert, it can be
included to the case base.
3.1. Inputs variables
These variables were obtained through the participation of an
experts committee. Considering an initial literature review (Ahmed
& Abdalla, 2002; Miles & Snow, 2003; Porter, 2011), the experts
committee has focused on the identiﬁcation of the different char-
acterizing factors of companies (Xj) using group dynamics, such
as brainstorming techniques.
Using these methods, a list of characterizing factors was ob-
tained. This list was reduced to a ﬁnal list of 23 characterizing fac-
tors (Table 1) using afﬁnity diagrams (kJ Method) (Kawakita,
1986).
The characterizing factors can be classiﬁed into ﬁve main
groups: the sector to which the company belongs, the negotiation
with stakeholders, general aspects related to the size of the com-
pany, the strategy of the company (which can be divided into:
the market, the basis of competition and the operations) and the
resources.
This list has been conﬁrmed by the experts committee using a
technique based on the Kendall consensus method (Cook & Seiford,
1982), to allow the weighting of each of the 23 factors, from the
addition of individual preferences expressed by the different
experts.
The weight of each factor (ai) represents its relevance to deter-
mine the most important management areas in a company. TheseTable 1
Characterizing factors of a company.
Sector (group of companies in which a Company competes or may
compete)
X1: Technolog
X2: Level of d
X3: Level of ri
X4: Difﬁculty
Negotiating power X5: Requireme
X6: Requireme
X7: Requireme
X8: Requireme
General aspects X9: Number o
X10: Turnover
X11: Asset valu
X12: Capital str
Strategic Market X13: Geographi
X14: Product d
X15: Geographi
(number o
Base of competition (generic strategies) X16: Level of d
X17: Level of co
Transactions X18: Percentag
X19: Technolog
traditiona
Resources X20: Level of co
X21: Existing le
X22: Inventory
X23: Qualiﬁcatiparameters are used to calculate the similarity between cases, as
described in Section 3.4.1.
For each one of these 23 characterizing factors, an entire value
in [1–5] range has been deﬁned, according to ISO 9004:2009 matu-
rity levels.
Using that, every company that uses the proposed system is
evaluated considering these 23 characterizing factors, each one
with a qualiﬁcation in [1–5] range and considering the sector of
the company.3.2. Outputs variables
Following a similar process used to obtain the input variables
(Kawakita, 1986), a list of management areas have been obtained
as the output variables.
After adding, 14 management areas were obtained. These areas
are described in Table 2. It can be classiﬁed into three groups: va-
lue chain related areas; support processes related areas and cross-
sectional areas.
Based on the results obtained by the committee of experts,
these fourteen business management areas can be used to broadly
evaluate companies. Moreover these areas are consistent with the
corporate organization proposed by Mintzberg (1979).
The goal of the proposed system is to classify these fourteen
management areas for each self-assessment company. Using that
information, a complete evaluation strategy can be applied in
every company, through a detailed analysis of its most important
management areas. It could help to improve the management of
the company.3.3. Case-base
CBR requires a validated case base as information source to pro-
vide the proposed solutions. In the proposed system, these cases
involve real information obtained from self-evaluated companies.
Each case contains the following information:ical level of the sector
ifferentiation within the sector characteristic
valry
of imitation
nts revel (legal inl.) regarding customers
nts revel (legal inl.) regarding providers
nts revel (legal inl.) regarding community
nts revel (legal inl.) regarding people
f employees
(income)
es
ucture (ﬁeld of membership capital – family, cooperative, . . . , multi)
cal scope of action (market)
iversiﬁcation level (portfolio)
cal dispersion of production plants, facilities and/or centers
f centers, distance between centers)
ifferentiation of products and services
mpetence in cost of products and services
e of outsourcing of activities
ical level of processes (level of advance of applied technology –
l, advanced; level of complexity of the technology applied – low, medium, high)
operation with other companies
vel of infrastructure (facilities, equipment, transport)
level and stock (inventory and stock value)
on level of employees
Table 2
Business management areas.
Value chain 1 Design management
2 Production and service provision
management
3 Purchasing and logistics management
4 Marketing management/customer
relationship
Value chain support
area
5 People management
6 Infrastructure management
7 Knowledge management
8 Financial management
9 Strategy management
Cross-sectional areas 10 Quality management
11 Environmental management
12 Occupational, health and safety management
13 R&D&I management
14 Social responsibility management Vector of the characterizing factor (Input vector, I): It contains
the 23 characterizing factors (Xj) each one evaluated with a natural
number in the [1–5] range.
 Vector of the management areas (Output vector O): It contains
the 14 management areas (Ai), classiﬁed with a natural number in
the [1–14] range, that represent the importance of these manage-
ment area. Lower number represents higher importance. The ele-
ments of this vector have to fulﬁll the following equation:
ImpðAiÞ– ImpðAjÞ; 8i– j
The initial case base (Fig. 2) was generated starting from the in-
put of 6 experts. Every expert was given a questionnaire to evalu-
ate some companies. This initial case base had a total amount of 48
cases.
Currently, the database has evolved from data collected from
the self-assessment of real companies, after a revision from an ex-
pert. Moreover, the system allows adding new cases without the
need for a self-assessment of a company. An expert can easily
add new startup cases to the case-base.
3.4. Description of the general module
The CBR is integrated into a general module. This module is
responsible for receiving the input data, processing it andFig. 2. Generation scheme tproducing the output to the users interface, as an ordered list of
management areas according to their importance to the company.
This module requires three actors: the system, the user of the
company and the expert. The system is responsible for storing, pro-
cessing and synthesizing information. The user of the company
provides the information for its self-assessment obtaining a solu-
tion and can provide new possible solutions to the problem. The
expert will decide whether cases are added or not to the case-base.
The expert adds new knowledge to the case base obtained from the
solutions of the self-assessment or adds a new solution that he de-
cides to contribute.
The general module executes the following process whenever a
company makes a self-assessment or an update of its characteriz-
ing factors (Fig. 3):
 It reads the characterizing input factors, froma survey that shows
the 23 characterizing factors each one evaluated in [1–5]
range.
 It calculates similarities between the new case and the case-
base and recovers the most similar. Similarity is obtained as
described in Section 3.4.1.
 The output, a list of ordered management areas is obtained
according to the next steps:
 If there are several similar cases, it chooses the one with the
highest similarity.
 If there is a tie, it chooses the case corresponding to a com-
pany from the same sectors.
 The ordered list that belongs to the case chosen is shown to the
user.
 If the user disagrees with this suggested order, it is possible to
propose a new solution.
 All the possible solutions are stored in the base of new cases: the
CBR solution, the solution proposed by the company, if applica-
ble, and a solution from an evaluation by an external expert.
An expert can update the case-base reusing the information
stored in the base of new cases, executing the revise step of the
CBR. For the reuse of this information, the expert can choose one
of the proposed solutions (CBR, company solution or external eval-
uation, if they exist) or propose a new classiﬁcation.
The general module achieves all the required goals:
 It can guide the companies in the assessment and improvement
in its most important management areas.o the initial case-base.
Fig. 3. Process diagram of the general module.
Fig. 4. Graphical representation of the similarity calculation. It can self-learn from the experience obtained from the compa-
nies evaluated.
3.4.1. Obtaining the similarity between cases
The global similarity represents how a new case with another of
the case-base is similar. According to the CBI hypothesis (Hull-
ermeier, 1999), it is necessary to retrieve useful information to
evaluate a new case. Moreover, global similarity can provide us
information about the reliability of the solution provided by the
CBR.This global similarity (GS) is deﬁned as a weighted sum of local
similarities (LSi), using weights (ai) obtained during the identiﬁca-
tion of the characterizing factor as input variables. Therefore, the
global similarity can be obtained as:
GS ¼ Rðai  LSiÞ; 8i 9 Z ¼ ½1—23
LSi represents the similarity, in P.U., of a characterizing factor be-
tween two cases. It is related with the distance of every character-
izing factor between different cases. Obtained LSi takes into account
that the assessment of every factor was done by stages in a [1–5]
Table 3
Matrix for local similarity calculation.
Input case Case of case-base
1 2 3 4 5
1 1 0.75 0.5 0.25 0.1
2 0.75 1 0.75 0.5 0.25
3 0.5 0.75 1 0.75 0.5
4 0.25 0.5 0.75 1 0.75
5 0.1 0.25 0.5 0.75 1range, and it is assumed that for a particular factor, closer scenarios
have similar characterizing factors value. It is represented graphi-
cally in Fig. 4. A linear separation between the scenarios has been
considered.
LSi is deﬁned in [1–0.1] range, 1 being the highest possible sim-
ilarity between cases. For maximum distance between characteriz-
ing factors 0.1 of similarity is chosen, due to maximum distance
does not imply a zero similarity. It only implies a low similarity.Fig. 5. GUI of the expeEvery local similarity (LSi) between the values corresponding to
the same factor (i) in two different cases, is calculated with the
weight matrix shown in Table 3, where the horizontal axis repre-
sents the factors of the company and the vertical axis the factors
of the case to compare.
Sometimes, two or more solutions in the case-base with the
same highest global similarity with respect to a new case can be
found. To choose the best solution, a sector of the company has
been integrated to calculate the global similarity.
The coincidence of business sector is represented by the vari-
able dm. It can take the binary value 0, to indicate that the compar-
ison is made with a company in other sector, or 1 to represent both
companies in the same sector.
Now, the global similarity (GSw) is obtained as:
GSw ¼ ð1wsectorÞ  ðRðai  LSiÞÞ þwsector  dm
wsector represents the importance of two companies that are in the
same sector. This parameter can be obtained experimentally.rt administrator.
Fig. 6. GUI of the company.
Fig. 7. Similarity of an example case and its three most nearest solutions.
Fig. 8. Percentage of total values based on the positions that have changed.All decisions previously considered (5% for wsector, ai, . . .) are
considered as parameters. Due to it, the proposed system permits
a modiﬁcation these values to an expert, to adapt the calculations
to the characteristics of the base case.
4. Results
The system is currently fully working. It is used for the assess-
ment of Spanish companies. It has been in production since early
2011. It is accessible through a web based graphical interface (Figs.
5 and 6, http://ondevas.iat.es).
During this working time, the system has proven to be robust,
performing well.
This section summarizes the most relevant results obtained
with the proposed system.
4.1. Comparison of the similarity between input and output vectors
To check the similarity between cases, i.e., if the CBI hypothesis
is valid for our application, it will make a comparison between in-
put and output similarities.
In this experiment, 87 different new cases have been consid-
ered, obtained from the self-assessment of the companies. For each
of these cases, we retrieve the three more similar cases found in
the case-base, according to its characterizing parameters (inputs).Fig. 9. Similarity betweenAs an example, Fig. 7 shows the result of this comparison in a
particular case. This ﬁgure sums-up the input and output similar-
ities from the three retrieval cases from the case-base. X-axis rep-
resents the similarity between input vector I of the case under
study and the three best cases proposed by the CBR system. Y-axis
represents the similarity between the output vectorO of the three
best cases proposed by the CBR system and the output vector O
proposed by an expert committee.
Fig. 8 depicts two similarities: On the one hand, circular dots
represent the similarity of the each input vector I and the three
base cases. In all cases the average similarity can be seen to be
around 80%. It means that for all the cases under study, the system
has always found cases with high similarity.
On the other hand, each vertical bar represents the maximum
Euclidean distance obtained among the output vectors O for every
case. It means that for all the cases proposed as a solution for a gi-
ven case, the output vectorsO are close. It would be understood as
a representation of the dispersion. It is shown that this value is
small, below 40%.
As it can be seen, similar inputs produce similar outputs,
according to CBI hypothesis.
Furthermore, the results show that the cases are similar to the
responses obtained by the expert committee. Due to this, we can
conclude that the results provided by the CBR are valid for the pro-
posed system.inputs and outputs.
4.2. Improving the results with an increment of cases
As discussed above, the initial base case obtained with the eval-
uation of an expert, had a reduced size. It only contains 48 cases.
Due to the base case being small, it does not cover enough cases.
Fig. 9 shows the similarity evolution between cases, when it in-
creases the number of cases of the case-base.
These results have been obtained by adding to the initial case-
base the results of the ﬁrst 90 self-evaluations of the companies.
As it can be seen, while most validated cases include the case-base,
we can obtain the most accuracy from the system, in comparison
with an expert evaluation.
It is important, therefore, that the case-base cover a sufﬁcient
number of cases to provide correct results.
It is important to consider that increasing the case-base, im-
proves the accuracy, but it also increases the complexity of similar
retrievals, and consequently increasing the time to access to the
cases.
Empirically we have determined that 1000 cases provide a good
trade-off between accuracy and access time, allowing good adapt-
ability to changes in the management of companies.
5. Conclusions and future work
In this paper a new module for an evaluation and categorization
of the business management areas of a company is presented. This
module provides guidance for companies and allows a simple way
of knowing which parts of the overall management are most
important for a speciﬁc organization. Once companies have this
kind of assessment, the company may prioritize its efforts and
make local speciﬁc evaluations in its most important management
areas. Due to an improvement in these areas, this may cause signif-
icant increases at the tactical level of an organization.
The module has been implemented in a web-based tool de-
signed to support self-assessment to Spanish companies. The mod-
ule is based on a CBR, which allows getting a dynamic response,
with an easy adaptation to changes that occur in companies. Due
to this, the proposed system avoids its obsolescence.
This system has been working for a year. The analysis of the re-
sults shows that it is reliable in comparison with the results pro-
vided by an expert committee.
We are working on applying the proposed system to every spe-
ciﬁc business areas as future work.
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