We study the strong rates of the Euler-Maruyama approximation for one dimensional stochastic differential equations whose drift coefficient may be neither continuous nor one-sided Lipschitz and diffusion coefficient is Hölder continuous. Especially, we show that the strong rate of the Euler-Maruyama approximation is 1/2 for a large class of equations whose drift is not continuous. We also provide the strong rate for equations whose drift is Hölder continuous and diffusion is nonconstant.
Introduction
Let us consider the one-dimensional stochastic differential equation (SDE)
where W := (W t ) 0≤t≤T is a standard one-dimensional Brownian motion on a probability space (Ω, F, P) with a filtration (F t ) 0≤t≤T satisfying the usual conditions.
It is well-known that the solution to the SDE (1) is related to the Kolmogorov equation. Stroock and Varadhan [26] prove that if the drift coefficient b is bounded, measurable and the diffusion coefficient σ is bounded, uniformly elliptic and continuous, then a solution to the Kolmogorov equation = 0 with the boundary condition u(T, x) = f (x), in the class W 1,2 p with p > 3/2 admits the stochastic representation (see also Theorem 1 in [30] ). Zvonkin [30] studied the existence and uniqueness of solution of the SDE (1) under very weak regularity assumption of coefficients b and σ. In particular, he showed that if b is bounded, measurable and σ is bounded, uniformly elliptic and (α + (1) has a unique strong solution (see also Veretennikov [27] ).
Since the solution of (1) is rarely analytically tractable, one often approximates X = (X t ) 0≤t≤T by using the Euler-Maruyama scheme given by
where η n (s) = kT /n =: t (n) k if s ∈ [kT /n, (k + 1)T /n). Both the strong and weak rates of convergence of X (n) to X are known when b and σ satisfy some Lipschitz continuous condition (see [18, 3] ). It has been shown recently that there exist SDEs with smooth and bounded coefficients such that neither the EM approximation nor any approximation method based on finitely many observations of the driving Brownian motion can converge in absolute mean to the solution faster than any given speed of convergence (see [14, 17] ). However, there are few results when b is irregular. When b is not continuous, most of the works so far need the assumption that b is one-sided Lipschitz to establish the rate of convergence (see [11, 24] ). Note that this one-sided Lipschitz condition also plays an indispensable role to establish the rate of convergence for SDEs with super-linear growth coefficients (see [16] , [8] ). Outside the framework of one-sided Lipschitz, Halidias and Kloeden [15] showed that X (n) converges to X in L 2 -norm if b is increasing, continuous from bellow and σ is Lipschitz continuous. Since their proof uses upper and lower solutions of the SDEs and the Euler-Maruyama approximation, it is hardly possible to get any rate of convergence by using their method. Recently, Leobacher and Szölgyenyi [21] studied the SDE (1) under the assumption that b is piecewise Lipschitz, has a finite number of discontinuous points and σ is Lipschitz and uniformly elliptic. They introduced a clever way to transfer equation (1) to an equivalent equation whose coefficients are Lipschitz continuous and therefore the new equation can be approximated by an Euler-Maruyama scheme with the standard rate of convergence 1/2.
The strong rates of the Euler-Maruyama approximation for SDEs with Hölder continuous diffusion coefficient were first established in [29, 6, 13] . The main idea in [13] is to use the so-called Yamada-Watanabe approximation method to estimate the error. This remarkable idea has been developed in [4, 24, 23 ] to obtain strong rate under various assumptions on coefficients b and σ. It is undoubted that Yamada-Watanabe approximation is still a key tool to deal with the Hölder continuity of σ in this paper.
When b is only Hölder continuous of order β ∈ (0, 1] and σ is a non-zero constant, Menoukeu-Pamen and Taguchi [22] have used a PDE technique to show very recently that the strong rate of the Euler-Maruyama approximation is of order β/2.
In this paper, we will study the rates of strong convergence of the Euler-Maruyama approximation for SDE (1) when the coefficients b and σ may have a very low regularity. In particular, we consider the case that σ is (α + 
Our finding partly improves upon recent results in [22, 24, 13] as well as the well-known ones in [15, 11] in the one-dimensional setting (see Remark 2.10). It worth noting that SDEs with discontinuous drift appear in many applications such as mathematical finance, optimal control and interacting infinite particle systems [1, 5, 9, 7, 20] .
The remainder of the paper is structured as follows. In the next section we introduce some notations and assumption for our framework together with the main results. All proof are deferred to Section 3.
Main results

Notations
For bounded measurable function f on R, we define f ∞ := sup x∈R |f (x)|. We denote by L 1 (R) the space of all integrable functions on R with semi-norm f L 1 (R) := R |f (x)|dx. For β ∈ (0, 1], we denote by H β the set of all functions from R to R which are bounded and β-Hölder continuous, i.e., a function f ∈ H β iff
We recall the following class of functions A which is first introduced in [19] (see also [24] ). Let A be a class of all bounded measurable functions ζ : R → R such that there exist a finite positive constant K A and a sequence of functions (ζ N ) N ∈N ⊂ C 1 (R) satisfying:
We denote ζ A the smallest constant K A satisfying the above conditions. The class A will be used to model a part of the drift coefficient b.
It is easy to verify that the class A contains all C 1 (R) functions which has the first order derivative of polynomially bounded. Furthermore, the class A contains also some non-smooth functions of the type ζ(x) = (x − a) + ∧ 1 or ζ(x) = 1 b<x<c for some a ∈ R,
The following propositions shows that this class is quite large. The proofs of Proposition 2.1 and further properties of class A were presented in [19] and [24] . It is worth noting that if a function ζ ∈ A has a compact support then it follows from Theorem 3.9 [2] that ζ is of bounded variation. Therefore class A does not contain class of Hölder continuous function H β for any β ∈ (0, 1).
Main results
We need the following assumptions on the coefficients b and σ. Assumption 2.2. We assume that the coefficients b and σ are measurable functions and satisfy the following conditions:
(ii) σ is uniform elliptic and globally bounded and globally Hölder continuous: there exist real numbers K σ > 1 and α ∈ [0,
+α for any x, y ∈ R.
We obtain the following results on the rate of the Euler-Maruyama approximation in both L 1 -norm and L 1 -sup norm. 
where T is the set of all stopping times τ ≤ T . Moreover, for any γ ∈ (0, 1), it holds
The assumption that b ∈ L 1 (R) is in fact quite restricted since it excludes some simple function such as b(x) = 1 x≥0 . Fortunately, removing that assumption does not affect much on the strong rate of convergence as shown in the following theorem.
Theorem 2.4. Suppose that the drift coefficient
Moreover, for any γ ∈ (0, 1), it holds
Remark 2.5. Note that the function x → e √ log x increases faster than any polynomial function of log x but slower than any polynomial of x, i.e, for any ε > 0 and k > 0,
The estimates (3) and (5) become worst when γ ↑ 1. Fortunately, we have the following bounds for the L 1 -sup norm. Theorem 2.6. Let Assumption 2.2 hold. Then there exists a constant C which depends
Theorem 2.7. Under the assumption of Theorem 2.4, there exists a constant C which depends on K σ , b A A , b H β , T, x 0 , α and β such that
The following L p -norm estimation is useful to construct a Multi-level Monte Carlo simulation for X (see [10] ).
Theorem 2.8. Let Assumption 2.2 hold. For any p ≥ 2, then there exists a constant C which may depend on
If we suppose that σ is Lipschitz continuous and b ∈ H β , i.e. b A ≡ 0, then Theorem 2.8 implies the following result which improves the one in [22] for SDEs with non-constant diffusion.
Corollary 2.9. Assume that b ∈ L 1 (R) H β for some β ∈ (0, 1] and the diffusion coefficient σ is Lipschitz continuous and uniformly elliptic. Then for any p ≥ 1, there exists positive constant C which depends on
Remark 2.10.
1. Gyöngy [11] studied the rate of convergence in the almost sure sense of the Euler-Maruyama approximation for SDEs with irregular drift. He showed that the rate is 1/4 when σ is locally Lipschitz and b satisfies an one-sided Lipschitz type condition.
2. In the case that β = 1, the results of Theorems 2.3, 2.6 and 2.8 were proven in [24] under a further assumption that b is one-sided Lipschitz. In this paper, thanks to the method of removal drift we are able to get rid of this assumption. Note that if σ is Lipschitz function, the strong rate of the Euler-Maruyama approximation mentioned in Theorem 2.3 is 1/2.
3 Proof of the main Theorems
Some auxiliary estimates
The following lemma is a key estimation for proving the main theorems. The proof is quite similar to the one of Lemma 3.5 in [24] and will be omitted.
Lemma 3.1. Assume that b is bounded, measurable and σ satisfies Assumption 2.2 (ii). Suppose that ζ ∈ A. Then for any q ≥ 1, there exists
Remark 3.2. Note that the estimate (6) is tight (see, Remark 3.6 in [24] ).
The following estimation is standard (see Remark 1.2 in [13] ).
Lemma 3.3. Suppose that b and σ are bounded, measurable. Then for any q > 0, there
The method of removal of drift
The following removal of drift transformation plays a crucial role in our argument. Under the assumption that b ∈ L 1 (R) and σ 2 is uniformly elliptic, the following functions
Then by Itô's formula we have
We will make repeated use of the following elementary lemma.
(i) For any x ∈ R,
(iii) For any z, w ∈ Dom(ϕ −1 ),
The proof of Lemma 3.4 is trivial and therefore will be omitted.
Yamada and Watanabe approximation technique
To deal with the Hölder continuity of the diffusion coefficient σ, we use Yamada and Watanabe approximation technique (see [28] or [13] ). For each δ ∈ (1, ∞) and ε ∈ (0, 1), we define a continuous function ψ δ,ε :
Since ε ε/δ 2 z log δ dz = 2, there exists such a function ψ δ,ε . We define a function φ δ,ε ∈ C 2 (R; R) by
It is easy to verify that φ δ,ε has the following useful properties:
From (7) and (8), for any t ∈ [0, T ], we have
Using Itô's formula, we have
where
In the following, we will estimate M n,δ,ε t , I
(n) t and J (n) t under various assumptions on b and σ.
Proof of Theorem 2.3
We first consider I (n)
Thanks to Lemma 3.4 and estimate (9), we have
ηn(s) ) ds.
It follows from Assumption 2.2 that
ds.
Now we estimate J (n) t . From (10), we have
From Lemma 3.4 (ii), ϕ ′ is Lipschitz continuous with Lipschitz constant ϕ ′′ ∞ . Hence, we have
and since σ is ( 1 2 + α)-Hölder continuous, we have
and
Therefore, from (11), (12), (13), (14), (15) and (16), for any stopping time τ ∈ T ,
Note that since φ ′ , ϕ ′ and σ are bounded, (M n,δ,ε t ) 0≤t≤T is martingale, so expectation of M n,δ,ε τ equals to zero.
If α ∈ (0, 1/2], then by choosing ε = n −1/2 and δ = 2, the estimate (17) becomes
By taking an expectation in (18) it follows from Lemma 3.1 and Lemma 3.3 with q = 1 that
where C is a constant depending on α, β, T, b A A , K σ , b ∞ and x 0 . Note that C doesn't depend on b L 1 (R) . This concludes (2) for α ∈ (0, 1/2]. If α = 0, then by choosing ε = (log n) −1 and δ = n 1/3 , the estimate (17) becomes
By taking an expectation in (20) , it follows from Lemma 3.1 and 3.3 with q = 1 that
where C is defined as in (19) . This concludes (2) for α = 0. Finally, the estimate (3) follows directly from (2) and Lemma 3.2 in [12] .
Proof of Theorem 2.4
The main idea of the proof is to approximate b by a sequence of functions (b m ) m∈N ⊂ L 1 (R) and to apply Theorem 2.3 for solution of the SDE with drift coefficient b m .
For m ∈ N, we choose a smooth function g m ∈ C 1 (R) with support [−(m + 2), m + 2] such that g m = 1 on [−m, m] and 0 ≤ g m (x) ≤ 1 for all x ∈ R, and g ′ m ∞ ≤ 1. We define b m := bg m . It is easy to verify that
Let X m and X m,n be a unique solution of SDE (1) with drift b m and its Euler-Maruyama approximation, respectively. Then it holds that
From (19) and (21), it holds that
is a finite constant which depends neither on n nor on m. On the other hand, for any stopping time τ ∈ T , it holds that
σ T almost surely, from Proposition 6.8 in [25] , we have
In the same way, we have
If α ∈ (0, (22), (23), (24) and (25), we have
where (22), (23), (24) and (25), we have
This concludes(4) for α = 0. Finally, the estimate (5) follows directly from (4) and Lemma 3.2 in [12] .
Proof of Theorem 2.6
Define
To estimate the expectation of V T , we need to estimate the expectation of sup 0≤s≤T |M n,δ,ε s |. Using Burkholder-Davis-Gundy's inequality, we have
Using the fact that φ ′ ∞ ≤ 1, we have
Since σ is Hölder continuous and ϕ ′ is Lipschitz, E sup 0≤s≤T |M n,δ,ε s | is bounded by
and B (n)
for any s ∈ [0, T ], by using Young's inequality xy ≤
Hence it holds that
Next we estimate the expectation of B (n)
T and V (n)
T . For α ∈ (0, 1/2], by using Young's inequality xy ≤
Hence it holds from Jensen's inequality that
Therefore from (26), (27) and (28), we obtain
It follows from (19) that
This fact together with (18) and (19) implies that
Since 1/4 + α/2 ≥ 2α 2 , we have
Therefore from (26), (27) and (30), we obtain
This fact together with estimates (20) and (21) implies that
. Hence we finish the proof of Theorem 2.6.
Proof of Theorem 2.7
We denote b m , X m and X m,n as in the proof of Theorem 2.4. Then it holds that
is a finite constant which depends neither on n nor on m.
Since {sup 0≤t≤T |X t − X m t | = 0} ⊂ {sup 0≤t≤T |X t | ≥ m}, it follows from a similar argument as in the proof of Theorem 2.6 that
If α ∈ (0, 
). This concludes the statement for α ∈ (0, 1/2]. If α = 0, from (32), (33), (34) and (35), we have
Choose m 2 = 8K 2 σ T log(log n), we obtain
This concludes the statement for α = 0.
Proof of Theorem 2.8
To prove Theorem 2.8, we need the following Gronwall type inequality.
Lemma 3.5 ([13] Lemma 3.2.). Let (Z t ) t≥0 be a nonnegative continuous stochastic process and set V t := sup s≤t Z s . Assume that for some r > 0, q ≥ 1, ρ ∈ [1, q] and some constants C 0 and ξ ≥ 0, (ii) If r ≥ q or q +1−ρ < r < q hold, then there exists constant C 2 depending on C 0 , T, ρ, q and r, such that
Proof of Theorem 2.8. Throughout this proof, the letter K denotes some positive constant whose value can change from line to line. The constant K may depend on K σ , b A A , b H β , b ∞ , b L 1 (R) , T, x 0 , α and β but it does not depend on n. We will use again the estimates (11) and (12) . Let us first consider the expectation of sup 0≤s≤T |M n,δ,ε s | p . Using Burkholder-Davis-Gundy's inequality, for any t ∈ [0, T ], δ ∈ (1, ∞) and ε ∈ (0, 1), we have 
By taking the expectation on (38), from Lemma 3.1 and 3.3, we have E V Remark 3.6. Note that it is hardly possible to obtain a L p bound for the error if we remove the condition b ∈ L 1 (R) by following the method used in the proofs of Theorem 2.4 and 2.7 since a careful tracking of constants K will show that the constants K in (41), (42) and (45) increase with the order of double exponent with respect to b L 1 (R) . This makes the localization technique for b not applicable.
