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Resumo 
A deteção de frutos é de fundamental importância em sistemas de estimação de 
produção. Neste trabalho, são apresentados os resultados preliminares da utilização do 
método de deteção de objetos Faster R-CNN na deteção de imagens de pêssegos. O estudo 
consiste na avaliação do desempenho do método em imagens RGB obtidas em ambiente 
real num pomar. Embora este método de deteção tenha sido aplicado noutros trabalhos 
com o objetivo de detetar frutos, ainda não foi utilizado na deteção de pêssegos. A cor, a 
sua distribuição na árvore e a clusterização são características intrínsecas aos pêssegos. 
Os resultados obtidos, ainda que preliminares, mostram um elevado potencial da 
utilização do método na deteção destes frutos. Todavia, os resultados também mostram a 
necessidade de melhoria no desempenho. Isso pode ser alcançado com o aumento na 
quantidade de imagens de treino e também por definir um melhor critério de anotação dos 
frutos oclusos.  
 




The fruit detection is very important in the performance of a yield estimation 
system. This paper presents the preliminary results using the object detection Faster R-
CNN method in peach images. The aim is evaluating the method performance in the 
detection of peach RGB images acquired in an orchard. Although this method of object 
detection has been applied in other studies to detect fruits, according to the literature, it 
has not been used to detect peaches. The color, its distribution in the tree and the fruit 
clustering are intrinsic characteristics of peaches. The results, although preliminary, show 
a great potential of using the method to detect this type of fruit. However, the results also 
show that performance needs to be improved by increasing in the amount of training 
images and also defining a better annotation criterion in the fruits occlusion. 
 




A previsão de produção e da necessidade de embalamento no início da campanha 
agrícola são muitos importantes para os produtores agrícolas e de embalagens. A previsão 
possibilita o planeamento da colheita, o espaço de trabalho, o armazenamento, 
apresentando outros benefícios adicionais. 
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Existem já diversos trabalhos de investigação no campo da previsão de produção 
de frutos Dorj et al. (2017); Bargoti et al. (2017); Häni et al. (2019). Häni et al. (2019) 
apresentam uma metodologia para deteção, rastreio e contagem de maçãs com o objetivo 
de estimar a produção. Dorj et al. (2017) desenvolveram um sistema para deteção e 
contagem de citrinos. Já Bargoti et al. (2017) desenvolveram um sistema para deteção de 
mangas, maçãs e amêndoas. A etapa de deteção de frutos é uma parte muito importante 
para um bom desempenho de um sistema de estimação de produção.  
Wang et al. (2013) desenvolveram um sistema para estimação de produção de 
frutos. Para fase de deteção, os autores utilizam um algoritmo tradicional de visão 
computacional baseado no espaço de cor HSV para segmentação dos frutos de maçãs 
vermelha e verde. Os métodos do estado-da-arte para deteção de frutos utilizam métodos 
genéricos de deteção de objetos baseados em redes neuronais artificiais convolucionais 
(CNN) Bargoti et al. (2017), segmentação Puttemans et al. (2016); Bargoti et al. (2017), 
entre outros. Bargoti et al. (2017) treinaram uma CNN que tem como saída a 
probabilidade de um pixel da imagem pertencer a um fruto. Esse resultado é utilizado 
para se obter uma máscara binária e subsequentemente realizar a deteção. Häni et al. 
(2019) propõem a utilização da rede neuronal conhecida como U-NET para segmentação 
de maçãs. A rede foi desenvolvida originalmente para segmentação de imagens médicas. 
Adicionalmente, as CNNs têm contribuído grandemente para o progresso da 
deteção e classificação de objetos. Nesse respeito, a rede R-CNN Girshick et al. (2014) e 
suas derivadas Fast R-CNN Girshick et al. (2015), Faster R-CNN Ren et al. (2015), Mask 
R-CNN He et al. (2017) e Mask score R-CNN Huang et al. (2019) são as mais relevantes 
na literatura. Sa et al. (2016) propuseram a utilização da rede Faster R-CNN com o 
objetivo de detetar pimento, melão, maçã, abacate, manga, morango e laranja. No entanto, 
apenas as imagens de pimento foram obtidas diretamente no campo. As restantes imagens 
dos frutos foram obtidas da internet (Google Images). Para obter um bom desempenho 
utilizando poucas imagens de treino, os autores fazem uso da técnica conhecida como 
“transfer learning”. Neste caso, o treino da rede não é realizado totalmente do início, ou 
seja, aproveitam as informações de um treino anteriormente já realizado noutra base de 
dados (ImageNet). O presente estudo baseia-se neste estudo científico como base de 
trabalho. Bargoti et al. (2017) também utilizam o método Faster R-CNN para deteção de 
frutos, porém exploram diferentes tipos de “transfer learning”, avaliam o desempenho 
com diferentes quantidades de imagens de treino e diferentes tipos de aumento de dados. 
Recentemente, uma nova ramificação na deteção de objetos, também baseada nas 
CNNs e conhecida como YOLO, foi utilizada pela primeira vez com o objetivo de detetar 
frutos de manga Koirala et al. (2019. Por ser um detetor de apenas um estágio, os autores 
conseguiram um resultado de deteção mais rápido (aproximadamente 3 vezes), para uma 
mesma taxa de acerto, comparado com o método Faster R-CNN. 
Estes métodos de deteção fazem uso das cores dos objetos (dos frutos) e/ou de 
suas formas. Nesse contexto, a utilização de alguns desses sistemas apresentados em Dorj 
et al. (2017), Bargoti et al. (2017) e Häni et al. (2019) diretamente com o objetivo de 
detetar frutos diferentes do qual o sistema foi desenvolvido (ex.: abacates, pêssegos, etc.), 
provavelmente providenciará um desempenho inferior. Esta conclusão advém das cores 
e formas dos frutos serem diferentes das quais os sistemas originais foram treinados, 
apesar das cores e formas de alguns frutos serem semelhantes. 
Dada a inexistência de estudos científicos com pêssegos, este artigo apresenta os 
resultados preliminares de deteção de pêssegos aplicando o método de deteção de objetos 
Faster R-CNN.  
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Materiais e Métodos  
A Faster R-CNN, entre outros modelos baseados em CNN, vieram a substituir os 
modelos tradicionais na área da visão computacional. Trata-se de um modelo do estado 
da arte de deteção de objetos e tem como base as redes neuronais convolucionais. O 
modelo tem a versatilidade de detetar múltiplos objetos, bem como informar suas 
localizações na imagem de entrada. 
Os modelos de reconhecimento de objetos do estado-da-arte, no qual inclui a rede 
Faster R-CNN, utilizam como “espinha dorsal ” uma rede CNN. Diferentemente das redes 
neuronais tradicionais (NN), onde a quantidade de camadas e de neurónios (estrutura) são 
definidos de acordo com o tipo de problema a ser solucionado, as CNNs geralmente têm 
as suas estruturas fixas e são aplicadas para resolver diversos problemas diferentes, apesar 
de as estruturas dessas redes puderem ser modificadas (customizadas). Existem diversos 
tipos de CNNs, como por exemplo a VGG16 Liu et al. (2015), Resnet He et al. (2016), 
Inception Szegedy et al. (2016), entre outras.  
No modelo Faster R-CNN, as saídas das camadas de convolução são denominadas 
de “mapas de características”. Numa segunda fase, utiliza-se a última camada de 
convolução como entrada da “Rede de proposta de regiões”, no qual produzem as regiões 
de interesses (ROIs – Region Of Interest) que contém os possíveis objetos. Essas ROIs 
são utilizadas na última fase do modelo de deteção para classificação dos objetos, bem 
como para um possível ajuste de posição do enquadramento da deteção do objeto na 
imagem de entrada. A (fig. 1) mostra um esquema simplificado do método Faster R-CNN. 
A (fig. 2) mostra um esquema simplificado do método Faster R-CNN no contexto de 
deteção de pêssegos. 
Para realização dos testes é utilizada a interface de programação de aplicação 
(API) TensorFlow model. (2019). Essa API implementa alguns modelos de deteção de 
objeto, tais como Faster R-CNN, R-FCN, SSD. É selecionado o modelo Faster R-CNN 
com espinha dorsal “Inception_v2”, devido ao seu melhor desempenho com respeito a 
precisão comparado com os modelos R-FCN e SSD Huang et al. (2017). Também é feito 
uso da técnica “transfer learning”. Isto é, inicia-se a rede com os pesos de uma outra rede 
já treinada na base de dados COCO. Como recurso computacional foi utilizado um 
computador desktop com uma placa gráfica (GPU) RTX 2080. 
Para o estudo realizado, uma base de dados de imagens foi obtida num pomar de 
pessegueiro localizado na Beira Interior (Portugal), mas especificamente a Sul da serra 
da Gardunha (Soalheira) no ano de 2019. Fui utilizado uma câmara Eken H9R para 
capturar as imagens. As imagens foram dimensionadas para um tamanho de 2736x1824. 
Para treino do modelo foram utilizadas 200 imagens de pessegueiros com canais RGB e 
40 para teste. É importante salientar que antes do processo de treino existe o processo de 
anotação que consiste em localizar (com um retângulo), manualmente, cada pêssego nas 
imagens de treino. Portanto, cada imagem de treino pode ter diversas subimagens. A (fig. 
3) mostra um exemplo de uma imagem com anotação. 
 
IoU (Interseption over Union), ilustrado na (fig. 4), é a métrica mais popular como 
forma de avaliar o desempenho em tarefas de deteção de objetos Rezatofighi et al. (2019). 






I: é a área de intersecção; 
U: é a área de união; 
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A: é a área delimitada de deteção do objeto inferido; 
B: é a área delimitada real do objeto apresentado como teste. 
O valor de IoU, para cada deteção, pode variar de 0 a 1. Deve-se definir um valor 
de IoU como limite de deteção. Por exemplo, definido o valor de IoU = 0,5 como limite, 
considera-se como objeto detetado (P) os valores de IoU >= 0,5 quando a previsão 
corresponde a classe correta, e objeto não detetado (N) os valores de IoU < 0,5.    
AP (AP – Average Precision) é uma métrica numérica que pode ser diretamente 
utilizada para medir o desempenho dos detetores de objetos e tem como base a métrica 
IoU. 
 
Resultados e Discussão  
Nesse trabalho foi utilizada a métrica AP para avaliar a deteção dos pêssegos. Foi 
considerado como deteção o valor de IoU de 0,5, conforme o utilizado na maioria dos 
trabalhos de deteção de objetos. O valor de AP foi calculado (com IoU = 0,5) para as 
inferências das deteções das 40 imagens de teste e obtivemos o resultado de 0,87.  
O valor obtido de AP de 0,87 com 40 imagens de teste e 200 imagens de treino 
indica uma boa precisão na deteção, conforme se pode confirmar verificando os 
resultados visuais nas (fig. 5) e (fig. 6). Ainda assim, alguns trabalhos de deteção de 
frutos, como por exemplo em Koirala et al. (2019), apresentam resultados de AP de 0,95 
para deteção de mangas. 
Uma possível alternativa para melhorar o resultado de deteção dos pêssegos 
apresentado nesse trabalho seria o aumento da quantidade de imagens de treino. Também, 
pode-se fazer um estudo para verificar a quantidade de oclusão permitida. 
 
Conclusão  
Neste artigo são apresentados resultados preliminares para deteção de imagens de 
pêssegos utilizando o modelo de deteção de objetos Faster R-CNN. Os resultados do 
modelo mostraram um desempenho relativamente bom, inclusive para frutos agrupados 
e oclusos. Uma possível alternativa para melhorar o resultado de deteção dos pêssegos 
apresentado nesse trabalho, seria o aumento da quantidade de imagens de treino e também 
definir um melhor limite na oclusão dos frutos. Os resultados mostraram um grande 
potencial da aplicação do modelo Faster R-CNN para deteção de pêssegos, com o objetivo 
de implementar um sistema de estimação de produção em pomares.  
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Tabelas e Figuras 
 




Figura 2 - Esquema simplificado do método Faster R-CNN no contexto de deteção de 
pêssegos 
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Figura 3 - Exemplo de uma imagem de treino com pêssegos anotados. Os retângulos 
representam as respetivas anotações. 
 
 
Figura 4 – Ilustração da métrica Interseption over Union. 
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Figura 5 – Exemplo 1 de resultado de deteção. 
 
 
Figura 6 – Exemplo 2 de resultado de deteção. 
 
  
