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Preface 
This paper presents a contribution to the Regional Material Balance Approaches to 
Long-Term Environmental Policy Planning project (IND project). The policy part of 
this project - the Ruhr/Katowice Policy Comparison - aims at a better 
understanding of policy options for cleaning up the Black Triangle. The comparison 
focusses on the Ruhr Area and the Katowice voivodship which were both 
identified as hot spots of heavy metal pollution. The Ruhr/Katowice Policy 
Comparison comprises a historical analysis of the Ruhr Area, which draws heavily 
on the evidence collected in IIASA's previous Rhine Basin study and which 
investigates past policies to reduce heavy metal pollution in this area. 
The investigation was performed by Sander de Bruyn and Simone Schucht during 
their participation in IIASA's Young Scientists' Summer Program. This paper 
describes, both quantitatively and qualitatively, the determinants of the reduction 
of atmospheric heavy metal emissions in Northrhine-Westfalia. It develops 
methods to describe quantitatively industrial transformation and applies these 
methods to the analysis of industrial change in Northrhine-Westfalia during the 
1955 to 1988 period. 
Table of contents: 
Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0 . Abstract 5
1 . Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 
1 . 1. The RhineIBlack Triangle Policy Comparison Study . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.2. Research aims 7 
1.3. Outline of the Paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8 
2 . Industrial activities and heavy metal emissions in Northrhine-Westfalia . . . . . . . . . . . .  10 
2.1. Development of Atmospheric Heavy Metal Emissions in Northrhine-Westfalia . . .  10 
2.2. Industrial Activities Causing Atmospheric Heavy Metal Emissions . . . . . . . . . . .  12 
2.3. Determinants of change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 
3 . Decomposition Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  14 
3.1. The Problem of Decomposition in Relation to Heavy Metal Emissions . . . . . . . . .  14 
3.1.2. Reduction of the Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15 
3.2. Decomposition Methods: The Problem of Weighting Changes . . . . . . . . . . . . . . . . . .  16 
3.2.1. Decomposition Analysis Based on Absolute Changes . . . . . . . . . . . . . . . . . . . .  16 
3.2.2. The Problem of Choosing Values for oj and ai . . . . . . . . . . . . . . . . . . . . . . . . .  18 
3.2.3. Percentage Change Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21 
3.3. Further Topics in Decomposition Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22 
3.3.1. The Level of Sector Disaggregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  22 
3.3.2. Decomposition of Time-Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  24 
3.3.3. A Short Overview of Other Related Topics . . . . . . . . . . . . . . . . . . . . . . . . . . .  25 
3.4. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  26 
4 . Decomposition of Heavy Metals Emission lntensities in Northrhine-Westfalia 
(1955-1988) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 
4.1. Description of the Methodology Employed . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 
4.1 . 1. Data and Sectoral Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  27 
4.1.2. Presentation of the Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28 
4.2. Cadmium Emissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28 
4.3. Lead Emissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30 
4.4. Zinc Emissions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  32 
4.5. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  34 
5 . Determinants of Change of Sectoral Emission Intensities: material flow analysis . . . . . .  35 
5.1. A Simple Model of lntrasectoral Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35 
5.1 . 1. Production Functions and Value Added . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  36 
5.1.2. Materials and Energy Substitution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  37 
5.1.3. The Efficiency Factor in a Mass Balance Context . . . . . . . . . . . . . . . . . . . . . .  37 
5.2. Nested Decomposition Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40 
5.3. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 . Sectoral Analysis 44 
6.1. Non-Ferrous Metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  46 
6.1 . 1. The Development of Emissions. Emission Intensities and Value Added Shares . . .  46 
6.1.2. The Development of Heavy Metal Emissions in Relation to 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Non-Ferrous Metals Production 47 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.1.3. Aspects of lntrasectoral Change 49 
6.2. Iron and Steel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  50 
. . .  6.2.1. The Development of Emissions. Emission Intensities and Value Added Shares 50 
The Development of Heavy Metal Emissions Related to Iron and Steel Production 50 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Aspects of lntrasectoral Change 51 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Electricity Production 52 
. . .  The Development of Emissions. Emission Intensities and Value Added Shares 52 
The Development of Heavy Metal Emissions Related to Electricity Production . . .  53 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Aspects of lntrasectoral Change 55 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Coal Mining (Coke Production) 56 
The Development of Emissions. Emission Intensities and Value Added Shares . . .  56 
The Development of Heavy Metal Emissions Related to Coke Production . . . . . .  56 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Aspects of lntrasectoral Change 57 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Stones and Clays (Cement Production) 58 
The Development of Emissions. Emission Intensities and Value Added Shares . . .  58 
The Development of Heavy Metal Emissions Related to Cement Production . . . . .  58 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Aspects of lntrasectoral Change 59 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 . Conclusions and Outlook for Further Research 60 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.1. Conclusions 60 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.2. Outlook for Further Research 63 
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  65 
Annex A Three Decomposition Methods Based on Measurement of Discrete Changes . . . . .  69 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  A.1. Measuring Change 69 
A.1.1. Interrelations Between the Three Ways to Measure Change . . . . . . . . . . . . . . .  69 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  A.2. Decomposition Analysis 70  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  A.2.1. Exponential Growth 71 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  A.2.2. Absolute Change Decomposition 72 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  A.2.3. Percentage Change Decomposition 73 
. . . . . . . . . . . . . . . . . . . . . . . . . .  A.2.4. Allocation Schemes for the Residual Term 73 
ANNEX B Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75 
B.1. EmissionData . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  75 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  B.l . 1. Emission Data Supplied by IlASA 75 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  B.1.2. Emission Data Used in this Paper 75 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  B.2. Data on Gross Value Added in Real Terms 76  
8.2.1. Data on Gross Value Added for Electricity Production from 1970 to 1979 . . . . .  77 
8.2.2. Data on Gross Value Added for Sectors and the Total Industry Before 1970 . . . .  77 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  B.3. Production Data in Physical Terms 77 
List of figures and tables 
(contains 21 figures and 12 tables) 
Figure 2.1. Atmospheric Cadmium Emissions . Northrhine-Westfalia . . . . . . . . . . . . . . . . . .  10 
Figure 2.2. Atmospheric Lead Emissions . Northrhine-Westfalia . . . . . . . . . . . . . . . . . . . . .  11 
Figure 2.3. Atmospheric Zinc Emissions . Northrhine-Westfalia . . . . . . . . . . . . . . . . . . . . . .  11 
Figure 2.4. Development of Heavy Metal Emissions in Relation to Economic Growth . . . . . . .  13 
Figure 3.1. Developments of Value Added Share and Emission Intensity of Sector j . . . . . . .  19 
Figure 4.1. Decomposition Results: Cadmium, Cumulative Effects . . . . . . . . . . . . . . . . . . .  29 
Figure 4.2. Decomposition Results: Cadmium. Period Wise . . . . . . . . . . . . . . . . . . . . . . . .  3 0  
Figure 4.3. Decomposition Results: Lead. Cumulative Effects . . . . . . . . . . . . . . . . . . . . . . .  31 
Figure 4.4. Decomposition Results: Lead. Period Wise Effects . . . . . . . . . . . . . . . . . . . . . .  32 
Figure 4.5. Decomposition Results: Zinc. Cumulative Effects . . . . . . . . . . . . . . . . . . . . . . .  32 
Figure 4.6. Decomposition Results: Zinc. Period Wise Effects . . . . . . . . . . . . . . . . . . . . . . .  34 
Figure 6.1. Cadmium. Lead and Zinc Emissions related to Zinc Production . . . . . . . . . . . . . .  44 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Figure 6.2. Atmospheric Cadmium Emissions 45 
Figure 6.3. Zinc Production and Emissions of Cadmium . . . . . . . . . . . . . . . . . . . . . . . . . . .  48 
Figure 6.4. Copper Production and Emissions of Cadmium . . . . . . . . . . . . . . . . . . . . . . . . .  48 
Figure 6.5. Copper Production and Emissions of Zinc . . . . . . . . . . . . . . . . . . . . . . . . . . . .  49 
Figure 6.6. Iron and Steel Production and Emissions of Cadmium . . . . . . . . . . . . . . . . . . . .  51 
Figure 6.7. Electricity production and emissions of cadmium . . . . . . . . . . . . . . . . . . . . . . .  53 
Figure 6.8. Decomposition Results Electricity Production: Period-Wise Total Effects . . . . . . .  55 
Figure 6.9. Coke Production and Emissions of Cadmium . . . . . . . . . . . . . . . . . . . . . . . . . .  57 
Figure 6.1 0 . Cement Production and Emissions of Cadmium . . . . . . . . . . . . . . . . . . . . . . .  59 
Table 3.1. Contribution of Sector j to the Decomposition Results . . . . . . . . . . . . . . . . . . . .  19 
Table 3.2. Sector Disaggregation and Decomposition Outcomes . . . . . . . . . . . . . . . . . . . .  23 
Table 4.1. Sectoral decomposition results: cadmium . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  29 
Table 4.2. Sectoral decomposition results: lead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  31 
Table 4.3. Sectoral decomposition results: zincperiod Wise Total Effects . . . . . . . . . . . . . . .  33 
Table 6.1. Cumulative Components of Change in Emissions: Non-Ferrous Metals . . . . . . . . .  47 
Table 6.2. Cumulative Components of Change in Emissions: Iron and Steel Production . . . . .  50  
Table 6.3. Cumulative Components of Change in Emissions: Electricity Production . . . . . . . .  53 
Table 6.4. Decomposition of heavy metals emissions for electricity production 1955-88 . . . .  55 
Table 6.5. Cumulative Components of Change in Emissions: Coal Mining (Coke) . . . . . . . . .  56 
Table 6.6. Cumulative Components of Change in Emissions: Stones and Clays (Cement) . . . .  58 
Table 7.1. Summary of findings in this study on the sectoral level . . . . . . . . . . . . . . . . . . .  62 
Abbreviations 
ARlMA Autoregressive integrated moving average 
Cd Cadmium 
CO Carbon monoxide 
co2 Carbon dioxide 
ECE Economic Commission for Europe 
e.g. for example 
GVA Gross Value Added 
i.e. that is 
I HK Industrie- und Handelskammer 
IlASA International Institute for Applied Systems Analysis 
k w h  kilo Watt hours 
Ld Lead 
LDS Landesamt fiir Datenverarbeitung und Statistik Nordrhein-Westfalen 
Mill. Million 
MWh Mega Watt hours 
NF-Metals non-ferrous metals 
No, Nitrogen oxides 
NRW Northrhine-Westfalia 
O.W. of which 
SO, sulphur dioxide 
SPM suspended particulate matter (dust) 
s.t. subject to 
t tonnes (metric) 
UBA Umweltbundesamt 
VD I Verband der Deutschen lndustrie 
Zn Zinc 
0. Abstract 
As part of the RhineIBlack Triangle Policy Comparison Study at IIASA, this working paper 
describes, both quantitatively and qualitatively, the determinants of the reduction of 
atmospheric heavy metal emissions in a sub-region of the river Rhine basin: Northrhine, 
Westfalia. It develops methods t o  describe quantitatively industrial transformation and 
applies these methods in a historical analysis of industrial change in Northrhine-Westfalia 
(1 955-1 Q R R r ~  
We find that the emission levels in Northrhine-Westfalia have declined considerably over 
the last thirty years. These emission reductions can be analysed quantitatively by using 
decomposition methods. Decomposition methods assess the change in emission levels as 
a function of economic growth, intrasectoral changes (changes in the production 
methods) within sectors and intersectoral changes (changes in the structure of the 
economy). We find that decomposition methods have methodological problems with 
respect t o  the allocation of interaction effects and the sensitivity of the results for 
sectoral classification and suggests ways to  improve the methods. Based on the aim to  
minimize the interaction effect, w e  develop a proportional decomposition method for our 
empirical analysis. Applying this decomposition method to  the changes in heavy metal 
emissions in Northrhine-Westfalia, we  find that intrasectoral changes are the main 
reasons for the decline in emission levels. This leads t o  the assumption that technological 
changes are generally more important for the reduction of atmospheric heavy metal 
emissions than changes in the structure of the economy. In the context of a material 
f low model, we  analyse the different components of these technological changes. We 
find that substitution of material and energy inputs, application of end-of-pipe 
technology, increasing process efficiency and substitution of labour for materials are 
important determinants of technological changes. The application of decomposition 
methods, together wi th a qualitative description on the sectoral level, points to  the 
importance of improved end-of-pipe technology and process technology in several 
sectors (e.g. non-ferrous metals, iron and steel, energy production, cement 
manufacturing). 'This is consisten wi th several amelioration and retrofitting programmes 
that were set up in Northrhine-Westfalia by the state government during the sixties. It 
seems that these programmes have been, to a certain extent, successful in supporting a 
modernization of industrial plants in an environmental respect and have therefore also 
contributed to  the reduction of industrial heavy metal point source emissions. 
In future work, the analysis applied here should be extended to  include a closer analysis 
of the driving forces behind the observed developments in Northrhine-Westfalia. The 
methodology that has been developed here could also be integrated in scenario analyses 
for other regions, such as the Black Triangle. 
Introduction 
Industrial transformation is defined as a set of quantitative and qualitative changes in the 
performance and organisation of industries, and their environmental impacts over time. 
Industrial transformation includes different forms of changes (technological, spatial, 
structural and socio-economic), relevant for environmental pressure. Industrial 
transformation can play a prominent role in the reduction of atmospheric heavy metal 
emissions. Atmospheric heavy metal emissions deserve attention, because cadmium, 
lead and zinc belong t o  the most toxic metals [Olendrzynski, 19951. Once emitted, heavy 
metal aerosols can travel long distances and deposit far from emission sources, for 
example on agricultural lands. Through the uptake by agricultural crops and leaching to  
groundwaters that serve as drinking water, heavy metals enter the human food chain 
wi th possible detrimental effects. 
1 .l. The RhineIBlack Triangle Policy Comparison Study 
The sources of heavy metal emissions, their pathways through the environment and their 
impacts on agricultural soils are subject of investigation in the IlASA project Regional 
Material Balance Approaches t o  Long-Term Environmental Policy Planning. The region 
currently under study is the Upper ElbeIOder Basin, also called the Black Triangle, 
covering parts of (former East-)Germany, Poland and the Czech Republic. This heavily 
industrialized area is in many respects the most polluted area in Europe. Forty years of 
communist regimes wi th their focus on heavy industry and a neglect of environmental 
problems have resulted in a severe environmental situation: heavily polluted soils and an 
industrial equipment inadequate t o  match the required environmental standards. Owing 
t o  these characteristics the Black Triangle Area issues a challenge for environmental 
policy orientated around industrial transformation; i.e. a transformation of the 
organisation, technologies, and structures of industrial production. 
In order t o  evaluate the policy options for a mitigation of heavy metal pollution in the 
Black Triangle, a closer investigation of the historical process of industrial transformation 
in river basins in developed market economies is useful. 
River basins incorporate specific characteristics wi th respect t o  (economic) infrastructure 
and pathways t o  transmit heavy metal pollution. An example of a river basin where 
ecological restructuring has taken place is the river Rhine basin, subject of IIASA's Rhine 
Study which investigated the development of heavy metal emissions t o  air and water in 
the Rhine Basin from 1955 t o  1988 [Stigliani et al., 19931. This study identified the Ruhr 
Area as the geographic locus of industrial pollution in the Rhine Basin and showed a 
substantial reduction of heavy metal emissions in this region over time 
[StiglianiIAnderberg, 19921. An important element of this reduction may have been the 
economic restructuring of this area, the application of abatement technologies and a 
decline in the input of raw materials [ ~ c h u c h t ,  19931. 
Knowledge of the driving forces behind the industrial transformation in the Ruhr Area 
could serve as an important benchmark for formulating environmental policy options in 
the Black Triangle, of course subject t o  differences in the local conditions in both 
regions1. The RhineIBlack Triangle Policy Comparison Study, therefore, seeks to  
determine the social, political, and economic factors that led to  the clean-up of the Ruhr 
Area, and whether lessons learned in that clean-up could be usefully applied t o  the clean- 
up of the Katowice voivodship. As the Katowice voivodship is characterized by much of 
the same heavy industry that dominated in the Ruhr Area and as it is therefore exposed 
t o  high heavy metal emissions, the RhineIBlack Triangle Policy Comparison Study will 
partly be conducted on a case-study comparison between the Ruhr Region as a sub- 
region of the Rhine Basin and Katowice voivodship as a sub-region of the Black Triangle 
[Blazejczak, 19951. 
This paper gives a first impulse t o  identify these driving forces by developing a 
methodology that can be used for the study of industrial transformation and by applyirrg 
this methodology to  Northrhine-Westfalia, a federal state of Germany of which the Ruhr 
Area is a part2. In future work more attention will be paid t o  explanations behind the 
here observed developments in  relation to  legalladministrative changes and technology 
and structure enhancing policy. 
1.2. Research aims 
This paper specifically addresses economic origins of reductions in heavy metal 
emissions by investigating changes in economic activities that are influential on emission 
levels. The goal of this paper is twofold: on the one hand the development of a 
methodology that can determine factors that are influential on changes in emission 
levels, and on the other hand the application of this methodology in order t o  analyse the 
changes and causes of changes in atmospheric heavy metal emissions of lead, zinc and 
cadmium in Northrhine-Westfalia. 
Emission reductions can be thought of as being influenced by different determinants of 
industrial transformation. We employ here the following classification scheme [Schucht, 
1993; De Bruyn et al., 1996 (forthcoming)]: 
intersectoral change (changes in shares of specific economic sectors); 
lntrasectoral change (changes within specific sectors); 
2.1. intrasectoral structural shifts (increase or decline of shares of specific 
productions within an economic sector); 
2.2. application of different technologies (including process and product related 
technological shifts and the application of end-of-pipe technology); 
2.3.substitution of inputs; 
economic growth. 
Simply copying experiences from the Ruhr Area to the Black Triangle may be inappropriate [Blazejczak, 
19951. 
It would be desirable to investigate the industrial change that took place in the Ruhr Area only instead of in 
the whole of Northrhine-Westfalia. Owing to the situation of statistical data it is only possible to investigate 
industrial change for the whole of Northrhine-Westfalia. 
In order to  identify the determinants of industrial change that have contributed to  the 
clean-up in the Ruhr Area the following research aims have been defined: 
- a description of patterns of atmospheric heavy metal emissions on the total 
industrial and sectoral level; 
- the development of a quantitative methodology that can specify and analyse the 
factors that are influential on the changes in emission levels (decomposition 
method); 
- an application of this methodology in order t o  quantitatively estimate the 
importance of the contribution of the various factors t o  the total reductions in 
emission levels in Northrhine-Westfalia to  the extent where the respective data are 
available; 
- a theoretical analysis of substitution options and technological changes that can 
reduce emissions and a qualitatively descriptive analysis of changes that could not 
be covered by quantitative analysis because of lacking data, and 
- a preliminary investigation of driving forces behind the observed industrial 
transformations. 
1.3. Outline of the Paper 
In Chapter 2 w e  first give an overview of the development of atmospheric cadmium, lead 
and zinc emissions in Northrhine-Westfalia between 1955 and 1988, as well as a 
description of the industrial activities most important for the atmospheric emission of 
these heavy metals. 
In Chapter 3 we present a decomposition methodology that can be used for quantitative 
analysis of industrial transformation. We decompose here the emission/output ratio3 of 
Northrhine-Westfalia into intrasectoral and intersectoral effects. We also discuss 
problems previously overlooked when applying these methods and give some 
suggestions for improvements. 
In Chapter 4 the decomposition methodology developed in Chapter 3 is applied in order 
t o  analyse changes within the economic system that led t o  the decline in the level of 
heavy metal emissions in Northrhine-Westfalia. To be investigated are the contributions 
of inter- and intrasectoral effects t o  changes in the emission/output ratio. In order t o  
depict more carefully the developments of intrasectoral change, w e  develop in Chapter 5 
a simple material f low analysis embodied in economic production theory. We show that 
the intrasectoral changes are in fact due t o  various different developments regarding 
technological changes, the structure of production and several substitution processes of 
inputs. A n  extended version of the decomposition method described in Chapter 3 can be 
a used as a tool t o  analyse these determinants of intrasectoral change, depending on the 
availability of appropriate data. 
In Chapter 6 the determinants of intrasectoral change are investigated on the level of 
individual sectors and productions. In a first step we  look at the percentage changes over 
time in emissions, emission intensities and production shares of the individual sectors. In 
a second step w e  investigate the development of heavy metal emissions in relation to  
individual productions highly important for these emissions. In a third step some aspects 
Or emission intensities, i.e. the division of emissions over monetary output (Gross Value Added), see chapter 
3. 
of intrasectoral change, that have led to  the reduction of heavy metal emissions in 
Northrhine-Westfalia, are described. Especially this last step has to  be considered as 
being preliminary4. 
Conclusions and suggestions for further research will be outlined in Chapter 7. Emphasis 
will be put on the need to  more closely investigate the driving forces behind the here 
observed developments in  terms of legal/administrative changes and technology and 
structure enhancing conditions in Northrhine-Westfalia. 
In annex A w e  derive the decomposition method that has been used in this paper 
mathematically in  combination wi th t w o  other methods. A detailed description of the 
data is given in annex B. 
Especially technological changes that took place after 1972 have to be further analyzed. This question will 
be further investigated in ongoing research [Schucht. 1995 forthcoming]. 
2. Industrial Activities and Heavy Metal Emissions in Northrhine- 
Westfalia 
This study deals wi th atmospheric heavy metal emissions of cadmium, lead and zinc. In 
order to  answer the questions that were put forward in Chapter 1 ., we look only at 
emissions5 from industrial point sources since these are of the highest importance in 
heavily industrialized regions, and emission reductions have been most impressive for 
this kind of emissions in Northrhine-Westfalia. It is expected that also in the Katowice 
area major reductions of industrial emissions can be achieved. 
In this chapter we will first give a rough overview of the development of atmospheric 
emissions of cadmium, lead and zinc caused by industrial point sources in Northrhine- 
Westfalia between 1955 and 1988'. In a second step the industrial activities most 
important for the atmospheric emission of heavy metals will be described. 
2.1. Development o f  Atmospheric Heavy Metal Emissions in Northrhine-Westfalia 
Atmospheric cadmium emissions of industrial point sources in Northrhine-Westfalia 
declined from a maximum of 230t  per year in 1965 t o  13t  per year in 1988 (see Figure 
2.1 .). The highest reductions were achieved within the 1965 to  1980  period, when 
cadmium emissions dropped by 203t. 
Figure 2.1. Atmospheric Cadmium Emissions - Northrhine-Westfalia 
Emissions in tonnes per year 
250 1 
Sources: IIASA, own calculations 
If we subsequently use the term atmospheric emissions, only those stemming from industrial 
point sources are referred to. 
' The emission data are average values for 5-year periods. For the sake of simplicity we 
denote time periods by their mid-value, e.g. 1955 denotes the period from 1953 to 1957. 
Atmospheric lead emissions reached their peak level of approximately 3270t per year in 
1970 (see Figure 2.2.). In the following years they declined by about 2430t to 840t in 
1980 and stabilized by about 460t in the late eighties. 
Figure 2.2. Atmospheric Lead Emissions - Northrhine-Westfalia 
Emlsslons In tonnes per year 
3.500 1 I 
Source: IIASA, own calculations 
Atmospheric zinc emissions - as well as the cadmium emissions - increased until the mid 
sixties, reaching a level of 10920t in 1 965 (see Figure 2.3.). Until 1980 zinc emissions 
dropped very quickly by somewhat around 8910t to 2010t and reached a level of about 
1060t in 1988. 
Figure 2.3. Atmospheric Zinc Emissions - Northrhine-Westfalia 
Emlasion in 1000 tonne8 Der Year 
Sources: IIASA, own calculations 
Concluding, we find that the major decreases in heavy metal emissions occurred during a 
relatively short period of time, from 1965 to 1980. 'These findings raise the question 
which industrial changes led to the distinct decline in the emission of cadmium, lead and 
zinc since the mid sixties. In this study we try to determine quantitatively as well as 
qualitatively the components of industrial change influencing the described developments 
of atmospheric heavy metal emissions. 
2.2. Industrial Activities Causing Atmospheric Heavy Metal Emissions 
Heavy metals are natural components of the earth's crust and enter the industrial 
economy e.g. in  iron and non-ferrous ores, coal and oil [Stigliani and Anderberg, 1992; 
ECE, 19941. The heavy metals particles are emitted by high temperature processes, such 
as fuel combustion for power and heat generation, in foundries and refineries. Waste 
incineration, as well as the use of certain metals t o  produce industrial goods are further 
significant sources of heavy metal emissions [ECE, 19941. 
With respect to  cadmium and zinc emissions the non-ferrous metal refining of copper, 
zinc and lead is of highest importance. As cadmium is a natural trace component of zinc 
ores, zinc refineries have been a major source of zinc, as well as of cadmium emissions, 
which are released to  the exhaust air during the process of refining [Stigliani et al., 1993; 
Klepper et al., 19951. 
Emissions of all three heavy metals considered in this study are strongly linked to  the 
development of iron and steel production, as heavy metals occur as natural impurities in  
coke as well as in iron ores. A n  important source for zinc and cadmium emissions is also 
the use of scrap galvanized steel (zinc- and cadmium-coated) in the production of 
secondary steel [Stigliani et al., 1993; UBA, 19821. 
As mentioned before combustion of coal and oil are important sources of atmospheric 
cadmium pollution. Therefore, electricity production leads to  significant cadmium and 
zinc emissions [ECE, 19941. Although the metal content in  both coal and oil is rather 
low7, emissions from these sources are significant because of the high volumes of coal 
and oil consumed. 
In the cement manufacturing a major source of cadmium and zinc emissions was the use 
of discarded automobile tires serving as a source of fuel [Stigliani et al., 19931, as zinc is 
an additive in  the rubber manufacture used in tires, and cadmium is a trace impurity of 
zinc. 
2.3. Determinants of Change 
The major reductions of heavy metal emissions did not have an impact on the economic 
activity in Northrhine-Westfalia. Figure 2.4. shows the development of the emission of 
the three heavy metals compared to  the development of Gross Value Added of 
Northrhine-Westfalia. This figure shows that despite the increase in economic activity, 
the emissions of heavy metals have declined over the last thirty years. This de-linking of 
economic growth from emission levels for certain pollutants is a well-known fact in 
empirical economic literature8. 
The content of these metals in coal is higher than in oil. 
See Selden and Song [I9941 and Shafik and Bandyopadhyay [I9921 for empirical evidence 
on de-linking for SO2, NO,, CO and SPM emissions. For a critical review see De Bruyn et al. 
11 9951. 
Figure 2.4. Development of Heavy Metal Emissions in Relation to Economic Growth 
indexnumbers (1955=100) 
250 I 
+ cadm I urn + O O S S  Value Added 
Sources: IIASA, LDS, own calculations 
The reasons for this development are in general poorly understood. Selden and Song 
[ 1994, p 1471 state that "positive income elasticities for environmental quality" account 
for this development. This explanation, however, does not provide us wi th information in 
what way the emission levels have declined: as the result of the application of end-of- 
pipe technology (enforced by environmental policy), as the result of endogenous changes 
in the structure of final demand or as the result of the application of new product design 
and process technologies that led t o  a saving in materials and energy consumed. A 
description of the actual causes of the decline in emission levels in Northrhine-Westfalia 
may point at possible strategies t o  be followed for industrial transformation in the Black 
Triangle Area. In order to  assess these causes we  will use decomposition analysis, that 
can be used to  decompose the change in emission levels into several effects. In the 
following chapter we  describe the technique of decomposition analysis when applied t o  
main effects only: the effects w e  describe there are intersectoral (changes in the 
structure of production) and intrasectoral (changes in the technology of production). This 
does not imply that decomposition analysis is restricted to  these effects: as will be seen 
in Chapter 5, the number of effects can be extended considerably if data are available. 
3. Decomposition Analysis 
Decomposition analysis can be defined as a method t o  distinguish changes within an 
economic system by means of investigating in a comparative static way the set of 
variables that describe the economic system. By rewriting these variables into complex 
identities, the contribution of the separate change in each variable t o  the total change in 
the economic system is made visible. The change in the economic system is 
decomposed into the change of the components of that system. 
Decomposition analysis is often concerned with the effect of changes in the structure of 
the economy for example on employment, energy demand or emission levels, and can 
hence be denoted as structural change analysis, or structural decomposition analysis 
[Skolka, 19891. While employment, energy demand or emission levels can be directly 
measured by statistical offices, the influence of structural changes on each of them is 
not directly measurable and has t o  be approximated. Changes in output occur in a wide 
range of economic sectors and the question is how t o  add these changes up in order t o  
determine their influence on employment, energy demand or emissions. 'This has a 
connection t o  the well-known economic problem of how t o  measure the rate of inflation 
which relates decomposition analysis t o  the statistical-economic theory of index numbers 
[Allen, 1975; Liu et al., 19921. 
3.1. 'The Problem of Decomposition in Relation t o  Heavy Metal Emissions 
Decomposition analysis can be used as a quantitative tool t o  assess industrial 
transformation. First, we have t o  define the economic system. For this study the 
economic system is the industry in  Northrhine-Westfalia that consists of j = {1 ..n) 
sectors, where each sector produces one output, value added (Yj,,), using one input, 
atmospheric emissions of heavy metals (Ei,,). E can be cadmium, lead or zinc and t is a 
time subscript. Define then the variables without subscript j as the sum over all the j 
sectors: 
so that Et becomes the total emissions and Yt becomes GNP of Northrhine-Westfalia if all 
the sectors in an economy are taken into account. Define then the following variables: 
Uj,t = emission intensity of pollutant h in sector j = (EjCtNjt t )  
Sj,t = value added share of sector j = (Yj,tflt) 
Decomposition analysis starts by specifying an identity where the total emissions are a 
function of the emission intensities, the value added shares and the level of GDP: 
The first variable on the right hand side of (3.2) gives the emission intensities of sector j 
(Ui,t) which specify the amount of emissions that are "needed" t o  create one unit of 
value added for sector j. In economic theory, this is determined by the production 
function, a topic that will be elaborated in Chapter 5. For now it is enough to  
acknowledge that the amount of emissions per unit of value added is dependent on 
technological factors such as process-technology, end-of-pipe technology, product design 
etc. 
The second variable gives the share of value added of sector j in  the total GDP. This 
describes emissions as determined by the structure of the economy. 
The third variable gives the level of GDP; the emissions thus are also dependent on the 
magnitude of monetary output, or income. 
Equation (3.2) gives the relationship between emissions as a function of the level of 
GDP, sectoral composition and technology for one moment in  time. But the question we  
address is basically a dynamic one: what factors were influential for the patterns of 
emissions of heavy metals in Northrhine-Westfalia from 1955-1 988? From equation (3.2) 
we  have three such factors (changes in technology, in the structure of the economy and 
in levels of income) and the question is how much each has contributed to  the total 
change in emission levels over this period. 
Here we  encounter a major problem, since the change in emissions is not simply the sum 
of changes in each of the variables on the right hand side of (3 .21~.  The problem 
therefore consists of adding up the change of emission intensities, value added shares 
and production growth of several sectors so that it matches the growth of the total 
emissions. Decomposition analysis is concerned wi th solving this addition problem: 
splitting the change in emission levels into the different factors that influence the levels 
of emissions. 
3.1.2. Reduction of the Problem 
Although decomposition wi th three variables has been performed frequently [Ang and 
Lee, 1994; Binder, 1993; Park, 1992; Boyd et al., 19881, it has been shown that the 
addition problem can be rewritten as a t w o  variable case [Howarth et al., 1991 I. Notice 
that we  can rewrite (3.2) as a system of t w o  equations (which are also identities): 
and 
where V, equals the emission intensity of the total economy ( = E,/Yt). In order t o  avoid 
confusion wi th the sectoral emission intensities we  will call Vt the emission/output ratio. 
Since the first equation does not contain any summation signs, decomposition analysis is 
If the summation sign was absent in (3.2), it would be possible to express the growth in 
emissions as a function of the growth of each ratio by transforming (3.2) into natural logarithms 
and take the first differences. Owing to the summation sign this is not possible (since for example 
In5 is not the sum of In3 and ln2). 
only needed for the second equation: t o  decompose the change in the emission/output 
ratio1'. Another reason for focusing on equation (3.4) instead of (3.2) deals with the 
objective of this study. Since our main focus is to  identify factors that influence emission 
levels that can be controlled by the policy makers, the influence of economic growth on 
emission levels is not of much importance. Reducing economic growth is in general not 
considered as a realistic option in environmental policy. As a final reason, w e  would 
mention that industrial transformation does not take place by reducing GDP but consists 
of changes of technology and changes in the structure of the economy: both are 
captured in (3.4). 
Excluding economic growth, our decomposition problem reduces t o  equation (3.41, and 
t o  decompose the change in the emission/output ratio into changes in value added shares 
and sectoral emission intensities. 
3.2. Decomposition Methods: The Problem of Weighting Changes 
Decomposition analysis has been performed in a wide range of economic subjects: 
employment [Skolka, 19891; energy demand [Ang and Lee, 19941 or C 0 2  emissions 
[Torvanger, 1991 I. In general many authors have used different decomposition methods 
that differ in the way change is being measured and the way these changes are being 
weighted1'. As being described in Annex A, change in emissions (and any other 
variable) can be described in: 
(i) absolute terms (ET-E,); 
(ii) percentage changes (ET-Eo)/Eo; 
(iii) exponential growth rates (In{(ET/Eo}). 
This will yield three different decomposition methods, which are described in Annex A. 
The decomposition method exemplified here is based on absolute change12. 
3.2.1. Decomposition Analysis Based on Absolute Changes 
The continuous change in the emission/output ratio between t w o  years, 0 and T, can be 
calculated by differentiating expression (3.4) towards time which results in:13 
lo We do not necessarily need decomposition analysis in the first identity. The (exponential) 
growth in emissions can be calculated as the sum of the growth in each of these two 
components. 
This classification is ours: others [Liu et al., 1992; Ang & Lee, 1994; Ang, 19941 have 
pointed out that decomposition methods are in fact discrete approximations of two continuous 
Divisia line integrals. This connection with Divisia indices [Allen, 19751 is however complicated 
and nowhere derived formally. 
l2 This equals the PDM2 decomposition method in additive terms as being given in Ang 
11 9941. 
Variables with a dot indicate derivatives towards time. 
This continuous expression gives on the left hand side the change in the emissionloutput 
ratio which is equivalent t o  the sum of the t w o  terms on the right hand side. The first 
term on the right hand side of (3.5) defines the intrasectoral change as the summed 
change in each sector's emission intensity holding the value added share constant. The 
intrasectoral change is then defined as the summed changes in emission intensities that 
take place within sectors that can be an indicator for technological changes. 
The second term on the right hand side defines the intersectoral change as the summed 
change in each sector's value added share holding the emission intensity constant. These 
summed changes are defined as intersectoral since they consist of the shifts of value 
added shares between sectors. 
Since decomposition analysis is discrete time analysis, we  need t o  find some discrete 
equivalents of (3.5). Over a time interval <O,T> we can find this discrete equivalent by 
integrating (3.5) over this time interval, which results in:14 
The discrete equivalents of the integrated derivatives in (3.6) are fully defined as the 
absolute change in the variable (see also Annex A). So the expression on the left hand 
side becomes: VT-Vo. Similarly, the discrete equivalents of the integrated derivatives on 
the right hand side are fully defined as Uj,T-Uj,o and Sj,T-Sj,o respectively. It is wi th the 
constants on the right hand side of (3.6) that we  encounter a problem: we  do not know 
the time path of these variables over the time interval <O,T>. So for example in the first 
integral on the right hand side, the constant S,, is not likely t o  remain constant itself 
between year 0 and T. Over the time interval considered, Sin, takes the values between 
Sj,o and Sj,T. So we  could use either Sj,o (base year) or Sj,T (current year) or some 
combination of both in order t o  weight the absolute change in emission intensities. 
Following Liu et al. 11 9921 we transform the time paths of the constants Sin, and Uj,, into 
the following parametric weighting functions (see also Annex A): 
where the parameters a, and R, can be chosen in order t o  determine the time path of the 
constants. Using these In (3.6) will give the following decomposition method: 
l4 Conditions under which a solution to this integral path exists are described in Ang [ I  9941 
and Liu et al. [ I  9921. 
The first term on the right hand side of (3.8) defines the intrasectoral effect as thc 
weighted change in each sector's emission intensities. The second term defines the 
intersectoral effect as the weighted change in each sector's value added share. Choosing 
values for a, and TJi in  the weighting functions then defines the time path of Si,, and U,, 
respectively. Choosing a. = 0 for every j means that the value added share in the base 
year 0 is used as a weighting factor. Choosing ai = 1 means that the value added share 
in the end year T is used as a weighting factor. A general assumption of integration is 
that the values of the variables do not exceed the values they take in the observed years 
0 and T. This implies that w e  cannot choose values for a, or 8. that are lower than zero 
or greater than unity, so that the values of S, and Ui are bounded by the base and end 
years. 
A residual term Rj is added in (3.8) since the t w o  effects normally do not add up together 
because of joint-effects. This residual can become quite substantial if the time interval 
<O,T> is lengthy and both the values for a, and IJi are either 0 or 1 [Ang and Lee, 
19941. A large residual would eventually defeat the purpose of decomposition since it 
does not provide us wi th an explanation on which effect was dominant. 
Ang [I 9941 and De Bruyn and Van den Bergh [ I  9951 have proposed to  choose values for 
a, and IJ, that minimize the residual term R,. 
Solving the residual term from (3.8) using (3.6) and (3.7) results in the following 
expression: 
From this expression follows immediately that any combination that fulfils aj + IJ, = 1 for 
all j will give a decomposition result without a residual. 
3.2.2. The Problem of Choosing Values for aj and 13j 
Most authors implicitly choose values for a, and IJi of 0 or 1 a priori. These t w o  values 
are however extremes and influence the results, critically, as we  will show wi th the 
following graphical exposition. 
In Figure 3.1 the hypothetical developments of the emission intensity and value added 
share of a copper producing sector is depicted wi th emissions of cadmium between year 
0 and T. Assume that due t o  a shift from secondary t o  primary copper refinery the 
emission intensities drastically increase from Ui,o t o  Ui,. Over the same period, the 
copper producers were able t o  raise their value added share from S,,o t o  Sj,?. Notice that 
1 -Si,o gives the value added share of the other sectors in year 0 and 1 -Sj,T In year T. Let 
us furthermore assume that the total emission/output ratio did not change during these 
15 years and remained constant at UOT . 
Figure 3.1. Developments of Value Added Share and Emission Intensity o f  Sector j 
I u ' n  
.h 
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Production share 
As defined in equation (3.41, the contribution of this sector to  the emission/output ratio 
is given by the multiplication of the emission intensities and the value added shares. This 
contribution changed over the period considered. This change can be depicted by 
substraction of the rectangle OBDG from OAEH which results in the sum of three 
positive rectangles: BACD, DCEF and GDFH. 
1 
The choice of values for a, and TJ, in the weighting function can now be shown t o  be 
critical to  the division between intersectoral, intrasectoral and residual terms of the 
change in the contribution to  the emission/output ratio. Table 3.1. gives the outcome of 
decomposition using different values for a, and TJi. 
. . . . . . .  .. . . -  - - . - - -  . . .  - -  . -  . .  . . . -  
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Table 3.1. Contribution o f  Sector j to  the Decomposition Results 
Values I lntra Inter Residual 
GDFH BACD DCEF 
GDFH + DCEF BACD + DCEF -(DCEF) 
GDFH BACD + DCEF 0 
GDFH + DCEF BACD 0 
GDFH + O.S(DCEF) BACD + O.S(DCEF) 0 
The reason for these different outcomes, is that the changes in emission intensity and 
value added share are weighted differently, depending on the choice for the parameters. 
So it appears that the choice for the parameters is a critical element in decomposition 
analysis. This has an implication for interpretations too. Let us consider the following 
l 5  This implies that the total of other sectors declined their emission intensities over the time 
period considered. 
question: did the increase in production of the copper sector result in structural 
improvements of the emissionloutput ratio or in a structural deterioration1'? 
In order to answer that question, notice first that the emission intensity of the copper 
sector is below the emissionloutput ratio in  year 0 and above in year T. Decomposition 
wi th ai = Bi = 0 weights the change in value added share wi th the emission intensity in 
year 0. The increase in the value added share of the copper sector has then resulted in 
structural improvements, since the relatively cleaner copper sector has expanded i ts 
production relatively to  the more polluting sectors. Things are reversed when taking aj = 
Bi = 1 (end year weighting). The increase in the value added share of the copper sector 
has then resulted in structural deteriorations since the relatively more polluting copper 
sector has expanded the production at the expense of the relatively cleaner sectors. 
So it is the case that the choice for the parameter values are quite critical t o  the results 
and interpretation of decomposition analysis. Base year decomposition has been 
performed by Howarth et al. [1  991 I and Park [1 9921. End year decomposition has been 
performed by Binder [1 9931. Basically there are no guidelines which parameter values 
should be chosen [Vogt, 19791. Park defends base year weighting because the economic 
concept of change corresponds more closely to  the change of a variable compared t o  the 
base period rather than t o  the end period. Indeed, the percentage change of a variable X, 
is normally interpreted as (XT-Xo)lXo rather than (XT-XO)lXT; i.e. the change in X will 
normally be weighted by the base year. Binder [1 9931 argues that base year 
decomposition does not use information on the current state of affairs. Since the 
technology (as a proxy for emission intensities) changed during the period considered, 
Binder is interested in viewing the influence of intersectoral change according t o  newest 
technology. I t  should be added however that end year weighting does not use 
information on the old technology: none of these parameter values describe actually the 
path along which technology develops over the time period considered. 
In the light of these considerations, Ang [1 9941 emphasized decomposition wi th ai = Bi 
= 0.5, which gives the arithmetic mean between the base year and the end year. 
Decomposition wi th these parameters has the nice feature of a zero residual. 
It can be shown that choosing other values than 0 or 1 for the parameters has the effect 
of adding an ai share of the residual term t o  the intrasectoral effect and a Bj share t o  the 
intersectoral effect. Hence wi th ai = Bi = 0.5, the residual is completely and equally 
allocated t o  both effects (see also Table 3.1 .). But i f  w e  look at Figure 3.1, w e  can see 
that this way of allocating the residual would result in  a relatively larger increase in the 
intersectoral effect than in the intrasectoral effect. That is, compared t o  base year 
decomposition, the intersectoral effect has relatively risen more than the intrasectoral 
effect. Because both effects differ in magnitude, the equal distribution of the residual 
term may bias the distribution between both effects in  favour of the smaller effect. 
Therefore De Bruyn and Van den Bergh 11 9951 proposed t o  allocate the residual in such a 
way that the share of the added residual is proportional t o  the size of the original effects. 
l6 Structural improvements give a negative figure for intersectoral change, structural 
deterioration gives a positive figure for intersectoral change. 
This would result in the following parameter values for a, and Gi (see Annex A.2.): 
where 
The values of a, and 13i are based on the percentage changes of the variables Uj and Si. 
The interpretation is quite straightforward: if the relative change in the emission 
intensities is larger than the relative change in the value added shares, a, will be larger 
than 13, and a greater part of the residual will be added to  the intensity effect. The values 
for ai and 8, lie by definition between the boundaries of 0 and 1 and therefore are 
consistent wi th the restrictions put on the values of the parameters. Moreover, this 
"proportional" decomposition method has the advantage over arbitrarily choosing values 
for aj and 13, as the data determine their values. The values will differ between the 
sectors so that the total outcome will be more sensitive to sectoral differences in 
changes in intensities and value added shares. Finally, using these values for aj and 13, in 
equation (3.6) results in a residual term that by definition is equal t o  zero so that the sum 
of intrasectoral and intersectoral changes always matches the total change in the 
emission/output ratio. 
The values for a, and Gj can be substituted in the weighting functions and used for 
decomposition of absolute changes, as defined in equation (3.8). With this proportional 
decomposition method w e  use both the information of the base year and the end year in 
a sophisticated manner: it provides us wi th an estimation of the time paths of the 
variables over the time period considered. 
3.2.3. Percentage Change Decomposition 
Change can be measured in three ways: in  absolute change, in percentage change and in 
growth rates. Absolute changes of variables without reference t o  base years do not 
contain much information. The knowledge that the emissions of cadmium declined with 
2 0  tonnes between 1980 and 1985 may be informative but without knowing the initial 
values we  cannot assess the relative importance of the achieved reduction. Therefore, 
percentage changes provide more information. Percentage change decomposition can be 
obtained by dividing every term of equation (3.8) by Vo. Using equations (3.61, (3.7) and 
(3.9) and rearranging terms w e  get the following decomposition method (see also Annex 
A.2.3.): 
This decomposition method decomposes the percentage change in the emission/output 
ratio into intrasectoral percentage change and intersectoral percentage change plus a 
residual term. Since this decomposition method is derived from the absolute change 
decomposition method, the values for aj and 13, in  the proportional decomposition method 
remain unaltered. In Chapter 4 w e  will use this proportional decomposition method based 
on percentage changes. 
3.3. Further Topics in Decomposition Analysis 
Decomposition analysis is a descriptive tool in  analysing changes within economic 
systems. In order to  make fully understood the technique it is necessary to  point at some 
particular characteristics and assumptions. 
3.3.1. The Level of Sector Disaggregation 
The decomposition method described in Section 3.2 results in decomposing the changes 
in the emission/output ratio into intrasectoral and intersectoral effects. lntrasectoral 
effects are the summed weighted changes in emission intensities of all the sectors taken 
into consideration. Intersectoral effects are the summed weighted changes in value 
added shares of all the sectors considered. I t  should be obvious that the results depend 
on the level of sector disaggregation that is chosen (the number of sectors). When the 
economy is disaggregated into only few sectors, many intrasectoral effects wil l  be in fact 
due t o  shifts in productions that take place within a sector. Take for example the non- 
ferrous metals industry. This sector consists of a number of production processes, such 
as copper, zinc, lead, nickel, aluminum etc. If the cadmium emission intensity of this 
sector declines it could be the result of the application of (clleaner technology in this 
sector, but it could also be related t o  the shift from copper, zinc and lead production 
towards aluminum production. I t  is clear that the first development is a change in 
technology but that the second development is a change in the composition of output, 
which we would like to  identify as intersectoral charlge. If data were available on the 
level of individual products we could treat the intrasectoral changes as true shifts in  
technology applied and the intersectoral changes would be true shifts in  the composition 
of output [Jenne and Catell, 19831. Normally this is not the case. Value added statistics 
and emission statistics choose a level of sector disaggregation that distinguishes the 
most important sectors according to  both statistics. The important sectors, however, 
need not necessarily be the same for both statistical records. Since w e  have to  match 
the emissions and value added data on the sectoral level, w e  often end up with a higher 
level of aggregation than presented in both statistical records. This means that w e  add 
up the data of one statistical record in order to  match the lowest level of disaggregation 
possible of the other statistical record. 
The effect of a higher level of sector disaggregation on the division between intrasectoral 
and intersectoral effects is uncertain. Contrary to  what is often thought, enlarging the 
number of sectors does not necessarily contribute to  an increase in the importance of 
intersectoral change (and vice versa) [Ang, 19931. Notice that the intersectoral changes 
are defined as the changes in the value added shares weighted by the emission 
intensities. Whereas the change in value added share of a sector j can be defined as the 
sum of changes in each subsector, the emission intensity of sector j cannot be seen as 
the sum of emission intensities in  the sub sector^'^. Hence, if we split one sector into 
several subsectors, the weightings that are used are not comparable. This would make 
the outcome on the distribution between intersectoral and intrasectoral effects uncertain 
if we  enlarged the number of sectors. 
Take the following example wi th hypothetical data (arbitrary units) on t w o  industries, as 
presented in Table 3.2. 
Table 3.2. Sector Disaggregation and Decomposition Outcomes 
Intersectoral Effects 




Stones and clay 
O.W. cement 
O.W. other 
Total 1 95 100 0.95 0 1 -0.675 -0.301 
Remarks: Absolute change decomposition with aj = Bj = 0, n =number of sectors. 
Data Calculus 
Eio Yi o Ui (, ASi 
80 40 2 -0.3 
60 2 0 3 -0.1 
20 20 1 -0.2 
15 60 0.25 0.3 
10 10 1 0.2 
5 50 0.1 0.1 
This table gives t w o  sectors: non-ferrous metals and stones and clays, which are both 
divided into t w o  subsectors. So w e  could decompose wi th the t w o  main sectors (n = 2) 
or wi th all the four subsectors (n =4). The last t w o  columns of this table give the 
outcome for decomposition for these t w o  sector classifications. As can be seen from 
Table 3.1 ., enlargement of the sectors leads to  a reduction of the intersectoral effect. 
The reason is that although the change in the value added shares is equal in  both 
decompositions, the weights (the emission intensities) have been changed. Since the 
emission intensities of the subsectors do not add up t o  the sectoral emission intensities, 
there is in general not much t o  say about the development of the intersectoral effect if 
we  enlarge the number of sectors: the results of decomposition are only valid for the 
level of sectoral disaggregation that is chosen [Ang 19931. I t  should therefore be 
emphasized that we  cannot conclude that the intersectoral changes are underestimated 
because the decomposition is conducted wi th a low level of sectoral disaggregation. 
A possible way out to  handle this problem is t o  analyse the shifts within sectors as 
intrasectoral structural changes. This would mean that we  always conduct 
decomposition on a fairly aggregated level, but accompany this wi th a second step of 
decomposition in which w e  look more closely at the causes of change within the sectors. 
The intrasectoral changes are then decomposed into a number of technological changes 
l 7  Emission intensities are defined as the ratio EjNj. If both emissions and value added in 
sector j are composed of the sum of emissions and value added in sector 1 and 2, the emission 
intensity of sector j is not composed of the sum of emission intensities in sector 1 and 2 (compare 
for example 418 does not equal 215 + 2/31, 
(application of end-of-pipe technology, process improvements etc.) and a shift of the 
internal structure of the sector. This brings us into the topic of nested decomposition 
analysis, a topic that will be discussed in Chapter 5. 
3.3.2. Decomposition of Time-Series 
I f  data were available over a time period <0,1,2,..T> we  could conduct decomposition 
analysis in  t w o  ways: we  could decompose the total cumulative change between year 0 
and T, or we  could decompose the change between all the intermediate periods. 
Whereas the total  cumulative decomposition provides us wi th one decomposition result 
of the developments between the base year and the end year, the period-wise 
decomposition provides us wi th numerous decomposition outcomes for all the 
intermediate years18. These time-series give us the developments of intersectoral and 
intrasectoral change over the time period considered. 
Whether cumulative or period-wise decomposition should be applied depends on the 
questions that one wants t o  answer. It should be noted however that data collection for 
cumulative decomposition is much less cumbersome than for period-wise decomposition. 
The outcome of cumulative decomposition should however not be mistaken. Ang and 
Lee [ I  9941 present data for Singapore where the intersectoral effect in cumulative 
decomposition between 1975 and 1990  is zero. However, when analysing period-wise 
decomposition (1  975-1 976, 1976-1 977  etc.), there was proven t o  be a lot of structural 
shifts over the period considered. 
In general, period-wise decomposition provides us wi th much more information than 
cumulative decomposition. One would like the sum of period-wise decomposition t o  add 
up to  the outcomes of cumulative decomposition. Unfortunately, this is not the case. The 
intersectoral effects of cumulative decomposition do not equal the sum of intersectoral 
effects of period-wise decomposition. The same applies t o  intrasectoral effects. The 
reasons are similar t o  the ones discussed in the context of sector disaggregation: the 
weights do not remain constant over the time period. Take for example the intersectoral 
effects of a sector j between a time interval < 0,1,2 > . Using for simplicity absolute 
change decomposition wi th aj = fi, = 0, it is completely clear that: 
assuming that the emission intensity between year 0 and 1 has been changed for this 
sector. Since the weights are then not equal, the results from period-wise decomposition 
do not add up t o  the results of cumulative decomposition. So the sum of results from 
period-wise decomposition changes the division between intrasectoral and intersectoral 
effects compared t o  the results of cumulative decomposition (it biases the division). 
l8 We apply here a different terminology than employed in Ang & Lee 11 9941. 
3.3.3. A Short Overview of Other Related Topics 
Description Versus Explanation 
Unlike regression analysis, decomposition provides only a description of changes in the 
economic system. I t  provides no explanation why for instance the intersectoral effects 
were much more pronounced than the intrasectoral effects. The influence of prices of 
copper on the emission/output ratio can hence not be determined by decomposition 
analysis. It has been suggested [De Bruyn and Van den Bergh, 19951 that if enough data 
were available over a long period of time, the results of decomposition analysis could be 
used in time-series analysis, such as ARlMA processes or co-integration [Enders, 19951. 
We could then test whether price changes result in changes in the structure of the 
economy or in  changes in the technology that is applied. This may provide us wi th an 
explanation on the observed components of the change in the emission/output ratio. 
Moreover, the application of time-series on the results of decomposition analysis may 
lead to  more reliable estimates than the application of time-series on the emission/output 
ratio alone. As has pointed out by many authors [Auty, 1985; Mannaerts, 1993; De 
Bruyn et al., 1 995, 1996 (forthcoming)l prices provide normally weak explanatory power 
in regression analysis on materials, energy and emissions. This may be improved if prices 
are regressed on the outcomes of decomposition analysis. The promising integration of 
decomposition wi th time-series analysis remains to  be open for future research. 
Constant Returns to Scale 
As was pointed out by Wyckoff L19921, decomposition assumes that each industry's 
production process adheres to  linear, or fixed, economies of scale. If a sector doubles i ts 
output but uses the same technology, this should have an effect only on the intersectoral 
effect. However, wi th increasing or decreasing returns t o  scale, part of the increase in 
production will be reflected in the intrasectoral effect. 
Linked Effects and Input-Output Decomposition 
Although decomposition based on sectoral data as described in this chapter is quite 
useful in order t o  address questions of structural change, some authors [Wyckoff, 1992; 
Skolka, 19891 advocated the use of input-output tables (see for a mathematical 
treatment Rose and Chen [I991 1). 
The main advantage of the use of input-output tables is that the indirect (linkage) effects 
on changes within one sector can be analysed. For example, a decline in the automobile 
industry will result in reduced demand for steel, aluminum and plastics. Hence the value 
added shares of these industries may decline. Decomposition wi th input-output tables 
correctly distinguishes between direct or linked effects and can also include import and 
export in the figures. This makes it possible to  base decomposition on the structure of 
final demand, instead of on the structure of production as has been done in this paper. In 
environmental-economics literature, there is an emphasis t o  conduct studies based on 
consumption patterns instead of on production patterns [Opschoor and Reijnders, 1991; 
Pearce, 19931, since the consumption reflects the true "ecological footprint" or 
"ecological backpack" of a region or country. 
Despite the clear advantages of using input-output tables in decomposition analysis, it is 
also clear that the data requirements are more restrictive. For these reasons, we do not 
conduct this kind of decomposition. Moreover, the problem of the allocation of the joint- 
effects in  input-output decomposition is not yet solved. 
3.4. Conclusions 
Decomposition can be used as a quantitative tool to  analyse in a comparative static way 
industrial transformation. I t  should be emphasized that the technique is only descriptive 
and that the here presented analysis lacks input-output structure which makes it difficult 
t o  trace back causes of change wi th  respect t o  changing importlexport conditions and 
structure of intermediate deliveries. These limitations are mainly due t o  the statistical 
data available for this study. With yearly data, the results of decomposition could be 
used in time-series regression analysis, while with the availability of input-output tables, 
causes of change could be traced back. 
The main methodological problems with decomposition analysis are the a-priori choices 
that influence the division between intrasectoral and intersectoral effects. The researcher 
who wants t o  employ decomposition methods has t o  make the following choices: 
(i) the choice for parameter values in the weighting functions; 
(ii) the choice for the level of sector disaggregation; 
(iii) the choice for cumulative decomposition results or the sum of period-wise 
decomposition results. 
In this chapter we have summarized the various treatments for the choice of the 
parameter values in the weighting function. Based on the aim to  minimize the residual 
term, w e  have described that a proportional allocation of the residual may offer a 
decomposition method where the data determine the choice for the parameter values. 
We will employ this proportional decomposition method in the next chapter in  order to  
decompose the change in the emissionloutput ratio in Northrhine-Westfalia from 1955 to  
1988. 
4. Decomposition of Heavy Metals Emission Intensities in 
Northrhine-Westfalia (1 955-1 988) 
In this chapter we apply the proportional decomposition method based on percentage 
changes (see Chapter 3.) in order to  analyse intersectoral and intrasectoral changes 
within the economic system that led to  the decline in atmospheric cadmium, lead and 
zinc emissions in Northrhine-Westfalia. While in this chapter mainly the level of total 
economy of Northrhine-Westfalia is looked at, changes within the individual sectors are 
discussed in Chapter 6. Possible explanations on the here observed developments will 
also be given in Chapter 6. 
4.1. Description of the Methodology Employed 
Decomposition methods based on percentage changes quantify the contribution of inter- 
and intrasectoral effects t o  changes in the emission/output ratio. To allocate the residual, 
which occurs as the inter- and intrasectoral effects normally do not add up t o  the total 
effects (see Chapter 3.1.1 .), we follow the suggestion of De Bruyn and Van den Bergh 
[ I  9951 t o  set the parameters of the weighting function aj and 9 in such a way that the 
share of the residual added t o  each of the components is proportional t o  the size of the 
original inter- and intrasectoral effects (see Chapter 3.2.2.). That is, the values for aj and 
8, are based on the relative changes of the variables Ui and Si. This results in the 
proportional decomposition method as described in Chapter 3. 
4.1.1. Data and Sectoral Decomposition 
IIASA's Rhine Basin Project determined inter alia the atmospheric heavy metal emissions 
caused by a variety of productions, namely of copper, zinc and lead, of coke, cement, 
iron and steel and electricity for the time period of 1955 to  1988 (see Annex B.1. for 
data description). The major part of atmospheric cadmium, lead and zinc emissions is 
covered by these productions. 
In order t o  employ the decomposition method we decided t o  match the emission data 
with the economic data of value added. We chose value added instead of e.g. gross 
production data as it excludes the costs of intermediate inputs and thus does not result 
in double counting when adding up figures for various sectors. 
Gross Value Added (GVA) data however are available only on sectoral level, but not on 
the level of individual products. Therefore, the emission data of the various non-ferrous 
metals have t o  be added up t o  the non-ferrous metals sector in order t o  match it with the 
sectoral level of GVA data. Thus, we  employ the decomposition analysis t o  seven 
sectors: electricity production, coal-mining, chemical industry1', stones and clays, iron 
l' Regarding the chemical industry only the emissions caused by the production of electricity 
within this sector are taken into account (see Annex B.1.2.). 
and steel, non-ferrous metals production and other industry2'. Concerning the 
aggregate sector "other industry" we assume that its emissions are zero. 
As has been shown in Chapter 3.3.1 ., the results of the decomposition method depend 
on the level of sector disaggregation, that is on the number of productions/sectors 
investigated. As a disadvantage of the chosen level of sector classification the main 
effects occur in only one sector, the non-ferrous metals sector, so that the total outcome 
is heavily influenced by the development of this sector. This shows the disadvantage of 
one big sector in the sector disaggregation. Unfortunately the economic data necessary 
for a more disaggregated investigation are not available. 
4.1.2. Presentation of the Results 
Decomposition results can be presented in a cumulative or period-wise manner (see 
3.3.2.). From the data, we have observations for 8 periods in time: 1955, 1960, 1965, 
1970, 1975, 1980, 1985 and 1988. Investigating the contribution of intersectoral and 
intrasectoral effects to changes in the emission/output ratio we look first at total 
effects - i.e. the summed effects for all sectors over this time-period. The graphs in this 
chapter contain two time-series: (i) cumulative decomposition as the results of decompo- 
sition between a fixed base year (1955) and subsequent end-years, and (ii) period wise 
decomposition that describes the changes that took place within each 5-year period 
investigated (1 955-1 960, 1960-1 965, ..., 1985-1 988). 
Additionally, we discuss the contribution of each sector to the cumulative total result 
over the time period 1955-1 988. It is clear that sectors with high emission intensities or 
high value added shares will have a greater contribution to the total results than sectors 
with low emission intensities or low value added shares. So the sectoral contributions to 
the total emission/output ratio should not be confused with relative reductions achieved 
within sectors (as explained in Figure 3.1 .). The relative reductions achieved within 
sectors are topic of Chapter 6. 
4.2. Cadmium Emissions 
Cumulative Total Effects 
The emission/output ratio (of the total industry) declined by about 97% between 1955 
and 1988 (see Figure 4.1 .). This was the result of a high decrease (-1 10%) of emission 
intensities due to intrasectoral change, which overcompensated increases due to 
intersectoral change ( + 15%). 
20 I t  should be noted that this sectoral classification is broader than the production 
classification, i.e. within the sectors many productions are included that do not cause heavy metal 
emissions. Matching emission data of a lower classification with value added data of a higher 
classification may lead to errors in the results as the development of GVA of one production may 
diverge from the development of GVA of the total sector in which the respective production is 
located. 
Figure 4.1. Decomposition Results: Cadmium, Cumulative Effects 
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As can be seen from Table 4.1 ., this increase in emissions due t o  intersectoral change 
was mainly determined by the rising value added share of the non-ferrous metals 
industry. A decrease in the value added share in 1988 compared to 1955 occurred in the 
industries of coal mining, stones and clays and iron and steel. 
All sectors contributed to  the decline in emission intensities (intrasectoral change). 
However, the main reductions were achieved by changes within the non-ferrous metals 
industry and to  a lesser extent within the electricity production and the iron and steel 
sector. All sectors contributed to  the decline in the emissionloutput ratio, as can be seen 
from the sum of intersectoral and intrasectoral effects. Most important however was the 
development of the non-ferrous metals industry and - to  a considerably less extent - of 
the iron and steel industry and electricity production. 
Table 4.1. Sectoral Decomposition Results: Cadmium 








Period Wise Total Effects 
Figure 4.2. indicates that the main reductions of emission intensities due t o  intrasectoral 
changes took place in the periods of 1965 to  1970 and 1975 t o  1985. 
Figure 4.2. Decomposition Results: Cadmium, Period Wise 
Effects In % 
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Figure 4.2. also shows that the influence of intersectoral change on emission intensities 
was positive for all periods except for the years 1970 t o  1975 and 1985 to  1988. I t  is 
interesting that in  these years wi th intersectoral decreases, the intrasectoral decreases 
were rather modest. 
This regularity, which was also found in decomposition of energy intensities in the Dutch 
economy [De Bruyn and Van den Bergh, 19951 deserves closer attention in further 
research. One possible explanation may be that dirty industries in decline lack financial 
capabilities t o  invest in clean technologies and that hence the pace of intrasectoral 
changes is slowed down. 
4.3. Lead Emissions 
Cumulative Total Effects 
'The emission/output ratio for lead declined between 1955 and 1988 by 90% (see Figure 
4.3.). Changes in emission intensities due t o  intersectoral change reached values only 
slightly below zero and thus were hardly of any importance. Accordingly, the decline in 
the emission/output ratio was almost totally explained by intrasectoral change. 
Figure 4.3. Decomposition Results: Lead, Cumulative Effects 
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There has been an increase in the effects of intersectoral change due to the growing 
share of the non-ferrous metals production in total value added which has been 
overcompensated however by declines in sectoral shares of the industries of iron and 
steel, stones and clays and coal mining (see Table 4.2.). 
Table 4.2 Sectoral Decomposition Results: Lead 
Intersectoral lntrasectoral Sum Effects 
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Again all sectors contributed to  the declines in emission intensities due to intrasectoral 
change. Most important were changes within the non-ferrous metals industry and the 
iron and steel industry. Also the sum effects were negative for all sectors. Of highest 
importance for the decline in the emissionloutput ratio was the iron and steel industry, 
but the non-ferrous metals industry also contributed strongly to  this development. 
Period Wise Total Effects 
With regard to  lead emissions the influence of intersectoral change on emission 
intensities has been negative for the periods of 1960 to  1965, 1970 to 1975 and 1985 
to  1988 (see Figure 4.4.). The main reductions of emission intensities due to  
intrasectoral changes in order of magnitude took place in the periods of 1975 to 1980, 
1980 to 1985 and 1970 to 1975. 
Figure 4.4. Decomposition Results: Lead, Period Wise Effects 
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4.4. Zinc Emissions 
Cumulative Total Effects 
As in the case of lead emissions, the influence of intersectoral change on the 
development of the emission/output ratio between 1955 and 1988 was of little 
importance. 
Figure 4.5. Decomposition Results: Zinc, Cumulative Effects 
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The emission intensities grew due to  intersectoral change by somewhat about 3 %  only. 
There was a contribution of changes of emission intensities due t o  intrasectoral changes 
of around -98%, the sum effect (emission/output ratio) shows a decline of -94%. 
Sectoral Effects 
The positive intersectoral effects were again mainly influenced by an increase in the 
value added share of the non-ferrous metals sector which was only partly compensated 
by declines in the value added shares of the iron and steel, stones and clays and coal 
mining industries (see Table 4.3.). 
Table 4.3 Sectoral Decomposition Results: Zinc 
Intersectoral lntrasectoral Sum Effects 







Total Industry I 3.4% -97.6% -94.2% 
Most important for the decrease in the emission intensity due to  intrasectoral change 
were - apart again from the changes within the sector of non-ferrous metals - the iron 
and steel production and wi th considerably lower importance changes within the stones 
and clays sector and the electricity production. Again the decline in the emissionloutput 
ratio was mainly influenced by the development of the non-ferrous metals production and 
the iron and steel industry. 
Period Wise Total Effects 
Figure 4.6. shows that the most important intrasectoral changes occurred in the years 
1965 t o  1985, in particular in the period of 1975 t o  1980. lntersectoral change 
contributed to  the decline in the emissionloutput ratio in the periods of 1960 to  1965, 
1970 t o  1975, 1975 t o  1980 and 1985 to  1988. 
Figure 4.6. Decomposition Results: Zinc, Period Wise Effects 
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4.5. Conclusions 
The application of the proportional decomposition method for an investigation of 
industrial transformation and the identified reductions in atmospheric heavy metal 
emissions in Northrhine-Westfalia between 1955 and 1988 showed that intrasectoral 
change dominated the development of emissions. Only in regard t o  lead emissions 
intersectoral change contributed slightly t o  the decline in the emission/output ratio. All 
sectors contributed t o  the decline of emissions due t o  intrasectoral effects. Most 
important were the industries of non-ferrous metals and iron and steel and - in regard t o  
zinc emissions - also the stones and clays industry. Of lower importance but still 
significant were also changes within the electricity production. The intersectoral effects 
were dominated by the growth of the non-ferrous metals industry. Altogether the 
analysis shows that the development of the non-ferrous metals sector influenced the 
total effects t o  a great extent. 
The analysis also showed that the main reductions in the emission/output ratio due t o  
intrasectoral change were achieved in the period between 1965 and 1985 for 
atmospheric cadmium and zinc emissions, where the changes were most significant 
between 1965 and 1970 as well as 1975 and 1980. Concerning atmospheric lead 
emissions the main reductions were achieved in the periods between 1970 and 1985, 
where the highest reductions occurred between 1975 and 1980. 
The results in  this chapter show that there is no support for viewing structural change as 
an important determinant of the decline of the emissi~n/output ratio, given our level of 
sector classification. The fact that all reductions were due t o  intrasectoral changes 
suggests that these were achieved by improvements of technology or by structural shifts 
in  productions within sectors (intrasectoral structural shifts). In order t o  determine the 
different types of technological change and intrasectoral structural shifts, we will 
develop in Chapter 5. a framework that can be used in quantitative analysis. 
5.  Determinants of Change of Sectoral Emission Intensities: Material 
Flow Analyses 
As we saw in the previous chapter, intrasectoral changes explained to  a large extent the 
changes in the emission/output ratio. In this chapter, the determinants of these 
intrasectoral changes will be described. 
lntrasectoral changes are the weighted changes in the sectoral emission intensities. The 
emission intensity of a sector j is simply the division of the emissions (Ei) over the value 
added (Yi). Basically, these both variables have a loose connection t o  each other. 
Emissions are only through a couple of intermediate steps related t o  value added. In this 
chapter we analyse these intermediate steps with the aid of a simple material f low 
model. A detailed description of the material flows through the industrial economy shows 
the ways in which the inputs of materials and energy are transformed into emissions. If 
these material f low analyses are linked t o  economic variables, the emissions can be 
described as a function of the sectoral value added. 
5.1. A Simple Model of lntrasectoral Change 
In order to  clarify the determinants of sectoral emission intensities, we can think of 
describing the sector j, as the sum of k = 1 ..n productions. Each of these k productions 
produces one homogenous product, & which is produced with the use of capital (Kk), 
labour (Lk) and physical inputs of i = 1 ..m materials, energy and intermediate products, 
which we assume t o  aggregate t o  lk. As an unwanted side-effect, emissions Ek occur 
which include emissions to  air, water and the generation of process waste. We assume 
that we can count both Qk as lk in physical terms (i.e. in tonnes). Given the productions 
under investigation in this project (steel, energy, copper, zinc, lead, cement and coke), 
this is not an unlikely assumption. 
The emissions are normally seen as some function of quantity and quality of the inputs 
of the production process [Janicke et al., 19891, while the value added is related t o  the 
quantity and quality of the amount of products Qk that is produced. So the relationship 
for the emission intensities of producing product k is set up by t w o  different functions: 
In order t o  more precisely describe these functions and their interrelations we describe 
the production process by using a production function, as specified in economic theory. 
Unlike economic theory, however, we embody production firmly into a material balance 
approach. 
5.1 . I .  Production Functions and Value Added 
In economic theory, the relation between the products produced and the inputs is set by 
the production function. The production function of producing product k can be set up in 
many forms, but simply using the Cobb-Douglas form will yield at any point of time: 
with yl ,y2,y3 > 0 A Y l  +y2+y3 =l 
where the y's represent the elasticity of output wi th respect t o  the specific inputs. The 
constant A can be seen as the efficiency factor and represents the state of the 
technology. Under conditions of perfect competition, there are no profits so that the total 
sales equal the prices paid t o  the factors of production: 
where pk is the price of product k and w, r and c respectively are the wage level, rent 
and costs of inputs. 
The value added, Yk, is however made up by the sales minus the costs of inputs of 
materials, energy and intermediates: 
From this it follows that value added is only influenced by the amount of labour and 
capital and their prices: 
This analysis shows that given a certain number of products Qk, the value added can 
only increase by substitution of inputs of material, energy and intermediates for labour 
and capital. Changes in the ratio QkNk then give an indicator of the amount of this 
substitution and w e  denote this ratio as the physical intensity of production. It gives an 
indication on how much of the physical products is needed t o  produce a given level of 
monetary output. In general, most products nowadays incorporate more knowledge and 
less material content than twenty years ago. For several products, the share of material 
costs in  the total costs has become increasingly smaller [Auty, 19851. This is even true 
for producers of raw materials, such as steel, since scientific research has resulted in 
high quality steels regarding strength and moulding [McSweeney and Hirosako, 1991 I. 
So there is some partial evidence that y3 has decreased considerable over time, while A 
has increased considerably (see also [Dasgupta and Heal, 1979; Wadell and Labys, 
19881). On the other hand, Cleveland 11 9881 presents figures that suggest that y3 of 
energy inputs has increased significantly in the mining sector leading t o  substitution of 
labour for energy. 
The efficiency factor A in equation (5.2) is normally believed t o  specify the rate of 
autonomous technological progress. However, the possibilities of technological progress 
are not equal for all the inputs in  the production function. The transformation of inputs of 
material and energy into physical products Qk is bounded by the natural laws (a 
transformation that is 100% efficient cannot be improved), whereas improvements in for 
example labour productivity are not so clearly limited. I t  is therefore very likely that 
technological progress also influences the elasticities of substitution over time towards 
more material savings [Dasgupta and Heal, 19791. 
5.1.2. Materials and Energy Substitution 
Besides substitution of labour and capital for materials and energy, substitution may also 
occur within the group of material and energy inputs. We can distinguish between three 
types of substitution: (i) substitution between materials inputs; (ii) substitution between 
energy carriers; (iii) substitution between energy and materials. The first type can occur 
for reasons of process-efficiency or product design, while the latter t w o  types will be 
mainly induced by process considerations. 
Reasons for substitution of materials and energy will normally be cost-induced. Each 
producer aims at the minimization of the costs of material and energy inputs, subject t o  
the condition that output does not change: 
minimize c / ~  = C c ; / ; , ~  
;= 1 
Since material and energy costs are not incorporated in the value added, the physical 
intensity of production (the ratio QkNk) is not affected by a substitution of materials as 
long as material substitution does not result in a change in y3 (the elasticity of output 
with respect to  materiallenergy input) or in  a change in A (the efficiency factor). The 
question whether materials substitution has contributed to  a decline in the physical 
intensity of production needs more attention in future research. 
5.1.3. The Efficiency Factor in a Mass Balance Context 
The efficiency of transforming the liak material and energy inputs into products is 
determined by the efficiency of the processes that are applied in the production of Qk. 
The total input of materials and energy i is not equal t o  the physical outputs Qk as 
transformation losses occur during the production process. In the production function, 
these transformation losses are determined by the technological coefficient A. We want 
here to interpret this technological coefficient wi th respect t o  materials in  a mass balance 
context so that the economic model presented above is consistent wi th conservation of 
mass2'. 
In order to  determine the efficiency of transformation, we  have first t o  define the 
material composition of the final product Qk. As noted above, w e  define Qk in physical 
units, such as tonnes or MWh. Sometimes the product consists only of one material 
21 A general criticism of economic models is that they lack a mass balance context and 
therefore may be in conflict with physical laws [Ayres & Kneese, 19691. 
(for example cement, copper, zinc etc), but in  many cases (such as steel or consumer 
products) Qk consists of more materials. If we  define the amount of material i embodied 
in product k as Qi,k, we can define the total physical unit of Qk as the sum of its 
components, i.e. the embodied materials: 
The efficiency of transforming the input of material i into products can then be given by 
the efficiency coefficient sink: 
Because of the First Law of Thermodynamics (conservation of mass), sick cannot exceed 
unity. The efficiency of production can be seen as being a function of process 
technology as well as recycling techniques for the process wastes. 'The ratio Qk/lk gives 
the transformation efficiency. 
The mass balance comes in when comparing the inputs wi th the materials embodied in 
the products: 
The differences between the inputs of material i and the amount of material i embodied 
in the product are the emissions due to  the use of material i. Emissions are here 
interpreted in a broad sense and include emissions t o  air and water and the generation of 
solid waste during the production process. To distinguish the emissions t o  the several 
compartments w e  can add a subscript c wi th c = 1,2,3 for air, water and solid waste: 
The amount of emissions caused by a certain production depends in general on three 
factors: (i) the efficiency of the process technology; (ii) the application of end-of-pipe 
technologies for water and air emissions and of recycling techniques for process wastes, 
and (iii) the total quantity of inputs that enter the production process. I f  w e  choose bc 
as the parameter representing the state of the process and end-of-pipe technologies that 
is applied, w e  can describe the relationship between inputs and emissions as: 
Another interpretation of the parameter bc , , is the emission coefficient of the inputs of 
production. 
A different way t o  calculate emissions, is t o  use emission coefficients of the output of 
production (which has been used in this study, see Annex B). Dividing every element in  
the mass balance equation (5.9) by Qi,k and summing over all the i materials yields the 
following emission coefficients of the output of production: 
I t  appears that the emission coefficients of production output are determined by the 
inverse of the transformation efficiency. The emission coefficients of the output of 
production themselves can be rewritten as a function of the emission coefficients of the 
output of production and the inverse of the transformation efficiency: 
For air emissions, the emission coefficient of production thus changes as the result of (i) 
application of end-of-pipe technology; (ii) improvements in the process technology and 
(iii) improvements in the overall efficiency of the technology. Material substitution may 
also lead to  a decrease in the emission coefficients of production if materials with high 
emission coefficients are being substituted by materials with low emission coefficients. 
For example, the substitution of coal for oil results in a decline in emissions if: 
Similar relations can be set up wi th respect to  the substitution of material inputs by 
recycled inputs. There is some evidence that the increased use of recycled inputs has led 
t o  an increase in heavy metal emissions because of the higher degree of heavy metal 
impurities in recycled inputs (such as paint). In this model this shows i f  the emissions per 
unit of input for recycled materials are higher than for primary (virgin) materials (i.e. bCniek 
is higher for recycled materials). 
We can incorporate the effects of material and energy substitution by using equations 
(5.1 2) and (5.1 3) and rewrite the emission coefficient of production in the following 
way: 
where in dynamic analysis, the last term on the right hand side depicts the substitution 
of materials in  the product k. In the case of substitution of energy carriers, w e  encounter 
a problem using equation (5.1 5) since energy used for fuel combustion is not embodied 
in the final product. Here we may set up a different equation for describing the emission 
coefficient: 
The second term on the right hand side then determines the influence of fuel substitution 
on the emission coefficient of production, while the last term determines the energy- 
efficiency for producing a given amount of Qk. 
5.2. Nested Decomposition Analysis 
While w e  could, by assigning cost-functions t o  technological improvements, use the 
above developed model for optimization, w e  are in this study mainly interested in 
descriptive analysis in  order t o  assess the components of change in the sectoral emission 
intensities. In the model developed above, we described the relation between the 
emission intensities of producing product k as the function of t w o  components, (i) the 
physical intensity and (ii) the emission coefficient of production. These t w o  components 
influence changes in the emission intensity of product k, which can be labelled as 
intrasectoral technological changes22: 
In a sector j, however, many productions take place. The non-ferrous metals sector, for 
example, produces zinc, copper, aluminium, etc. A shift in  value added shares of these 
productions has a consequence on the sectoral emission intensities, which have been 
identified as a major source of the change in the emission/output ratio in  Northrhine- 
Westfalia (see Chapter 4). In order t o  distinguish intrasectoral structural shifts (shifts of 
value added shares of productions within a sector) from the above defined intrasectoral 
technological shifts, w e  can set up the following identity: 
Changes in the second ratio on the right hand side of equation (5.1 8)  then express 
intrasectoral structural shifts. 
Combining (5.1 61, (5.1 7 )  and (5.1 81, we can describe the change in the sectoral 
emission intensities as the product of five ratios: 
If all data for the variables described in equation (5.1 9 )  were available, w e  could use 
decomposition analysis in order t o  assess the change in each of these ratios. I t  is here 
that w e  encounter a new difficulty when applying decomposition analysis: the residual 
term tends t o  become quite substantial when decomposing more than t w o  variables. The 
reason is that the number of interaction terms increases exponentially wi th the number 
of terms t o  be decomposed. While w e  have shown that decomposition wi th t w o  
variables, say y =ab, will yield one interaction term, Park [I 9921 has shown that 
decomposition wi th three variables (y =abc) already results in four interaction terms: one 
interaction term consisting of the change in  every variable and three interaction terms 
consisting of the level of one variable and the change in the t w o  others. Similarly, it can 
be shown that decomposition wi th 4 variables will result in 9 and decomposition wi th 5 
22 Since we focus in this study only on air emissions we will in the following neglect the 
subscript c. 
variables in 1 6  interaction terms. A large residual term would eventually defeat the 
purpose of decomposition, which aims to  disentangle single effects and not a number of 
16  joint-effects [Ang and Lee, 19941. 
The methodology presented in Chapter 4 to  proportionally allocate the interaction term t o  
both effects is not applicable for more than t w o  variables. It seems not possible to 
develop an algorithm that can decompose all these terms in a proportional manner. 
A possible solution out of the problem how to  allocate the interaction terms in the case 
of more than t w o  variables, is t o  apply nested decomposition analysis wi th a proportional 
allocation of the residual. Nested decomposition analysis takes every time t w o  ratios, 
applies the decomposition analysis, and then tries to  explain the variation in one of the 
decomposed variables as the change in another t w o  variables. 
Decomposing (5.1 9)  in  a nested manner, w e  may first distinguish between intrasectoral 
structural shifts and intrasectoral technological shifts, as defined in (5.1 8). Using 
proportional decomposition methods, this would result in decomposing the sectoral 
emission intensities into (i) weighted changes in the structure of the sector (intrasectoral 
structural shifts) and (ii) weighted changes in the emission intensity of producing product 
k (intrasectoral technological shifts). Analogous to  the analysis in Chapter 3, this would 
result in t w o  weighting functions: wis for describing the time path of the variable Yi,kNi 
and wit for describing the time path of the variable Ej,kNj,k: 
where the parameters uj and fij can be analogous to  equations (3.1 1 ) and (3.12) defined 
for a proportional allocation of the interaction term. 'the weightings can then be used in 
for example absolute change decomposition of the sectoral emission intensities: 
The first term on the right hand side of (5.22) describes the intrasectoral structural 
shifts, while the second term describes the intrasectoral technological shifts. In a next 
step these intrasectoral technological shifts could be decomposed into changes in 
emission coefficients and changes in physical intensity of production, as defined in 
(5.1 7 ) .  Similar t o  the analysis above, this would yield t w o  weighting functions, we, and 
wpi, where we, describes the path of the emission coefficients (Ej,klQ,,h) and wpi 
describes the path of the physical intensity of production (Qi,kN,,k). T h ~ s  would then 
yield the following decomposition result for the emission intens~ty of product k: 
The first term on the right hand side of (5.23) then describes the changes in the physical 
intensity of production, while the second term gives the changes in the emission 
coefficients of production k. 
Notice now that the left hand side of (5.23) exactly equals the last term on the right 
hand side of (5.22). So we could fill (5.23) in (5.22) in order to asses the influence of 
changes in the emission coefficients and physical intensity of production k on the 
emission intensities of sector j. Notice that we then get a double weighting for the 
change in the emission coefficients and changes in the physical intensity. So for example 
the change in the emission coefficients would then be weighted by w,wi,. This 
procedure may be called "nested decomposition analysis". According to similar 
procedures, the change in the emission coefficients could further be decomposed 
according to (5.1 6). 
Applying the proportional decomposition method in a nested manner, equation (5.1 9) is 
fully decomposed into changes in each ratio and all interaction terms have vanished. It 
should be noted however, that the division of the effects is sensible to the hierarchy of 
nesting: i.e. the decision on which step of decomposition is to be taken first in the 
nested decomposition analysis influences the division of the components of change in 
the sectoral emission intensities. There seems no logical arguments in favour of one or 
another hierarchy. This unsatisfactory situation deserves closer attention in future 
research. 
Conclusions 
In this chapter we looked at the determinants of intrasectoral change. Emissions and 
value added proved to be linked to each other through a number of intermediate steps. 
We distinguished five sources of intrasectoral change, as set up by the identity (5.1 9). 
Changes in one ratio or a combination of ratios can describe adequately the sources of 
intrasectoral change that are found in the literature. We develop here the following 
classification scheme, that will be employed in the analysis of Chapter 6: 
1. Changes in the application of end-of-pipe technology. 
This can be measured by the weighted changes in the emission coefficients of the inputs 
(Ei,j,kl'i,j,k)* 
2. Substitution of the inputs (material and energy substitution). 
This can be measured by the weighted changes in the ratio li,j,k/lj,k. If materials with a 
lower emission coefficient are substituted for materials with a higher emission 
coefficient, this will yield to a decrease in emissions (ceteris paribus). 
3. Process related technological changes. 
If the technological change leads to a reduction of the use of materials and energy, this 
will show up in a decrease in the ratio Ij,k/q,k. If the process related technological 
changes have also consequences for emlsslons, this will result in changes in the ratio 
Ej,k/Qj,k. Process modifications and good housekeeping are in general mentioned to  
decrease process related emissions. 
4. Product related technological and structural changes. 
Product related technological changes may reduce the material content of the products: 
the physical intensity of production can decline by substituting labour and capital for 
materials and energy. This will result in  a decrease of the ratio Qj,kffj,k and is also called 
dematerialisation [Herman et al., 19891. Product related structural changes consists of 
changes in the relative shares of productions within sectors and can be given by changes 
in the ratio Yj,JYk. 
To the extent that data are available, we will analyse in the next chapter, quantitatively 
the consequences of each of these changes for the development of the sectoral emission 
intensities. For the many cases that no data are available, we will use more qualitatively 
descriptive analysis by investigating the literature on technological changes and federal 
programs. 
6. Sectoral Analysis 
The decomposition analysis in Chapter 4 has shown, that intrasectoral change (measured 
as the weighted changes in sectoral emission intensities) was the major cause for 
emission reductions in Northrhine-Westfalia. In Chapter 5, we showed that changes in 
sectoral emission intensities may be due to different developments within sectors and 
productions. Hence, we need a sectoral approach in order to clarify the determinants of 
change behind the significant decline in the emission/output ratio in Northrhine-Westfalia. 
In this chapter we will empirically analyse in more detail the developments of the 
industrial sectors most relevant for atmospheric heavy metal emissions. We will employ 
three approaches of investigation for each individual sector. 
In a first step we will look more closely at the percentage changes of emissions, 
emission intensities and value added shares of the individual sectors between 1955 and 
1988. These outcomes diverge from the results of the decomposition analysis in Tables 
4.1. to 4.3. where the changes in emission intensities and value added shares are 
weighted which is a central characteristic of decomposition analysis. In Chapter 4 we 
found that the contribution of the non-ferrous metals sector to the development of the 
emission/output ratio was very significant, while the contributions of the other sectors 
were relatively small. However, this does not mean that there were no distinct changes 
in the emissions over time within each of these industries. These changes are subject of 
this chapter. 
In a second step we will investigate the development of heavy metal emissions in 
relation to individual productions highly important for the emission of heavy metals. In 
Chapter 4, as well as in the first step in this chapter, we matched the emission data with 
economic data of sectoral gross value added, as we assumed, that the emission data 
included the major part of heavy metal emissions caused by these sectors. However, the 
emissions are only caused in a small part of activities in those sectors. Therefore, as a 
further step we will now match the emission data with production data in physical units 
of the specific productions that caused these emissions. 
Figure 6.1 .Cadmium, Lead and Zinc Emissions 
Related to Zinc Production 
The development of the 
emissions of the three different 
heavy metals to be looked at 
(atmospheric cadmium, zinc 
and lead emissions) have in the 
most cases been rather similar 
for each of these productions. 
Differences show mainly in the 
level of emissions. See as an 
example the development of 
cadmium, lead and zinc 
emissions related to zinc 
production (Figure 6.1 .I. 
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large extent explained by the fact that they are all related t o  dust emissions which have 
been abated using filters (see for example VDI, 1984). Therefore only the results for 
cadmium emissions will be presented in this chapter. Evidently different emissions of 
other metals will be presented separately, though. 
The importance of different productions for the emission of heavy metals differs 
significantly. Figure 6.2. shows the outstanding influence of the non-ferrous metals 
production, above all the zinc production, on the emission of cadmium, as well as the 
substantial importance of this industry for the reduction of atmospheric cadmium 
emissions since the mid sixties. 
Figure 6.2. Atmospheric Cadmium Emissions 
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This emphasizes the need to  investigate not only sectors, but also individual productions. 
A link between individual productions and sectors may be given by a further decomposi- 
tion of changes in the sectoral emission intensities into (i) changes in the emission coeffi- 
cients of productions (as given by the ratio Ek/Qk) and (ii) changes in the physical 
intensities of production (as given by the ratio Qk/Yi). This allows a more distinct 
interpretation of intrasectoral changes. High reductions in the emission coefficients of 
production indicate a high importance of technologically induced emission reductions and 
energylmaterial substitution, whereas reductions in the physical intensity of production 
indicate a technological advancement of the products produced (increasing knowledge 
intensity) and an influence of intrasectoral structural shifts (see Chapter 5, equation 
5.1 5). 
Finally, we will in  a third step describe in a preliminary way some aspects of intrasectoral 
change, that led to  the reduction of heavy metal emissions in Northrhine-Westfalia. In 
this qualitative description of intrasectoral changes we will also look at amelioration pro- 
grammes issued by the state government of Northrhine-Westfalia aimed at  the mitigation 
of air pollution. In so far, a first investigation of driving forces behind industrial change is 
included. 
In 1960 hardly any existing industrial plant was equipped with adequate air pollution 
control. Thus, the state government of Northrhine-Westfalia made a major effort to 
reduce pollution from existing plants. It set up amelioration programmes for several 
industrial sectors, to be completed by 1973 [Arbeits- und Sozialminister Nordrhein- 
Westfalen, 19691. The decision, whether a plant had to be retrofitted depended on the 
amount of emissions caused by that plant23. Of particular interest for our investigation 
here are the amelioration programmes concerning Thomassteel converters, sinter plants, 
cement plants and coking plants. Also of interest are technological changes that took 
place in the non-ferrous metals industry and in the electricity production. 
To characterize intrasectoral change we rely on the following classification which is 
directly linked to the analysis in Chapter 5: 
- end-of-pipe technologies, 
- substitution of inputs (including the use of recycled inputs), 
- process-related technological changes 
- process modifications, 
- new processes, 
- good housekeeping by organisational-technical measures or minor 
technological changes (for example covers over belt 
conveyors), 
- product related technological changes 
- changes in the spectrum of products produced in a certain industry 
(intrasectoral structural shifts) and 
- a reduction of the physical intensity of production (dematerialization). 
The conclusions of this paragraph will be integrated with the overall conclusions in 
Chapter 7. 
6.1. Non-Ferrous Metals 
6.1 -1. The Development of Emissions, Emission Intensities and Value Added Shares 
The decomposition analysis showed an outstanding contribution of the non-ferrous 
metals production to the decline of the emission/output ratio of total industry. Between 
1955 and 1988 the non-ferrous metals sectors' share in the total gross value added of 
industry increased by 32% while its lead emissions declined by 85% and its zinc and 
cadmium emissions by 96% and 97% respectively (see Table 6.1 .). 
This implies that the emission intensities of the non-ferrous metals sector in regard to 
lead, zinc and cadmium emissions declined by 95% to 99%. 
23 That is, if a plant emitted twice as much as was permitted for new plants. Exceptions were 
made, however. 
Table 6.1. Cumulative Components o f  Change in Emissions: Non-Ferrous Metals 
Production 
6.1.2. 'The Development o f  Heavy Metal Emissions in Relation to  Non-Ferrous Metals 
Production 
Atmospheric heavy metal emissions in the non-ferrous metals industry originate from the 
production of zinc, lead and copper. Owing t o  missing production data on lead only the 
productions of zinc and copper can be investigated in this section. Furthermore data 
availability allows an investigation of zinc and copper production only for the years 1955 
















Cadmium emissions associated with the production of zinc seem t o  have developed 
largely independent of p r o d ~ c t i o n ~ ~ .  Zinc production declined over the entire period of 
time investigated (see Figure 6.3.1, from 1 13  thousand tonnes in 1955 t o  69 thousand 
tonnes in 1970. Opposite t o  the production of zinc the emissions increased from 1955 t o  




While the reason for the increase in emissions between 1955 and 1965 is not obvious, 
their subsequent decline is partly explained by a decline of zinc production, but primarily 
by technological changes. This result of a high influence of technological change on the 
decline in emissions is also supported by the results of Table 6.1 ., where the emission 
coefficient of zinc production25 declined between 1955 and 1970 by 63% for 






















25 If we below use emission coefficient, we always refer t o  the emission coefficient 
of production, not t o  the emission coefficient of the inputs in production. 
Figure 6.3. Zinc Production and Emissions of Cadmium 
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Copper Production and Emissions of Cadmium 
Figure 6.4. shows the development of copper production between 1955 and 1970. After 
a slight decrease from 1955 to  1960 the production of copper increased until 1970. 
Altogether there has been an increase in copper production of 56% between 1955 and 
1970. 
Figure 6.4. Copper Production and Emissions of Cadmium 
Emissions in t Copper In 1000 t 
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The cadmium emissions developed in an inverse way between 1955 and 1970. They 
increased from 1955 to  1960 and declined in the following years. Accordingly the 
emission coefficients rose until 1960 and declined afterwards. As can be seen from 
Table 6.1. the emission coefficients of copper production declined between 1955 and 
1970 by almost 30%. Since the early sixties obviously intrasectoral change led to  the 
decrease and later on to  the stabilization in emissions, whereas the production of copper 
at the same time grew by increasing rates. 
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Copper Production and Emissions of Zinc 
Unlike the cadmium emissions due to copper production the zinc emissions shown in 
Figure 6.5. increased until 1965. However, a turning point in this development can still 
be seen in 1960, as the increase of emissions slows down in the following years while 
the production of copper increases. 
Figure 6.5. Copper Production and Emissions of Zinc 
Ernlsslons In t Copper In 1000 t 
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After 1965 the zinc emissions caused by the production of copper declined. From 1955- 
1970 the zinc emission coefficient declined only by a modest 16%. 
6.1.3. Aspects of lntrasectoral Change 
Until 1972 mainly organisational-technical measures were taken in order to decrease dust 
emissions from the production of copper, as for example covering of storage and storing 
in silos and halls, wetting of slag and the installation of roofs over conveyor belts LIHK, 
19731. 
In the period of 1969 to 1971 one zinc refinery in Northrhine-Westfalia was closed 
down, each of the remaining three employed a different technology (zinc electrolyte2', 
l m p e r i a l - ~ m e l t i n ~ - ~ ~ a n t ~ ~ ,  electrothermic plant) [IHK, 1973; Schackmann, 19721. Zinc 
electrolytic plants are less emission intensive than electrothermic processes and meet the 
thresholds set for dust emissions [Metal Bulletin Ltd., 19781. In the following years the 
electrothermic processes were replaced by imperial-smelting and electrolytic processes 
[UBA, 1982; Klepper et al., 19951. 
By 1971 the newer of two lead refineries in Northrhine-Westfalia had been equipped with 
technologies to decrease dust emissions. For the second refinery a programme was set 
2' The zinc electrolytic plant was built in 1968. 
27 In this plant zinc and lead are produced at  the same time. 
up, aimed at  the reduction of dust emissions and at increasing the share of gas in energy 
input [IHK, 19731. 
6.2. Iron and Steel 
6.2.1. The Development of Emissions, Emission Intensities and Value Added Shares 
In the iron and steel industry both, intra- and intersectoral changes contributed t o  the 
decline in emissions by 65% for cadmium and 7 5 %  for lead and zinc between 1955 and 
1988 (Table 6.2.). 
Table 6.2. Cumulative Components of Change in Emissions: lron and Steel Production 
Of greater influence, though, were changes within the sector that led t o  a decline in 
emission intensities by 8 2 %  for cadmium and 8 7 %  for lead and zinc emissions. The 







6.2.2. 'The Development of Heavy Metal Emissions Related t o  Iron and Steel 
Production 






The production of iron and steel in  Northrhine-Westfalia increased from 30.6 million 
tonnes in 1955 t o  43.8 million tonnes in 1988. Figure 6.6. shows a steady increase of 
production between 1955 and 1970. Except for the boom around 1980, the production 
stabilized around 4 3  million tonnes since. 
Atmospheric cadmium emissions caused by iron and steel production in Northrhine- 
Westfalia decreased between 1955 and 1988 from 9.6 to  2.9 tonnes per year. Parallel 
t o  the development of production there has been a continuous increase of cadmium 
emissions until 1970. The parallel development of emissions and production continued 
until 1975, between 1975 and 1980 the cadmium emissions declined independently of 
the development of production. 






















Figure 6.6. Iron and Steel Production and Emissions of Cadmium 
Emissions In t IronlSteel In Mill. t 
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This development was similar for the production of iron as well as for the production of 
steel. Zinc and lead emissions related to iron, as well as to  steel production developed 
parallel to  cadmium emissions. 
Between 1955 and 1975 cadmium emissions related t o  iron and steel production seem 
to have been mainly influenced by the growth of production. However, between 1970 
and 1975 emissions began t o  decline with a higher rate than production. While there 
was a rather stable development of production since 1975, emissions - and therefore 
also emission coefficients - declined. Since 1985 both, production and emissions, 
remained at a constant level. Since the decoupling of emissions and production started 
around the early 1 9708s, technical influences, that is intrasectoral changes, have been 
more important for the reductions in emissions than the development of production. 
Table 6.2. shows that - over the whole period of investigation - the emission coefficients 
of iron and steel production declined distinctly stronger than the physical intensity of 
production. This result allows the interpretation that in  regard to  intrasectoral changes 
the decline in emissions was mainly determined by technological change in end-of-pipe 
technology rather than by intrasectoral structural shifts within the iron and steel industry, 
or product related changes. The results shown in Figure 6.6. allow the interpretation that 
facilities to  reduce emissions have primarily been installed between 1975 and 1985. 
6.2.3. Aspects o f  lntrasectoral Change 
Steel Converters 
In 1960 5 4  dust emission intensive Thomas converters were in use in Northrhine- 
Westfalia. The aim of an amelioration programme set up by the state government of 
Northrhine-Westfalia in  1961 was to  reduce the high dust emissions caused by these 
plants by retrofitting them with end-of-pipe technologies. An  experimental plant was built 
in 1959 in order t o  test dedusting technologies and by 1962 a technology t o  keep back 
the dust had been developed [Arbeits- und Sozialminister Nordrhein-Westfalen, 19691. 
However, by that time it was already clear that no new Thomassteel converters were t o  
be built, but that they would be replaced by LD- and LDAC-converters (Oxygensteel) 
equipped wi th dust removing technologies [Arbeits- und Sozialminister Nordrhein- 
Westfalen, 1969; IHK, 19731. The focus of the amelioration programme therefore was 
switched t o  the replacement of Thomassteel converters (process related technological 
change). 
Though the programme was originally supposed to  be completed in 1967, i ts 
accomplishment was delayed by organisational changes, that is concentration processes 
within the steel industry which were taken into consideration by the authorities 
responsible for the implementation of clean air legislation. The replacement of 
Thomassteel converters was also delayed by accelerated economic growth which 
extended the time span t o  economically run these plants. By 1969 only 11 out of the 5 4  
Thomassteel converters employed in 1960 were still in  use. Between 1962  and 1969 18  
LD- and LDAC-converters (basic oxygen) equipped with dedusting facilities went into 
operation [Arbeits- und Sozialminister Nordrhein-Westfalen, 19691. 
In the following years further means of dust control were installed in several enterprises, 
such as electro filters and covers t o  collect exhaust gas arising from converters and dust 
arresters in auxiliary facilities [IHK, 1982; lnitiativkreis Ruhrgebiet, 19921. 
By 1969 there had been no amelioration programmes aimed at retrofitting Siemens- 
Martin- and Electrosteel plants wi th dedusting equipment. Nevertheless, there was a 
trend t o  replace Siemens-Martin-furnaces by Oxygensteel plants since the early sixties 
[Arbeits- und Sozialminister Nordrhein-Westfalen, 19691. Electrosteel plants were 
equipped wi th different kinds of filters in  order t o  reduce dust emissions [IHK, 19731. 
Sinter Plants 
In order t o  reduce dust emissions from sinter plants the state government of Northrhine- 
Westfalia set up an amelioration programme in 1965. Until 1969 6 of 37  plants were 
closed down. In order t o  reduce the dust emissions of the remaining plants different 
kinds of filters were installed (end-of-pipe technology). In 1 9  out of the 31  sinter plants 
in operation in 1969 dust emissions had t o  be further reduced in order t o  meet the aims 
set up [Arbeits- und Sozialminister Nordrhein-Westfalen, 19691. 
Other Activities 
Being a major industrial user of energy, the iron and steel industry took significant 
measures to  reduce energy consumption, especially coke consumption in the 1960's 
[Feddersen and Kruck, 19821. 
6.3. Electricity Production 
6.3.1. The Development o f  Emissions, Emission Intensities and Value Added Shares 
Despite the nearly twofold growth of value added share of electricity production between 
1955 and 1988 (Table 6.3.) atmospheric emissions of cadmium, zinc and lead related to  
electricity production declined by 52%, 62% and 63% respectively. This implies a highly 
decreased emission intensity of somewhat above 9 2 %  for the three heavy metals within 
this sector. 
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Table 6.3. Cumulative Components of Change in Emissions: Electricity Production 
6.3.2. The Development of Heavy Metal Emissions Related to Electricity Production 
The total electricity production in Northrhine-Westfalia increased from some 42 billion 
k w h  to 166 billion k w h  in 1988. This includes production of electricity within several 
industrial sectors, such as iron and steel, non-ferrous metals and chemical industry. 
The following figure makes clear that the emission related to the production of electricity 
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Figure 6.7. shows that cadmium emissions developed largely independently of electricity 
production. While there was a steady increase of electricity production between 1955 
and 1980, the development of cadmium emissions showed a negative trend between 
1960 and 1988. 
These results show, that the reduction of atmospheric heavy metal emissions can be 
explained by intrasectoral changes, that is changes within the electricity production. 
There may be several reasons for this decline. Heavy metal emissions of electricity 
production can be reduced by: 
(1 the application of end-of-pipe technology, such as filters 
(2) a switch from hardcoal and browncoal t o  oil and gas as fuel input 
(3) improvements in  the transformation efficiency of electricity production 
(4) preventive measures such as the use of relatively cleaner coal (with a lower dust 
content) and the application of coal cleaning techniques (such as coal washing). 
In order t o  determine the influence of each of these factors on heavy metal emissions, 
we can apply the nested decomposition methodology described in Chapter 5. We will 
look here (for data reasons) on the total electricity production in ~orthrhine-westfalia2* 
using the following identity: 
where Ei are the emissions of heavy metals from electricity production due t o  the use of 
fuel i, li are the inputs of fuel i in  electricity production, Qi are the outputs in MWh of 
using fuel i, while Q is the total MWh electricity production in Northrhine Westfalia. 
Changes in the first ratio on the right hand side determine the changes in the emissions 
per unit of fuel input. This is dependent on the application of end-of-pipe technology as 
well as preventive measures. The second ratio determines the change in the 
transformation efficiency as less inputs may be required t o  produce the same amount of 
electricity. Finally, the third ratio on the right hand side of (6.1 1 determines the change in 
fuel inputs for electricity production as fuels with high emission characteristics are 
replaced by fuels wi th lower emission characteristics. 
Table 6.4. gives the outcome of the nested decomposition using the proportional 
allocation of the residual2' for all the three pollutants. The cumulative effects show 
that these pollutants follow more or less similar developments. The application of end-of- 
pipe technology (and preventive measures) had clearly the biggest influence on the 
reduction of heavy metal emissions stemming from electricity production. Less important 
for the reduction of heavy metal emissions were the fuel switches and the increased 
process efficiency. 
28 Only electricity production stemming from fossil fuels has been taken into account. This 
implies that the switch to nuclear power plants is not included in this decomposition analysis. 
29 As was explained in Chapter 5, the outcome of the decomposition may be influenced by 
the hierarchy of nesting. Here w e  first decompose the third ratio with the combination of the first 
and second ratio, and then decompose further the second and first ratio. 
Table 6.4. Decomposition of Heavy Metals Emissions for Electricity Production: 
Cumulative Total Effects from 1955-1 988 
Figure 6.8. pictures the period-wise decomposition results for cadmium emissions. This 
figure shows that the application of end-of-pipe technology was important in all the 
periods considered, especially from 1960-1 965 and 1970-1 980. The only time when the 
emissions per MWh did not decline was in the period 1980-1 985. As  can be seen from 
Figure 6.8. this is due t o  the increase in emissions as the result of the unfavourable fuel 
switch. Because of the application of end-of-pipe technology and minor improvements in 
the process efficiency, the total emissions per MWh remained the same during this 
period. I t  emphasizes the need t o  include fuel shift considerations in environmental policy 
making. 






















In existing coal power plants different improved technologies were installed between 
1969 and 197 1, e.g. new or bigger electrofilters, photocells t o  control the combustion 
process t o  allow a well-timed cleaning of boilers from soot and dust measuring 
appliances [IHK, 19731. There has also been a trend towards a fuel input change, that is 
a decrease of coal input and an increase of gas and oil. Nevertheless, the results from 
our decomposition analysis show that the biggest decrease was owing t o  the installation 
of end-of-pipe technology. 
6.4. Coal Mining (Coke Production) 
6.4.1. The Development of Emissions, Emission Intensities and Value Added Shares 
Coke production takes place mainly within the industry of coal mining. Three quarters of 
the total output of coke are produced within this industry, while only one quarter is 
produced within the industry of iron and steel [IHK, 19731. In the following we therefore 
investigate the development of the industry of coal mining. 
'The sector wi th the highest decrease in value added share (-84%) between 1955 and 
1988 is coal mining (Table 6.4.). Intersectoral change therefore contributed strongly t o  
the decline in emissions caused by this sector of around 8 4 %  for cadmium and lead and 
8 8 %  for zinc emissions. 
Table 6.5. Cumulative Components of Change in Emissions: Coal Mining (Coke 
Production) 
But also intrasectoral change contributed t o  this development of emissions. During the 
same period of time emission intensities declined by 52% for cadmium and 56% 







6.4.2. The Development of Heavy Metal Emissions Related t o  Coke Production 






Almost over the whole period of time investigated the production of coke declined. While 
the production of coke has been relatively stable between 1955 and 1965, it declined 
rapidly within the following years. Over the time period 1955 t o  1988 coke production 
declined by approximately 65%. 
Figure 6.9. shows a parallel development for the emissions of cadmium that have been 
caused by coke production until the early 1980's. Afterwards the decline of cadmium 
emissions slowed down, while the rapid decrease in coke production continued. 






















Figure 6.9. Coke Production and Emissions of Cadmium 
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As coke production and cadmium emissions caused by the production of coke followed 
the same trend of development at least until the early eighties, intersectoral change, that 
is the economic decline of coke production, seems to have been the main influence of 
the decline in emissions. However, technical changes - mainly between 1960 and 1980 - 
also influenced this development of emissions, as emissions declined with a higher rate 
than production. Since 1985 cadmium emissions remained almost constant, while there 
was a further decline in the production of coke3'. 
The decomposition of emission intensities (see Table 6.5) shows the high importance of 
technological change for the emission reductions due to intrasectoral change within the 
coal mining sector. Emission coefficients declined between 1955 and 1988 by almost 
60%. The 6% increase in physical intensity of production may imply unfavourable 
intrasectoral structural shifts within the coal mining sector, indicating that the production 
of coke has become relatively more important. 
6.4.3. Aspects of lntrasectoral Change 
Coking Plants 
The main focus of reducing emissions of heavy metals caused by the coal mining 
industry lay on coking plants [IHK, 19731. Two programmes covering different steps of 
the production process have been set up in order to reduce dust emissions from coking 
plants, one in 1965, the other in 1967 [Arbeits- und Sozialminister Nordrhein-Westfalen, 
19691. By 1971 almost all coking plants in Northrhine-Westfalia were equipped with gas 
cleaning technologies [IHK, 19731. Different technologies were employed for different 
steps of the coking process. They comprise covers to collect the hot gases, suction fans, 
the wetting of the coke particulates in the steam and equipment to separate the dust 
with help of rotating separators or by washing of the gases [Arbeits- und Sozialminister 
Nordrhein-Westfalen, 19691. 
30 Emissions of zinc and lead related to coke production developed in the same way. 
Apart from technological development also a decrease in the number of coking plants 
combined wi th a development towards bigger production units improved the situation of 
emissions [UBA, 19771. 
6.5. Stones and Clays (Cement Production) 
6.5.1. The Development o f  Emissions, Emission Intensities and Value Added Shares 
Intra-, as well as intersectoral change contributed t o  the decline of heavy metal 
emissions caused by the sector of stones and clays (Table 6.6). Between 1955 and 
1988 cadmium emissions declined by 83%. lead and zinc emissions by 80%. 
Table 6.6. Cumulative Components of Change in Emissions: Stones and Clays (Cement 
Production) 
Still intrasectoral change was of higher importance, leading to a decrease in emission 
intensities of about 90%. The share of production of stones and clays in the production 
of the industry overall decreased by 16%. 










Cement Production and Emissions of Cadmium 
From 1955 t o  1988, the production of cement increased by 31  %. The production 
increased rapidly between 1955 and 1970 (see Figure 6.1 2). Since then it decreased, 
first slowly between 1970 and 1980 and from 1980 more rapidly. During the last years 









Production and emissions rose in a parallel way between 1955 and 1960. Between 1960 
and 1970 the increase of cadmium emissions slowed down. In the following time 
emissions dropped fast until 1985 and stabilized during the last years of investigation. 
During the entire period emission coefficients dropped, due t o  technological changes. The 
assumption of a high influence of technical change concerning emission reductions due 
t o  intrasectoral change is also supported by the results shown in Table 6.6., as emission 


















Figure 6.10. Cement Production and Emissions of Cadmium 
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6.5.3. Aspects of lntrasectoral Change 
Cement Industry 
An amelioration programme for cement plants, aimed at the reduction of dust emissions 
and focusing on furnaces, was set up in 1962 [Arbeits- und Sozialminister Nordrhein- 
Westfalen, 19691. By 1973 all cement furnaces in Northrhine-Westfalia were equipped 
with electro-filters [IHK, 19731. 
In order t o  prevent dust emissions from storage of cement clinker the programmes were 
directed at organisational-technical measures, as for example the storage of clinker in 
silos or halls [Arbeits- und Sozialminister Nordrhein-Westfalen, 19691. 
Apart from technologies of air pollution control concentration within the cement industry 
reduced the emissions of dust, as larger plants have lower specific amounts of exhaust 
gas31 and more effective pollution control technologies [IHK, 19731. 
31 In large plants the dust emissions increase with a slower rate than the production and 
decline compared to the same amount of cement produced in several smaller plants [IHK, 19731. 
This development is probably due to economies of scale. 
Chapter 7. Conclusions and Outlook for Further Research 
7.1. Conclusions 
Emissions of heavy metals have declined substantially in most Western European 
countries. In this paper w e  have analysed the patterns of atmospheric heavy metal 
emissions (1 955-1 988) in  Northrhine-Westfalia from the perspective of industrial 
transformation. The industrial point source emissions of cadmium and zinc have declined 
steadily since the mid 60's, wi th major reductions in a relatively short period: from 1965 
until 1980. Emissions of lead declined since 1970, wi th major reductions until 1980. 
We find that relatively few productions are responsible for the major part of emissions. 
These include copper, zinc and lead refining, iron and steel production, cement 
production, coke production and electricity production. The total emission reduction is 
hence dependent on the application of new technologies within these production 
processes (intrasectoral changes), changes in the relative shares of these productions in 
the total economy of Northrhine-Westfalia (intersectoral change) and the overall 
economic growth. 
Decomposition methods aim at disentangling these changes from each other. I t  appears 
that the decomposition methods that have been applied so far suffer from t w o  
weaknesses. First, there seems t o  be no agreement on how the interaction effect 
between intersectoral and intrasectoral changes should be interpreted and allocated. 
Second, the sector classification is in an unpredictable way critical t o  the outcomes of 
decomposition analysis. 
We describe how the interaction effect can be allocated proportionally t o  the change in 
the components it consists of. The advantage of this method is that the change in the 
emission/output ratio is completely described by the sum of intersectoral and 
intrasectoral effects. Moreover, this method allows the data t o  determine the division 
between intersectoral and intrasectoral effects instead of a priori assumptions set by the 
researcher. 
While we focus in this paper mainly on intersectoral and intrasectoral effects, w e  outline 
how decomposition analysis could be further applied in a material f low context. With the 
aid of a simple material f low analysis, we disentangle the intrasectoral changes in: (i) the 
application of end-of-pipe technology; (ii) substitution of material and energy inputs in 
production; (iii) improvements in the efficiency of the process technology, and (iv) 
product related technological changes, such as increasing knowledge intensity of 
production (substitution of materials for labour) and shifts in  relative shares of 
productions within an economic sector. Nested decomposition analysis could be applied 
in order to  quantitatively disentangle these determinants of intrasectoral change. I t  
requires however specified data that are not available in the current project. 
In the empirical part of this paper, w e  focus on describing industrial transformation in 
Northrhine-Westfalia w i th  help of decomposition and material f low analysis. First we 
decompose the cadmium, zinc and lead emission/output ratio into intrasectoral and 
intersectoral effects. lntrasectoral changes are the weighted changes in each sector's 
emissions per unit of monetary output, while the intersectoral changes are the weighted 
changes in each sector's share of total value added in Northrhine-Westfalia. We find that 
intrasectoral changes have been the major cause of emission reductions. This indicates 
the importance of technologically induced changes in Northrhine-Westfalia, leading to  a 
reduction in emission intensities in all sectors. 
The industrial basis in  Northrhine-Westfalia seems to  have remained unaltered t o  a large 
extent, as indicated by the absence of intersectoral changes. Intersectoral changes had a 
minor influence on emission reductions in the case of zinc emissions, while the shift in 
the structure of the economy led t o  increases in emission levels in the case of lead and 
cadmium emissions. Since the major part of the emissions is related to  one sector, the 
non-ferrous metals sector, the development of this sector determines t o  a large extent 
the outcomes of the decomposition analysis. The value added share of the non-ferrous 
metals sector increased over the time period considered. Also the electricity production 
and the chemical industry grew at a rate above average in Northrhine-Westfalia. 
Declining value added shares are found in the other sectors: coal-mining, iron and steel 
and stones and clays. 
Looking at the individual sectors (see summary in Table 7.1 .), we found that high 
decreases in the emission intensity of sectors brought about decreases in emissions of all 
productions. Although for the majority of productions the decline of heavy metal 
emissions did not start until 1970, the highest reduction in emissions overall was 
achieved during the mid and end sixties. This development is due t o  the way above- 
average importance of the non-ferrous metals production (and especially zinc production) 
for the emission of heavy metals, which declined substantially in the mid sixties, already. 
The highest decreases of emissions in percentage changes took place in the non-ferrous 
metals production and the industries of coal-mining and stones and clays. 
Analysing the reasons behind the important intrasectoral changes, we  find that the 
reduction of emissions per unit of physical product (tonnes steel, cement, etc.) were 
most important. These reductions indicate an increased application of end-of-pipe 
technology, as well as process related changes in Northrhine-Westfalia. A decomposition 
analysis of the causes of the reduction of emissions per MWh produced electricity 
shows, that especially the application of end-of-pipe technology was most influential. Of 
less importance were the fuel switches and the improvements in process efficiency. 
There are reasons to  believe that this holds true for the other productions as well. 
Besides the reductions in the emissions per unit of physical production, also increases in 
the value added per unit of physical product have been a source of intrasectoral changes. 
These were important in cement manufacturing and in iron and steel production. 
In a further step, we  also looked at the different measures that were taken in Northrhine- 
Westfalia in order t o  reduce emissions. This provides a first explanation of policy 
programmes that induced intrasectoral change which may give an explanation on the 
observed developments. Between 1960 and 1973 different measures were taken within 
the Northrhine-Westfalian industrial sectors responsible for heavy metal emissions in 
order to  decrease dust emissions. These measures cover organisational-technical 
measures, substitution of inputs and the installation of end-of-pipe technologies, as well 
as the introduction of new processes. 
62 



















Decreases mainly between 
1965-1 970. 
Decreases mainly between 
1970-1 980. 
65%-75% decreases, mainly 
between 1970-1 980. 
52-62% decreases in public 
power plants. Steady 
reduction since 1970. 
84-88% reduction in  
emissions, steadily declining 
after 1965. 
80-82% reduction in  
emissions, mainly betwean 
1970-1 985. 
No emissions of heavy 
metals (assumed). 
Causes: Intra/lntersectoral. 
Developments of Intensities and 
Value Added Shares. 
lntrasectoral change, but 
increasing production. Emission 
intensity declines by 95-99%. 
Mainly intresectoral change. 
lntrasectoral change. lncreasing 
production. 
lntrasectoral change, but 
increasing production. Emission 
intensity declines by 82-87%. 
Strong intrasectoral change. 
Decline in emission intensity of 
92-94%. Increasing production 
Mainly intersectoral change. 
Also e decline in emission 
intensity of 52-66%. 
Mainly intrasectoral change, 
also intersectoral change. 90% 
reduction in  emission intensity. 
Decreasing production share in  the 
Causes of lntrasectoral Change 
End-of-pipe technology and 
probably intrasectoral structural 
shifts. 
Major improvements of 62-67% in 
emission coefficient (1955-1970). 
Minor improvements of 15-30% in 
emission coefficient (1 955-1 970). 
Explanations 
Around 1970, 1 zinc refinery was closed down. In 1968, a 
cleaner electrolytic plant was built. 
Until 1972 mainly organizational-technical measures were teken 
in order to reduce dust emissions. 
1971 : equipment of one of two  leed refineries with end-of-pipe 
technology. For the other refineries a programme was set up aimed at the reduction of dust emissions 
and fuel switches towards more natural gas. 
62-67% improvement in  emission 
coefficient. 20% decreases in 
physical intensity of production 
(more knowledge intensive 
products). 
1961 : The set-up of an amelioration programme for steel 
converters eimed et reduction of dust emissions through end-of- 
pipe technology, in  1962 the focus of this progrem switched to 
a replacement of Thomassteel converters by Oxygensteel 
converters. 1960-1 969: 43 Thomassteel converters were closed 
down. 1962-1 969, 18 Oxygensteel plants went into operation. 
86-89% improvement in  emission coefficients. 60-64% of these were due to epplication of end-of-pipe 
technology, 14% to improvements in process efficiency (mainly between 1960-1 970) and 1 1-1 6 X  to 
fuel switches (mainly between 1970-1 975). Programme for electrofilters and combustion control 
between 1969-1971. 
Declining emission coefficients of 
59-72%. Increases in  physical 
intensity of product, probably due 
to intrasectoral structural shifts. 
67% reduction in  emission 
coefficient. 23% decreases in  
physical intensity of products, 
probably due to intrasectoral 
structural shifts. 
Two programmes were set up in 1965 and 1967 in  order to 
reduce dust emissions from coking plants. By 1971 almost all 
coking plants were equipped with gas cleaning technologies. 
An amelioration programme to reduce dust emissions from 
furnaces was set up in  1962. By 1973 all cement furnaces were 
equipped with end-of-pipe technologies. Organisationel changes 
led to larger production units and declining dust emissions. 
case of lead end cadmium emissions. Increasing production share with respect to  zinc emissions. 
While minor technological changes and the installation of different kinds of filters took 
place in almost all sectors, an introduction of new processes can be found within the 
non-ferrous metals industry and the iron and steel industry. The programmes that were 
set up are also summarized in Table 7.1. 
In further studies on Northrhine-Westfaliafthe Ruhr Area more emphasis will be placed on 
technological changes that took place after 1972. Additionally the costs related t o  the 
application of new technologies, driving forces of intersectoral change, as well as legal 
and administrative developments will be investigated. Hopefully this historical analysis 
together with an investigation of conditions for a clean-up in the Katowice-Area will 
allow t o  develop criteria for an evaluation of plans and proposals for a clean-up in the 
Katowice voivodship. 
From this investigation, we  would suggest the following recommendations for future 
research on environmental policy in the Katowice area: 
- The developments of the non-ferrous metals sector determine to  a large extent the 
emissions of heavy metals. Special attention in the Katowice area need t o  be paid t o  this 
sector. 
- Our decomposition results show that the reductions in heavy metal emissions are 
almost entirely explained by intrasectoral changes. Intersectoral changes were either 
absent, or resulted in a slight increase in emissions. This may indicate that substantial 
reductions can be achieved by technological measures only, leaving little scope for 
'structural industrial policy' orientated at the relative importance of certain sectors for 
the total industrial structure in  the Katowice area. 'This needs to  be investigated in more 
detail. 
- The intrasectoral changes seem t o  be especially induced by the application of end-of- 
pipe technology. Programmes in the Katowice area should take these technologies 
explicitly into consideration. 
7.2. Outlook for Further Research 
Missing parts in this study are in the first place due t o  data availability. Concerning e.g. 
the non-ferrous metals sector it would have been desirable t o  investigate zinc, copper 
and lead production separately. Owing to  lacking value added data for these productions, 
the decomposition analysis in  Chapter 4 could only be applied t o  the non-ferrous metals 
sector as a whole. Concerning the sectoral analysis in Chapter 6 reliable production data 
were only available for zinc and copper production and also only for the period from 
1955 t o  1970. Also due t o  lacking data it was possible t o  apply nested decomposition 
analysis t o  the electricity production only. As a consequence, the sectoral investigation 
in Chapter 6 had to  be conducted t o  a large extent as a qualitatively descriptive analysis. 
These problems are on the one hand due t o  an insufficiently disaggregated availability of 
economic data, on the other hand t o  the fact, that the emission data were set up for a 
classification of productions differing from the classification of national or regional 
statistics of economic data. For further research, and especially for the investigation of 
the Katowice voivodshipfthe Black Triangle it would be necessary t o  put emphasis on 
setting up integrated data, in order to  avoid the difficulties encountered in this 
investigation. 
The investigation of intrasectoral change in this chapter has to  be regarded as 
preliminary. Especially technological changes that took place after 1972 have to  be 
further a n a ~ ~ s e d ~ ~ .  
In this respect the influence of the development in legal framework, as for example the 
Northrhine-Westfalian clean air planning (Luftreinhalteplane) set up since 1978 [see for 
example Lanesentwicklungsbericht, 19801, as well as the ordinance concernir-g large 
combustion plants (GroTJfeuerungsanlagenverordnung), on changes in the technologies 
employed are t o  be investigated. 
Also of interest are sectoral and regional orientated programmes set up by the 
Northrhine-Westfalian government. Examples are different technology programmes and 
the "Action Programme Ruhr" (Aktionsprogramm Ruhr), which provided between 1980 
and 1 9 8 4  financial aid for the restoration of heavily polluting plants, such as refineries, 
iron and steel plants, power plants and coking plants. Complementary financial aid for 
measures aiming at the reduction of dust emissions in plants not covered by the "Action 
Programme Ruhr" was provided by the ~ m m i s s i o n ~ ~  Improvement Programme 
(Immissionsschutzforderprogramm) since 1978 [Luftreinhalteplan, 19851. Also the 
programme "Labour and Environment" (Arbeit und Umwelt) set up by the state 
government of Northrhine-Westfalia in  1984 supported measures regarding air pollution 
control in industrial and power plants [BuTJmann, 19881. Additionally, the Northrhine- 
Westfalian environmental programmes and reports of 1974, 1983, 1984 and 1993 might 
give hints on planned, as well as on already pursued technological change. These 
programmes are subject of further study [Schucht 1995, forthcomingl. 
'The here developed methodology, decomposition in combination wi th material f low 
analysis, could be applied in scenario analysis, either for Northrhine-Westfalia or some 
other regions. Simple extrapolation of emissions have often led t o  wrong forecasting. 
Since decomposition analysis can distinguish between several components of emissions 
reductions, analysing the patterns of these components and extrapolating them i ts 
application may already deliver more reliable results. This could be combined wi th 
'technological frontiers' that can be given by experts. For example, the purification 
efficiency of flue gasses for dust emissions can hardly exceed the 99%. Once this 
technological frontier has been reached, it can be expected that further reductions of 
emissions have t o  be realised by structural changes, material substitution and an 
increasing knowledge intensity of production. These forecasts should be combined wi th 
forecasts on the future developments of the economy in the region. The main advantage 
of this approach is that emission levels are made dependent on economic developments 
and hence represent a good example of environmental-economic modelling. 
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Annex A: Three Decomposition Methods Based o n  Measurement o f  Discrete 
Changes 
Decomposition methods have normally been derived from Divisia integrals [Liu et al., 19921. 
This linkage of decomposition methods to the theory of index numbers is sometimes 
confusing and leads us to numerous combinations of possible decomposition methods. In this 
annex, we derive decomposition methods differently: depending on the way change in 
economic variables can be measured. This singles out three decomposition methods. 
A.1. Measuring Change 
Over time, all economic variables are subject to changes. Despite the importance of "change" 
in economic studies, amazingly little has been written on the measurement of change. The 
reason must be that in economic theory all variables are continuously changing over time. In 
such a continuous world, the concept of derivative explains all changes, both in the margins 
as over longer periods of time. However, wi th discrete time this similarity no longer holds. 
Between a certain time interval <O,T>, change in any positive variable y(t) can then be 
measured in three interrelated ways: 
(1) Exponential growth rates: In(yT) - In(yo) 
(2) Absolute changes: Y T - ~ O  
(3) Percentage changes: ( Y ~ - Y ~ ) / Y ~  ( * 100%) 
Each of these expressions gives different figures for the change in y(t). It could be argued 
that they serve basically different purposes, but in decomposition analysis they also differ in 
their ability of segregation: to distinguish the change in one composite variable as the sum of 
changes in each component. We will argue that in that respect decomposition with absolute 
or percentage changes has some advantages over decomposition with exponential growth 
rates. 
A . l  .l. Interrelations Between the Three Ways to  Measure Change 
The three ways to measure change in discrete time-intervals can all be derived from the 
continuous growth-rates. Growth is by its very nature the addition of a f low to a stock 
variable. The basic property of a function that exhibits a constant rate of growth is that the 
addition of the f low to the stock is constant at each point in time. Thus a constant rate of 
growth has the effect of an exponential increase in the stock variable, a phenomenon that 
was already investigated by Malthus. For a differentiable function y =f(t), where y can for 
example be income, this will give the following growth rate r(y): 
Imposing the initial condition that at t =O, y(0) = yo, the function that satisfies equation 
(A. 1) is the exponential function: 
The discrete growth rate over a time interval 0 and T is then found by integrating (A.1) over 
the time interval, which results in: 
Since the derivative of the natural logarithm of f(y) is by definition equal to (A.1) the rate of 
growth between 0 and T can simply be calculated by taking the logarithmic difference. This 
gives the discrete growth rate. 
The absolute changes are simply defined by the numerator of (A.1), which is being 
identified as the addition of the flow to the stock. Integrating f'(t) over a time interval 0 and 
T gives then simply the absolute changes in variable y(t): 
Percentage changes are some kind of hybrid forms. A percentage is the ratio of a variable 
y(t) over two moments in time, 0 and T, and can be given as: (yT/yo).lOO%. Percentage 
change is then defined by subtracting 100% from this percentage: it gives the relative 
increase compared to the base year. The percentage change can be expressed as: 
which gives a percentile that can be multiplied by 100%. 
It can be shown that the percentage change is a special discrete type of exponential 
growth rates, as defined by equation (A.1). Notice that (A.3) can be written differently as: 
By (A.4) we have for the integration of the numerator dy/dt the discrete expression yT-yo. It 
is only with the denominator that we cannot say which value we should choose for y. Over 
the time interval considered, y takes the values between yo and YT. Basically we can choose 
either yo, yT or some weighted combination of both. By choosing yo (base year weighting), 
(A.6) reduces to (A.5). 
A.2. Decomposition Analysis 
Many economic variables are composite variables. Changes in nominal income consist of the 
changes in prices and quantities. However, changes in prices are simply inflation and do not 
add to economic welfare. The question is how to disentangle the influence of price changes 
from quantity changes in order to correct the nominal income for price changes. Price 
movements occur in a wide variety of consumer goods and there seems no real prescription 
how we could add them up in order to get an aggregate index of consumer price changes 
[Allen, 19751. This relates decomposition to the statistical economic theory of index 
numbers: the consumer price index is just one example. So our variable income y is made up 
by the sum of expenditures on a number of j goods (yj) where each of the expenditures on 
good j is made up by the multiplication of prices and quantities: y = I y j  = Ipjqj. Decomposition 
aims to disentangle the price changes from quantity changes. We will do that in two steps. 
First we will decompose the income spent on good j (yj) into price and quantity changes. 
Then we will add up all the price and quantity changes for all goods in order to correct 
nominal income for price changes. So our first step is to decompose a multiplicative term 
(yj = pjqj), while our second step is to implement this in an additive framework (y = Iy j) .  
A.2.1. Exponential Growth 
The decomposition of expenditures on yi into a price and quantity component is 
straightforward since taking the logarithm of a product is similar to the sum of the two 
logarithms. .,- So the growth rate r(yi) can be obtained as: 
The growth rate of a multiplicative term can be given as the growth rates of their 
components. However, the sum of the growth rates on the expenditure of every product j 
does not add up to the total growth rates (In(y) is not equivalent to the sum of In(yi) 1: 
Therefore we cannot add up the growth rates of the prices and quantities of every good j in 
order to construct price and growth quantities. 
The way to do this starts from the continuous case by rewriting total income in (A.3) as the 
sum of expenditures on j goods (yj): 
Analogous to (A.1), fSi equals fjr(yj) so that (A.9) can be expressed as: 
(A. 10) 
So the growth rate of income is the sum of weighted growth rates of the expenditures on 
every j product where the ratio yj/y reveals how we should weight the growth rates of the 
components in order to match them with the growth rate of the total. This ratio can be seen 
as the structural variable (si), since it reveals something of the structure of expenditures in an 
economy. Using (A.8) it follows that (A.10) can be rewritten in the discrete case as: 
It is here that we encounter a well-known difficulty [Vogt, 19791: we do not know the time 
path of the structural variable sj(t). Between the time-interval 0 and T, sj will change because 
the structure of the economy is not likely to remain constant. Over the time interval 
considered, sj takes the values between site and sjPT. So we could use either sj,o (base year) 
or S j , ~  (current year) or some combination of both in order to weight the growth in prices or 
quant~ties. 
It has been proposed by Liu et al. 11 9921 to transform this path problem into a parameter 
estimation problem through the following linear weighting function: 
(A. 1 2) 
where Oj is the weighting factor between year 0 and T. Choosing values for Oi then defines 
the time path of the structural variable si(t) that is used in decomposition analysis. Choosing 
oi = 0 results in a weighting of the price and quantity growth rates with the structure of the 
expenditures in year 0, while Oi = 1 results in a weighting with the structure in year T. The 
parameter values of 0 and 1 represent the boundaries for the choice since the assumption 
with integration is that the variables are monotonically increasing or decreasing over the time 
interval [Liu et al., 1 9 9 2 1 ~ ~ :  
Applying this weighting function in the decomposition method returns the following 
parametric decomposition method (PDM) based on exponential growth rates35: 
The growth of income is then decomposed into a price effect and a quantity effect. This 
decomposition method contains a residual Ri. This residual term is added here since we do 
not know the time path of the structural variable yj/y. So if we took Oi = 0 for every j, the 
sum of the "price-effect" and "quantity-effect" would probably not match the total growth in 
income because of changes in the structural variable over the time period considered (see 
also A.2.4.). 
A.2.2. Absolute Change Decomposition 
Decomposition based on absolute changes aims to disentangle the absolute change in prices 
from the absolute change in quantities. Starting with decomposition of the multiplicative term 
yj=piqi and assuming that all the variables are a function of time (fi(t) =gj(t)hi(t)), we get 
analogous to (A.4): 
(A. 14) 
which is simply the product-rule of differentiation. Over a time interval <O,T>, g'+t) and 
h'j(t) are defined as the absolute changes in pj and qi respectively (see also equation (A.4)). 
This would yield the following decomposition method based on absolute change: 
Yj,~-Yj,o = qi(f)(~j,T-~j,o)+~j(t)(qj,~-qj,~) (A. 15) 
Similar to the decomposition of exponential growth rates, the variables pi(t) and qj(t) that are 
used as weights for the absolute change in the other variable, are not defined over the time 
interval <O,T>. We can set up now two weighting functions: one for the change in price 
and one for the change in quantity for every good j: 
'%his means that si cannot exceed the values of year 0 and T. 
3 5 ~ h i s  parametric decomposition method is similar to the decomposition method PDM1 that 
was proposed in Ang 119941 (no formal derivation). Decomposition with Oj = 0.5 for all j was 
performed by Boyd et al. 11 9881 and Torvanger 11 991 I, while decomposition with Oi = 0 for all j 
was performed by Howarth et al. [I 991 I. 
(A. 1 6) 
(A. 1 7) 
Unlike the exponential growth rates, the sum of absolute changes in the expenditure on each 
good j, equals the absolute change in the total: 
Yt-YO = x (Y~,T-Y~,o) (A. 1 8) 
j 
Combining (A. 15). (A. 16), (A.17) and (A. 18) yields then the following parametric 
decomposition method based on absolute changes: 
(A. 19) 
This equals PDM2 as given in Ang [ I  9941. Again a residual term is added since the price and 
quantity-effects do not add up to  the total change in income for the same reasons as have 
been mentioned above. 
A.2.3. Percentage Change Decomposition 
Percentage change decomposition can now simply be derived from the absolute change 
decomposition. Notice that a percentage change of a variable y is simply the absolute change 
divided by the base year value of this variable (see equation (A.5)). The absolute change 
decomposition method is simply transformed into its percentage change equivalent by 
dividing every term in (A.19) by yo. Filling in the weighting functions (A.16) and (A.17) into 
(A.19) and using the fact that yo = (yo/yj,o)pj,oqj,o, gives the following percentage 
decomposition method: 
The weighting functions are now integrated into the decomposition method, though the 
restrictions on the parameter values for a, and 8, remain the same. 
Notice furthermore that the percentage change of observed variables must per definition fall 
between the range of < - l oo%,  + m % > . Percentage changes can by definition not result in 
values lower than -100%. But since decomposition analysis uses constructed variables (i.e. 
price-effects and quantity-effects), their values can be lower than -100%. The total change in 
income can, however, never be lower than - l oo%,  but the change in its components can 
exceed these ranges. 
A.2.4. Allocation Schemes for the Residual Term 
Every decomposition method includes a residual term. This residual term is the variation in 
income that could not be explained by either the change in prices or the change in quantities. 
The residual term will become larger (i) the more the variables in the weighting functions 
have been changed between period 0 and T, and (ii) if one of the extreme values of 0 or 1 for 
the parameters in the weighting functions has been chosen. While the first cause may 
emphasize the need to get more data and conduct decomposition in smaller periods of time, 
the second cause implies a sensible choice for the parameters in the weighting function. We 
will focus here on the latter aspect. 
In order to more fully understand the residual term, we need first to give it a mathematical 
expression. For decomposition with exponential growth rates, we can solve Rj from (A.13) 
which gives the following expression: 
Notice that to obtain a zero residual the numerator and denominator of (A.20) must equal. So 
if we could find parameter values for Oj in the weighting function that make the numerator 
and denominator equal, we would obtain decomposition with a zero residual. The resulting 
parameter value for O, can be given as: 
where n equals the amount of sectors. However, in general there is no guarantee that the 
values for Oj will lie inside the range of 0 and 1 and therefore this solution is of no value. 
Numerical examples can make clear that a value for O, of 500 is no exception. This would 
violate the assumption of integration and render meaningless results. Therefore, it appears 
that decomposition with exponential growth rates cannot be performed without residual 
terms. As mentioned by Boyd et al. [19911, choosing parameter values of 0.5 for Oj will give 
a small residual. However, the arguments for these values are only based on the aim to 
minimize the residual. As mentioned in Howarth et al. [I9911 and Park [19921, there is hardly 
an argument for these values if the interpretation of decomposition results is important. 
For the absolute change decomposition, we can perform the same kind of analysis. Solving 
the residual from (A.19) using the weighting functions (A.16) and (A.17) will give the 
following expression: 
It becomes clear that with absolute change decomposition, the residual term is defined as an 
interaction term between the change in price and the change in quantities for every sector j. 
This expression clarifies that any combination that fulfils a, + 13, = 1 will result in 
decomposition with a zero residual. 
The question which values we should take for ai and 13, becomes now quite important. We 
could take a, = 8, = 0.5 as proposed by Ang 11 9941. Notice that this solution is equivalent 
to adding half of the residual term to the price changes and half of it to the quantity changes 
compared to decomposition with either ai = 13, = 0 or ai = 8, = 1. But the question that can 
be put forward is: why is this decomposition scheme more favourable over for example a, = 
0.3 and 15 = 0.7? De Bruyn and Van den Bergh [I9951 argue that since the interaction term 
itself is made up by the absolute change in prices and quantities, it is clear that the size of 
the interaction term will depend on the relative size of both the price and the quantity 
changes. We can use the relative size of each effect in order to split the interaction term 
proportionally to both price changes and quantity changes. What is proposed in De Bruyn and 
Van den Bergh 11 9951 is to add an a-share of the interaction term to the price changes and a 
B-share to the quantity changes, so that a, + 13, = 1 and that the share of the added residual 
is equal for both effects. This can be set up as: 
Condition (A.24) assures that the share of the added interaction term is proportional to the 
absolute percentages of both effects. It should be emphasized that only the size of the 
denominator is important (which is therefore taken in absolute values). If the absolute 
changes in p or q differ in sign, the interaction term will be negative. Without absolute values 
either o or f3 must be negative in order to  fulfil condition (24). This means that one positive 
part of the interaction term is allocated to  one effect and a negative part to  the other effect. 
This can be quite substantial if the growth rates of p and q differ in sign but are in size 
almost equal: values for a of -200 and f3 201 are then no exception. This does not make 
much sense of course; we  are interested in splitting the interaction term completely and not 
in adding multitudes of the interaction term to  one effect and subtracting multitudes of the 
interaction term from the other effect. 
The values for o and f3 that result from (A. 13) together wi th the additional condition that 
+ 9 = 1, are: 
These values can be filled in (A.19) and the absolute change in income is then completely 
specified by the change in prices and the change in quantities. The interaction term is zero by 
definition. The solution for percentage changes is mathematically equivalent and will give the 
same solution for o, and Gj: this will not be shown here. 
ANNEX B Data Description 
B.1. Emission Data 
B. l  .l. Emission Data Supplied by NASA 
The emission data supplied by IlASA is based on a calculation of production in physical units 
of the sectors relevant for heavy metal emissions in the Northrhine-Westfalia part of the 
Rhine Basin. Known was the production of these sectors for Germany as a whole. With help 
of the capacity share of the Northrhine-Westfalia part of the Rhine Basin and Germany as a 
whole for each of these sectors the production in physical units was calculated. By 
multiplying this data with emission factors for Germany, published by Pacyna [Pacyna, 1991 ; 
Olendrzynski et al., 19951 the emissions for each sector were calculated. 
B.1.2. Emission Data Used i n  this Paper 
As we match emission data with economic data (gross value added, production data) which 
is only available for Northrhine-Westfalia as a whole, we upgraded the emission data for 
those sectors where a relevant part of production takes place outside the Rhine Basin part of 
Northrhine-Westfalia. This holds true for the non-ferrous metals production and the cement 
production. 
Emissions Related t o  NF-Metals Production 
Concerning the non-ferrous metals production we upgraded the emissions by dividing them 
by the capacity share of the non-ferrous metals production of the Northrhine-Westfalia part 
of the Rhine Basin and the total of Northrhine-Westfalia. 
These shares are: 
1955 1960 1965 1970 1975 1980 1985 1988 
Zinc production 0.63 0.63 0.69 1.00 1.00 1.00 1.00 1.00 
Lead production 0.33 0,33 0.31 0.46 0.44 0.45 0.45 0.45 
Copper production 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Emissions Related t o  Cement Production 
No information on capacity shares of cement production in the Northrhine-Westfalia part of 
the Rhine Basin and Northrhine-Westfalia as a whole was available. In order t o  upgrade the 
data of emissions caused by cement production we, therefore, multiplied the emissions with 
the share of cement production in physical units in Northrhine-Westfalia as a whole36 and 
the Northrhine-Westfalia part of the Rhine   as in^^. 
These shares are: 
1955 1960 1965 19701975 1980 1985 1988 
Cement Production 1.63 1.55 1.73 1.69 1.85 1.82 1.66 1.68 
Emissions Related t o  Electricity Production 
The data on emissions due to  the production of electricity included emissions of public and 
industrial plants. In order to  match this emission data with economic data (GVA) we split the 
emissions into those caused by public power plants and those caused within other sectors. 
For this purpose we used the shares in electricity production of the public power plants and 
the sectors mining, iron and steel, non-ferrous metals and the chemical industry, as the most 
important sectors for electricity production, according to  their contribution published in the 
energy balances of Northrhine-Westfalia. According to  these shares we split up the emissions 
for electricity production published by IlASA and added them to  the emissions of the relevant 
sectors. 
As the energy balances have only been published since 1978 we assumed, that for the years 
1955, 1960, 1965, 1970 and 1975 the sectoral shares were the same as in 1978. 
In Chapter 6, however, when we match the emission data with production data in physical 
terms, we  do not add the emissions due to  electricity production within industrial plants, as 
we investigate here the specific productions of coke, non-ferrous metals and iron and steel. 
B.2. Data on Gross Value Added i n  Real Terms 
Data on industrial gross value added in real terms (price base 1991 ) was obtained from the 
statistical office in Northrhine-Westfalia on sectoral level for the period from 1970 to  1988 
but it was not available for the years before. Concerning electricity production, no data on 
gross value added was available for the years of 1970 to  1979, however, data for the whole 
utility sector was available for these years. In order to  match this economic data as 
accurately as possible with the emission data t w o  different adjustments of data were 
necessary. 
B.2.1. Data on  Gross Value Added for Electricity Production from 1970 t o  1979 
For the years of 1980 to  1988 data on gross value added was available for both, electricity 
production and the total utilities sector. In order to  calculate data on gross value added for 
36 Data published by the statistical office of Northrhine-Westfalia (LDS - Landesarnt fuer 
Datenverarbeitung und Statistik Nordrhein-Westfalen). 
37 Data calculated by IlASA as stated above. 
electricity production for the years 1970 to 1979 we assumed, that the share of electricity 
production in the total utilities sector was the same for 1970 to 1979 as in 1980. 
B.2.2. Data on Gross Value Added for Sectors and the Total Industry Before 1970 
In order to calculate data on gross value added for the sectors and the total industry of 
Northrhine-Westfalia for the period of 1955 to 1969 we created in a first step series of 
industrial production indices standardized on 1962 = 100 for the years of 1955 to 1 970. In a 
second step we calculated the sectoral respectively industrial gross value added for each year 
t by dividing the production index of year t by the production index of 1970 and multiplying 
this share by the statistical office data on gross value added for 1970. 
That is: 
a) for the specific sectors 
GVAjtt = Indexi,,/lndexj, 970*GVAj, 970, 
where 
j: sectors, 
t: years (1 955 to 1969) 
and 
b) for the total industry 
GVAi,, = Indexi,,/lndexi, 970*GVAi,1 970. 
where 
i: total industry, 
t: years (1 955 to 1969). 
B.3. Production Data in Physical Terms 
Sectoral production data in physical terms (tonnes) for the years 1955 to 1988 was obtained 
for the whole of Northrhine-Westfalia from the statistical office in Northrhine-Westfalia, and 
for the Rhine Basin part of Northrhine-Westfalia from IIASA. 
