recognition of her outstanding contributions to the field of computer architecture (see Figure 1) . The award, which is sponsored by the ACM and IEEE Computer Society, is the computer architecture community's most prestigious honor. Eggers was cited in particular for her work on simultaneous multithreaded processor architectures and multiprocessor memory sharing and coherency. Eggers is the first woman to receive the Eckert-Mauchly Award in its 39-year history.
which became an essential component in the processors produced by industry leaders, such as Intel and IBM. Eggers co-authored roughly a dozen papers about SMT, two of which earned Test of Time Awards (in 2010 and 2011, respectively) from the International Symposium on Computer Architecture (ISCA). Eggers also made significant, early-career contributions in cache coherency, a technique for maintaining consistent data across shared memory multiprocessors. These included the first datadriven study of multiprocessor data sharing-which was instrumental in advancing the field's understanding of hardware and software coherency techniques-as well as novel cache coherency protocols.
Eggers participated in WaveScalar, a dataflow instruction set architecture and execution model designed for scalable, low-complexity/high-performance processors. WaveScalar is unique among dataflow architectures in efficiently providing traditional memory semantics to execute applications written in imperative, rather than hardware description, languages.
Eggers's interests in performance improvements extend beyond chip design. For example, she was a member of the team that built DyC, an easy-to-use system for dynamic compilation in C that was more expressive, flexible, and controllable than previous annotation-based approaches. She was also a member of the team that developed CHiMPS, a C-to-FPGA synthesis compiler that enabled developers to program FPGAs in an imperative language and memory model, while still providing greater performance and less power than a CPU.
Eggers is a member of the National Academy of Engineering, an ACM-W Athena Lecturer, and a Fellow of the American Academy of Arts and Sciences, ACM, IEEE, and AAAS.
SUSAN EGGERS'S SPEECH AT ISCA 2018
"Hello fellow architects! It's really nice to be back at ISCA again and to see old friends and colleagues. It's been awhile. I retired almost a decade ago, and that was the end of my conference attending.
I'm going to depart from tradition a bit here and not give a technical talk. Which you should actually be happy about. Ten years is a long time to be away from our field. But I do have a few remarks, and they are all personal. Thanking the E-M committee for honoring me with this award. Thanking the others who have been instrumental in my career. A few words about simultaneous multithreading, which is a major reason I'm standing here. And I'd also like to address a few words to the female architects in the room.
My thanks to the Eckert-Mauchly committee isn't the usual 'thank you for giving me this award.' It's much more encompassing than that. I want to thank them for breaking another professional glass ceiling. In my personal view, the Eckert-Mauchly could have easily gone to any number of women-it just happened to be me. The important event, again in my opinion, is that the work of a female architect is being recognized in our community. And I hope it continues.
So to the barrier-breakers on the Eckert-Mauchly Committee: Thank you so much for making a little history in our field.
I'd like to emphasize that this Eckert-Mauchly Award isn't the only event that is making our community more diverse and inclusive. I'd also like to recognize the leadership of five individuals in particular-Kathryn McKinley, Margaret Martonosi, Kim Hazelwood, Natalie Enright Jerger, and Sarita Adve-for paving the way. But in truth, this type of change doesn't happen without the involvement and support of all of us, both male and female, both senior and junior. And I'm really happy to hear about all the recent activities.
I also have tons of others to thank. All my collaborators, both in computer architecture and in compilers, but in particular, those who worked to make simultaneous multithreading successful. You can see them on the slideshow behind me, beginning with our first students, Dean Tullsen (now chair at UC San Diego) and Jack Lo (who spent a long time at VMware and is now a director at Google), all the way through our final student, Mike Swift (now a professor at Wisconsin).
The biggest thanks goes to my long-time collaborator through multiple projects, not just SMT, Hank Levy, who's also the long-time chair of my department and is now the director of the Paul G. Allen School of Computer Science & Engineering. Hank and I were remarkably compatible collaborators. We had somewhat different skills-he was better at the conceptual work, I at the experimental-but we had what he called the same research values. We only published when the research was ready for prime time. We believed in an all-out effort on the last 5 percent, whether it was an idea, a paper, a talk, or student mentoring. We never argued and we always had fun. In the end, we wrote about a dozen SMT papers together, exploring everything from microarchitecture to operating systems to compilers to parallel programming.
The general course of my career and its success wouldn't have been possible had I not been in the Department of Computer Science and Engineering at UW, which recently became the Allen School. My department believed in, practiced, and rewarded research collaboration way before it became au courant. In fact, way before I got there. And I don't believe I would have survived in a department of faculty fiefdoms. I'm so happy that I landed there.
Lastly, I'd like to thank those so-called anonymous colleagues-I say so-called because we really don't know who they are, but we often have a pretty good idea-who year after year wrote letters of recommendation for me. How tedious this must have been. But I'm very grateful and appreciative that you did, because it made all the difference. So thank you, whoever you are.
I had a bit of a circuitous route to research in computer architecture. Out of college in 1965, I began working as a secretary in the economics department at Yale. One day, my boss asked me to write a program that would multiply matrices-this was in the day when multiplying a matrix was an entire program, written in Fortran or maybe Cobol. I bought a book on Fortran by McCracken, read it over the weekend, and was transformed. Computer programming, it turns out, is intellectually very much like devising an offensive strategy in bridge. So I stopped playing bridge, stopped being a secretary, and started programming.
About the same time, I became involved with the women's movement, which gave me a very different mindset on what a woman could think and do with her life. This was important. I had been raised in the '50s, when little girls were told to be seen and not heard. And I was having a hard time doing that.
Many, many steps later, I got a job at Lawrence Berkeley Labs with a database research group. My first day on the job, I was of course expecting some sort of orientation. Instead, my boss said, and this is all he said, 'Look around, pick a problem, and work on it.' That was it. I was a novice applications programmer. I thought, 'What on earth is a problem?' But I looked around.
The others were doing a lot of research on statistical databases at the time, which were largely zeros, like 85 percent or so. And, in a day when disk storage was huge and expensive. Wasteful, I thought! So I devised an algorithm that compressed out those zeros but kept information to bring them back if you needed them-like if you wanted to actually compute rather than just store the data-and published twice in VLDB (The Very Large Data Base Journal).
That was probably my ticket to graduate school at Berkeley EECS (the Department of Electrical Engineering and Computer Sciences at the University of California, Berkeley) and the beginning of my architectural journey. I was almost 40. Now let's talk a bit about simultaneous multithreading. And I'm speaking mostly to those of you who became computer architects in the 21st century and from my own viewpoint on this project. We all have a slightly different memory of the history and slightly different stories to tell.
Simultaneous multithreading, or SMT, is an out-of-order processor that can issue and execute instructions from multiple threads at the same time. Really, at the same time, the same cycle. This eliminates both hardware and software context switching among threads, in essence, converting thread-level parallelism (TLP) into cross-thread instruction-level parallelism (ILP). This provides a huge boost to instruction throughput, measured in X (not percentages) and without unduly degrading the progress of individual threads. This TLP-to-ILP conversion is one of the main sources of SMT's performance benefits, and I'll mention the other in a minute.
How did SMT do this? There were several techniques, but the main one was an instruction fetch algorithm we called ICount. ICount fetches instructions from the threads with the fewest instructions in the pre-execution stages of the pipeline, thereby picking those threads that are making the best progress through the execution units. It doesn't care why those threads are making progress. It doesn't care why others are blocked-it just picks those that are the most productive.
The second source of performance benefit is that almost all hardware resources, both logic and hardware data structures (caches, TLBs, fetch logic and the IQ, functional units, and so forth), are shared among all threads. This is something commercial implementations don't do, or at least not to the same extent. And it was particularly important when one thread was executing alone, which initially was the common case. Remember, this was 1994. So just like a unified cache provides flexibility to instructions and data, thread-shared hardware resources allow a thread to momentarily be a hardware hog if it needs to.
Our original motivation for SMT stemmed from our studies that showed that there was no single cause of performance loss in a superscalar-the machine was just being nickeled and dimed everywhere. And that, in fact, if you fixed one source of performance loss (like a problem in branch prediction), the bottleneck just shifted to some other component. This led to the realization that we needed not a bunch of component-specific solutions, but a more general solution, and for us that was threads.
We also realized that, to have real impact, we had to show that SMT was implementable. At that time, the microprocessor industry was just transitioning from in-order processors to out-of-order superscalars. Many people were still grappling with how to implement an out-of-order-I mean a modern out-of-order processor, not Tomasulo. We thought it a bit of a stretch to convince them that out-of-order execution provided almost all of the mechanism you needed to handle multithreaded instruction execution. For that reason, we decided to ask Joel Emer, who was an architect for the DEC Alpha CPUs, if he wanted to join us. Joel said yes and brought with him Rebecca Stamm, who was a processor designer. Then, after the implementation paper was published (this would be Paper #2), it caught the attention of architects at Intel. What caught their attention-in addition to the content, of course, which showed that out-of-order processors facilitated multithreaded instruction execution-was that Joel was an author. 'What was Digital Equipment Corp. doing on the SMT project?' they wondered. And that was the beginning of the hyper-threading effort at Intel. Or at least this is the story as told to me by a former Intel insider.
Digital built SMT, and Joel demonstrated that SMT's performance gain, as measured on both UW and Digital simulators-they basically matched-came with very little implementation cost relative to a standard out-or-order CPU, roughly 15 percent. It was the Alpha EV8, the 21464. Or at least it would have been. But just as the 21464 was about to go into production, Intel acquired the Alpha technology from Compaq, which had previously bought Digital, and the Alpha lost out to the x86. This was a major, major professional heartbreak for us.
Lastly, I'd like to share with the other, and mostly younger, female architects among us something that really helped my research and teaching career. When I was a graduate student, I realized that I wasn't particularly good at talking 'on the fly.' So I began to think ahead about what I might say when others asked me about my research or what I thought of various technical issues of the day. 'Elevator talks,' this is now called. I had tons of elevator talks and have numerous stories about how they benefited me, and I'll tell you one. One day, John Cocke from IBM visited Berkeley, and Dave Patterson invited some of his students to have lunch with him, including me. We were, of course, intimated. This was John Cocke, who had won the Turing Award for his research on optimizing compilers and what would later be called RISC computers. Eventually, being polite-he was a Southern gentleman-he asked us each what we were working on. The first student said, 'I'm in systems.' The second said, 'I do what he does.' When he got to me, I rolled out one of my elevator talks and told him what problem I was working on-it was cache coherence-why it was an important problem, what the tack of my solution was, and why that solution was different from the rest of the pack. When we're walking out of the restaurant, the students together in the front, Patterson and Cocke behind us, I heard John say, 'Who's that girl in systems?' Not particularly politically correct and the wrong area, but he had noticed. And very soon thereafter, I found myself with an IBM Fellowship, which supported three years of graduate study. And when I graduated, multiple job offers from IBM-in fact, more offers than any woman had ever had in the history of IBM. After I chose academia over industry, IBM also supported my research in compilers for several years. John Cocke was behind all this, bless his heart. So what is the message here? Actually, there are two. Try to figure out what your strengths and weaknesses are, and find a way to compensate for the latter. The second is the value of mentors. Get one. Or several. They won't let you down.
One last thought. Although I'm no longer a computer architect, I haven't left architecture. What you see behind me are the results of a new in-retirement career as a landscape architect. I've transformed about half an acre of back yard from a steep slope of blackberries, horse tails, and bog into a lovely garden of small trees, shrubs, perennials, and groundcover with winding stone paths up the hillside and a small stream descending down. I love it! Retirement is pretty great too.
That's it. Thank you, thank you for honoring me with the Eckert-Mauchly Award. I'm just thrilled."
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