Tightening the bounds on the Baron’s Omni-sequence  by Brand, Michael
Discrete Mathematics 312 (2012) 1326–1335
Contents lists available at SciVerse ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Tightening the bounds on the Baron’s Omni-sequence
Michael Brand
Faculty of IT, Monash University, Clayton, VIC 3800, Australia
a r t i c l e i n f o
Article history:
Received 20 May 2011
Received in revised form 22 December 2011
Accepted 26 December 2011
Available online 17 January 2012
Keywords:
Baron’s Omni-sequence
Munchhausen
Coin weighing
Verification
a b s t r a c t
‘‘The Baron’s Omni-sequence’’, first defined by Khovanova and Lewis (2011) [5], is a
sequence that gives for each n the minimum number of weighings on balance scales that
can verify the correct labeling of n identically-looking coins with distinct integer weights
between 1 gram and n grams.
In [5], Khovanova and Lewis provide upper and lower bounds for this sequence,
where the upper bound follows from the use of a particular algorithmic scheme. We
continue this investigation by providing new algorithms that provide better upper bounds,
within a factor of 2 from the lower bounds (improving on Khovanova and Lewis’s 2.96).
Furthermore,we show that these newalgorithms are, under certain criteria, optimalwithin
the framework of the present algorithmic scheme. We also discuss directions that may
provide improvements within or over the scheme.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Coin-weighing puzzles have been abundantly discussed in the mathematical literature over the past 60 years (see, e.g.
[8,4,7]). In coin-weighing problems one must typically identify a counterfeit coin from a set of identically-looking coins by
the use of balance scales, utilizing the knowledge that the counterfeit coin has distinctive weight. This can be generalized
to the problem of identifying a coin, or a subset of the coins, based on distinctive weight characteristics, or, alternatively, to
the problem of establishing the weight of a given coin.
This paper relates to a different kind of coin-weighing puzzle. Consider the following question: given n coins, each with
a distinct integer weight between 1 gram and n grams and each labeled by a distinct integer label between 1 and n, what is
the minimum number of weighings of these n coins on balance scales that can prove unequivocally that all coins are labeled
by their correct weight?
This question differs from classic coin-weighing problems in that we do not need to discover the weights, but only
to determine whether or not a given labeling of weights is the correct one. To establish the weights one would require
(n log n) weighings (as can be proved by reasoning similar to that which establishes lower bounds for comparative
sorting [6,1]), whereas merely verifying an existing labeling can be performed trivially in O(n)weighings.
This question, inspired by a riddle that appeared in the Moscow Mathematical Olympiad [9], gives rise to an integer
sequence that was studied in [5] and was dubbed there ‘‘The Baron’s Omni-sequence’’. In [5], Khovanova and Lewis
introduced the idea that the coin-weighing puzzle can be approached in two phases. In the first phasewe identify (and verify
the weights of) coins that, together, can be used to represent any whole-number weight between zero and the number of
coins, n. This first phase then gives us, in the second phase, the latitude to ignoremany of the discrete-number aspects of the
problem and to solve it as an easier-to-tackle continuous problem. This enabled Khovanova and Lewis to reduce the O(n)
bound to a tight O(log n).
The present paper gives bounds and algorithms for both phases of this algorithmic scheme. For the first phase, we show
that theminimum number of helper coins needed is log3 n+2(1) and give an algorithm that finds such a set of helper coins
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in log3 n+2(1)weighings. For the second phase, we present an algorithm using nomore than ⌈log3 n⌉+1weighings, being
at most one weighing more than the lower bound.
This narrows the gap between the theoretical lower bound and the best known algorithm down to a factor of 2, and is
a significant improvement over the 2.96 factor provided by Khovanova and Lewis’s algorithm. In Section 4, we present an
argument that this factor-of-2 gap is best possible under the present scheme. We also detail further directions beyond the
present scheme that may allow improvements even over this factor.
2. Finding an optimal set of helper coins
In the first phase of the algorithm, wewish to find a set of coins such that for any integer value of s in the range 0 ≤ s ≤ n
judicious placement of a subset of the coins on a balance scale will yield an imbalance of exactly s grams in favor of the left
pan. We shall call a set satisfying this property a helper set.
The main claim of this section is as follows.
Theorem 1. There exists a helper set for which the weights of all coins in the set can be verified in log3 n+ O(1) weighings.
To prove this, let us detail sufficient criteria for a helper set.
Lemma 1.1. Any set {a1, . . . , ak} is a helper set if it satisfies the following conditions.
1. a1 = 1.
2. For 1 ≤ i < k, ai+1 ≤ 1+ 2ij=1 aj.
3.
k
i=1 ai ≥ n.
Proof. We use induction on i to show that any offset between −ij=1 aj and ij=1 aj in favor of the left pan can be
represented by the first i coins. (We denote this range by [−ij=1 aj,ij=1 aj]. Throughout the paper, we use the [a, b]
notation to denote an integer range. The only real-number ranges used are of the form (a, b].)
The first criterion gives us the induction base. Using the induction hypothesis, and placing the ai+1 coin in each of the
three possible placements: on the left pan (L), on the right pan (R) or omitted altogether (O), the following offset ranges can
be represented: [−ai+1 −ij=1 aj,−ai+1 +ij=1 aj], [−ij=1 aj,ij=1 aj] and [ai+1 −ij=1 aj, ai+1 +ij=1 aj]. Due to the
second criterion, the union of these ranges is the desired [−i+1j=1 aj,i+1j=1 aj].
This inductive argument proves that the range [−ki=1 ai,ki=1 ai] is covered by the coins. The last criterion then ensures
that [−n, n] is a subset of this range, proving that the coins form a helper set. 
The specific helper set we will be using is the one returned by Algorithm 1.
Algorithm 1 Choosing the helper coins as a function of n
1: a1 ← 1
2: P ← {x: 1 < x ≤ n, x triangular}
3: {P is the pool from which we draw our helper coins.}
4: i ← 1
5: while
i
j=1 aj < n do
6: ai+1 ← max({x: x ∈ P, x ≤ 1+ 2ij=1 aj})
7: P ← P − {ai+1}
8: i ← i+ 1
9: end while
10: return {a1, . . . , ai}
Lemma 1.2. For a sufficiently large n, Algorithm 1 is guaranteed to halt. Upon halting, it returns a helper set of size log3 n+O(1)
coins.
Proof. For convenience, we begin by introducing several notations. Let Tm denote
m
j=1 j = m(m+1)/2, them’th triangular
number. Let τ(N) denote the largest triangular number not greater than N . Let Li denote the list of partial sums
i
j=1 aj.
We note several basic facts regarding these definitions.
For anym, Tm+1 ≤ 3Tm (1)
For N > 0, N −√2N < τ(N) ≤ N (2)
For all i, 1+ 2Li = 2ai + 1+ 2Li−1 ≥ 3ai. (3)
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Combining observations (1) and (3), we see that if ai = Tm then Tm+1 ≤ 1+2Li. Consider, now, step 6 of Algorithm 1. If ai
is the greatest element chosen so far for the helper set and ai ≠ τ(n), then Tm+1 ∈ {x: x ∈ P, x ≤ 1+ 2Li}, and, in particular,
there are still elements in {x: x ∈ P, x ≤ 1+2Li} fromwhich amaximum can be drawn. This will necessarily yield ai+1 > ai,
ensuring the condition used here inductively that the last chosen element is the maximum.
Combining observation (2) and (3), we see that if at any point τ(n) is chosen, the sum of all elements must be at least
1.5τ(n)− 0.5 > 1.5n− 1.5√2n− 0.5. For a large enough n, this indicates that the halting criterion in step 5 of Algorithm
1 is met. Thus, the algorithm will halt and will return a monotone increasing list of values.
When the algorithm halts, it explicitly requires all conditions of Lemma 1.1 to be satisfied, so the set returned is a helper
set. What remains to be proven is that the size of the set returned is, indeed, log3 n+ O(1).
To prove this, note first that when 1+ 2Li ≤ n, the criterion for choosing ai+1 in step 6 of Algorithm 1,
ai+1 ← max

x: x ∈ P, x ≤ 1+ 2
i
j=1
aj

,
is equivalent to ai+1 = τ(1+ 2Li). If 1+ 2Li > n, on the other hand, the algorithmwill pick ai+1 = τ(n) and then halt (for a
sufficiently large n), so it suffices to show that until this condition is met only log3 n+ O(1) coins are chosen for the helper
set.
Let r be the largest value for which 1 + 2Lr ≤ n. We note that the rule ai+1 ← τ(1 + 2Li) is independent of n, so for
1 ≤ i ≤ r , the ai list forms the first r elements of a sequence a′, defined by a′1 = 1 and a′i+1 = τ(1 + 2
i
j=1 a
′
j). Our aim
is now to show that a′i+1/a
′
i can be bounded from below by a sequence that converges exponentially to 3, and that such a
bound suffices to prove that r is log3(n)+ O(1).
To bound from below the ratio ai+1/ai = a′i+1/a′i , consider observation (2). Substituting it into ai+1 = τ(2Li + 1)we get
2Li + 1−

4Li + 2 < ai+1 ≤ 2Li + 1. (4)
Substituting observation (2) into ai+2 = τ(2Li+1 + 1) = τ(2Li + 2ai + 1), instead, we get
2Li + 1+ 2ai+1 −

4Li + 2+ 4ai+1 < ai+2 ≤ 2Li + 1+ 2ai+1. (5)
Substituting Eq. (4) now into Eq. (5), we are able to bound ai+2 solely as a function of Li, as follows:
6Li + 3− 2

4Li + 2−

12Li + 6 < ai+2 ≤ 6Li + 3. (6)
By taking the upper bound for ai+1 from Eq. (4) and the lower bound for ai+2 from Eq. (6), we establish the following lower
bound on their ratio:
ai+2
ai+1
> 3− 2
√
2+√6√
2Li + 1 > 3−
2+√3√
Li
. (7)
We know from Eq. (4) that
Li+1 = Li + ai+1 > 3Li + 1−

4Li + 2, (8)
so the Li values grow exponentially, and the convergence of the lower bound from Eq. (7) to 3 is, likewise, exponential. (For
example, one can observe that for 1 ≤ i ≤ r, Li ≥ 2i. In fact, any exponential boundwith an exponentiation base lower than
3 can be established from Eq. (8).)
To show that this implies that r is log3 n+ O(1), we substitute Eq. (7) into
a3
a2
a4
a3
· · · ar
ar−1
= ar
a2
≤ ar ≤ n
to obtain
3− 2+
√
3√
L1

· · ·

3− 2+
√
3√
Lr−2

< n,
and
log3

3− 2+
√
3√
L1

+ · · · + log3

3− 2+
√
3√
Lr−2

= r − 2+ log3

1− (2+
√
3)/3√
L1

+ · · · + log3

1− (2+
√
3)/3√
Lr−2

< log3 n.
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Because we know that the Li values grow exponentially, the sum of all − log3(1 − (2 +
√
3)/3
√
Li) is O(1), so r ≤
log3 n+ O(1), and, in total, the size of the helper set is log3 n+ O(1). 
Lemma 1.2 and Algorithm 1 describe a specific helper set {a1, . . . , ak} of size k = log3 n+ O(1). We now turn to present
an algorithm that verifies in k+ O(1) weighings that the coins in this helper set are correctly labeled, thus completing the
proof of Theorem 1. Algorithm 2 outlines how this is done.
Algorithm 2 Establishing weights for the helper coins (outline)
for ai in helper set do
Prove a tight lower bound for the weight of the coin labeled ai in a single weighing.
end for
Prove a tight upper bound for the combined weights of the coins labeled {a1, . . . , ak} in O(1) additional weighings.
Proving a tight lower bound for the weight of a coin labeled by a triangular number, Tm, withm > 1, is done by weighing
it against the combined weight of all coins labeledm or less. (Establishing a lower bound for the weight of the coin labeled
T1 = 1 is given without any weighings at all.) We use the notation
Tm
?= 1+ 2+ · · · +m
to signify this weighing. Note that because our objective is to verify that a given set of n labels is correct (or to prove its
incorrectness), the way to interpret this weighing is ‘‘Weigh the coin labeled Tm against the combined weight of all coins
whose labels are m or less. If the weighing results in equality, continue. Otherwise, stop’’. This if–then process does not
branch out. Any weighing that results in an unexpected imbalance causes an immediate termination of the algorithm with
the conclusion that the labeling is incorrect. Our goal is to design a set of weighings such that if all weighings in the set have
the expected result, the labeling of all coins will have been proven correct.
Because all ai were chosen to be triangular numbers, a lower bound for the weight of each coin labeled ai can be
established in a single weighing. Once lower bounds for all ai are established, we need to show that the sum
k
i=1 ai can be
bounded from above tightly in O(1) additional weighings. If
k
i=1 ai = n, this can be done trivially by
a1 + · · · + ak ?= n.
Otherwise, let us choose three triangular numbers, Tx, Ty and Tz , such that Tx + Ty + Tz = n + (n − 1) −ki=1 ai. Gauss’s
triangular decomposition theorem [2,3] asserts that such Tx, Ty and Tz exist. By construction, n+1 ≤ki=1 ai ≤ n+ (n−1),
so Tx, Ty and Tz are all in [0, n− 2]. In the simplest case, the upper bound can be attained by the weighings
1+ · · · + x ?= Tx,
1+ · · · + y ?= Ty,
1+ · · · + z ?= Tz,
a1 + · · · + ak + Tx + Ty + Tz ?= n+ (n− 1),
where some T values may be zero, in which case they can be omitted, and others may be 1, in which case the weighing
establishing their lower bound can be omitted.
Complicationsmay arise, however, if the coins used in the last weighing are not distinct. To resolve these issues, consider
the following lemma.
Lemma 1.3. Let S ⊆ {1, . . . , n} for some n ≥ 9, and let k def= n− |S|. If k < ⌊(n− 5)/4⌋, then for n ≤ j ≤ 2n there exist three
distinct integers x, y, z ∈ S such that x+ y+ z = j.
Proof. Let us pick x such that ⌈n/2⌉ ≤ j − x < ⌊3n/2⌋. There are at least ⌊n/2⌋ numbers in the valid range for x, of which
at most k are missing from S. Hence, at least one possibility remains.
Next, pick y and z from S − {x} such that j− x = y+ z. There are at least ⌊(n− 1)/4⌋ unordered pairs of distinct values
in {1, . . . , n} that sum up to the required value, and these pairs are all disjoint. Therefore, if ⌊(n− 1)/4⌋ > k − 1 (where
k− 1 is the number of values in S − {x}), at least one pair will be available. 
Using Lemma 1.3, we can solve the problem of duplicities among the values Tx, Ty, Tz and the weights of the helper
set coins by employing the following strategy. First, pick three distinct numbers, b1, b2, b3 ∈ [1, n] − {ai}ki=1 − {Tx},
such that b1 + b2 + b3 = ki=1 ai. Next, pick three distinct numbers, c1, c2, c3 ∈ [1, n] − {b1, b2, b3, Tx, Ty}, such that
c1 + c2 + c3 = b1 + b2 + b3 + Tx. Finally, pick three distinct numbers, d1, d2, d3 ∈ [1, n] − {c1, c2, c3, Ty, Tz, n− 1, n}, such
that d1 + d2 + d3 = c1 + c2 + c3 + Ty. In picking {b1, b2, b3}, a total of log3 n+ O(1) values had to be avoided from the set[1, n], and in picking {c1, c2, c3} and {d1, d2, d3} only O(1) values had to be avoided. For a large enough n, both log3 n+O(1)
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and O(1) are significantly less than ⌊(n− 5)/4⌋, so the conditions of Lemma 1.3 are satisfied, and we are guaranteed that
one can pick such {b1, b2, b3}, {c1, c2, c3} and {d1, d2, d3} triplets.
Having chosen these 9 additional coins, we can replace the last weighing
a1 + · · · + ak + Tx + Ty + Tz ?= n+ (n− 1)
with the following four weighings:
a1 + · · · + ak ?= b1 + b2 + b3,
b1 + b2 + b3 + Tx ?= c1 + c2 + c3,
c1 + c2 + c3 + Ty ?= d1 + d2 + d3,
d1 + d2 + d3 + Tz ?= n+ (n− 1).
This completes the proof of Theorem 1.
The size of the helper set returned by Algorithm 1 is not necessarily minimal. Smaller helper sets can be produced, for
example, by enriching the pool, P , fromwhich the algorithmdraws its values. Currently, only triangular numbers are present
in the pool. However, there are many coins with non-triangular weights for which a tight lower bound can be established in
a single weighing, and any of them can be added to P . However, no algorithm can lower the size of the helper set presented
by more than an additional O(1). This is established as follows.
Corollary 1.1. The minimal helper set has log3 n+2(1) coins.
Proof. Lemma 1.2 shows constructively that a helper set of size log3 n+O(1) exists. We now prove that theminimal helper
set is also log3 n+(1) in size.
Let k be the size of the smallest helper set. Clearly, if any placement of the coins gives an imbalance of j grams in favor of
the left pan, by switching the two pans one reaches an imbalance of j grams in favor of the right pan, being an imbalance of
−j grams in favor of the left pan. Therefore, any set of helper coins can offset the balance not only by weight values between
0 and n grams in favor of the left pan, but also in the larger span between−n and n. This means that there are at least 2n+1
possible placements of the coins.
On the other hand, each coin, individually, can be placed in only 3 different positions (L, R, O). This means that the total
number of coin placements is bounded by 3k. The equation 3k ≥ 2n+ 1 gives a lower bound of log3 n+(1) for k. 
3. Partitioning the coins
The core algorithm used in [5] to determine the weight of each coin, once a helper set has been established, partitions
the (non-helper) coins into consecutive ranges, such that the identity of each coin is known up to the range fromwhich it is
taken. Each weighing further dissects the ranges, until ranges of size 1 are reached, at which time the exact identity of the
coin in each range is known. The method for performing such weighings is to sub-partition each of the known parts into
three consecutive ranges. The lowest range is put on the left pan, the highest range is put on the right pan, and the middle
range is omitted. If the ranges are chosen so that the pans approximately balance each other, the helper coins can be used
to balance the scales completely, thus establishing lower and upper bounds for the sub-parts.
For example, for the case n = 6, and with no use of helper coins, the identity of each coin is initially only known to be in
the range [1, 6]. However, by balancing
1+ 2+ 3 ?= 6
it is possible to establish the identity of each coin up to confusion only within the sets {1, 2, 3}, {4, 5} and {6}, all of which
are consecutive ranges.
Because each coin can only appear in a weighing in one of three roles (L, R, O), a coin’s role in all m weighings can be
described as being one of 3m possibilities. In order to distinguish all coins from each other, each coin must assume a distinct
role. This bounds from below the number of weighings for the second phase at ⌈log3 n⌉. We say that a weighing is optimal
if the maximum size of all sub-parts defined by it is 1/3 of the maximum size of all the parts that were established before it
(rounded up). In order to complete the algorithm in log3 nweighings using the partitioning method, all weighings must be
optimal. Unfortunately, the first weighing cannot be optimal. This is due to the following.
Theorem 2. The largest part produced after the first weighing is not smaller than n/
√
5.
Proof. We partition the numbers {1, . . . , n} to three consecutive ranges, then weigh the lightest coins against the heaviest
ones. Clearly, the range containing the heaviest coins must contain fewer coins than the range containing the lightest ones.
Therefore, aminimization of themaximum-sized part is reachedwhen the lightest-coin set is of the same size as the omitted
set. Simple algebra then bounds this size by n/
√
5. 
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Therefore, using the partitioning method, the lower bound can actually be improved to

log3(n/
√
5)

+ 1.
Theorem 3. It is possible to identify all coins, given a helper set, using an additional ⌈log3(βn)⌉ + 1 weighings, for a β value of
(1+√13)/6.
Notably, the claim of Theorem 3 is never more than 1 weighing greater than the lower bound for a general solution,
partitioning-based or not. We prove the theorem by describing an explicit algorithm.
3.1. The continuous algorithm
As mentioned, the purpose of the helper coins is to allow us to treat the problem, at least partially, as a continuous
problem. We begin, therefore, by describing a simpler, continuous analog of the same problem, and an algorithm, called the
continuous algorithm that solves it.We then return to the discrete problem, and add handling of the remaining complications.
Suppose that the weights of the coins were scaled down proportionally, so that they would weigh, in total, 0.5 grams,
regardless of n. This would clearly not change the problem. A model for the continuous problem would be the limit of this
scaled-down version, when taking n to infinity.
In the continuous version, it is no longer meaningful to place any single coin on any side of the scales, because individual
coins are nowweightless. In every weighing, each pan will now have an infinite number of coins, heaped in what is perhaps
better visualized as an infinitely divisible heap of sand rather than as a set of coins. Though the individual ‘‘grains’’ are
weightless, the heaps do have a nonzero total combined weight, and even though the grains have no weight they do have
‘‘specific weight’’, so it is still meaningful to try and sort them by increasing specific weight.
Mathematically, the coins (or ‘‘grains’’) are now modeled by the numbers in the interval (0, 1], where the numerical
value of a coin equals its specific weight. The heaps are sets of such numbers. Regarding each set, X , we know its Lebesgue
measure, |X |, which is the continuous analog for the number of coins in the set. We use a different measure, | · |µ, defined
by |X |µ def=

X xdx, as the continuous analog for the combined weight of a set of coins. The measure | · |µ is defined on B, the
Borel subsets of (0, 1].
Define a partition of (0, 1] to be a set of sets in Bwhose direct sum is (0, 1]. We denote P the set of all partitions of (0, 1].
We use partitions to model the state of our knowledge about the specific weights at a given time. If our knowledge is p, this
indicates that we may confuse between subsets of any individual part of p, but not between subsets of two different parts
of p, provided that at least one of the subsets has nonzero measure.
Consider a subset X of the coins. If p indicates our knowledge at the present time, then the subset X may still be confused
with a different subset Y , provided that for any S ∈ p, |X ∩ S| = |Y ∩ S|. We call such a set, Y , a shuffle of X subject to p. We
denote the set of all shuffles of X subject to p by Sp(X).
We are now in a position to define a weighing strategy in terms of a sequence of weighings (Li, Ri), indexed by i, where
Li is taken to be weighed against Ri at the i’th weighing, and in terms of a sequence of partitions, pi, signifying our verified
knowledge of the weights after iweighings.1
Formally, let a weighing strategy be a sequence of partitions, {pi}∞i=0, pi ∈ P, p0 = {(0, 1]}, with an associated sequence
of weighings {(Li, Ri)}∞i=0, Li, Ri ∈ B, satisfying for all i
1. Li ∩ Ri = ∅.
2. |Li|µ = |Ri|µ.
3. For any S ∈ Spi(Li), |S|µ ≥ |Li|µ.
4. For any S ∈ Spi(Ri), |S|µ ≤ |Ri|µ.
5. For each X ∈ pi and Y ∈ {Li, Ri, (0, 1] \ (Li ∪ Ri)} there is an element Z ∈ pi+1 such that X ∩ Y ⊆ Z .
To see that this models a situation where in the i’th weighing we place the set Li against Ri on the scales, let us go over
the conditions one by one. The first condition asserts that coins do not overlap between sets. The second, that the weights
balance. The third and fourth conditions assert, respectively, that the Li coins are the lightest coins in each part of pi and that
the Ri coins are the heaviest (up to difference sets of zero measure). Thus, if the ‘‘weights of the coins’’ are known up to a
confusion within each individual part of pi, then the weighing ‘‘Li
?= Ri’’ subpartitions each part Z ∈ pi into Z ∩ Li, Z ∩ Ri and
Z \ (Li ∪ Ri). The fifth and last condition in the definition of a weighing strategy formalizes this statement, by asserting that
if the weights of the coins are known up to a confusion within the parts of pi, then after weighing ‘‘Li
?= Ri’’ the weights of
the coins are known up to a confusion within the parts of pi+1.
Analogously to the discrete case, we say that weighing k in the weighing strategy {pi} is optimal if
max
X∈pk
(|X |) = 3 max
X∈pk+1
(|X |).
Theorem 4. Noweighing strategy is optimal in its firstweighing. There exists aweighing strategy that is optimal in everyweighing
other than its first.
1 Note the counting base: we index weighings starting from zero, so the first weighing is (R0, L0). Nevertheless, p0 indicates the state of knowledge after
0 weighings, not after the 0’th weighing, so it indicates the state of knowledge before any weighing.
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Proof. The proof that the first weighing cannot be optimal is the same as for the discrete case. We describe an explicit
weighing strategy which we show to be optimal in all other weighings.
Let {pi} be a weighing strategy in which each pi is a partition of (0, 1] into consecutive ranges. We define pi by the
following property: if we sort the ranges of pi according to their upper bound, we want to set pi such that the first 3i−1
ranges will have |X | = β/3i−1, the next (3i−1 − 1)/2 ranges will have |X | = 2(1 − β)/3i−1 and the last range will have
|X | = (1− β)/3i−1. We refer to the first of these as ‘‘Type A’’ parts, the second as ‘‘Type B’’ parts, and the last as the ‘‘Head’’.
The associated weighing sequence with this weighing strategy has L0 = (0,

1− β2] and R0 = (β, 1]. For all i > 0, Li
is the union of the lowest third of each range of pi and the lowest two-thirds of the head of pi, Ri is the union of the highest
third of each range of pi except for the head.
The sequence {pi} clearly satisfies most conditions of being a weighing strategy. The only non-immediate condition is
|Li|µ = |Ri|µ. To see this, consider that the µ-measure difference between the lowest third and the highest third of a range
(x, x+ l] is 2l2/9. Summing these over all type A and type B parts we get
3i−1 ·

2
9
· β
2
32i−2

+ 3
i−1 − 1
2
·

2
9
· 4(1− β)
2
32i−2

= 2
9
·

3β2 + 2− 4β
3i−1

− 2
9
·

2(1− β)2
32i−2

= 2(3β
2 + 2− 4β)
3i+1
− 4(1− β)
2
32i
. (9)
On the other hand, the lowest two-thirds of the head have a µ-measure of
 1−(1−β)/3i
1−(1−β)/3i−1
xdx =

1− 1−β
3i
2
2
−

1− 1−β
3i−1
2
2
= −1− β
3i
+ (1− β)
2
32i2
+ 1− β
3i−1
− (1− β)
2
32i−22
= 2(1− β)
3i
− 4(1− β)
2
32i
. (10)
By choosing β = (1 +√13)/6 we get 3β2 − β − 1 = 0, proving the equality of expressions (9) and (10), and thereby
also |Li|µ = |Ri|µ.
The largest parts of each pi in this weighing scheme are the type A parts, which, by definition, reduce their size by a factor
of 3 from weighing to weighing. Hence, all weighings other than the first are optimal. 
Two interesting points should be noted regarding the continuous algorithm. First, note that because we are attempting
to minimize the size of the largest part, the most natural course of action would be to always choose pi+1 = {X ∩ Y : X ∈
pi, Y ∈ {Li, Ri, (0, 1] \ (Li ∪ Ri)}}. Indeed, we do this in every weighing but the first. In the first weighing, we balance an L
set against an R set, but then, instead of retaining the information of which coins were in which of the L, R and O sets, we
effectively place both the L and the O sets in one heap and ‘‘forget’’ that we have already separated them. The reason for this
is that the sole purpose of the first weighing is to establish a head part of the appropriate size.
The second point worth noting is that the approach taken here is essentially different than the one presented in [5], in
that we do not attempt to balance the sub-parts of each part in pi separately. Instead, we balance the entire left pan with
the entire right pan.
3.2. The simple discrete algorithm
Consider the following algorithm for the discrete case. It is a straightforward analog to the continuous algorithm, with
the only difference being that this description adds handling for cases where parts do not divide evenly.
We define C to be the set of non-helper coins and N = |C | to be its size.
To analyze the simple discrete algorithm, we begin by introducing some terminology. We say that a part is createdwhen
it splits from the head part. In subsequentweighings, the part is said to be subdivided. We use the terminology ‘‘theweighing
at which part X was created’’ to mean the weighing at which a part containing the coins of X was created. The error of each
part is e = ⌊|s− Np|⌋, where s is its actual size and p is the size associated with it in the continuous algorithm.
Lemma 4.1. In Algorithm 3, after the i’th optimal weighing, the error of the head part is O(logN), the error of the type A parts is
zero, and the error of the type B parts is O(log(N)/3i).
Proof. Explicitly, what is being claimed regarding the type B parts is the existence of a constant, γ , such that the error is
less than γ log3(N)/3i.
Let us define a sequence γ0, γ1, . . . by choosing γm log3(N)/3m to be an upper bound to the error of the part that is created
at them’th optimal weighing, at the time of its creation. Because parts that are subdivided are divided equally, after the i’th
optimal weighing all parts that were subdivided from this original part have an error of γm log3(N)/3i + O(1).
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Algorithm 3 The simple discrete algorithm
R ← the heaviest ⌈(1− β)N⌉ coins in C .
L ← the lightest t coins in C , where t is maximal subject to L being no heavier than R.
weigh R against L, using the helper coins to balance out the residue.
Tail ← {C \ R}
Head ← R
while the size of the largest part in Tail ∪ {Head} > 1 do
R ← the heaviest third of the coins in each element of Tail.
L ← the lightest third of the coins in each element of Tail.
{The number of coins in any element of Tail may not be a multiple of 3, so sub-partitioning into exact thirds may not
be possible. If the size of the element to be divided into thirds is congruent to 1 mod 3, make the part that goes to the
omitted heap 1 coin larger than the others. If it is congruent to 2 mod 3, make the part that goes to the omitted heap 1
coin smaller.}
Add to L as many of the lightest coins of Head as needed to outweigh R.
weigh R against L, using the helper coins to balance out the residue.
Tail ← {X ∩ Y : X ∈ Tail, Y ∈ {L, R, C \ (L ∪ R)}} ∪ {L ∩ Head}.
Head ← Head \ L.
end while
Consider, now, the disparity in the total weight imbalance introduced by the non-head parts, compared to that calculated
for the continuous algorithm. Suppose that a part is subdivided into a left part, an omitted part and a right part, where
the left part consists of the coins weighing l1, . . . , ls, indexed in increasing order, and the right part consists of the coins
weighing r1, . . . , rs, listed in increasing order. The imbalance introduced by this part is
s
i=1(ri − li). A disparity between
the theoretical imbalance (as per the continuous algorithm) and the actual imbalance can therefore have two causes: it may
be due to a difference in s, the size of the ‘‘L’’ and ‘‘R’’ sets (a disparity bounded by γm log3(N)/3i+O(1)) or it may be due to
a disparity in the ri− li values. This latter disparity, in turn, has two additional causes: the disparity in the size of the ‘‘O’’ set
separating the matched pair (again, γm log3(N)/3i + O(1)), and Sj, the number of helper coins in the range covered by the
part. Regarding this latter value, it is known that

Sj over all parts is equal to k, the number of helper coins, and is therefore
log3(N)+ O(1).
Consider, now, a single part in the partition after the i’th optimal weighing. Let Lj be its size minus any errors, so, for
example, for a type B part this will be 2N(1− β)/3i. Without errors, this part adds 2L2j /9 to the imbalance. However, with
errors it adds at most (Lj/3+ γm log3(N)/3i + O(1))(2Lj/3+ 2γm log3(N)/3i + Sj + O(1)). The difference is
Lj

4
3
γm
log3 N
3i
+ 1
3
Sj + O(1)

+

γm
log3 N
3i
+ O(1)

2γm
log3 N
3i
+ Sj + O(1)

.
Notably, for any γm there are 3i−m parts associated with it at this time. So, omitting some negligible terms and summing
over all parts, the total imbalance error can be bounded by
N log3 N
3i+1

β + ϵ + 8(1− β)
i
m=0
γm
3m

. (11)
(β in expression (11) originated by bounding

LjSj as max(Lj)

Sj, utilizing the fact that the type A parts, which are of
known size, are known to be the maximum-sized parts, and the sum of Sj is known. The ϵ bounds the negligible terms.)
At the i+ 1’th optimal weighing, the imbalance calculated in (11) is balanced out by an error in the newly created part.
Because coins in the new part all weigh N − o(N), this leads to the equation
γi+1 = β + ϵ + 8(1− β)
i
m=0
γm
3m
,
showing that the γi sequence is bounded from above by a constant. Choosing γ to be this constant proves the claim for all
type B parts.
The type A parts have no error, by design.
The error of the head part, unlike all other errors, is cumulative. We begin with a head part of a certain size, then split
from it parts with an error. As we have seen, each weighing contributes no more than γ log(N)/3i to the error of the head
part, so the cumulative error is never more than O(logN). 
3.3. The final algorithm
The problem with the simple discrete algorithm described in Section 3.2 is that at some point the errors become too
large. For example, the head part may never actually reach the size 1 due to its O(logN)-sized error. Alternatively, it may
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shrink to zero and cause the algorithm to fail. However, due to Lemma 4.1, we know that we can safely employ the simple
discrete algorithm in the first log3(N)/2 weighings, and, specifically, until the size of the largest part, m, is smaller than√
N/2 (noting that at this time the type A parts will still be the maximum-sized parts of the partition).
When m is small, we switch to a different algorithm, where all parts are divided into thirds. To correct the imbalance
created, we change the size of each part by at most one. This is Algorithm 4.
Algorithm 4 The final partitioning algorithm
weigh, as in the first weighing of the simple discrete algorithm, to create a head part of size ⌈(1− β)N⌉.
while a part of size greater than
√
N/2 exists do
weigh according to the simple discrete algorithm.
end while
while a part of size greater than 1 exists do
{Pi} ← the list of parts, sorted by the weight of their lightest coin.
m ← the size of the largest part.
Sub-partition each Pi into thirds (Li,Oi, Ri).
{The number of coins in any Pi may not be a multiple of 3, so sub-partitioning into exact thirds may not be possible. Let
x be ⌊|Pi|/3⌋. If |Pi| = 3x+ 1, place x+ 1 coins in Oi and x coins in each of Li and Ri. If |Pi| = 3x+ 2, place x coins in Oi
and x+ 1 coins in each of Li and Ri.}
L ← Li
R ← Ri
j ← 0
while R is heavier than L do
if |Pj| ≡ 1 (mod 3) then
Move the lightest coin of Oj to Lj.
else if |Pj| ≡ 2 (mod 3) then
Move the lightest coin of Rj to Oj.
else if Pj < m then
Move the lightest coin of Oj to Lj.
end if
j ← j+ 1
L ← Li
R ← Ri
end while
weigh R against L, balancing the pans using helper coins.
end while
Lemma 4.2. For a large enough N, Algorithm 4 uses no more than ⌈log3(βN)⌉ + 1 weighings.
Proof. When dividing all parts to thirds, a part of size Lj contributes 2L2j /9+O(Lj logN) to the disparity. Summing this over
all parts, we get a value bounded by 2Nm/9+ O(N logN), which is N√N/9+ o(N√N).
Algorithm 4 attempts to counterbalance this disparity by having one more coin in Li than in Ri for certain selected parts.
Specifically, the parts it does not alter are those Pi whose size ism, ifm is divisible by 3.
Because this tweaking in the sizes of Li,Oi and Ri never creates a part larger than ⌈m/3⌉, it is clear that if the algorithm
is able to balance the pans in each weighing, the total number of weighings will be ⌈log3 ⌊βN⌋⌉ + 1, which is no more than
the required ⌈log3(βN)⌉+1.What needs proof is that the algorithm can actually find enough such parts to balance the pans
at each weighing. We will show that this can be done even if not using the type A parts.
To prove this, note thatm = ⌊βN⌋ /3i−1. The total size of all parts that are not type A is ⌈(1− β)N⌉. This bounds the
number of parts of sizem from above by 3i−1(1− β)/β + O(1/m). The total number of parts not of type A is (3i−1 + 1)/2,
so at least 3i−1(1/2− (1− β)/β)− O(1/m) are eligible for counterbalancing.
Each disparity involves an extra coin on the left pan whose weight is at least βN . Hence, the total imbalance created in
this way can always be made to be at least as large as 3i−1Nβ(1/2− (1− β)/β)− O(N). Notably, we have chosen to move
to this second part of the algorithm only whenm ≤ √N/2, indicating that 3i−1 ≥ 2√Nβ − O(1/√N). Substituting this in,
we get N
√
Nβ(3β − 2)− O(N)which, for a sufficiently large N , is greater than the N√N/9+ o(N√N) imbalance that we
are trying to cancel out. 
Lemma 4.2 virtually completes the proof of Theorem 3. In order to get from one to the other wemerely need to note that
N ≤ n, and that for all small values of n an optimal partitioning strategy was already found in [5] (via exhaustive computer
searching).
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4. Future research
The availability of the algorithms described here brings to light two questions:
1. Is this the best that can be achieved within the present scheme?
2. Can the scheme be improved without being replaced entirely?
These two questions are discussed in the following two subsections, respectively.
4.1. Improvements within the present scheme
The algorithm described in Section 3 is guaranteed to be optimal up to O(1) weighings. Not so the algorithm described
in Section 2. The helper set finding algorithm guarantees the finding of a helper set containing, up to O(1), the minimum
necessary number of coins, but it does not guarantee that the k+O(1)weighings that it requires are the minimum number
necessary. Indeed, experience with small values of n suggests that in log3 n+O(1)weighings the weights of all coins can be
ascertained.
To examine this problem, consider a simplification for the task of identifying helper coins, in which at every weighing
the balance not only tells us which side is heavier, but also by how much. This transforms the problem into a set of linear
equations. Eachhelper coin contributes one variable and eachweighing contributes one equation. If the number ofweighings
is less than k, the solution set has positive dimension. If the weights of the coins were unconstrained reals, this would have
proven that kweighings are necessary to determine the weight of all coins. In an integer setting, the solution set is a lattice.
One approach that can, perhaps, provide a lower bound for the finding of helper coins, and might thus ascertain the
optimality of the present algorithms, would be to examine the gaps that must necessarily exist between the weights of
coins in the helper set (and that allow a small set of coins to span a large set of possible joint weights), and to compare these
with bounds regarding the sizes of short vectors in the solution lattice. If the solution lattice necessarily includes vectors
that are short to the point that their coordinate values can be added to the helper set without disturbing the weight order
of the coins or causing any of them to exceed the range [1, n], this would indicate the necessity of kweighings.
An alternative approach would be to examine the density of the solution lattice, bounding the total number of solutions
in the [1, n]k hypercube, and concluding from this a bound regarding the number of solutions with k distinct values.
4.2. Improving the scheme
The simplicity of working within the present scheme stems from the fact that the helper coins, found in the first phase,
are known in advance to be able to cancel out any minor imbalance that may be created by weighings in the second phase.
This is clearly a desirable property. Omitting it would be replacing the scheme, rather than improving it.
On the other hand, one can consider switching the order of the two phases. We described a set of weighings in the
partitioning phase that are nearly independent of the helper set. (They would have been completely independent, had it
not been for the necessary fact that the coins composing the helper set do not participate in the partitions.) The question
remains, if in the partitioning phase we perform only ⌈log3 n⌉+ 1 weighings, then we only need to balance out ⌈log3 n⌉+ 1
values by the use of the helper coins. In theory, these values may all be the same, requiring only one helper coin. (Or may
all be zero, requiring no helper coins at all.) Even if they are distinct, a ‘‘lucky’’ choice of imbalances can be canceled out by
as few as O(log log n)weights. (This happens, for example, if the imbalances are all small multiples of a basic weight, which
can be 1 gram or more than 1 gram.)
Consider Algorithm 4. As described, the algorithm makes no attempt to lower the imbalance to less than the required n,
but there is no reason not to do so. By adding one element to both the L and R sets of a given part, one can offset the imbalance
by either βN/3i or by 2(1−β)N/3i. Adding and subtracting largemultiples of these values (O(3i)of them, one for each part),
one can construct short vectors in the one-dimensional lattice that has these values as its base vectors. This should, in theory,
allow an algorithm to cancel the imbalance almost completely, thereby requiring significantly fewer helper coins.
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