Abstract-Robust motion vector estimation algorithm plays an important role in video processing. Block matching algorithm for motion estimation as a mature search technique has been widely used in video applications because of its simplicity and easy implement. To increase the accuracy of motion vector prediction, an improved motion estimation algorithm is proposed that combines full search algorithm with spatial and temporal correlation. To further reduce the computational cost, a powerful parallel algorithm based on GPU is designed by using a series of optimization methods. Experimental results show that the proposed method gives the high PSNRs by testing the video sequences and the computation speed of the optimized algorithm is greatly improved.
INTRODUCTION
It is important and challenging to design motion estimation (ME) unit in real-time video applications such as video coding and video compression. ME is a process of estimating the motion vector field of a scene or a target by exploiting and reducing the redundant information in the video sequence. It is generally extremely complex and timeconsuming. Block matching algorithm (BMA) has become the main method of motion estimation and been adopted as current video coding standards, because it provides a simple and straight way to realize in hardware.
BMA first divides the entire current frame into small rectangular blocks of pixels, and finds the best possible matching block (MB) in the reference frame within a given search area for each block in the current frame through a certain well-defined matching criteria.
Block matching algorithms can be divided into two classes, namely Full Search (FS) algorithm and fast search algorithm [1] . Full search algorithm is the most accurate, but slow, which results in difficulty in real-time implementation.
Many fast search algorithms have been developed in the last two decades. The shape and size of the search pattern used in these methods affect mostly to the performance of the search. Three-step Search (TSS) algorithm reduces the time complexity of motion estimation, but it is easy to fall into local optimal solution and prediction accuracy is not high enough; New Three-step Search (NTSS) algorithm improves the search speed by using the center-biased distribution property of motion vector, but the first step length is very large; The Diamond Search (DS) method can be used to search matching in a large space, which can avoid fall into local minimal effectively, but the shape of the hexagonal template is large and close to a circle; Hexagonbased search (HEXBS) method spans uniformly in all directions and converges faster than the diamond search.
Haan et al. [2, 3] proposed a three dimensional recursive search (3DRS) motion estimation algorithm to estimate accurately the motion vector of current block. Due to taking the spatial and temporal correlation between the blocks into account, 3DRS converges faster. Once the scene is changed, the time candidate vectors will reduce the accuracy of motion estimation and the previous deviation will lead to the accumulation of errors [4] .
Full search algorithm has the highest accuracy, but because it requires a large amount of computation, it is not suitable for real-time computing, so in the field of motion estimation, the parallel algorithm for searching motion vector is designed in the full search algorithm [5, 6] . It is important to make full use of the high computing capability of Graphic Processor Unit (GPU) and map traditional sequential algorithms for motion estimation to parallel computing model by considering the memory architecture of GPU [7, 8] .
In this paper we present an improved full search motion estimation algorithm. This improved algorithm introduces the concepts of the spatial and temporal correlation from 3DRS algorithm into the full search. It can ensure high accuracy of motion vector estimation and provide the true movements of objects as well as. So in order to reduce the time complexity of the above algorithm, the improved blockbased matching algorithm can be realized using the parallel algorithm based on GPU by effectively executing hundreds of threads per clock cycle with a large number of Processing Elements. Section 2 describes the improved motion algorithm, and Section 3 presents the implementation of an efficient parallel algorithm. The results are shown in Section 4 followed by the conclusion in Section 5.
II. THE IMPROVED ALGORITHM
The search process for BMA is finding the best match of the current frame macro-block in the reference frame. The computation of the Sum of Absolute Difference (SAD) for a given location (p, q) with the search window (SW) is done as：
Where the size of the SW is predefined, U(k, l) is the current MB of size m×n at the coordinate location (k, l), U R (k+p, l+q) is the reference MB within the SW at the coordinate location (k+p, l+q) and the associated location (p, q) is the MV of this current MB.
The term |U(k, l)-U R (k+p, l+q)| is known as the distortion value which is the absolute difference in intensity between the current pixel U(k, l) and the reference frame pixel U R (k+p, l+q).
In full search BMA, the one with the smallest SAD among all the search candidates within the SW is selected as the best search candidate. The details of computing the motion vector of each block in the current frame are as follows:
(1) For each candidate block within the search window, calculates its SAD value according to Equation (1).
(2) Compare the SAD values with the threshold set previously, if they are greater than the threshold, indicating that no candidate within this SW can be matched with the current block, the motion vector of the current block is set to 0. Otherwise, the block with the minimum SAD value is the best matched search candidate and the MV is obtained.
(3) Apply the median filtering method to remove discontinuous motion vectors. Select the median from the MV of the current MB and its eight neighborhoods as the final MV of the current MB to eliminate the blocking artifacts.
This improved algorithm strengthens the spatial and temporal correlation between the blocks. The process of the improved algorithm is as follows:
(1) In the current frame, selecting the upper left and upper right blocks of the current central block as the spatial blocks to be matched, named B1, B2 and select the best search candidate block from the previous frame matched with the current central block and its lower left, lower right as temporal blocks to be matched, named B3, B4, B5. A total of five blocks are selected as shown in Fig. 1 .
(2) The MVs of the above five blocks are calculated using the above full search process, the smallest SAD among five values is found, finally the associated MV of the block is obtained. 
III. THE IMPLEMENTATION BASED ON GPU
Improved BMA algorithm is inefficient and it cannot fully meet the real-time applications. Therefore, the above proposed algorithm needs to be optimized on GPU platform to ensure real-time operation. In this paper, we use the OpenCL platform for GPU programming [9] . This section explains the various optimization methods to implement the parallel algorithm.
The block used in this paper is the size of 4 4 × pixels. The search window is set to 16 16 × blocks, and has 256 candidate search locations for the current block. SAD(p, q) is calculated by adding all the distortion values for each block, and assigned a thread. A thread block has 256 threads executed simultaneously, and one thread computes a SAD for the search position (p, q). We use the reduction way to process the summation, for n×n size of a block, divide the block into two sections, each section has n 2 /2 size, and add the corresponding SAD values of each section; and for the result vector, again divide it into two sections and add them, the same process continues to do until the final SAD is obtained. Next using merge sorting strategy to sort all the SAD values within the search window, and finally get a minimum SAD value, and obtain the motion vector of the current block.
In this paper, we use the fast median filtering algorithm [10, 11] . To sort each column, and sort each row, at last, the diagonal, the algorithm takes the middle value as the output, and uses the characteristics of texture memory and register to reduce the numbers of comparison among the elements. This process is illustrated in Fig. 2 .
Here, 0 8 S~S are the 9 pixel values in the 3 3 × window, Max, Med and Min stand for the maximum, the median and the minimum vectors for corresponding rows after column sorting. A(i), B(i), C(i), stands for the value (maximum, the median or the minimum ) in three rows respectively after rows sorting in descending order. D is the vector obtained after the three pixel values C 0 , B 1 and A 2 on the diagonal sorting, and D 1 is the median value.
In the fast median filtering algorithm on GPU, the program needs to read massive data and the data are accessed in the texture memory instead of shared memory within the same block or global memory, so it can avoid repeat accessing the same data and its accessing speed can reach the speed level of the register in GPU. The optimized fast median filtering algorithm reduces the number of comparisons between the data. Because the general sort algorithm has lots of cycle and judgements, this paper uses inline function as kernel to compare two numbers. In this way, a thread executing repeatedly the inline function can get maximum value, minimum value and the intermediate value. 
IV. EXPERIMENTS
In our experiments, we use Intel (R) i5 450M 2.40GHz with 2G memory, NVIDIA Geforce 610M graphics card and Windows 7 Ultimate Edition. Tests are performed for standard video: the Container, Foreman, Coastguard, Tennis, Football, Stefan with QCIF formats.
We calculate the average Peak signal-to-noise ratio (PSNR) for the compensation images of each frame by the motion vectors to test the accuracy of the motion vectors. For the images after motion compensation, the average PSNRs are listed in Fig. 3 . We can see that the average PSNR for the several test video sequences using our method are shown is higher than the traditional methods. Our method has a higher PSNR. The results show the reliability of the new algorithm and prove the effectiveness of the algorithm and the rationality of the block size of 4 × 4.
The comparisons in PSNR for the same video sequences are shown in Fig. 4 and Fig. 5 for FS algorithm and the improved algorithm to obtain the motion vector. We select 20 frames, and compare the PSNRs of the 20 frames after compensation. From the figures we can see, in terms of the small amount of movements for the Container sequence, the PSNRs of the improved algorithm and FS algorithm are roughly the same; and in terms of the large amount of movements for the Football sequence, the improved method is better than the FS algorithm, which demonstrate the effectiveness of the new algorithm. Fig. 4 and Fig. 5 respectively show the different PSNRs of the Container sequence and Football sequence using FS and our method.
Using the improved motion estimation algorithm for the above standard sequences, we test their running time on CPU and GPU, separately. Set the resolution of the video sequence to 640 × 480, with time (ms) per frame required for representation, as shown in Table 1 . The speedups of the improved algorithm running on the GPU are improved several times when compared to the algorithm on the CPU.
We also test the Foreman sequences with various resolutions, and obtain the different fps values based on CPU and GPU. The results in Table 2 show that the parallel algorithm produces a speedup of ten times comparing to the algorithm using CPU, and can meet the real requirement. 
V. CONCLUSION
This paper presents an improved full search algorithm based on block matching and spatial and temporal correlation, and elucidates a parallel design based on GPU, which mitigates the computational cost. Experimental results show that the improved algorithm obtains the higher PSNR comparing to the other methods. Due to the GPU powerful computing, the improved algorithm has been further optimized. Still a lot of work will be needed in the future. We will explore how to further improve the search efficiency when very little change will occur in two adjacent frames, and how to rationally allocate the threads and quickly calculate each thread.
