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Efficient Joint Maximum-Likelihood Channel
Estimation and Signal Detection
Haris Vikalo, Babak Hassibi, and Petre Stoica
Abstract— In wireless communication systems, channel state
information is often assumed to be available at the receiver.
Traditionally, a training sequence is used to obtain the estimate
of the channel. Alternatively, the channel can be identified
using known properties of the transmitted signal. However, the
computational effort required to find the joint ML solution to
the symbol detection and channel estimation problem increases
exponentially with the dimension of the problem. To significantly
reduce this computational effort, we formulate the joint ML
estimation and detection as an integer least-squares problem, and
show that for a wide range of signal-to-noise ratios (SNR) and
problem dimensions it can be solved via sphere decoding with
expected complexity comparable to the complexity of heuristic
techniques.
Index Terms— Integer least-squares problem, sphere decoding,
wireless communications, multiple-antenna systems, expected
complexity, joint detection and estimation.
I. INTRODUCTION
THE pursuit for high-speed data services has resulted ina tremendous amount of research activity in the wireless
communications community. To obtain high reliability of the
transmission, particular attention has been paid to the design
of receivers (see, e.g., [1], [2], and the references therein).
In the system design, one often assumes knowledge of
the channel coefficients at the receiver. These coefficients
are typically obtained by sending a training sequence, thus
sacrificing a fraction of the transmission rate. On the other
hand, in practical systems, due to rapid changes of the channel
and/or limited resources, training and channel tracking may
be infeasible. One possible remedy is to differentially encode
the transmitted data and thus eliminate the need for channel
knowledge. Another one is to exploit known properties of the
transmitted data to learn the channel blindly – for instance,
one can exploit the fact that the transmitted data belong to a
finite alphabet.
We consider a problem of joint maximum-likelihood (ML)
channel estimation and signal detection in a wireless commu-
nication system with a block fading channel model, where the
channel is constant for some interval T , after which it changes
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to an independent value held constant for another interval T ,
and so on. The received signal can be written as
X = HS∗ + W = H
[
S∗τ S
∗
d
]
+ W, (1)
where H denotes the N × M channel matrix, and where
(·)∗ denotes a conjugate transpose. Matrix Sτ is the Tτ ×M
matrix of training symbols, while the matrix Sd is Td ×M
matrix of data symbols, and T = Tτ + Td. We assume that
the components of Sτ and Sd are elements from a PSK
constellation and, therefore, are unitary, i.e.,
|sijτ |2 = 1, 1 ≤ i ≤ Tτ , 1 ≤ j ≤M,
|sijd |2 = 1, 1 ≤ i ≤ Td, 1 ≤ j ≤ M,
(2)
where sijτ denotes the (i, j) entry in Sτ , and s
ij
d denotes the
(i, j) entry in Sd. Furthermore, the N × T matrix W in (1)
is an additive noise matrix whose elements are assumed to
be independent, identically distributed (iid) complex Gaussian
random variables CN (0, σ2).
In (1), N denotes the number of receive antennas. Depend-
ing on M , model (1) describes one of the following practical
scenarios:
1) M = 1 describes a single-input multi-output (SIMO),
single-user (SU) system.
2) M > 1 describes either a single-user multi-input multi-
output (MIMO) SU system or a SIMO multi-user (MU)
system. The former has been extensively studied (see,
e.g., [3]). Therefore, in this paper we focus on the latter
case, i.e., we focus on SIMO MU systems.
The joint ML channel estimation and signal detection problem
can be stated as follows:
min
H,S
‖X−HS∗‖2, (3)
Problem (3) is a mixed optimization problem: it is a least-
squares problem in H and an integer least-squares problem
in S. The solution to the integer least-squares problems may
be found by an exhaustive search over the entire symbol
space. However, the complexity of the exhaustive search is
exponential (since the number of elements in the symbol space
is |S|MTd , where |S| denotes number of symbols in the PSK
constellation) and often infeasible in practice. Therefore, low-
complexity heuristic techniques, usually iterating between the
detection of S and the estimation of H, are often employed
(see, e.g., [4], [5] and the references therein). On the other
hand, in communication applications, the sphere decoding [6]
is recognized as a technique for solving integer least-squares
problems with often low expected complexity (see [7], [8]).
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In this paper, we show how the sphere decoding algorithm
can be employed to find the solution of (3), the joint estima-
tion and detection problem corresponding to a realistic and
challenging communication scenario where the realization of
the channel in unknown. Furthermore, we perform statisti-
cal analysis of the objective function of the aforementioned
optimization problem at high signal-to-noise ratio (SNR),
and obtain results which imply that the expected complexity
results obtained in [7], [8] also hold for the scheme under
consideration. Hence we conclude that the joint ML channel
estimation and symbol detection problem (3) can be solved via
sphere decoding with low expected complexity over a wide
range of system parameters. We should remark that the basic
sphere decoding algorithm performs the closest point search
in a rectangular lattice and the available expected complexity
results of [7], [8] assume the same. Therefore, when discussing
complexity, we will assume that the entries of S belong to
a QPSK constellation. However, sphere decoding can easily
be modified and used for detection of symbols coming from
general PSK-modulation schemes [9].
Note that the model (1) includes both the blind and the
training-based scheme – the blind scheme model is obtained
by simply setting Tτ = 0. In this paper, we consider both
schemes. We start by considering a single user system with a
single transmit antenna (M = 1) but multiple receive antennas
(N ≥ 1, the SIMO MU case), for which we solve (3) for
any Tτ ≥ 0. This solution is presented in Section II, while
the complexity of the sphere decoding algorithm for solving
(3) is discussed in Section III; the results therein imply low
expected complexity of the algorithm over a wide range of
system parameters. Section IV presents results for M > 1
(the SIMO MU case). In Section V, we briefly discuss the
use of soft sphere decoding for joint detection and decoding
in systems employing channel codes. Simulation results are
presented in Section VI, while the summary and conclusion
are in Section VII.
Some of the results in this paper were originally presented
in [10].
II. SINGLE USER CASE
For M = 1, model (1) can be written as
X = hs∗ + W = h
[
s∗τ s
∗
d
]
+ W, (4)
where h denotes the N × 1 channel vector, sτ is the Tτ × 1
vector of training symbols, sd is the Td × 1 vector of data
symbols, and W is the N ×T noise matrix. The optimization
problem that needs to be solved is
min
h,sd
‖X− hs∗‖2. (5)
In this section, we show how to solve (5) for any Tτ , while
the blind solution follows by setting Tτ = 0.
For any given s, the channel hˆ that minimizes (5) is given
by
hˆ = Xs/‖s‖2 = 1
T
Xs, (6)
where we used the assumption that the entries of s have unit
magnitude. Substituting (6) in (5) gives
‖X− hs∗‖2 = ‖X(I− 1
T
ss∗)‖2
= tr [X(I− 1
T
ss∗)X∗]
= tr (XX∗)− 1
T
s∗X∗Xs (7)
Hence the optimization (5) is equivalent to solving
max
sd
s∗X∗Xs. (8)
The optimization problem (8) is over vectors s with discrete
values (in particular, the components of s are complex expo-
nentials with imaginary exponents that are scaled integers);
one way to solve it is via an exhaustive search over entire
symbol space. However, exhaustive search is computationally
inefficient and often cannot be used in practice. On the
other hand, the sphere decoding algorithm efficiently solves
optimization problems over integers. However, the sphere de-
coding algorithm minimizes an objective function over integer-
valued vectors, and thus we need to express (8) accordingly.
To this end, let λˆ = λmax(X∗X) denote the maximum
eigenvalue of X∗X, and let ρ > λˆ (for instance, we can choose
ρ = tr(X∗X)). The problem (8) is then equivalent to
min
sd
s∗(ρI−X∗X)s. (9)
Observing the structure of the data vector in the model (4),
the problem (9) can be written as
min
sd
[
s∗τ s
∗
d
]
(ρI−X∗X)
[
sτ
sd
]
. (10)
For simplicity, we will find it useful to define
ρI−X∗X = Γ.
Recall that we chose ρ such that ρ > λmax(X∗X). Therefore,
matrix Γ is positive definite by construction. Partition Γ as
Γ =
[
Γ11 −Γ12
−Γ∗12 Γ22
]
,
where the dimensions of the matrices Γ11, Γ12, and Γ22, are
Tτ × Tτ , Tτ × Td, and Td × Td, respectively. Note that since
Γ is positive definite, so is Γ2. Therefore, we can write[
s∗τ s∗d
] [ Γ11 −Γ12
−Γ∗12 Γ22
] [
sτ
sd
]
= s∗τΓ11sτ − s∗τΓ12sd − s∗dΓ∗12sτ + s∗dΓ22sd
= (sd − Γ−122 Γ∗12sτ )∗Γ22(sd − Γ−122 Γ∗12sτ )
+ s∗τ (Γ11 − Γ12Γ−122 Γ∗12)sτ
Since s∗τ (Γ11 − Γ12Γ−122 Γ∗12)sτ does not depend on sd, the
optimization (10) becomes
min
sd
(sd − Γ−122 Γ∗12sτ )∗Γ22(sd − Γ−122 Γ∗12sτ )
= min
sd
‖sd − Γ−122 Γ∗12sτ‖2Γ22 . (11)
The optimization (11) corresponds to the joint ML channel
estimation and signal detection problem for a general Tτ ≥ 0.
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Clearly, when solving the problem blindly we have Tτ = 0,
and (11) takes the simpler form,
min
sd
s∗d(ρI−X∗X)sd.
The problem (11) is an integer least-squares optimization.
[Note that, formally speaking, the entries of the unknown
vector sd are not integer numbers; however, they do belong
to a discrete set and thus (11) can be treated as an integer
least-squares problem.] Since Γ22 is positive definite, it has
a Cholesky factorization of the form Γ22 = R∗R, where
R is an upper-triangular matrix. Thus the sphere decoding
algorithm of Fincke and Pohst [6] can be applied to solve (11).
We should note that the original sphere decoding algorithm
of [6] deals with real-valued vectors and matrices. To solve
the complex-valued integer least-squares problem (11), we
express all complex quantities via their real and imaginary
components, and then solve the real-valued equivalent to
(11). Alternatively, we may use the complex sphere decoding
algorithm of [9] to solve (11) directly.
Rather than exhaustively searching over the entire symbol
space, the sphere decoding algorithm performs a limited search
inside a sphere of an appropriately chosen radius r, i.e., finds
the point sd that minimizes (11) among all points sd that
satisfy
‖sd − Γ−122 Γ∗12sτ‖2Γ22 ≤ r2. (12)
The closest symbol point to Γ−122 Γ∗12sτ inside the sphere is
the solution to (11). The choice of the radius r in (12) will
be discussed in Section III.
The sphere decoding algorithm breaks down condition (12)
into a set of Td conditions that the components of the vector
sd need to satisfy. The algorithm can be related to nulling
and canceling (see, e.g., [11]) where, after a component of
the vector sd that satisfies (12) is found, its contribution to
‖sd−Γ−122 Γ∗12sτ‖2Γ22 is subtracted. However, unlike in nulling
and canceling, in sphere decoding the components of sd are
not fixed until an entire vector sd which satisfies (12) is found.
In particular, denote sˆd = Γ−122 Γ∗12sτ and notice that we can
expand the left-hand side of (12) to write (13), as shown at
the top of the next page.
A necessary condition that (13) holds is that
|RTd,Td(sd,Td − sˆd,Td)|2 ≤ r2. (14)
Now, for any sd,Td which satisfies (14), we state a stronger
necessary condition in the equation shown after (13).
From this equation we find all possible sd,Td−1 such that
(12) holds, and so on. The procedure continues until all
components of sd which satisfy (12) are found. We omit any
further details for brevity and refer the interested reader to
[6], or to [7], [8] and the references therein. Furthermore,
for an application of complex sphere decoding, relevant for
detection of symbols coming from PSK constellations, we
refer the reader to [9].
III. COMPLEXITY OF THE ALGORITHM AND THE CHOICE
OF SEARCH RADIUS
Choice of the search radius is crucial for the computational
complexity of the sphere decoding algorithm. If the radius is
too small, we may not find any points inside the sphere and
thus may have to repeat the search with a larger radius. On
the other hand, if the radius is too big, the algorithm has to go
through many points which requires a significant computation
time.
A simple choice of the radius could be based on a heuristic
solution to (8). For instance, an obvious heuristic for solving
(8) consists of finding the eigenvector corresponding to the
largest eigenvalue of X∗X and then projecting it onto the
symbol space (i.e., rounding each entry of that eigenvector).
This heuristic can be exploited as a starting point for the sphere
decoding search – the norm corresponding to the heuristic
solution can be used as the search radius. However, we
cannot say much about the complexity of the sphere decoding
algorithm corresponding to this deterministic choice of the
search radius.
Alternatively, when the distribution of the objective norm
function is known, one can choose the radius according to
that distribution. For instance, in [7] the objective function
that is being minimized by sphere decoding has a chi-square
distribution, and the search radius is chosen using the cumu-
lative density function of that distribution. In particular, the
radius is chosen in such a way that the probability of finding a
point inside the sphere is very high. Furthermore, the expected
complexity of the sphere decoding algorithm for such a choice
of the radius is found and shown to be comparable to the
complexity of heuristic techniques over a wide range of SNR
and problem dimensions.
In this section, we show that the objective function in (9)
also has chi-square distribution at high SNRs. [Note that,
for simplicity of the derivation, we will assume Tτ = 0.]
This distribution suggests a probabilistic choice of the search
radius, while the expected complexity results of [7], [8]
imply practical feasibility of the sphere decoding algorithm
employed for solving (9). We start by proving the following
lemma.
Lemma 1: At high SNR, 1T σˆ2 s
∗(ρI−X∗X)s is chi-square
distributed with 2(T−1) degrees of freedom, where ρ denotes
the maximum eigenvalue of X∗X, and where σˆ2 denotes an
estimate of σ2.1
Proof: Consider the eigenvalue decomposition of X∗X,
X∗X =
[
uˆ Gˆ
] [ λˆ 0
0 Λˆ
] [
uˆ∗
Gˆ∗
]
, (15)
where λˆ denotes the largest eigenvalue, and where the diag-
onal elements of Λˆ are the remaining T − 1 eigenvalues in
decreasing order. Taking ρ = λˆ, we can write the objective
function of the minimization (9) as
s∗(ρI−X∗X)s = s∗(λˆI− uˆuˆ∗λˆ−GΛˆG∗)s
= s∗[λˆ(I− uˆuˆ∗)−GΛˆG∗]s
= s∗Gˆ(λˆI− Λˆ)Gˆ∗s, (16)
where in going from the second to the third line above, we
1This estimate can be obtained (see, e.g., [12] and the references therein)
as the mean of the (N − 1) smallest eigenvalues of XX∗ (or, alternatively,
the smallest (N − 1) non-zero eigenvalues of X∗X).
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|RTd,Td (sd,Td − ŝd,Td)|2 + |RTd−1,Td−1 (sd,Td−1 − ŝd,Td−1)−RTd−1,Td (sd,Td − ŝd,Td)|+ . . . ≤ r2 (13)
|RTd−1,Td−1(sd,Td−1 − sˆd,Td−1)−RTd−1,Td(sd,Td − sˆd,Td)|2 ≤ r2 − |RTd,Td(sd,Td − sˆd,Td)|2
used the fact that I− uˆuˆ∗ = GˆGˆ∗. Furthermore,
X∗X = ‖h‖2ss∗ + sh∗W + W∗hs∗ + W∗W (17)
= λˆuˆuˆ∗ + GˆΛˆGˆ∗. (18)
Note that, using (17), we obtain
Gˆ∗(X∗X)s
= Gˆ∗(‖h‖2ss∗ + sh∗W + W∗hs∗ + W∗W)s
= λ(Gˆ∗s) + (Gˆ∗s)h∗Ws + Gˆ∗W∗hT + Gˆ∗W∗Ws.
(19)
On the other hand, from (18),
Gˆ∗(X∗X)s = λˆ Gˆ∗uˆ︸︷︷︸
=0
uˆ∗s + Gˆ∗Gˆ︸ ︷︷ ︸
=I
ΛˆGˆ∗s = Λˆ(Gˆ∗s). (20)
Combining (19) and (20) leads to
λ(Gˆ∗s)+(Gˆ∗s)h∗Ws+Gˆ∗W∗hT+Gˆ∗W∗Ws = Λˆ(Gˆ∗s).
(21)
Let us analyze expression (21) at high SNR. Let λ, Λ, u,
and G denote the values of λˆ, Λˆ, uˆ, and Gˆ, respectively,
in the limit of SNR → ∞ (i.e., σ2 → 0). Note that, since
X = hs∗ + W, in the high SNR regime we can write
X∗X ≈ ‖h‖2T
(
s√
T
)(
s∗√
T
)
. (22)
By comparing expressions (15) and (22) we obtain
λ = T ‖h‖2, Λ = 0(T−1)×(T−1), u = s√
T
. (23)
It is easy to see from (23) that, at high SNR, Gˆ∗s →√
TG∗u = 0. Thus (Gˆ∗s)h∗Ws and Λˆ(Gˆ∗s) can be treated
as the higher-order terms which, as σ2 → 0, diminish much
faster than the other terms in (23). By neglecting the higher-
order terms in (21), we obtain that, at high SNR,
λ(Gˆ∗s) + Gˆ∗W∗hT ≈ 0 ⇒ λ(Gˆ∗s) ≈ −Gˆ∗W∗hT,
which, in the SNR regime under consideration, we can further
write as λ(Gˆ∗s) ≈ −G∗W∗hT . Therefore, at high SNR,
(Gˆ∗s) is circular Gaussian with zero mean. To find its
variance, note that
TG∗W∗h = TG∗
⎡
⎢⎣
W∗1h
.
.
.
W∗Nh
⎤
⎥⎦ ,
where Wk denotes the kth column of W. Also, note that
E [W∗khh
∗Wl] = E [h∗WlW∗kh] = σ
2‖h‖2δk,l,
and thus
cov(Gˆ∗s) =
T 2
λ2
cov(G∗W∗h)
=
T 2
λ2
‖h‖2σ2I = T
λ
σ2I
= Tσ2(λI −Λ)−1,
where we used the fact that λ = T ‖h‖2, and where Λ =
0 was inserted for convenience. Therefore, (Gˆ∗s) is circular
Gaussian with zero mean and covariance Tσ2(λI−Λ)−1, i.e.,
(Gˆ∗s) ∼ CN [0, T σ2(λI−Λ)−1] .
Once again we recall that, since at high SNR, λ ≈ λˆ and
Λ ≈ Λˆ; therefore, it approximately holds that
(Gˆ∗s) ∼ CN
[
0, T σˆ2(λˆI− Λˆ)−1
]
.
Therefore, we have shown that the scaled term in (16),
1
T σˆ2 (s
∗Gˆ)(λˆI−Λˆ)(Gˆ∗s), is chi-square distributed with 2(T−
1) degrees of freedom, and hence so is 1T σˆ2 s
∗(ρI−X∗X)s.

We use the result of Lemma 1 to choose the search radius
for sphere decoding. Recall that the probability density func-
tion of the chi-square distribution is given by the normalized
incomplete gamma function. Therefore, we can choose the
search radius
r2 = α(T − 1)σˆ2 (24)
so that
∫ α(T−1)
0
γ(t, 2(T−1))dt =
∫ α(T−1)
0
tT−2
Γ(T − 1)e
−tdt = 1−,
(25)
where γ(·, ·) denotes the normalized incomplete gamma func-
tion. Furthermore, 1− is set close to 1, say, 0.99. This means
that the optimal point is inside the sphere with probability
1 − . If the algorithm does not find any points inside the
sphere, radius is increased and the search is repeated with the
new radius.
We should further remark that in order to ensure ρI −
X∗X > 0 and prevent any possible numerical problems in
applications, we suggest a choice of ρ > λˆ, as already stated
in Section 2. Then the search radius should be modified and
it may be chosen as r′ = (ρ− λˆ) + r, where r is obtained as
implied by (25).
So far in this section we assumed Tτ = 0, for which the
search radius is simply the r2 given by (24). To select the
radius for Tτ > 0, recall that the objective in (11) can be
written as
‖sd − Γ−122 Γ∗12sτ‖2Γ22
= s∗(ρI−X∗X)s− s∗τ (Γ11 − Γ12Γ−122 Γ∗12)sτ
Hence we choose the radius of the sphere decoding algorithm
for solving (11) as
r2τ = r
2 − s∗τ (Γ11 − Γ12Γ−122 Γ∗12)sτ . (26)
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IV. MULTI-USER CASE
The relevant optimization problem now is the one in (3).
For any S, the optimal channel estimate H is obtained as
Hˆ = XS(S∗S)−1,
and thus we have
min
H,S
‖X−HS∗‖2 = min
S
‖X−XS(S∗S)−1S∗‖2
= min
S
tr {X(I− S(S∗S)−1S∗)X∗}
= tr (XX′)
− max
S
tr {(S∗S)−1S∗X∗XS}
If the columns of S are approximately orthogonal, i.e., if
S∗S ≈ T I, it follows that
argmax
S
tr {(S∗S)−1S∗X∗XS}
≈ arg max
S1,...,SM
M∑
k=1
S∗k(X
∗X)Sk,
where Sk denotes the kth column in matrix S. Furthermore,
max
S1,...,SM
M∑
k=1
S∗k(X
∗X)Sk = min
S1,...,SM
M∑
k=1
S∗k(ρI−X∗X)Sk,
and thus the optimization (3) is equivalent to
min
S1,...,SM
M∑
k=1
S∗k(ρI−X∗X)Sk, s.t. S∗S = T I. (27)
Without the constraint |sij |2 = 1 on the entries of S, (27) is a
challenging optimization problem over Stiefel manifold (see,
e.g., [15]). The additional alphabet constraint makes it even
more difficult. We propose an efficient approximate solution
and illustrate the procedure for M = 2.
We start by using sphere decoding to solve
min
S1
S∗1(ρI−X∗X)S1. (28)
Denote the solution to the above optimization by Sˆ1 and define
X(2) = X(1) − Hˆ1Sˆ∗1 = X−
1
T
XSˆ1Sˆ∗1, (29)
where X(1) = X, and where Hˆ1 denotes the ML estimate of
the first column of the matrix H, computed according to (6).
In other words, X(2) is obtained by subtracting (canceling)
the contribution of the decoded first user from the received
signal X. Then we use sphere decoding to solve
min
S2
S∗2(ρI− (X(2))∗X(2))S2. (30)
The following points are worthy of mention. Note that in
the above discussion we assumed a general Tτ ≥ 0; clearly,
optimizations (28) and (30) can be solved as in the M =
1 scenario discussed in Section 2. Furthermore, as stated in
Section 1, the model with M > 1 that we focus on is the SIMO
MU system. This, for instance, describes an uplink in a cellular
system, where each user (transmitter) has a single antenna,
while the base station (receiver) has multiple antennas (whose
number is denoted by N in our model). In such systems, to
ensure that the above orthogonality assumption holds we need
to impose some additional coding.
The validity of the previous algorithm is predicated on
assumption that the users transmit orthogonal symbol vectors.
However, for M = 2 user case and BPSK symbols which we
study in Example 2 of Section VI, we demonstrate that the
above algorithm performs well even if the orthogonality con-
dition is removed. On the other hand, for M ≥ 3, we may in
principle proceed in a similar fashion – in particular, we may
perform sphere decoding to detect the next user, subtract its
contribution from the received signal, and repeat the previous
steps. However, the aforementioned orthogonality assumption
becomes rather important as the number of users increases and
the interference starts limiting achievable performance, and we
indeed need some form of coding to provide the orthogonality.
Finally, we note that the choice of search radius for the
multi-user case is not obvious, since the results of Theorem 1
hold for the single-user case and cannot be applied directly
here. Some heuristics for the choice of the radius in a 2-user
case are proposed in Example 2 of Section VI. Furthermore,
note that in practice more sophisticated versions of sphere
decoding are used, in which the search radius is reset every
time a point inside the sphere is found. There, a quick heuristic
technique may be employed to determine an initial radius, and
such radius initialization can be used here as well.
V. REMARKS ON SOFT DECODING OF CHANNEL CODES
AND ON FURTHER DECREASE IN THE COMPLEXITY
So far, we have assumed that the users send uncoded data.
On the other hand, if the users employ channel codes, we can
use soft sphere decoding techniques for iterative decoding. To
this end, one can use the modified Fincke-Pohst maximum a
posteriori (FP-MAP) algorithm proposed in [17], or the list
sphere decoding proposed in [9]. Both modifications exploit
the fact that sphere decoding finds all points that satisfy the
sphere constraint, e.g., in the single-user case (say, with Tτ =
0), finds all vectors s such that
‖X − hs‖2 ≤ r2. (31)
For the FP-MAP algorithm, instead of (31), the relevant
condition is ‖X − hs‖2 ≤ r2 + ∑ log p(si), where p(si) is
the a priori information about the ith component of s. Since
the additional term
∑
log p(si) does not couple components
of the symbol vector, the sphere decoding algorithm only
needs to be modified by adding an appropriate term to each of
the necessary conditions described in Section 2. For instance,
condition (14) now becomes |RTd,Td(sd,Td − sˆd,Td)|2 ≤ r2 +
log(sTd). Remaining conditions are adjusted similarly.
By an appropriate choice of the radius, one can guarantee
that the algorithm will return a number of points, which are
then used to make a soft decision about the components of the
vector s. Assuming that the transmitter, prior to modulation,
employs channel codes (such as convolutional, turbo, LDPC,
etc.), the soft decisions made by the modified sphere decoder
are then iterated with the soft decisions made by the channel
decoder. For brevity, we omit any details and refer the reader
to [9], [17].
On another note, in this paper we have been primarily
concerned with posing the problem of joint ML channel
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Fig. 1. BER performance comparison of the sphere decoding and N/C
algorithms, M = 1, N = 6, T = 10, 4-PSK.
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Fig. 2. Complexity exponents of sphere decoding (expected, 90-percentile,
and 10-percentile), N/C, and exhaustive search, M = 1, N = 6, T = 10,
4-PSK.
estimation and signal detection in a form to which standard
sphere decoding can be applied, and establishing a relation
with the existing analytical treatment of the complexity of
sphere decoding. There are many practical realizations of
sphere decoding that, in terms of computational complex-
ity, perform even better than the standard sphere decoding
algorithm of [6]. For instance, the Schnorr-Euchner version
of sphere decoding presented in [13], and further analyzed
in [14], the radius scheduling suboptimal scheme introduced
in [16], etc. Applying those techniques to further lower the
complexity of sphere decoding in the context of joint ML
estimation and detection may be of interest.
VI. SIMULATION RESULTS
In this section, we give several examples that illustrate the
performance and the corresponding complexity of the sphere
decoding algorithm in the previously described scenarios.
Example 1 [Single-user system]: Consider a single user
which employs one antenna, while the receiver employs N =
6 antennas. The data is transmitted in blocks of length T = 10
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Fig. 3. BER performance comparison of sphere decoding and nulling and
canceling algorithms, M = 2, N = 4, T = 10, 2-PSK.
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Fig. 4. Complexity exponents of sphere decoding (expected, 90-percentile,
and 10-percentile), N/C, and exhaustive search, M = 2, N = 4, T = 10,
2-PSK.
(in principle, we consider a blind scheme but embed one
known symbol to remove phase ambiguity inherent to the
blind schemes). We compare the BER performance of the
sphere decoding algorithm and the nulling and canceling (N/C)
algorithm. Simulation results are obtained by performing
Monte Carlo runs in which h and W are varied. The vector
h is comprised of iid complex Gaussian random variables
CN (0, 1). Components of the symbol vector s are chosen from
an 4-PSK (i.e., 4-QAM) constellation.
As shown in Fig. 1, the sphere decoding algorithm outper-
forms the N/C algorithm over the considered range of SNR.
Fig. 2 shows the complexity exponent, defined as
e = log2MTd F,
where F denotes the total number of operations required to
detect a complex-valued vector s (in particular, we empirically
count the flops required to find the solution, including the
operations that may occur due to possible radius increase). It
is evident that the computational burden of sphere decoding
is not significantly larger than that of nulling and canceling.
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Fig. 5. BER comparison of soft sphere decoding and soft nulling and
canceling, M = 1, N = 4, T = 10, 4-PSK, R = 1/2 convolutional
code of length 1000.
Example 2 [Multi-user system]: Consider a system with
M = 2 users, each one employing a single antenna, while
the receiver employs N = 4 antennas. The channel matrix
H is comprised of iid complex Gaussian random variables
CN (0, 1). The data is transmitted in blocks of length T = 10
(as in the single user case, one known symbol is embedded in
each user’s symbol sequence in order to remove phase ambigu-
ity). The users’ symbol sequences are generated randomly and
independently, i.e., we do not impose orthogonality criteria on
the users.
We compare the BER performance of the sphere decoding
algorithm and the N/C algorithm. As shown in Fig. 3, the
sphere decoding algorithm outperforms the N/C algorithm,
particularly for high SNR. Fig. 4 shows the complexity
exponent. The complexity exponents of sphere decoding and
the N/C algorithms are comparable over the range of SNRs
of interest. The complexity exponent of the scenario where
exhaustive search is used in place of sphere decoding is also
shown. The search radius for the sphere decoding algorithm
is chosen as r2 = 2T + 2α(T − 1)σˆ2, i.e., it is obtained by
adding the norm of each users signal, T , to the value of the
search radius suggested by Theorem 1. The simulation results
indicate that this particular choice of radius enables finding a
point inside the sphere with high probability, as required by
the algorithm.
Example 3 [Single-user system, coded data]: We consider
again the single user system with N = 4 receive antennas. The
information bit sequence comprising 500 information bits is
encoded by a rate R = 1/2, (7, 5) convolutional code encoded
by a systematic encoder with feedback, corresponding to the
generator matrix G(D) = [1 (1 + D2)/(1 + D + D2)].
The coded sequence is modulated by means of simple Gray
mapping onto a 4-PSK modulation scheme and then transmit-
ted in blocks of T = 10. On the receiver side, the FP-MAP
algorithm of [17] is used for soft detection.
Fig. 5 compares the performance of the FP-MAP with that
of the nulling and canceling algorithm with soft outputs. For
each entry in a transmitted symbol vector, the N/C algorithm
with soft outputs cancels the previously decoded symbols and
obtains the soft information using the distribution of the noise.
The soft N/C algorithm is similar to the soft MMSE equalizer
of [19], and has been employed in a multi-user context in
[18]. Both schemes perform a single iteration between the
soft detector and the soft convolutional decoder. The soft
sphere decoding algorithm significantly outperforms the soft
N/C algorithm over the considered range of SNR.
VII. SUMMARY AND CONCLUSION
We considered the joint ML channel estimation and signal
detection problem for single-input multiple-output wireless
channels. To reduce the computational effort, we posed the
problem so that it can be solved via the use of sphere decoding.
It was shown that the algorithm, when applied to the problem
herein, has expected complexity comparable to the complexity
of heuristic techniques over a wide range of system parame-
ters. We treated both single-user and multi-user scenarios. For
the latter, we proposed an heuristic algorithm based on nulling
and canceling. Simulations illustrated the performance of the
algorithm and its complexity. When compared with the best
available heuristics, the sphere decoding provided much better
performance at a comparable complexity, over a wide range
of SNR.
There are several directions for future work and possible
extensions of the current work. For instance, applying more
powerful variations of sphere decoding (such as Schnorr-
Euchner and radius scheduling techniques) to further lower
the complexity of sphere decoding in the context of joint ML
estimation and detection is of interest.
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