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CHAPTER 1

INTRODUCTION

Changes in lightning activity can occur on a wide variety of time scales, from
rapid changes within storms (e.g., lightning jumps), to broad shifts with season. Most
shorter-term variability can be explained by individual convective cells and transient
synoptic systems. Individual convective cells in particular can be quite unpredictable,
but typically peak in the late afternoon and are most frequent in the summer. These
local, typically smaller thunderstorms form without large scale lifting mechanisms or
a robust steering wind and are instead formed by fine scale eddies and convergence
features within the boundary layer. These phenomena are significantly more variable
in space, time, and intensity than large scale sources of lift, e.g., synoptic boundaries.
Seasonally, lightning tends to follow a general pattern that is a function of
geographic location, e.g., a binary monsoon regime with stark contrast between seasons or a mid-latitude continental area with a gradual bell curve of extratropical
cyclones in the spring and fall and summer convection in the middle. These patterns
are typically controlled by the annual evolution of the accompanying synoptic scale
environment. What is less understood is the variability of lightning production at
the inter-annual time scale, where annual convective cycles can no longer describe
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the differences in the amount of observed lightning. This is at least partly due to the
limited amount of research into inter-annual lightning variability, particularly over
long periods and at larger scales. Most studies addressing inter-annual lightning variability are restricted to a hanful of regions or years, and are summarized in the next
chapter.
The following foundational questions were outlined to begin addressing interannual lightning variability within the tropics and parts of the subtropics.
1. Where does inter-annual variability happen, and how often?
2. Is there an inherent difference between the years, and if so what is it and why
does it exist?
3. Is there an observable pattern where some years can be expected to depart from
normal?
4. Why do some locations have significant inter-annual variability and others have
none?
5. Do the lightning anomalies coincide with some environmental change at that
location?
These are the primary questions to guide this work.
The first approach was to determine if some global process worked on the
inter-annual time scale that could be affecting the regional lightning activity. Several studies had identified the El Niño-Southern Oscillation (ENSO) phenomenon as

2

the largest inter-annual contributor to atmospheric variability in the tropics and subtropics, e.g., Ropelewski and Halpert (1986, 1987); Latif et al. (1998); Wright et al.
(1998); Dai and Wigley (2000); Larkin and Harrison (2005a,b). ENSO can have significant impacts on major global circulations causing anomalous temperatures, winds,
aerosol concentrations, and precipitation over large portions of the globe. Sátori and
Zieger (1999) suggested that because of the dependency of lightning activity on land
masses and air temperature that ENSO can drive tropical lightning anomalies based
on the fluctuations of land surface air temperature with ENSO phase (Sátori et al.
2009). Additional work by Chronis et al. (2008) and Dowdy (2016), in conjunction
with more regionally focused studies, has shown that there are a number of regions
in the tropics and subtropics where lightning activity varies with ENSO. As such,
ENSO was chosen as the first guess at explaining inter-annual variability in lightning
production at any given location.

3

CHAPTER 2

BACKGROUND

2.1

The El Niño-Southern Oscillation

ENSO is a coupled oceanic/atmospheric process that develops in the equatorial
Pacific and plays a significant role in weather patterns around the globe (Larkin and
Harrison 2005a). El Niño conditions occur when the easterly trades over the Pacific
weaken, occasionally to the point of ceasing or reversing. The change in trade winds
is caused by the reversal of atmospheric pressure patterns, where pressure near the
Maritime Continent rises and the pressure over South America falls, reversing the
Walker circulation over the Pacific with a primary frequency of every 3 to 7 years
(Trenberth 1984). The change in the pressure pattern is known as the Southern
Oscillation.
The shift in the trade winds ultimately changes the surface ocean currents
below, reducing the amount of upwelling occurring off the coasts of Ecuador and
Peru, leading to warmer waters in the eastern Pacific and along the west coast of
South America (Trenberth and Caron 2000). The warmest sea surface temperatures resembling the peak of El Niño typically occur between November and January
(Trenberth 1997). Conversely, normal atmospheric pressure patterns can sometimes
4

intensify, forming La Niña or “cold phase” conditions wherein the easterly trade winds
strengthen and the Walker circulation intensifies. This pattern generates more upwelling along the South American coast thus lowering the sea surface temperature
(SST)s in the equatorial eastern Pacific. La Niña phases typically follow the El Niño
phase. How exactly the magnitude of the individual ENSO phase events contributes
to the global impacts is not well understood, and there has been a general consensus
that no two ENSO events are alike. Sátori et al. (2009) did find some evidence however supporting equivocal treatment of ENSO events of the same phase in regard to
lightning activity, even with the extreme event of ‘97/98.
It is worth mentioning that at least two main types of El Niño have been
observed in recent years, with unique characteristics and impacts (Larkin and Harrison 2005a,b; Ren and Jin 2011). The first type is considered the ‘conventional’ or
‘canonical’ El Niño, while the second has several different names including ‘Dateline
El Niño’, ‘El Niño Modoki’, ‘Central Pacific (CP) El Niño’, and ‘Warm Pool (WP) El
Niño’ (Ren and Jin 2011). Conventional El Niño events typically have warm anomalies that extend from near the dateline to the South American coast, with the maxima
located in the eastern Pacific near the coastline (Larkin and Harrison 2005a). CP El
Niño events however have their maxima much farther west, near the dateline, leaving
waters in the eastern Pacific cooler than during a conventional El Niño.
These CP events have increased in occurrence in recent decades, potentially
due to decadal oscillations in ENSO, and result from a warming of the central Pacific that is likely not associated with the modulation of the thermocline depth (Kao
and Yu 2009; Capotondi et al. 2015). The CP events tend to favor development in
5

the Boreal summer instead of the spring and extend SST anomalies further into the
subtropics than conventional El Niños (Kao and Yu 2009). As a result, the global
anomalies associated with such events, especially at seasonal time scales, differ from
conventional El Niño episodes, with some of the largest differences occurring in the
subtropics (Larkin and Harrison 2005a,b; Capotondi et al. 2015). The recommendation by Larkin and Harrison (2005a) was to differentiate between these events and
treat them separately, but a more comprehensive understanding of the differences
between the two along with a longer period of record may be needed to effectively do
so (Capotondi et al. 2015).

2.2

Lightning and ENSO

The launch of the Optical Transient Detector (OTD) in 1995 and subsequent
launch of the Tropical Rainfall Measuring Mission (TRMM) Lightning Imaging Sensor
(LIS) in 1997 made global scale climatological lightning investigations possible, aided
by the extended operation of LIS into 2015 (Boccippio et al. 2002; Cecil et al. 2014,
2015). These space-based observations provide one of the most spatiotemporally
continuous climatological lightning datasets currently available. With near-global
lightning data becoming readily and reliably accessible in the past 25 years, several
studies were conducted on lightning production during individual ENSO events and
at ENSO time scales over regional and global domains e.g., Sátori and Zieger (1999);
Goodman et al. (2000); Hamid et al. (2001); Chronis et al. (2008); LaJoie and Laing
(2008); Laing et al. (2008); Sátori et al. (2009); Bovalo et al. (2012); Murray et al.
(2012); Kumar and Kamra (2012); Yuan et al. (2016); Dowdy (2016).
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These studies used optical satellite observations and/or long range radio wave
ground networks such as the National Lightning Detection Network (NLDN), the
World Wide Lightning Location Network (WWLLN), and Schumann resonance measurements to monitor lightning production. Several global responses to ENSO phase
were identified from these works as well as some specific regions with sensitivities
to ENSO phase. Much of this previous work at least included if not focused on the
extreme El Niño in 1997/1998 which occurred early in the lifetime of satellite observations of lightning activity. This event was one of the largest magnitude warm
phase events ever recorded, and as such may have had unique anomalies that were
not characteristic of other warm phase events. A summary of these works follows in
the next subsection. This study builds on this research by expanding the number of
ENSO episodes to form a general ENSO phase response, excluding the extreme event
of ’97/98 to potentially capture a more typical ENSO response. This study used
4 warm phase ENSO episodes, 8 cold phase episodes, and 4 neutral phase episodes
(defined in Chapter 3). Additionally, areas with inter-annual variability unrelated to
ENSO have been largely uninvestigated. These areas could provide insight as to why
certain regions are more susceptible to ENSO effects than others.

2.2.1

ENSO Lightning Signatures
Three studies in particular comparing ENSO and lightning at the global scale

were conducted by Chronis et al. (2008), Sátori et al. (2009), and Dowdy (2016).
Chronis et al. (2008) found statistically significant correlations between lightning, precipitation, and ENSO in the central and southwestern Pacific, northeast Aus-
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tralia, the Maritime Continent, the Philippines, southern Africa, Brazil, Argentina,
and the Gulf of Mexico Figure 2.1. Other regions with lightning correlations to ENSO
were also found in eastern China, the Bay of Bengal, and the southeastern Mediterranean.
Sátori et al. (2009) summarized several global and regional responses to ENSO
phase. They studied the cold phase events of 1996 and 1999 as well as the warm
phase events of 1997/1998 and 2002/2003. They found that globally the warm phase
of ENSO tends to have increased lightning activity by about 10% whereas lightning
activity in the cold phase seems to be suppressed. They suggested this is potentially
attributable to increases in subsidence and surface temperature over the tropical land
masses during warm phases, and a shift in subsidence towards the oceans and cooler
land surface temperatures during cold phases. They also observed a shift in the
centroid of the lightning activity southeastward during the warm phase and northwestward in the cold phase. Additionally, they found that the centroid of lightning
activity in South America shifted southward towards Argentina with the warm phase
and northward with the cold phase. In Southeast Asia, the two warm phase events
had more lightning than the two cold phase events. Sátori et al. (2009) also observed
similar lightning responses between the 1997/1998 and 2002/2003 warm phase events
despite the large difference in their magnitudes, potentially indicating that ENSO
phase exerts more control on lightning activity than the magnitude of the event.
Dowdy (2016) compared lightning activity to indices representing several of
the major global oscillations and found that monthly lightning activity for 53% of
the LIS study area had a statistically significant correlation to ENSO for the years
8

Figure 2.1: Figure 1 from Chronis et al. (2008).

between 1996 and 2013, more than any other global atmospheric pattern that they
studied. Some areas that they specifically outlined were in southeastern China, Indonesia, northern Brazil, and the Philippines, with similar results to those observed
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previously Figure 2.2. Environmentally, they noted a generally improving convective
environment for each of those locations for the phase where increased lightning was
observed. That said, the mean temperature lapse rate in Brazil was positively correlated to the NINO3.4 index, whereas lightning activity was negatively correlated to
the NINO3.4 index.

Figure 2.2: Figure 1 from Dowdy (2016).

Many of these results were similar to the more regional or shorter term studies
discussed earlier. In Indonesia, increased lightning activity had actually been observed
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during the warm phase (Hamid et al. 2001; Yoshida et al. 2007), however Dowdy
(2016) showed that the sign of the lightning anomalies with ENSO changes during the
year for that location. Yoshida et al. (2007) and Kumar and Kamra (2012) had also
observed increased lightning activity with the warm phase of ENSO in southeastern
China. The Gulf Coast of the southeastern US had also been shown to have an
enhancement of wintertime lightning activity with the warm phase (Goodman et al.
2000; LaJoie and Laing 2008; Laing et al. 2008). Bovalo et al. (2012) also noted
ENSO influences on lightning activity in the southwestern Indian Ocean as well.

2.3

Additional Lightning Influences

Although ENSO has been shown to be the largest influence at the inter-annual
time scale, there are other phenomena that can influence lightning production from
one year to the next. Some of the more obvious considerations were other cyclic
processes that influence global atmospheric patterns including the Atlantic and Pacific oscillations and the quasi-biennial oscillation (Murray et al. 2012; Dowdy 2016).
Other more regional oscillations were also considered, such as the Indian Ocean dipole
(Dowdy 2016). The Madden-Julian oscillation also affects lightning activity, and can
have significant intra-annual effects (Abatzoglou and Brown 2009; Virts et al. 2011;
Virts and Houze 2015; Dowdy 2016). However, this variability generally occurs on
shorter time scales than were of interest in this study. While each of these contributors play important roles in atmospheric variability, at the inter-annual time scale
they were more likely to enhance or mask the ENSO signal (Dowdy 2016). There are
also influences from more random events such as volcanic eruptions and other aerosol
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events (e.g. Saharan dust events) (Yuan et al. 2011; Murray et al. 2012). These are,
in general, more suspect for anomalous years or anomalous ENSO events rather than
having their own distinguishable signal at the inter-annual scale.
An additional difficulty for investigating some of these more regional or shorter
term phenomena is the use of a low Earth orbit platform like the LIS. Satellites in
low Earth orbit have significant sampling issues (described in more detail later) that
could have a much larger effect over smaller areas and time scales. These limitations
effectively mean that capturing (or missing) such events with LIS would be based on
random chance, and therefore determining the impact these events have apart from
any longer term variability would be difficult and require significant inferences to be
drawn.
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CHAPTER 3

DATA AND METHODOLOGY

3.1

Lightning Data

All lightning data presented in this study were from TRMM LIS. LIS collected
data from January of 1998 until April of 2015, covering from about 38◦ north and
south on a 35◦ inclination low Earth orbit. LIS was a staring optical imager, using a
128 x 128 pixel charged coupled device array focused on the 777.4nm atomic oxygen
triplet near-infrared wavelength. LIS had an estimated diurnal average 82% detection
efficiency for both cloud-to-ground (CG) and inter/intra-cloud flashes (IC) with near
uniform geographic detection efficiency and average 5km spatial resolution in a 600
x 600 km swath (Cecil et al. 2014). More details about the LIS instrument were
described by Boccippio et al. (2002).
A significant drawback to using TRMM LIS was that since TRMM was in a
low Earth orbit, each location within the LIS field of view was only sampled for a
very short period on any day. Locations at the inflection latitudes also had about
twice as much viewtime as locations near the equator. As such, despite the 16-year
climatology presented here, the actual observational time of TRMM LIS for most
of the tropics was 200 hours, and 400 hours at 35◦ north and south (Cecil et al.
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2015). These sampling limitations were compounded by the diurnal cycle, as LIS had
a 49-day diurnal cycle sampling period. In other words, it took 49 days for LIS to
sample the full diurnal cycle for a given location. This, in general, means that LIS
could and did miss significant lightning activity at certain locations simply because
of the timing of the overpass. LIS also observed some intense lightning events, and
these must be handled with caution before they are designated as anomalous in case
LIS simply missed similar activity because of timing mismatches. Therefore, a LIS
climatology is more consistent with a representative sample of lightning activity rather
than a complete record of lightning activity over the study period. GLM and long
range ground networks will soon be able to compile much more thorough records of
near global lightning activity as they continue to build up their data records. An
additional issue of the low Earth orbit observation method was that the raw data
appear extremely variable, and as such a significant amount of data reduction and
smoothing was required to make the LIS observations into a useful climatological
product.
The primary dataset used was the LIS Low Resolution Time Series (LRTS)
from the Gridded Lightning Climatology from TRMM LIS and OTD, available online from the Global Hydrology Resource Center (GHRC) (Cecil et al. 2014). The
LIS LRTS uses a 2.5◦ x 2.5◦ (∼275km) spatial and daily temporal resolution and
is smoothed spatially by 7.5◦ (∼825km) and temporally by 99 days using a moving
boxcar average. This spatial smoothing helps to account for the limited field of view
of a LIS swath over a region but is generally too smooth for most land locations, especially where geography favors strong lightning gradients or where localized extreme
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events occur. The temporal smoothing accounts for the 49-day diurnal sampling period from TRMM, smoothing over two diurnal cycles to reduce sample time bias.
This also reduces the variability generated by the very short observation time of LIS
(∼90 seconds) during an overpass at any given location within the LIS domain. A
low pass digital filter was then applied after the initial smoothing to remove the remaining higher frequency variability. One key note is that there was no distinction
made between the pre altitude boost LIS data (August 2001) and post-boost data.
Cecil et al. (2014) explained that while the boost did increase the footprint of LIS
and subsequent flash counts, flash rates as used here were unaffected because of the
proportional increase in effective observation time (grid area weighted observation
time). Also, although data from the optical transient detector (OTD) are included
in the parent dataset, these data were avoided primarily because of a lower detection
efficiency than LIS and a relatively small observation time over the LIS field of view
due to the higher inclination of the OTD orbit.
The smoothing of LRTS does a good job of removing much of the variability
from the raw LIS data, and produces a generally smooth and continuous spatiotemporal pattern. The resulting flash rate on any given day at any given location actually
represents a seasonal average centered on that day for the region and its general
surrounding area. The heavy smoothing does allow the long-term regional trends
to show more prominently and helps to minimize shorter term variability while still
displaying seasonal features and annual variation. As discussed previously, it also
washes out some of the stronger geographical lightning gradients, particularly along
mountain ranges and coastlines, and somewhat masks the highest producing loca15

tions. Additionally, the smoothing results in unrealistic spatiotemporal stretching of
some events, which can be very evident in areas with little lightning or with a few
significant anomalies. This makes it difficult to assess whether a region experienced
a seasonal shift in lightning activity or simply a short series of extraordinary events.
Additional lightning data pulled from the Cecil et al. (2014) methodology were
the Low Resolution Monthly Time Series (LRMTS). The LRMTS was constructed
by taking the LRTS value at the mid-point of each month as the singular value for
that month. Given the 3-month smoothing in LRTS, this was essentially a seasonal
average centered on that month. This makes the LRMTS ideal for comparisons to the
oceanic Niño index (ONI) which was also smoothed three 3 months. The LRMTS data
presented were primarily used in correlation maps with some meteorological variables
of interest and with the ONI as a proxy for ENSO. Additionally, some preliminary
principal component analysis (PCA, also known as an empirical orthogonal function
[EOF] analysis) results are presented in the future work using the LRMTS. The
LRMTS used in this study was generated using the same methodology as described
in Cecil et al. (2014) but is instrument exclusive instead of using a combined LIS/OTD
product. The LRTS was generally used for individual temporal patterns and anomaly
maps, while the LRMTS was used for correlation maps. More information on the
LRTS and LRMTS can be found within the Cecil et al. (2014) dataset description.
Raw orbital data from LIS were used to construct flash climatology and conditional flash rate datasets using the methodologies described by Cecil et al. (2014,
2015) (Blakeslee 1998). The flash climatologies constructed were similar to the high
and low resolution flash climatology maps by Cecil et al. (2014) but only included
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data from the study period. “High-resolution” in this study refers to a 0.5◦ (∼55km)
spatial resolution. Some raw time series were also constructed using the orbital data
to identify individual events and their characteristics. It should be noted that the
raw flash rates used here are not simply the “unsmoothed LRTS” because they are
calculated differently. There is some initial smoothing over the raw flash counts and
viewtimes during the creation of the LRTS before the grid is averaged and smoothed
again. Therefore, the LRTS can be thought of as a representative value for mean
storm intensity and coverage in a region during a season centered on each individual
day.
The raw flashes presented here have no initial smoothing applied and use
effective viewtime values calculated on the 2.5◦ grid instead of the 0.5◦ grid used in
constructing the LRTS. This means that the individual values in the raw flash time
series represent the exact flash rate for the entirety of each 2.5◦ grid box for every day.
Thus if only one small storm was viewed in a small portion of a grid box, all of the
flashes from that storm are added to the flash counts for that day in the 2.5◦ grid box.
The viewtimes (in seconds) of all 0.5◦ grid boxes in the 2.5◦ grid box were also added
to the total viewtime for that day. The total flash count was then divided by the total
viewtime, multiplied by 365.25 days and 86400 seconds to convert to years, and then
divided by the area of the 2.5◦ grid box, as though the storm covered the entire box.
In this way, the most impactful events for each grid box could be identified. Trends in
the raw flash counts are less meaningful because they are sensitive to diurnal sampling
bias but do still have some value. The base unit for the LRTS, flash climatology, and
raw flashes was flashes per square kilometer per year (F l km−2 Y r−1 ), a measure of
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flash rate density that generally has a magnitude between 1 and 100 for most land
locations.
In order to guage the intensity of thunderstorms, this study also employed the
conditional flash rate. Conditional flash rates use the mean flash rate climatology
and divide it by the percentage of orbits, for each grid point, that contained lightning
as described by Cecil et al. (2015). In effect, this then is a measure of the lightning
flash rate when lightning is observed, in approximate units of F l 0.5◦−2 min−1 , which
is related to storm intensity and/or coverage within that grid point. These data were
then smoothed onto a 2.5◦ grid for a continuous, scale appropriate comparison. The
flashes per area per minute unit comes from simply dividing the average number of
flashes in each grid box (and thus the area is the size of the grid box) by the percentage
of LIS orbits with lightning, where each orbit was on the order of one minute. In
reality, each orbit was typically closer to 90 seconds, but with the ∼80% detection
efficiency of LIS the percentage of lightning orbits were slightly underestimated and
therefore were more appropriately described as the probability of observing lightning
in a grid box in ∼1 minute (Cecil et al. 2015).

3.2

Environmental Data

Most of the environmental data used for comparison to the lightning data
comes from the National Center for Environmental Prediction (NCEP)/National
Center for Atmospheric Research (NCAR) 40 Year Reanalysis Project (hereinafter referred to as reanalysis) (Kalnay et al. 1996). These data are available online from the
Earth System Research Laboratory Physical Sciences Division. The reanalysis data
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are comprised of both 2.5◦ x 2.5◦ gridded and T62 spectral daily averages. The T62
data were slightly higher resolution than the gridded data and thus were resampled
down to match the gridded data and LRTS. The reanalysis model uses 17 different
height levels for some of its gridded variables which correspond to the mandatory
pressure levels below 10hPa. The vertical data for temperature, height, and humidity
were used in the calculations for surface based convective available potential energy
(CAPE). This was done using approximations for the lifted condensation level (LCL)
from Bolton (1980) and the methodology from Riemann-Campe et al. (2009). Although convective inhibition (CIN) was also calculated, the values seemed to struggle
resolving regions with significant topography and were very difficult to interpret and
thus were not discussed in the analysis.
The primary variables of interest from the reanalysis dataset were 2m temperature; surface based CAPE; surface pressure; 2m and 300hPa specific humidity;
250hPa, 500hPa, and ∼1000hPa omega; 250hPa, 500hPa, and 850hPa geopotential
height; lifted index; and the K-index. The ∼1000hPa level was actually the lowest
gridded model level, corresponding to 5hPa above the model surface which roughly
represented 1000hPa when averaged over the globe. Within this study, the 1000hPa
omega is referred to as surface omega, effectively representing the near surface pressure tendency. Precipitation data were also used but came from the TRMM MultiSatellite Precipitation Analysis (TMPA) 3B42 dataset described later. Additional
variables that were included but not as extensively discussed were 250hPa, 500hPa,
850hPa, and surface divergence as well as a “divergence profile”, which is the slope
of divergence with height using those four pressure levels. Since negative divergence
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(convergence) is favored for lift in the lower levels and positive divergence is favored
in the upper levels, a positive sloping divergence profile indicated a favorable environment for synoptic scale lift. This was used as a way to compress the four divergence
levels into one product, and was calculated as the slope of the best fit line.
An important caveat to the reanalysis data is that the daily (or monthly)
averaged values used here tend to be underestimates for most variables if compared
to instantaneous values when convection is favored to form, particularly when heavily
smoothed. This was especially evident in some of the thermodynamic variables like
CAPE and lifted index. Daily averaged CAPE can easily be an order of magnitude
lower than what was likely present when LIS observed lightning activity. Since annual
and inter-annual trends were of primary interest rather than exact values, this issue
was ignored. As a result, the interpretation of environmental changes may not fully
explain changes in observed lightning activity, especially considering the seasonal
smoothing of the data. Potential future work would focus on using data for each
location that is closest to the favored convective time at that location in order to get
a better idea of what the actual environment may have looked like when the storms
existed.
Observations from the TRMM microwave imager (TMI) were used to compare
LRTS to cloud features and rainfall observations. Rainfall data are from the TMPA
3B42 dataset available online from the Goddard Earth Sciences Data and Information
Services Center (GES DISC) (Liu et al. 2012). The TMPA 3B42 used infrared cloud
top temperature imagery from geostationary satellites, the TMI, and the constellation
of other low Earth orbit microwave imagers to estimate total daily gauge weighted
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rainfall rates, in millimeters per day, at a 0.25◦ (∼27.5km) spatial resolution. These
instruments and products were further described in detail by Kummerow et al. (1998)
and Liu et al. (2012) respectively. The spatial resolution was averaged down to a 0.5◦
resolution for use in the study. As with the reanalysis data, a version of these data
averaged onto the 2.5◦ grid and smoothed to match the LRTS were used for comparing
long term anomalies and trends.
Precipitation feature information was provided by the orbital TMI 85GHz
brightness temperatures, available from the 1Z99 TMI, VIRS, PR, and LIS dataset
described by Liu and Zipser (2008). These data had the added benefit of being on
the same platform as LIS and thus having coincident measurements. Their usage was
primarily limited to identifying and detailing the cloud features that produced some
of the extreme lightning events within the LRTS. The 85GHz channel was selected
because of its higher resolution than the other channels and its widespread usage
within the field for identifying cloud features (Liu and Zipser 2008). In addition to
the 85GHz data, the TMI rainfall estimations were used in order to mask the 85GHz
data from the background. This was most notable over the Himalayan mountain
range where cloud features can be mixed with the snow cover on the peaks.

3.3

ENSO Data

In order to determine ENSO phase, the oceanic Niño index derived from the
Extended Reconstructed Sea Surface Temperature, version 5 (ERSSTv5) was used
(Huang et al. 2017). This dataset was also used to plot the actual sea surface temperature (SST) anomaly patterns. The ONI is a measure of the SST anomaly in the
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Niño 3.4 region of the equatorial Pacific, between 5◦ north and south and 120-170◦
west (Larkin and Harrison 2005a; Trenberth 1997). These data are available online
from the NCEP Climate Prediction Center (CPC). The ONI characterization for this
study period is presented in Figure 3.1. The ONI was chosen as the primary metric for
the determination of ENSO phase because it is easily interpreted, robust in the literature, is used by the National Oceanic and Atmospheric Administration (NOAA) and
World Meteorological Organization (WMO), and captures collective SST anomalies
well (Larkin and Harrison 2005a).
The CPC defines an El Niño/La Niña event as 5 consecutive 3-month averaging periods with a SST deviation of at least 0.5◦ C in the 3.4 region from the centered
30-year mean for that period, which is updated every 5 years (Larkin and Harrison
2005a). This definition was adopted because it is a widely accepted and robust threshold that typically captures warm and cold phase events well for both conventional and
CP events, though it cannot effectively distinguish between the event types (Larkin
and Harrison 2005a; Kao and Yu 2009). Since not all events captured by the ONI are
conventionally considered ENSO events, the terminology between the phases in this
study favors “warm phase” and “cold phase” nomenclature instead of El Niño and
La Niña to distinguish them.

3.4

Methodology

The study area was defined as the field of view for LIS, which is the belt from
38◦ north to 38◦ south. The study period was defined by the length of the LIS LRTS
data, which was available from mid-February of 1998 to mid-February of 2015 because
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Figure 3.1: Oceanic Niño index (ONI) patterns during the study colored by phase
designation for a) the annual cycle and b) the full time series; the first time derivative
c) annual patterns and d) full time series; and the second time derivative e) annual
patterns and f) full time series. The thin lines in the annual cycles are individual
years, thick lines are the phase means. The black line is the mean annual pattern for
the study period in the annual plots and the zero line in the full time series. The xaxis for the annual plots use EYRs, starting in April and ending in March to capture
individual ENSO episodes.

of the required 49-day padding to enable the 99-day smoothing. Next, because of the
preference for ENSO phase shifts occurring in the Boreal spring, an ENSO year (EYR)
was defined from April 1st to March 31st to encapsulate each event within the span
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of a single year (Trenberth and Caron 2000). For example, the EYR of 1999 would
be defined as April 1st, 1999 to March 31st, 2000. April was chosen as the starting
point because it falls in the middle of the favored time for ENSO to form (Trenberth
1984; Trenberth and Caron 2000). The April start date was also supported by the
ONI data present in this study (Figure 3.1). This trimmed the study period down to
April 1st of 1998 to March 31st of 2014, a total of 16 EYRs.
If the ONI threshold for an event was satisfied within a given EYR, then
that year was classified based on the sign of the deviation as either warm or cold.
If the criteria were never satisfied in that EYR, then it was designated as neutral.
These classifications were used to divide the study data into warm, cold, and neutral
years for analysis. Overall, eight of the sixteen study years were classified as cold,
leaving four as warm and four as neutral respectively. The cold phase years were
1998-2000, 2005, 2007-2008, and 2010-2011; the warm phase years were 2002, 2004,
2006, and 2009; and the neutral phase consisted of 2001, 2003, and 2012-2013. The
average magnitude for the cold years was -0.79◦ C, the average warm magnitude was
+0.61◦ C, and the average neutral magnitude was -0.08◦ C. Four of the cold EYRs
had a maximum ONI value of at least -1.5◦ C, whereas the only warm EYR with
such a departure was 2009. The mean sea surface temperature (SST) anomalies for
each phase are in Figure 3.2, which is the average of the anomalies from October to
February for all years of each corresponding phase.
Data from the individual EYRs of each phase were then averaged together
to create mean patterns over a typical EYR for the warm, cold, and neutral phases.
These individual phase means were the primary basis for analysis and comparison
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Figure 3.2: Mean ENSO phase sea surface temperature anomalies from the
ERSSTv.5 averaged from October to February for a) the warm phase (‘02, ‘04, ‘06,
‘09), b) the neutral phase (’01, ’03, ’12-’13), and c) the cold phase (’98- ’00, ’05,
’07-’08, ’10-’11).

with respect to how patterns change with phase and were defined as the expected
general ENSO phase response. It should be noted that this averaging did not weight
for phase magnitude and assumed that each event from each phase would have similar
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global impacts. These assumptions are not entirely valid; however, given the short
period of record no further distinctions can be made without comparing each year
individually to the others. Considering the results from Sátori et al. (2009) and the
lack of significant anomaly ENSO events in the study period, the violations of these
assumptions are thought to be reasonable enough to form a general phase response. In
order to calculate phase anomalies, the “control” pattern was the simple average of all
years within the study period. This simple average was used rather than the neutral
phase pattern because of the limited amount of data and the influence anomalous
events could have on the neutral phase. Regionally, this seemed to produce a more
continuous pattern than using the noisier neutral pattern. This data limitation was
also an issue for the warm phase, where a single extreme event could drastically
alter the phase means since both the warm and neutral phases consisted of only 4
years. Given how well the neutral phase emulates the mean annual pattern of ONI
in Figure 3.1a, some future work might be possible using the neutral phase as the
“control” instead to remove warm/cold biases from the mean annual pattern.
For this study period, the warm phase years of 2004 and 2006 both barely
met the thresholds for warm phase events. 2006 had the lowest mean magnitude and
shortest threshold duration of all warm phase events, and 2004 had the lowest peak
magnitude and smallest temperature range. Therefore, these two years were the most
likely to deviate from the other warm phase years of 2002 and 2009. Figure 3.1c-f
further illustrate just how anomalous 2004 was with respect to the other warm phase
years, i.e., lacking a significant warming or cooling period and the gradual nature of
the heating and cooling. All four warm phase events in this study had their maxima
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west of 140◦ W, and the maximum for 2004 was centered on the dateline with little
warm extension further east (Figure 3.3). This classified all 4 warm phase events in
this study as more warm pool/central Pacific type events, especially 2004 and 2006.
The cold phase years of 2000 and 2008, although both strong cold phase events, were
also suspect to have unique responses because they spent much of the year warming
from a much colder event prior. Additionally, the cold phase years of 1998 and
2010 had very sharp transitions from previous significant warm events which could
have had impacts on the observed atmospheric patterns different from the other cold
phase events. Despite this- the strongest transition from cooling to warming actually
occurred around May of 2003 going from a warm phase in 2002 to a neutral phase in
2003 (Figure 3.1f).
Once the LRTS, reanalysis, and precipitation data were binned into phases
and the phase means constructed, the LRTS data were then averaged onto a 5◦ x
5◦ (∼550km) grid for the entire LIS domain and each grid box was plotted. Each
5◦ “pixel” then contained a mean annual pattern for the warm, cold, and neutral
phases as well as the total mean annual pattern for that pixel. To better understand
how robust the phase mean patterns were, each individual EYR was also plotted and
colored by its phase classification to see the consistency between EYRs of the same
phase. An example of this plot is shown in Figure 3.4. This allowed for a quick visual
characterization of variability within each phase, giving some idea as to how robust
each phase mean was for a given location. Given the limited number of years for each
phase, outlier years or portions thereof could sometimes shift a phase mean away from
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Figure 3.3: Same as in Figure 3.2 for each individual warm phase year of a) 2002,
b) 2004, c) 2006, and d) 2009.
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the patterns of the other years of the same phase. In these cases, the phase mean was
used with caution and may be less representative of a general phase response.

Figure 3.4: Example plot from the 5◦ grid of the Low Resolution Time Series lightning patterns, located in central Africa. The lines and colors have the same definitions
as in Figure 3.1.

After the data were plotted, each individual plot was then projected onto the
globe in its respective location using Google Earth. This was done to help visualize
the spatial variation in the phase patterns as well as their magnitude and seasonality
on an interactive platform in order to identify regions of interest for the study. These
areas were subjectively identified as regions of at least 10◦ x 10◦ (∼1100km) with
lightning patterns that were similar in magnitude, annual progression, and interannual variability. This is later referred to as the ’spatiotemporal requirement’, and
served as a way to single out some of the more robust inter-annual patterns within the
LRTS. As a general rule, the spatial extent of an interesting inter-annual pattern was
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used to define each study area. In regions where strong gradients in lightning exist
or where the seasonality of lightning varies from box to box however, a study area
may not encompass the full extent of a specific inter-annual pattern. This occurred
where the lightning maxima from box to box varied by at least an order of magnitude
or the extrema varied by a season or more. The size criterion was chosen because it
focused on synoptic scale environments which tend to be robust and well observed
with the highest likelihood to show consistent baseline patterns from year to year. It
is also most consistent with the LRTS due to the significant spatial smoothing. All
individual grid points within each defined area were averaged together in order to
form a general lightning pattern for each location.
Additionally, the mean annual flash rate averaged over each study region must
be at least 3 F l km−2 Y r−1 to minimize the effect of smaller amplitude variations.
This mostly served to filter out open ocean and desert regions where little lightning
occurs, and variability between individual years of the same phase could be greater
than the mean annual flash rate at that location (Figure 3.5). Masking the study
area in such a way and eliminating roughly 2/3 of the total LIS viewing area did
significantly filter out the variance in the data, but also sacrificed observing some of
the strongest relative inter-annual and ENSO signatures in favor of the higher total
magnitude variability.
Patterns of interest were temporal lightning shifts within a year, significant
magnitude anomalies with ENSO phase, bipolar responses between the warm and
cold phase, anomalous year(s) unrelated to ENSO, significant inter-annual variability
with no apparent correlation to ENSO, and consistent annual production regardless
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Figure 3.5: Study period Low Resolution Flash Climatology from the Low Resolution Time Series.

of ENSO phase. These patterns were selected because they characterized much of the
robust inter-annual variability within the LRTS dataset. The latter two cases were
treated as ENSO-null cases given their apparent lack of relation to ENSO phase. That
is not to say that there was no ENSO response in those regions, just that there were
no apparent lightning responses to ENSO or there was an interesting pattern there
not related to ENSO. Lightning variability with no apparent ENSO dependence has
been largely unexplored at the near-global perspective, and could offer insight into
other potential sources of lightning variability.
In general, there was no specific magnitude threshold for a pattern to be considered interesting. For a region to be considered as having a potential ENSO signature,
more emphasis was placed on the consistency of the anomaly. This requirement was
roughly 75% of the corresponding phase years (i.e., 3 warm phase or 6 cold phase
years) to be enhanced/suppressed at roughly the same time in the annual cycle, but
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not necessarily by a set amount. Most of these anomalies however were at least 1
F l km−2 Y r−1 for the study regions. Identification of singular anomaly events (outliers) was more closely related to the magnitude of the anomaly, and were generally
classified as singular years with either a 75% increase of lightning production for the
region and/or an increase of at least 10 F l km−2 Y r−1 . For example, a study area
could be a region where four adjacent 5◦ ’pixels’ have peak magnitudes within a factor
of 2, maxima and minima for each box occurring within the same respective seasons,
and a large singular anomaly of 12 F l km−2 Y r−1 in April of 2003. An example study
region with a potential ENSO related enhancement and temporal shift in lightning
activity is shown in Figure 3.6 for the central Africa region, centered near the Central
African Republic and South Sudan border. The averaged lightning pattern for the
region is shown in Figure 3.7.
The easiest patterns to identify were generally those with ENSO related variability, using Pearson (linear) correlation and phase anomaly maps. The phase means
were used to construct lightning magnitude and percentage anomaly maps of each
phase to identify the areas with large total and relative departures observed with the
phases (Figures 3.8 and 3.9). These maps focus on the mean annual phase anomaly
and not the seasonal anomalies and therefore highlight where the largest magnitude
phase anomalies exist. Regions where individual ENSO episodes have both positive
and negative anomalies within a single EYR may not appear on these maps as a
result. Despite this, these maps were very useful for identifying the areas with the
strongest singular ENSO phase responses, which helped to refine the search of the 5◦
plots for potential; ENSO phase sensitivities.
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Figure 3.6: Example area of interest identified using geo-located versions of Figure 3.3 overlaid into Google Earth. This particular region is in central Africa. Base
imagery is from Landsat and Copernicus through the U.S. Department of State Geographer via the following data providers: SIO, NOAA, the U.S. Navy, NGA, and
GEBCO. Each graph and the red rectangle with the text “Study Period” were inserted
using Google Earth’s image overlay while the base imagery and country outlines in
Google Earth are unchanged. Used with permission from Google’s Terms of Service
for imagery in academic publications.

Zero-lag pearson correlation maps between the LRMTS and the ONI characteristics further aided in the identification of potentially interesting lightning patterns
(Figure 3.10). These maps provided some insight as to where lightning patterns may
vary with ENSO phase in simple increasing/decreasing terms. For the number of
points in the LRMTS (192), the correlations are statistically significant at the 95%
confidence interval for |r | >∼0.15. The LRMTS and ONI are naturally ideal for
comparison considering the 3-month averaging of each and thus make the most sense

33

Figure 3.7: Low Resolution Time Series annual a) patterns and c) anomalies, and
the full time series b) patterns and d) anomalies for a study region in central Africa,
colored by ENSO phase. The mean-normalized root mean squared error is listed
under the NRMSE heading for all years, neutral phase years, cold phase years, and
the warm phase years respectively.

for assessing the lightning and ENSO related sea surface temperature relationship.
It should be noted that some of the strongest correlation areas were in zones with
very low flash rates, particularly in the central Pacific. Figure 3.10a is similar to
maps found in Dowdy (2016) (Figure 2.2) and Chronis et al. (2008) (Figure 2.1b).
Although useful for quickly identifying and quantifying potential ENSO relationships,
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Figure 3.8: Low Resolution Time Series lightning flash rate density anomalies for
the a) warm phase, b) neutral phase, and c) cold phase. Boxes denote the regions
highlighted in Table 3.1.

the fluctuation within annual cycles and ENSO events makes these alone insufficient
for quantifying the strength of ENSO phase response.
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Figure 3.9: Low Resolution Time Series percentage of the mean annual flash rate
phase anomalies for the a) warm phase, b) neutral phase, and c) cold phase.

In all, 20 locations matching these guidelines were subjectively identified, and
of those 6 were chosen for more in-depth analysis. These regions are shown in Table 3.1. Priority for the in-depth analysis was given to certain inter-annual patterns
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Figure 3.10: Low Resolution Monthly Time Series lightning correlation to the a)
zero-lag Oceanic Niño Index, b) the first derivative of the ONI, c) the second derivative of the ONI for the entire study area and period. Correlations were statistically
significant for the 95% confidence interval at |r | >∼0.15.

and geographic locations. Regions with strong apparent ties to ENSO, either with
large magnitude phase anomalies or very consistent variability with phase, were a
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high priority. As an effort to capture as many potential sources of ENSO variability as possible, two ENSO regions were selected in South America and two others in
Africa. Other identified regions that are not included in the in-depth analyses are discussed in the regional observations section of the results and are presented as-is with
little investigation into potential causes of the pattern. The rest of this methodology
details the in-depth analysis process.

3.4.1

Deep-Dive Analysis
First, in order to determine the validity of the phase mean patterns at each

location, the fit of the phase means to the individual phase years was calculated. This
was done to evaluate how good of an estimation the phase mean is as an expected
phase response when compared to each individual phase year. The fit, achieved with a
root mean squared error (RMSE) estimation, provided a more quantitative assessment
of variability within years of the same phase as well as determined how appropriate
the application of a phase mean is at each location. The RMSE was normalized by the
mean annual flash rate, yielding the normalized root mean squared error (NRMSE).
This allowed for inter-comparisons to be made between the locations because the
magnitude of the RMSE is proportional to the magnitude of the flash rate at each
location. Therefore, the NRMSE is the percentage of variance with respect to the
mean for each phase, and smaller values indicate a more robust phase mean with less
variability from one year to the next of the same phase. The “annual” NRMSE uses all
16 years and the total mean flash rate and represents the total inter-annual variability
at each location (Figure 3.11). The main goal of quantifying the variability was to
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Table 3.1: Summary of all 20 locations identified during the study and their associated pattern classifications. The 6 bold text rows on the bottom are the “deep-dive”
regions.
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characterize the phase means as valid approximations for a general ENSO response
and to ensure that the identified locations were within the inter-annual variability
threshold of less than the mean annual flash rate.

Figure 3.11: Mean-normalized root mean squared error for the entire study period.

The actual analysis involved quantifying the patterns observed at each location. First, general statistics for the locations, variables of interest, and phases were
calculated and compiled using the phase means, with details as to how each variable changed with ENSO phase. These data outlined the timing and magnitude of
anomalies with ENSO, and also compared the environmental patterns to the lightning
patterns. This was particularly useful when comparing the lightning phase anomalies
to the environmental anomalies. Also included were generalizations about the conditional flash rate. The mean conditional flash rate anomalies for each phase were also
calculated at each deep-dive location, providing some detail as to how the lightning
frequency or intensity may have changed between phases.
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Next, all variables of interest were correlated to the ONI as a proxy for ENSO.
This required transforming the data for each variable of interest to match the format
of the LRMTS. The correlations to the ONI used a zero-lag, 3- & 6-month lead, and
3- & 6-month lag. “Lag” in this case means that ONI values are shifted before their
coincident variable observations (thus the variable of interest lags behind the ONI)
and “lead” means that the ONI values are shifted after the coincident observations.
Each environmental variable was also correlated to the LRTS for each location in
order to understand the relationships between location, environment, and lightning
activity. While not all of the variables included contribute to determining lightning
activity, some are typically related to lightning and thus changes in those variables
may give some idea as to how the favorability and type of convection changes with
phase.
The lightning/environment/ENSO relationships were then summarized for all
6 in-depth locations using these tables. At locations where ENSO plays some apparent
role, additional environmental anomaly maps were used to illustrate, explain, and
reinforce pattern shifts with phase. For locations without apparent ENSO influence,
the nature of the lightning’s spatiotemporal pattern was analyzed and considered in
context to the geographical location. At these locations, less emphasis was placed
on the changes with the ENSO phases and more attention was paid to the seasonal
regime, type of lightning pattern, local geography, and the inter-annual variability of
the environmental variables.
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CHAPTER 4

RESULTS AND DISCUSSION

The results section of this paper is split into four portions; the first is a comparison of the correlation maps from previous studies to those from this study, the
second is a discussion of global observations, the third is general regional observations
and those from the regions that were not included in the deep-dive analyses, and the
fourth is the discussion of the in-depth analyses.

4.1

Comparison to Previous Literature

Figure 2.2 and Figure 2.1b show previous correlation maps to ENSO by Dowdy
(2016) and Chronis et al. (2008). Comparisons of these maps with Figure 3.10a
allowed for a determination of how the current study period behaved relative to other
time periods. Chronis et al. used data from December of 1997 to April of 2006, and
Dowdy’s study period was from 1996-2013. Thus, the Chronis et al. dataset was
mostly a subset of this study period, except for December of 1997 to March of 1998.
These months were part of the record El Niño and had strong positive values in ONI,
which could influence how the atmosphere responded and yield some atypical results.
Dowdy’s dataset included portions of only OTD data (pre-December of 1997) and
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the entire record El Niño event of 1997/1998. The inclusion of only OTD data should
not inherently affect the correlations, but the additional temporal patterns certainly
could given the inclusion of the record event. Also, Figure 2.2 was setup differently
from Figure 2.1b and Figure 3.10a presented here, as the latter both used total time
series correlations whereas the former used seasonal correlations. As such, the maps
will look different as some locations may not have full time series correlations because
the sign of seasonal correlations cancel each other. Additionally, parsing the dataset
into seasonal time series drastically reduced the sample size to 18 points per map.
Thus, statistical significance was restrained to values of |r | >∼0.4.
Nevertheless, all three maps generally agreed on the location and sign of the
correlations, although magnitude comparisons were less meaningful, particularly with
respect to Figure 2.2. Areas with consistent patterns in all three figures included the
negative correlations in northern Brazil, the equatorial eastern Atlantic, Mozambique,
southern Indonesia, and Peru; as well as the positive correlations in southeastern
South America, the Middle East, off the west coast of Sumatra, the west coast of
Central America, China, and off the coast of Sydney, Australia. In general, Figure 3.10a and Figure 2.1b were in good agreement. Discrepancies between them were
the lack of negative correlations around California, the western north Atlantic, southern Africa, and the Philippines in Figure 3.10a and the lack of a positive correlation
off the coast of Central America and in the eastern south Pacific in Figure 2.1b. Figure 3.10a differed from the other two in southwestern Africa and in the central and
eastern north Pacific, and somewhat in the Philippines.
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Some of the differences were explained by the seasonal changes in the lightning
pattern, such as those in the Philippines where ENSO flash rate anomalies switch
between positive and negative within the same year (Figure 4.1). Other differences,
such as those near California, were likely explained by the differences in the period
of record. That region had enhanced lightning activity from 1998 to 2001 during
three consecutive cold phase years that was not observed in the other 5 cold phase
years (Figure 4.2). Given the shorter period of record in Figure 2.1b, this would
likely explain the negative correlation. Areas such as southwestern Africa however
were not as easily explained by seasonality or period of record. There exists a rather
substantial positive anomaly from November through March during the warm phase,
with a particular enhancement of the secondary peak in January (Figure 4.3).

Figure 4.1: As in Figure 3.4 for the Philippines.

However, no significant correlations were found in this area in Figure 3.10a,
potentially because of the enhancement of the cold phase during April and May with
the warm phase lightning activity being slightly suppressed, and that relationship
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Figure 4.2: Full time series of Low Resolution Time Series lightning for the Baja
California region, which is boxed in on Figure 3.8.

being reversed in December through March. Figure 3.10a and Figure 2.1b generally
agreed on the sign of the correlations in this area as near zero or slightly negative,
whereas Figure 2.2 has positive correlations for the months of June, July, and August
with little correlation during December, January, and February. Figure 4.3 appeared
to show a slight enhancement of lightning activity during the month of August for
the warm phase, but it was very small as there was little lightning occurring in this
region during the Austral winter. It is possible that the inclusion of the record El
Niño of 1997/1998 was the source of the discrepancy.
Although global precipitation patterns are affected by ENSO phase and sometimes have an obvious relationship with lightning activity, this relationship is not always 1 to 1 because not all rain is from vigorous convection whereas most appreciable
lightning is observed from vigorous, deep convection. Thus, comparing lightning activity to precipitation patterns can give insight to the changing convective properties
of storms but is not a good predictor for determining the amount of lightning activity
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Figure 4.3: As in Figure 3.4 for southwestern Africa.

at most locations. The respective zero-lag correlation maps to the LRMTS and ONI
are Figure 4.4. In general, lightning activity was well correlated with precipitation,
particularly in Africa around 15◦ north and south. The area with the strongest negative correlation between lightning and precipitation was the Amazon basin. This was
consistent with results presented by Dowdy (2016). The Amazon region is generally
favorable for thunderstorm development throughout the year, but exhibits different
convective modes with season as the environment transitions between “oceanic like”
and continental convection (Williams and Stanfill 2002; Williams et al. 2002). The
oceanic convection during the monsoonal season from December through May is also
known as the “green ocean”. The pre-monsoon from September through November
is characterized by more continental type convection as the stability increases, which
limits the amount of rainfall but produces more isolated convection with vigorous
updrafts, conducive for lightning production (Williams et al. 2002).
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Figure 4.4: Zero-lag correlations between TMPA-3B42 precipitation and the a) Low
Resolution Monthly Time Series lightning patterns and the b) Oceanic Niño Index
over the entire study period. Correlations were statistically significant for the 95%
confidence interval at |r | >∼0.15.

With respect to the ONI, the strongest correlations with precipitation were
found in the central Pacific and the Maritime continent, with opposite signs. ENSO
impacts on precipitation in this region have been thoroughly documented and are
some of the strongest expected ENSO impacts. It corresponds to a shift in deep convection eastward during warm phase events and westward with cold phase events. The
Gulf of Mexico, the southeastern US, subtropical South American and the equatorial

47

Indian Ocean also have positive correlations to ONI. These results were generally
consistent with previous research. Chronis et al. (2008) also compared lightning, precipitation, and ENSO, and some of their results shown in Figure 2.1a. In general,
their results were consistent with Figure 4.4b. Interestingly, the magnitude of the
negative correlation over the Maritime continent was significantly stronger in their
results than the one found over the Amazon and the one observed during this study
period. The exact reason for that is still uncertain but is likely attributable to the
strong El Niño in 97/98 exaggerating the typically drier conditions observed over the
Maritime continent during warm phase episodes.
Global lightning activity has also been shown to have a significant correlation
to upper tropospheric water vapor through their mutual relationship with continental
deep convection (Price 2000). As such, a comparison of the 300hPa specific humidity
was done with both the LRMTS and the ONI to determine the strength of this relationship within the study period and if there was any discernable pattern in the upper
atmospheric water vapor with ENSO. Figure 4.5 shows the correlation maps for the
300hPa specific humidity with the LRMTS and ONI respectively. These patterns were
of interest because changes in 300hPa moisture patterns can indicate changes of deep
convection coverage, which is a primary transport mechanism for moisture from the
lower levels into the upper atmosphere. Strong correlations between lightning activity
and 300hPa specific humidity were observed over most of the continental regions in
the study region as well as along the inter-tropical convergence zone (ITCZ). This
was consistent with Price (2000), where the Schumann resonance time series had a
strong correlation to the global average upper tropospheric water vapor fluctuations,
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especially in continental deep convection. In the context of ENSO, strong ONI correlations were generally concentrated over the equatorial west and central Pacific and
the Maritime continent, consistent with the changes in lightning and precipitation
accordant with the expected regional shift in deep convection with ENSO phase.

Figure 4.5: As in Figure 4.4 for the NCEP/NCAR reanalysis 300hPa specific
humidity. Correlations were statistically significant for the 95% confidence interval
at |r | >∼0.15.
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4.2

Global and Hemispheric Observations

Global lightning production is primarily driven by the Northern Hemisphere
(NH), where the additional land mass coverage helps to produce more lightning overall
than in the Southern Hemisphere (SH). Lightning’s dependence on land was apparent
in the LRFC plot (Figure 3.5). As such, the global (global hereinafter referring to
the LIS field of view between 38◦ N/S) lightning pattern from LIS has one large peak
extending from May through October, with the maximum occurring in September
(Figure 4.6). Within this one large peak are two local maxima, one in mid-May
and one in mid-September, which is the annual global maximum. These local peaks
occur just before the inflection points for the NH maximum (Figure 4.7) and the SH
minimum (Figure 4.8). The small trough between them consists of the NH maximum
in July and August averaged with the SH minimum in July. The global pattern was
even easier to see when comparing the Eastern (Figure 4.9) and Western (Figure 4.10)
hemispheres (EH, WH). Simply overlapping the two produced a similar pattern to
the global mean pattern.
The global minimum fell between January and mid-February, during the Austral summer. The SH peak was less than the peak in the NH by ∼1.5 F l km−2 Y r−1
and coincided with the NH minimum which was slightly lower than the SH minimum. When averaged together this yielded a relative minimum overall compared to
the higher NH peak and higher SH minimum in the Boreal summer. This was despite
LIS only covering up to 38◦ and missing much of the land mass disparity, evident in
the EH and WH which both had their respective minima in the SH summer. OTD
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Figure 4.6: As in Figure 3.7 for the full LIS operational field of view.

data from previous studies found a much stronger NH signal in the global patterns,
related to the higher declination angle of 70◦ of OTD (Cecil et al. 2014). The larger
seasonal range in the NH was from the dominance of the land masses and how their
surface temperature fluctuates throughout the year, compared to the ocean dominated SH where significantly less surface temperature variability occurs from season
to season.
The largest relative inter-annual variability was generally in the oceans on the
western side of the continents, with the largest extent and magnitude in the eastern
51

Figure 4.7: As in Figure 3.7 for the Northern Hemisphere of the LIS field of view.

south Pacific (Figure 3.11). At the equator, this pattern extends westward all the
way to 160◦ W, giving it a very similar appearance to the typical ENSO sea surface
temperature anomaly patterns. These regions on average had the lowest mean flash
rates and thus it would follow that they would have the highest potential for large
mean-relative variability. Most land locations generally had NRMSE values less than
50% of their mean annual flash rate with the exceptions of the Sahara, the Arabian
Peninsula, and the Middle East where some of the lowest land-based flash rates exist.
The NRMSE minimum was located over the Congo in central Africa, where some of
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Figure 4.8: As in Figure 3.7 for the Southern Hemisphere of the LIS field of view.

the highest flash rates were observed on the low resolution grid. The largest total
global anomaly occurred during the spring of 2004, with a maximum deviation of
about -0.5 F l km−2 Y r−1 . Mid-January of 1999 had the highest positive anomaly of
0.46 F l km−2 Y r−1 .
With respect to ENSO, an interesting pattern emerged where the warm phase,
in general, suppressed lightning production in April, May, and June before enhancing it from July through early November (Figure 4.6). Recall that the units are
F l km−2 Y r−1 and that they are seasonal averages, thus even a small deviation of
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Figure 4.9: As in Figure 3.7 for the Eastern Hemisphere of the LIS field of view.

just 0.1 F l km−2 Y r−1 is ∼5 million flashes on the global scale during a season centered on that day. That said, the early suppression was likely not as extreme as it
appeared given the weight of the anomalous start to 2004 but did appear to be real
as all four warm years were below the mean at some point before June and three of
them were consistently below the mean from May to July. The warm phase lightning
enhancement in the Boreal summer and fall was fairly consistent, with three of the
warm phase years having very similar magnitudes and patterns with separation from
all but two other years, those being the cold phase years of 1998 and 2000 respectively.
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Figure 4.10: As in Figure 3.7 for the Western Hemisphere of the LIS field of view.

The only warm phase year which did not follow this pattern was 2006, although it
did briefly surpass the mean in September giving all 4 warm phase years a positive
anomaly in September. The second warm phase suppression near January did not
look quite as robust, as 2006 had a relatively large negative anomaly during this time.
The areas with the strongest correlations to the ONI were in the Pacific (Figure 3.10), with a strong positive correlation in the equatorial Pacific centered around
the dateline and a negative correlation to the northeast and south, respectively. These
areas feel the direct and immediate impacts of ENSO episodes and as such are ex55

pected to have some of the strongest correlations to the ONI. The most direct impact
of ENSO is the shifting Walker Circulation over the Maritime Continent and the central Pacific, moving convection eastward into the Pacific with the warm phase and
westward over the Maritime Continent in the cold phase. This shift in convection
follows the descending branch of the Walker Circulation, where increased subsidence
produces more lightning.
At the hemispheric scale, there were clear distinctions between the latitudinal
and longitudinal hemispheric lightning activity. The NH (Figure 4.7) and SH (Figure 4.8) both had fairly anticipated annual patterns with a unimodal curve peaking
in the corresponding summer and bottoming out in the winter. The EH (Figure 4.9)
however had an interesting bimodal pattern, with maxima in May and October and a
minimum in January. This seemed to echo the influence of the ITCZ and the monsoon
in tropical Africa, southeast Asia, and along the Himalayas which are some of the
largest lightning producers in the EH. The WH curve (Figure 4.10) was simpler, with
a peak in September and minimum in mid-January. However, much of the land mass
in the LIS WH came from the Amazon Basin, which peaks around September. The
subtropics in the WH effectively canceled one another in time and mean intensity,
allowing this Amazon pattern to feature prominently.
The strongest hemispheric ENSO response appeared in the NH from August
to November corresponding to a temporal shift in the lightning maxima during warm
phases towards later in the year (Figure 4.7). The magnitude of the anomaly peaked
at ∼0.3 F l km−2 Y r−1 with all 4 warm phase years having a positive anomaly from
mid-August to mid-November. Some portion of this shift was likely attributable
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to central Africa, which is a leading lightning producer for the NH and had a very
similar temporal shift with warm phases. At first glance the SH appeared to have
suppressed lightning activity during the mean warm phase in December, however that
warm phase anomaly was mainly contributed by 2006, which as described earlier was
somewhat of an anomaly to the other warm phase years (Figure 4.8). Otherwise, the
SH showed relatively minimal consistent phase variability. During the winter there
did appear to be a very weak warm phase enhancement and cold phase suppression
around mid-July.
The WH also had an enhancement of lightning activity during the warm phase
(Figure 4.10), peaking around ∼0.2 F l km−2 Y r−1 extending from mid-July to midOctober. A cold phase suppression also existed consistently from mid-September
to mid-November. The warm phase was slightly suppressed for the month of April
as ENSO was transitioning into a warm phase. The EH appeared to have some
sensitivity to the warm phase, with possible negative anomalies in April/May and
December/January and a possible positive anomaly in August (Figure 4.9). However,
these patterns were heavily influenced by more extreme anomalies in 2004 and 2006
respectively, and as such it was difficult to determine just how robust those mean
ENSO anomalies were.
It was quite apparent that there were some violations of the assumption that
ENSO episodes of similar magnitude and phase should have similar global responses,
in particular with the EYRs of 2006 and 2011, as well as the transition between 2003
and 2004. These periods consistently appeared anomalous in some of the hemispheric
plots (Figures 4.7, 4.8 and 4.9 panel d), resulting in anomalies in the global plot as
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well (Figure 4.6d). The transition between 2003 and 2004 had a significant negative
anomaly in every hemisphere except the WH and affected the mean neutral phase
from January to March and the mean warm phase in April and May. January and
February of 2011 also had negative anomalies in all hemispheres and was one of the
more anomalous cold phase years. The anomaly with 2006 occurred from December
through February and was most apparent in the EH and SH, affecting the mean warm
phase response during the peak ENSO period. As previously discussed, these specific
years were somewhat unique in comparison to their counterparts in strength and/or
evolution, and these differences in intensity and development could have contributed
to their anomalous activity.

4.3

General Regional Observations

Regionally, ENSO had many different impacts from one phase to the next
that were spread over much of the study area. Figures 3.8 and 3.9 display the overall
LRTS lightning deviations from the mean flash rate for the warm, neutral, and cold
phases. Again, these maps only show the total deviation of each phase from the mean,
potentially ignoring some seasonal responses to ENSO.
Some of the strongest regional magnitude deviations were found with the warm
phase, particularly over central Africa and Argentina with positive deviations upwards
of 6 F l km−2 Y r−1 . This related to a relative deviation of between 10-30% of the
total mean flash rate for both areas because of the significant amount of lightning
produced in those regions. Central America and the Gulf of Mexico also had a positive
lightning anomaly with the warm phase as did parts of the Middle East, the western
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end of the Himalayas, and China. In the cold phase the deviations were not quite
as pronounced, but some of the strongest responses were in equatorial and southern
Africa, the Amazon Basin, and northern Australia. Relatively speaking, the strongest
positive responses were in southern Africa and northern Australia.
The neutral phase was generally positive where negative cold phase anomalies
exist. This was visible over South America and southern Africa, especially along the
west coast of Africa. The anti-cold phase response likely resulted from the inherent
mean bias towards the cold phase within the study period. There was a large positive
anomaly around Panama and Lake Maracaibo, where the highest mean annual flash
rate exists at higher resolutions. This anomaly seemed to be from one individual
neutral phase year pulling the neutral mean. The study period cold bias discussed
earlier means that some ENSO sensitive locations might have exaggerated warm phase
anomalies and underestimated cold phase anomalies. One possible solution to this
would be to reduce the number of cold phase years by eliminating “duplicate” cold
phase years from the study period, leaving 4 EYRs of each phase, and is discussed in
the future work.

4.3.1

Non Deep-Dive Locations
Some of the more specific patterns and regions identified earlier are discussed

below, and summarized in Table 3.1. A few of these locations have been discussed
previously in the literature as areas with interesting ENSO signatures, while others
are unique for anomalous years and ENSO independent patterns. Six of the identified
locations were chosen for further analysis while the remaining 14 are presented in this
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section as locations with interesting patterns that have potential for future research
into inter-annual lightning variability. These 14 locations exhibited some version
of all interesting lightning patterns discussed previously, and are identified in the
correlation and anomaly maps as the gray polygons.
A potential direct connection to ENSO was observed in northern Australia
(Figure 4.11), where ENSO phase plays a significant role in precipitation patterns
as well as lightning production. This is largely due to the changes in the Walker
circulation with ENSO phase, where the ascending and descending branches of the
cell change position over the Pacific. The shift in Walker circulation can lead to
drought in Australia and excess rainfall in South America during the warm phase,
and the reverse during the cold phase when the Walker circulation is strengthened.
The lightning patterns for northern Australia are presented in Figure 4.12. While
the top 3 EYRs are all cold phase years including the anomaly in 1998, there are
also a few cold phase years with below average lightning production. There appeared
to be some differences within the cold phase for the timing of the lightning peak.
Some of this variability within the phases may be induced by the relatively limited
amount of lightning in northern Australia, with a mean flash rate density of about 5
F l km−2 Y r−1 .
Also in Australia was a location with a unique anomaly, especially considering
the phase in which it occurred. The region near Sydney, Australia (Figure 4.13)
would be expected to have a potential cold phase sensitivity, however in the anomaly
maps it appeared to have a slight warm phase enhancement of lightning. Upon
further investigation, the area appeared to have a fairly anomalous year in lightning
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Figure 4.11: The region (boxed, shaded in gray) referred to as “northern Australia”.

Figure 4.12: As in Figure 3.7 for the northern Australia region.
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production for the warm phase EYR of 2004 (Figure 4.14). As previously discussed,
the large temporal smoothing window of the LRTS becomes apparent with these
anomalies. The neutral year of 2003 also has some elevated lightning production.
2003 and 2004 are somewhat unique because 2003 stayed slightly positive for the
whole year, and 2004 was just slightly warmer than 2003- just above the warm phase
threshold- with very little temperature range within the actual year. This makes
2004 an outlier within the warm phase because 2004 has no sharp warming or cooling
period like the other warm years. Otherwise, there is no real preferential pattern for
increased lightning production in any phase. The precipitation patterns for the region
do however have some enhancement in the cold phase. It is interesting to note that
there is no coincident precipitation anomaly with the lightning anomaly in 2004.

Figure 4.13: As in Figure 4.11 for the region referred to as “Sydney”.

Additional anomalous patterns were found over Bermuda, the area surrounding Panama, and around Baja California. Near Bermuda, lightning tends to come
from both transient synoptic systems off the US mainland and the Gulf Stream in
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Figure 4.14: As in Figure 3.7 for the region centered around Sydney, Australia.

the summer (Figure 4.15). Overall the mean lightning production was fairly low and
does not fluctuate too much over the course of a year staying between 1.5 and 6
F l km−2 Y r−1 on average (Figure 4.16). The exception to this is in mid-May of 1998,
when lightning production peaked at just under 14 F l km−2 Y r−1 , which was almost
triple the mean lightning production at that time. It is possible that a unique impact
from the record event just prior to this anomaly was what set this year apart. It
was interesting that the first three years had relatively elevated lightning production
and generally positive anomalies, which biased the mean cold phase anomaly slightly
more positive of what it actually appeared to be.
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Figure 4.15: As in Figure 4.11 for the region referred to as “Bermuda”.

Figure 4.16: As in Figure 3.7 for the Bermuda region.
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The area around Panama (Figure 4.17) had a robust cold phase suppression,
with 6 of the 8 cold phase years steadily below the mean from May through December
(Figure 4.18). It may have also had a slight enhancement of lightning activity with
the warm phase, as does much of Central America, although the magnitude of this
increase is quite small compared to the annual pattern. What really set this area apart
however was the anomalous neutral year of 2012 and into 2013. 2012 peaked as a 11
F l km−2 Y r−1 anomaly during June and July, approximately 80% more than the mean
production at that time. It seemed to last much longer than the seasonal smoothing
window because of an apparent secondary lightning enhancement in October of the
same year. The anomalous year peaked almost two full months before the typical
annual maximum, which increased the magnitude of the anomaly. Given that these
anomalies occurred during neutral years, they are likely not attributable to ENSO.
The 2012 anomaly was strong enough to significantly influence the neutral phase
mean, generating a prolonged and exaggerated phase anomaly.

Figure 4.17: As in Figure 4.11 for the region referred to as “Panama”.
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Figure 4.18: As in Figure 3.7 for the Panama region.

The Baja California region (Figure 4.19) also recorded a significant lightning
anomaly peaking in mid-August of 2000 (Figure 4.20). The anomaly was ∼56%
increase in lightning activity (13 F l km−2 Y r−1 ) during the most active time in the
annual cycle for a location that is relatively consistent. Much of the lightning activity
in this region is from the Sierra Madre mountain range in northern Mexico during the
summer, 3 the unique conditions of the Baja Peninsula and the Gulf of California can
potentially enhance convection from passing (i.e., not directly impacting) tropical
cyclones (Farfán 2005). It is possible this was the case during the year 2000, as
the anomaly occurred with hurricane Hector about 500km off the coast on August
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13th. On that particular day, much of the mountain range saw a significant increase
in lightning activity. However, several tropical systems took similar tracks at similar
times throughout the study period with no apparent influence on lightning production,
thus this one storm offered little towards an explanation.

Figure 4.19: As in Figure 4.11 for the region referred to as “Baja”.

The area in eastern China (Figure 4.21) also appeared to have a warm phase
lightning enhancement which can be seen in Figure 3.8 as a positive magnitude
anomaly as well as in Figures 3.10, 2.2 and 2.1 as positive correlations to ONI. Areas
in China have been identified before as having a warm phase connection to ENSO
(Dowdy 2016; Yoshida et al. 2007; Kumar and Kamra 2012). The actual magnitude
of this mean warm phase enhancement is ∼1.5 F l km−2 Y r−1 . However, the strongest
warm phase episode during the study period, 2009, had a rather substantial negative
anomaly (Figure 4.22). This anomaly maxed out in mid-July around 6 F l km−2 Y r−1
below normal, which also made the potential warm phase enhancement harder to
gauge. The origins of this anomaly are unknown, but having the strongest negative
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Figure 4.20: As in Figure 3.7 for the Baja/northwest Mexico region.

anomaly during the strongest warm phase episode seemed to contradict this location
having a warm phase enhancement.
Another potential warm phase teleconnection was located around southern
Mexico, represented in Figures 4.23 and 4.24. At this location, there was a clean
separation between the warm and cold phases. At one point in October, all warm
phase years were above the mean and all cold phase years were below the mean.
The warm phase positive anomaly maxed out at ∼4 F l km−2 Y r−1 above normal, and
the cold phase negative anomaly around 3 F l km−2 Y r−1 below the mean. As evidenced in Figure 3.2, the warm SST anomalies did extend eastward into this region,
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Figure 4.21: As in Figure 4.11 for the region referred to as “China”.

Figure 4.22: As in Figure 3.7 for the China study region.
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and several of the cold phase episodes produced cold SST anomalies in the region as
well. This could provide some of the explanation for this fairly consistent enhancement/suppression pattern with phase. It was interesting that the two largest negative
anomalies in 1998 and 2010 followed two strong warm phase episodes and occurred
during the strongest phase transitions while the ONI was rapidly cooling.

Figure 4.23: As in Figure 4.11 for the region referred to as “Southern Mexico”.

Additional potential warm phase teleconnections were located in southwestern Africa and the Middle East, centered on Iraq. The southwestern Africa region
consisted of parts of Namibia and Angola as well portions of the Atlantic adjacent to
them (Figure 4.25). This location appeared to have a temporal shift in peak lightning
activity towards later in the summer with the warm phase, where the pattern shifted
from more bimodal to more unimodal, as well as having enhanced lightning activity
(Figure 4.26). Three of the four warm phase years were consistently above the mean
from August to March. The cold phase appeared to have no consistent deviation from
the mean, although the winter and spring of 2011 did have a fairly significant positive
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Figure 4.24: As in Figure 3.7 for the southern Mexico region.

anomaly. This anomaly in April of 2011 occurred as the ONI was warming from the
strong cold phase event in 2010 before returning to a weak cold phase in 2011. The
only warm phase year that did not have a unimodal presentation was 2006, although
it did have enhanced activity early on during the first peak.
The Iraq location (Figure 4.27) had the lowest mean flash rate of all of the locations at just over 3F l km−2 Y r−1 and also had the highest NRMSE. At first glance, the
pattern looked extremely sporadic, but a consistent bimodal progression did emerge
with a positive correlation to ONI and a positive anomaly in the warm phase around
November (Figure 4.28). The timing of the first lightning peak during the ENSO
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Figure 4.25: As in Figure 4.11 for the region referred to as “Southwestern Africa”.

Figure 4.26: As in Figure 3.7 for the region along the coast of southwestern Africa.
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transition period made it difficult to track patterns, as they could be carried over
from the previous year, e.g., the anomaly in early 2010 on the heels of the 2009 warm
phase event. That said, the warm phase enhancement from September to December
appeared rather robust, with a large relative deviation around 50% of the mean at
that time. A nearly identical cold phase lightning suppression during this time was
also quite robust, with 6 of the 8 cold phase years below the mean. Enhancement of
wintertime lightning activity during the warm phase has been observed before in the
eastern Mediterranean by Price and Federmesser (2006) as well as Sátori et al. (2009).
Price and Federmesser hypothesized that this is due to a shift in the mid-latitude jet
stream southward with warm phase events, allowing more frequent transient synoptic
systems into the region.

Figure 4.27: As in Figure 4.11 for the region referred to as “Iraq”.

Some potential cold phase teleconnections were observed in the equatorial
eastern Atlantic and also an area centered around Djibouti. The region centered near
Djibouti covered parts of the Horn of Africa and Arabian Peninsula (Figure 4.29).
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Figure 4.28: As in Figure 3.7 for the Iraqi/Middle Eastern region.

This region had a very clear distinction between the warm and cold phases centered
on July (Figure 4.30). In general, the cold phase seemed to have two distinct modes,
where one set of years peaked early (June/July) with near average magnitude, and
the other peaked closer to the other phases (August) but with a higher magnitude.
On the other hand, the warm phase simply underperformed throughout the spring
and into the summer. This region was unique in that the minima occurred during the
expected peak intensity for ENSO events, and thus the ENSO responses were observed
as the ONI was transitioning. Indeed, a negative correlation between the LRMTS
and the ONI slope was observed in this region, indicating that the lightning activity
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increased as the ONI was decreasing. In addition, the phase anomalies flipped signs
into the late winter and early spring, further indicating evidence for a relationship
with a cooling central Pacific and enhanced lightning activity at this location.

Figure 4.29: As in Figure 4.11 for the region referred to as ‘Djibouti/Horn of Africa”.

There also appeared to be a secondary warm phase enhancement, cold phase
suppression from January through April, evident in the three years that transition
from a warm phase to cold phase, and was not readily observed in 2002 where the
transition was from warm to neutral. This seemed to hint at a possible connection
between more rapid cooling of the central Pacific and increased lightning activity at
this location. However, Figure 3.10b,c showed more of a relationship simply between
monthly lightning production and a cooling central Pacific instead of the actual magnitude of the cooling. The transition from 2002 to 2003 may have disrupted this
pattern because the cooling period was rather short and quickly followed by another
warming period, the fastest turnaround in the study period (Figure 3.1b,d,f). The
consistency with which this pattern occurred seemed to suggest a shift in a large
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Figure 4.30: As in Figure 3.7 for the Djibouti region.

scale mechanism, and it is possible that a unique interaction with the ITCZ could
offer some explanation. This region is at the northern edge of the ITCZ migration
and therefore subtle changes to its position with phase could drastically alter the
atmospheric conditions (Collier and Hughes 2011).
The equatorial eastern Atlantic region (Figure 4.31) also seemed to have an
interaction with the ENSO transition, with lightning enhancement as the ONI increases when moving from a cold phase, creating a positive cold phase anomaly in
from February to June (Figure 4.32). Although not as robust as in Djibouti, the
anomaly was most apparent around March and April as 6 cold phase years were
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Figure 4.31: As in Figure 4.11 for the region referred to as “Eastern Equatorial
Atlantic”.

Figure 4.32: As in Figure 3.7 for the equatorial eastern Atlantic.
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above the mean. Figure 3.10b shows a positive correlation extending along the equator across the Atlantic, potentially indicative of a relationship between a warming
Pacific and lightning enhancement. Much of the warming associated with the warm
phase occurs during the lightning minimum for this region, which may explain why
there is no enhancement with the warm phase, but the cold phase was unanimously
warming after December when the lightning activity typically peaked (Figure 3.1c).
Also, the actual anomaly characterizing this region appeared to stretch significantly
westward along the equator, however the flash rate drops off rapidly into the open
ocean and therefore the signature was harder to verify farther west. This westward
spread was also evident in the consistently negative ONI/LRMTS correlations in
Figure 3.10a, Figure 2.2a,b, and Figure 2.1b across the equatorial Atlantic.

Figure 4.33: As in Figure 4.11 for the region referred to as “Thailand”.

Another location with a cold phase enhancement/warm phase suppression was
in southeast Asia, covering eastern Myanmar, Laos, western Cambodia, and Thailand, to which the region is referred Figures 4.33 and 4.34. At first glance, this
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Figure 4.34: As in Figure 3.7 for the Thailand region.

region appeared to have a very consistent annual pattern that was independent of
ENSO phase, generally corroborated by Figures 3.8, 3.9 and 3.10, and was classified as ENSO-null. It also had the lowest overall NRMSE for all identified regions.
Upon closer inspection however, the anomaly patterns represented by Figure 4.34c
revealed the cold enhancement/warm suppression at the end of the respective EYRs,
as the phase transitions began. This pattern was fairly consistent, present in three
of the four warm phase years and 6 of the 8 cold phase years, and related to ∼10%
decrease/increase respectively related to the mean annual pattern at that time. This
anomaly occurred as lightning activity was ramping up in the early spring, and the
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only warm phase year that was not suppressed at this time was 2002, which was also
the only year that did not transition directly from a warm to cold phase. Whether
this was coincidence or indicative of how the ENSO transitions affect this region is
uncertain and would need more ENSO episodes to prove.

Figure 4.35: As in Figure 4.11 for the region referred to as “Cuba”.

There were also two locations identified that exhibited inter-annual variability
that was hard to directly describe with ENSO phase. These were located over Cuba,
Hispaniola, and the Bahamas (Figure 4.35) and over Pakistan and northwestern India
(Figure 4.37) respectively. Most of the Gulf of Mexico seemed to have a warm phase
enhancement of lightning in Figure 3.10a and Figure 2.2a,d as well as in Figure 3.10c
where a negative correlation is associated with the transition from warming to cooling
in the warm phase. The Cuba region however actually exhibited somewhat of a warm
phase suppression in the late spring and early summer and then a slight warm phase
enhancement in October (Figure 4.36). Although these patterns could be real, both
also had a fairly significant outlier of the opposite sign where 2009 was positive for
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Figure 4.36: As in Figure 3.7 for the Cuba region.

Figure 4.37: As in Figure 4.11 for the region referred to as “Pakistan/northwestern
India”.
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Figure 4.38: As in Figure 3.7 for the Pakistan/northwestern India region.

both and 2004 was negative for both. The positive warm phase anomaly in October
would be consistent with the results in Figure 2.2d, and 2004 was a suspect for
anomalous behavior compared to the other warm phases. The anomalous start to
2009 had no explanation however from the standpoint of ENSO, and provoked caution
toward the early warm phase suppression in conjunction with Figure 3.10b. The cold
phase had no real clear distinctions from the other years, and was generally erratic.
The phase means in the Pakistan/northwestern India region vary little from
each other. There was a slight cold phase suppression/warm phase enhancement in
February of ∼1 F l km−2 Y r−1 following the lightning minimum at this location, but
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otherwise there was not much consistent phase variability (Figure 4.38). This slight
warm phase enhancement was also observed in Figure 3.10c as a negative correlation
to the LRMTS, indicative of increasing lightning with the warm phase to cold phase
transition when the second derivative of ONI is negative. Although the means were
fairly consistent, the individual years within them were not with differences in peak
intensity and modality. The warm phase years of 2004 and 2006 had some degree of
bimodality, which produced an apparent warm phase enhancement in October when
the other two warm phases were negative. Additionally, the cold phase seemed to
have a strange effect where consecutive cold phase years had enhanced peak lightning
activity compared to the prior year. Whether this is a real, robust phenomenon or
just an artifact of the short study period is unknown.
In summary, the above regions serve as a representative sample of the interannual variability within the LIS climatology, and form a base for potential future
work. These locations could prove especially interesting when comparing the LIS
variability to that observed from other platforms. Specifically, several of these regions
fall within the geostationary lightning mapper (GLM) field of view, and comparing
inter-annual variability patterns for both instruments could provide additional insight
into the causal mechanisms of large scale, long term lightning variations. These
locations also build upon some of the previous ENSO related work, both corroborating
previous regions and identifying potentially new ENSO related lightning variability.
Another region of interest, although not outlined, was the Gulf of Mexico and
the southeastern US. These areas have been shown to have teleconnections to ENSO,
especially during the extreme El Niño event of 1997/1998. The western Gulf did
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Figure 4.39: Monthly correlations to the Oceanic Niño Index for 250hPa a) Omega
and b) divergence, as well as c) 850-500hPa mean layer divergence. Correlations were
statistically significant for the 95% confidence interval at |r | >∼0.15

have a positive lightning correlation to ONI and negative correlation to the ONI’s
second derivative, indicative of enhanced lightning in the winter as the warm phase
transitions. As has been noted previously, the TMPA 3B42 precipitation patterns
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also had a positive correlation to ONI over the southeast and northern Gulf, and
the 300hPa specific humidity did as well over the entire Gulf. Additionally, 250hPa
vertical motion had a positive (negative omega) correlation to the ONI which coincided with positive 250hPa divergence and mean 850-500hPa divergence correlations,
indicative of an increase in broad synoptic scale upper level lift with the warm phase
(Figure 4.39). This was in agreement with Goodman et al. (2000), where the increase
in the lightning activity during the 1997/1998 El Niño was related to an increased
frequency of synoptic scale systems due to an enhancement of the jet stream into the
southeastern US.
It is also worth noting that despite most of the strongest environmental correlations being coupled in the central and west Pacific, the Maritime Continent lightning
reaction to ENSO phase was not as pronounced as the environmental changes suggested. Some of the lightning changes were specific from island to island rather than
just a general regional shift in lightning production. That said, the island of Sumatra
and the adjacent waters in the eastern Indian Ocean did have a warm phase enhancement/cold phase suppression of lightning activity, and generally neutral or slightly
improved environmental conditions during the warm phase with respect to lightning
activity. This had been well documented and observed, including by Chronis et al.
(2008) and Dowdy (2016). The warm phase enhancement in this region was also significant, but more erratic than some of the other patterns. The reason this region was
not studied further is that the general lightning patterns were far too variable from
box to box and did not satisfy the spatiotemporal continuity requirements. This was
due, at least in part, to the large gradients of lightning between islands and ocean. The
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island of Kalimantan also observed an increase in lightning during the warm phase,
despite better environmental conditions with the cold phase. However, there was no
significant cold phase suppression of lightning observed. The Philippines exhibited a
more uniform ENSO response throughout, with cold phase enhanced lightning and
environmental parameters and suppressed warm phase lightning coincident with a less
favorable convective environment, which was also consistent with previous studies.

4.4

Deep-Dive Locations

The remainder of the results presented were from the 6 deep dive cases, which
are the black outlined boxes in each of the global maps, and the bold locations at the
end of Table 3.1. The in-depth analysis locations are presented in Figures 4.40, 4.41
and 4.42, and were colored by their pattern classification, i.e., potential warm/cold
phase connection (red/blue) or ENSO null (gray).
General correlation tables for all 6 locations are presented in Tables 4.1, 4.2
and 4.3. These tables detail the relationships of lightning to ENSO and some of
the model variables of interest. As before, correlations were statistically significant
for the 95% confidence interval at |r | >∼0.15. The shaded values in Table 4.2 and
Table 4.3 are statistically significant for the 95% confidence interval. Table 4.3 is
also organized left to right by highest to lowest magnitude correlation by location,
and top to bottom by highest to lowest magnitude correlation by variable. The
shading is roughly indicative of correlation strength using a basic “stoplight” color
scheme. Throughout much of this text, large scale changes to omega were used to
infer changes to the mean thermodynamic stability of the environment based on the
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Figure 4.40: Map showing the locations of the three South American deep-dive
analysis locations. The region referred to as “Brazil” is in blue, “Argentina” in red,
and the “Southwest Atlantic” in gray.

a) relationship between omega and vertical velocity, b) vertical motion responses to
changes in stability, and c) relationship between ascending/descending parcels and
the vertical temperature profile.
The lightning correlations to the ONI were generally quite weak, with the
strongest ONI correlations found using a zero-lag comparison to monthly lightning
activity. These weak correlations to the ONI were generally attributed to the generally
prominent seasonality of lightning activity, as well as the lack of clear relationships
between ONI magnitude and ENSO related variability. Also, ENSO has some variability even within episodes of the same phase, such as the cold phases of 2000 and
2008 which, although meeting the cold phase criterion, spent much of the year warming from colder prior episodes. There were a few notable exceptions to the zero-lag
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Figure 4.41: Map detailing the locations of the two African deep-dive regions. The
region referred to as “Central Africa” is outlined in red, and the region referred to as
“Mozambique” in blue.

Figure 4.42: Map detailing the locations of the study region referred to as “Bhutan”.
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Table 4.1: Correlations between the oceanic Niño index and the monthly lightning
time series for each deep dive location and comparison scenario. Correlations were
statistically significant for the 95% confidence interval at |r | >∼0.15. The “Average”
column is the straight average for each temporal comparison, the “Magnitude” column
is the absolute value across each column averaged together.

correlations, although still weak, such as Brazil which had a statistically significant
relationship with the a 3-month lightning lead. The maps associated with Table 4.1
are shown in Figure 4.43. The environmental variables generally had stronger relationships to ONI (Table 4.2) than the lightning (Table 4.1), particularly geopotential
height which had a statistically significant positive correlation at 500hPa for all but
two locations (Figure 4.44).
The strongest general environmental correlations with lightning were found
with the thermodynamic environmental properties and precipitation, and the weakest
with low-level specific humidity and the geopotential heights (Table 4.3). Given
that the thermodynamic environment typically has the most control over convective
potential and intensity with all else being equal, it followed that the lightning would
have the strongest correlation to those parameters, especially when each region is
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Table 4.2: Zero-lag correlations to the oceanic Niño index for each investigated
variable and location. Correlations were statistically significant for the 95% confidence
interval at |r | >∼0.15. The “VarAvg/LocAvg” values correspond to the mean along
each variable or location, and the “VarMag/LocMag” correspond to the absolute
value along each variable or location averaged together.
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Table 4.3: Monthly lightning time series correlated to each reanalysis variable at
each of the deep dive locations. Correlations were statistically significant for the 95%
confidence interval at |r | >∼0.15. The “stoplight” shading references the general
strength of the relationships, unshaded values are not statistically significant.
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considered separately. Mozambique and Argentina had the strongest total correlation
to all of the environmental variables while the southwestern Atlantic and Bhutan had
the weakest. These discrepancies likely stemmed from the environmental regimes
moving from mid-latitude continental to tropical and then monsoonal.

4.4.1

South America
The first two locations for analysis were the regions in Brazil and Argentina

respectively. These areas were classified as direct connections because of their proximity to the eastern Pacific and typical ENSO related SST anomalies. The region
in Brazil appeared to have a cold phase lightning enhancement while the region in
Argentina had a potential warm phase enhancement. As was also observed by Sátori
et al. (2009), lightning typically increased during the cold phase closer to the equator
in South America but increased during the warm phase closer to 30◦ S near Argentina.
These regions were generally west of the correlation and anomaly maxima further to
their east because the patterns further east did not satisfy the spatiotemporal continuity criteria set forth in the methodology.

4.4.1.1

Brazil

The lightning patterns for Brazil are presented in Figure 4.45. The lightning
activity in Brazil was quite consistent from year to year, with little variation in the
timing of the annual maxima (October) or minima (February-May). The magnitude
anomalies were also fairly small compared to the 35 F l km−2 Y r−1 maximum mean
flash rate, with a couple of exceptions. A fairly prominent cold phase lightning
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Figure 4.43: Correlation maps between monthly lightning and the ONI with a)
3-month lightning lag, b) 6-month lightning lag, c) a 3-month lightning lead, and
d) a 6-month lightning lead. Correlations were statistically significant for the 95%
confidence interval at |r | >∼0.15.

enhancement/warm phase suppression does emerge however during the peak lightning
production time around October and November. The maximum phase anomalies were
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Figure 4.44: Oceanic Niño Index correlations to the geopotential height at a)
250hPa, b) 500hPa, and c) 850hPa. Correlations were statistically significant for
the 95% confidence interval at |r | >∼0.15.

2.3/-3.2 F l km−2 Y r−1 respectively, or about a 6% increase with the cold phase versus
a 9% decrease with the cold phase. That said, the warm phase year of 2004 broke
from all other warm phase years, maintaining a positive anomaly throughout almost
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Figure 4.45: As in Figure 3.7 for the Brazil region.

the entire year. It also had the second highest positive anomaly for Brazil during the
study period, and this anomaly peaked in January, much later than any other year.
It should be noted that this anomaly stemmed from a much more gradual decline
from the October lightning maximum than in other years, and could be a product of
the unique ONI patterns in 2004.
An ENSO connection in Brazil has been noted previously by Sátori et al.
(2009); Dowdy (2016) with increases in lightning production during the cold phase and
decreases in the warm phase. Sátori et al. (2009) describe this type of enhancement
as ’oceanic’ because the open oceans generally favor enhancement of lightning with
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the cold phase. Williams and Stanfill (2002); Williams et al. (2002) also described
the wet-season lightning activity in the Amazon Basin, including the Brazil region, as
the ’green ocean’ because of the characteristics of the convection in the region. That
said, the majority of lightning produced in the Brazil region occurred during the premonsoon environment as described by Williams et al. (2002) during the ’easterly’ wind
period, leading to some unique lightning/environment relationships for this location.
The Brazil region did have several unique characteristics compared to the
other locations, namely with negative correlations for lightning to the K-index and
precipitation as well as positive correlations to omega at all levels. The monsoon environment in the summer generally contains the ’best’ environment for thunderstorm
development, however the pre-monsoon in the spring is the most lightning active,
resulting in some of these anomalous correlations. The pre-monsoon environment has
the most lightning for Brazil largely due to the increased updraft strength from maximized CAPE at that time (Williams et al. 2002) and also observed during this study.
Microphysically, larger and stronger updrafts are able to produce charge much more
efficiently, and can generate the separation between charged hydrometeors necessary
to create lightning (Williams et al. (2002) and references therein). This is due to the
non-inductive charging mechanism driven by the amount of lofted supercooled water,
something that deep but weak updrafts such as those during the monsoon generally
lack. An additional point about the Brazil region is that it had the highest mean
CAPE values of all deep-dive regions, with an annual average of 440 J kg −1 .
Brazil also had the strongest mean relationship (average magnitude correlation
for all variables in Table 4.2) with ENSO of all locations studied. As noted earlier,
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the outlined Brazil region is on the western edge of the strongest ONI correlations in
northern South America. This was due to the individual lightning patterns of these
grid boxes better satisfying the spatial continuity and minimum flash rate criteria
than those farther east, whilst still displaying cold phase sensitivity. The flash rates
further east rapidly drop off and have slightly different temporal patterns than the
boxes further west.

Figure 4.46: ENSO annual patterns in Brazil with the ENSO phase and total means
for lightning (dashed lines) against the a) K-index, b) Lifted Index, c) 500hPa omega,
and d) near-surface omega (solid lines). The coloring indicates the respective ENSO
phase represented.
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Regardless, Table 4.2 painted a picture of an environment in Brazil that was
strongly affected by ENSO phase, particularly with changes to the potential stability
of the environment. The K-index, lifted index, and omega were the most compelling
as the K-index and surface omega were negatively correlated to ONI whereas the
middle and upper atmospheric omega and the lifted index all became more positive
with increasing ONI. This can be seen in and agreed with Figures 4.39 and 4.46.
Additionally, CAPE and surface specific humidity were also negatively correlated to
ONI whereas surface temperature was positively correlated to ONI. In general, this
pointed toward likely increased upper atmospheric stability with the warm phase, as
indicated by more increased upper atmospheric omega, convergence, lifted index, and
decreased CAPE. Coupling that with the decreased K-index in the warm phase generally pointed towards less overall available thermodynamic instability. The general
result then would be to reduce the amount of deep vigorous convection that is necessary for lightning. In contrast, the cold phase environment would be more favorable
for strong, deep convection with increased KI and CAPE along with decreased LI
and upper atmospheric omega. Near surface omega was also higher in the cold phase,
and it is possible that this could indicate increased low level stability which may have
helped build up surface CAPE for stronger thunderstorms.
However, as noted above, Brazil as a tropical regime does not follow the conventional environmental properties for lightning production. Instead of lightning
activity peaking when the environment was traditionally most favorable, the generally convectively supportive environment of Brazil and the Amazon Basin promoted
weaker, widespread convection instead. Therefore, the lightning activity peaked as
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the environment was transitioning, illustrated by Figure 4.46 with the K and lifted
indices compared to the lightning activity. KI is generally positively correlated to
lightning, as KI is a measure of the lower-middle atmosphere’s thermodynamic conduciveness for airmass thunderstorm development. LI is typically negatively correlated to lightning, as a more negative lifted index relates to a more buoyant parcel
in the middle atmosphere and potentially more vigorous updrafts. An important
note about the LI for Brazil is that the annual pattern was always negative, again
indicative of a generally favorable environment for possibly deep, but not necessarily
intense convection.
The peak lightning production in Brazil occurred almost exactly between the
minima for KI and LI (Figure 4.46), which were in September and November respectively. This transitioning environment was also apparent with omega and divergence,
which caused the anomalous lightning correlations to those parameters. While Brazil
generally supports upward vertical motion, the lightning maximum fell just after the
upper atmospheric omega maximum, and was coincident with the broad near-surface
omega maximum (Figure 4.46c,d). The separation between the warm and cold phase
patterns is also displayed well by Figure 4.46.
Since the KI was typically higher and the LI typically lower during the cold
phase (i.e., more unstable) at the aforementioned thermodynamic/stability intersection, the environment during the cold phase was more favorable for more frequent,
intense thunderstorms. Figure 4.47 also supports this, as the divergence profile generally becomes more positive during the cold phase in Brazil, indicating a better
synoptic forcing environment for convection. The lack of a large conditional flash
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Figure 4.47: Zero-lag correlation between the vertical divergence profile and the
oceanic Niño index. The divergence profile is calculated as the slope of the divergence
through four vertical levels- the surface, 850hPa, 500hPa, and 250hPa. Therefore, a
positive divergence profile indicates a more convergent lower and divergent upper
atmosphere. Correlations were statistically significant for the 95% confidence interval
at |r | >∼0.15.

rate anomaly with either phase (2.3% vs 1.3% for warm vs cold) suggested that there
was little change to the mean intensity of thunderstorms, rather just an increased frequency of thunderstorms with the cold phase. Overall, these results generally agreed
with Dowdy (2016), where CAPE and specific humidity were also negatively correlated to the ONI, and the mid-level lapse rate was positively correlated to ONI but
negatively correlated to lightning in addition to a negative ONI/lightning correlation.

4.4.1.2

Argentina

The warm phase lightning enhancement in northern Argentina (and some of
Chile) was very apparent on the phase anomaly maps (Figure 4.48). The warm phase
lightning patterns were generally higher than the other phases, and the strongest
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Figure 4.48: As in Figure 3.7 for the Argentina region.

warm phase event in the study period was coincident with the most lightning production in Argentina. Argentina also had the largest mean phase anomaly of any
region in the study, at 9 F l km−2 Y r−1 (27%) at its peak in January. A cold phase
suppression of lightning was also present, though much smaller than the warm enhancement, weighing in at around 5 F l km−2 Y r−1 . Perhaps as equally striking as
the mean phase anomaly was the strength of the anomaly in 2009, at just under 20
F l km−2 Y r−1 this anomaly represented an over 50% increase in lightning activity at
a location with substantial lightning production.
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As with Brazil, the one prominent outlier from the other warm phases was
2004, which had a mean negative anomaly overall for Argentina. This suggested that
the direct connection regions might be just as sensitive to the developmental process
of an ENSO event as they are the actual magnitude and phase. However, this could
also just be a symptom of a weaker, central Pacific El-Niño. The year 2000, the
one cold year with a prominent positive anomaly in Argentina, was also one of the
two cold phase years where the ONI was mostly warming from the much colder La
Niñas in 1998 and 1999 which could explain its anomalous behavior. The outlined
region was again on the western edge of the ONI correlation maxima for lightning
and several variables of interest. Although the mean flash rate was sufficient further
east, the mean annual patterns and magnitudes were far more variable which did
not meet the continuity requirements for an outlined region. Unlike Brazil, lightning
production was significantly better correlated to most of the convective variables of
interest, as noted by Table 4.3. Both rainfall and CAPE were strongly correlated to
the LRMTS, indicating that Argentina generally has one convective season that is
favorable for both rainfall and lightning, driven by thermodynamic instability. That
was consistent with these maxima occurring during the summer, which means that
the majority of lightning and rainfall observed in the Argentina location was likely
from summertime convection despite transient MCSs and a prominent severe weather
season.
The general ONI response in the environment was significantly less pronounced
than in Brazil, with only two statistically significant ONI correlations in surface omega
and the 300hPa specific humidity, respectively. Figure 4.49 highlights the surface
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Figure 4.49: Zero-lag correlation between surface omega and the oceanic Niño index. Correlations were statistically significant for the 95% confidence interval at |r |
>∼0.15.

omega relationship with ONI, with a clean split between northern Brazil (a negative
correlation) and the western parts of the continent south of 12◦ S (positive correlation).
While surface omega in Argentina was generally positive, indicating a near surface
environment more favorable for generally downward motion, lightning activity was
maximized when the surface omega was minimized (Figure 4.50). Surface omega was,
on average, 32% higher during the warm phase than the mean annual pattern. While
250hPa and 500hPa omega were also higher during the warm phase on average, at the
lightning peak they were 18% and 27% lower than the mean respectively, indicative
of more upward motion in the upper atmosphere.
Although not as well correlated to the ONI as surface omega, there was also a
mean increase in CAPE during the warm phase, which generally peaked just after the
lightning maximum. At the lightning max, warm phase CAPE was 18% higher than
the mean annual pattern. This phase mean was strongly influenced by 2009, which
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Figure 4.50: ENSO annual patterns in Argentina with the ENSO phase and total
means for lightning (dashed lines) against a) CAPE and b) surface omega.

had a significant positive CAPE anomaly, and therefore the phase mean anomaly was
somewhat exaggerated. However, the generally higher CAPE, more positive surface
omega, and more negative middle and upper atmospheric omega would favor fewer
but stronger convective cells during the summer, with the potential for producing
increased lightning within each individual cell. This was corroborated by the conditional flash rate, which increased by 19% (1.3 F l 0.5◦−2 min−1 ) during the warm
phase indicating more lightning was observed when lightning was present, which relates to more lightning in each individual storm. Precipitation was also up 7% on
average, and 17% at the lightning maximum during the warm phase, which combined
with the increased conditional flash rate indicated a general increase in the amount
vigorous deep convection.
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The cold phase in Argentina was characterized by a mean 5% decrease in
CAPE and 10% increase in surface omega, which increased to 14% below and 12%
above the mean at the lightning maximum. 250hPa and 500hPa omega coincidentally
increased by 16% and 11% during the cold phase at the lightning maximum. Less
CAPE and low-level stability (implied by decreased near surface omega) with a more
positive omega in the middle and upper atmosphere ultimately contributed to a 13%
(-3.6 F l km−2 Y r−1 ) decrease in peak lightning activity during the cold phase, associated with a 9% (0.5 F l 0.5◦−2 min−1 ) decrease in conditional flash rate. Precipitation
was also down by 5% on average during a cold phase year, 10% at the lightning maximum. Overall, this indicated a less favorable environment for deep convection in the
cold phase, and when convection did occur it generally produced less lightning than
the mean pattern, and much less than the warm phase.

4.4.1.3

Southwestern Atlantic

The region of the southwestern Atlantic was off the coast of southeastern Brazil
and had one of the most variable annual lightning patterns in the study for a region
with appreciable lightning (Figure 4.51). The mean lightning pattern was generally
bimodal, but the exact timing and magnitude of the two maxima varied substantially
from year to year. The general range of the mean annual lightning pattern was only
4 F l km−2 Y r−1 , with some degree of lightning throughout the year. Some portion
of the lightning in this regime would be expected to come from transient synoptic
systems moving eastward off the continent, hence the two peaks in the Austral spring
and fall respectively. Similar patterns have been observed on the southeastern side
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Figure 4.51: As in Figure 3.7 for the southwest Atlantic region.

of most major continents. Precipitation was more unimodal, with a broad maximum
from mid-March to August and a minimum in mid-November, coincident with the
second lightning minimum.
The general lightning correlations to the environmental data were relatively
weak, indicative of the region’s dependence on lightning from the transient systems
in addition to lightning originating over the region itself. That said, the secondary
lightning peak in the fall was coincident with a more favorable overall environment for
convection, explaining the slightly larger maxima then. How much of that increase
was convection originating from the region versus enhancement of transient systems
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however is unknown. Given the role that passing synoptic systems have in this region,
it would follow that a change in the frequency or intensity of these systems with ENSO
could affect the amount of lightning observed within the region.
Despite being just to the east of some of the strongest positive ONI correlations
in the study area, there were no clear distinctions between the ENSO phases for
lightning or the environmental variables in Tables 4.1 and 4.2. The only statistically
significant relationships with the ONI in the southwest Atlantic region were 500 and
850hPa geopotential height, part of the broad height increase over much of the study
region with the warm phase (Figure 4.44) and not necessarily a unique response with
this region.
The mean warm phase anomaly was 1 F l km−2 Y r−1 , amounting to a 13%
increase in lightning production at the lightning maximum. The cold phase had a
subsequent mean phase suppression of 0.85 F l km−2 Y r−1 , an 11% decrease at the
lightning maximum. However, this was also partially caused by the large discrepancies
between when the mean phase patterns peaked, with the warm phase max on March
1st, the cold phase on April 1st, and the neutral phase on January 25th. Additionally,
two of the warm phase years had negative anomalies during the peak mean warm
phase anomaly, they were just overshadowed by the positive anomalies of the other two
years. Due to these inconsistencies and the general amount of variability within the
phase means, along with the lack of any statistically significant lightning correlations
with any temporal comparison, it was concluded that the lightning patterns here were
not consistently influenced by ENSO during this study period.
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Figure 4.52: Raw flash counts for the southwestern Atlantic region a) over the ENSO
year and b) over the full time series.

The lack of strong ENSO ties then raised the question as to why this region had
such significant inter-annual variability in both timing and magnitude. Despite the
mean annual pattern’s limited range, never dropping below 5 F l km−2 Y r−1 , nearly
every individual year had at least one instantaneous anomaly of 50% of the coincident mean, and scattered anomalies of 80% were not uncommon. The raw lightning
flash counts in Figure 4.52a generally represented the bimodal pattern of lightning
in the region, however lightning activity was fairly evenly dispersed throughout the
year. Figure 4.52b had no distinct annual pattern, making individual years nearly
indistinguishable without the ENSO phase coloring.
A possible explanation for the significant variability is that the environment
was generally favorable for thunderstorms, producing a baseline of ∼5 F l km−2 Y r−1
throughout the year. Influences from the continent enhance this lightning activity
during the spring and fall, potentially with both transient systems and sea breezes
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given the inclusion of some of the Brazilian coast within the region. Since pseudorandom daily lightning fluctuations and transient systems control much of the lightning production within the region rather than discrete seasonal shifts in lightning
activity, clusters of individual events within a smoothing window would have a generally greater influence than at other locations. These events would not necessarily
have to be significant or even adjacent, and can occur at any point in the annual
cycle with a generally higher frequency during the spring and fall. Ultimately, the
effect would be that the LRTS appears generally noisy despite the heavy smoothing
and moderate mean lightning production.
An additional likely contribution to the variability in this region is the south
Atlantic anomaly. The south Atlantic anomaly is a depression in the ionosphere allowing electromagnetic interference from space to interact with low Earth orbit satellites,
producing noise for certain sensors as they move through. The LIS was vulnerable to
this noise, effectively reducing the nominal viewtime and the detection efficiency over
the region (Cecil et al. 2015). This particular region would be especially susceptible
to noise and reduced viewtime, as missing or hitting certain days in a region with primarily day to day variability could significantly affect a lightning time series. Limited
viewtime was not as much of a problem for the tropical locations with comparable
viewtimes, as these regimes had generally broad seasonal shifts in convective features
with distinctive patterns that could be discerned with a smaller sample of orbits.
Future work in this region using the geostationary lightning mapper as well as long
range ground networks in comparison to the International Space Station Lightning
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Imaging Sensor (ISS-LIS) could determine how significant of an impact this anomaly
might have.

4.4.2

Africa
Additional ENSO influences were observed much farther away from the east-

ern Pacific, on the northern fringes of the Congo as well as in southeastern Africa.
The northern region, the red box in Figure 4.41, included some of Chad and the
Democratic Republic of the Congo as well as most all of South Sudan and the Central African Republic. The southern region outlined by the blue box in Figure 4.41
included Zimbabwe, Zambia, Mozambique, and the Madagascar Channel. These regions in Africa are both classified as tropical savanna regimes, although the central
Africa region also touches the Sahel regime to the north and the tropical rainforest
to the southwest. A warm phase lightning enhancement/temporal shift was observed
in that region, whereas a cold phase enhancement/warm suppression was observed
in the Mozambique region. These patterns were classified as teleconnections due to
their distance and relative isolation from the actual El-Niño/Southern Oscillation SST
anomalies themselves. The magnitude and location of lightning activity in Africa has
been shown to be related to the general location and strength of the ITCZ, which has
a prominent latitudinal progression throughout the year (Sátori et al. 2009; Collier
and Hughes 2011).
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4.4.2.1

Central Africa

The central Africa region was also the example in the methodology section,
discussed in Figures 3.6 and 3.7. The first thing to notice about this region was
the amount of lightning produced.

The mean annual flash rate density was 35

F l km−2 Y r−1 , and the mean annual peak was about 45 F l km−2 Y r−1 . Just to the
south of this region in the rainforest and the Democratic Republic of the Congo is
the low-resolution flash rate maximum for the globe. What made the lightning patterns in the central Africa region unique was that the pattern was slightly bimodal,
with effectively one prolonged maximum from May to September, unless ENSO was
in a warm phase. The warm phase years of 2002, 2004, and 2009 all had stronger
peaks later in the year, in August and September, yielding a maximum warm phase
anomaly of 6.5 F l km−2 Y r−1 (14%) increase for September.
The warm phase did not have inherently higher peak flash rates than the
other phases, and in fact the cold phase had several top producing years that all
emphasized the first peak closer to July rather than the second in September. Given
that much of the lightning in this region is tied to the progression of the ITCZ, it was
likely that some ENSO influence on its position and timing was causing the temporal
shift with phase, and perhaps enhancing the secondary peak during the warm phase
(Sátori et al. 2009; Collier and Hughes 2011). Despite strong influence from the ITCZ,
there were still unique anomalies for central Africa in 2006 and 2007. 2006 peaked
in June, like the other years, but had no strong secondary peak like the other warm
phase years. Additionally, it generally underperformed for the rest of the year, with a
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prominent negative anomaly peaking in January, slightly exaggerating what appeared
to be a weak warm phase suppression in the middle of the month. 2007 followed a
similar trend, peaking even earlier in May with an exaggerated bimodal presentation,
producing a large negative anomaly in August.

Figure 4.53: Zero-lag correlation of the atmospheric divergence profile against the
low-resolution monthly time series of lightning activity. Correlations were statistically
significant for the 95% confidence interval at |r | >∼0.15.

The environment in central Africa was somewhat similar to Brazil, generally
favorable for convection throughout the year, as evidenced by the lightning patterns
minimizing around 16 F l km−2 Y r−1 - higher than the peak production for many of
the other study regions. Also similar to Brazil, central Africa had an average negative
correlation between lightning and the divergence profile, indicating that as synoptic
forcing for convection improved, lightning activity decreased (Figure 4.53). Additionally, some of the lightning relationships to the environment were unique, such as the
negative correlation to surface temperature and positive correlation to surface pressure in Table 4.3. In general, the strongest environmental relationships to lightning
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were found with the lifted index and precipitation, along with both the surface and
300hPa specific humidity.

Figure 4.54: ENSO annual patterns in central Africa with the ENSO phase and
total means for lightning (dashed lines) against a) CAPE b) 250hPa vertical velocity,
c) 500hPa vertical velocity, and d) 3B42 precipitation.

By far the strongest environmental relationships with the ONI in central Africa
were geopotential height at all levels and the surface pressure, indicative of an expanding/shrinking atmospheric column originating near the ground during the warm/cold
phase (Table 4.2). CAPE also had a bimodal presentation (Figure 4.54) but was
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generally lower at the first peak during the warm phase (-14%), which was coincident with a ∼10% increase in 250hPa and 500hPa omega (Figure 4.54). 250hPa and
500hPa omega remained elevated during the warm phase until September, all the
way through the lightning maximum. Warm phase CAPE recovered by late July, and
followed the other phase means until January when it again dropped below the mean.
The secondary peak in lightning aligned better with the increasing and ultimately
maximized CAPE, coincident with better surface humidity as well. Precipitation
through the lightning maximum was increased during the cold phase and decreased
during the warm phase, although only by about 3.5% and 5% respectively. The
precipitation also crested with the second lightning maximum despite having a cold
phase enhancement, indicating a potential change in convective intensity between the
phases.
Figure 4.55 is a comparison between the cold phase (a) and the warm phase (b),
representing some aspects of the ENSO sensitivity for central Africa over a seasonally
averaged window centered on August 15th. During the warm phase, there was a
significant northward expansion of the 50 and 60 F l km−2 Y r−1 lightning activity
into the central Africa region when compared to the cold phase. 500hPa omega was
broadly more positive (although the sign of omega was still negative) within the
central Africa region. Further south, there was an increase of cyclonic rotation in
the 850-500hPa mean layer, producing more southerly momentum over southwestern
and into central Africa with the warm phase when compared to the mean pattern
(Figure 4.55b). There was also an increase in easterly momentum over the central
Africa region. During the cold phase, the 60 F l km−2 Y r−1 contour remained south of
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Figure 4.55: Low Resolution Time Series lightning (contoured), 500hPa omega
anomalies (shaded), and 850hPa-500hPa mean layer wind anomalies (vectors) for
the a) cold phase and b) warm phase; representing the seasonal average centered on
August 15th during the warm phase lightning anomaly for central Africa (red box).
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the central Africa region entirely, and the 50 F l km−2 Y r−1 only covered a relatively
small portion of the southern part of the box, generally avoiding the omega minima.
The largest changes to 500hPa omega, generally observed in the extreme southwestern
corner of the central Africa region and outside of it, were not collocated with the
largest increases in lightning production.
A possible theory is that the increased southerly and easterly momentum during the warm phase (Figure 4.55b) may help strengthen the ITCZ, increasing the
associated subsidence in the descending branch of the Hadley Cell. The stronger
ITCZ with the warm phase can be seen with the broad increase in tropical geopotential height in the upper levels with the warm phase (Figure 4.44a,b) and was discussed
by Sátori et al. (2009). At 850hPa, there was also a mean increase in geopotential
height over Africa, with a narrow enhancement of higher correlations extending across
Africa around 13◦ N, on the northern edge of the central Africa box (Figure 4.44c).
The narrow band could be indicative of enhanced subsidence north of the ITCZ,
warming the lower atmosphere and lifting the 850hPa height during the warm phase.
The warm phase’s increased omega was indicative of an increase in subsidence
and would likely lead to a more stable upper atmosphere, possibly explained by the
strengthened ITCZ as indicated in Figures 4.44 and 4.55. This could also help explain
the general increase in lightning despite decreasing rainfall during the warm phase.
Although upper atmospheric omega was more positive during the peak lightning
season with the warm phase, omega was still negative, indicating generally upward
vertical motion, which was maximized in July and August (Figure 4.54b,c). The slight
increase in downward vertical momentum might have promoted less total convection,
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but generally more intense thunderstorms when they did form, especially as CAPE
increased into the year. This would follow with an increased amount of conditional
stability, expected at a more localized scale, effectively reducing the amount of broad
instability that was generally present at this location. Ultimately, the expected result
would be fewer but stronger thunderstorms with more lightning within each storm.
This is because increased conditional stability in a generally unstable environment may suppress some of the weaker convection, and therefore more CAPE would
be available for stronger, isolated updrafts producing more lightning. With the best
CAPE occurring in August and September, it would also follow that the most thunderstorms would be favored during that time, and if each storm was more intense it
is possible that this effect is what produced the warm phase anomaly. The key to
the increased lightning/conditional stability relationship here is that this region was,
as stated before, generally favorable for convection with a supportive thermodynamic
environment, even with more stability. The effect is also described in Sátori et al.
(2009) and generally works to promote more isolated and vigorous thunderstorms
in the regions on the edge of the ITCZ, yielding more lightning at the expense of
rainfall so long as sufficient CAPE is available. Precipitation would be expected to
decrease because seasonal and regional scale precipitation is generally better correlated to the spatiotemporal extent of convection, and not necessarily the intensity.
Therefore increased intensity of convection related to decreases in the areal coverage
and/or frequency of thunderstorms would be expected to produce less total rainfall
over a region.
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Some shortfalls of this theory were the lack of a prominent low-level convergence shift with ENSO phase in Africa that should coincide with a strengthening
ITCZ, as well as the relatively mediocre increase in the conditional flash rate for
central Africa for the warm phase of 4.4% (0.4 F l 0.5◦−2 min−1 ). If fewer, more intense thunderstorms are expected with the warm phase, then the conditional flash
rate would be expected to be notably higher. However, the prolonged lightning maximum and the large magnitude of lightning observed at this location may skew the
conditional flash rate phase anomalies. The anomalous behavior of 2006 also does
not support this theory, but this could be due to the delayed onset of the warming in
the ONI and the short period of elevated warm SST anomalies.

4.4.2.2

Mozambique

Further south near Mozambique and Madagascar, the ITCZ may also have
played a role in inter-annual lightning variability, as the ITCZ does make it this far
south on the eastern edge of the continent (Collier and Hughes 2011). Figure 4.56
shows the lightning patterns for this region during the study period. Visually, it had
one of the cleanest phase separations of all locations studied. The cold phase lightning
production was above the mean in every cold phase at some point between October
and February with the largest phase mean anomaly of 2 F l km−2 Y r−1 (10%) in
mid-December. The warm phase was coincidentally suppressed in every warm phase
EYR from October to March, with a 3 F l km−2 Y r−1 (16%) reduction in lightning
at the annual peak. Two much smaller patterns also emerged with the warm phase,
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including slight enhancements in August during the lightning minimum as well as in
April.

Figure 4.56: As in Figure 3.7 for Mozambique and southeastern Africa.

The lightning in this region had the strongest relationship to the environment
in Table 4.3, particularly to the K-index and the upper atmospheric omega, along
with the lifted index and 850hPa geopotential height. The strong correlation to the
precipitation pattern indicated one convective season for both lightning and rainfall
during the summer. Where central Africa was similar to Brazil, the southeastern
Africa region was fairly similar to Argentina, except with opposite phase enhancements. Several of these variables also had statistically significant correlations to the
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ONI, including the LRMTS as well. Unsurprisingly, the strongest lightning correlation of any deep-dive region was for this location at -0.197, and similarly precipitation
had a -0.193 correlation to ONI. These correlations were aided by the alignment of
the ENSO ONI patterns with the annual cycle in this region. 250 and 500hPa omega
were both positively correlated to the ONI, as was the surface pressure and the geopotential height at 850 and 500hPa. Focusing in on the stability of the region inferred
from omega and the thermodynamic variables during the peak lightning production
time, there was a 13% decrease in lifted index, 39% decrease in 250hPa omega, and
a 25% decrease in 500hPa omega during the cold phase. Surface omega increased in
the cold phase during this time, but only by 4%. With the warm phase, the above
had an 11%, 38%, and 36% increase from the mean respectively, while surface omega
decreased by 2%. CAPE also had a 3% increase/decrease for the cold/warm phases
at the lightning maximum.
Generally speaking, the environment in southeastern Africa was significantly
more conducive for deep convection during the cold phase over the warm phase,
with broadly enhanced upper atmospheric conditions via omega and the lifted index. These enhancements allowed more deep convection to fire and thunderstorms
to develop during the summer. The opposite went for the warm phase, where more
subsidence in the upper atmosphere inhibited widespread deep convective development. This assessment was contradictory to that of central Africa, where increases
to inferred stability yielded more lightning. However, unlike in central Africa, this
region had only one lightning active season during the summer when nearly all of the
environmental controls were most favorable, and almost no lightning in the off season.
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As such, instead of potentially more intense but less frequent thunderstorms yielding
more lightning from increased conditional stability, the reduced frequency seemed to
outweigh any possible intensity gains and resulted in less lightning with the warm
phase. The precipitation patterns also seemed to support this, averaging around 0.8
mm/day (∼20%) more rainfall during the lightning active period in the cold phase
over the warm indicating more frequent and/or more widespread convection during
the cold phase. Given the consistency with which this pattern occurred, a large scale
mechanism was suspected to have some response to ENSO. Since the largest phenomenon in the general region is the ITCZ, and there are documented changes to
the ITCZ with ENSO, it would follow that this could be the root of these lightning
anomalies.
Similar to Figure 4.55, Figure 4.57 shows the mean environmental patterns for
most of Africa during a seasonal average centered in the Austral summer on January
1st. This was roughly when the lightning anomalies were maximized in the southeastern Africa region (blue box). A relatively clear distinction appears in 500hPa omega
for southern Africa, where the environment is more favorable for upward momentum
in the cold phase and downward momentum in the warm phase. Aside from more
lightning and the decreased 500hPa omega in the cold phase (Figure 4.57a), there
was also an increase in cyclonic rotation to the west near Angola which promoted
significantly more northerly momentum across the entire southeastern Africa region.
If the subsidence on the edges of the ITCZ is increased with the warm phase due
to a stronger ITCZ, then this intensification could explain the additional upper atmospheric subsidence and stability in the region. The wind patterns in the warm
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Figure 4.57: As in Figure 4.55 for a seasonal average centered on January 1st when
lightning at the southeastern Africa region (blue box) was maximized.

phase (Figure 4.57b) do seem to show enhanced convergence with more southerly
momentum into the ITCZ.
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Unlike the generally convectively favorable environment in the central Africa
regime, these potential increases to stability with the warm phase appeared to have
suppressed more lightning producing convection than it was able to intensify. The
factor of two difference between cold and warm phase 500hPa omega at the lightning
max (∼ -2 vs -1 Pa/day), in addition to the small increase/decrease in CAPE could
explain this. The overall effect led to a decrease in lightning production with the
warm phase. In the cold phase, the increased northerly momentum in southern
Africa would work to reduce the mid-level convergence and promote a weaker ITCZ. A
weaker ITCZ would mean less corresponding subsidence to the south, favoring a better
upper-atmospheric environment for more widespread and frequent deep convection.
The increased northerly momentum in the cold phase may have also helped advect
more moisture into the region from the tropical areas further north, producing the 3%
increase in CAPE and surface specific humidity respectively. Additional evidence for
the strengthening/weakening ITCZ pattern could be the lightning and 500hPa omega
patterns in the Democratic Republic of the Congo, where large lightning differences
between the phases were also observed coincident with changes in 500hPa omega as
well.

4.4.3

Bhutan
The final deep-dive case is the region known as ’Bhutan’, shown as the gray

boxed region in Figure 4.42.
Before digging into the anomaly in Bhutan and the eastern Himalayas, it
should be pointed out that there were in fact statistically significant positive corre-
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Figure 4.58: As in Figure 3.7 for the Bhutan/eastern Himalayan region.

lations to the ONI for both the zero-lag and 3-month lag comparisons. These were
also observed in Figure 2.1b, from Chronis et al. (2008). Indeed, Figure 4.58 does
indicate a potential warm phase lightning enhancement/cold phase suppression from
February to April, likely continuing further into the spring if a normal calendar year
was used. It therefore cannot be ruled out that the anomaly that occurred in the
spring of 2010, following the 2009 El Niño event was from this sensitivity, especially
given that 2009 was the strongest warm phase event. However, the sheer magnitude
of the anomaly compared to the other lightning patterns in the region and the 2009 El
Niño itself make it hard to justify this as any typical ENSO response. The anomaly
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also strongly influenced the warm phase enhancement in March and April, rather significantly exaggerating the mean phase anomaly. Additionally, the only statistically
significant ONI correlation in Bhutan was the lightning activity, as no other environmental variable was significantly correlated (Table 4.2). That said, the anomaly itself
was the largest amplitude anomaly in the study, just barely larger than Argentina at
20 F l km−2 Y r−1 (54%) over the mean.
Identifying a specific characteristic of the environment that could have contributed to the anomaly was rather difficult at this location, as the lightning activity
was rather weakly correlated to all of the variables of interest in Table 4.3. The best
convective environment in Bhutan, coincident with the peak in the rainfall (and monsoon), occurs an average of 6-8 weeks after the lightning maximum. Given that this
region includes the eastern Himalayas, the monsoon inevitably plays a large role in
the actual production of thunderstorms. As with the Brazil region, the pre-monsoon
environment was the most lightning active, with a small and brief secondary enhancement following the monsoon. There was a general positive correlation for both surface
and 850hPa meridional wind and lightning, indicating that the lightning increased as
southerly momentum increased south of the mountains. North of the Himalayas the
opposite was true. Additionally, the 2.5◦ daily averaged model data were not ideal for
identifying individual environments capable of producing anomalous storms. Instead,
the raw lightning flash counts were used to find the exact days and times that the
anomaly was observed, and then the 85GHz TMI data provided a more in depth look
at the individual storms/systems that produced the lightning at the orbital level.
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Figure 4.59: Bhutan a) daily averaged raw flash counts and b) “a” smoothed 10
days, colored by phase. The raw flash count is constructed at the orbital level in such
a way to identify the most impactful individual days within a domain.

The raw flash analyses were particularly well suited for the anomaly regions
because of their ability to identify individual events. Figure 4.59 identified that
while the highest individual lightning producing day observed for Bhutan was in May
of 2001, a series of enhanced lightning producing days in April of 2010 ultimately
produced the lightning anomaly observed in the LRTS. Recall however that the raw
flash rate has significant sampling issues, particularly with respect to the timing of
the overpasses and the diurnal cycle. As such, other significant lightning events were
missed by LIS in this region simply due to the time and location of the overpass.
Additionally, when the orbits were sampling less favorable times in the diurnal cycle,
there could be several consecutive days with little lightning recorded despite lightning
potentially occurring at a different time. Ultimately, that means that this event can
be considered anomalous within this dataset but could appear less anomalous in
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a complete record of lightning for this region and study period. This could also
have implications for the reanalysis comparison, as the reanalysis variables may not
appear as anomalous as the lightning activity given the model does not have the same
sampling issues as LIS. Therefore, an environment producing significant lightning
would still be recorded in the reanalysis despite the lightning itself being potentially
missed by LIS. The 10-day smoothed pattern in Figure 4.59b also has diurnal sampling
bias and was simply meant to identify the largest 10-day lightning period within the
raw flash dataset for this region.
As suggested above, the reanalysis data for April of 2010 had no indications
of any prominent anomaly at that time. Compounding the sampling issues between
the LIS and the reanalysis was the coarse resolution of the reanalysis data, as well
as the smoothing of the reanalysis data. Even the unsmoothed daily values for each
individual grid box in the domain had no consistent evidence for a substantial increase
in lightning activity. Using the raw flash data, the individual TRMM orbits with
lightning were identified and the raw data extracted from both the LIS and TMI. At
the orbital level, the TMI was able to depict several of the top lightning producing
storms, bearing in mind that there were some struggles with separating convection
from the very cold, snow covered Himalayas. The TMI rainfall products were used
to mask out the Himalayas and snow cover, smoothing these rainfall patterns by 5
spatial points to better capture the full extent of each individual cloud feature.
Although enhanced lightning activity was present from April 15th to the 25th
of 2010, only the top 6 orbits are shown in Figures 4.60 and 4.61. There figures represent the highest 0.5◦ flash densities within the Bhutan region and their cloud features
127

Figure 4.60: 0.5◦ Lightning flash densities for 6 of the top lightning producing
orbits during the April 2010 lightning anomaly in Bhutan.
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Figure 4.61: 85GHz TMI observations for the lightning orbits in Figure 4.60. Snow
was masked out using the TMI rainfall products from the 1Z99 data, smoothed to
extend the precipitation patterns and better capture the cloud features themselves.
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observed from the coincident TMI 85GHz observations. One thing to immediately
note was that virtually all of the lightning was associated with cloud features south of
the Himalayas, generally outlined by the southern border of Tibet, the large country
to the north in Figures 4.60 and 4.61. These cloud features were generally on the edge
between the meso-α and meso-β scales, and were mostly multicellular systems. While
not all of these systems formed on the upslope of the mountains, the three highest
flash rate orbits did form along the southern edge, just south of Bhutan proper (the
small centermost country). Another unique characteristic to these storms was that
they were generally observed at points during the diurnal cycle that are typically not
favored for copious amounts of lightning, between 2000 and 0300 local time. That
said, intense mesoscale systems can certainly persist well into the night and continuously produce lightning. Also, Blakeslee et al. (2014) noted the mean diurnal lightning
maximum for this region was near 0200LST. Since LIS cannot provide the initiation
time of these events, it would be hard to discern whether these storms formed late at
night or simply persisted from earlier in the day.
Again using the raw flash counts, the top 10-day lightning production periods
for each year in the study period were identified (Figure 4.59b) and compared to the
10-day anomaly in 2010. These are presented in Figure 4.62 and were calculated
using the flash level orbital data for all orbits within the 10-day maximum periods.
The effect of the mountain range was even more apparent in these averages, with the
vast majority of lightning activity staying south of the mountains themselves. While
2001 and 2013 had a much larger spatial spread of lightning activity, 2010 was fairly
confined to the front range. The maximum, just south of Bhutan proper, peaked at 27
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Figure 4.62: Flash rate densities for the highest 10-day raw flash count periods
during a) 2001, when the largest raw flash count day was observed, b) the April 2010
anomaly, c) 2013, the next highest year in the LRTS from 2010, and d) the highest
producing 10-day period within every individual year averaged together. The 2001
map is actually an 11 day composite, to include the maximum day. The Bhutan
region is boxed in the center.

F lkm−2 d−1 , which would amount to 9800 F l km−2 Y r−1 were this pattern to persist.
The next highest 10-day lightning maximum occurred in 2013, further south and at
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only 4 F lkm−2 d−1 . Despite 2001 having the highest total raw flash day (Figure 4.63),
the 10-day total flash rate density was still significantly lower than 2010. Taking
the most active 10-day period in every year gives a better idea of the general peak
lightning activity in the region, averaging ∼0.3 F lkm−2 d−1 for the entire Bhutan
location which relates to a peak mean intensity of ∼120 F l km−2 Y r−1 .

Figure 4.63: LIS Lightning and b) 85GHz TMI for the maximum raw flash day
observed in the Bhutan region on May 9th, 2001.

The Bhutan region made a good case for revisiting the smoothing of the LRTS
and the caveats associated with using it. The 2010 anomaly appeared to have begun,
using the LRTS, in late February of 2010 (EYR 2009), ending in July of 2010. It
also appeared across the entire Bhutan study area as a positive lightning anomaly.
However, Figures 4.59 and 4.62 both tell a significantly different story, where observed lightning was only enhanced for several consecutive days and exclusively south
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of the Himalayan range. This was one case where the significant spatial and temporal smoothing of the LRTS presented a challenge in identifying the actual event by
artificially stretching it across a large spatiotemporal area. The persistence of this
event was key in addition to the magnitude, as the large 10-day mean anomaly was
enough to affect the 99-day smoothing window of the LRTS. By contrast, the maximum event was easily smoothed over by the LRTS because it was a singular anomaly.
These issues were all related back to the sampling limitations of the low Earth orbit
LIS and the various methods by which to account for them.
The exact reason behind this 10-day enhancement is still uncertain, as stated
before the model data did not identify any key distinguishing environmental features
that would explain the magnitude or persistence of this anomaly. The most plausible
explanation is that the spatiotemporal resolution of the reanalysis data was simply
too coarse, although it is also possible that the selected model variables did not
represent the lightning controls in this region. In addition, the timing of the strongest
lightning activity at night along the mountains suggested some potential localized
effects were possibly contributing to the convection, perhaps some diurnally driven
mountain/valley breeze circulation which the reanalysis would not capture. Also,
the division of the Bhutan study region by the Himalayas generally disassociated the
regionally averaged reanalysis patterns from the actual lightning patterns, given that
most of the observed lightning activity was south of the mountains. Lightning on the
lee side of the mountains over the Tibetan Plateau is less frequent and sparser than
on the windward side, and controlled more by thermodynamic instability than by the
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pre-monsoon environment. This would also explain the generally weak correlations
between the reanalysis environment and the lightning.
The issue was that the 5◦ averaged boxes did not work as well in regions with
significant geographic features forcing the lightning, especially in this case where
the Himalayas fell between the two northern and southern boxes encompassing the
Bhutan region. Compounding this issue was the smoothing of the LRTS, as the 2010
anomaly featured prominently on both sides of the Himalayas but was not nearly
as apparent further south into the Bay of Bengal. It is possible that this was due
to much less lightning being observed north of the mountains than further south,
and therefore the anomaly could have a larger impact when smoothed north of the
mountains. As such, the region was defined on both sides of the mountains because
it met all criteria for a region of interest and initially appeared to share the same
lightning anomaly.
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CHAPTER 5

SUMMARY AND CONCLUSIONS

Some of the largest magnitude inter-annual lightning variability from within
the full TRMM LIS climatology dataset was identified and examined, as were the
relationships between lightning variability, the El-Niño/Southern Oscillation, and
environmental attributes and fluctuations within the TRMM LIS domain. Global
lightning activity was generally consistent from year to year, but the warm phase
of ENSO typically had enhanced activity late in the Boreal summer and through
much of the fall, by ∼4% (0.18 F l km−2 Y r−1 ) at the time of the anomaly. However,
there was also a warm phase suppression of lightning activity earlier in the year, as
the central Pacific was beginning to transition towards the warm phase. Overall,
there was little net difference between the phases at the global scale. The increased
lightning that Sátori et al. (2009) observed with the warm phase, primarily during
the record event of 1997/1998, was not observed when averaging the warm phases in
this study together over the course of a full warm phase year. Much of the global
warm phase signal in lightning was attributed to the Northern Hemisphere, which
had similar warm phase anomalies and was responsible for the majority of lightning
activity within the LIS field of view. As was later discovered, some portion of this
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warm phase enhancement in the late summer was produced in central Africa, a top
lightning producing region for the Northern Hemisphere. Despite ENSO typically
being thought of as more of a southern hemispheric phenomenon, there was no strong
nor consistent ENSO phase deviation in lightning for the SH as a whole. The eastern
and western hemispheres were generally opposites, as the east had a broad cold phase
enhancement/warm phase suppression and the west saw more lightning in the warm
phase than the cold.
The hemispheric scale also demonstrated that ENSO phase and magnitude
were not always enough to predict lightning activity, as some individual years were
subject to large anomalies even at these large scales. In particular, the March-May
of 2004 had a large negative anomaly in three of the four hemispheric views as did
late 2006. 2011 had a negative anomaly in all four hemispheric views, culminating
into a negative anomaly for the full LIS field of view. Based on the anomalous ONI
patterns for these three periods, its possible that the formation and progression of
ENSO episodes could also exert some control over lightning activity. Some general
support for this hypothesis was that a few regions were better correlated to the way
in which the central Pacific was evolving rather than the actual oceanic Niño index
itself. That said, there were also several regions where warm and cold ENSO episodes
generally behaved the same, and a few where the warm and cold phases were almost
perfectly separated. Given that this study period had no extremely anomalous events,
such as those just prior to and following the study period (i.e., ‘97/’98, ‘15/’16), the
assertion by Sátori et al. (2009) that ENSO episodes of the same phase can have
similar responses was generally true, at least for lightning. This meant that the mean
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phase patterns used in this study were typically representative of the ENSO phases
themselves and not individual years, although this was not always true.
Regional ENSO conclusions were generally similar to previous studies, particularly in the western Pacific and the Maritime Continent, the equatorial Atlantic,
South America, China, the Middle East, the Gulf of Mexico, and northern Australia.
Some of these influences are summarized in Table 3.1. The most consistent ENSO
patterns were observed in the central Pacific, Mexico, southeastern Africa, the Middle
East, the Horn of Africa, and northern Australia. The strongest magnitude deviations
however were on the western edge of Sumatra, central Africa, Mexico, and Argentina
with the warm phase. That said, these warm phase magnitude deviations were likely
exaggerated due to the inherent bias towards the cold phase for this study period.
Further investigation into the anomalies in South America revealed that the
environment in northern Brazil was generally correlated to ENSO phase, especially
geopotential height, omega, and the K and lifted indices. Only one reanalysis variable,
surface specific humidity, was not statistically significantly correlated to the ONI.
Although the convective conditions in Brazil were unique, the cold phase generally
helped to enhance the conditions necessary for stronger thunderstorms with decreased
upper atmospheric omega, decreased LI, and increased CAPE and KI. In combination,
a more favorable upper atmosphere with more thermodynamic instability during the
cold phase helped produce more vigorous convection and subsequently more lightning.
The opposite was true of the warm phase, with more upper level subsidence and less
thermodynamic energy. This amounted to a 6% (2.3 F l km−2 Y r−1 ) increase in peak
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lightning production with the cold phase, and a 9% (3.2 F l km−2 Y r−1 ) decrease in
the warm phase.
Argentina had increases to near-surface omega that coincided with increased
CAPE as well as decreased upper level omega during the warm phase at the lightning
maximum. This appeared to produce fewer but more intense thunderstorms with
significantly more lightning, supported by the conditional flash rates in this region
which increased by 19% during the warm phase, an increase of ∼1.3 F l 0.5◦−2 min−1 .
This region also had the largest mean phase anomaly at 9 F l km−2 Y r−1 (27%) during
the warm phase, which was strongly influenced by a large anomaly in 2009 of 19
F l km−2 Y r−1 . The magnitude of the cold phase suppression for Argentina was 3.6
F l km−2 Y r−1 or about 12% at the lightning max, resultant from more upper level
sunsidence and less CAPE.
The inter-tropical convergence zone appeared to have played a large role in
African lightning production, and its intensity with ENSO phase controlled where
and when lightning would be affected. In central Africa, there was a slight increase
in 250hPa and 500hPa omega during the warm phase, consistent with stronger subsidence accompanying an intensified Hadley Cell in the warm phase. This increased
subsidence follows from mass balance and continuity, where increased convergence
within the upward branch of the ITCZ yields increased subsidence in the adjacent
regions, like central Africa. This additional subsidence in the upper levels would help
provide more conditional stability in a generally unstable region, promoting fewer
but stronger thunderstorms. When the thermodynamic environment peaked in August and September, this increased thunderstorm intensity generated the peak warm
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phase anomaly of 6.5 F l km−2 Y r−1 (14%), explaining the shift in the lightning maximum towards later in the year. The key to this effect is that the environment in
central Africa was still very favorable for deep convection even with more stability in
the region, allowing the lightning produced from the increased intensity of individual
thunderstorms to outweigh the reduced frequency of thunderstorms.
Further south near Mozambique, the cold phase was generally more favorable
for convection in the upper atmosphere, which enhanced the predominantly summertime thunderstorms in the region. This appeared to be a function of a weakened
ITCZ in the cold phase reducing subsidence in the region, with marginally improved
CAPE as well. The stronger ITCZ in the warm phase increased the subsidence in the
region, generally reducing the amount of summertime convection leading to decreases
in rainfall and lightning. This follows the same physical forcing mechanism discussed
for central Africa. Although it is possible that some individual thunderstorms were
more intense in the warm phase as a result of the increased subsidence and conditional
stability, the reduction in the frequency of convection outweighed any lightning gains
from individual storms. Also, the increased northerly momentum with the cold phase
would advect additional warm, moist air from the tropical rainforest to the north,
providing more destabilization for thunderstorm development. This pattern was repeated throughout the study period, producing one of the most consistent ENSO
responses observed and yielding a 2 F l km−2 Y r−1 (10%) mean cold phase increase
and a 3 F l km−2 Y r−1 (16%) mean warm phase decrease in lightning.
Lightning at non-ENSO related regions was harder to explain with environmental data, especially at locations with singular anomalies. A few of these locations
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were found near Panama, Bhutan, Bermuda, and the southwestern US. These events
had not been as readily identified nor investigated as the ENSO related variability.
One thing that was abundantly clear from these locations was that the low resolution time series may be able to identify the general time and area around which an
anomaly occurs, but the significant smoothing makes determining any specific details
about the event impossible. It also causes significant and unrealistic stretching of
such events, making them appear much larger and for longer than they actually were.
However, the significant sampling limitations of the LIS instrument made it unsuitable for short-term anomaly identification anyway, and no version of the LIS data
would be able to definitively identify such short-term events. As such, the presented
anomalies in this study were indeed anomalous compared to the study period from
this dataset, but were not complete characterizations of anomalous lightning in these
or any regions.
When the anomaly in Bhutan was examined, it was discovered that the enhanced lightning activity was observed over 10 or 11 days and not for months as it
looked in the LRTS. This enhancement was restricted to a small portion of the actual
region outlined by the LRTS. A small area just south of Bhutan proper averaged
27 F lkm−2 d−1 for the 10 days of enhanced lightning in 2010, a 9000% increase over
the mean 10-day peak daily flash rate, and culminated in a 20 F l km−2 Y r−1 (54%)
increase in peak lightning production for the region from the LRTS. Although the
events that produced the lightning were not by themselves spectacular, they occurred
over consecutive days in a relatively small area, with enough lightning to cause the
LRTS enhancement. This meant it would be difficult to distinguish between certain
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seasonal shifts in lightning and a few enhanced days within close temporal proximity
of each other.
Additionally, the Bhutan region identified a problem with using the reanalysis model data over large domains, namely that it was much too coarse to trace
the environments of specific events, in addition to the generally coarse spatiotemporal resolution of the reanalysis data. This was exacerbated in the Bhutan study
region, as the areas north of the Himalayan mountain range had a vastly different
environment than that to the south, where much of the lightning for the region occurred. Similar problems were observed off the coast of southern Brazil, where the
inter-annual lightning patterns were generally inconsistent, and had no relationship
to ENSO. Here, small clusters of lightning activity interspersed throughout the year
controlled the LRTS patterns due to the generally convective environment, and were
also likely affected by noise from the south Atlantic anomaly. As a result, the model
reanalysis data were again unable to differentiate the environments of these more
isolated events. For these two regions, higher temporal coverage of lightning activity
and better model reanalysis resolution may be necessary to identify the specific events
and environments in which they were created.
Some of the key takeaways from this study were that ENSO did have discernable signals at certain locations with consistent phase responses, although the
lightning and environment in these regions were not always well correlated to ENSO.
In fact, very few areas in the study area had even moderately strong correlations to
ENSO for this study period. The regions with the strongest ENSO relationships generally observed shifts in subsidence with the different phases, as was the case with all
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four deep-dive ENSO regions, consistent with the hypothesis from Sátori et al. (2009).
In central Africa, which was generally supportive for year-round thunderstorms, enhanced lightning was associated with more conditional stability. This came from
more upper level subsidence, associated with an intensified ITCZ. Mozambique on
the other hand had a more favorable upper atmosphere for vigorous, deep convection
in the cold phase, also potentially related to changes with the ITCZ. For Brazil and
Argentina, the thermodynamic environment also shifted with phase, coincident with
shifts in omega at all levels. Argentina had more lightning in the warm phase with
decreased upper atmospheric omega and increased CAPE and near-surface omega.
In Brazil, increased thermodynamic instability in the pre-monsoon period appeared
to favor increased lightning during the cold phase.
The strongest magnitude deviations generally occurred with the warm phase
(Argentina, central Africa, Mexico), however the most consistent patterns were typically observed with the cold phase (Djibouti, northern Australia, southeastern Africa,
Brazil). To fully establish the robust ENSO connections however, more episodes are
needed, and specifically more conventional El Niño episodes. All 4 warm phase events
within this study period were central Pacific type events, with only moderate maxima and no prominent anomalies farther east. As had been observed previously,
conventional El Niño events are typically stronger and also generally have different
influences on the atmosphere. As such, these general phase anomalies could look
different depending on the type of ENSO events within the study period.
Also, while climatological lightning was useful for quickly identifying seasonal
and inter-annual variability at locations, there were issues with matching model re142

analysis data to lightning variability in regions with significant singular anomalies
or with fewer seasonal controls on lightning activity. These issues were even worse
in locations where the lightning activity or anomaly was restricted to a small area
but smoothing of the LRTS stretched the anomaly over a much larger environment.
In order to successfully identify individual anomalies, another type of lightning time
series is necessary, preferably from a platform that is not in low Earth orbit such as
the geostationary lightning mapper or a long-range ground network to mitigate the
significant sampling limitations of LIS.
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CHAPTER 6

FUTURE WORK

One of the most pressing needs for future work is expanding the number of
ENSO episodes as well as the number of locations with the ISS-LIS and the GLM,
currently operating on the GOES-16 and GOES-17 satellites. These instruments
combined will create the most complete spatiotemporal record of lightning activity
to date, especially for the western hemisphere. As such, they are great candidates for
building and improving upon the general phase response as the number of episodes
grows. The GLM will offer a very unique perspective on lightning and ENSO as it will
have an unmatched time series of lightning activity with none of the observation time
sampling problems that LIS had. The ISS-LIS will also provide some excellent data
because of the higher declination angle, which covers up to 50◦ providing coverage for
most of the subtropics, although sampling time issues still remain. Unfortunately, the
data record for both of these plafrorms is still very short, and will require a significant
amount of time to build up a useful climatology.
Another opportunity for future work is to further investiagte some or all of
the non deep-dive locations discussed previously. Additionally, improvements can
be made to the general phase response in order to make the phase means more
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comparable. The extra 4 cold phase years in the current dataset bias the warm and
neutral phase means in a way that contrasts them to the cold phase instead of a true
neutral pattern. One way to reduce these issues would be to remove “duplicate” cold
phase years, e.g. removing one of two years with similar annual patterns. Doing so
would create a more even balance between the phases but would also remove valid
data from the study period. As the number of ENSO phases grows, the ideal solution
would be to eventually have a robust neutral phase mean and use that as a point of
comparison rather than the simple mean of all years in order to remove as much cold
or warm phase bias as possible.
Weighting the individual EYRs based on their magnitude could also provide
some potentially useful results, considering again that there were enough total ENSO
episodes. The role in which phase magnitude plays corresponding to the observed
atmospheric anomalies is still not really understood. The weighting scheme could
either be total phase magnitude or inversely related to the distance from the mean
phase magnitude. This would be very interesting when considering record events such
as those in 1997/1998 and 2015/2016. The eventual inclusion of these extreme events
is also necessary to build the utility of the mean phase responses. Including the OTD
data from 1995 to 1998 would provide an easy way to add to the ENSO episodes, but
would incorporate the extreme event in 1997/1998 which would have to be handled
appropriately.
As the number of ENSO phases grows, additional divisions of ENSO years
could also prove useful, e.g. a “warm to cold EYR” or a “warm to neutral EYR.” This
could help filter out some additional noise in the phase means given there are enough
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ENSO episodes of each subcategory. Figure 3.1 showed that the transition between
ENSO phases can change how quickly the ocean temperature is forced to change, and
Figure 3.10 showed that certain changes during ENSO transitions can affect the type
of ENSO response observed in some locations. Testing the sensitivity of the general
phase response to beginning month would also be a good way to further strengthen
the expected phase responses. Conventional ENSO transition is favored between
March and May, and so testing the phase responses with either of those two months
might also have interesting results, especially for regions where the lightning peak
occurs around the ENSO transition time, such as Bhutan and Thailand. Also with
more ENSO episodes it would be possible to use a higher ONI threshold, potentially
eliminating some of the weaker ENSO “noise,” such as that observed from 2004 and
2006 in this study period.
A more quantitative approach to understanding inter-annual lightning variability would be to perform a principal component analysis, also known as an empirical
orthogonal function analysis. Such an analysis uses statistical relationships within a
spatiotemporal dataset to derive eigenvectors for the temporal modes of variability
within the dataset, and then calculates individual eigenvalues at each spatial point
for each mode of variability. This allows for both temporal and spatial modes of variability within a dataset to be identified, and also provides an estimate at the amount
of variability a particular temporal pattern is associated with. These analyses have
been preliminarily done using both correlation and covariance matrices in order to
identify the highest magnitude and most consistent spatiotemporal patterns. Figures 6.1, 6.2, 6.3 and 6.4 display some of these preliminary results using the LRMTS
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Figure 6.1: The mean value of the vector associated with mode 4 of the covariance
matrix (weighted towards the largest magnitude anomalies) from the PCA analysis for
the entire LRMTS dataset (192 temporal points). A weak but statistically significant
correlation was observed between mode 4 and the ONI of 0.48.

patterns. In general, there does seem to be some discernable ENSO signal, especially
at the seasonal level where strong temporal correlations to the ONI were observed.
Another issue caused by the smoothing of the LRTS and LRMTS is that the
actual statistical significance of the correlation maps was not necessarily straightforward. Although there were 5844 daily points in the LRTS and 192 monthly points in
the LRMTS, the number of independent points within these datasets is reduced by
a factor of 99 and 3 respectively, yielding 4 independent seasonal averages per year.
This was done to the LRMTS, which was used for the majority of all lightning correlations. Notched box plots are shown in Figure 6.5 comparing the full LRMTS for each

147

Figure 6.2: Spatial patterns from mode 4 of the full tine series covariance matrix,
showing where the largest magnitude variations occurred. The actual values are
relative to the mean flash rate at each individual location.

of the deep dive regions to the these independent seasonal time series, made up of the
April, July, October, and January points from the LRMTS representing the seasonal
averages of MAM, JJA, SON, and DJF. The overlapping notches between the two
datasets (i.e. some portion of both notches occupying the same y-coordinate space) at
all 6 locations indicates that at the 95% confidence interval, there was no statistically
significant differences between the median of the datasets for these locations. The
strong similarities of the two box plots at all locations further indicates that there is
very little statistical difference between them, indicating that the longer LRMTS is
likely not adding much statistically significant information. In other words, the 95%
statistical significance for |r | >∼0.15 in the correlation maps and Tables 4.2 and 4.3
is an overestimate. As such, any work going forward with this dataset should focus
on these independent points for a more realistic statistically significant relationship.
Figure 6.6 shows an example of the correlation map for this seasonal dataset and the
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Figure 6.3: The mean value of the vectors associated with the covariance (red)
and correlation (blue) matrices mode 1 of temporal variability from the 16 October
points in the LRMTS, representing the SON seasonal average. Statistically significant
correlations of 0.83 and 0.9 respectively were observed between the ONI and mode 1
of both matrices.

same independent points in the ONI. Using 64 individual points, correlations were
statistically significant for the 95% confidence interval at |r | >∼0.2. Comparing this
map to Figure 3.10a does still show significant similarities between the two spatial
correlations.
Investigating other relationships between convective characteristics and lightning production could provide further insight into how exactly the environment may
respond to ENSO. Yoshida et al. (2009) improved upon a relationship between the
cold-cloud height and lightning activity within a storm using a 5th power relation-
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Figure 6.4: As in Figure 6.2 for mode 1 of the SON season in the study period.

ship to find the number of lightning flashes per convective cloud per second (NFSC)
using TRMM LIS and PR. This relationship was derived based on the relationship
the volume of the cloud above the 0◦ C level has with the amount of enclosed static
electric energy and charging rate. They found this relationship is valid for most global
regions and thus changes in the freezing height and updraft intensity could be related
to changes in lightning production. Although geared towards applications into ENSO
related lightning variability, the implementation of their methods was not extremely
straightforward. They also excluded any system in their study that was more spatially extensive than the footprint of the TRMM precipitation radar, which was less
than ideal for this study. Considering these complications, it was decided using it
as a parameter in this study would too labor intensive and difficult to interpret, but
could prove as a useful application of reanalysis data.
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Figure 6.5: Notched box and whisker plots for the a) Brazil, b) Argentina, c) Central
Africa, d) Mozambique, e) Southwest Atlantic, and f) Bhutan study regions comparing the full LRMTS time series (192 points) to the independent seasons within the
LRMTS represented by April, July, October, and December (64 points). The notch
represents the 95% confidence interval around the median.
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Figure 6.6: Zero-lag correlation map for the LRMTS independent seasons represented by April, July, October, and January against the same independent seasons in
the ONI. Correlations were statistically significant for the 95% confidence interval at
|r | >∼0.2

Additionally, further investigation into the non-ENSO related areas with more
temporally continuous lightning and higher resolution model data is necessary to
better understand what environmental changes the lightning production is responding
to. The most pressing issue would be to have a more complete record of lightning
activity in these locations, to better understand the relationships between lightning
and the environment for these regions. Incorporating ground networks and GLM
where available would provide the additional lightning coverage necessary to fully
characterizing the lightning patterns. Utilizing NASA’s Modern-Era Retrospective
analysis for Research and Applications (MERRA)-2 in addition to the NCEP/NCAR
reanalysis would help investigate the environmental patterns associated with the more
isolated thunderstorms observed in these regions.
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