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Introduction
In this paper, we present a method of solving inverse problems for differential equations with random coefficients using fixed point theory for random contractive operators. The random differential equations will assume the form
x(ω, 0) = x 0 (ω), (1) where both the vector field f and the initial condition x 0 are random variables defined on an appropriate probability space (Ω, F , P) (Such situations comprise the first and third classes of random differential equations as classified by Soong in his classic work [17] ). For example, in the case that the vector field in Eq. (1) is polynomial, its coefficients a k may be considered as random variables. Analogous to the deterministic case, for X = C([0, T]) this problem can be reformulated by using the following random integral operator T : Ω × X → X:
Solutions to (1) are fixed points of (2) , that is solution of the equation T ω x = x. Many papers in the literature deal with such equations for single-valued and set-valued random operators -see, for example [1, 7, 8, 16] and references therein.
We draw upon results of a recent paper [14] in which the forward and inverse problems of such random fixed point equations were provided in the case that the random operator T is contractive. Our results, including a random collage theorem, are essentially stochastic analogs of classical (deterministic) Banach fixed point theory. In this way, we provide a mathematical basis for the important problem of parameter estimation for random differential equations [9] .
Classical fixed point equations, associated inverse problems and the collage theorem
It is first instructive to recall some basic facts regarding contraction maps that will be used in later sections. In what follows, (X, d X ) denotes a complete metric space.
We normally refer to the infimum of all c values as the contraction factor of T. Under these hypotheses Banach's fixed point theorem states that there exists a uniquex ∈ X such thatx = Tx and, for any x ∈ X, d X (T n x,x) → 0 as n → ∞. We now state a formal mathematical inverse problem associated with the fixed point equation x = Tx as follows [6] : Given a target element x and an > 0, find a contraction map T( ) (perhaps from a suitable family of operators [4] ) with fixed pointx( ) such that d X (x,x( )) < . If one is able to solve such an inverse problem to arbitrary precision, i.e., → 0, then one may identify the target x as the fixed point of a contractive operator T on X. In practical applications, it is generally not possible to find such solutions to arbitrary accuracy nor is it even computationally feasible to search for such contraction maps. Instead, one may make use of the following result, a simple consequence of Banach's fixed point theorem.
Theorem 1 ("Collage Theorem" [2] ). Let (X, d X ) be a complete metric space and T : X → X a contraction mapping with contraction factor c ∈ [0, 1). Then for any
wherex is the fixed point of T. Note that the approximation error d X (x,x) can be controlled by the so-called collage distance d X (x, Tx). Most practical methods of solving such inverse problems, for example, fractal image coding [5, 15] , search for an operator T for which the collage distance is as small as possible. In other words, they seek an operator T that maps the target x as close as possible to itself. This inverse problem procedure, often referred to as collage coding, is most often performed by considering a parametrized family of contraction maps T λ , λ ∈ Λ ⊂ R n , and then minimizing the collage distance d X (x, T λ x).
In [13] , we showed how collage coding could be used to solve inverse problems for systems of DEs having the forṁ
in the case when the coefficients are polynomial. One begins with the associated Picard integral operator
which, under certain conditions on f , is contractive on an interval (−δ, δ), for some δ > 0. For nonautonomous systems of DEs, it is convenient to employ polynomial vector fields, i.e.,
Each vector of coefficients a = {a 1 , . . . , a n } ∈ R n then defines a Picard operator T a . Given a target solution x(t), we now minimize the collage distance x − T a x . This results in a linear system of equations involving the a i and possibly x 0 . We refer the reader to [13] and later works [10] [11] [12] for more details on the implementation of the method. Example 1. We consider the damped harmonic oscillator system
To simulate an experiment, we set b = 0.2, k = 0.5, , and then solve numerically the system of ODEs. For t ∈ [0, 30], we sample the solutions at 40 uniformly spaced points.
Degree-20 polynomials are fitted to the resulting simulated observational data. These two polynomials are our target functions. That is, we seek a Picard operator of the form in (4), with
and with the components of x 0 as parameters as well. The result of the process is illustrated in Fig. 1 . The minimal-collage system to five decimal places is
Random fixed point equations
As above, let (X, d X ) denote a complete metric space. If (X, d X ) is separable, then it is said to be a Polish space. We also let (Ω, F , P) be a probability space. We recall that a function T : Ω ×X → X is called a random operator (in a strict sense, see [3] , p. 
104) if for any
x ∈ X the function T(·, x) is measurable. The random operator T is said to be continuous/Lipschitz/contractive if, for a.e. ω ∈ Ω , we have that T(ω, ·) is continuous/Lipschitz/contractive. A measurable mapping x : Ω → X is called a random fixed point of the random operator T if x is a solution of the equation T(ω, x(ω)) = x(ω), a.e.ω ∈ Ω .
Suppose that the metric
). In [14] we proved that the space (Y, d Y ) is a complete metric space. Theorem 2 ([14] ). Suppose that
Hypothesis (i) can be avoided if X is a Polish space, in which case the following result holds.
Theorem 3 ([7]
). Let X be a Polish space, that is, a separable complete metric space, and T : Ω × X → X be a mapping such that
The associated inverse problem for random operators can now be formulated as follows: Given a functionx : Ω → X and a family of operatorsT λ : Y → Y find λ such thatx is the solution of random fixed point equationT λx =x, that is, T λ (ω,x(ω)) =x(ω). As a consequence of the collage and continuity theorems, we have the following. x(ω) ).
Corollary 2 (Random Collage Theorem). Suppose that
(i) for all x ∈ Y the function ξ(ω) := T(ω, x(ω)) belongs to Y, (ii) d Y (Tx 1 ,Tx 2 ) ≤ cd Y (x 1 , x 2 ) with c < 1. Then for any x ∈ Y, d Y (x,x) ≤ 1 1−c d Y (x,Tx), wherex is the fixed point ofT, that is,x(ω) := T(ω,
Inverse problem for random differential equations
For notational convenience, we consider the case of scalar random integral equations, but analogous results can be proved in similar ways for the vector-valued case. Let (Ω, F , P) be a given probability space. Let φ : Ω × R × R → R satisfies the following conditions
for a.e. ω ∈ Ω α . We use the notation [x(ω)] to emphasize that for a.e. ω ∈ Ω α , [x(ω)] is an element of X. We have the following result.
By Banach's theorem we have the existence and uniqueness of the solution of the equationTx =
The inverse problem
The following example shows how one could solve inverse problems for specific classes of random differential equations by reducing the problem to inverse problems for ordinary differential equations. Example 2. Let us consider the following system of random equations:
where X : R × Ω → R n , A is a (deterministic) matrix of coefficients and B t is a classical vector Brownian motion. As above, an inverse problem for this kind of equations can be formulated as: given an i.d. sample of observations of X(t, ω), say (X(t, ω 1 ), . . . , X(t, ω n )), get an estimation of the matrix A. For this purpose, let us take the integral over Ω of both sides of the previous equation and suppose that X(t, ω) is sufficiently regular; recalling that B t ∼ N (0, t), we have 
This is a deterministic differential equation in E(X(t, ·)). From the sample of observations of X(t, ω) we can then get an estimation of E(X(t, ·)) and then use the approach developed for deterministic differential equations to solve the inverse problem for A. As a numerical example, let us consider the first-order system d dt
Setting a 1 = 0.8, a 2 = −0.7, b 1 = 0.9, b 2 = 0.6, x 0 = 1.2, and y 0 = 1,we construct observational data values for x t and y t for t i = i N , 1 ≤ i ≤ N, for various values of N. For each of M data sets, different pairs of Brownian motion are simulated for b t and c t . Fig. 2 presents several plots of b t and c t for N = 100. In Fig. 3 , we present some plots of our generated x t and y t , as well as phase portraits for x t versus y t . For each sample time, we construct the mean of the observed data values, x * t i and y * t i ,
We minimize the squared collage distances
to determine the minimal collage parameters a 1 , a 2 , b 1 , and b 2 . The results of the process are summarized in Table 1 .
In what follows, we suppose that φ(ω, t, z) has the following polynomial form in t and z:
Suppose that x 0 and each a i are random variables defined on the same probability space (Ω, F , P). Let µ and σ 2 be the unknown mean and variance of x 0 and ν i and σ 2 i be the unknown means and variances of a i . Given data from independent realizations x(ω j , t), j = 1, . . . , N, of the random variable x, the fixed point of T, we wish to recover the means and variances. The first column indicates the distributions used from Table 2 . N is the number of realizations, and the final four columns give the (mean, variance) obtained via collage coding for each parameter.
Table 4
Distributions Each realization x(ω j , t), j = 1, . . . , N, of the random variable is the solution of a fixed point equation
Thus, for each target function x(ω j , t), we can find samples of realizations for x 0 (ω j ) and a i (ω j ) via the collage coding method for polynomial deterministic integral equations outlined in Section 2. Upon treating each realization, we will have determined x 0 (ω j ) and a i (ω j ), i = 1, . . . , M, j = 1, . . . , N. We then construct the approximations
where we note that results obtained from collage coding each realization are independent. Using our approximations of the means, we can also calculate that
Example 3. We consider the linear case, φ(ω, t, z) = a 0 (ω) + a 1 (ω)t + a 2 (ω)z. The realizations are calculated by solving numerically the related differential equation, sampling the solution at 10 uniformly distributed points, and fitting a sixthdegree polynomial x(ω j , t) to the data. Fig. 4 illustrates some of the realizations. Table 2 lists the distributions from which the parameters that generate each realization are selected. The results of the preceding approach to the inverse problem are presented in Table 3 .
We include an example wherein the parameters are selected from χ 2 distributions. This example shows that we can avoid the technical details of Section 4 that define the maximal allowed value of δ by instead just choosing δ very small. In this example, we pick δ = 0.1.
Example 4.
We suppose that φ(ω, t, z) is quadratic in z, namely φ(ω, s, z) = a 0 (ω) + a 1 (ω)z + a 5 (ω)z 2 . The realizations are calculated by solving numerically the related differential equation, sampling the solution at 10 uniformly distributed The first column indicates the distribution from Table 4 from which realizations are generated. N is the number of realizations, and the final four columns give the (mean, variance) obtained via collage coding for each parameter. The results for the random variables are given as (mean, variance).
points, and fitting the a polynomial x(ω j , t) to the data. Fig. 5 presents some of the realizations. Table 4 lists the distributions used for the parameters, and the collage coding results are presented in Table 5 . Although the theoretical presentation of the above sections deals with a single equation, the results extend naturally to systems. In the following final example, we return to the damped oscillator problem from Example 1.
Example 5. We replace the constant coefficients of Example 1 by random variables. In order to generate realizations, we assume that the coefficients b and k in the above equations, as well as the initial conditions, are random variables selected from a chosen distribution: N (0.2, 0.02), N (0.5, 0.02), N ( 1 3 , 0.01), and N ( 1 3 , 0.01), respectively. We generate N realizations, and fit a polynomial target to uniformly sampled data points. Next, we collage code each target (as in Example 1), and finally calculate the mean parameter values and corresponding mean operator's fixed point. Results are presented in Table 6 . Fig. 6 presents some visual results. In Fig. 6 , the left pictures show graphs in phase space of both the realizations and the fitted polynomials; these orbits are coincident at the resolution of the picture, but there are in fact slight errors. The graphs on the right show the target polynomials along with the fixed points calculated via collage coding for deterministic integral equations; once again, at the resolution of the picture the orbits appear to be coincident. The thicker orbit in each graph on the right is the fixed point of the operator defined by mean parameter values.
