The set cover problem is one of the most fundamental problems in computer science. We present the problem of online set cover with delay (SCD). A family of sets with costs and a universe of elements are known in advance. Requests then arrive over time on the elements, and each request accumulates delay cost until served by the algorithm through buying a containing set. A request can only be served by sets that are bought after the request's arrival, and thus a set may be bought an unbounded number of times over the course of the algorithm. This property sets SCD apart from previous considerations of set cover in the online setting, in which there are no delays, elements are covered immediately, and sets stay bought permanently. This allows SCD to describe an unbounded process, with an unlimited number of requests for any given universe.
Introduction
The set cover problem is one of the most fundamental problems in computer science. Given a family of sets and a universe of elements, the objective is to nd the smallest subfamily of sets such that their union equals the universe (the smallest cover). In the weighted version, each set has some positive cost, with the objective of minimizing the total cost of sets in the cover.
In the classic online version of set cover, considered in [2] , an online algorithm is given a family of sets and a universe of elements in advance. Some subset of the elements of the universe then arrives, one element after the other. If an arriving element is not in any set already bought by the algorithm, the algorithm must immediately buy a set containing that element. The objective is to minimize the total cost of the sets bought. This version of online set cover is a terminating process; once all elements are covered, the instance is over. In particular, buying a set more than once or releasing an element more than once is meaningless. Therefore, this problem cannot describe an unbounded process.
We present the problem of online set cover with delay (SCD). A family of sets and a universe of elements are again known in advance. Requests then arrive over time on the elements, and accumulate delay cost until served by the algorithm. The algorithm may choose to buy a set at any time, at a cost speci c to that set (and known in advance to the algorithm). Buying a set serves all pending requests (requests released but not yet served) on elements of that set. Buying a set only serves pending requests released prior to buying the set, and thus future requests must be served separately. For that reason, a set may be bought an unbounded number of times over the course of the algorithm.
As a possible motivation for the problem, consider a company which occasionally requires the help of experts. At any time, a problem may arise which requires external assistance in some eld, and negatively impacts the performance of the company while unresolved. At any time, the company may hire any one of a set of experts to come to the company, solve all standing problems in that expert's elds of expertise, and then leave. The company aims to minimize the total cost of hiring experts, as well as the negative impact of unresolved problems.
In the course of designing an online algorithm for the SCD problem, we also consider a fractional version of SCD. In this version, an algorithm may choose to buy a fraction of a set at any moment. Buying a fraction of a set partially serves requests present on an element of that set, which causes them to accumulate less future delay. As with the original version, a request is only served by fractions bought after its arrival. Hence, the sum of fractions bought for a single set may be unbounded (certainly not ≤ 1).
While introduced as a tool in solving the integer problem, the fractional version may be useful in its own right for some applications. For example, the elements may correspond to wireless devices, and a set may correspond to a broadcasting station, such that some of the wireless devices are in range of the station. A request on a wireless device is for a news item, and requires turning on the device's tranceiver until the news item is received, and then turning it o . Buying the set may mean that the station transmits the recent news to every member now listening. A fractional buying of the set may correspond to the set transmitting a part of the news. There may be a probability that this part already contains the news item needed by the member, so it can already turn its transciever o . The fraction of the service then corresponds to the probability the needed item is received.
We also consider the problem of vertex cover with delay (denoted VCD). In the VCD problem, vertices of graph are given, with a buying cost associated with each vertex. Requests on the edges of the graph arrive over time, and accumulate delay until served by buying a vertex touching the edge (at the cost of that vertex's price). This problem corresponds to SCD where every element is in exactly two sets.
Our Results
For an instance of SCD (set cover with delay), we denote the number of given sets by m and the number of elements in the universe by n. We let k ≤ m be the maximum number of sets to which a speci c element may belong.
In this paper, we present:
• An O(log k)-competitive algorithm for the fractional version of SCD.
• An O(log k · log n)-competitive randomized algorithm for the integer version of SCD, based on randomized rounding of the algorithm in the previous bullet.
• A lower bound of Ω( √ log k) and Ω( √ log n) on the competitiveness of any algorithm (deterministic or randomized) for both the fractional and integer versions of SCD. Note that as a lower bound for the online model, this lower bound applies to algorithms with unbounded computational power.
• For VCD (vertex cover with delay) we design a simple and natural 3-competitive deterministic algorithm. Note that the generalization of our 3-competitive algorithm to general SCD is as bad as (k + 1)-competitive, and thus our former algorithms are needed.
All of our algorithms work for arbitrary continuous accumulated delay functions (not only for linear functions). Note that it can also be used for other functions, such as deadline functions or step functions, through approximating them by continuous functions.
In addition to those results, we show an integrality gap between the fractional and integer versions of SCD, which shows that our rounding scheme for the O(log k · log n)-competitive algorithm is nearly optimal.
In the process of obtaining our Ω( √ log k) and Ω( √ log n) lower bound, we also obtain Ω( √ log m) (which immediately implies Ω( √ log k) since k ≤ m).
For VCD, note that there is a lower bound of 2 for a graph with a single edge; this graph corresponds to the TCP acknowledgement problem, analyzed in [16] .
Our Techniques
In the fractional O(log k)-competitive algorithm, each request that can be served by a set contributes some amount to the buying of that set. This amount depends exponentially on the delay accumulated by that request, as well as the delay of previous requests. Typically in algorithms with exponential contributions, these contributions are summed. Interestingly, our algorithm instead chooses the maximum of the contributions of the requests as the buying function of the set. The choice of maximum over sum is crucial to the proof (using sum instead of maximum would lead to a linear competitive ratio).
The analysis of this algorithm is based on dual tting. We present a linear programming representation of the fractional SCD problem, then use a feasible solution to the dual problem to charge the delay of the algorithm to the optimum. This is the reason for using the maximum in the buying function; each quantity satis es a di erent constraint in the dual, and choosing the maximum satis es all constraints. We then charge the buying cost of the algorithm to O(log k) times its delay, which concludes the analysis.
Next, as an intermediary step, we construct a randomized O(log k · log N )-competitive algorithm for the integer version in subsection 4.1, with N the number of requests. This algorithm is based on randomized rounding of the fractional algorithm. The rounding consists of maintaining for each set a random threshold, and buying the set when the total buying of that set in the fractional algorithm exceeds the threshold. In addition, special service of a request is performed in the probabilistically unlikely event of starvation. Since in our problem we may buy a set an unbounded number of times, we require use of multiple subsequent thresholds. To analyze this, we make use of Wald's equation for stopping time.
We improve the O(log k · log N )-competitive algorithm to a randomized O(log k · log n)-competitive algorithm for the integer version in subsection 4.2, by modifying the rounding process. The main modi cation is giving each element a partition of time into phases, and aggregating requests on that element that are released in the same phase.
The lower bound of Ω(log k) and Ω(log n) is by a recursive construction. Given a recursed instance for which any algorithm has a lower bound on the competitive ratio, we amplify that bound by duplicating any set in the recursed instance into two sets, one slightly more expensive than the other. Both sets perform the same function with respect to the recursed instance, but the algorithm also has an incentive to choose the expensive family of sets, since they serve some additional requests. If the algorithm chooses to buy a lot of expensive sets, the optimum releases another copy of the recursed instance, servicable only by expensive sets. This forces the algorithm to buy the expensive sets twice; the optimum only buys them once. If, on the other hand, the algorithm chooses the inexpensive sets, it misses the oppurtunity to serve the additional requests and the recursed instance simultaneously, and must serve them separately.
Our lower bound's recursive description is signi cantly more natural than its iterative description. Few lower bounds in online algorithms have this property -another such lower bound is found in [8] .
The 3-competitive deterministic algorithm for VCD is based on simple counters. This algorithm is only k + 1 competitive for general SCD, and is thus signi cantly worse than the previous randomized algorithm that we have shown for general SCD.
Other Related Work
A di erent problem called online set cover is considered in [4] , in which the algorithm accumulates value for every element that arrives on a bought set, and aims to maximize total value. This problem appears to be fundamentally di erent from the online set cover in which we minimize cost, in both techniques and results.
Another version of the online set cover problem is in the fully dynamic model, presented in [20] , in which elements arrive and also depart. Here the goal is to maintain a set cover which approximates the current optimal solution, while being allowed to make only a small number of changes to the maintained cover. Speci cally, they achieve O(log n) competitive algorithm with amortized constant number of changes for each arrival or departure on an element. This extends the results of [2] , where elements only arrive and never depart. This version of the problem is very di erent from our problem, since their model has no delays (one needs to react immediately after every change). In addition, in their model if an arriving element is already covered by a set then there is no need to make any change, while in our model it starts to accumulate delay and would eventually need to be covered again (previously-bought sets that cover this element are not useful). Furthermore, our model does not allow changes, since buying a set is irrevocable.
The problem of set cover in the online setting has seen much additional work. Some of it can be found in [19, 9, 15, 22, 1] .
There are known inapproximability results for the (o ine) set cover and vertex cover problems. In [18] it is shown that the o ine set cover problem cannot be approximated in polynomial time to within a factor better than ln n. For the o ine vertex cover, it is shown in [21] that no approximation to within a factor better than 2 is possible in polynomial time. These results apply to our SCD and VCD problems, as an instance of o ine set cover (or vertex cover) can be released at time 0. Of course, these inapproximability results do not constitute lower bounds for the online model, in which unbounded computation is allowed.
The eld of online problems with delay over time has been of interest recently. The problem of min-cost perfect matching with delays was presented in [17] . In this problem, requests arrive on points of a metric space, and must be matched to other requests, accumulating delay while unmatched. Matching a pair of requests costs the distance between the points in the metric space. This problem has been studied in [6, 3, 12, 11, 5] .
Another problem is online service with delay, presented in [7] , in which a server (or servers) receives requests on points in a metric space, each with an arbitrary delay function, and must move to these points in order to serve the requests. The algorithm aims to minimize the sum of the delay incurred and the total moving distance. This problem generalizes the classic k-server problem, and demonstrates the added di culty of such generalizations; while the 1-server problem is trivially 1-competitive, for online service with delay using a single server only a O(log 4 n)-competitive randomized algorithm is known, with n the number of points in the metric space. The special case where the metric space is a line is studied in [13] .
Another special case of this problem called online multi-level aggregation has been studied in [10, 14] .
Preliminaries
We denote the sets by {S i } m i=1 , with m the number of sets. We denote by n the number of elements. We de ne k to be the minimal number for which every element belongs to at most k sets. Requests q j arrive on the elements. We denote the arrival time of request q j by r j , and write (with a slight abuse of notation) q j ∈ S i if the element on which q j has been released belongs to the set S i .
Integer version: Each request q j has an arbitrary momentary delay function d j (t), de ned for t ≥ r j . The accumulated delay of the request at time t ≥ r j is de ned to be t r j d j (t)dt. At any time in which a request is pending, its momentary delay is added to the cost of the algorithm; that is, the algorithm incurs a cost of t j r j d j (t)dt (the accumulated delay of q j at time t j ) for every request q j , where t j is the time in which q j is served. Each set S i has a price c(S i ) ≥ 1 which the algorithm must pay when it decides to buy the set. Buying a set serves all existing requests which belong to the set (but does not a ect future requests). The buying cost of an algorithm ON is Cost p ON = i n i · c(S i ), where n i is the number of times S i has been bought by the algorithm. The delay cost of ON is Cost d ON = j t j r j d j (t)dt, where t j is the time in which q j is served by the algorithm.
Overall, the cost of ON for the problem is
Fractional version:
In the fractional relaxation of the standard integer version, a set can be bought in parts. A fractional algorithm determines for each set S i a continuous momentary buying function x i (t).
The total buying cost a fractional algorithm ON F incurs is Cost
In the fractional version, a request can be partially served. Under a fractional algorithm ON F , for any request q j , and any set S i such that q j ∈ S i , the set S i covers q j at a time t ≥ r j by the amount t r j x i (t )dt . The total amount by which q j is covered at time t is
If at time t we have γ j (t) ≥ 1, then q j is considered served, and the algorithm does not incur delay. However, if γ j (t) < 1, the algorithm ON F incurs delay proportional to the uncovered fraction of q j . Formally, at time t the request
The delay cost of the algorithm is Cost
The total cost of the fractional algorithm is thus
The Algorithm for Fractional SCD
In this section, we show an algorithm called ON F for the fractional problem.
We de ne a total order on requests, such that for any two requests q j 1 , q j 2 if r j 1 < r j 2 we have q j 1 ≺ i q j 2 (we break ties arbitrarily between requests with equal arrival time).
At any time t, the algorithm does the following.
1. For every request q j , evaluate d ON F j (t) by its de nition in Equation 2.1.
For every set
3. For every set S i and request q j , de ne
4. Buy every set S i according to x i (t), such that
This completes the description of the algorithm.
In the following subsections, we prove the following theorem.
Theorem 1. The algorithm for fractional SCD described above is O(log k)-competitive.
Charging Buying Cost to Delay
In this subsection we prove the following lemma.
Proof. The proof is by charging the momentary buying cost at any time t to the 2 ln(1 + k) times the momentary delay incurred by ON F at t. Let q j be some request released by time t. For every x i such that q j ∈ S i , we charge some amount z j i (t) to d ON F j (t). Denote by j i the request in S i such that
Otherwise, we choose z j i (t) = 0. Note that for every set
, and thus the entire buying cost is charged.
The total buying cost charged to a request q j at time t is i|q j ∈S i z j i (t). We show that for any j we have
Summing the previous equation over requests q j and integrating over time yields the lemma.
Now note that
where the equality is due to equation 3.1, the rst inequality is due to the de nition of X j i i (t) and since
, and the last inequality is due to j j i . Thus
where the last inequality follows from |T j | ≤ k, and from i|q j ∈S i t r j x i (t )dt ≤ 1 (due to the assumption that d ON F j (t) > 0).
Charging Delay to Optimum
In this subsection, we charge the delay of the algorithm to the optimum via dual tting.
Linear Programming Formulation
We formulate a linear programming instance for the fractional problem, and observe its dual instance.
Primal
In the primal instance, the variables are:
• x i (t) for a set S i and time t, which is the fraction by which the algorithm buys S i at time t.
• p j (t) for a request q j and time t, which is the fraction of q j not covered by bought sets at time t.
The LP instance is therefore:
under the constraints:
Charging Delay to Optimum via Dual Fitting
We now charge the delay of the fractional algorithm to the cost of the optimum.
Proof. The proof is by nding a solution to the dual problem, such that the goal function value of the solution is equal to the delay of the algorithm.
For every request q j and time t, we assign y j (t) = d ON F j (t). This assignment satis es that the goal function is the total delay incurred by the algorithm.
Note that the C2 constraints trivially hold, since d ON F j (t) ≤ d j (t) for any j, t. Now observe the C1 constraints. For any time t and a set S i , the resulting C1 constraint is contained in the C1 constraint of time r j and the set S i , with q j being the last request released by time t. We thus restrict ourselves to C1 constraints of time r j for some j.
For a request q j and a set S i , we need to show:
Using the de nition of D j i (t), we need to show:
De ne t 0 to be the minimal time (possibly ∞) such that for all t ≥ t 0 we have D j i (t) = 0. We must have that t 0 r j x i (t)dt ≤ 1; otherwise, all requests q j ∈ S i such that q j q j will be completed before t 0 , in contradiction to t 0 's minimality. Thus we have
where the second inequality is due to the de nition of x i (t), and the last inequality is due to equation 3.1. This yields
as required.
We can now prove the main theorem.
Proof. (of Theorem 1) Using Lemmas 2 and 3, we have
Remark 4. For the more di cult delay model in which a partially served request q j incurs delay d ON F 
Randomized Algorithm for SCD by Rounding
In this section, we describe a randomized algorithm which is O(log k · log n)-competitive for integral SCD. Our randomized algorithm uses randomized rounding of the fractional algorithm of section 3. We describe the rounding in two steps. First we show a somewhat simpler algorithm which is O(log k ·log N )competitive. We then modify this algorithm to obtain a O(log k · log n)-competitive algorithm.
The rounding of the fractional algorithm of section 3 costs the randomized integral algorithm of this section a multiplicative factor of log n over that fractional algorithm. In appendix A, we show an integrality gap which shows that our rounding is nearly optimal.
Denote by x i (t) the fractional buying function in the algorithm ON F of section 3. For a request q j , we denote by S i j the least expensive set containing q j ; that is, i j = arg min i|q j ∈S i c(S i ).
For every request q j , we denote the total covering of q j at time t in ON F by γ j (t), where
We denote by t j the rst time in which γ j (t) = 1 2 .
O(log k · log N )-Competitive Rounding
We now describe a randomized integral algorithm ON R which is O(log k·log N ) competitive with respect to the fractional optimum, with N the total number of requests. We assume a-priori knowledge of N for the algorithm.
The randomized integral algorithm runs the fractional algorithm of Section 3 in the background, and thus has knowledge of the function x i (t) for every i. The algorithm does the following.
At time 0:
(a) For every set S i , choose Λ i from the range [0, 1 2 ln N ] uniformly and independently, and set τ i = 0.
At time t:
ii. Assign to Λ i a new value drawn independently and uniformly from [0, 1 2 ln N ]. iii. Assign τ i = t.
(b) If there exists a pending request q j such that t ≥ t j , buy S i j .
We refer to the buying of sets at Step 2a as "type a", and to the buying of sets at Step 2b as "type b".
In this subsection, we prove the following theorem.
Theorem 5. The randomized algorithm for SCD described above is O(log k · log N )-competitive.
We split the buying cost of ON R, Cost p ON R , into two parts: the total "type a" buying cost, denoted Cost a ON R , and the total "type b" buying cost, denoted Cost b ON R .
Proof. To show the lemma, x any set S i . We observe the values chosen for Λ i in the algorithm as a sequence (Λ l i ) ∞ l=1 of independent random variables, taken uniformly from [0, 1 2 ln N ]. Whenever the algorithm buys S i via "type a", it reveals the next element of the sequence. Denoting by s the number of times S i is "type a" bought, we have that for every l the indicator variable 1 s+1≥l and Λ l i are independent (the value of Λ l i does not a ect whether the algorithm reveals it). Since the elements of the sequence are equidistributed, we can use the general version of Wald's equation to obtain:
Denoting by t the last time that S i was "type a" bought, we also know that 
Note that the total "type a" buying cost of S i is c(S i ) · s, while the buying cost of S i in ON F is c(S i ) · ∞ 0 x i (t)dt. Summing the previous inequality over all S i therefore yields the lemma.
Proof. Due to the "type b" buying, if a request q j is pending in ON R at time t, we have that γ j (t) ≤ 1 2 . Thus d ON F j (t) ≥ 1 2 · d j (t), and therefore the ON F always incurs at least half the delay cost of ON R. This yields the lemma.
It remains to bound the total "type b" buying. For any request q j and time t ≥ r j , we de ne the event A t j , which is the event that q j has not been served in ON R by time t.
Lemma 8. For any request q j , with A t j as de ned above, we have
Proof. For S i a set and I = [t 1 , t 2 ) a time interval, denote by A I i the event that i has not been bought by "type a" buying in I. Denote by Λ l i the current threshold for S i at time t 1 , and denote by t ≤ t 1 the time the threshold was set. We have that
Note that for two distinct sets S i 1 , S i 2 , the events A I 1 i 1 and A I 2 i 2 are independent for any two time intervals I 1 , I 2 . We have that
where the equality follows from the independence of the events. We now analyze A t j j . If there exists i such that q j ∈ S i and t j r j x i (t)dt > 1 2 ln N , then P r(A [r j ,t j ) i ) = 0 and thus P r(A t j j ) = 0 and the proof is complete. Otherwise, for all such i, we have that P r(A
where the second inequality follows from taking the arithmetic mean of the factors and raising it to the power of their number. The third inequality follows from the de nition of t j .
Proof. We de ne j * = arg max j c(S i j ). We have that
where the rst equality is due to linearity of expectation, the rst inequality is due to Lemma 8. Now note that since ON F serves all requests, it also serves q j * , at a total buying cost of at least c(S i j * ). Thus Cost ON F ≥ c(S i j * ), which concludes the proof.
We now prove the main theorem.
Proof. (of Theorem 5) Combining Lemmas 6 and 7 with Corollary 9 yields:
Since ON F is O(log k) competitive with respect to the fractional optimum, we get that ON R is O(log N · log k) competitive with respect to the fractional optimum, and in particular the integral optimum.
Improved O(log k · log n)-Competitive Rounding
In this subsection, we show how to modify the O(log k · log N )-competitive randomized rounding shown in subsection 4.1 to yield a O(log k · log n)-competitive randomized algorithm. The intuition behind the modi cations is removing the dependency on the number of requests by aggregating requests on the same element. Speci cally, we discretize time into intervals, such that requests on the same element that arrive in the same interval are aggregated. Instead of having a threshold time for "type b" buying for every request, we have a threshold time for every interval.
De nition 10. For every element e, we de ne threshold times, spaced by ON F buying a constant fraction of sets containing e. Formally, for every element e, we de ne the threshold time t e l for l ∈ N to be the rst time for which
Denote by s e the index of the last threshold time for e. Using the de nition of t e se , we have
For simplicity, we denote t e 0 = 0. De ne R e l for 0 ≤ l ≤ s e − 1 to be the set of requests released on e in the interval [t e l , t e l+1 ). Note that no request is released outside of some R e l -if a request is released on element e after t e se , it would require set buying by ON F which would create three new threshold times, in contradiction to s e 's de nition. For the same reason, R se−1 , R se−2 are empty.
If at time t all the requests of R e l have been served, we say that R e l has been served. Otherwise, R e l is unserved at time t.
We modify the O(log k · log N ) algorithm shown in subsection 4.1 as follows:
1. The "type a" thresholds Λ i are now drawn from U 0, 1 2 ln n (using n instead of N ). 2. "Type b" buying is changed to the following rule -for every element e and every l, if R e l remains unserved until t l+3 , we buy S e .
Note that t l+3 in (2) is well de ned since R se−1 , R se−2 are empty.
We prove the following theorem.
Theorem 11. The modi ed randomized algorithm for SCD described above is O(log k · log n)-competitive.
As in subsection 4.1, we de ne Cost a ON R and Cost b ON R to be the "type a" buying cost and the "type b" buying cost of the algorithm, respectively.
Proof. The proof is identical to that of Lemma 6.
For every R e l , we also de ne Γ e l (t) for t ≥ t e l+1 , which is the fraction of e covered by ON F from time t e l+1 :
Proposition 13. For q j ∈ R e l , we have that γ j (t l+1 ) ≤ 1 4 .
Proof. Otherwise, the fractional algorithm has bought a total fraction of more than 1 4 of sets containing e in [t e l , t e l+1 ), a contradiction to the de nition of threshold times.
Lemma 14. If a request q j is pending in the randomized algorithm at time t, then γ j (t) ≤ 3 4
Proof. Choose R e l such that q j ∈ R e l . If t ≤ t e l+1 , the lemma results from Proposition 13 and we're done. Otherwise, t > t e l+1 and therefore γ j (t) = γ j (t e l+1 ) + Γ e l (t). Since q j is pending at t, we have that R e l is unserved at t. This implies that t ≤ t e l+3 . From the de nition of threshold times, i|e∈S i t e l+3 t e l+1
x i (t )dt ≤ 1 2 and thus Γ e l (t) ≤ 1 2 . Therefore γ j (t) = γ j (t e l+1 ) + Γ e l (t) ≤
where the inequality uses Proposition 13.
Proof. Immediate from the previous lemma.
It remains to bound the expected "type b" buying.
Proposition 16. The probability that R e l triggers "type b" buying is at most 1 n .
Proof. It is enough to show that the probability that the algorithm does not perform "type a" buying of a set containing e during [t l+1 , t l+3 ) is at most 1 n . Showing this is identical to the proof of Lemma 8.
Proposition 17. The total cost of ON F is at least 1 4 · s e · c(S e ), for any element e.
Proof. From Equation 4 .2, we have that ON F buys at least se 4 fraction of sets containing e. Since S e is the least expensive set containing e, ON F must have payed a buying cost of at least 1 4 · s e · c(S e ). From the de nition of threshold times, and the de nition of S e as the least expensive set containing e.
Proposition 18. For every element e, the total expected "type b" buying cost for that element is at most 1 n · s e · c(S e ) Proof. Let X e l be the indicator random variable of R e l being "type b" bought. The lemma results directly from linearity of expectation and Proposition 16.
Proof. We x e * = arg max e (s e · c(S e )). Proposition 18 implies that the expected "type b" buying cost is at most:
where the rst inequality is from the de nition of e * , and the last inequality is from Proposition 17. This concludes the proof.
Proof. (of Theorem 11) Using Lemmas 12, 15 and 19, we get:
which proves the theorem.
Lower Bound
In this section, we show Ω( √ log k) and Ω( √ log n) lower bounds on competitiveness for any randomized online algorithm for SCD or fractional SCD.
We show a Ω( √ log m) lower bound with m the number of sets, noting that m ≥ k. For i ≥ 0, we create an SCD instance I i , that contains 2 i sets and 3 i elements. The instance I i exists within the time interval [0, 3 i ). That is, no request of I i is released before time 0, and at time 3 i the optimum has served all requests in I i , and the algorithm has incurred a high enough cost.
Let S be a set such that there exists an element e ∈ S such that e is in no other set besides S (we call e unique to S). For times a, b such that a < b, we de ne a request q b a (S) that can be released at any time r j ≤ a on an element unique to S, and satis es:
We de ne the sequence (c i ) ∞ i=0 recursively, such that c 0 = 1 and for any i ≥ 1, we have that
We now describe the recursive construction of the instance I i . We rst describe the universe of I i , which consists of its sets and elements. We then describe the requests of I i .
Universe of I i :
Base case of I 0 -for the base instance I 0 , the universe consists of a single element e and a single set S = {e}. We have that c(S) = 1.
Recursive construction of I i using I i−1 -denote by E i−1 the elements in the universe of I i−1 , and by S i−1 the family of sets in the universe of I i−1 . For the construction of I i , consider three disjoint copies of E i−1 and S i−1 . For l ∈ {1, 2, 3}, we denote by E l i−1 and S l i−1 the l'th copy of E i−1 and S i−1 , respectively. We denote by S l the copy of the set S ∈ S i−1 in S l i−1 . Similarly, we denote by e l the copy of an element e ∈ E i−1 in E l i−1 . We de ne:
• The family of sets
We now fully describe the universe of I i . The universe of I i consists of:
• The family of sets S i = T 1 ∪ T 2 .
Requests of I i :
We rst describe a type of request used in our construction. Let S be a set such that there exists an element e ∈ S such that e is in no other set besides S (we call e unique to S). For times a, b such that a < b, we de ne a request q b a (S) that can be released at any time r j ≤ a on an element unique to S, and satis es:
1. To use those q b a (S) requests, we require the following proposition, which states that a q b a (S) request can be released on every S. Proposition 20. For every set T ∈ S i , there exists an element e ∈ E i unique to T . This gure shows the universes of I 0 , I 1 and I 2 . In the gure, each element is a point and the sets are the bodies containing them, where each set has a distinct color. The costs of the sets are also shown in the gure. Proof. By induction on i. For the base case, this holds since there is only a single set with a single element. Assuming the proposition holds for I i−1 , we show that it holds for I i by observing that there exists S ∈ S i−1 such that T = S 1 ∪ S l for l ∈ {2, 3}. Via induction, there exists an element e ∈ E i−1 such that e ∈ S and e / ∈ S for every S ∈ S i−1 such that S = S. Choosing the element e l yields the proposition.
Base case of I 0 -at time 0, the request q 1 0 (S) is released on the single element e. Recursive construction of I i using I i−1 -we de ne C(I i ) to be S∈S i c(S). We now de ne the instance I i :
1. At time 0: The construction of I i includes releasing copies of I i−1 on the elements E l i−1 , for l ∈ {1, 2, 3}. The following remarks make this well-de ned.
Remark (a). The I i−1 on E 1 i−1 : every set S ∈ S i−1 forms two sets in S i , which are T 1 = S 1 ∪ S 2 ∈ T 1 and T 2 = S 1 ∪ S 3 ∈ T 2 . The I i−1 construction on E 1 i−1 treats buying either of these sets as buying the set S. That is, it treats the sum of the momentary buying of T 1 and of T 2 as the momentary buying of S.
Remark (b). The I i−1 on E 2 i−1 : in this instance, for every set S ∈ S i−1 , the I i−1 construction treats buying T 1 = S 1 ∪ S 2 ∈ T 1 as buying S.
Remark (c). The scaled (1 + α i )I i−1 on E 3 i−1 : similarly to Remark 5, in this instance, for every set S ∈ S i−1 , the I i−1 construction treats buying T 2 = S 1 ∪ S 3 ∈ T 2 as buying S. In addition, since the sets of T 2 are (1 + α i )-times more expensive than the original sets of S i−1 , the delays of the jobs in I i−1 are also scaled by 1 + α i in order to maintain the I i−1 instance. We denote this scaled instance by
Theorem 21. Any randomized algorithm for SCD or fractional SCD is both Ω( √ log k)-competitive and Ω( √ log n)-competitive.
We prove Theorem 21 in the following subsection.
Analysis
In proving Theorem 21, we show a lower bound on competitiveness of a deterministic fractional algorithm against an integral optimum. Showing this is enough to prove the theorem, since any randomized online algorithm (fractional or integral) can be converted to a deterministic fractional online algorithm with identical cost, by replacing probabilities with their expectations. Since the optimum is integral, the bound also holds for integral SCD, as the theorem states. Therefore, we only consider deterministic fractional online algorithms henceforth.
We show that any online fractional algorithm is at least c i competitive on I i with respect to the integral optimum.
Lemma 22. The optimal integral algorithm can serve I i by time 3 i with no delay cost by buying every set in S i exactly once, for a total cost of C(I i ).
Proof. Via induction on i. For the base case of i = 0, the optimal algorithm buys the single set S at time 0 and pays c(S) = C(I 0 ). Now, for i ≥ 1, suppose the optimum can serve the instance I i−1 according to the lemma. We observe the optimum in I i according to the cases in the release of I i :
Case 2.1:
In this case, the optimum could have served I i−1 on E 1 i−1 by time 3 i−1 by buying each set of T 1 exactly once, with no delay cost. It could then serve (1 + α i )I i−1 on E 3 i−1 by time 2 · 3 i−1 by buying each set of T 2 exactly once, with no delay cost. Since the optimum has bought all of T 2 , the requests released on step 1.1 have also been served before incurring delay. The lemma thus holds for this case.
Case 2.2:
In this case, the optimum could have served I i−1 on E 1 i−1 by time 3 i−1 by buying each set of T 2 exactly once, with no delay cost. It could then serve I i−1 on E 2 i−1 by time 2 · 3 i−1 by buying each set of T 1 exactly once, with no delay cost. Since the optimum has bought all of T 2 , the requests released on step 1.1 have again been served before incurring delay. The lemma thus holds for this case as well.
We now analyze the cost of the algorithm.
Lemma 23. Any online algorithm has a cost of at least c i · C(I i ) on I i by time 3 i .
Proof. By induction on i.
For i = 0, observe the algorithm at time 1. Denoting by Γ S the total buying of the single set S by the algorithm by time 1, the algorithm has a cost of at least c(S) · Γ S + (1 − Γ S ) · where the inequality is due to the de nition of q 1 0 (S). This nishes the base case of the induction. For the case that i ≥ 1, assume that the lemma holds for i − 1. We show that it holds for i.
Fix any algorithm for I i . We denote by Γ the total buying cost of the algorithm in the time interval [0, 3 i−1 ) for sets of T 2 . We again split into cases according to the chosen branch in the construction of I i .
Case 2.1:
In this case we have Γ ≥ 1 2 · (1 + α i ) · C(I i−1 ). From the de nition of the rst I i−1 released, the adversary is oblivious to whether a copy of S ∈ S i−1 came from T 1 or T 2 . Using the induction hypothesis, any online algorithm for this instance incurs a cost of at least c i−1 · C(I i−1 ) by time 3 i−1 , including the algorithm in which buying sets from T 2 are replaced with buying the equivalent sets from T 1 . Such a modi ed online algorithm would cost α i 1+α i Γ less than the current algorithm, which is at least α i 2 · C(I i−1 ). Therefore, the algorithm pays at least (c i−1 + α i 2 ) · C(I i−1 ) in the interval [0, 3 i−1 ). As for the second instance (1 + α i )I i−1 , the algorithm must pay at least (1 + α i ) · c i−1 · C(I i−1 ) by time 2 · 3 i−1 via induction.
Overall, the algorithm pays by time 3 i at least c i−1 + α i 2 · C(I i−1 ) + ((1 + α i ) · c i−1 · C(I i−1 )) = (2 + α i )c i−1 + α i 2 · C(I i−1 ) = c i−1 · C(I i ) + α i 2 · C(I i−1 )
where the inequality is due to C(I i ) = (2 + α i )C(I i−1 ) ≤ 3C(I i−1 ).
Case 2.2:
In this case we have Γ < 1 2 · (1 + α i ) · C(I i−1 ). For the rst I i−1 instance , the algorithm pays at least c i−1 · C(I i−1 ) + Γ · α i 1+α i by time 3 i−1 , similar to the previous case. For the second I i−1 instance, released on E 2 i−1 , the algorithm must pay via induction at least c i−1 · C(I i−1 ) by time 2 · 3 i−1 . Since sets of T 2 do not satisfy requests in this instance, this cost is either in buying sets of T 1 or in delay of requests from that I i−1 instance.
In addition to the two I i−1 instances, due to the q 3 i 2·3 i−1 (S) requests released in step 1.1, the algorithm has a cost of at least T ∈T 2 c(T ) − Γ = (1 + α i )C(I i−1 ) − Γ during the interval [1, 3) in either buying sets of T 2 in order to nish these requests, or in delay by those requests (using a similar argument to that in the base case). Overall, the algorithm has a cost of at least c i−1 · C(I i−1 ) + Γ · α i 1 + α i + (c i−1 · C(I i−1 )) + ((1 + α i )C(I i−1 ) − Γ)
where the fourth equality and the second inequality are due to C(I i ) = (2 + α i )C(I i−1 ) ≤ 3C(I i−1 ), and the fourth equality uses the de nition of α i .
Proof. (of Theorem 21) Lemmas 22 and 23 immediately imply that any deterministic fractional algorithm is at least c i -competitive on I i with respect to the integral optimum. Solving the recurrence in the de nition of c i , we have that c i = Ω( √ i). To observe this, note that for every i, the rst index i ≥ i such that c i ≥ c i + 1 is at most O(c i ) larger than i. Since k ≤ m = 2 i and n = 3 i , this provides lower bounds of Ω( √ log k) and Ω( √ log n) for deterministic algorithms for fractional SCD. As stated before, this implies the same lower bound for randomized algorithms for both SCD and fractional SCD.
