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PETERSON-GORENSTEIN-ZIERLER ALGORITHM FOR
DIFFERENTIAL CONVOLUTIONAL CODES
JOSE´ GO´MEZ-TORRECILLAS, F. J. LOBILLO, GABRIEL NAVARRO,
AND JOSE´ PATRICIO SA´NCHEZ-HERNA´NDEZ
Abstract. Differential Convolutional Codes with designed Hamming distance
are defined, and an algebraic decoding algorithm, inspired by Peterson-Gorenstein-
Zierler’s algorithm, is designed for them.
1. Introduction
Linear convolutional codes of length n can be understood (see [5, 14, 19]) as
vector subspaces of Fq(z)
n, where Fq(z) is the rational function field in the variable z
(which represents the delay operator) with coefficients in a field Fq with q elements,
with q a power of a prime p. Based upon this algebraic model, an alternative
approach to cyclic convolutional codes to that of [17, 18] was proposed in [7]. While
the first formalism led to general methods of construction of convolutional codes
with cyclic structures [6, 4, 16, 8], the second mathematical framework has been
proved to be well suited to the design of efficient algebraic decoding algorithms
[9, 10]. In the latter, the cyclic code is modeled from a left ideal of a suitable factor
ring of a skew polynomial ring Fq(z)[x;σ], where σ is a field automorphism of Fq(z).
This is a non commutative polynomial ring, where the multiplication of the variable
x and the coefficients a ∈ Fq(z) are twisted according to the rule xa = σ(a)x. Here
we explore another option, namely, the ring of differential operators Fq(z)[x; δ], built
from a derivation δ of Fq(z). Now, the multiplication obeys the rule xa = ax+δ(a).
We obtain convolutional codes that become MDS with respect to the Hamming
distance, which will be called Reed-Solomon differential convolutional codes. We
see that the decoding algorithm of Peterson-Gorenstein-Zierler type from [10] can
be adapted to these differential convolutional codes. The proof of the correctness of
this decoding algorithm in the differential setting does not follow straightforwardly
from the arguments from [10], so we develop in this paper the mathematical tools
needed to check it. We also include several examples, whose computations are done
with the help of the Computer Algebra software SageMath [20].
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2. Convolutional codes and distributed storage.
Let us briefly recall from [5, 18, 6, 11, 12] the notion of convolutional code. Let
Fq[z] ⊆ Fq(z) ⊆ Fq((z)) denote the ring of polynomials, field of rational functions
and field of Laurent series over the finite field Fq, respectively. A rate k/n convo-
lutional code is a k-dimensional vector subspace of Fq((z))
n generated by a matrix
with entries in Fq(z). The idea behind the use of polynomials and Laurent series
comes from the identification Fq[z]
n ∼= Fnq [z] (resp. Fq((z))
n ∼= Fnq ((z))), i.e. its ele-
ments can be viewed as vectors of polynomials (resp. vectors of infinite sequences)
or as polynomials of vectors (resp. infinite sequences of vectors) in Fq. Vectors in
Fq are usually referred to as words and a sequence of words as a sentence. The en-
coders (generator matrices) transform information sequences into code sequences.
Formally, an information sequence is
∑
i uiz
i, ui ∈ F
k
q , and, by multiplication by a
matrix G(z) ∈ Mk×n(Fq(z)) a sequence in the code is obtained
∑
i viz
i, vi ∈ F
n
q .
Rational functions are used because they can be realized as linear shift registers
with feedback (see [14, Figure 2.1]). From a mathematical viewpoint, the existence
of a basis whose vectors belong to Fq(z)
n implies that a rate k/n convolutional code
can be equivalently defined as k-dimensional subspace of Fq(z)
n. In each communi-
cation process, the transmitted information is finite, so it is encoded by polynomials
better than Laurent series. It is convenient to analyze convolutional codes in terms
of polynomials. As pointed out in [12, Proposition 1], the map D 7→ D ∩ Fq[z]
n
defines a bijection between the set of rate k/n convolutional codes and the set of
Fq[z]-submodules of Fq[z]
n of rank k that are direct summands of Fq[z]
n. This is a
module-theoretical refinement of [5, Theorem 3].
There is a scenario in which Hamming distance in convolutional codes is the
right one: The distributed storage. Let us explain it.
We have some information which we want to store in n nodes. Different nodes
are not usually accessible with the same reliability, depending on the different con-
ditions at each time. So we want to distribute our information taking in mind that
we are going to retrieve it from a subset of the nodes, although we are going to
request the information stored in each node. The storage process can be described
as follows.
Let
∑
i viz
i ∈ Fn[z] be the encoded sequence, and vi = (vi,1, . . . , vi,n) ∈ F
n
for each i. Then the encoded sequence can be reorganized as (f1, . . . , fn) ∈ F[z]
n
where fj =
∑
i vi,jz
i. Each polynomial fj is transmitted to a different node, where
it is stored. When the information is needed, the owner request to each node its
polynomial, which is transmitted back. This is the key point, each polynomial
comes from a different channel, so the probability of errors is different and it can
be expected that the Hamming weight fits better than the free distance in this
scenario.
There are some previous solutions to this process. For instance, in the distributed
storage in an open network each channel has its own correction capability, so each
channel can be considered as an erasure channel, i.e. an error in the transmission
means that the corresponding information is not received. Under that viewpoint,
[1] has recently provided a complete overview of different techniques involved in
solving the distributed storage problem. None of those techniques makes use of
convolutional codes, mainly because the most used decoding algorithms for con-
volutional codes work with respect to the free distance, which is not suitable for
distributed storage.
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The idea behind the use of non commutative structures when dealing with con-
volutional codes comes from [17], where it is proven that a classical cyclic structure
on words does not allow to build non block codes. However skew structures do,
as finally clarified in [16, Theorems 3.12 and 3.14]. With this idea in mind, in [7]
a new perspective of cyclicity is provided when considering convolutional codes as
vector subspaces of Fq(z)
n. This viewpoint is the one we are going to exploit in the
forthcoming sections.
3. Differential convolutional codes
In this section, differential convolutional codes are to be defined. They are built
from a derivation of the rational function field Fq(z), where Fq is a finite field of
characteristic p. We include some basic facts on these derivations that are needed
subsequently. We next construct the codeword ambient algebra as a factor algebra
of a differential operator ring in one variable. We thus recall some basic properties
of this kind of rings.
Fix a non zero derivation δ : Fq(z)→ Fq(z), that is, an additive map subject to
the condition
(1) δ(ab) = aδ(b) + δ(a)b, for all a, b ∈ Fq(z).
Since aq−1 = 1 for every nonzero a ∈ Fq, we get from (1) that δ(a) = 0 and,
therefore, δ is Fq–linear. A straightforward argument, based also on (1), shows
that, for every f ∈ Fq(z),
(2) δ(f) = f ′δ(z),
where f ′ denotes the usual derivative of f with respect to z. Hence, the derivation
δ is determined by the choice of a non zero δ(z) ∈ Fq(z).
Let Fq(z
p) denote the subfield of Fq(z) generated by Fq and z
p. Clearly, Fq(z
p)
is contained in the subfield of constants of δ, defined as
K = {f ∈ Fq(z) : δ(f) = 0}.
Since the degree of Fq(z) over Fq(z
p) is the prime p, we get that K = Fq(z
p).
Obviously, δ : Fq(z) → Fq(z) becomes a K–linear endomorphism, whose minimal
polynomial is, by [13, Lemma 1.5.1, Lemma 1.5.2], of the form xp−γx for a suitable
γ ∈ K. Therefore,
(3) δp − γδ = 0,
which implies that γ = δ
p(z)
δ(z) . Since p equals the dimension of Fq(z) as a K–vector
space, we can choose a cyclic vector α ∈ Fq(z) for δ, so that {α, δ(α), . . . , δ
p−1(α)}
is a K–basis of Fq(z).
Given a subset {c1, . . . , cn} ⊆ Fq(z), define, following [15], the Wronskian ma-
trices
Wk(c1, . . . , cn) =


c1 c2 · · · cn
δ(c1) δ(c2) · · · δ(cn)
...
...
. . .
...
δk−1(c1) δ
k−1(c2) · · · δ
k−1(cn)


for each k ≥ 1. We record the following well-known result (see e. g. [15, Theorem
4.9]) for future reference.
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Lemma 1. A subset {c1, . . . , cn} ⊆ Fq(z) is linearly independent over K if and
only if the Wronskian Wn(c1, . . . , cn) is an invertible matrix.
Let R = Fq(z)[x; δ] be the differential operator ring built from the derivation δ.
Its elements are polynomials in x with coefficients, written of the left, from Fq(z),
and whose multiplication is based on the rule xf = fx+ δ(f) for every f ∈ Fq(z).
The ring R is a non-commutative Euclidean domain, that is, there are left and
right Euclidean division algorithms. In particular, every left ideal of R is principal,
that is, of the form Rf = {rf : r ∈ R} for some f ∈ R. We say then that f is a
generator of the left ideal Rf . Given f, g ∈ R, we say that f is a right divisor of g
(or g is a left multiple of f), if g ∈ Rf . This situation will be denoted by f |rg.
The greatest common right divisor of f, g ∈ R, denoted by (f, g)r is defined as
the monic generator of Rf +Rg. Similarly, the left least common multiple [f, g]ℓ of
f and g is defined as the monic generator of Rf ∩Rg.
The center of R is, by [13, 1.12.32], K[xp − γx], the subring of R generated by
K and xp − γx. In particular, we get that R(xp − γx) is an ideal of R, and we can
consider the K–algebra
R =
R
R(xp − γx)
.
Now, let us fix the natural Fq(z)–basis {1, x, . . . , x
p−1} ofR, and the correspond-
ing coordinate isomorphism of Fq(z)–vector spaces
v : R → Fq(z)
p.
We stress that we are identifying an element of R with its unique representative in
R of degree smaller than p. Recall that the convolutional codes over Fq of length p
are the Fq(z)–vector subspaces of Fq(z)
p.
Definition 2. A convolutional code C ⊆ Fq(z)
p is said to be a differential convo-
lutional code if v−1(C) is a left ideal of R.
Since the isomorphism v is an isometry for the natural Hamming distances on
R and Fq(z)
p, we will often consider a differential convolutional code just as a left
ideal of R. We stress that Hamming weight of a vector of Fq(z)
p is the number
of nonzero coordinates (see Section 2 for the description of a situation where the
Hamming distance is better suited than the free distance).
We define by recursion, following [15], Nk(a), for a ∈ Fq(z) as follows:
N0(a) = 1,
Nn+1(a) = Nn(a)a+ δ(Nn(a)).
We have, for 0 6= a ∈ Fq(z), the following identity [15, Proposition 2.9(4)]:
(4) δk(a) = Nk(L(a))a,
where
L(a) = δ(a)a−1.
Let g(x) =
∑n
i=0 gix
i ∈ Fq(z)[x; δ] and a ∈ Fq(z). By [15, Lemma 2.4],
(5) g(x) = q(x)(x − a) + g[a],
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where
(6) g[a] =
n∑
i=0
giNi(a) ∈ Fq(z).
The value g[a] given in (6) is called right evaluation of g at a. Observe that x− a
is a right divisor of g(x) if and only if g[a] = 0. We say then that a is a right root
of g(x). A straightforward computation, using that δp = γδ, shows that L(c) is a
right root of xp − γx for every 0 6= c ∈ Fq(z).
Proposition 3. Let {c1, . . . , cm} ⊆ Fq(z) be linearly independent over K, with
m ≤ p− 1, and set
g = [x− L(c1), . . . , x− L(cm)]ℓ.
Then deg(g) = m, g is a right divisor of xp − γx, and v(Rg) is the left kernel of
the Wronskian matrix
Wp(c1, . . . , cm).
In other words, C = v(Rg) is a DCC of dimension p−m with parity-check matrix
Wp(c1, . . . , cm).
Proof. Clearly, f =
∑p−1
k=0 fkx
k ∈ Rg if and only if x−L(cj)|rf for all j = 1, . . . ,m.
This is equivalent, by (5) and (6), to the condition (f0, . . . , fp−1)N = 0, where
N =


N0(L(c1)) N0(L(c2)) · · · N0(L(cm))
N1(L(c1)) N1(L(c2)) · · · N1(L(cm))
...
...
. . .
...
Np−1(L(c1)) Np−1(L(c2)) · · · Np−1(L(cm))

 .
By (4),
(7) N · diag(c1, . . . , cm) =Wp(c1, . . . , cm).
Since diag(c1, · · · , cm) is invertible, we get that the left kernel of the wronskian
matrix Wp(c1, . . . , cm) is C = v(Rg). Now, if the degree of f is smaller than m,
we get that v(f)Wm(c1, . . . , cm) = 0. By Lemma 1, Wm(c1, . . . , cm) is invertible,
which implies that v(f) = 0. We thus deduce that every nonzero f ∈ Rg is of
degree at least m. In particular, deg(g) = m. Since dimFq(z)(R/Rg) = deg(g), we
get that the dimension of C is p−m.

Remark 4. Differential convolutional codes described in Proposition 3 are instances
of (σ, δ) −W–codes in the sense of [2]. These codes are recognized as left kernels
of suitable generalized Vandermonde matrices in [2, Proposition 4].
Next, we show that, if the set {c1, . . . , cm} is carefully chosen, then we obtain
MDS codes with respect to the Hamming distance.
Theorem 5. Let α ∈ Fq(z) be a cyclic vector for δ. For 1 ≤ d ≤ p and 0 ≤ r ≤
p− d, let C be the differential convolutional code generated, as a left ideal of R, by
g = [x− L(δr(α)), . . . , x− L(δr+d−2(α))]ℓ.
Then the dimension of C is p− d+ 1 and its minimum Hamming distance is d.
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Proof. The statement about the dimension of C follows from Proposition 3, which
also says that a parity-check matrix of C is
Wp(δ
r(α), . . . , δr+d−2(α)).
For any submatrix of order d− 1
M =


δk1+r(α) δk1+r+1(α) · · · δk1+r+d−2(α)
δk2+r(α) δk2+r+1(α) · · · δk2+r+d−2(α)
...
...
. . .
...
δkd−1+r(α) δkd−1+r+1(α) · · · δkd−1+r+d−2(α)

 ,
where {k1, . . . , kd−1} ⊆ {0, . . . , p− 1}, we see that
M = Wd−1(δ
k1+r(α), . . . , δkd−1+r(α))tr,
which is, by Lemma 1, invertible. Hence, the Hamming distance of C is d. 
Definition 6. We call the code defined in Theorem 5 a Reed Solomon (RS) differ-
ential convolutional code of designed Hamming distance d.
4. A Peterson-Gorenstein-Zierler decoding algorithm
In this section we design a decoding algorithm for RS differential convolutional
codes inspired by the classical Peterson-Gorenstein-Zierler decoding algorithm.
Let C be an RS differential convolutional code of designed distance d generated,
as left ideal of R, by
g = [x− L(α), x− L(δ(α)), . . . , x− L(δd−2(α))]ℓ,
where α ∈ Fq(z) is a cyclic vector for δ. By Theorem 5, the Hamming distance of
C is d, and τ = ⌊(d− 1)/2⌋ is then the error correction capacity of C.
Let c ∈ C be a codeword that is transmitted through a noisy channel, and let
y =
p−1∑
j=0
yjx
j ∈ R
be the received polynomial. We may decompose y = c+ e, where
e = e1x
k1 + · · ·+ evx
kv ∈ R
is the error polynomial. Assume that v ≤ τ .
For each 0 ≤ i ≤ p − 1, the i−th syndrome si of the received polynomial is
computed as
(8) si = y[L(δ
i(α))] =
p−1∑
j=0
yjNj(L(δ
i(α)));
the remainder of the left division of y by x− L(δi(α)), see (5) and (6).
Proposition 7. The error values vector (e1, . . . , ev) satisfies, for 0 ≤ i ≤ 2τ − 1,
(9) δi(α)si =
v∑
j=1
ejδ
i+kj (α)
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and, indeed, is the unique solution of the linear system
(10) δi(α)si =
v∑
j=1
ejδ
i+kj (α), i = 0, . . . , v − 1.
Proof. Whenever 0 ≤ i ≤ 2τ−1, we have, by (5) and (6), that the right evaluations
of c at L(δi(α)) are zero and hence,
si =
∑p−1
j=0 yjNj(L(δ
i(α)))
=
∑v
j=1 ejNkj (L(δ
i(α)))
=
∑v
j=1 ej
δ
kj+i(α)
δi(α) by (4),
= 1
δi(α)
∑v
j=1 ejδ
i+kj (α).
Thus, (e1, . . . , ev) is solution to (9). Now, the coefficient matrix of (10) is

δk1(α) δk1+1(α) · · · δk1+v−1(α)
δk2(α) δk2+1(α) · · · δk2+v−1(α)
...
...
. . .
...
δkv (α) δkv+1(α) · · · δkv+v−1(α)

 =Wv(δk1(α), . . . , δkv (α))tr
which is invertible by Lemma 1. 
So, in order to compute the error values vector, we only need to know the error
positions {k1, . . . , kv}.
Proposition 8. A position t ∈ {k1, . . . , kv} if, and only if, L(δ
t(α)) is a right root
of the error locator polynomial
λ = [x− L(δk1(α)), . . . , x− L(δkv (α))]ℓ.
Proof. Proposition 3 says that deg(λ) = v. Moreover, if there is some t 6∈ {k1, . . . , kv}
such that x − L(δt(α))|rλ, then, by Proposition 3, deg(λ) = v + 1, a contradic-
tion. 
In view of propositions 7 and 8, the error polynomial e is known as soon as we
compute the locator polynomial λ. Next, we will design an algorithm to do this
calculation.
For every pair (i, k) of non-negative integers, set
(11) Si,k =
v∑
j=1
δk(ej)δ
i+kj (α).
Lemma 9. For every pair (i, k) of non-negative integers, we have
(12) Si,k+1 = δ(Si,k)− Si+1,k
Moreover, for 0 ≤ k ≤ τ − 1 and i + k ≤ 2τ − 1, the values Si,k can be computed
from the received polynomial y.
Proof. For every (i, k),
Si,k+1 =
∑v
j=1 δ
k+1(ej)δ
i+kj (α)
= δ(
∑v
j=1 δ
k(ej)δ
i+kj (α))−
∑v
j=1 δ
k(ej)δ
i+1+kj (α)
= δ(Si,k)− Si+1,k.
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If k = 0 and 0 ≤ i ≤ 2τ − 1, then, by (9),
Si,0 =
v∑
j=1
ejδ
i+kj (α) = siδ
i(α).
If k + 1 + i ≤ 2τ − 1, Si,k+1 is computed from (12). 
Recall that v : R → Fq(z)
p denotes the coordinate isomorphism associated
to the monomial basis {1, x, . . . , xp−1} of R. From Proposition 3 we know that
f =
∑p−1
k=0 fkx
k ∈ Rλ if and only if v(f) belongs to the left kernel of the matrix
Σ =


δk1(α) δk2(α) · · · δkv (α)
δk1+1(α) δk2+1(α) · · · δkv+1(α)
...
...
. . .
...
δk1+p−1(α) δk2+p−1(α) · · · δkv+p−1(α)


Proposition 10. Define, for every 1 ≤ r, the matrix
Er =


e1 δ(e1) · · · δ
r−1(e1)
e2 δ(e2) · · · δ
r−1(e2)
...
...
. . .
...
ev δ(ev) · · · δ
r−1(ev)


v×r
,
and set
µ = max{r ≤ v : Er is full rank}.
If V ⊆ Fq(z)
p is the left kernel of the matrix ΣEµ, then v−1(V ) = Rρ for some
ρ ∈ R of degree µ. Moreover, ρ is a right divisor of λ.
Proof. We need to prove that v−1(V ) is a left ideal of R which, in coordinates,
amounts to check that if
(a0, . . . , ap−2, ap−1) ∈ V
then
(δ(a0), a0 + δ(a1) + γap−1, . . . , ap−2 + δ(ap−1)) ∈ V.
This is due to the facts that xaix
i = aix
i+1 + δ(ai)x
i for all 0 ≤ i ≤ p − 1, and
xp = γx in R.
Suppose that (a0, . . . , ap−2, ap−1)ΣE
µ = 0. The maximality of µ ensures that
the last column of Eµ+1 is a linear combination of the previous µ columns. Hence
(a0, . . . , ap−2, ap−1)ΣE
µ+1 = 0.
Observe that
ΣEµ+1 =


S0,0 S0,1 · · · S0,µ
S1,0 S1,1 · · · S1,µ
...
...
. . .
...
Sp−1,0 Sp−1,1 · · · Sp−1,µ


Therefore,
(13)
p−1∑
i=0
aiSi,k = 0, for all 0 ≤ k ≤ µ.
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Let 0 ≤ k ≤ µ− 1 and set a−1 = 0. Then∑p−1
i=0 (ai−1 + δ(ai))Si,k =
∑p−1
i=0 ai−1Si,k + δ(ai)Si,k
=
∑p−1
i=0 ai−1Si,k + (δ(aiSi,k)− aiδ(Si,k))
=
∑p−1
i=0 ai−1Si,k + δ(
∑p−1
i=0 aiSi,k)−
∑p−1
i=0 aiδ(Si,k)
=
∑p−1
i=0 ai−1Si,k −
∑p−1
i=0 aiδ(Si,k)
=
∑p−1
i=0 ai−1Si,k −
∑p−1
i=0 ai[Si,k+1 + Si+1,k]
=
∑p−1
i=0 ai−1Si,k −
∑p−1
i=0 aiSi,k+1 −
∑p−1
i=0 aiSi+1,k
=
∑p−1
i=0 ai−1Si,k −
∑p−1
i=0 aiSi+1,k
=
∑p−2
i=0 aiSi+1,k −
∑p−1
i=0 aiSi+1,k
= −ap−1Sp,k
The fourth and seventh steps hold by (13), while the fifth does by (12), and the
last equality uses that a−1 = 0. Since δ
p − γδ = 0, we have that
Sp,k =
v∑
j=0
δk(ej)δ
p+kj (α) =
v∑
j=0
δk(ej)γδ
kj+1(α) = γ
v∑
j=0
δk(ej)δ
kj+1(α) = γS1,k.
Then
∑p−1
i=0 (ai−1 + δ(ai))Si,k = −γap−1S1,k. Hence,
(δ(a0), a0 + δ(a1) + γap−1, . . . , ap−2 + δ(ap−1))ΣE
µ = 0,
as required.
Every left ideal of R is principal, so v−1(V ) is generated by a polynomial ρ ∈ R.
Since v(Rλ) is the kernel of the matrix Σ, it follows that Rλ ⊆ Rρ, hence ρ right
divides λ.
Finally, the dimension of Rρ is, on the one hand, p − deg ρ, and on the other
hand, since ΣEµ is a full rank matrix, p− µ. Hence, deg ρ = µ. 
In order to compute ρ we should be, in principle, able to compute µ and the
matrix ΣEµ from the received polynomial. However, even if we knew µ, we could
only compute some of the coefficients of ΣEµ, see Lemma 9.
For each r ≤ τ , set Sr = ΣτEr, where
Στ =


δk1(α) δk2(α) · · · δkv (α)
δk1+1(α) δk2+1(α) · · · δkv+1(α)
...
...
. . .
...
δk1+τ (α) δk2+τ (α) · · · δkv+τ (α)


(τ+1)×v
.
Observe that
Sr =


S0,0 S0,1 · · · S0,r−1
S1,0 S1,1 · · · S1,r−1
...
...
. . .
...
Sτ,0 Sτ,1 · · · Sτ,r−1


(τ+1)×r
for all 1 ≤ r ≤ τ . Indeed, Sr consists of the first r columns of Sτ and, by Lemma
9, this matrix can be computed from the received polynomial y.
Lemma 11. For each r ≤ τ , rk Sr = rkΣEr = rk Er. Consequently,
(14) µ = max{r : Sr has full rank}.
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Proof. By Lemma 1, rkΣ = rkΣτ = v. By Sylvester’s rank inequality,
min{rkΣ, rk Er} ≥ rkΣEr ≥ rkΣ + rk Er − v = rk Er.
Then rkΣEr = rk Er. Analogously, rk Sr = rk Er. Finally, since µ ≤ v ≤ τ , we
get (14). 
Thus, µ can be computed from Sτ by virtue of Lemma 1. Our next aim is to
show how to use this matrix for the computation of ρ.
Lemma 12. For each µ ≤ r ≤ τ , µ = rk Er = rkΣEr = rk Sr.
Proof. By Lemma 11, rk Sr = rkΣEr = rk Er, for all r ≤ τ and rk Eµ = µ.
Assume that µ < r. By maximality of µ, the (µ + 1)th column of Er is a linear
combination of the µ preceding columns. So, there exist a0, . . . , aµ−1 ∈ Fq(z) such
that, for each 1 ≤ k ≤ v,
(15) δµ(ek) =
µ−1∑
i=0
aiδ
i(ek).
Applying δ, for each 1 ≤ k ≤ v, we have:
δµ+1(ek) =
∑µ−1
i=0 (δ(ai)δ
i(ek) + aiδ
i+1(ek))
=
∑µ−1
i=0 δ(ai)δ
i(ek) +
∑µ
i=1 ai−1δ
i(ek)
=
∑µ−1
i=0 δ(ai)δ
i(ek) +
∑µ−1
i=1 ai−1δ
i(ek) + aµ−1δ
µ(ek)
=
∑µ−1
i=0 δ(ai)δ
i(ek) +
∑µ−1
i=1 ai−1δ
i(ek) + aµ−1
∑µ−1
i=0 aiδ
i(ek).
The third step holds by (15). Therefore the (µ + 2)th column of Er is linear
combination of the first µ columns. Repeating the process we obtain that every
column from the (µ + 1)th to the rth one is a linear combination of the first µ
columns, which implies that rk Er = µ. Since Er has v rows, µ ≤ v. Hence, by
Lemma 11, rk Sr = µ.

We are now ready for computing ρ.
Proposition 13. The reduced column echelon form of Sτ is of the form
rcef(Sτ ) =

 Iµa0 · · ·aµ−1 0(τ+1)×(τ−µ)
H ′

 ,
where Iµ is the µ × µ identity matrix and a0, . . . , aµ−1 ∈ Fq(z) are such that ρ =
xµ −
∑µ−1
i=0 aix
i.
Proof. By Lemma 12, rk Sτ = µ = rk Sµ which implies, since Sµ consists of the
first µ columns of Sτ , that
rcef(Sτ ) =
(
rcef(Sµ) 0(τ+1)×(τ−µ)
)
.
Since Sµ consists of the first τ+1 rows of ΣEµ and both have the same rank µ, we
get that rcef(Sµ) is composed by the first τ+1 rows of rcef(ΣEµ). By Proposition
10, v(Rρ) is the left kernel of the matrix rcef(ΣEµ). A non zero vector in the left
kernel of the matrix
(16)
(
rcef(ΣEµ)
0
Ip−(µ+1)
)
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is a non zero element of v(Rρ) whose p − (µ + 1) last coordinates are zero. Since
ρ has degree µ, and its degree is minimal among the nonzero elements of Rρ, we
have that v(ρ) is the unique element, up to scalar multiplication, of the left kernel
of the matrix (16).
Let us consider Sµ0 formed by the first µ+ 1 rows of S
µ. Therefore
rcef(Sµ0 ) =
(
Iµ
H ′
)
.
Further column reductions using the identity matrix in the left block of the matrix
in (16), allow us to derive that ρ is also the unique non zero solution, up to scalar
multiplication, of the homogeneous system
(17) X
(
rcef(Sµ0 ) 0
0 Ip−(µ+1)
)
= 0.
The size of rcef(Sµ0 ) is (µ + 1) × µ. Moreover, rk S
µ
0 = µ because the space
solutions of (17) has dimension 1. Then there is only one row of rcef(Sµ0 ) without
a pivot. If this row is not the last one, then there exists a non zero polynomial in
Rρ of degree strictly below µ, which is a contradiction. Therefore
rcef(Sµ0 ) =
(
Iµ
a0 · · ·aµ−1
)
.
Finally, (−a0, . . . ,−aµ−1, 1, 0, . . . , 0) is a non zero solution of (17). Hence ρ =
xµ −
∑µ−1
i=0 aix
i. 
Our next task is to compute the locator polynomial λ from ρ. We need some
auxiliary results.
Lemma 14. If v(Rρ) is the left kernel of a matrix H ∈ Mp×µ(Fq(z)), then H =
ΣB for some full rank matrix B ∈ Mv×µ(Fq(z)) which has no zero row.
Proof. According to Proposition 10, v(Rλ) ⊆ v(Rρ) ⊆ Fq(z)
p. Moreover, the
dimension over Fq(z) of the first subspace is p− v, while that of the second one is
p− µ. Basic Linear Algebra tells us that there exists a full rank (v × µ)-matrix B
such that H = ΣB. By Proposition 10, v(Rρ) is also the left kernel of ΣEµ. Then
there exists a non singular (µ× µ)-matrix P such that ΣEµP = H = ΣB. Since Σ
is full rank, EµP = B. Thus, B is obtained from Eµ by elementary operations on
its columns. Since Eµ has no zero row, we get the same property for B. 
At this stage, it is convenient to introduce some notation. For a non empty
T ⊆ {0, . . . , p− 1} let us denote
gT = [{x− L(δ
j(α))}j∈T ]ℓ.
The polynomials of this kind will be said to be fully α–decomposable. Since the
least left common multiple corresponds to the intersection of left ideals, we get
that [gT1 , gT2 ]ℓ = gT1∪T2 for all T1, T2 ⊆ {0, . . . , p− 1}. On the other hand, gT1∩T2
is clearly a common right divisor of gT1 and gT2 . By Proposition 3,
(18) #T1 ∩ T2 = deg(gT1∩T2) ≤ deg(gT1 , gT2)r =
deg gT1 + deg gT2 − deg[gT1 , gT2 ]ℓ = #T1 +#T2 −#T1 ∪ T2.
Hence, (gT1 , gT2)r = gT1∩T2 is a fully α-decomposable polynomial.
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Given a matrix A with coefficients in Fq(z), by ker(·A) we denote its left kernel.
Proposition 15. Let λ′ ∈ R be a fully α−decomposable polynomial which is a left
multiple of ρ. Then λ|rλ
′.
Proof. By the discussion above, we can write (λ, λ′)r = gT for some T ⊆ {k1, . . . , kv}.
Set t = #T and relabel the elements of {k1, . . . , kv} in such a way that T =
{k1, . . . , kt}. It suffices if we prove that gT = λ, that is, t = v.
We know that v(Rλ) = ker(·Σ) and rkΣ = v. Since v(Rλ) ⊆ v(RgT ), we have
that v(RgT ) = ker(·ΣQ) for some full rank matrix Q. Moreover, dimFq(z)RgT =
p− deg gT = p− t, by Proposition 3. Hence, rkΣQ = t.
Analogously, since RgT ⊆ Rρ, there exists a full rank matrix Q
′ such that v(Rρ)
is the left kernel of ΣQQ′. By Lemma 14, ΣQQ′ = ΣB, where B has full rank and
no zero row. Hence, QQ′ = B, because Σ defines a surjective linear map, and thus,
Q has no zero row.
Assume t < v. We can split the matrices Σ and Q as
Σ = (Σ0 | Σ1) and Q =
(
Q0
Q1
)
,
where Σ0 encompasses the first t columns of Σ and Q0 the first t rows of Q. Let
c1, . . . , cv denote the columns of Σ. Now, if j ≤ t, then cj depends linearly from
the columns of ΣQ, because ker(·ΣQ) ⊆ ker(·cj). Therefore,
t = rk (ΣQ | Σ0) = rk (Σ0Q0 +Σ1Q1 | Σ0) = rk (Σ1Q1 | Σ0).
But t = rkΣ0, hence every column of Σ1Q1 depends linearly from the columns of
Σ0. Let (bt+1, . . . , bv)
tr be a column of Q1 with bv 6= 0. We have that
Σ1(bt+1, . . . , bv)
tr =
v∑
i=t+1
cibi
depends linearly from the columns of Σ0. This would prove that the columns of Σ
are linearly dependent, in contradiction with Lemma 1. 
Proposition 15 implies that ρ = λ in most cases, and this leads to a decoding
algorithm (see Algorithm 1). To this end, set
(19) N =


N0(L(α)) N0(L(δ(α))) · · · N0(L(δ
p−1(α)))
N1(L(α)) N1(L(δ(α))) · · · N1(L(δ
p−1(α)))
...
...
. . .
...
Np−1(L(α)) Np−1(L(δ(α))) · · · Np−1(L(δ
p−1(α)))

 ,
and observe that, by virtue of (6), for every f ∈ R we have
(20) v(f)N = (f [α], f [δ(α)], . . . , f [δp−1(α)]).
Theorem 16. Assume that the error vector e has v non-zero positions. If v ≤ τ ,
then Algorithm 1 correctly finds the error vector e unless its components ek1 , . . . , ekv
are linearly dependent over K = Fq(z
p).
Proof. After the initial settings, Line 5 computes Sτ , by virtue of Lemma 9 and,
hence, Line 7 computes a right divisor ρ = Σµi=0ρix
i of the error locator, by Propo-
sition 10 and Lemma 13. Line 8 computes correctly, according to (20), indices
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Algorithm 1: PGZ decoding algorithm with unlikely decoding failure
Input: A received transmission y = (y0, . . . , yp−1) ∈ Fq(z)
p with no more
than τ errors.
Output: The error e = (e0, . . . , ep−1) such that y − e ∈ C.
1 for 0 ≤ i ≤ 2τ − 1 do
2 si ←
∑p−1
j=0 yjNj(L(δ
i(α)))
3 if si = 0 for all 0 ≤ i ≤ 2τ − 1 then
4 return 0.
5 Get Sτ by recursion from y
6 Compute
rcef(Sτ ) =

 Iµa0 · · · aµ−1 0(τ+1)×(τ−µ)
H ′

 .
7 ρ = (ρ0, . . . , ρµ)← (−a0, . . . ,−aµ−1, 1) and ρN ← (ρ0, . . . , ρµ, 0, . . . , 0)N
8 {k1, . . . , kv} ← zero coordinates of ρN
9 if µ 6= v then
return decoding failure
end
10 Find (x1, . . . , xv) such that
(x1, . . . , xv)(Σ
v−1)tr = (αs0, δ(α)s1, . . . , δ
v−1(α)sv−1)
11 return (e0, . . . , ep−1) with ei = xi for i ∈ {k1, . . . , kv}, and zero otherwise.
{k1, . . . , ku} such that δ
ki(α) is a right root of ρ. If u = µ, then ρ is fully α–
decomposable and, by Proposition 15, ρ = λ (and u = v). By Proposition 7, Line
10 computes the error values.
If u < µ, then dim(Rλ) < dim(Rρ), so v < µ. Proposition 10 tells us that Ev is
a singular matrix. By Lemma 1, {ek1 , . . . , ekv} is K–linearly dependent. 
Although the condition that leads to the decoding failure output in Algorithm
1 rarely occurs for a random error vector, we will show that it is possible to design
an improved version which does always compute the error vector e. To this end,
consider, for f ∈ R of degree m, the matrix
Mf =


v(f)
v(xf)
...
v(xp−1−mf)

 ,
to be used in Algorithm 2. Observe that f, xf, . . . , xp−1−mf are polynomials of
different degrees m, . . . , p − 1, so they are Fq(z)–linearly independent in R. Since
the dimension of Rf is p−m, we get that they are a basis and, hence, the rows of
Mf give a basis of v(Rf).
Theorem 17. Assume that the error vector e has v non-zero positions. If v ≤ τ ,
then Algorithm 2 correctly finds the error vector e.
Proof. The output decoding failure in Algorithm 1 appears when v 6= µ. We will
show that, if the condition v 6= µ holds, then it is possible to compute a new set of
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Algorithm 2: PGZ full decoding algorithm
Input: A received transmission y = (y0, . . . , yp−1) ∈ Fq(z)
p with no more
than τ errors.
Output: The error e = (e0, . . . , ep−1) such that y − e ∈ C.
1 for 0 ≤ i ≤ 2τ − 1 do
2 si ←
∑p−1
j=0 yjNj(L(δ
i(α)))
3 if si = 0 for all 0 ≤ i ≤ 2τ − 1 then
4 return 0.
5 Get Sτ by recursion from y
6 Compute
rcef(Sτ ) =

 Iµa0 · · · aµ−1 0(τ+1)×(τ−µ)
H ′

 .
7 ρ = (ρ0, . . . , ρµ)← (−a0, . . . ,−aµ−1, 1) and ρN ← (ρ0, . . . , ρµ, 0, . . . , 0)N
8 {k1, . . . , kv} ← zero coordinates of ρN
9 if µ 6= v then
10 Calculate MρN
11 Nρ ←MρN
12 Hρ ← rref(Nρ)
13 H ′ gets the matrix obtained removing all rows of Hρ different from εi for any
i.
14 {k1, . . . , kv} ← zero columns of H
′
end
15 Find (x1, . . . , xv) such that
(x1, . . . , xv)(Σ
v−1)tr = (αs0, δ(α)s1, . . . , δ
v−1(α)sv−1)
16 return (e1, . . . , ep−1) with ei = xi for i ∈ {k1, . . . , kv}, and zero otherwise.
error positions {k1, . . . , kv} which becomes complete, proving thus the correctness
of Algorithm 2.
Since Hρ is the reduced row echelon form of Nρ = MρN , the rows of HρN
−1
form a basis of v(Rρ) as an Fq(z)–vector space. Therefore, the rows of H
′N−1
generate a vector subspace V ′ of v(Rρ). Let f ∈ R be such that v(f) is one of
these rows. The components of v(f)N corresponding to the zero columns of H ′ are
zero, so f ∈ Rλ′, where λ′ = [x − L(δk1(α)), . . . , x − L(δkv (α))]ℓ. Consequently,
the row space of H ′N−1 is contained in v(Rλ′). Both have dimension p − v as
Fq(z)–vector spaces, so they are equal.
By Proposition 15, λ |r λ
′. Suppose that λ 6= λ′, then the matrix Hλ =
rref(MλN) contains an additional row εd not inH
′. SinceRλ ⊆ Rρ, rk
(
Hρ
εd
)
=
rk(Hρ). This implies that εd must be a row of Hρ, so it is not removed in Line 13
of the Algorithm 2. Hence εd belongs to H
′, a contradiction. Then λ = λ′ and the
error positions are computed. 
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5. Examples
The last section is devoted to giving some examples. In the first one (Example
18), we show that the outcome “decoding failure” of Algorithm 1 is possible for some
corrupted messages, so that Algorithm 2 is required. It also includes examples of
messages which are successfully corrected by Algorithm 1. This is also the case of
Example 19.
Example 18. Let us consider the prime field with p elements F = Fp, F(z) the field of
rational functions over F, and the standard derivation δ : F(z)→ F(z), that assigns
to each rational function its derivative. Clearly, δ satisfies the polynomial equation
δp = 0, since δp(z) = 0. Set R = F(z)[x; δ]/〈xp〉 as the word ambient ring for
differential convolutional codes. Let set α = 1/z ∈ F(z), hence δi(α) = (−1)ii!/zi+1
for i = 0, . . . , p − 1 and then {δi(α)}i=0,...,p−1 is basis of F(z) over the constant
subfield F(zp). Consequently, since L(δi(α)) = −(i+ 1)/z for i = 0, . . . , p− 1,
xp =
[
x+
i
z
, x
]i=1,...,p−1
ℓ
.
Moreover, the (i, j)-th component of the matrix N defined in (19) is given in this
case by
Nij = (−1)
i (i + j)!
j!
1
zi
,
so that N presents an upper triangular matrix form. For instance, when p = 11, N
turns out to be
1 1 1 1 1 1 1 1 1 1 1
10
z
9
z
8
z
7
z
6
z
5
z
4
z
3
z
2
z
1
z
0
2
z2
6
z2
1
z2
9
z2
8
z2
9
z2
1
z2
6
z2
2
z2
0 0
5
z3
9
z3
6
z3
1
z3
10
z3
5
z3
2
z3
6
z3
0 0 0
2
z4
10
z4
8
z4
4
z4
8
z4
10
z4
2
z4
0 0 0 0
1
z5
6
z5
10
z5
1
z5
5
z5
10
z5
0 0 0 0 0
5
z6
2
z6
8
z6
2
z6
5
z6
0 0 0 0 0 0
9
z7
6
z7
5
z7
2
z7
0 0 0 0 0 0 0
5
z8
1
z8
5
z8
0 0 0 0 0 0 0 0
10
z9
1
z9
0 0 0 0 0 0 0 0 0
10
z10
0 0 0 0 0 0 0 0 0 0




Consider the RS differential convolutional code v(Rg), where
g =
[
x+
1
z
, x+
2
z
, x+
3
z
, x+
4
z
, x+
5
z
, x+
6
z
]
ℓ
.
This code has designed distance d = 7. We can compute g by means of the non-
commutative extended Euclidean algorithm (see, e.g. [3, Ch. I, Theorem 4.33]).
Alternatively, since g is characterized as the unique monic polynomial of degree
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6 belonging to Rg, we see that it can be computed by solving the linear system
(g0, . . . , g5)A = −b, where A is the principal 6× 6 of N and b is the vector formed
by the first six components of the seventh row. We get thus
g = x6 +
3
z
x5 +
10
z2
x4 +
2
z3
x3 +
10
z4
x2 +
8
z5
x+
5
z6
.
In this setting, suppose we need to transmit the message m = (1, z, 0, 0, z4) ≡
1 + zx+ z4x4 ∈ R, so that we encode it and get
mg = z4x10+3z3x9+9z2x8+3zx7+3x6+
5
z
x5+
8
z2
x4+
7
z3
x3+
3
z4
x2+
5
z5
x+
3
z6
,
or, as a list, (
3
z6
,
5
z5
,
3
z4
,
7
z3
,
8
z2
,
5
z
, 3, 3z, 9z2, 3z3, z4
)
.
Suppose now that, after the transmission, it is received the list(
3
z6
,
5
z5
,
3
z4
,
7
z3
,
8
z2
,
5
z
, 0, 3z, 0, 3z3, z4
)
.
That is, the received message contains two errors e1 = 8 and e2 = 2z
2 at positions
6 and 8, respectively. Viewed as a polynomial,
y = z4x10 + 3z3x9 + 3zx7 +
5
z
x5 +
8
z2
x4 +
7
z3
x3 +
3
z4
x2 +
5
z5
x+
3
z6
.
In this case, the syndrome matrix and its reduced column echelon form are provided
by
Sτ =


6
z7
9
z8
9
z9
4
z8
7
z9
7
z10
5
z9
7
z10
7
z11
3
z10
0 0

 and rcef(Sτ ) =


1 0 0
0 1 0
3
z2
5
z
0
9
z3
1
z2
0

 ,
respectively. So that the vector ρ becomes(
8
z2
,
6
z
, 1, 0, 0, 0, 0, 0, 0, 0, 0
)
and then, multiplying by N , we find that
ρN =
(
4
z2
,
2
z2
,
2
z2
,
4
z2
,
8
z2
,
3
z2
, 0,
10
z2
, 0,
3
z2
,
8
z2
)
.
We may observe two zeroes at positions 6 and 8. This is compatible with the degree
of ρ as a polynomial, so the received message surely contains two errors at positions
6 and 8. Finally, the values of the errors are given by solving the linear system(
5
z7
9
z8
5
z9
10
z10
)tr (
e1
e2
)
=
(
6
z7
4
z8
)
.
Concretely, e1 = 8 and e2 = 2z
2, and the error, as a polynomial, is given by
e = 8x6+2z2x8. Then mg = y− e, and dividing by the right by g, we may recover
the message m.
Alternatively, under the same conditions, suppose that we receive the list(
3
z6
,
z5 + 5
z5
,
3
z4
,
7
z3
,
8
z2
,
5
z
, 0, 3z, 9z2, 0, z4
)
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i.e. the transmission contains three errors e1 = 1, e2 = 8 and e3 = 8z
3 at positions
1, 6 and 9, respectively. Now, the syndrome matrix, in its column reduced normal
form, is given by
rcef(Sτ ) =


1 0 0
0 1 0
2z5+5
z7+7z2
9z5+6
z6+7z 0
3
z3
8
z2
0


and the vector ρN becomes(
9z5 + 4
z7 + 7z2
,
5
z7 + 7z2
,
4z5 + 9
z7 + 7z2
,
10z5 + 5
z7 + 7z2
,
7z5 + 4
z7 + 7z2
,
6z5 + 6
z7 + 7z2
,
7z3
z5 + 7
,
10z5 + 8
z7 + 7z2
,
4z5 + 8
z7 + 7z2
, 0,
9z5 + 6
z7 + 7z2
)
.
Since the number of zero components of ρN and the degree of ρ are different,
there is a decoding failure. Observe that this is a consequence of the fact that the
determinant of the matrix
 e1 e2 e3δ(e1) δ(e2) δ(e3)
δ2(e1) δ
2(e2) δ
2(e3)

 =

 1 8 8z30 0 2z2
0 0 4z


is zero. By the iterated product of xi by ρ for i ≤ 9, we then compute a matrix
Mρ whose rows form a basis of the ideal Rρ. Hence, we calculate the row reduced
normal form of MρN ,
Hρ =


1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 8z5 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1


.
The second row of Hρ is not unitary. Removing that row from Hρ, the resultant
matrix has zero columns at positions 1, 6 and 9, the error positions. Finally, by
solving the linear system

10
z2
2
z3
5
z4
5
z7
9
z8
5
z9
10
z10
10
z11
0


tr

e1
e2
e3

 =


10z5+10
z7
2z5+9
z8
5z5+7
z9

 ,
we find the error values e1 = 1, e2 = 8 and e3 = 8z
3, determining completely the
error polynomial e = x+ 8x6 + 8z3x9.
Example 19. Let us consider the prime field with five elements F = F5, F(z) the
field of rational functions over F, and the derivation δ : F(z) → F(z) defined by
δ(f) = zf ′ for every f ∈ F(z), where f ′ denotes the derivative of f . According to
(3), δ satisfies the polynomial equation δ5− γδ = 0, where γ = δ5(z)/δ(z) = 1. We
may then set the word ambient algebra R = F(z)[x; δ]/〈x5 − x〉.
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Choose α = 1/(z + 1) ∈ F(z), which is a cyclic vector for δ. Hence x5 − x can
be decomposed in F(z)[x; δ] as the least common left multiple[
x+
z
z + 1
, x+
z + 4
z + 1
, x+
z2 + z + 1
z2 + 4
, x+
z3 + 4z2 + z + 4
z3 + 2z2 + 2z + 1
, x+
z3 + 3z2 + 3z + 1
z3 + 4z2 + z + 4
]
ℓ
.
Let us consider the RS differential convolutional code C = v(Rg) of designed dis-
tance 3, where
g =
[
x+
z
z + 1
, x+
z + 4
z + 1
]
ℓ
= x
2
+
(
3z + 4
z + 1
)
x+
2z
2
z2 + 2z + 1
.
Suppose we need to transmit the message m = (1, 0, 0) ≡ 1 ∈ R, so that the
encoded message turns out to be g or, viewed as a list,(
2z2
z2 + 2z + 1
,
3z + 4
z + 1
, 1, 0, 0
)
.
Now suppose that the received message contains an error e = z at position 4. That
is, we receive the polynomial
y = zx4 + x2 +
(
3z + 4
z + 1
)
x+
2z2
z2 + 2z + 1
.
In this case, the syndrome matrix and its reduced column echelon form are given
by
S =
(
z5+4z4+z3+4z2
z5+1
4z2
z2+2z+1
)
and rcef(S) =
(
1
4z3+2z2+2z+4
z3+4z2+z+4
)
,
respectively. So that the vector ρ becomes(
z3 + 3z2 + 3z + 1
z3 + 4z2 + z + 4
, 1, 0, 0, 0
)
and then, multiplying by the matrix
N =


1 1 1
4z
z+1
4z+1
z+1
4z2+4z+4
z2+4
z2+4z
z2+2z+1
z2+z+1
z2+2z+1
z2+1
z2+2z+1
4z3+4z2+4z
z3+3z2+3z+1
4z3+z2+4z+1
z3+3z2+3z+1
4z+4
z+4
z4+4z3+z2+4z
z4+4z3+z2+4z+1 1 1
1 1
4z3+z2+4z+1
z3+2z2+2z+1
4z3+2z2+2z+4
z3+4z2+z+4
z2+2z+1
z2+z+1
z2+2z+1
z2+1
4z2+1
z2+z+1
4z3+3z2+3z+4
z3+4z2+z+4
1 1

 ,
it results(
1
z4 + 4
,
z3 + 4z2 + z
z4 + 4
,
3z2 + 2z
z3 + z2 + z + 1
,
2z5 + 3z4 + 3z3 + 3z2 + 2z
z6 + z5 + z4 + 4z2 + 4z + 4
, 0
)
which points out that there is an error at position 4. We, finally, solve the linear
system
z4 + 4z3 + z2 + 4z
z5 + 1
e =
z5 + 4z4 + z3 + 4z2
z5 + 1
and get that the error value is e = z, as expected.
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