Recently there has been a great deal of interest in using the Pad6 via Lanczos (PVL) technique to analyze the transfer functions and impulse responses of large-scale linear circuits. In this paper, matrix-Pade via Lanczos (MPVL), which can be used on multiple-input multiple-output sys terns, is applied to solve models resulting from applying the finite element method (FEM) to electromagnetic wave propagation problems in the frequency domain. The resulting solution procedure of using MPVL to solve FEM equations allows for wideband frequency simulations with a reduction in total computation time. Several issues arise during this application, and each is addressed in detail. Numerical simulations using this method are shown along with traditional methods using an LU decomposition at each frequency point of interest. Comparisons in accuracy as well as computation time are also given.
Introduction
There has been much activity recently in the circuit analysis community on model order reduction (MORe) . Speeding up simulation times motivated the need for finding alternative approximate solution techniques that could still provide reasonably accurate results. The need for accurate yet efficient solution algorithms served as part of the motivation for the development of asymptotic waveform evaluation (AWE) in which a low-order approximation of the system response is formulated [PiZZuge ~nllr ~~~~e~, 19901 . As the name indicates, as the order of the approximation is increased, the approximate response begins to "asymptotically" approach that of the original system response [Rughovun et al., 19931 .
The AWE formulation provides straightforward, efficient circuit analysis in either the time or frequency domains. AWE simulations are often orders of magnitude faster than conventional circuit solvers. In AWE analysis the transfer functions are expanded into Taylor series. The coefficients of the expansions are known as moments. Moment matching is then Copyright 2000 by the American Geophysical Union.
Paper number 1999RSOO2258. 0048~6604/00/1999RS002258$11.00 used to transfer tions of ing the I approximate the models with lower order I functions. Using AWE, the transfer func-, system I models are approximated by matchfirst 2q -1 moments of exact solutions to lower q-order models [B~ucken et al., 1992; P~~~uge and Roh~e~, 1990 ; Tang u~d Nukhlu, 19921 . The responses of transfer functions depend on the systems' poles and residues. AWE extracts the dominant poles and associated residues using fade approximations [Pud~, 18921 and provides an accurate estimation of the system response. The Pade approximation is essentially decomposed into partial fractions, yielding the poles and residues of an approximate system response.
Calculation of the poles and residues in AWE is inherently a challenging computational problem. The circuit parameters encountered in interconnect analysis range in value from pF to kiR, which causes ill conditioning of the system matrices. The Pade approximation requires several * digits of accuracy for pole calculations. Maintaining the accuracy requires using techniques such as complex frequency hopping (CFH) f Ch 93 i rout atid Nukhlu,. 1994, 19951 and scaling [ Vluch and Sorghum, 19831. Celik et al. [1995] gave a multipoint Pad6 approximation to compute the poles and residues of microwave circuits. This method was more accurate than CFH because all ex-( pansion points were considered simultaneously.
-* Overcoming some of the computational difficulties encountered in AWE served in part as motivation for the development of the Pad6 via Lanczos (PVL) algorithm [Fekdmunn and dewed, 1995; GuZZ~~u~ et al., 19941 . In PVL analysis the moment matching is not explicitly performed. The poles and residues are formed by extracting quantities generated by a PVL algorithm. PVL is capable of accurately extracting several more poles per expansion point than AWE. Each pole extracted with either PVL or AWE has a similar computational cost [Feldnaann and Fueled, 19951 .
Both AWE and PVL have been shown to be able to represent large circuit matrices with smaller, reduced matrices. These reduced-order models can then be solved inexpensively for many different values of frequency. In this way a broadband response can be calculated more efficiently than if the original, large circuit matrices were solved at each frequency of interest.
In the computational electromagnetics (CEM) corn-' munity, MORe has started making an appearance. In several works, PVL has been used to solve the circuit matrices that result when the partial element equivalent circuit (PEEC) formulation is used to represent the electromagnetics problem [Ruehli, 19741. However, at this time, problems still remain in obtaining a full-wave PEEC solution (which includes a nonzero time delay) with PVL. A list of works using PVL in the CEM community are given by Srn~~h et uz. [ 19971 l In this paper, PVL will be applied to solve fullwave electromagnetic problems modeled using the fisummary and conclusions as well as some possible areas of future research are given in section 5.
Pads Via Lanczos (PVL)
A review of the PVL algorithm is contained in this section. In section 2.1, quantities associated with the Lanczos process are shown, and these quantities are used to set up the notation throughout the rest of this paper. In section 2.2, some important characteristics of PVL are stated. These characteristics determine what problems can be solved with PVL. MPVL is then discussed in section 2.3.
PVL in Review
Consider a problem in which the equations describing the system can be cast into the form
where s is a complex scalar that varies over many values of interest. The remainder of the terms are, in general, also complex and do not depend upon s. The term 1" is an N vector that selects the output of interest from the matrix system; b is the excitation N vector of the system; C and G are N x N matrices (see section 2.3 for a discussion of the case where 1 and b are matrices instead of vectors). Next, set s= so + 0,
where SO is the point of expansion in the complex nite element method (FEM). Several issues that com-s plane. Some guidelines of how to pick the point plicate the PVL procedure will be addressed, and the of expansion are given by SZone [1998] . However, a solution to each of these issues will be addressed detail. More specifically, the rest of this paper organized as follows. in iS general authoritative answer of how to pick SO still remains to be found. The resulting system solution H(s) can then be rewritten as .-Section 2 begins with a review of the quantities associated with the PVL algorithm and sets up the no-
tation used in this paper. A close look at some of the.
strict requirements that PVL has for the problems and the requirement of computing H(s) for many that it can solve is then given in section 2. Finally, values of s becomes a requirement to compute H(se+ section 2 closes out with a discussion of matrix-Pad6 a) for many values of (7. via Lanczos (MPVL) which is necessary if multiple The PVL algorithm uses the iterative Lanczos prooutputs or multiple independent inputs are desired. cess to reduce the matrix A to .a tridiagonal matrix In section 3, the FEM equations for wave propa-T, [Feldmunn and Fueled, 19951 , where it is usugation problems are given, and it is shown how to * *ally the case that q < N. The Pade approximant of change them into a form that PVL can solve. Numer-the system solution H(s) can be accurately and effiical examples are then presented in section 4. The ciently computed from an eigendecomposition of the tridiagonal matrix T,, or from an LU decomposition which is a collection of the nz vectors that inject the of (I -aT,) . Finally, as given by FeZdmu~~ and P'be-excitations into the system, and an N x p matrix und 119951, the qth-order reduced system solution is L = [11 12 l l l 1~1, which is a collection of the p defined to be vectors that select the outputs of interest from the H&O + a) = (lHr) eT (I -aT,)-'el.
unknowns. The equations analogous to (1) - (3) 
As mentioned in section 2.1, it is required that the matrix and vector quantities C, G, b, and 1 do not depend on s. As a result, A, r, and the entire iterative Lanczos process do not depend on s. Therefore A can be reduced to T, without considering an s dependence. Then H&e + a) (which depends on rr; that is, it depends on a shifted value of s) is computed as an approximation to H(s).
The outputs returned from the MPVL algorithm are the q x q matrix T, the q x nz matrix p, and the q x p matrix Q. Then the qth MPVL approximation from dewed [1998] is
However, even if a certain problem has quantities C, G, b, and 1 which do not depend on s, the problem still may not be able to be solved with PVL because the dependence of H(s) upon C, G, b, and 1 must be as given in (1); that is, it is necessary for H(s) to depend on (G+sC)-l instead of other relations such as (G+sC+s2GC)-l, for example. These requirements (that the quantities C, G, b, and 1 are arranged in the required form and do not depend on s) presently restrict the application of PVL to a small class of problems that conforms to the requirements. To overcome this difficulty, either PVL must be modified to admit a more broad class of problems that will permit C, G, b, and 1 to be found in other arrangements and/or to have a dependence on s or methods must be found to force problems to conform to the requirements listed above. In this paper, the second solution will be used on FEM problems as described in section 3. 
In the implementation of MPVL in this work, deflation is only performed for vectors that are identically zero, and no look-ahead is performed. In addition, there were a few typographical errors in the paper by dewed [1998] . Therefore the entire algorithm is given in the appendix of this paper.
FEM for Electromagnetic Wave Problems
In this section, the FEM equations for the generalized two-dimensional (2-D) Helmholtz equation are formulated. In section 3.1, the form of the resulting matrices will be given. In section 3.2, it will be shown how these matrices can be forced to conform to the requirements of PVL.
In some cases it may be important to be able to 3 1 ' ' ,decouple the excitations that occur throughout a fi-FEM Equations nite element mesh. In addition, it is almost always Consider the TM, case for the generalized 2-D the case in FEM problems that it is desired to obtain Helmholtz equation applied to an antenna radiation the solution for more than one unknown in the mesh. problem? + . This is not possible using just one run of traditional PVL.
Recently, Fueled [1998] reported a matrix-PVL (MPVL) Lanczos-type algorithm for multiple start-where p and e are the permeability and permittiving vectors which also has the ability to simultane-ity, respectively. The angular frequency is given by ously produce output for mahy different unknowns. -' w, and the problem is driven by an electric current The inputs into the algorithm are an N x N ma-source Jz In order to solve (10) the normal derivative of Ez (~E~/~~) must be specified on dlc2. Assuming that dS2 is in the shape of a circle, one can apply the Bayliss Gunzburger Turkel (BGT) absorbing boundary condition (ABC) [Bayliss und Talked, 19801 to the outer boundary. The first-order BGT ABC is given by where i! is the direction normal to an and k is the wave number. Substitution of (11) (12) is composed of terms which depend on polynomial orders of w. Thus the terms in (12) with common polynomialorders can be grouped together. Also, Ez can be expanded in terms of the FEM basis functions with the number of basis functions being equal to the number of weighting functions, resulting in 2M x 1M matrices. The final equation is of the form (-&I + S.&l + s2A2) x = sii, 
which does not directly fit into the required form in (5) .
Modifying the Equations to Fit PVL Form
To run PVL on the FEM matrix system of equations given in (14), the equations must be recast into the form given in (5). Consider the following system I> (15) where x is the 2M x 1 solution vector. The above is equivalent to which is just the system of equations -SX+ sx = &ifxl, i&x + s&x + s2A2x = ii, which is also just 
Numerical Examples
Therefore, to cast (14) into the form of (5)) let n(s) = sH(s), and define the quantities from (5) to be
A nodal-based finite element method is used to 'solve some 2-D) ~~~ problems for Ez. The firstorder BGT ABC is applied to the outer circular boundary. The resulting matrix equation is solved using PVL or MPVL after applying the technique shown in section 3. Some examples are given below where all solutions are computed using MAT-LAB running on a 266 MHz Pentium II with 256 Mb of RAM. matrix is A4 = 1876. The expansion point is chosen at SO = 1 x log, which, from previous experience with PVL in other areas, gives good results. The solution is computed up to 500 MHz, which is the fre- Figure 6 . Geometry of the horn in example 2.
quency where the edge length of a side of an element is = & of a wavelength. Figure 2 shows the PVL solution to the magnitude of the response of Ez at a node in the the FEM model after 25 (dotted curve), 50 (dash-dotted curve), and 75 (dashed curve) steps. These solutions are compared to an .2X decomposition (solid curve) computed at 201 frequency points. From Figure 2 the convergence of PVL can be seen. Figure 3 shows the PVL solution after 100 (dashed curve) steps. In this case, the PVL solution has converged to the LU (solid curve) solution, and they are indistinguishable. Figure 4 and Figure 5 are the same as Figure 2 and Figure 3 except that the phase of Ez at a node is shown instead of the magnitude. The total time taken by LU to solve the matrix equation is 467.1300 s. The total time taken by the converged PVL solution is 74.7400 s.
Example 2
In the above example, traditional PVL was used since only one output was taken (which was Ez at a specific node). However, in many cases, more than one unknown needs to be found. In this example, the wave impedance inside a horn antenna is found. In this case, since more than one value of & is needed, MPVL becomes useful to maintain reducedorder model simplicity and computational efficiency. The second numerical example is a 2-D model of a horn antenna. The diagram of the horn is shown in Figure 6 . The dimension of the resulting matrix Ao + S.&J + s2A2 is M = 3438, so the size of the C and G matrices are N = 2M = 6876. The expansion point is chosen at SO = j2n1.15 x 10' using previous experience with PVL and also the work of SZo~e [1998] as a guide. In Figure 7 the impedance is shown from 500 MHz to 1.5 GHz with the LU decomposition shown as a solid curve (computation time is 40,538 s) and the MPVL solution after 700 steps shown as a dashed curve (computation time is 3789 s).
overcome several difficulties to be applicable. These. difficulties essentially involve manipulating the terms in the matrix equation such that the equations can be written in the form required by PVL. The methods contained herein show how to handle the s2 term resulting from the FEM solution in the interior of the mesh and also show how to handle an ABC on the outer boundary. Finally, some numerical examples are presented to demonstrate that PVL and MPVL can maintain computational efficiency for wideband solutions, even though the original matrix equation contains an s2 term.
Although excellent results were obtained in section 4, several issues should be noted. First, the s2 term required doubling the matrix size'that must be solved. Finding an alternative method where this is not required is desirable. In addition, if the 5. Conclusions outer boundary conditions cannot be represented as a quadratic polynomial in s, then, again, another In this paper, methods are described in which ma-method must be found. Also note that this method trix equations resulting from solving an electromag--' was only used to solve 2-D problems. If problems in netics wave problem using FEM are solved using ei-3-D are to be solved, then certain steps in algorithm ther PVL or MPVL. This solution procedure must 1 (in the appendix) may become difficult to perform, and under these circumstances, algorithm 1 may become inefficient or even intractable. Finally, for the same number of iterations, as the number of inputs and/or outputs increases, the number of moments matched by MPVL decreases [~eund, 19981. These and other issues are the subject of further research by the authors of this paper.
Appendix: Algorithm 1
The following MPVL algorithm uses exact deflation and no look-ahead. 
