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Abstract
Consider a regenerative storage process with a nondecreasing Le´vy
input (subordinator) such that every cycle may be split into two pe-
riods. In the first (off) the output is shut off and the workload accu-
mulates. This continues until some stopping time. In the second (on),
the process evolves like a subordinator minus a positive drift (output
rate) until it hits the origin. In addition, we assume that the output
rate of every busy period is a random variable which is determined at
the beginning of this period. For example, at each period, the output
rate may depend on the workload level at the beginning of the corre-
sponding busy period. We derive the Laplace-Stieltjes transform of the
steady state distribution of the workload process and then apply this
result to solve a steady-state cost minimization problem with holding,
setup and output capacity costs. It is shown that the optimal output
rate is a nondecreasing deterministic function of the workload level at
the beginning of the corresponding on period.
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1
1 Introduction
Motivated by M/G/1 queues with server vacations, [13] considers a regen-
erative storage process with a nondecreasing Le´vy input (subordinator). In
particular, the author assumes that every cycle has two periods. In the
first period (off) the output is shut off and hence the workload accumulates.
This continues until some stopping time. Then, at the second period (on)
the process evolves like a subordinator minus a positive drift (output rate)
until it hits the origin. This paper is about a related model in which the
output rate is a random variable which changes between cycles and is de-
termined at the beginning of every on period. For example, the output rate
may be a function of the workload level or the number of customers at the
beginning of every on period or may be dependent (or independent) on any
other information accumulated during the preceding off period. We derive
the Laplace-Stieltjes transform (LST) of the steady-state workload of such a
system. Then, a steady-state cost minimization problem is studied, where,
it is assumed that the workload level at the beginning of every on period is
observed. In addition, there are constant holding, setup and output capac-
ity costs which create a non-trivial trade-off which has to be balanced by
choosing an output rate for the upcoming on period. Once the output rate
is chosen, it cannot be changed until the end of the on period. It is shown
that there exists an optimal output rate policy which is a nondecreasing
deterministic function of the initial workload level. In addition, a two phase
approach is applied to solve this optimization problem. It is shown that
for some setups this approach is valid even if the objective functional is not
convex. Furthermore, we show that this approach is applicable to a similar
problem where the only available information is the number of customers
in the system at the beginning of each on period. It is assumed that the
service demands of these customers are unknown and hence we refer to this
problem as an optimization with partial information. The rest of this work
is organized as follows: Section 2 is about on finding the steady state LST
of the workload process. In section 3 we present the general statement of
the cost-minimization problem along with a two-phase approach for solving
it. In Section 4 we develop a general approach for the case where the ob-
jective function of phase II is convex. Section 5 includes special cases that
can be solved without assuming convexity on the objective function of phase
II. In particular, the optimization with partial information is solved in this
section.
2
1.1 Related literature
A summary of recent developments regarding Le´vy queues is given by [8]
and a more general treatment of Le´vy processes with some applications to
queueing theory and other fields is provided by [14]. In addition, recent
surveys regarding queueing models with server vacations are given by e.g.
[10, 16]. Related models discuss Le´vy queues or more generally Le´vy driven
storage process with an exponent which is adapted over time with respect
to some given mechanism. For example, [4] discusses a Le´vy queue with
hysteretic control. [3] provides an analysis of a Le´vy driven model such that
whenever the workload crosses some fixed level, a timer with a constant
length is activated and when it expires the exponent is changed, unless
the origin had already been hit before. [5] discusses a Le´vy queue with
feedback information. In addition, this work considers the case where the
exponent might be changed at Poisson arrivals. Another work about a Le´vy
queue which evolves between exponential timers is [15]. In addition [2]
discusses the case where the exponent is controlled by an external Markovian
environment. A special case of the current model is when the output rate
is determined as a function of the length of the previous vacation. This
makes the current paper related to [6, 7] which consider the opposite case,
i.e. when the vacations lengths depend on the evolution of the workload
process during the previous busy period.
2 Model setup
Consider a probability space (Ω,F , P ) with a filtration F = (Ft)t≥0 satisfy-
ing the usual conditions. With respect to this filtration, let J ≡ (Jt)t≥0 be a
finite-mean subordinator. Specifically, it is a nondecreasing right-continuous
process which starts at the origin and has stationary independent incre-
ments. It is well known that Ee−αJt = e−η(α)t for α, t ≥ 0, where
η(α) = cα+
∫
(0,∞)
(
1− e−αx) ν(dx) , ∀α ≥ 0 , (1)
c ≥ 0 and ν is the associated Le´vy measure satisfying ∫(0,∞) x∧1ν(dx) <∞.
Denoting
ρ ≡ EJ1 = η′(0) = c+
∫
(0,∞)
xν(dx) = c+
∫ ∞
0
ν ((x,∞)) dx , (2)
we assume that ρ < 1. Consider a regenerative storage system with the
following evolution during the first cycle. The input of the storage system
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is J which is described above. At time t = 0 the system is off, i.e., there is
no output at that time and the workload accumulates. This continues until
some stopping time τ for which J(τ) > 0, P -a.s. and Eτ <∞. In addition,
note that, τ is a stopping time with respect to the filtration F which may
be richer than the filtration which is generated by J . Now, at epoch τ a
random rate R is chosen. It is assumed that R > ρ with probability one.
Then, the workload process {Jt − R(t − τ); t ≥ τ} continues until τ + T τ
which is the first time that it hits the origin. We denote this process by
W τ ≡ W τt . In particular, the process W τ restricted to off periods is the
same as the Le´vy-driven clearing process Zτ ≡ Zτt which was discussed in
Section 3 of [13]. In addition, the process W τ restricted to on periods is
denoted by Y τ ≡ Y τt . It is possible to apply the results of Sections 3 and
4 of [13] in order to derive the LST of the steady state distribution of W τ .
Let Z˜τ and Y˜ τ be the steady state distributions of Zτ and Y τ respectively.
Thus, we shall deduce that the LST of the steady state workload process
W˜ τ is given by
W˜ τ (α) =
Eτ
Eτ + E Jτ
R−ρ
Z˜τ (α) +
E Jτ
R−ρ
Eτ + E Jτ
R−ρ
Y˜ τ (α) , ∀α > 0 (3)
where S˜(α) = Ee−αS is a notation for the LST of a nonnegative random
variable S at α > 0. Now, the LST of Z˜τ is given by Theorem 3.2 of [13] so
it is left to figure the LST of Y˜ τ . To this end, denote V = Jτ and whenever
E V
R−ρ <∞, let
PV,R(A) ≡
E V
R−ρ1A
E V
R−ρ
, ∀A ∈ F . (4)
We denote the expectation with respect to PV,R(A) by EV,R, i.e.,
EV,RS =
E
(
V
R−ρ · S
)
E
(
V
R−ρ
) (5)
for every random variable S this expectation exists.
4
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Figure 1: Sample path during the first two cycles. Note: output rates during
the first and second cycles are different.
Theorem 1 Let U,N, e1, e2, . . . be independent random variables such that
U ∼ U [0, 1] and {en;n ≥ 1} is an i.i.d sequence such that e˜1(α) = η(α)ρα
for every α ≥ 0. In addition, U, e1, e2, . . . are independent of (V,R) and
(N + 1) |(V,R) ∼ Geometric (1− ρ
R
). Then,
Y˜ (α) =
E
[
1−e−αV
αR−η(α)
]
E
(
V
R−ρ
) (6)
= EV,R exp
{
−α
(
UV +
N∑
i=1
ei
)}
, ∀α ≥ 0 . (7)
Proof: Conditioning and un-conditioning with respect to (V,R) with known
results of [13] imply (6). To prove Equation (7), one should observe that for
every α > 0
Y˜ (α) =
E
[
1−e−αV
αR−η(α)
]
E
(
V
R−ρ
)
=
E
[
1−e−αV
αV
· α(R−ρ)
αR−η(α) · VR−ρ
]
E
(
V
R−ρ
) (8)
= EV,R

1− e−αV
αV
· 1−
ρ
R
1− ρ
R
· η(α)
ρα


= EV,R
[
e−αUV
∞∑
n=0
(
1− ρ
R
)( ρ
R
)n (
Ee−αe1
)n]
= EV,Re
−α(UV+
∑N
i=1 ei)
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and the proof is complete.
The following is immediate.
Corollary 1 Denote
µ ≡ Ee1 = −η
′′(0)
2ρ
=
∫
(0,∞) x
2ν(dx)
2ρ
. (9)
Then,
EY˜ = EV,R
(
UV +
N∑
n=1
ei
)
=
E
[
V 2
2(R−ρ) + µρ
V
(R−ρ)2
]
E
(
V
R−ρ
) (10)
We note that the case where R = ρ + sV with s > 0, Theorem 1 implies
that
EY˜ =
EV
2
+
µρ
s
EV −1 −−−→
s→∞
EV
2
≤ EV
2
2EV
. (11)
The right side of (11) would be the limit if instead of taking R = ρ+ sV we
took R = ρ+ sEV . We also note that in both cases E V
R−ρ =
1
s
.
3 Optimization
Recall the model introduced by Section 2 and note that V = J(τ). In
addition, we assume the following assumptions:
1. EV 2 <∞.
2. A constant holding cost h ∈ (0,∞) per unit workload per unit time.
3. A constant setup cost K ∈ (0,∞) at the beginning of every busy
period.
4. A constant output capacity cost d ∈ (0,∞)
5. There exists a constant ρ < r <∞ such that ρ < R ≤ r, P -a.s..
Our goal is to minimize the steady state expected cost. The general expres-
sion for the expected cost is derived by Corollary 1 and given by
C(R) =
hEτEZ˜τ +K + dEV + dρE V
R−ρ + hE
[
V 2
2(R−ρ) + µρ
V
(R−ρ)2
]
Eτ + E V
R−ρ
.
(12)
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To proceed, consider the change of variable
X = V
(
1
R− ρ −
1
r
)
(13)
and let
K1 ≡ hEτEZ˜τ +K +
(
d+
dρ
r
+
hµρ
r2
)
EV +
h
2r
EV 2 ,
K2 ≡ dρ+ 2hµρ
r
, (14)
K3 ≡ Eτ + EV
r
.
Then, since EV 2 <∞ an equivalent optimization problem is:
min :
K1 +K2EX + hE
(
V
2X +
µρ
V
X2
)
K3 + EX
s.t. X ∈ F
0 ≤ X, P -a.s.
(15)
where X ∈ F means that X is a random variable.
We solve this problem in two phases:
3.1 Phase I
Fix some α > 0 and solve the problem under the additional constraint
EX = α. That is,
min : f(X) ≡ E
[
V X
2
+ µρ
X2
V
]
s.t. X ∈ F
0 ≤ X, P -a.s.
EX = α .
(16)
Let a+ = max{a, 0} and a ∧ b = min{a, b} for every a, b ∈ R. In addition,
for every v > 0 and λ ∈ R, define
7
x(v, λ) =
v
(
λ− v2
)+
2µρ
=
v
(
λ− v2
)
2µρ
1( v
2
,∞)(λ) ,
h(λ) = Ex(V, λ) , (17)
f1(α) =
1
4µρ
E
(
λ2αV −
V 3
4
)
1[0,2λα](V )
where λα is defined by the next theorem.
Theorem 2 h(·) is continuous on [0,∞), there exists λα > 0 such that
h(λα) = α and X = x(V, λα) is a solution of (16). f1(α) is the optimal value
of (16) which is finite, convex, non-decreasing and continuous on [0,∞).
We note that from (13) and (17) it follows that for every α, v ∈ [0,∞)
the optimal output rate
R = r(v, α) = ρ+
[
1
r − ρ +
(
λα − V2
)+
2µρ
]−1
(18)
which is nondecreasing in v. In particular this holds for the optimal α re-
sulting from Subsection 3.2. We also note that since x(v, α) is nondecreasing
in λ, then λα is nondecreasing in α implying that r(v, α) is nonincreasing in
α.
Proof: Note that h(0) = 0. Let λ ≥ 0 and notice that
x(V, λ) =
V
(
λ− V2
)+
2µρ
≤ λ
2
µρ
<∞ . (19)
In addition, monotone convergence implies that h(λ) → ∞ as λ → ∞ and
hence dominated convergence implies that h(·) is continuous on [0,∞). This
implies that there exists λα > 0 such that h(λα) = α.
The optimization (16) is a special case of optimizing quadratic function
with random coefficients. That is,
min : E
[
AX2 +BX + C
]
s.t. X ∈ F
0 ≤ X, P -a.s.
EX = α
(20)
with A = µρ
V
, B = V2 and C = 0. Thus, the fact that X = x(V, λα) is an
optimum follows directly from the results of Section 4 of [9]. Note that f1(α)
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resulting by an insertion of x (V, λα) into the objective function of (20) with
the appropriate A,B and C. Finally, notice that (19) implies that h(λ) <∞
for every λ ∈ R. Moreover, observe that
0 ≤ V X
2
+ µρ
X2
V
≤ (4µρ)−1

V 2(λ− V
2
)+
+ V
[(
λ− V
2
)+]2 (21)
≤ 6λ
3
4µρ
<∞ .
Therefore, f1(α) is finite and all other results regarding f1(·) follows by
Proposition 1 of [9].
Remark 1 If there exists a minimal output rate, that is ρ < rmin ≤
R , P -a.s., then it can be checked that X ≤ r0V, , P -a.s. where r0 =
(rmin − ρ)−1 − r−1 > 0. Thus, it is enough to consider α ∈ (0, r0EV ]. In
addition, the results of Section 4 of [9] can be applied directly to show that
there exists λα ≥ 0 such that Ex(V, λα) ∧ (r0V ) = α and x(V, λα) ∧ (r0V )
is an optimum. In addition, Proposition 1 of [9] can be used to show that
f1(·) satisfies the same properties stated in Theorem 2.
Remark 2 The proof of Theorem 2 doesn’t require the assumption EV 2 <
∞. In fact, it requires only that V is such that P (V > 0) > 0. Therefore, if
d = 0 and r = ∞, then the results of Theorem 2 remain valid with weaker
assumptions on the distribution of V . Especially, note that r = ∞ models
a situation where at the end of an off period the server can either choose
any finite output rate and starts an on period with this rate or to pick an
infinite output rate, i.e. to perform a clearing and then to go back on a new
off period.
3.2 Phase II
Recall that for every α > 0 the optimal value of phase I is finite and denoted
by f1(α). The second phase is the optimization problem
min : f2(α) ≡ K1 +K2α+ hf1(α)
K3 + α
s.t. 0 ≤ α
(22)
The following theorem provides a sufficient condition for convexity of phase
II:
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Theorem 3 If K1 −K2K3 − hEV 316µρ ≥ 0, then f2(·) is convex on [0,∞).
Proof: For every v > 0 and (y, α) ∈ R× [0,∞), denote
fv(y, α) = wv(y, α) + uv(y, α) , (23)
where
uv(y, α) = uv(α) ≡
K1 +K2α− h v316µρ
K3 + α
(24)
wv(y, α) ≡
h
(
y
√
µρ
v
+ v
3
2
4(µρ)1/2
)2
K3 + α
.
It is a known result that q(t, s) = t
2
s
is a convex function on R × (0,∞).
Therefore, since K3 > 0, then for every v > 0, wv(·) is convex with respect
to (y, α) on R × [0,∞). Therefore, EwV (X,α) is also convex with respect
to (X,α). In addition, it can be seen that
uv(α) =
K1 +K2α− h v316µρ
K3 + α
= K2 +
K1 −K2K3 − h v316µρ
K3 + α
(25)
Therefore, since K3 + α > 0 and K1 − K2K3 − hEV 316µρ ≥ 0, then EuV (α)
is a convex function of (X,α). Now, EfV (X,α) is a sum of two convex
functions and hence it is convex with respect to (X,α). Note that EfV (X,α)
is convex on (a convex set) α ≥ 0, X ∈ F such that EX = α, X ≥ 0, P -a.s..
Therefore, since for every α ≥ 0, f2(α) equals to the infimum of EfV (X,α)
with respect to X then f2(·) is convex on [0,∞).
Remark 3 If the setup is like described by Remark 1, then the optimization
domain is [0, rEV ]. In addition, f1(·) is continuous and K3 > 0 so f2(·) is
continuous on [0, rEV ]. This shows that for this case, the optimization
which is phrased by (15) has a solution because phase II has one. Moreover,
if the condition of Theorem 3 is satisfied, then this solution can be found by
a line-search.
Remark 4 From the proof of Theorem 3, it can be verified that this the-
orem actually provides a sufficient condition for convexity of the goal func-
tional which is given by Equation (15).
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4 When phase II is convex
In this section, we present an approach for solving (15) numerically under the
assumption that the goal function of phase II is convex (e.g., see Theorem
3). To begin, for every λ ∈ R, let
g(λ) ≡ f2 [h(λ)] (26)
=
K1 +
K2
2µρEV
(
λ− V2
)+
+ (4µρ)−1E
(
λ2V − V 34
)
1[0,2λ](V )
K3 + (2µρ)−1EV
(
λ− V2
)+ .
Observe that from Theorem 2, (15) is solved by minimizing g(·). We also
have already seen that there is a nonnegative minimizer of g(·). The next
theorem shows that the optimization of g(·) can be performed on a closed
interval.
Theorem 4 Assume that f2(·) is convex and let λ∗ ≥ 0 minimize g(·). In
addition, let ξ > 0 be a constant number such that P (V ≤ ξ) > 0 and denote
A = (4µρ)−1EV 1[0,ξ](V ) ,
B =
K2
2µρ
EV 1[0,ξ](V )−
K1
2K3µρ
EV , (27)
C = K1 − K2
4µρ
EV 1[0,ξ](V )−
µρ
16
EV 31[0,ξ](V )−
K1
K3
(
EV 2
4µρ
+K3
)
.
If ∆ ≡ B2 − 4AC > 0, then λ∗ ∈ [0, −B+
√
∆
2A ∨ ξ]. Otherwise, λ∗ ∈ [0, ξ].
Proof: Notice that for every λ ≥ ξ
g(λ) ≥
K1 +
K2
2µρEV
(
λ− V2
)
1[0,ξ](V ) +
1
4µρE
(
λ2V − V 34
)
1[0,ξ](V )
K3 + (2µρ)−1EV
(
λ+ V2
) ≡ t(λ) .
(28)
Since for every λ ≥ ξ the denominator in (28) is positive, then the inequality
t(λ) ≥ g(0) = K1
K3
is equivalent to Aλ2+Bλ+C ≥ 0. Since A > 0 the result
follows.
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Example 1 Assume that V has an exponential distribution with rate q ∈
(0,∞). For every λ ≥ 0
EV
(
λ− V
2
)+
=
∫ 2λ
0
v
(
λ− v
2
)
qe−qvdv
=
λ
q
∫ 2λ
0
vq2e−qvdv − 1
q2
∫ 2λ
0
v2q3e−qv
2
dv (29)
=
1
q2
(
λe−2λq + λq + e−2λq − 1
)
and similarly
E
(
λ2V − V
3
4
)
1[0,2λ](V ) =
∫ 2λ
0
(
λ2v − v
3
4
)
qe−qvdv (30)
=
1
2q3
(
4λ2q2e−2λq + 2λ2q2 + 6λqe−2λq + 3e−2λq − 3
)
.
These results can be plugged into the definition of g(·). Then, due to Theo-
rem 4 the resulting function of λ can be optimized on a closed interval with
an upper bound like described by Theorem 4. To construct this bound, take
ξ = 1 and observe that
EV 1[0,1](V ) =
∫ 1
0
vqe−qvdv = e−q − e
−q
q
+
1
q
,
EV 21[0,1](V ) =
∫ 1
0
v2qe−qvdv = −e−q + 2
q2
(
1− qe−q − e−q) , (31)
EV 31[0,1](V ) =
∫ 1
0
v3qe−qvdv = −e−q − 3
q3
[
q2e−q − 2 (1− qe−q − e−q)] .
Remark 5 Notice that in the last example, g(·) is continuously differen-
tiable. Therefore, for this case, one might use the Newton-Raphson method
(along with other line search methods) to compute λ∗.
5 When phase II is not necessarily convex
In this section we introduce examples which can be solved without assuming
that the goal function of phase II is convex:
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5.1 V ∼ U [0, 1]
Assume that V ∼ U [0, 1]. In such a case if 0 < λ ≤ 12 , V |{V ≤ 2λ} ∼
U [0, 2λ]. Therefore,
EV
(
λ− V
2
)+
= P (V ≤ 2λ)E
[
V
(
λ− V
2
) ∣∣∣∣V ≤ 2λ
]
=
2λ3
3
(32)
and similarly
E
(
λ2V − V
3
4
)
1[0,2λ](V ) = λ
4. (33)
In addition, for every λ > 12 ,
EV
(
λ− V
2
)+
= EV
(
λ− V
2
)
=
λ
2
− 1
6
(34)
and
E
(
λ2V − V
3
4
)
1[0,2λ](V ) =
λ2
2
− 1
16
. (35)
An insertion of these results into the definition of g(·) implies that
g(λ) =


K1+
K2
3µρ
λ3+ λ
4
4µρ
K3+
λ3
3µρ
0 ≤ λ ≤ 12
K1+
K2
2µρ (
λ
2
− 1
6
)+(4µρ)−1
(
λ2
2
− 1
16
)
K3+(2µρ)−1(λ2− 16)
1
2 < λ <∞
Now, note that g(λ)→∞ as λ→∞ and hence the solution λ∗ is either 0, 12
or a stationary point of g(·). Finding the stationary points of g(·) which are
greater than 12 (if there are any) is obtained by solving a quadratic equation
in λ. On the other hand, for every λ ∈ (0, 12), the nominator of dg(λ)/dλ is
given by
36λ2
(
λ4
36
+ µρK3λ
3 +K2K3µρ−K1µρ
)
. (36)
The expression inside the brackets is increasing with respect to λ on
(
0, 12
)
and hence g(·) may have at most one stationary point at this interval. Then,
this point (if exists) can be computed by a standard line search.
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5.2 When V has a discrete distribution
Assume that V is a random variable which receives the values 0 = v0 <
v1 < . . . < vm < ∞ = vm+1 with p0, p1 . . . , pm such that
∑m
i=0 pi = 1 and
P (V = vi) = pi for every i = 0, 1, . . . ,m. In such a case, for every λ ≥ 0
EV
(
λ− V
2
)+
=
m∑
i=0
pivi
(
λ− vi
2
)
1[ vi
2
,∞)(λ) (37)
and
E
(
λ2V − V
3
4
)
1[0,2λ](V ) =
m∑
i=0
pi
(
λ2vi − v
3
i
4
)
1[ vi
2
,∞)(λ) . (38)
Therefore, for every λ ≥ 0
g(λ) =
K1 +
∑m
i=0 pi
[
K2
2µρvi
(
λ− vi2
)
+ (4µρ)−1
(
λ2vi − v
3
i
4
)]
1[ vi
2
,∞)(λ)
K3 + (2µρ)−1
∑m
i=0 pivi
(
λ− vi2
)
1[ vi
2
,∞)(λ)
(39)
and hence for every i = 1, . . . ,m+ 1 and λ ∈ [vi−1, vi)
g(λ) =
Siλ
2 + Tiλ+ Ui
Qi +Wiλ
≡ gi(λ) (40)
where
Si = (4µρ)
−1
i−1∑
j=0
pjvj ,
Ti =
K2
2µρ
i−1∑
j=0
pjvj ,
Ui = K1 −
i−1∑
j=0
(
K2v
2
j
4µρ
+
v3j
16µρ
)
, (41)
Qi = K3 − 1
4µρ
i−1∑
j=0
pjv
2
j ,
Wi = (2µρ)
−1
i−1∑
j=0
pjvj .
For each i = 1, . . . ,m+1 , gi(·) may be minimized on [vi−1, vi] using standard
first and second order conditions. Denote the optimizer of gi(·) by λ∗i , then
λ∗ = max {λ∗i ; i = 1, . . . ,m+ 1}.
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5.3 Optimization with partial information
So far the assumption was that the decision maker knows the exact value of
V when she has to pick the output rate. To see a slightly different point of
view regarding this model, consider the case where V =
∑N
k=1 V˜i such that
V˜1, V˜2, . . . are i.i.d non-negative random variables and N is some discrete
random variable which is independent of {V˜i}∞i=1. In particular, we assume
that EV˜1 = δ and V ar(V˜1) = σ
2. In the context of queueing systems, N is
interpreted as the number customers in the system when the service rate is
chosen. Now, in this part the assumption is that only N is observed (and
not the service times) when the output rate is picked. That is, we assume
that (N,R) and V˜1, V˜2, . . . are independent. We will now see how the same
approach which was discussed in Subsection 5.2 can be used for this setup
as well. Observe that the laws of total expectation and variance imply that
1
2
E
V 2
R− ρ + µρE
V
R− ρ
=
1
2
{
V ar
(
V√
R− ρ
)
+
(
E
V√
R− ρ
)2}
(42)
+ µρδE
N
(RN − ρ)2
=
σ2
2
E
N
RN − ρ +
δ2
2
E
N2
RN − ρ + µρδE
N
(RN − ρ)2
.
Thus, an insertion of (42) in (12) provides an expression with numerator
hEτEZ˜τ +K + dδEN+ (43)(
dρδ +
hσ2
2
)
E
N
RN − ρ + h
(
δ2
2
E
N2
RN − ρ + µρδE
N
(RN − ρ)2
)
and denominator Eτ + δE N
RN−ρ . It can be seen that with an appropriate
change of variables, this minimization is as a special case of (15). Moreover,
if N is a discrete random variable with a finite support, then this minimiza-
tion can be solved by the result of Subsection 5.2. On the other hand, if
N is has discrete distribution with infinite support, then to solve the op-
timization one needs to assume convexity and apply the general approach
presented in Section 4.
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