Abstract. We present a technique for program termination analysis based on loop summarization. The algorithm relies on a library of abstract domains to discover well-founded transition invariants. In contrast to state-of-the-art methods it aims to construct a complete ranking argument for all paths through a loop at once, thus avoiding expensive enumeration of individual paths. Compositionality is used as a completeness criterion for the discovered transition invariants. The practical efficiency of the approach is evaluated using a set of Windows device drivers.
Introduction
The program termination problem has received increased interest in the recent past. In practice, termination analysis is at a point where industrial application of termination proving tools is feasible. This is possible through a series of improvements upon methods that prove program termination by constructing well-founded ranking relations.
Podelski and Rybalchenko propose disjunctive well-foundedness of transition invariants [1] as a means to improve the performance of termination proving, as well as to simplify synthesis of ranking relations. Based on their crucial discovery, the same authors together with Cook give an algorithm to verify program termination using iterative construction of transition invariants -the Terminator algorithm [2, 3] . This algorithm exploits the relative simplicity of ranking relations for a single path of a program. It relies on a safety checker to find previously unranked paths of a program, computes a ranking relation for each of them individually, and disjunctively combines them to form a global (disjunctively well-founded) termination argument. This strategy shifts the complexity of the problem from ranking relation synthesis to safety checking, a problem for which many efficient solutions exist.
The Terminator algorithm was successfully implemented in tools (e.g., Terminator [3] , ARMC [4] , SatAbs [5] ) and applied to verify industrial code, most notably Windows device drivers. However, it has subsequently become apparent that the safety check is a bottleneck of the algorithm, taking up to 99% of the runtime in practice [3, 5] . The runtime required for ranking relation synthesis is negligible in comparison. A possible solution to this performance issue is Compositional Termination Analysis (CTA) [6] . This method limits path exploration to several iterations of each loop of the program. Transitivity (or compositionality) of the intermediate ranking arguments is used as a criterion to determine when to stop the loop unwinding. This allows for a reduction in runtime, but introduces incompleteness since a transitive termination argument may not be found for each loop of a program. However, an experimental evaluation on Windows device drivers indicates that this case is rare in practice.
The complexity of the termination problem together with the observation that most loops in practice have (relatively) simple termination arguments suggests the use of light-weight static analysis for this purpose. In this paper, we propose a new technique for termination analysis, which extends a known algorithm for loop summarization [7] based on abstract interpretation [8] . The crucial difference between the previous approach and our proposal is the use of (disjunctively well-founded) transition invariants instead of state invariants during summarization. Furthermore, fixpoint computation of abstract transformers is avoided (but required by other methods, e.g., [9, 10] ).
Our algorithm constructs summaries for loops, starting from the inner-most loop in the control flow graph of the program. In case of nested loops, inner loops are replaced with (loop-free) summaries during verification. At any point during the analysis, the problem is therefore reduced to the analysis of a single loop. During construction of the loop summaries, our algorithm relies on a library of templates for abstract domains. These are used to construct candidates for transition invariants, which subsequently are verified to be actual disjunctively well-founded transition invariants by means of a safety checker and a satisfiability decision procedure. Due to the fact that the safety checker is employed to analyze only a single unwinding of a loop at any point, we gain large speedups compared to algorithms like Terminator or CTA. At the same time, the falsepositive rate of our algorithm is very low in practice, which we demonstrate using an experimental evaluation on a diverse suite of C programs. This paper is organized as follows: Section 2 introduces the theoretical background, Section 3 presents our new methods. Section 4 proposes an optimization that simplifies the selection of candidates for transition invariants. In Section 5 we give experimental evidence of the practicality of our approach. Section 6 relates this approach to size-change termination principle and discusses the other related work. Finally, Section 7 suggests future work and concludes.
Background
We formalize programs as transition systems.
Definition 1 (Transition System). A transition system (program) P is a three tuple S, I, R , where -S is a (possibly infinite) set of states, -I ⊆ S is the set of initial states, -R ⊆ S × S is the transition relation.
A computation of a transition system is a (maximal) sequence of states s 0 , s 1 , . . . such that s 0 ∈ I and (s i , s i+1 ) ∈ R for all i ≥ 0.
The reflexive and non-reflexive transitive closures of R are denoted as R * and R + respectively. The set of reachable states is R * (I). We also define the relational composition operator • for two relations R 1 , R 2 : S × S by
Note that a relation R is transitive if it is closed under relational composition, i.e., when R • R ⊆ R.
Termination
A program is terminating if it does not allow infinite computations, which follows from well-foundedness of the transition relation (restricted to the reachable states). A well-founded relation is a relation that does not contain infinite descending chains or, more formally:
Definition 2 (Well-foundedness). A relation R is well-founded (wf.) over S if for any non-empty subset of S there exists a minimal element (with respect to R), i.e. ∀X ⊆ S . X = ∅ =⇒ ∃m ∈ X, ∀s ∈ S(s, m) / ∈ R.
The same does not hold true for the weaker notion of disjunctive wellfoundedness. However, Podelski and Rybalchenko show that disjunctive wellfoundedness of a transition invariant is equivalent to program termination:
Definition 4 (Transition Invariant [1] ). A transition invariant T for program P = S, I, R is a superset of the transitive closure of R restricted to the reachable state space, i.e.,
The crucial theorem is as follows:
. A program P is terminating iff there exists a d.wf. transition invariant for P .
The Terminator algorithm [3] automates the construction of d.wf. transition invariants. It starts with an empty termination condition T = ∅ and queries a safety checker for a counterexample -a computation that is not covered by the current termination condition T . Next, a ranking relation synthesis algorithm is used to obtain a termination argument T covering the transitions in the counterexample. The termination argument is then updated to T = T ∪ T and the algorithm continues to search for counterexamples. Finally, either a complete (d.wf.) transition invariant is constructed or there does not exist a ranking relation for some counterexample, in which case the program is reported as non-terminating.
To comply with the terminology in the existing literature, we define the notion of compositionality for transition invariants as follows:
Definition 5 (Compositional Transition Invariant [1, 6] ). A d.wf. transition invariant T is called compositional if it is also transitive, or equivalently, closed under composition with itself, i.e., when T • T ⊆ T .
Podelski and Rybalchenko made an interesting remark regarding the compositionality (transitivity) of transition invariants: If T is transitive, it is sufficient to show that T ⊇ R instead of T ⊇ R + to conclude termination, because a compositional and d.wf. transition invariant is well-founded, since it is an inductive transition invariant for itself [1] . Therefore, compositionality of a d.wf. transition invariant implies program termination. This fact is exploited in Compositional Termination Analysis [6] , which iteratively constructs a termination argument, similar to the Terminator algorithm. In contrast to Terminator however, the safety checker is not required to analyze complete loops. Instead, the algorithm checks an increasing number of unwindings of the loops in the program until a compositional transition invariant is established. This technique results in significant speed-ups in practice, but comes at a price: there is no guarantee that a compositional transition invariant can be found for every loop.
Loop Summarization
In the following section we present a method for static analysis based on a previously presented loop summarization algorithm [7] . This technique constructs sound program abstractions for the purpose of scalable static analysis. It replaces loops in a program by smaller loop-free program fragments that overapproximate the original behavior of the loop.
Algorithm 1 presents an outline of this procedure. The function Summarize traverses the control-flow graph of the program P and calls itself recursively for each block with nested loops. If a block contains a non-nested loop, it is summarized using the function SummarizeLoop and the resulting summary replaces the original loop in P . Consequently, any outer loop eventually becomes non-nested, which enables further progress.
The function SummarizeLoop computes the summaries. A simple overapproximation can be obtained by replacing a loop by a program fragment that 'havocs' the state, i.e., by setting all variables which are (potentially) modified during loop execution to non-deterministic values. To improve the precision of these summaries, they are strengthened by (partial) loop invariants. SummarizeLoop has two subroutines that are related to invariant discovery: 1) PickInvariantCandidates, which generates a set of 'invariant candidates' using a library of abstract domains, and 2) IsInvariant, which checks whether a candidate is an actual invariant for a given loop. 
Algorithm 1: Basic routines of loop summarization Note that this summarization algorithm does not preserve loop termination: the summaries computed by the algorithm are always terminating program fragments. This abstraction is a sound over-approximation, but it may be too coarse for programs that contain unreachable paths.
Loop Summarization with Transition Invariants
In this section, we introduce a method that allows transition invariants to be included as a strengthening of loop summaries. This increases the precision of loop summaries and enables construction of termination proofs over summaries.
According to Definition 4, a binary relation T is a transition invariant for a program P if it contains R + (restricted to the reachable states). However, the transitivity of T is also a sufficient condition when T is only a superset of R: Theorem 2. A binary relation T is a transition invariant for the program S, I, R if it is transitive and R ⊆ T .
Proof. From transitivity of T it follows that
This simple fact allows for an integration of transition invariants into the loop summarization framework by a few adjustments to the original algorithm. Consider line 16 of Algorithm 1, where candidate invariants are selected. Clearly, we need to allow selection of transition invariants here, i.e., invariant candidates now have the form C(X, X ), where X is the post-state of L.
What follows is a check for invariance of C over L(X, X ), i.e., a single unwinding of the loop. Consider the temporary (sub-)program S, S, L to represent the execution of the loop from a non-deterministic entry state, as required by IsInvariant. A transition invariant for this program is required to cover L + , which, according to Theorem 2, is implied by L ⊆ C and transitivity of C. The original invariant check in IsInvariant establishes L ⊆ C, when the check for unsatisfiability receives the more general formula L(X, X ) ∧ C(X, X ) as a parameter. The summarization procedure furthermore requires a slight change to to include a check for compositionality. The resulting procedure is Algorithm 2.
Single-loop program L with a set of variables X 3 output: Loop summary 4 begin
return "X pre := X; havoc(L); assume(T (X pre , X));"
Algorithm 2: Loop summarization with transition invariants
The additional compositionality (transitivity) check at line 7 of Algorithm 2 corresponds to a check for satisfiability of
which may be decided by a suitable decision procedure, e.g., an SMT solver.
Of course, this check may be omitted if the selected invariant candidates are compositional by construction.
Termination. The changes to the summarization algorithm allow for termination checks during summarization through application of Theorem 1, which requires a transition invariant to be disjunctively well-founded. This property may be established by allowing only disjunctively well-founded invariant candidates, or it may be checked by means of decision procedures (e.g., SMT solvers where applicable). According to Definition 3, d.wf.-ness of a candidate relation T requires establishing well-foundedness of each of its disjuncts. This can be done by an explicit encoding of the well-foundedness criteria of Definition 2. However, the resulting formula contains quantifiers, which severly limits the applicability of existing decision procedures.
Selection of Candidate Invariants
In this section, we propose a set of specialized candidate relations, which we find to be useful in practice. We focus on transition invariants for machine-level integers for programs implemented in low-level languages like ANSI-C. In contrast to other work on termination proving with abstract domains (e.g., [10] ), we do not aim at general domains like Octagons or Polyhedra, as they are not designed for termination and the required d.wf.-ness and compositionality checks can be costly. Instead we prefer domains that -generate few, relatively simple candidate relations, and -allow for efficient d.wf. and compositionality checks.
Note that very similar criteria are applied in termination provers based on the size-change termination principle. This connection is discussed in more detail in Sec. 6.1. Arithmetic operations on machine-level integers usually allow overflows, e.g., the instruction i = i + 1 for a pre-state i = 2 k − 1 results in a post-state i = −2 k−1 (when represented in two's-complement), complicating termination arguments. If termination of the loop depends only on machine-level integers, there is however a way to simplify the argument: Observation 3. If T : K × K is a strict order relation for a finite set K ⊆ S and is a transition invariant for the program S, I, R , then T is well-founded.
Proof. T is a transition invariant, i.e., it holds for all pairs (k 1 , k 2 ) ∈ K × K. Thus it is total. Non-empty finite totally-ordered sets always have a least element and, therefore, T is well-founded.
A total strict order relation is also transitive, which gives rise to a criterion weaker than Theorem 1: Corollary 1. A program terminates if it has a transition invariant T that is also a finite strict order relation.
This corollary allows for a selection of invariant candidates that ensures (disjunctive) well-foundedness of transition invariants. An explicit check is therefore not required.
Note that strictly ordered and finite transition invariants exist for many programs in practice: machine-level integers or strings of fixed length have a finite number of possible distinct pairs and strict natural or lexicographical orders are defined for them as well. A numeric variable i is strictly decreasing (increasing).
Any loop variable x is strictly decreasing (increasing).
The sum of all numeric loop variables is strictly decreasing (increasing).
The maximum or minimum of all numeric loop variables is strictly decreasing (increasing).
A combination of strict increasing or decreasing for one of loop variables while the remaining ones are not updated. 
Evaluation
We have implemented the algorithm described in the previous section in a new version of the static analyzer LoopFrog [11] . The tool operates on program models produced by the Goto-CC model extractor; ANSI-C programs are considered as the primary target.
We implemented a number of domains based on strict orders, thus, following Corollary 1, additional checks for compositionality and d.wf.-ness of candidate relations are not required. The domains are listed in Table 1 .
The full set of experimental results is available on-line. Here, we only report the results for the two most illustrative schemata: Table 1 . Expresses the fact that a sum of all numeric variables of a loop is strictly decreasing (increasing). This is the fastest approach, because it generates very few (but large) invariant candidates per loop; -LoopFrog 2: domain #1 in Table 1 . Expresses strict decreasing (increasing) for every numeric variable of a loop. This generates twice as many simple strict orders as there are variables in a loop;
As reference points we use termination provers built upon the CBMC/SatAbs framework [12] . This tool implements both Compositional Termination Analysis (CTA) [6] and the Terminator algorithm [2] (referred to as SatAbs+T in all tables). For both the default ranking function synthesis methods were enabled; for more details see [5] .
We experimented with a large number of ANSI-C programs including:
-The SNU real-time benchmark suite that contains small C programs used for worst-case execution time analysis 3 ; -The Powerstone benchmark suite as an example set of C programs for embedded systems [13] ; -The Verisec 0.2 benchmark suite [14] ; -Windows device drivers (from the Windows Device Driver Kit 6.0).
All experiments were run on an Ubuntu server equipped with a Dual-Core 2 GHz Opteron 2212 CPU and 4 GB of memory. The timeout was set to 120 minutes if an analysis is applied to all loops at once (LoopFrog) or to 60 minutes per loop (CTA and SatAbs+T).
The results for SNU and Power-Stone are presented in Tables 2 and 3 . Each table reports the number of loops that were proven as terminating (T), potentially non-terminating (NT) and time-out (TO) for each of the compared techniques. The time column contains the wall-clock time spend for the analysis of completed loops; time-outs are not included in the total time.
The results for the Verisec 0.2 benchmark suite are given in the aggregated form in Table 4 . The suite consists a large number of stripped C programs that correspond to known security bugs. Although each program has only very few loops, the benchmark set offers a large variety of loop types and is therefore interesting for termination analysis.
The aggregated data on experiments with Windows device drivers is provided in Table 5 . The benchmarks are grouped according to the harness used upon extraction of a model with Goto-CC. 4 We omit results of the Terminator algorithm for this benchmark set, as a corresponding comparison was already reported previously [6] .
Discussion Note that direct comparison of the runtime of LoopFrog with that of iterative techniques like CTA and Terminator is not fair. The latter methods are complete at least for finite-state programs, relative to the completeness of the ranking synthesis method. Our loop summarization technique, on the other hand, is a static analysis that only aims at conservative abstractions. In particular, it does not try to prove unreachability of a loop or of preconditions that lead to non-termination 5 . The timing information provided here serves as a reference that allows to compare efforts of achieving the same result. In summary, the three techniques can be compared as follows: Table 4 . Aggregated data on Verisec 0.2 suite Columns 3 to 5 state the number of loops proven to terminate (T), possibly non-terminate (NT) and time-out (TO) for each benchmark. Time is computed only for T/NT loops; '+' is used to denote the resulting time for the cases where at least one time-outed loop was not considered. Table 5 . Aggregated data on Windows device drivers -CTA spends time 1) unwinding loop iterations, 2) discovering a ranking function for each unwound program fragment and 3) checking compositionality of a discovered relation. -Terminator spends time 1) enumerating paths through the loop and 2) discovering a ranking function for each path.
The techniques can greatly vary in the time required for a particular loop or program. CTA and Terminator give up on a loop once a they hit a path on which ranking synthesis fails. LoopFrog gives up on a loop if it runs out of transition invariant candidates to try. Given a large number of candidates, this behavior results in an advantage for Terminator on loops that cannot be shown to terminate (huff and engine in Table 3 ). However, we observe in almost every other test that the LoopFrog technique is generally cheaper (often orders of magnitude) in computational effort required to discover a valid termination argument.
The comparison demonstrates some weak points of iterative analysis:
-Enumeration of paths through the loop can require many iterations or even can be non-terminating for infinite state systems (as are many realistic programs).
-Ranking procedures often fail to produce a ranking argument; the same time if successful, a simpler relation could be sufficient as well. -CTA suffers from the fact that the search for a compositional transition invariant sometimes results in exponential growth of the loop unrolling depth.
LoopFrog does not suffer from at least the first of these problems: the analysis of each loop requires a finite number of calls to a decision procedure. The second issue is leveraged by relative simplicity of adding new abstract domains over implementing complex ranking function methods. The third issue is transformed into the generation of suitable candidate invariants, which, in general, may result in a large number candidates, which slow the procedure down. However, as we can control the ordering of the candidates by prioritizing some domains over the others, simple ranking arguments can be expected to be discovered early.
The complete results of the experiments as well as the LoopFrog tool are available at www.verify.inf.usi.ch/loopfrog/termination.
Related Work
Although the field of program termination analysis is mature (the first results date back to Turing [15] ), recent years have seen a tremendous increase in practical applications of termination proving. Two directions of research contributed to the efficacy of termination provers in practice:
-the size-change termination principle (SCT) presented by Lee, Jones and Ben-Amram [16] , and -transition invariants by Podelski and Rybalchenko [1] , where the former has its roots in previous research on termination of declarative programs. Until very recently, these two lines of research did not intersect much. The first systematic attempt to understand their connections is a recent publication by Heizmann et al. [17] .
Relation to size-change termination principle
Termination analysis based on the SCT principle usually involves two steps:
1. construction of an abstract model of the original program in the form of size-change graphs (SC-graphs) and 2. analysis of the SC-graphs for termination.
SC-graphs contain abstract program values as nodes and use two types of edges, along which values of variables must decrease, or decrease or stay the same. No edge between nodes means that none of the relations can be ensured. Graphs G which are closed under composition with itself are called idempotent, i.e., G; G = G. 6 Lee et al. [16] identify two termination criteria based on a size-change graph:
1. The SC-graph is well-founded, or 2. the idempotent components of an SC-graph are well-founded.
An SC-graph can be related to transition invariants as follows. Each subgraph corresponds to a conjunction of relations, which constitutes a transition invariant. The whole graph forms a disjunction, resulting in a termination criterion very similar to that presented as Theorem 1: if an SC-graph is well-founded then there exists a d.wf. transition invariant. Indeed, Heizmann et al. identify the SCT termination criterion as strictly stronger than the argument via transition invariants [17] . An intuitive argument is that SC-graphs abstract from the reachability of states in a program, i.e., arguments based on SC-graphs require termination of all paths irrespectively of whether those paths are reachable or not. Transition invariants, on the other hand, require the computation of the reachable states of the program. In this respect, our light-weight analysis is closely related to SCT, as it havocs the input to individual loop iterations before checking a candidate transition invariant.
The domains of SC-graphs correspond to abstract domains in our approach. The initial inspiration for the domains we experimented with comes from a recent survey on ranking functions for SCT [18] . The domains #1-4 in Table 1 encode those graphs with only down-arcs. Domain #5 has down-arcs and edges that preserve the value. However, note that, in order to avoid costly well-foundedness checks, we omit domains that have mixed edge types.
Program abstraction using our loop summarization algorithm can be seen as construction of size-change graphs. The domains suggested in Sec. 4 result in SC-graphs that are idempotent and well-founded by construction.
Another similarity to SCT relates to the second SCT criterion based on idempotent SC-components. In [17] , the relation of idempotency to analyses using transition invariants was stated as an open question. We remark that there is a close relation between the idempotent SC-components and compositional transition invariants (Definition 5) used here and in compositional termination analysis [6] . The d.wf. transition invariant constructed from idempotent graphs is also a compositional transition invariant.
Relation to other research using transition invariants
The work in this paper is a continuation of the research on proving termination using transition invariants initiated by Podelski and Rybalchenko [1] . Methods developed on the basis of transition invariants rely on an iterative, abstraction refinement-like construction of d.wf. transition invariants [2, 3, 5, 6] . Our approach differs in that it aims to construct a d.wf. transition invariant without refinement. Instead of applying ranking function discovery for every non-ranked path, we use abstract domains that express ranking arguments for all paths at the same time.
Chawdhary et al. [9] propose a termination analysis using a combination of fixpoint-based abstract interpretation and an abstract domain of disjunctively well-founded relations. The abstract domain they suggest is of the same form as domain #5 in Table 1 . However, their method performs an iterative computation of the set of abstract values and has a fixpoint detection of the form T ⊆ R + , while in our approach it is sufficient to check T ⊆ R, combined with the compositionality criterion. This allows a richer set of abstract domains to be applied for summarization, as the resulting satisfiability problems are low-cost.
Dams et al. [19] present a set of heuristics for inferring candidate ranking relations from a program. These heuristics can be seen as abstract domains in our framework. Moreover, we also show how candidate relations can be checked effectively using SAT/SMT.
Cook et al. [20] use relational predicates to extend the framework of Reps et al. [21] to support termination properties during computation of inter-procedural program summaries. Our approach shares a similar motivation and adds termination support to loop summarization based on abstract domains. However, we concentrate on scalable non-iterating methods to construct the summary while Cook et al. [20] rely on a refinement-based approach. The same argument applies in the case of Balaban et al.'s framework [22] for procedure summarization with support for liveness properties.
Berdine et al. [10] use the Octagon and Polyhedra abstract domains to discover invariance constraints sufficient to ensure termination. Well-foundedness checks, which we identify as an expensive part of the analysis, are left to iterative verification by an external procedure as in the Terminator algorithm [3] and CTA [6] . In contrast to these methods, our approach relies on abstract domains that yield well-founded relations by construction and therefore do not require explicit checks.
Conclusion and Future Work
In this paper, we present an extension to a loop summarization algorithm such that it correctly handles termination properties while constructing a loop-free program over-approximation. To that end, we employ abstract domains that encode transition invariants, i.e., relations over pre-and post-states of the summarized loop. Termination of loops may be established at the same time, by checking disjunctive well-foundedness of the discovered transition invariants. We demonstrate the practicality of our approach on a large set of benchmarks including open-source programs and Windows device drivers.
Further research includes an investigation of abstract domains that allow effective summarization with termination support. We are especially interested in encoding forms of Size-Change-Graphs into schemata for generating candidate invariants.
