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Abstract 
The first implementation of Grabner basis computation in Risa/ Asir started in 1993. The 
Shimoyama-Yokoyama algorithm for primary decomposition of ideals was implemented by using it in 
1996. In 2003 a completely new package for Grabner basis computation was developed. By using this 
new package we implemented a new primary decomposition algorithm that does not produce any re-
dundant primary component in 2011. We want many people to use new functions, but unfortunately 
not a few people stil use old ones. Recently we replaced the functions for bignum computation with 
GMP [9]. As a result we could greatly improve the efficiency of Groebner basis computation over the 
rationals. In this article we show the current status of Risa/ Asir to make the new features known by 
as many people as possible 
1 はじめに
























これが dp_gr_mainであるこの時点で，既に traceアルゴリズム [1],および斉次化との組み合わせ





6. Wey! 代数への対応 (2000)
Wey! 代数における Buchbergerアルゴリズムを dp_weyl_gr_mainとして実装した
7. 新パッケージ nd.c(2003) 
この時点までに知られていた様々な改良を取り入れた新実装を行ったこれは，分散表現多項式の新
しい内部形式 NDを基礎としており，組み込み関数名は ndで始まる．これらを nd系関数と呼ぶ具






























アルゴリズムを実行する nd_gr,nd_f4, nd_weyl_gr, 有理数体上で Buchberger/F4 traceアルゴリズムを
斉次化あり／なしで実行する nd_gr_trace,nd_f4_trace, nd_weyl_gr_trace (weylはWey!代数での計
算）である．
2.3 Risa/ Asirにおける凡アルゴリズムの実装
Gを中間基底とし， Sを未処理の S多項式の集合とするとき，凡アルゴリズム [4]の基本ステップは次
のように書ける．
l Smin← { s ESI sugar(s)が最小｝




6 G← GU {p E PI LT(p)¢LT(R)} 
























ぶ gmpにより，多倍長整数演算は高速化した例えば積で比較すると， 103bitで 1.7倍， 104bitで8倍，
呵 bitで20倍に及ぶ表は， asir2000,asir2018における， dp系， nd系閲数の計算時間の比較である．
カッコ内が asir2000での計算時間である項順序はすべて全次数逆辞書式順序，時間は秒， CPUはXeon
E5-2650で計測した有理数体上の計算は，すべて斉次化 traceアルゴリズムでの計算である．
dp_gr_mod_main nd_gr nd_f4 
C7 5 1.6 0.3 
Cs 220 38 5 
eco12 1600 170 35 
表 1:F32003上での計算
dp_gr_main nd_gr_trace nd_f4_trace 
C1 89 (150) 9 (13) 3(10) 
Cs 6700() 540(820) 100(520) 
Cg 114h() 
eco12 1560(4400) 400(1800) 
McKay 8100() 180(1800) 39(82) 
表 2:有理数体上での計算












• primdec (下山横山； 1996) 
Shimoyama-Yokoyama (SY)アルゴリズム [2]をdp系関数により実装したものである．
• noro_pd.rr (野呂； 2011) 






汲=Pi(i = 1,.. ,l)およびI=(Q1 n• • • n Qz) n (I+〈ft',. ,ft'〉)を浩たすような
イデアル Qi,多項式1:・ を計算する．





• Q; を分解する際，無駄な成分が生ずる可能性がある．すなわち，擬準素成分 Q¥に対し Q,= Q; nI{ 
を満たす Iは一意ではないので，もし1:が小さければ，その分解は無駄な成分を含む可能性がある．
• I + (f {', .. , I「りを分解する際，無駄な成分が生ずる可能性がある．すなわち，!{',••• ,f「'は一意で
はないので， I+〈!{',••. ,ft')が小さければ，その分解は無駄な成分を含む可能性がある．
これらのうち，最後の 2つは実際に問題になる場合があり，後で実例を示すこれらの問題点を解決でき
るアルゴリズムとして，次のようなアルゴリズムを考案した.kを体， X = {互...,xn}, R = k[X]とす
る.YcXに対し，恥=k(Y)[X ¥ Y]である．
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Algorithm 2 SYCIアルゴリズム（パート 1: Ass(J)および中間分解）
i← 1;Q。←R
while Qi -=fc I do 
P Li = { Pil, • • • , P;nJ← J: Qi-1の極小付属素イデアル




R;j← Qi-1 n ((J: f芹）Ry, nR) 
end for 
Qi← Qi-1 n Ri1 n• • • n R叫
i← i+l 
end while Q L1← {R11, .. ,R1n1} 
Algorithm 3 SYCIアルゴリズム（パート 2:準素成分の計算）
for i = 2 to m do 
for j = 1 to ni do 
Jij← S aturatedS eparatingl deal (Rij, Q i-1, 凡）
Qij← (Rij + Jij)RY,; n R 
end for 
QLi← {Qil, ・・・,Qin,} 
end for 
return (QL1, .. , QL叫
ここで， SaturatedS eparatingI deal (I, Q, C)はI=Qn (I +J)かつ ,/I:で=./l+Jを満たすイデア
ル Jを計算する手続きである.SYCIアルゴリズムは次のような特徴を持つ．





• Qi, RijはIにより一意的に計算できる．これは，これらがそれぞれ， Ass(J)の部分集合から決まる
ある乗法的集合Sにより IRsnRと書けることから示せる．







ー各 iに対する R;j(j = l,.. , n;)の計算，および，全ての i,jに対する Q;jはそれぞれ独立に行
うことができる．
表 3は， primdec,noro_pd.rrがそれぞれ提供する準素分解関数 primadec,noro_pd.syci_decの計算
時間の比較である例としては， SYに限らず，再帰型の分解アルゴリズムで無駄な因子が出やすい単項式，
二項式，三項式で生成されるイデアルを用いた
primadec noro_pd. syci_dec IPL1, PL叶，．．．
A2,3,5 >lh 1.5 10,5,3,1 
A2,4,4 4.8 15,12,4,1 
A2,5,5 10h 100,107,80,61,35,32,18,4,1 
T1 1100 69 49,36,26,23,17,12,5,1 
T2 error 32 15,22,15,7,4 
T3 error 110 46,68,64,19,3 
表 3:単項式，二項式，三項式で生成されるイデアルの準素分解（計算時間：秒）





デアル分解計算は， Iの零点集合の既約分解を求める上でもそれ自身菫要である．すなわち v'I= niPiを，
素イデアル Piによる v'Iの分解とすれば V(I)= UiV(Pi)で V(Pi)は既約な代数的集合となるこの分
解を，極大独立集合を用いた 0次元化を経由して行う方法として Laplagne[6]によるアルゴリズムが知ら
れている 1).
Algorithm 4 Laplagne アルゴリズム(✓『の素イデアル分解）
J←〈l〉;PL←O 
while J =Jv「do
f← J¥ ./Iの要素； I'← I:JOO 
U← I'に関する極大独立集合
C← yl'K(U)[X ¥ U]のK(U)[X¥U]における素イデアル分解









Iを，体 K上の多項式環 K[x1,.. ,xn]の 0次元イデアルとするとき，各 X;に対し， m(x;)E Jが存在し
てJnK[x;]=〈m(x;)〉を満たす.m(叩）を Iを法とする Xiの最小多項式とよぶ
K が有理数体，有限体の場合は線形代数により容易に m(x,)を求めることができるが， K が有理関数
休の場合，その計算法は様々なものが考えられる．イデアル IC(Ql(Z)[X]が (Ql(Z)上〇次元とする．
I=〈fi,.. ,fm〉C(Ql(Z)[X] (f; E (Ql[Z,X]), J =〈Ji,.. ,f叫 E(Ql[Z,X]とお<.(Ql(Z)上の最小多項式
の計算法には次のような方法がある（他にもいろいろありうる）．
方法 1.{x1,---,Xn-1} >> {叫｝なる消去順序に関する Iのグレブナー基底 Gに対し， Gn (Ql(Z)[xn] = 
{m(xn)}. 
方法 2.{x1,---,Xn-1} >> {xn}UZなる消去順序に関する Jのグレブナー基底化に対し， G1の要素の
うち Xnに関する次数が最小のものが m(xn)である．
方法 3.Zのうち 1変数を選んで消去してから方法 Lを適用する．
方法 4.有限体 Fp上で最小多項式を計算し，その係数を未定係数に換えて， Jのグレブナー基底を用いて
メンバーシップ問題として m(xn)を求める．





Nakanishi多様体は， Feynman積分と呼ばれる hyperfunctionの特異性を記述する．次のイデアルは， 2次
元時空における ice-creamconeと呼ばれる Landau-Nakanishi多様体の定義イデアルである．
I =〈四(k~。 -kぶ—喝）， a4(ki。- ki1 -mi), 
叫炉＋（ー2k20-2k4o)Y -召+(2k21 + 2k41)z + k為+2k40枷 +kl。—屹ー 2k41k21 —砧ー mD,
叫 x2+ (ー2y+ 2k4o)x + y2 -2k40Y —召+2k41Z + k為—砧— m~),-a1y + (a2 + a1)枷+a1k40, 
-a戸＋（四＋釘）k21 + a1k41, a3x + (-a1 -a3)y + a1朽0+ (四＋釘+a3)k40, 
(-a1 -a3)z + a1k21 + (臼＋釘+a3)k41, 
-a1x + u + a1y -a1k40, a迎+v + (-a1 -a3)y + a1朽o+ (a1 + a3)k40, 
w + (-a1 -a3)z + a1k21 + (a1 + a3)k叫
v'Iの既約分解の成分のうち， ai#0に対応するものが菫要で，計算の結果
J = (k恥― kぶ—喝， k~。- k~1 -mt 
炉＋（ー 2k20-2k4o)Y —z2 + (2k21 + 2k41)z + k為+2k40枷 +kふー祐ー2k41k21-k~1 -mt 
20
炉＋（ー 2y+ 2k4o)x +炉ー 2k40Y —召+2k41Z + ki。-ki1 -m~, -a1y + (a2 + a1)k20 + a1k40, 
-a区+(a2 + a1)k21 + a1k41, a3x + (-a1 -a砂y+ a1k20 + (四十a1+ a3)k40, 
(-a1 -a3)z + a1枷＋（四＋釘+a3)k41〉
を得たこの計算において現れた最小多項式計算は 32回で， 2つの場合を除いて方法 1,2, 3が同程度効率
よく計算できた残る 2つの場合に対する各方法の計算時間が表 4であるこの表により，どれか 1つの方
法を選ぶと計算が滞ってしまうことが分かる．
方法
? ? ? ?
No. 15 I 0.2sec > lOmin 
No. 32 I> lOmin I 2min I 5min I 2min I >lOmin 
表 4:最小多項式の計算
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