Investigation of eigenvectors localization of complex networks is important to get insight into various structural and dynamical properties of the corresponding systems. Networks having highly localized principal eigenvector (PEV) possess few typical structural features which include, presence of hub nodes, heavy-tailed degree distributions, etc. We investigate origin of occurrence of characteristic features in the highly localized networks. Using a model network, achieved through an optimized evolution scheme, we investigate the relationships of the localization properties of PEV with the entire spectra and report that the localization behavior of PEV is closely related with that of the second largest eigenvector. In particular, we find evidence of eigenvalue crossing in the networks having highly localized PEV. This observation inspires a direct construction of such highly localized networks without performing any optimization scheme. Additionally, we investigate spectral properties of various real-world networks constructed from the empirical data and report similarities and differences with those of the optimized structure. Our analysis offers a platform to understand the relations between spectral properties and PEV localization of complex networks.
I. INTRODUCTION
The graph isomorphism has applications in many areas of science, including Feynman diagrams, biometrics, molecular modeling, and cryptography [1] [2] [3] [4] . It is well known that a pair of isomorphic graphs is cospectral. However, the existence of non-isomorphic cospectral graphs follows that eigenvalues of the adjacency matrices are not enough for characterizing the corresponding graphs, additional information of the eigenspace is necessary to find the isomorphism pairs in cospectral graphs [5] . In addition to the graph isomorphism, there exists other problems in network science which includes ranking of vertices [6] , detection of communities [7, 8] , perturbation analysis [9] [10] [11] , vibration confinement [12] , identification of important genes [13] where investigations of eigenvectors provide understanding to the behaviors of the underlying systems. Particularly, the eigenvector corresponding to the largest eigenvalue, referred as the principal eigenvector, is known to play a crucial role in the characterization of various structural as well as dynamical properties of the underlying graphs [14, 15] . For instance, a connected non-bipartite graph having the largest eigenvalue λ 1 and principal eigenvector x 1 = ((x 1 ) 1 , (x 1 ) 2 , . . . , (x 1 ) n )
T , the number of walks of length k between a pair of vertices i and j is asymptotic to λ k 1 (x 1 ) i (x 1 ) j as k → ∞ (see Theorem 2.2.5 of Ref. [5] ). Further, localization of PEV has been shown to be related to the epidemic spreading [16, 17] as well as is used to detect criticality in the brain network dynamics [18, 19] . Further, localized eigenvectors have been shown to be successful in identification * sarikajalan9@gmail.com of microscopic functional units in the neural networks [20, 21] . Furthermore, bistable activities of signaling in the biological networks have been examined through the localization of PEV of the corresponding adjacency matrices [22] . Recently, PEV localization has been examined in multilayer networks demonstrating the impact of structural properties of one layer on the localization behavior of the entire multilayer networks [23] . An eigenvector with one entry taking value 1 and rest of the entries taking values zero, such as x = (1, 0, . . . , 0)
T , is referred to as the most localized eigenvector. Similarly, an eigenvector represented by x =(1/ √ n, 1/ √ n, . . . , 1/ √ n) T corresponds to a complete delocalized state [15, 24] . We measure the localization of an eigenvector using the inverse participation ratio (IPR) (Eq. (1)). This measure had been introduced to quantify the localization of atoms in normal mode and is similar to the fourth moments in statistics [25, 26] . Roots of the eigenvector localization trace back to the Anderson localization which describes the diffusion of electrons in a random, disordered medium [27] . Later on, Anderson model was used in various scientific disciplines and received remarkable success in understanding behaviors of many complex systems [28] [29] [30] [31] [32] [33] . Motivated from the success of the Anderson localization in understanding behavior of complex systems, in our previous work, we had devised an evolution framework based on optimized edge rewiring scheme to achieve a network having a highly localized PEV [34] . We found that the optimized edge rewiring leads to a structure having a hub node, a heavy-tailed degree distribution, high clustering coefficient, and negative degree-degree correlations. Additionally, we found that the optimized network contains a particular structure consisting of two sub-components connected to each other via a single node (Fig. 1) . Based on the numeri-FIG. 1. Schematic diagram of (a) initial network and (b) the optimized structure in the r3 region having two components evolved through the network evolution process.
cal simulations, we found that the optimized network is accompanied by the closeness of the largest two eigenvalues. Additionally, the optimized network was shown to contain few special edges, rewiring one of them leads to a complete delocalization of the PEV from a highly localized state when networks remain connected. The intriguing part of these findings remains that how rewiring of a single edge imparts such a drastic impact on the PEV localization, as rewiring of only one edge has a negligible impact on the global structural properties of a network. Further, what is the origin of the PEV localization and the sensitivity of PEV in the optimized network? To address all these specific points and understand eigenvector localization of complex networks in general, we investigate the behavior of all the eigenvalues along with localization behavior of all the eigenvectors. We perform the evolution as proposed in Refs. [34, 35] (Fig. 2) , and instead of focusing only on PEV, we analyze the behavior of all the eigenvectors and eigenvalues of the underlying adjacency matrices. Our investigations bring to light that high localization of the PEV mostly affects the behavior of the extremal eigenvalues along with the localization behavior of the corresponding eigenvectors. Starting with a random connected network, during the network evolution, as PEV gets localized, the second largest eigenvector becomes delocalized. There further exist large changes in the eigenvector entries corresponding to the smallest eigenvalue. Rest of other eigenvectors do not manifest much changes and keep showing small fluctuations in their localization properties. During the network evolution, though the smallest and the second largest eigenvector display remarkable changes, it is the localization properties of the second largest eigenvector which turn out to be most informative in understanding the origin of the sensitivity of PEV. In addition to drastic changes in the localization properties of the second largest and the lowest eigenvectors, the corresponding eigenvalues manifest considerable changes during the network evolution. They manifest a separation from the bulk part of the eigenvalues, whereas other eigenvalues keep having almost the same value as those of the initial random network throughout the evolution. Furthermore, in the optimized network delocalization of the PEV, as a consequence of a single edge rewiring, is ac- companied with a high localization of the second largest eigenvector, and the corresponding two largest eigenvalues are close enough. We find that in fact, the closeness between the two largest eigenvalues is the prime reason behind the IPR value flipping of two largest eigenvectors in the optimized network. Furthermore, this closeness of the largest two eigenvalues provides a clue to simplify the optimized structure by replacing it with a wheel and a random regular sub-graphs. In another word, we devise a method for direct construction of networks and state prerequisites to have highly localized PEVs. These prerequisites are (i) the existence of a hub node and (ii) closeness of the largest two eigenvalues. Additionally, we investigate localization properties of various real-world networks constructed using empirical data [36] [37] [38] . The investigation of real-world networks supports our findings that prerequisites of the high localization in the PEV are the existence of a hub node and closeness of the largest two eigenvalues. The entire article is designed as follows: Section II describes the notations and definitions of the mathematical terms. It also contains a brief explanation of the network evolution method. Section III illustrates the numerical results demonstrating the relationships between the PEV localization and the second largest eigenvector which is required for eigenvalue crossing. Section IV analyzes the behavior of the largest two eigenvalues in the optimized network. The analytical treatment given in this section provides us with a method for direct construction of an optimized network without performing network evolution method. Section V describes the results for real-world networks. Finally, section VI summarizes our work and discusses various open problems for further investigations.
II. THEORETICAL FRAMEWORK
We represent a finite graph, G = {V, E}, where V = {v 1 , v 2 , . . . , v n } is the set of vertices and E = {e 1 , e 2 , . . . , e m |e p = (v i , v j ), p = 1, 2, . . . , m} ⊆ U is the set of edges. We define the universal set U = V × V = {(v i , v j )|v i , v j ∈ V and i = j} which contains all possible ordered pairs of vertices excluding the self-loops. Fig. (2) . Here, only those edge rewirings in the r3 region are allowed which lead to an increase in Yx 1 value. Network size n = 500 and k = 10.
The complementary set of the edges can be defined as
We denote the adjacency matrix corresponding to G as A ∈ R n×n which can be defined as a ij = 1 if nodes i and j are connected 0 Otherwise
The |V | = n and |E| = m represent the number of nodes and number of edges in G, respectively, and thus
Here, A is a real symmetric matrix, hence, it has a set of orthonormal eigenvectors {x 1 , x 2 , · · · , x n } corresponding to the real eigenvalues {λ 1 , λ 2 , . . . , λ n }. Moreover, the edge weights of A are non-negative (a ij ≥ 0), and network is always connected. Thus, A is a non-negative and irreducible matrix. Hence, we know from the Perron-Frobenius theorem that all the entries in the PEV of A are positive [39] . Therefore, without the loss of generality we can order the eigenvalues of A as λ 1 > λ 2 ≥ · · · ≥ λ n . We calculate the IPR value (Y xj ) of an orthonormal eigenvector (x j ) of A [15, 24] as follows:
where (x j ) l is the l th component of x j . For a connected network, the IPR values lies between 1/n ≤ Y xj ≤ 1 [34, 35] . A delocalized eigenvector has Y xj = 1 n , whereas the most localized eigenvector yields an IPR value equal to Y xj = 1. Next, we summarize the network evolution process [34, 35] . Starting from a Erdös-Rényi (ER) random connected network, we obtain the optimized structure through a network evolution process. The ER random network is generated with an edge probability k /n, where k is the average degree of the network [40] . We denote the initial random network as G init and the optimized network as G opt (Fig. 1) . For an evolution step, we choose an edge e p ∈ E (p = 1, 2, . . . , |E|) uniformly at random from G i and remove it. At the same time, we introduce an edge uniformly at random in
The new network and the corresponding adjacency matrix are denoted as G i+1 and A i+1 , respectively. We calculate the IPR value of the PEV from A i and
, A i is replaced with A i+1 for the next evolution step (Fig. 2) .
, we keep A i as it is and perform another edge rewiring on A i and which is denoted as A i+2 . This step is repeated until we obtain A i+t which yields to the next evolution step satisfying
. Hence, each evolution step requires several trials (t = 1, 2, . . .) of edge rewirings. We repeat the above evolution step until the IPR saturates to a very high value. The evolution process yields a sequence of networks G 1 , G 2 , . . . , G i , G i+1 , . . . , G τ and the corresponding adjacency matrices as
where τ is the total number of edge rewiring performs during the network evolution process. Notably, during an edge rewiring, there is a possibility that network becomes disconnected. However, we allow only those edge rewirings which yield a connected network through the depth first search algorithm [41] . The network evolution process is performed with the assistance of the simulated annealing method [23, 35] .
III. NUMERICAL RESULTS
Starting from a random connected network, the optimized edge rewiring process segregates the evolution steps into three different regions referred as r 1 , r 2 and r 3 as depicted in Fig. 3 . The regions are categorized based on the nature of changes in the IPR value of PEV during the evolution process. During the evolution, by considering only those edge rewirings which perform increments in the IPR value of PEV, we observe that the localization of PEV leads to a complete delocalization of the second largest eigenvector as well as localization of the lowest eigenvector. Whereas, IPR values of rest of the eigenvectors fluctuate around almost a constant value without noticeable changes (Fig. 3) . It is known that localization of PEV leads to a localization of the lowest eigenvector [24] ; however, the behavior of the second largest eigenvector, and moreover, its relation with the PEV localization have so far not been explored. Our analysis reveals that the localization behavior of the second largest eigenvector is related with the sensitive behavior of localization of PEV in the r 3 region.
Having narrated the overall localization behaviors of all the eigenvectors, in the following, we present our prime results one by one. First, we delve upon understanding the flipping behavior of the IPR value of PEV in the r 3 region. Note that in the r 3 region IPR values of PEV has no significant improvement and is almost saturated, hence, we can consider any network in this region as an optimized network (Fig. 3) .
A. Analysis of eigenvectors angles: signature of eigenvalue crossing
To capture the sensitive behavior of PEV in the r 3 region, we consider rewiring of all the edges during the network evolution without paying attention if a rewiring leads to an increase in the IPR value or not. The adjacency matrices for this case can be denoted as mentioned in (2) and the corresponding eigenvectors and IPR values can be depicted as follows
where each A i matrix contains a set of eigenvectors as {x (Fig. 4) . To elaborate this aspect of the abrupt changes in the IPR value in r 3 region, as a consequence of a single edge rewiring, we focus on two consecutive networks in the r 3 region, say, A i and A i+1 such that A i+1 is achieved after a single edge rewiring on A i . We observe that x i+1 1 reaches to a complete delocalized state, from a highly localized state, at (i+1) th time step (Fig. 5 (inset) ). This sudden drop in IPR value of x i+1 1 is accompanied with a high localization of x i+1 2 from a complete delocalized state (x i 2 ) (Fig. 5 (inset) ). Scrutinizing the entries of the largest and the second largest eigenvectors in this two consecutive steps and comparing them with those of the initial networks, we show that there exist radical changes in the eigenvector entries (Fig. 6 ). In the r 3 region, x i 1 is highly localized with maximum entry value residing to the hub node (marked with a circle in Fig. 6(b) ). However, after a single edge rewiring on A i , though A i+1 has almost the same structure, x i+1 1 becomes completely delocalized ( Fig. 5 (inset) ). The entry corresponding to the hub node for this delocalized x i+1 1 takes a very small value (Fig. 6(c)) . Surprisingly, for x in A i+1 . It is worth noting here that the delocalized PEV of A i+1 in the r 3 region is very much different from the delocalized PEV of A 1 in the r 1 region (Fig. 6(a) and 6(c) ).
An examination of relative positions of the two largest eigenvectors provides further insight into the sensitive behavior of the PEV in the r 3 region. To trace the relative position of the largest two eigenvectors in the vector space, we track the angle by computing
during the edge rewiring process in the r 3 region. One can see that in the r 3 region, presence of the flips in IPR values are reflected in similar abrupt changes in the dot product values (Fig. 7) . These abrupt changes in
manifest a signature of the eigenvalue crossing. In the r 3 region, the rewiring of an edge connected to the hub node leads to rotation of x 1 and x 2 by approx. 90
• (Fig. 7(b) ). It has already been reported that abrupt changes in the eigenvector entries carry information of the eigenvalue crossing [42] [43] [44] . Moreover, it has also been noted that just after the crossing, the eigenvector becomes orthogonal to the eigenvector before the crossing. The largest two eigenvectors in the r 3 region satisfy these two criteria mentioned above during the flipping of the IPR values. Therefore, we can safely say that there exist evidences for the eigenvalue crossing in the optimized networks in the r 3 region.
We demonstrate in the next section that there exists a further connection between the closeness of the largest two eigenvalues and flipping behavior of the Y x1 and Y x2 values. Fig. (3) .
B. Relation between the flipping of IPR values and closeness of eigenvalues
In the r 2 region, the second largest (λ 2 ) and the lowest eigenvalues (λ n ) start drifting away from the bulk part of the eigenvalues, whereas rest of the eigenvalues does not show significant changes throughout the evolution (Fig. 8 ). In the r 3 region, λ 2 settles down to a value which is close to λ 1 . This separation of λ 2 from the bulk part of the eigenvalues in the r 3 region is not surprising as the optimized structure contains two sub-graphs or communities ( Fig. 1(b) ). For a network consisting of two subgraphs, there should exactly be two eigenvalues lying outside the bulk part of the eigenvalues [45] [46] [47] , and hence λ 1 and λ 2 lying away from the eigenvalues bulk is expected. However, the intriguing part is that for the networks in the r 3 region, λ 2 not only settles far away from the bulk part of the eigenvalues but also lies very close to λ 1 .
It is already known that localization of PEV can lead to a localization of the lowest eigenvector and consequently, λ n can drift away from the eigenvalues bulk [24] . However, the relation of the closeness of λ 1 and λ 2 with the flipping behavior of IPR values has not been connected.
To understand a possible relationship between the closeness of the largest two eigenvalues and flipping of IPR values of the largest two eigenvectors, and how this closeness is related to the network structure, we perform the following experiments.
We separate two graph components (C i 1 and C i 2 ) of G i (Fig. 1) by breaking the existing connection between them, and record the largest two eigenvalues. We observe that the largest two eigenvalues of the G i remain almost the same as of the largest eigenvalue of the two graph components separately (Table I ) 
Further, one can also notice that
In an another experiment, if we remove an edge from G i , which is connected to the hub node in C to be in a highly localized state (Fig. 5 (inset) ). Next, if we separate two components of G i+1 , we observe ( Table I) 
The transition to localized and delocalized state for x 
Both the experiments, indicate that the largest eigenvalues of G i and G i+1 are always greater than the corresponding second largest eigenvalues i.e.,
However, few minor changes occur in the largest eigenvalue of the individual components in G i and G i+1 (Eqs. (4) and (5)). In other words, for the case of the highly localized PEV the component containing the hub node has prime contribution in the largest eigenvalue (Eq. (4)).
From the above experiments we learn that; (a) C 1 of G i must contain a hub node, with rest of the nodes having low degrees, (b) size of C 2 in G i should be larger than that of C 1 in G i and in fact C 2 should have almost a regular structure, and (c) λ
1 . Next, we ask a question that can we use one or all of these three pieces of information to directly construct a network, without performing the network evolution, which has a highly localized PEV. We can also pose this question bit differently that if we construct a network (G) consisting of two components by incorporating the properties; (a), (b), and (c), whether this construction leads to a highly localized PEV of G? In the following, we provide an analytical treatment to this question, and demonstrate that satisfying all these three properties leads to a construction method of a network structure having a highly localized PEV.
IV. ANALYTICAL METHOD FOR DIRECT CONSTRUCTION OF THE OPTIMIZED STRUCTURE USING WHEEL GRAPH
There exist several ways one can create a network which has its largest two eigenvalues close to each other. For instance, by connecting two identical networks with an edge, such as two ER random, scalefree (SF), of the same size and the same average degree. This will produce a single graph having λ
Even by connecting different types of graphs, such as a ER and a SF, and by choosing the size and number of the connections of the components appropriately, one can bring the largest two eigenvalues of the connected graph close enough. However, these ways of the network construction, while yield close enough λ 1 and λ 2 , may not lead to a localized PEV. For example, connecting two ER random networks brings two largest eigenvalues close to each other but yields a delocalized PEV for the connected graph (Table II (No.  1 
)).
It has been shown that the networks having a localized PEV should contain at least one hub node, i.e., a node having a high degree [24, 34] . Therefore, if we introduce one node having a high degree in one of the components, that will lead to a localized PEV. For example, by connecting one SF and ER networks, we obtain a combined network having a hub node as well as by appropriately choosing the average degree (Table II ( No. 1-3) ) or size of both the components (Table II ( No. 4-6)), we can bring the largest two eigenvalues close enough. The SF networks have been generated through the Barabási-Albert preferential attachment algorithm [40] . The IPR value obtained from the combined ER-SF network is much more than that of those networks devoiding a hub node; however, it is much lesser than that of the optimized network. Moreover, it is laborious to bring λ 1 ≈ λ 2 for the ER-SF combined network, as for the SF network λ provides localized PEV and for λ
1 , we get delocalized PEV.
λ ER ≈ k [15] . Therefore, it becomes difficult to bring the two largest eigenvalues close enough by adjusting the size or average degree of the combined graph. Hence, we need another way to construct a network which has (i) a localized PEV, and (ii) largest two eigenvalues close are enough (λ
From two numerical simulations, we learn that in the optimized networks, C Fig.  1 (b) ). For C i 2 component, we choose a random regular structure.
It turns out that one can recreate both the spectral properties (localized PEV and closeness of largest two eigenvalues) of the optimized network by replacing C 1 with a wheel graph and C 2 with a random regular network. A wheel graph is denoted as W = {V W , E W } and is formed by connecting one node to all the nodes of a cycle graph, where |V W | = n 1 is the number of nodes and |E W | = 2(n 1 − 1) is the number of edges in W. Further, the random regular graph is denoted as R = {V R , E R } where |V R | = n 2 is the number of nodes and
is the number of edges with each node having degree κ. We generate the random regular graph using the algorithm in [48] . Further, it is known that for a wheel and random regular graph, the largest eigenvalues are as follows [49] 
We connect a n 1 size wheel graph and a n 2 size random regular graph through a node, and denote it as a new network as (Fig. 9) . In other words, and from Eq. (6) we obtain size of the wheel graph as
Eq. (8) tells that the number of nodes in the W component of G new depends on the average degree of the R component in G new . Therefore, to construct G new , we are free to choose any arbitrary number for the nodes and for the average degree (2 ≤ κ ≤ n 2 − 1) for the regular component such that κn 2 is even. Additionally, Eq. (8) establishes a relationship between the size of the hub node and the average degree of R as,
which is required to achieve a highly localized PEV. G new constructed thus has a localized x 1 and a delocalized x 2 . In addition, removal of an edge, connected to the hub node of W component, and inclusion of the removed edge to the R component of G new , lead to the flipping in the IPR values of x 1 and x 2 as observed for the optimized network achieved from the numerical simulations (section III (B)). The rewiring of a single edge lead to λ
thereby leading to the localization of x 2 along with the delocalization of x 1 . From the above investigation we learn that, by combining a n 2 size random regular graph of average degree κ with a wheel graph of size n 1 such that if Eq. (7) is satisfied, one can generate a PEV localized network having size
and number of connections
From Eqs. (8) and (10) we know that
Therefore, we can construct G new of size n which have a localized PEV by satisfying Eq. (7). G new consists of a random network of size n 2 with κ average degree and a wheel graph of size n 1 . It should be noted that and λ2, (c) largest (kmax) and second largest (kmax−1) degree for HIV physical association layer network having n = 758, m = 819 [37] . The optimized edge rewiring process is performed with the assistant of the simulated annealing method, which leads to an increase in the IPR value of the PEV.
by fixing the average degree of R, one can vary n 2 such that the relation in the Eq. (7) holds. Moreover for the construction of G new , the size n depends on the choice of n 2 and κ and both of which can be choosen arbitrarliry.
Hence, a reverse question arises that for a given connected random network of size n and m, how can we decide n 1 , n 2 such that they satisfy Eqs. (8), (10) and (11) simultaneously. In other words, how can we partition the number n into two groups n 1 and n 2 , which represent the size of the wheel and random regular graph, respectively, such that the largest two eigenvalues satisfy the relation given by Eq. (7). Solution to this will automatically solve our problem of finding a network structure with n nodes and m edges which has a highly localized PEV without performing an optimized edge rewiring scheme.
To find the solution of this partition problem, we rearrange Eq. (11) with the help of Eqs. (8) and (12) , and reach to a cubic equation of the form
where b = (−4−2σ), c = (8σ+σ 2 +1−n), and d = (2m− 4σ
2 ) are the coefficient of the cubic equation. Next, roots of the cubic equation can be written from the Cardano's formula [50] as follows,
such that
where ∆ =
(2b 3 − 9bc + 27d) and i 2 = −1. Therefore, we obtain three different possible values for κ. To know the correct root, which will help in finding n 1 and n 2 for the construction of G new , we analyze the discriminant (∆) in Eq. (15) as follows,
It has been shown that a) ∆ = 0 yields three real roots in which at least two are equal, b) ∆ > 0 gives one real root and other two complex conjugate roots, c) ∆ < 0 yields three unequal real roots [50] . Analyzing the discriminant reveals that ∆ ≥ 0 corresponds to a dense network and we know that for a highly localized PEV, the network should be sparse [34] . Hence, we investigate case (c) which corresponds to three unequal real roots in Eq.
.
In the above range of m, ∆ < 0, and κ 3 is always negative, and the other two roots are positive (see Appendix). Consequently, we have achieved two different ways to divide the number of nodes in two different groups such that the entire network has a localized PEV. The first way is that we consider a sparse regular structure with a smaller size wheel graph, and the second way is to consider dense regular structure with a larger size wheel graph (Fig. 9) . (14), we decide κ, n1 and n2. Thereupon, we construct a wheel graph of size n1 and a random regular graph of size n2, and join them with a node. This method leads to a highly localized PEV. We consider here ǫ = 0.00002.
and (12), we calculate n 1 and n 2 values which in turn provide us the size of the wheel and the random regular graphs. This combined graph has a localized x 1 and a delocalized x 2 . Similarly, the root κ 2 can be calculated by the same procedure and we can calculate n 1 and n 2 . The Y x1 value obtained from the analysis come out to be the same as the value obtained from the optimized edge rewiring process (Table III) . The method simplifies our understanding to the origin of peculiar spectral properties of the optimized structure, as well as provides us a simple method to achieve a large size PEV localized network without performing any optimized edge rewiring process. To conclude, investigation of an optimized structure obtained through the network evolution reveals that the high localization of the PEV is accompanied by the closeness of the two largest eigenvalues [34] . The analysis presented in this section is an attempt to solve the problem in a reverse manner. It shows that by considering the closeness between the two largest eigenvalues and existence of the hub node of a specific size calculated from Eq. (9), one can produce a network having a highly localized PEV.
V. LOCALIZATION BEHAVIOR OF REAL-WORLD NETWORKS
Next, we turn our attention to understand the localization properties of real-world networks which provides more insight into the relationship between the PEV localization and the closeness of the largest two eigenvalues. We analyze various real-world networks ranging from the social, biological to synthetic systems [36] [37] [38] . Table IV presents various different properties of real-world networks, and one can see that there exist few real-world networks which do not contain a hub node, but two largest eigenvalues are close to each other. The PEV of such networks are delocalized (Table IV ( No. 1-17) ). There further exist few other real-world networks which contain hub nodes, however, the largest two eigenvalues are far separated. These networks are also delocalized (Table IV (No. 18-27)). Next comes to the networks which contain one hub node as well as the largest two eigenvalues are close enough and can be seen from the (Table IV ( [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] ) that the PEV is localized (Y x1 >> 1/n). Above examples support our conjecture of prerequisite of a highly localized PEV needs (i) existence of a hub node and (ii) closeness of largest two eigenvalues well separated from λ 3 . One can put further efforts in finding such networks which have three or more eigenvalues are separated from the bulk part of the eigenvalues indicating the presence of three or more communities and exploring localization properties of such networks. Further, for a concluding discussion on the real-world networks, we perform a small experiment. We start the optimized edge rewiring process with a real-world network and observe that upon the optimized edge rewiring, there is an increment in the Y x1 value accompanied by a decrement in the Y x2 value ( Fig. 10(a) ). This increment in Y x1 value is accompanied with a change in the number of connections to the hub node ( Fig. 10(b) ). We can also notice that the two largest eigenvalues come close to each other with a value which is different from than those of the initial structure ( Fig. 10(c) ). Additionally, during the evolution, the structure of the real-world networks experience drastic changes (Fig. 11 ) and finally settle down to a structure which is similar to the optimized structure achieved from the ER random as an initial network (Figs. 11(b) and 1(b) ). Though the optimized structure is far away from the real-world structure, the analysis presented here offers a benchmark towards an understanding relationship between the PEV localization, and networks' structural and spectral properties.
VI. CONCLUSION AND FUTURE PROSPECTIVE
We have investigated the localization properties of eigenvectors of the adjacency matrices as PEV changes its state from a delocalized to a highly localized state through a network evolution process. The optimized network obtained through the evolution process is independent of the choice of the initial network structure. We find that in the optimized structure, the high localization of the PEV is accompanied with a delocalization of the second largest eigenvector. Moreover, two extreme eigenvalues lie far away from the bulk part of the eigenvalues, with rest of the eigenvalues exhibiting no significant changes. Our investigations reveal that in the optimized network, the delocalization of PEV arising due to a single edge rewiring leads to a high localization of the second largest eigenvector from a delocalized state. Tracking the eigenvector angles provide evidence of the eigenvalue crossing in the optimized network arising due to a single edge rewiring. Further, from the observation of the closeness between the largest two eigenvalues, we obtain a method for the direct construction of a network structure which has a highly localized PEV. Importantly, this structure is obtained without performing an optimization scheme. In another word, we use the information of spectral properties of the optimized network to perform reverse engineering to construct a network structure having a highly localized PEV. Further, we use the result based on the investigation of model networks for a better understanding of various spectral properties of real-world networks. The investi-gation of real-world networks supports our findings that the prerequisites of high localization of PEV are the existence of a hub node and closeness of largest two eigenvalues. Although the structure of the optimized network is far from those of the real-world networks, few unique properties of the network consisting of a wheel and random regular graph can act as a benchmark for further applications and theoretical analysis in the future. Note that instead of using a wheel graph, we can also use a star graph to construct G new having the highly localized PEV.
Understanding of localization behavior of eigenvector is important at the fundamental level as well as for applications [51] . For instance, detection of localization in invariant subspace is important in numerical linear algebra [52] . Our framework suggests that if there exist two invariant sets in a symmetric matrix which corresponds to an undirected network, for the hub node degree being greater than the square of the average degree, the PEV of that matrix is localized. Furthermore, the origin of the eigenvalue crossing in the optimized network may also be useful in understanding the similar phenomenon occurring in other physical systems, such as electron transfer in protein networks [44] . Furthermore, we have focused only on adjacency matrices with binary entries which are different from the matrices used in the Anderson localization and several other matrix representations of networks (e.g., Laplacian) [53, 54] . It will be interesting to use the framework developed here to analyze other matrix representations of a network.
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VII. APPENDIX
The discriminant in Eq. 
We consider connected network, hence we can choose m between n + 1 to n(n − 1)/2. which becomes an integer value for only few values of n and hence, we consider other two cases. One can see that the κ 1 is zero or negative for a range of m (Eq. (20)). Additionally, from Eq. (20) , it is clear that the networks are dense and hence we do not consider this solution.
