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Resumen– El proyecto consiste en el estudio de varios casos de uso que nos permite hacer
Istio junto con Kubernetes. Para poder realizar estas pruebas, se llevará a cabo la creación de
un pequeño cluster virtualizado con Virtualbox. Kubernetes será utilizado como orquestador de
los contenedores, mientras que Docker contendrá los microservicios que gestionaremos con Istio.
El principal objetivo de este trabajo es diseñar y construir un entorno donde poder desplegar
microservicios y gestionarlos de forma independiente.
Palabras Clave– Infraestructura, Kubernetes, Istio, Docker, Microservicio
Abstract– The project consists in the study of several use cases that allow us to make Istio
together with Kubernetes. In order to perform these tests, the creation of a virtualized cluster with
Virtualbox will be carried out. Kubernetes will be used as a container orchestrator, while Docker will
contain the microservices that we will manage with Istio. The main objective of this work is to de-
sign and build an environment where you can deploy microservices and manage them independently.
Keywords– Infrastructure, Kubernetes, Istio, Docker, Microservices
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1 INTRODUCIÓN
EN los últimos años se escucha en los medios de co-municación, y cada vez con más frecuencia, térmi-nos como cloud [2], Big Data [9], Blockchain [10]
o microservicios [11]. Estos son campos muy diferentes en-
tre sı́, pero todos ellos relacionados y con caracterı́sticas en
común: no pueden realizarse en un único ordenador perso-
nal, es decir, necesitan un cluster para poder trabajar y rea-
lizar sus objetivos. Según nuestro conocimiento, no existe
un ordenador suficientemente potente para operar con pe-
tabytes1 de tamaño (Big Data), ni métodos de verificación
únicos para validar los datos de una Blockchain por un úni-
co individuo.
Cada vez más, las medianas y grandes empresas están de-
jando atrás la idea de tener un gran centro de procesamiento
de datos (CPD) propio por motivos económicos, ya que dis-
poner de tu propio CPD conlleva, entre otros: un gran gas-
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11 petabyte = 1015 bytes
to en electricidad, mantenimiento de los equipos informáti-
cos, personal de mantenimiento, mantenimiento y seguridad
del edificio, dificultad para asegurar la alta disponibilidad y
gran inversión en climatización del espacio.
Este cambio de mentalidad se ha visto favorecido gracias
a grandes empresas como Amazon (AWS), Google (Google
Cloud) o Microsoft (Azure). Estas empresas han hecho po-
sible llevar a otras grandes y pequeñas empresas a la nube,
como es el caso de Apple y su iCloud, que está parcialmente
en la plataforma Amazon S3 [1].
Toda esta combinación de nuevas tecnologı́as me ha ge-
nerado un gran interés por entender el funcionamiento a ba-
jo nivel y este nuevo método de organización de las empre-
sas. Con este proyecto pretendo montar una infraestructura
para profundizar más en este campo y poder comprender a
más bajo nivel su funcionamiento, ventajas e inconvenien-
tes.
Con esos objetivos en mente, el presente documento tra-
ta de mostrar todo el proceso del proyecto. En la Sección
2 encontramos el estado del arte donde se contextualiza es-
te proyecto. En la Sección 3 se expondrán los objetivos del
proyecto. En la Sección 4 se explicará la metodologı́a uti-
lizada para su desarrollo. La planificación del proyecto se
detalla en la Sección 5. Las tecnologı́as y herramientas se
presentarán en la Sección 6, donde veremos el estudio de
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mercado de todas las tecnologı́as escogidas para el desa-
rrollo del proyecto. A continuación, en las Secciones 7 y
8, se presentará el escenario que se va a crear y los proce-
sos de instalación y configuración del sistema para poder
conseguir una plataforma operable y gestionable, ası́ como
qué microservicios y cómo se despliegan empleando Ku-
bernetes. En lo referente a la automatización, Sección 9, se
mostrará la parte del proyecto automatizado. En la Sección
10 se mostrará la solución de monitorización empleada pa-
ra el proyecto. En lo referente al código, se encontrará en
la Sección 11, donde estarán las funcionalidades utilizadas
de GitHub y la estructuración del repositorio. En la Sección
12 se presentará Istio y se mostrará cómo se gestionan las
comunicaciones entre los servicios desplegados en la plata-
forma, para garantizar su correcto funcionamiento y poder
conocer las intercomunicaciones de los servicios a partir de
los casos de uso. Finalmente, en las Secciones 13, 14 y 15
se expondrán los resultados, trabajos futuros y conclusiones
del proyecto, respectivamente.
2 ESTADO DEL ARTE
En la actualidad, la tecnologı́a ya es una parte imprescin-
dible de cualquier empresa. Ya sea la página web de una
pequeña tienda o las grandes aplicaciones de gestión de una
multinacional.
Además, sobretodo en las grandes empresas, donde pue-
den llegar a perder millones con cada minuto de inactivi-
dad del servicio, aparecen los conceptos de arquitectura mo-
nolı́tica y arquitectura de microservicios.
Actualmente, ninguna empresa invierte recursos
económicos en crear una gran aplicación que contenga
todas las funcionalidades en un solo programa (concepto
de arquitectura monolı́tica). Esta clase de programas,
tienen demasiados inconvenientes: todos los compo-
nentes están fuertemente acoplados, la actualización de
una funcionalidad debe recompilar todo el código y la
puesta en producción de esta nueva versión causa una
indisponibilidad del sistema.
En cambio, las empresas si están invirtiendo recursos y
tiempo en refactorizar estas aplicaciones y convertirlas en
microservicios. Esta nueva metodologı́a de creación de apli-
caciones trae ventajas como: la creación de un nuevo servi-
cio o actualización de uno ya existente no provoca indispo-
nibilidad de todo el sistema. Se puede desplegar por partes
a producción y evitar colapsos del sistema por sobrecarga.
Figura 1: Arquitectura monolı́tica contra arquitectura mi-
croservicios. Fuente Dzone[12].
3 OBJETIVOS
El objetivo principal del proyecto es entender el funcio-
namiento a bajo nivel de una arquitectura de microservi-
cios. Para llevar a cabo el objetivo principal se proponen
tres subobjetivos. Estos se encuentran listados a continua-
ción.
Crear una plataforma con Kubernetes e Istio.
El primer paso consiste en realizar un estudio de mer-
cado entre las diferentes posibilidades disponibles ac-
tualmente en entornos cloud.
Instalar y configurar la plataforma.
Este objetivo consiste en diseñar, implementar y confi-
gurar la arquitectura y tecnologı́as necesarias para po-
der tener una plataforma con la que poder realizar las
pruebas.
Caso de uso 1: Limitar las comunicaciones entre los
microservicios desplegados en el cluster.
En un cluster, las comunicaciones entre los diferentes
servicios no están limitadas, como muestra la figura
2a. En este caso de uso se pretende limitar estas co-
municaciones entre servicios utilizando la tecnologı́a
Istio, como se muestra en la figura 2b.
Caso de uso 2: Introducir una serie de microservi-
cios creados por nosotros y tratar de tener un dia-
grama de comunicaciones generado por Isitio de
forma automática.
En este caso buscaremos estudiar si Istio nos permi-
te conseguir un diagrama de todas las comunicaciones
dentro del cluster para llegar al punto de granularidad
que nos permita, en el caso de detectar un problema,
saber cómo se propagarı́a la comunicación.
Figura 2: Ejemplo de comunicaciones en un cluster. (a) co-
municaciones todos con todos. (b) comunicación empleada
en el primer caso de uso.
4 METODOLOGÍA
Para este proyecto utilizaremos una metodologı́a del mo-
delo de cascada [13]. Este proyecto esta pensado de forma
secuencial: empieza con la creación del entorno, un primer
caso de uso para analizar y limitar las conexiones entre las
máquinas del cluster, y finalmente, un segundo caso de uso
que nos permita aumentar el nivel de granularidad de las
comunicaciones y verlas gráficamente.
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5 PLANIFICACIÓN
La planificación de este proyecto se ha realizado em-
pleando una herramienta online, llamada canva[3]. La pla-
nificación se ha dividido en 4 fases (véase anexo 15).
La primera fase de planificación y estudio de mercado
(figura 8 a).
La segunda dedicada a la instalación y configuración
del entorno base y el primer caso de estudio (figura 8
b).
La tercera donde introducimos microservicios propios
y estudiamos la comunicación entre ellos (figura 8 c).
Una última fase donde aumentamos el número de clus-
ters en 2 y estudiamos las comunicaciones entre ellos
(figura 8d).
6 ANÁLISIS DE TECNOLOGÍAS Y HERRA-
MIENTAS
En este apartado mostraremos las herramientas y tecno-
logı́as utilizadas para la realización de este proyecto. Estos
recursos los dividiremos en tres grandes grupos: (1) herra-
mientas organizativas y de control de versiones, (2) herra-
mientas de la plataforma y (3) herramientas utilizadas den-
tro de la plataforma.
6.1. Herramientas organizativas y de control
de versiones
Las soluciones utilizadas en la parte organizativa y con-
trol de versiones de código son las siguientes:
Canva
Este software online que consiste en un marco para crear
composiciones de imágenes, lo utilizo para crear la planifi-
cación y el diagrama de Gantt por su fácil y rápido aprendi-
zaje. Además, tiene la ventaja de ser muy fácil de compartir
con otras personas y es gratuito[3].
Github
A nivel de control de versiones hay diferentes posibilida-
des, como Bitbucket o Gitlab, pero finalmente se ha utili-
zado Github, principalmente, por la gran comunidad y las
funcionalidades extras que ofrece.
Github es una plataforma de desarrollo que te permite
alojar código, mantener un control de versiones del mismo,
mantener organizados tus proyectos, poder trabajar desde
cualquier ordenador y compartir código con otros desarro-
lladores. A demás, Github tiene funcionalidades menos co-
nocidas como la sección de Issues y la wiki.
Estas dos últimas funcionalidades han facilitado la ges-
tión de incidencias y la documentación del proyecto, que-
dando integradas con el propio código, y ofreciendo una
documentación accesible y de calidad del proyecto.
En el repositorio del proyecto 2 están todos los comandos
y explicaciones detalladas de las etapas del proyecto[4].
2https://github.com/Radega1993/ProjectZero-TFG-/wiki
6.2. Herramientas de la plataforma
El segundo bloque de herramientas son las utilizadas para
la creación de la plataforma.
Virtualbox
La elección de esta herramienta ha resultado especial-
mente compleja, debido a que representa la base de todo
el proyecto. Las opciones aquı́ eran muchas. Entre ellas he
estudiado Amazon Web Services, Google Cloud, Microsoft
Azure, IBM Cloud Private y RedHat OpenShift.
En todos estas herramientas se han detectado dos proble-
mas relevantes para la realización de este proyecto:
1. Son de pago por uso.
2. La configuración de estas herramientas se realiza a al-
to nivel, lo que dificulta o impide entender el funcio-
namiento a bajo nivel de estos servicios, que es uno de
los objetivos de este trabajo.
Por este segundo motivo se abren 2 opciones. La primera,
crear un cluster de Raspberry Pi pero volvemos a tener el
impedimento económico y para empezar el proyecto nece-
sitarı́amos mı́nimo 3, 1 master y 2 nodos workers. Esto sin
hacer un capacity planning[14] y tener una previsión de uso
de todo los servicios que tendrá desplegados nuestra plata-
forma.
Finalmente la opción escogida ha sido Virtualbox, ya que
cumple todas las necesidades para este proyecto. En primer
lugar, es gratuito y open source. En segundo lugar, propor-
ciona escalabilidad horizontal[15] al tener la posibilidad de
crear tantos nodos como nuestro ordenador sea capaz de
soportar[5].
Kubernetes
Kubernetes[16] o k8s es un proyecto open source creado
para ofrecer la funcionalidad de orquestrador de contenedo-
res.
La función principal de k8s es automatizar la implemen-
tación, el escalado y la administración de aplicaciones en
contenedores.
Docker
Se ha escogido Docker[6] como opción de conteneriza-
ción de aplicaciones por los siguientes motivos: el primero
es la integración con k8s, el segundo es el amplio soporte de
la comunidad, la extensa documentación que hay en inter-
net, y finalmente, porqué a nivel profesional, es la solución
más utilizada actualmente, como vemos en la figura 3.
Python
Es un lenguaje de programación interpretado. Se ha es-
cogido este lenguaje para la creación de microservicios por
sus librerias Flask 3 y Requests4 para realizar llamadas
HTTP. Además, es un lenguaje que no requiere un alto uso
de recursos para desplegar aplicaciones[7].
3https://flask.palletsprojects.com/en/1.1.x/
4https://requests.readthedocs.io/en/master/
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Figura 3: Comparación entre Doker[azul], LXD[rojo] y Podman[amarillo]. Fuente: Google trends
Ansible
Es una tecnologı́a ampliamente utilizada en entornos
cloud. Permite, de forma rápida y segura, automatizar apli-
caciones e infraestructura. En este proyecto lo utilizaremos
para automatizar la creación y configración del cluster, tan-
to de los nodos masters como de los workers. De esta forma,
en caso de necesitar mas máquinas, se podrán configurar,
instalar e introducir en el cluster de forma automática. Se
ha escogido Ansible por su rápida curva de aprendizaje, su
gran potencial y que es una de las soluciones más utilizadas
[18].
Istio
Es una solución que se integra junto a k8s y permite co-
nectarse, proteger, controlar y observar los servicios que
están funcionando dentro de la plataforma. En este proyecto
vamos a utilizar todas funcionalidades que esta herramienta
nos ofrece[8].
6.3. Herramientas dentro la plataforma
El tercer bloque de herramientas utilizadas en este pro-
yecto son las aplicaciones que están corriendo dentro de la
plataforma.
Prometheus
Esta tecnologı́a open source de monitorización y alerta de
eventos se encarga de registrar métricas a tiempo real me-
diante unos exporters y permite tener una visión del estado
del sistema en todo momento[19].
Grafana
Es una una solución open source para analizar y monito-
rizar a través de dashboards la información recogida en una
base de datos y mostrar estos gráficos a tiempo real. Su in-
tegración con Prometheus es muy habitual y la utilizaremos
como solución de monitorización de la plataforma[20].
Kiali
Esta tecnologı́a propia de Istio te permite ver dashboards
y gráficos de los servicios del cluster además de ver y editar
los YAMLs de configuración de Istio[21].
7 DISEÑO DEL ESCENARIO
En esta sección veremos diseño, configuración y creación
de los escenarios hasta conseguir un entorno operativo.
Figura 4: Diagrama de red del cluster del proyecto
7.1. Prerequisitos
Para poder implementar este proyecto, necesitamos los
siguientes requisitos: un servidor, múltiples servidores o un
ordenador con 8 cores; 16GB de RAM y con capacidad pa-
ra mantener un mı́nimo de 3 máquinas virtuales (MV); un
software de virtualización y la ISO de Centos7, como base
de sistema operativo para las MV.
7.2. Estado inicial
Como base donde alojar todo este proyecto, se ha esco-
gido un ordenador DELL XPS 15 con un sistema operativo
Linux, un procesador Intel I7 de 7 generación y 16 GB de
RAM. Para la parte de virtualización, Virtualbox nos permi-
te configurar los cores y la RAM de cada MV, y nos permite
crear redes para comunicar las MV entre ellas.
8 INSTALACIÓN
En este apartado, procederemos a instalar y configurar el
cluster de Kubernetes e Istio sobre el escenario mostrado
anteriormente.
Antes de poder empezar a instalar y aplicar la configu-
ración de cada una de las máquinas, crearemos una imagen
base que la clonaremos tantas veces como máquinas en el
cluster. Esto lo hacemos para asegurar que todas las máqui-
nas que componen el cluster serán homogéneas entre ellas,
serán la misma imagen base y con ello las mismas versiones
de sistema operativo.
8.1. Máquina Base
Para instalar la máquina base, con la ayuda de Virtualbox,
en nuestra maquina host, crearemos una nueva máquina vir-
tual y la configuraremos con una capacidad de 40GB de dis-
co duro, le daremos 2 cores de CPU y 4 GB de RAM, que
son requisito de Kubernetes. Una vez creada la MV, insta-
laremos el sistema operativo Centos7[23] sin modo gráfico,
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ya que no es necesario, y ganaremos espacio en el disco que
podremos utilizar con aplicaciones más útiles para la plata-
forma. Una vez tengamos Centos7 completamente operati-
vo en nuestra MV, procedemos a crear la red NAT con la
que comunicaremos todas las máquinas del cluster. Hemos
decidido utilizar el rango privado de clase A 10.0.2.0/24.
8.2. Redireccionamiento de puertos
Este paso solo es necesario para trabajar en máquinas vir-
tuales: para acceder desde la máquina host al cluster vamos
a necesitar hacer una redirección de puertos. Esto se debe
a que la IP que tienen nuestras MV son privadas, asignadas
por Virtualbox que actúa como DHCP. Si no hiciéramos es-
tos redireccionamientos de puertos no se podrı́a acceder a
determinados servicios desde nuestro host, como por ejem-
plo SSH[24] o servidores web Apache o Nginx.
8.3. Master
Una vez tenemos creada y configurada la máquina ba-
se y la red NAT para nuestro entorno, procedemos a clo-
nar esta MV y le ponemos el nombre de ”Master”para
poder identificarla. Dentro de la MV master le asigna-
mos la IP estática que hemos definido en nuestro diagra-
ma de red (figura 4), definimos en el fichero de la ruta
/etc/sysconfig/network-scripts/ifcfg-
enp0s3 con la IP 10.0.2.4/24 y las demás configuraciones
de red, como son el gateway, el DNS y el protocolo estático.
Se puede encontrar la configuración en el aparatado de
instalación de la wiki del proyecto[25]. El primer paso es
definir una IP estática para nuestro master y workers. Ne-
cesitamos conocer a las máquinas en todo momento para
poder acceder a ellas y gestionarlas. Si las IPs cambiaran
por el protocolo DHCP no seria viable gestionar esta cla-
se de entornos por el gran volumen de nodos que pueden
llegar a tener. A continuación, para facilitar el acceso entre
máquinas del cluster, definiremos en el /etc/hosts to-
das las maquinas de nuestro cluster por IP y nombre. Ası́,
será mas sencillo recordar o identificar una máquina llama-
da Worker1 que saber quién es 10.0.2.x.
Una vez terminada la configuración inicial del master,
vamos a instalar los servicios necesarios para crear el clus-
ter de k8s.
En primer lugar, definimos el SELinux[26] en modo per-
misivo. SELinux es un sistema de control de acceso obli-
gatorio, donde antes de una llamada al sistema, el kernel
pregunta a SELinux si el proceso está autorizado a realizar
esa operación[26]. Los servicios que necesitamos instalar
en el nodo master son:
kubelet: Se encuentra en cada nodo del cluster y su
función principal es crear una comunicación con la
API de kubernetes e informar del estado de ejecución
de cada nodo y asegurar los contenedores que están
corriendo en cada pod. Un pod es uno o más conte-
nedores Docker que comparten red, almacenamiento y
especificaciones de funcionamiento en común.
kubeadm: Es una herramienta de Kubernetes que nos
permite desplegar de manera más sencilla un cluster de
Kubernetes. Esta herramienta contiene todas las ins-
trucciones necesarias para crear un cluster.
Figura 5: Componentes de un cluster k8s. Fuente: Docu-
mentación oficial k8s
kubectl: Es la herramienta, basada en linea de coman-
dos, nos permite controlar todo el cluster.
Docker: Es la herramienta de contenerización que he-
mos decidido utilizar en el proyecto. Se encarga de
crear contenedores con la aplicación dentro y ası́ per-
mitir ser orquestado por Kubernetes.
Finalmente, antes de iniciar nuestro cluster de Kuberne-
tes, debemos deshabilitar el swap. Esto lo hacemos porque
Kubernetes tiene la posibilidad de limitar los recursos que
puede consumir un pod dentro del sistema. Si no se des-
habilita esta opción de la configuración de Linux, si una
aplicación supera el limite de memoria RAM definido, este
acabara por llenarnos la memoria swap del sistema. Adicio-
nalmente, deshabilitamos el firewall para evitar problemas
de conexión dentro del cluster e iniciamos el cluster con el
comando kubeadm, con los parámetros de la IP de la API
de Kubernetes que se encuentra en el nodo master (figura 5)
y el rango de IPs de los pods que serán las IPs que recibirán
las aplicaciónes que estén en ejecución dentro de la platafor-
ma. Si todo se ha ejecutado correctamente, por pantalla nos
mostrara 3 cosas importantes. Un mensaje ”successfully”
diciendo que la instalación se ha realizado sin errores, un
grupo de 3 comandos que servirán para copiar y dar per-
misos al fichero de configuración de k8s y, finalmente, el
comando de kubeadm join con un token. Este token lo
deberemos guardar y no publicarlo en ningún lugar públi-
co porque este comando permite, al ejecutarlo en un nodos,
pasan a formar parte del cluster.
En este punto ya tenemos nuestro cluster de Kubernetes
casi operativo. Solo faltarı́a desplegar nuestro primer pod
que será Calico y el segundo que sera MetalLB. Calico[27]
es una solución open source de red y seguridad. En la red,
Calico se encargará de crear los túneles de comunicación
dentro de nuestro cluster en todas las aplicaciones que se
desplieguen, dentro de la red de pods que hemos definido al
iniciar el cluster. MetalLB[28] es una solución open source
de balanceador de carga para clusters de Kubernetes no des-
plegados en plataformas, como Amazon o Google, que te lo
configuran por defecto en la instalación. MetalLB nos asig-
na una IP del rango que le hemos configurado al servicio
desplegado para poder acceder a él desde fuera del cluster.
8.4. Istio
Istio lo instalaremos en el nodo máster del cluster y este
lo veremos como un pod más corriendo en k8s en su na-
mespace ’istio-system’. La instalación base la realizaremos
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descargando el script que nos proporcionan los desarrolla-
dores de la solución. Este script se encargará de descargar
todos los ficheros y directorios necesarios para poder lan-
zar Istio en nuestro cluster. Una vez terminada la ejecución
de este script ejecutaremos, con el comando kubectl,
todos los ficheros YAML que se encuentran en la ruta
istio-[version]/install/kubernetes. A con-
tinuación debemos configurar la herramienta istioctl
para poder utilizar todas las herramientas, y con esto fina-
lizarı́amos la instalación completa de nuestro primer nodo
del cluster, el nodo máster.
8.5. Workers
Una vez tenemos el nodo máster operativo, debemos ins-
talar, configurar y agregar los workers al cluster para que
puedan correr aplicaciones. En primer lugar, debemos rea-
lizar el mismo proceso que en el máster. Clonaremos la ima-
gen base y configuraremos la IP estática y añadiremos los
nodos al /etc/hosts. A continuación, deshabilitaremos
el SELinux, el firewall y el swap de la máquina y habilita-
mos el ip forward para permitir que la red de pods que hay
en los workers tengan salida hacia los demás nodos del clus-
ter. Con en nodo configurado, instalamos kubeadm para
que nos permita utilizar el comando de kubeadm join,
más adelante, y Docker (que será la herramienta con la que
contenerizaremos las aplicaciones). A continuación, lanza-
mos el comando que guardamos cuando iniciamos el cluster
en el nodo máster y nuestro worker pasará a formar parte del
cluster.
9 ANSIBLE
En esta sección, procedemos a mostrar la automatización
disponible en la plataforma.
Ansible trabaja con ficheros YALM, llamados playbooks.
Estos ficheros contienen las tareas, configuraciones y insta-
laciones para que se realicen de forma automática. La es-
tructura escogida de Ansible para automatizar el proyecto
ha sido la siguiente: En la raı́z, encontramos un fichero don-
de están definidos todos los nodos del cluster y un fichero
de setup que genera una llamada al playbook que realizará
la automatización del proceso. Este playbook contiene la
llamada a todos los roles necesarios para realizar la tarea de
forma automática. Finalmente, encontramos un directorio
’roles’ donde está definida la implementación de cada tarea
necesaria para su automatización.
10 MONITORIZACIÓN
En este apartado se explica la solución de monitorización
escogida para la plataforma. Me decidı́ a utilizar la dupla
de aplicaciones de monitorización estándares, que además
se integran con Kubernetes e Istio a la perfección ya que se
creó para funcionar en este tipo de entornos.
Por un lado, tenemos Prometheus, software de recogida
y procesado de métricas y alertas, donde hemos definido,
entre otras, una alerta de ping a los nodos para saber en todo
momento si perdemos la comunicación dentro del cluster.
Por el otro lado tenemos Grafana. Esta aplicación recoge
los datos de las métricas de Prometheus y con esos datos se
crean dashboards que se actualizan a tiempo real. Esto nos
permite ver el estado del sistema a cada momento.
Finalmente, disponemos de Kiali en la plataforma, que es
una aplicación de Istio para monitorizar la red y poder ver y
editar algunos ficheros de configuración. Además, permite
la creación de un grafo de comunicaciones de los servicios.
11 CÓDIGO FUENTE Y DOCUMENTACIÓN
En este apartado se explica el uso que se le ha dado a
Github durante la realización del proyecto.
Github es el software de control de versiones de Mi-
crosoft. Para el proyecto se creó un repositorio llamado
”ProjectZero-TFG-”. En este repositorio podemos encon-
trar lo siguiente:
Los ficheros YAML utilizados para el despliegue de
las aplicaciones que corren en nuestro cluster.
Los ficheros Ansible para la automatización de algu-
nos procesos del cluster.
El paquete de Istio para su despliegue dentro del clus-
ter.
El informe del proyecto.
El código de una aplicación Python para ver el estado
del cluster.
Además, se ha utilizado 2 funcionalidades extras de la
plataforma Github. La primera y más importante, ha sido
la función de wiki[22], donde se ha realizado toda la docu-
mentación del proyecto en lenguaje markdown. La segunda
funcionalidad es Ïssues”, donde se han ido publicando di-
ferentes problemas encontrados durante la realización del
proyecto y su solución una vez encontrada.
12 CASOS DE USO
En este apartado se explican los diferentes casos de uso
realizados para estudiar el funcionamiento de Kubernetes e
Istio para poder ver todo su potencial.
12.1. caso 1: Limitar las comunicaciones en-
tre los microservicios desplegados en el
cluster
El primer caso de uso vamos a probar como funciona el
enrutamiento proporcionado por Istio[29].
Para desarrollar esta primera prueba de concepto, utiliza-
remos una aplicación que nos proporciona Istio, que consis-
te en una plataforma para ver reviews de diferentes libros.
La aplicación tiene 6 microservicios.
El frontend donde se muestra toda la información.
Tres versiones diferentes de las reviews, una sin estre-
llas, otra con estrellas negras y una ultima con estrellas
rojas.
Un microservicio con los detalles que contiene la in-
formación del libro.
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ratings que contiene la información del número de es-
trellas del libro.
Para poder probar el enrutamiento, debemos conocer 3 con-
ceptos de Istio.
Subset: Serı́a equivalente a un grupo o namespace, es
un subconjunto de pods de un mismo servicio.
DestinationRule: Son las reglas que tiene que cumplir
el tráfico enrutado.
VirtualService: Son los enrutadores que se encargan
de dirigir el tráfico hacia el destino y que cumplan las
reglas definidas en las destination rules.
Una vez tenemos la aplicación funcionando en el cluster,
definiremos los subsets dentro de las DestinationRules y,
finalmente, crearemos los virtual-services donde definimos
cada servicio que subset y regla tiene que cumplir.
Gracias a estas funcionalidades que nos ofrece Istio, po-
demos enrutar el tráfico a diferentes microservicios, pode-
mos enrutarlo por campos del header de la petición http
(podemos redirigir el trafico dependiendo del navegador o
del usuario logeado) o podemos balancear la carga entre las
diferentes versiones[22].
12.2. Caso 2: Introducir una serie de micro-
servicios creados por nosotros y tratar
de tener un diagrama de comunicacio-
nes generado por Isitio de forma au-
tomática.
En este caso de uso, hemos creado un conjunto de micro-
servicios para poder ver el estado del cluster. Hemos creado
4 microservicios:
Un Frontend donde se muestra la información.
Un servicio para ver el estado de los nodos.
2 servicios para el estado de los pods: uno con todos y
otro solo con los pods del sistema.
Una vez creado el código y generado la imagen con doc-
ker, la hemos subido al repositorio de imágenes docker hub
para hacerla pública y poder utilizarla en el cluster. El si-
guiente paso consiste en desplegar estas imágenes. Para
ello, hemos creado 3 ficheros necesarios:
Deployment: En este fichero YAML se definen paráme-
tros como: la imagen docker a desplegar; el nombre
de la aplicación o el puerto donde se expone al exte-
rior(figura 6).
Service: fichero que sirve para definir como se expone
un pod en ejecución como un servicio en la red (figura
7).
Recreando la parte de red del caso 1, si accedemos a kia-
li podremos ver la generación de los grafos como el de la
figura 9 del apéndice 2.
Figura 6: Fichero: deployment.yaml
Figura 7: Fichero: service.yaml
13 RESULTADOS
En este apartado compararemos los objetivos propuestos
en el proyecto con el trabajo realizado para conseguirlos.
Tal y como hemos visto en la sección de creación de la
plataforma, este no es un proyecto de creación de una apli-
cación sino que se trata de un proyecto de investigación, de
una prueba de concepto sobre como se creaba una platafor-
ma a partir de la tecnologı́a Kubernetes e Istio. El resultado
ha sido satisfactorio, ya que hemos conseguido un entorno
operativo. Este objetivo era el más importante, requerı́a un
trabajo de investigación y aprendizaje elevados, ya que son
tecnologı́as que utilizar una gran cantidad de conceptos vis-
tos durante el grado y otros que no conocı́a antes de iniciar
el proyecto. Gracias a este proyecto he podido ver como se
relacionan herramientas como git o Docker, más orientadas
a ingenierı́a del software. Conceptos de túneles SSH y con-
figuraciones de red y seguridad, entre las aplicaciones de la
mención de Tecnologı́a de la Información y las comunica-
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ciones y plataformas cloud, de sistemas distribuidos.
El primer caso a estudiar una vez el cluster estuviera lis-
to, consistı́a en poder limitar la comunicación entre los ser-
vicios.
Este caso de uso sı́ lo hemos podido realizar de manera
satisfactoria. Conseguimos enrutar el tráfico según nuestras
necesidades, hacer un servicio inaccesible y limitar el trafi-
co por usuarios, hemos podido ver que el manejo de trafico
que nos ofrece Istio es muy potente y no muy complejo de
configurar.
El segundo caso a estudiar también se realizó de manera
satisfactoria, hemos podido desplegar un conjunto de pods
en la plataforma y a partir de kiali, hemos podido ver como
se generaban los grafos con todas las conexiones (figura 9)
y poder ver en todo momento que comunicaciones se están
realizando en el cluster.
14 TRABAJOS FUTUROS
En este apartado se expondrán algunas consideraciones
que no se han podido realizar, pero que si un sistema como
este se quisiera llevar a producción habrı́a que tener presen-
te antes de desplegarlo.
Lo primero serı́an los recursos, este entorno deberı́a des-
plegarse en un cluster de servidores con memoria RAM,
CPU y disco acorde con lo que deba soportar la plataforma.
Por otro lado, habrı́a que disponer de 2 clusters idénticos
pero en diferentes ubicaciones para garantizar la alta dispo-
nibilidad y ası́ poder evitar pérdida de servicio y datos.
Se deberı́a plantear una opción de registro de logs co-
mo ElasticSearch y Kibana para tener un control interno del
cluster y poder detectar errores o fallas del sistema.
Finalmente, habrı́a que añadir, a la parte de monitoriza-
ción, una solución como Alertmanager que te permita en-
viar las alertas de Prometheus por correo o algún canal de
comunicación en caso de fallo para su rápida actuación, en
caso de ser necesaria.
A medida que el proyecto crece, surgirán nuevas nece-
sidades para la plataforma, pero estas son las acciones ne-
cesarias más crı́ticas detectadas a lo largo del proceso de
realización de este proyecto.
15 CONCLUSIONES
En este apartado se exponen las conclusiones extraı́das
de realizar este proyecto de fin de grado.
Durante el proyecto, he podido aprender nuevas tecno-
logı́as y reforzar conocimientos de casi todos los ámbitos
del grado por la gran cantidad de temas que se han estudia-
do en este trabajo. Por una lado, he podido aprender más
a fondo el funcionamiento y tecnologı́as empleadas en los
sistemas cloud, sobretodo Kubernetes e Istio, que han sido
toda la base de este trabajo. Además, he podido entender
mejor el funcionamiento de una red y sus componentes, ya
que, la potencia de un cluster reside en las interconexiones
de los nodos y en especial, con Kubernetes, donde la comu-
nicación de los microservicios para que puedan entenderse
entre ellos y poder realizar las funciones deseadas, es uno
de sus grandes potenciales.
Por otro lado, he podido reforzar lenguajes de programa-
ción como python, herramientas de control de versiones co-
mo git y todas las funcionalidades que ofrece la plataforma
Github y por último, aprender el funcionamiento de Docker
y la contenerización de aplicaciones para su despliegue en
cualquier entorno.
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10 EE/UAB TFG INFORMÀTICA: TÍTOL (ProjectZero)
APENDICES
A.1. Fases planificación
(a) Fase 1 del proyecto (b) Fase 2 del proyecto
(c) Fase 3 del proyecto (d) Fase 4 del proyecto
Figura 8: Planificación.
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A.2. gráfico kiali
Figura 9: Ejemplo de grafo generado con kiali
