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1. IN~-RODUCTION 
In this paper we shall be discussing a few aspects of Sobolev’s first embed- 
ding theorem. This theorem has been known for some time, and it has proved 
a very useful tool in the theory of differential equations, in that it provides 
a relationship between the global and the local properties of functions. 
However, there are various versions of this theorem, all differing slightly 
in the restrictions imposed on the set D C Rn on which the functions are 
defined. Much of this paper will deal with the part played by D in this 
theorem, We will say that an open set 11 C Rn has the property A when: 
A 
For any p > 1 and {with p/ > 71 there exist constants M$, 
such that if p E W:‘(D), there exists a function v,, E C(D) 
with: 
p,, = p a.e. and moreover 
(1) 
Here we have used the following notation: 
W$(D) is the set of all complex-valued functions q(x) = ~(xr ,..., x~) defined 
on D, which have generalized derivatives up to, and including, order / in 
L, . The norm on W;“(D) is defined by 
IIT II (s=(s1,s2,...,sm);jsl=f:s,). 
I=1 
C(D) is the set of continuous, complex-valued functions defined on D. 
We can express Sobolev’s original theorem now as follows [l, 2, 31: 
THEOREM 1.1 When D is an open bounded set of Rn which is star-shaped with 
respect o a sphere S C D OY can be divided by means of smooth wrfaces into a 
* At present at the University of Sussex, Brighton, England. 
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finite number of subsets, each being star-shaped with respect to an interior sphere, 
then D has the property A. 
The restriction to bounded sets is severe: in problems on wave propagation 
and scattering the sets are often not bounded and thus such problems fall 
outside the scope of this theorem. The reason for this restriction is the 
construction of the proof. It consists of two steps: first v(x) is expressed 
in terms of integrals of the type so r-Af(~y, y) dy where 0 < h < IZ, 
r=lx-y; and f a function involving the derivatives of 9, and then a 
theorem on such integrals leads to (1). The first step requires D to be 
star-shaped and the second requires it to be bounded [l, p. 59 and 481. 
For p = 2 various authors have given different proofs. Kirenberg [4], 
Courant and Hilbert [5], and Friedman [6] all impost on D a cone condition 
and then derive an integral representation for 9) at the vertex of the cone in 
terms of v and its derivatives inside the cone. This then leads to the desired 
results without the condition of boundednessl Agmon [7] also imposes a 
cone condition. He expands v in a Taylor expansion around the vertex 
and thus arrives at a slightly more subtle result. Yosida [8], Lions [9], 
and John [lo] 11 a employ the Fourier transform. Thus Yosida and Lions 
investigate the first part of ;4. They prove that on each compact subset D, 
of any (open) set D” there exists a function vu E C(Q) such that v = v,, a.e. 
However, Theorem 1.1 already implies: 
THEOREM 1.2. Let D C Rn be open and pb > n, then for any 9 E WLd’(D) 
there exists a q+, E C(D) such that qq, = v a.e. 
PROOF. D is open and therefore the union of countably many star-shaped 
open sets U, e.g., spheres. For each U Theorem 1.1 implies the existence of a 
you E C(U) such that v,,~ = v a.e. on U. Let U, and U, be two such sets 
such that U, n U, # Ca then v0 ‘1 = ~2 on U, n U, . Hence the functions 
q,,u define a function ‘pO E C(D) with the property: v0 = ‘p a.e. on D. 
John proves the second part of A, i.e. (l), but his proof remains restricted 
to functions with compact support which have derivatives up to any order. 
A notable feature of all the alternate proofs is that they only consider the 
case p = 2. It seemed therefore desirable to look into case p # 2. In Section 2 
we shall give a straightforward proof of Sobolev’s theorem without the extra 
restriction p = 2, requiring that D satisfies a cone condition; boundedness 
will not be necessary. It will be based on the proofs by Nirenberg and Agmon. 
In Section 3 it is proved that in the two dimensional case a certain weaken- 
ing of the cone condition does not destroy property A, if only the condition 
p/ > 2 is replaced by a stronger one simultaneously. 
1 Friedman still imposes boundedness but this is not necessary. 
* Yosida requires D to be bounded as well; this condition may be dropped. 
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In Section 4 wc shall show that a result, which is only slightly wcakcr than 
the result of Section 2, may also bc derived from Theorem 1.1. Howcccr, in 
this section we shall bc more particularly conccrncd with the possible con- 
stants .N’j$ and their relationship to D. Contrary to what one would cxpcct 
from the proofs given in Ref. l-7 and in Section 2 it will appear that, roughly 
speaking, the “larger” D the smaller Mj,“: may bc chosen. 
DEFINITION. The minimal value which may be chosen for :Vhfb in pro- 
perty A will bc called rn!lb . 
In Section 5 WC shall derive m!& with 11 the one-dimensional interval (a, b), 
where a and b may be infinite. We find 
rnitiasb, = [coth(b - .)ll”, 
when a and b are not both infinite and 
2. PROOF OF THE EMBEDDING THEOREM 
In the present section we shall employ the following cone condition: We 
shall saq’ that D C Rn satisfies the cone condition if there exists an open trun- 
cated cone C (the intersection of an open cone and an open sphere about the 
vertex), such that for each x E D there exists a truncated cone C, C D with 
vertex x congruent to C. 
TIIE~REM 2.1. Let D be an open subset of Rn which satisjies the cone condi- 
tion. Then D has the property A. 
PRXF. Let C’ be the open truncated cone of which the existence is 
insured by the cone condition. Choose now an open truncated cone C with 
the same vertex, such that C C C’ and even S, C C’; R being the length 
of C and S, the surface of the truncating sphere. Then anp point x E D is 
vertex to a truncated cone C, , which is congruent to C and satisfies: c, C D. 
Consider a function qo E C?(D)3 and a point y E D. We define the following 
function for r 3 0: 
..-- 
\exp(l - Rz,/(R” - 9)) 
5(r) L 10 
for r<R 
for r > R. 
8 U(D) is the set of complex-valued functions on D which have continuous derivatives 
of order up to and including 6’. 
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By means of this function we find an integral representation for p(y): 
V(Y) = - 1; ; (5~) dry ~=lx-yl, 
where we have integrated along a radius inside C, . By repeated partial 
integration we find eventually 
(2) 
Integration over the directions inside C, yields 
Sz being the opening of C, . 
With Holder’s inequality we arrive at 
where (l/p) + (1 /p’) = 1. The first integral in this inequality exists when 
p’(G - n) + n - 1 > - 1, i.e., n <pt. 
Then 
I94Y) I d &y $& 
( ) 
l-U/l)) 
Q-(l/P)Rf-‘nlP) (J, ( ($f (&c) r q. 
Y 
(3) 
By means of an elementary calculation it can be shown that 
with A _ c,p R - R-“’ R-I-’ (4) 
c depends on / and n only. 
Substitution of (4) in (3) shows that there exists a constant M:,$ such that 
Hence 
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As y was just an arbitrary point in I) and as all C, possess the same R and 52 
it follows that 
So far we have proved the theorem for functions v E G(D). To complete the 
proof we use a method employed by Agmon [7, p. 361. Let y he an arbitrary 
element of W:;C’(U) and let U be an open sphere with -fiC D. Finally, Ict 
U’ C D be the union of U and the truncated cones belonging to the points in 
U. By virtue of the special choice of the truncated cones C;. , WC can achieve -__ 
that U’ C D as well. It is now possible to select a sequence {vk} C C=(U) 
such that vk -+ 91 in II$)( U/)-norm. It follows then from (5) that 
and therefore that {vk} is a Cauchy sequence in C(U). Hence vk --+ vc,u 
pointwise in U, where ~“u E C(U). Because vk -+ v in &,-norm on U, 
p = spur’ a.e. Finally applying (5) to pk we have 
For k -+ 03 we arrive at 
By piecing together the functions ~a”, as was done in the proof of Theorem 
1.2 we find a function p,, , which is defined and continuous on D and equal 
to p almost everywhere. Clearly 
;g I 9+)(y) I = ““UP su; I %“W I 
which proves the assertion. 
3. ON DOMAINS WHICH Do NOT SATISFY THE CONE CONDITION 
In the previous section we have seen that for the proof of Sobolev’s theorem 
we need to require of D that it satisfies the cone condition. This is well 
known. Consider, e.g., the set L) in R2 defined by 0 cc: x1 < 1, 1 xs , < xr4. 
For p = 2, L = 2 the Sobolev-norm on D of the function ~(xr , xs) = log x, 
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is finite. However, v is not bounded on D. Hence D, which clearly does not 
satisfy the cone condition, does not possess the property A either. 
In this section we shall show that when D does not satisfy the cone condi- 
tion, it is sometimes still possible to prove a theorem like that of Sobolev. 
We shall not attempt to deal with this matter exhaustively but just prove the 
modified theorem for subsets of R2 like the one mentioned above. 
DEFINITION. An open subset C, of R2 is called a truncated p-cone when it 
is congruent to the set 
{([I 9 6,) 1 51 I=- 0, 1 t2 1 < v,,&“, s(& , E,) < R}, 
where v0 , p, R are given real numbers (vO , R positive and p 3 1) and s is the 
arc length along the curve x2/4, = (x1/t&‘ from (0,O) to (5, , t2). Clearly, 
when p = 1, C,, becomes an ordinary truncated cone. 
DEFINITION. An open subset D of R2 satisfies the p-cone condition if 
there exists a truncated p-cone C,, such that for each x E D there exists a 
truncated p-cone C,(x) C D with vertex x conguent to C, . 
THEOREM 3.1. Let D be an open subset of R2 which satisfies the p-cone 
condition. Then D has the property A’, which arises from A by replacing the 
condition pe > 2 by p/ > 1 + p. 
PROOF. Consider a function p E Cd(D) and a point Y E D. Let C,(y) be a 
truncated p-cone with arc length R contained in D. Then, like in Section 2, 
we want to express v(y) in terms of the values of v and its first 4’ derivatives 
in C,(y). In Section 2 this was achieved by first integrating along the radii 
emanating from y and then over the directions inside C, . Here we integrate 
along the curves x2 = v~r“, where - v, < v < v0 , and then over the 
“directions” v. The first integration yields (2) again, Y being replaced however 
by the arc length s. The second integration then yields 
2Vl#(Y) = (k--‘& s c,(u) SC11 & c(k) dx, ( 1 
where J = [a(s, v)/a(x, , x2)], the Jacobian determinant. 
We find with H6lder’s inequality: 
1 1 
IV(Y) j GF(/- I)! ~ (I C,(u) 
sp’-)]p’ dx)“” (j-, 
Ir 
(u) 1 ($r (5~) jp dx)“‘, 
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where (l/p) $- (l/p’) L- 1. We have to show the existence of the first integral. 
By means of an elementary computation we find: 
As s c:; R, it follows that there exists a constant A such that 
J < As- ~1 
uniformly for - q, < z; < q, . Therefore 
. 
J s~‘(t-l)Jrr’ dx _ C,(Y) s~~'(~-l)J~'-l ds de: 
,.R 
< 2v,A 
J 
s~'(t-I)-u(~'-l) ds. 
0 
The last integral exists if p’(L - 1) - p(p’ - 1) > - 1, i.c., when 
pt > 1 + P. 
The rest of the proof is identical to that of Theorem 2.1. 
4. A PROPERTY OF THE CONSTANTS rnL(b 
In Section 2 very littlc has been said about the constants rnXk, only an 
upper bound has been given. However, with little effort it is possible to gain 
some insight in how these constants are related to the set D. 
Consider for instance an open set D which has the property A and let it 
be possible to find an open sphere S such that D = ~$9, , where the open 
spheres S, all have the same radius as S. Clearly the S, have the property A. 
Now, for v E W”‘(D) P 
and, therefore, as v. E C(D) (Theorem 1.2) 
sg I ~~(4 I G m(S) II 9 IiD. 
Thus it follows that 
m(D) < m(S). 
‘In this section we shall drop the subscript p and the superscript (E) from m and 
II I II : rn;b becomes m(D); II q~ l/Xb becomes II q iID . ) 
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In particular it is seen, by taking for D a sphere that, m(S) must bc a mono- 
tonically nonincreasing function of the radius of S. 
Of course, if it is possible to fill D with open sets G, which are obtained 
by translation from a given set G, we obtain a completely analogous result: 
m(D) ::< m(G). It is essential that G and G, all have the same orientation. 
This is necessary as 119 IiD, and therefore m(D), depends on the choice of the 
coordinate system. However it is not difficult to see that m(D) is bounded 
with respect to orthonormal transformations of the coordinate system. 
A slightly weaker version of Theorem 2.1 follows now immediately from 
Theorem 1.1. If D = u,C, where the C, are open truncated convex cones 
which are all congruent, then D has the property A. 
The behavior of m(S) with respect to the radius of S may now be general- 
ized. Let D be an open convex set and let u E D. Then we define a set DuA as 
follows 
D;==(y+X(x-y)jx~D} A> 1, 
i.e., DC is obtained by “blowing up” D. As D," may be filled up by suitably 
translating D it follows that 
m(D,“) < m(D). 
Another illustration of this method of filling up one set with translations 
of another is the following: Let Pi and Pz be two open rectangular parallel- 
epipeds with parallel orientation, and F’i fits into P2 , then 
5. CALCULATION OF THE CONSTANTS 
We shall conclude with an outline of a method for calculating the constants 
m. We shall illustrate this method by exhibiting it in detail for the embedding 
of W,j’)(a, b) in C(a, b). In principle it is possible to apply it to the embedding 
of any W$(D) in C(D) (#> n) but the computations involved are often 
rather complicated. 
Let p E W.j”(a, b) and q+, = v a.e. with q+, E C(a, b) (Theorem 1.2) and let 
f (To) = sup I VJO I
11 VO kb) ' 
(6) 
where 
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then Sobolev’s theorem (Theorem 2.1) says 
THEOREM 4.1. 
m;fc)o,b, = [coth(b -- a)]“” (7) 
when at least one of the numbers a and b is finite. When both are infinite: 
PROOF. We first prove (7) and assume a to be finite. Asf(cypJ =f(vo) we 
need only consider those functions q. for which sup 1 v. ) = 1; we shall denote 
the set of those functions with K. It follows from (6) that to find ~up,~~~f(~~) 
we have to find infmOEK I( va ll~,,~) . We shall do this in two steps. 
First we only consider the subset J& of K containing those functions with 
lim x+n pa(x) z= 1. By means of a conventional variational technique it may 
now- be shown (for details see [l I]) that 
;$ II y. Iha) = bnh(b - 41”” 0 D 
and that this value is obtained for the function 
cosh(b - X) 
cosh(b - a) * 
Next we consider the subset KC of K containing the functions with 
vo(c) = 1, where c is an arbitrary interior point of (a, b). It follows that 
in& (1 v. IJFa,b) = tanh(c - a) + tanh(b - c) 
D c 
> tanh(b - a). 
Hence 
rn:f[=,,, = [coth(b - a)]“‘, 
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unless both a and b are infinite. When they are we arrive, by piecing together 
(- co, 0) and (0, coo), at 
m;f{-io*m) = g dfi (this completes the proof). 
Thus we have shown that mi:ill,b, is not only a monotonically nonincreasing 
function of b - a, as was shown in Section 4, but even a monotonically 
decreasing one. In particular 
when b-a-0 then &l,td -+ 00 
when b-a-m then d%.td + 1. 
In this context it is interesting to consider the embedding of l&P(a, b) in 
C(a, b) where 
i@:)(a, b) : = (9’ E @(a, b) 1 lii IJJ~(X) = lair v&x) = 0). 
As F@)(a, b) is a subset of WAl)(a, 6) it follows that f(v,,) is bounded for 
functions 9 E E@)(a, b). Its lowest upper bound is found to be 
& , a. a) = [$ tanh $(b - a)]“” . 
We see that &iO,bj is a monotonically increasing function of b - a and 
when 6-a-+0 then rA%.td + 0 
when b-a-+-t then l41L.b) -+ t a 
Note added in proof. Some further results along the lines of section 3 can 
be found (without proof) in I. G. GLOBENKO, Embedding theorems for a 
region with null salient points. Sov. Math. 1 (1960), 517-519; and MAZ’YA, 
Classes of domains and embedding theorems for function spaces. Sow. Math. 1 
(1960), 882-885. 
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