P2P File-Download Control Method Associated With Router Network Parameters by 川原崎 雅敏 & KAWARASAKI Masatoshi
BGP・TCPとの連携制御によるP2Pコンテンツ配信の
最適化方式
著者 川原崎 雅敏
発行年 2013
その他のタイトル P2P File-Download Control Method Associated
With Router Network Parameters
URL http://hdl.handle.net/2241/120836
 様式Ｃ－１９ 
 
科学研究費助成事業（科学研究費補助金）研究成果報告書 
平成２５年 ５月３１日現在 
 
 
 
 
 
 
 
 
 
 
 
 
研究成果の概要（和文）： 
 P2P トラヒックが急増して ISP 網設備を圧迫しているが、P2P は物理網（ISP 網）の状
態を意識せずに動作するため、実際には ISP 網リソースを不必要に占有していると考えら
れる。本研究では、ピア間で自律的に RTT や TCP ウィンドーサイズ等のネットワーク状
態を測定し、物理網的に近くにあり可用帯域の広い経路を持つピアを選択してダウンロー
ドする制御により、ISP 網設備の効率的利用と P2P ファイル取得時間の短縮を図る方式を
提案し、その有効性をシミュレーションにより明らかにした。 
 
研究成果の概要（英文）：P2P applications impose an enormous traffic load on the Internet. 
Actually, however, topological difference between P2P network and underlying 
physical network (Internet network) is creating inefficient use of the physical network 
resources. To this problem, we proposed P2P download control methods using router 
network parameters (e.g., RTT, TCP window size and BGP path information) that can 
achieve effective use of router network resources, thus relieve ISP traffic burden and 
improve P2P application performance. Simulation results revealed the effectiveness of 
the proposed methods. 
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１．研究開始当初の背景 
国内のインターネットトラヒックは急速
に増大し続けているが、その 8 割程度を P2P
トラヒックが占めているとの報告がある。そ
の結果、ISP は設備増設を迫られているが、
P2P アプリケーションは物理網（ISP 網）の
状態を意識せずに動作するため、オーバーレ
イ網である P2P ネットワーク上で近傍のユ
ーザからファイルを取得したとしても、物理
網では必ずしも近傍から取得したことには
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ならない。事実、P2P トラヒックは不必要に
プロバイダ境界をよぎっているとの報告が
あり、ISP 設備を有効利用できていないばか
りでなく、プロバイダ間リンクがボトルネッ
クとなって品質が劣化する恐れがある。 
このような状況を改善すべく、世界的に研
究 や 実 験 が 始 ま っ て い る 。 中 で も 、
SIGCOMM に発表された P4P[1]が注目され、
IETF においても対応する Working Group 
[2]が設立され、Verizon やエール大学等によ
る実証実験も行われている。P4P とは、物理
網の状況を意識して P2P の性能を向上させ
る試みである。プロバイダが P4P ディスタン
スと呼ばれる「仮想的なピア間の距離」を計
算して i-Tracker と呼ばれるサーバに提供し、
ディスタンスが近いピアからファイルを取
得することでパフォーマンスを最適化でき
ることを示している。文献[3]も同様の問題意
識に基づき．極力 AS(Autonomous System)
内からファイルを取得する方法を提案して
いる。 
しかしながら、P4P には幾つか問題がある。
第一は、前提とする P2P のファイル共有方式
である。i-Tracker という名前からも推測さ
れるように、P4P のアーキテクチャは
BitTorrent 型の P2P ファイル共有が暗黙の
前提になっている。世界的には BitTorrent
が主流であるが、日本では Winny 等が主流
であるため P4P 方式はそぐわないと考えら
れる。 
第二は、P4P 方式の運用上の課題である。
IETF の議論においても明らかになってきた
ように、ISP は自らの網トポロジーを教えた
がらず、P2P ユーザも自らの IP アドレスを
教えたがらない。その結果、i-Tracker に物
理網の状況を集約することは実際には困難
であり、i-Tracker の情報に基づいて P2P フ
ァイル取得を最適化するというロジックは
成り立たなくなる。 
以上の背景から、国内における P2P トラヒ
ックの急増に対処するためには P4P に代わ
る有効な方式の開発が望まれる。 
 
２．研究の目的 
本研究は、i-Tracker といった集中サーバ
を利用せず、RTT・TCP 輻輳制御・BGP ル
ーチングなど既存インターネットの測定・制
御機能を P2P アプリケーションに連携させ
ることにより、物理網の状況を意識した P2P
ファイル取得を実現することで、この問題を
解決しようとするものである。前提とする
P2P ファイル共有は BitTorrent ではなく
Gnutella 型を想定し、サーバを用いない自律
分散制御により、物理網に不必要な負荷をか
けることなく効率的なファイル取得を実現
できることを目指す。 
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３．研究の方法 
(1) 課題のモデル化 
 Gnutella 型ファイル共有アプリケーショ
ンでは図 1(a)に示すように、ファイルを要求
するピア A は P2P 網上に Query を送信し、
欲しいファイルを保持しているピア B1-B5
はピア A に QueryHit を返信する。ピア A は
P2P 網上で最も自らに近いピア、すなわち最
初に応答してきたピア B3 からファイルをダ
ウンロードする。しかし、物理網上は図 1(b)
に示すように B3 よりも B1 や B5 の方が A
に近い（ルータホップ数が少ない）。したが
って、B3 よりも B1 か B5 からダウンロード
した方がネットワークリソースの消費量は
少ない。一方、ファイルをダウンロードする
ためには経路上にファイル転送に足る十分
な空き帯域が必要である。したがって最適な
相手ピアは、B1-B5 の中で、物理網上で A に
近く、A への経路に十分な空き帯域があるピ
アであると言え、課題は最適ピアの選択問題
に帰着される。 
図 1(a) P2P 網での動作 
図 1(b) 物理網での動作 
(2)最適ピアの選択方法 
ファイル要求ピアが複数のファイル保持
ピアの中から最適なピアを選択する指標と
して、①物理網的に近いピアの選択には
RTT とルータホップ数、②経路の帯域が広
いピアの選択には TCP ウィンドーサイズ
とパケットペア方式による可用帯域推定を
用いる方法を検討した。さらに、ASP 境界
を極力よぎらないピアの選択に BGP パス
情報を用いる方式を検討した。 
(3) ネットワークモデル 
上記①、②による制御効果の比較評価に
は計算機シミュレーションを用いた。この
際、ネットワークのモデル化が課題となる。
P2P 網と物理網（ISP 網）の 2 階層モデル
とし、RTT やウィンドーサイズに有意差が
出る程度の大規模網モデルとする必要があ
る。ルータ数は 100 とし、代表的な ISP 網
ではルータ数とアクセスリンク数の比が平
均して 1 対 3.39 であることから、ピア数は
339 とした。 
図 2 2 階層のネットワークモデル 
 
網トポロジーについては、P2P 網はノー
ド次数がべき乗則に従うモデルで良く近似
できることが知られているので、代表的な
BA (Barabási-Albert)モデル[4]で近似した。
物理網をべき乗則で近似した研究例もある
が、これではルータ間距離やリンク容量を
モデル化できない。そこで物理網は FKP 
(Fabrikant, Koutsoupias, Papadimitriou)
モデル[5]を用いることとした。 
FKP モデルは、式(1)を用いて完全グラ
フにノードとリンクを付加していくことで、
ノードの位置関係を記述可能なネットワー
クトポロジーを生成する。 
  (1) 
式(1)は追加ノード i と接続する既存ノード
j を決める際に用いられ、i－j 間の物理距離
と、ノード j の論理距離 の重み付け和
（重み：α）が最小になる j を選択する。
ノードはユークリッド平面上にランダムに
配置され、その座標から物理距離が決まる。
論理距離はノードホップ数に相当する。重
みαを大きくすると物理距離が重視されて
ノードは近くのノード同士でつながろうと
する。逆にαを小さくすると論理距離が重
視され、追加ノードはより少ないホップ数
であらゆるノードにたどり着けるようにノ
ード次数の高いノードと接続するようにな
り、ハブノードが形成される。α=45 とし
た。なお、FKP モデルはノード次数 1 のノ
ードが多く生成される性質があるが、代替
経路を確保するために最低ノード次数を 2
とした。また、リンク容量は一律に 24Mbps
とした。FKP モデルで生成した物理網トポ
ロジーを図 3 に示す。 
図 3 FKP モデルで生成した物理網（ルータ網） 
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(4) シミュレータの作成 
 物理網は上述した FKP モデルを用い、NS2 
(NetworkSimulator-2)を利用してシミュレータ
を作成した。要件は以下の 3 つである。 
1) 現実的な物理網的要素(伝搬遅延、ノー
ド次数など)を有すること 
2) P2P アプリケーションのピアとしてエン
ドノードを有すること 
3) リクエスタピア A と候補ピア B1-B5 間
の経路において、伝搬遅延、可用帯域とい
った物理網状態に有意な差が出ること。 
図 3 のモデルでは、ノード間経路上のリン
クの総伝搬遅延は最長で 84.6ms、最短で
0.0057ms となり、経路によって伝搬遅延に差
が生じている。さらにリンクの可用帯域に差
を作るため、本シミュレーションではルータ
網にバックグラウンドトラヒックを流した。 
一方、P2P 網はピア数を 339 個（物理網の
エンドノードに相当）、最低ノード次数を 2
として、トポロジージェネレータ BRITE によ
り作成した。なお、ダウンロードファイルサ
イズは 10MB とした。 
 
(5) シミュレーションシナリオ 
 シミュレーションの流れを以下に示す。 
① ファイル保持ピア F をエンドノードから
ランダムに 50 個選出する。 
② リクエスタ A が発生する。A は F に選ば
れなかったエンドノードからランダムに
選出される。発生タイミングはポアソン
生起による。バックグラウンドトラヒッ
クと同程度のリンク使用率になるように
パラメータを調節した。リクエスタ A は
1 秒～40 秒の間に 258 回発生する。 
③ A はファイル検索を行い、F の中からダ
ウンロード元候補ピア B1~B5 を探す。
P2P 網上でホップ数が小さい F を順番に
選択していく。ここで、同じホップ数の
F が複数あった場合は、その中からラン
ダムで選ぶ。 
④ B1~B5 に対してダウンロード制御を行う。
すなわち、5 つの候補 B1~B5 から最適ピ
ア選択方式（提案方式）にしたがってダ
ウンロード元を決め、ダウンロードを開
始する。 
⑤ シミュレーション期間中、②～④を繰り
返す。A および B1~B5 は、シミュレーシ
ョン中に複数回選出されうる。 
  
以上の流れでシミュレーションを行った。
提案方式と比較するため従来方式である
Gnutella 方式についてもシミュレーションを
行った。Gnutella は最初に QueryHit を受信し
たノードからダウンロードを開始するので、
常に B1 からダウンロードすることとした。 
 
(5) 制御パラメータの計測方法 
提案方式では、最適ピアを選択する指標と
して RTT や TCP ウィンドーサイズを利用す
る。これらはプローブパケットを送信して測
定するが、プローブトラヒックも ISP 網リソ
ースを消費するため、方式評価には測定負荷
も含めて行う必要がある。 
(a) RTT 方式 
候補ピアからリクエスタピアに向けて
Ping プローブを 4 回送信して RTT を計測し、
その平均値が小さい候補ピアからダウンロ
ードする。RTT 方式は、物理網上で近傍にあ
り、混雑が少ない候補ピアを選択する。 
(b) TCP ウィンドーサイズ方式 
候補ピアからリクエスタピアに向けて
TCP コネクションを張り、ペイロードサイズ
1Byte のプローブパケットを 600 個転送して
0.01 秒間隔でウィンドーサイズ(W_size)を計
測し、その平均値が最も大きい候補ピアから
ダウンロードする。W_size は可用帯域が広い
ほど大きくなり、開き方も早くなる。W_size
方式ではより可用帯域が広い候補ピアを選
択する。 
 (c) パケットペア方式 
2 個のプローブパケットを連続的に送信し、
ボトルネックリンク通過前後のパケット間
ギャップ(Δin、Δout)の変化から、(2)式によ
り経路の可用帯域 A を推定する[6]。推定値が
より大きい候補ピアを選択する。C はボトル
ネックリンクの容量、すなわち経路のリンク
容量である。 
A = (1-(∆out-∆in)/∆in) ×C       (2) 
C も未知であるので、同じくパケットピア
方式である CapProbe 法[7]により推定する。 
【文献】 
[6] J.Strauss, et.al., “A measurement study of available 
bandwidth estimation tools,” in IMC, 2003 
[7] R.Kapoor, et.al., “CapProbe: a simple and accurate 
capacity estimation technique,” Proc. ACM SIGCOMM ’04, 
pp.67-78, 2004 
 
４．研究成果 
本研究の目的は、①P2P トラヒックが物理網
にかける無用なトラヒック負荷の削減、②
P2P アプリケーションのパフォーマンス向上、
である。そこで、提案した各ダウンロード制
御方式（RTT 方式、ウィンドーサイズ方式、
パケットペア方式、および無制御の Gnutella
方式）を、物理網にかける負荷量とダウンロ
ード効率の観点から以下を指標として比較
評価した。 
【物理網にかける負荷の評価指標】 
 平均ネットワークリソース使用量(NRU) 
 同時ダウンロード接続数（同時 DL 数） 
【パフォーマンス向上の評価指標】 
 ダウンロード完了数（DL 完了数） 
 平均ダウンロード完了時間（DL 時間） 
 
(1) 実験結果 
(a) 平均 NRU 
 図 4 は各方式の平均 NRU である。RTT 方
式は物理網的に近傍なピアを選択するため
平均 NRU が小さい。一方、W_size 方式と
Pkt_Pair 方式は迂回してでも可用帯域の広い
候補を選択するため平均 NRU が大きくなっ
ている。 
Gnutella の平均 NRU を 100 とすると、RTT
方式は 84、W_size 方式は 109、Pkt_Pair 方式
は 113（内、プローブ負荷が 14）となった。 
図 4 平均 NRU 
 
(b) 同時ダウンロード接続数 
 各ルータ間リンクの同時 DL 数の時間推移
を図 5 に示す。W_size 方式と Pkt_Pair 方式は
可用帯域の広いピアからダウンロードする
ため同時 DL 数が小さくなっている。 
Gnutella 方式は網の混雑状態を考慮せずに
DL を試みるため、多くのリンクで同時 DL
数が大きくなり、一度上がった同時 DL 数は
ほとんど下がらない。即ち多くの DL が互い
の経路を圧迫し合って完了しない状態に陥
っている。一方、RTT 方式は同時 DL 数が大
きいリンクこそ少ないが、最大同時 DL 数は
Gnutella 方式より高い。特に、経路が短いピ
アを選ぶためにハブノードを通る経路で同
時 DL 数が大きくなり、負荷が特定リンクに
集中して DL 効率が低下している。 
W_size 方式はほぼ全リンクにわたって同
時 DL 数が低く、DL トラヒックの負荷分散に
大きな効果があり、DL 効率も高い。これは
可用帯域の広い候補ペアから DL するため、
他の DL が存在している経路を避けるためで
ある。パケットペア方式も W_size 方式に次
ぐ負荷分散効果がある。 
図 5 同時 DL 数 
 
(c)ダウンロード性能 
 図 6 は各方式の DL 完了数(a)と平均 DL 時
間(b)である。W_size 方式は最も多くのダウン
ロードを最も少ない時間で実現しており、ダ
ウンロード性能が高いことがわかる。 
(a)DL 完了数    (b)平均 DL 時間 
図 6 ダウンロード性能 
 
(2)考察 
 RTT 方式は、地理的に最も近い候補ピアを
予測してファイルダウンロードを行うこと
で Gnutella 方式に比べてネットワークリソー
ス使用量を 16％削減した。同時に、混雑した
経路もある程度推測して避けるので、ダウン
ロード性能も向上する。ただし、タイミング
によっては混雑した経路でも RTT を取得で
きてしまうので、混雑状況を無視して地理的
な近さのみで候補を判断し、結果的にハブル
ータ周辺にダウンロードトラヒックを大量
に流してしまう。これはダウンロードトラヒ
ックの一極集中を発生させ、ダウンロード性
能を低下させている。 
 ウィンドーサイズ方式は、可用帯域が広い
候補ピアからファイルをダウンロードする。
可用帯域は広いが遠方にいる候補ピアを選
ぶことがあるため、ネットワークリソース使
用量は従来方式よりも 9％程度悪化する。し
かし、そうしてダウンロードトラヒックを分
散させることで、トラヒック負荷を平滑化さ
せるとともに、ダウンロード性能を従来方式
の 2 倍以上に向上させることが判明した。 
 パケットペア方式は、ウィンドーサイズ方
式と同様に負荷の平滑化やダウンロード性
能向上の効果を示したが、推定値の誤差が大
きく、制御効果は十分ではない。また、プロ
ーブパケットのパケットサイズが他の提案
方式よりも大きいため、計測負荷も膨大であ
る。 
 以上の考察から提案方式の中では、負荷分
散とダウンロード性能の向上に高い効果を
示すウィンドーサイズ方式が P2Pのダウンロ
ード制御に最も有効な方式であると言える。 
 
(3) 結論 
 本研究は、P2P トラヒックが ISP 網を圧迫
している現状において、サーバや ISP 事業者
の助けを借りず、ピア間の自律分散的な制御
により物理網状態を予測し、最適なピアから
ファイルをダウンロードすることにより、物
理網の利用効率とファイルのダウンロード
効率を同時に最大化する方式について提案
と評価を行った。 
(a) 物理網パラメータを利用する方法 
RTTで経路の物理網的な距離と混雑の度合
いを、ウィンドーサイズおよびパケットペア
で経路の可用帯域を予測し、物理網的に近く、
可用帯域の広い経路を持つピアからダウン
ロードする方式を提案し、その有効性を大規
模網シミュレーションにより検証・評価した。
その結果、RTT 方式は無駄なトラヒックを減
らすが P2Pトラヒック負荷を特定リンクに集
中させてしまうことが判明した。パケットペ
ア方式は負荷分散とダウンロード性能向上
に一定の効果を示したが、可用帯域の推定誤
差とプローブ負荷の大きさが課題となった。
これらに対し、ウィンドーサイズ方式は、若
干のネットワークリソース使用量増と引き
換えに、効果的な負荷分散とダウンロード性
能向上をもたらすことが判明した。提案方式
の中では最も有効な制御方式であると言え
る。 
(b) BGP パス情報を利用する方法 
BGP パス情報の利用については実網で
検証を行った。筑波大学キャンパスネット
ワークの関門ルータに BPG パス情報をホ
スト端末に渡す機能を追加し、同一の Web
コンテンツを保持する海外の複数サイトに
アクセスして調べたところ、経路上の一部
の ISPがBGPパス情報を隠ぺいしてしまっ
ており、エンド・エンドのパス情報が得ら
れるケースはほとんどなかった。BGP パス
情報をピア選択に用いる方式は現実的とは
言えない。 
(c) 実網実験 
提案方式の実網実験についても検討を進
め、研究室環境で実機に方式を実装して正常
動作を確認した。これをグローバルな P2P 実
験網である PlanetLab で実験するため、米国
の PlanetLab 事務局に筑波大学学術情報メデ
ィアセンターから正式に参加申請を行った。
しかし 1 年半以上経過しても進捗がなく、参
加は実現していない。参加でき次第、実験開
始する予定である。 
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