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ABSTRACT
Understanding the collective behaviour of many-body quantum systems is an im-
portant subject in many areas of physics. With advances in ultra-cold gas experi-
ments, the dynamics of strongly-interacting systems can now be studied in the lab.
However, there is a paucity of theoretical techniques available to simulate such sys-
tems. One technique is phase-space methods, often known as the Truncated Wigner
Approximation; however, its applicability in its naive form is limited. In this work,
we expound on techniques to expand the regimes in which it can be effective. This
involves creating a novel phase-space that is tailored to the problem at hand, and
associated classical equations of motion. We show techniques for lattice systems with
local finite Hilbert spaces, for fermionic systems, and for many-body localized sys-
tems. In all cases, we benchmark the accuracy of the approximation against exact
results.
v
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1Chapter 1
Introduction
While the equilibrium properties of many-body quantum systems have been well
studied, there is very little known about non-equilibrium behaviour. We now have
experiments which can build many-body quantum systems and observe their dynam-
ics, but there is a paucity of numerical techniques to study these systems. We cannot
use exact methods, i.e. exact diagonalization, for systems which are very large. The
go-to method for simulating ultra-cold lattice gas experiments is the Density Ma-
trix Renormalization Group (DMGR) method [31], but this technique only works
effectively in 1-dimensional systems. Other methods used include Dynamical Mean
Field Theory (DMFT) [5; 36] and Keldysh diagrammatic techniques [15], but these
techniques generally only work qualitatively.
The techniques we focus on here are known as phase space methods, or sometimes
the Truncated Wigner Approximation (TWA), where quantum operators are replaced
by functions over phase-space, and quantum dynamics are approximated as integra-
tion of classical trajectories in phase space with the Wigner function. They have found
application in areas as diverse as optical clocks, Bose-Einstein condensates, quantum
chemistry, and study of the early universe [35; 7; 1; 17; 23; 21; 18; 26; 6]. These
techniques are accurate and numerically efficient tools to study many-body quantum
dynamics near the classical limit or at short times. However, these techniques break
down at long times, and for strongly interacting systems.
Previous work to improve on the “naive” formulation has included a discrete
2phase-space version of TWA to study spin systems [29], efforts to combine TWA with
Lindblad dynamics for open systems [26], and finding the best variational effective
classical Hamiltonian by introducing extra degrees of freedom [33].
In this work we further explore novel techniques to apply phase space methods
efficiently and accurately to various systems of interest. In Chapter 2, we explore
techniques which linearize local sections of the Hamiltonian by expanding phase-space
with additional classical degrees of freedom. In Chapter 3 we introduce a technique
which enables TWA on fermionic systems. We conclude in Chapter 4.
We begin with an introduction to traditional phase space methods.
1.1 The Wigner function and Weyl symbol
In a 1932 paper [37], Wigner introduced the function that now bears his name. Wigner
proposed the “probability function” (with slightly different normalization)
W (q, p) =
∞∫
−∞
dy 〈q − y/2|ρˆ|q + y/2〉 eipy/~, (1.1)
where |q + y/2〉 is an eigenstate of position, and ρ is the density matrix of interest.
It encodes the same information as the density matrix, but in the form of a function
defined over phase-space. We can perform the same operation on any operator Ω to
tranform it into a function over phase-space:
ΩW (q, p) =
∞∫
−∞
dy 〈q − y/2|Ωˆ|q + y/2〉 eipy/~. (1.2)
3This is known as the Weyl symbol of the operator. We can then calculate the expec-
tation value of any operator as
〈Ω〉 =
∞∫
−∞
dpdq
2pi
W (q, p)ΩW (q, p). (1.3)
Hense, the Wigner function has some resemblance to a probability function for the
state. However, it is not strictly a probability function: for most density matrices the
Wigner function will have negative values.
It will turn out to be more useful to eschew the phase-space associated with a single
particle (i.e. position and momentum) and instead use the phase-space of harmonic
modes (i.e. creation and annihilation operators). In this case, we can define the Weyl
symbol for an operator Ωˆ as [23]
Ωˆ
WS−→ ΩW (α, α∗) =
∫
dη∗dη〈α− η/2|Ωˆ|α + η/2〉e(η∗α−ηα∗)/2, (1.4)
where |α + η/2〉 is a coherent state, and dηdη∗ = dRe[η]dIm[η]
pi
.
Alternatively, it is perhaps more transparent to write the Wigner-Weyl transfor-
mation as the trace with a kernel operator [10]:
ΩW (α, α
∗) = Tr(∆ˆ(α, α∗)Ωˆ), (1.5)
where
∆ˆ(α, α∗) =
1
pi
∫
dη∗dηeη
∗α−ηα∗eηaˆ
†−η∗aˆ. (1.6)
In this formalism the expectation value of an operator is again determined by
Tr[Oˆρˆ] =
∫
dαdα∗W (α, α∗)OW (α, α∗), (1.7)
4and we can check that we get
Tr[ρˆ] =
∫
dαdα∗W (α, α∗) = 1, (1.8)
as expected.
To get a feel for these Weyl symbols, note that
aˆ→ α, aˆ† → α∗, (1.9)
so the operator maps directly to the classical variable. However, we also have
aˆ†aˆ→ α∗α− 1/2, (1.10)
so we get an extra term due to the order the operators are in. The Weyl symbol is
defined such that it is symmetric in how it treats the two conjugate operators; indeed,
any symmetric combination of these operators does map directly to variables:
1
2
(aˆ†aˆ+ aˆaˆ†)→ α∗α. (1.11)
Since the Wigner function is defined in terms of coherent states, it is perhaps not
surprising that the most straightforward Wigner function is that for a coherent state:
(|z〉c 〈z|c)W = 2e−2|α−z|
2
, (1.12)
i.e. a Gaussian with σ = 1/2, centered on z. In particular, the vacuum, which is a
coherent state with z = 0, still has quantum noise. However, the expected number of
particles is what we would expect:
〈0|nˆ|0〉 =
∫
dαdα∗2e−2|α|
2
(α∗α− 1/2) = 1/2− 1/2 = 0. (1.13)
Number states are not as elegant. To get the complicated structure of the higher
5moments of these states, we need to have a Wigner function with negative values.
The specific form is
(|n〉 〈n|)W = 2e−2|α|
2
(−1)nLn(4|α|2), (1.14)
where Ln(x) is the nth Laguerre polynomial. The first four are plotted in Fig. 1·1.
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Figure 1·1: The Wigner functions of the first four number states. The
x-axis is the magnitude of α; they are all symmetric in the phase, so
the full Wigner function would be the 2-dimensional function obtained
by rotation around the complex plane. The first number state is the
vacuum, which is also a coherent state and thus simply a Gaussian.
The non-empty number states all have negative values.
1.2 Operator multiplication
To reproduce the full feature set of the operator form of quantum mechanics in phase
space, we need an operation analogous to operator multiplication. This clearly cannot
6be simply multiplying the Weyl symbols, since multiplication of complex functions is
commutative, while operator multiplication is not. It turns out that there is such an
operation, the Moyal product [23]:
(
AˆBˆ
)
W
= AW exp [Λc/2]BW , (1.15)
where
Λc =
←−
∂
∂α
−→
∂
∂α∗
−
←−
∂
∂α∗
−→
∂
∂α
, (1.16)
which is the Poisson bracket operator from classical physics (here in amplitude form,
instead of the more familiar x and p form).
An equivalent way of deriving the action of one operator on another in the Weyl
picture is through the use of Bopp operators. If we have operators made up of creation
and annihilation operators such that,
Aˆ = fA(aˆ, aˆ
†), Bˆ = fB(aˆ, aˆ†), (1.17)
then we can find the resulting Weyl symbol by the substitution of Bopp operators:
aˆ† → α∗ − 1
2
−→
∂
∂α
= α∗ +
1
2
←−
∂
∂α
(1.18)
aˆ→ α + 1
2
−→
∂
∂α∗
= α− 1
2
←−
∂
∂α∗
. (1.19)
Using these we can find the operator product by operating with either operator:
(
AˆBˆ
)
W
= fA
(
α∗ − 1
2
−→
∂
∂α
, α +
1
2
−→
∂
∂α∗
)
BW = AWfB
(
α∗ +
1
2
←−
∂
∂α
, α− 1
2
←−
∂
∂α∗
)
.
(1.20)
We can always find the Weyl symbol of any operator of this form by substituting in
7Bopp operators and then acting on the identity:
AW (α, α
∗) = fA
(
α∗ − 1
2
−→
∂
∂α
, α +
1
2
−→
∂
∂α∗
)
1 = 1fA
(
α∗ +
1
2
←−
∂
∂α
, α− 1
2
←−
∂
∂α∗
)
. (1.21)
1.3 Approximate dynamics
Instantaneous dynamics in quantum mechanics are determined by the commutator
with the Hamiltonian. From the Moyal product 1.15, we can derive the Weyl quan-
tized version of the commutator, known as the the Moyal bracket:
[Aˆ, Bˆ]→ {AW , BW}M = 2AW sinh[1
2
Λc]BW . (1.22)
Thus the von Neumann equation equation in Weyl quantization becomes
i
∂
∂t
ρˆ = [Hˆ, ρ]→ i ∂
∂t
W = {HW ,W}M . (1.23)
In general, this is a difficult equation to solve. Expanding the Moyal bracket, we can
see why: the dynamics of the Wigner function are determined by its arbitrarily high
phase space derivatives,
i
∂
∂t
W = HW
(←−
∂
∂α
−→
∂
∂α∗
−
←−
∂
∂α∗
−→
∂
∂α
)
W (1.24)
+
1
24
HW
(←−
∂
∂α
−→
∂
∂α∗
−
←−
∂
∂α∗
−→
∂
∂α
)3
W (1.25)
+
1
1920
HW
(←−
∂
∂α
−→
∂
∂α∗
−
←−
∂
∂α∗
−→
∂
∂α
)5
W + · · · (1.26)
However, if we truncated the dynamics to first order in the Poisson operator, we
recover the classical Liouville equation, i.e. the classical equation of motion for a
8probability distribution,
i
∂
∂t
W ' {HW ,W}P , (1.27)
where we write {·, ·}P to emphasize that this is simply the Poisson bracket. Since the
Liouville equation conserves probability density, we can use the method of character-
istics to calculate the dynamics of the Wigner function by calculating the dynamics
of individual trajectories on the phase-space. For any operator, this is equivalent to
finding the classical paths for the conjugate variables,
iα˙cl = −{HW , αcl}P = ∂HW
∂α∗cl
, (1.28)
and using these to determine its time-evolution. We get the time evolution of the
expectation value of an operator by integrating over all possible initial conditions
weighted by the Wigner function:
〈Oˆ〉(t) ' 〈Oˆ〉TWA(t) =
∫
dα0dα
∗
0W (α0, α
∗
0)OW (αcl(t, α0, α
∗
0), α
∗
cl(t, α0, α
∗
0)). (1.29)
This approximation of the dynamics is known as the Truncated Wigner Approximation
(TWA).
Note that when the Hamiltonian has no terms greater than quadratic order in aˆ
and aˆ†, then the Moyal bracket will always reduce exactly to first order, and so TWA
will be exact.
To see the regime of usefulness of TWA when this is not the case, we can rescale
the conjugate variables by the average number of particles N¯ ,
β = α/
√
N¯ , (1.30)
so that the β variables are on average of order 1. In terms of these order 1 variables,
9the Poisson operator looks like
Λ =
1
N¯
(←−
∂
∂β
−→
∂
∂β∗
−
←−
∂
∂β∗
−→
∂
∂β
)
, (1.31)
and we can see that when there are many particles in a mode, we expect TWA to be
a good approximation.
To make this concrete, in Fig 1·2 we’ve plotted some example comparisons of TWA
dynamics to the exact results. We explore a quadratic and quartic Hamiltonian, and
look at the dynamics of the real part of 〈aˆ〉 when we begin in various coherent states.
We first show results for a quadratic Hamiltonian,
Hˆq = aˆ
†aˆ, (1.32)
which has TWA Hamiltonian
(Hq)W = α
∗α− 1/2. (1.33)
Since the full Moyal bracket terminates at second order in derivatives when acted on
this Hamiltonian, TWA is exact. However, when we look at quartic Hamiltonian
Hˆq = aˆ
†aˆaˆ†aˆ, (1.34)
with TWA Hamiltonian
(Hq)W = |α|4 − 2|α|2 + 1/2, (1.35)
we see deviations from the exact case. When we begin with initial state z = 1 (i.e.
N¯ = z2 = 1), the TWA dynamics deviate quite quickly from the true dynamics,
but are still correct asymptotically close to t = 0. However, when we go up to
N¯ = z2 = 10 particles, the TWA dynamics are already almost exact, and at N¯ = 100,
10
the TWA dynamics are indistinguishable from exact dynamics. However, in all the
quartic cases, the exact result will eventually have quantum revivals which will not be
captured by TWA; as N¯ gets larger, the time to quantum revival gets exponentially
further away.
H = n
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Figure 1·2: Dynamics for a quadratic and quartic Hamiltonian. The
exact result is solid while the TWA result is dashed. In all cases we
begin in a coherent state with eigenvalue z.
We see that when N¯ is not very large, TWA is not necessarily a good approxi-
mation technique. Also, it does not obviously lend itself to systems which are not
bosonic in nature. In the following chapters, we show techniques to address these
issues.
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Chapter 2
SU(N) TWA
The main idea of this chapter is that we can significantly improve the accuracy of
phase space methods by extending classical phase space by introducing new (hidden)
phase space variables. In this way we can take into account local quantum fluctuations
exactly and treat other degrees of freedom approximately. We illustrate this idea by
initially focusing on an example of spin-one coupled systems where, in addition to
three variables representing the x, y, z components of the spin, we introduce five
additional hidden variables representing local spin-spin correlations. We then apply
this method to simlulate Bose-Hubbard cold gas experiments in 1D and 2D. We
finally expand this idea to a cluster expansion, which we apply to studying many-
body localization. We begin by introducing this technology in the more familiar
terrain of spin 1/2 systems.
2.1 Spin TWA (i.e. SU(2) TWA)
Here we explain how the TWA that has been developed for bosonic conjugate variables
can be extended to describe spin systems.
It turns out that we can build quantum variables out of two pairs of creation and
annihilation operators and the Pauli matrices, which have the correct commutation
relations to be spin variables:
sˆi = ~a
† · 1
2
σi · ~a, (2.1)
12
where ~a = (aˆ, bˆ) are annihilation operators and σi are the Pauli matrices, i.e.
sˆx =
1
2
(aˆ†bˆ+ bˆ†aˆ) sˆy =
1
2i
(aˆ†bˆ− bˆ†aˆ) sˆz = 1
2
(aˆ†aˆ− bˆ†bˆ). (2.2)
These are known as Schwinger bosons. The Lie algebra they manifest is the familiar
[sˆi, sˆj] = iijksˆk, (2.3)
which is formally known as SU(2). The Weyl symbol of the spins is simply
si = ~α
∗ · 1
2
σi · ~α. (2.4)
(There are no additional 1/2 terms since the Pauli matrices are traceless.) Instead
of always referring to the two bosonic modes, we can use the Weyl symbols of the
spins instead as our basis variables. We can calculate the Bopp operators for these
variables, and they look like


s = s∓ 1
2
is×∇− 1
8
∇− 1
8
(s ·∇)∇+ 1
16
s∇2, (2.5)
where
∇ =
(
∂
∂sx
,
∂
∂sy
,
∂
∂sz
)
. (2.6)
In the basis of the two creation/annihilation operator pairs, eigenstates of total
spin S and sˆz are Fock states of the form
|S,m〉 = |S +m〉na |S −m〉nb . (2.7)
It is interesting here that although we used the spin-1/2 representation to define our
Schwinger boson, we can in fact represent spin states of any magnitude. In this case,
the fact that the Schwinger bosons have the right Lie algebra is enough.
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Recall, for a number state, the Wigner function for the relevant density operator
is
(|n〉 〈n|)W = 2e−2|α|
2
(−1)nLn(4|α|2), (2.8)
where Ln(x) is the nth Laguerre polynomial. Thus the Wigner function of the spin
state is
WS,m(α, β) = 2
2e−2|α|
2−2|β|2(−1)S+mLS+m(4|α|2)(−1)S−mLS−m(4|β|2). (2.9)
For example, in the case of spin 1, the sz = +1 state will look like
|sz = 1〉 〈sz = 1|W = 22e−2(|α|
2+|β|2)(1− 8|α|2 + 8|α|4). (2.10)
We can do TWA using these variables: the classical equations in terms of the spin
variables can be derived from the boson variabels, and have the form
d
dt
si = ijk
∂HW
∂sj
sk. (2.11)
We know that TWA is exact when the Hamiltonian is quadratic in boson operators;
when we translate that to the spins, it is Hamiltonians linear in spin operators that
we can reproduce exactly with TWA. However, when the Hamiltonian has terms of
higher power in spin operators, then TWA will be only an approximation. In Fig. 2·1
we compare the dynamics for a spin-1 particle with a linear Hamiltonian
Hˆl = −sˆz − sˆx (2.12)
to those with a quadratic Hamiltonian
Hˆq =
1
2
sˆ2z − sˆz − sˆx (2.13)
14
to see the results in the exact case and the approximate case.
Figure 2·1: An example of SU(2) TWA (dotted) compared to ex-
act dynamics (solid) for a spin-1 Hamiltonian linear in spin and one
with quadratic terms. We start in the m = 1 state and measure the
expectation value of 〈sˆz〉.
2.2 SU(N) TWA
The procedure we did using the spin-1/2 matrices can be done with any set of matrices
which form a closed algebra. Here we’re going to be looking specifically at the N -
dimensional matrix generators of SU(N). We are interested in these matrices because
any N -dimensional Hermitian operator (such as the Hamiltonian) can be written as a
linear superposition of theses matrices and the identity. The goal will be to write any
operator in an N -dimensional Hilbert space in such a way: thus, unlike the previous
case with spin, we will only look at cases where the dimension of the Hilbert space
and the dimension of the matrices used to generate Schwinger bosons are the same.
We can write operators with SU(N) algebra using N boson operator pairs and
the N dimension matrix representation of the operators T ijα :
Xˆα = aˆ
†
iT
ij
α aˆj. (2.14)
These are the generalized Schwinger bosons.
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The matrices have the SU(N) algebra defined by the structure constants fαβγ,
and the generalized Schwinger bosons inherit the same:
[Tα, Tβ] = ifαβγTγ → [Xˆα, Xˆβ] = ifαβγXˆγ. (2.15)
Any quantum state in the N -dimensional Hilbert space is represented in the bosonic
Hilbert space by a state with total boson number of 1. Clearly any operator made
of linear combinations of Schwinger bosons will conserve total particle number. In-
deed, the unit operator in this representation is the same as the total boson number
operator:
1ˆ =
∑
k
aˆ†kaˆk. (2.16)
(In the spin case, this is equivalent to conservation of total spin.)
In the basis of the boson operators, eigenstates of total spin S and sˆz are
|S,m〉 = |0〉n1 · · · |1〉nS+1−m · · · |0〉nN , (2.17)
and the Wigner function of such a ket is
W (α, β) = 2Ne−2
∑
n |αn|2(4|αS+1−m|2 − 1). (2.18)
We define the classical SU(N) variables as the Wigner-Weyl transform of the
SU(N) operators (recall the matrices are traceless):
Xα = α
∗
iT
ij
α αj. (2.19)
Using this as a definition, we can rewrite the symplectic operator (1.16) in terms of
16
the classical SU(N) variables:
Λc =
←−
∂
∂Xα
ifαβγXγ
−→
∂
∂Xβ
. (2.20)
In TWA, the dynamics are approximated to follow classical trajectories, so the clas-
sical SU(N) variables, as functions of the classical canonical variables, simply follow
the path determined by Hamilton’s equation:
∂
∂t
Xclα = iHWΛcX
cl
α (2.21)
= fαβγ
∂HW
∂Xclβ
Xclγ , (2.22)
where we have also rewritten HW in terms of classical SU(N) variables. We can
see how this follows directly from the classical equations of motion for the canonical
variables; if we multiply equation (1.28) by α∗iT
ij
α , and the complex conjugate equa-
tion by T jiα αi (where the α represent classical paths), their addition yields the time
dependency of the SU(N) variables:
∂
∂t
Xclα = α
∗
iT
ij
α
∂αj
∂t
+
∂α∗i
∂t
T ijα αj (2.23)
= −iα∗iT ijα
∂HW
∂α∗j
+ i
∂HW
∂αi
T ijα αj. (2.24)
Taking the derivative of equation (2.19) to get
∂
∂αj
= α∗iT
ij
α
∂
∂Xclα
, (2.25)
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we get
∂
∂t
Xclα = −iα∗iT ijα T jkβ αk
∂HW
∂Xβ
+ i
∂HW
∂Xβ
α∗kT
ki
β T
ij
α αj (2.26)
= −iα∗i [Tα, Tβ]ij αj
∂HW
∂Xclβ
(2.27)
= fαβγX
cl
γ
∂HW
∂Xclβ
. (2.28)
The (forward, backwards) Bopp operators for SU(N) are built from N complex
conjugate Bopp operators:
(→,←)
Xa =
(
α∗k(−,+)
1
2
∂
∂αk
)
[Ta]kl
(
αl(+,−)1
2
∂
∂α∗l
)
. (2.29)
The SU(N) variable is defined as
Xa = α
∗
k[Ta]klαl, (2.30)
so the derivatives may be rewritten
∂
∂αk
= α∗n[Ta]nk
∂
∂Xa
, (2.31)
and thus,
(→,←)
Xa =Xa(+,−)1
2
−→α ∗ · Ta · Tb · −→α ∂
∂Xb
(−,+)1
2
−→α ∗ · Tb · Ta · −→α ∂
∂Xb
(2.32)
− 1
4
Tr(T 2)
∂
∂Xa
− 1
4
−→α ∗ · Tb · Ta · Tc · −→α ∂
∂Xb
∂
∂Xc
(2.33)
The matrix multiplication can be simplified using the asymmetric structure constants
and the symmetric d-coefficients, defined as
[Ta, Tb] = ifabcTc (2.34)
{Ta, Tb} = 2 Tr(T
2)
N
δab + dabcTc, (2.35)
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and thus together we can use
TaTb =
Tr(T 2)
N
δab +
1
2
(ifabc + dabc)Tc. (2.36)
The operator becomes
(→,←)
Xa =Xa(+,−)1
2
ifabcXc
∂
∂Xb
− 1
4
Tr(T 2)
∂
∂Xa
(2.37)
− 1
4
Tr(T 2)
N
Xb
∂
∂Xa
∂
∂Xb
(2.38)
− 1
16
(ifbad + dbad) (ifdce + ddce)Xe
∂
∂Xb
∂
∂Xc
(2.39)
− 1
8
Tr(T 2)
N
dbac
∂
∂Xb
∂
∂Xc
. (2.40)
Note that only the second term changes sign when the Bopp operator changes
from acting forward to backwards: commutators of this operator will only depend on
this second term.
2.2.1 SU(3)
We will start by looking in detail at SU(3), and we will use as a physical system
spin-1 particles, as a simple example of a 3-dimensional Hilbert space.
We use a fundamental representation of SU(3) with the following basis matrices
(similar to [16]):
19
T1 =
 0
1√
2
0
1√
2
0 1√
2
0 1√
2
0
 , T2 =
 0 −
i√
2
0
i√
2
0 − i√
2
0 i√
2
0
 , (2.41)
T3 =
 1 0 00 0 0
0 0 −1
 , T4 =
 0 0 10 0 0
1 0 0
 , (2.42)
T5 =
 0 0 −i0 0 0
i 0 0
 , T6 =
 0 −
1√
2
0
− 1√
2
0 1√
2
0 1√
2
0
 , (2.43)
T7 =
 0
i√
2
0
− i√
2
0 − i√
2
0 i√
2
0
 , T8 =
 −
1√
3
0 0
0 2√
3
0
0 0 − 1√
3
 . (2.44)
Note that these are normalized for spin-one, such that
Tr(TiTj) = 2δij. (2.45)
The non-zero structure constants are
f123 = f147 = f165 = f246 = f257 = f367 = 1, (2.46)
f178 = f286 =
√
3, (2.47)
f345 = 2, (2.48)
where the rest can be determined by permuting the indices (they are ant-symmetric
under permutations).
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The non-zero symmetric structure constants are
d114 = d125 = d477 = 1, (2.49)
d136 = d224 = d237 = d466 = d567 = −1, (2.50)
d118 = d228 = d668 = d778 =
1√
3
, (2.51)
d338 = d448 = d558 = d888 = − 2√
3
, (2.52)
where the rest can be determined by permuting the indices (they are symmetric under
permutations).
Since the first three matrices have the algebra of SU(2), they can be used to
construct Schwinger bosons that can represent any magnitude of spin. We have the
mapping
T1 = Sˆx (2.53)
T2 = Sˆy (2.54)
T3 = Sˆz. (2.55)
For the special case of spin-one, we can construct any operator with all the appro-
priate algebra as a linear combination of the eight SU(3) matrices. The generators
themselves are related to spin-one operators as follows:
T4 = (Sx)
2 − (Sy)2 (2.56)
T5 = [Sx, Sy]+ (2.57)
T6 = [Sx, Sz]+ (2.58)
T7 = [Sy, Sz]+ (2.59)
T8 =
1√
3
(
(Sx)
2 + (Sy)
2 − 2(Sz)2
)
, (2.60)
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where the hats have been left off the spins to emphasize that these equalities are only
true for the spin-one spin matrices, not the spin operators in general.
For example, we can represent the squares of the spins as
(Sx)
2 =
1
3
(21 +
√
3
2
T8) +
1
2
T4 (2.61)
(Sy)
2 =
1
3
(21 +
√
3
2
T8)− 1
2
T4 (2.62)
(Sz)
2 =
1
3
(21−
√
3T8). (2.63)
In the basis of the three creation/annihilation operator pairs, eigenstates of total
spin sˆz are
|+1〉sz = |1〉nα |0〉nβ |0〉nγ (2.64)
|0〉sz = |0〉nα |1〉nβ |0〉nγ (2.65)
|−1〉sz = |0〉nα |0〉nβ |1〉nγ , (2.66)
thus the Wigner function for spin up is
|sz = 1〉 〈sz = 1|W = 23e−2(|α|
2+|α|2+|γ|2)(4|α|2 − 1). (2.67)
Because any Hermitian 3×3 matrix can be expressed through a linear combination
of SU(3) matrices (and the identity), we can always write any spin-1 Hamiltonian as
linear in the generators of SU(3) and the equations of motion
∂
∂t
Xclα = fαβγX
cl
γ
∂HW
∂Xclβ
(2.68)
become exact. These equations can be interpreted as an exact classical representa-
tion of quantum dynamics of a spin-one system in the eight-dimensional phase space
spanned by the classical phase space variables X1, . . . , X8
1. X1, X2, X3 represent the
1That the dynamics of a spin-one system can be represented by eight linear equations in classical
22
three spin components, while the remaining five variables represent nonlinear spin
terms. These are effectively hidden variables in our approach. The advantage of our
approach becomes apparent when we start coupling spin-one systems together and
start doing approximations.
Note that the eight equations (2.68) are not completely independent: they satisfy
constraints set by conservation of the Casimir operators:
C1 =
∑
α
X2α, C2 =
∑
αβγ
dαβγXαXβXγ, (2.69)
where dαβγ are the symmetric structure constants of the SU(3) group. Interestingly
X21 + X
2
2 + X
2
3 , representing the sum of squares of the classical spin components, is
not conserved under SU(3) dynamics. There is no paradox here: recall all operators
including Sˆ2x,y,z are represented through linear combination of operators Xˆα so e.g. X
2
1
does not have the simple physical interpretation of S2x even though X1 does represent
Sx.
The conservation of the classical form of the two Casimir operators is made plain
when they are written in terms of the conjugate variables:
C1 =
b∑
α=1
X2α =
4
3
(|α1|2 + |α2|2 + |α3|2)2 , (2.70)
C2 =
∑
αβγ
dαβγXαXβXγ =
16
9
(|α1|2 + |α2|2 + |α3|2)3 . (2.71)
The conservation of the Casimir operators is assured by conservation of the total
number of Schwinger bosons; conservation of total number of Schwinger bosons is
guaranteed by the global U(1) symmetry of the Hamiltonian αi → αieiθ which is im-
posed by only including conjugate variables as they are combined in SU(3) operators.
To illustrate the difference between the “naive” SU(2) TWA and the new SU(3)
variables should not be surprising: the von Neumann equation is also of this form, where the eight
variables are the eight independent elements of the 3× 3 density matrix.
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TWA we again look at the quadratic Hamiltonian Hq (2.13). The SU(2) and SU(3)
Weyl symbols corresponding to this Hamiltonian are
(Hq)
SU(2)
W =
1
2
X23 −X3 −X1 − 1/2,
(Hq)
SU(3)
W =
1
6
(2−
√
3X8)−X3 −X1. (2.72)
Note that in the SU(2) case we chose the spin-one representation of the spin operators
given by the first three operators of the SU(3) representation. The additional constant
term −1/2 in the SU(2) Hamiltonian comes from (Xˆ2k)W = X2k −Tr(T 2k )/4. We start
with the spin pointing along the z-direction and observe the expectation value of
Sˆz as a function of time. In Fig. 2·2 we show comparison of the resulting exact
dynamics with SU(2) and SU(3) TWA approximations. As expected the SU(3)
TWA is exact while the SU(2) semiclassical dynamics are only accurate at short
times. The difference comes from the fact that any interaction terms in the SU(2)
case are represented by non-linearity while in the SU(3) case they are represented by
additional (hidden) variables, which in turn have their own quite complex dynamics
(Fig. 2·3).
2.2.2 Gaussian Approximate Wigner functions
Recall that for a number state, the Wigner function for the relevant density operator
is
(|n〉 〈n|)W = 2e−2|α|
2
(−1)nLn(4|a|2), (2.73)
where Ln(x) is the nth Laguerre polynomial. Such a Wigner function is hard to
implement numerically, as the negative and positive parts of the Wigner function
interfere in the numerical integration, and so many more integration sample points
are required. Instead, we use a multinormal distribution defined in terms of the X
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Figure 2·2: An example of SU(2) (dotted) and SU(3) (dashed) TWA
compared to exact dynamics (solid) for a Hamiltonian with quadratic
spin terms. By linearizing the Hamiltonian, the SU(3) dynamics are
exact.
variables, so that that TWA integration can be written as
〈Oˆ〉(t) ' 〈Oˆ〉TWA(t) =
∫
d ~X0WN( ~X0)OW ( ~Xcl(t, ~X0)). (2.74)
Using Gaussian distributions instead of the exact Wigner functions does not nec-
essarily worsen the approximation, since the difference between the exact Wigner
function and the appropriately chosen Gaussian distribution approximation is of the
same order in 1/S as the corrections to the TWA dynamics. Formally one can under-
stand this by requiring that expectation values of the spin variables Xˆ1, . . . Xˆ8 and
their variances agree with those given by the Gaussian up to order 1/S2, where S is
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Figure 2·3: The dynamics of the full eight classical variables that
determine the SU(3) dynamics. Note that we can always decompose
any 3 × 3 denisity matrix into eight real degrees of freedom, so eight
real variables is all that is required for exact quantum dynamics.
the spin size (proportional to the conserved Casimir operator). The Gaussian distri-
bution has a clear advantage in that it is always positive and thus easy to handle.
Numerically we found that the accuracy of TWA with the Gaussian distribution is
consistently better than that of the TWA with the exact Wigner function.
We choose the means and covariance matrix of the Gaussian by fitting to the
initial quantum expectation values of the SU(N) operators and their symmetrized
correlations, as follows2.
2In the examples here, the initial states we choose are all product states, so the Wigner functions
are simply a product of single site Wigner functions. We do this for simplicity; the initial Wigner
function can also represent an entangled initial state.
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In the Gaussian approximation, the expectation value for an operator Ωˆ will be
〈Ωˆ〉 ≈
∫ ∏
m
∏
k
dXmk
e−(RklX
m
l −µk)2/2σ2k√
2piσk
ΩW , (2.75)
where m runs over the number of sites and k over the eight SU(3) variables.
The expectation values of the means and symmetrized correlation functions, which
we require to exactly match those in the initial state, are given on each site by
Tr(ρˆ0Tˆi) =
∫ ∏
k
dXk
e−(RklXl−µk)
2/2σ2k√
2piσk
Xi (2.76)
and
Tr(ρˆ0
1
2
(TˆiTˆj + TˆjTˆi)) =
∫ ∏
k
dXk
e−(RklXl−µk)
2/2σ2k√
2piσk
XiXj, (2.77)
where R, µ and σ are free parameters of the Gaussian, which we determine from the
initial conditions.
For example, for ρ0 = |Sˆx = 1〉 〈Sˆx = 1|, we rotate with
R =

0 0 0 −1
2
0 0 0
√
3
2
0 0 0 0 0 0 1 0
0 0 − 1√
2
0 0 1√
2
0 0
0 1√
2
0 0 1√
2
0 0 0
0 0 0
√
3
2
0 0 0 1
2
0 0 1√
2
0 0 1√
2
0 0
0 − 1√
2
0 0 1√
2
0 0 0
1 0 0 0 0 0 0 0

(2.78)
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and have Gaussians determined by
µ =

0
0
0
0
1√
3
0
0
1

σ =

1
1
1
1
0
0
0
0

. (2.79)
Note that alternatively one can write the multivariate Gaussian distribution in a
more conventional form
f(X1, . . . , X8) =
1√
(2pi)8|Σ|e
−(Xi−µi)Σ−1ij (Xj−µj). (2.80)
Here the vector µj is the vector of means and Σ is the covariance matrix.
2.3 Many-body systems
Next let us consider a more complicated setup, where we deal with a system of
interacting spin-one degrees of freedom using the Hamiltonian
Hˆ =
∑
n
1
2
(Sˆnz )
2 − Sˆnz − J
∑
n 6=m
(Sˆnx Sˆ
m
x + Sˆ
n
y Sˆ
m
y ). (2.81)
We have chosen a fully connected Hamiltonian to allow for comparison of TWA and
exact dynamics for larger system sizes.
The Weyl symbol of the coupling term is the same for the SU(2) and the SU(3)
representations because it does not involve local nonlinear spin-operators,
(HC)W = −J
∑
n 6=m
(Xn1X
m
1 +X
n
2X
m
2 ). (2.82)
In Fig. 2·4 we show the dynamics of the spin fluctuations 〈Sˆ2z 〉 per site obtained by
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exact diagonalization, and SU(2) and SU(3) TWA. The system is initially prepared
with all spins pointing in the x-direction. We compare the dynamics for a fully
connected system for different values of the coupling J and for different system sizes.
As the coupling is lowered and the on-site term in the Hamiltonian becomes more
dominant, the SU(3) TWA becomes a better approximation, while the SU(2) becomes
worse. When the on-site term is 5 times as dominant as the coupling term, the SU(3)
TWA is indistinguishable from exact quantum dynamics. As the system size increases,
and hence each site is connected to more sites, the SU(3) TWA dynamics approach
exact quantum dynamics. Similarly to the SU(2) case, SU(3) TWA fails to describe
quantum revivals, which occur later and later in time as the system size increases.
As a more practical example, we model the Bose-Hubbard model using the effective
Hamiltonian [2]
Heff =
U
2
∑
i
(Sˆiz)
2 − Jn¯
∑
〈ij〉
(SˆixSˆ
j
x + Sˆ
i
ySˆ
j
y)− µ
∑
i
Sˆiz, (2.83)
where n¯ is the mean particle density. This truncation of the Hilbert space to three di-
mensions per site is acceptable in the vicinity of the Mott insulating state [14]. We use
SU(3) TWA to determine the dynamics of the order parameter ρs =
∑
i 6=j〈Sˆ+i Sˆ−j 〉/M2
(representing superfluid density) for a 3D system with M = 103 sites in a cubic lattice
with periodic boundary conditions. The results are plotted in Fig. 2·5.
First we quench from the Mott insulator phase, i.e. a Fock state on each site (the
ground state for J = 0). In terms of the effective spin Hamiltonian, this corresponds
to a product state of |Sˆz = 0〉. The dynamics arise from an instantaneous quench
to a finite coupling, either Jn¯z/U = 0.2 or Jn¯z/U = 1. In each case, the system
moves away from a pure Mott insulator state; for a smaller coupling, there is some
oscillation which is absent for a larger coupling. The superfluid density remains small,
as a sudden quench leads to a high temperature state which does not exhibit long
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Figure 2·4: Comparison of the dynamics of 〈Sˆ2z 〉 for a fully connected
system with M spins due to Hamiltonian (2.81) calculated with exact
diagonalization (solid, blue), SU(3) TWA (dashed, red), and SU(2)
TWA (dotted, yellow). Initially all spins are pointed in the x-direction.
On the left are the results for various coupling strengths Jz, where
z = M −1 is the connectedness (the inset in the bottom plot shows the
same plot for times 0 to 50). On the right are the results for different
system sizes.
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Figure 2·5: The dynamics of the order parameter ρs for the effective
Bose-Hubbard model (2.83), calculated with SU(3) TWA. The top row
shows the results starting in the Mott insulator phase. The bottom
row begins in the superfluid phase: in the left-hand plot, the system
is quenched to J = 0, while in the right hand-hand plot the system is
quenched to Jn¯z/U = 0.1.
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range order [24].
We also show a quench from the superfluid phase (the ground state for U = 0),
which in terms of the effective spin Hamiltonian corresponds to a product state of
|Sˆx = +1〉. When the system is quenched to J = 0, each site precesses independently.
Thus we can calculate the dynamics using exact diagonalization, SU(3) TWA, and
SU(2) TWA. Since the on-site Hamiltonian can be linearized in terms of SU(3) vari-
ables, the SU(3) TWA reproduces the exact quantum dynamics, including quantum
recurrences, while the SU(2) TWA decays. When we instantaneously quench to
Jn¯z/U = 0.1, the SU(3) TWA still reproduces the oscillations of quantum recur-
rences, damped by the coupling to the larger system.
While here we only presented results for SU(3) variables, this formalism can be
straightforwardly applied to any SU(N) group (albeit with a larger phase space),
where N is the dimension of a local Hamiltonian. Thus we can use classical dynamics
to exactly do local quantum dynamics which are linear in any SU(N) representation.
2.3.1 SU(3) TWA simulations of 2D and 3D Bose-Hubbard optical lattice
experiments
Here we use SU(3) TWA to simulate the 2D and 3D optical lattice experiments in
[9]. The time-dependant Hamiltonian simulated in the experiment is
Hˆ =
(U/J)(τ)
2
∑
n
nˆi(nˆi − 1)−
∑
<ij>
aˆ†i aˆj + h.c. (2.84)
where
(U/J)(τ) = (U/J)fe
3.6(1−(τ/τramp)1.11). (2.85)
τ goes from 0 to τramp, and all measurements are taken at time τ = τramp. In the
experiment, the initial condition is a Mott insulator with n¯ = 1 of around 104 bosonic
32
39K atoms in an optical lattice. The experiment measures the correlation length ξ in
the system, defined as
〈aˆ†µaˆν〉 =
√
nµ
√
nν exp
(
−|rµ − rν |
ξ
)
. (2.86)
In the Mott insulator phase, there is no correlation, but as (U/J) is lowered, we enter
the superfluid phase, and the sites become correlated. The slower we enter the new
phase, the more time the sites have to become correlated, so we measure a higher
value for ξ after the ramp. In the experiment, they posit a power-law relationship
between the ramp time and the correlation of
ξ(τramp) = aτ
b
ramp. (2.87)
This is motivated by Kibble-Zurek theory, although the experiment is outside of the
regime where the theory should apply (i.e. much to fast of a ramp).
Theoretically, the Bose-Hubbard model has an infinite Hilbert space on each site.
However, since we are dealing with a system with an average of one boson on each
site, we can approximate the model by truncating the Hilbert space on each site
to a dimension of three, i.e. each site can have either 0, 1 or 2 bosons. Within
this approximation, we can rewrite the local hamiltonian as a linear superposition of
SU(3) operators, and use SU(3) TWA to approximate the system.
In the numerical simulations, we use an initial state of a product of Fock states
with one boson on each:
|ψi〉 = ⊗N |nˆ = 1〉 , (2.88)
where N is the number of sites. For the 3-dimensional case, we use a cubic lattice
with periodic boundary conditions, with a length of 11 sites, and thus a total number
of N = 113 = 1331 sites. For the 2-dimensional case, we use a square lattice with
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FIG. 3. Power-law increase of coherence length. a, Power-law
fits to experimental data in 1D. The fit function  ( ramp) = ( 4i +
(a   bramp)
4)1/4 heuristically includes the initial coherence  i (Supple-
mentary Section C) and is applied to all ramp times up to  maxramp = 1.0.
The dotted line shows the pure power-law  ( ramp) = a   bramp for the
above fitted parameters. b, Exponents b for experiment (blue) and
DMRG (red), extracted via identical fitting procedures. The error
bars include the effect of various fitting ranges as well as the fit-
ting uncertainties (Supplementary Section C). The red dotted line
guides the eye. The vertical dashed line indicates the critical value
(U/J)c   3.3 for the Mott-superfluid transition and the horizontal
dotted lines indicate the predictions b = 1 and b = 1/4 [41] of a
typical Kibble-Zurek (KZ) model at the tip or side of the Mott lobe,
respectively (main text and Supplementary Section G).
tary Section G). Due to the rather small resulting coherence
lengths, we can also rule out finite-size effects as the origin
for this behaviour, as further corroborated by numerical sim-
ulations on systems of various sizes (Supplementary Section
E). The simulations also show that the trap cannot be the rea-
son for the (U/J)f-dependence of the exponents, since the
homogeneous model considered in the numerics and the ex-
perimental data agree extremely well and the influence of the
trap is only visible for ramp times ⌧ramp   1 (Supplemen-
tary Section D). An inhomogeneous Kibble-Zurek scaling has
recently been analysed for a classical phase transition in ion
chains [3, 4] and for quantum [26] as well as thermal [44, 45]
phase transitions in ultracold atom systems. In contrast, the
agreement between the inhomogeneous experiment and the
numerics for the homogeneous system shown here proves that
we effectively probe the multi-critical quantum phase transi-
tion of the homogeneous Bose-Hubbard model, not influenced
by trap effects.
Fig. 4 shows the results of corresponding experiments for
a
b
ξ 
 (d
la
t)
c
(U/J)f
0 4 8 0 4 8
E
xp
on
en
t b
0.2
0.6
1.0
1
10
τramp
(U/J)f = 2 3 4
0.1 1 0.1 1 0.1 1
τramp
ξ 
 (d
la
t)
1
10
0.1 1 0.1 1 0.1 1
(U/J)f = ±2 ±3
2D 3D
±5
3D
2D
1D
T>0
T<0
12
KZ 2D tip of lobe
KZ 3D tip of lobe
FIG. 4. Emergence of coherence in higher dimensions and for
negative absolute temperature. a, Experimental data for 1D, 2D,
and 3D for various (U/J)f. b, Exponents for the 2D and 3D case, ex-
tracted from power-law fits to the experimental data with the identical
fitting procedure as in Fig. 3. The dotted lines indicate the Kibble-
Zurek predictions b = 0.4 and b = 1/3 for the tip of the Mott lobes
in the 2D and 3D case, respectively. c, Experimental data for the
2D case for positive and negative absolute temperature for various
(U/J)f. The insets in the left panel show TOF images for both cases
at  ramp = 2.2.
the 2D and 3D Bose-Hubbard model, which are inaccessible
to analytical models as well as current numerical tools. After
having verified that the observed quantum dynamics in 1D in-
deed agree with the homogeneous Bose-Hubbard model, the
experiments in 2D and 3D can be regarded as analogue quan-
tum simulations in a regime out of reach of classical simula-
tion using known methods. Interestingly, the data for higher
dimensions show similar power-laws as the 1D case, even
though any critical scaling analysis would strongly depend
on dimensionality. Thus, we again find that the dynamics
of the Mott to superfluid phase transition shows complex be-
haviour on the studied intermediate timescale, that simple ap-
proaches based on the critical exponents alone, such as KZM,
cannot fully capture. While the extracted exponents for the
most part increase for decreasing interaction strength, they
start to decrease again for (U/J)f   2 in all dimensions (Fig.
4b). Furthermore, the full coherence dynamics for ⌧ramp   1
appears to be almost independent of dimensionality and is
mainly governed by the final interaction (U/J)f. Therefore,
in the regime where ⇠ has increased only up to a few dlat,
the influence of dimensionality on the spreading of correla-
tions is marginal. Higher-dimensional systems continue the
power-law behaviour for longer ramp times than in lower di-
Figure 1: Comparison of experimental (top) and simulated (below) coherence
lengths (the axis are all the same). In the simulated case, the correlation is
calculated between all pairs of sites, and then the average correlations are fitted
to e  x/⇠ to find the correlation length.
In the numerical simulations, we use an initial state of a product of Fock
states with one boson on each:
| ii = ⌦N |nˆ = 1i , (3)
where N is the number of sites. For the 3 dimensional case, we use a cubic
lattice with periodic boundary conditions, with a length of 11 sites, and thus a
total number of N = 113 = 1331 sites. For the 2 dimensional case, we use a
square lattice with periodic boundary conditions, with a length of 33 sites, and
thus a total number of N = 332 = 1089 sites.
In Fig. 1 we compare the plots for the fitted correlation length versus ⌧ramp
for di↵erent (U/J)f. The experimental values and simulated ones are similar. In
Fig. 2, we compare the fitted power law exponent; the simulation agrees within
error estimates for 3D.
4 Kibble-Zurek mechanism
Standard scaling theory says that
⇠eq ⇠ |    c| ⌫ (4)
and
⌧eq ⇠ |    c| z⌫ . (5)
2
Figure 2·6: Simulated coherence lengths (Eq. 2.86) using TWA. The
correlation is calculated between all pairs of sites, and then the average
correlations are fitted to e−∆x/ξ to find the correlation length. This can
be compared with Fig. 4a from [9].
periodic boundary conditions, with a length of 33 sites, and thus a total number of
N = 332 = 1089 sites.
In Fig. 2·6 we compare the plots for the fitted correlation length versus τramp
for different (U/J)f, which is equivalent to results in [9], Fig. 4a. The experimental
values and simulated ones are similar. In Fig. 2·7, we compare the fitted power law
exponent; compared to Fig. 4b from [9], the simulation agrees within error estimates
for the 3D case.
2.4 Cluster SU(N) TWA and MBL
So far we have been choosing each site as the Hilbert space to linearize. However,
there is nothing stopping us from choosing to linearize the Hilbert space corresponding
to groups of sites. To make this more concrete, we will focus on the 1D Heisenberg
Hamiltonian with on-site disorder, which looks like
HˆHeis = J
∑
<ij>
(
σˆxi σˆ
x
i+1 + σˆ
y
i σˆ
y
i+1 + σˆ
z
i σˆ
z
i+1
)
+
∑
i
∆iσˆ
z
i , (2.89)
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dotted lines indicate the predictions b = 1 and b = 1/4 [41] of a
typical Kibble-Zurek (KZ) model at the tip or side of the Mott lobe,
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tary Section G). Due to the rather small resulting coherence
lengths, we can also rule out finite-size effects as the origin
for this behaviour, as further corroborated by numerical sim-
ulations on systems of various sizes (Supplementary Section
E). The simulations also show that the trap cannot be the rea-
son for the (U/J)f-dependence of the exponents, since the
homogeneous model considered in the numerics and the ex-
perimental data agree extremely well and the influence of the
trap is only visible for ramp times ⌧ramp & 1 (Supplemen-
tary Section D). An inhomogeneous Kibble-Zurek scaling has
recently been analysed for a classical phase transition in ion
chains [3, 4] and for quantum [26] as well as thermal [44, 45]
phase transitions in ultracold atom systems. In contrast, the
agreement between the inhomogeneous experiment and the
numerics for the homogeneous system shown here proves that
we effectively probe the multi-critical quantum phase transi-
tion of the homogeneous Bose-Hubbard model, not influenced
by trap effects.
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the 2D and 3D Bose-Hubbard model, which are inaccessible
to analytical models as well as current numerical tools. After
having verified that the observed quantum dynamics in 1D in-
deed agree with the homogeneous Bose-Hubbard model, the
experiments in 2D and 3D can be regarded as analogue quan-
tum simulations in a regime out of reach of classical simula-
tion using known methods. Interestingly, the data for higher
dimensions show similar power-laws as the 1D case, even
though any critical scaling analysis would strongly depend
on dimensionality. Thus, we again find that the dynamics
of the Mott to superfluid phase transition shows complex be-
haviour on the studied intermediate timescale, that simple ap-
proaches based on the critical exponents alone, such as KZM,
cannot fully capture. While the extracted exponents for the
most part increase for decreasing interaction strength, they
start to decrease again for (U/J)f . 2 in all dimensions (Fig.
4b). Furthermore, the full coherence dynamics for ⌧ramp . 1
appears to be almost independent of dimensionality and is
mainly governed by the final interaction (U/J)f. Therefore,
in the regime where ⇠ has increased only up to a few dlat,
the influence of dimensionality on the spreading of correla-
tions is marginal. Higher-dimensional systems continue the
power-law behaviour for longer ramp times than in lower di-
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proaches based on the critical exponents alone, such as KZM,
cannot fully capture. While the extracted exponents for the
most part increase for decreasing interaction strength, they
start to decrease again for (U/J)f . 2 in all dimensions (Fig.
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the influence of dimensionality on the spreading of correla-
tions is marginal. Higher-dimensional systems continue the
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Figure 2·7: Simulation of the fitted power law exponent b (Eq.
2.87). For the simulated case, the exponent is found by fitting the
coherence lengths for τramp between 10
−1.5 and 1 to the function
((ξ0)
4 + (aτ bramp)
4)1/4, where ξ0 is the fitted initial coherence length.
This is consistent with the experiment, where the data is fitted up to
τramp = 1, and the power law is interpolated with an initial coherence
length for shorter times. This can be compared with Fig. 4b from [9].
where ∆i is chosen from a u iform distribution between [−h, h]. We use a disordered
Hamiltonian because clustering sites together breaks translational invariance, so it is
a technique best suited for systems which o not have translational symmetry. This
Hamiltonian is interesting because it manifests many-body localization (MBL) when
h is above some critical disorder.
Each site has a Hilbert space dimension of 2, so we could certainly use SU(2)
TWA to approximately simulate this system. Let’s use the notation
σαi = (σˆ
α
i )W , (2.90)
so the TWA Hamiltonian is
HSU(2) = J
∑
i
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + σ
z
i σ
z
i+1
)
+
∑
i
∆iσ
z
i . (2.91)
However, we could also divide the 1D chain into L/2 clusters of 2 sites, where L is
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the length of the chain. Each cluster has a Hilbert space dimension of 22 = 4, so we
can linearize these clusters with SU(4) TWA.
We can choose a basis for the generators to elucidate what the extra variables
physically mean by using all correlations between spins as our basis. If we define
bilinear variables between neighbouring sites as
bˆαβi = σˆ
α
i σˆ
β
i+1, (2.92)
then they, along with the linear operators on the two sites, form a closed group with
algebra
[σˆαi , σˆ
α
i ] = 2iαβγσˆ
γ
i ,
[σˆαi , bˆ
βγ
n ] = 2iα,β,δ bˆ
δγ
i , (2.93)
[bˆαβi , bˆ
γδ
i ] = 2i
(
δαγβδρσˆ
ρ
i+1 + δβδαγρσˆ
ρ
i
)
.
Within the 4-dimensional Hilbert space on sites i and i+1, these operators (along with
the identity) form a basis for any 4-dimensional matrix, and thus are also generators
of the SU(4) group algebra. If we define classical variables by
bαβi = (bˆ
αβ
i )W , (2.94)
then we can use the structure constants from 2.93 to derive classical equations for the
six linear and 9 bilinear classical variables, using the Hamiltonian
HSU(4) =J
∑
i
(bxx2i + b
yy
2i + b
zz
2i ) (2.95)
+ J
∑
i
(
σx2i+1σ
x
2i+2 + σ
y
2i+1σ
y
2i+2 + σ
z
2i+1σ
z
2i+2
)
(2.96)
+
∑
i
∆iσ
z
i , (2.97)
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so we have linearized half the couplings in the Hamiltonian.
We can do the process with 3 sites as well, where we can construct generators out
of the 9 linear, 27 bilinear, and 27 trilinear spin terms, which form the generators of
SU(8). We can in fact make clusters of any size, including treating the whole system
as one cluster, which will give exact dynamics.
In Fig. 2·8 we show an example of TWA dynamics with clusters of 1, 2 and 3 com-
pared to exact dynamics deep in the MBL phase, averaged over disorder realizations.
We start the system in a Neel state, i.e.
|init〉 = |↑↓↑↓ · · ·〉 , (2.98)
and measure the Imbalance,
Imbalance =
∑
i
(−1)i 〈σˆzi 〉 , (2.99)
whose long-time limit can serve as an order parameter for the MBL transition[32]:
when the system is localized, the Imbalance will stay at a finite value, while it will
decay to zero in the delocalized phase.
We can clearly see the simulated dynamics are accurate at longer times as we
increase cluster size. However, in all cases the TWA dynamics do eventually decay,
unlike the exact result.
While in the previous example we chose to saturate the chain with clusters of
whatever length, we can also choose the clusters in an optimal way depending on
the particular instantiation of the random local potential. Since clustering creates
classical variables for the quantum correlations, we want to cluster sites where we
expect the quantum correlations to be most significant. Thus we want to know how
entanglement growth between sites depends on the random potential.
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Figure 2·8: TWA dynamics with clusters of 1, 2 and 3 compared to
exact dynamics deep in the MBL phase with h = 20. The system size
is L = 18.
To determine this, let’s look at the Hamiltonian for two sites,
Hˆ = Jσˆ1 · σˆ2 + ∆σˆz1 + ∆2σˆz2. (2.100)
We begin in the state
|init〉 = |↓↑〉 , (2.101)
and the complete unentangled basis consists of
{|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉}. (2.102)
We can treat the coupling term as a perturbation on the unentangled eigenstates
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of the random potential. We then find that the eigenstate of the full Hamiltonian
connected to the initial state to first order in J to be
|↑↓〉+ J
h1 − h2 |↓↑〉 . (2.103)
Thus the entanglement of the state at early times is proportional to∣∣∣∣ Jh1 − h2
∣∣∣∣ , (2.104)
and for pairs where this value is largest, it would be most beneficial to cluster. We
can compare this value for all pairs of spins, and then choose the clusters in order
of this value. This will lead to less clusters than full saturation for most disorder
realizations: e.g., if sites (1,2) and sites (4,5) are clustered, then site 3 will be not
in a cluster. However, the results are still significantly better, as we see in Fig. 2·9,
where we compare choosing the clusters vs saturating the chain with the exact result.
Indeed, the improvement is similar to the effect of using saturated clusters of size
three (compare to Fig. 2·8). In the rest of this sections we will continue to choose the
cluster locations based on the potential.
Seeing that choosing clusters does indeed improve the result, we can continue to try
larger maximum cluster sizes to see how the results change. This gets computationally
more difficult, as the number of variables per cluster grows exponentially in cluster
size, just as in exact quantum mechanics. In Fig. 2·10 we look at the results as we
increase the maximum cluster size up to 6 on a 18 site spin chain. We see continued
improvement, but even when the maximum cluster size is 1/3 of the entire chain
length, we still do not appear to be close to long-time localization.
However, these examples have all been deep in the MBL phase of this system.
In Fig. 2·11 we look at TWA clusters of 2, 3, and 4 at different values of disorder
strength. What is striking is that below the MBL transition, in the delocalized phase,
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Figure 2·9: Comparison of TWA dynamics for the Imbalance with
the exact result in a chain of length L = 18. For the TWA, we use
either use all clusters of 2, or we choose the clusters of 2 as described in
the text, leaving some sites unclustered. Choosing the clusters clearly
leads to better results.
increasing cluster size, while leading to better accuracy in the short term, no longer
changes the TWA long-time dynamics. This is perhaps because while many-body
localization is a quantum effect, the long-time decay of the delocalized system is
something which also occurs in purely classical systems.
To examine this more thoroughly, we look at the time-average (from t = 10−100)
of the difference between the Imbalance simulated with clusters of up to 2 and cluster
of up to 4, at different values of the disorder h. To compare to the localization of the
exact system, we fit the Imbalance from t = 10− 100 to a log decay,
m log(t) + b, (2.105)
and use the slope m at different disorders as a measurement of localization; when
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Figure 2·10: Comparison of TWA dynamics for the Imbalance with
the exact result in a chain of length L = 18 with h = 10. For the TWA,
we compare methods where we limit the max cluster sizes at different
values. Larger cluster sizes lead to noticeable improvement.
the system is fully localized, we will have m = 0. Since we can only look at finite
systems exactly, there will be finite effects, and so we cannot see a real phase-change;
however, the slope of the decay should be an appropriate proxy at smaller system
sizes. In Fig. 2·12, we show such a comparison for a system with L = 18 sites, and
there is remarkable agreement between the difference in the TWA simulations and
the slope of the exact dynamics. If this is a persistent phenomenon, such a technique
could be used to study the MBL transitions in larger systems, and systems for which
there are no other accurate techniques, such as in dimensions larger than 1.
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Figure 2·11: The clustering matters far more above the MBL transi-
tion than below.
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Figure 2·12: On the left, we have results of TWA simulations. We
plot the dynamics of the Imbalance for systems with h = 2, 3 . . . 9. The
results with clusters up to 2 (4) are solid (dotted). Below we show the
time-averaged difference between the two clustering schemes, averaged
from t = 10 − 100. On the right we show the exact results for the
dynamics, and the fitted logarithmic decay. Below we plot the slope of
the fit versus the disorder strength. The critical disorder for this model
is at h ∼ 3, and we see both 〈I4 − I2〉 and the slope of the exact fit
both begin to grow at this point.
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Chapter 3
Fermionic TWA
In this chapter we develop a semiclassical phase-space approach for fermions, resulting
in a very simple and tractable method for simulating their dynamics. Fermionic phase-
space distributions have been introduced in the context of P- and Q-distributions [12;
25; 27], but a Wigner function for fermions has only been introduced as a function
of Grassmann variables [11; 19]. Grassmann variables only allow for manipulations
on a formal level, seriously hampering any practical use beyond perturbation theory.
Here we focus on the Wigner-Weyl quantization of fermions and present a Grass-
mann variable free formulation of the problem. In equilibrium statistical mechanics a
closely related representation of fermionic Hamiltonians through Hubbard operators
was applied to analyze various strongly correlated systems of fermions [22]. However,
the general success of the applications of Hubbard operators was rather limited as
they have to satisfy constraints, which one can usually implement only in mean-field
limits. In TWA, such constraints are automatically preserved in time and thus do
not represent conceptual difficulty in simulating dynamics. As with any other semi-
classical method it is expected that its accuracy is relying on existence of slow e.g.
hydrodynamic degrees of freedom. Here, we assume that fermionic bilinear operators
play this role.
While we cannot present a formal estimate of the error at the moment, we will
show that for a particular model that the method is very accurate for quenches and
ramps as long as the system is not very close to the ground state. We additionally
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show that fTWA can be used to simulate dynamics of systems exhibiting many-body
localization, accurately reproducing experimental results from Ref. [32] without any
fitting parameters. We also analyse fermionic expansion, similar to the experimental
results of [30]. In both cases, we extend the analysis to two-dimensional systems,
where no numerical results currently exist. We are not aware of any other existing
competing methods which can lead to a comparable accuracy. We further look at the
Sachdev-Ye-Kitaev (SYK) model, which is of much current theoretical interest.
3.1 Theory
Unlike both bosons and the SU(N) operators discussed earlier, fermionic operator
do not have canonical commutation relations; instead they obey anti-commutation
relations:
[cˆi, cˆ
†
j]+ = cˆicˆ
†
j + cˆ
†
j cˆi = δij, (3.1)
[cˆi, cˆj]+ = cˆicˆj + cˆj cˆi = 0. (3.2)
Thus it is not obvious how to make a semi-classical limit in terms of these variables.
However, physical observables are always made up of an even number of fermionic
operators, and so the simplest physical operators are bilinears of creation and anni-
hilation operators. It turns out that these do in fact obey commutation relations.
We denote the fermionic bilinears by
Eαβ = cαcβ, (3.3)
Eαβ = c†αc
†
β = −E†αβ, (3.4)
Eαβ =
1
2
(c†αcβ − cβc†α) = (Eβα)†, (3.5)
and consider a system of N fermionic modes. The α can label lattice site for spinless
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fermions or both site and spin for spinful fermions; it can also represent the single-
particle momentum mode or the single-particle orbital in atoms or molecules. Each
mode is described by creation (annihilation) operators c†α(cα) fulfilling the canonical
anti-commutation relations [cα, c
†
β]+ = δαβ. The bilinears obey the Lie algebras of
so(2N) [13]:
[Eˆαβ , Eˆ
µ
ν ]− = δβµEˆ
α
ν − δανEˆµβ , (3.6a)
[Eˆαβ , Eˆµν ]− = δανEˆβµ − δαµEˆβν , (3.6b)
[Eˆαβ, Eˆµν ]− = δανEˆβµ + δβµEˆ
α
δ − δαµEˆβν − δβνEˆαµ , (3.6c)
[Eˆαβ, Eˆµν ]− = 0, [Eˆαβ, Eˆµν ]− = 0. (3.6d)
We can treat the bilinears as the classical phase space variables:
ραβ =
(
Eˆαβ
)
W
, (3.7)
ταβ =
(
Eˆαβ
)
W
, τ ∗αβ = −
(
Eˆαβ
)
W
. (3.8)
ρ is a Hermitian matrix and τ is anti-symmetric, so the classical phase-space is made
up of N(N − 1) unique complex variables, and N real variables1. Using the structure
constants from Eq. 3.6, we can derive the TWA equations of motion,
i
d
dt
ραβ =
∂H
∂ρβγ
ραγ − ∂H
∂ργα
ργβ +
∂H
∂τγα
τβγ − ∂H
∂ταγ
τβγ +
∂H
∂τ ∗βγ
τ ∗αγ −
∂H
∂τ ∗γβ
τ ∗αγ (3.9)
i
d
dt
ταβ =
∂H
∂ραγ
τγβ − ∂H
∂ρβγ
τγα +
∂H
∂τ ∗γα
ργβ +
∂H
∂τ ∗βγ
ργα − ∂H
∂τ ∗αγ
ργβ − ∂H
∂τ ∗γβ
ργα, (3.10)
and do TWA for fermions using these classical bilinear variables,
〈Oˆ(t)〉 ≈
∫
dρdτW(ρ, τ)O(ρcl(t), τcl(t)), (3.11)
1Since so(2N) is a compact group, the dynamics are constrained to a compact submanifold, and
so it is possible to represent the phase-space with fewer variables. Here we retain the full phase-space
for simplicity.
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which we will refer to as fTWA. Note that these variables are maximally non-local:
this is the price we pay for representing fermions in a classical phase space. (The idea
of using bilinears is of course more generally applicable and e.g. bosonic bilinears
have for example been used in Ref. [34] as independent degrees of freedom to address
the polaron problem.) Physically the expectation values of operators Eˆ represent
two-point correlators; we can describe these operators in terms of string variables.
There are two types of ends of these strings, given by either creation or annihilation
operators, which can be distinguished by, e.g., assigning inward or outward arrows.
The density operator Eˆαα would, for example, be a loop. The fusion rules encoded in
the commutation relations (3.6), which appear in the equations of motion, represent
collisions of the strings where two strings with opposite arrows touching by their
ends are eliminated and a new string is created. One can represent these collisions
graphically, much like ordinary Feynman-diagrams.
One important way that this is different from the SU(N) case is that we do not
break up the system into different local Hilbert spaces to treat exactly. In fTWA,
the Hilbert space corresponding to any of the fermion variables has dimension 2N ,
which is the entire fermion Hilbert space. Fortunately we do not have to use the 2N
bosons we would need to define the corresponding Schwinger bosons directly in our
numerical simulations, but can instead use the fermionic variables defined above. The
difficulty of using smaller representations is explored in Appendix A.
3.2 Approximate Wigner function
Due to the many constraints on the structure of the density matrix (expressed by
the Casimir operators of the Lie algebra), the exact Wigner function will in general
have negative values. Even apparently simple states, such as Slater determinants, will
have a complicated Wigner function. For the Slater determinant state, its complicated
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structure is apparent from Wick’s theorem which constrains all the moments of the
Wigner function. However, as we already mentioned, within the accuracy of TWA
one can approximate the initial Wigner function with a Gaussian by only constraining
the first and second moments.
Note that on the Gaussian level the Wigner function always factorizes: W (ρ, τ) =
W (ρ)W (τ), because the correlations between ρ and τ must vanish. To be specific
let us consider an initially non-interacting fermion state characterized by the single-
particle density matrix ρ0. Let us choose the basis where ρ0αβ is diagonal: ρ
0
αβ =
(nα−1/2)δαβ and nα is the orbital occupation number. Then the mean and connected
correlations are
〈ραβ〉 = δαβ(nα − 1/2), 〈ταβ〉 = 0,〈
ρ∗αβρµν
〉
c
=
1
2
δαµδβν (nα + nβ − 2nαnβ) , (3.12)
〈τ ∗αβτµν〉c =
1
2
(δαµδβν − δβµδαν) (1 + 2nαnβ − nα − nβ) .
If the initial distribution corresponds to the equilibrium Fermi-sea then the noise
on ρ can be understood as originating from particle hole excitations. Whenever
the Fermi-sea is either full or empty there is no room for these excitations so the
covariance of ρ vanishes. In contrast there is always noise on τ as it represents two-
particle fluctuations, for which there is room in any state.
3.3 Applications
3.3.1 2-channel Model
As a first example, we look at a mixed system of fermions and bosons, such that
the interaction term is linear in fermionic terms; this makes the Weyl symbol of
the Hamiltonian unambiguous. We consider the Hamiltonian representing fermions
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resonantly coupled to a bosonic molecular state:
H =
∑
i
µBb
†
ibi − J
∑
σ<ij>
(
c†σicσj + h.c.
)
+ g
∑
i
(
bic
†
↑ic
†
↓i + h.c.
)
, (3.13)
with bosons satisfying [bi, b
†
j]− = δij and fermions satisfying [cσi, c
†
σ′j]+ = δσσ′δij. This
Hamiltonian describes very well interacting fermions near the Feshbach resonance
(see e.g. Ref. [4]). For large positive (negative) chemical potential the molecular
state can be integrated out (provided that it is not populated) and this Hamiltonian
reduces to the attractive (repulsive) Hubbard model. This model also describes the
BCS-BEC crossover as one gradually tunes µB from a positive to a negative value.
Close to mean-field regimes, where the bosonic field condenses, this model is amenable
to various analytic treatments [4; 3], but far from the mean-field limit and far from
equilibrium it essentially cannot be simulated with existing numerical or analytical
tools.
Note that for this model we can use a subgroup of so(2N): we only include Eˆαβ
where α and β correspond to fermions with the same spin, and Eˆαβ where α and β
correspond to fermions with different spin. The corresponding Weyl Hamiltonian is
H =
∑
i
µBβ
∗
i βi − J
∑
σ<ij>
(
ρσij + ρ
∗
σij
)
+ g
∑
i
(βiτ
∗
ii + β
∗
i τii) . (3.14)
We express this Hamiltonian in terms of the ραβ and ταβ where α and β label the
site component and the spin index. As a first demonstration, we look at a system of
two sites. In Fig. 3·1, we compare exact quantum dynamics to those using classical
equations of motion. The initial quantum state is a vacuum for fermions and a
coherent state for bosons on each of the two sites with a mean number of bosons
of Ni = 9 per site. The Wigner function for the bosons is thus a product of two
Gaussians, W (bi, b
∗
i ) = 2 exp[−2|bi−
√
Ni|2], and the Wigner function of the bilinears
is also approximated by the products of Gaussians according to Eq. (3.12). We
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deliberately choose rather large initial boson occupation number per site to be in the
regime where the method is expected to be nearly exact. We quench to µB = 1 and
g = 1/3, and show the corresponding rise in the average number of fermions.
For the classical dynamics, we show both mean-field (MF) initial conditions (where
we calculate only one classical path, with each classical variable determined by the
average of the corresponding quantum operator) along with the full fTWA (where we
integrate over many different initial condition determined by the Wigner function).
Even though in this example one can naively expect the MF approximation to be
rather accurate it is clear that the fTWA gives far better results, because we include
the correct initial correlations. We even predict the saturation to the correct final
steady state, which agrees with the quantum diagonal ensemble. So in this case the
method does not have typical short time limitations [23]. Qualitatively this can be
understood from the fact that at long times the system goes to a highly excited (and
highly entangled) classical state, where quantum fluctuations are small.
To further demonstrate the method on a larger 2D system, we compare fTWA
results with the exact case on a nine site 3 × 3 lattice with periodic boundary con-
ditions. Here we start in the ground state of the Hamiltonian with µB = 0 and
g = 0, with no bosons and a Fock state of fermions in momentum space filling up the
five lowest energy modes. Note that this is the worst regime for the bosonic TWA,
as TWA approximations generally get better with higher particle number, i.e. the
TWA is a 1/N expansion. Unlike the previous two-site example, there is no obvious
small parameter here. We then ramp the chemical potential and the coupling, with
µB(t) = −10(1−e−(t/τramp)2) and g(t) = 1−e−(t/τramp)2 . By controlling the ramp time,
we control the final diagonal entropy of the state. This allows us to investigate the
accuracy of the fTWA. For large enough τramp, the process would be adiabatic and
we would end up with nearly all fermions converted to bosons, as we are moving deep
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Figure 3·1: Simulation of the quench dynamics for the two-site Hamil-
tonian (3.13) with µB = 1 and g = 1/3. The initial state has no
fermions and a coherent state of bosons on each site with average num-
ber of nine bosons per site. We measure the average number of spin up
fermions. The thick blue line labelled (QM) represents the exact quan-
tum evolution. The mean-field (MF) result is accurate at short times,
but the fTWA result continues to be very accurate at all times, repro-
ducing the final steady state, which is that predicted by the diagonal
ensemble (DE).
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Figure 3·2: Exact quantum dynamics (solid) compared with fTWA
(dashed) for a 3×3 lattice. Panels (a) and (b): average fermionic filling
fraction, with τramp = 10, 20, 40, 80, 160, 320 in units of the coupling J .
Panel (c): the average fermion number for each mode for τramp = 10
(inset matches colors to location on the Fermi-surface).
into the BEC regime. In Fig. 3·2 we show results comparing the average fermion
filling fraction, with τramp ranging from 10 to 320 in units of the coupling J . As the
time period extends, the approximation begins to break down as generally expected
for TWA [23]. Physically this corresponds to the fact that the ground state has
stronger quantum fluctuations. At very slow ramps the approximation even yields
unphysical negative occupation numbers. At the same time the method gives very
accurate predictions at intermediate ramp rates where the majority of the fermions
are converted to bosons such that short time perturbative expansions completely fail.
So while with fTWA we cannot correctly predict the ground state of this model, we
are able to accurately describe both transient dynamics and the steady-state in other
highly non-trivial strongly-correlated regimes. This might make the fTWA ideally
suited to study many body localization in 2D and 3D (see Sec. 3.3.2).
To look closer at the accuracy of the TWA results, we examine the final fermion
occupation at finite times in Fig. 3·3 (where the average 〈O〉t =
∫ 4τramp
2τramp
dtO(t)/2τramp).
The ability for the TWA to accurately determine the final fermion occupation breaks
down as we approach the adiabatic limit. To make this quantitative, we look at the
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Figure 3·3: Exact final fermion occupations for a ramp from µb = 0
to µb = −10 while g goes from 0 to 1.
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Figure 3·4: The relative error of the fTWA on the density shown in
Fig 3·3 for different ramp times.
relative error defined as
er =
√〈(
nf − nTWAf
)2〉
t
/ 〈nf〉t , (3.15)
where nf is the exact quantum result for the fermion occupation and n
TWA
f is the result
of the TWA simulation. The results for different ramp times are shown in Fig. 3·4.
For ramp times up to τramp ∼ 100 the fTWA shows a very small error independent of
ramp time. For even longer times the accuracy suddenly drops dramatically and the
fTWA fails to describe the final state.
Finally, we demonstrate the power of fTWA for a system that cannot be simulated
exactly: in Fig. 3·5, we extend the previous example to a larger 10× 10 system and
analyze the time evolution of the Fermi-surface. In this case, we use τramp = 10, where
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Figure 3·5: Results for the Fermi-surface of a 10 × 10 system with
τramp = 10, at times t/τramp = 0.4 − 1, and the long time limit at
t/τramp = 4. Fermions near the Fermi-surface start converting to bosons
first, but in the end the lowest energy fermions end up being most
likely to convert, resulting in an inverted non-equilibrium final fermion
distribution: the highest energy fermions are too fast to combine and
convert into molecules.
fTWA is expected to be nearly exact, and show snapshots of the Fermi-surface when
it is most volatile, from t/τramp = 0.4− 1, and the long time limit at t/τramp = 4. We
see that the fermions near the Fermi-surface start converting to bosons first, but then
quickly the lowest energy fermions end up being most likely to convert, resulting in
an inverted non-equilibrium final fermion distribution. Physically this unusual final
state indicates that the highest energy fermions are too fast to combine and convert
into molecules. This is consistent with the exact results we see in the 3 × 3 lattice
(Fig. 3·2(c)).
3.3.2 Many Body Localization experiments
We are just beginning to see experiments that probe many-body localized (MBL)
phases of matter, several which do so in fermionic systems [32; 8]. While one can
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use DMRG to simulate the one-dimensional case, we are unaware of any technique to
simulate fermionic MBL in higher dimensions. Since MBL states are highly excited
states at finite energy density, such states are in the regime where we might expect
fTWA to work. To test, we add a local potential to the two-channel model (3.13) of
the form
H∆ =
∑
i
δi (nˆ↑i + nˆ↓i) , (3.16)
where δi is distributed between (−∆,∆). To match with the 1d experimental condi-
tions of [32], we use a pseudo-random potential of the form
δ1di = ∆ cos(2piβi+ φ) (3.17)
for the 1d case, which we generalize to
δ2di,j = ∆(cos(2piβi+ φx) + cos(2piβj + φy))/2 (3.18)
for 2d, with β = 0.721 and φ chosen randomly uniformly between (0, 2pi). In both
cases we run the simulated experiment with 100 different realizations for the potential
and average the results.
We begin with a single fermion in each even site and all odd sites empty in the 1d
case; for 2d we begin by singly occupying all even rows, while the odd rows are empty.
The number of up and down spin fermions is the same, but their initial placement
is random. We begin with no bosons. To check for localization, we keep track of
the imbalance: the difference of the average occupation of the initially occupied even
sites (Ne), to that of the initially unoccupied odd sites (No), normalized:
Imbalance =
Ne −No
Ne +No
. (3.19)
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Figure 3·6: Plots of Imbalance for different disorder strengths in 1d
and 2d. In all cases µB/J = 10 and g/J = 2. We see that the Imbalance
reaches a steady state, indicating the system is in an MBL phase.
Initially this is 1, and if the system completely forgets the initial state, then we would
expect to have equal chance of seeing a fermion on any site, so the imbalance would
go to zero. If localization occurs, then the imbalance will maintain a finite value, and
acts as an order parameter for the MBL phase [32].
In Fig. 3·6, we show results for both 1d and 2d simulations. The 1d results agree
remarkably well with experiments in [32] (although they are simulating the fermionic
Aubry-Andre model, which is the pseudo-random form of the Hubbard model). Note
that the 2d case cannot be simulated with any other method we are aware of. This
opens up the possibility of studying the MBL transition in dimensions greater than
1. Of course there are many open questions, such as how applicable the 2-channel
model is to actual experiments? Or, how the method behaves at very long times,
since the MBL stage should stay localized at infinite times, while classical systems
are not expected to have true localized phases [20].
3.3.3 Fermion expansion
To look at an example with purely fermionic interactions, we look at the expansion
dynamics of fermions in the Hubbard model with long-range and nearest-neighbour
hopping, in both 1 and 2 dimensions. Such a system has been experimentally imple-
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mented in, e.g., [30], and we know of no other effective numerical methods for the 2D
case.
The dynamics are governed by the Hamiltonian
Hˆ = −
∑
ijσ
Jij
(
cˆ†iσ cˆjσ + h.c
)
+ U
∑
i
nˆi↑nˆi↓, (3.20)
where
Jij =
t
|i− j|α . (3.21)
For α →∞, we recover the original Hubbard model with nearest-neighbour interac-
tions.
When we convert this Hamiltonian to a classical one in terms of fTWA variables,
there is ambiguity in how we write the integration term: if we use the full set of
bilinear variables, then we can decompose the interaction into both “superconducting”
variables τ and “density” variables ρ. However, the ρ sector is a subgroup of the
complete group, so we can choose to only use these variables for the present problem
in which we do not expect superconducting considerations to play a role.
Thus the classical (fTWA) Hamiltonian takes the form
H = −
∑
ijσ
Jij (ρiσ,jσ + h.c) + U
∑
i
(ρi↑,i↑ + 1/2) (ρi↓,i↓ + 1/2) . (3.22)
To compare to exact dynamics, we look at a 16 site system at 1/4 filling in 1d with
open boundaries. We initialize the system with the four center sites fully occupied.
We then quench instantly to the final hopping and interaction strength. In all cases
the fTWA will be exact for the non-interacting case (U = 0).
In Figs. 3·7 and 3·8 we compare exact dynamics and fTWA dynamics with nearest-
neighbour and long-range coupling. The fTWA remains qualitatively accurate at late
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times, even with a significant interaction strength of up to U = 3. As expected, the
results are slightly better with long-range interactions since the larger connectivity is
closer to mean field. For the same reason, we expect results to be more accurate in 2
dimensions instead of 1.
QM, α = ∞, U = 0 fTWA, α = ∞, U = 0
QM, α = ∞, U = 1 fTWA, α = ∞, U = 1
QM, α = ∞, U = 2 fTWA, α = ∞, U = 2
QM, α = ∞, U = 3 fTWA, α = ∞, U = 3
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Figure 3·7: Fermion occupation dynamics for exact (left) and fTWA
(right) for a L = 16 site system. Top is for nearest-neighbour coupling
and bottom is for long-range hopping with α = 1. As the interaction
U is increased, the error in the fTWA result grows.
To demonstrate in a regime where exact-diagonalization is impossible, we also
show fTWA results for a 12× 12 2D system in Fig. 3·9. In this case we show density
plots at t/J = 1.5 (6) for nearest-neighbour (long-range α = 1) coupling. As in the
experimental results in [30], when there are no interactions the fermions adopt the
square symmetry of the lattice, while the interaction encourages the fermion cloud to
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Figure 3·8: Profiles of the fermion occupation at times t/J = 0, 2, 4, 8.
Exact is solid and fTWA is dashed. Top is for nearest-neighbour cou-
pling and bottom is for long-range hopping with α = 1.
adopt a circular profile.
3.3.4 SYK model
As another test of fTWA, we look at the SYK model [28],
HˆSY K =
1
(2N)3/2
∑
ijkl
Jij;klcˆ
†
i cˆ
†
j cˆkcˆl, (3.23)
where J are complex, independent Gaussian random numbers with zero mean, but
with the constraints
Jij;kl = −Jij;lk = −Jji;kl (3.24)
Jij;kl = J
∗
kl;ij. (3.25)
As in the Hubbard model, we can choose to use only the smaller U(N) group of
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Figure 3·9: Density plots of fTWA data for a 12 × 12 system,
with nearest-neighbour and long-range couplings at different interac-
tion strengths. The nearest-neighbour (long-range α = 1) results are
time slices at t/J = 1.5 (6).
ρ variables, and so rewrite the Hamiltonian as
Hˆ =
1
(2N)3/2
∑
ijkl
Jij;kl
(
−cˆ†i cˆkcˆ†j cˆl + δjkcˆ†i cˆl
)
. (3.26)
Unlike in the Hubbard model, the two density operators do not necessarily commute,
and so we need to be more careful in determining the Weyl symbol of the Hamiltonian.
We can employ the Bopp operators for the ρ, which are (including only up to
single derivative terms)
ρik +
1
2
ρil
∂
∂ρkl
− 1
2
ρjk
∂
∂ρji
+
1
2
τkγ
(
∂
∂τγi
− ∂
∂τiγ
)
+
1
2
τ ∗iγ
(
∂
∂τ ∗kγ
− ∂
∂τγk
)
, (3.27)
so
cˆ†i cˆkcˆ
†
j cˆl 7→
(
ρik + δik/2 +
1
2
ρil
∂
∂ρkl
− 1
2
ρjk
∂
∂ρji
)
(ρjl + δjl/2) (3.28)
7→ (ρik + δik/2) (ρjl + δjl/2) + 1
2
δjkρil − 1
2
δilρjk, (3.29)
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and so the Weyl symbol for the Hamiltonian in this case is
Hρ =
1
(2N)3/2
∑
ijkl
Jij;kl
(
− ((ρik + δik/2) (ρjl + δjl/2) (3.30)
+
1
2
δjkρil − 1
2
δilρjk) + δjk(ρil + δil/2)
)
(3.31)
=
1
(2N)3/2
∑
ijkl
Jij;kl
(
− (ρik + δik/2) (ρjl + δjl/2) (3.32)
+
1
2
δjkρil +
1
2
δilρjk + δjkδil/2
)
(3.33)
However, we could also map the Hamiltonian to a Weyl symbol in terms of super-
conducting variables τ . They have Bopp operators
−→
τ ∗αβ = τ
∗
αβ +
1
2
τ ∗γβ
∂
∂ργα
+
1
2
τ ∗αγ
∂
∂ργβ
+
1
2
ρβγ
(
∂
∂τγα
− ∂
∂ταγ
)
+
1
2
ραγ
(
∂
∂τβγ
− ∂
∂τγβ
)
, (3.34)
so
cˆ†i cˆ
†
j cˆkcˆl 7→
(
τ ∗ji +
1
2
ρjγ
(
∂
∂τγi
− ∂
∂τiγ
)
+
1
2
ρiγ
(
∂
∂τjγ
− ∂
∂τγj
))
τkl (3.35)
7→ τ ∗jiτkl +
1
2
ρjkδil − 1
2
ρjlδik +
1
2
ρilδkj − 1
2
ρikδjl, (3.36)
so we have Weyl Hamiltonian
Hτ =
1
(2N)3/2
∑
ijkl
Jij;kl
(
τ ∗jiτkl +
1
2
ρjkδil − 1
2
ρjlδik +
1
2
ρilδkj − 1
2
ρikδjl
)
. (3.37)
In this case, we have to use the entire SO(2N) group for the dynamics, i.e. both ρ
and τ variables2.
2How can it be possible to have different Weyl symbols when the Weyl transform is supposed to
be unique? The answer is that the difference is not due to the Weyl map, but a choice of Schwinger
boson representation before the transform is applied. There are multiple ways to write HSYK as a
quartic term in terms of the 2N boson operators. (There is also a way to write it quadratic in these
operators, but that cannot be then mapped to a generator of SO(2N).)
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Alternatively, it might seem most general to decide to use a Hamiltonian made
up equally of both options:
H+ = (Hρ +Hτ )/2. (3.38)
We will study all three options for the SYK model.
In Fig. 3·10, we plot the dynamics for three different SYK systems, in each
comparing the dynamics generated by Hρ, Hτ , and H+. We start with a some sites
filled and some empty, and compare the total density in the initially full vs initially
empty sites. It appears to be the case that the superconducting τ variables are the
best variables to use to represent the Hamiltonian. At this time we are not aware of
why this is the case.
While the fact that the SYK model is fully-connected might lead one to think that
it is simply classical, that fact that the mean-field results are so inaccurate indicates
that its behaviour is quantum. That the results are captured so well by fTWA (with
the correct variable choice) reinforces that fTWA is not merely the classical limit, but
goes beyond and captures quantum behaviour.
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Figure 3·10: We compare the dynamics generated by Hρ, Hτ , and H+
with exact quantum dynamics for three SYK systems. Each system is a
particular instantiation of random couplings. We look at the dynamics
of the total density in initially filled and initially empty sites. We show
results for three different system sizes and two different filling fractions.
We also compare the fTWA result to mean-field initial conditions, i.e.
a single classical path, which is equivalent to using a Wigner function
that is a delta function. In all cases, the dynamics generated by the
classical Hamiltonian Hτ are the most accurate.
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Chapter 4
Conclusions
In conclusion, we have introduced several new phase-space techniques to numerically
simulate many-body quantum systems. We began by introducing the standard “flat”
formulation of phase-space and the Truncated Wigner Approximation (TWA), and
noting its limitations in Chapter 1.
In Chapter 2, we explained that by increasing the phase space and introducing
new (hidden) degrees of freedom one can partially account for local quantum fluctu-
ations and significantly improve the accuracy of the semiclassical description of the
dynamics, especially for strongly interacting systems. We demonstrated this by com-
paring TWA to the exact dynamics of strongly interacting coupled spin-1 systems,
and then applied the method to Bose-Hubbard optical lattice experiments. We then
studied a system that manifests MBL by linearizing local clusters of sites. We showed
that the improvement of the TWA with clustering appears to be related to the MBL
transition.
In Chapter 3, we presented a semiclassical phase-space method to simulate dynam-
ics of interacting fermions by constructing a phas-space out of all fermionic bilinears,
fTWA. By comparing to exact results in the 2-channel model, we showed that not
only does the method improve dynamics close to the mean field limit, but it also accu-
rately described dynamics in strongly correlated regimes as long as the system is not
too close to the ground state. We thus were able to use fTWA to simulate fermionic
experiments that exhibit MBL, and also fermionic expansion experiments, as both
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are systems far from the ground state. We also showed fTWA simulations of the SYK
model, where we saw the importance of the choice of classical variable, but also that
with the correct variable choice fTWA can capture truly quantum behaviour.
Overall, these expanded phase-space tools demonstrate that TWA can be an accu-
rate and efficient simulation technique for many-body quantum dynamics in regimes
where other techniques do not work. The techniques to linearize local interactions
allow TWA to be successful in the strongly interacting regime where perturbative
methods fail. Since TWA should only get more accurate in higher dimensions, these
techniques are uniquely capable of simulating cold-gas lattice experiments in dimen-
sions greater than 1, where DMRG is so far unsuccessful.
Moving forward, these techniques have great potential for future work. In this
work, while SU(N) TWA was theoretically shown to work for any N , only examples
with N = 3 were examined in detail. How the accuracy of the method would change
for larger N , especially in the large N limit, is unclear.
For the cluster expansion, the connection to MBL was numerically hinted at, but
more work needs to be done to more concretely make the connection. Does the effect
of clustering on TWA accuracy tell us something interesting about MBL, and its
classical limit? Once the MBL connection is better understood, one can perhaps use
cluster SU(N) TWA to draw conclusions about the MBL transition in 2D systems.
For the fTWA, more work must be done to understand the effect of the variable
choice in fermion interactions. Why does using superconducting variables dramati-
cally improve the accuracy of simulating the SYK model? Does this tell us something
interesting about the quantum features of the SYK model?
Finally, while not alluded to in the text, it is possible to combine linearizing the
Hamiltonian with SU(N) TWA and fTWA, by using Schwinger boson-like construc-
tions mixing both boson and fermion operators. Using this technology, one can lin-
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earize local interactions and do cluster expansions on fermionic systems. This would
be a powerful tool to investigate the dynamics of strongly interacting fermions, which
continues to be an important subject across diverse fields of physics and quantum
chemistry.
66
Appendix A
Initial Conditions in fTWA
In the case of SU(N) TWA, we are always dealing with a reasonable sized local
Hilbert space of dimension N that we are representing with classical variables. We
always have the option of using the N bosons that make up the Schwinger boson rep-
resentation as our classical variables, instead of the N2−1 SU(N) classical variables.
In the fTWA case, we have a different scenario, in that the actual Hilbert space
dimension of any bilinear variable bust be 2N , where N here is the number of fermion
types. We certainly do not want to numerically deal with the 2N bosons as classical
variables!
Like with SU(2) spin, we might try to use a smaller faithful representation of
the group; in the case of SO(2N), this would be 2N -dimensional. However, it is
unclear what the form of even simple states would take in the bosonic Hilbert space.
Even so, we could try to use Gaussians in the boson variables as the approximate
Wigner function, and determine the means and covariance matrix such that we again
produce correct expectation values for the bilinear fermion variables and quadratic
fermion combinations.
As a simple example, let’s stick to the U(N) subgroup of SO(2N), i.e. only
using variables a†iaj. The fundamental representation of the U(N) generator is N -
dimensional matrices
[Eˆαβ ]ij = δαiδβj. (A.1)
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Thus the bosonic form of the variable is
(Eˆαβ )W = α
∗
ααβ − δαβ/2. (A.2)
We will look at a two fermion system, and attempt to reproduce the initial state
|1, 0〉, i.e. one fermion of type 1 and 0 fermions of type 2. The expectation values of
the bilinear fermion operators in this initial state are
〈Eˆ12〉 = 0 = 〈α∗1α2〉 (A.3)
〈Eˆ11〉 = 1/2 = 〈α∗1α1 − 1/2〉 (A.4)
〈Eˆ22〉 = −1/2 = 〈α∗2α2 − 1/2〉 , (A.5)
so
〈α∗1α2〉 = 0, 〈α∗1α1〉 = 1, and 〈α∗2α2〉 = 0. (A.6)
The expectation values of the correlators are
〈Eˆ12Eˆ21〉 = 1 = 〈
1
2
α1 (α1)
∗ + α2α1 (α1) ∗ (α2) ∗ − 1
2
α2 (α2)
∗ − 1
4
〉 (A.7)
〈Eˆ21Eˆ12〉 = 0 = 〈−
1
2
α1 (α1)
∗ + α2α1 (α1) ∗ (α2) ∗ +
1
2
α2 (α2)
∗ − 1
4
〉 (A.8)
〈Eˆ11Eˆ11〉 = 1/4 = 〈α21 ((α1) ∗) 2 − α1 (α1) ∗〉 (A.9)
〈Eˆ22Eˆ22〉 = 1/4 = 〈α22(α∗2)2 − α2α∗2〉 . (A.10)
From either Eq. A.7 or A.8, we know that
〈α∗2α∗1α1α2〉 =
3
4
. (A.11)
Since we are using Gaussian’s as the approximate Wigner functions for the boson
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variables, we can use Wick’s theorem:
〈α∗2α∗1α1α2〉 = 〈α∗2α1〉 〈α∗1α2〉+ 〈α∗1α1〉 〈α∗2α2〉 − µ∗2µ∗1µ1µ2. (A.12)
But from Eq. (A.6), we know the covariance terms multiply to zero, and the mean
term is positive definite, so we cannot satisfy Eq. (A.11).
This does not necessarily mean that the N -dimensional U(N) Schwinger boson
representation is invalid, but it does show that using an approximate Wigner function
made from Gaussians in the boson variables will not be a very good approximation
of the true Wigner function.
However, we can attempt to use the N -dimensional mapping to define an approx-
imate Wigner function in terms of Gaussians in the bilinear variables. This will be
different than the scheme used in the text, as in that scheme we would match
〈EˆijEˆji + Eˆji Eˆij〉 /2 = 〈|ρij|2〉 , (A.13)
while if we explicitly choose the N -dimensional boson representation we find that
〈EˆijEˆji + Eˆji Eˆij〉 /2 = 〈|ρij|2 − 1/4〉 , (A.14)
thus in this new scheme we have more initial quantum noise. To compare the initial
conditions, we look again at the fermion expansion example from Sec. 3.3.3. We plot
the dynamics of the occupation of the different sites, comparing the two schemes for
initial conditions against the exact result; in Fig. A·1 (A·2) we show the results for
nearest-neighbour (long-range α = 1) hopping, and in Fig. A·3 we compare the error
of the two methods. It seems that the additional noise required by the N -dimensional
boson scheme adds additional error to the fTWA.
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Figure A·1: Fermion expansion in the Hubbard model with nearest-
neighbour hopping. Comparison of the initial conditions used in the
main text (dotted) with the N boson initial conditions with additional
noise (dashed). The exact result is also shown (solid).
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Figure A·2: Same as Fig. A·1, but with long-range hopping with
α = 1. With larger connectivity, the fTWA is quite accurate in the
U = 1 case for the original fTWA sampling scheme, while the additional
noise of the N boson scheme degrades the TWA accuracy.
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Figure A·3: Comparing the sum of the absolute error on all modes
for the two sampling schemes. The original fTWA is dotted, while the
N boson scheme with extra noise is dashed. While in some cases the
error is similar, there are times when the new scheme is clearly much
less accurate. (The error in the U = 0 case is due purely to numerical
integration of the approximate Wigner functions.)
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