Abstract-Smart Homes and Smart Environments are classically centrally organized and utilize methods from machine learning and artificial intelligence. In recent years, continuous progress has been made and the technology has reached a level where the deployment becomes feasible on a larger scale and in everyday settings, raising the question where the central system should be deployed. In this paper, we propose the use of existing entertainment systems as the Smart Home controller. In a case study we examine the performance of the multi-core Cell processor of the Sony PlayStation 3 for training artificial feed forward neural networks using specifically adapted parallel training strategies. The evaluation of these strategies shows a gain in speed of up to 6.6 over a sequential implementation on a single processing element of the Cell. Based on these findings and related work we suggest that home entertainment systems should be considered as possible powerful, deployment platforms for future Smart Home systems.
I. INTRODUCTION
Smart homes aim to create an environment for their inhabitants that improves comfort and productivity. The state of the home is thereby recognized and changed using sensors and actuators which are controlled by the home gateway. The traditional Smart Home is implemented using a centralized architecture in which this home gateway/controller is the central decision point. Hence, the system on which control, detection and intelligent algorithms reside. The progress of research in the Smart Home domain has advanced this technology to a point where it can leave the test beds and be deployed in real home environments.
In this context, the question arises where such a central Smart Home system could be located and how this system should be designed in order to cope with more complex algorithms, e.g. for activity recognition of residents [16] , [8] . While cloud computing based solutions would offer enough processing resources to facilitate even the most complex algorithms this would probably be controversial with respect to user privacy. On the other hand, the employment of smartphones could work around this issue but lead to problems regarding computing speed and availability. Thus, a system that is permanently available and offers enough computing power would be preferable.
We believe that home entertainment systems can provide such a platform. These systems are widespread, always activated or in standby. They provide a stable development base and are usually interconnected with the local network in the user's home. These systems are further outfitted with general purpose interfaces using which Smart Home sensors and actuators could be accessed. As these systems are designed to deliver a high quality immersive gaming experience they are also typically outfitted with powerful processing units. While the possibility of developing applications for these systems was restricted in previous system generations, for all of the three major systems (Nintendo Wii, Microsoft Xbox 360 and Sony PlayStation 3) there currently exist solutions to develop and deploy custom applications.
In this paper, we give a brief overview over these major home entertainments systems. We further report from a case study for the Cell processor which is embedded into the PlayStation 3 and which potentially offers the highest computing performance. In this case study we demonstrate how artificial neural network training speed can be improved by developing a specifically adapted version for this CPU. We continue with a discussion of the achieved performance of the presented neural network simulator, the related work and the expected performance and eligibility of the other two consoles. We conclude the paper with the suggestion that the inclusion of entertainment systems in future Smart Home architectures could be a worthy approach.
II. HOME ENTERTAINMENT SYSTEMS
The development of home entertainment systems and especially game consoles has reached its seventh generation today. Compared to the first generations which were introduced between 1970 and 1980 there has been a consolidation in the number of available systems (from around 10 to three) and a strong growth in distribution (from ca. 10 to 180 million sold units).
The three major systems which are dominating the markets today are the Nintendo Wii, the Microsoft Xbox 360 and the Sony PlayStation 3 (PS3). Apart from the Wii which gained it's high sales numbers mostly due to a novel user interface concept, the two other systems both offered a better price to computing power ratio than PC systems when they were released [18] . For instance, the theoretical peak performance of the PlayStation 3's Cell CPU of 204.8 giga floating operations per second (GFlops) is still nearly the double of the peak performance of a recent Intel Core i7-970 (94.0GFlops). This is also supported by studies in which the recent gaming systems were employed in order to build a cheap high performance cluster [7] or to improve calculation speed of complex computational tasks [18] . Further developments that could make these systems interesting for Smart Home environments are advances regarding network connectivity, availability of developer tools and low level system access, as well as accessibility of interfaces like USB to connect arbitrary hardware. In the following, a brief overview of the Wii and the Xbox 360 is given in respect to those attributes. For the PlayStation 3 more details are provided in order to understand the performed case study. A summary on all three systems is given in table I. 
A. Nintendo Wii
The Nintendo Wii, introduced in 2006, seems significantly underpowered compared to it's competitors. However, a year after it's release it became the market leader of its console generation. Until today around 85 million units have been sold. The Wii has 24MB of main RAM, 512MB flash memory, an IBM PowerPC based CPU running at 730MHz, an ATI graphics processing unit (GPU) running at 243MHz with 3MB internal and 64MB shared memory and an integrated 802.11b/g wireless LAN device. The Wii has an additional ARM11 SoC which is also running at 243MHz and handles I/O, security and boot up of the system. Further integrated hardware components are a Bluetooth transceiver, a SD card memory bay, two USB2.0 connectors, and a DVD ROM. As official resources about the hardware specifications and performance are sparse, the theoretical peak performance of the Wii can be only roughly estimated to around 2.9GFlops 1 .
Developing and deploying applications for the Wii requires the installation of an unofficial application called home brew channel for which a development kit is available 2 . Applications developed with the WiiBrew development kit can access all devices, periphery, network and attached input devices (Wiimotes, Balance Board, etc.). Thus, also the communication with USB based devices, e.g. IEEE 802.15.4, to read out sensors and actuators from the Smart Home environment would be possible.
B. Microsoft Xbox 360
The Xbox 360 by Microsoft was introduced in 2005 and was sold 50 million times until December 2010. The Xbox 360 is based on a specially designed 3.2 GHz PowerPC Tri-Core Xenon processor which is tightly coupled to a 500MHz ATI Xenos GPU [6] . The theoretical peak performance has been estimated to 115.2GFlops [18] . Depending on the model the system features up to five USB slot, an Ethernet jack, and a DVD drive. An additional wireless LAN USB device is available. Development for Xbox 360 is officially supported by Microsoft through the XNA framework. The application deployment can be realized using the Xbox LIVE Marketplace. Previously, this was only accessible by game development companies, but it was changed with the "XNA Creators Club" in which even hobbyists may upload and distribute their games to the Xbox community, if they agree to a $99 per year charge (a free academic license is available) 3 . Alternatively, there exists also a home brew community for the Xbox which provides unofficial software to allow arbitrary development for the platform.
C. PlayStation 3
The PlayStation 3 was released in 2006. Since then it has been sold 47.5 million times worldwide. It features a modified version of the IBM Cell processor which runs at 3.2 GHz and a Nvidia GPU running at 550MHz with 256MB GDDR3-VRAM. The system RAM is 256MB. The system is further outfitted with a Blu-ray Disc player, up to 4 USB2.0 slots, a Bluetooth 2.0 transceiver, gigabit Ethernet and WiFi networking. Some versions also have integrated flash card readers. The system performance of the Cell processor in the PS3 provides a theoretical peak performance of 204.8GFlops making this system the most powerful of all three consoles. However, the special architecture of the processor requires programming paradigms which are quite different from general purpose processor development.
With the first release of the system, Sony has encouraged the optional use of an "Other OS" i.e. the use of a different operating system in parallel to the standard entertainment system firmware. As the Linux kernel supports the Cell, Linux is typically run as "Other OS". While in the Linux system all interfaces can be accessed normally, direct access to the GPU is denied using a hardware security mechanism. This restricts the computing potential of the "Other OS" as the GPU could complement the Cell's processing power. Nevertheless, the "Other OS" functionality has enabled users to create powerful parallel applications for the PS3, e.g. a cheap supercomputer cluster build from PS3s [7] . The development for the PS3 is simplified through a special Cell SDK which was created by IBM and which provides a tool chain and libraries [7] , [20] .
Despite these developments, Sony has recently removed the "Other OS" functionality and there are currently multiple law suits filed related to the removal. Hence, to develop software for the PS3 it is currently necessary to use the unofficial home brew software or to use an old firmware. The home brew software is also based on Linux and provides full access to eight of the originally nine cores of the Cell processor and to the graphics driver hardware.
Due to the strong potential of the PS3 for Smart Home environments, especially in respect to processing power, we have conducted a case study for accelerating training of artificial neural networks (ANNs) on the Cell processor. Neural network training or similar algorithms are regularly encountered in Smart Home architectures [1] , [14] . Additionally, training neural networks may become very expensive in terms of computation time, for instance when using large networks, datasets or when employing a heuristic wrapper based feature selection. To provide a basis for understanding the implementation we will now briefly introduce the Cell's architecture. The Cell's architecture is shown in fig.1 . It is composed of nine processing elements of two different types. The two elements are the PowerPC processing element (PPE) and the synergistic processing element (SPE). While there are 8 SPE cores and 1 PPE core incorporated into the Cell, only six of the eight SPEs can be utilized in the PS3 when using the "Other OS" functionality.
The PPE is a general-purpose PowerPC architecture compatible 64-bit RISC processor. The PPE incorporates a vector/SIMD 4 extension called AltiVec which implements 32 128-bit vector registers and a mature vector instruction set. The task of the PPE is running the operating system and managing the SPEs.
The SPE is a 32-bit vector/SIMD processor using its own machine language optimized for data-rich operations. It does not have direct access to the main memory, instead it is provided with its own small local memory of 256KB called local store (LS). The SPE can transfer data in-between LS and main memory parallel to the execution of program code (DMA transfer). The maximum amount of data for one DMA transfer is 16 KB.
PPE and the SPEs are connected through a high bandwidth bus (EIB). Access to main memory is provided by the memory interface controller (MIC). It is further possible to connect two Cell processors together using the Cell Broadband Engine Interface (BEI).
III. IMPROVING TRAINING SPEED OF NEURAL NETWORKS A. Selecting parameters for fast neural network training
The authors of [5] provide a comparison of the most commonly used feed forward connected artificial neural network (ANN) training algorithms on some of the datasets from the UCI Machine Learning Repository. An algorithm which nearly always converges to a low error in minimal time is the Levenberg-Marquardt algorithm (LM) [15] . However, this algorithm has a memory requirement of T × N where T is the number of patterns and N is the number of weights. Considering the architecture of the Cell processor, on the distributed processing elements there is only limited memory 4 Single Instruction Multiple Data available. Hence, selecting an algorithm which converges fast but requires only limited memory is preferable. Therefore the resilient back propagation learning algorithm (RP) [10] was selected for implementation. This algorithm only needs fourfold the space of the original back propagation (BP) algorithm. Further optimizations were the implementation of the improved hyperbolic tangent activation function (tanh2) and the Nguyen-Widrow weight initialization. A detailed description of their implementation can be found in [11] .
B. Parallelization of neural networks
In [21] , four parallelization strategies for ANNs were described: training session parallelism, exemplar parallelism, node parallelism and weight parallelism.
In training session parallelism several neural networks with different configurations (e.g. node count, layer count, learning rate, weight initialization, etc.) are trained independently on different processing elements (PEs). Finally, the best performing network is selected.
In exemplar parallelism the training set is distributed across the processing elements. Then each of these PEs trains an identical neural network on this subset of the training data. After these patterns have been processed the PEs transfer their weight change averages to a central sink which adapts the ANN weights and sends them back to the PEs for the next training iteration.
Node parallelism exploits the parallelism in the structure of the neural network. Hence, neural network nodes of a layer are distributed across the processing elements. As the number of nodes in a network may outnumber the available processing elements several nodes may be allocated to a single processing element. Depending on the capabilities of the processing elements distributing multiple nodes to the processing elements should also be considered in order to reduce the number of messages necessary for synchronization.
In weight parallelism the input signals to the neurons on the next layer are calculated in parallel on the processing elements. Hence, the weighting of the outputs of the previous layer is parallelized. The summation is then realized using an appropriate communication scheme. This approach is probably most useful for an array of a large number of PEs with reduced capabilities and high speed interconnections.
In [9] , these four methods were evaluated on a cluster with 32 computers. Based on their reports we selected node and exemplar parallelism for implementation on the Cell. While training session parallelism is an interesting strategy it is no specific study of a parallel algorithm for neural network training. On the other hand, weight parallelism seems much to fine grained and would probably need to many synchronization messages to allow an efficient implementation. While node parallelism also needs a considerable larger amount of messages between processing elements (PE) than exemplar parallelism, it is expected that the efficient ring communication bus of the Cell reduces latency and makes this a worthy parallelization candidate.
As it has been shown that ANNs with one hidden layer can approximate arbitrarily well any functional continuous mapping if the number of hidden nodes is large enough [2] we will further only regard parallelization of ANNs with two layers of weights i.e. three layer of nodes.
a) Node parallelism (NP):
The basic NP allocates every single neuron to a node of the cluster i.e. every cluster node computes a single activation function. Due to inefficiency of the basic approach (similar to weight parallelism a large number of messages is generated) a number of neurons of the same layer is usually mapped to one processing element along with the associated connection weights of the neuron. Hence, processing elements also multiply their input values by the corresponding connections weights and sum them together. NP with a tree based broadcast method in a cluster computer, as reported in [9] , needs the following number of messages for one presentation of all dataset rows to the network and the corresponding weight adaptation (epoch):
In this formula L represents the number of ANN layers (including input and output layer), P is the number of processing nodes and T is the number of training patterns. The formula represents the following process: a central control PE distributes the error vector to the processing elements and, after updating and computing, the PEs sending their error contribution back to the control PE.
b) Exemplar parallelism (EP):
In EP the training set is distributed across PEs with identical ANNs, i.e. identical weight matrices and topology. In contrast to NP, the ANN connection weights are not adapted after presentation of each dataset row (online/incremental training) but after presentation of all rows of the dataset to the network (offline/batch training) [2] . Typically, this is realized as follows: for each dataset row which is propagated through the network, i.e. classified, the calculated error gradients are stored and accumulated in special weight change matrices. After each epoch the weight change matrices of all processing elements are transferred to the control PE where they are averaged and used to adapt the original weight matrices (training). These are then transferred back to the other PEs in order to replace the previous weight matrices so that all processing elements train identical networks. Hence, we can deduce the following formula for the number of messages for EP.
As stated before, the number of messages necessary for the training compared to NP is considerably smaller as there are only two broadcast messages per processing element necessary per epoch.
IV. IMPLEMENTATION
The implementation was realized in three steps: development of a sequential algorithm on the PowerPC processing element of the Cell processor, replacement of the sequential instructions by single instruction multiple data vector instructions (SIMD/AltiVec) and distribution of the SIMD code over the processing elements. While the description of the sequential algorithm is omitted, we have described the conversion of sequential instructions to SIMD instructions (SIMDization) and the implementation of the two parallelization approaches.
A. SIMDization
In this step all computations in the sequential algorithm were modified to support four operands of the 32-bit float type at once by issuing the corresponding 128-bit AltiVec/SIMD operations. To allow an efficient use of the SIMD instructions, it was necessary to adapt the layout of the data so that the operands were stored in consecutive order. For this reason the weight matrices were transposed into a row-major order, i.e. matrices were stored row wise in memory. Among other modifications special effort was put into the weight update in the backpropagation phase of the training. As the network topology was defined to be a feedforward neural network with two layers of weights, the backpropagation routine is also realized in two steps, one for each layer of weights. In the first part of the routine the gradients for the weights between hidden and output layer are summed together and the delta values are computed. In the second part the gradients for the weights between input node and hidden node layer are accumulated. Besides the implicit speed up due to the use of the SIMD instructions (four instructions are processed at once) it is also noteworthy that the number of branches compared to the scalar implementation is reduced by a factor of 16.
B. Node parallelism
NP was realized as depicted in figure 2 . In contrast to the NP implementation described in [9] , in this implementation the associated connection weights were also distributed. Hence, in an ANN with a single hidden layer of neurons these are the connection weights from input to hidden and from hidden to output layer. The number of messages of this approach is given in formula 3. Please note that one-time data movements, i.e. steps 1a-2b in figure 2 , have been omitted.
In this equation B loads = #Dataset rows B size + 1 describes the number of transfers necessary for the assigned dataset rows from RAM to each SPE P, until the Buffer of B size = #Dataset rows 0.5 * f reespace is filled. Multiple transfers may be necessary as the maximal DMA transfer size is restricted to 16KB.
The T * 3 * P part of the equation represents the learning phase. Hence, this includes the transfer of the partial results with the associated mean squared error (MSE) as shown in figure 2, step 2f. It further includes a continue or termination signal from the PPE (fig. 2, step 1g or 1h, respectively) . If a continue signals has been received the summed up partial values of the output nodes for every dataset row are gathered ( fig. 2, step 2g) .
Finally, the optional part (+P) describes the sending of the partial weight matrices from all SPEs back to RAM if one of the termination conditions is triggered (MSE or defined number of epochs reached). the PPE (power processing element of the Cell), the RAM (main RAM of the Cell) and each SPE (each participating synergistic processing element of the Cell with its own private memory). All each SPE objects execute the same code although operating on different connection weights and neurons.
C. Exemplar parallelism
EP was implemented as shown in figure 3 . The number of messages of this approach is given in the following formula. Please note that one-time data movements, i.e. steps 1a-1c in fig.3 , have been omitted.
As before, P described the number of processing elements which are used (excluding the PPE). Hence, the first P corresponds to the retrieval of the updated weight matrices ( fig.3,  2b) . As in the previous equation B loads denotes the transfer of the current weight matrices and double buffering. The 2 * P of the equation denote the transfer of the accumulated gradients and training set errors ( fig.3, 2f) and the termination or continue notification sent by the PPE. Differences to formula 2 result from the double buffering and the notification signal at the end of the transfer.
V. EVALUATION
For the evaluation of the parallelization modes we define the speed up S(P) =
T (1)
T (P) where T (1) is the computation time with a single thread and T (P) is the time needed using P threads. For both parallelization strategies speed up vs. dataset 
A. Evaluation of node parallelism on the Cell
For network scaling vs. speed up the following network topologies were evaluated: N = 12, 25, 37, 50, 62, 75, 87, 100, 150, 200, 250, 300. For each of the evaluated topologies the dataset size was 1000 rows. The corresponding performance curve is shown in the upper chart in fig. 4 .
We found that the NP-4 (node parallelism utilizing 4 synergistic processing elements and the PPE) with N = 200 delivers the best speed up of 1.34. Due to memory restrictions on the SPE nodes the size of networks that could be tested was restricted, e.g. using only 2 SPEs the maximal network size that could be simulated was N = 120, while NP-16 allowed the evaluation of a network of N = 300. While it could be expected that NP would not outperform EP (see next section), the current implementation of this parallelization strategy is not satisfying and worse than expected. Despite the fast hardware interconnections on this architecture, the number of computations necessary, even with the largest network, did For scaling dataset size vs. speed up (N = 87) the best speed up achieved was 1.2 with 2 SPEs (fig. 4, lower chart) . Only a marginal correlation between speed up and size of the dataset was found.
B. Evaluation of exemplar parallelism on the Cell
Top speed up for network size scaling ( fig. 5 , above) was 3.4 using EP-8 (exemplar parallelism utilizing 8 synergistic processing elements and the PPE) with a network size of N = 100. EP can provide a considerable speed up for network size scaling. However, due to fact that the network weight adaption and gradient summation is based on the PPE probably some of the performance gained over single SPE mode is lost. Another limitation is that network size cannot be increased further with the current implementation.
Exemplar parallelism yields a good speed up when scaling dataset size ( fig. 5, below) . Top speed up was 6.6 over the single SPE mode for a network size of N = 87 and a dataset size of 20000 using 16 SPEs. As reported by [9] , EP exhibits network size is shown. Evaluated network sizes were 12, 25, 37, 50, 62, 75, 87 and 100. Not all network sizes compared to NP could be tested due to memory limitations. In the lower figure the speed up of EP vs. dataset size scaling is depicted. Evaluated dataset sizes were 100, 500, 1000, 2500, 5000, 10000, 15000 and 20000 with a network size was set to 87. a strong correlation between performance and dataset size. However, while their limiting factor is communication time this is not the limitation here. In fact, the time needed for DMA transfers is much smaller than the time the SPEs must wait until the PPE has adapted the weight matrices.
VI. DISCUSSION AND RELATED WORK
This paper is based on the vision of using existing home entertainment systems as central controllers for Smart Home installations. Entertainment systems are usually switched on or in standby mode and have powerful processors to support even complex machine learning algorithms. To show the potential of this idea we have described the three dominating systems on the market today. We have further conducted a case study on an IBM dual Cell blade which incorporates the same processor as the Sony PlayStation 3. In this case study we have described and implemented two of four parallelization strategies for ANN training on this processor.
While both strategies show a noticeable speed up compared to a sequential implementation, the gained performance due to exemplar parallelism (EP) is greater than for node parallelism (NP). For EP on the other hand the coordinating power processing element (PPE) was identified as a bottleneck. This could be improved by shifting the gradient summation from the PPE to a SPE. Further improvements would be the employment of 16 bit fixed point values. This would allow a doubling of the execution speed for SIMD as more values could be processed in a single SIMD instruction (4 with 32 bit floats vs. 8 when using 16 bit values). This could further enable the training of larger networks.
Additionally, it is emphasized that the two parallelization strategies utilize different training schemes. While node parallelism employs an incremental training, in which the ANN's weights are updated after the presentation of each pattern, exemplar parallelism employs batch or offline training in which the networks' weights are adapted after the presentation of a set of patterns. The size of the set is thereby determined by the number of used processing elements and the number of overall patterns. According to [2] , incremental training may be more efficient for highly redundant data and can escape local minima. On the other hand, batch learning is known to create ANN classifiers with better generalization properties [3] . Bishop [2] , also states that the advantages of incremental training over batch training may be reduced if the weight adaptation is done more frequently and not only after presenting the complete set of training patterns to the network.
In the presented EP implementation this is the case as the complete training dataset is distributed across the processing elements and weight changes are computed on these subsets of the training data. The update frequency could be further increased, e.g. by requiring the weight update after a customizable number of patterns. However, this should be considered carefully as it will increase the number of synchronization messages and thus, will reduce speed up.
In summary, it was found that the worst cases for both parallelization strategies here are similar to [9] . For EP this worst case is a small dataset and a large network, while for NP the worst case is a small network and a large dataset. As a general rule for this implementation we suggest to use EP as long as the network size allows it, otherwise NP should be employed.
The potential of the Cell for machine learning, was also investigated by other researchers. The authors of [12] could show a 55x speed up of the training of spiking neural networks for image recognition over a serial implementation on the PPE. In [13] , researchers showed that the distributed calculation of a correlation matrix gives a speed up of up to 4.5 for 8 SPEs for large matrices (2000x2000). In [19] , the authors presented a parallel implementation of a Kohonen SOM on a single PS3 and a cluster of PS3s. For the experiments based on a single PS3 they reported a speed up of ca. 6 when using 6 SPEs. They further observed a slight dependence of speed up and Kohonen map size.
Based on these positive results we consider the PS3 a worthy platform for use as a Smart Home controller. However, researchers interested in evaluating this system for their Smart Home architecture should currently use an old firmware version in order to use the "Other OS" functionality or use home brew software channels. Additionally, the employment of home brew software could yield further performance improvements as the graphics processing unit (GPU) can be directly accessed.
While the Wii input devices and Wii console have been used for scientific research in the past [17] , the low performance and the lack of official support by the manufacturer may not generally suggest it's use as a Smart Home controller. However, the console can be programmed using unofficial development kits which provide full hardware access. Hence, using the most wide spread console system today as a central Smart Home control device is not denied.
For the Xbox 360, [4] showed the feasibility of implementing a linear genetic programming algorithm for solving classification and regression problems using XNA. For their implementation, they employed the Xbox 360 Tri-Core PowerPC CPU and the GPU. While their implementation could not outperform a desktop system, they conclude that from a practical programming and future hardware point of view, it is worthwhile to use the Xbox 360 as an evolutionary computation general purpose programming GPU platform. Additionally, the XNA platform will soon incorporate support for the novel Kinect device. This poses an opportunity for novel Smart Home services, making the Xbox 360 into an attractive Smart Home controller platform.
VII. CONCLUSION
In this paper we showed that home entertainment systems like the Sony PlayStation 3, hold the potential to bring complex and computing intense algorithms to the end user. Due to their high grade of distribution, such entertainment systems may be found in residences of many potential users, they are connected to the local area network and are often continuously on. Furthermore, they provide a constant hardware configuration and will even provide a stable base system in different countries. They usually have accessible device interfaces such as USB which can be used to integrate Smart Home appliances, sensors/actuators or wireless transceivers. Development kits are available for all of the three major systems, although sometimes only unofficially. Another advantage could lie in the user interface of the systems. As this is already known by the user an additional learning phase could be avoided. Thus, in conclusion we suggest to thoroughly consider existing home entertainment systems as central building blocks for future Smart Home architectures.
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