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Abstract 
In this dissertation, the photo-induced structural dynamics of molybdenum 
disulfide (MoS2) have been imaged over seven orders of magnitude in time – picoseconds 
(ps, 10
-12
 seconds) to tens of microseconds (10
-5
 seconds) – and in real space with up to 2 
nanometer (nm, 10
-9
 meter) spatial resolution.  Molybdenum disulfide, a heavily studied 
layered material due to its tunable electronic bandgap, is of interest for a variety of device 
applications and due to the tunability of many of its properties with strain (e.g., thermal 
properties and electronic bandgap).  Ultrafast electron microscopy (UEM) combines the 
nanometer spatial resolution of transmission electron microscopy with the femtosecond 
temporal resolution of ultrafast pump-probe spectroscopy and was used to directly image 
the photo-excited dynamics in a freestanding, micrometer-size, multilayer MoS2 flake 
viewed along the [001] direction. 
Following photo-excitation with a 515-nm, 700-femtosecond laser pulse, 
individual wave trains were observed to emerge from nanoscale morphological features, 
particularly the vacuum-specimen interface.  The strain waves propagated in-plane along 
or near contrast features at approximately the speed of sound (7 nm per ps) and at 
frequencies in the tens of gigahertz (GHz), which identified them as Lamb modes (quasi-
shear plate waves).  Using the dispersion relation for 50-nm thick MoS2 plate and the cut-
off frequencies of an anisotropic plate, the waves were identified as second-order anti-
symmetric or symmetric Lamb modes, which are differentiated by their symmetry with 
respect to the mid-plane of the specimen.  The change in contrast was attributed to the 
tilting of planes into or out of the diffraction condition for anti-symmetric waves or a 
change in in-plane inter-planar spacing for the longitudinal wave coupled to the 
symmetric waves.  The strain waves were then imaged on the nanosecond (ns, 10
-9
 
seconds) timescales and found to undergo phonon-phonon scattering.  This scattering 
resulted in the damping of the high-GHz oscillations and the emergence of incoherent 
oscillations with frequencies on the order of single GHz.  On microsecond timescales, 
three megahertz (MHz, 10
6 
hertz), whole-flake mechanical resonances were observed.  
These mechanical modes were found to have microsecond lifetimes and were simulated 
using finite element modeling.  This work provides insight into the photoexcitation of 
high-velocity elastic strain waves and the subsequent mode-coupling processes and 
whole-flake oscillations. 
Work to understand the factors needed for high resolution ultrafast electron 
imaging is also presented.  High-resolution ultrafast imaging first requires that the 
specimen drift is low in the requisite acquisition time at high magnifications.  Thus, 
average specimen drift rates and the required acquisition times at these magnifications 
were measured.  To produce the high temporal resolution in UEM, electron packets rather 
than a continuous beam of electrons are produced via the photoelectric effect upon 
irradiation with laser pulses.  Next, the stability in the number of electrons in the packets 
was probed.  The lattice fringes of tungsten disulfide nanoparticles (6 Å spacing) were 
successfully imaged. 
  v 
Table of Contents 
 
 
List of Tables .................................................................................................................. viii 
List of Figures ................................................................................................................... ix 
1 | Introduction .................................................................................................................. 1 
1.1 | Transition Metal Dichalcogenides ........................................................................ 3 
1.1.1 | Layered TMDs ........................................................................................... 4 
1.1.2 | Molybdenum Disulfide (MoS2) ................................................................. 7 
1.2 | Ultrafast Photo-carrier Dynamics in MoS2 and Other Two-dimensional Materials
..................................................................................................................................... 17 
1.2.1 | Ultrafast Photo-carrier Dynamics in Two-Dimensional Materials:  
Graphene, Graphite, WTe2 ................................................................................. 19 
1.2.2 | Ultrafast Photo-carrier Dynamics in MoS2 and Other Semiconducting 
TMDs .................................................................................................................. 22 
1.3 | Structural Response in MoS2 and Other Two-dimensional Materials ................ 27 
1.3.1 | Structural Responses of Two-dimensional or Thin Materials:  Graphene, 
Graphite, WTe2, TaS2, TaSe2, WSe2, and Germanium ...................................... 28 
1.3.2 | Photo-induced Structural Response of MoS2 .......................................... 34 
1.4 | Ultrafast Electron Microscopy ............................................................................ 36 
1.4.1 | Operating Principles of UEM .................................................................. 37 
1.4.2 | Other Modalities ...................................................................................... 41 
1.5 | Chapter and Project Summary ............................................................................ 42 
2 | Methods ....................................................................................................................... 45 
2.1 | UEM at the University of Minnesota .................................................................. 45 
2.1.1 | FEI Tecnai Femto .................................................................................... 46 
2.1.2 | Laser System Components ...................................................................... 48 
2.1.3 | Theoretical Versus Experimental Time Zero .......................................... 50 
2.1.4 | Pulsed Femtosecond Experiment Flow and Logic .................................. 51 
2.1.5 | Pulsed Nanosecond Experiment Flow and Logic .................................... 52 
2.1.6 | Alignment Procedure for the Pump Laser ............................................... 54 
2.1.7 | Alignment Procedure for the Probe-extracting Laser .............................. 58 
2.1.8 | Alignment of the Photoelectron Beam .................................................... 59 
2.1.9 | Environmental Instabilities and Effect on Experiments .......................... 60 
2.1.10 | Measures to Minimize Environmental Impacts on Dynamics ............... 61 
  vi 
2.2 | Determining the Ultimate Spatial Resolution of Nanosecond UEM Experiments
..................................................................................................................................... 62 
2.3 | Preparation of MoS2 Specimen ........................................................................... 75 
2.3.1 | Micromechanical Exfoliation and Transfer to a TEM Grid .................... 75 
2.3.2 | Characterization of Specimen .................................................................. 77 
2.4 | Image Analysis Methods ..................................................................................... 81 
2.4.1 | Conversion and Drift Correction ............................................................. 82 
2.4.2 | Image Analysis ........................................................................................ 83 
2.5 | Summary ............................................................................................................. 85 
3 | Propagation of Acoustic Phonons ............................................................................. 87 
3.1 | Experimental Observation of Tens of GHz Acoustic Phonons ........................... 90 
3.1.1 | Initial Observation of Tens of GHz Oscillations in Image Contrast ....... 90 
3.1.2 | Observation of Acoustic Phonons ........................................................... 97 
3.1.3 | Observation of 25-GHz Modes with Control Experiments ................... 102 
3.1.4 | Observation of High-GHz Oscillations with Control Experiments ....... 108 
3.2 | Discussion of Acoustic Phonon Dynamics ....................................................... 110 
3.2.1 | Assignment of Lamb Modes .................................................................. 114 
3.2.2 | Effect of Strain Due to Acoustic Phonons on Image Contrast .............. 119 
3.2.3 | Reflection and Interference .................................................................... 124 
3.2.4 | Broader Impacts ..................................................................................... 126 
3.3 | Preliminary Work Probing Wave Launch Mechanism ..................................... 126 
3.3.1 | Potential Launch Mechanisms ............................................................... 126 
3.3.2 | Time Zero and Instrument Response Characterization for Green Pump 
Line ................................................................................................................... 129 
3.4 | Summary and Conclusions ................................................................................ 134 
4 | Transition from Phonon Dynamics to Mechanical Oscillations .......................... 137 
4.1 | Transition Observed in Image Sequence with 2 and 5 ps Steps ....................... 138 
4.1.1 | Dynamics Imaged .................................................................................. 138 
4.1.2 | Control Experiments .............................................................................. 143 
4.2 | Discussion of Chaotic Transition and Implications .......................................... 145 
4.3 | Summary and Conclusions ................................................................................ 146 
5 | Mechanical Ringdown ............................................................................................. 147 
5.1 | Studies on Mechanical Oscillations of MoS2 .................................................... 148 
5.2 | Imaging Mechanical Ringdown with UEM ...................................................... 149 
5.3 | Modeling Mechanical Modes ............................................................................ 158 
5.4 | Chapter Summary and Conclusions .................................................................. 165 
  vii 
6 | Conclusions and Future Work ................................................................................ 166 
6.1 | Future Work ...................................................................................................... 166 
6.1.1 | Probing Launch Mechanism:  Fluence and Reciprocal-space Studies .. 166 
6.1.2 | Probing Launch Mechanism:  Number of Layers .................................. 168 
6.1.3 | Probing Launch Mechanism:  Specimen Lifetime ................................ 169 
6.1.4 | Correlating Diffraction Contrast to Specimen Dynamics ...................... 170 
6.1.5 | Mechanical Characterization of Complex Nanostructures .................... 171 
6.1.6 | MoSe2 and TMD Heterostructures ........................................................ 171 
6.2 | Conclusions ....................................................................................................... 175 
7 | References ................................................................................................................. 177 
 | List of Publications and Presentations ................................................ 209 Appendix A
A.1 | Publications ...................................................................................................... 209 
A.2 | Oral Presentations ............................................................................................ 209 
A.3 | Poster Presentations ......................................................................................... 209 
 | Copyright Permissions .......................................................................... 211 Appendix B
 | Common Acronyms ............................................................................... 212 Appendix C
 | Pump Beam Radius and Pump Fluence .............................................. 214 Appendix D
 | Mechanical Property Calculations ....................................................... 215 Appendix E
 | Rayleigh Wave Speed ............................................................................ 216 Appendix F
 | Calculation of Atomic Scattering Factors, Extinction Distance, and Appendix G
Diffraction Contrast Variation .................................................................................... 218 
 | MATLAB Code ..................................................................................... 221 Appendix H
H.1 | Code to Sum Counts in Images ........................................................................ 221 
H.2 | dataGetter.m ..................................................................................................... 221 
H.3 | Code to Analyze 10 ns Step Image Sequence (Chapter 5) ............................... 222 
H.4 | Pseudo-Voigt Function ..................................................................................... 226 
H.5 | Fit of Fourier-filtered Relative Position ........................................................... 226 
H.6 | Code Solving for Rayleigh Speed in MoS2 ...................................................... 229 
H.7 | Atomic Scattering Factors ................................................................................ 230 
H.8 | Bend Contour ................................................................................................... 231 
H.9 | Diffraction Contrast ......................................................................................... 231 
 
  viii 
List of Tables 
Table 3.1 | Cut-off frequencies for two anti- and symmetric Lamb modes in 50-nm 
MoS2.  For Lamb modes where one is propagating in the [100] direction, the cut-off 
frequencies are given by analytical functions depending on the stiffness constants in 
different directions.  The cut-off frequencies for the first and second order anti- and 
symmetric Lamb modes are calculated for a specimen of thickness 50 nm. .................. 118 
Table 5.1 | Fit parameters for fundamental mechanical modes.  The oscillations in 
Figure 5.6 were band-pass filtered over three ranges, and the resulting oscillations were 
fit with a damped oscillator equation, where f is the frequency, A is the amplitude, B is 
the damping constant, τ is the (1/e) lifetime, β is the phase, and y0 is the offset.  The 
quality factor Q for each mode was calculated using Equation 5.2. ............................... 157 
Table 5.2 | Material properties used in COMSOL simulations of eigenfrequencies.  
The Young’s moduli and Poisson ratios were calculated using the experimentally 
measured stiffness matrix.
43
  Those calculations are shown in Appendix D.  The lattice 
parameters were taken from Wildervanck and coworkers
417 and used to calculate the 
density. ............................................................................................................................ 160 
 
 
  ix 
List of Figures 
Figure 1.1 | Spatiotemporal phase space of modern applications and fundamental 
research interests.  Modern technologies such as photovoltaic devices, light-emitting 
diodes (LEDs), and transistors have critical physics on spatial scales smaller than 
millimeters and temporal scales faster than microseconds.  Fundamental physics such as 
single atom vibrations, transition states, and reaction intermediaries occur on angstrom 
spatial scales and picosecond or femtosecond time scales.  The spatiotemporal phase 
space in realizable materials is outlined in red. .................................................................. 2 
Figure 1.2 | Common polymorphs of MoS2.  The three most common polymorphs of 
MoS2 – 2H (H indicates hexagonal symmetry), 3R (R indicates rhombohedral symmetry), 
and 1T (T indicates trigonal symmetry) – are shown above, where the number denotes the 
number of layers in each unit cell.  The M here is Mo, and X is the chalcogen.  Adapted 
by permission from Macmillan Publishers Ltd:  Nature Nanotechnology, Ref [31]), © 
2012..................................................................................................................................... 8 
Figure 1.3 | Electronic bandstructures for bulk to monolayer MoS2.  The electronic 
bandstructures were calculated for bulk, 8-layer, 6-layer, 4-layer, bilayer, and monolayer 
samples.  The conduction band minimum between the K and Γ points slowly rises as the 
number of layers decreases, where the minimum at the K point is relatively unaffected.  
The result is a transition from a 1.2 eV indirect bandgap in bulk to a 1.9 eV direct 
bandgap in the monolayer.  Reprinted figure with permission from Kuc, A.; Zibouche, 
N.; Heine, T. Phys. Rev. B 2011, 83, 245213.  © 2011 by the American Physical Society.
............................................................................................................................................. 9 
Figure 1.4 | Electronic bandstructure of monolayer, bilayer, and bulk MoS2 with 
spin-orbit coupling and interlayer interactions.  Spin-orbit coupling and interlayer 
interactions result in large splitting in the valence band at the K-point for (a) monolayer, 
(b) bilayer, and (c) bulk MoS2.  Reprinted figure with permission from 
Cheiwchanchamnangij, T.; Lambrecht, W. R. L. Phys. Rev. B 2012, 85, 205302.  © 2012 
by the American Physical Society. ................................................................................... 11 
Figure 1.5 | Band nesting in MoS2.  Electronic bandstructure showing band nesting 
between the two green arrows on the left, and the density of states on the right showing 
van Hove singularities.  Adapted with  permission from Ref [83] © American Physical 
Society............................................................................................................................... 13 
Figure 1.6 | Phononic bandstructure of monolayer and bulk MoS2.  Phononic 
bandstructure and density of states for (upper panels) monolayer and (lower panels) bulk 
MoS2.  The experimental data is from N. Wakabayashi, N.; Smith, H. G.; and Nicklow, 
R. M. Phys. Rev. B 1975, 12, 659-663.  Adapted with permission from Ref [166] © 
American Physical Society. .............................................................................................. 14 
Figure 1.7 | Optical phonon modes of multi-layer MoS2.  Frequencies are in cm
-1
.  
Raman/IR indicates whether the mode is Raman- or IR-active.  Reprinted with 
  x 
permission from Ref [174]. ............................................................................................... 15 
Figure 1.8 | Phase diagram of 1T-TaS2 with the metallic, superconducting, and CDW 
phases indicated.  The drawings surrounding the phase diagram indicate the deformation 
in the CDW phases, where the darker lines indicate star-of-David deformations, and the 
lighter lines indicate decreased deformation.  Clockwise from top left, the structures are 
CCDW, NCCDW, metallic, and coexistence of metallic and NCCDW.  Reprinted by 
permission from Macmillan Publishers Ltd:  Nature Materials, Ref [79], © 2008. ........ 32 
Figure 1.9 | Schematic of a UEM experiment.  Schematic of the laser beam paths for the 
257.5-nm probe extracting pulse (violet), the 515-nm excitation pulses (green), the 
important lenses, the electron probe packet (sapphire), and the detector, which is greatly 
exaggerated here for illustrative purposes. ....................................................................... 38 
Figure 2.1 | The UEM at the University of Minnesota.  (a) The FEI Tecnai Femto.  The 
upper optical periscope (purple arrow) allows laser access to the electron source, and the 
lower optical periscope (green arrow) allows laser access to the specimen.  (b) The 
ultrafast laser system and optics. ...................................................................................... 46 
Figure 2.2 | Schematic of laser lines involved in a femtosecond experiment.  The 
PHAROS femtosecond laser (Yb:KGW) outputs a base wavelength of 1030 nm (shown 
in red), which is then frequency-doubled in the harmonics module to 515 nm (shown in 
green).  Part of the green light is frequency-doubled in a beta barium borate (BBO) 
crystal (257.5 nm).  Any unlabeled components are mirrors. ........................................... 48 
Figure 2.3 | Schematic of the laser setup in nanosecond experiment.  The base 
wavelength from the Wedge nanosecond laser (Nd:YAG, base wavelength of 1064 nm) is 
passed through a lithium triborate (LBO) and then BBO crystals to produce 266 nm 
(shown in purple).  The femtosecond laser is used to generate the 515-nm pump pulses.49 
Figure 2.4 | Nanosecond laser system with photodetector positions.  Photodetectors 
used to tune timing of ns probe-extracting 266-nm pulse and fs 515-nm pulse are shown 
in orange, along with the mirror used to direct the 266-nm light onto the top table and on 
the electron source. ........................................................................................................... 53 
Figure 2.5 | Alignment of pump laser on carbon support film.  (a) Carbon support film 
before laser exposure.  (b) Carbon support film after exposure.  (c) (b) subtracted from (a) 
to show damage due to laser exposure more clearly.  Scale bars represent 50 μm.  Images 
courtesy of Daniel Cremons.............................................................................................. 56 
Figure 2.6 | Photoelectron emission from the gun.  Photoelectron emission as the 
nanosecond laser is scanned across the gun region.  The outer ring is emission from the 
Wehnelt aperture, and the inner disk is the 50-μm diameter flat surface LaB6.  Images 
courtesy of Daniel Cremons.............................................................................................. 59 
Figure 2.7 | Specimen drift vs. acquisition time.  The same particle is imaged with 1, 
10, 20, 30, 40, and 50 s acquisition times.  The lattice fringes along the edge of WS2 
nanoparticle become more visible with acquisition time until acquisition times longer 
  xi 
than 20 s, after which they are blurred as the specimen drifts.  The lattice fringes along 
the drift direction remain clear regardless of acquisition time.  Scale bar represents 20 
nm. .................................................................................................................................... 64 
Figure 2.8 | Screen current vs. intensity setting.  Current measured at the phosphor 
viewing screen relative to the intensity (percentage of total condenser lens strength). .... 65 
Figure 2.9 | Acquisition time vs. intensity at 80,000x magnification.  The images 
outlined in red were acquired at 42.23% of the total lens strength, and the images outlined 
in green were acquired at 43.00%.  All scale bars represent 20 nm. ................................ 66 
Figure 2.10 | Acquisition time vs. intensity at 100,000x magnification.  The images 
outlined in red were acquired at 42.23% of the total lens strength, and the images outlined 
in green were acquired at 43.00%.  The images outlines in blue were acquired at 43.47%.  
All scale bars represent 20 nm. ......................................................................................... 67 
Figure 2.11 | Average UV power vs. nanosecond repetition rate.  The average UV 
power in mW as the repetition rate is changed at 46% total power on the nanosecond 
laser. .................................................................................................................................. 68 
Figure 2.12 | Drift rates.  (a) Representative image of nanotube for which the drift 
correction is plotted in (b).  Scale bar is 20 nm.  (b) Drift correction in horizontal (x) or 
green direction and in vertical (y) or yellow direction.  The linear fit to vertical drift 
correction is plotted in black.  (c) Representative image of nanoparticle for which drift 
correction is plotted in (d).  Scale bar is 20 nm.  (d) Drift correction in x- (blue) and y-
directions (red).  The total drift in polar coordinate of length R is plotted in purple and fit 
with a linear equation with the intercept set to zero. ........................................................ 69 
Figure 2.13 | Photoelectron intensity decay.  (a), (c), and (e) Representative images of 
photoelectron crossovers.  Scale bars represent 250 nm.  (b), (d), and (f) are the total 
number of counts in the images vs. time with exponential decay fits.  Photoelectron 
intensity is abbreviated PI, and time is abbreviated t. ...................................................... 70 
Figure 2.14 | Step size effect on crossover.  Images of the crossover at different step size 
values (in upper right hand corner of each image).  All scale bars represent 200 nm. ..... 72 
Figure 2.15 | Photoelectron crossover shape at different heat-to values.  Images of the 
photoelectron crossover at different heat-to values given in the upper right hand corners.  
Scale bars represent 200 nm. ............................................................................................ 73 
Figure 2.16 | Lattice fringe imaging with thermionic and photoelectron beams.  
Lattice fringes of a WS2 nanotube are imaged with thermionic (left) and photoelectron 
(right) sources.  On the right, the lattice fringes are clearest in the red box.  Scale bars 
represent 20 nm. ................................................................................................................ 74 
Figure 2.17 | MoS2 specimen examined in this thesis.  (a) Bulk specimen from which 
TEM specimen was exfoliated.  (b) Bright-field image of MoS2 flake studied.  Flake in 
the upper right was examined in detail, particularly the area outlined in blue.  The red 
  xii 
circle indicates the position of the selected area diffraction (SAD) aperture when the 
diffraction pattern in (c) was collected.  Scale bar is 1 µm.  (c) SAD pattern taken of the 
flake in (b), where the SAD aperture was positioned as indicated by the red circle.  The 
scale bar is 5 nm
-1
. ............................................................................................................ 76 
Figure 2.18 | Bright-field (BF) images of flake at different tilt angles.  BF images of 
flake at different alpha-tilt angles, which are indicated in the upper right corner in each 
image.  Scale bar represents 1 µm and is the same for all images. ................................... 78 
Figure 2.19 | Dark-field images of MoS2 flake.  The first panel is the BF image, where 
the objective aperture is centered on the direct beam.  The second panel is the SAD 
pattern of the entire flake.  The remaining images are DF images where the objective 
aperture is centered on the diffraction spot indexed in the upper left corner.  Scale bars in 
bright- and DF images are 2 µm, and scale bar in the diffraction pattern is 5 nm
-1
. ........ 80 
Figure 2.20 | EELS thickness map.  HAADF image showing the area used to correct for 
drift outlined in green and the area over which EELS spectra were collected in red.  Scale 
bar represents 1 µm.  Average thicknesses in the four quadrants are shown in the table. 81 
Figure 3.1 | Observation of high-GHz oscillations.  (a) Representative BF UEM image 
from the sequence showing the positions of the three boxes.  Scale bar is 500 nm.  (b) 
Variation in counts at pixel 148 nm along x1. ................................................................... 91 
Figure 3.2 | Quantification of high-GHz oscillations in Figure 3.1.  (a), (c), and (e) 
Scaled counts (color) plotted versus distance along xn in Figure 3.1 and time, where n is 1 
(red), 2 (blue), or 3 (purple), respectively.  (b), (d), and (f) FFT magnitude (color) plotted 
versus distance along xn and time, where n is 1 (red), 2 (blue), or 3 (purple), respectively.
........................................................................................................................................... 93 
Figure 3.3 | High-GHz oscillations at higher magnification.  (a) Representative BF 
UEM image at 6,500x magnification, showing the two regions analyzed, outlined in red 
and purple.  Scale bar is 500 nm.  (b) Relative intensity vs. time for a pixel 127 nm along 
x1 in red and for a pixel 70 nm along x2.  The dotted lines indicate 27 and 55 ps. ........... 94 
Figure 3.4 | High-GHz oscillations at higher magnification.  (a) Intensity at each pixel 
along x1 plotted as color over x1 and time.  (b) FFT magnitude as color at every pixel 
along x1 for frequencies out to 72 GHz.  (c) Intensity at each pixel along x2 plotted as 
color over x2 and time.  (d) FFT magnitude as color at every pixel along x2 for 
frequencies out to 72 GHz. ............................................................................................... 95 
Figure 3.5 | 27 GHz oscillations observed in lower flake.  (a) Representative BF UEM 
image at 6,500x magnification of lower flake in Figure 2.17, where flake otherwise 
analyzed seen in upper left corner.  Scale bar represents 500 nm.  (b) Oscillations in 
Counts at 206 nm along x1.  (c) Scaled counts plotted along each pixel of x1 at each time 
point.  (d) FFT of (c) showing the frequency of oscillation = 28 GHz. ............................ 96 
Figure 3.6 | Acoustic-phonon launch and propagation.  (a) Representative UEM BF 
image of the MoS2 region of interest outlined in Figure 2.17(b).  The scale bar represents 
  xiii 
500 nm.  The dashed red parallelogram, spanning positions x0 to x1 (349 nm in length), is 
the region in which the subsequent analysis was performed.  (b) Single-pixel counts, at a 
position 66 nm from x0 along the length of the parallelogram, as a function of time.  The 
oscillation period within the time window is T = 20 ps.  (c) Surface contour plot of the 
counts at each pixel position between x0 and x1, averaged along the short axis of the 
parallelogram, as a function of time.  At the magnification used here (3500x), each pixel 
corresponds to 1.5 nm.  Three regions displaying distinct dynamics are noted:  (I) = 
before phonon wave-train launch, (II) = launch (t = 0 ps) and initial, single-wave-train 
propagation along a vector oriented roughly along x0 to x1, and (III) = observed wave 
interference effects beginning at approximately t = 140 ps.  (d) Spatial Fourier transform 
of the surface contour plot in panel  (c). The color bar represents magnitude.  (e) 
Simplified illustration of in-plane wave-train propagation, reflection, and interference. 99 
Figure 3.7 | Observation of only 25-GHz modes.  (a) Representative BF UEM image, 
with three regions of interest marked by the arrows.  Scale bar is 500 nm.  (b) Scaled 
counts 76 nm along x1 versus time.  (c) Scaled counts 124 nm along x3 versus time.  (d), 
(f), and (h) all show intensity variation (color) at every pixel along xn for each point in 
time, where n is 1 (blue), 2 (orange), and 3 (red).  (e), (g), and (i) are the FFTs of the 
intensity variation at each point along xn plotted from 0 to 72 GHz.  In contrast to the two 
previous image sequences, the highest frequencies visible in each plot here are <30 GHz.
......................................................................................................................................... 103 
Figure 3.8 | 27-GHz oscillations in lower flake captured at lower magnification.  (a) 
Representative BF UEM image at 1,700x magnification, with region of interest marked 
by the red arrow.  Scale bar represents 510 nm.  (b) Scaled image counts at every pixel 
along x in each image.  (c) FFT performed at each pixel along x and plotted between 0 
and 50 GHz.  The main frequency is 27 GHz. ................................................................ 104 
Figure 3.9 | Control experiment without pump translation.  (a) Representative BF 
UEM image in which the pump-probe delay interval was 73 ps.  Scale bar is 500 nm.  
The four regions analyzed are shown in green, blue, purple, and red.  (b), (d), (f), and (h) 
Scaled image counts at every pixel along xn at each point in time, where n = 1 (green), 2 
(blue), 3 (purple), and 4 (red).  The image contrast does not appreciably vary.  (c), (e), 
(g), and (i) FFTs computed at each point along xn assuming 1 ps time steps as above.  No 
frequency is distinguishable. ........................................................................................... 106 
Figure 3.10 | Control experiment with no pump irradiation.  (a) Representative BF 
UEM image during which the pump laser was blocked.  Scale bar is 500 nm.  Three 
regions analyzed shown in green, blue, purple, and red.  (b), (d), (f), and (h) Scaled image 
counts at every pixel along xn at each point in time, where n = 1 (green), 2 (blue), 3 
(purple), and 4 (red).  The image contrast does not appreciably vary.  (c), (e), (g), and (i) 
FFTs computed at each point along xn assuming 1 ps time steps as above.  No frequency 
is distinguishable. ............................................................................................................ 107 
Figure 3.11 | Acoustic phonons observed with control experiments.  (a) Representative 
  xiv 
BF UEM image with three regions of interest analyzed in the figure.  Scale bar is 500 nm.  
(b) Scaled counts at a pixel 149 nm along x1, which shows a low-frequency oscillation 
with a period of 750 ps.  (c) A magnified view of the region outlined in purple in (b), 
which shows two oscillations – one with a period of ~50 ps and the other ~10 ps.  (d), (f), 
and (h) Scaled counts plotted at each pixel along xn and at each time point.  (e), (g), and 
(i) FFTs computed at each pixel along xn, which shows the three frequencies 
corresponding to the oscillations observed in (d), (f), and (g). ....................................... 109 
Figure 3.12 | Control experiment with pump irradiation at 642 ps.  (a) Representative 
BF UEM image with three regions analyzed marked by xn.  Scale bar is 500 nm.  (b), (d), 
(f) Scaled counts at each pixel along xn in each image.  (c), (e), and (g) FFT at each pixel 
along xn plotted over the full frequency range, calculated assuming each time step was 2 
ps.  No dynamics are observed. ...................................................................................... 111 
Figure 3.14 | Pure zeroth order Lamb modes.  (a) Symmetric (S0).  (b) Anti-symmetric 
(A0). ................................................................................................................................. 115 
Figure 3.15 | Dispersion relation for MoS2 modeled as isotropic material.  MoS2 is 
approximated as an isotropic material, and the dispersion relation is plotted for the zeroth 
and first order Lamb modes.  S0 and A0 propagate at all frequencies, but S1 and A1 
propagate only at frequencies above a cut-off frequency. .............................................. 116 
Figure 3.16 | Crystallographic orientation of flake.  The diffraction pattern needed to 
be rotated 20° counterclockwise to coincide with the BF image.  Scale bar in the BF 
image is 1 μm.  Scale bar in the DP is 5 nm-1. ................................................................ 118 
Figure 3.17 | Diffraction contrast for pure anti-symmetric Lamb mode.  (a) Schematic 
of bent specimen with lattice planes shown in dotted lines.  (b) Orientation of reciprocal 
lattice (gray line) relative to the Ewald sphere (black sphere) and incoming electron beam 
(black arrow) for plane in red in (a) with nonzero deviation parameter s (shown by red 
arrow).  (c) Reciprocal space representation for plane in blue in (a) with larger tilt and 
thus larger s than (b).  (d) Intensity in BF image plotted versus the deviation parameter in 
radians). ........................................................................................................................... 120 
Figure 3.18 | Diffraction contrast for pure symmetric Lamb mode.  (a) Schematic of 
the pure symmetric Lamb mode with horizontal midplane and tilted planes marked with 
dotted lines.  Orientation of Ewald sphere and reciprocal lattice for the planes (b) for the 
vertical planes, where s is negligible, (c) above the midplane, where for g diffraction 
peak, s is defined as greater than 0 because it is inside the Ewald sphere, and (d) below 
the midplane, where for g diffraction peak, s is defined as less than 0 because it is inside 
the Ewald sphere.  The magnitudes of s are equal in (c) and (d). ................................... 123 
Figure 3.19 | Nearby step edge.  Step edge from which wave could reflect or be launched 
connects the two red arrows.  Blue rectangle indicates region in Figure 3.6(a).  Scale bar 
represents 1 μm. .............................................................................................................. 125 
Figure 3.20 | Characterization of time zero on the 515-nm pump line and instrument 
  xv 
response time for pulses with thousands of photoelectrons.  (a) A representative BF 
UEM image of the copper grid square before the arrival of the pump pulse that shows the 
inside of the grid square (red) surrounded by the copper grid bars (blue).  The black box 
shows the area whose rows were averaged to find the intensity variations in y.  The black 
box indicates the region analyzed.  (b)  The intensity vs. time along the horizontal 
direction of the black box in (a).  The maximum change occurs at the right edge.  (c) The 
normalized intensity versus at the right edge of (b).  (d) The intensity in three runs at the 
UV pulse energy 77.65 nJ (electrons per pulse = 5300 ± 200) in the same area on the grid 
and their mean error function fit, which results in the instrument response is fit to be σt = 
4.0 ± 0.7 ps and time zero t0 = 0 ± 1 ps. .......................................................................... 133 
Figure 4.1 | Representative BF UEM image of MoS2 region outlined in blue in Figure 
2.17(b).  The red dashed rectangle is the region in which contrast dynamics are 
highlighted in Figure 4.2.  The green rectangle indicates the region in which subsequent 
analysis was performed.  The scale bar represents 500 nm. ........................................... 138 
Figure 4.2 | Contrast dynamics in transition from high-GHz propagating phonons to 
whole-flake mechanical oscillations.  Reference (-10 ps) and subsequent, false-colored 
difference images of the region highlighted in red in Figure 4.1.  The time in ps relative 
to experimental time zero is shown in the upper-right corner of each frame.  The color bar 
represents the factor by which the image counts have changed relative to pre-time-zero 
frames.  The scale bar represents 100 nm. ...................................................................... 139 
Figure 4.3 | Quantification of transition from 50-GHz oscillations to 1-GHz 
oscillations.  (a) Relative position, as a function of time, of the bend contour highlighted 
in the green dashed parallelogram in Figure 4.1.  The inset shows the first 500 ps of the 
contrast-feature dynamics.  The axis labels are the same as the larger plot.  (b) Fourier 
transform of the entire time trace in panel (a).  The inset is a magnified view of the 40- to 
51-GHz band showing the presence of low-magnitude, higher-frequency modes.  (e) 
Fourier transform from three discrete time windows from the trace in (a) within the 40- to 
51-GHz band.  The units of the panel key are in nanoseconds, and the y-axes for the 
Fourier transforms are magnitude. .................................................................................. 142 
Figure 4.4 | Control experiment with pump at 200 ps time delay.  (a) Representative 
BF UEM image with region analyzed outlined in red.  Scale bar represents 500 nm.  (b) 
Intensity as color plotted over time in minutes and position in nm, which shows no 
oscillations.  (c) The center of the dark contrast feature in (a) over time, showing 
movement smaller than that observed in scans with varying time delays. ..................... 143 
Figure 4.5 | Control experiment with no pump irradiation.  (a) Representative BF 
UEM image with region analyzed outlined in green.  Scale bar represents 500 nm.  (b) 
Intensity as color plotted over time in minutes and position in nm, which shows no 
oscillations.  (c) The center of the dark contrast feature in (a) over time, showing 
movement smaller than that observed in scans with varying time delays ...................... 144 
Figure 5.1 | Representative image from 0.5 ns time step image sequence.  The pink 
  xvi 
and purple rectangles correspond to regions for which difference images were computed.  
The red and green rectangles correspond to regions for which the motion of the contrast 
was quantified.  Scale bar is 500 nm............................................................................... 149 
Figure 5.2 | Difference images for region in pink rectangle in Figure 5.1.  The colorbar 
indicates factor of change in intensity.  The numbers in the upper right hand corner 
indicate the time point in ns.  The first panel is the region at -5 ns. ............................... 150 
Figure 5.3 | Differences images for region outlined in purple in Figure 5.1.  The 
colorbar indicates factor of change.  The numbers in upper left hand corners indicate the 
time point in ns.  The first panel is a representative image at -5 ns. ............................... 152 
Figure 5.4 | Position and FFTs of contrast feature movement for 0.5 ns step image 
sequence.  The two graphs outlined in green are the position of the bright fringe spanned 
by the green line in Figure 5.1 vs. time and the FFT magnitude vs. frequency.  The two 
graphs outlined in red are the same for the bright fringed spanned by the red line in 
Figure 5.1. ....................................................................................................................... 153 
Figure 5.5 | Images of whole-flake mechanical oscillations.  (a) Representative UEM 
BF image of the region of interest.  The orange dashed rectangle denotes the region 
highlighted in panel (b), with the X and Y directions labeled.  Scale bar represents 200 
nm.  (b) Select (false-colored) UEM images of the highlighted region in panel (a).  The 
relative time at which each frame was obtained is shown to the left, and three black 
spheres mark the initial position at t = 0 ns of a bend contour of interest.  Vectors in the 
plane of each image and extending from the spheres denote the displacement direction 
and magnitude relative to the t = 0 ns frame.  The color bar corresponds to scaled image 
counts. ............................................................................................................................. 154 
Figure 5.6 | Whole-flake mechanical motion quantified.  (a) Representative UEM BF 
image of the MoS2 region of interest.  The green dashed rectangle denotes the region 
from which the contrast dynamics in panel (b) were quantified.  Scale bar represents 200 
nm.  (b) Relative position of the bend contour highlighted in panel (a) as a function of 
time.  (c) Fourier transform of the time trace in panel (d).  Three distinct frequencies, 
with corresponding 1/e lifetimes (τ), are labeled. ........................................................... 155 
Figure 5.7 | Isolation and quantification of resonant nanomechanical modes. (a) 
Displacement of the bend contour in Figure 5.5 and Figure 5.6, Fourier-filtered over a 
window of 4 to 6 MHz and fit with a damped harmonic oscillator function (Eqn. 5.1). (b) 
A magnified view of (a) from 2 to 3 μs. (c) Same as in panel (a) but filtered over a 
window of 11 to 13 MHz. (d) A magnified view of (c) from 2 to 3 μs. (e) Same as in 
panel (c) but filtered over a window of 16 to 18 MHz. (f) A magnified view of (e) from 2 
to 3 μs. ............................................................................................................................. 159 
Figure 5.8 | Lengths of polygons used in COMSOL simulations.  The lengths were 
measured in Fiji and input into COMSOL in the simulations.  Scale bar represents 1 µm.
......................................................................................................................................... 161 
  xvii 
Figure 5.9 | Simplified geometry for COMSOL modeling.  The geometry of the flake 
was simplified into seven regions outlined in different colors.  Scale bar represents 1 µm.
......................................................................................................................................... 161 
Figure 5.10 | Angles in polygons used in COMSOL simulations.  The angles were 
measured in Fiji and input into COMSOL in the simulations.  Scale bar represents 1 µm.
......................................................................................................................................... 162 
Figure 5.11 | Thicknesses of the various polygons input into COMSOL simulation.  
Thicknesses were estimated from EEL spectra where available, relative contrast, and 
variation in the model.  Scale bar represents 1 µm. ........................................................ 163 
Figure 5.12 | Simulated mechanical eigenmodes.  The total displacement at each 
eigenfrequency.  The displacement is qualitative (not absolute) due to normalization in 
COMSOL and has been normalized to the largest displacement in each mode.  (a) The 
lowest frequency eigenmode, 4.6 MHz.  (b) The second lowest eigenfrequency, 11.6 
MHz.  (c) The third lowest frequency, 17.9 MHz.  All frequencies show reasonable 
agreement with experimental results (5.0, 12.3, and 17.5 MHz). ................................... 164 
Figure 6.1 | Fraction of transmitted intensity versus thickness.  Using bulk properties 
and Beer’s Law, the intensity of transmitted light is plotted versus the sample thickness.
......................................................................................................................................... 169 
 
 
 
  1 
1 | INTRODUCTION 
The work in this dissertation is motivated by a need to understand the 
propagation, dissipation, and trapping of heat in realizable, nanoscale materials and the 
coupling of that thermal energy to the structure.  The effects of improved understanding 
of thermal processes can be readily observed on large spatial and slow temporal scales in 
daily life.  For instance, new materials and designs of rotor blades and vanes in modern 
aircraft engines allow them to sustain significant thermal stresses without catastrophic 
failure.
1-3
  The release of thermal stresses in the earth’s crust, accumulated over years due 
to temperature fluctuations,
4
 is correlated to earthquake launch and magnitude,
5
 which 
scientists hope to use to predict earthquake occurrence. 
As shown in Figure 1.1, this dissertation is concerned with the other end of the 
spectrum – small spatial and fast temporal scales.  In this phase space, our current 
understanding of the thermal physics has allowed electronics to shrink in size and cycle 
time.  For instance, transistors with lateral dimensions as small as seven nanometers 
(nm)
6
 and with cycle times as fast as two picoseconds (ps) can be produced.
7
  
Microelectromechanical (MEM) and nanoelectromechanical (NEM) devices, named for 
the spatial dimensions of their components, are used as mass and chemical sensors.
8
  On 
such spatiotemporal scales, the dissipation of heat, especially in electronics,
9
 and the 
effects of thermal fluctuations on material properties, as in sensors,
10-13
 are major 
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Figure 1.1 | Spatiotemporal phase space of modern applications and fundamental 
research interests.  Modern technologies such as photovoltaic devices, light-emitting 
diodes (LEDs), and transistors have critical physics on spatial scales smaller than 
millimeters and temporal scales faster than microseconds.  Fundamental physics such as 
single atom vibrations, transition states, and reaction intermediaries occur on angstrom 
spatial scales and picosecond or femtosecond time scales.  The spatiotemporal phase 
space in realizable materials is outlined in red. 
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challenges to further miniaturization and enhanced performance.  Moreover, 
confinement, defects, and morphology, not usually accounted for in macroscopic, 
ensemble-averaging models,
14
 significantly affect or even determine material behavior.
15-
29
  Consequently, characterization techniques that offer access to the relevant phase 
space, outlined in red in Figure 1.1, must be employed to study realizable materials.  
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In this chapter, I will provide the background to understand the material system 
studied, discuss ultrafast carrier and structural dynamics studies, and outline the 
instrument utilized.  First, I will introduce transition metal dichalcogenides (TMDs) and 
detail the properties and potential applications of a heavily studied TMD, molybdenum 
disulfide (MoS2).  I will then review the ultrafast photo-carrier dynamics and the resulting 
structural dynamics in MoS2 and other important two-dimensional materials.  Next, the 
fundamental operating principles of ultrafast electron microscopy (UEM) – used in this 
dissertation to access the seven orders of magnitude in temporal space (individual ps to 
tens of microseconds (µs)) and four orders of magnitude in spatial phase space (tens of 
nanometers (nm) to individual micrometers (µm)) – will be outlined.  Finally, I will 
briefly summarize the findings of this dissertation. 
1.1 | Transition Metal Dichalcogenides 
Since the first exfoliation of graphene,
30
 two-dimensional materials are studied as 
model systems to elucidate physics in low-dimensional systems and to construct 
atomically thin devices.  After graphene, the family of compounds known as the layered 
TMDs is the most heavily studied due to the thickness-dependence of many material 
properties and numerous potential applications, including electronics, sensors, 
photovoltaics, and catalysis.
8,31-36
  In this section, I will introduce layered TMDs.  I will 
then focus on MoS2, which was chosen for this study due to its device applications and to 
the large mass of literature that make it a model system. 
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1.1.1 | Layered TMDs 
Transition metal dichalcogenides are a family of compounds named for their 
chemical formula TX2, where T is a transitional metal from groups four through ten and 
X is a chalcogen (one of the elements in group 17 of the periodic table; usually sulfur, 
selenium, or tellurium).  Most of the TMDs where T is from groups four through seven 
form layered crystals in which each plane of transition metal atoms is covalently bonded 
to two sandwiching planes of chalcogen atoms, most commonly with trigonal prismatic 
or octahedral coordination.  Between planes of chalcogen atoms, only weak van der 
Waals forces exist.  These layered crystals are thus strong laterally
37-43
 but can be easily 
separated into discrete, atomically-thin, chemically stable layers.
31-36,44-46
  They were 
best-known as lubricants until their unusual electrical properties were discovered.
47-49
  
Because MoS2 is a layered TMD, I will restrict my discussion to the layered TMDs.  
Two families of approaches can be used to fabricate few- to mono-layer TMD 
specimens, which have been reviewed extensively.
31-36,44-46
  The first set, the top-down 
approaches, starts with a bulk sample and removes layers.  The most famous such method 
is micromechanical exfoliation, in which a piece of adhesive tape is used to peel away 
layers, which are then transferred to the desired substrate.  Although simple, low-cost, 
and swift, this method is low-throughput and offers little control over the thickness and 
number of flakes.
16-17,30,37,50-55
  Another top-down approach is liquid exfoliation, which 
includes sonication of the TMD in the appropriate solvent
56-59
 and ion (e.g., alkali metal 
ions) intercalation.
60
  This approach is often accompanied by a phase change or a 
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physical, periodic deformation, which can drastically change the electrical properties.
31-
32,35
  The second set (the bottom-up approach) is chemical vapor deposition (CVD) and is 
an active area of investigation to produce consistent growth of large, pristine flakes.
61-66
 
This set has been thoroughly reviewed elsewhere.
31-36,44,67-75
 
The chemical composition and polymorph (i.e., specific crystal structure and layer 
stacking sequence) determine many of the properties of these layered TMDs.  The 
polymorphs of layered TMDs are notated nK-TX2, where n is a number between 1 and 3 
indicating the number of TX2 units (i.e., number of layers) in each unit cell and K is a 
letter denoting the symmetry within the unit cell.  The most common polymorphs are 2H, 
1T, and 3R, where H denotes hexagonal, T trigonal, and R rhombohedral symmetry in the 
unit cell.  The specific stacking sequence and geometry depends on the compound.  The 
chemical composition of the TMDs determines the filling of the d-bands, and the 
positions of the non-bonding d-bands between the bonding and anti-bonding bands 
depend on the polymorph and associated coordination of the transition metal.  These two 
characteristics lead to a wide range of electronic character from semimetallic or metallic 
to semiconducting and of magnetic character from diamagnetic to paramagnetic.
32,76
  
Combined with the strong electron-phonon coupling, certain combinations of polymorph 
and composition results in exotic electronic behavior, such as charge density waves 
(CDWs) and superconductivity in metallic d
1
 (e.g., Ta and Nb) TMDs.
77-82
 
As specimens are thinned, interlayer coupling, quantum confinement, and 
symmetry change, which result in layer-dependent properties.  When a semiconducting 
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MoX2 and WX2, where X denotes a chalcogen, is thinned to a single layer, quantum 
confinement results in an indirect-direct electronic bandgap transition,
17,83
 leading to the 
emergence of photoluminescence.
16,84-86
  This transition is also observed upon the 
application of strain.
87-91
  For few-layer molybdenum diselenide (MoSe2), the indirect and 
direct bandgap are so close in energy that heating produces an indirect-to-direct bandgap 
transition.
92
  Recently, a bandgap transition with thickness was observed in rhenium 
disulfide (ReS2).  In contrast to MoS2, bilayer ReS2 displays the direct bandgap, and 
monolayer and bulk samples retain the indirect bandgap.
93
 
The layer-dependent properties make TMDs attractive for a variety of 
applications.
31-36,67-74
  Because semiconducting TMDs retain their electronic bandgap and 
optical properties even at the monolayer limit, they are of interest for 
photovoltaics,
34,67,94-99
 transistors, logic circuits,
53,62,67,100-113
 photodectectors,
36,114-116
 
light-emitting devices,
36,67,72,117
 and lasers.
36
  Another example is the emergence of 
piezoelectricity with the breaking of inversion symmetry in 2H-polymorphs (i.e., odd 
number of layers), which may be utilized to create nano-power generators
118-121
 and to 
tune photoluminescence in monolayers.
122
  Thin layers are also more efficient catalysts in 
hydrogen evolution reactions, since they contain more edge sites that are catalytically 
active.
18,25-26,123-124
  For TMDs where the transition metal is from group six, strong spin-
orbit coupling leads to control over the valley degree of freedom in noncentrosymmetric 
samples (e.g., odd number of layers).  In such samples, the electrons can be excited to 
specific valleys depending on the helicity of the incident circularly polarized light, which 
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has made TMDs of interest for valleytronic (analogous to spintronics) devices.
125-136
  
1.1.2 | Molybdenum Disulfide (MoS2) 
Molybdenum disulfide, known as molybdenite when found in nature,
137
 is a 
heavily studied layered TMD.  The useful properties stem from its structure.  The three 
common polymorphs of MoS2 are 2H, 3R, and 1T and are shown in Figure 1.2.
76
  The 
2H-MoS2, shown on the left in Figure 1.2, has trigonal prismatic coordination of the 
transition metal atoms in each layer.  Its space group is P63/mmc or D6h, depending on the 
notation convention.  The two layers in each unit cell are offset so that the chalcogen 
atoms in the layers above and below are directly above the transition metal atoms in the 
surrounding layers.  The 3R-MoS2 polymorph, which also has trigonal prismatic 
symmetry, has three layers in each unit cell, as seen in the center structure in Figure 1.2.  
The layers are offset such that the chalcogen atoms in the second layer are directly above 
the transition metal atoms in the layer below, but the transition metal atoms in the second 
layer are not above the chalcogen atoms in the first.  The chalcogen atoms in the third 
layer fall above the metal atoms in the second, and the transition metal atoms in the third 
fall above the chalcogen atoms in the first.  In contrast, the 1T-MoS2 polymorph has 
octahedral coordination where one plane of chalcogen atoms is rotated sixty degrees with 
respect to the other, and each layer is stacked directly on top of the other, as shown on the 
right in Figure 1.2.  The most common polymorph, 2H-MoS2, was used in this study, and 
the 2H notation will henceforth be omitted.  The symmetry notation will be included only 
if denoting a different polymorph. 
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Due to this layered structure, the mechanical properties of this material are 
transversely isotropic.
43
  For monolayers, the in-plane Young’s modulus has been 
measured to be 0.22
138
 and 0.27 terapascal (TPa).
37
  For samples ranging from 5 to 25 
layers, the in-plane Young’s modulus extracted from atomic force microscopy 
measurements ranges from 0.21 to 0.42 TPa and has an average value of 0.33 ± 0.07 TPa, 
similar to that of graphene.  The variation was attributed to changes in defect density and 
adhesion to the substrate.
39
  The purely elastic deformation of the samples extended to 
tens of nanometers for both few- and monolayer samples.
39,138
  MoS2 undergoes brittle 
 
Figure 1.2 | Common polymorphs of MoS2.  The three most common polymorphs of 
MoS2 – 2H (H indicates hexagonal symmetry), 3R (R indicates rhombohedral symmetry), 
and 1T (T indicates trigonal symmetry) – are shown above, where the number denotes the 
number of layers in each unit cell.  The M here is Mo, and X is the chalcogen.  Adapted 
by permission from Macmillan Publishers Ltd:  Nature Nanotechnology, Ref [31]), © 
2012. 
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Figure 1.3 | Electronic bandstructures for bulk to monolayer MoS2.  
The electronic bandstructures were calculated for bulk, 8-layer, 6-
layer, 4-layer, bilayer, and monolayer samples.  The conduction band 
minimum between the K and Γ points slowly rises as the number of 
layers decreases, where the minimum at the K point is relatively 
unaffected.  The result is a transition from a 1.2 eV indirect bandgap in 
bulk to a 1.9 eV direct bandgap in the monolayer.  Reprinted figure 
with permission from Kuc, A.; Zibouche, N.; Heine, T. Phys. Rev. B 
2011, 83, 245213.  © 2011 by the American Physical Society. 
 
fracture, with a breaking strength of 16-30 gigapascal (GPa) or breaking strain of ~0.06-
0.11 for several layers.
37,138
  The elastic bending modulus has been calculated to range 
between 6.62 and 13.42 eV.
38,42,139-140
  These mechanical properties make MoS2 
appealing for high-frequency resonators and mass sensors.
141-143
 
The electronic band structures of MoS2 of varying thicknesses are shown in 
Figure 1.3, calculated using density functional theory.  In the bulk MoS2 band structure, 
the indirect 
bandgap occurs 
between the Γ 
point in the 
valence band 
and about 
halfway 
between the Γ 
and Λ (also 
called Q) 
points in the 
conduction 
band.
144-145
  
The direct 
optical 
Chapter 1 | Introduction 
 10 
bandgap occurs at the K points, which are at the edges of the hexagonal Brillion zone.  
The bottom of the conduction band and top of the valence band are made up of 
hybridized molybdenum d-orbitals and sulfur p-orbitals.  Calculations indicate that the 
majority of the d-orbitals that form the states at the conduction band minimum are 
strongly localized on the Mo atoms, which are enclosed by planes of S atoms.  Thus, 
these d-orbitals are minimally affected by changes in interlayer coupling with thickness 
changes.  The d-orbitals that form the valence and conduction band states at the Γ point 
and between Γ and Λ points, respectively, responsible for the indirect bandgap are 
linearly combined with antibonding pz orbitals on the S atoms.  Thus, as the number of 
layers decreases, the interlayer coupling causes the conduction band minimum to rise 
significantly.  In the limit of a monolayer, the conduction band minimum between the Γ 
and Λ points rises higher than the minimum at the K point, resulting in the bandgap 
transition from indirect (1.23 eV) to direct (1.79 eV).
16,144
  The bandgap can also be tuned 
using strain.
87-88,146-147
  The presence and tunability of the electronic bandgap even in 
atomically-thin layers make MoS2 appealing for a variety of nano-electronics, including 
transistors and light-emitting diodes.
31,36,114-115
 
Three excitonic features – traditionally named A, B, and C excitons in order of 
increasing energy – emerge if spin-orbit coupling and interlayer interaction are included 
in band structure calculations.  As shown in Figure 1.4, strong spin-orbit coupling for 
monolayer MoS2 and interlayer interaction for multi-layer and bulk MoS2 split the 
valence band maxima at the K point into two states – Kv1 and Kv2 – regardless of the 
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Figure 1.4 | Electronic bandstructure of 
monolayer, bilayer, and bulk MoS2 with 
spin-orbit coupling and interlayer 
interactions.  Spin-orbit coupling and 
interlayer interactions result in large 
splitting in the valence band at the K-point 
for (a) monolayer, (b) bilayer, and (c) bulk 
MoS2.  Reprinted figure with permission 
from Cheiwchanchamnangij, T.; 
Lambrecht, W. R. L. Phys. Rev. B 2012, 
85, 205302.  © 2012 by the American 
Physical Society. 
thickness.  The A and B excitons 
correspond to transitions from the Kv1 and 
Kv2 states, respectively, to the conduction 
band.  Their ground state transition energies 
are 1.85 eV (670 nm) and 1.98 eV (627 
nm).
16,148-151
  The C excitons correspond to 
transitions in the region between the Γ and 
Λ points.145  The Rydberg states of the B 
exciton were observed in a monolayer 
MoS2 specimen, and a binding energy of 
0.44 eV was deduced for the B exciton.
152
  
A binding energy of 0.54 eV has been 
calculated for the A exciton.
153
 
Due to the combination of the 
decreased dielectric screening  in two-
dimensional crystals and heavy band 
masses in monolayer MoS2, trions (charged 
excitons), which comprise either two 
electrons and a hole or two holes and an 
electron,
154
 are formed with a binding 
energy of ~20 meV.  In this case, the trions 
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comprise two electrons and one hole.  In contrast to excitons for which only one state is 
allowed (e.g., hole spin up and electron spin down in the K-valley for A excitons), 
multiple trion states are allowed.  The lowest energy state is two electrons spin down and 
one hole spin up, and the lifetime of the hole was found to be much longer than the trion 
lifetime.
153,155
  Trions can repel each other and decrease the photoconductivity 
transiently.
156
 
In monolayer MoS2, strong spin-orbit coupling and breaking of inversion 
symmetry splits the valence band valley at the K points by ~160 meV and creates two 
valleys, the K and K’ valleys, with different spin character.  Spin-degeneracy at the K-
point requires both time reversal and inversion symmetry, which is lacking in the 
noncentrosymmetric monolayer, for the 1H monolayer is now in the D3h space group.  
Consequently, the two bands are of different spin character, and left circularly polarized 
light excites carriers into the K valleys whereas right circularly polarized light excites 
carriers into the K’ valleys.131,133-134,157  Trions can also be selectively excited into the K- 
or K’-valleys with different light helicities.153,155  This circular dichroism has spurred 
applications in valleytronics.
131-136,143
 
Even in very thin layers, MoS2 and all the other TMDs with transition metals 
from group six exhibit unexpectedly strong optical absorption
158
 due to a feature of the 
electronic bandstructure known as band nesting.  Band nesting refers to regions in the 
band structure in which the conduction and valence bands are parallel in energy
159
 and 
occurs approximately halfway between the Γ and Λ points for monolayer MoS2, as seen 
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in Figure 1.5.
83,158-159
  Band 
nesting corresponds to van 
Hove singularities in the 
density of states, which 
results in strongly enhanced 
optical conductivity.
83
  The 
photocarriers excited to 
regions with band nesting 
propagate at the same speed 
but in opposite directions, 
resulting in swift carrier separation.
83,159-160
  The long lifetimes of C excitons relative to 
that of A and B excitons have been attributed to band nesting.
145
  These optical features 
have made MoS2 appealing for solar cells and photodetectors.
94-96,99,114,116,161-163
 
As the number of layers decreases, the changing interaction between layers shifts 
the phononic band structure, shown in Figure 1.6.  The corresponding phonon modes are 
shown in Figure 1.7.  The E2g
1  and A1g modes are Raman-active.  Compared to bulk 
positions, each mode frequency shifts toward the other by 3 cm
-1
 for a monolayer 
specimen.  This shift decreases with increasing layer number until the peaks have 
returned to their bulk positions (382 cm
-1
 and 408 cm
-1
, respectively) at six layers.
51
  This 
significant shift in position has become the standard method to determine the number of 
layers in a sample.
164-165
  
 
Figure 1.5 | Band nesting in MoS2.  Electronic 
bandstructure showing band nesting between the two 
green arrows on the left, and the density of states on the 
right showing van Hove singularities.  Adapted with  
permission from Ref [83] © American Physical Society. 
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Due to the dependence 
on the phononic bandstructure, 
thermal conductivity has been 
found to also vary with layers.  
For single crystal MoS2, the 
thermal conductivity is strongly 
anisotropic and has been 
reported to be 85-100 W m
-1
 K
-1
 
for the in-plane direction and 2 
W m
-1
 K
-1
 for the perpendicular 
direction for bulk single 
crystals,
167
 34.5 for single 
crystal, and 44-55 W m
-1 
K
-1
 for 
few-layer MoS2.
168-170
  For 
polycrystalline films, the 
conductivity has been measured to be much lower (1.5
171
 and 0.73 W m
-1
 K
-1
 for in-
plane
172
 and 0.25 W m
-1 
K
-1
 for cross-plane directions
171
) due to the reduced boundary 
conductance across grains, calculated to be 87.5 ± 1.5 megawatts m
-2 
K
-1
.
172
 
In samples with odd numbers of layers, lack of the inversion symmetry leads to 
piezoelectricity,
118-119
 which can be harnessed for energy conversion and power 
generators.
120-121,173
  The piezoelectricity has been harnessed to manipulate exciton 
 
Figure 1.6 | Phononic bandstructure of monolayer 
and bulk MoS2.  Phononic bandstructure and density 
of states for (upper panels) monolayer and (lower 
panels) bulk MoS2.  The experimental data is from N. 
Wakabayashi, N.; Smith, H. G.; and Nicklow, R. M. 
Phys. Rev. B 1975, 12, 659-663.  Adapted with 
permission from Ref [166] © American Physical 
Society. 
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relaxation pathways.  A surface acoustic wave was applied to a mono-layer specimen, 
and the electric field due to the mechanical deformation forced excitons to dissociate.  
The electron and hole were then trapped in different extrema of the conduction and 
valence bands, preventing direct recombination and quenching the photoluminescence.  
In addition, the electric fields possessed enough energy to force trion dissociation into 
excitons and further increase quenching.  The authors postulated that water molecules 
present at the edges reduced the electric field and resulted in the observed relatively 
strong photoluminescence.  At higher acoustic wave powers, the samples were calculated 
to heat significantly 
and thus reduce the 
bandgap, increasing 
quenching through 
a different 
mechanism.
122
  
This work suggests 
that the relaxation 
pathways depend 
on the local heating 
and specimen 
condition. 
Although 
 
Figure 1.7 | Optical phonon modes of multi-layer MoS2.  
Frequencies are in cm
-1
.  Raman/IR indicates whether the mode is 
Raman- or IR-active.  Reprinted with permission from Ref [174]. 
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monolayers have gained the most attention, research has indicated that few-layer MoS2 
may be better suited for some applications.  For instance, the signal from field effect 
transistors (FETs) with few-layer MoS2 used as gas sensors was found to be more stable 
and sensitive than monolayer-MoS2 devices.
175
  In addition, multi-layer MoS2 has higher 
optical absorption, higher carrier mobility,
176
 higher density of states at the conduction 
band minimum,
177-178
 and longer photo-carrier lifetimes
179-180
 than monolayer MoS2, 
which makes multi-layer MoS2 better suited for photo-devices.
181
  These experiments 
suggest that study of few- to many layer MoS2 properties is valuable not only for 
fundamental understanding but also for devices. 
 The electrical and optical properties of MoS2 have been found to depend on strain 
as well as number of layers.
87-88
  The strain dependence has been measured by shifts in 
micro-Raman and photoluminescence peak positions
182
 and calculated using atomistic 
tight binding
183
 and an analytical bond length model.
184
  Up to a strain of 0.2 in the plane, 
the optical bandgap of monolayer MoS2 decreases approximately linearly by ~50 meV 
per percent strain under in-plane uniaxial strain
88,184-186
 and by 99 meV per percent strain 
under biaxial strain
187
 but increases under out-of-plane uniaxial tensile strain.
188
  Above 
that strain, the bandgap energy stabilizes at 0.45 eV.  Monolayer MoS2 has been 
calculated to undergo a semiconductor-to-metal transition under ~10% tensile strain or 
~15% compressive biaxial strain.
189-191
  Bulk MoS2 was calculated to undergo the 
transition at 10% compressive strain.
191
  This transition is due to tensile strain increasing 
the overlap of the dxy and dx2+y2 orbitals with the chalcogen p states at the K point while 
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decreasing the overlap of the dz2 and chalcogen p states at the Γ point.  As for thickness, 
the conduction band minimum is not affected by strain.
192
  Atomistic tight binding 
simulations suggested that the dieletric function can red-shift under uniaxial tensile strain 
in monolayer MoS2.
183
  In-plane strain also enhances interface coupling.
193
  Strain thus 
constitutes a useful knob to tune the properties of MoS2.  All of the studies above, 
however, examined steady-state or stationary effects of strain over a whole sample, which 
raises several questions.  Could these properties be tuned dynamically or over short time 
scales?  What would those time scales be, and how can we harness this knob in real-time?  
Moreover, could the properties be tuned locally?  What are the appropriate spatial scales? 
1.2 | Ultrafast Photo-carrier Dynamics in MoS2 and Other Two-
dimensional Materials 
Perhaps the most expedient way to add strain to a system is through heat, and the 
most expedient way to heat a nanoscale material is through ultrafast laser irradiation.  
Pulsed lasers now offer access down to attoseconds (10
-18
),
194-195
 and tuning the repetition 
rate to allow full relaxation of the system back to the same initial state enables consistent, 
repeated excitation in every cycle.
196
  Ultrafast (<1 ps) pulse durations enable access to 
time scales that challenge our understanding of heat and its dynamics, for the specific 
dynamics of photo-carriers (e.g., excitation mechanisms and relaxation pathways) 
become significant on these spatial and temporal scales.
14,197
  Photo-carrier dynamics are 
generally determined by two properties:  electronic character and quantum confinement.  
The most heavily studied two-dimensional material is graphene, a single plane of carbon 
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atoms in a hexagonal lattice.
30,198-199
  Its bulk counterpart is graphite.  In contrast to 
MoS2, graphene is metallic.  With the application of an external electric field, bilayer 
graphite (also known as bilayer graphene) can develop a small tunable bandgap and finite 
electron mass.
200-202
  Thus, the photo-carrier response exhibits different characteristics 
from the semiconducting MoS2.  Although also a layered TMD, tungsten ditelluride 
(WTe2) exhibits magnetoresistance and thus different photo-carrier dynamics in certain 
temperature ranges.  This section will outline the photo-carrier dynamics in paradigmatic 
graphene, graphite, and WTe2 and review the literature on photo-carrier dynamics in 
MoS2. 
Photo-carrier dynamics are generally characterized with pump-probe methods.  In 
all cases, an optical – usually a laser pulse with a duration of tens to hundreds of 
femtoseconds (fs) – excitation pulse is directed onto the sample.  The techniques can then 
be grouped depending on the probing signal collected at different time delays between 
the arrivals of the excitation laser pulse and the probing pulse.  For the first group, the 
sample generates a signal – photoluminescence or second harmonic generation – in which 
changes in energy, peak shape, or peak area indicate dynamics.  Another group directs a 
second probing laser pulse of the same or different wavelength onto the sample and 
measures the transient change in transmission, reflection (e.g., time-resolved transient 
reflectivity), or energy (e.g., ultrafast spectroscopy).  A final set of techniques uses 
electron packets (e.g., ultrafast electron diffraction or UED) or X-ray pulses to probe the 
specimen dynamics and measures changes in the intensities, peak positions, or peak 
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widths in the resulting diffraction patterns (DPs). 
1.2.1 | Ultrafast Photo-carrier Dynamics in Two-Dimensional Materials:  
Graphene, Graphite, WTe2 
For graphene and graphite, photo-excited electrons are promoted from the π band 
to the π* band.  For graphene, the electrons appear or are assumed to thermalize quickly, 
as would be expected of a metal.
203-206
  For graphite, some experiments have supported 
that electrons thermalize in tens of femtoseconds,
200,207-208
 whereas others have suggested 
that the electrons in graphite immediately couple to strongly coupled optical phonons 
(SCOPs) – the E2g mode at the Γ point and the A1
'
 mode at the K point
209-210
 – in the first 
200 fs or that hot SCOPs and electrons are generated by the photo-excitation pulse 
instead.  The hot electron and SCOP populations then relax without clear 
thermalization.
210-211
   
Assuming electron thermalization, hot electrons diffuse and cool on a 100 fs 
timescale.
208,212
   In graphene and to a lesser extent in graphite,
206
 the dominant scattering 
mechanisms are scattering from charged impurities,
213
 from ripples,
214-215
 and from 
midgap states created by point defects.
207,216-218
  If defects are minimized, intrinsic 
scattering from optical and acoustic phonons – those intrinsic to graphene and the 
substrate optical modes if the graphene is supported
203,206,219-221
 – and supercollisions – 
disorder-assisted two-phonon emission that enhances relaxation rates
204,207,216,222-223
 – 
dominate.
203,207,212,216,219-220,223-224
   
The scattering by phonons is grouped into two regimes depending on carrier 
Chapter 1 | Introduction 
 20 
density.  Unlike conventional metals, graphene has a small Fermi surface, which restricts 
the acoustic phonons in momentum space that can couple to electrons.  Thus, acoustic 
phonon scattering dominates at low electron densities (10
11
 – 1013 cm-2 per layer), 
whereas optical phonon (which have large energies in graphene), particularly SCOPs, 
emission, usually within 500 fs of excitation,
225
 and supercollisions dominate above those 
densities.
203,206-207,212,216,220,224
  Using a two-temperature model – in which extent of 
electronic and phononic excitation is quantified with electron and phonon temperatures – 
this restriction can be expressed by a threshold electronic temperature, known as the 
Bloch-Grüneisen temperature.  Below the Bloch-Grüneisen temperature, the relaxation is 
dominated by electron-acoustic phonon coupling, and above that temperature, electron-
optical phonon coupling and/or supercollisions dominate.
223
  This temperature can be 
tuned with charged impurity, defect, and disorder densities.  In particular, the temperature 
will decrease for lower carrier density and higher disorder.
226
  Supercollisions have been 
found to be the dominant relaxation pathway when the time to cool graphene decreases as 
the carrier temperature increases,
207,222
 ranging from ~200 ps below 50 K and ~10 ps at 
300 K,
207
 and the cooling times are much faster than achieved by phonon scattering.
222
   
For graphite, the carrier cooling is much faster than in graphene.  For instance, the 
carrier cooling is two to three times faster in bilayer than monolayer graphene due to an 
increased sensitivity to the carrier density.  Like in graphene, the carrier energy loss rate 
in bilayer graphite depends on carrier density.  In contrast to monolayer graphene, the 
electron-phonon coupling time also depends on the carrier density.  Supercollisions have 
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not been observed in bilayer graphene.
200
  At higher electron temperatures
206
 and longer 
timescales,
208
 the hot phonon effect – in which a high density of hot phonons suppresses 
further phonon emission – is found to be substantial in bilayer graphite.206  For 20- to 30-
nm thick graphite, the intraband carrier-carrier scattering occurs in ~30 fs, and the 
intraband carrier-phonon scattering occurs in ~100 fs.
208
 
Tungsten ditelluride (WTe2) has similar dynamics except at low temperatures, 
where the influence of its giant, non-saturating magnetoresistance appears to have 
significant influence on the observed properties.  Electron-electron thermalization and 
electron-phonon thermalization occur within a picosecond and are relatively independent 
of excitation fluence.  Phonon-assisted electron-hole recombination, intervalley electron-
phonon scattering followed by recombination, occurs in the next 5-15 ps.  The ultimate 
cooling to the substrate is much longer than the experimental range (300 ps) and was not 
studied further.  During relaxation, two coherent lattice modes are observed with 
frequencies of 0.25 and 2.4 terahertz (THz), which correspond to the A1 optical phonons.  
Between temperatures of 300 and 50 K, the recombination time gradually increases 
because the phonon population decreases and thereby slows the recombination.  Between 
temperatures of ~50 and 5 K, however, the recombination time suddenly increases, which 
is attributed to the electronic structure change characteristic of magnetoresistance.  
Specifically, the electron-hole pockets in the Fermi surface that are believed to produce 
the magnetoresistance have been calculated to expand at low temperatures, thereby 
increasing the density of states and changing the interband e-ph scattering coupling 
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strength.
227
 
1.2.2 | Ultrafast Photo-carrier Dynamics in MoS2 and Other Semiconducting 
TMDs 
Due to its many applications in electronics, the initial, photo-induced electronic 
carrier dynamics of MoS2 and other semiconducting TMDs is an active area of study, 
particularly in monolayers.  By far the most researched carrier dynamics belong to MoS2, 
and the trends often extend to other semiconducting TMDs, which are isoelectric with 
MoS2.  Thus, MoS2 photo-carrier dynamics will be detailed in this section, and the 
parallels between WS2 and MoS2
 
briefly illustrated. 
Because MoS2 is a semiconductor, electrons undergo direct optical excitation into 
the conduction band, leaving holes behind in the valence band.
228-229
  Injection of these 
charge carriers can then suppress further optical absorption.
228,230-232
  These carriers then 
undergo intraband relaxation or thermalization, which involves both intra- and inter-
valley scattering, and interband relaxation or carrier cooling, which is accomplished by 
indirect or direct recombination, depending on the position of the carrier in the Brillion 
zone.  At higher excitation fluences (corresponding to a carrier density of 10
13 
cm
-2
 in the 
monolayer), MoS2 undergoes a Mott transition and behaves metallically, at least in the 
initial dynamics.
52,132
  These high carrier concentrations correspond to high electron 
temperatures, such as 16,000 K for a carrier concentration of ~10
22
 m
-3
 and a fluence of 
10 milliJoule (mJ) per cm
2
.  Such high transient electron temperatures do not lead to 
structural modification, unlike much lower temperatures achieved with steady-state 
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heating.
233
  In WS2, the high optical energies have also resulted in a Mott transition, and 
the photo-generated dense electron-hole plasma screens the Coulomb interaction, which 
reduces the exciton binding energy to zero, decreases quasi-particle energy so that the 
bandgap shifts in energy to below the initial exciton energy (i.e., bandgap 
renormalization), and shifts the quasi-Fermi levels into the bands (i.e., population 
inversion).
234
  Since WS2 are isoelectric with MoS2, similar trends can be expected.  At 
low optical excitation or longer timescales, the relaxation pathways for MoS2 are 
described below. 
Upon optical excitation, the observed time and spatial scales vary widely in the 
literature, but the photo-induced response can be split into two categories due to the 
layer-dependence of the electronic band structure – bulk and thin (few- to monolayer).  
For bulk crystals (~100 nm thick), the relaxation pathways can be listed in order of 
increasing timescales as intravalley relaxation, intervalley relaxation, and indirect 
recombination.  One study found that hot electrons relaxed through both carrier-carrier 
and carrier-phonon scattering.  In the temperature range studied (i.e., below the Debye 
temperature of 570 K), the dominant mechanism was found to be electron-electron 
scattering, which resulted in hot carrier lifetimes of below 65 fs depending on the excess 
carrier energy.
235
  Another study attributed a biexponential rise (1.8 ± 0.6 ps and 20 ± 2 
ps) in the transmission of the probe pulses to carrier-carrier and carrier-phonon 
intravalley scattering, respectively.  The intervalley scattering was fit with a single 
exponential decay (~2.6 ns), and the indirect recombination time scale was longer than 
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that probed by the experiments (~4 ns).
231
  Other studies have reported intervalley 
scattering occurs in <1 ps and that the ultimate carrier lifetime is on the order of hundreds 
of picoseconds.
229
  Such disparities could be due in part to the varying or unreported 
number of layers and defect densities in bulk samples. 
Photocarriers in mono- and few-layer MoS2 also undergo intraband relaxation but 
much more quickly (<500 fs) than bulk samples.
231
  For monolayer and bilayer MoS2, the 
electron-hole pairs excited between A and B exciton energies thermalize and relax to the 
K-point.  Due to band-nesting, excitation above ~2 eV for monolayers and ~2.4 eV for 
bilayers, which corresponds to the C exciton energy, results in rapid dissociation and 
intraband scattering to the D* (close to Λ) valley for electrons and Γ hill for holes for the 
majority of carriers.
145,159
    The time scales and mechanisms for intraband scattering vary 
widely in the literature.  Two recent studies on five-layer MoS2 with 10 fs laser pulses 
found that hot electrons thermalize in less than 20 fs.  At all temperatures, carrier-carrier 
scattering is significant.
236-237
  At low temperatures (<200 K),
52,178
 carrier-charged 
impurity scattering is more significant than carrier-phonon scattering.  At higher 
temperatures, however, carrier-phonon scattering becomes more important than carrier-
charged impurity scattering.  Intravalley relaxation was found to be mediated by acoustic 
phonons rather than optical phonons due to the suppression of the latter by the hot 
phonon effect.  Intervalley scattering is mediated by carrier-phonon scattering, in which 
two phonons are involved.  Holes relaxing from the K-valley involve two acoustic 
phonons, whereas electrons relaxing from the K-valley emit two longitudinal optical 
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phonons.
236-237
  In another study, the fast intraband relaxation in monolayer and few-layer 
MoS2 has been attributed to a non-phonon mechanism – defect scattering – because 
Auger-type electron-hole scattering relies on substantial disparity between the electron 
and hole effective masses,
231
 which are very similar in MoS2.
147
  Other studies have 
found that exciton-exciton repulsion and scattering also contribute to the intraband 
relaxation, although these samples may not have been the 2H-polymorph.
232
 
Studies have suggested a wide range of hot carrier cooling mechanisms and 
timescales.  For the monolayer, the majority of electrons and holes are expected to relax 
via nonradiative recombination (single to tens of ps) and intervalley scattering where both 
electron and hole relax to the K point (where they then radiatively recombine) rather than 
indirect radiative recombination from the Λ/Γ state (hundreds of picoseconds).  For the 
bilayer, the latter case is now more likely.
159
  This theory is supported by the much lower 
optical phonon energy in MoS2 than in graphene, and coupling to optical phonons is 
much more efficient, reducing the influence of coupling to substrate phonon modes.  At 
low temperatures below the optical phonon energy (below 50-75 K), the hot carrier 
cooling is dominated by emission of acoustic phonons; at higher temperatures, optical 
phonon emission dominates.  Like graphene, the carrier dynamics can also be described 
by a Bloch-Grüneiesen temperature, above which phonon emission is limited.  Below this 
temperature, the coupling is two orders of magnitude larger than for graphene.  The 
Bloch-Grüneiesen temperature is lower in MoS2 than graphene or bilayer graphene, and 
optical phonons are susceptible to the hot phonon effect, which decreases the cooling 
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rate.
238
  One study reported that carrier-optical phonon coupling times were 640 and 650 
fs for the A and B exciton, respectively,
236
 whereas another claimed that the electron-
phonon coupling time was on the order of tens of picoseconds.
233
  Yet another study 
reported three distinct decay times for carrier cooling.  The fast decay on the order of 
single picoseconds was attributed to enhanced trapping of excitons by surface trap states.  
The intermediate time on the order of tens of picoseconds was attributed to interband 
carrier-phonon relaxation (i.e., indirect recombination).  The slow decay on the order of 
hundreds of picoseconds is attributed to direct recombination at K or K’ valleys.231  For 
high exciton populations in monolayers, the exciton-exciton annihilation was found to 
limit the lifetimes.  The scattering rate was found to vary quadratically with population of 
excitons.  Radiative decay was calculated to be on the order of ten nanoseconds and thus 
considered irrelevant.
228,230-232
 
The long carrier lifetimes in both bulk and few-layer MoS2 allow the carriers time 
to diffuse.  Inter-layer carrier diffusion is expected to be low due to the different bonding 
environment between layers.  Carrier diffusion within the layers has been modeled with 
the ambipolar diffusion equation and maintains the excitation pulse profile (i.e., Gaussian 
function).  The diffusion coefficient is calculated to be 4.2 ± 0.4 cm
2
/s.  For hot carriers, 
the diffusion coefficient was deduced to be much higher (18 cm
2
/s).
229
  For bi- and tri-
layer specimens, the diffusion coefficient was measured to be 20 ± 10 cm
2
/s, and the 
diffusion length was estimated to be 450 nm for a carrier lifetime of 100 ps.
131
 
Tungsten disulfide (WS2) shows similar dynamics at low carrier densities.  For 
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relatively low excitation fluences, the carrier density stays below the Mott threshold so 
that the dynamics are generally those of excitons.  Within hundreds of femtoseconds, A 
and B excitons (at the K/K’ points) are excited and thermalize, and their lifetimes are on 
the order of 1 to 15 ps, depending on the excitation fluence.  The dominant relaxation 
pathways are expected to be nonradiative recombination via Auger exciton-exciton 
annihilation and defect scattering, with the emittance of phonons and heating of the 
lattice.  The cooling of the lattice was found to be determined by heat transfer to the 
supporting substrate, taking ~250 ps.
239
  At high carrier densities (≥ 1014 cm-2 per layer), 
optical excitation results in a Mott transition in mono- and bilayer WS2 on picosecond 
timescales, as in MoS2.  The onset of the Mott transition was within the instrument 
resolution (hundreds of femtoseconds), and the population inversion was found to decay 
in ~1 ps through radiative and non-radiative channels.  After this decay, the optical 
response follows the same trends as described above.
234
 
1.3 | Structural Response in MoS2 and Other Two-dimensional 
Materials 
The structural response immediately following the photocarrier response – from 
electron-phonon coupling through mechanical oscillations – affects the carrier relaxation 
pathways and is separately of interest for sensor applications.  Moreover, phonons are, by 
definition, local strain waves, and strain has been shown to tune the material properties in 
MoS2, as discussed previously.  In contrast to other two-dimensional materials like 
graphene, the ultrafast structural response of thin MoS2 is a nascent area of study.  
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Experimentally, the structural response in a material is measured using UED or ultrafast 
electron crystallography in both transmission and reflection geometries,
210,240-245
 ultrafast 
electron microscopy (UEM) which is described in more detail in Section 1.4,
246-247
 
ultrafast X-ray diffraction, time-resolved spectroscopy,
225,248-249
 angle-resolved 
photoelectron spectroscopy,
250
 transient reflectivitiy,
251
 and time-resolved transient 
reflectivity.
249
  Briefly, UEM operates using the same principles as UED but allows all 
the imaging capabilities of a TEM rather than just diffraction information.
192,245-253
  The 
structural response has also been calculated using density functional theory and density-
functional perturbation theory.
209
  In this section, I will briefly review the research on the 
structural response of paradigmatic two-dimensional materials including graphite, 
graphene, and other TMDs and review in detail the structural response of MoS2. 
1.3.1| Structural Responses of Two-dimensional or Thin Materials:  Graphene, 
Graphite, WTe2, TaS2, TaSe2, WSe2, and Germanium 
The structural responses of the most heavily studied two-dimensional material, 
graphene, and of its bulk counterpart, graphite, are of interest for understanding electron-
phonon dynamics in carbon-based devices and for understanding structural mechanics in 
thin systems.
210
  At moderate fluences (e.g., between 0.5 and 21 mJ/cm
2
), the electrons 
quickly thermalize and couple to phonons.  The phonons then thermalize in ~10 ps (i.e., 
the lattice heats) in both in- and out-of-plane directions.
242-243
  At higher fluences nearing 
the ablation threshold, graphite contracts in the initial picoseconds.  The timescale of the 
contraction is inversely proportional to the excitation fluence and is as short as 500 fs.  
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The contraction is attributed to strong electron-phonon coupling, in which ~90% of the 
laser excitation energy excites both incoherent and coherent high-momentum SCOPs.  
The lattice next undergoes expansion with a time constant of several picoseconds, where 
the exact number depends on the sample geometry and thickness.
209-210,240-243,245,248
  The 
dominant mode is attributed to the A1
'
 mode rather than E2g because the A1
'
 exhibits 
stronger electron-phonon coupling and has more decay channels through acoustic 
phonons, making it more susceptible to hot phonon effects and thus limiting the electron 
relaxation rate.
209
  The expansion is attributed to thermalization of the SCOPs with the 
phonon population via mode conversion, particularly decay into lower energy acoustic 
phonons, and further electron-phonon coupling.
209,225,240-241,248,250
  Graphene is expected 
to undergo similar behavior, although the magnitudes will vary depending on the 
coupling strength.
209
 
On long time scales, graphite relaxes into mechanical oscillations that ultimately 
dissipate the photo-excited thermal energy.  For a 75-nm thick graphite crystal, the 
movement was tracked via motion of contrast in time-resolved electron micrographs out 
to tens of microseconds.  During the initial five microseconds, multiple mechanical 
modes were evident in the chaotic motion of the image contrast.  After tens of 
microseconds, the crystal vibrates at a fundamental global resonance of 1.08 megahertz 
(MHz), which was used to extract the mechanical properties.  The lifetimes of these 
modes were found to be determined by mechanical damping.
246
 
Similarly, the optical phonons of tungsten ditelluride (WTe2) were measured with 
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time-resolved transient reflectivity and found to decay into acoustic phonons with a rate 
dependent on the temperature.  The reflectivity was found to undergo an instrument-
limited change followed by a multiexponential decay combined with periodic 
oscillations.  The exponential decay was attributed to photocarrier relaxation and not 
studied further.  The oscillations were fit with a damped sinusoidal function, and the 
dominant frequency was found to be 0.27 THz, suggesting the oscillation corresponded to 
the A1
 
optical phonon.  This attribution is further supported by the dependence of the 
optical phonon frequency on the probe laser polarization.  Acoustic phonons were 
calculated to oscillate at a frequency one order of magnitude lower.  The optical phonon 
frequency was found to decrease with temperature increases, which was attributed to 
anharmonic decay of optical phonons.  The damping increased with pump fluence, which 
was attributed to lattice anharmonicity.  These results suggested that WTe2 may have 
unobserved CDW character, which would contribute to the phonon frequency 
softening.
252
 
The structural dynamics of 1T-tantalum disulfide (TaS2) and both 1T- and 2H-
tantalum diselenide (TaSe2) are of particular interest due to the occurrence of phase 
transitions of an entirely different type – the formation of different CDW phases.  
Connected with superconductivity, CDWs are a combined lattice distortion and electron 
density re-distribution into a periodic structure.  The three phases of CDWs are the 
commensurate CDW (CCDW) characterized by high resistivity and a very ordered lattice 
distortion (i.e., the deformation of 12 Ta atomic cores around a thirteenth Ta core to form 
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a star-of-David structure in TaS2 and the deformation of 6 Ta cores around a seventh Ta 
core in 2H-TaSe2),
82
 the nearly commensurate CDW (NCCDW) characterized by a less-
ordered distortion and a lower resistivity, and the incommensurate CDW (ICCDW) 
characterized by disordered lattice distortion and a further drop in resistivity.  The phase 
diagram is shown in Figure 1.8 for TaS2.  At ambient pressure, the Mott (insulating) state 
– characterized by a localization of the electronic distribution around the atomic cores 
without a lattice distortion – and CCDW coexist below 180 K,253 the NCCDW occurs 
between 180 and 350 K, and the ICCDW occurs between 350 and 550 K.  Above 550 K, 
TaS2 is metallic.  At low temperatures and high pressures, superconductivity is observed 
due to the non-metallic low-temperature phase due to the NCCDW phase.
79
  Electron-
electron and electron-phonon interactions drive transitions or stabilize a mosaic of 
different phases upon application of external voltage pulses.
253
   
While some studies claim to have observed nonequilibrium phase transitions from 
CCDW and ICCDW in TaSe2
254
 and ICCDW and NCCDW in TaS2
255
 upon optical 
excitation, many questions remain.  First and foremost, it is not currently known whether 
the lattice distortion or the electron density re-distribution occurs first.  Moreover, 
ultrafast electron diffraction studies averaged signal from large sample areas, which does 
not account for the significant influence of defects on phase transitions.
256-257
  These 
puzzles show the importance of understanding the interplay of electronic and structural 
deformation and interactions. 
Recently, the launch and propagation of acoustic phonons in tungsten diselenide 
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(WSe2), germanium (Ge), 
and TaS2 were imaged in 
real-space by coworkers in 
the  
Flannigan group.
247,258
  
Using the imaging 
capabilities of UEM, they 
were able to resolve acoustic 
wavetrains by tracking the 
changes in the contrast due 
to changes in the local Bragg 
diffraction condition.  It was 
observed that the acoustic 
phonons appear to be 
launched from step-edges in 
WSe2, where the thickness 
changed abruptly.  
Specifically, it was observed 
that the intensity increased 
for ~10 ps before a traveling 
wave was launched in a direction approximately normal to the step-edge.  This time 
 
Figure 1.8 | Phase diagram of 1T-TaS2 with the 
metallic, superconducting, and CDW phases 
indicated.  The drawings surrounding the phase diagram 
indicate the deformation in the CDW phases, where the 
darker lines indicate star-of-David deformations, and the 
lighter lines indicate decreased deformation.  Clockwise 
from top left, the structures are CCDW, NCCDW, 
metallic, and coexistence of metallic and NCCDW.  
Reprinted by permission from Macmillan Publishers Ltd:  
Nature Materials, Ref [79], © 2008.  
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interval is believed to correspond to the dephasing time of longitudinal waves traveling in 
the cross-plane direction.  Several traveling strain wave modes were observed, depending 
on the location on the specimens.  The highest frequency modes were found to emerge 
from the vacuum-crystal interface, from which they traveled at phase velocities of 6.5 
and 5.5 nm/ps for Ge and WSe2, respectively.  Slightly lower-frequency waves were 
found to be launched from step edges.  In both cases, the image intensity oscillated with 
frequencies in the tens of gigahertz (GHz) for both materials.  Similarly high-frequency 
waves have been observed in electron diffraction patterns taken on silicon
259
 and in time-
resolved transient reflectivity measurements on WSe2, which were ascribed to the A1g 
mode at the Γ point (7.448 THz) for monolayer specimens as well as the interlayer B1 
mode (frequency was found to depend on thickness) for multilayer specimens.  In 
monolayer specimens, the A1g phonons were found to decay anharmonically into 
longitudinal acoustic (LA) modes (3.7 THz) in several picoseconds, depending on the 
thickness, but the LA modes were not observed in multi-layer specimens.
249
  The GHz 
frequencies observed in the UEM study were attributed to the longitudinal acoustic 
phonons traveling in the cross-plane direction and the dilatational Lamb-wave mode, 
respectively.  This work exposes the rich potential of a technique that offers imaging 
capabilities with the temporal resolution of pump-probe spectroscopy and the spatial 
resolution of transmission electron microscope (TEM) in elucidating strain dynamics and 
coupling with morphological or defect structures.
247,258
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1.3.2 | Photo-induced Structural Response of MoS2 
Ge and coworkers
251
 observed the launch and propagation of the out-of-plane 
coherent longitudinal acoustic phonon mode in MoS2 samples with 10 to 1,314 layers.  
The sample reflectivity suddenly changed at time zero followed by a slow decay overlaid 
with damped oscillations, with a single frequency for each sample.  The change – the sign 
of which depended on the number of layers – and subsequent decay were attributed to 
photo-carrier relaxation and were outside the scope of the study.  The oscillation 
frequency was inversely proportional to the number of layers because this mode produced 
a standing acoustic wave; the frequency ranged from 0.226 THz for 11 layers to 0.038 
THz for 1,314 layers.  The oscillations were fit with exponentially damped sinusoids.  In 
contrast, the oscillation period was found to be linearly proportional to number of layers 
only for samples thinner than 122 layers, which is consistent with the establishment of a 
standing wave.  The sound velocity was calculated to be 7.11 kilometers (km)/s.  The 
oscillation period was consistently ~30 ps for samples thicker than that threshold, which 
was deduced to be the transition to a surface acoustic wave rather than a standing wave, 
and the damping time constant increased.  This trend could be accounted for by 
considering the effect of the substrate.  The damping by the substrate can be expected to 
be more pronounced for thinner samples, which is reflected in the trend for the damping 
time.  Oscillations were not observed in samples thinner than 10 layers, which was 
attributed to low signal.  
The ultrafast structural response of supported monolayer MoS2 was studied by 
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Mannebach et al. using UED, which was described in Section 1.2.
244
  In this study, the 
evolution of the intensities and positions of different peaks in the electron diffraction 
pattern were tracked.  In 1.7 ± 0.3 ps, the intensity decreased, which is attributed to 
electron-phonon coupling and electron-phonon thermalization.  The peak positions 
oscillate and are found to be consistent with thermal stress release.  The intensity 
recovers in a biexponential form (53 ± 9 ps and an unspecified longer time constant), 
which was attributed to heat transfer from the MoS2 to the amorphous carbon support 
film and from the support film to the surrounding heat sink (copper TEM grid), 
respectively.  At increased pump fluence, the peaks were observed to broaden in those 
initial ~2 ps, which is consistent with the onset of rippling.  The magnitude of this 
rippling was calculated to be ~3° deviation from flat normal.  This study examined only 
the diffraction pattern of monolayer MoS2 and thus had to extrapolate to real-space 
imaging.  Furthermore, it did not investigate the relaxation pathways of the thermal 
oscillations. 
The mechanical structural deformation, resonance frequencies, and quality factors 
in MoS2 have been studied due to the interest to use thin flakes of MoS2 as mass or 
chemical sensors.  On these timescales, the structural dynamics of MoS2 are accurately 
described by membrane or plate mechanics, depending on the thickness.
260
  Generally, 
the resonance frequencies of circular, free-standing MoS2 membranes are in the MHz 
range (10-300 MHz) with quality factors in the range of tens to hundreds and 
displacement sensitivities of tens of femtometers per Hz
1/2
 depending on the boundary 
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conditions, thickness, and mechanical properties of the membranes.
142,260-261
  These 
values vary slightly in the literature but are generally comparable to other two-
dimensional thin materials.
40
  The time-domain response of a circular monolayer MoS2 
membrane gave a mechanical ring-down lifetime of 0.6 μs for the 22.2 MHz resonant 
mode with a quality factor of 42.
12
 
The bridge between the phonon dynamics and classical plate or membrane 
dynamics has not been explored in these thin materials.  Such dynamics, however, are of 
fundamental interest as well as of interest to understand how to make sensors more 
sensitive or rapid.  Moreover, understanding both the phonon and mechanical dynamics 
and their interaction with the structure in real materials – defects such as step edges – is 
paramount to understand how pure or perfect the material must be to attain a particular 
device performance.  Elucidating that relationship requires exquisite spatiotemporal 
resolution, such as that attained by UEM. 
1.4 | Ultrafast Electron Microscopy 
Ultrafast techniques that use optical probes are diffraction-limited to a spatial 
resolution of hundreds of nanometers, although various techniques have circumvented 
this limit for specific systems.
262-264
  Moreover, optical techniques are sensitive to only 
optically active states and transitions.  Conventional transmission electron microscopes 
(TEMs) have a diffraction limit of fractions of an angstrom due to the small wavelength 
of the electrons traveling at relativistic speeds.
265
  However, the continuous beam of 
electrons used restricts the temporal resolution to that of the frame readout rate of the 
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camera; one state-of-the-art camera can take only 300 images a second, which 
corresponds to one image every 3 milliseconds (ms).
266
  To probe the influence of spatial 
inhomogeneity of a specimen on dynamic properties, a technique is needed that combines 
the high spatial resolution of TEMs with the temporal resolution of pump-probe 
spectroscopy.  Such a technique that achieves simultaneous femtosecond temporal and 
nanometer spatial resolution is called ultrafast electron microscopy (UEM).
196,267-275
  This 
section describes the operating principles of the different modalities, with emphasis on 
the stroboscopic mode which I used in this research project. 
1.4.1 | Operating Principles of UEM 
Ultrafast electron microscopy is a pump-probe technique, in which the excitation 
or pump pulse is an ultrafast laser pulse and the probe pulse is an electron packet.  The 
instrument itself is a combination of an ultrafast laser system, which requires a 
femtosecond and/or nanosecond laser and an optical delay stage or delay generator, and a 
TEM that has been modified with two optical periscopes – collections of optics that guide 
pulses into the microscope – that enable laser access to the electron source and to the 
specimen, respectively.  The instrument is shown schematically in Figure 1.9.   
A typical UEM experiment begins with the emission of an ultrafast laser pulse, 
usually hundreds of femtoseconds or a nanosecond in duration depending on the time 
scales of interest, which is passed through nonlinear optics and split into two pulses.  The 
first pulse is tuned further if necessary to provide the appropriate excitation energy for the 
material system and is passed into a conventional TEM, where it is directed onto the 
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specimen.  The specimen absorbs the 
pump pulse, and dynamics are 
initiated.  Meanwhile, the second 
pulse is frequency-doubled into the 
ultraviolet (UV) range and then 
directed onto the TEM electron 
source.  This UV pulse extracts a 
short electron packet, which is 
accelerated to the operating voltage 
and directed down the column.  The 
electron packet then arrives a certain 
time interval from the arrival of the 
pump pulse at the specimen, which 
determines at what point in the 
dynamics the electron packet 
captures the dynamics.  The packet 
in this case acts as a short flash and 
interacts with the specimen only over its short duration.  This probe packet is collected on 
the detector (here, a charge-coupled device (CCD) camera) and begins to form an image.  
The time interval between the relative arrivals of the pump pulse and probe packet is 
varied to probe the entire process at discrete intervals.
196,267-275
 
 
Figure 1.9 | Schematic of a UEM experiment.  
Schematic of the laser beam paths for the 257.5-
nm probe extracting pulse (violet), the 515-nm 
excitation pulses (green), the important lenses, 
the electron probe packet (sapphire), and the 
detector, which is greatly exaggerated here for 
illustrative purposes. 
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Due to space-charge effects or Coulombic repulsion, the number of electrons in 
the probe packets must be limited to preserve the ultrafast temporal resolution and TEM 
spatial resolution.  The maximum resolution can be acheived in the limit of a single 
electron per packet, in which the Coulomb repulsion would be minimized.
196,276
  
However, one electron is hardly enough to produce a meaningful image or diffraction 
pattern.  Generally, a minimum of 10
6
 to 10
7
 electrons are needed to produce an image or 
diffraction pattern with an appreciable signal-to-noise ratio.
277-278
  Thus, the pump-probe 
cycle must be repeated millions of times in order to collect enough electrons for an image 
or diffraction pattern of a single point in the dynamic process.  The relative time interval 
is then adjusted, and the pump-probe cycle repeated.  Therefore, this characterization 
technique can probe only reversible processes.  A large impact on the spatial resolution is 
the thermal drift of the specimen as it is repeatedly pumped and probed.  Thus, the 
process can be expedited by including greater than one electron per packet, with two 
limiting caveats.  First, the number of electrons will then be constrained by the desired 
temporal resolution.  Second, the repetition rate of the laser must be adjusted to allow the 
process to be truly reversible.  In other words, the specimen must be allowed to relax to 
the same initial state before the arrival of the next pump pulse, which limits how quickly 
the signal can then be accumulated.  Both of these are determined by the process being 
probed.
196
 
Stroboscopic UEM has been employed to study materials phenomena in a broad 
range of specimens, from organic and inorganic to biological, with a broad range of 
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signals, from bright-field (BF) images to photon-induced near-field electron microscopy 
(PINEM).  Stroboscopic UEM has been used to visualize phase transitions, such as 
structural phase transitions in a single Fe(pyrazine)Pt(CN)4 nanoparticule
279
 and the 
metal-insulator transition in polycrystalline VO2,
280
 by observation of changes in both 
real- and reciprocal-space signals.  In addition, changes in macromolecular ordering was 
mapped for helical poly(ethylene) oxide.
281
  Diffraction signals have been used to image 
elastic displacements in carbon nanotubes,
282
 which were further elucidated using 
electron energy-loss spectroscopy (EELS)
283
 and to track electron-phonon coupling in 
graphite.
243
  The MHz mechanical drumming of graphite
246
 and silicon cantilevers
284
 
have been imaged on microsecond timescales.  Recently, acoustic phonons were imaged 
in real space on picosecond timescales in WSe2, Ge, and TaS2 thin films
247,258
 and in 
MoS2 in this work,
285-286
 and acoustic-plasmonic vibrations were imaged in real-space in 
gold nanoparticles.
287
  Other capabilities, particularly tomography
288-290
 and 
spectroscopy,
291-293
 have been demonstrated in a UEM.  Finally, PINEM
294-297
 has 
allowed the imaging of evanescent fields around nanostructures and the interactions with 
nearby nanostructures,
298-299
 investigation of electron-plasmon interactions,
268,300
 and 
detailed characterization of the instrument response.
297
 
An overview of the UEM system at the University of Minnesota is given in 
Chapter 2, and details for specific experiments will be included in the chapters describing 
those experiments. 
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1.4.2 | Other Modalities 
To image irreversible processes, two other modalities – single-shot and movie-
mode dynamic TEM (DTEM) – have been developed and applied with great success to 
elucidate important processes, such as ablation and re-crystallization.
301-303
  Because 
irreversible processes must be completely captured in a single pulse, each pulse in both of 
these modalities contains 10
6
 or more electrons, depending on the information to be 
captured as described in Section 1.4.1.  Per the previous discussion, the primary 
disadvantage is the reduced temporal resolution, usually to several nanoseconds rather 
than hundreds of femtoseconds, as achieved with stroboscopic UEM.  In single-shot 
DTEM, a single probe pulse with 10
6
-10
8
 electrons follows a pump pulse at some time 
interval and captures the time point in the process.
304
  The electron beam is then moved to 
another region in the specimen, nominally identical to the original, now irreversibly 
altered area, and a probe pulse follows another pump pulse but at some different time 
interval.
305
  A way to circumvent the potential variations in the specimen is to install a set 
of deflection coils and send a train of electron probe packets after a single pump pulse.  
Each electron packet is then deflected to a separate region of the camera.  Once read out 
and re-assembled in the correct order, these images form a movie of the process, from 
which movie-mode DTEM derives its name.
306-307
 
A modality that offers sensitivity to surface processes is scanning ultrafast 
electron microscopy (SUEM).  In contrast to UEM, SUEM employs a scanning electron 
microscope (SEM) rather than a TEM, and thus the signals are back-scattered electrons, 
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secondary electrons, and X-rays.  The stroboscopic pump-probe process is otherwise 
identical to UEM.  The SUEM system probes surface properties and does not require an 
electron-transparent specimen.  It has been applied to study carrier dynamics in 
semiconductors.
275,308-317
 
A final modality is ultrafast electron diffraction (UED).  These systems are 
similar to UEM and DTEM, except that the only signal that can be collected is diffraction 
from the specimen.  Consequently, the systems do not require a TEM and instead 
generally comprise an ultrafast laser system as in UEM and a high-vacuum chamber with 
a photo-activated electron source and detector, with generally fewer lenses than in a 
TEM.
277
  Due to the slightly lower complexity, methods to compress electron pulses to 
circumvent space-charge effects for large pulses have been developed and implemented 
in such systems, which is not trivial to achieve in a UEM.
318-324
  This technique has 
provided unique insights into structural and carrier dynamics in a range of systems – such 
as electron-electron thermalization, electron-phonon coupling,
325
 phonon dynamics,
326
 
phase transitions,
279-280,327-338
 and structural changes.
244,339-340
   
1.5 | Chapter and Project Summary 
In this chapter, I have introduced MoS2, the most heavily studied member of the 
layered TMDs, and its structure.  Its semiconducting nature, relatively large optical 
absorption, chemical stability at atomically thin layers, robust mechanical properties, and 
tunability of its material properties with strain or layer number have made it appealing for 
applications in transistors, photo-detectors, photovoltaics, gas sensors, mass sensors, and 
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flexible nanoelectronics.  In particular, the tunability of its electrical properties with strain 
has raised the possibility that strain could be harnessed to tune properties dynamically in 
both space and time.  Such dynamics, however, would need to be resolved on the ultrafast 
timescales (< μs) and device-relevant spatial scales (≤ nm).  One such way to accomplish 
this dynamical tuning is through the use of optical excitation.  Photo-excited electrons 
and excitons undergo intra- and inter-band relaxation, during which time they emit 
acoustic phonons, which are, by definition, strain waves, or optical phonons, which then 
relax into acoustic phonon modes.  The excitation of electrons and the electron-phonon 
coupling have been studied in MoS2, but the structural dynamics and propagation of those 
phonons have not been studied due to limitations in the spatiotemporal resolution of 
conventional pump-probe techniques.  The UEM – a combination of a TEM and pump-
probe optical system – at the University of Minnesota offers access to temporal scales 
from hundreds of femtoseconds to seconds simultaneously with access to sub-nanometer 
spatial regimes. 
These capabilities have been harnessed in this research project to image the 
structural dynamics from launch of acoustic phonons through full mechanical relaxation 
in MoS2 over seven orders of magnitude in time (individual picoseconds to tens of 
microseconds) and nanometer spatial scales.  In the next chapter, I will discuss the 
specific experimental protocols and instrument components that make this work possible.  
I will also introduce the specimen studied and its static characterization, as well as my 
work determining the spatial resolution of the microscope when operated in pulsed-
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electron mode, which is the highest spatial resolution achieved with the UEM in the 
Flannigan research group to date.  In Chapter 3, I will discuss image sequences acquired 
that track the launch and propagation of acoustic phonons in MoS2.  In particular, I 
observe coherent acoustic phonons that appear to be launched at the edge of the flake and 
propagate away from that interface at approximately the speed of sound in MoS2.  I then 
discuss potential launch mechanisms and the modeling used to understand the dominant 
mechanisms, as well as modeling to understand how the acoustic phonons cause changes 
in image contrast.  I present preliminary work in understanding the launch mechanisms, 
such as development of the measurement capabilities for determining time zero on the 
515-nm beam line.  In Chapter 4, I discuss image sequences that show a transition from 
propagation of coherent acoustic phonons into chaotic motion and the appearance of 
lower-frequency (single gigahertz) modes that dominate as the higher-frequency modes 
are damped out.  In Chapter 5, I will discuss image sequences showing the final 
relaxation of the flake through mechanical oscillations.  The frequencies of these 
oscillations appear to depend on geometric constraints, which supports the idea that these 
modes are the fundamental mechanical modes of the flake.  Modeling with COMSOL 
supports this hypothesis.  In Chapter 6, I will discuss the future work that these projects 
suggest. 
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2 | METHODS 
This chapter details the alignment and operation of the UEM at the University of 
Minnesota necessary to observe the photo-actuated material response in this dissertation.  
In particular, I will discuss the instrument components, operation, alignment, and basic 
control experiments.  Some observations of the effects of specimen drift, electron source 
fluctuations, and source quality on the spatial resolution achievable as well as 
characterization of the limit of the spatial resolution in a UEM will then be discussed.  
Next, I will discuss the fabrication and characterization of an electron-transparent 
specimen from a bulk MoS2 crystal, particularly thickness and sources of contrast.  
Finally, I will summarize standard procedures to convert image formats, to drift correct 
image sequences, and to quantify dynamics.  I will include any details pertaining to 
specific experiments in the subsequent chapters that discuss them. 
2.1 | UEM at the University of Minnesota 
The UEM operated by the Flannigan research group comprises a conventional 
TEM with several modifications to integrate an ultrafast, pulsed laser system containing a 
delay stage or electronic delay generator, as shown in Figure 2.1.  This combination 
enables stroboscopic imaging of ultrafast processes, the principles of which were 
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described in Section 1.4.1. 
2.1.1 | FEI Tecnai Femto 
The TEM is the Tecnai Femto manufactured by FEI (recently acquired by Thermo 
Fisher Scientific) and is a modified version of the Tecnai T20 microscope.  The FEI 
Tecnai Femto may be operated at a range of voltages with a maximum at 200 kV.  All of 
the experiments in this work were conducted with the microscope operating at that 
maximum voltage.  The FEI Tecnai Femto differs from a T20 in that it has been outfitted 
with two optical periscopes, as shown in Figure 2.1(a).  As shown by the purple arrow, 
the upper periscope allows a laser beam access to the electron source, in this case a 
lanthanum hexaboride (LaB6) crystal.  The lens before the entrance to that periscope 
allows the operator to change the size and location of the incoming laser relative to the 
 
Figure 2.1 | The UEM at the University of Minnesota.  (a) The FEI Tecnai Femto.  The 
upper optical periscope (purple arrow) allows laser access to the electron source, and the 
lower optical periscope (green arrow) allows laser access to the specimen.  (b) The 
ultrafast laser system and optics. 
(b)(a)
Chapter 2 | Methods 
 47 
electron source inside the Tecnai Femto, ultimately allowing alignment of the laser onto 
the LaB6 at an incident angle of 4° from the optic axis.  As shown by the green arrow, the 
lower periscope allows the laser beam to access the specimen, with an incident angle of 
4° from the optic axis in the TEM; as before, the lens before the periscope allows the user 
to change the size and relative location of this laser in the TEM on the specimen.  The 
procedures to align the lasers through the periscopes and onto the electron source and the 
specimen are described in Sections 2.1.6 and 2.1.7, respectively. 
A second modification that differentiates this TEM from others is the source 
shape.  The FEI Tecnai Femto contains a LaB6 source so that it can be operated 
thermionically, but whereas most thermionic sources are conical LaB6 crystals, the LaB6 
here is terminated by a flat surface with a diameter ranging from 50 to 150 µm and is 
encased in 80 µm of graphite.  The exact tip size used in the experiments will be noted in 
the relevant chapters.  This large flat surface allows the user to align the laser to the 
source to extract electrons more easily and to extract more electrons per pulse for 
ultrafast experiments.  The graphite provides thermal stabilization when operated as a 
UEM, reducing tip movement due to thermal fluctuations during hours-long experiments. 
None of these modifications, however, affects the electromagnetic lenses within 
the FEI Tecnai Femto, and the standard alignment procedures for conventional TEM are 
followed when the microscope is operated thermionically.  Because the number of 
electrons and shape of the beam changed when the microscope was operated as a UEM, I 
will discuss those modifications in Section 2.1.8. 
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2.1.2 | Laser System Components  
The laser system employed is shown in Figure 2.1(b), and schematics of the 
important components for the femtosecond and nanosecond experiments can be found in 
Figure 2.2 and Figure 2.3, respectively.  For both femtosecond- and nanosecond-
timescale experiments, a femtosecond laser was used to generate the pump pulses, and 
these pulses followed the same paths on the laser table, shown in green from the beam 
splitter onto the delay stage.  For the femtosecond experiments, the laser also generated 
the electron-extracting laser pulses.  The femtosecond laser in these experiments is the  
 
Figure 2.2 | Schematic of laser lines involved in a femtosecond experiment.  The 
PHAROS femtosecond laser (Yb:KGW) outputs a base wavelength of 1030 nm (shown 
in red), which is then frequency-doubled in the harmonics module to 515 nm (shown in 
green).  Part of the green light is frequency-doubled in a beta barium borate (BBO) 
crystal (257.5 nm).  Any unlabeled components are mirrors. 
To e- source
To specimen
Femtosecond laser
Harmonics 
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Nanosecond laser
Beam-splitter
Beam block
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PHAROS from Light Conversion.  The PHAROS (Yb:YGW) has a base wavelength of 
1030 nm ± 5 nm and a maximum pulse energy of 200 micro-Joules (µJ) at most 
repetition rates.  Its repetition rate may be tuned from 1 kilohertz (kHz) to 1 MHz and 
may be tuned further using a pulse picker, an electro-optical modulator consisting of a 
Pockels cell and polarizers.
341
  The laser pulse duration was measured using an auto-
correlator as 700 fs near the entrance to the pump periscope.
276
  For nanosecond 
experiments, the electron-extracting pulses were generated with the Wedge Laser from 
Bright Solutions (Nd:YAG), with a base wavelength of 1064 nm.  The repetition rate of 
this Q-switched laser may be tuned from a single pulse to 100 kHz, and its maximum 
 
Figure 2.3 | Schematic of the laser setup in nanosecond experiment.  The base 
wavelength from the Wedge nanosecond laser (Nd:YAG, base wavelength of 1064 nm) is 
passed through a lithium triborate (LBO) and then BBO crystals to produce 266 nm 
(shown in purple).  The femtosecond laser is used to generate the 515-nm pump pulses. 
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pulse energy is reported to be 4 mJ. 
Two types of frequency-doubling crystals are used.  A frequency-doubling 
lithium triborate LiB3O5 (LBO) crystal is used to produce 532-nm pulses on the 
nanosecond line.  Beta barium borate β-BaB2O4 (BBO) crystals are used to convert 515-
nm into 257-nm light on the femtosecond line and 532-nm into 266-nm light on the 
nanosecond line.  In both cases, the fourth harmonic, with a wavelength in the ultraviolet 
(UV) range, is used as the electron-extracting pulses. 
Polarizers on the nanosecond line have been omitted for simplicity.  The 
nanosecond laser pulses are initially circularly polarized but are converted to linear 
polarization before being sent into the microscope.  The femtosecond laser pulses are 
linearly polarized and are not altered for these experiments. 
Two delay generators are used to vary the time interval while acquiring image 
sequences.  For femtosecond experiments, the one-meter long linear motor stage 
PRO165LM-1000 from Aerotech, Inc, with accuracy of ±2.5 μm (±8.3 fs) is used.  For 
nanosecond experiments, a DG535 digital delay/pulse generator from Stanford Research 
Systems is used to coordinate pulse train timing between nanosecond probe pulses and 
femtosecond pump pulses.  The manufacturer claims a typical timing jitter of 50 ps. 
2.1.3 | Theoretical Versus Experimental Time Zero 
Time zero has two definitions, termed theoretical and experimental time zero.  
Theoretical time zero is the time delay at which the laser pump pulse and electron probe 
packet overlap exactly in time at the specimen.  The method offering the closest 
Chapter 2 | Methods 
 51 
experimental measurement of theoretical time zero and the instrument response requires 
an electron energy-loss (EEL) spectrometer due to the fast rise time falling nearly within 
the electron envelope.
297
  Since the FEI Tecnai Femto is currently not equipped with an 
EEL spectrometer, experimental time zero, defined as the time at which dynamics are 
first observed, is used in this study unless otherwise specified.  In particular, a procedure 
to determine theoretical time zero was recently applied in the Flannigan research group 
using a phenomenon called plasma lensing.
276
  This procedure and the measurements of 
theoretical time zero and of the instrument response are discussed in Section 3.3.2. 
2.1.4 | Pulsed Femtosecond Experiment Flow and Logic 
For femtosecond-timescale experiments, pulses from the PHAROS are first 
converted to the appropriate wavelengths.  The 1030-nm pulses are first frequency-
doubled to 515 nm in a harmonics generation module called the HIRO from Light 
Conversion.  The 515-nm pulses are directed into a beamsplitter, where approximately 
thirty percent of the light is directed into a BBO crystal.  This light is partly frequency-
doubled to 257 nm, which now has enough energy to extract electrons from the LaB6 
source via the photoelectric effect.  The unconverted 515-nm light is directed into a beam 
block for safety.  The UV pulses are directed onto the upper laser table and through the 
directional lens, where it is focuses and directs the pulses onto the electron source.  Via 
the photoelectric effect, each UV pulse extracts an ultrashort electron probe packet. 
The remaining seventy percent of the green light incident on the beam splitter are 
the pump pulses.  From the beamsplitter, they are directed onto one-meter long delay 
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stage.  Multiple jogs in this line were added to allow for switching to different 
wavelengths with similar path lengths and to ensure that time zero is actually in the 
microscope.  The similar path lengths are important for the concept of ensuring that the 
start of dynamics is actually observable in the TEM.  The retroreflector mounted on the 
delay stage extends the temporal delay range of the stage to two meters, which using the 
speed of light corresponds to approximately 7 nanoseconds (ns).  Changing the position 
of the retroreflector on the delay stage produces a shift in the relative arrival times of the 
electron packet and pump pulse corresponding to the distance moved.  The pump pulse is 
next directed onto the upper laser table before being directed through the lens into the 
lower periscope and onto the specimen. 
The position and movement of the delay stage and timing of image acquisition are 
controlled by a set of LabVIEW programs.  These programs automate the image 
acquisition process and allow the user to spend as little time as possible in the UEM room 
to minimize temperature fluctuations.  One program coordinates the movement of the 
delay stage and sends signals to the second LabVIEW program to acquire images.  In all 
experiments, the user inputs the exposure time for each image into the latter program and 
the exposure time plus two to three seconds into the first program to allow the first 
program time to move the delay stage completely before the next image is acquired. 
2.1.5 | Pulsed Nanosecond Experiment Flow and Logic 
As in the previous section, the PHAROS generates the femtosecond laser pump 
pulse at a repetition rate set according to standard procedure.  Two microseconds before 
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the next pulse is set to be emitted, the PHAROS sends an electrical signal to the DG535 
delay generator, which then triggers the nanosecond laser to emit a nanosecond pulse.  
This nanosecond pulse is then frequency-doubled twice though first an LBO and then a 
BBO crystal, which results in 266-nm pulses. 
Two photodetectors shown in Figure 2.4 are used to tune the timing.  One 
photodetector is placed on the nanosecond line after the steering optic that directs the 
266-nm pulses to the top table and captures the 515-nm signal remaining from the 
frequency doubling.  A second photodetector, placed on the infrared (as seen in Figure 
 
Figure 2.4 | Nanosecond laser system with photodetector positions.  Photodetectors 
used to tune timing of ns probe-extracting 266-nm pulse and fs 515-nm pulse are shown 
in orange, along with the mirror used to direct the 266-nm light onto the top table and on 
the electron source. 
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2.4) or 343-nm femtosecond line, is used to track the timing of the pump pulses.  The 
delay stage is then moved to its front-most position to minimize the path-length 
differences between the pump and probe-extracting pulses, and the pulses are viewed on 
an oscilloscope.  In the LabVIEW program used to coordinate the delay generator and the 
camera on the TEM, a second delay is set so that the two pulses arrive at the 
photodetectors at the same time.  This second delay adjusts the triggering of the 
nanosecond laser to minimize the delay between the user-set time zero and experimental 
time zero.  The second delay varies depending on the environmental conditions and the 
repetition rate chosen for the experiment and is thus manually set at the beginning of 
experiments. 
2.1.6 | Alignment Procedure for the Pump Laser 
Aligning the pump laser is accomplished by incremental shifts of the pump 
focusing lens just before the beginning of the pump periscope to center a damaged spot in 
a holey (a regularly perforated, amorphous) carbon film on a TEM grid.  The laser power 
of the pump is measured using a power meter (Newport 1918-R) just before passing 
through the focusing lens and generally adjusted to a pulse energy between 0.5 and 1 µJ.  
The TEM is operated thermionically to provide enough signal for rapid, relatively easy 
alignment.  The electron beam is aligned to the optic axis using standard procedure, and 
eucentric height is determined for the holey carbon film on the TEM grid.  As the TEM 
shifts between the lower magnification range (18.5 to 1850x, hereafter labeled LM) to 
medium magnification range (1500 to 250,000x hereafter labeled M-SA), the image 
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significantly shifts and rotates due to the precession of the electrons as they travel 
through the magnetic fields in the electron lenses.  The experiments in this dissertation 
were performed in the M-SA range, but this range does not offer a large enough field of 
view to find or center the laser.  Thus, a distinguishing feature – the asymmetric center 
marker of the TEM grid – is first centered on the camera in the M-SA range.  The 
magnification is then minimized (18.5x on the phosphor screen or 21x on the camera) so 
that the majority of the squares is visible, and a marker is placed on the camera live-feed 
marking the location on the specimen that is centered in the appropriate magnification 
range.  The TEM stage is then moved so that the marker is in the middle of a TEM grid 
square, and the histogram adjusted to include only the peak at the lowest intensity values 
to increase contrast. 
The position of the retroreflector on the delay stage is then adjusted depending on 
the timescales to be probed in the experiment.  For femtosecond experiments, the delay 
stage is moved to experimental time zero.  For nanosecond experiments, the delay stage 
is moved as close to the front of the stage as possible.  This adjustment minimizes the 
relative path-length difference between the pump pulse traveling down the femtosecond 
beam line and the electron-extracting pulses traveling down the nanosecond beam line. 
The shutter blocking the pump laser from entering the column is then opened, and 
the carbon film on the TEM grid is exposed to the pump laser briefly before being 
blocked again.  The operator inspects the carbon film for evidence of contrast changes, 
which indicates interaction of the laser and the carbon.  An undamaged carbon support 
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film is shown in Figure 2.5(a), and the same support film is shown in Figure 2.5(b).  The 
damaged region is particularly obvious in the difference image in Figure 2.5(c), in which 
Figure 2.5(b) is subtracted from Figure 2.5(a).  All images were acquired at 21x 
magnification.  The distance to be moved can be measured on the camera, and the lens 
moved incrementally.  Each small tick on the lens micrometers corresponds to about 10 
µm movement of the laser on the quantifoil.  Although the x- and y-micrometers move 
orthogonally with respect to one another, these movements are often rotated with respect 
to the desired directions of movement.  Before movement, the lens positions are noted to 
provide a starting point in case the pump laser – after movement – is no longer visible.  
The stage is then moved until the marker is centered in an undamaged grid square, and 
the carbon film is exposed again to the laser to determine the new position.  This 
procedure is repeated until the damaged spot is centered on the marker.  The laser power 
can then be reduced, and the position checked more precisely. 
If the laser spot needs to be radically realigned or cannot be found with the above 
 
Figure 2.5 | Alignment of pump laser on carbon support film.  (a) Carbon support film 
before laser exposure.  (b) Carbon support film after exposure.  (c) (b) subtracted from (a) 
to show damage due to laser exposure more clearly.  Scale bars represent 50 μm.  Images 
courtesy of Daniel Cremons. 
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method, two actions can be taken.  If possible, lens micrometer positions from previous 
users are consulted and tested.  Next, the laser power is checked.  For pulse energies less 
than ~0.5 µJ, contrast changes are observed only after exposures of several seconds.  
Above 1 µJ, the damaged spot is generally larger than one square, and the beam outline is 
convolved with the damage from the heated copper grid bars, which makes the center 
challenging to determine.  If neither of these alternatives work, after noting the initial lens 
positions, the operator may increase magnification and begin to systematically vary the 
lens x- and y-positions, watching the grid bar position for sudden changes in position.  
These changes indicate a change in temperature in the grid and thus the laser being 
present on the grid.  The laser is then blocked, and the grid scanned for damage.  If a new 
damaged spot is located, the lens micrometers are moved as described previously until 
the pump laser is aligned. 
Once the pump laser is aligned at experimental time zero, the laser alignment over 
the stage range and thus temporal range to be used in the experiment is checked.  The 
laser is blocked, and the TEM stage is adjusted so that an undamaged carbon film grid 
square is centered on the marker.  The delay stage is moved to the end of the time range 
of interest, and the laser is unshuttered.  The laser spot must remain within the same 
square; otherwise, the two mirrors just before the delay stage are adjusted to minimize 
laser beam movement as the delay stage is scanned over its entire range.  After moving to 
a new grid square, the delay stage is moved to at least a hundred picoseconds before 
experimental time zero, and the laser alignment again checked.   
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Once the pump is aligned, the power meter is placed in front of the lens directing 
the pump laser into the TEM, and the power is adjusted using either an attenuator wheel 
or with the laser itself to the desired pump fluence for the experiment.  The full-width at 
half-maximum (FWHM) of the pump beam was measured to be 124 μm using a knife-
edge experiment on a reflection from the pump beam from inside the TEM.  The FWHM 
was converted to a beam radius of 105 μm, and the average fluence used in the following 
experiments was thus 0.76 ± 0.04 mJ/cm
2
.  Calculation of the beam radius and average 
pump fluence is shown in Appendix D. 
2.1.7 | Alignment Procedure for the Probe-extracting Laser 
The first step in the alignment procedure is to operate the TEM thermionically 
and complete the alignments as per standard procedure.  This procedure is followed to 
ensure that the beam is visible and aligned so that when the laser does strike the source, 
photo-generated electrons, following the same path, will be visible on the screen.  Next, 
the source temperature is reduced toward room temperature until the thermionic beam is 
barely visible on both the phosphor screen at the bottom of the column and on the 
camera.  The magnification is decreased so that the entire source is visible because the 
laser extracts electrons from the source, its sides, and the Wehnelt aperture, as shown in 
Figure 2.6.  For the images in Figure 2.6, the nanosecond laser was scanned across a 50-
μm diameter flat surface LaB6 at 1700x magnification.  Each image was acquired for 2 s.  
The outer ring is emission from the Wehnelt aperture, and the inner disk is emission from 
the LaB6.  To align the laser on the source, the lens before the probe periscope is scanned 
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methodically until additional intensity is visible on the screen.  The electrons extracted 
from the Wehnelt aperture often appear as flashes on the camera and serve as landmarks 
that the lens micrometers are near their optimal position.  At this point, small adjustments 
are needed to optimize the position of the laser on the LaB6, which are carried out at 
higher magnifications.  Empirically, electrons extracted from the LaB6 have been noted to 
decrease in intensity throughout long experiments compared to those from the sides of 
the source crystal and the Wehnelt aperture. 
2.1.8 | Alignment of the Photoelectron Beam 
Once the pump laser and probe-extracting laser are aligned, the source is brought 
to room temperature unless otherwise stated, and the photoelectron beam is aligned.  The 
gun tilt (tilting of the electron beam to be parallel to the TEM optic axis) and gun shift 
(shift of the electron beam onto the optic axis) are not usually noticeably improved if 
further adjusted when the Femto is operated with photoelectrons.  However, these two 
alignments can sometimes be re-adjusted to compensate slightly for a non-circular 
 
Figure 2.6 | Photoelectron emission from the gun.  Photoelectron emission as the 
nanosecond laser is scanned across the gun region.  The outer ring is emission from the 
Wehnelt aperture, and the inner disk is the 50-μm diameter flat surface LaB6.  Images 
courtesy of Daniel Cremons. 
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crossover, as is the case for a source near the end of its lifetime.  Next, the appropriate 
condenser aperture is chosen.  For the experiments in this thesis, one of the two larger 
apertures was used because, for most of the experiments, the limiting factor was signal 
rather than coherency.  The largest aperture is three millimeters in diameter, and the 
second largest diameter is 200 μm.  Once the aperture for the experiments is chosen, the 
condenser astigmatism is corrected, and the specimen returned to its previously saved 
eucentric height.  For these experiments, the photoelectron beam was not generally 
aligned further since high spatial resolution was not required.  For many of the 
experiments, contrast was further enhanced by inserting and aligning an objective 
aperture (usually with a diameter of 100 or 40 μm), which allows only electrons that have 
been directly transmitted or scattered into small angles around the direct beam to form the 
image.  Thus, areas of the specimen that scatter into Bragg angles or high angles will be 
excluded and appear dark. 
2.1.9 | Environmental Instabilities and Effect on Experiments 
For the last two years of my doctoral studies, a temperature monitoring system 
has offered continuous recording of the environmental temperature.  Three temperature 
probes are placed throughout the room.  One is placed on the laser table, another on the 
TEM by the cold finger dewar, and the third by the door.  The TEM cold finger is a metal 
rod extending into the TEM column close to the specimen.  When cooled by liquid 
nitrogen, the rod collects contaminants from the specimen and specimen insertion process 
via condensation.  The temperature from all three probes is logged and recorded 
Chapter 2 | Methods 
 61 
continuously and can be compared to experimental data to correlate instabilities in 
photoelectron intensity with temperature swings.  In addition, the image acquisition 
process is automated so that the user can leave the room and minimize temperature 
swings with the user present. 
2.1.10 | Measures to Minimize Environmental Impacts on Dynamics 
Before any of the laser system was aligned, the lasers were allowed to pass 
through the entire optical system, including the focusing lens before the periscopes for 
thirty to sixty minutes to allow the room temperature to stabilize as close as possible to 
the experimental conditions.  The temperature is also continuously monitored to compare 
to image sequences if desired.  Finally, the amount of time spent in the room and the 
number of times the door was opened and closed were minimized to help stabilize the 
temperature and prevent frequent temperature swings. 
To deconvolute any change in imaging conditions associated with the room 
environment from the change in images due to the dynamics, up to four control 
experiments were performed.  The first was to acquire ten or more images before 
experimental time zero.  These images exposed whether the repetition rate had been 
correctly chosen so that the dynamics were truly reversible (i.e., the specimen relaxed to 
its initial state before the arrival of the next pump pulse).  The second measure was to 
randomize the order in which the time points were acquired.  For most experiments, the 
electron beam would drift or decrease in intensity due to laser drift, most often due to 
changes in the room temperature or other environmental impacts (e.g., HVAC cycles, 
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opening and closing of the door).  Image sequences were then played in both time point 
order and acquisition order and compared.  Changes in image intensity that trended with 
the acquisition order could then be identified as resulting from environmental factors, 
such as large oscillations in room temperature or specimen drift, and removed if possible.  
Changes in image intensity that occurred randomly or even before time zero due to 
specimen drift or beam instability could be used to identify noise and its effect on 
observed dynamics. 
The next two measures are more traditional control experiments.  Images were 
acquired in which the pump beam was placed at a time point where dynamics would 
normally be observed.  The acquire series function offered by the CCD camera 
manufactuer Gatan was activated to acquire a series of images at this time point for the 
same exposure times and for a similar total length of time that an individual scan with 
pump movement would require.  This image sequence showed whether changes in the 
image intensity were due to changes in imaging conditions rather than a material 
response.  An image sequence was also acquired in which the pump beam was removed 
from the specimen.  Similarly, the acquire series function was activated for the same 
exposure time and time needed to acquire a scan with pump movement to elucidate the 
impact of specimen drift and thus changing imaging conditions on the image intensity.   
2.2 | Determining the Ultimate Spatial Resolution of Nanosecond 
UEM Experiments 
The FEI Tecnai Femto can achieve 1.4 angstrom (Å) resolution when operated 
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thermionically with a 15 μm-diameter LaB6 (not graphite-coated) and 6 Å when operated 
with electron packets with 50 μm-diameter LaB6 (not graphite-coated).  One of the first 
projects I undertook after the microscope was operational in January 2015 was to 
determine the spatial resolution of the microscope.  The very first UEM, developed in 
2005 in the lab of Dr. Ahmed Zewail, achieved resolution of 3.4 Å but did not provide a 
procedure.
342-343
  The challenges to overcome included the low number of photoelectrons 
relative to thermionic operation, the specimen drift, the stability of the electron source, 
and the spatial coherency of the electron pulses.  The specimen used here was WS2 
nanoparticles and nanotubes, which have an interplanar spacing of 6 Å, dropcast onto a 
lacey carbon support film on a TEM grid. 
The number of photoelectrons in a train of packets is dramatically lower than a 
thermionic beam.  This reduction stems from the pulsed nature of the beam, the intense, 
localized laser heating which can ablate material from the source and create non-emitting 
regions, and – most importantly – electron-electron repulsion within large electron 
pulses.  This repulsion is responsible for the spreading of the electron pulses in both 
space and time, reducing the achievable spatial and temporal resolution.  Higher spatial 
resolution requires fewer electrons in each pulse and thus dimmer illumination, which 
necessitates completing alignments and focusing on the camera, which has a lower 
refresh rate than the human eye and thus increases the length of time needed to complete 
alignments.  In addition, the nanosecond laser system was used to generate an order of 
magnitude more photoelectrons than the femtosecond laser.   
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Because of the lower number of photo-electrons than thermionic beams, the 
required acquisition times are constrained by the specimen drift rates.  In Figure 2.7, a 
WS2 nanoparticle is imaged at various acquisition times but otherwise the same imaging 
conditions.  In particular, the magnification is 150,000x, which corresponds to 0.07 nm 
per pixel, and a condenser aperture of diameter 100 μm and objective aperture of 
diameter 40 μm were used with spot size 3.  At 1-s acquisition times, the lattice fringes 
are not visible.  The fringes become clearer for 10 s and become most clear when the 
image is acquired for 20 s.  The fringes quickly lose clarity at longer acquisition times 
 
Figure 2.7 | Specimen drift vs. acquisition time.  The same particle is imaged with 1, 
10, 20, 30, 40, and 50 s acquisition times.  The lattice fringes along the edge of WS2 
nanoparticle become more visible with acquisition time until acquisition times longer 
than 20 s, after which they are blurred as the specimen drifts.  The lattice fringes along 
the drift direction remain clear regardless of acquisition time.  Scale bar represents 20 
nm. 
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(30, 40, and 50 s) due to specimen drift 
because the fringes in the direction of the 
direction of the specimen drift remain clear 
throughout. 
 To estimate the appropriate 
acquisition times, the beam was spread to 
produce currents similar to that observed for 
bright photoelectron beams, and images were 
acquired at various acquisition times and magnifications.  Figure 2.8 shows the average 
current measured at the phosphor viewing screen before the camera versus the intensity 
(percentage of the condenser lens strength) with the condenser and objective apertures 
and spot size listed above.  The magnification was 71,000x.  The closest camera 
magnification is 80,000x.  The screen current values do not exactly correlate with the 
current incident on the camera but do reflect the trend of the current with intensity. 
To determine the appropriate acquisition time, the images in Figure 2.9 were 
acquired at 80,000x, which corresponds to 0.13 nm/pixel, with the same condenser 
aperture, objective aperture, and spot size as Figure 2.7 and Figure 2.8, at various 
acquisition times.  The two images outlined in red were acquired at 42.23% intensity, 
which corresponds to ~0.8 nA of screen current in Figure 2.8.  At this relatively high 
current, the lattice fringes are visible even with acquisition times as small as 2 s.  The 
images outlined in green were acquired at 43.00% intensity, which corresponds to ~0.1 
 
Figure 2.8 | Screen current vs. 
intensity setting.  Current measured at 
the phosphor viewing screen relative to 
the intensity (percentage of total 
condenser lens strength). 
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nA of screen current or an eightfold reduction in the number of electrons, and the lattice 
fringes are not visible until the image is acquired for at least 20 s, approximately eight 
times the acquisition time required for the higher current. 
As seen in Figure 2.10, images acquired at 100,000x, which corresponds to 0.11 
nm per pixel, with the same condenser and objective apertures and spot size as before 
show a similar trend in Figure 2.9.  The two images outlined in red were acquired at 
42.23% intensity (~0.8 nA), and the lattice fringes are again visible even at low 
acquisition times.  The images outlined in green were acquired at 43.00% intensity (~0.1 
nA), and the lattice fringes are most obvious at 20 s.  For the 30 s acquisition, the lattice  
 
Figure 2.9 | Acquisition time vs. intensity at 80,000x magnification.  The images 
outlined in red were acquired at 42.23% of the total lens strength, and the images outlined 
in green were acquired at 43.00%.  All scale bars represent 20 nm. 
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fringes are blurred by specimen drift but still somewhat visible.  The images outlined in 
blue were acquired at 43.47% intensity, which corresponds to a screen current of ~0.08 
nA.  At such low electron counts, the lattice fringes are not visible even for 30 s 
acquisitions, suggesting that extremely low photoelectron counts are not conducive to 
 
Figure 2.10 | Acquisition time vs. intensity at 100,000x magnification.  The images 
outlined in red were acquired at 42.23% of the total lens strength, and the images outlined 
in green were acquired at 43.00%.  The images outlines in blue were acquired at 43.47%.  
All scale bars represent 20 nm. 
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lattice fringe imaging. 
Because of the importance of high 
photoelectron count, the next step was to 
determine the laser repetition rate that could 
maximize the UV power.  At 46% of the 
total power on the nanosecond laser, I varied 
the repetition rate from 1 to 100 kHz and 
measured the average UV power, as plotted 
in Figure 2.11.  The maximum UV power is 
obtained for 20 kHz for this wedge power.  A higher percentage on the nanosecond laser 
may be optimized at a different repetition rate. 
 The other limiting factor on lattice fringe imaging is the specimen drift rate.  
Average specimen drift rates for a nanotube and nanoparticle were measured.  Two series 
of images were acquired for the nanotube shown in Figure 2.12(a); the first set of 50 
images was acquired immediately after the stage was moved to capture the maximum 
drift due to the stage.  The first image in the second set of 50 images was acquired 93 
seconds after the last image in the first set.  A representative image of the nanoparticle is 
shown in Figure 2.12(c).  All sets of images were acquired with 5 s intervals between 
acquisitions, 1 s exposure time, and at 150,000x magnification (0.0342871 nm per pixel).  
The images were drift-corrected using the procedure described in Section 2.4.1, and the 
drift corrections along with linear fits with intercepts set to 0 are plotted in Figure 2.12.  
 
Figure 2.11 | Average UV power vs. 
nanosecond repetition rate.  The 
average UV power in mW as the 
repetition rate is changed at 46% total 
power on the nanosecond laser. 
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For the nanoparticle drift 
in Figure 2.12(d), the 
drift corrections in the x- 
and y-directions were 
converted to polar length 
coordinate R: 
 𝑅
= √𝑥2 + 𝑦2 
(2.1) 
where x is the drift 
correction in the 
horizontal direction and y 
is the drift correction in 
the vertical direction.  
The slopes of those fits 
are 0.03 nm/s for Figure 
2.12(b) and 0.02 nm/s for 
Figure 2.12(d).  At these drift rates, the maximum acquisition time is between 23 and 35 
s.  For specimens where the stage has been allowed to equilibrate after movement, the 
maximum acquisition time will be higher. 
Because of the low number of photoelectrons and thus the long time to align the 
microscope for high-magnification work, the number of photoelectron emitted must be  
 
Figure 2.12 | Drift rates.  (a) Representative image of 
nanotube for which the drift correction is plotted in (b).  
Scale bar is 20 nm.  (b) Drift correction in horizontal (x) or 
green direction and in vertical (y) or yellow direction.  The 
linear fit to vertical drift correction is plotted in black.  (c) 
Representative image of nanoparticle for which drift 
correction is plotted in (d).  Scale bar is 20 nm.  (d) Drift 
correction in x- (blue) and y-directions (red).  The total drift 
in polar coordinate of length R is plotted in purple and fit 
with a linear equation with the intercept set to zero. 
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stable.  Changes in 
the non-graphite-
coated LaB6 
temperature caused 
source movement, 
necessitating re-
alignment of the 
probe-extracting 
laser and re-
alignment of the 
photoelectron 
packets.  I 
monitored the 
photoelectron 
count versus time 
over three separate 
time intervals on 
two separate days, 
which are plotted in Figure 2.13.  Images of the crossover were captured at a 
magnification of 5,000x (1.04 nm per pixel) for 0.5 s.  Representative crossovers for three 
image sequences are shown in Figure 2.13(a), (c), and (e).  The total counts in each image 
 
Figure 2.13 | Photoelectron intensity decay.  (a), (c), and (e) 
Representative images of photoelectron crossovers.  Scale bars 
represent 250 nm.  (b), (d), and (f) are the total number of counts 
in the images vs. time with exponential decay fits.  Photoelectron 
intensity is abbreviated PI, and time is abbreviated t. 
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were summed and plotted versus the time during which they were acquired in Figure 
2.13(b), (d), and (f).  The MATLAB code computing these sums is included in Appendix 
H.1.  These points were fit with exponential decays, shown on the plots, in Origin.  The 
images in Figure 2.13(a) and (b) were acquired at a heat-to value of 20, which produced 
some thermionic emission, with 10 s between the beginning of each camera exposure.  
The thermionic emission was captured after the image series was acquired, and the counts 
in that image were summed and subtracted from each sum in the series to extrapolate the 
photoelectron intensity.  The nanosecond laser was set to 25 kHz with 44% power.  A 
sapphire sampling crystal sent some of the UV power to a detector rather than the source.  
The images in Figure 2.13(c)-(f) were acquired with acquisition intervals of 60 s, and the 
nanosecond laser was set to 20 kHz, with 50% power.  Images (c) and (d) came from 
different laser positions on the electron source than images (e) and (f) due to the 
photoelectrons fading to undetectable between image sequences. 
The widely varying photoelectron lifetimes show the importance of a stable 
electron source as well as high emittance from the source.  The three 1/e lifetimes of the 
photoelectron crossovers are 1.04 minutes, 10 minutes, and 6 minutes, respectively.  As 
well as having the longest lifetime, the photoelectron crossover in Figure 2.13(c) and (d) 
also begins with the highest number of counts, which means that even as it decays, the 
beam still provides enough counts (> 10
7
) to build up signal in a reasonable time. 
The shape of the crossover can be affected by changing the step size.  The step 
size is a measure of the Wehnelt bias and thus the crossover location.  The nanosecond 
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laser was set to 50 kHz at 55% power, and the source was completely cooled for these 
experiments.  Images of the photoelectron crossover were acquired at 14,500x (0.36 nm 
per pixel) for 1 s as the step size was varied over its full range (1-6) and are shown in 
Figure 2.14.  The total number of counts in each image appeared to decrease with 
increasing step size, but this trend could be due to the decay of the photoelectron density 
with time, as discussed above.  This change in shape with bias is also observed in 
graphite-coated tips, as reported recently.
276
 
The 
number of 
photoelectrons 
can be increased 
by heating the 
electron source 
to a level below 
thermionic 
emission.  As 
shown in Figure 
2.15, the photoelectron crossover is imaged at different heat-to values, where saturated 
thermionic emission is achieved at a heat-to value of 28.  The onset of thermionic 
emission is 19.  The nanosecond laser is set to 50 kHz, with 55% power, and the laser 
was irised down to 30.165 mW of ultraviolet light on the source.  As the heat-to value 
 
Figure 2.14 | Step size effect on crossover.  Images of the crossover 
at different step size values (in upper right hand corner of each 
image).  All scale bars represent 200 nm. 
Chapter 2 | Methods 
 73 
increases, the number of counts 
increases, from 3x10
8
 to 2x10
9
 total 
counts, and the shape of the crossover 
changes to include more emission 
spots. 
Crossover size and shape affect 
lattice fringe imaging due to changes in 
spatial coherence.  Even under bright 
illumination, lattice fringes are still not 
consistently observed, which indicates 
that the spatial coherence of the source 
plays an important role in determining spatial resolution.  Spatial coherence is a measure 
of the phase relationship between different probing electrons.  Because electrons are 
fermions, each wave can interfere only with different parts of itself.  The detector then 
sees an incoherent average of these interference patterns.  With a completely spatially 
coherent source, the electron waves are all emitted with the same wavelength and 
produce identical interference patterns at the detector, producing interference fringes like 
lattice fringes, which are phase contrast, with perfect contrast.  A real source is only 
partially coherent, meaning that the electrons are emitted with a spectrum of wavelengths 
that produce slightly different interference patterns at the source.  A larger range of 
wavelengths decreases the contrast in the averaged interference pattern and eventually 
 
Figure 2.15 | Photoelectron crossover shape 
at different heat-to values.  Images of the 
photoelectron crossover at different heat-to 
values given in the upper right hand corners.  
Scale bars represent 200 nm. 
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leads to no contrast at all.  Moreover, it can be shown that coherence between points 
extends to only a small region around those points.
344
  Thus, multiple disjointed or broad 
sources, as seen in Figure 2.15, severely limit the resolution of the instrument.  These 
multiple point emitters are particularly present near the end of the source’s useful 
lifetime, and, thus, high-resolution imaging is best conducted near the beginning of the 
source’s lifetime.  Further work is needed to characterize the coherence of the source and 
the necessary coherence to image lattice fringes consistently. 
All of these 
factors came together in 
the experiment in which 
lattice fringes in a WS2 
nanotube were imaged.  
The nanosecond laser 
was set to 10 kHz, 69% 
total power.  The laser 
was irised down to give 
33 mW of UV incident into the top periscope.  The images in Figure 2.16 are both taken 
at 150,000x, which corresponds to 0.07 nm per pixel.  The condenser aperture of 
diameter 100 µm was used.  The thermionic image, on the left in Figure 2.16, was 
acquired for 1 s and binned by 2, and the photoelectron image, on the right in Figure 
2.16, was acquired for 25 s and also binned by 2.  The lattice fringes are clearest in the 
 
Figure 2.16 | Lattice fringe imaging with thermionic and 
photoelectron beams.  Lattice fringes of a WS2 nanotube are 
imaged with thermionic (left) and photoelectron (right) 
sources.  On the right, the lattice fringes are clearest in the red 
box.  Scale bars represent 20 nm. 
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photoelectron image in the area outlined in the red box. 
Once I could image lattice fringes, I turned my attention to the study of material 
dynamics in TMDs.  The first step in that process is to fabricate a specimen that is suited 
for study with UEM.  In addition to the requirements for a TEM specimen, namely 
electron transparency and lateral dimensions of less than 3 mm (the diameter of the TEM 
column), ideal UEM specimens dissipate heat quickly so that higher repetition rates and 
thus lower acquisition times can be used.  In the next section, I discuss the fabrication 
procedure for the MoS2 specimen that I studied in this dissertation. 
2.3 | Preparation of MoS2 Specimen 
Reliable, controlled fabrication of TMD specimens is an active area of research.  
The most famous method is micromechanical exfoliation, in which layers are peeled from 
a bulk specimen and then thinned further with strips of tape.  Although it certainly does 
not offer the most control over the number of layers in the resulting specimen, this 
method is still the simplest technique to produce thin specimens, and thus it was used in 
this dissertation.  The exfoliation and transfer procedure used will be explained in depth 
here. 
2.3.1 | Micromechanical Exfoliation and Transfer to a TEM Grid 
Synthetic MoS2 was purchased from 2D Semiconductors in the 2H polymorph 
and is shown in Figure 2.17(a).  A piece of Scotch tape was used to exfoliate thin flakes 
of MoS2, and Scotch tape was applied sixteen subsequent times to those initially  
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exfoliated flakes to produce electron-transparent flakes interspersed with optically 
opaque flakes.  Next, the tape was placed on a NaCl crystal, and the back of the tape was 
rubbed firmly with tweezers to transfer some flakes to the crystal.  The crystal was 
dipped twice in methanol and dried on a hotplate at 85°C.  This step was repeated three 
more times, with the final heating temperature at 60°C.  The tape was rubbed a final time 
on the crystal, and 40 μL of 4 wt% polymethylmethacryalate (PMMA)-anisole solution 
was dropcast onto the surface of the crystal with the flakes.  The sample was cured for 5 
minutes at 100°C, and the salt was dissolved in deionized water.  The PMMA film was 
rinsed in methanol several times and then placed in a viewing glass with a shallow 
methanol bath under the optical microscope while the film was positioned over a 2000-
mesh copper grid.  Acetone was gently added to dissolve the PMMA with minimal 
 
Figure 2.17 | MoS2 specimen examined in this thesis.  (a) Bulk specimen from which 
TEM specimen was exfoliated.  (b) Bright-field image of MoS2 flake studied.  Flake in 
the upper right was examined in detail, particularly the area outlined in blue.  The red 
circle indicates the position of the selected area diffraction (SAD) aperture when the 
diffraction pattern in (c) was collected.  Scale bar is 1 µm.  (c) SAD pattern taken of the 
flake in (b), where the SAD aperture was positioned as indicated by the red circle.  The 
scale bar is 5 nm
-1
. 
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movement of the film, and the grid was left in an acetone bath to dissolve remaining 
PMMA for approximately two hours. 
2.3.2 | Characterization of Specimen 
The BF TEM image in Figure 2.17(b) was taken at a magnification of 1700x 
(3.159 nm per pixel) and acquired for 15 seconds with an objective aperture of diameter 
40 μm to illustrate the geometry of the specimen.  As evident from the image, the 
specimen comprises three flakes.  The one on the left is relatively thick compared to the 
other two as seen by the lower intensity present, and the one at the bottom of the image 
does not have well-defined geometry.  The flake suspended on the other two was chosen 
for the dynamic experiments because it displayed distinct, highly visible bands of 
contrast but less mass-thickness contrast than the other two.  The BF images taken at 
different alpha-tilt angles in Figure 2.18 show that the flake is resting on the other two.  
These images were acquired at 2,500x for 1 s, with a 200 µm diameter condenser 
aperture and 40-µm diameter objective aperture centered on the unscattered beam in the 
diffraction pattern.  In addition, the tilt series shows that the contrast moves significantly 
with tilt and is thus not associated with a defect but rather with bending.  The diffraction 
pattern in Figure 2.17(c) was collected by placing a selected area diffraction (SAD) 
aperture with a diameter of 40 μm as shown by the red, dotted-line circle in Figure 
2.17(b) and switching to diffraction mode.  The magnification was 200 mm, and the 
acquisition time was 20 seconds.  This diffraction pattern viewed along the [001] zone 
axis displays the characteristic hexagonal symmetry of the 2H polymorph. 
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The dark-field (DF) images shown in Figure 2.19 further indicate that the contrast 
mechanism is diffraction contrast, varying intensity in BF images due to varying degrees 
of diffraction across the specimen.
345
  The images were all acquired with spot size 1 and a 
condenser aperture of diameter 200 µm.  The first image is a bright-field (BF) image 
acquired at 2,500x for 3 s, with an objective aperture of 20 µm centered on direct beam in 
the diffraction pattern in the second panel, which is covered by the beam block.  The 
 
Figure 2.18 | Bright-field (BF) images of flake at different tilt angles.  BF images of 
flake at different alpha-tilt angles, which are indicated in the upper right corner in each 
image.  Scale bar represents 1 µm and is the same for all images. 
Chapter 2 | Methods 
 79 
diffraction pattern was captured using an SAD aperture of diameter 200 µm centered over 
the flakes at a camera length of 200 mm.  The DF images were then captured by 
centering the 20-µm diameter objective aperture on the spots indexed in the upper left 
corner of each panel.  Different contrast features appear bright because electrons from 
individual diffraction spots are used to produce the image, which indicates that the 
contrast is diffraction contrast.  Combined with the observation of the significant 
movement of these features with specimen tilt, these DF images suggest that the contrast 
features are bend contours, diffraction contrast that appears due to the movement of the 
planes into or out of the diffraction condition with bending in the specimen.
41
 
The specimen thickness was measured using EELS.  The high-angle annular dark-
field (HAADF) image is shown in Figure 2.20 on the far left.  Because HAADF images 
are formed using electrons scattered at large angles, contrast is reversed from BF images; 
sample regions that scatter strongly are bright whereas those that scatter to small angles 
are dark.  The area outlined in green was used to drift correct the images as a series of 
EEL spectra was collected on the area outlined in red, and the resulting spectra are shown 
in the rectangle with four quadrants labeled, where the grayscale value corresponds to 
number of electrons at 17.25 eV, chosen for clarity.  The thicknesses were computed 
from those spectra using the Gatan log-ratio absolute algorithm, which uses the equation: 
 
𝑡 = 𝜆 ln (
𝐼𝑡
𝐼0
) (2.2) 
where 𝑡 is thickness, 𝜆 is the inelastic mean free path (IMFP), 𝐼𝑡 is the area under spectrum,  
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and 𝐼0 is the area 
under the zero 
loss peak.
346-348
  
I input the 
beam energy 
𝐸0 = 300 keV, 
the approximate 
convergence 
semi-angle 𝛽 = 
10 millradians 
(mrad), the 
collection semi-
angle (5.78 
mrad), and the 
effective 
atomic number 
𝑍𝑒𝑓𝑓 = 25 
calculated by  
 𝑍𝑒𝑓𝑓 = ∑𝑓𝑖𝑍𝑖
𝑖
 
(2.3) 
where 𝑓𝑖 is the fraction of component i in the compound and 𝑍𝑖 is the atomic number of 
component i.  The exact algorithm used to calculate the IMFP and thus thickness is 
 
Figure 2.19 | Dark-field images of MoS2 flake.  The first panel is the 
BF image, where the objective aperture is centered on the direct beam.  
The second panel is the SAD pattern of the entire flake.  The 
remaining images are DF images where the objective aperture is 
centered on the diffraction spot indexed in the upper left corner.  Scale 
bars in bright- and DF images are 2 µm, and scale bar in the 
diffraction pattern is 5 nm
-1
. 
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proprietary.  The thicknesses in the 
four quadrants were then averaged to 
give the thickness values shown in the 
table.  Variations in calculation of 
𝑍𝑒𝑓𝑓 and in the semi-angles due to 
instrument instability were found to 
give thicknesses within 10 nm of the 
values in Figure 2.20.  The spectra and 
images were collected on an FEI 
Tecnai F30 at the University of Minnesota Characterization Facility. 
2.4 | Image Analysis Methods 
The data from all of these experiments were thousands of images.  Procedures and 
code to quantify changes in images were developed in collaboration with my collegaues 
in the Flannigan Research Group.  The type of change varied from local changes in 
intensity to movement of existing intensity features.  Thus, a brief, general description of 
the principles of analysis will be given here, with more details in the following chapters 
and specific codes included in Appendix H.  All images had to be converted from 
different formats, the intensity scaled or normalized, and the specimen drift corrected for.  
Those procedures will be described in detail here without long descriptions in the 
following chapters.  
 
Figure 2.20 | EELS thickness map.  HAADF 
image showing the area used to correct for 
drift outlined in green and the area over which 
EELS spectra were collected in red.  Scale bar 
represents 1 µm.  Average thicknesses in the 
four quadrants are shown in the table. 
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2.4.1 | Conversion and Drift Correction 
During long experiments, the specimen drifted in position, and images needed to 
be corrected to differentiate movement from the material response.  Images were first 
batch-converted from .dm4 to .dm3 file formats using Digital Micrograph.  The .dm4 file 
format is proprietary to Gatan, the camera manufactuer, and, until recently, could not be 
read in any software besides Digital Micrograph, which has its own coding language and 
is not optimized for batch processing as in MATLAB or ImageJ/Fiji.
349
  The .dm3 files 
could be imported into and read by Fiji with the appropriate plugin, and outliers were 
removed with the built-in feature in Fiji (“Remove Outliers…”).  This feature finds 
individual pixels whose value deviates from the median in its neighborhood by more than 
the user-specified threshold (0.4% in this dissertation) and applies a median filter.
192
  The 
images were then converted to 16-bit file sizes.  The contrast was enhanced using the 
built-in function (“Enhance Contrast…”) using the normalization option.  This option 
scales the intensity at each pixel in each image so that it fits into the range for 16-bit 
images (0 to 65,535), setting any pixel values below 0 to 0 and above 65,535 to 
65,535.
350
  The images were drift-corrected using the template-matching plugin for Fiji, 
which matches a template (region of interest) selected from one image to a region in the 
other images in the image sequence.  Next, either the drift-corrected images were saved 
as tiffs, or the shifts in horizontal and lateral directions were saved to be imported into 
MATLAB later. 
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2.4.2 | Image Analysis 
MATLAB was chosen to analyze images due to its computational power, 
transparency, and ease of code construction.  After images were imported into MATLAB, 
they were drift-corrected if necessary, and then an area was selected over which a 
normalization factor was computed.  In some cases, an area over vacuum in each image 
was averaged to produce the normalization factor for each image, and the same area used 
for each image in the sequence.  In others in which the area over vacuum was small, the 
average intensity over the entirety of each image was used as the normalization factor.  
The exact approach taken for each image sequence in the subsequent chapters will be 
noted.  Typically, a median filter was applied to reduce the noise. 
For images in which the intensity oscillates in one location or high intensity 
appears and disappears, the changes are plotted and tracked in space-time-intensity plots.  
First developed by Dayne Plemmons, these three-dimensional graphs are generated by 
tracking the intensity variations in time along a line of pixels in an image.  The ordinate is 
usually the distance along that line, the abscissa is the delay value at which the image was 
taken, and the perpendicular axis is the intensity.  Slicing a space-time-intensity plot at 
one spatial location produces a plot of intensity versus time at one spatial location.  
Slicing a space-time-intensity plot at one point in time produces a plot of intensity along 
the line in one image/time point.  These plots are useful in that they clearly capture and 
plot the appearance and movement of intensity through both space and time.  Ridges 
correspond to high intensity regions travel along the line.  Moreover, the slopes of the 
ridges corresponded to the speed at which the intensity feature moved in the direction that 
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the line was drawn, which was important in identifying the origin of the dynamics.  The 
code used to produce these plots in this thesis was initially written by Ryan Gnabasik, 
which I have modified where necessary to more clearly capture the intensity dynamics in 
my experiments.  For instance, I added the code necessary to analyze the raw image files 
(.dm3 file formats) and counts rather than the scaled intensity produced when converting 
to tif or jpeg formats.  In addition, I added code to drift-correct the images using the shifts 
produced by template-matching in Fiji and to use a user-selected area to compute the 
normalization factor for that image. 
Useful image analysis code that I developed tracks the movement of a contrast 
feature that stayed relative constant in shape and is given in Appendix H.3.  For such 
features, the intensity was averaged across a small rectangle to reduce the noise, and the 
feature was identified as either a peak or a dip in the intensity, depending on whether that 
feature was a bright or dark intensity feature, respectively.  The intensity was smoothed 
using a Savitzky-Golay filter with an order of three and various window sizes, and the 
peak or dip was then identified using the MATLAB function findpeaks, which identifies 
local maxima and minima.  The peak (dip) in each image was then fit with a pseudo-
Voigt with a positive (negative) amplitude.  Accurately fitting the peak (dip) depended on 
restricting the fitting window to include only that peak (dip) and usually required 
identifying nearby minima (maxima).  The analysis method was effective only when the 
contrast of and around the feature that did not change appreciably; otherwise, the correct 
feature was not identified consistently.  Where necessary, outliers were examined 
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individually, and the fitting window adjusted to fit the correct feature.  The centers of the 
fitted pseudo-Voigt functions were used as the position of the feature and plotted over 
time. 
For both the space-time-intensity plots and the feature-position tracking plots, fast 
Fourier transforms (FFTs) were used to quantify frequency.  The sequences were padded 
out to 2
17
 values with the average of the final fifty or hundred values of the intensity to 
allow better detection of the frequency peaks.  In some cases, windowed FFTs were 
performed to quantify lifetimes of the different modes.  These windowed FFTs were also 
padded to increase the frequency resolution. 
2.5 | Summary 
In this chapter, I have discussed the instrument, spatial resolution 
characterization, specimen preparation, specimen characterization, and image analysis 
methods used in this thesis.  First, I described the two optical periscopes added to an FEI 
T20 TEM to produce the FEI Tecnai Femto, the first commercially available UEM, the 
variation in the electron source needed to make ultrafast experiments more stable, and the 
ultrafast laser system integrated into the TEM which includes a femtosecond and a 
nanosecond laser.  In addition, I described the alignment procedure for the pump and 
probe beams and the effects of temperature on the system, as well as control experiments 
to deconvolute those effects from material dynamics.  I have also described my work in 
measuring the spatial resolution of the UEM and the understanding I gained about the 
source characteristics and beneficial instrument practices to conduct experiments near or 
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at the spatial resolution limit.  Next, I discussed the exfoliation and transfer procedure to 
prepare the main specimen of MoS2 studied in this work and characterization of that 
specimen.  In particular, the contrast features were identified as bend contours.  Finally, 
drift correction, intensity normalization, space-time-intensity plots, and feature tracking 
were described briefly.  Details pertaining to specific experiments will be given in 
subsequent chapters. 
 
  87 
3 | PROPAGATION OF ACOUSTIC 
PHONONS  
In this chapter, I will discuss my research on imaging the launch and propagation 
of acoustic phonons in MoS2.  Parts of this chapter are passages from the publication by 
A. J. McKenna, J. K. Eliason, and D. J. Flannigan titled “Spatiotemporal Evolution of 
Coherent Elastic Strain Waves in a Single MoS2 Flake,” which was recently accepted for 
publication in Nano Letters.
286
  The properties of extended sheets of MoS2, a heavily-
studied transition-metal dichalcogenide (TMD) semiconductor, have been shown to be 
dependent on both layer number and structural morphology.
16-17,51,189,351-353
  This has led 
to the development of methods aimed specifically at tuning and controlling its electronic, 
optical, and mechanical responses.
354-355
  Among these methods, elastic deformation is 
particularly effective and versatile, stemming (in part) from widely-varying linear-elastic 
tensor values and highly direction-dependent transport properties, both of which are 
directly linked to the structurally-anisotropic bonding in the layered lattice type.  For 
example, application of a tensile, compressive, or shear stress, or a substrate-induced 
strain, has been shown to alter the electronic and phononic band structures, as well as the 
effective charge-carrier masses, of few- and single-layer specimens.
87-88,146,185,187,189,352,356-
361
  Additionally, the elastic constitutive properties, resonant responses, and phonon-
transport behaviors (e.g., Young’s modulus, piezoelectricity, thermoelectricity, etc.) have 
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attracted attention for energy-harvesting and energy-conversion applications, wherein the 
number of layers plays a distinct role owing to the effect on crystal 
symmetry.
37,39,120,139,142,176,362-363
 
In addition to direct-contact manipulation, optical excitation offers a means to 
(remotely) modulate and control the structural and transport properties of MoS2, either 
through the charge carriers or via the resulting lattice response.
131,134,364
  Accordingly, 
development of a comprehensive view of the time-dependent response of MoS2 to optical 
excitation – in addition to advancing fundamental understanding – could potentially 
influence the application space.  While charge-carrier and exciton dynamics of MoS2 
have been extensively studied with ultrafast spectroscopy,
130,132,228,231,233,236,365-370
 the 
concomitant photoexcited low-energy lattice dynamics (e.g., low-frequency acoustic-
phonon excitation and launch, transient thermoelasticity, optomechanical oscillation, etc.) 
have received far less attention.  Indeed, most studies within this particular parameter 
space have focused on understanding interlayer shear and breathing modes with 
frequencies of ~1 THz using time-averaged Raman spectroscopy.
371-374
 
Importantly, evolution of relatively low-energy coherent structural dynamics 
having MHz to GHz frequencies is particularly amenable to study with ultrafast electron 
and X-ray scattering techniques.  This is due, in part, to such techniques being sensitive 
to atomic-scale vibrations, nanoscale elastic deformation, and mesoscale mechanical 
motion.
247,284,287,325,375-377
  Specifically with respect to TMDs, most studies employing 
such methods have focused on materials that exhibit charge-density waves (e.g., TaSe2 
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and TaS2),
255,378-383
 though more-recent work has begun to focus on the 
semiconductors.
247,384
  For MoS2, Lindenberg and co-workers used MeV ultrafast 
electron diffraction to study the reciprocal-space dynamics of a monolayer specimen in a 
parallel-beam configuration, as detailed in Section 1.3.2.
244
  In this way, they were able to 
measure picosecond in-plane photoinduced wrinkling, electron-phonon coupling times, 
and rates of thermal-energy transfer to a substrate.  To date, however, the spatiotemporal 
evolution of photoexcited coherent elastic strain waves in MoS2 – spanning picoseconds 
to microseconds (GHz to MHz) and nanometers to micrometers – has not been reported. 
In this chapter, I will describe how I have used an ultrafast electron microscope 
(UEM)
196,273,276
 to directly image the spatiotemporal dynamics of photoexcited 
propagating strain waves in individual, micrometer-size multilayer flakes of MoS2.  I find 
that the observed strain-wave dynamics can be categorized into three distinct regimes, the 
total temporal ranges of which span from picoseconds to microseconds, with concomitant 
frequencies of observed coherent oscillatory motion relaxing from GHz to MHz values.  
In the first regime detailed in this chapter, spanning the first few hundred picoseconds 
following photoexcitation, individual coherent wave trains, having distinct wave vectors 
and frequencies of tens of GHz, emerge and propagate at the approximate in-plane speed 
of sound.  As previously observed in multilayer flakes of WSe2,
247
 the wave trains 
originate at structurally dissimilar features (e.g., vacuum/crystal and crystal/crystal 
interfaces) and propagate along wave vectors oriented normal to, and away from, the 
interface.  Wave-train interference effects mark the onset of the second distinct temporal 
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regime.  Here, such effects are first observed 140 ps after photoexcitation and are 
characterized by the interference of two wave trains propagating along two distinct wave 
vectors.  This continues and evolves into incoherent lattice motion across the entire flake 
over the span of a few nanoseconds, which will be detailed in the following chapter.  I 
will then discuss simulations of the Lamb modes of an orthotropic plate that help explain 
the frequencies observed and of the changes to the diffraction contrast observed in 
images upon compressional and dilatational modes.  I will also briefly present 
preliminary work to probe the launch mechanism of the acoustic phonons. 
3.1 | Experimental Observation of Tens of GHz Acoustic Phonons 
3.1.1 | Initial Observation of Tens of GHz Oscillations in Image Contrast 
  The ultrafast structural dynamics are most clearly captured in an image sequence 
with 1 ps time steps.  The first image sequence (314 images in 1 ps time steps, seen in 
Figure 3.1 and Figure 3.2) was acquired at 3,500x magnification.  The other two image 
sequences (151 images, seen in Figure 3.3, Figure 3.4, and Figure 3.5) were acquired at 
6,500x magnification.  All images were acquired for 50 seconds using a 2-mm diameter 
condenser aperture, spot size 1, and an objective aperture with a diameter of 100 μm, 
which was centered on the direct beam in the diffraction pattern.  The source was a 50-
µm diameter LaB6 flat surface.  Because these sequences correspond to the initial 
observation of the dynamics, the time zero in this section does not correspond to the true 
experimental time zero, which was determined later.  The repetition rate of the 
femtosecond laser was set to 10 kHz for all the image sequences in this chapter.  Figure 
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3.1(a) is a representative BF UEM image from the first image sequence.   
To quantify the motion, the intensity over time was tracked in three small spatial 
areas outlined in Figure 3.1(a).  The images were batch-converted and drift-corrected as 
described in Section 2.4.1.  The drift-corrected raw image files were then loaded into 
MATLAB and rotated to various angles so that the dark fringes in each rectangle were 
approximately perpendicular to the long edge of the boxes then drawn.  The counts in 
each image were divided by the mean of the counts in the entire image to exclude 
intensity changes due to photoelectron intensity variations.  For each pixel along the long 
edge of the rectangles in each image, the normalized counts within 5 pixels of either side 
of the line were averaged together, corresponding to the short dimension of the 
rectangles, which produced an average intensity trace for each image.  The scaled counts 
at 148 nm along x1 is plotted in Figure 3.1(b) and captures the damped high-frequency 
oscillations present in the image counts over time.  Similar oscillations are observed in 
Figure 3.1(c), which displays the counts at 89 nm along x2 over time.  This feature is on 
 
Figure 3.1 | Observation of high-GHz oscillations.  (a) Representative BF UEM image 
from the sequence showing the positions of the three boxes.  Scale bar is 500 nm.  (b) 
Variation in counts at pixel 148 nm along x1.   
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the other side of the flake, which suggests that these oscillations are generated at all 
interfaces (e.g., specimen-vacuum interface).  The intensity traces for each box are 
plotted over time and space in Figure 3.2(a), (c), and (e), respectively, and hereafter 
called space-time-intensity plots.  The color or z-axis corresponds to the normalized 
intensity, and the x- and y-axes correspond to the time steps and spatial extent analyzed in 
the sequence.  If sliced perpendicular to the y-axis, the resulting graph plots the intensity 
versus time at one pixel, as observed in Figure 3.1(b) and (c).  If sliced perpendicular to 
the x-axis, the resulting graph shows the intensity variation across the rectangle at one 
point, as would be observed in an intensity trace in a static TEM image.   
The space-time-intensity plots indicate that the oscillations are most clearly 
captured in the red and blue rectangles.  To quantify the oscillations, FFTs were 
performed on the space-time-intensity plots and are given in Figure 3.2 (b), (d), and (f).  
For the regions outlined in red and blue, the oscillations occur at frequencies of 44 and 54 
GHz.  The oscillations in the purple rectangle are not clear, and the noise in the FFT is 
high.  This region was thus not further investigated in these image sequences. 
As observed in Section 2.3.2, the contrast features correspond to bend contours.  
As will be explained in more detail in Section 3.2.2, the strain waves observed in this 
chapter can either tilt or alter the interplanar spacing so that the planes near the 
diffraction condition (i.e., near the bend contours) are brought into or farther from the 
Bragg angle and thereby change the contrast.  This observation implies that the image 
planes deformed by the strain waves must be near the diffraction condition in order for  
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Figure 3.2 | Quantification of high-GHz oscillations in Figure 3.1.  (a), (c), and (e) 
Scaled counts (color) plotted versus distance along xn in Figure 3.1 and time, where n is 1 
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their strain to be imaged, which will be important in later image sequences. 
The oscillations in the upper left region (near the red rectangle in Figure 3.1(a)) 
were investigated in an image sequence at higher (6,500x) magnification, which 
corresponds to 0.79 nm per pixel.  A representative image from that image sequence is 
shown in Figure 3.3(a).  As before, the images were batch converted and drift corrected 
before being imported into MATLAB.  The drift-corrected raw images were then rotated 
so that the 
contrast 
fringes were 
approximately 
perpendicular 
to the vertical 
direction.  The 
regions 
indicated with 
red and purple 
rectangles in Figure 3.3(a) were analyzed as described previously.  The scaled intensity at 
pixels 127 nm along x1 and 70 nm along x2 are plotted versus time in Figure 3.3(b) 
without offset.  The dotted lines are plotted at 27 and 55 ps and indicate the first 
observation of oscillations at these locations.  The delay between these values suggests  
(red), 2 (blue), or 3 (purple), respectively.  (b), (d), and (f) FFT magnitude (color) plotted 
versus distance along xn and time, where n is 1 (red), 2 (blue), or 3 (purple), respectively. 
 
Figure 3.3 | High-GHz oscillations at higher magnification.  (a) 
Representative BF UEM image at 6,500x magnification, showing the 
two regions analyzed, outlined in red and purple.  Scale bar is 500 nm.  
(b) Relative intensity vs. time for a pixel 127 nm along x1 in red and for 
a pixel 70 nm along x2.  The dotted lines indicate 27 and 55 ps. 
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that the disturbance travels from the first box inward toward the second box, and because 
the approximate distance between the lines is 150 nm, the estimated speed is 5 nm/ps.  
The space-time-intensity plots in Figure 3.4(a) and (c) capture the oscillations of the 
entire contrast feature over time, and the FFTs in Figure 3.4 (b) and (c) indicate the 
presence of frequencies between 40 and 60 GHz. 
 
Figure 3.4 | High-GHz oscillations at higher magnification.  (a) Intensity at each pixel 
along x1 plotted as color over x1 and time.  (b) FFT magnitude as color at every pixel 
along x1 for frequencies out to 72 GHz.  (c) Intensity at each pixel along x2 plotted as 
color over x2 and time.  (d) FFT magnitude as color at every pixel along x2 for 
frequencies out to 72 GHz. 
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The same analysis is completed for the flake below the main flake in Figure 2.17, 
as shown in Figure 3.5.  This image sequence was captured at the same magnification and 
time points as the image sequence above under the same imaging parameters.  A 
representative BF UEM image is shown in Figure 3.5(a).  The triangular lower end of the 
 
Figure 3.5 | 27 GHz oscillations observed in lower flake.  (a) Representative BF UEM 
image at 6,500x magnification of lower flake in Figure 2.17, where flake otherwise 
analyzed seen in upper left corner.  Scale bar represents 500 nm.  (b) Oscillations in 
Counts at 206 nm along x1.  (c) Scaled counts plotted along each pixel of x1 at each time 
point.  (d) FFT of (c) showing the frequency of oscillation = 28 GHz. 
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main flake is visible in the upper left hand corner.  The oscillations are visible in Figure 
3.5(b), which is 206 nm along x1.  To understand more of the oscillations, the space-time-
intensity plot is shown in Figure 3.5(c), which, as in Figure 3.5(b), shows much slower 
oscillations than observed in the main flake in Figure 3.1 and Figure 3.3.  The FFT 
computed for the space-time-intensity plot is shown in Figure 3.5(d), and shows that the 
frequency observed is indeed much lower, 28 GHz.  This difference in frequency may be 
due to differences in thickness or the degree to which the diffraction condition is met.  In 
other words, higher frequency oscillations may be present but not close to the diffraction 
condition and thus not visible. 
This initial observation, though interesting, was flawed in that the experimental 
time zero was not known.  Pre-time zero images were thus not available to aid in 
distinguishing between environmental fluctuations changing imaging conditions and thus 
presenting dynamic changes in image contrast rather than the material response.  
Moreover, determining how the oscillations propagated after the first observation was not 
possible without pre-time zero images.  On a later day, experimental time zero was 
determined.  Soon after, the image sequence in the next section was acquired, in which 
propagation of these 50-GHz oscillations was observed, and the oscillations were able to 
be identified. 
3.1.2 | Observation of Acoustic Phonons  
The ultrafast structural dynamics are most clearly captured in an image sequence 
with 1 ps time steps.  This image sequence (-36 to 358 ps in 1 ps time steps) is a 
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compilation of three image sequences, all acquired on the same day.  The laser extracting 
the photoelectrons from the electron source drifted during the scan and caused the beam 
to fade in brightness between image sequences.  Therefore, I stitched together 240 images 
(-36 to 139 ps) from the first sequence, 74 images (140 to 212 ps) from the second, and 
146 images (213 to 358 ps) from the last sequence, where I adjusted the beam between 
the acquisition of each sequence to maximize brightness of the photoelectron packets.  
The image sequences were all acquired using a 2-mm diameter condenser aperture, spot 
size 1, and an objective aperture with a diameter of 100 μm, which was centered on the 
direct beam in the diffraction pattern.  All image sequences were acquired at 3,500x 
magnification, which corresponds to 1.5 nm per pixel.  Each image was acquired for 30 
seconds.  Zero picoseconds was set to be the earliest time dynamics in this specimen were 
observed on an earlier date because theoretical time zero had not been determined when 
these image sequences were captured.  This experimental “time zero” is consistent for the 
remaining image sequences in Chapters 3 and 4 unless otherwise noted. 
The dynamics were best captured by the changes in image contrast.  The images 
were batch-converted and drift-corrected as described in Section 2.4.1.  Figure 3.6(a) is a 
magnified area of the region outlined in blue in Figure 2.17(b) at 0 ps in this image 
sequence.  In MATLAB, these images where the intensity was scaled from 0 to 264 were 
loaded and rotated 78° counterclockwise so that the diffraction contrast feature was 
observed to be approximately horizontal.  A line was then drawn in the observed 
direction of propagation of the diffraction contrast feature to determine the area in which  
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the average intensity would be tracked; this line corresponds to the long edge of the red 
parallelogram in Figure 3.6(a).  For each pixel along the long edge from x0 to x1 in each 
image, the intensity within 25 pixels of either side of the line were averaged together, 
 
Figure 3.6 | Acoustic-phonon launch and propagation.  (a) Representative UEM BF 
image of the MoS2 region of interest outlined in Figure 2.17(b).  The scale bar represents 
500 nm.  The dashed red parallelogram, spanning positions x0 to x1 (349 nm in length), is 
the region in which the subsequent analysis was performed.  (b) Single-pixel counts, at a 
position 66 nm from x0 along the length of the parallelogram, as a function of time.  The 
oscillation period within the time window is T = 20 ps.  (c) Surface contour plot of the 
counts at each pixel position between x0 and x1, averaged along the short axis of the 
parallelogram, as a function of time.  At the magnification used here (3500x), each pixel 
corresponds to 1.5 nm.  Three regions displaying distinct dynamics are noted:  (I) = 
before phonon wave-train launch, (II) = launch (t = 0 ps) and initial, single-wave-train 
propagation along a vector oriented roughly along x0 to x1, and (III) = observed wave 
interference effects beginning at approximately t = 140 ps.  (d) Spatial Fourier transform 
of the surface contour plot in panel  (c). The color bar represents magnitude.  (e) 
Simplified illustration of in-plane wave-train propagation, reflection, and interference. 
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corresponding to the short dimension of the red parallelogram, and then divided by the 
mean intensity over the whole area enclosed in the red parallelogram.  The intensity 
versus time plot for the pixels 66 nm from x0 toward x1 in Figure 3.6(b) is representative 
of intensity variations and shows that the intensity oscillates at a high frequency with a 
period of approximately 20 ps. 
In Figure 3.6(c), the intensity variations are plotted on the vertical axis at each 
position and time point (space-time-intensity plot).  For each time point in the 1 ps step 
image sequence, the intensity was averaged parallel to the shorter, vertical dimension of 
the red parallelogram and recorded at each pixel along the longer, horizontal dimension 
of the parallelogram from x0 to x1.  Each slice of the image along the position axis thus 
corresponds to the intensity variation at that pixel over all time.  Each slice of the image 
along the time axis corresponds to the intensity variation over each pixel in the length of 
the parallelogram at specific time points.  These intensity variations were smoothed with 
a Savitzky-Golay FIR filter with an order of 3 and frame length of 21.  To improve 
visibility and make the edges of the plot solid in the final plot, the edge values were set to 
the first percentile values.  The FFT of this plot was computed and plotted from 40 to 60 
GHz in Figure 3.6(d).  
Similar to WSe2 and TaS2,
247,258
 photoexcitation of the MoS2 flake initially results 
in the generation of distinct, coherent in-plane wave trains at discrete structural features.  
The ridges of the space-time-intensity plot indicate that a wave train emerges from the 
lower-right edge of the flake and propagates away from the interface along a single wave 
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vector.  To extract speeds, the space-time-intensity plot in Figure 3.6(c) was overlayed 
with a plot of the positions of intensity values above the 80
th
 percentile to identify the 
ridges that are the contrast movement.  I drew a rectangle around each of the first four 
ridges to identify the position of those ridges.  The values at and above the 80
th
 percentile 
within each box were fit with a line using a least squares algorithm.  The fit of the third 
ridge was not accurate and was excluded.  The remaining slopes of those lines were 
averaged to give the average velocity, and the error is the standard deviation.  The 
average slope of the ridges gives an approximate group velocity of 7.3 ± 0.7 nm/ps along 
x.  This speed is consistent with calculated speeds for acoustic phonons and experimental 
speeds for coherent longitudinal acoustic phonons.
178,251
  Computing the FFT of the 
intensity variation at each pixel shown in Figure 3.6(d), we obtain a dominant frequency 
of oscillation of 50 GHz (20-ps period).   
Within the analyzed region of interest, it can be seen that this coherent behavior 
evolves as the waves propagate across the entire flake; the onset of a distinct transition in 
behavior is marked by wave-train interference beginning at 140 ps (Figure 3.6(c)).  Such 
effects take the form of the mixing of two wave trains, each propagating along a distinct 
wave vector within the region of interest (i.e., having different slopes in the surface 
contour plot).  Owing to relative wavefront orientations, wave-train velocities, and flake 
dimensions, the origin of the second wave train is likely a simultaneous emergence event 
at a separate structural feature (e.g., vacuum/crystal or crystal/crystal interface).  That is, 
though photoexcitation is uniform across the entire flake, each discrete structural feature 
Chapter 3 | Propagation of Acoustic Phonons 
 102 
may act as a distinct wave-train nucleation site. 
3.1.3 | Observation of 25-GHz Modes with Control Experiments 
Although repeatable as shown in Section 3.1.4, imaging the 50-GHz oscillations 
was found to strongly depend on the imaging conditions for a particular day.  In the 
following image sequences, only modes with frequencies less than 30 GHz were 
observed.  The specimen was titled 4.99° around the main double-tilt holder axis and -
1.32° around the orthogonal holder axis so that the contrast was similar to that observed 
in Figure 3.6; however, the exact zone axis was not known for the original experiment 
and thus could not be reproduced exactly.  The images were acquired at 3,500x 
magnification, which corresponds to 1.5 nm/pixel, for 50 seconds for each image.  The 2-
mm diameter condenser aperture, spot size 1, and objective aperture of 100 μm centered 
on the direct beam in the diffraction pattern were used to produce higher image contrast 
while still providing sufficient signal to capture dynamics.  The electron source was a 50-
μm diameter LaB6 flat surface embedded in graphite.  Figure 3.7(a) is a representative BF 
UEM image with the three regions analyzed marked with blue (x1), orange (x2), and red 
(x3) arrows.   
The images were analyzed as in Section 3.1.1, where the intensity was averaged 
across 10 pixels and tracked in each image.  In Figure 3.7(b), the oscillations in the 
counts are shown at a location 76 nm from the beginning of x1, which shows much slower 
oscillations than before, with a period of 67 ps.  Similarly, the period of the oscillations in 
the counts at a pixel 124 nm from the beginning of x2 is 80 ps, as shown in Figure 3.7(c).   
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The oscillations in the image counts in the three regions of interest are shown in Figure 
3.7(d), (f), and (h), and the corresponding FFTs performed over the regions over time are 
shown in Figure 3.7(e), (g), and (i).  For the first region (Figure 3.7(e)), the largest 
frequency observed is 40 GHz, but the strongest frequency is 13 GHz, much slower than 
 
Figure 3.7 | Observation of only 25-GHz modes.  (a) Representative BF UEM image, 
with three regions of interest marked by the arrows.  Scale bar is 500 nm.  (b) Scaled 
counts 76 nm along x1 versus time.  (c) Scaled counts 124 nm along x3 versus time.  (d), 
(f), and (h) all show intensity variation (color) at every pixel along xn for each point in 
time, where n is 1 (blue), 2 (orange), and 3 (red).  (e), (g), and (i) are the FFTs of the 
intensity variation at each point along xn plotted from 0 to 72 GHz.  In contrast to the two 
previous image sequences, the highest frequencies visible in each plot here are <30 GHz. 
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observed in the other two image sequences.  Similarly, in Figure 3.7(g), the highest 
frequency is 29 GHz, and the strongest frequency is 13 GHz.  In the lower flake in Figure 
3.7(i), similar frequencies are observed, namely 27 GHz as the highest frequency 
observed. 
The oscillations in Figure 3.7(e) show a slightly different oscillation than 
observed previously.  Rather than vertical translation from the initial position, this 
contrast feature changes contrast.  This difference in contrast could be due to a different 
acoustic phonon mode.  One possibility is a mode traveling along the [001] direction.  
Because the thickness is ~40 nm in that region, the wave would need to travel at 0.5 
nm/ps, which is much lower than the speed of sound in the material.   
Different oscillations on that lower flake were observed in the image sequence in 
Figure 3.8, which was acquired on a separate day at a 1,700x magnification (3.2 nm per 
pixel).  The images were acquired with the 2-mm diameter condenser aperture, spot size 
 
Figure 3.8 | 27-GHz oscillations in lower flake captured at lower magnification.  (a) 
Representative BF UEM image at 1,700x magnification, with region of interest marked 
by the red arrow.  Scale bar represents 510 nm.  (b) Scaled image counts at every pixel 
along x in each image.  (c) FFT performed at each pixel along x and plotted between 0 
and 50 GHz.  The main frequency is 27 GHz.   
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1, and the 40-μm diameter objective aperture centered on the direct beam in the 
diffraction pattern.  Each image was acquired for two minutes.  The electron source was a 
50-μm diameter LaB6 flat surface embedded in graphite.  The images were taken from -
50 to 300 ps in 1 ps steps.  A representative BF image is given in Figure 3.8(a) where the 
region analyzed is shown by the red arrow x.  In Figure 3.8(b), the image contrast 
oscillations at every pixel along x are shown.  Here, the contrast feature appears to 
expand every 37 ps, which is reflected in the main frequency observed in the FFT (27 
GHz; see Figure 3.8(c)).   
The control experiments taken on the same day as the image sequence in Figure 
3.7 show that the observed dynamics captured are indeed due to the material photo-
response rather than environmental fluctuations.  Two control experiments were 
performed.  In the first, the pump remained on the specimen at 73 ps delay while 100 
images were acquired.  The scaled image counts analyzed in several regions over that 
time frame are shown in Figure 3.9(b), (d), (f), and (h), along with the FFTs in Figure 
3.9(c), (e), (g), and (i), assuming an image time step of 1 ps, as the image sequence in 
Figure 3.7.  In the second control, the pump illumination was blocked, and 62 images 
were acquired.  The scaled image counts analyzed in several regions over that time frame 
are shown in Figure 3.10(b), (d), (f), and (h), along with the FFTs in Figure 3.10(c), (e), 
(g), and (i), again assuming an image time step of 1 ps, as the image sequence in Figure 
3.7.  For both experiments, the same camera acquisition time and imaging conditions as 
the image sequence above in which dynamics were observed in Figure 3.7.  In both 
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control experiments, the diffraction contrast does not show oscillations, and, thus, image 
contrast oscillations and movement at these lower frequency modes can be assigned to 
the material photo-response. 
 
Figure 3.9 | Control experiment without pump translation.  (a) Representative BF 
UEM image in which the pump-probe delay interval was 73 ps.  Scale bar is 500 nm.  
The four regions analyzed are shown in green, blue, purple, and red.  (b), (d), (f), and (h) 
Scaled image counts at every pixel along xn at each point in time, where n = 1 (green), 2 
(blue), 3 (purple), and 4 (red).  The image contrast does not appreciably vary.  (c), (e), 
(g), and (i) FFTs computed at each point along xn assuming 1 ps time steps as above.  No 
frequency is distinguishable. 
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This observation suggests that the type of contrast oscillations strongly depend on 
the imaging conditions for a particular day.  The specimen is repositioned in the holder 
for each experiment, which could lead to slightly different orientation of the specimen 
with respect to both the probe and pump beams and thus different orientations of the 
 
Figure 3.10 | Control experiment with no pump irradiation.  (a) Representative BF 
UEM image during which the pump laser was blocked.  Scale bar is 500 nm.  Three 
regions analyzed shown in green, blue, purple, and red.  (b), (d), (f), and (h) Scaled image 
counts at every pixel along xn at each point in time, where n = 1 (green), 2 (blue), 3 
(purple), and 4 (red).  The image contrast does not appreciably vary.  (c), (e), (g), and (i) 
FFTs computed at each point along xn assuming 1 ps time steps as above.  No frequency 
is distinguishable. 
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planes near the diffraction condition with respect to the displacement directions.  To 
ascertain that the high-frequency modes observed in the image sequence analyzed in 
Figure 3.6 are genuinely part of the material photo-response, another set of image 
sequences with control experiments was acquired. 
3.1.4 | Observation of High-GHz Oscillations with Control Experiments 
These image sequences show high frequency (>40 GHz) modes with the strong 
suggestion of low-GHz modes as well, which are explored in more detail in the next 
chapter.  In the image sequence tracking dynamics, the images were acquired at 2,500x 
magnification, which corresponds to 2.1 nm/pixel, for 30 seconds each.  The 2-mm 
condenser aperture, spot size one, and 40-µm diameter objective aperture were used, and 
the source was a 300-µm LaB6 flat surface embedded in graphite.  Images from -100 to 
1,198 ps in 2 ps steps were acquired of the specimen titled so that the positions of 
contrast features on the flake was similar to that observed in Figure 3.6.  
The image sequence shows >40 GHz oscillations as well as individual GHz 
oscillations, as in Figure 3.6.  A representative BF UEM image is shown in Figure 
3.11(a) with the three regions analyzed are marked by the red (x1), blue (x2), and green 
(x3) arrows.  10, 10, and 25 pixels on either side of each line, respectively, were averaged 
to track the image contrast in each region.  In Figure 3.11(b), a representative variation in 
image contrast is shown at a pixel 149 nm along x1, a low frequency movement is 
immediately visible, where the period is approximately 750 ps (1.3 GHz).  At the initial 
time points, outlined in purple in Figure 3.11(b) and magnified in Figure 3.11(c), higher  
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frequency oscillations are visible, with two periods.  One is ~50 ps and is responsible for 
the ~20 GHz peaks in the FFTs.  The second is close to the noise level and is ~10 ps, 
corresponding to the peaks >40 GHz in the FFTs.  These oscillations are particularly 
 
Figure 3.11 | Acoustic phonons observed with control experiments.  (a) Representative 
BF UEM image with three regions of interest analyzed in the figure.  Scale bar is 500 nm.  
(b) Scaled counts at a pixel 149 nm along x1, which shows a low-frequency oscillation 
with a period of 750 ps.  (c) A magnified view of the region outlined in purple in (b), 
which shows two oscillations – one with a period of ~50 ps and the other ~10 ps.  (d), (f), 
and (h) Scaled counts plotted at each pixel along xn and at each time point.  (e), (g), and 
(i) FFTs computed at each pixel along xn, which shows the three frequencies 
corresponding to the oscillations observed in (d), (f), and (g). 
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visible when the scaled image counts across xn (where n = 1 (red), 2 (blue), and 3 (green)) 
are plotted versus time in the space-time-intensity plots in Figure 3.11(d), (f), and (g).  
The FFTs of these oscillations reveal strong oscillations at low frequencies and weaker 
oscillations at the high frequencies of Figure 3.6. 
As in the previous section, two control experiments were conducted.  The 
photoelectron beam had faded significantly between the image sequence above and the 
first first control experiment, and the laser position on the electron source was adjusted to 
produce more photoelectrons.  First, the pump laser was left 642 ps, and 150 images were 
acquired at the same imaging conditions as the image sequence with varying pump-probe 
delay times.  The image contrast was tracked over space and time in three different 
regions, and the resulting space-time-intensity plots and FFTs are plotted in Figure 3.12.  
These images were acquired for 35 seconds rather than 30.  
In the second control experiment, the pump irradiation was removed from the 
specimen, and 120 images were acquired.  Similarly, the acquisition time was 35 
seconds.  As for the other control experiment, the image contrast was tracked along each 
pixel for each image, and the FFT was calculated assuming a time step size of 2 ps.  The 
results are plotted in Figure 3.13.  As before, no dynamics are observed.  Thus, we can 
conclude that the dynamics observed are due to the material photo-response.
 
3.2 | Discussion of Acoustic Phonon Dynamics 
In the long wavelength limit, thermal energy carried in the acoustic phonons can 
be described by acoustic wave equations in an elastic continuum.
14
  The modes are  
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further classified based on the polarization of the wave with respect to its propagation 
direction and penetration depth into the specimen.  The two most relevant to the 
discussion here are Rayleigh and Lamb modes.  Rayleigh waves are surface waves, 
which require exponential decay of wave amplitude with distance from the surface, 
propagating at the interface of a solid approximated as an infinite half-space and vacuum.   
 
Figure 3.12 | Control experiment with pump irradiation at 642 ps.  (a) Representative 
BF UEM image with three regions analyzed marked by xn.  Scale bar is 500 nm.  (b), (d), 
(f) Scaled counts at each pixel along xn in each image.  (c), (e), and (g) FFT at each pixel 
along xn plotted over the full frequency range, calculated assuming each time step was 2 
ps.  No dynamics are observed. 
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In Rayleigh waves, the wave propagation direction and displacement direction (defined 
here as the polarization direction or polarization)
385
 are in the same plane, and no 
disturbance propagates in the direction of the plane normal (i.e., plane strain).  In other 
words, Rayleigh waves have at least one component that is a vertically polarized 
transverse or shear wave.
386
  These modes have been heavily studied and applied, 
 
Figure 3.13 | Control experiment with no pump irradiation.  (a) Representative BF 
UEM image with three regions analyzed marked by xn.  Scale bar is 500 nm.  (b), (d), (f) 
Scaled counts at each pixel along xn in each image.  (c), (e), and (g) FFT at each pixel 
along xn plotted over the full frequency range, calculated assuming each time step was 2 
ps.  No dynamics are observed. 
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particularly in ultrasonic nondestructive evaluation methods because of their reflection 
from defects.
387-393
  When excited with laser irradiation, these surface waves are observed 
in thick samples that can be approximated as infinite half-spaces, such as when the 
optical penetration depth is much smaller than the specimen thickness.
394-395
 
As the specimen thickness decreases, the elastic displacements of the two free 
surfaces couple for vertically polarized transverse waves and are called Lamb 
waves.
394,396
  Repeated reflections between the two plate surfaces result in a standing 
wave in the vertical direction and a propagating wave in the perpendicular direction along 
the plate (i.e., a guided wave).
386,397
  These modes are called Lamb modes and exist for 
finite values of λ/h where λ is the Lamb mode wavelength and h is the film thickness.398  
Unlike Rayleigh waves, these waves are dispersive.
386,398
  The speed of sound depends on 
the direction of propagation due to changes in the mechanical properties and density of 
the material.  Generally, the mode displacements are combinations of transverse and 
longitudinal modes.  In the isotropic case, the transverse and longitudinal waves are 
uncoupled and thus known as pure modes.  In anistropic materials, pure modes do not 
generally exist.  For waves traveling along an axis of symmetry, one of the shear modes 
is uncoupled to produce a vertically polarized transverse wave coupled to a quasi-
longitudinal wave, which is the Lamb wave in that direction, and a quasi-horizontally 
polarized transverse or shear wave.
385,399
 
The behavior observed does not match that expected from Rayleigh waves.  First, 
using the bulk absorption coefficient for MoS2 (0.34 x 10
6
 cm
-1
),
400
 the (1/e) extinction 
Chapter 3 | Propagation of Acoustic Phonons 
 114 
distance is 29 nm.  Even for a specimen thickness of 60 nm, 13% of the incident energy is 
still transmitted, which suggests that the film cannot be approximated as having elastic 
disturbance only near the surface of the film.  More rigorously, calculations for Rayleigh 
waves in isotropic media suggest that Rayleigh waves are localized in the vertical 
distance corresponding to one to two times the wavelength.  The phase velocity measured 
above is 7.3 nm/ps, and the phase velocity is the ratio of the angular frequency to the 
wavenumber.  For a frequency of 50 GHz (angular frequency of 314 GHz), the 
corresponding wavenumber is 0.04 nm
-1
, and the wavelength is ~100 nm.  Thus, these 
waves are not surface waves but rather body waves in which the displacement of the 
bottom surface of the film is also important.  Finally, Rayleigh wave velocities are 
nondispersive, and the phase velocity equation can be explicitly solved due to the 
symmetry in imaging along the [001] zone axis, as given by Royer and Dieulesaint
401
 and 
described in Appendix F.  In this experiment, the specimen is oriented so that a Rayleigh 
wave would propagate in the x-z plane and must decay along the [001] or z-axis, and the 
resulting Rayleigh wave speed is 1.9 nm/ps, which is much slower than observed here.  
We can thus conclude that the waves observed here are Lamb modes. 
3.2.1 | Assignment of Lamb Modes 
Knowing that the displacements must be Lamb modes, the next question to 
answer is which Lamb modes are observed.  The Lamb modes can be split into two 
categories:  symmetric (Sn) and anti-symmetric (An), which refer to the symmetry of the 
displacement with respect to the mid-plane of the specimen along [001], where the n 
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gives the order of the mode.  For instance, Figure 3.14 shows schematics of plate 
deformation for the pure, zeroth order (a) symmetric (S0) (a) or extensional and (b) anti-
symmetric (A0) or flexural Lamb modes. 
Because Lamb waves 
are dispersive and MoS2 is 
anisotropic, the phase velocities 
and frequencies, which are 
determined by the mechanical 
properties in the direction of 
propagation, can be used to 
identify the Lamb mode.  The 
phase velocities are given by the dispersion relation, ω/k, where ω is the angular 
frequency and k is the wavenumber.  As a first approximation, the dispersion relation for 
MoS2 as an isotropic material with the in-plane elastic modulus and Poisson’s ratio 
(calculations shown in Appendix E) is calculated using the relation given by Rogers
402
 
and shown in Figure 3.15.  In isotropic materials, the modes must be pure.  As seen in the 
figure, zeroth order modes exist at all frequencies but propagate at lower phase velocities 
than higher modes, which can be used to differentiate them from high-frequency modes.  
In contrast, each high-order mode can propagate only at frequencies above a cut-off 
frequency. 
Many features of this dispersion relation are preserved for the full anisotropic 
 
Figure 3.14 | Pure zeroth order Lamb modes.  (a) 
Symmetric (S0).  (b) Anti-symmetric (A0). 
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solution while interesting new features 
arise.  Even in fully anisotropic 
materials, the zeroth order modes 
propagate at all frequencies but at lower 
phase velocities, and the higher-order 
modes propagate only above cut-off 
frequencies.  In anisotropic materials, 
however, the phase velocity now depends 
on the propagation direction, and the 
modes are no longer guaranteed to be 
purely transverse or longitudinal.  
Consequently, the group velocity, or the 
velocity of energy transfer, is not generally coincident with the propagation direction. 
The cut-off frequencies for the symmetric and anti-symmetric modes can be 
calculated and used to identify the modes observed.  Generally, the two quasi-transverse 
Lamb mode and quasi-longitudinal modes are coupled.  However, when one mode travels 
down a crystallographic symmetric axis, the horizontally polarized shear wave can be 
uncoupled, and the cut-off frequencies are given analytically:
397
 
 𝑓𝑛
𝑠 =
𝑛 +
1
2
2ℎ
√
𝑐33
𝜌
             𝑛 = 0, 1, 2… (3.1) 
 
Figure 3.15 | Dispersion relation for MoS2 
modeled as isotropic material.  MoS2 is 
approximated as an isotropic material, and 
the dispersion relation is plotted for the 
zeroth and first order Lamb modes.  S0 and 
A0 propagate at all frequencies, but S1 and 
A1 propagate only at frequencies above a 
cut-off frequency. 
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 𝑓𝑛
𝑠 =
𝑚
2ℎ
√
𝑐55
𝜌
             𝑚 = 1, 2… (3.2) 
for the symmetric modes, and  
 𝑓𝑛
𝑎 =
𝑛 +
1
2
2ℎ
√
𝑐55
𝜌
             𝑛 = 0, 1, 2… (3.3) 
 𝑓𝑛
𝑎 =
𝑚
2ℎ
√
𝑐33
𝜌
             𝑚 = 1, 2… (3.4) 
for the anti-symmetric modes, where c33 and c55 are stiffness tensor elements and h is the 
thickness. 
Only the waves observed in Figure 3.1 and Figure 3.3 satisfy the conditions 
above.  The crystallographic orientation was established by determining the rotation of 
the diffraction pattern relative to the BF image.  Per established procedure,
403
 a BF image 
was acquired at the desired magnification (1,700x), and the beam was defocused while in 
diffraction mode until a BF image was visible in the direct beam.  The image in the direct 
beam of the DP was measured as rotated 20° clockwise relative to the BF image.  Once 
rotated 20° counterclockwise, the DP was overlayed on the BF image, and the reciprocal 
lattice vectors drawn, which are perpendicular to the planes.  The rotated DP and 
crystallographic axes drawn on the MoS2 are shown in Figure 3.16.  Comparing these 
axes to the direction of propagation of the observed waves, only the waves observed in 
Figure 3.1 and Figure 3.3 propagate along principal crystallographic axes, namely the 
[100] direction.  Using h = 50 nm and the stiffness tensor elements given by Feldman,
43
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the cut-off 
frequencies in 
MoS2 are 
calculated and 
shown in Table 
3.1.  The 
frequencies 
observed range 
from 44 to 60 GHz.  The high frequency mode could be assigned to the second order anti-
symmetric or second order symmetric mode.  The cut-off frequencies depend inversely 
on thickness, and thus the uncertainties in thickness could account for the uncertainty in 
assignment. 
The propagation direction appears to be influenced by the defects or strain 
inherent to the specimen 
before excitation.  In all of 
the experiments described 
above, the waves were 
observed to propagate along 
existing or parallel to 
nearby bend contours.  
Similarly, acoustic waves 
 
Figure 3.16 | Crystallographic orientation of flake.  The diffraction 
pattern needed to be rotated 20° counterclockwise to coincide with 
the BF image.  Scale bar in the BF image is 1 μm.  Scale bar in the 
DP is 5 nm
-1
. 
Antisymmetric 
mode 
Cut-off 
frequency 
(GHz) 
Symmetric 
mode 
Cut-off 
frequency 
(GHz) 
1 19 1 32 
2 58 2 39 
Table 3.1 | Cut-off frequencies for two anti- and 
symmetric Lamb modes in 50-nm MoS2.  For Lamb 
modes where one is propagating in the [100] direction, 
the cut-off frequencies are given by analytical functions 
depending on the stiffness constants in different 
directions.  The cut-off frequencies for the first and 
second order anti- and symmetric Lamb modes are 
calculated for a specimen of thickness 50 nm. 
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have been observed to propagate along defects or strain in a wedge-polished silicon 
wedge, WSe2, and TaS2 in other UEM BF images.
247,258
  This influence is not particularly 
surprising in that Lamb waves are guided surface waves and thus follow the surface 
contours, including around defects, which have led to their use to detect defects in 
paper
397
 and aircraft parts.
388
  Moreover, as described in the next section, the acoustic 
phonons are imaged via changes in diffraction contrast, which are most significant for 
regions near or at the diffraction condition (e.g., bend contours).  Therefore, the acoustic 
phonons will be most easily detected in regions near or on bend contours. 
3.2.2 | Effect of Strain Due to Acoustic Phonons on Image Contrast 
Phonons are, by definition, quantized strain in the lattice, and diffraction contrast 
is thus exquisitely sensitive to their presence.  In static, conventional TEM images, 
diffraction contrast variations due to strain fields are used to identify defects and their 
orientations.
345,404-405
  Because the zeroth order Lamb modes are present at all frequencies 
and the higher-order Lamb modes are harmonics of these modes, the effect of the 
displacement of these two modes on the image contrast is discussed below. 
In the case of the anti-symmetric mode, the bending results in the appearance of 
bend contours when the specimen is close to the diffraction condition.  A schematic of 
the bent specimen is shown in Figure 3.17(a), with several planes marked with dotted 
lines.  Due to the thin specimens in TEM, the spots in the Ewald sphere are actually rods 
with variable intensity, known as reciprocal rods or relrods.  Thus, the Ewald sphere will 
still intersect each relrod over a finite range of tilt angles, which is quantified by the  
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minimum 
distance from 
the Ewald 
sphere to the 
reciprocal 
lattice spot 
known as the 
excitation error 
or deviation 
vector (s), 
shown by the 
red arrows in 
Figure 3.17(b) 
and Figure 3.17(c).  Assuming that the diffraction condition is exactly satisfied (s=0) for 
vertical planes such as those at the center of the fringe, the bending tilts the lattice and 
thus the reciprocal lattice (shown by the gray lines in Figure 3.17(b) and Figure 3.17(c)) 
farther from the diffraction condition (i.e., increasing s for more deformed planes), and 
the Ewald sphere intersects the relrod farther from its center, resulting in a significant 
decrease in intensity.  The intensity in the BF image will then increase in that particular 
location as fewer electrons are scattered at Bragg angles.  Regions near the bent specimen 
may be bent into the diffraction condition, resulting in dark regions in the image.  This 
 
Figure 3.17 | Diffraction contrast for pure anti-symmetric Lamb 
mode.  (a) Schematic of bent specimen with lattice planes shown in 
dotted lines.  (b) Orientation of reciprocal lattice (gray line) relative to 
the Ewald sphere (black sphere) and incoming electron beam (black 
arrow) for plane in red in (a) with nonzero deviation parameter s 
(shown by red arrow).  (c) Reciprocal space representation for plane in 
blue in (a) with larger tilt and thus larger s than (b).  (d) Intensity in 
BF image plotted versus the deviation parameter in radians). 
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oscillation in diffraction condition would thus produce the movement of the bend contour 
from its initial position.
41
 
A simple calculation shows that the image intensity is low at s=0 and higher 
otherwise, shown in Figure 3.17(d).  Several approximations are made.  First, the 
contributions to the diffracted and unscattered or direct beam are assumed to come from a 
small column with a radius of several nanometers rather than the entire specimen.  
Second, only the (100) diffraction peak and the direct beam are considered (i.e., the two-
beam condition).  Dynamical theory, in which the diffracted and direct beam intensities 
are coupled, can then be used to derive the simple relation: 
 𝐼𝑔 = (
𝜋
𝜉
)
2 sin2(𝜋𝑠𝑒𝑓𝑓𝑡)
(𝜋𝑠𝑒𝑓𝑓)
2       (3.5) 
here Ig is the fraction of the total intensity in the (100) diffracted beam for which 
 𝐼0 = 1 − 𝐼𝑔 (3.6) 
where I0 is the fraction of the total intensity in the direct beam, t is the specimen 
thickness, and seff  is the excitation error that accounts for absorption, given by 
 𝑠𝑒𝑓𝑓 = √𝑠2 +
1
𝜉2
 (3.7) 
where s is the excitation error, and ξ is the extinction distance for the (100) diffraction 
peak, defined as 
 𝜉 =
𝜋𝑉
𝜆𝐹𝑔
 (3.8) 
where V is the volume of the unit cell, λ is the electron wavelength, and Fg is the structure 
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factor for the (100) diffraction peak.
406
  First, ξ was calculated.  The volume of the unit 
cell was calculated from the experimentally measured lattice parameters, and the 
structure factor was calculated from the atomic scattering factors for Mo and S, 
calculated here using the Cromer Mann coefficients and converted from X-ray to electron 
scattering using the Mott formula.  The value of relativistic λ for 200 keV electrons was 
taken from Williams and Carter.
265
  Thus, ξ = 25 nm for the (100) diffraction peak.  An 
average thickness of 50 nm was used.  The various formulas and more details are given in 
Appendix G.  Ig is plotted versus s in Figure 3.17(d), which shows that at s=0, the 
intensity is very low, leading to a dark band, as observed in the BF UEM images.  
However, as s increases, the intensity increases and then oscillates.  This plot illustrates 
the mechanism by which pure anti-symmetric modes affect the image contrast. 
In the case of anisotropy, as in MoS2, the anti-symmetric Lamb modes also have a 
longitudinal component which magnifies this effect.  The longitudinal wave distorts the 
(hk0) planes and thus moves them away or toward the direct beam depending on the 
point in the oscillation, which brings the Ewald sphere further away from or toward, 
respectively, the center of the relrod and affects the image contrast accordingly. 
Because nearly all of these images were acquired where the electron beam was 
traveling down the specimen [001] axis, these images are not sensitive to pure symmetric 
Lamb modes.  For a pure symmetric Lamb mode, the lattice is expanding and contracting 
in the vertical direction, leading to a change in the c lattice parameter.  Thus, such 
changes could be observed in any spots with a z-component.  However, as observed in  
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the diffraction 
pattern in Figure 
2.17(c), none of 
these spots are 
allowed in patterns 
down the [001] 
zone axis.  
Moreover, the 
diffraction contrast 
features in this 
specimen can be 
traced back to the 
spots observed in the diffraction pattern, as seen in Figure 2.19, and thus such 
deformation would not be observed.  The planes can also be modeled as tilting slightly, 
as shown in Figure 3.18(a), where the midplane is marked with the horizontal line.  For 
vertical planes, the excitation error s is assumed to be negligible, as shown in Figure 
3.18(b).  The excitation error for the planes above the midplane is defined as positive 
since the excitation error falls within the Ewald sphere, as shown in Figure 3.18(c).  In 
order for the mode to be symmetric, the planes below the midplane are tilted with the 
exact angle in the negative direction, producing an excitation error that is equal in 
magnitude but opposite in sign, as shown in Figure 3.18(d).  The net result is that the pure 
 
Figure 3.18 | Diffraction contrast for pure symmetric Lamb 
mode.  (a) Schematic of the pure symmetric Lamb mode with 
horizontal midplane and tilted planes marked with dotted lines.  
Orientation of Ewald sphere and reciprocal lattice for the planes 
(b) for the vertical planes, where s is negligible, (c) above the 
midplane, where for g diffraction peak, s is defined as greater than 
0 because it is inside the Ewald sphere, and (d) below the 
midplane, where for g diffraction peak, s is defined as less than 0 
because it is inside the Ewald sphere.  The magnitudes of s are 
equal in (c) and (d). 
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symmetric Lamb mode is invisible in this orientation of the specimen. 
In anisotropic materials, however, the anti-symmetric shear wave is coupled to a 
longitudinal wave even when traveling down a symmetry axis, which decouples the 
horizontally polarized shear wave.
385,399
  In this case, the longitudinal wave, because it is 
traveling in the plane of the layers, affects the (hk0) planes, which correspond to the 
diffraction contrast features.  This change, however, is much smaller than observed for 
the anti-symmetric Lamb wave since the transverse wave cannot magnify the effect.  
Because the change is much smaller, the image signal must be sufficiently high relative 
to the noise to detect the Lamb wave reliably.  This may be a contributing factor as to 
why waves traveling along bend contours are observed more frequently than those 
changing the contrast locally not on a bend contour as observed in Figure 3.6. 
3.2.3 | Reflection and Interference 
A second wave traveling in the opposite direction to the initial wave fronts 
observed was noted in Figure 3.6, beginning at 140 ps, and the question of the location of 
its launch is addressed here.  The use of Lamb waves to map defects and interfaces stems 
from their scattering from those features, where the direction of propagation and 
wavenumber depend on the generalized Snell’s law condition.  The first candidate then is 
reflection of the initial wave from a defect.  The most obvious defect in the path of 
propagation for the initial wave is the step edge connecting the two red arrows in Figure 
3.19, characterized by the change in the thickness noted in Section 2.3.2 and in Figure 
2.20.  The step edge is a ~1 μm from x0.  However, a reflection from this step is unlikely.  
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First, the wave propagation direction is not 
perpendicular to the step edge, and thus Snell’s law 
requires that the reflection travels at an angle to the 
interface normal that is equal in magnitude to the 
angle of the incoming wave but opposite in sign, 
which does not allow the reflection to intersect the 
region analyzed.  Moreover, traveling 1.5 μm (from 
x0 to the step edge and to x1) at 7.6 nm/ps requires 
210 ps, and the appearance of the fringe is ~140 ps. 
Another possibility is that this second wave 
was launched from the step edge itself at 0 ps.  Acoustic waves have been observed to be 
launched from defects in previous work.
247,259
  Traveling from the step edge to x1 at 7 
nm/ps arrives at x1 at 90 ps.  This time approximation is a rough approximation still 
because the second wave was assumed to travel at the same velocity as the first.  
However, the velocity in anisotropic materials depends on the definition of propagation.  
A third possibility is that the second wave was launched from another location entirely.  
Understanding the launch location and mechanisms is an ongoing area of research in the 
Flannigan research group. 
The crossing of the waves suggests that these phonons are coherent acoustic 
phonons rather than thermal (incoherent) phonons.  However, the intensity variations are 
close to the noise level, and true interference needs to be further probed to understand the 
 
Figure 3.19 | Nearby step 
edge.  Step edge from which 
wave could reflect or be 
launched connects the two red 
arrows.  Blue rectangle 
indicates region in Figure 
3.6(a).  Scale bar represents 1 
μm. 
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coherency of these waves. 
3.2.4 | Broader Impacts 
This work demonstrates the power of UEM to further sample characterization 
methods with Lamb waves.  In conventional methods, the aggregate response of Lamb 
waves to many or large defects in the specimen is tracked, with limited spatial resolution 
depending on the placement and type of detectors or laser spots.
388,394,407
  In UEM BF 
image sequences, Lamb modes can be tracked as they propagate across the specimen, and 
their interactions with individual defects can be probed by harnessing the high spatial 
resolution of TEM to characterize defects and the high temporal resolution of UEM to 
track the ultrafast interactions.  Moreover, as demonstrated in this chapter, multiple Lamb 
waves in different sections of a specimen can be tracked simultaneously, leading to 
exquisite spatiotemporal resolution.  As demonstrated in the next section, the launch 
mechanism can also be probed with the same instrument. 
3.3 | Preliminary Work Probing Wave Launch Mechanism 
It can be observed in Figure 3.6 and Figure 3.11 that the acoustic waves appear to 
be launched from the edges of the flake, which begs the questions of what the launch 
mechanism is and of whether waves are initially launched from edges.  In this section, I 
will discuss potential launch mechanisms and my preliminary work determining 
theoretical time zero for the 515-nm pump line. 
3.3.1 | Potential Launch Mechanisms 
Gigahertz to terahertz acoustic waves are known to be launched via one of or 
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combinations of four mechanisms: deformation potential, thermoelasticity, inverse 
piezoelectric effect, and electrostriction.  In the deformation potential mechanism, the 
electrons are promoted into empty energy levels; this change in the electron distribution 
modifies the interatomic forces.  The forces, no longer balanced, produce lattice 
displacement from equilibrium positions (i.e., strain waves or acoustic phonons), which 
can be compressive or expansive depending on the interaction.  A higher electronic 
temperature thus results in a larger modification of the interactions and a higher density 
of phonons launched.
408-409
  Thermoelasticity corresponds to a rapid lattice temperature 
increase.  The swift thermal expansion launches strain waves.
408
 
The latter two mechanisms can be disregarded in these experiments.  In the 
inverse piezoelectric effect, an external electric field is applied to a piezoelectric sample, 
and the sample illuminated with a laser.  As in the case of deformation potential, the 
photo-excited electrons modify the interatomic forces and thus change the effective 
electric field in the lattice, leading to changes in the equilibrium position of the lattice and 
thus the launch of strain waves.  This effect depends on piezoelectricity,
408
 which is 
present for only non-centrosymmetric, thin MoS2.
118-120
   Thus, inverse piezoelectricity 
was disregarded as a potential launch mechanism in these experiments.  In 
electrostriction, the electric field of the incident light polarizes a transparent medium 
rather than being absorbed, and this polarization distorts the orbitals.  This distortion 
produces a transient non-centrosymmetry, whereby piezoelectricity produces a lattice 
distortion and launches strain waves.
408
  Even few-layer MoS2 is strongly 
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absorbing,
94,158,160
 and thus this mechanism is also discarded. 
The dominant photogeneration mechanism for coherent acoustic phonons in 
semiconductors is normally the deformation potential due to generally higher charge 
carrier lifetimes.
408
  For instance, in graphene, experiments and theoretical work suggest 
that deformation potential is the responsible mechanism for phonon emission in real 
systems with defects,
212,216,220,410
 although some argue that a vector potential or 
combination of screened deformation and unscreened vector potentials is more 
accurate.
206,410
  However, the deformation potential mechanism depends on a high excited 
charge carrier distribution and thus can be suppressed if the charge-carrier lifetimes are 
reduced, as in the case of high pump laser fluence.  Moreover, as the carriers relax, they 
emit more incoherent acoustic phonons, leading to higher and more rapid local heating of 
the lattice and thus transition to thermoelasticity being the dominant mechanism.  In 
MoS2, thermalization processes have been found to hundreds of femtoseconds to single 
picoseconds.
231,235-237
  As a result, thermoelasticity could dominate in these experiments.   
The apparent launch location of the acoustic phonons also suggests that 
thermoelasticity could play a significant role in photogeneration of the acoustic phonons.  
From the analysis above, phonons appear to be launched from the edges of the flake or 
from defects.  Similarly, phonons have been observed to be launched from the specimen-
vaccuum interface or defects in similar systems in previous UEM experiments.
247,259
  
Because the specimen is uniformly illuminated, the charge carriers are expected to be 
evenly excited uniformly across the specimen, which would result in equal probability of 
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phonons being launched anywhere across the specimen.  In contrast, thermoelasticity 
launches phonons from regions with high local stress.  Stress is already present at defects 
(i.e., step edges or sudden changes in thickness) or at the specimen-vacuum interface and 
thus reaching high enough local stress to launch phonons would occur first at these 
locations.  I completed the first steps in researching the launch mechanism, as described 
below, and the question of the launch mechanism remains an area of ongoing work in the 
Flannigan research group. 
To determine the photogeneration mechanism for coherent acoustic phonons in 
MoS2, the charge carrier dynamics must be probed.  In MoS2, those dynamics have been 
found to occur within the first several picoseconds,
229,233,236
 and thus, two experimental 
parameters – time zero and the instrument response time – must be determined before the 
experiments can be undertaken.  Time zero must be accurately known to determine the 
timescales of electron excitation and relaxation, which determine not only the time at 
which phonons are launched (i.e., electron-phonon coupling time) but also whether 
deformation potential or thermoelasticity dominates.  The instrument response time must 
also be less than a picosecond to probe the dynamics and thus must be characterized and 
minimized.  In the next section, I describe my work characterizing time zero and the 
instrument response time for the 515-nm pump with the procedure developed for the 
1030-nm pump.
276
 
3.3.2 | Time Zero and Instrument Response Characterization for Green Pump Line 
The first experimental step to determining the acoustic phonon emission 
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mechanisms and timescales is to determine theoretical time zero and the instrument 
response for experiments pumping with 515-nm pulses.  Theoretical time zero is often 
characterized with an electron energy-loss spectrometer.
297,411-413
  Since the Flannigan 
laboratory currently does not have such a spectrometer, another approach utilizing the 
plasma lensing effect was employed.  In this effect, a high-energy laser pulse incident on 
a metal grid produces a dense plasma, and the transient electric fields from that plasma 
repel the incident electron packets and thus change the image contrast on an ultrafast time 
scale.  It has been found that the onset of the plasma (< 1 ps) is much faster than the 
pump pulse durations used in these experiments, and thus, the measured onset of the 
plasma lensing is a robust method for determining the theoretical time zero in our 
system.
276,414-415
 
I first modified the system to produce 515-nm pump pulses with pulse energies of 
~700 nJ at 200 kHz, which had been previously determined to produce the plasma 
lensing effect for infrared pump pulses.
276
  The HIRO can produce two wavelengths from 
the base wavelength (1030 nm):  515 nm and 343 nm.  To optimize 515-nm power, the 
HIRO was reconfigured according to the manufacturer’s instructions so that the base 
wavelength was frequency-doubled only once to the 515-nm pulses, which greatly 
increased the amount of power available in the pump pulses.  Next, the half-wave plate 
on the input for the HIRO module was rotated while measuring the green power output to 
optimize the orientation for 515-nm generation.  Finally, in the previous laser setup, all of 
the 515-nm was directed into the BBO, and the remaining 515-nm after conversion, 
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which was a significant fraction, was used as the pump beam.  However, the significant 
increase in the 515-nm pulse energy easily exceeded the damage threshold of the BBO.  
Three beam splitters were thus purchased from Thor Labs with 50/50, 90/10, and 70/30 
reflection/transmission percentages, respectively.  The beamsplitter was then inserted just 
before the mirror that directs the 515-nm light into the focusing optic before the BBO to 
minimize the path-length changes in this new beam path versus the old and ensure that 
time zero remained on the delay stage.  
The standard operating procedure recently developed by Dayne Plemmons
276
 was 
followed to find theoretical time zero and the instrument response.  A 1000-mesh copper 
grid was pumped with 515-nm pump pulses with a pulse energy of 694 nJ at 200 kHz.  
Assuming a radius of 62 μm, the pump fluence was calculated to be 5.75 mJ/cm2.  
Plasma lensing was observed while irradiating the 100-μm diameter LaB6 flat surface 
embedded in graphite with a UV pulse energy of 77.65 nJ.  The grid was observed at 
120x magnification at spot size one, a condenser aperture with 2-mm diameter, and BF 
images were acquired with four-by-four binning to reduce the acquisition time to 1 
second.  Three runs were collected with the UV pulse energy 77.65 nJ to collect statistics.  
All image sequences have time steps of 250 femtoseconds and were taken in random 
order to deconvolute non-dynamic effects of the room environment from the plasma 
lensing.  To calculate the number of electrons per pulse, 4 images without averaging were 
collected before and after each full scan, which contained 3 runs.  The counts at each 
pixel were converted to number of electrons by assuming 4 counts equaled one electron, 
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as estimated by the camera manufacturer, Gatan.  This quantity was then divided by the 
repetition rate and acquisition time of the individual image to give electrons per pulse per 
pixel.  These values were then summed to give electrons per pulse.  The electrons per 
pulse before and after each scan were then averaged to give the mean electrons per pulse.   
As outlined in Figure 3.20, the time-dependent changes in image intensity around 
the copper grid bars were quantified to measure the time zero and the instrument 
response.  The images in all the runs were first converted from dm4 to tif files.  A median 
filter was applied to remove X-rays and reduce noise, and the images were interpolated to 
twice the original sampling rate.  These images were drift-corrected using the template 
matching plugin as described in Section 2.4.2.  These shifts were imported into 
MATLAB and applied to each image.  Figure 3.20(a) shows a representative grid square 
for the image sequence taken at UV pulse energy of 77.65 nJ, which produced 5300 ± 
200 electrons per pulse.  The rectangle whose rows are averaged to show changes in 
intensity at each point along the horizontal grid bars is shown on top of an image of one 
of the grid squares in Figure 3.20(a).  Figure 3.20(b) shows the resulting changes in 
intensity versus time at each position along the horizontal grid bars.   
Time zero and the instrument response time were extracted from the images by 
fitting the image intensity with an error function.  The time at which the error function  
has decayed to 50% of its initial value is defined as time zero, and the width of the error 
function corresponds to the instrument response, which is described by a Gaussian 
function in the weak interaction limit.
196
  The images were then rotated so that the grid  
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bars were approximately vertical and horizontal to the image edges (24 degrees 
clockwise).  For the same 5 grid squares in each image sequence, the intensity was 
averaged in the x- and y-direction.  The location of maximum change in intensity at each 
grid square edge was computed.  The maximum change in intensity (at the right edge of 
 
Figure 3.20 | Characterization of time zero on the 515-nm pump line and instrument 
response time for pulses with thousands of photoelectrons.  (a) A representative BF 
UEM image of the copper grid square before the arrival of the pump pulse that shows the 
inside of the grid square (red) surrounded by the copper grid bars (blue).  The black box 
shows the area whose rows were averaged to find the intensity variations in y.  The black 
box indicates the region analyzed.  (b)  The intensity vs. time along the horizontal 
direction of the black box in (a).  The maximum change occurs at the right edge.  (c) The 
normalized intensity versus at the right edge of (b).  (d) The intensity in three runs at the 
UV pulse energy 77.65 nJ (electrons per pulse = 5300 ± 200) in the same area on the grid 
and their mean error function fit, which results in the instrument response is fit to be σt = 
4.0 ± 0.7 ps and time zero t0 = 0 ± 1 ps. 
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Figure 3.20(b)) versus time is plotted in Figure 3.20(c).  The intensity at these four 
locations was then inverted and normalized before being fit by an error function.  The fits 
were then examined, and responses with amplitudes less than 0.85 and large residuals 
were excluded as poor representations of the instrument response.  The fits for the data 
plotted in Figure 3.20(d) were then averaged to calculate the average instrument response 
time (σt = 4.038 ± 0.742) and time zero (t0 = 0 ± 0.978 ps) given in Figure 3.20(d). 
These results inform the experimental parameters needed to accurately measure 
the electron-phonon coupling time and phonon launch time.  The instrument response for 
photoelectron packets containing thousands of photoelectrons is several picoseconds, 
which is on the order of electron-phonon coupling times reported in the 
literature.
229,233,236
  Thus, much lower UV pulse energies must be used to probe the 
ultrafast dynamics due to the shorter instrument response time of the resulting smaller 
photoelectron packets.  Further work to determine the minimum number of 
photoelectrons in each packet that still provide sufficient signal to image the launch of 
phonons will need to be conducted.  The determination for time zero will be used to 
calculate the delay between arrival of the pump pulse and the launch of phonons, which 
would also be approximately equal to the electron-phonon coupling time.   
3.4 | Summary and Conclusions 
Propagating, high-GHz waves were observed in UEM BF images, traveling at 
phase velocities (7 nm/ps) close to the speed of sound in an MoS2 flake.  In particular, 
waves with frequencies of ~20-30 GHz and of 40-50 GHz were observed propagating 
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along or near bend contours.  Control experiments in which a series of images were 
collected while the pump laser was left at a set time delay and in which a series of images 
were acquired after the pump laser was removed from the specimen showed that the 
dynamics were due to the material photo-response rather than environmental or 
photoelectron fluctuations. 
The waves were identified as Lamb waves (guided surface waves in plates) rather 
than Rayleigh waves (guided surface waves in samples approximated as elastic half-
spaces) due to their speed and specimen thickness.  The Lamb modes were further 
identified using a calculated dispersion relation for an isotropic MoS2 as an 
approximation and the cut-off frequency calculations for anisotropic solids.  The 40-50 
GHz waves were assigned to second order anti-symmetric or symmetric mode, depending 
on the symmetry of their displacements with respect to the midplane: symmetric and anti-
symmetric.  The effect of Lamb mode displacement on the image contrast was discussed 
in terms of the pure, zeroth order modes.  The pure anti-symmetric Lamb mode, which is 
lower in frequency than the symmetric Lamb mode, changes the diffraction contrast via 
the same mechanism as bend contours (tilting of the planes closer or further from the 
diffraction condition depending on the specimen bending).  The pure symmetric Lamb 
mode cannot be observed when the specimen is viewed down the [001] axis as in these 
experiments due to the contrast change only affecting the c-axis.  However, in anisotropic 
materials, the symmetric Lamb modes are coupled to longitudinal waves, which change 
the diffraction condition in-plane and thus changes the contrast observed.  A second wave 
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was identified in one of the image sequences and tentatively assigned to a wave launched 
from a nearby step-edge.  Further work, however, is needed to clearly identify the source 
of this wave.  Interference of the two waves suggested that the phonons are coherent 
rather than incoherent or thermal phonons. 
Deformation potential (changes in the charge carrier distribution modifies 
interatomic interactions and results in the launch of strain waves) and thermoelasticity 
(high local heating leads to high local strain and the launch of strain waves) were 
identified as two potential launch mechanisms for these waves.  The experiments suggest 
that strain waves are launched from defects and specimen-vacuum interfaces, which 
supports thermoelasticity as the launch mechanism in this case.  To probe the launch 
mechanism, time zero on the 515-nm pump line and the instrument response time must 
be known.  I presented my work modifying the 515-nm pump line so that plasma lensing 
could be used to determine time zero and characterize the instrument response time was 
presented.  Time zero and the instrument response for certain experimental conditions 
were then determined experimentally. 
This work furthers our understanding of the interactions between Lamb waves 
and specimen features such as defects.  In addition, groundwork has been laid to probe 
the launch mechanism using the same instrument as that used to probe the propagation of 
the modes. 
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4 | TRANSITION FROM PHONON 
DYNAMICS TO MECHANICAL 
OSCILLATIONS 
The experiments described in this chapter detail the second temporal regime of 
dynamics – the evolution from the coherent acoustic phonons in the previous chapter to 
chaotic, incoherent, lower-frequency oscillations after the initial hundred picoseconds.  
This coherent-to-incoherent transition over the span of a few nanoseconds is identified by 
monitoring the motion of bend contours in a BF UEM image series.  The bend-contour 
motion transitions from (localized) nanoscale, high-GHz oscillations to low-GHz, larger-
scale dynamics.  Combined with the phonon dynamics detailed in Chapter 3 and the 
mechanical oscillations detailed in Chapter 5, this second temporal regime can be 
characterized as a transition region connecting local, relatively high-frequency coherent 
elastic strain waves to lower-frequency, whole-flake nano-mechanical motions via 
phonon-phonon scattering.  The beginning of this regime is the interference and 
scattering of the phonons observed beginning at 140 ps after the first observation of 
dynamics in Figure 3.6 and is most obvious when the dynamics are imaged over several 
nanoseconds, as described here.  Passages and figures of this chapter were taken from A. 
J. McKenna, J. K. Eliason, and D. J. Flannigan titled “Spatiotemporal Evolution of 
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Coherent Elastic Strain Waves in a Single MoS2 Flake,” which was recently accepted for 
publication in Nano Letters.
286
   
4.1 | Transition Observed in Image Sequence with 2 and 5 ps Steps 
4.1.1 | Dynamics Imaged 
The images in this sequence (-100 to 1000 ps in 2 ps steps and 1000 to 2500 ps in 
5 ps steps) were taken in random order as a control measure.  The images were all 
acquired using a 200-μm diameter condenser aperture, spot size 1, and a 40-μm diameter 
objective aperture at 3,500x magnification, which corresponds to 1.5 nm/pixel.  Each 
image was acquired for 30 seconds.  The specimen was tilted 0.4° around the double-tilt 
holder axis and 0.93° around the orthogonal holder axis 
so that the diffraction contrast was similar to that 
observed in Figure 2.17(b).  The source was 50-μm 
diameter flat surface LaB6 embedded in graphite. 
The dynamics were first qualitatively captured 
using difference images of a small region of the 
specimen.  The image sequence was batch-converted 
and drift-corrected as described Section 2.4.1.  Figure 
4.1 is a magnified area of the region outlined in blue in 
Figure 2.17(b) at 572 ps in this image sequence.  The 
region outlined in red in Figure 4.1 was used to capture 
the dynamics though difference images.  The image of 
 
Figure 4.1 | Representative 
BF UEM image of MoS2 
region outlined in blue in 
Figure 2.17(b).  The red 
dashed rectangle is the region 
in which contrast dynamics 
are highlighted in Figure 4.2.  
The green rectangle indicates 
the region in which 
subsequent analysis was 
performed.  The scale bar 
represents 500 nm. 
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the region at -10 ps (shown as the first panel in 
Figure 4.2) was subtracted from the images at 0, 60, 
82, 110, 314, 592, and 1,065 ps to produce the 
difference images, which were false-colored in 
Origin using a rainbow colormap. 
The difference images in Figure 4.2 show that 
low-GHz as well as high-GHz oscillations are present 
on single ns timescales.  A representative image of 
the region corresponding to -10 ps is shown in the 
first panel.  At 0 ps, no change in intensity greater 
than a factor of one is observed (i.e., no motion).  By 
60 ps, the intensity near the lower dark feature has 
changed by a factor of 2, meaning that the feature has 
moved down toward the bottom of the flake.  By 82 
ps, the intensity in the new position of the feature has 
changed by a factor of -1, showing that the feature 
has moved back to its initial position.  By 110 ps, the 
intensity change indicates that the feature has 
completed a full period of motion and moved down 
toward the bottom of the specimen again.  The period 
of this motion is approximately 24 ps.  Similarly, the features display a much larger 
 
Figure 4.2 | Contrast dynamics 
in transition from high-GHz 
propagating phonons to 
whole-flake mechanical 
oscillations.  Reference (-10 ps) 
and subsequent, false-colored 
difference images of the region 
highlighted in red in Figure 4.1.  
The time in ps relative to 
experimental time zero is shown 
in the upper-right corner of each 
frame.  The color bar represents 
the factor by which the image 
counts have changed relative to 
pre-time-zero frames.  The scale 
bar represents 100 nm. 
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spatial scale (tens of nm in some places), lower-frequency motion, in which the lower 
dark feature moves down toward the bottom of the flake by 314 ps, back towards its 
initial position by 592 ps, and down further by 1,065 ps.  The period of this motion is less 
well-defined but closer to hundreds of picoseconds. 
I quantified this lower-frequency motion by tracking the position of the dark 
feature in the green parallelogram in Figure 4.1.  The images were drift-corrected, and the 
raw images were imported into MATLAB, where the intensity in each image was 
normalized by the average intensity across the entire image.  I then drew a line 
approximately parallel to the movement of the diffraction contrast feature in Figure 4.1 
(long edges of the green parallelogram).  For each pixel along the long edge of the green 
parallelogram in Figure 4.1 in each image, the normalized counts within 25 pixels of 
either side of the line were averaged to produce an intensity versus space trace.  This 
trace was smoothed using a Savitzky-Golay finite-duration impulse response filter, with 
an order of 3 and framelength of 33 to reduce high-frequency noise and X-rays.  The 
diffraction contrast feature was identified as a minimum in the intensity, and the local 
minima were found in the intensity traces using the MATLAB function extrema.  An 
appropriate fitting window that minimized errors in peak identification and fit was found 
to be the spatial range between two local maxima between which was a local minimum.  
The extrema were identified using the MATLAB function findpeaks.  This minimum was 
then fit with a pseudo-Voigt function with negative amplitude using a nonlinear least 
squares solver, and the fitted center was recorded as the position of the contrast feature in 
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each image.  The fitted centers before 0 ps were averaged to calculate an initial position, 
and the initial position was subtracted from the fitted centers to calculate the relative 
position.  Any outlying points with low R
2
 values were manually examined and found to 
be due to misidentifying the appropriate fitting window.  This fitting window was 
manually specified, and the data were re-fit.  The relative position was interpolated to 1 
ps time steps and is plotted in Figure 4.3(a). 
The relative position and FFT of the bend contour show that high-frequency 
waves are completely damped within approximately 1 ns and transition into increasingly 
incoherent, larger-scale motions.  The high-frequency oscillations in position, magnified 
in the inset showing the first 500 ps of dynamics, are less than 10 nm in magnitude and 
are replaced by longer-period motions.  The frequencies are determined by performing a 
fast Fourier transform (FFT) on the interpolated relative position to produce Figure 
4.3(b).  The displacement was padded to 2
17
 values with the average of the last 50 
displacement values to increase frequency resolution.  The low-frequency motions have 
frequencies on the order of 1 GHz, and the high frequency motions are shown in the inset 
from 40 to 51 GHz, which is consistent with the high-frequency motion evident in Figure 
3.11 and similar figures. 
The timescale of damping is captured using FFTs over different time windows.  In 
Figure 4.3(c), the FFTs over windows of 0 to 0.5 ns (red curve), 0.501 to 1 ns (green 
curve), and 1.001 to 2.5 ns (blue curve) are shown for the high-frequency band between 
40 and 51 GHz and illustrate that the higher-frequency mode becomes undetectable 
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within 
approximately 1 
ns.  Owing to the 
observed wave-
train interference 
effects within  
the first few 
hundred 
picoseconds 
(Figure 3.6), 
emergence of 
incoherent bend-
contour motions is 
ascribed to wave-
train reflections 
and in-plane strain-
wave interactions.  
Incoherent 
phonons lead to 
lattice heating and 
thermal 
 
Figure 4.3 | Quantification of transition from 50-GHz 
oscillations to 1-GHz oscillations.  (a) Relative position, as a 
function of time, of the bend contour highlighted in the green 
dashed parallelogram in Figure 4.1.  The inset shows the first 500 
ps of the contrast-feature dynamics.  The axis labels are the same 
as the larger plot.  (b) Fourier transform of the entire time trace in 
panel (a).  The inset is a magnified view of the 40- to 51-GHz band 
showing the presence of low-magnitude, higher-frequency modes.  
(e) Fourier transform from three discrete time windows from the 
trace in (a) within the 40- to 51-GHz band.  The units of the panel 
key are in nanoseconds, and the y-axes for the Fourier transforms 
are magnitude. 
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expansion.
249
  The specimen is constrained along the left and lower edges, which result in 
non-uniform deformation and ring-down of the energy.  The fluctuating deformation 
would bring local parts of the specimen into and out of the diffraction condition, resulting 
in oscillation of the bend contours.  This motion is similar to that observed when the 
specimen is tilted under thermionic illumination, leading to movement of contrast 
features (e.g., bend contours).
41
  To test such a hypothesis, future work includes tilting 
the specimen and correlating a change in position of the contrast features to a tilt angle, 
and modeling the thermal expansion and relaxation to determine if such a tilt is 
experimentally realizable under thermal stresses. 
4.1.2 | Control Experiments 
Two control experiments were conducted on the same day as the images above to 
eliminate environmental fluctuations as potentially contributing to the observed 
dynamics.  First, the pump was left at 200 ps, and 120 images were acquired with the 
 
Figure 4.4 | Control experiment with pump at 200 ps time delay.  (a) Representative 
BF UEM image with region analyzed outlined in red.  Scale bar represents 500 nm.  (b) 
Intensity as color plotted over time in minutes and position in nm, which shows no 
oscillations.  (c) The center of the dark contrast feature in (a) over time, showing 
movement smaller than that observed in scans with varying time delays. 
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same imaging conditions as the image sequence above with an acquisition interval of 35  
seconds.  The images were batch converted and drift-corrected following the standard 
procedure, and the dm3 files were imported into MATLAB.  I drew a line in 
approximately the same location as the green parallelogram in Figure 4.1, as shown by 
the red rectangle in Figure 4.4(a), and the intensity was averaged over 25 pixels on each 
side to produce an intensity trace.  The intensity traces are plotted in Figure 4.4(b) and 
show no discernible movement.  The noise can be quantified by fitting the valley in 
intensity with a negative-amplitude pseudo-Voigt function.  The results are plotted in 
Figure 4.4(c) and show smaller magnitude oscillations than those observe in Figure 
4.3(a).  The second control experiment is a series of 60 images acquired with the same 
imaging parameters as above except that the pump laser was removed from the specimen.  
The acquisition interval was 38 seconds.  The images were analyzed in the same manner 
as the first control experiment for the region outlined by the green rectangle in Figure 
4.5(a).  The intensity trace from each image is shown in Figure 4.5(b), and the fitted 
 
Figure 4.5 | Control experiment with no pump irradiation.  (a) Representative BF 
UEM image with region analyzed outlined in green.  Scale bar represents 500 nm.  (b) 
Intensity as color plotted over time in minutes and position in nm, which shows no 
oscillations.  (c) The center of the dark contrast feature in (a) over time, showing 
movement smaller than that observed in scans with varying time delays. 
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centers are shown in Figure 4.5(c).  Similarly, changes in the intensity and position are 
smaller than observed in Figure 4.3(a). 
4.2 | Discussion of Chaotic Transition and Implications 
This work is unique in that it probes the transition from coherent motion well-
described by phonon dynamics and Lamb modes to coherent mechanical motion 
described by macroscopic mechanics.  Coupling of strain-wave trains to the MHz whole-
flake oscillations could provide a means for sensitive and predictable optomechanical 
control of MoS2 membrane resonators for a variety of energy-harvesting and energy-
conversion applications.  However, combined spatial and temporal evolution of the 
deposited energy is challenging to elucidate, despite individual dynamic phenomena 
being amenable to study (e.g., photogeneration of ultrasonic waves).  This study 
demonstrates that UEM imaging enables more comprehensive studies to be performed, 
wherein dependence of strain-wave dynamics on discrete structural features and the 
mechanisms of coupling to lower-frequency, larger-scale oscillatory modes, can be 
elucidated.   
Qualitatively, the observed behavior is expected to be universal for photoexcited 
freestanding multilayer MoS2 flakes, though quantitative timescales and wave vectors 
strongly depend on overall spatial dimensions, structural morphology, and boundary 
conditions.  This is because the number of wave trains initially launched following 
photoexcitation may depend upon the total number of discrete interfaces present within a 
flake, for example.  This, combined with speed-of-sound wavefront velocities and 
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accounting for distances between discrete structural features, suggests the transition time 
from coherent to incoherent motion will depend upon the average distance traveled prior 
to the onset of significant reflection and interference (i.e., the wave front mean free path). 
4.3 | Summary and Conclusions 
The high-frequency, propagating wave trains observed in Chapter 3 were found 
experimentally to scatter and result in increasingly incoherent, low-GHz oscillations.  
Images with 2 and 5 ps time steps were acquired out to 2.5 ns, and motions of bend 
contours were quantified.  High-frequency (40-50 GHz) modes were observed to be 
completely damped within approximately 1 ns, and 1-GHz oscillations were found to 
dominate.  Control experiments were used to eliminate environmental fluctuations as the 
potential source of these dynamics and to ascribe the dynamics to the material photo-
response.  This behavior is expected to be true in other freestanding multilayer 
specimens, although the timescales and magnitudes of the motion will depend on the 
specimen geometry, boundary conditions, and phonon mean free path.  These 
experiments demonstrate the ability of UEM to image mode coupling and conversion 
across multiple temporal scales. 
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5 | MECHANICAL RINGDOWN 
In the third temporal regime, the photo-excited oscillations decay into whole-
flake, mechanical resonances.  Fundamentally, the experiments in this chapter are of 
interest in understanding the ultimate evolution of the high-velocity, GHz strain waves.  
As demonstrated in Chapter 4, however, the dynamics were still plainly evolving in 
individual nanoseconds.  To reach longer timescales, the nanosecond laser system and 
experiment logic described in Sections 2.1.2 and 2.1.5, respectively, were employed to 
acquire UEM BF image sequences with 0.5 and 10 ns steps.  The 0.5 ns step image 
sequence captures the transition from the 1-GHz oscillations of Chapter 4 into the MHz 
mechanical oscillations, and the 10-ns step image sequence shows the rapid evolution 
into three, whole-flake mechanical resonances with microsecond lifetimes.  The 
resonances are governed by the macroscopic material properties like Young’s modulus 
and the boundary conditions and thereby connect ultrafast, nanoscopic dynamics to 
slower macroscopic counterparts across more than six orders of magnitude in time.  
Passages and figures from this chapter are taken from A. J. McKenna, J. K. Eliason, and 
D. J. Flannigan titled “Spatiotemporal Evolution of Coherent Elastic Strain Waves in a 
Single MoS2 Flake,” which was recently accepted for publication in Nano Letters.
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5.1 | Studies on Mechanical Oscillations of MoS2 
Micro- and nanomechanical resonators, like few- and monolayer MoS2 can be 
employed as sensors and switches.  Consequently, the mechanical properties need to be 
carefully characterized to understand their behavior before and after exposure to stimuli.  
Optical interferometry is one well-known, non-destructive technique to characterize 
material properties via photo-excited or driven mechanical resonance.
12,407
  The 
resonance frequency depends on the material stiffness matrix, sample geometry, and the 
boundary conditions and is usually modeled using linear elastic continuum mechanics.  
Most experiments measuring the mechanical properties of MoS2 specimens have used 
circular MoS2 films that are clamped about their circumference, which simplifies the 
mathematics but reduces the applicability of the technique to measure properties in 
complicated device geometries. 
Recently, a time-domain response study of the properties of a circular monolayer 
MoS2 membrane demonstrated that time-domain and equilibrium oscillations are equally 
capable of accurate measurement of properties.  For monolayer MoS2, the mechanical 
ringdown lifetime for the 22.2 MHz resonant mode is 0.6 μs, and the quality factor is 
41.8 ± 0.4, which compares well to that measured with the driven oscillations (41.5 ± 
0.3).  For five-layer MoS2, the resonance frequency is 7.52 MHz and has a lifetime of 
1.56 μs and a ringdown quality factor of 37.8 ± 0.2.12  This study demonstrates that time-
domain responses can be used to characterize a material, and a technique that can study 
the time-domain response of a more complicated geometry would be advantageous. 
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5.2 | Imaging Mechanical Ringdown with UEM 
The mechanical ringdown of the MoS2 specimen was observed in two image 
sequences:  one with 0.5 ns time steps from -5 to 110 ns and the other with 10 ns time 
steps from -100 to 13,840 ns.  I will henceforth refer to the former as the image sequence 
with 0.5 ns steps and the latter as the image sequence with 10 ns steps.  The 0.5-ns step 
image sequence was acquired at 3,500x magnification (1.5 nm/pixel).  Each image was 
acquired for 20 seconds using a fresh 15-μm-diameter flat LaB6 with no graphite, a 2-mm 
diameter condenser aperture, a 40-μm diameter objective aperture, and spot size 1. 
The motion imaged in the first 100 ns with 
0.5 ns time steps is similarly chaotic to that observed 
in Chapter 4.  A representative image from the 
image sequence is shown in Figure 5.1.  The images 
were batch-converted and then drift-corrected using 
template matching, as described in Section 2.4.1.  
Each was imported into MATLAB, smoothed using 
a median filter, and divided by the mean intensity in 
the whole image.  The images were rotated so that 
the flake was approximately vertical (116°).  The 
first 11 images, corresponding pre- and time zero 
points, were averaged to produce an average pre-
excitation image that was subtracted from all the images.  The image was then divided by 
 
Figure 5.1 | Representative 
image from 0.5 ns time step 
image sequence.  The pink and 
purple rectangles correspond to 
regions for which difference 
images were computed.  The red 
and green rectangles correspond 
to regions for which the motion 
of the contrast was quantified.  
Scale bar is 500 nm. 
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this pre-excitation image to calculate the factor of change. 
The resulting difference images for the 
pink and purple rectangles in Figure 5.1 are 
shown in Figure 5.2 and Figure 5.3, 
respectively.  Positive factors (color closer to 
red) indicate an increase in intensity or 
movement of the fringe away from the 
location, and negative numbers (color closer to 
purple) indicate a decrease in intensity or 
feature movement into those regions.  In both 
figures, the first panel shows a representative 
image at -5 ns in the region, followed by the 
region at 0 ns to show minimal contrast 
change.  The first three panels afterward show 
the relatively high-frequency movement with periods of individual ns.  The following 
five panels show lower-frequency movement with periods of tens of ns. 
The motion is similar in Figure 5.3.  For the bright feature between the two most 
prominent dark features, the contrast shows fractional changes in intensity at 0 ns.  At 5.5 
ns, the contrast feature has moved up toward the top of the flake, evidenced by the factor 
of 4 change in intensity (red within the fringe).  By 10 ns, the feature has returned to its 
initial position.  By 11.5 ns, the feature has completed a full period of oscillation by 
 
Figure 5.2 | Difference images for 
region in pink rectangle in Figure 
5.1.  The colorbar indicates factor of 
change in intensity.  The numbers in 
the upper right hand corner indicate 
the time point in ns.  The first panel is 
the region at -5 ns. 
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moving again toward the top of the flake.  The period of the motion is individual ns.  The 
remaining five panels show similar motions of a larger magnitude and longer periods.  
The motion can be quantified by tracking the displacement of two bright features 
in the red and green boxes in Figure 5.1.  The BF images were imported into MATLAB 
and rotated 25° counterclockwise.  To make each box, a line was then drawn across the 
bright feature (the long direction in Figure 5.1), and five pixels on either side were 
averaged together to reduce random noise in each image to produce an intensity versus 
space trace at each time point.  The peaks and valleys were identified with the findpeaks 
command in MATLAB, and a peak preliminarily identified as that corresponding to the 
bright feature was then fit with a pseudo-Voigt function.  The first 11 center values were 
averaged together to give an initial position, and the value was subtracted from all values 
to give the relative position.  Approximately ten fits with R
2
 values less than 0.8 or 
displacements that were larger than a factor of one from the nearby displacements were 
individually examined to check that the correct peak was fit and that the fit was not a 
straight line.  If either of the two cases applied, the fitting window as manually specified, 
and the peak was re-fit.  The positions of the contrast features are plotted in the left 
panels in Figure 5.4.  The relative positions were padded to 2
17
 values, and the FFT was 
computed and is plotted in the right panels in Figure 5.4. 
As can be seen in Figure 5.4, the movement of the contrast features is chaotic, 
which indicates the presence of multiple modes.  The displacement of the fringe is 
observed to be much larger in the lower red box than in the upper green box.  The FFTs  
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show the presence of multiple modes.  For the 
green box, the main frequencies in the FFT are 
3.2, 14.7, 34.5, and 62.3 MHz.  For the red box, 
the three lowest frequencies with the highest 
amplitudes are 29, 127, and 150 MHz. 
The ultimate dissipation of the energy can 
be extrapolated from the 10-ns step image 
sequence.  This image sequence is a compilation 
of four scans, all acquired on the same day.  126 
images from the first scan, 384 images from the 
second scan, 500 images from the third scan, and 
385 images from the fourth scan were compiled.  
The photoelectron beam was adjusted between the 
second and third image sequences to improve 
intensity of the beam.  The image sequences were 
acquired in temporal order using a 2-mm diameter 
condenser aperture and 40 μm-diameter objective 
aperture.  The image sequences were acquired at 
3,500 times magnification, which corresponds to 1.5 nm/pixel.  Each image in the 10-ns 
step image sequence was acquired for 5 seconds using a 50-μm-diameter LaB6 cylinder 
embedded in graphite. 
 
Figure 5.3 | Differences images 
for region outlined in purple in 
Figure 5.1.  The colorbar indicates 
factor of change.  The numbers in 
upper left hand corners indicate the 
time point in ns.  The first panel is 
a representative image at -5 ns. 
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Images were batch-
converted and then drift-
corrected using template 
matching, as described in 
Section 2.4.1, and saved as 
tiffs.  Figure 5.5(a) is a 
magnified area of the region 
outlined in blue in Figure 
2.17(b) at 0 ns in this image 
sequence.  Representative 
images of the diffraction 
contrast movement due to 
the large-scale oscillations 
of the flake are shown at 0, 
480, 490, and 520 ns in 
Figure 5.5(b).  The black spheres used to mark the initial position of the lower dark 
feature in each image were manually placed in the 0 ps image and projected onto the 
other images using Origin.  As observed in the difference images in Figure 5.2 and Figure 
5.3, the movement is temporally uneven, evidencing the presence of more than one 
fundamental mode. 
 
Figure 5.4 | Position and FFTs of contrast feature 
movement for 0.5 ns step image sequence.  The two 
graphs outlined in green are the position of the bright 
fringe spanned by the green line in Figure 5.1 vs. time and 
the FFT magnitude vs. frequency.  The two graphs 
outlined in red are the same for the bright fringed spanned 
by the red line in Figure 5.1. 
Chapter 5 | Mechanical Ringdown 
 154 
To quantify the multiple modes, the motion of a contrast feature was 
spatiotemporally mapped.  A rectangle, as shown in green in Figure 5.6(a), was drawn on 
the drift-corrected images in Fiji.  The intensity was averaged across the width of the box.  
These intensity line plots were exported from Fiji into MATLAB.  In MATLAB, the data 
were first smoothed using a Savitzky-Golay filter of order 3 and framelength 25.  The 
diffraction contrast feature was identified as a bright intensity feature (peak in intensity) 
 
Figure 5.5 | Images of whole-flake mechanical oscillations.  (a) Representative UEM 
BF image of the region of interest.  The orange dashed rectangle denotes the region 
highlighted in panel (b), with the X and Y directions labeled.  Scale bar represents 200 
nm.  (b) Select (false-colored) UEM images of the highlighted region in panel (a).  The 
relative time at which each frame was obtained is shown to the left, and three black 
spheres mark the initial position at t = 0 ns of a bend contour of interest.  Vectors in the 
plane of each image and extending from the spheres denote the displacement direction 
and magnitude relative to the t = 0 ns frame.  The color bar corresponds to scaled image 
counts. 
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between two low 
intensity features 
(dips in intensity).  
The peaks in the 
intensity versus  
space were identified 
using the MATLAB 
function findpeaks, 
and the dips in the 
intensity were 
identified using the 
MATLAB function 
extrema.  The minima 
corresponding to the 
low intensity features 
were used to limit the 
fitting range and 
identify the peak 
corresponding to the bright feature, with if-loops to identify if the low intensity features 
were not present on one or both ends.  The intensity was then fit with a pseudo-Voigt 
function, and the fitted center identified as the position of the peak.  Any fits with low R
2
 
 
Figure 5.6 | Whole-flake mechanical motion quantified.  (a) 
Representative UEM BF image of the MoS2 region of interest.  
The green dashed rectangle denotes the region from which the 
contrast dynamics in panel (b) were quantified.  Scale bar 
represents 200 nm.  (b) Relative position of the bend contour 
highlighted in panel (a) as a function of time.  (c) Fourier 
transform of the time trace in panel (d).  Three distinct 
frequencies, with corresponding 1/e lifetimes (τ), are labeled. 
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values were examined manually to ensure that the correct peak was fit, and the fitting 
window limits manually specified accordingly.  The initial position was calculated by 
averaging the positions of the features in the image before 0 ns and was subtracted from 
every position value.  The relative position versus time graph is in Figure 5.6(b).  The 
FFT was calculated by padding the data with the average of the last 50 values out to 2
14
 
values and is plotted in Figure 5.6(c).  The MATLAB code used to analyze the intensity 
trace is included in Appendix F. 
The relative position in Figure 5.6(b) most clearly shows beating as well as a slow 
damping of the oscillations.  The envelope of the oscillations is an exponential decay.  
The motion within this decay envelope is initially chaotic, with the motion becoming 
more regular over time, indicate the presence initially of multiple modes with different 
damping. 
The FFT in Figure 5.6(c) reveals three main frequencies: 5.0, 12.3, and 17.5 MHz.  
The displacement was bandpass-filtered in three ranges: 4 to 6, 11 to 13, and 16 to 18 
MHz.  The resulting oscillations were fit with a damped harmonic oscillator equation:  
 𝑦 = 𝑦0  +  𝐴𝑒
−𝐵𝑡𝑐𝑜𝑠(2𝜋𝑓 +  𝛽) (5.1) 
where A is the amplitude, B is the damping constant, f is the frequency, and  is the 
phase, using a non-linear least squares solver.  The fitted parameters are shown in Table 
5.1.  The bandpass-filtered oscillations and the fits are shown in Figure 5.7.  The lifetimes 
τ of these oscillations (1/e) were found to be 20, 13.7, and 4.71 μs, for the 5.0, 12.3, and 
17.5 megahertz (MHz) modes, respectively, as expected from the observations of the 
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relative position.  The quality factors Q can be calculated using the classical formula:
416
 
 𝑄 = 𝜋𝜏𝑓 (5.2) 
and are shown in Table 5.1. 
Table 5.1 | Fit parameters for fundamental mechanical modes.  The oscillations in 
Figure 5.6 were band-pass filtered over three ranges, and the resulting oscillations were 
fit with a damped oscillator equation, where f is the frequency, A is the amplitude, B is 
the damping constant, τ is the (1/e) lifetime, β is the phase, and y0 is the offset.  The 
quality factor Q for each mode was calculated using Equation 5.2. 
These frequencies are in the range found by similar studies in MoS2
12,40142,259-260
 
and in similar nanoscale systems
246,284
 and have been imaged on microsecond timescales.   
In contrast to previous studies, in this dissertation, three fundamental modes were 
observed rather than one resonant frequency.  A similar UEM study on graphite noted 
that at first multiple modes were present but quantified only the mode with the longest 
lifetime.
246
  Here, a similar behavior is observed, and three modes and their lifetimes are 
actually resolved and reported.  The lifetimes are much longer than that measured for a 
circular, monolayer membrane clamped on all sides.  This can be attributed to the 
clamping of only two edges here rather than the entire circumference in the literature 
studies.  The long lifetimes also emphasize the importance of measuring the ultimate 
relaxation timescales in ultrafast studies to allow sufficient time for the specimen to relax 
Band-
pass 
start 
(MHz) 
Band-
pass end 
(MHz) 
f 
(MHz) 
A 
(nm) 
B (1/s) τ (μs) 
β 
(rad) 
y0 
(nm) 
Q 
4 6 5.0 12.5 4.9x10
4
 20 1.20 6.34 300 
11 13 12.3 9.1 7.3x10
4
 13.7 0.17 6.4 529 
16 18 17.5 21.5 2.1x10
5
 4.7 -2.87 6.35 260 
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completely.  For this specimen, a conservative estimate of the complete relaxation 
requires a laser repetition rate of 40 kHz (25 μs relaxation time).  Even assuming a 
complete relaxation time of 20 μs only allows the user to probe the specimen with a 
repetition rate of 50 kHz.  Thus, the 10 kHz (100 μs relaxation time) repetition rate used 
in these experiments fulfills this requirement.  A similar experiment completed at low 
repetition rates and analysis process can be used by future UEM users to determine 
appropriate repetition rates.  
5.3 | Modeling Mechanical Modes 
The mechanical modes observed were modeled using the Solid Mechanics 
module of COMSOL Multiphysics, version 5.1.  The flake was constructed using the 
CAD drawing tools supplied in COMSOL.  The specimen geometry was simplified into 
the seven polygons drawn in Figure 5.9, and Fiji drawing tools were used to measure the 
lengths (Ln) (see Figure 5.8) and angles (αn) (see Figure 5.10) input into COMSOL.  
Thicknesses used in the COMSOL model are shown in Figure 5.11.  The thickness h1, h2, 
h3, and h4 were extracted from the EELS thickness map in Figure 2.20.  The other three 
thicknesses were estimated based on the mass-thickness contrast differences between the 
flakes compared to the flake with known thicknesses (h1, h2, h3, and h4) and preliminary 
modeling with COMSOL.  Using these thickness values gave simulated frequencies that 
were within ~5% of the empirically determined counterparts (see Figure 5.12).  Next, an 
eigenmode study was selected in the COMSOL model wizard.  The geometry was 
constructed by drawing polygons in a two-dimensional work plane with the dimensions  
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Figure 5.7 | Isolation and quantification of resonant nanomechanical modes. (a) 
Displacement of the bend contour in Figure 5.5 and Figure 5.6, Fourier-filtered over a 
window of 4 to 6 MHz and fit with a damped harmonic oscillator function (Eqn. 5.1). 
(b) A magnified view of (a) from 2 to 3 μs. (c) Same as in panel (a) but filtered over a 
window of 11 to 13 MHz. (d) A magnified view of (c) from 2 to 3 μs. (e) Same as in 
panel (c) but filtered over a window of 16 to 18 MHz. (f) A magnified view of (e) 
from 2 to 3 μs. 
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and angles described above and then extruding the shapes into three dimensions.  The 
four polygons forming the main flake (red, light blue, green, and yellow polygons in 
Figure 5.9) were extruded in the positive vertical direction, whereas the other three 
polygons on the outside were extruded in the negative direction to be as close as possible 
to the original geometry.  The shapes then undergo a form union operation in which the 
interior boundaries are not retained, and thus, one object results.  The lower boundaries 
with lengths L16, L18, L19, L20, and L22 were set as clamped (i.e., no movement), and all 
other boundaries and faces were left unconstrained.  The material parameters and their 
sources used in the simulation are given in Table 5.2. 
The Solid Mechanics COMSOL module solves for the eigenfrequencies of a 
Property Value Reference 
Young’s modulus 
E
p
 = 212 GPa 
E
t
 = 46.3 GPa 
Calculated using stiffness 
matrix from Ref [43] 
Poisson ratio 
υ
p
 = -0.279 
υ
tp
 = 0.124 
υ
pt
 = 0.566 
Calculated using stiffness 
matrix from Ref [43] 
Lattice parameters a = 3.1602 Å 
c = 12.294 Å Ref [417] 
Density ρ = 5.0 g/cm
3
 
Calculated using lattice 
parameters above 
Table 5.2 | Material properties used in COMSOL simulations of eigenfrequencies.  
The Young’s moduli and Poisson ratios were calculated using the experimentally 
measured stiffness matrix.
43
  Those calculations are shown in Appendix D.  The lattice 
parameters were taken from Wildervanck and coworkers
417 and used to calculate the 
density. 
structure based on elastic theory.  Linear strains were not enforced.  The equations of 
motion that COMSOL solves are as follows: 
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−𝜌𝜔2𝒖 = 𝛁 ∙ 𝑆 + 𝑭𝑣 (5.3) 
where ρ is the density, ω is the 
eigenfrequency, u is the 
displacement, S is the second Piola-
Kirchoff stress in which the stress is 
related in the material rather than 
the spatial coordinate system, F is 
the deformation gradient tensor that 
relates changes in the material 
coordinate system with the spatial 
coordinate system, and v is the 
velocity field.  S is given by 
 
Figure 5.8 | Lengths of polygons used in COMSOL simulations.  The lengths were 
measured in Fiji and input into COMSOL in the simulations.  Scale bar represents 1 µm. 
 
Figure 5.9 | Simplified geometry for COMSOL 
modeling.  The geometry of the flake was 
simplified into seven regions outlined in different 
colors.  Scale bar represents 1 µm. 
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 𝑆 = 𝑆0 + 𝑆𝑒𝑥𝑡 + 𝑆𝑞 + 𝐶: 𝜀𝑒𝑙 (5.4) 
where 𝑆0 is the initial stress, 𝑆𝑒𝑥𝑡 is the external stress, 𝑆𝑞 is the stress due to viscous 
damping.  The main component of the stress is due to the elastic strain 𝜀𝑒𝑙 computed with 
the elastic constants tensor 𝐶.  The elastic stress is calculated using: 
 𝜀𝑒𝑙 = 𝜀 − 𝜀𝑖𝑛𝑒𝑙 (5.5) 
where 𝜀 is the total strain that is related to 𝒖 by  
 𝜀 =
1
2
[(∇𝒖)𝑇 + ∇𝒖] (5.6) 
and 𝜀𝑖𝑛𝑒𝑙 is the inelastic strain, which is given by 
 𝜀𝑖𝑛𝑒𝑙 = 𝜀0 + 𝜀𝑡ℎ + 𝜀ℎ𝑠 + 𝜀𝑝𝑙 + 𝜀𝑐𝑟 (5.7) 
where 𝜀0 is the initial strain, 𝜀𝑡ℎ is the thermal strain, 𝜀ℎ𝑠 is the hygroscopic strain, 𝜀𝑝𝑙 is 
the plastic strain, and 𝜀𝑐𝑟 is the viscoplastic strain.  In this simple case, most of these 
 
Figure 5.10 | Angles in polygons used in COMSOL simulations.  The angles were 
measured in Fiji and input into COMSOL in the simulations.  Scale bar represents 1 µm. 
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terms are zero.  For instance, no fluid was involved (i.e., 𝜀𝑡ℎ = 𝜀ℎ𝑠 = 0).  A tetragonal, 
physics-controlled mesh with a “fine” mesh size was used.  The eigenfrequencies were 
solved for using the MUMPS (a MUltifrontal Massively Parallel sparse direct Solver) 
solver. 
The three lowest simulated eigenmode frequencies were found to be 4.639, 
11.597, and 17.974 MHz.  These eigenfrequencies are in reasonable agreement with the 
empirically determined ones (5.0, 12.3, and 17.5 MHz), and the solution could be 
improved by further thickness characterization on the two outer flakes in Figure 5.9.  The 
displacement corresponding to each mode is shown in Figure 5.12, where the position of 
the undeformed specimen is shown in the wire frame.  In the 4.6 MHz mode, the entire 
specimen curves in a single arc.  In the 12 MHz, mode the specimen folds into an s shape, 
with the largest displacements along the top edge.  In the 18 MHz mode, the specimen 
folds into an s shape along 
the right edge.  The total 
displacements here are 
qualitative rather than 
absolute due to 
normalization in COMSOL 
and have been further 
normalized to the largest 
displacement. 
 
Figure 5.11 | Thicknesses of the various polygons input 
into COMSOL simulation.  Thicknesses were estimated 
from EEL spectra where available, relative contrast, and 
variation in the model.  Scale bar represents 1 µm. 
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This research has 
implications both 
fundamentally and 
empirically.  
Fundamentally, this work 
images the transition 
between ultrafast laser 
excitation and ultimate  
ringdown and shows that 
the ultimate relaxation is 
determined by the 
specimen geometry and 
macroscopic material 
properties.  Unlike the 
ultrafast dynamics, the 
mechanical ringdown is 
well-described by 
continuum elastic theory 
and thus can be tuned 
with varying thicknesses 
and boundary conditions.  In applications, the presence of these three modes with 
 
Figure 5.12 | Simulated mechanical eigenmodes.  The total 
displacement at each eigenfrequency.  The displacement is 
qualitative (not absolute) due to normalization in COMSOL 
and has been normalized to the largest displacement in each 
mode.  (a) The lowest frequency eigenmode, 4.6 MHz.  (b) 
The second lowest eigenfrequency, 11.6 MHz.  (c) The third 
lowest frequency, 17.9 MHz.  All frequencies show 
reasonable agreement with experimental results (5.0, 12.3, 
and 17.5 MHz). 
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different lifetimes suggests that the sensor may not need to be a single flake of a single 
thickness.  Different geometries with varying thicknesses could be used to tune the 
sensitivity, modes, and lifetimes of nanomechanical motion in a material. 
5.4 | Chapter Summary and Conclusions 
In this chapter, I have described my experiments and simulations investigating the 
mechanical ringdown of a photo-excited MoS2 flake.  I have directly imaged the 
mechanical ringdown of the specimen through two image sequences, one with 0.5 ns 
steps in the initial 100 ns and the other with 10 ns steps out to almost 14 μs.  The first 
image sequence showed chaotic motion similar to that observed in image sequences in 
Chapter 4.  The second image sequence showed that on longer time scales, the motion 
decayed into three fundamental eigenfrequencies: 5.0, 12.3, and 17.5 MHz.  These 
eigenfrequencies were simulated with elastic continuum mechanics in COMSOL and 
were assigned to the three lowest-frequency mechanical modes.  This research directly 
images the mechanical ringdown of a specimen, which is of interest for sensors.  
Moreover, the study suggests that the mechanical modes can be tuned using different 
geometries and thicknesses even in one flake. 
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6 | CONCLUSIONS AND FUTURE 
WORK 
In this chapter, I will discuss future work extending the experiments and modeling 
presented in this dissertation and will summarize conclusions.  I will first propose 
experiments to probe the launch mechanism of the acoustic phonons observed, including 
fluence studies, experiments in reciprocal space, layer studies, and specimen lifetime 
studies.  Second, I will suggest simulations for correlating diffraction contrast to phonon 
dynamics and thermal expansion.  Next, I will discuss simulations to understand energy 
relation processes in the transition between the high-frequency modes to the whole-flake 
mechanical oscillations.  Fourth, a combination of nanosecond UEM experiments and 
modeling to determine mechanical properties in complex nanostructures will be 
described.  Fifth, I will discuss other experimental systems, namely MoSe2 and TMD 
heterostructures, to which the work presented here could be compared and contrasted.  
Finally, I will summarize the conclusions that can be drawn from this dissertation. 
6.1 | Future Work 
6.1.1 | Probing Launch Mechanism:  Fluence and Reciprocal-space Studies 
As noted in Chapters 1 and 3, the photo-carrier structural dynamics in MoS2 
depend on the excitation fluence.  At low excitation fluences in thin specimens, the 
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material behaves as a semiconductor, and the primary acoustic phonon launch mechanism 
is expected to be deformation potential.  The optical phonon emission is likewise 
effective due to the low phonon population.  At high excitation fluences in thin 
specimens, however, fast local photo-carrier relaxation leads to large, localized lattice 
temperature rises (i.e., thermoelastic stress) that launch acoustic waves, and 
thermoelasticity becomes dominant acoustic phonon emission mechanism.  By changing 
the fluence on the same specimen, three regimes may theoretically be probed:  
deformation potential dominant, transition, and thermoelastic stress dominant launch.  In 
the regime of deformation potential dominant launch, I would expect the phonons to be 
launched from nearly anywhere in the specimen unless the photo-carriers were pinned by 
some defect.  In the other limit in which thermoelastic stress dominates, I would expect 
areas with initial local strain, such as pinned edges or defects such as tears or step-edges 
to launch first due to a faster buildup to a high local stress than non-stressed areas of the 
specimen.  In the transition regime, I would expect to see a chaotic mixture of both 
expectations above.  In addition, simulations to determine the effect on BF image contrast 
due to the different mechanisms will need to be conducted. 
An important compliment to these BF UEM image sequences will be image 
sequences in reciprocal space, due to the sensitivity of reciprocal space to electron-
phonon coupling dynamics.  Once time zero is determined as described in Section 3.3.2, 
the electron-phonon coupling time can be measured in reciprocal space using the Debye-
Waller effect, in which coherent diffraction decays and incoherent scattering increases as 
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the excited electrons oscillate farther from their equilibrium positions.
418-421
  This method 
is used widely in the ultrafast diffraction community to measure electron-phonon 
coupling times,
244,422
 which are related to the carrier lifetimes that determine the launch 
mechanism.  The time interval between time zero and the sudden decay of diffraction 
peak intensity corresponds to the electron-phonon coupling time, and this interval and 
oscillations in diffraction peak spacing can be monitored at different fluences relative to 
BF contrast change to determine the launch mechanisms and the charge carrier 
populations and lifetimes.  Simulations will need to be completed to determine the 
electron-phonon coupling time correlation to launch mechanism regimes. 
6.1.2 | Probing Launch Mechanism:  Number of Layers 
Nearly every property of MoS2 depends on the number of layers, and thus a 
systematic study of the dependence of structural dynamics on the number of layers could 
be undertaken.  As stated in Chapter 3, the frequencies and velocities at which Lamb 
modes travel depend on thickness.  A systematic study could thus be undertaken to 
determine if these acoustic phonons are indeed accurately described by Lamb modes and 
at what thicknesses the Lamb modes transition into Rayleigh (surface) waves instead.  
Using the bulk absorption coefficient (3.4 x 10
5
 cm
-1
), the optical penetration depth is 29 
nm, and a simple calculation using Beer’s Law is plotted in Figure 6.1, which plots the 
fraction of light transmitted versus the thickness of the specimen.  Beer’s Law predicts 
that 5% or less of the incident light is transmitted for thicknesses of 147 layers or more 
(88.2 nm, assuming a layer thickness of 0.6 nm).  Thus, I expect that the crossover region 
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to be approximately 150 layers.  These thicknesses are usually still electron-transparent, 
and thus experiments in which the wave modes are now Rayleigh or surface modes rather 
than Lamb modes can also be probed. 
6.1.3 | Probing Launch Mechanism:  
Specimen Lifetime 
Although most exfoliated and synthetically 
grown MoS2 is chemically stable in ambient 
atmosphere, at least one study has found that the 
samples can degrade over time due to the 
adsorption and oxidation along grain boundary 
edges.
423
  The high-GHz oscillation frequency 
ranged from 40 to 50 GHz in images acquired 
over 11 months.  Between experiments, the specimen was stored in ambient atmosphere 
and was probed many times in other experiments.  Adsorption of contaminants is ruled 
out because the specimen is placed in vacuum during the experiments and repeatedly 
heated, but defects remaining if water intercalated between layers at the edge or oxidation 
due to water adsorption cannot be ruled out or increasing sulfur vacancies without a 
systematic study.  A systematic study is thus proposed in which a map of the specimen 
chemical composition is collected and dynamics probed every two months to determine 
the lifetime of a specimen stored in ambient atmosphere and the effect of chemical 
defects on the specimen.  Concurrently, the same data should be collected on a specimen 
stored in a desiccator or under vacuum as a control.  Such experiments would help 
 
Figure 6.1 | Fraction of 
transmitted intensity versus 
thickness.  Using bulk properties 
and Beer’s Law, the intensity of 
transmitted light is plotted versus 
the sample thickness. 
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determine the time interval over which the material photo-response is reversible. 
6.1.4 | Correlating Diffraction Contrast to Specimen Dynamics 
The image sequences in this dissertation suggest that acoustic waves and 
structural dynamics are imaged primarily by their interaction with planes near the 
diffraction condition.  This observation leads to future work determining the sets of 
planes involved in the acoustic wave trains.  Coupled with frequency determination, such 
knowledge would indicate the nature of the Lamb modes (i.e., longitudinal or transverse).  
The experiments involve indexing the diffraction contrast features in the BF image and 
then acquiring BF image and DP sequences at different tilt angles, corresponding to 
different zone axes so that different sets of planes are near the diffraction condition.  
Unpublished work suggests the contrast change is most evident when the specimen is 
slightly off a zone axis. 
Concurrently, modeling of the diffraction contrast can be undertaken.  The 
electron wavefunction for the direct beam and diffracted beams are integrated over the 
thickness of the material, and the amplitude is the image intensity.  For a flake of this 
thickness (where the thickness is larger than the extinction distance), dynamical theory 
must be used, although the column approximation, in which only a scattering within a 
column with a radius of a few nm contributes to the wavefunction, can be used.  For ease 
of implementation in MATLAB, the problem can be formulated as an eigenvalue 
problem.
404,424
  Preliminary code is included in Appendix H.9.  This code currently 
considers only the direct beam and the (100) diffracted beam for MoS2 and computes the 
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diffracted intensity and the direct intensity given the product of the extinction distance 
and the excitation error is 1.5 over one spatial dimension.  Since the diffraction condition 
does not change over that spatial dimension, the code currently computes a constant value 
for both intensities.  However, it is written to accommodate more beams, and suggestions 
are provided to include strain or defect fields.   
6.1.5 | Mechanical Characterization of Complex Nanostructures 
A niche application of UEM is the time-domain mechanical characterization of 
nanoscopic structures.  As demonstrated in Chapter 5, the mechanical properties, 
boundary conditions, and thickness determine the eigenfrequencies.  For nanoscopic 
structures with known geometry and eigenfrequencies measured with UEM, the 
mechanical properties could then be extracted, such as the Young’s modulus and the Q-
factor.  The advantage is that this non-destructive technique offers two orders of 
magnitude better spatial resolution than current optical techniques and similar temporal 
resolution as that of such time domain measurements.
12
 Moreover, the UEM can be 
operated as a TEM, and the nanoscale morphology of the specimen carefully 
characterized. 
6.1.6 | MoSe2 and TMD Heterostructures 
Although similar to MoS2 in structure, nine-layer MoSe2 rather than monolayer 
MoSe2 has been found to undergo an indirect-to-direct bandgap transition as the 
temperature rises above ~250 K.
92
  The experiments presented in this dissertation 
demonstrate that heat in the form of phonons can be localized on femtosecond to 
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picosecond timescales and nanometer spatial scales.  This ability could be harnessed to 
dynamically tune the bandgap of MoSe2.  First, a study comparing the acoustic phonon 
dynamics in MoSe2 and an identical specimen (i.e., same number of layers and similar 
lateral dimensions) of MoS2 would elucidate the extent of local, ultrafast bandgap tuning 
possible more clearly.  Studies in the literature have shown that the presence of the direct 
bandgap increases radiative recombination at the expense of nonradiative recombination, 
and thus local tuning of the bandgap could result in the suppression of emission of 
coherent acoustic phonons in UEM BF image sequences.  A pump fluence study could be 
used to determine the onset of bandgap shift and the resulting differences in photo-carrier 
relaxation time scales.  Second, the repetition rate could be selected so that the few-layer 
MoSe2 specimen does not have sufficient time to fully relax, leading to steady-state 
heating, which could be modeled using COMSOL a priori, and thus variable bandgap 
tuning.  Studying the response and comparing it to lower repetition rates would help 
determine the dominant relaxation mechanisms. 
Another area of interest is structural dynamics of TMD heterostructures.  In these 
experiments, heterostructures can be fabricated by stacking different TMDs vertically or 
horizontally, and the resulting interlayer coupling has been shown to have significant 
impacts on electronic bandstructure and thus on the dominant relaxation mechanisms.  
Layers stacked in the [001] direction are the most common device architecture.  Thus, 
studying heat transport and boundary resistance across that interface would be of interest 
to understand the underlying mechanism responsible for the lowering of thermal 
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conductivity and the dissipation of heat in electronic devices.  Comparing these results to 
a similar experiment for heterostructures connected in the [100] or [010] direction would 
be of fundamental interest to understand coupling and thermal conductivity and of 
practical interest to understand what makes a better architecture. 
Specimen preparation will need to be carefully considered for these experiments.  
Heterostructures in either geometry can be grown with chemical vapor deposition by 
varying the growth conditions.
425
  To make these structures into TEM specimens, they 
must be transferred from the growth substrate onto a TEM grid to be electron transparent.  
Because of the small lateral size of these structures, the TEM grid must have a membrane 
to support the specimens.  The geometric pinning of the TEM membrane on the 
heterostructure, however, greatly reduces the magnitude of the structural dynamics.  
While membranes with periodic holes are available, contact between suspended lateral 
heterostructures would need to be preserved. 
In addition to thermal conductivity, directly imaging charge carriers such as 
excitons that become important at the interface
426-427
  would be a rewarding experiment.  
The Bohr radius of excitons in MoS2 is ~1 nm,
428-429
 and the lifetimes can be as short as 
hundreds of femtoseconds, depending on the defect densities and specimen geometry.  
Such experiments would require higher magnifications than used in this work and thus 
more attention to the temporal and spatial coherency of the electron packets, as required 
for the imaging of lattice fringes outlined in Chapter 2.  These results, however, would 
enhance our fundamental knowledge of excitons, as the visualization of acoustic phonons 
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has enhanced our understanding of phonons. 
Heterostructures allow for experiments to probe mode coupling and conversion at 
interfaces between two dissimilar materials.  Such interfaces could be used to determine 
the mode of the incident wave by simulating how which scattered modes that can 
propagate across the interface unless the wave is incident at critical angles.  In addition, 
interfaces would allow multiple modes, which would be transmitted or reflected, to be 
probed in one image sequence.
385
 
Work in nanophononics and the Flannigan research has demonstrated that heat 
propagation pathways can be manipulated with structure and defects.  High-resolution 
work understanding the defects such as dislocations or steps and visualizing their effects 
on phonon and ultimately heat transport is currently underway by coworkers in the 
Flannigan research group.  In addition, defects can be introduced with a high-brightness 
electron beam in thin layers and their effects on the structural dynamics probed.
29
  Based 
on work by coworkers in the Flannigan group
247,259
 and by the quenching of 
photoluminescence by defects,
23
 I expect the phonons to be pinned or stopped at certain 
defect sites, resulting in higher localized heating around defects.  In contrast, step edges 
have been observed to partly reflect and to partly transmit the acoustic waves in this 
dissertation as is desired in phononic structures, and thus, the theoretical design of 
phononic structures can be directly visualized experimentally.  Such knowledge would 
aid in design of phononic structures to protect sensitive instruments from sound waves 
and to dissipate heat more quickly.  The challenging part of this project then is the design 
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and fabrication of the structures themselves. 
6.2 | Conclusions 
The photo-induced structural dynamics of MoS2 over seven orders of magnitude 
in time – individual picoseconds (10-12 seconds) to tens of microseconds (10-5 seconds) – 
in real space with 10 nanometer (10
-9
 meter) spatial resolution or better have been 
directly imaged using ultrafast electron microscopy.  Following photo-excitation with 
515-nm light, propagating, 50-GHz strain wave trains appeared to be launched from the 
specimen-vacuum interface and step edge defects.  These acoustic waves traveled at the 
speed of sound near or along diffraction contrast features and were identified as Lamb 
modes, which are plate waves.  For the wave trains traveling along the [100] direction, a 
dispersion relation for 50-nm thick MoS2 approximated as an isotropic plate and the cut-
off frequencies for an anisotropic plate suggest that the wave trains are second order anti-
symmetric or symmetric Lamb modes, differentiated by their symmetry with respect to a 
plane perpendicular to the thickness direction of the plate.  Because MoS2 is transversely 
isotropic, however, the Lamb modes are generally combinations of longitudinal or 
transverse waves.  The contrast mechanism was identified as the tilting of planes into and 
out of the diffraction condition for anti-symmetric waves and the change in inter-planar 
spacing for symmetric waves with a longitudinal component.  Second, the wave trains 
were found to undergo phonon scattering and damp completely in several nanoseconds, 
ultimately leading to the dominance of 1-GHz, incoherent oscillations.  Finally, three 
mechanical eigenmodes evolved with MHz frequencies and microsecond lifetimes, which 
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could be well-described by COMSOL simulations. 
This work is expected to apply to the relaxation of photo-excitation in 
freestanding, multilayer, semiconducting specimens.  Lamb modes are plate waves that 
can be observed in any plate, although the dispersion relation and wavenumbers 
supported depend on the mechanical properties of the material.  Thus, the experiments 
elucidating the interaction of Lamb modes with specimen features (i.e., launch of strain 
wavetrains from the specimen-vacuum interface) will also apply in other systems.  
Thermoelasticity (high local heating) and deformation potential (changes in electronic 
distribution), identified as the most likely launch mechanisms, are observed in other 
films, although their relative importance depends on whether the specimen is metallic, 
semiconducting, piezoelectric, or transparent.  Consequently, future work includes 
similar experiments in other TMDs and TMD heterostructures.  In addition, preliminary 
work determining theoretical time zero on the 515-nm pump line and the instrument 
response time for similar imaging conditions can be built upon to probe the launch 
mechanism more quantitatively, such as through varying fluence and studying these 
dynamics in reciprocal space where different planes are close to the diffraction condition.  
Future work can also extend the understanding of mode conversion through simulations 
and experiments in different specimens, where the timescales and magnitudes of motion 
are expected to vary due to changes in phonon mean free path. 
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BBO Beta barium borate 
BF Bright-field 
CCD Charge-coupled device 
CDW Charge density wave 
CCDW Commensurate CDW 
CVD Chemical vapor deposition 
DP Diffraction pattern 
DF Dark-field 
DTEM Dynamic transmission electron microscopy or microscope 
EELS Electron energy-loss spectroscopy or spectrometer 
FFT Fast Fourier transform 
fs Femtosecond 
FWHM Full-width at half-maximum 
GHz Gigahertz (10
9
 s
-1
) 
GPa Gigapascal (10
9
 Pa) 
ICCDW Incommensurate CDW 
kHz Kilohertz  
km Kilometer  
LA Longitudinal acoustic 
LBO Lithium triborate 
LED Light-emitting diode 
MEMS Micro-electromechanical system 
MHz Megahertz (10
6
 s
-1
) 
mJ milliJoule 
mrad milliradian 
ms millisecond 
NCCDW Nearly commensurate CDW 
NEMS Nano-electromechanical system 
µm Micrometer or micron (10
-6
 m) 
µs Microsecond (10
-6
 s) 
nm Nanometer (10
-9
 m) 
ns Nanosecond (10
-9
 s) 
PINEM Photon-induced near-field electron microscopy 
ps Picosecond (10
-12
 s) 
s Second  
SAD Selected area diffraction 
SCOP Strongly-coupled optical phonon 
SUEM Scanning ultrafast electron microscope or microscopy 
TEM Transmission electron microscope or microscopy 
THz Terahertz (10
12
 s
-1
) 
TMD Transition metal dichalcogenide 
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TPa Terapascal (10
12
 Pa) 
UED Ultrafast electron diffraction 
UEM Ultrafast electron microscope or microscopy 
UV Ultraviolet 
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 | Pump Beam Radius and Pump Fluence Appendix D
The FWHM of the 515-nm pump beam was measured to be 124 µm using a knife-
edge experiment on a beam profiler just outside the pump periscope on the UEM.  The 
beam radius (w), the half of the width when the intensity has decayed to 1/e
2
 of its initial 
value is thus related to the FWHM by
430
 
 
0.5 = 𝑒
2(
𝐹𝑊𝐻𝑀
2 )
2
𝑤2  
(D.1) 
Here, w = 105 µm, which can be used to calculate the average fluence (energy per area) 
given the average power for each experiment and that the repetition rate for every 
experiment was 10 kHz: 
Figures Average power (mW) 
Figure 3.1 through Figure 3.5 2.7 
Figure 3.6 2.76 
Figure 3.7, Figure 3.9, Figure 
3.10 
2.68 
Figure 3.8 2.75 
Figure 3.11 through Figure 3.13 2.5 
Chapter 4, all figures 2.37 
Figure 5.1 through Figure 5.4 2.64 
Figure 5.5 through Figure 5.7 2.71 
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For a transversely isotropic solid, the linear elastic stress-strain relationship is 
given by  
 
[
 
 
 
 
 
𝜎11
𝜎22
𝜎33
𝜎23
𝜎13
𝜎12]
 
 
 
 
 
=
[
 
 
 
 
 
 
𝑐11 𝑐12 𝑐13 0 0 0
𝑐12 𝑐11 𝑐13 0 0 0
𝑐13 𝑐13 𝑐33 0 0 0
0 0 0 𝑐44 0 0
0 0 0 0 𝑐44 0
0 0 0 0 0
1
2
(𝑐11 − 𝑐12)]
 
 
 
 
 
 
[
 
 
 
 
 
𝜖11
𝜖22
𝜖33
𝜖23
𝜖13
𝜖12]
 
 
 
 
 
 (E.1) 
where σ is the engineering stress, ε is the engineering strain, and cnn are the stiffness 
constants for MoS2 from Feldman.
43
  The elastic moduli En, Poisson ratios υn, and bulk 
moduli Gn are given by
431
 
 𝐸1 = 𝐸2 = 𝐸𝑝 (E.2) 
 
𝐸𝑝 =
𝑐11
2 𝑐33 + 2𝑐13
2 𝑐12 − 2𝑐11𝑐13
2 − 𝑐33𝑐12
2
𝑐11𝑐33 − 𝑐13
2  
(E.3) 
 
𝐸3 = 𝐸𝑡 =
𝑐11
2 𝑐33 + 2𝑐13
2 𝑐12 − 2𝑐11𝑐13
2 − 𝑐33𝑐12
2
𝑐11
2 − 𝑐12
2  
(E.4) 
 
𝜈12 = 𝜈21 = 𝜈𝑝 =
𝑐12𝑐33 − 𝑐13
2
𝑐11𝑐33 − 𝑐13
2  
(E.5) 
 𝜈31 = 𝜈32 = 𝜈𝑡𝑝 =
𝑐13𝑐11 − 𝑐12𝑐13
𝑐11
2 − 𝑐12
2  
(E.6) 
 𝜈13 = 𝜈23 = 𝜈𝑝𝑡 =
𝑐11𝑐13 − 𝑐12𝑐13
𝑐11𝑐33 − 𝑐13
2  
(E.7) 
 𝐺13 = 𝐺23 = 𝑐44 (E.8) 
 
𝐺12 =
1
2
(𝑐11 − 𝑐12) 
(E.9) 
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 | Rayleigh Wave Speed Appendix F
The Rayleigh velocity equation for Rayleigh waves traveling in a semi-infinite 
slab without bounds in direction x1 and x3 and with the free surface at x2 = 0 in a plane 
perpendicular to an inverse diad axis, derived in Royer and Dieulesaint,
401
 is  
 
𝑓(𝜉) ≡  𝜉 − (
𝑐22
𝑐66
𝑐22 − 𝜉
𝑐11 − 𝜉
)
1
2
 (𝑐 − 𝜉) = 0 
(F.1) 
where 𝜉 is given by 
  𝜉 = 𝜌𝑉2 (F.2) 
where 𝜌 is the density, and 𝑉 is the phase velocity, 𝑐𝑖𝑗 is the stiffness tensor with respect 
to the system axes rather than the crystallographic axes and obtained from 𝑐𝑘𝑙
𝑅  (the 
stiffness tensor with respect to the crystallographic axes) by transformations depending 
on the experiment geometry, and 𝑐 is given by  
 
𝑐 ≡ 𝑐11 −
𝑐12
2
𝑐22
> 𝜉 
(F.3) 
The equation can be rearranged in a more convenient form and the roots found: 
  𝑐22𝑐66𝜉
2(𝑐11 − 𝜉) = (𝑐66 − 𝜉)[𝑐22(𝑐11 − 𝜉) − 𝑐12
2 ]2 (F.4) 
There are three roots, but the only root that has physical meaning in that it gives decaying 
waves in the x2 direction is 𝜉𝑅 given by two conditions 
 0 < 𝜉𝑅 = 𝜌𝑉𝑅
2 < 𝜉𝑚 (F.5) 
where 𝜉𝑚 is the minimum of 𝑐66 or 𝑐, and  
𝜉𝑅 cannot have a value between 𝑐66 and 𝑐11.   
The next step is to determine the values of 𝑐𝑖𝑗 for the experiment.  In this case, x2 is 
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parallel to the crystallographic Z or [001] direction.  For a hexagonal system, 
 𝑐𝑗𝑗 = 𝑐33
𝑅  
𝑐𝑘𝑘 = 𝑐11
𝑅  
𝑐12 = 𝑐13
𝑅  
𝑐66 = 𝑐44
𝑅  
(F.6) 
where 𝑗 ≠ 3, 𝑘 ≠ 3, and 𝑘 ≠ 𝑗.  Using the stiffness matrix values given by Feldman,43 
the roots were found using MATLAB, and the only root satisfying the conditions given 
above yields a phase velocity of 1.9 km/s (nm/ps).  The solving code is given in H.6. 
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Distance, and Diffraction Contrast Variation 
The structure factor 𝐹𝑔(ℎ𝑘𝑙) is given by 
 
𝐹𝑔(ℎ𝑘𝑙) = ∑ 𝑓𝑛
𝑁
𝑛=1
𝑒2𝜋𝑖(ℎ𝑥𝑛+𝑘ℎ𝑦𝑛+𝑙𝑧𝑛) (G.1) 
where N indicates the total number of atoms in each unit cell,  fn is the atomic scattering 
factor for the n
th
 atom, hkl indicate the plane for which the structure factor is being 
computed, and xn, yn, and zn indicate the position of the n
th
 atom in the unit cell.  The 
atomic scattering factors can be referenced from experimentally measured plots if 
available but were computed here for Mo and S using the Cromer-Mann coefficients in 
the equation
432
 
 
𝑓𝑛
𝑋 = ∑𝑎𝑖
4
𝑖=1
𝑒
−𝑏𝑖(
sin(𝜃)
𝜆
)
2
+ 𝑐 (G.2) 
where the Cromer-Mann coefficients for Mo and S are 
Element Mo
433
 S
434
 
Z 42 16 
a1, a2, a3, a4 3.703, 17.236, 12.8888, 3.743 6.905, 5.203, 1.438, 1.586 
b1, b2, b3, b4 0.277, 1.096, 11.004, 61.658 1.468, 22.215, 0.254, 56.172 
c 4.387 0.867 
 
where the scattering curves were fitted to the Cromer-Mann equation to extract the 
parameters, θ is the scattering semi-angle, and λ is the wavelength of the incident 
radiation in Å.  The Cromer-Mann coefficients describe X-ray scattering from atoms, and 
the atomic scattering factors for electrons scattering from atoms can be calculated from 
Appendix G | Calculation of Atomic Scattering Factors, Extinction Distance, and 
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the atomic scattering factors for X-rays using the Mott formula: 
 
𝑓𝑛
𝑒 =
1 +
𝐸0
𝑚0𝑐2
8𝜋𝑎0
2 (
sin(𝜃)
𝜆
)
2
(𝑍 − 𝑓𝑛
𝑋) (G.3) 
where E0 is the beam energy in keV, m0 is the electron rest mass, c is the speed of light, Z 
is the atomic number of the atom, and a0 is the Bohr radius given by 
 
𝑎0 =
ℎ2𝜀0
𝜋𝑚0𝑒2
 (G.4) 
where h is Planck’s constant and 𝜀0 is the vacuum (electrical) permittivity.
403
  For the (100) 
scattering in MoS2, these quantities were computed using the MATLAB code in Appendix H.7.  
The structure factor was then calculated using the following atomic positions for Mo:  
±(1/3,2/3,1/4) and for S:  ±(2/3,1/3,z) and ±(2/3,1/3,1/2-z), where z is an internal parameter 
describing how the unit cell is defined.
174
 
 The extinction distance is defined as  
 𝜉 =
𝜋𝑉
𝜆𝐹𝑔(ℎ𝑘𝑙)
 (G.5) 
where V is the volume of the hexagonal unit cell computed using:
432
 
 𝑉 =
√3
2
𝑎𝑐 (G.6) 
where a and c are the unit cell parameters.  For 200 kV electron beam, λ = 0.0251 Å.  
Using these values, the extinction distance was calculated to be 25 nm. 
Using these values, the fraction of intensity in a bend contour can be simulated 
from the equation 
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 𝐼𝑔 = (
𝜋
𝜉
)
2 sin2(𝜋𝑠𝑒𝑓𝑓𝑡)
(𝜋𝑠𝑒𝑓𝑓)
2  (G.7) 
where t is thickness and seff is given by  
 𝑠𝑒𝑓𝑓 = √𝑠2 +
1
𝜉2
 (G.8) 
where s is the excitation error.  This equation assumes that only one diffraction beam and 
the direct beam are strongly excited and that the intensity is affected by the dynamics of 
the electrons in a column of material with a radius of several nm.
406
  The excitation error 
was approximated as only its component parallel to the direct electron beam direction, 
and the tilt angles were assumed to be small (-225 to 225 mrad) so that the small angle 
approximation for computation of the sine function could be made.  The MATLAB code 
used to compute the intensity of a bend contour vs. s is given in Appendix H.8. 
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H.1 | Code to Sum Counts in Images 
[path, files, nimages, bn, tifbool] = dataGetter(); 
imagenames = 
['stepsize1_10.dm3';'stepsize1_15.dm3';'stepsize1_18.dm3';'stepsize1_20.
dm3']; 
nimages = 4; 
  
for i = 1:nimages 
% [image_struct] = DM3Import(strcat(path,'photoelectron beam 
drift2.',num2str(i),'.dm3')); 
% [image_struct] = DM3Import(strcat(path,'stepsize',num2str(i),'.dm3')); 
[image_struct] = DM3Import(strcat(path,imagenames(i,:))); 
DP = image_struct.image_data .* image_struct.intensity.scale; 
DP=imrotate(DP,-90); 
a=fliplr(DP); 
sumI(i) = sum(a(:)); 
end 
  
plot(sumI) 
% newsumI = sumI(:)-sumIavg; 
  
save(strcat(path,'sum of images.mat'),'sumI') 
 
H.2 | dataGetter.m 
function [path, files, nimages, bn, tifbool] = dataGetter() 
% written by Ryan Gnabasik 
tifbool = false; 
path = strcat(uigetdir,'\'); %opens a dialog box to get the directory 
where the files are stored 
% files = dir(strcat(path,'\*.tiff')); 
files = dir(strcat(path,'\*.dm3')); 
if isempty(files) 
    files = dir(strcat(path,'\*.tif')); 
    disp('Tif files are being used') 
    tifbool = true; 
end 
nimages = numel(files); %number of images 
bn = strtok(files(1).name,'0'); %base name for the image files to be 
read in assuming that the files have been bulk renamed to start at 0 
  
end 
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H.3 | Code to Analyze 10 ns Step Image Sequence (Chapter 5) 
clear lowindex highindex ans f fittedparams Gausswidthguess j i imin 
imax ymin ymax 
  
data = box2; %data to analyze 
numCurves = size(data,2); %number of curves 
pixlenline = size(data,1); %number of pixels in each curve 
convfact = 0.66527023; %pixels per nm 
xinpix = [1:pixlenline]'; %x in pixels 
T = 10^-9; %timestep size in s 
  
smoothdata = zeros(pixlenline,numCurves); 
  
% Smooth data using a Savitzky-Golay filter.  This filter fits 
successive 
% sub-sets (which MATLAB calls frames) of the data to a low-degree  
% polynomial using linear least squares.  Here I have specified a third  
% degree polynomial with a frame size of 25 data values. 
for i = 1:numCurves 
    smoothdata(:,i) = sgolayfilt(data(:,i),3,25); 
end 
  
options = optimset('Display','off'); 
fittedparamsbox4 = zeros(numCurves,6); 
rsbox4 = zeros(numCurves,1); 
centersbox4 = zeros(numCurves,1); 
  
for i = 1:numCurves 
     
    clear peaks locs locs2 widths prominences ymax imax ymin imin 
highindices lowindices indices 
     
    i 
     
    % Find the peaks and minima    
[peaks,locs,widths,prominences]=findpeaks(smoothdata(:,i),'MinPeakDistan
ce',40,'WidthReference','halfheight','SortStr','ascend'); 
     
    [ymax,imax,ymin,imin] = extrema(smoothdata(:,i)); 
  
    figure(1);plot(smoothdata(:,i)); 
    hold on 
    plot(locs,peaks,'or') 
    plot(imin,ymin,'r*'); 
    hold off 
     
    numPeaks = size(peaks,1); 
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    % If there are 3 peaks, 
    if numPeaks == 3 
        locs2 = locs;  % save the locs as a second variable 
        % Find max and min peak locations and save their positions 
        lowerpkind = find(locs==min(locs)); 
        lowerpkpos = locs(lowerpkind); 
        highpkind = find(locs==max(locs)); 
        highpkpos = locs(highpkind); 
         
        % Now find the middle peak (our band) location and save position 
as 
        bandpkind = find(locs>min(locs) & locs<max(locs)); 
        locs(1) = locs(bandpkind); 
        widths(1) = widths(bandpkind); 
         
        % Now find the lowest/highest minima surrounding the middle peak 
        % and save as lowindex and highindex, which define our fitting 
        % window. 
        lowindices = find(imin<locs(1) & imin>lowerpkpos & imin<locs(1)-
10); 
        lowmin = imin(lowindices); 
        lowymins = ymin(lowindices); 
        sortedlowymins = sort(lowymins); 
        lowminind = find(lowymins==sortedlowymins(1)); 
        lowindex = lowmin(lowminind); 
        highindices = find(imin>locs(1) & imin>locs(1)+10 & 
imin<highpkpos); 
        highmin = imin(highindices); 
        highymins = ymin(highindices); 
        sortedhighymins = sort(highymins); 
        highminind = find(highymins==sortedhighymins(1)); 
        highindex = highmin(highminind); 
    end 
     
    % If there are not 3 peaks, define the lower or higher peak position 
by 
    % any values in locs that are not equal to the band peak, which we 
    % assume is the middle/lowest peak. 
    if numPeaks~=3 
        lowerpkpos = max(locs(locs<locs(1))); 
        highpkpos = min(locs(locs>locs(1))); 
         
        % If no peak before band peak, 
        if isempty(lowerpkpos)==1 
            % the lower limit of fitting window (lowindex) should be max 
of minima 
            % less than the center position guessed of the band peak. 
            indices = find(imin<locs(1) & imin<locs(1)-10); 
            lowmin = imin(indices); 
            lowymins = ymin(indices); 
            sortedlowymins = sort(lowymins); 
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            lowminind = find(lowymins==sortedlowymins(1)); 
            lowindex = lowmin(lowminind); 
%             clear indices 
             
            % if there is also no peak above the band peak, 
            if isempty(highpkpos)==1 
                highindices = find(imin>locs(1) & imin>locs(1)+10); 
                highmin = imin(highindices); 
                highymins = ymin(highindices); 
                sortedhighymins = sort(highymins); 
                highminind = find(highymins==sortedhighymins(1)); 
                highindex = highmin(highminind); 
            end 
             
            %If there is a peak above the band peak, 
            if isempty(highpkpos)==0 
                highindices = find(imin>locs(1) & imin>locs(1)+10 & 
imin<highpkpos); 
                highmin = imin(highindices); 
                highymins = ymin(highindices); 
                sortedhighymins = sort(highymins); 
                highminind = find(highymins==sortedhighymins(1)); 
                highindex = highmin(highminind); 
            end 
        end 
         
        %If there is a peak before the band peak, 
        if isempty(lowerpkpos)==0 
            indices = find(imin<locs(1) & imin>lowerpkpos & 
imin<locs(1)-10); 
            lowmin = imin(indices); 
            lowymins = ymin(indices); 
            sortedlowymins = sort(lowymins); 
            lowminind = find(lowymins==sortedlowymins(1)); 
            lowindex = lowmin(lowminind); 
             
            % if there is also no peak above the band peak, 
            if isempty(highpkpos)==1 
                highindices = find(imin>locs(1) & imin>locs(1)+10); 
                highmin = imin(highindices); 
                highymins = ymin(highindices); 
                sortedhighymins = sort(highymins); 
                highminind = find(highymins==sortedhighymins(1)); 
                highindex = highmin(highminind); 
            end 
             
            %If there is a peak above the band peak, 
            if isempty(highpkpos)==0 
                highindices = find(imin>locs(1) & imin>locs(1)+10 & 
imin<highpkpos); 
                highmin = imin(highindices); 
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                highymins = ymin(highindices); 
                sortedhighymins = sort(highymins); 
                highminind = find(highymins==sortedhighymins(1)); 
                highindex = highmin(highminind); 
            end 
        end 
    end 
     
    if highindex>length(x) 
        highindex = length(x); 
    end 
     
    if lowindex < 1 
        lowindex = 1; 
    end 
         
    centerguess = locs(1); 
    widthguess = widths(1); 
    x0 = [peaks(1)/2 peaks(1)/2  centerguess widthguess widthguess 
10^4]; 
    xupperbound = [peaks(1) peaks(1) highindex 2*widths(1) 2*widths(1) 
10^5]; 
    xlowerbound = [0 0 lowindex 0.0001 0.0001 0]; 
    ydata = smoothdata(lowindex:highindex,i); 
    xdata = xinpix(lowindex:highindex); 
     
     
    [peakparams] = 
lsqcurvefit(@PseudoVoigt,x0,xdata,ydata,xlowerbound,xupperbound,options)
; 
    f = PseudoVoigt(peakparams,xdata); 
    fittedparamsbox4(i,:) = peakparams; 
    ymean=mean(mean(ydata)); 
    ssres = sum((ydata-f).^2); 
    sstot=sum((ydata-ymean).^2); 
    rsbox4(i) = 1-(ssres/sstot); 
    figure(2);plot(xdata,ydata,xdata,f); 
     
    centersbox4(i) = x(round(peakparams(3))).*1000; % factor puts the 
center positions in terms of nm instead of um 
     
end 
  
  
% make a time vector in s 
timens = [-100:10:13840]'; 
time = timens.*10^-9; 
  
% find the initial position of the peak 
initialpos = mean(centersbox2(1:11)); 
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% compute displacement from that initial position 
dispfrominitial = centersbox4(:)-initialpos; 
% plot the results 
figure;plot(timens,dispfrominitial); 
ylabel('center peak position (nm)'); 
xlabel('time (ns)'); 
  
% Now compute the Fourier transform of the signal to get an idea of the 
% major frequencies 
  
T = 10*10^-9; 
Fs = 1/T;  % sampling frequency 
m = length(dispfrominitial);    
padArray = ones(2^14-m,1).*mean(dispfrominitial(m-50:50,1)); 
paddeddata = cat(1,dispfrominitial,padArray); 
L = size(paddeddata,1); % length of signal 
m = length(paddeddata);          % Window length 
n = 2^14; % Transform length 
y = fft(dispfrominitial,n);           % DFT 
power = y.*conj(y)/n;   % Power of the DFT 
phase = angle(y); 
allfreqinHz = [0:1:n-1].*(Fs/n); 
middlefreq = ceil(n/2); 
onesidedpower = power(1:middlefreq); 
f0 = allfreqinHz(1:middlefreq); 
phase0 = phase(1:middlefreq); 
  
% plot the FT: 
figure(1); plot(f0,onesidedpower) 
title('Single-Sided Power Spectrum of X(t)') 
xlabel('f (Hz)') 
ylabel('|P1(f)|') 
 
 
H.4 | Pseudo-Voigt Function 
function f=PseudoVoigt(x,xdata) 
  
    L0=x(1); G0=x(2); x0=x(3); Gw=x(4); Lw=x(5); f0=x(6); 
  
    L=L0*(0.5*Lw./((xdata-x0).^2+(0.5*Lw)^2)); 
    G=G0*exp(-((xdata-x0).^2)./(2*Gw^2)); 
     
    f=L+G+f0; 
     
end 
H.5 | Fit of Fourier-filtered Relative Position  
clear all 
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%% First frequency 
t = time; %time vector 
F1 = FREQ1; %first Fourier-filtered displacement 
  
LB = [0 1e3 -10 -pi 4*10^6]; %lower bound for fit variable in weird 
alphabetical order - uppercase first [A B D c w] according to fit 
function below 
 
UB = [20 6*10^6 10 pi 6*10^6]; %upper bound for fit variable in weird 
alphabetical order - uppercase first [A B D c w] 
 
ST = [15 5*10^4 0 0 5*10^6]; %starting value for fit variable in weird 
alphabetical order - uppercase first [A B D c w] 
%good starting values are needed for the fit to converge 
 
OPTIONS = fitoptions('Method','NonlinearLeastSquares',... 
    'Lower',LB,... 
    'Upper',UB,... 
    'Startpoint',ST,... 
    'Display','iter');  %these specify type of fitting scheme and bounds 
and starting values for all fit variables 
  
TYPE=fittype('A*exp(-B*x).*cos(2*pi*w*x+c)+D;','options',OPTIONS);  
%here you enter your custom fit function - always use 'x' as the 
dependent variable 
  
[c.gs,gof] = fit(t,F1,TYPE)  %fit data - don't use ';' if you want to 
see iterations and final fit values 
  
fitteddata = c.gs.A*exp(-c.gs.B*t).*cos(2*pi*c.gs.w*t+c.gs.c)+c.gs.D;  
%reconstruct fitted data 
  
  
figure(10);plot(t,F1,'r','MarkerSize',5)      %plot model funciton 
hold on 
plot(t,fitteddata,'b','LineWidth',1)  %plot fitted function 
hold off 
  
%% Second frequency 
F1 = FREQ2; %second Fourier-filtered position 
t = time; %time vector 
 
 
LB = [5 1e3 -10 -pi 1e7]; %lower bound for fit variable in weird 
alphabetical order - uppercase first [A B D c w] according to fit 
function below 
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UB = [20 1e6 10 pi 1.5e7]; %upper bound for fit variable in weird 
alphabetical order - uppercase first [A B D c w] 
 
ST = [15 5*10^4 0 0 1.2e7]; %starting value for fit variable in weird 
alphabetical order - uppercase first [A B D c w] 
%good starting values are needed for the fit to converge 
  
OPTIONS = fitoptions('Method','NonlinearLeastSquares',... 
    'Lower',LB,... 
    'Upper',UB,... 
    'Startpoint',ST,... 
    'Display','iter');  %these specifies type of fitting scheme and 
bounds and starting values for all fit variables 
  
  
TYPE=fittype('A*exp(-B*x).*cos(2*pi*w*x+c)+D;','options',OPTIONS);  
%here you enter your custom fit function - always use 'x' as the 
dependent variable 
  
[c.gs,gof] = fit(t,F1,TYPE)  %fit data - don't use ';' if you want to 
see iterations and final fit values 
  
fitteddata = c.gs.A*exp(-c.gs.B*t).*cos(2*pi*c.gs.w*t+c.gs.c)+c.gs.D;  
%reconstruct fitted data 
  
  
figure(11);plot(t,F1,'r','MarkerSize',5)      %plot model function 
hold on 
plot(t,fitteddata,'b','LineWidth',1)  %plot fitted function 
hold off 
  
%% Third frequency 
F1 = FREQ3; %third Fourier-filtered relative position with same time 
vector as above 
 
LB = [5 1e3 -10 -pi 1.5e7]; %lower bounds  
UB = [25 1e6 10 pi 1.9e7]; %upper bounds 
%good starting values are needed for the fit to converge  
ST = [20 5*10^3 0 0 1.75e7]; 
  
  
OPTIONS = fitoptions('Method','NonlinearLeastSquares',... 
    'Lower',LB,... 
    'Upper',UB,... 
    'Startpoint',ST,... 
    'Display','iter');  %these specifies type of fitting scheme and 
bounds and starting values for all fit variables 
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TYPE=fittype('A*exp(-B*x).*cos(2*pi*w*x+c)+D;','options',OPTIONS);  
%here you enter your custom fit function - always use 'x' as the 
dependent variable 
  
[c.gs,gof] = fit(t,F1,TYPE)  %fit data - don't use ';' if you want to 
see iterations and final fit values 
  
fitteddata = c.gs.A*exp(-c.gs.B*t).*cos(2*pi*c.gs.w*t+c.gs.c)+c.gs.D;  
%reconstruct fitted data 
  
  
figure(12);plot(t,F1,'r','MarkerSize',5)      %plot model function 
hold on 
plot(t,fitteddata,'b','LineWidth',1)  %plot fitted function 
hold off 
 
 
H.6 | Code Solving for Rayleigh Speed in MoS2 
% This function finds the roots of the Rayleigh wave equation given in 
% Royer, D.; Dieulesant, E.  J. Acoust. Soc. Am. 1984, 76, 1438-1444, 
for 
% hexagonal MoS2 where the Rayleigh waves propagate in the basal plane 
and 
% decay along the [001] zone axis. 
%% 
  
clear all 
clc 
  
rho = 5000; %density of MoS2 in kg m^-3 
f = 10^9;  %factor to convert GPa stiffness matrix values to Pa 
c11R = 238*f;  %original values in GPa 
c12R = -54*f; 
c13R = 23*f; 
c33R = 52*f; 
c44R = 19*f; 
c55R = c44R*f; 
c66R = 0.5*(c11R-c12R); 
  
c22 = c33R;  %stiffness matrix values for experiment 
c11 = c11R; 
c12 = c13R; 
c66 = c44R; 
  
% ksi values: 
syms xi 
  
% Find the coefficients of the Rayleigh wave equation when set equal to 
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% zero 
cy = coeffs(c22*c66*(xi^2)*(c11-xi)-(c66-xi)*((c22*(c11-xi)-
c12^2)^2),xi); 
  
% Find the roots of the equation, where the coefficients have to be in 
% descending order 
solxi = roots(fliplr(cy)); 
  
% Convert the symbolic roots into numbers 
numsol = double(solxi); 
  
% Find the phase velocities 
phasev = sqrt(numsol./rho); 
 
H.7 | Atomic Scattering Factors 
clear all 
clc 
  
% % Cromer-Mann coefficients for Mo: 
% a = [3.703 17.236 12.888 3.743]; 
% b = [0.277 1.096 11.004 61.658]; 
% c = 4.387; 
% %atomic number: 
% Z = 42; 
  
% Cromer-Mann coefficients for S: 
a = [6.905 5.203 1.438 1.586]; 
b = [1.468 22.215 0.254 56.172]; 
c = 0.867; 
% atomic number 
Z = 16; 
  
% % Cromer-Mann coefficients for Au 
% a = [16.882 18.591 25.558 5.860]; 
% b = [0.461 8.622 1.483 36.396]; 
% c = 12.066; 
% %atomic number 
% Z = 79; 
  
for i = 1:4 
  
    infac(i) = a(i)*exp(-b(i)*((4.57*10^-3)/(0.0251))^2); % for (100) 
scattering 
% infac(i) = a(i)*exp(-b(i)*0.212^2);  % for Au (111) plane 
  
  
end 
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fx = sum(infac)+ c; 
  
m0 = 9.109*10^-31; % electron rest mass in kg 
h = 6.626*10^-34; % Planck's constant in J*s 
ec = 1.602*10^-19; % in C 
e0 = 8.854*10^-12; % in F/m 
E0 = 100*10^3*1.602*10^-19; % in J 
c = 3*10^8; 
hbar = h/(2*pi); 
% lambda = h/sqrt(2*m0*E0*(1+E0/(2*m0*c^2))); 
lambda = 0.00251*10^-9*10^10; 
m = m0*(1+100/511); 
  
a0 = (h^2*e0)/(pi*m0*ec^2)*10^10; 
  
fe = (1+E0/(m0*c^2))/(8*pi^2*a0)*(Z-fx)/(0.212^2) 
 
H.8 | Bend Contour 
% Bend contour 
  
clear all 
clc 
close all 
  
g = (4*pi)/(sqrt(3)*0.31602); % in nm^-1 
t = 50; % thickness in nm 
xig = 25.3; % extinction distance in nm^-1 
  
% use the small-angle approximation 
s = [-225:1:225].*g*pi/180*10^-3; 
npts = length(s); 
   
for i = 1:npts 
     
    seff(i) = sqrt(s(i)^2+xig^(-2)); 
     
    Ig(i) = (pi/xig)^2*(sin(pi*seff(i)*t)/(pi*seff(i)))^2; 
     
end 
  
figure;plot(s,Ig);title('s vs. Ig') 
 
H.9 | Diffraction Contrast 
clear all 
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clc 
  
eg = [0 25.3*10^-7]; %extinction distances corresponding to the 
reciprocal lattice points included in cm 
s0 = [0 1.5/eg(2)]; %excitation error in inverse nm 
Psyattop = zeros(length(eg),1); 
Psyattop(1) = 1; % Boundary condition 
h = 0.25*eg(2); %thickness in nm 
w = 1.5; 
g = [1 0 0]; 
gR = [1 0.3];%dot product of g and R 
ec = 1.602*10^-19; %elementary charge 
lambda = 0.00251*10^-7; %wavelength in cm 
elemC = 1.602*10^-19; % elementary charge 
m0 = 9.109*10^-31; %in kg 
E0 = m0*(3*10^8)^2; 
% V0 = 1.602*10^-19*C(1,2); 
hcon = 6.626*10^-34; %Plank's constant in J*s 
BE = 200*10^3*elemC; %beam energy in J 
K = (1/100)*(1/hcon)*sqrt(2*m0*BE*(1+BE/(2*511*10^3*elemC))); 
thetaB = 4.57*10^-3; 
% A = diag(s); 
  
x = [-100:1:100].*10^-7; 
  
strain = 10; 
a = 0.03*10^-7; 
c = 1.2*10^-7; 
kx = 1/(5*10^-7); 
beta = 1/(100*10^-7); 
  
% This section needs to be re-worked for the particular defect/strain 
% you're modeling.  I never got this working properly. 
% Rc = zeros(3,size(x,2));   
%  
% for i = size(Rc,2) 
% Rc(1,:) = strain*a.*cos(kx.*x); 
% end 
% figure;plot(x,Rc(1,:)) 
%  
% changeinRc = zeros(3,length(x)); 
% changeinRc(1,:) = strain*a.*(kx.*sin(-kx.*x)); 
% figure;plot(x,changeinRc(1,:)) 
  
for i = 1:length(x) 
    % The change for including deformation: 
%         for k = 1:(length(s0)-1) 
%     sR(i,k+1) = s0(k+1) + thetaB*dot(g,changeinRc(:,i)); 
%     end 
%         A(:,:,i) = diag(sR(i,:)); 
  
Appendix H | MATLAB Code 
 233 
        A(:,:,i) = diag(s0); 
    for m = 1:length(eg) 
        for l = 1:length(eg) 
            if m==l 
             
            else 
                Ugh = 1/(lambda*eg((abs(m-l)+1))); 
                % Assuming a centrosymmetric crystal: 
                A(m,l,i) = Ugh/(2*K); 
            end 
        end 
    end 
    [C1,gamma1]=eig(A(:,:,i)); 
    C(:,:,i) = C1; 
    gamma(:,:,i) = gamma1; 
    invC(:,:,i) = inv(C1); 
end 
% figure;plot(x,changeinRc) 
  
%% 
  
eigexp = zeros(size(gamma,2),size(gamma,2),length(x)); 
  
for i = 1:length(x) 
for j = 1:size(gamma,2) 
    eigexp(j,j,i) = exp(2*pi*1i*gamma(j,j,i)*h); 
end 
end 
  
Psy = zeros(size(gamma,2),size(x,2),length(x)); 
  
for j = 1:size(x,2) 
Psy(:,j) = C(:,:,j)*eigexp(:,:,j)*inv(C(:,:,j))*Psyattop; 
  
Inew0(j) = Psy(1,j)*conj(Psy(1,j)); 
Inewg(j) = Psy(2,j)*conj(Psy(2,j)); 
end 
  
figure;plot(x,Inew0) 
figure;plot(x,Inewg) 
  
  
  
 
 
