Abstract. Let H be a unimodular hypergraph over the vertex set [n] and let J(H) be the cover ideal of H in the polynomial ring R = K[x 1 , . . . , x n ]. We show that reg J(H)
Introduction
Let R := K[x 1 , . . . , x n ] be a polynomial ring over a field K and m := (x 1 , . . . , x n ) the maximal homogeneous ideal of R. Let M be a finitely generated graded R-module. Let I be a homogeneous ideal in R. It is well-known that reg I s is a linear function in s for s big enough (see [9, 20, 26] ). More precisely, there are non-negative integers d, e and s 0 such that reg I s = ds + e for all s s 0 .
While d can be determined in terms of generators of I (see [20] ), there are no good interpretations for e and s 0 . Two natural questions arise from this result (see [11] ):
(1) What is the nature of the number e? (2) What is a reasonable bound for s 0 ?
These problems are continue to attract us (see [1, 2, 4, 5, 6, 10, 11, 12, 13, 19, 23] ). When I is generated by forms of the same degree, there is a geometric interpretation for e (see [6, 10, 12] ). Effective bounds of s 0 are known only for a few special classes of ideals I, such as edge ideals of forests and unicyclic graphs (see [1, 5, 19] ), m-primary ideals (see [4, 7] ).
Notice that reg I s = 1 + reg R/I s = 1 + max{a i (R/I s ) + i | i = 0, . . . , dim R/I}, it is also natural to ask whether a i (R/I s ) is asymptotically linear in s or not. However, there is an example such that lim s→∞ reg I s s is an irrational number (see [8] ), so that a i (R/I s ) need not to be linear when s large. If we assume furthermore that I is a monomial ideal then a i (R/I s ) is a quasi-linear function in s due to [17] , but we still do not know whether a i (R/I s ) is asymptotically linear in s or not. In this paper when I is the cover ideal of a unimodular hypergraph, we will prove that a i (R/I s ) is actually asymptotically linear in s. Using this result we are able to give a reasonable bound of s 0 for which reg I s is a linear function in s for all s s 0 . Before stating our result we recall some terminology from graph theory (see [3] for more detail). Let V = [n] := {1, . . . , n}, and let E be a family of distinct nonempty subsets of V. The pair H = (V, E) is called a hypergraph with vertex set V and edge set E. The rank of H, denoted by rank(H), is the maximum cardinality of any of the edges in H. Notice that a hypergraph generalizes the classical notion of a graph; a graph is a hypergraph of rank at most 2. One may also define a hypergraph by its incidence matrix A(H) = (a ij ), with columns representing the edges E 1 , E 2 , . . . , E m and rows representing the vertices 1, 2, . . . , n where a ij = 0 if i / ∈ E j and a ij = 1 if i ∈ E j . A hypergraph H is said to be unimodular if its incident matrix is totally unimodular, i.e., every square submatrix of A(H) has determinant equal to 0, 1 or −1.
A vertex cover of H is a subset of V which meets every edge of H; a vertex cover is minimal if none of its proper subsets is itself a cover. For a subset τ = {i 1 , . . . , i t } of V, set x τ := x i 1 · · · x it . The cover ideal of H is then defined by
It is well-known that there is one-to-one correspondence between squarefree monomial ideals of R and cover ideals of hypergraphs on the vertex set V.
The first main result of this paper is the following theorem. We next address the question of bounding s 0 for which reg I s is a linear function in s whenever s s 0 . Let d(J(H)) be the maximal degree of minimal monomial generators of J(H). Then, the main result of the paper is the following theorem. When H is a bipartite graph G with n vertices, it is unimodular by [3, Theorem 5] . The theorem 3.3 now says that reg(J(G) s ) is a linear function in s for all s n + 2.
Our approach is based on a generalized Hochster's formula for computing local cohomology modules of arbitrary monomial ideals formulated by Takayama [25] . Using this formula we are able to investigate the a i -invariants of powers of monomial ideals via the integer solutions of certain systems of linear inequalities. This allows us to use the theory of integer programming as the key role in this paper (see e.g. [14, 16, 17] for this approach).
The paper is organized as follows. In Section 1, we set up some basic notation and terminology for simplicial complex, the relationship between simplicial complexes and cover ideals of hypergraphs; and give a generalization of Hochster's formula for computing local cohomology modules. In Section 2, we investigate the integer solutions of systems of linear inequalities with totally unimodular matrices. In Section 3, we prove that a i (R/J(H) s ) is an asymptotically linear function in s, and settle the problems when reg J(H)
s becomes a linear function in s, where H is a unimodular hypergraph.
Preliminary
Let K be a field and let R := K[x 1 , · · · , x n ] be a polynomial ring over n variables. We first recall a relationship between cover ideals of hypergraphs and simplicial complexes. A simplicial complex on V = {1, . . . , n} is a collection of subsets of V such that if σ ∈ ∆ and τ ⊆ σ then τ ∈ ∆.
Definition 1.1. The Stanley-Reisner ideal associated to a simplicial complex ∆ is the squarefree monomial ideal
Note that if I is a squarefree monomial ideal, then it is a Stanley-Reisner ideal of the simplicial complex ∆(I) := {τ ⊆ V | x τ / ∈ I}. If I is a monomial ideal (maybe not squarefree) we also use ∆(I) to denote the simplicial complex corresponding to the squarefree monomial ideal √ I. Let F (∆) be the set of facets of ∆. If F (∆) = {F 1 , . . . , F m }, we write ∆ = F 1 , . . . , F m . Then, I ∆ has the primary-decomposition (see [22, Theorem 1.7] ):
For n 1, the n-th symbolic power of I ∆ is
Let H = (V, E) be a hypergraph. Then, the cover ideal of H can be written as
By this formula, when considering J(H) without loss of generality we may assume that H is simple , i.e., whenever E i , E j ∈ E and E i ⊆ E j , then E i = E j . In this case, J(H) is a Stanley-Reisner ideal with
Let I be a non-zero monomial ideal. Since R/I is an N n − graded algebra, Set 
be a unimodular hypergraph with V = {1, . . . , n}, and α = (α 1 , . . . , α n ) ∈ N n . Then, for every s 1 we have
Integer polytopes
For a vector α = (α 1 , . . . , α n ) ∈ R n , we set |α| := α 1 + · · · + α n and for a nonempty bounded closed subset S of R n we set
Let H = (V, E) be a unimodular hypergraph on the vertex set V = {1, . . . , n}.
for some p 0, q 1 and
In particular, ∆ β (J(H) q ) is not acyclic. Suppose that E = {E 1 , . . . , E m } where m 1. Then, by Equation (2)
is not acyclic, by Lemma 1.3 we may assume that
For each integer t 1, let P t be the set of solutions in R n of the following system:
Then, β ∈ P q . Moreover, by Lemma 1.3 one has
In order to investigate the set P t we consider C t to be the set of solutions in R n of the following system:
Since H is unimodular, we have both P t and C t are integer convex polyhedra by [24, Theorem 19 .1], i.e. all their vertices have integer coordinates.
Remark 2.2. Since C t = tC 1 is also a polytope, it is bounded. Thus, for every i = 1, . . . , n, from the system (6) we imply that i ∈ E j for some 1 j k.
Observe that P t ⊆ C t , so P t is a polytope as well.
Proof. From the system (5), P n is the set of solutions of the following system:
If k = m, then the zero vector of R n is in P n , and then P n = ∅. Assume that k < m. From the system (6) we conclude that i∈Em x i = 1 is a supporting hyperplane of C 1 . Let F be the facet of C 1 determined by this hyperplane. Now take n vertices of C 1 lying in F , say α 1 , . . . , α n , such that they are affinely independent. Let α := (α 1 + · · · + α n )/n ∈ C 1 . Then, α is a relative interior point of F , so that it does not belong to any another facet of C 1 . Thus, α is a solution of the following system:
Therefore, nα is a solution of the following system (9)
Together with the fact that nα ∈ N n , it yields nα ∈ P n , and thus P n = ∅.
Since C 1 is a polytope, there is a vertex γ = (γ 1 , . . . , γ n ) of C 1 such that
Let d := |γ|. Note that tγ is also a vertex of C t and δ(C t ) = dt. Since P t ⊆ C t , we have δ(P t ) dt, so we can write δ(P t ) = dt − e t for some integer e t 0.
Remark 2.4. Since C 1 is a polytope of dimension n, we have d 1.
Lemma 2.5. If P t = ∅, then P t+1 = ∅ and e t e t+1 .
Proof. Let α = (α 1 , . . . , α n ) ∈ P t such that δ(P t ) = |α|. Since α is a solution of the system (5), and γ is a solution of the system (6) with 1 in place of t, we deduce that
In other words, α + γ ∈ P t+1 . Therefore, P t+1 = ∅ and δ(P t+1 ) |α| + |γ|. Since δ(P t+1 ) = d(t + 1) − e t+1 and |α| + |γ| = d(t + 1) − e t , we have e t e t+1 .
For a real number x we denote by ⌈x⌉ the least integer x. The following lemma plays a key role in the paper. It says that δ(P t ) is a linear function in t for t big enough.
Lemma 2.6. There are non-negative integers d and e with e n 2 such that δ(P t ) = dt − e for t r n 2 + 1 where r = rank(H).
Proof. By Lemmas 2.3 and 2.5 we have e n e n+1 · · · 0. It follows that there is t 0 n such that e t = e t 0 for t t 0 . Let e := e t 0 . Then, δ(P t ) = dt − e, for all t t 0 .
By Lemma 2.5 we have (10) δ(P t ) dt − e whenever P t = ∅.
Let s be an integer such that s max{n 2 +e+1, t 0 }. Then, δ(P s ) = ds−e. Because P s is a polytope, we have δ(P s ) = |α| for some vertex α of P s . By the system (5), the polytope P s is defined by 
where
Let A be the matrix of the system (12) and write α = (α 1 , . . . , α n ). For each i, let A i be the matrix obtained from A by replacing the i-th column by: the first |S 1 | entries are s − 1, the next |S 2 | consecutive entries are s, and the last |S 3 | entries are zeroes. Then, by Cramer's rule we have
Since H is unimodular, A is totally unimodular, and so det(A) = ±1. Without loss of generality, we may assume that det(A) = 1. Thus, α i = det(A i ), for i = 1, . . . , n.
Write the matrix A i in the form
, and let
When deleting the i-th column from C i we get a totally unimodular matrix. Therefore, by expanding the determinant of C i along the i-th column we obtain (14) |c i | |S 1 | , for i = 1, . . . , n. Since α ∈ P s , from the system (11) we have 
Together with i∈E j |c i | |E j |n rn for every j and s rn + 1, it follows that
Similarly, we also have (17) i∈E j d i 1, and
We first claim that
Indeed, by Remark 2.2, we have i ∈ E j for some j ∈ [k] , and hence by (16) we have
We next claim that
, then the claim follows from (14) . We now verify the claim for the case
. Let E i be the maxtrix obtained by replacing the i-th column of A i by the first |S 1 | entries are zeroes, the next |S 2 | consecutive entries are 1, and the last |S 3 | entries are zeroes. Then, by expanding |E i | along the i-th column we get |det(E i )| |S 2 |. On the other hand, by (13) 
, as claimed. We now turn to prove the lemma by showing that δ(P t ) = dt−e for all t r n 2 +1. Indeed, let t be such an integer, and define
We prove that α(t) satisfies the system (5). Firstly, since n 2 < t, by (15) and (20) we have α(t) i 0 for i = 1, . . . , n.
Next, for j = 1, . . . , k, by (16) we have two possible cases: Case 1: i∈E j d i = 0. Together with (20) we obtain
Case 2: i∈E j d i = 1 and i∈E j c i 1. Then,
In both cases we have i∈E j α(t) i t − 1. Further, for j = k + 1, . . . , m, by (17) we also have two possible cases: Case 1: i∈E j d i = 1 and i∈E j c i 0. In this case,
Case 2: (15) and Claim (19) we have ρ = i∈E j d i 2. Note that if d i = 0 then c i 0 since α ∈ N n . Together with Claim (20) , it gives
On the other hand r = rank H |E j | ρ, so that
It follows that
Hence, i∈E j α(t) i t in both cases. Thus, α(t) is a solution of the system (5), and thus α(t) ∈ P t . In particular,
Together with (10) we conclude that δ(P t ) = dt − e, and the lemma follows.
Lemma 2.7. Assume that δ(P t ) = dt − e for all t ≫ 0. Then, d e.
Proof. Observe that δ(P t ) is the optimal value of the linear programming problem
Let A be the matrix of the first k inequalities of this system and B the matrix of the next q := m − k inequalities. Then, the dual problem is
subject to (21) (y 1 , . . . , y k )A + (z 1 , . . . , z q )B 1 T n , y 1 0, . . . , y k 0, z 1 0, . . . , z q 0, where 1 n = (1, . . . , 1) ∈ R n . Since (21) defines a pointed convex polyhedron in R m , say Q, we deduce that there is a vertex (u 1 , . . . , u k , v 1 , . . . , v q ) of Q such that in this convex polyhedron By the Duality theorem of linear programing (see e.g. [24, Corollary 7 .1g]) we have
Therefore, δ(P t ) = dt − e = at − b for t ≫ 0. It follows that d = a and e = b. Consequently, d e, as required.
Regularity of powers of ideals
Let H = (V, E) be a unimodular hypergraph on the vertex set V = {1, . . . , n}. Without loss of generality we may assume that E = ∅ and thus J(H) = 0. Let r := rank(H). In this section we will prove that a i (R/J(H) s ) is asymptotically linear in s; and then settle the problem on bounding s 0 such that reg J(H) s is a linear function for s s 0 . 
Proof. Since a p (R/J(H)
By Lemma 1.2 we have
. We may assume that G β ′ = {m + 1, . . . , n} for some 1 m n. Set S := K[x 1 , . . . , x m ]. Let H ′ be the hypergraph on the vertex set V ′ = {1, . . . , m} with the edge set
we have H ′ is also a unimodular hypergraph. Moreover, by (1) we obtain:
Let β := (β 1 , . . . , β m ) ∈ N m . By using Formulas (3) and (23) we get
Together with (22) , it gives
where n = (x 1 , . . . , x m ) is the homogeneous maximal ideal of S.
Suppose that E ′ = {E 1 , . . . , E k } where k 1. Then, by Equation (2) ∆(J(H ′ )) = V ′ \ E 1 , . . . , V ′ \ E k .
By Lemma 1.3 we may assume that
where 1 q k. For each integer t 1, let P t be the set of solutions in R m of the following system: For any t r n 2 + 1, we also have δ(P t ) = dt − f . Let α = (α 1 , . . . , α m ) be a vertex of P t such that δ(P t ) = |α|. Since A(H ′ ) is totally unimodular, α ∈ N m . Let α ′ = (α 1 , . . . , α m , −1, . . . , −1) ∈ Z n . Then, G α ′ = G β ′ , and by (24) and (26) we obtain ∆ α ′ (J(H)
Consequently, H p m (R/J(H) t ) α ′ = 0, and so
where we set e := f + n − m. Note that d f e m 2 + (n − m) n 2 . This argument shows that β ′ = (β 1 , . . . , β m , −1, . . . , −1) and |β| = δ(P s ). Therefore, if s r n 2 + 1 then |β| = δ(P s ) = ds − f and a p (R/J(H) s ) = |β ′ | = |β| − (n − m) = ds − (f + n − m) = ds − e, and the lemma follows.
We now prove that a i (R/J(H) s ) is asymptotically linear in s. 
