ABSTRACT In this paper, we propose an application specific instrument (ASIN)-based ultrawideband (UWB) radar system for sludge monitoring from scattering signatures from the bottom of industrial oil tanks. The method is validated by successful estimation of sludge volume in oil tanks using simulated and real data. First, as a demonstration of the conventional system, image reconstruction algorithms are used for tankbottom sludge profile imaging for symmetrical and asymmetrical sludge profiles, where the setup is modeled in finite difference time domain method with reduced dimensions of the tank. A 3-D imaging algorithm is used for the 3-D simulation of real life targets. To get the volume of the sludge, ASIN-based UWB radar system is then applied and its effectiveness is demonstrated. In this framework, to get information about the sludge at the bottom of industrial tank, first, a scheme is proposed to differentiate between two sets of data which correspond to two different set of volumes. This method is validated using a commercial UWB kit, in which, practical experiments were performed. The data obtained is visualized using multidimensional scaling procedure and analyzed. Then, regression analysis using radial basis function artificial neuron network is performed, so that given a particular data, it can be predicted that, to which volume it best corresponds.
I. INTRODUCTION
Regular estimation of sludge volume inside oil tanks is a resource consuming process. Modern refineries mostly depend on systems which use sonar [1] . However, sonar based systems are relatively costly and the accurate estimation of sludge volume is still a challenge. Recently, ultrawideband (UWB) signal based systems have been active areas of research and development after FCC released almost ten gigaHertz of bandwidth for unlicensed usage [2] . The term UWB was introduced by Defence Advanced Research Projects Agency (DARPA) of the USA Department of Defence in 1990. UWB uses extremely short duration pulses (subnanosecond) instead of continuous waves in the frequency range of 3.1 to 10.6 GHz. The FCC power spectral density emission limit for UWB is −41.3 dBm/MHz. When UWB system is used in radar system it provides high precision in the range of sub-centimeter. It is difficult to intercept due to it's wide spectrum and low-energy and has excellent immunity to interference from other radio systems or multi-paths. One of the major use envisioned of UWB systems is for imaging open literature on UWB [3] . UWB system, being a baseband system, are also less expensive than other radar systems [4] .
In the past few years, there has appeared many papers in the open literature on UWB based imaging. S. Foo and S. Kashyap proposed cross-correlated back projection algorithm for UWB radar imaging [5] . Another novel work has been proposed in [6] for breast tumor imaging using UWB radio frequency (RF) sensors. In [7] , the authors considered the problem of through-the-wall radar imaging (TWRI) from multiple views using compressed sensing (CS). Ken Akune, Shouhei Kidera and Tetsuo Kirimoto propose an accurate fast imaging algorithm for targets buried in a uniform dielectric medium by advancing the RPM (Range Points Migration) algorithm to achieve super-resolution imaging for spatial measurement [8] . Although this method offers an accurate target image, it is based on the ideal assumption that the permittivity of the dielectric medium is completely known. To tackle this difficulty, Tetsuo Kirimoto et. al. proposed a fast permittivity estimation algorithm suitable for arbitrary dielectric boundaries [9] . In [10] , Kidera et al. proposed a UWB radar three dimensional imaging technique. UWB systems have also shown potential in monitoring material properties [11] and in detection behind foliage [7] . UWB signals can penetrate through oil ( [12] , [13] ) and get reflected from the bottom of metallic oil tanks. The fine variation in the time of flight of the returned signal can be employed to gather information about the sludge profile at the bottom of the tank. Hence, UWB based systems can prove as an alternative for monitoring sludge volume in oil tanks.
In the current work we validate the possibility of a UWB system for monitoring sludge volume in oil storage tanks. There are two novelties in this work. First of all, the use of UWB for sludge monitoring is in itself a novel effort. The conventional way of handling this is to develop a two dimensional or three dimensional imaging algorithm for image reconstruction. From the reconstructed image, an expert (person or machine) has to estimate the amount of sludge present at the bottom of the oil tank. The second novelty of our work is that we propose an application specific instrument (ASIN) framework and use UWB based sensors for this purpose [14] , [15] .
Rest of the paper is organized as follows. The next section gives the problem definition, feasibility analysis and experimental set-up. The following section describes the conventional methods for sludge monitoring. Section IV provides details of the proposed ASIN approach and its use for tank bottom sludge characterization. Conclusion and future scope are described in the last section.
II. FEASIBILITY ANALYSIS AND EXPERIMENTAL SETUP
The problem statement for the current work is to design a UWB radar based instrument to monitor sludge volume in industrial oil storage-tanks. The approach being new, the first step was to make a link budget analysis (LBA). This was followed by simulation and then prototype based experiments. In this section, we will first detail the LBA to estimate the transmitter antenna power required to retrieve acceptable reflected signal from the bottom of industrial oil tank. Then we will use an FDTD tool to run simulations. After that, we will describe the experimental set-up.
A. LINK BUDGET ANALYSIS
To use microwave pulses within the oil tank, the ignition threshold of the oil in the tank has to be taken into consideration. Link budget analysis, therefore, has to be performed to determine the minimum transmitted power required for getting the received signal above a specific threshold level as well as well below the ignition threshold of oil. Fig. 1 shows the simplified schematic of the oil tank with transmitter and receiver.
For accurate estimation of end-to-end system performance following parameters are considered:
• Transmitted power • Noise factors • Transmit antenna gain • Slant angles and corresponding losses over distance • Noise levels and power gains of receive antenna • Amplifier gains. The minimum required power of the transmitting antenna is to be found out for which the received power and corresponding SNR at the receiver is above a specified threshold. The experimental set-up and parameters are shown in Table 1 . The received power can be expressed in dBm, involving the total loss of L t . Let the receiver sensitivity be represented as S i and minimum required transmitter power be P t,min . Antenna loss (L e ) is considered to be −1 dB. Center frequency of operation is 2 GHz; so that Wavelength (λ) becomes 0.15.
Attenuation factor of a lossy material can be found in the expression for the complex propagation constant g of the lossy material,
where α and β are attenuation and phase constant respectively. and are real and imaginary parts of the complex dielectric constant for lossy material, µ is the permitivity of the material, and ω is the frequency in radian. The attenuation constant α of a material can be obtained by expansion of the above equation,
where tan δ is the loss tangent of the material. The quantity of VOLUME 2, 2014 loss is measured by an exponential function:
where R is the total distance of propagation. Representing the loss quantity in units of N p , Loss = −αR and in dB, Loss = −αR (8.686) . Therefore the material attenuation loss, L a , in dB for propagation distance R can be expressed as,
In this case, material attenuation loss for petrol is taken to be La1 and material attenuation loss for crude oil to be La2 and the corresponding values are given by:
The calculated values of La1 and La2 are calculated as:
The total attenuation loss(L a ) becomes:
After calculating all the individual losses, finally we get the total loss L t (dB) = −77.242 dB. Now we take SNR 0 = 8dB; Noise figure (F) = 3 dB; so the receiver sensitivity (S i ) becomes: S i = 66dBm. Therefore, minimum transmitted power required is: p t,min = −(66 − 77.242) = 11.236dBm.
Reflection at oblique incidence requires the electric field polarization to be taken care of. Based on general preliminaries, two specific cases can be considered; one with electric field perpendicular to the plane of incidence, and the other with the electric field parallel to it. Any other polarization can be considered as a linear combination of these two cases. In the calculation, the transmitter is at one end of the tank and the receiver at another end of a diameter at the top of the tank. The direction of the incident wave from the antenna is such that it travels the maximum possible distance and reaches the receiver. The incident angle is calculated to be 17.969 o (Fig. 1) . The minimum required power of the transmitting antenna is to be found out for which the received power and corresponding SNR at the receiver is above a specified threshold. For the calculated incident angle, the refraction of the two dielectric layers and the reflection angle in the crude oil-metal boundary are calculated and from that the calculated distances covered by a ray in air, petrol and crude oil are found to be 9.199m, 6.947m and 2.366m respectively. Gains of transmitter and receiver are assumed to be 10 dB. Center frequency of operation is 2 GHz; so that wavelength (λ) becomes 0.15. R is taken to be R = 37.024m. Total loss(L t ) in this case is: L t (dB) = −80.9dB. Now we take SNR 0 = 8dB; Noise figure(F)= 3 dB; so the receiver sensitivity(Si) becomes: S i = 66dBm; p t,min = 14.9dBm.
The results are given in Table 2 . The minimum transmitted power calculated for the received signal to be above a specific threshold level in both the normal and the oblique incidence case, are feasible by using proper UWB horn antenna system. The minimum transmitted power required for getting the received signal above a specific threshold level, is greater for the case of oblique incidence. The minimum transmitted power required for the case of oblique incidence also depends on the location of the transmitter and the receiver. More the distance between the transmitter and the receiver for a fixed height of transmitter and receiver from the tank bottom, more is the minimum transmitted power required.
B. EXPERIMENTAL SETUP
We used the Finite-difference time-domain (FDTD) tool, MEEP [16] , for simulation of the industrial oil-tank with oil and sludge. Since it is a time-domain method, solutions can cover a wide frequency range with a single simulationrun [17] . The simulation evolves the E and H fields forward in time [18] .
In the FDTD simulation, a modulated Gaussian monocycle impulse with the center frequency of 6.85 GHz and bandwidth of 7.5 GHz is radiated from one transmitter at a time and the reflected pulse is detected at the corresponding receiver. Monostatic antenna arrangements are used here. The effect of metal tank is considered during the practical experiment using the Geozondas Kit. We used evaluation kit GZ6EVK [19] from Geozondas for our experimental set-up. Specifications of the kit and its antenna are given in Tables 3 and 4 respectively. A downsized version of the real life industrial oil tank was fabricated having 2 meter height and 1.5 meter in diameter using the same metal as in the industrial oil tank. It was filled up with oil, crude oil and sludge of an appropriate, definite proportion. One of the antennas available in the Geozondas kit is placed at one upper corner of the tank and the other is placed at the diagonally opposite upper corner end of the metal tank. One of them is used as transmitter and the other as receiver. The schematic of the experimental set-up is shown in Fig. 2 .
III. CONVENTIONAL METHOD FOR SLUDGE MONITORING
The conventional method of obstacle monitoring which would have been useful in sludge monitoring using UWB radar, is to form high resolution two or three dimensional image of the sludge. A well-known time domain imaging method is Kirchhoff migration, developed using ray optics [5] . Backprojection algorithm follows the Kirchhoff migration procedure and was discussed for UWB imaging for monostatic configuration in [21] . The fundamental aspect of backprojection is that it is a matched-filter implementation of time-domain correlation [22] . The idea is to correlate data collected at each aperture position as a function of roundtrip delay time [23] . Backprojection coherently sums the sampled radar returns for each array element (pixel) of the image map [24] . Following this, the responses across all the saperture positions are combined.
The industrial oil tanks could not be simulated in FDTD based simulation software "Meep" due to its large diameter and height. Instead a miniaturized version of the oil tank is simulated in "Meep" with a proportional oil height and spherical sludge surface. A single slice of the set-up is shown in the Fig. 3(a) . Fig. 3(b) shows the reconstructed image using backprojection algorithm.
Three-dimensional display is an important tool for imaging targets in ground penetrating radar (GPR) applications [25] - [27] . FDTD method is used to set up the experiment. First the size of the computational cell in three dimension is defined. Sludge of a particular volume and the oil is then modeled with appropriate values of dielectric constant, permittivity and conductivity. The ground floor of the tank is assumed to be in the X-Y plane. Then the lid of the tank would be parallel to the X-Y plane. Similar to the practical situation, the monostatic arrangement of twenty-six transmitter-receiver pairs, arranged in an equidistant linear array, is positioned in the plane of the lid. Then the received vector for each antenna element is recorded and the data is stored in appropriate format. After that, for the same setup, the value is changed and the same procedure is repeated all over again. This procedure is repeated for a convenient number of times. More the number of these two dimensional VOLUME 2, 2014 readings by parallel shifting of the antenna array, better will be the three representation. The two dimensional data for each slice in the 3D display is obtained using Backprojection algorithm as described above. Two options for displaying targets within a volume are: isosurfaces and alpha-rendering [25] . Isosurfaces for fitting of data with a polygonal surface is a powerful tool, but it can distort features within the data if used improperly. Alpha-rendering assigns varying degrees of transparency to individual pixels within the data volume. Data amplitudes and lengths are normalized. After loading the 3D data-matrix containing the saved data, a coordinate assignment is made for each data point. Slices are then combined through the whole data volume. Then alphamap is created which is transparent in the center for amplitudes equal to zero and is increased linearly to the largest positive and negative amplitudes values, which are made completely opaque. Also, for improved isolation of an anomaly from the background noise and other targets, it is often useful to make amplitude values within a certain range completely transparent.
The procedure is applied for an industrial oil tank. In this case, the three dimensional imaging algorithm produces better results. A single two dimensional slice of the original three dimensional set-up, an opaque 3D reconstructed image and two different versions of transparent 3D reconstructed images are shown in Fig. 4 . Threshold operation is performed in one transparent version and shown in the last sub-figure. Only seven slices are used in this operation. 
A. DRAWBACKS OF CONVENTIONAL METHODS
Synthetic aperture imaging procedure [28] assumes that the speed of microwave signal is constant in all the dielectric medium which is not true practically. Use of different variants of SAR algorithms, therefore, will provide partially correct information about the sludge properties. This dielectric heterogeneity creates a challenging imaging scenario, where constructive addition of the UWB returns is much more difficult and therefore sludge detection and volume estimation also becomes difficult. In a dielectrically homogeneous oil storage tank, each additional beam-formed backscattered signal adds coherently with existing signal, resulting in an improved image of any dielectric scatterers present. However, in a dielectrically heterogeneous structure, signal with a longer propagation time is more likely to encounter heterogeneity and therefore is more prone to incoherent addition, reducing the overall quality of the reconstructed image [29] . To increase the resolution, either large number of sensor nodes or a moving sensor node has to be used. This will make the system complex and costly. On the top of this, the imaging output is only an intermediate step and human expert will be required to estimate the sludge information from this image, which may again incorporate human error.
IV. ASIN APPROACH TO SLUDGE MONITORING
For complete characterization of the sludge at the bottom of industrial oil-tanks, the sludge surface reconstruction using high resolution sensors alone, is not sufficient. On the other hand, this will need sophisticated instrumentation, costly hardware and time consuming complicated algorithms. However, the formation of a high resolution image is not the purpose for sludge monitoring. From the reconstructed image, an expert has to ascertain about the sludge information. We apply ASIN framework for this purpose.
The philosophy of application specific instruments (ASIN) is proposed by the authors in ( [14] and [15] ). ASIN represents an instrumentation scheme made up of few lowresolution sensors, designed to cater to the requirements of a very specific application. ASIN employs a pattern recognition approach to solve the problem in hand. The ASIN way of handling the problem will be to use much fewer sensor readings. The extra overhead for ASIN is that in this case, the instrument is first trained with sufficient amount of sample data of different types. In the test phase, the instrument takes readings from the sensors and analyzes the observations as a pattern recognition task to determine if the presence of sludge is likely or not. If the presence of sludge is decided, then in the next stage, the volume of the sludge is estimated using regression analysis. The overall system is simple, userfriendly and of low-cost. As we will elaborate with different sets of results with both simulated and real life data, the UWB based ASIN framework is expected to work well in practical situations.
A. SLUDGE PRESENCE DETERMINATION
Besides the analysis of data obtained in Meep FDTD simulation, practical experiments are performed using Geozondas kit. The obtained data from the experiments was first visualized using multi-dimensional Scaling procedure. Then it is analyzed to distinguish between the two sets of data corresponding to two different sets of volume of sludge. This procedure is used to detect the presence of sludge. In the next stage, these data are used to estimate the volume of sludge using regression analysis.
For a particular sludge volume, for a particular sludge surface profile, a UWB pulse is transmitted from the transmitter and the reflected signal from different layer boundary, sludge surface is received in the receiver. Multiple readings are taken for the same set-up. Then the sludge profile is changed and again multiple reading are taken for this set up. For a particular volume of sludge, this procedure is repeated up to five times. After that, a different volume of sludge is taken and again the same procedure is repeated. As there is only one transmitter and only one receiver, for every reading, a vector will be received and recorded. The first 25 data vectors represent readings for a definite volume and the next set of 25 data vectors corresponds to another definite volume. Each successive 5 readings corresponds to a particular sludge profile.
As the first and the last set of 25 vectors corresponds to two different sludge volumes, these two sets of vectors must have some dissimilarities between them. At the same time, there must exist a correlation between each vectors within each 25 set of vectors. Multi-dimensional scaling is required for visualization of these similarities and dissimilarities.
Mapping method best suited for a particular data set so that the reduced dataset can be clustered into two different categories corresponding to two different volumes of sludge present in the oil-tank, depends on the the nature of the inherent relationships between the elements of the data set. One linear mapping method (principal component analysis (PCA)) and two nonlinear mapping methods (nonlinear PCA and Sammon's mapping) are used to reduce the dimension of the data matrix to two and three dimension for the ease of visualization. Then scatter-plot representation is performed to show similarities among the data vectors of the same set and dissimilarities among the data vectors of two different sets. Fig. 5(a) represents the clustered data when the data matrix is reduced to two dimension only and Fig. 5(b) represents the clustered data when the data matrix is reduced to three dimension using Sammon's mapping algorithm. Clustered data for two dimensional and three dimensional representation of the original data matrix, by using PCA analysis, is represented in Fig. 5(c) and (d) respectively. For two dimensional and three dimensional representation of the data matrix, by using non linear PCA(NLPCA) analysis, is represented in Fig. 5 (e) and (f) respectively.
From the figures, it can be concluded that in this case, Sammon's mapping is the most suitable mapping tool compared to the other two mapping tool as reduced data corresponding to two different volumes of sludge is linearly separable from the 2D and 3D cluster plot. In the figures, there are clearly two clusters corresponding to two different volume of sludge. With in a cluster, there are again clustering phenomena corresponding different sludge surface profile. Therefore, this procedure can be used to differentiate two different data corresponding to two different volume, irrespective of the sludge surface profile.
From the above discussion, it can be concluded that, using Sammon's mappimg procedure, it is possible to linearly FIGURE 5. Clustered image after reducing data matrix to: (a) 2D using Sammon's mapping, (b) 3D using Sammon's mapping, (c) 2D using PCA technique, (d) 3D using PCA technique, (e) 2D using NLPCA technique, (f) 3D using NLPCA technique.
differentiate presence or absence of sludge at the bottom of industrial oil tank which is necessarily the first stage of the proposed ASIN framework.
B. SLUDGE VOLUME ESTIMATION
Volume of sludge present at the bottom of oil tank is to be estimated by using regression analysis, which is the next stage of the ASIN framework and is activated if the presence of sludge is confirmed from the first stage. For this purpose, related experiments are performed in both Meep and Geozondas kit and the data is used in regression analysis procedure. Radial basis function (RBF) neural network is used for regression [30] .
RBF networks have the advantage of not suffering from local minima unlike Multi-Layer Perceptrons. Linearity ensures that the error surface is quadratic and therefore has a single easily found minimum. In regression problems this can be found in one matrix operation. In classification problems the fixed non-linearity introduced by the sigmoid output function is most efficiently dealt with using iteratively re-weighted least squares.
RBF networks have the disadvantage of requiring good coverage of the input space by radial basis functions. RBF centres are determined with reference to the distribution of the input data, but without reference to the prediction task. As a result, representational resources may be wasted on areas of the input space that are irrelevant to the learning task [31] . A common solution is to associate each data point with its own centre, although this can make the linear system to be solved in the final layer rather large, and requires shrinkage techniques to avoid overfitting.
Associating each input datum with an RBF leads naturally to kernel methods such as Support Vector Machines and Gaussian Processes (the RBF is the kernel function). All three approaches use a non-linear kernel function to project the input data into a space where the learning problem can be solved using a linear model. Like Gaussian processes, and unlike SVMs, RBF networks are typically trained in a Maximum Likelihood framework by maximizing the probability (minimizing the error) of the data under the model.
1) SIMULATION ENVIRONMENT
Regression analysis is to be performed to predict sludge volume from a given recorded received data vector for a particular experimental set-up as shown in Fig. 6 . Now, keeping the volume fixed, surface profiles are changed randomly and received data are recorded. Data are stored for ten different surface areas for a fixed volume. Next, the volume of sludge is changed and the same procedure is repeated again. Similarly, data are collected for twelve different volumes.
Two specimen sludge profiles for different sludge volumes are shown in Fig. 7 .
After the simulation data are stored, MDS is used to visualize similarities & dissimilarities at every step of increase of number of simulated volumes. Neural network regression procedure is applied to the data without MDS. Every time the neural network regression procedure is applied to the data, the results will not be exactly the same. The slope of the regression line is on an average 0.91. Two regression plots are shown in Fig. 8 .
The original simulated data set was very large. It can be reduced to lower dimensional data set before applying the neural network regression analysis for computational efficiency and quick training of the network. Therefore, the higher dimensional original data set is reduced to lower three dimension by the use of non linear Sammon's mapping procedure. In this case, the slope of the regression line is on an average 0.87. Two regression plots are shown in Fig. 9 .
2) EXPERIMENTATION USING GEOZONDAS KIT
The experimental set-up is explained in Section II-B. Antenna height from top of the tank is taken to be thirty one centimeters. For a single sludge volume, for a particular sludge 296 VOLUME 2, 2014 FIGURE 9. RBFN Neural network regression analysis Results for reduced order data set using Sammon's mapping. surface profile, UWB pulse is transmitted from the transmitter and the reflected signal from different layer boundary, sludge surface is received in the receiver and recorded the same.
A total of five readings are taken for the same set-up. Then the sludge profile is changed and again five readings are taken for this set-up. For a particular volume of sludge, this procedure is repeated up to five times and the five different sludge surface profile is shown in the Fig. 10 .
After that, a different volume of sludge is taken and again the same procedure is repeated. Readings are taken Neural network regression procedure is applied to these received data. The slope of the regression line is on an average 0.82. Two regression plots are shown in Fig. 11 .
3) PROPOSED MODIFIED APPROACH
In the previous experiments, regression analysis was performed to predict sludge volume from a given recorded received data for a particular experimental set-up, surface area profile and volume using spatially separated a single transmitter and a single receiver. Now, in this modified procedure, instead of using a single transmitter and a single receiver, two receivers are used for reception of reflected and refracted signal from the set-up, transmitted from a single transmitter. The number of transmitter is not increased because transmitter is costlier than the receiver. The experimental set-up and the data storage procedure is the same as the previous setup except the transmitter and the receiver orientation. The experimental set-up is shown in Fig. 12 .
To analyze the results, Neural network regression procedure is applied to the data, stored in the same way as in the previous subsection. The slope of the regression line is on an average 0.94. Two regression plots are shown in Fig. 13 .
The original simulated data set are very large. It can be reduced to lower dimensional data set before applying the neural network regression analysis for computational efficiency and quick training of the network. Therefore, the higher dimensional original data set is reduced to lower three dimension by the use of Principal Component Analysis (PCA) procedure. In this case, the slope of the regression line is on an average 0.92. Two regression plots are shown in Fig. 14 . Summary of the regression results are shown in Table 5 .
From the results obtained by analyzing simulation data and real life data, it can be concluded that, ASIN framework can be used for better characterization of tank bottom sludge profile compared to the conventional approaches.
Analyzing the two cases viz. single transmitter, single receiver and single transmitter, double receiver case, the later procedure provides more promising results regarding the regression analysis for the prediction of sludge volume from a given recorded received data for a particular experimental set-up for different surface profiles.
Increasing the number of transmitters and receivers in some appropriate manner, may increase the performance.
V. CONCLUSION
In this paper an ASIN based UWB radar system for tankbottom sludge monitoring from their scattering signatures has been proposed and validated by detection and estimation of sludge at the bottom of industrial oil tanks using both simulated and measurement data.
First of all link budget analysis was performed to calculate the minimum required transmitted power for both normal and oblique incidence angles. It was shown that, the required transmitted power is low enough not to drive the oil in the industrial tank to its ignition threshold.
FDTD based simulations were performed to test some of the conventional UWB impulse radar imaging algorithms, viz. backprojection imaging algorithm. These procedures were used to get images of the oil tank for the case of simple sludge profiles. A three dimensional imaging algorithm was developed for the reconstruction of the tank bottom sludge profiles in three dimensions.
Finally a novel application specific instrumentation (ASIN) framework was proposed for sludge monitoring. In this for decreasing the higher dimensional original data set, multi-dimensional scaling procedures were used viz. Sammon's mapping, principal component and non linear principal component analysis. RBF ANN was used for the estimation of sludge volume. The scheme was used to predict sludge volume both for simulated and measured data and the regression coefficients were found to be higher than 0.88, which is a positive result given the simplicity of the whole set-up and the algorithm. 
