In this study, we analyze an inventory system facing stochastic external demands and an autonomous supply (independent return flow) in the presence of fixed disposal costs and positive lead times under a continuous review replenishmentdisposal policy. We derive the analytical expressions of the operating characteristics of the system; and, construct the objective function to minimize the total expected costs of ordering, holding, purchasing and disposal per unit time subject to a fill rate constraint. An extensive numerical analysis is conducted to study the sensitivity of the policy parameters and the benefit of employing a policy which allows for disposal of excess stock in this setting. We model the net demand process as the superposition of normally distributed external demand and inflows, which is expressed as a Brownian motion process. Our findings indicate that the disposal option results in considerable savings even (i) in the presence of non-zero fixed disposal costs, (ii) large actual demand rates with high return ratios (resulting in small net demands) and (iii) for moderate return ratios with high demand variability.
Introduction
In this paper, we study a single item, single-location inventory system facing continuous stochastic demand with two sources of supply. One source is an external supplier with a constant lead time and the other is an independent continuous autonomous supply (inflow) joining stock immediately upon arrival. Replenishment from the outside supplier incurs variable and fixed costs. Due to the stochastic nature of the inflow process, inventories may reach undesirably high levels and it may be desirable to dispose of the excess stock in the form posal and pull-disposal strategies are employed. The disposal action incurs only positive variable costs. For the same control strategies, the effects of lead time characteristics on total costs are investigated by van der Laan et al. [21] . Teunter and Vlachos [19] study a single-item production system with manufacturing and remanufacturing under periodic review in the presence of disposal options. They assume that there is no setup cost for disposal (fixed disposal cost is zero). Using simulation, they numerically show that disposal is an economically viable option if an item is slow-moving, the recovery rate is high and remanufacturing is as expensive as manufacturing.
To the best of our knowledge, the only works that consider non-zero fixed disposal costs are Constantinides [6] , Constantinides and Richard [7] , Beltran and Krass [2] , and Golany et al. [12] . The first two consider stochastic demands with zero lead times and analyze the optimal two-sided (s, S) control policy. The last two consider a deterministic demand and return setting in the presence of disposal options with concave costs and provide polynomial solution algorithms.
We are not aware of any study in the literature that models a stochastic inventory system with an autonomous supply in addition to a regular supplier when (i) there is a positive lead time for delivery from the regular supplier and (ii) there are non-zero fixed (setup) costs for disposal. In this paper, we provide this model for constant lead times, normally distributed demands and autonomous supply. Since disposals incur positive setup, we employ a four-parameter replenishment-disposal control policy under continuous review. Our main contribution is that we model explicitly the non-zero fixed disposal cost. Thus, our analytical model enables one to determine the optimal disposal batch size and timing (in terms of inventory levels) as well as the order size and the reorder point that minimize the expected cost rate in the presence of non-zero fixed replenishment and disposal costs. Our numerical study also supports the previous findings with zero fixed disposal costs that disposals may result in considerable savings even when disposals incur non-zero setup costs.
The rest of this paper is organized as follows: in Section 2, we introduce the basic assumptions of the inventory model and the control policy. In Section 3, we provide some preliminary results for the Brownian motion process, and in Section 4, the operating characteristics of the system are derived. In Section 5, we provide the results of our numerical study on the sensitivity of the policy parameters to various system parameters and on the benefits of incorporating a disposal option. Finally, in Section 6, we present our concluding remarks.
The model
We consider a single item, single-location inventory system facing continuous stochastic demand. Inventory holding cost is charged at h per unit of on-hand stock per unit time. All unmet demand is backordered under a desired fill rate measure. The system has two external sources of supply. One is a regular supplier with ample capacity and has a positive shipment lead time, L. The other supply source is a stochastic, continuous autonomous supply which joins the stock and may be used to satisfy the demand immediately. As such, we do not model remanufacturing or recovery operations explicitly; similarly, we consider yields on these operations outside the scope of our analysis. We assume that the inflow of material is beyond managerial control except for a batch disposal option. That is, we exclude regulation of the autonomous supply process through economic or non-economic mechanisms, but solely rely on discarding accumulated stock. External material inflows are not sufficient to satisfy the entire demand due to depreciation and loss. Hence, the stock is occasionally replenished from an outside regular supplier with a fixed cost of K o for each replenishment order and a unit purchasing cost of c o for every unit. Furthermore, a positive cost c r is incurred per unit of autonomous supply.
The inflow per unit time, X R , and external demand per unit time, X D , are assumed to be stationary normal random variables with means l R and l D , and variances r 2 R and r 2 D , respectively. We define the net demand per unit time, X N = X R À X D . Then, X N is normal with mean l = l R À l D and variance
is the covariance of inflow and demand per unit time. Both the inflows from the autonomous supply and demands are assumed to be independent over non-overlapping unit time intervals. Consequently (in conjunction with the stationarity and normality assumptions), the cumulative net demand at time t is expressed as a Brownian motion process with drift l and variance coefficient r 2 . In a realistic setting with more demand than returns on average, l may take zero or negative values only. Simplistic netting of inflows and external demands via a single parameter distribution has been found to be inadequate to capture the true behavior due to negligence of added variances (e.g. Poisson process). Excellent discussions on the inadequacy of single parameter netting approaches can be found in [20, 9, 11] . The use of a two-parameter distribution herein overcomes this netting difficulty.
If the inflow and external demand processes are Brownian motion processes, this net flow is an exact representation. If the processes themselves are not Brownian motions, for high rates of inflows and external demands of, say, Poisson processes, Brownian motion assumption can be taken as a good continuous approximation (see [15] ). Due to the existence of an autonomous supply process, on-hand inventories may accumulate to levels which are deemed prohibitively high from either an economic perspective (e.g., excessive holding costs) or a physical perspective (e.g., storage capacity limitations). In such cases, it may be desirable to dispose of some of the accumulated stock. We consider positive fixed and variable costs of disposal, K d and c d , respectively. The objective is to minimize the expected total cost rate subject to a fill rate constraint. The expected total cost consists of expected ordering, holding, purchasing and disposal costs; backordering costs are treated implicitly. We express the fill rate measure through the fraction of time that there is positive inventory on hand; we will set the fill rate measure to be at least a where 0 < a < 1.
With both disposal and reordering options, we employ the following four-parameter continuous review policy:
Policy: A replenishment order of size Q is placed whenever the inventory position drops to the reorder point r, and, whenever the inventory position exceeds the disposal trigger level S, excess inventory is disposed of to bring the inventory position down to s immediately, so long as there are no outstanding orders.
This control policy will be referred to as the (S, s, r, Q) policy, where Q and r denote the replenishment decision variables, and S and s denote the disposal decision variables. A continuous review control policy may be implemented when the inventory system can be monitored continuously at negligible cost as the modern technology currently enables; and, it provides a lower bound on the expected cost rate with respect to its periodic review counterpart. We consider only non-negative values for the control variables in our analysis and set S P s and s > r. The first follows from the definition of a disposal trigger level and the second is required since, otherwise, a disposal would trigger a simultaneous reordering decision.
For analytical convenience, we assume that the inventory level is always above the reorder point r when an order is received. That is, we assume that the net demand during a lead time period never exceeds the ordering quantity. With this assumption, we, slightly, overestimate holding and disposal costs and, underestimate ordering and purchasing costs, fill rate and time between successive replenishment orders. Since, under the proposed policy, disposal and reordering decisions are made only when there are no outstanding orders, there will be only one outstanding order at any time.
In our analysis, we use the renewal theoretic approach. Under the control policy stated above, the stochastic process representing the inventory position repeats itself probabilistically at the epochs when the inventory position hits r. Therefore, the reordering instances constitute regeneration points and a cycle is defined as the time between two consecutive order placements. A cycle consists of two segments -a lead time period of constant length, L, and a stochastic segment lasting from the receipt of the order until the next reorder instance. The derivation of the expressions for the operating characteristics of the inventory system rests on some fundamental results regarding the behavior of Brownian motions moving either in an unrestricted fashion or within a strip (an interval bounded from above and under). We present these results in the next section and proceed with the derivation of the operating characteristics in Section 4.
Preliminaries
In this section we present some results on the behavior of a Brownian motion moving within a strip. From Cox and Miller [8, p . 222], we immediately have Proposition 3.1. Let b < x < a. Then, for a Brownian motion {X(t), t P 0} with drift l, variance coefficient r 2 and X(0) = x, moving in the strip [b, a] , the probability density function of the location, y, of X(t) is given by f X ðtÞ ðy; t; xÞ ¼ e 
where
Next, we consider the probability of a Brownian motion hitting the boundaries of a strip and the corresponding expected first escape times. Although their derivation rest on known properties, some of them are not readily available in the literature. For this, we introduce the following variables: T u,v denotes the time the Brownian motion, starting at u, hits v for the first time; and, T z u;v denotes the time it takes the process, starting at u, to hit v for the first time, without hitting z, where z < u < v. Finally, T u,vz denotes the time it takes the process, starting at u, to escape from the strip [v, z] for the first time. Similarly, let P z u;v be the probability that the process, starting at u, hits v before z, that is P z u;v ¼ P ðT u;v < T u;z Þ. 
Proof. See Appendix.
For the special case of l = 0, Proposition 3.2 reduces to ðiiÞ EðT x;ba Þ ¼ ðx À bÞða À xÞ r 2 :
Finally, we need following results for the expected on-hand derivations.
Proposition 3.3. Let b < x < a. Then for a Brownian motion {X(t), t P 0} with X(0) = x, drift l, variance coefficient r 2 and moving in the strip [b, a], the expected area under its trajectory until the escape time is 
Proof. See Appendix h.
Similarly, for the special case of l = 0, we have Corollary 3.2. Let b < x < a. Then for a Brownian motion {X(t), t P 0} with X(0) = x, l = 0, variance coefficient r 2 and moving in the strip [b, a], the expected area under its trajectory until the escape time is
We are now ready to develop the expressions for the operating characteristics of the inventory system.
Operating characteristics and objective function

Operating characteristics
Under the proposed policy there is no intervening action on the inventory levels during the lead time period. Hence, the inventory level behaves as an unrestricted Brownian motion process throughout the lead time period with drift l and variance coefficient r 2 . When the order is received, however, the policy may dictate an intervention. Specifically, if the inventory level is found to exceed S, an immediate disposal action is taken to reduce the inventory level immediately to s; otherwise, no action is taken. Therefore, there may be a sudden jump in the inventory level at the end of lead time period in some cycles. Thus, the end of a lead time period corresponds to the instance when the outstanding order arrives and an immediate disposal action is taken, if necessary. The inventory level at the end of the lead time period is denoted by x. As discussed, we reasonably assume r < x < S.
In the remaining part of the cycle, the inventory level behaves as a Brownian motion (with drift l and variance coefficient r 2 ) moving within strips, defined by the parameters of the control policy. (See Figs. 1-7 for hypothetical realizations of various cycle types.) Due to an abrupt regime change right after the lead time, we develop the expressions for the operating characteristics of the inventory system, separately, for the lead time period and for the segment after the order arrives until the end of the cycle. Throughout, we let the position of the inventory level at time t be denoted by I(t).
Analysis of the lead time period
We begin with the analysis within a lead time period. As we employ a renewal theoretic approach, without loss of generality, we will set the time origin t = 0 as the beginning of a regenerative cycle, which, by definition, coincides with the beginning of the lead time period. Since, under the (S, s, r, Q) policy, no replenishment-disposal action is taken during the lead time period, the inventory process behaves as an unrestricted Brownian motion within this period. Therefore, for 0 6 t < L, I(t) is normally distributed with mean (r + lt) and variance r 2 t, where r is the initial position of the process in a cycle (see [8] ). We assume that l takes only zero or negative values. Hence, the expected on-hand inventory carried during the lead time period, E(LOH), and the expected time that the inventory system is out of stockout in a cycle, E(SO), can be computed as follows:
with where f I(t) (x) denotes the probability density of I(t) and U is the cumulative distribution function of a standard normal distribution. Substituting (6) in (5) yields the following result: Similarly, the expected stockout period during the lead time is given by 
Analysis after the lead time period
We first derive the expressions for the operating characteristics conditional on the inventory level x after the lead time period ends and denote them by subscript x. Later we will uncondition them to obtain the operating characteristics of the system. In this segment of the cycle, the behavior of I(t) is identical to that of a Brownian motion moving in strips. Therefore, our analysis rests on the results given in Section 3.
Under the proposed control policy, whenever the inventory level exceeds S, the excess inventory is disposed of and the inventory level is brought down to s. Since the material inflow and demand processes are random, there may be a multiple of such disposal actions before the cycle ends, leading to a possible repetitive behavior for the process within a regenerative cycle (e.g. Figs. 3, 5 and 7) . Fig. 1 illustrates an example of a trajectory where the process, starting at some level x (r < x 6 s), escapes from the strip [r, s] for the first time through the lower-boundary r and completes the cycle. However, if the first escape occurs at the upper boundary, s, then the inventory process initiates a new movement within the strip [r, S] starting from s. Here again, if the process hits r before S, then the cycle is completed (see Fig. 2 ). Otherwise, at the instance of hitting S, a disposal occurs to make the process jump down to s, restarting a probabilistically identical movement. Such restarts may occur repeatedly; Fig. 3 These repeated restarts generate a maze-type (i.e. recurrent) behavior which we exploit in deriving the operating characteristics of interest. In particular, we will derive the expressions for the expected cycle length, expected inventory-days (i.e., inventory carried over time) after the lead time period and the expected number of disposal actions and the quantity disposed of in a cycle by considering the behavior of the inventory level as a Brownian motion moving in strips and invoking some of the key results presented in Section 3. Since the underlying process is a Brownian motion, we consider each strip separately and, for convenience, take the time origin within that strip as the time instance when the process enters that strip. We, then, patch such strips together to obtain the behavior within the totality of the cycle.
We begin our analysis with the expected time until the cycle ends. Define T u as the remaining time until the end of a regenerative cycle from any instance when the inventory level is u. Then, T x will be the time until the cycle is completed if the inventory level after the lead time period is x.
Case 1: r < x 6 s. According to the possible cycle realizations discussed above, for x 2 (r, s] we can write
where v(AE) is the indicator function and
In (10), the first line corresponds to a realization where the process leaves the strip [r, s] at level r, completing the cycle; and, the second line corresponds to a realization where the process leaves the strip at s, starting a motion in a new strip [r, S], for which the time until the cycle ends is given by (12) . Noting the maze-type behavior discussed above, we find Using Proposition 3.2 and the above relations, the expected time remaining until the end of a cycle with x units of on-hand inventory after the lead time period is given as follows:
Case 2: s < x < S. The remaining cycle time at the end of the lead time for this case is written as
The first term in the above expression is the time until the process escapes from the strip [s, S]; the second term comes from the fact that regardless of the boundary from which the process escapes, the remaining cycle time is given by T s . Again invoking Proposition 3.2 to obtain the expected value of the expression given in (15), we find that this expectation is exactly the same as the one given by (14) . Next, we consider the expected inventory-days (the area under the inventory level curve) within a cycle after the lead time period.
Let OH u be the inventory carried until the end of the cycle from any instance when the inventory level is u. Also, let OH z u;v be the inventory carried until the inventory level hits v before z for the first time starting at u and OH u,vz be the inventory carried until the process escapes from strip [v, z] . We again consider the cases separately:
Case 1: r < x 6 s. The inventory carried until the end of the cycle if the inventory level after the lead time is x, can be written as follows:
if T x;r < T x;s ;
The first line of (16) corresponds to the area denoted by A1 in Fig. 1 , where the process hits r before s. The second line corresponds to the case where s is hit before r (see Figs. 2 and 3 ). The first term of the second line is the area, A2, whereas the second one is, B, the total inventory carried until the end of the cycle from the point s, denoted by OH s . Similar to the cycle length arguments, we see that there exists a maze-type structure in the carried inventory expressions. Hence, we have (17) correspond to the areas A3 and A4 in Figs. 4 and 5 , respectively. Therefore, we can write as before
In order to evaluate the above expectations, we employ the result given by Proposition 3.3 in which the term A x,ba corresponds to the expected inventory carried until the process escapes from strip [b, a] starting from x. Thus, we have E(OH x,rS ) = A x,rS and E(OH s,rS ) = A s,rS .
Next, we develop the expressions for the expected number of disposal actions, each incurring a fixed cost of K d , and the expected quantity disposed of with each disposal action. Under the proposed policy, whenever the inventory level exceeds the disposal threshold S, excess amount is disposed of, as long as there are no outstanding orders. Therefore, the expected number of disposal actions and the total number of units disposed of are evaluated only for the remainder of the cycle after the order arrives. Since the inventory levels may grow excessively during a lead time period due to inflow of material, it is possible that, just when the order arrives, the inventory level, I(L) + Q, may be found at or above S. If so, a disposal action is taken immediately reduc-ing the inventory level instantaneously to s and the quantity disposed of is (I(L) + Q À s). Such an immediate disposal occurs with probability P(I(L) + Q P S), where I(L) is normally distributed with mean lL + r and variance r 2 L. In this case, the remaining segment of the cycle begins with inventory level x = s with the positive probability given above. (See Figs. 6 and 7. ) If, however, I(L) + Q is found to be less than S, then, no disposal action is taken and the remainder of the cycle begins with the inventory level x = I(L) + Q with the probability density of a normal variate with mean lL + r + Q and variance r 2 L. Due to the one order outstanding assumption, we assume the probability that x 6 r is negligibly small, and, hence, consider only the case when r < x < S. Let N x be the number of disposal actions until the end of the cycle, if the inventory level after the lead time is x. Observe that x may attain the value s in two ways: Either when an immediate disposal action is taken after the order arrives, or when the level of the unrestricted Brownian motion immediately before the order arrives is found to be s À Q. The first case has the positive probability given above, whereas the latter is described by a normal probability density. We consider these cases separately.
First, consider the realizations when there is no immediate disposal action after an order arrives. Starting at x, if the process directly goes down to r, without hitting S, then N x = 0 with probability P S x;r . In order that there are n disposals, the process, starting from x, first goes to S without hitting r with probability P r x;S and the inventory level is immediately reduced to level s by disposal. Then, the process, starting at s reaches S before r with probability P r s;S consecutively for n À 1 times, and finally, starting at s, it reaches the level r before S and completes the cycle. Hence, we can write the following probability mass function for N x : 
Then, the expected number of disposal actions when the inventory level at the end of the lead time is x, is given by the following expression for which the proof is given in Appendix.
In each disposal action, the quantity disposed of is exactly (S À s); therefore, the expected total amount of stock disposed of in a cycle with x units of on hand stock at the end of the lead time period can be found by multiplying this number by E(N x ). Next, consider the realizations where an immediate disposal is made after an order arrives; that is, x = s with a positive probability. In this case, the number of disposal actions is one more than the case when x = s without any disposal action. In the particular disposal action immediately after the order arrives, the number of units disposed of depends on the inventory level immediately before the order arrives. Let n(t;u,v) and N ðt; u; vÞ ¼ R 1 t nðx; u; vÞdx denote henceforth the probability density and the tail probability of a normal random variable with mean u and variance v. Then, since I(L) is normally distributed with mean r + lL and variance r 2 L, the expected number of units disposed of immediately after the order arrives is given by R 1 ðSÀQÞ ðy þ Q À sÞnðy; r þ lL; r 2 LÞdy N ðS À Q; r þ lL; r 2 LÞ :
Special case of zero drift (l = 0)
For the case of perfect balance between the external demand and autonomous supply rates, some expressions of the operating characteristics yield simple elegant expressions provided below:
where E(CL x ) denotes the expected cycle length conditioned on x. Finally, for r < x < S, the expected number of disposals given by (19) reduces to
The expressions for E(OH x ) for Cases 1 and 2 are obtained by employing the result given by Corollary 3.2.
Similarly, for x = s, the expressions for the expected number of disposal actions and the quantities disposed of are found as discussed above by setting l = 0.
Objective function
The expected total cost under the (S, s, r, Q) policy can now be obtained by using the equations above. The operating characteristics we have derived so far were conditional on the level of the inventory at the end of the lead time period. Therefore, we first express the unconditional expectations, and then, construct the expected cost rate. The distribution of x has both a continuous component described by a normal density and a discrete point, the probability of which is given by the tail probability of a normal random variable.
The expected cycle length, E(CL), and the expected on-hand inventory carried during a cycle, E(OH), are given by
The expected disposal cost, E(DC), which includes both fixed and variable components, is similarly found as
In a cycle, the total inflow of returns and replenished units must equal the total outflow of external demand and disposed of units. Hence,
where the last term is unit disposal cost multiplied by the expected quantity disposed of in a cycle, E(DQ).
Invoking the Renewal Reward Theorem (see [18] ), the expected total cost rate is given by the ratio of the expected cycle cost to the expected cycle length yielding TCðS; s; r; QÞ ¼
After some algebra, we get TCðS; s; r; QÞ ¼
The optimization problem is then stated as min TCðS; s; r; QÞ; s:t: EðSOÞ EðCLÞ 6 1 À a:
In the foregoing model, we make a couple of basic assumptions: (i) there is at most one outstanding order at any time and, (ii) the on-hand inventory at the end of a lead time period is always greater than the reorder point, x > r. Next, we briefly discuss their impact on our analysis. Under (i), we underestimate the expected on-hand inventory, the expected ordering/purchasing costs and the fill rate. As the inventory level at the end of the lead time period is also being overestimated, it is likely that we are underestimating the expected number of disposals and ensuing disposal costs. For high desired fill rates, the assumption of at most one outstanding order would hold well since r would be set accordingly high. Assumption (ii) holds when the probability that the net demand during lead time exceeds the order quantity Q is very small. If this assumption does not hold, it would imply in general that the expected on-hand inventory during the lead time and the fill rate are overestimated, resulting in underestimation of the ordering/purchasing costs and overestimation of disposal costs.
In our numerical study, we also adopted an approximation to alleviate the numerical tedium, by replacing the inventory level at the end of the lead time by its expected value. This approximation is similar to the one commonly used for the classical (Q, r) model where it is assumed that, on average, only the 'safety stock' component of the reorder point level remains at the end of lead time (see [14] ). Hence, we set x = Q + r + lL in the expected cycle cost and cycle length expressions given in Section 4. In a preliminary numerical investigation on 270 instances, we compared the approximate and the exact expected cost rates. The return ratio and coefficients of variation of return and demand processes are denoted by c(=l R /l D ), CV R (=r R /l R ) and CV D (=r D /l D ), respectively. The instances were generated from a set where h = 1, c r = 4,
, CV R 2 {0.5, 1, 2} and c varying between 0.50 and 0.95 at increments of 0.05. Overall, the mean and the median of the percentage deviation between the exact and approximate computations were À0.27 and À0.19%, respectively. Thus, we conclude that this approximation would not confound the main implications of our study.
Numerical study
We conducted our numerical study to investigate two aspects: (i) the sensitivity of the control policy parameters to various system parameters, and (ii) the comparison of the proposed policy with the disposal option vis a vis the classical (Q, r) policy without such an option.
The test bed used in our numerical study was generated with the following cost parameters: h = 1, . We set c r = c o so that arbitrage opportunities are not allowed. We considered L 2 {0.1,1,5}, a 2 {0.95,0.99, 0.999}, c over a range of 0.50 to 0.97 and l 2 {0,À1,À20,À200,À2000}. (Taking into account c and annual cost of capital of, say, around 10%, the actual demand rates considered would range between 2 and 40,000 per year.) For large net demand rates (l 2 {À20, À200, À2000}), we also tested K o /jlj 2 {2.5, 5, 25, 50} which result in alike inventory turnover rates, while retaining the rest of the parameter set. For a given non-zero net demand rate, r can be calculated from the relationship between c, CV R and CV D ; that is, r ¼ jlj 1Àc
. Thus, for non-zero net demand rates, a broad set of r values are obtained by setting CV R 2 {0.5, 0.75, 1, 1.5, 2} and CV D = 0.3 for different c. Although it does not confound our results in any way, we chose our parameters such that the return process is more variable than the external demand process. This would be the case when the return process is determined by the consumers' environmental awareness and propensity to return reusables. Since these propensities would not be uniform across the consumer population, they would add to the uncertainties of the return process.
For the special case of no drift, l = 0, we only examined the cases where CV D = 0.3, CV R = 0.4 and r = 1. With this construction, we generated a total of 24,912 instances: (i) 324 instances for l = 0, (ii) 24,300 instances for l = À1 and À20 and (iii) 288 additional instances for l = À200 and À2000. (The entire data set and numerical results can be obtained from the authors.)
Our experimental set consists of realistic scenarios as well as somewhat extreme situations for sensitivity analysis. For example, with l = À200, c = 0.95, L = 0.1, c d = 1 and c r = 9 we have a scenario where, for an annual cost of capital of slightly more than 11%, the demand rate is approximately 4000 units per year, the delivery lead time is about 5 weeks and unit disposal cost is almost 10% of a new product -a realistic high demand, low unit disposal cost setting. However, with l = 0, CV D = 0.3, CV R = 0.4, r = 1, L = 0.1, c d = 1 and c r = 4, we would be considering a scenario where, for an annual cost of capital of 25%, the demand rate is only 2 units per year and unit disposal cost is a quarter of the cost of a new item -an extreme setting with slow-moving items and high holding costs. Hence, we are able to observe the impact of disposals with fixed costs over a large range of demand settings. Throughout, we use ( * ) to denote the optimal value of a policy parameter or of an entity of interest.
Sensitivity analysis
We begin our discussion with the special case of l = 0, which corresponds to a return ratio of one. A perfectly-balanced system provides an interesting benchmark case and highlights the fundamental tradeoff between inventory concerns and the disposal option. In Table 1 , we provide results as we vary the maximum inventory level S at different values. Setting S externally enables us to observe the impact of disposal thresholds and may as well be viewed as corresponding to a physical constraint on the inventory system such as limited warehouse or storage capacities. First, we observe that the expected total cost rate is unimodal in S. (See also Fig. 8.) Incidentally, our numerical studies indicate joint unimodality of the expected cost rate function with respect to the policy parameters for all net demand rates, although we have not been able to show this analytically. A second observation from Table 1 concerns the appropriateness of the (Q, r) policy. By definition, as S ! 1, the proposed policy reduces to the (Q, r) control policy which prohibits any disposal. We see that employing the best (Q, r) policy instead of the best (S, s, r, Q) policy more than triples the cost rates for the no drift case in this setting! We shall discuss policy comparison in detail further below. We proceed to discuss the results on sensitivity of the control policy parameter for demand settings with negative drift.
From the results presented in Table 2 , we observe that the overall behavior of the policy parameters with respect to the system parameters is intuitive. As the fixed disposal cost, K d , increases, S * increases, whereas, s * decreases. This behavior can be explained as follows. As K d increases, a disposal decision becomes more costly. The system should either reduce the number of instances of disposal or increase the quantity disposed of in each instance. Hence, we observe that (S * À s * ) increases. Similarly, as K d increases, Q * decreases to prevent possible disposals, which become more expensive.
The net demand variability is governed by c and CV R in our numerical experiments. The impact of each on the policy parameters is similar. As c increases, both Q * and (S * À s * ) tend to increase. This implies that larger net demand variability results in more disposals. As expected, the reorder point is also increasing in c since r * implicitly depends on the fill rate.
The impact of the desired fill rate is not monotonic on S * , s * and Q * ; it appears that other system parameters as K d , c and l also have an effect on them simultaneously. However, the reorder point is monotonically increasing in a. This is expected since a larger r * value means a higher fill rate. Sensitivity results for lead time and fixed ordering cost are not tabulated herein for brevity. In these unreported results, similar effects are observed for the lead time.
As to the fixed ordering cost, as K o increases, the optimal order quantity is observed to increase, as expected. In our model, a larger order quantity implies that the inventory level as a stochastic process is more likely to visit the states in the neighborhood of the disposal trigger level. Hence, with a larger order quantity, the likelihood of a disposal is larger. In order to compensate for this, S * increases, thereby, making less likely the event of hitting the disposal trigger; and s * increases to reduce the incurred variable disposal costs, but not as much as S * , so that (S * À s * ) also increases with K o . Hence, one can conclude that the increase in the optimal order quantity is also partly due to an increase in the quantity disposed of.
Comparison with the (Q, r) Policy
Next, we compare the performance of the system under the proposed control policy with the disposal option vis a vis that under the classical (Q, r) policy. Our goal in this part of the numerical study is to investigate the utility of the disposal option in inventory control of reusables and to assess the impact on costs of ignoring such an option. We do not report the values of the parameters of the best (Q, r) policy but only present the percentage cost difference between the two policies, D% ¼ Tables 2-5 . As the fixed disposal cost K d increases, the difference between the two policies decreases. This is best observed in Table 2 . This is to be expected since the disposal option becomes more costly. Recall that the Table 1 Sensitivity analysis when S is set exogenously (L = 5, l = 0, r = 1, a = 0.99, K o = 500, c d = 1, c r = 4) effective unit disposal cost is c d + c r as given in Eq. (30). In Table 2 , we vary c d as a fraction of c r while maintaining the unit effective disposal cost. We observe that as c d increases, D% also increases. This implies that for systems with the same effective unit disposal cost, the savings under the proposed policy are larger when c d gets larger with respect to c r . This interesting result arises from the fact that the constant term c r l D constitutes a larger fraction of the total cost rate under the proposed policy than under the (Q, r) policy. We also observe that D% decreases as the desired service level a increases. As the fixed ordering cost K o increases, D% also decreases (see Table 4 ). This is largely due to the fact that replenishment costs start constituting a larger portion of the total costs; also, effective costs associated with disposed quantities become larger. The impact of the lead time duration on D% does not exhibit a clearly distinguishable pattern (see Table 5 ).
The savings one gets from the disposal option depend on the mean and variance of the net demand. For the same r, the performances of the two policies converge (D% approaches zero) as the magnitude of net demand (jlj) increases. This is because the inventory level, as a stochastic process with negative drift, does not frequently visit the states in the positive half-plane and, thereby, the system does not incur too much inventory holding cost. Hence, no need arises to reduce inventory costs through disposing of some stock. The same argument holds for decreasing r as l is kept constant, as well. We observe that changes in the mean net demand rate have more influence on D% than those in r.
In line with these general observations, we find the following. As c decreases, the net demand variability r decreases and, thereby, D% also decreases. On the other hand, as CV R begins to increase, D% begins to increase. This happens because high variability in return flows leads to accumulation of stock and necessitates the disposal of the excess. Although the effects are more pronounced for high return ratios, we observe, for Table 2 Sensitivity analysis (L = 0.1, l = À20, K o = 1000 and CV R = 2) Fig. 10 , that the disposal policy results in substantial cost savings even for the systems with moderate return ratios but high return variability (e.g. when CV R = 2 and c = 0.75 the cost rate difference is approximately 10%). For the same CV R , D% increases as jlj increases for slow-moving to moderate demands. For example, in the cases considered in Fig. 9 and Fig. 10 , we see that for CV R = 0.5, 1, 1.5, 2, a = 0.99 and c = 0.90, the cost rate difference takes on the range of values, 0.91 À 36.76 and 5.29 À 54.71 for l = À1 and À20, resp. (Recall that we set CV D = 0.3 throughout the numerical study.) We see that the increase in D% is Table 4 Policy comparison (L = 0.1, l = À20, CV R = 1, c d = 1 and c r = 4) a = 0.95 a = 0.999 more pronounced for l = À20 than for l = À1. However, as jlj gets larger, we observe that D% drops to zero (for l = À200 and l = À2000), which follows from the interplay between jlj and r as mentioned above. Previously, Teunter and Vlachos [19] have shown that, for zero fixed disposal cost, disposals are beneficial only when the item is slow-moving and the return rate is high. Our results support this finding. This is as expected since addition of a fixed disposal cost makes disposal decisions less desirable. However, we should also report our observation that systems with high actual demand rates may also experience savings if the net demand rate for the system is low. For instance, with c = 0.95, l = À200 and c r = 9 in Table 3 , the actual demand rate is 4000 units per year with an annual cost of capital of slightly more than 11% and, the corresponding saving is 14.1%. Hence, the actual demand figures may be misleading in stating a priori when disposals may be beneficial. We recommend that the net demand's mean and variability be considered. We also observe that for large net demand values, the fixed ordering and disposal costs must also be relatively Table 5 Policy comparison (l = À1, K o = 500, CV R = 1, c d = 1 and c r = 4) high to obtain benefits from disposals. For instance, for l = À20,À200 and À2000, equivalent cost savings (%14%) were obtained only if the ratios of fixed costs to demand rates (K o /jlj, K d /jlj) were maintained as jlj grows large for the same CV; otherwise, disposal option becomes uneconomical quickly as jlj grows large. The above behavior is seen at all service levels considered. In addition to the tabulated results, we should report summaries of our findings on policy comparison over the entire experimental set for negative drift: Over all experiment instances with negative drift (24588 out of a total of 24,912 instances), we have observed D% to a have a mean value of 4.5% and a maximum of 76.4%. We see that incorporating the disposal option in the presence of positive fixed disposal costs can result in savings. The savings diminish for large net demand rates, l ow net demand variance, low fixed ordering/disposal costs and low holding costs.
Conclusion
In this paper, we considered a single-location inventory system for a reusable item with stochastic external demand and an autonomous supply providing an independent inflow of material in addition to a regular supplier with constant delivery lead time. Our model differs from the available models on resuables facing random demand in that we allow for non-zero fixed disposal costs. We proposed a continuous review, four parameter replenishment-disposal policy for inventory control. As such, we are able to determine the optimal disposal batch size as well as the disposal action trigger level, reordering quantity and its timing. We modeled the net demand process as the superposition of the normally distributed demand and inflows resulting in inventory levels represented by a Brownian motion. Under the assumption of at most one order outstanding at any time, the operating characteristics of the system were derived and the optimal values of the policy parameters that minimize expected total cost rate were obtained under a fill rate measure constraint.
The benefits of a disposal option on reduction of cost have been studied in the literature for systems with random demand when fixed disposal cost is zero. The main conclusion from that research has been that disposal option can lead to considerable savings, but only for cases with slow-moving items and large return ratios. In our study, we strengthen these findings and extend them in a number of directions. First, disposals of excess stock may result in significant savings even in the presence of non-zero fixed disposal costs. Secondly, we observe in our numerical study that benefits arising from disposals depend on the net demand rate and that savings are possible for large actual demand rates if the return rates are also high. Substantial savings can be achieved even for moderate return rates as long as the net demand variability and fixed costs are sufficiently high.
There are a number of possible extensions to our model. Non-linear holding costs may be incorporated which would imply further penalization of excessive inventory build-up and increase the attractiveness of disposals. Also the assumption of constant lead times may be relaxed to allow for uncertainty in delivery times. In this study, we considered an independent inflow; correlated demand and return processes would be interesting to study as well. Finally, another possible extension that can build on the elements of our model is to look at the same problem with an NPV approach instead of a cost rate. Such an approach would be most useful to study the impact of additional uncertainties in the operating environment such as prices and discount rates.
