We develop an analytically tractable Phillips curve based on state-dependent pricing. We differ from the existing literature by considering a local approximation around a zero inflation steady state and introducing idiosyncratic shocks. The resulting Phillips curve is a simple variant of the conventional time-dependent Calvo formulation, but with some important differences. First, the model is able to match the micro evidence on both the magnitude and timing of price adjustments. Second, holding constant the frequency of price adjustment, our state-dependent model exhibits greater flexibility in the aggregate price level than does the time-dependent model. On the other hand, with real rigidities present, our state-dependent pricing framework can exhibit considerable nominal stickiness, of the same order of magnitude suggested by a conventional time-dependent model.
Introduction
In recent years there has been considerable progress in developing structural models of inflation and output dynamics. A common aspect of this approach is to begin with the individual firm's price setting problem, obtain optimal decision rules, and then aggregate behavior. The net result is a simple relation for inflation that is much in the spirit of a traditional Phillips curve: Inflation depends on a measure of real activity, as well as expectations of future inflation. This relationship differs from the traditional Phillips curve in its forward-looking nature and in that all the coefficients are explicit functions of the primitives of the model.
To date, these new Phillips curves (often grouped under the heading of "New Keynesian") reflect a pragmatic compromise between theoretical rigor and the need for empirical tractability. 1 While they evolve from optimization at the firm level, they typically restrict pricing behavior to time-dependent strategies where the frequency of adjustment is given exogenously. A leading alternative, of course, is state-dependent pricing, where the firm is free to adjust whenever it would like, subject to a fixed adjustment cost. This latter approach, however, leads to "Ss" pricing policies which are, in general, difficult to aggregate. 2 For this reason, the time-dependent approach has proven to be the most popular, despite the unattractiveness of arbitrarily fixing the degree of price rigidity.
Besides tractability considerations, however, there have been two additional justifications for the time-dependent approach. First, Klenow and Kryvtsov (2005; KK) have shown that during the recent low inflation period in the United States, the fraction of firms that adjust their prices in any given quarter has been reasonably stable, which is certainly consistent with time-dependent pricing. Second, in this spirit, it is often conjectured that time-dependent models are the natural reduced forms of a state-dependent framework for economies with relatively stable inflation. Indeed KK provide support for these notions by showing that a conventional state-dependent pricing model (Dotsey, King and Wolman, 1999 ; DKW) and a conventional time-dependent model (Calvo, 1983) yield very similar dynamics when calibrated to recent U.S. data.
An interesting recent paper by Golosov and Lucas (2007; GL) challenges this rationalization. The authors first note that to reconcile the evidence on the large size of individual firm price adjustments in the KK data with the low US inflation rate, it is necessary to introduce idiosyncratic shocks that create sufficient dispersion in price adjustments. They then observe that in this environment, even if price adjustment frequencies are stable (due to moderate inflation variability), there remains an important difference between state dependence and time dependence: Under state-dependent pricing, the firms that find themselves farthest away from their target price adjust, whereas under time dependence there is no such relation. The authors then go on to show numerically that an exogenous shock to the money supply has a much stronger effect on the price level and a much weaker effect on real output in a statedependent model with idiosyncratic productivity shocks, than it does in a standard time-dependent model calibrated to have a similar degree of price stickiness at the firm level. In particular, they find that the "selection effect" associated with state-dependent pricing may lead to quantitatively important differences with time-dependent pricing models. Overall, their numerical exercise is reminiscent of the theoretical example in Caplin and Spulber (1987) where state dependence can turn the non-neutrality of money resulting from time dependence on its head.
Because pricing behavior in their model is very complex, GL restrict attention to numerical solutions, as is typical in the Ss literature. In addition, they keep the other model features as simple as possible. Perhaps most significant, they abstract from interactions among firms that can lead to strategic complementarities in price setting. These complementarities -known in the literature as "real rigidities" -work to enhance the overall nominal inertia that a model of infrequent nominal price adjustment can deliver. 3 It is now well known that to obtain an empirically reasonable degree of nominal stickiness within a time-dependent pricing framework, it is critical to introduce real rigidities. Accordingly, abstracting from real rigidities makes it difficult to judge in general whether state dependence undoes the results of the conventional literature.
Our paper addresses this controversy by developing a simple state-dependent pricing model that allows for both idiosyncractic shocks and real rigidities. We differ from the existing Ss literature by making assumptions that deliver a model that is as tractable as the typical time-dependent framework. As with the standard time-dependent frameworks and the DKW state-dependent framework, we focus on a local approximation around the steady state. We differ from DKW by introducing idiosyncratic shocks, as in GL. We differ from GL, in turn, by introducing several restrictions and technical assumptions that permit an approximate analytical solution. The end result is a Phillips curve built up explicitly from state-dependent pricing at the micro level that is comparable in simplicity and tractability to the standard New Keynesian Phillips curve that arises from the time-dependent pricing.
Because we restrict attention to a local approximation around a zero inflation steady state, our analysis is limited to economies with low and stable inflation. We thus cannot use our Ss framework to analyze the effect of large regime changes (which, of course is also a limitation of the time-dependent approach.) On the other hand, our framework does capture the "selection effect" of state-dependent pricing: those farthest away from target tend to adjust more frequently, a feature that does not arise in time-dependent pricing. We can thus use our model to assess quantitatively how much extra price flexibility state dependence adds relative to time dependence, after allowing for the kinds of real rigidities thought to be important in the time-dependent literature.
In section 2 we lay out the basic features of the model: a simple New Keynesian framework, but with state-dependent as opposed to time-dependent pricing. Firms face idiosyncratic productivity shocks.
Borrowing some insights from Danziger (1999) , we restrict the distribution of these shocks in a way that facilitates aggregation.
In section 3 we discuss our approximation strategy and in section 4 we characterize the firm's optimal pricing policy. We make assumptions on the size of the adjustment costs that make it reasonable to restrict attention to a second-order approximation of the firm's objective function. Given a quadratic firm objective and the restrictions on the idiosyncratic shock distribution, we are then able to derive key theoretical result of the paper: a "simplification theorem" that makes the state-dependent pricing problem as easy to solve as the conventional time-dependent pricing problem, up to a second order.
In section 5 we characterize the complete model and present a log-linear approximation about the steady state. In section 6 we discuss some of the properties of the model. Among other things, we derive a Phillips curve relation that is very similar in form to the New Keynesian Phillips curve, except of course that it is based on state-dependent pricing. The slope coefficient on the real activity measure in the Phillips curve reflects this distinction. Holding constant the implied frequency of price adjustment, the slope coefficient in our state-dependent Phillips curve is larger than under the time-dependence. In this respect, our state-dependent framework exhibits greater price flexibility than the corresponding time-dependent framework. As in GL, the selection effect is at work. How much extra price flexibility state dependence induces depends on the model calibration and whether real rigidities are present.
In section 7 we calibrate the model to match the KK evidence on the frequency and absolute magnitude of price adjustments and also evidence on the costs of price adjustment. We then show that the model can deliver the kind of aggregate price-level stickiness emphasized in the time-dependent literature and yet remain consistent with the microeconomic evidence on price adjustment. Key to this result, as we show, is allowing for real rigidities. Concluding remarks are in section 8. Finally, we present some numerical simulations in the appendix to demonstrate that our approximate analytical solution provides a reasonably accurate description of local model dynamics.
Model: Environment
We begin with a conventional New Keynesian model (see, e.g. Woodford (2003) ). The basic features of the standard model include monopolistic competition, money, and nominal price stickiness. Also, for convenience, there are only consumption goods. We add three features to this familiar baseline framework: real rigidities, idiosyncratic productivity shocks and state-dependent pricing. It is of course incorporating this latter feature that poses the biggest challenge.
In particular, state-dependent pricing raises two difficult modelling issues. The first we alluded to in the introduction: In the most general state-dependent pricing model, the entire distribution of prices is a state variable. This gives rise to an intractable fixed-point problem. Inevitably, there is a need for some kind of simplifying assumptions or short cuts. As we noted, our strategy is to make restrictions on the distribution of idiosyncratic shocks to simplify the distributional dynamics. 4 Specifically, we use a formulation in the spirit of Danziger (1999) , who by assuming a uniform distribution of shocks was able to solve a carefully parameterized Ss economy in closed form. As we show, however, the effects of money on output are small (i.e. second order and above) for the case he was able to solve. We thus alter Danziger's formulation by allowing for a more flexible parameterization of the idiosyncratic shock process, one that makes possible significant nominal inertia and hence a significant first order effect of money on output. Specifically, each period a firm receives a uniformly distributed idiosyncratic productivity shock with probability 1 − α and no shock with probability α. Though we cannot solve for an exact solution with this more flexible process, we can obtain an approximate analytical solution by consideration a local expansion of the model around a zero inflation steady state (as is done in the time-dependent literature -see, e.g., Woodford (2003) ). Aside from having these very convenient features, the resulting unconditional distribution of the productivity shock has a simple fat-tailed form of the type that Midrigan (2006) argues is broadly consistent with the evidence. 5 The second modelling issue arises from the discontinuities and non-differentiabilities associated with in Ss adjustment. This issue potentially complicates finding a loglinear approximation of the model since Taylor's theorem does not apply to functions that are not differentiable. Fortunately, this technical problem is applicable to only a small percentage of firms that happen to lie near the Ss bands. In particular, for a firm near either of the Ss boundaries that does not receive an idiosyncratic shock in the current period, an aggregate shock in one direction may cause it to adjust, whereas a shock in the other direction will take it deeper into the inaction region. In this instance there is a kink in the firm's response to the aggregate state. We address the issue by assuming that in addition to the fixed cost of adjusting the price, there is a small "decision cost" to contemplating a price adjustment prior to the decision whether to adjust. If aggregate shocks are sufficiently small relative to idiosyncratic shocks, there will be a range of decision costs for which the firm only considers adjusting when an idiosyncratic shock hits. We assume that the decision costs are in this range. This assumption leads to smooth behavior of firms as they approach the Ss bands, eliminating any complication to log-linearizing our model. In an appendix we confirm that the decision cost is not of quantitative importance for the local dynamics of the model.
In the remainder of this section we lay out the basic ingredients of model. There are three types of agents: households, final goods firms, and intermediates goods firms. We describe each in turn.
Households
Households consume, supply labor, hold money, and hold bonds. The latter are zero in net supply. We assume a segmented labor market in order to generate strategic complementarities in price setting as in Woodford (2003) . In particular, we assume a continuum of "islands" of mass unity. On each island, there is a continuum of households of mass unity. Households can only supply labor on the island that they live. There is perfect consumption insurance across islands, and any firm profits are redistributed lump sum to households.
Time is discrete and indexed by t. Let C t be consumption; M t end-of-period nominal money balances; P t the nominal price index; N z,t labor supply on island z; W z,t the nominal wage on island z; Γ z,t lump sum transfers (including insurance, dividends, and net taxes); B t one period nominal discount bonds; and R n t the nominal interest rate from t to t+1. Then the objective for a representative household on island z is given by:
subject to budget constraint:
We index labor supply and the nominal wage by z because the island z labor market is segmented.
Since there is perfect consumption insurance, there is no need to similarly index the other variables, except for lump sum transfers, which may be island-specific. The first order necessary conditions for labor supply, consumption/saving, and money demand are given by: 
where ε > 1 is the price elasticity of demand for each intermediate good:
From cost minimization, the demand for each intermediate good is given by
and the price index is the following CES aggregate of intermediate goods prices:
Intermediate goods firms
Each intermediate goods firm produces output that is a linear function of labor input:
Here X j z,t is an idiosyncratic productivity factor for producer j on island z. (For simplicity we abstract from aggregate productivity shocks, though we can easily add them.)
Islands are occasionally subject to turbulence in the form of productivity shocks. These shocks follow a compound Poisson process. Each period a shock hits an island with probability 1 − α. These shocks are independent across islands.
When a shock hits an island, two things happen. First, a random fraction 1 − τ firms die and are replaced with an equal number new entrants. New entrants are born with X j z,t = 1 and set price optimally within the period they enter. Second, the remaining τ firms are hit with multiplicative i.i.d. productivity shocks. Let ξ j z,t , denote the shock to firm j on island z at date t. We assume that ξ j z,t is distributed uniformly with mean zero and a density 1/φ. The evolution of productivity is therefore:
if no productivity shock occurs.
if a productivity shock occurs and the firm survives (2.10)
The only purpose of the death probability is to make the distribution of productivity in the economy stationary. 6 It will drop out of the aggregate equations.
Each producer faces a fixed cost of adjusting its price. We assume that this cost takes the form
The fixed cost b will lead to Ss-style price adjustment policies. There will be a range of inaction in which firms keep their price fixed. Firms with prices outside of this range will adjust to a new optimum. We scale the adjustment cost by the factor (X j z,t ) ε−1 to keep the firm's decision problem homogenous as it size varies. This adjustment cost is in units of the final consumption good.
As we discussed in the introduction of this section, we introduce a cost to gathering and processing information to address a potential problem of non-differentiability, which we refer to as a "decision cost". We assume the following: Firms know when idiosyncratic turbulence hits their island, but to gather information about the precise value of the shock ξ they receive, and also to organize this information and information regarding the aggregate economy, they must pay a decision cost, d · (X j z,t ) ε−1 . If a firm elects to pay the decision cost, it can then decide whether to adjust its price. If it chooses to adjust, then it also incurs the fixed cost b(X j z,t ) ε−1 .
Money Supply
We close the model by characterizing monetary policy. In particular, we assume that the nominal money stock M t obeys a simple exogenous first order Markov process. It is straightforward to extend the model to allow for a richer characterization of monetary policy (see e.g. Clarida, Gali and Gertler (2000) ). However, we stick with this simple process because it provides the best way to illustrate the implications of our state-dependent framework for nominal stickiness.
We also introduce an explicit restriction on the size of the money shock. As we have just discussed, our approximation method will rely on the aggregate shock not having "too large" an effect on the firm's desired price in between periods where an idiosyncratic shock hits. What this requires is that the money growth rate be bounded over a horizon long enough to have the fraction of firms that survive the interval without receiving an idiosyncratic shock be small. A simple explicit condition that will ensure this is
where k(m) is the least integer that satisfies α k(m) ≤ cm, where c is an arbitrary positive constant.
Here m indexes the horizon k(m), as well as the range of allowable growth rates of the money stock over this horizon. When m is small, movements in the money supply will be small over this horizon and the probability that a firm survives k(m) periods without an idiosyncratic shock, α k(m) , will also be that they are non-stationary.
small. For reasonable model parameter values, this bound on money growth is not overly restrictive. 7, 8 
The Approximation
We approximate the model around a zero inflation steady state, with no shocks and no price adjustment costs. We assume that the ranges of the money shock m and the idiosyncratic shock φ are first order.
At the same time, we capture the notion that the adjustment cost b and the decision cost d are small by assuming that they are second order. A virtue of having second order adjustment costs, further is that they lead to a expression for Ss bands that are first-order (e.g. Mankiw (1985) , Akerlof and Yellen (1985) .
When ς = 0 the economy experiences no shocks and no price adjustment frictions, as well as zero inflation (since M t is fixed over an infinite horizon when m = 0). We will consider a first-order perturbation in ς about a value ς = 0. Note, since
order, b and d will be second order. Since m is first order, α k(m) will be first order (see equation 2.12).
In addition, our aggregation strategy relies on the fact that in the data idiosyncratic shocks appear to be are large relative to aggregate shocks. We use this to motivate certain relationships among the three elements of ς. First, in order for the uniformity assumption induce simple distributional dynamics, we need that there is always a productivity shock that causes a firm to raise its price and a productivity shock that causes a firm to lower its price. For this we need φ to be large relative to m and √ b. A sufficient condition is:
where ω is the distance between either price adjustment trigger and the target. 9 To interpret this condition, note that the first term on the right-hand side is equal to twice the steady-state log distance between the upper and lower price adjustment triggers. Since the shock is mean zero in logs it must have a support greater than twice this amount in order to take a firm at the upper trigger below the lower trigger. The second term is the maximal cumulative nominal disturbance over the past k(m) periods. This bounds how far the bands may move for the fraction 1 − cm firms that set their prices during the past k(m) periods. This term may be made tighter depending on the exact relationship between nominal marginal cost and the money supply. Second, in order to solve the non-differentiability problem involving firms near the Ss bands, we 7 What is critical is that the variation in aggregate nominal demand is bounded, which within this model translates into exogenous variation in the money supply. A better measure of nominal aggregate demand in the real world is nominal GDP, since there is considerable movement in the money supply that reflects factors such as financial innovation opposed to movements in nominal demand. In the appendix we show that for empirically reasonable variation in nominal GDP, our restriction on the magnitude of the aggregregate shock is satisfied as are our other parameter restrictions. 8 Under our baseline calibration, α is roughly 0.5. With cm = 0.05, k = 4, which implies that the bound applies to the annual growth rate of the money supply. 9 We will see below that ω =
require that the decision cost be large enough to prevent these firms from adjusting to aggregate conditions in the absence of an idiosyncratic shock. This will eliminate any asymmetric response of these firms to aggregate shocks. Note that this requires that the decision cost be in a specific range: large enough that firms are not willing to pay it in the absence idiosyncratic turbulence, but small enough to make them willing to pay it when they receive news that an idiosyncratic shock has hit. These considerations place further restrictions on the parameters of the model: φ must be large relative to d and movements in the money supply must be small. Since the implied bounds on d depend on the firms value function, we delay presenting them until after solving the model. At this point we just assume d is in the required range, so that firms only adjust after an idiosyncratic shocks. The firm delays adjusting to aggregate conditions until there is a sufficiently large idiosyncratic shock.
In Appendix C, we derive the explicit bounds on d and show that for our calibrated model there is indeed an admissible range d that is empirically reasonable. In particular, d needs to be between about 1 and 3 times the size of the menu cost b. 10 In addition, the appendix also presents a numerical solution to a version of the model that omits the decision cost and show that it yields dynamics nearly identical to those of our baseline model that includes the decision costs. Intuitively, since aggregate shocks tend to be small relative to the Ss bands, the decision cost only affects a small number of firms near the price adjustment triggers, and only affects the aggregate dynamics through the effect that these firms have on the price level. 11 
Firm's Optimal Pricing Decision
In this section we first characterize the firm's objective function. We argue that given our approximation it is reasonable to consider a second order approximation of the objective function. We then show that our restriction on adjustment costs in conjunction with the uniform distribution of the shock, leads to considerable simplification of the objective, up to a second order. We use this quadratic objective to derive a log-linear approximation of the decision rules about the steady state. Throughout, we make use of our assumptions about the decision cost to restrict firms to adjusting price only during periods of idiosyncratic turbulence.
The Firm's Objective
At this point we drop the (j, z) scripts except where clarity is a concern.
Real profits net of the menu cost,Π j z,t , are given by 10 While we introduce d for technical reasons, Zbaracki et al. (2004) find that the managerial costs of information gathering and decision making are larger than the physical costs of adjusting prices b. Moreover, Fabiani et al. (2004) find that firms in the Euro area review their prices more often then they change them. 11 The appendix shows that under our baseline calibration, the fraction of firms close to the Ss bands is very small. Indeed, at the end of any given period most firms are concentrated in the center of the Ss bands. Intuitively, all firms that adjusted price in the period move to the center of the bands. Further, a fraction of firms that were around the center at the begnining of the period do not receive a new idiosyncratic shock.
where b t is defined by equation (2.11). Note that the firm's real marginal cost is W t /(P t X t ).
It is convenient to recast the firms problem in terms of the markup µ j z,t
There are two advantages of using the markup as the decision variable as opposed to the posted price, Q t . The first is that all firms that reset their price in period t will wind up choosing the same value of µ t . By contrast, given that the labor market is competitive within the island (which implies that all firms on the island face the same wage, W t ), the optimal reset value of Q t will vary inversely with X t . The second advantage is that the markup is stationary. Note that because µ t depends on X t and W t it may change even if the firm keeps its nominal price constant. That is, letting µ * t be the optimal re-set value of µ t :
Effectively, the firm's decision problem is to judge whether its markup in the absence of a price adjustment has drifted sufficiently away from the optimal reset price to justify the fixed adjustment cost. Restating period profits in terms of the markup and making use the firm's demand function (2.7) yields:Π
We let Π t denote the term in square brackets, so thatΠ t ≡ X ε−1 t
At this point it is useful to define several variables:
A z,t summarizes the effect of the economy on current profits. Λ t,t+i is the stochastic discount factor. µ t is the markup that is inherited from the prior period. It depends on last period's nominal price Q t−1 , and is the markup in the case of non-adjustment.α is the probability that the firm survives to the next period.
The firm's value function is then:
V depends on the inherited markupμ t , the level of productivity X t , and on Ω t which summarizes variables exogenous to the firm and depends on the current values of C t , Y t , W z,t , and P t , as well as their future evolution. 12 Given that gross profits and adjustment costs are homogeneous in X ε−1 t
, it is convenient to define the normalized value function v(μ t , Ω t ):
We now express the normalized value function in a recursive form and incorporate our assumption that due to the decision cost the firm adjusts only in periods of idiosyncratic turbulence. Let v(µ t , Ω t ) denote the value after price adjustment. In deciding whether or not to adjust in period t the firm compares v at the inherited markup to v at the optimal markup:
v is then equal to current profits plus the present value of an optimal policy tomorrow:
With probability α no idiosyncratic shock hits tomorrow and the firm maintains its price. The continuation value is v where the markup changes with the change in the wage rate. With probability (1 − α)τ the firm survives idiosyncratic turbulence and chooses whether or not to adjust its price. The continuation value is v and the inherited markup reflects both the change in the wage rate and the innovation in productivity.
Approximate Value Function
Our goal in this section is to derive an approximate value function that leads a tractable (approximate) solution to the decision problem. We approximate the firm's problem for small ς. We do so in two steps. First, we show that second-order b in conjunction with the uniform distribution of the productivity shock implies that the continuation value contingent on an idiosyncratic shock at date t + 1 is independent of µ t up to a second order. Second, we use the fact that second-order adjustment costs lead to a first-order range of inaction to justify taking a second-order approximation of profits. It is convenient to define the target and trigger in logarithmic terms. Let ln µ * t denote the natural log of the target markup and let ln µ L t and ln µ H t be the natural logs of the upper and lower triggers. Under the Ss policy, the firm adjusts to ln µ
A Simplification Theorem
What complicates the firm's problem is that it must take account of the continuation value conditional on an idiosyncratic shock, E t
. Absent this consideration, the choice of the target price at time t would just involve taking into account discounted profits in states where the firm's price and productivity remain fixed. In this respect, the choice of the target is no more difficult than in the conventional time-dependent framework. The choice of the triggers also simplifies. We now show that under our assumptions,
o is independent of the firm's period t choice of the target, up to a second order approximation. The decision problem will then simplify, along the lines we have just suggested. Proposition 4.1. Suppose (a) b is second order in ς (implying ln µ L t − ln µ * t and ln µ H t − ln µ * t are first-order), and (b) φ satisfies (3.1), then the expected value at date t of an optimal policy after an idiosyncratic shock at date t + 1,
is independent of the current value of µ t to a second order. In particular, the firm can treat its objective as
The main insight of the proposition is that in future states where the idiosyncratic shock will hit, history will be erased. The subsequent continuation value E t n Λ t,t+1 e (ε−1)ξ t+1 v(·) o is irrelevant to current pricing decision to a second order.
In the appendix we provide a formal proof of the proposition. Here we present the intuition, which follows from Figure 1 . Consider a firm with log markup equal to ln µ t that receives an idiosyncratic shock in period t + 1. The shock leaves the firm log-uniformly distributed over the interval S = [ln µ t +ln W t /W t+1 −φ/2, ln µ t +ln W t /W t+1 +φ/2]. Now in period t+1 the firm follows a pricing strategy
Given the policy, ln µ t+1 will be uniformly distributed over (ln µ L t+1 , ln µ H t+1 ) if the firm does not adjust (the dark gray region in Figure 1 ). If the firm does adjust (the light gray regions of Figure 1 ), then ln µ t+1 = ln µ * t+1 . Since the triplet {ln µ L t+1 , ln µ * t+1 , ln µ H t+1 } is independent of µ t (it depends only on the state at t+1), it follows that the distribution of µ t+1 and hencev(µ t+1 , Ω t+1 ) is independent of µ t . This can be seen from Figure 1 : A shift in ln µ t , shifts the entire distribution of ln µ t + ln W t /W t+1 + ξ t+1 . This does not affect the distribution after adjustment, only the states in which the firm adjusts up and the states in which the firm adjusts down.
Accordingly the only way that µ t could possibly affect E t
, is by affecting the correlation between Λ t,t+1 e (ε−1)ξ t+1 and v(·). Given our assumption on b, this correlation is second order and its dependence on dependence on µ t is third order. The proposition rests on two critical assumptions. The first is that the idiosyncratic shock is uniform and has a wide enough support that both price increases and price decreases are possible. This assumption implies that the distribution of prices within the Ss bands is independent of µ t . The second is that b is second order, which makes the correlation between the decision to change price and µ t third order.
Approximate Optimal Pricing Policy
Let bars above variables denote values in the non-stochastic steady state with ς = 0. Let hats above variables denote log deviations from these steady state values.
Armed with the preceding proposition, we now take a second-order approximation of the profit function about the frictionless optimal markupμ = ε/(ε − 1) :
where χ 1 and χ 2 are constants, with χ 2 = 1 2
−ε . Because we are approximating the profit function about the frictionless optimal markup, the first-order term is zero. 13 This proposition has the flavor of an envelope theorem. The "terms independent of µ t " include effects of aggregate variables on firm profits.
Proposition 1 implies that we can ignore the continuation values in all states in which the idiosyncratic shock arrives. Since the decision cost d implies firms consider adjustment only following the idiosyncratic shock, it follows that Q and X remain fixed in all states in which the idiosyncratic shock 13 Linear-quadratic approximations are often inappropriate when the first-order terms in the objective are non-zero. See the discussion in Woodford (2002).
does not hit. We can therefore write v as:
The first term on the right-hand side gives the quadratic approximation to profits in the states in which the idiosyncratic shock does not hit. These are weighted by α i , the probability that there is no shock for i periods in succession. The Q and X terms in this expression are dated t since in these states no idiosyncratic shock hits and the price remains constant.
It is now straightforward to derive the optimality conditions for the target and the two triggers. The first-order necessary condition for the target is that the expected markup over the life of the price is zero:
Given µ = QX W , it follows immediately that the optimal nominal price ln Q * t satisfies:
As in the pure time-dependent model, the target depends on a discounted stream of future values of nominal marginal cost. In the time-dependent framework, however, future marginal cost in each period is weighted by the probability that the price remains fixed. In our state-dependent framework, the relevant weight is the probability α i that a new idiosyncratic shock has not arisen, which in general is a number smaller than the probability the price has stayed fixed. The price adjustment triggers are given by a value matching condition that equates the gain from not adjusting to the gain from adjustment, net the adjustment cost. For J = H, L :
Given our quadratic approximation, we restate this condition on the optimal markup in terms of the corresponding pricing policy {Q L t , Q * t ,Q H t }, since, unlike the markup, price remains fixed over the relevant horizon:
The second equality follows from noting thatP =μW and substituting for χ 2 andμ in terms of ε.
Note that the bands ln µ H − ln µ * t and ln µ L − ln µ * are first order in √ b, as we maintained earlier. Note also that they are symmetric about the optimum. This will prove useful in calculating the price index below.
The comparative statics of the Ss bands are straightforward. Increases in the menu cost b lead to wider bands for the obvious reason. Increases in ε increase the concavity of the profit function. This increases the cost of deviations from the optimum and leads to narrower bands. Increases inȲ allow the menu cost to be spread over more units of output. This leads to narrower bands. Increases in α allow the menu cost to be spread over a longer time horizon and thus to narrower bands. 14 
The Complete Model
In this section we put together the complete model. We restrict attention to a log-linear approximation about the steady state. We begin with the price index and the "state-dependent" Phillips curve and then turn our attention to the rest of the model.
The Price Index
At this point we reintroduce the j and z indexes. We divide both sides of the definition of the price index (2.8) by P t−1 and raise both sides by the power 1 − ε.
Firms on a fraction α islands maintain their prices unchanged. Since the idiosyncratic shocks are independent across islands, these firms prices are representative of P t−1 . Let J t denote the set of 14 One interesting feature of the model is that the Ss bands are independent of the elasticity of labor supply. Dotsey and King (2005) find that local labor markets lead to tighter bands, more frequent price adjustment, and less persistence in the effects of monetary shocks. The reason is that in Dotsey and King the labor market is local to the firm, so that the firm sees an upward sloping labor supply curve. This makes the firm's profit function more concave in its own price.
Here there are a large number of firms on each island, so that each firm faces an elastic labor supply curve. As output on the island rises, the wage will rise, but each firm treats this increase as exogenous.
islands that receive shocks, we have
Let π t = ln P t − ln P t−1 . Log-linearizing (5.1) about the zero-inflation steady state:
Now let ln Q * t without a j or z index denote the sum ln Q j * z,t + ln X j z,t . Since every island that receive a shock is in essentially the same position, it follows from (4.11), that ln Q * t is the same for all (j, z). Since the ln X j z,t−i are independent and mean zero to a first order, ln Q * t−i is also the average price of firms that adjust in period t − i. Now given that the Ss bands in (4.13) and (4.14) are symmetric about the optimum and that the distribution of shocks is uniform, ln Q * t−i is also the average price of those firms that did not adjust on islands that receive the idiosyncratic shock. 15 It follows that:
The State-Dependent Phillips Curve
LetŶ t be the log deviation of output from its steady state value. After (i) making use of the relations for the optimal reset price and the price index (equations (10.4) and (5.2), respectively); and (ii) loglinearizing the rest of the model, it is straightforward to derive the following Phillips curve relation for inflation (details are provided in Appendix B): 16
where Ψ is a measure of the degree of real rigidities:
and κ the elasticity of average economy-wide real marginal cost with respect to the output: 15 The quadratic approximation of the profit function leads to the symmetric bands. If we had log-linearized about the exact solution to the firm's problem in steady state, the bands would have been asymmetric, and we would have had to introduce another state variable associated with the distribution of firms that did not adjust. Of course, this alternative linearization differs from ours by terms that are second order in ς. 16 If we had aggregate productivity shocks, then we would replaceŶ iwth the output gap.
It should be clear that this state-dependent Phillips curve (5.3) has the same form as the canonical time-dependent Phillips curve as originally formulated by Calvo (1983) . The key (and only) difference lies with the parametrization of the slope coefficient λ, as we discuss shortly.
The Rest of the Model
Given that there are only consumption goods and utility is logarithmic, we can log-linearize the household's intertemporal condition to obtain the following "IS" curve:
Next, log-linearizing the first-order condition for money demand and taking into account that consumption equals output yields:
Equations (10.7), (5.5) and (5.6) determine the equilibrium aggregate dynamics, conditional on a monetary policy rule.
Properties of the Model
Before proceeding to some numerical exercises, we first characterize some general properties of the model.
Relationship to the Calvo Model
As we have noted, our state-dependent Phillips curve differs from the Calvo formulation only in the parametrization of the slope coefficient on output. In Calvo formulation, the exogenously given probability of no price adjustment enters the slope coefficient on the output gap, in place of α, the probability of no idiosyncratic shock, the relevant primitive for the state-dependent case. In particular, for the time-dependent Phillips curve the slope coefficient, λ td is given by
where θ is the probability of survival with no price adjustment.
In our setting, θ satisfies
he probability of price adjustment, 1−θ, is equal to the fraction of firms that receive the Poisson shock, survive, and receive an idiosyncratic shock large enough to trigger adjustment,
and the fraction of new firms that must set an initial price (1 − α)(1 − τ ). 17 Since a fraction of firms that receive an idiosyncratic shock may not adjust, θ is, in general, greater than α. This implies that, λ ≥ λ td . The implication is that inflation is more sensitive to movements in the output gap in the state-dependent framework. Intuitively, within the state-dependent model there is a selection effect at work. Unlike the time-dependent case, firms not adjusting are those that are already close to the target. In fact, the firms that do not adjust on an island that receives an idiosyncratic shock have an average price equal to the target price. Thus in general, the state-dependent formulation will yield greater nominal flexibility than does the time dependent. How much nominal flexibility state-dependence delivers overall, however, depends on the other key primitive parameters of the model. Note in particular that λ also depends on the degree of real rigidities as measured by Ψ and the output elasticity of marginal cost, κ. With strong pricing complementaries (i.e., real rigidities) present, λ could be small, indicating considerable nominal stickiness, even within the state-dependent framework. 18 
Two Polar Cases
Our state-dependent formulation of inflation is quite flexible. It nests two polar extremes, along with a continuous range of intermediate outcomes. In particular, at one extreme the model can generate the kind of complete flexibility suggested by Caplin and Spulber. At the other, it can perfectly mimic the degree of nominal stickiness in the pure time-dependent Calvo model.
When the idiosyncratic productivity shock hits each firm each period the model behaves exactly like a flexible price model. In this instance, α = 0, implying that the slope coefficient, λ, on the output gap in the Ss Phillips curve goes to infinity. According to (4.11),μ * t = 0. The economy is always at its frictionless optimum and money is neutral. Neutrality holds in spite of the fact that a fraction θ of firms do not adjust their prices in each period. 19 What is the source of this neutrality? It is instructive to analyze it both from the perspective of a firm and from the economy as a whole. Consider first a firm that is contemplating price adjustment. It faces an expected path for the nominal wage. In a time-dependent model, the firm would set its price equal to a mark up over a weighted average of future wages where the weights represent the discounted probability that the firm has not yet had an opportunity to alter its price. The weights would be of the form (βθ) i . How can the state-dependent firm ignore the future path of wages and set its price as a markup only of the current wage? The answer is that the state-dependent firm can use its future price adjustment decision to bring its costs in line with whatever price it sets today. Suppose that the wage is expected to rise in the next period. A time-dependent firm would find that its price is too low. The state-dependent firm shifts the set of future productivities for which it maintains its price so that its average markup is unchanged. The resulting distribution of markups is unaffected by the increase in the wage. It is important to note that this stark neutrality result depends crucially on the assumption of a uniform distribution with wide support and that the shock hits the firm each period. This assumption allows the firm each period to alter its adjustment triggers without altering the resulting distribution of the markups. From the perspective of the economy as a whole, this neutrality result is similar to the neutrality result of Caplin and Spulber. In Caplin and Spulber, an increase in the nominal wage causes a few firms to raise their prices by a discrete amount, so that the aggregate real wage remains constant. Here what changes is the mix of firms that raise and lower their prices. When a shock causes the nominal wage to rise, the set of firms that maintain their prices fixed changes. Some that had marginally low productivities decide to raise their prices and some that have marginally high productivities decide not to lower theirs. The result is an unchanging distribution of markups: uniform between two fixed triggers, and a fixed mass at the target.
In the general case where a subset of firms each period do not get hit with an aggregate shock (0 < α < 1), the slope coefficient λ is less than infinity, implying nominal stickiness at the aggregate level. In this instance, the unconditional distribution of idiosyncratic shocks is not uniform and hence monetary policy will affect the distribution of markups. 20 How important these effects are depends on the model calibration. We turn to this issue in the next section.
At the other extreme, so long as 0 < α < 1, the model converges to the pure time-dependent case as the menu cost b goes to zero. In this case the Ss bands go to zero, implying that firms adjust whenever an idiosyncratic shock hits. In this instance the probability of price adjustment 1−θ converges to 1−α. In this case our Ss model behaves exactly like the Calvo model: The slope coefficients on marginal cost in the respective Phillips curves are identical in each case.
One interesting feature of the polar case of no costs of price adjustment is that the small decision cost we introduced earlier for technical considerations emerges to play an important role. Without menu costs, the decision cost provides the only friction to preclude price adjustment in response to aggregate shocks. Recall that the decision cost (i.e. the cost of a contemplating a price change and 20 As we noted in section 2, with α > 0, the unconditional distribution of idiosyncratic shocks has extra mass at zero. gathering information) precludes price adjustments in the absence of idiosyncratic shocks. As we show in the appendix, under our baseline calibration of menu costs, the decision cost only serves to simplify the analytics and does not materially affect the quantitative properties. As menu costs disappear however, the decision cost plays the key role in delivering nominal stickiness. While the focus of this paper is on the role of menu costs, in future work we plan to develop more thoroughly the role of decision costs.
Relationship to the Klenow and Kryvtsov evidence
KK show that for the recent low inflation decade in the U.S.: (i) the proportion of firms that adjust their prices is fairly constant and that (ii) the variation in the inflation has driven almost entirely by variation in the size of price adjustment, not by variation in the frequency of price adjustment. KK regard this as evidence in favor of the Calvo model.
In our framework, the probability of price adjustment is fixed up to a second order. It can be seen from equation (5.2) that all of the variation in inflation is the result of variation in the average size of price adjustment. Hence our model is consistent with the KK facts even though it is based on Ss pricing.
Calibration and Some Simulations
In this section we explore the response of the model economy to a monetary shock as a way to evaluate the effects of Ss pricing. We begin by calibrating the model. Where possible we choose standard parameters. The time period is a quarter. We set the discount rate β at .99. We set the elasticity of substitution between goods, ε, equal to 11, which implies a steady state markup of 10 percent. We set the Frisch elasticity of labor supply (the inverse of ϕ) at 1.0, which is a reasonable intermediate range value in the literature.
Next we turn to the key parameters of price adjustment: the probability of no idiosyncratic shock, α, the density of the idiosyncratic shock, φ, the adjustment cost relative to average steady state firm output, b/Y , and the probability that the firm remains in the market τ conditional on an idiosyncratic shock. Note first that the Ss band, ω = ln µ H − ln µ * , is a function of these parameters. From equation . The average size of price adjustment will depend on ω and the range of the idiosyncratic productivity shock (which depends on φ). The frequency of price adjustment conditional an idiosyncratic shock and survival, (1 − 2ω φ ) will also depend on ω and φ. We proceed to derive a system of relations that pin down the vector (α, φ, b/Y,τ ), using evidence on: (i) the frequency of price adjustment with and without substitutions; (ii) the absolute size of price adjustments; and (iii); the costs of price adjustment. Nakamura and Steinsson (2007) report the median time a price is fixed for in the CPI data. They report numbers for two periods, 1995-1997 and 1998-2005 , and they report numbers including and excluding substitutions. We interpret the substitution rate as the firm turnover rate in our model, (1 − α)(1 − τ ). Averaging their numbers, the median duration is 1.51 quarters excluding substitutions and 1.49 months including substitutions. We set the probability of price adjustment conditional on τ ) ], equal to .369, the implied probability of price adjustment per quarter excluding substitutions. 21 We set the overall frequency of price adjustment 1 − θ to .380, the implied probability of price adjustment including substitutions. Next we require that the model match KK's evidence that the average absolute size of price adjustments is about 8.5 percent: We therefore set 2004) and Levy et al. (1997) . 22 This implies ψb/Ȳ = .0055. Table 1 shows the values of α, θ, φ, b/Ȳ , ω, and τ implied by this parameterization. α > θ reflecting the fact that not all firms adjust after an idiosyncratic shock. The probability of price adjustment conditional on the idiosyncratic shock and survival, 1 − 2ω φ , is equal to .69. This reflects the fact that φ > 4ω implying that the support of the idiosyncratic shock is large enough that the idiosyncratic shock leads to both price increases and price decreases for small aggregate shocks. The death probability 1 − τ implies that each period about 2% of firms leave the market. This is in the range reported by KK. Table 2 shows implied value of λ, the slope the coefficient on marginal cost in Phillips curve given by equation (5.3). For comparison, we also report the implied slope coefficient for a conventional timedependent Calvo formulation λ td , with a similar frequency of price adjustment. In addition, we also report slope coefficients for the case where real rigidities are absent (global labor markets). In this case ϕ = 0.
For the case with local labor markets (ϕ = 1), the slope coefficient is .055 for our Ss model, while for the Calvo model the parameter shrinks to about .020. λ exceeds λ td by a factor of almost 3, indicating greater nominal flexibility with state dependence. However, the absolute difference is small. Further, λ lies in the upper range of estimates reported by Gali and Gertler (1999) . Eliminating real rigidities raises both λ and λ td by a factor of 12. In this case the absolute difference between the two cases is large. However, both slope coefficients lie well above estimates in the literature. Figures 2 and 3 illustrate the response of the model economy to an unanticipated monetary shock and clearly demonstrate the effect of adding real rigidities. Figure 2 illustrates the response of the 21 As Cogley and Sbordone (2005) note, given adjustment is binomial random variable, the time until the next adjustment can be approximated as an continuous time exponential random variable, implying a median waiting time equal to − ln(2)/ ln(θ) where θ is the poisson arrival rate. Note that the median waiting time is less than the mean duration of prices (1/0.4 = 2.5 quarters, roughly seven and a half months) since the exponential distribution implies that some prices may not change for a very long time. 22 Zbaracki et al. (2004) quantify the physical costs of price adjustment for a large manufacturing firm. They find b/Y to be about .004. Levy et al. (1997) in a study of four grocery stores find that resources devoted to the price adjustment are slightly higher, approximately 0.7 percent of revenue. GL, on the other hand, find that a value of 0.24 allows their model to best match certain properties of the data. Our quantitative results are robust to alternative choices of this parameter. model economy without real rigidities (ϕ = 0) to a permanent 1 percent decrease in the money stock. This scenario corresponds closest to the policy experiment considered by Golosov and Lucas (2007) . The solid line is the response of our state-dependent pricing model, while the dotted line shows the response of the time-dependent Calvo model. For the state-dependent model there is only a transitory decrease in real output that lasts about three quarters. The initial response of the price level, further, is slightly greater in percentage terms than the response of real output, suggesting considerable nominal flexibility. Indeed, consistent with the findings of GL, the state-dependent model also exhibits greater nominal flexibility than does the Calvo model. For the Calvo model, the initial output response is roughly 20 percent larger and the overall response lasts several quarters longer. Conversely, the overall movement in the price level is smaller.
The absence of complementarities is evident in Figure 2 . The optimal target price ln Q * immediately falls by 1 percent, mimicking the path followed by the money supply. There is no effect of the firms that do not change their prices on the firms that do. By the time that all firms have adjusted, the transition to the new steady state is complete.
When we add complementarities in the form of local labor markets, it is still the case that the state-dependent model exhibits the most flexibility, but the percentage difference from the Calvo model becomes smaller. Figure 3 illustrates the response of the model economy for this case. As we would expect, there is a stronger response of output and a weaker response of the price level for both the state-and time-dependent models. For the state-dependent model, the percentage output response is now roughly triple the response of the price level. Further, output does not return to trend for over ten quarters. Importantly, the addition of real rigidities reduces the percentage difference in the output response across the state-and time-dependent models. Now, for example the initial output response for the state-dependent model is only about 10 percent less than for the Calvo model.
We can see the effect of the complementarities in the response of ln Q * . The initial response of the target price is only half the size of the money shock and it takes about 10 quarters for ln Q * to adjust to steady state. In this case even after the majority of firms have adjusted their prices, the economy will not have returned to steady state. Some of these firms will have adjusted to a non-steady state price. This is the source of sluggishness in the price level that generates greater and more persistent real effects of money.
To be sure, while our model is useful for exploring the implications of state-dependent pricing and is capable of capturing qualitatively the relative strong response of output and weak response of inflation to a monetary policy shock, it is clearly too simple to closely match the evidence (e.g. Christiano, Eichenbaum, and Evans (2005)). For example, it cannot capture the delayed and humpshaped response of real output. On the other hand, it is straightforward to add a number of features (e.g., habit formation, capital, investment with delays and adjustment costs, and so on) that have proved useful in improving the empirical performance of such models.
Conclusion
We have developed a simple macroeconomic framework that features an analytically tractable Phillips curve relation based on state-dependent pricing. At the micro level, firms face idiosyncratic shocks and fixed costs of adjusting price. We cut through the usual difficulties in solving and aggregating Ss models with restrictions on the distribution of idiosyncratic shocks and also by focusing on a local approximation around a zero inflation steady state, as is done in the time-dependent pricing literature. In the end, our model is able to match the micro evidence on the frequency and size of price adjustment. At the same time, the resulting Phillips curve is every bit as tractable as the Calvo relation based on time-dependent pricing.
Consistent with the numerical exercises in GL, we find that for a given frequency of price adjustment, the Ss model exhibits greater nominal flexibility than a corresponding time-dependent framework, due to a selection effect: Firms farthest away from target adjust in the Ss model, while this is not the case within the time-dependent framework. However, with the introduction of real rigidities, our Ss model is capable of generating considerable nominal stickiness, as we demonstrate with a simple calibration model. Also key to the result is that, under our baseline calibration, the idiosyncratic shock distribution has most firms concentrated well within the Ss bands, so that individual firms adjust prices typically only in the wake of large idiosyncratic shocks. This is what gives our Ss model the strong flavor of a time-dependent model, even though the adjustment decision is purely endogenous.
A interesting recent paper by Midrigan (2006) achieves considerable nominal stickiness by modifying the GL framework by introducing a fat-tailed distribution of idiosyncratic shocks along with scale economies in making multiple price changes. As with GL, he solves the model numerically. We similarly use a fat-tailed unconditional distribution of idiosyncratic shocks (though a simpler one), but instead introduce real rigidities and find an approximate analytical solution. Nonetheless, it would be interesting to consider blending features of the two approaches.
While our model is capable of capturing the basic features of the micro data, it is too simple at this stage to capture the cyclical dynamics of output and inflation. It is straightforward to add some features that have proved useful in explaining performance, such as habit formation, investment and adjustment costs. Accounting for the persistence of inflation may prove trickier, given that the simple Calvo model also has difficulty on this account. Specifically, the evidence suggests that a hybrid Phillips curve that allows for lagged inflation as well as expected future inflation to affect inflation dynamics is preferred over the pure forward-looking model. 23 However, at this point we suspect that some of strategies employed in the time-dependent literature to address this problem, such as dynamic indexing, information lags and/or learning may prove useful in this context as well.
Appendix A: Proofs
Proof of Proposition 4.1: Suppose that the firm has a current markup of µ t such that ln µ t ∈ [ln µ L t , ln µ H t ]. We are interested in the expected value of an optimal policy conditional on an idiosyncratic productivity shock in period t + 1. Also let µ * t+1 denote the optimal choice of µ t+1 in the event of adjustment.
Consider E{Λ t,t+1 e (ε−1)ξ t+1 v(µ t+1 , Ω t+1 )} over the states of the world in which the idiosyncratic shock hits. Given the assumption on φ, ξ
Rearranging yields:
A change of variable, Φ t+1 = ln µ t + ln W t /W t+1 + ξ t+1 , gives:
Note that ln µ H t+1 and ln µ L t+1 are chosen optimally in period t + 1. They depend on the period t + 1 state. e Φ t+1 and the aggregate variables are independent of µ t . The only place that µ t enters is in the exponential term inside the integral. Now, by the assumption on b, ln µ t is equal to ln µ * t plus a first order term and, given the limits of integration, Φ t+1 is equal to ln µ * t+1 plus a first-order term. The exponential term is therefore equal to e (ε−1)(ln Q * t+1 −ln Q * brackets inside the integral is bounded by b. By the assumption on b, this term is second order. Hence:
Further, the assumption that φ > 2(ln Q H t − ln Q L t ) and that the range of integration is first order,
Note that ln Q * t depends on the island-specific wage W z,t . As a step toward aggregation, we would like to derive this relation in terms of the economy-wide average wage, W t .
Log-linearizing the household's first-order condition for labor supply yields:
Averaging over this condition yields ln W t − ln P t + lnμ = ϕN t +Ĉ t , implying the following relation between the island z relative wage and the relative employment levels:
Making use of the demand function and the production function leads to a relationship between the relative wage and the relative price of firms that adjust at time t :
Notice that ln W z,t+i depends inversely on ln Q * t . Raising prices on an island reduces output and labor demand. Since the labor market is segmented, it also reduces wages on the island, thus moderating the need to raise prices in the first place. As emphasized in Woodford (2003) , this factor segmentation thus introduces a strategic complementarity or "real rigidity" that gives adjusting firms a motive to keep their relative prices in line with the relative prices of non-adjusting firms. 24 This strategic complementarity, in turn, contributes to the overall stickiness in the movement of prices. Combining (10.3) with the expression for Q * yields
(10.4)
. In equilibrium, the real wages of adjusting firms, ln W z,t − ln P t moves less than one for one with the aggregate real wage, implying similarly sluggish movement in the target price ln Q * t . In this respect, the strategic complementarity measured inversely by the coefficient Ψ, dampens the adjustment of prices. With economy-wide labor markets, Ψ equals unity, implying ln W z,t simply is equal to ln W t .
We are now in a position to present the Phillips curve. Let π t = ln P t − ln P t−1 denote inflation. Combining the equation for the target price (10.4) with the price index (5.2) yields
It should be clear that this state-dependent Phillips curve has the same form as the canonical timedependent Phillips curve as originally formulated by Calvo (1983) . The key difference is that in our formulation the primitive parameter entering the slope coefficient on marginal cost is the probability α of no idiosyncratic shock, whereas in the time-dependent framework it is the exogenously-given probability of no price adjustment.
The rest of the model is standard. Log-linearizing the first order condition for labor supply, averaging across households, and taking into account that consumption equals output, yields a linear relation between the aggregate real wage and output.
ln W t − ln P t + lnμ = κŶ t (10.6) where κ = 1 + ϕ is the elasticity of marginal cost (with log utility). Combining equations (10.5) and (10.6) then yields the Phillips curve in terms of the output gap:
Ψκ. 24 For a menu of alternative ways to introduce real rigidities, see Kimball (1995) and Woodford (2003) .
Appendix C: On the accuracy of the approximation
We have made a number of approximations and assumptions in order to arrive at an analytically tractable model. Theoretically our approximation holds if (1) there exists a decision cost such that firms adjust if and only if the idiosyncratic shock arrives; (2) the other parameter restrictions hold; (3) the second order approximation of the value profit function is accurate; (4) the continuation value following an idiosyncratic shock is third order; and (5) the aggregate shocks are sufficiently small that the log-linearization is accurate. In this appendix, we evaluate the first four assumptions. The last is standard in the literature on Calvo pricing. We also evaluate whether removing the decision cost has a large effect on the model's dynamics. To summarize, the model holds up well for our calibration.
The bounds on the decision cost
In this subsection, we calculate the range of the decision costs [d,d ] that ensure that a firm adjusts only after receiving an idiosyncratic shock. We show that this range is non-empty for our parameterization. We first amend the firm's problem to include the decision cost. We assume that the firm knows the aggregate state and whether or not an idiosyncratic shock has occurred (and whether or not it has survived). The firm must pay the decision cost d in order to learn the value of the idiosyncratic shock and to process information regarding the both aggregate and idiosyncratic variables. The firm must then pay the menu cost b in order to adjust its price.
Suppose that the firm last paid the decision cost at date s. Let µ s = Q s X s /W s be the markup at that time. Let z s,t ∈ N denote the number of times that an idiosyncratic shock has hit since date s (including date t). We define three value functions, each corresponding to a different stage of the period t decision. Letv(µ s , Ω t , z s,t ) denote the optimal policy at the beginning of date t given that the markup was set to µ s at date s, the current aggregate information set is Ω t , and idiosyncratic turbulence has hit the firm z s,t times since s. Let v(μ t , Ω t ) denote the optimal policy at date t conditional on having paid the decision cost but before paying the menu cost b.v depends on the inherited markupμ t and the current aggregate information Ω t . Finally letv(µ t , Ω t ) denote the value of an optimal policy after price adjustment.v depends on the post-adjustment markup µ t and the current aggregate state Ω t . Nowv
If the firm pays the decision cost d, then it receives the expected value of v(μ t , Ω t ). This expectation is taken with respect to the current aggregate information Ω t and z s,t which indexes information regarding the distribution of the productivity shock. If the firm does not pay the decision cost, then it cannot alter its price and it does not update its information regarding X t . It thus receives the expected profit Π t defined in equation (4.8) and the discounted value of v(µ s , Ω t+1 , z s,t+1 ), where the information is now tomorrow's information. The discount rate is β since the arrival of the idiosyncratic shock is encoded in z. Again the expectation is taken with respect to the current information. Proceeding to the second step, the firm that pays the decision cost has the option of altering its price
As the final step, we definev:
whereα is the survival probability. Note that if the firm pays the decision cost if and only if z = 1, then the decision problem in equations (11.1), (11.2) and (11.3) is equivalent to the decision problem in equations (4.6) and (4.7) of the text. We begin with the upper boundd. We need d low enough that a firm experiencing a productivity shock always chooses to pay the decision cost. Rearranging (11.1) and using (11.2) and (11.3) yields the following condition:
Here z s,t is equal to one since the idiosyncratic shock has hit once. The equation states that d must be less than the expected gain to adjustment. Given the concavity of the profit function, a firm in the center of the bands is the least willing to pay the decision cost. Therefore consider a firm that (1) knows thatμ = 0 when it experiences an idiosyncratic productivity shock and (2) believes that the aggregate state will remain unchanged over the foreseeable future so thatμ = 0 is the optimal markup. It is sufficient that such a firm wishes to adjust.
We now calculate the gain to paying the decision cost for this firm after an idiosyncratic shock. The benefit of paying the decision cost is the option to adjust price. The firm will adjust if and only if |ξ| > ω. In section 4, we show that the normalized per-period loss to non-adjustment is approximately
If |ξ| > ω the firm will therefore gain
, where we have used the fact that when ξ = ω the firm is indifferent between adjusting and non-adjusting. We integrate this potential benefit over the region of price adjustment [−φ/2, −ω]∪[ω, φ/2] using the density 1/φ. We may assume that d ∈ [d,d] in all subsequent periods, so we take the present value until the next idiosyncratic shock. The simplification theorem implies that we can ignore payoffs beyond that point. Condition (11.4) becomes
Given our parameterization,d = 0.039Ȳ , or about 2.5 times the menu cost. We now turn to the lower bound d. We need d large enough that a firm will not pay the decision cost in the absence of an idiosyncratic disturbance. Substituting (11.2) and (11.3) into (11.1),and using the fact that with z = 0, the firm knows its current markup, we arrive at the following condition:
When there is no idiosyncratic shock, it is as if the firm faces an adjustment cost of b + d. This leads to wider Ss bands and potentially prevents a firm that set it markup atμ H orμ L from adjusting in subsequent periods. We require that this condition hold for all states of the model. To calculate d we need to calculatev and construct a worst case scenario. To do so we need to be explicit about the process for the aggregate shock. We obtain a reasonable lower bound by feeding into the model shocks based on an estimated process for nominal demand and calculating for each period the decision cost required to prevent firms that have not received the idiosyncratic shock from adjusting. Specifically, we fit an AR(1) to quarterly nominal GDP growth over the sample 1984:1-2007:1, a period of moderate inflation to which our model is most relevant. (As we discussed section 2.4, footnote 12 our disturbance is best thought of as variation in nominal demand, which can be captured in the data by movements in nominal GDP). This yields an autoregressive parameter ρ = .37 and a sequence of shocks. We use these to simulate our calibrated model. We then compute at each date t the decision cost required to discourage adjustment by firms whose prices were at the upper and lower adjustment triggers at dates t − 1, t − 2, and t − 3. These are the firms with the greatest desire to adjust. We go back three periods because in our calibration with α = .455, only 4% of firms operating at date t last received an idiosyncratic shock prior to date t − 3. We take d to be the maximum of these costs. This procedure yields d = .018Ȳ . If we drop the largest outlier shock (the third quarter of 2001, i.e. 9/11), d falls to .0147Ȳ , roughly the size of the menu cost. 25 We conclude that the range of admissible decision costs is non-empty in our parameterization.
Other Parameter restrictions
Condition (3.1) requires that φ be greater than 4w + 2m. Given our parameterization ω = .0405. We need a reasonable value for m. Given α = .455, only 4% of firms survive one year. We therefore choose k(m) = 4. We associate m with nominal GDP. The standard deviation of nominal GDP growth over the period 1984:1-2007:1 is 1.28%. We take m to be two standard deviations, or about, 2.56%. This 25 Assuming that the firm needed to pay d to learn aggregate information would further reduce the deicision cost. Removing the real rigidity, would raise d to about .02Ȳ . implies that φ must be greater than 0.2132, which it is.
The third-order terms in the approximation
We take a quadratic approximation of the period profit function. This requires that third-order terms are negligible relative to the second-order terms. To evaluate this assumption, we compute the ratio of the third-order term in the profit function to the second-order term. We use our calibrated parameters and evaluate ln Q − ln Q * at the bands. The ratio is .28. Hence it is not obvious that the third-order terms are small. 26 Below, we solve a non-linear version of the firm's problem and find that these terms do affect the position of the bands, but have a negligible effect on the dynamics of the price level relative to steady state.
The continuation value following idiosyncractic shocks
When we took the second-order approximation of the value function we ignored all terms involving the arrival of the idiosyncratic shock. According to Proposition 1, these terms were third order. We now show that these terms are indeed small in our calibration.
Note that we can rewrite equation (9.1) as follows
where C and the coefficient on e −(ε−1) ln µ t are independent of µ t . Taking a second-order approximation with respect to ln µ t , the coefficient onμ 2 is
Now the term in square brackets is bounded above by b. We can get some idea of how large this coefficient is by replacing the term in brackets by b and evaluating it at the steady-state values of the other variables. The result is .239Ȳ . To get an idea of how large is the effect that we have omitted from our approximation of the value function, we need to multiply this by βτ (1 − α)/(1 − αβ) in order to account for all of the times that this term enters the present value calculation (The term appears in period t + i with probability τ (1 −α)α i−1 ). The resulting coefficient is .227Ȳ . This should be compared 26 Devereux and Siu (2004) argue in another context that these third order terms may be quantitatively important.
with the coefficient onμ 2 that we include in our approximation. This coefficient is
Given the parameters in our calibration this is equal to 5Ȳ . It follows that the omitted terms are indeed small relative to the terms that we include. For our parameterization the coefficient on the continuation value following the idiosyncratic shock is an order of magnitude smaller than the coefficient on profits prior to the shock.
The importance of the decision cost
The introduction of the decision cost d solves a particular technical problem in the linearization. Ss models have threshold rules that make them difficult to linearize. Without the decision cost, a firm with Q t in the neighborhood of Q H t will want to adjust in period t + 1 if Q H falls and not adjust if Q H rises. Since the price index is equal to the average of ln Q. This creates a non-differentiability of the price index: shocks in one direction may trigger adjustment, while shocks in the other direction may not. When the idiosyncratic productivity shock hits, this non-differentiability does not matter, the idiosyncratic shock smooths it out. We introduce the decision cost to eliminate this non-differentiabilty in other states of the world. 27 In the model, the decision cost only affects the calculation of the bands Q H and Q L , and these bands were only used in the calculation of the price index. We did not need the decision cost for Proposition 3.1, since that proposition considered only states of the world in which the idiosyncratic shock arrived. We did not need the decision cost for the calculation of the optimal target Q * . Since the bands are wide relative to the aggregate fluctuations, firms at the target rarely reach the bands before they receive another idiosyncratic shock.
We can get some idea of how the decision cost affects the aggregate dynamics by considering how firms might want to adjust if we removed the decision cost. We consider an experiment similar to that of GL. In this experiment, we set the decision cost equal to zero. We consider a 1 percent reduction in the money supply, and solve for the perfect foresight dynamics by iterating on the model. We begin by assuming that the aggregate variables follow the paths predicted by our linear model. We then calculate the optimal adjustment policies, given perfect foresight of these aggregate variables. We then uses these policies to construct a new price index. Here we assume that prices are initially distributed according to the stationary distribution that would result if the aggregate shocks were all zero. We resolve the linear model taking this price as given, and use these aggregate variables as inputs into the next stage. We iterate to convergence.
We perform this experiment using the quadratic approximation of the profit function and the exact profit function. In both cases, the resulting equilibrium price paths are close to those of our linear model. Figure 5 presents the comparison for the case of the exact profit function.
We can get some intuition for why the decision cost does not matter by considering the period after the shock. Suppose that we normalize the model such that initially ln Q * 0 = 0. The stationary distribution of ln Q has a mass of firms massed at zero equal to (1 − τ ) + τ (1 − 2ω/φ) and the reminder distributed uniformly with a density of τ/φ, just under 4 in our parameterization, over the interval [−0.036, 0.048]. Note that since we are using the exact profit function the bands are asymmetric. In the period after the shock, the barriers fall to −0.041 and 0.043. Without the decision cost those left in the interval [0.043, 0.048] want to adjust. With the decision cost they do not. How large an effect does this have? Recall that only α, just under 1/2, of the firms originally in this interval remain. Therefore only a small fraction, α(ln Q H 0 − ln Q H 1 )/φ or just over 0.8%, of firms are affected by the decision cost. If they are allowed to adjust, these firms charge ln Q * 1 = −.005 rather than the average of ln Q H 0 and ln Q H 1 . This implies an average price change of just over 5 percent. Firms affected by the decision cost therefore contribute -0.008*0.05∼-0.0004 to the decline in the price level. The difference small relative to the decline in the price level itself, which is 0.28 percent in the linear model. The difference is even smaller in subsequent periods since the policies move by less. It is also smaller in response to a positive shock to the money supply, since the skewness of the Ss bands implies the affected firms adjust by only 4 percent.
Larger monetary shocks reproduce Figure 5 on a larger scale. The two impulse response look exactly the same, only the vertical axis changes. Once the money shock exceeds 5 percent the model begins to break down. Firms initially at Q * may find themselves outside of the bands. This has a big effect on the performance of the model. 
