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Five years (1991-1995) of quasi-continuous medium frequency (MF) radar observa-
tions collected at the Urbana Atmospheric Observatory are presented. These observations 
are analyzed from the viewpoint that the mesospheric wind perturbations with temporal 
scales between the buoyancy and inertial frequencies are dominated by a spectrum of 
propagating gravity waves. An alternative approach, time-domain-interferometry (TDI), 
to estimating the vector winds using the measured radial velocity and angle-of-arrival of 
the scattered signal is investigated and extended to the estimation of wind variances and 
momentum flux. Comparisons between the TDI and the more traditional spaced antenna 
full correlation analysis (SA-FCA) technique highlight instrumental (receiver saturation, 
antenna beam tilt) and processing (filtering, rejection criteria) biases inherent in the two 
techniques. Regardless of the differences between techniques, they both estimate wave 
variances with scale heights that imply a partially to severely saturated gravity wave 
field, which surprisingly appears to become less saturated with height. These variances 
are seen to have a repeatable seasonal structure, semiannual below 87 km and nearly 
constant above, across the five years of observations. A simple model based on linear 
saturation theory is found to be inadequate in reproducing the observed wave variances. 
However, it is also shown that critical layer filtering by a height dependent wind field 
could be important in controlling the seasonal characteristics of the variance of the wave 
field. 
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1 INTRODUCTION 
Gravity waves exist due to the buoyancy-restoring force of a stratified atmosphere. 
Their presence and characteristics are invoked to explain a myriad of observations. Hines 
[1960] attributed the irregular winds at mesospheric heights to a superposition of an 
ensemble of gravity waves of differing scales. Houghton [1978] theorized that gravity 
waves provided the means to balance the thermal and momentum budgets of the middle 
atmosphere. Walterscheid [1981] explained the observed day-to-day variability of the 
horizontal winds' semidiurnal harmonic as tidal modulation of the gravity wave-induced 
acceleration of the mean flow. 
Gravity waves are ubiquitous in the atmosphere; they are also elusive. No single 
instrument measures enough parameters to unambiguously resolve a single gravity wave 
and track its evolution to its ultimate destruction. Hence most observations are, by ne-
cessity, statistical in nature and characterize an ensemble gravity waves. Even so, gravity 
waves do not act in isolation. Passage of an individual wave may cause a temporary de-
viation from equilibrium in the background wind and temperature fields. The constant 
flow of multitudes of waves can force a new equilibrium state. 
To illustrate the influence of gravity waves on the mean state of the middle atmo-
sphere, it is instructive first to consider the hypothetical atmosphere without wave forc-
ing. Leovy [1964a] performed such a calculation using a radiative-photochemical model, 
which assumed radiative balance between solar radiation absorption by molecular oxygen 
and ozone and infrared emission by carbon dioxide and ozone. The radiative equilibrium 
temperatures he derived have a maximum of about 300° K at the summer stratopause 
and temperatures below 200° K throughout the middle atmosphere at the winter pole. 
The zonal gradient wind associated with this temperature field may be calculated by 
assuming the thermal wind balance with some appropriate lower boundary condition. 
The resultant wind field exhibits extreme eastward flow associated with the strong lat-
itudinal gradient of the radiative equilibrium temperature in the winter polar night. In 
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the summer hemisphere, there is strong westward flow. The magnitudes of these winds 
increase with height throughout the middle atmosphere. In contrast to this hypothetical 
atmosphere, the observed temperature structure has a cold summer and warm winter 
mesopause. The observed zonal winds decrease and, in fact, reverse near the mesopause 
after reaching their maxima around 60-70 km. 
Calculations of the net heating rates due to all important components throughout the 
middle atmosphere were first performed in the 1950s by Murgatroyd and Goody [1958]. 
Although they did not claim great accuracy in their calculations, they showed significant 
departures from radiative equilibrium in the polar regions. Murgatroyd and Goody as 
well as Leovy suggested that the departures from radiative equilibrium in the polar 
mesopause regions must be a consequence of dynamical processes. 
Leovy [1964b], starting with his previously calculated radiative equilibrium temper-
atures, derived the mean mesospheric circulation that would develop by balancing the 
momentum and thermodynamic energy equations. The derived circulation has an in-
terhemispheric meridional motion with rising air over the summer pole and sinking air 
over the winter pole. This circulation produces polar cooling (heating) of the summer 
(winter) mesopause region. With this model he was able to reproduce the increase in 
temperature from the summer to the winter pole and the decrease of the zonal winds 
above 65 km. The key to the success of Leovy's model lies in an arbitrarily introduced 
friction that acts to bring the zonal flow to zero. 
Houghton [1978] hypothesized on the physical factors that could control the magni-
tude of the interhemispheric meridional circulation. He ruled out planetary waves based 
on the fact that the temperature structure at the mesopause, which is sensitive to the 
magnitude of the mean circulation, does not reflect the variability associated with plan-
etary wave activity. The more regular features of tides and gravity waves seemed more 
consistent with a steady mean circulation. Houghton suggested that momentum de-
posited by the dissipation of gravity waves may act to maintain the observed mean zonal 
velocity minimum at the mesopause level. He reasoned that upwardly propagating waves 
would grow in altitude in response to the decrease in atmospheric density and become 
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convectively and/or dynamically unstable just below the temperature minimum of the 
mesopause. In this way significant momentum could be transported upward from the 
troposphere by gravity waves. 
Although Houghton is attributed with first suggesting that gravity waves could pro-
vide the necessary drag required in Leovy's model, it was Lindzen [1981] who first devel-
oped a simple approach by which the principal effects of gravity waves in the mesosphere 
could be calculated. Lindzen considered vertically propagating gravity waves that be-
came convectively unstable at a certain altitude and thus limited the wave amplitude. 
This "saturation" process would generate turbulence and momentum flux divergence. 
and thereby accelerate the mean flow towards the phase speed of the wave. The distribu-
tion of gravity wave phase speeds that reach the middle atmosphere is modulated by the 
underlying mean wind profile, which insures that the sign of the mean flow acceleration 
will force the reversal of the zonal jets. 
The success of Lindzen's model spawned increased interest in characterizing the grav-
ity wave field throughout the atmosphere. To better understand the dynamical forcing of 
the background wind and temperature fields, experimentalists have sought to determine 
the global and altitudinal distribution of wave motions. Gravity wave amplitudes, phase 
speeds, wavelengths, and periods have been inferred from observations of wind, temper-
ature, and density perturbations in the troposphere [Einaudi et a/., 1987; Tsuda et a/.. 
1991; Nastrom et a/., 1995], stratosphere [Hirota, 1984; Gardner et ai, 1989; Eckermann 
and Vincent, 1989], and mesosphere [Meek et ai, 1985; Reid, 1986; Vincent and Fritts, 
1987; Kwon and Gardner, 1990]. Given enough observations with sufficient spatial cover-
age, the energy and momentum flux transported by a gravity wave field may be included 
into general circulation models as known functions of time and space. 
An alternative approach to include the effects of gravity waves into general circulation 
models is to parameterize the gravity wave field characteristics in terms of the mean 
temperature and wind fields. Due to their quasi-random nature, gravity waves are most 
conveniently characterized by their variance and temporal (w) and spatial (k, m) spectra. 
VanZandt [1982] noted that the shapes and amplitudes of observed wind and temperature 
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spectra seemed insensitive to the state of the atmosphere when the data were taken. 
He fit an oceanic spectral model [Garrett and Munk, 1972, 1975] to the atmospheric 
spectra and showed that the observed spectra were consistent with the gravity wave 
dispersion relation. Due to the more tractable nature of the problem, most theoretical 
studies have focused on explaining the quasi-invariant shape of the vertical wavenumber 
(m) spectrum. There is still considerable disagreement as to what physical processes 
determine the spectral shape. 
Dewan and Good [1986] proposed the linear instability theory that maintains that 
the power spectral density amplitude at any given wavenumber, m, greater than some 
characteristic wavenumber, m«, is determined by shear and convective instabilities. The 
atmosphere is statically unstable whenever the gradient of the potential temperature is 
less than zero. This implies a "saturation" condition, in the case of monochromatic wave 
motions, for the horizontal perturbation velocity, \u'\ < \c — u\ = N/m [Fritts, 1984], 
where c is the observed wave phase-speed, u is the background wind in the direction 
of wave propagation, and N is the buoyancy frequency. The amplitude of a vertically 
propagating gravity wave packet increases with height due to the decrease in atmospheric 
density until the N/m limit is reached. Large m waves will saturate at low heights with 
increasingly smaller m waves saturating with increasing height. Under the assumption 
that the bandwidth of the gravity wave packet is proportional to m, Dewan and Good 
showed that the m-spectrum is proportional to N2/rn3 for m > > m«. 
Hines [1991] argued that the m-spectral shape was due to Doppler spreading of the 
vertical wavenumbers by larger scale waves. Doppler shifting is greatest for waves with 
small intrinsic horizontal phase speeds that correspond to waves with large vertical 
wavenumbers. These waves dissipate when shifted higher than some high wavenum-
ber cutoff where the spectrum becomes turbulent. Waves with smaller wavenumbers are 
shifted to higher m and replace the lost spectral density. Hines' model is sensitive to 
the initial source distribution. For certain source distributions, he obtains a -3 spectral 
index at large wavenumbers similar to the linear instability theory. 
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Both Weinstock [1990] and Gardner [1994] suggest that a diffusion-like process due to 
off-resonant wave-wave interactions of the gravity wave field limits the wave amplitudes 
and gives rise to a -3 spectral index at large wavenumbers. Weinstock parameterized the 
damping effects by a single diffusion term in the wave equation. With a known source 
spectrum, the evolution of the spectrum to higher altitudes can be calculated directly. 
Gardner incorporates the effects of diffusion as a filtering process that removes waves as 
the wave field propagates upward. 
1.1 Thesis Overview 
In this thesis we look at two broad areas: (i) the effect of gravity waves on the mean 
wind and (it) the effect of the mean wind on the propagation of gravity waves. These two 
areas will be discussed in the context of explaining the wind variances and covariances 
observed with the Urbana medium frequency (MF) radar. To aid in the estimation of 
these parameters, a new measurement technique will be introduced. This technique pro-
vides a measure of the mesospheric wind field independently from the more traditionally 
used spaced antenna full correlation analysis (SA-FCA) technique. Comparisons of wind 
and variance estimates derived from both techniques can help shed light on their differing 
instrumental and processing effects. The comparison also provides a test of the assumed 
scattering model used in the development of the new technique. 
It is assumed throughout this thesis that wind perturbations observed at mesospheric 
heights with temporal scales between the buoyancy and inertial frequencies are dominated 
by a spectrum of propagating gravity waves. This interpretation of the mesospheric wind 
perturbations was first proposed by Hines [I960]. Van Zandt [1982], and later Sidi et al. 
[1988], developed analytical relations, consistent with the gravity wave dispersion and 
polarization relations, that best modelled the atmospheric spectra. However, there does 
exist alternative interpretations for mesospheric perturbations. 
One such interpretation is based on quasi two-dimensional turbulence [Gage, 1979; 
Lilly, 1983]. Both the gravity wave and two-dimensional turbulence theories predict a 
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-5/3 spectral index for the horizontal wave number and frequency spectra of horizon-
tal velocity perturbations. Hence neither of these spectra can be used to determine 
the relative dominance of gravity waves or two-dimensional turbulence in the observed 
wind variance. Independently, Van Zandt [1985] and Scheffler and Liu [1985] developed 
tests for consistency with the gravity wave model for MST radar observed radial velocity 
spectra. The velocity perturbations measured along an oblique ray will contain contri-
butions from both horizontal and vertical velocity perturbations. In the gravity wave 
model, the horizontal and vertical velocity perturbations are related through the grav-
ity wave polarization relation. Therefore, with the polarization relation and the radar 
configuration, model radial velocity spectra may be calculated and compared with the 
observed spectra. Observed radial wavenumber spectra [Smith et ai, 1985] and radial 
frequency spectra [Franke et ai, 1988] have been found to be consistent with the model 
radial velocity spectra derived in terms of a field of propagating gravity waves. Gage 
and Nastrom [1985], on the other hand, have presented aircraft wavenumber spectra that 
are not consistent with models of gravity wave spectra. They acknowledge that these 
inconsistencies may arise from Doppler-shifting effects; however, they stress that their 
observations support the hypothesis that quasi two-dimensional turbulence coexists with 
the spectrum of gravity waves. 
Undoubtably, there exists various types of motions in the atmosphere. Recently, high 
resolution numerical simulations suggest that other nonwave perturbations could also 
contribute significantly to the observed wind perturbations [Franke, 1996; Fritts et ai, 
1993a; Fritts et ai, 1993b]. However, the relative contributions from gravity waves, 
two-dimensional turbulence, and other nonwave perturbations to the total wind variance 
cannot be determined from the data obtained with the Urbana MF radar. Because of 
this and the fact that the gravity wave theory is the most fully developed, we choose to 
interpret our observed data within its theoretical framework. 
In Chapter 2 a description of the radar and data acquisition system is presented. An 
overview of the traditional spaced antenna full correlation analysis technique and how 
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it is implemented at Urbana is given. The difficulties in utilizing SA-FCA estimates of 
winds to derive wind variances and covariances are also discussed. 
In Chapter 3 an alternative approach to estimating the vector winds using the mea-
sured radial velocity and angle-of-arrival of the scattered signal is investigated. Vandepeer 
and Reid [1995] first used this technique, "time-domain-interferometry" (TDI), along with 
the beam steering capabilities of the Buckland Park MF radar to derive wind profiles and 
study scatterer aspect sensitivity. The TDI technique can be viewed as a generalization 
of Vincent and Reid's [1983] dual coplanar beam technique. Using this approach, the 
TDI technique is extended in this chapter to the measurements of wind covariances. 
Five years of quasi-continuous MF radar data have been collected at the Urbana 
Atmospheric Observatory. In Chapter 4 the mean winds and wind variances derived 
from this data using both the TDI technique and the SA-FCA technique are presented. 
Differences in these data are used to highlight possible instrumental and processing biases 
inherent in the two techniques. The variability of these data is discussed in terms of the 
influence of the mean atmospheric structure on the gravity wave field. The implications 
of the observed gravity wave structure on the forcing of the mean atmospheric structure 
are also discussed. 
In Chapter 5 a theoretical time-height structure of the horizontal wind variance is 
calculated using a simplified model of gravity wave saturation. The relative importance 
of variable source, density scale height, critical layer filtering, and dissipation effects is 
assessed through comparison with the observed variance. 
Finally, Chapter 6 includes a review of the analysis of the previous chapters and a re-
examination of the inherent difficulties associated with the SA-FCA and TDI techniques 
in determining the second-order moments of the wind field. 
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2 URBANA MF RADAR SYSTEM AND DATA 
The University of Illinois' Urbana Atmospheric Observatory (UAO) is located two 
miles north of Urbana, Illinois, at geographical coordinates 40° 10' 10" N and 88° 09' 36" 
W, with an approximate elevation of 740 ft above mean sea level. The data collected for 
this research were obtained using the UAO 2.66 MHz medium frequency (MF) partial 
reflection radar, which has been in quasi-continuous operation since March 1991. 
This radar was originally constructed and put on air in July 1967 [Edwards, 1967] for 
the purpose of estimating electron densities through differential absorption and differen-
tial phase measurements. The radar then consisted of two identical square dipole arrays, 
each with the equivalent of 60 half-wave dipole elements. The western array was used 
for transmitting and the eastern array for receiving. In 1968 the first horizontal drift 
measurements were performed by the "spaced receiver" technique with the MF transmit 
array and three vertical loop aerials arranged in an equilateral triangle, 100 m on a side 
[Guha, 1968]. The decision to divide the MF receive array into four quadrants occurred 
in 1978 and resulted in a fourfold redundancy in the velocity estimates. The original re-
ceive quadrant design consisted of three parallel dipoles with impedance matching boxes 
at each pole that were connected through a three-way hybrid power combiner and brought 
into the station on RG-8 coaxial cable [Wetland and Bowhill, 1981]. During the summer 
of 1988, the MF arrays were completely overhauled. The impedance-matching and feed 
system for the receive array were redesigned using single-stub tuning transmission lines 
for each dipole and a single 1:1 balun placed before the RG-8 feed to the station. In 
March 1991, with the installation of a new radar controller and data acquisition system 
[Thorsen, 1991], the MF radar went on air for 24 h a day continuous operation. 
Presently, the Urbana MF radar is configured with a vertically pointing transmit array 
and four spaced receive arrays with their phase centers on the corners of a square 1.5 A 
on a side. The radar operates with a 25 kW transmit pulse of width 20 //s and an inter-
pulse period of 25 ms. The signals from the four receive antennas are time-multiplexed 
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through a single receiver, coherently demodulated, and sampled with 8-bit (12-bit as of 
the summer of 1993) resolution in successive transmit periods to yield an effective pulse 
repetition frequency of 10 Hz for each antenna. Returns are sampled over 20 range bins 
centered on altitudes from 54 km to 111 km with a height resolution of 3 km. The 
sampled returns from each quadrant are coherently integrated over four transmit cycles. 
which gives a post-integration sampling interval of 0.4 s. 
After a 512 point time series (204.8 s) is collected for each quadrant, the data collection 
is stopped, and the time series are processed online. At present the data from only three 
of the four quadrants are passed to the processing routines. The calculated parameters 
include total receive power, signal-to-noise ratio, and radial velocity for each quadrant; 
cross-correlation phase and coherence for each pair of quadrants; and the "apparent" 
and "true" horizontal velocities derived with the spaced antenna full correlation analysis 
(SA-FCA) along with the SA-FCA model diffraction pattern spatial and temporal scales. 
The data collection analysis cycle is restarted every 5 min. Table 2.1 shows a summary 
of the MF radar system operating parameters. 
Table 2.1 MF radar system operating parameters. 
A = Radar wavelength 
T = PRR 
Ts = Coherent Integration * PRR = 
M = Number of samples 
TD = Total observation time MT3 = 512*4*100 ms = 
= 
= 
4 * 100 ms = 
= 
 * 10  
112.782 m 
100 ms 
400 ms 
512 
208.4 s 
2.1 Spaced Antenna Full Correlation Analysis 
The spaced antenna full correlation analysis technique was first introduced by Briggs 
et ai [1950] for the analysis of moving random patterns such as are common in radio 
experiments on ionospheric drifts. This technique provides a means to estimate the pat-
tern motion and spatial and temporal scales; from the results, the ionospheric horizontal 
motion may be inferred. For the purpose of mesospheric wind measurements, the random 
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pattern can be thought of as a diffraction pattern of complex field strengths obtained at 
the ground from radio waves scattered at mesospheric heights. The assumption is that 
the atmospheric scatterers move along with the background wind. The pattern motion 
is deduced from similarities and delays in the induced complex signal at each receiver 
and is twice the wind velocity at the selected height [Felgate, 1970]. A minimum of three 
noncollinear receive antennas is required to measure the two-dimensional motion of the 
diffraction pattern. 
Consider a two-dimensional diffraction pattern, F(x,y,t), which moves with a speed 
V in direction specified by <f>, and changes in form as it moves (see Figure 2.1). The 
correlation function for this signal can be expressed as 
, , , <{F(x,y,t)-<F>}{F(x + £,y +
 V,t + T)-<F>}> 
P[
^
T] =
 <{F(X,y,t)-<F>}2> ( 2 ' 1 } 
where spatial homogeneity and temporal stationarity are assumed. Following Briggs et 
al., we assume that the contours p{i,n,r) = const have the form of similar concentric 
ellipsoids. The contours of a two-dimensional slice, for example p(£, 0, r) = const, will 
be in the form of similar concentric ellipses. This is mathematically justified for f, r 
small since p(£, 0, r) has a maximum at the origin, and a function of two variables near a 
maximum or minimum is known to have elliptical contours. At some distance from the 
origin, this assumption may fail. With this assumption the correlation function for an 
observer moving with the pattern must have the functional form 
p[f, %', A = p[At,n + Br,12 + 2Hi'n' + Kr2} (2.2) 
where A, B, and H define the spatial scales and orientation of the elliptical contours, 
and K defines the fade time of the pattern due to random changes. Note the absence of 
the terms £r and nr, which would imply systematic motion. For an actual observer in 
the fixed coordinate system 
f = ?-rVxr 
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(a) 
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(b) 
— T 
» X 
Figure 2.1 (a) Hypothetical ground diffraction pattern obtained from scattered radio 
waves, (b) Auto- and cross-correlation functions obtained from the movement of the 
diffraction pattern over three receive antennas. 
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T} = Tj'+VyT 
so that 
f[f ,n, A = p[Atf - Vxr)2 + B{n - Vyr)2 + 2H{£ - VXT)(V - Vyr) + Kr2\ (2.3) 
To illustrate how velocities are obtained, we will consider the one-dimensional case 
where Vy = 0. Then, for the antenna configuration at Urbana (see Figure 2.1), 
rtn[f,0,r] =p3i[A(£- VXT)2 + KT2] (2.4) 
which can be written as 
/*iK,0,r] = p3i[(Z-VxT)2 + VcT2} (2.5) 
where Vc = K/A and has dimensions of velocity. The cross-correlation function will have 
a maximum at some time lag r31. By differentiating Equation (2.4) around r31 with 
£ = £0 and noting the condition for maximum dp/dr — 0, we find 
*=W& <2-6> 
Therefore, the ratio of £0/T3i ^ o e s n o t give the true velocity Vx but only the apparent 
velocity V'x given by 
^ = — = 1 4 + ^ - (2.7) 
T"31 Kr 
From this we can see that the apparent velocity will always be larger than the true velocity 
for the one-dimensional case. In order to proceed, we need to determine Vx and Vc. At 
Urbana this is done by assuming a functional form, Gaussian, for the auto-correlation 
function p[0, r] and solving for the lag where the correlation function drops to a specific 
value, i.e., 0.5 [Meek, 1980]: 
2 _ -21n(0.5) 
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Vx and Vc are determined by combining Equations (2.6) and (2.8). Using the Meek 
method, the two-dimensional wind field and the diffraction pattern spatial and temporal 
scales may be determined by measuring the magnitude of and lag to the maximum of 
the cross-correlation functions between three noncollinear receive antennas (p\2, Ti2, pu, 
T12, Pi2> Ti2) and the lag where the auto-correlation function drops to 0.5 (ro.5) (see 
Figure 2.1) [Dunne, 1988]. 
2.2 Da ta Processing and Implications 
The spaced antenna full correlation analysis technique outlined in the previous section 
assumed that the auto- and cross-correlation functions were perfectly known. In the 
presence of external noise, finite record length, and instrumental biases, this is never the 
case. Unfortunately, little has been done in the last 45 years to quantify the effects of 
measurement errors on the SA-FCA winds. 
One of the oldest known instrumental biases in the SA-FCA technique is the "triangle 
size effect." Golley and Rossiter [1970] found that the "true" velocity tended to increase 
with array size approaching some limiting value where the array size was approximately 
equal to the actual pattern size. Meek [1990] showed that this effect could be attributed 
to external random noise. When this noise is properly accounted for by renormalization 
of the auto- and cross-correlation functions, the triangle size effect disappears. Using 
a model to generate simulated data, Holdsworth and Reid [1995] confirmed that the 
external noise was the primary cause of the triangle size effect. 
May [1988] derived analytic expressions for the errors in determining the auto- and 
cross-correlation lag parameters necessary for the SA-FCA technique. He focused only 
on random statistical errors due to finite record lengths and external noise. He then 
estimated the statistical errors in the derived wind estimates using standard techniques 
for propagation of errors. May showed that the renormalization of the auto- and cross-
correlation functions, after the removal of the zero-lag noise spike, will increase the sta-
tistical error in the velocity estimate. 
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Chandra and Briggs [1978] examined the effect of filtering the fluctuations in the 
backscatter signal. Low-pass filtering of the backscatter signal in the form of coherent 
integration is common practice to reduce the wide-band noise and help ease the data 
transfer rate requirements. They showed that low-pass filtering decreases the computed 
"true" velocity unless Vc, the parameter that measures the importance of random changes 
of the pattern as it moves, is equal to zero. 
The effect of measurement errors and instrumental biases in wind estimates derived 
by the spaced antenna full correlation analysis technique is fairly intractable analytically 
except in the most simplified terms. It has only been with the increased power of com-
puter simulations that many of these effects can be assessed. Recently Holdsworth and 
Reid [1995] presented model calculations to assess the effects of sampling time and noise 
on the SA-FCA technique. They presented a measure, based on the sampling time, of 
the maximum velocity {VmaI) for which the SA-FCA performs acceptably well. Above 
Vmax, SA-FCA underestimates the "true" velocity. For the Urbana radar sampling time 
of 0.4 s, Vmax = 150 m/s. 
The process by which the Urbana data acquisition system arrives at estimates of 
SA-FCA velocities is as follows: 
1. The signal-to-noise ratio (snr) is calculated. For snr < 0.25 a failure flag is set. 
2. The radial velocities for each receive antenna are determined. 
3. The auto- and cross-correlation functions are renormalized after removal of the 
noise spike at zero-lag. The auto-correlation function half width is determined by 
a least squares fit of a parabola to the log of the correlation magnitudes. The 
auto-correlation function is deemed excessively noisy, and a failure flag is set, if its 
half width is less than one lag to either side of center. An error flag is also set if 
the magnitude of the auto-correlation function exceeds unity at any lag. 
4. The zero-lag coherence and cross-phase are determined. 
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5. The lag parameters needed for the SA-FCA technique are determined from the 
least squares fit of a Gaussian function to the cross-correlation functions. A failure 
flag is set if any of the cross-correlation functions are deemed excessively noisy (half 
width less than three lags) or if the cross-correlation maximum is less than 0.3. A 
failure flag is also set if the normalized time discrepancy (NTD) is greater than 
0.4. The NTD is defined as the absolute value of the sum of the time delays to the 
maximum value of the three XCFs, normalized by the sum of the absolute value of 
these time delays. The time delays measured around a closed path, such as defined 
by the XCFs between the spaced receive arrays, will sum to zero in the absence of 
noise and statistical errors. The deviation of this sum from zero is a measure of 
the accuracy of the time delay measurements [Meek et ai, 1979]. 
6. The "apparent" and "true" horizontal velocities are estimated along with the spatial 
and temporal scales of the diffraction pattern. If the spatial or temporal scales are 
negative, or the magnitude of the "true" velocity is greater than 300 m/s, a failure 
flag is set. 
In addition to the data rejection inherent in the online processing, the post-processing 
software culls the velocity estimates on the basis of nighttime aliasing and large discrep-
ancies between the horizontal "apparent" and "true" velocity estimates [Briggs, 1984]. 
Low nighttime absorption of the transmitted signal can allow for multiple hops between 
the E- or F-region total reflection height and ground. Under these conditions, the scat-
tered signal from one transmit cycle can cause interference with the scattered signal from 
the subsequent transmit cycle. At night the bottom-most range gates are not expected 
to contain valid velocity estimates due to low signal power from reduced nighttime atmo-
spheric electron density. Nighttime aliasing is checked for by verifying that the bottom 
four range gates do not contain a valid velocity estimate. As seen in the previous section. 
the apparent velocity should always be greater than the true velocity (except for highly 
anisometric pattern), which is not always the case given the less than ideal conditions 
under which the data were taken. The apparent and true velocities are checked for simi-
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laxity and are discarded if they are too divergent. This test has the effect of eliminating 
velocity estimates that are close to zero. 
Due to atmospheric conditions, there is a seasonal as well as a diurnal variability 
in the amount of data collected for any given height. Below 81 km, the valid data are 
obtained mostly during daylight hours, leading to a greater amount of data in the summer 
than the winter. These variations are clearly seen in Figure 2.2(a) and (b), which shows 
the average number of points collected in an hour bin for a summer and winter month. 
respectively. Notice also that the maximum average number of winter estimates occurs 
at a lower height than in the summer, consistent with other radar sites. Balsley et ai 
[1983] attribute this to a change in the dominant echo-producing mechanism between 
the winter (saturating gravity waves) and summer (tidal shear instability). Figure 2.2(c) 
shows the percentage of valid estimates of the total possible for the entire year of 1992. 
To illustrate the effect of the data rejection criteria, instrumental failures and im-
provements, and winter/summer differences in echo heights, the monthly mean zonal 
and meridional velocities derived from the SA-FCA estimates collected from 1991 through 
1995 are presented in Figure 2.3. The red (blue), positive (negative) values indicate east-
ward (westward) zonal and poleward (equatorward) meridional flow. The black areas 
indicate altitudes and/or times when there was not sufficient data to calculate a monthly 
mean. During each of the summers of 1993 and 1994, the radar was not in operation 
for approximately one month because of transmitter failure. The increased number of 
estimates at low altitudes after the summer of 1993 can be attributed to major system 
improvements (new transmitter, 12-bit A/Ds). 
Figure 2.3 includes all of the data available after data rejection at each height sampled. 
For the remainder of this thesis, we will focus on only those heights between 69 km and 
96 km. The reason for removing the lower five heights is obvious. In those heights 
there exists very little data from which to generate meaningful statistics. The upper five 
heights are removed to avoid the effects of group retardation on the transmitted signal. 
The divergence of the estimated scattering height or group height from the true height 
becomes significant above 96 km during the summer months. During the winter months 
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Figure 2.2 Average number of valid estimates per hour bin (12 max) versus range for 
(a) a summer month and (b) a winter month, (c) percent of total possible valid data for 
the year 1992. 
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it is less significant. However, in order to maintain consistency, we choose to remove 
these heights throughout the year. 
19 
3 AN ALTERNATIVE TECHNIQUE FOR 
THE ESTIMATION OF MESOSPHERIC WINDS 
Complementary to the spaced antenna full correlation analysis (SA-FCA) technique. 
which employs the magnitudes of the auto- and cross-correlation functions of the meso-
spheric scattered radio signals to estimate mesospheric winds, an alternative technique 
can be derived that uses only the phases of the correlation functions. Vandepeer and Reid 
[1995] first used this alternative technique, which they called "time-domain-interferometry" 
(TDI), along with the beam steering capabilities of the Buckland Park MF radar to de-
rive wind profiles and to study scatterer aspect sensitivity. Using ordinary least squares 
regression, they fit the model equation 
vn = Wli + urn,- + vn,- (3.1) 
to their TDI determined radial velocity, ur,-, obtained from the zero-lag phase slope of 
the auto-correlation function. The direction cosines, /,- = cos0, m,- = sin 9 sin <j>, and 
n,- = sin 9 cos (f>, at zenith and azimuth angles 9 and <f> were obtained from the zero-
lag phases of the cross-correlation functions. They showed that the derived horizontal 
velocities (u, v) compare well with the SA-FCA "true" velocity. Since the TDI and SA-
FCA techniques use complimentary data sets, comparison between them can be used to 
shed light on differing instrumental and processing effects. 
Before proceeding to apply TDI, it is important to understand what is being measured 
when calculating the zero-lag phase-slope of the auto-correlation function and zero-lag 
phases of the cross-correlation functions, and how statistical errors can affect the mea-
surement. To this end we go back to the definition of the correlation function 
\t .1 <{F(x,y,t)-<F>}{F(x + t,y + T],i + T)-<F>}> 
P&"'T] = < {F(x,y,t)-< F >}2 > ( 3 - 2 ) 
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which can be written as the Fourier transform of a "brightness" distribution, b. 
f[f, V,r] = J d9x j d9y J dfb(9x, 9y, f) exp[-;2x(0*£ + 9yn, fr)\ (3.3) 
where / is the Doppler frequency and 9X and 9y are the direction cosines (m,- and nt-
in the previous notation, with /,• % 1). The "brightness" distribution is a normalized 
angular/Doppler frequency power spectral density of the radar returns and includes beam 
weighting, inhomogeneous reflectivity, and aspect sensitivity effects. 
The correlation function can now be interpreted as the characteristic function of the 
"brightness" distribution and, therefore, can be expanded in terms of the moments of 
the "brightness" distribution [Huang et ai, 1995]. The zero-lag cross-correlation phase 
provides an estimate of the first (angular) moment of the brightness distribution: 
arg(p[f, n, 0]) « -2ir9x - 2ir9y (3.4) 
The phase slope of the auto-correlation function at zero-lag is proportional to the first 
(Doppler-frequency) moment of the "brightness" distribution: 
^arg( / , [0 ,0 , r ] ) | r=o%-2,r7 (3.5) 
The over-bar in the above two equations denotes the brightness distribution weighted 
average (x = f xbd9df). Finally, we assume that the Doppler shift corresponding to 
a particular angle-of-arrival is the line-of-sight component of the neutral wind velocity, 
averaged over the probability density function of the random velocity distribution (p( V)): 
b{9, f) = J b(9)6 (f + \V{9) • t j p(V)dV (3.6) 
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For the Urbana MF radar configuration, the parameters measured for each 5 min 
interval from the zero-lag auto- and cross-correlation phases are 
9 i = Jb(9xd9 ( = m t ) (3.7) 
9y,i = Jbi9yd9 (=m) (3.8) 
•i = J biV • ^d.9 « J bi(u9x + v9y + w)d9 (3.9) vr, 
where 6,- = bi(9x,9y) is the brightness distribution during the ith interval. The mean 
direction cosines (9x<i, 9Vti) can be interpreted as the coordinates of the centroid of the 
brightness distribution. In other words, the atmosphere randomly steers our beam for 
us. 
Using Equations (3.7) and (3.8), Equation (3.9) can be written in a form similar to 
the model equation (Equation (3.1)) used by Vandepeer and Reid for the estimation of 
the mean velocity field: 
vr{ = 9x,iu + 9y7iv + W + ei (3.10) 
where 
ei = J bi(n'9x + v% + w')d9 (3.11) 
is the zero-mean model equation error and u', v', and w' (u' = u — u, etc.), are the 
fluctuating components, in space and time, of the wind field. The original TDI technique 
can now be extended by subtracting the estimated mean velocities from Equation (3.10) 
to form a new model equation that is used to estimate the covariances of the original 
model equation: 
urf = w^l2 + u^m? + v*n2 + 2u7w7m,/,- + 2 v % , / , + 2u7v7m,ni + E{ (3.12) 
where the original notation is used for simplicity. This final equation is a generalization 
of Vincent and Reid's [1983] dual coplanar technique. 
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In this chapter, we investigate applying the model equation (Equation (3.10)) to our 
measured data (ur,-, 031, 0X2) to estimate the mean monthly vector wind field (u, v, w), 
where 
m,- = —fai/kd 
m = —tyxi/kd 
/,• = \J 1 — m,-2 — m2 
This procedure can then be extended and applied to Equation (3.12) to estimate the 
monthly mean second-order moments of the vector winds. As a starting point, the data's 
statistical errors are quantified. Next, nonstatistical errors are identified. Specifically, 
the calibration of the cross-phase measurements in the presence of variable system path 
lengths between receive arrays is investigated. Armed with this initial information, the 
effectiveness of different inversion schemes and the influence of the data's statistical 
errors on them using model data is determined. Finally, a judgement is made as to the 
effectiveness of this procedure and its application to estimating the desired gravity wave 
parameters. 
3.1 Data Quality and Statistical Errors 
Except for comparison, the spaced antenna (SA) velocities generated by the present 
online processing are not of interest for this analysis. The desired parameters are the 
Doppler velocity, vr,, derived from the signal's auto-correlation phase at first lag, and the 
angle-of-arrival of the scattered signal, derived from the zero-lag cross-correlation phases 
along two orthogonal baselines, rj)l2 and 03i. Fortuitously, the Doppler velocity of three 
of the four quadrants and the phase difference between these quadrants are also archived 
in the 5 min data records. In order to have a measure of the quality of the output of 
the analysis, i.e., the first- and second-order moments of the vector winds, and to have 
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a foundation for filtering the input, i.e., data rejection, it is of interest to determine the 
statistical errors of these parameters. 
The theoretical variance associated with the estimate of the Doppler velocity and 
cross-phase are, respectively (see Appendix A): 
var[u] % 
1 / A 
2M UTTT; M^M^(f)(^)]<-> 
and 
var[V>,j] 
2Mcoh W(#+M#H^#Wi (3.14) 
where the following relationship between spectral width and correlation width has been 
used: 
, . - j £ ^ ( A ) (3,5) 
Tb.5 V 4 7 r / 
Equations (3.13) and (3.14) show that the statistical error in the Doppler velocity, vr, 
and cross-correlation phase, xpij, estimates depend on the measured signal-to-noise ratio, 
snr = S/N, correlation width, To.5, and coherence, cohij. Both the signal-to-noise and 
coherence are also stored in the 5 min data records. Although calculated, the correlation 
width is, unfortunately, not saved. However, this parameter can be recalculated using 
stored SA parameters as shown below [Dunne, 1988]: 
TQ.5 = 
1/2 
-2ln(O.5) 
J? + y : ( ^ + !%z) (3.16) 
A and B are the spatial scales of the gravity wave ellipse and can be rederived from the 
stored parameters sqrtab = y/AB and abm = A/B. C is the random fade time of the 
pattern and is stored directly as esq. V is twice the magnitude of the horizontal wind, 
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and 7 is the phase difference between the direction of the wind vector and the major axis 
of the gravity wave ellipse, theta, which is also stored. 
Figures 3.1 and 3.2 present the self-normalized distributions of (a) signal-to-noise. 
(b) correlation width, and (c) coherence. July and December 1992 have been chosen 
as representative months. Only data for which there exists valid radial velocities and 
cross-phase estimates were used. The online processing uses an snr cutoff of 0.25. No 
other rejection criteria were used. The signal-to-noise ratio is widely distributed in both 
July and December, with quadrants 2 and 3 consistently noisier than quadrant 1. The 
elevated noise observed in quadrants 2 and 3 is expected due to the higher antenna feed 
loss caused by the greater distance of these quadrants from the receiver. Quadrant 3 is 
significantly noisier in July than either of the other two quadrants, indicating probable 
antenna problems. Both months also show similar distributions in correlation width and 
coherence, although the December data tends to be more broadly distributed. Table 3.1 
gives the average and median values for these parameters. 
Table 3.1 Correlation width and coherence statistics. 
Average 
Median 
Tb.5 
July December 
2.64 2.61 
1.91 2.02 
coh 12 
July December 
0.68 0.66 
0.70 0.68 
coh3i 
July December 
0.68 0.66 
0.71 0.69 
Armed with these values for snr, r0.s, and cohtJ-, and Equations (3.13) and (3.14), the 
theoretical statistical error for the Doppler velocity and cross-phase can be calculated. 
Figures 3.3-3.6 represent the distribution of the calculated statistical error for these 
estimated parameters during each test month. The panels for each of these four figures are 
organized in the following fashion. Panel (a) is a scatter plot of the statistical error versus 
snr for all of the data within the month for which an error estimate could be determined. 
Panel (b) is a color histogram of the above scatter plot. The darker color indicates higher 
frequency of occurrence. Panel (b) may be viewed as the joint distribution of estimated 
error and snr of the returned signal. Panel (c) is identical to panel (b) except that the 
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Figure 3.1 Histograms of (a) signal-to-noise ratio, (b) average signal correlation width, 
and (c) coherence values at zero-lag. July 1992. 
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Figure 3.2 Histograms of (a) signal-to-noise ratio, (b) average signal correlation wi 
and (c) coherence values at zero-lag. December 1992. 
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Figure 3.3 Statistical error of estimated Doppler velocity. Panel (c) has been self-
normalized along lines of constant signal-to-noise. July 1992. 
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Figure 3.4 Statistical error of estimated Doppler velocity. Panel (c) has been self-
normalized along lines of constant signal-to-noise. December 1992. 
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Figure 3.5 Statistical error of estimated cross-phase. Panel (c) has been self-normalized 
along lines of constant signal-to-noise. July 1992. 
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Figure 3.6 Statistical error of estimated cross-phase. Panel (c) has been self-normalized 
along lines of constant signal-to-noise. December 1992. 
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distribution has been self-normalized along lines of constant snr, and, therefore, may be 
viewed as the conditional distribution of estimated error given the snr. For large snr 
(> 5 dB), the statistical errors are relatively constant (erg % 0.5 m/s, err- % 0.1 rads). 
As the snr becomes smaller the variance of the estimated parameter grows. 
A rough estimate of the error in the estimated radial velocity of each quadrant can also 
be made from the data itself by differencing the individual quadrants' radial velocities 
from the average radial velocity across the quadrants: 
et- = < vr > —vr{ (3.17) 
Figures 3.7 and 3.8 show the color histograms (darker indicating higher frequency of 
occurrence) of the estimated error versus the quadrant's snr. Again, the top panel can 
be viewed as the joint distribution of error and snr, while the bottom, normalized along 
lines of constant snr, can be viewed as the conditional distribution of error given the 
snr. The solid line indicates the 2<r position of a Gaussian fit to the estimated error. 
The dashed line is the theoretical 2<x position calculated using Equation (3.13) with a 
constant correlation width of 2 s. As expected, the estimated variance is larger at low 
snr and becomes almost constant at large snr. It is gratifying to see how closely the 
theoretical variance tracks with that calculated from the data. 
So far the distributions of theoretical errors associated with the measured parameters 
vr, ^12, and ^31 have been grouped across all range bins. This analysis, however, is 
intended to be applied independently to each range. Figures 3.9 and 3.10 summarize the 
variability with range of the measured parameters, snr, r0.s, and cohij, and the theoretical 
errors, <7„y and <x?-•, calculated from them. The median of each parameter's distribution 
has been used as a measure of its range variability. The horizontal lines indicate where 
70% of the data exist. If there were less than three data points in a particular range bin, 
the median is not plotted. Remember that the correlation width was recalculated from 
stored SA-derived parameters and, therefore, exists only if the original SA calculation 
did not fail. 
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Figure 3.7 (a) Shows the joint distribution of estimated radial velocity error versus 
signal-to-noise ratio, (b) Shows the same distribution that has been normalized along 
lines of constant snr. The solid line indicates the 2a positions for Gaussian fits of the 
data along lines of consant snr. The dashed line indicates the theoretical 2<r position for 
the standard error in the estimate of radial velocity versus snr with constant correlation 
width of 2 s. Julv 1992. 
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(a) 
(b) 
Figure 3.8 (a) Shows the joint distribution of estimated radial velocity error versus 
signal-to-noise ratio, (b) Shows the same distribution that has been normalized along 
lines of constant snr. The solid line indicates the 2a positions for Gaussian fits of the 
data along lines of consant .snr. The dashed line indicates the theoretical 2a position for 
the standard error in the estimate of radial velocity versus snr with constant correlation 
width of 2 s. December 1992. 
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Figure 3.9 Height profiles of median (a) signal-to-noise ratio, (b) correlation width, (c) 
coherence, (d) radial velocity statistical error, (e) cross-phase statistical error, and (f) 
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Figure 3.10 Height profiles of median (a) signal-to-noise ratio, (b) correlation width, 
(c) coherence, (d) radial velocity statistical error, (e) cross-phase statistical error, and 
(f) number of estimates, December 1992. 
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Of primary interest is the variability in height of the estimated statistical errors. 
which gives a qualitative indication of the likely variability in errors of the vector winds 
derived from these data. The range variability of a*, is strongly influenced by snr for 
snr < 5 dB and by r0.5 for snr > 5 dB. Therefore, the statistical errors in the estimates 
of radial velocity are large in the lower ranges where the snr is small, and they reduce 
to a relatively constant level of « 0.5 m/s above % 81 km in July and w 69 km in 
December where the snr becomes large and T0.5 becomes the dominant variable. Notice 
that the correlation width remains relatively constant at % 2 s. The exception to this is 
the upper five range bins in July which show large variability in r0.s. The larger values 
of r0.5 in July may reflect the summer total reflection height moving into those ranges 
[Namboothiri et ai, 1993]. The range variability in a^ results from the competing effects 
of increasing snr, which reduces a^-, and decreasing cohij, which increases a^-. 
3.2 Phase Calibration 
To accurately determine the angle-of-arrival of the scattered signal, instrumental ef-
fects need to be identified and removed from the cross-phase measurements. These in-
strumental biases arise from variable path lengths between the receive array quadrants 
and the system digitizer. Presently, the signal is time multiplexed from each quadrant 
through a single receiver/phase detector chain. Therefore, the only physical differences 
in the signal paths are from the coaxial feed-lines, the front end filters, and the multi-
plexing switch. Regardless of origin, all of these contributors may be lumped together (to 
a first-order approximation) into a constant phase offset between each pair of quadrants. 
These phase offsets need to be estimated and removed from the data prior to calcu-
lating the wind and gravity wave parameters. In order to do this, an assumption must be 
made as to the expected cross-phase distribution. The Urbana MF system operates ex-
clusively with a vertically pointing beam. The atmosphere is assumed to be horizontally 
stratified in a long-term average. The angular distribution of scattered signals should 
then be in the radar's main beam, maximizing in the vertical direction. Under this as-
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sumption, the theoretical cross-phase distributions can be approximated by zero mean 
functions. The desired phase offsets are determined by solving for the mean value of the 
actual cross-phase distributions. 
The question now arises as how to best determine the cross-phase distributions' means 
from noisy cross-phase measurements, and, of course, what is meant by "best." Three 
possible methods for determining the mean of the cross-phase distributions are (i) un-
weighted first moment, (it) weighted first moment, and (Hi) a Gaussian fitted to the 
parameter's frequency distribution. Methods (i) and (u) are applied directly to the 
culled cross-phase data using the statistical errors calculated in Section 3.1 as weights 
in the later. In method (Hi), the culled cross-phase data are first binned (3.6°/bin), and 
then a Gaussian is fitted to that distribution. The implied assumption that the calculated 
phase offsets are due entirely to instrumental effects and, therefore, should be constant 
gives a qualitative measure for selecting the best method - the method that gives the 
minimal variability over height and time of the estimated cross-phase means. 
Again July 1992 and December 1992 are used as representative months to track how 
well these three methods determine the phase offsets over height. Using the information 
derived in Section 3.1, those values with an excessive estimated error (av-T > 3 m/s and 
fffa > 0.16 rads) are rejected. Each of these three procedures was applied to data from 
the ten central range bins (69 - 96 km) in combination and separately to each individual 
range bin (54 - 111 km) within the specified month. The phase offset values obtained 
for the ten central range bins are attributed to the instrumental effects. There are a 
couple of reasons for selecting data only from the ten central heights for this estimate. 
The lowest five heights were removed because of large statistical errors due to low snr 
(see Section 3.1.) The upper five heights were removed because group retardation of the 
signal becomes significant at these heights especially during the summer months. Using 
these heights could be justified during winter months, but we choose not to in order to 
maintain consistency throughout the year. The phase offsets obtained for each individual 
height are used as a check for the original assumption that this instrumental effect will 
give a constant phase offset. 
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Figures 3.11 and 3.12 show the cross-phase histograms for the ten central heights 
along with the fitted Gaussian and the calculated means. One can see that the weighting 
in the first moment calculation causes only minor differences in the calculated means. 
The mean of the fitted Gaussian is, however, systematically different from that of the first 
moments. The reason for this can be seen by noting that the cross-phase distributions 
are not symmetric about some central value but are in fact rather skewed. This is most 
visible for December 1992. A closer look at the phase histograms for the individual 
heights (see Figure 3.13) shows clearly the problem with estimating the phase offsets 
using the first moment. These distributions are markedly skewed, and this skewness 
changes with height. Obviously, calculating the first moments of these distributions does 
not reflect the position of the maximum, which appears relatively constant over height. 
It is the position of this maximum that has been assumed to reflect zenith. This appears 
to be more accurately determined using a fitted Gaussian. 
Figures 3.14 and 3.15 show the variability of (a) and (b) the calculated means versus 
height for each method, (c) the standard error on the estimate of the mean, and (d) 
the number of points used for each height. The darkened portion of each axis indicates 
the ten central heights used in determining the composite mean, ipij. December 1992 
contains more valid estimates than July. Both plots show a greatly reduced number of 
available points in the lowest five range bins. Looking at the cross-phase height variability 
(il>ij—ipij[z\), panels (a) and (b), it is apparent that the fitted Gaussian method determines 
a mean with the minimum variability. However, even the phase offsets calculated using 
a fitted Gaussian are far from constant with height. Note that a 0.1 rad change in cross-
phase corresponds to a 0.6° change in zenith angle. The standard error in the estimate 
of the means, panel (c), is significantly smaller than the variability of the mean itself, 
indicating possible geophysical variability in stratification. 
The fitted Gaussian method is chosen as "best" because it provides estimates of 
the cross-phase means with the smallest variability over height. However, the temporal 
variability of the cross-phase means still must be examined. Still looking at July and 
December 1992, method (Hi) has been applied to data from the ten central heights con-
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Figure 3.11 Histogram of cross-phase values (solid line) measured in range bins 69-
96 km for (a) ^12 and (b) ^ 3 i showing the estimated phase offset derived using three 
different methods. The dashed line indicates the fitted Gaussian. July 1992. 
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Figure 3.12 Histogram of cross-phase values (solid line) measured in range bins 69-
96 km for (a) ipi2 and (b) 03i showing the estimated phase offset derived using three 
different methods. The dashed line indicates the fitted Gaussian. December 1992. 
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Figure 3.13 Self-normalized histograms of ^31 values measured at selected heights. De-
cember 1992. 
tained within each individual hour across the month. Figure 3.16 shows the variability of 
the estimated cross-phase means versus time-of-day along with the number of estimates 
contained within each hour. Two things are immediately apparent. First, during day-
light hours, when most of the data are collected over the largest height region, there is 
very little variability in the estimated means. In fact, the time variability of the cross-
phase means during daylight hours is less than the corresponding height variability. The 
variability at night, however, tends to be larger. Second, the variability at night is consid-
erably larger in December than in July. Now the original assumption that the estimated 
cross-phase means should be constant is in question. This assumption holds well during 
daylight hours and not so well during dark hours. The increased nighttime variability 
cannot be attributed to fewer nighttime estimates because, even at night, December has 
more estimates than July. The increased nighttime variability also cannot be attributed 
to a reduced height range of received scatter since the corresponding height variability 
is smaller. The possibility exists that the nighttime data are more susceptible to errors 
due to increased interference and to low signal-to-noise levels. In the end, the analysis 
may have to be restricted to daylight hours. 
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Figure 3.14 The top panels show the variability of the estimated phase offsets, (a) ipi2 
and (b) V>3i, with height referenced to the value calculated for the ten central range bins 
indicated by the heavy line. The bottom panels show (c) the standard variation of the 
phase offset estimate and (d) the number of points used in these calculations. The data 
are taken from July 1992. 
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Figure 3.15 The top panels show the variability of the estimated phase offsets, (a) V>i2 
and (b) V>3i, with height referenced to the value calculated for the ten central range bins 
indicated by the heavy line. The bottom panels show (c) the standard variation of the 
phase offset estimate and (d) the number of points used in these calculations. The data 
are taken from December 1992. 
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(b) 
Figure 3.16 Time-of-day variability of estimated phase offsets (V>i2 solid line and i/>3i 
dashed line) for (a) July 1992 and (b) December 1992. 
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Figure 3.17 examines the variability of the estimated cross-phase means over the 
entire year of 1992. In panel (a), the open markers represent means estimated with 
data in blocks of approximately one week. The filled markers represent means estimated 
in blocks of one month. The bars along the bottom indicate the number of estimates 
within each month. In panel (b), the markers represent the deviation of the weekly 
estimates from the monthly estimate. The bars along the bottom indicate the number 
of estimates in each week block. The arrows in both panels show when the station log 
mentioned receive array problems. The most dramatic discontinuities in estimated cross-
phase means occur in February and during the data gap between June and July. At 
both of these times one of the main feed-lines to the receive arrays was changed. This 
occurred twice in February. The large variability in February of weekly estimates of 
V>i2 coincides with these cable changes. It is interesting to note that even though the 
log indicates that only the feed-line to quadrant 2 was changed in February, the phase 
difference between quadrants 3 and 1 also seems to be affected. Ignoring the phase jumps 
due to cable work, the yearly variability of the cross-phase estimates is of the same order 
as the height variability. This variability may, in fact, be due to the increased nighttime 
variability of the estimated means. It is difficult to say whether or not variability of 0.6° 
zenith angle is significant. 
3.3 Model Calculations 
Fundamentally, the problem set up in this chapter is that of linear parameter estima-
tion. Equation (3.1) is recast here into the more familiar matrix form 
Ax Kb (3.18) 
which represents an overdetermined set of m linear equations. The ith. row of the data 
matrix A = [/,,m,,n,], the observation vector 6 = [vr\,... ,vrm]T, and the parameter 
vector x — [w,u,v]T. Several techniques have been devised to invert Equation (3.18) in 
the presence of measurement errors. We will focus on two related ones, the ordinary least 
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Figure 3.17 Time variability of estimated phase offsets, ip12 diamonds and t/>31 triangles, 
for 1992. (See text.) 
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squares (OLS) and total least squares (TLS), and their efficacy in estimating the mean 
vector winds and gravity wave parameters from our data. A complete analysis of TLS 
and its comparison with OLS is given by S. Van Huff el and J. Vandewalle [1991]. 
Ordinary least squares is used extensively in atmospheric parameter estimation. This 
technique assumes that all errors are contained in the observation vector b and that the 
data matrix A is known exactly. The OLS problem minimizes the sum of the squared 
distance along the coordinate axis defined by b. In other words, this approach modifies 
the observation vector 6 => 6' with minimal effort, as measured by the Euclidean norm, 
such that Ax = b' is compatible. If, as has been shown for our data, the data matrix A is 
not known exactly, then using the ordinary least squares approach leads to an inconsistent 
estimate (see Appendix C) of the true vector winds, x0 = [w0,uo,vo]T. 
Total least squares is a technique used when there are errors in both the observation 
vector b and data matrix A. The TLS problem minimizes the sum of the squared distance 
perpendicular to the best subspace. This amounts to modifying the matrix [A; b) => 
[A; b] with minimal effort, as measured by the Frobenius norm, such that Ax = b is 
compatible. Under the assumption that the errors [8A; 8b] are row-wise independent 
and identically distributed with zero mean and common covariance matrix C = all, 
then using TLS leads to a strongly consistent estimate of the model parameters. If the 
error covariance matrix C does not have the above specified form but is known up to 
a factor of proportionality, then TLS still computes consistent estimates if the data are 
appropriately transformed. 
For our case we assume that the errors in the columns in [A; b] are uncorrected with 
zero mean but do not have equal variance. Actually, the error in /,• is correlated with 
the errors in mt- and n,-. However, this error is small (see Appendix B) and so will be 
neglected. To obtain the optimal properties of the TLS technique, we must apply column 
scaling such that the scaled matrix has the desired covariance matrix: 
[A;b\C\C-x X | %0 (3.19) 
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The difficulty is in determining the proper scaling. Van Huffel and Vandewalle suggest 
scaling each column by the standard deviation of the uncertainty in that column (C„- = 
l/s{). Without this additional information, we cannot do any better than the OLS 
solution and if the scaling is done improperly, will do much worse. 
At first glance we appear to have all of the information necessary to perform the proper 
scaling. In fact, as shown in Section 3.1, we know the variance of the uncertainty for each 
of our measured parameters. It is a simple matter to find the average variance for each 
parameter. Unfortunately, using the square root of these averages as the column scaling 
does not provide the desired result. The reason for this can be obtained by reviewing the 
model Equation (3.1). In addition to the statistical errors in estimating the parameters 
(/,-, m,-, n,-, ur,), there also exists the geophysical variability of the vector winds themselves, 
which adds to the variance of the radial wind estimate, ur,-. For example, even if the 
parameters /,-, m,-, n,-, and ur,-, were measured exactly and the scatter always came from 
one direction (/,-, m,-, n,- constant), vr, would be constant only if the vector wind were 
constant, which, of course, it is not. For proper scaling, we need an estimate of the total 
variance, statistical and geophysical, of the measured radial velocities. 
Figure 3.18 shows the estimated average variance and corresponding column weights 
for July 1992. Panel (a) gives the average theoretical variance for the position parame-
ters (/,-, m,-, n,). Panel (b) shows three different estimates i) statistical, ii) total, and Hi) 
spatially averaged for the average variance for the radial velocity. The first estimate, sta-
tistical, is the average theoretical variance of the statistical error in ur,- (see Section 3.1). 
As already noted, this error reduces with height. The second, total, is the variance calcu-
lated from the estimates of the radial velocity themselves. This average reflects not only 
the variability of the radial velocity due to the variability in the underlying wind field, 
but also the variability due to the spread of pointing directions. The average statistical 
variance represents the lower bound in the estimate of the radial velocity's average vari-
ance. The total variance represents the upper bound. The third estimate of the radial 
velocity's average variance, spatially averaged, was calculated by first binning the radial 
velocity by angular position, determining the velocity variance within each bin, and then 
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Figure 3.18 Estimated average variance for (a) /, m, and n and (b) vr along with the 
associated column weights (c) /, (d) m, and (e) n. (See text for details.) 
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averaging across the bins. This is a crude attempt to separate the variability of the radial 
velocity due to the wind variability from the look angle variability. Panels (c)-(e) show 
the resulting column weights, given the positions' average variances shown in panel (a) 
and the estimates of the velocity's average variance shown in panel (b). The column 
weights are defined as: 
C = i var(trr) var(0 var(ur) var(m) 
) 
/var(ur 
V var(n 
1 
(3.20) 
In order to test various scaling schemes and to verify the promised improved accuracy 
in the TLS technique over the OLS technique, simulated data of known statistics were 
passed through each of the inversion schemes. The simulated data (/,-, m,-, n,-, ur,) were 
constructed in two phases. First, time series of the zero mean vector winds (to,-, u,-, u,-) 
were generated containing a semidiurnal tide of constant amplitude (15 m/s) with height 
and containing random fluctuations of known spectral content whose variance increases 
linearly with height (250 - 2600 (m/s)2 for heights 69-111 km). The random fluctuation 
data set was generated using the Fourier coefficients of a prescribed power spectral density 
with together with random phases [Franke, 1984]. The power spectral density used had 
a low frequency spectral index of 1/4 and a high frequency spectal index of -5/3. The 
outer scale was choosen at 200 d, the inner scale at 10 min, and the break scale at 1 
d. The simulated data time series were sampled in accordance with the sampling of 
the measured data set for July 1992. To avoid differences due to variable sampling, the 
sampled time series were forced again to have zero mean, and then a mean vector wind 
representative of the SA derived horizontal wind for July was added in. The "true" radial 
velocity for each quadrant was then calculated using the simulated instantaneous vector 
winds and the measured angle-of-arrival. The measured direction parameters, /,-, m,-, n,-, 
by definition, are now taken to be the "true" direction parameters. Second, zero mean 
Gaussian random noise was added to each of the "true" parameters (/,-, m,-, n,-, ur,). The 
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variance of the added noise was determined as in Section 3.1 from the measured signal-
to-noise, coherence, and spectral width. These data were finally passed through each 
inversion scheme, which estimated the mean vector winds. This second step of adding 
noise and then estimating the mean winds was performed 1000 times. 
Figure 3.19 shows the mean winds averaged over the 1000 trials for each inversion 
scheme and weight. Figure 3.20 shows the square root of the mean squared errors (rms) 
averaged over the 1000 trials. All methods estimated the wind structure above 84 km 
equally well. The rms errors in the horizontal wind are less than 5 m/s. Below 84 km, 
the rms errors obtained from the different techniques diverges. This divergence is due 
primarily to the greater significance of the errors in the position parameters. The OLS 
estimate typically has the largest rms error, while the TLS estimate using method (Hi) 
to estimate the column weights typically has the smallest rms error. Table 3.2 shows the 
average (over height) of the calculated mean squared error for each inversion scheme and 
weight. 
Table 3.2 Averag 
OLS 
TLS.var (total) 
TLS-avr (spatially averaged) 
e mean squ 
u (m/s)2 
54.02 
25.91 
20.34 
ared error. 
v (m/s)2 
21.34 
18.57 
17.72 
w (cm/s)2 
104.04 
93.51 
88.92 
As seen in Figure 3.20 and in Table 3.2, the total least squares technique using 
the spatially average vr variance to calculate the column weights provides significant 
improvement over the ordinary least squares technique in estimating the vector winds. 
Van Huffel and Vandewalle warn, however, that even though TLS can provide more 
accurate parameter estimation, TLS is also numerically less stable. Because of this and 
the crude manner by which the column weights are calculated, it is advisable to use the 
OLS technique as a first-order approximation to the vector winds and the TLS technique 
as a refinement to that approximation. If the vector winds estimated using the TLS 
technique differ too wildly from the OLS estimates, then caution is advised. 
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3.4 Summary 
Throughout this chapter the aim has been to develop a procedure for deriving monthly 
mean winds and gravity wave parameters from 5 min estimates of radial velocity and 
position. Specific sources of errors in the 5 min data have been quantified, and the effect 
of these errors on the estimates of the mean vector wind have been determined. 
The final procedure is as follows: 
1. Cull data to remove points with excessive statistical error. It is more acceptable 
to allow a larger error in the estimate of radial velocity than in the cross-phase 
estimates. 
2. Using a Gaussian fitted to each cross-phase frequency distribution, determine and 
remove the cross-phase mean. Make sure to take into account cable work. 
3. Spatially filter data to remove those points with zenith angle such that 
/,- = cos 9 < > yrriow (J-2I) 
. <y/l-<-< 
4. Determine the column weights for the data matrix by estimating the average vari-
ance for each parameter, /, m, n, and vr. 
5. Estimate the monthly mean winds using the total least squares technique with 
column weights defined above. As a safeguard, also use the classical least squares 
technique to estimate the monthly mean winds. The classical least squares tech-
nique is more numerically stable than TLS, especially due to the crude manner in 
determining the column weights. 
Next, the derived mean winds are used to go beyond what is presently thought pos-
sible with the SA-FCA data and derive monthly mean estimates of the gravity wave 
parameters. The model equation used to derive these parameters is 
urf2 = w72/,2 + u^m2 + v^n2 + 2u7w7m,-/,- + 2v7w7n,-/,- + 2u7v7m,-n,- (3.22) 
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In matrix notation, the zth row of the data matrix A is now composed of the measured 
parameters, [l2,m2, n2,2m,7,-, 2n,7,-, 2m,n,-], the observation vector, b = [urf , . . . , u r ^ ] r . 
and the parameter vector, x = [w72, u72, v'2, u'w', v'w', uVj1". The perturbation radial 
velocities are derived by subtracting the projection of the derived mean wind along the 
scatterers' angle-of-arrival from the measured radial velocity. The parameter vector is 
then estimated using ordinary least squares. 
6. Calculate perturbation velocities by removing the estimated mean wind projected 
along the measured angle-of-arrival. 
7. Estimate the monthly mean gravity wave parameters using ordinary least squares. 
Why use LS after we have gone to so much trouble to show that it is a biased 
estimator? The fact is that without an accurate estimate of the relative errors in the 
measured parameters, we can do no better than what LS will provide. The statistical 
errors in /,-, m,-, n,-, and ur,- are easily determined. The same is not true for If, m2, n2, 
/,-m,-, /,-n,-, mini, and vr2. 
56 
4 ESTIMATED WINDS, WAVE VARIANCE, AND 
MOMENTUM FLUX 
Estimates derived from TDI and SA-FCA would be identical in an ideal world of com-
plete models and exact, regularly spaced data samples. In the real world of approximate 
models, atmospheric noise, receiver saturation, channel gain and phase offsets, digitizer 
quantization, and data gaps, identical estimates can hardly be expected. Comparisons 
between these two techniques can validate the scattering models on which they are based 
and highlight differing instrumental and processing effects. 
The TDI and SA-FCA techniques use complementary data sets. Both data sets are 
derived from the same complex voltage time series. However, while the TDI technique 
uses the phase of the auto- and cross-correlation functions, the SA-FCA technique uses 
their magnitude. The two techniques also differ in the manner in which the data are 
culled. The TDI technique, as developed here, rejects data based on an estimate of the 
statistical error of each measured parameter. This measure of the data "accuracy" is 
independent of the data itself. The SA-FCA technique, on the other hand, rejects data 
based on the self-consistency of the data itself. The final derivation of the monthly means, 
variances, and momentum flux is also quite different between the two techniques. The 
TDI technique uses parameter estimation to fit the measured data to model equations. 
The SA-FCA applies standard statistical methods to the velocity time series. 
An initial assessment of the efficacy of the TDI procedure is obtained through mean 
wind comparison with the SA-FCA technique for data collected during 1992. This year 
was chosen because it had the most complete data coverage since the radar began contin-
uous operation. The analysis of the SA-FCA wind estimates collected during 1991-1995 is 
extended to the study of the seasonal characteristics of mesospheric wave variance. TDI 
derived wave variances for 1992 are compared with similar SA-FCA estimates. Finally, 
TDI and SA-FCA zonal momentum flux are compared. 
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4.1 Mean Winds 
Mean wind climatologies obtained from mid-latitude radar observations have been 
extensively compared [Manson et ai, 1985, 1991]. The observed circulation pattern is 
repeated every year with little variability. The zonal wind displays an annual oscillation 
of summer westward and winter eastward flow below the mesopause, which reverses above 
the mesopause. This is consistent with a middle atmospheric circulation that is controlled 
by energy and momentum transfer from breaking gravity waves. Comparison of the zonal 
circulation with CIRA86 [Manson et ai, 1991] shows generally good agreement below 
85 km. Above 85 km, the CIRA86 model exhibits a strong summer eastward jet, with 
speeds around 50 m/s at 96 km, that is not observed in the radar data. Manson et al. 
attributed the difference at the upper heights between the observations and CIRA86 to 
either strong ageostrophy in the wind field or to differences in the meridional temperature 
gradients inherent in the radar data and the data used in the model. The observed 
meridional circulation also has a repeatable pattern with a summer equatorward jet that 
maximizes near the maximum shear in the zonal wind. 
The climatology of mesospheric winds observed at Urbana has been previously de-
rived using the spaced antenna full correlation analysis technique [Franke and Thorsen, 
1993]. The SA-FCA climatology is used here to test the effectiveness of the time-domain-
interferometry technique. Mean winds are obtained through both ordinary least squares 
and total least squares regression. OLS is known to predict winds that are biased low, 
especially in the range gates where the errors in position are significant. Under the as-
sumption that the original data matrix has been properly transformed by the estimated 
column weights, TLS is known to give a strongly consistent estimate of the monthly mean 
winds. All three estimates are compared for heights in the range 69-96 km. 
Time-height climatologies for the zonal component of the vector wind are plotted in 
Figure 4.1. All three techniques reproduce the expected seasonal zonal circulation of 
westward summer and eastward winter flow at the lower altitudes, with a reversal in the 
zonal wind around the height of the mesopause. Note that the winter mesopause is located 
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(a) OLS Zonal Wind 
(b) 
(c) 
Month 
TLS Zonal Wind 
SA Zonal Wind 
Figure 4.1 Monthly mean zonal wind derived using (a) TDI-OLS, (b) TDI-TLS, and 
(c) SA-FCA for 1992. 
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around 100 km while the summer mesopause is at around 88 km [Plane et ai, 1996]. The 
major difference in the two TDI estimates lies in the strength of the zonal jet. The TDI-
OLS estimates for summer and winter reach over 30 m/s and 40 m/s, respectively. The 
TDI-TLS estimates reach over 50 m/s and 60 m/s. This difference between these two 
very similar techniques is understood to be caused by the bias inherent in the ordinary 
least squares estimator. At the upper heights, where this bias is small, the two techniques 
converge to the same value. Although the gross flow pattern is duplicated in both the 
TDI techniques and the SA-FCA technique, the details are not. In the TDI techniques, 
the summer and winter jets maximize at 75 km, whereas in the SA-FCA, these jets 
maximize lower at 69 km or below. The strength of the SA-FCA jets, however, compares 
well with the TDI-TLS jets. At the upper heights, especially during the summer months. 
the SA-FCA technique predicts a mean zonal wind that is systematically smaller than 
the mean wind predicted by the TDI technique. It should be noted that the TDI zonal 
winds above 85 km are in better agreement with CIRA86. 
In Figure 4.2, time-height climatologies of the meridional component of the vector 
wind are plotted. Again the gross features of summer equatorward and winter poleward 
flow are replicated for each technique. The TDI-OLS and TDI-TLS differ only in the 
magnitude of the flow at lower heights. The TDI technique estimates a summer equator-
ward flow that is localized between June and August. In July this band of equatorward 
flow stretches up past 90 km. For the SA-FCA estimates, between 75-87 km, the summer 
pattern begins a month earlier. The July reversal height is at 84 km for the SA-FCA es-
timate, which is over 6 km lower than the TDI estimates. All three techniques reproduce 
a localized 20 m/s jet at 84 km in September. However, only the TDI-TLS estimate has 
a similar feature, a 30 m/s jet, localized at 75 km in November. 
Perhaps the easiest way to view the differences in the TDI and SA-FCA horizontal 
wind estimates is through a vector plot. In Figure 4.3 the TDI (red) and the SA-
FCA (blue) horizontal vector winds are plotted. The length of the arrows represents 
the magnitude of the horizontal wind, and the arrow orientation represents the wind 
direction (north is up, east is right). Throughout the year, at most heights, the two 
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(a) OLS Meridional Wind 
(b) 
(c) 
i 1 1 1 r 
A S O N D 
Month 
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SA Meridional Wind 
Month 
Figure 4.2 Monthly mean meridional wind derived using (a) TDI-OLS, (b) TDI-TLS, 
and (c) SA-FCA for 1992. 
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Figure 4.3 Vector plot of TDI (red) and SA-FCA (blue) horizontal winds. 
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techniques estimate wind vectors of comparable magnitude and orientation. The most 
noticeable differences in magnitude occur at the lower heights where the TDI estimates 
are systematically smaller than the SA-FCA estimates. At the upper heights, the SA-
FCA estimates tend to be smaller than the TDI estimates. The anomalous November jet 
seen in the TDI-TLS meridional wind at 75 km is reflected here in the larger magnitude of 
the TDI estimate over the SA-FCA estimate. The largest differences in vector orientation 
between the two techniques occur for winds with the smallest magnitudes. For example, 
the two techniques predict wind vectors in opposite directions in July at 81 km. This is 
not entirely surprising as it becomes increasingly more difficult to determine the direction 
of a vector with small magnitude. A more significant discrepancy in orientation between 
the two techniques occurs in summer at the upper heights. The SA-FCA vectors are 
seen to point more northward than the TDI estimates. It is obvious now why the TDI 
meridional winds remain equatorward to a higher altitude than the SA-FCA meridional 
winds. There is approximately a 15° difference in orientation between the TDI and 
SA-FCA vectors. 
Climatologies of the vertical wind estimates are presented in Figure 4.4. It should be 
stressed that the SA-FCA vertical winds are in truth the monthly mean of the measured 
radial velocities. Each instantaneous radial velocity contains contributions from the 
horizontal wind as well as the "true" vertical wind. Since the horizontal wind is so 
much larger than the "true" vertical wind, these two terms have the same order of 
magnitude even though the scattered signal arrives from close to zenith. However, if 
the received signal is returned from locations that are evenly distributed around zenith, 
then the monthly mean radial velocity should converge to the desired monthly mean 
vertical velocity. The TDI estimates show primarily upward flow below 87 km for all 
seasons except fall when the flow reverses. The SA-FCA estimates show upward flow 
below 87 km consistently during the winter months and only sporadically during the 
rest of the year. Above 90 km, the flow is downward for both the TDI and SA-FCA 
techniques. The TDI technique consistently predicts a more positive velocity than the 
SA-FCA technique. The magnitude of the maximum vertical velocity in the SA-FCA 
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(a) OLS Vertical Wind 
(b) 
(c) 
Month 
TLS Vertical Wind 
Month 
Vertical Wind 
Figure 4.4 Monthly mean vertical wind derived using (a) TDI-OLS, (b) TDI-TLS. and 
(c) SA-FCA for 1992. 
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technique is above 1 m/s in June at around 93 km. The TDI technique never reaches 
1 m/s for any month throughout the year. 
There is generally good agreement between the TDI and SA-FCA derived mean winds. 
Their discrepancies highlight certain instrumental and processing differences between 
them. Specifically, the differences in the character of the vertical wind can be attributed 
to pointing biases or to scatter nonuniformly distributed about zenith. The anomalous 
summer jet in the TDI-TLS November meridional flow may be due to the combination 
of cable work not properly accounted for, giving rise to inaccurate phase calibration 
and column weights. The elevated height of the TDI zonal jet is most likely due to 
the reduced number of estimates available to the TDI technique in the lower height. A 
smaller number of estimates imply marginal statistics for the angle-of-arrival, which can 
lead to an underestimation of the winds at those heights. This gives the impression of 
an elevated height for the TDI zonal jet. The differences between the TDI and SA-FCA 
summer meridional winds can be attributed to sampling biases. The SA-FCA and TDI 
techniques cull their data independently based on different rejection criteria. When the 
TDI and SA-FCA analysis is rerun on matched data sets, the comparison is improved. 
To illustrate the effect of sampling on the TDI and SA-FCA analysis, the July 1992 
data were run for three different sampling criteria. In case 1 (see Figure 4.5 panel (a)) 
both techniques sampled the data independently based on their own rejection criteria. 
As previously seen, the zonal wind profiles compare very well, while there are significant 
discrepancies in the meridional profiles above 84 km. In case 2 (Figure 4.5 panel (b)) the 
two techniques used matched data that passed the rejection criteria of both techniques. 
There is little change in the zonal wind comparison except at the lower two heights. The 
increased difference between techniques in these two heights is due to the severely reduced 
number of data points (about 100) available to the two techniques. The comparison of 
meridional wind estimates is greatly improved with the matched data set. Finally, in 
case 3 (Figure 4.5 panel (c)) only daytime data that passed the rejection criteria of both 
techniques were used. At the lower heights, the zonal and meridional profiles remain 
the same as for case 2 since only daytime data existed at these heights. However, above 
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Figure 4.5 Zonal (left) and meridional (right) monthly average winds calculated using 
SA-FCA (solid line) and TLS (dashed line) for (a) independent, (b) matched, and (c) 
daytime matched data sets. 
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84 km, there is again significant improvement in the SA-FCA and TDI meridional winds. 
The matched daytime data set is more accurate than the matched data set that still 
includes the inherently more noisy nighttime data. 
A summary of the differences between SA-FCA and TDI wind estimates for all three 
cases is shown in Figure 4.6. Again the lower two heights are severely affected by the 
reduction of available data samples. Above 84 km, the zonal wind estimates are very 
similar regardless of sampling criteria used. The difference in the meridional wind es-
timates is strongly affected by sampling criteria. About half of the difference between 
the SA-FCA and the TDI meridional wind above 84 km can be explained by sampling 
differences. 
4.2 Horizontal Wind Spectra and Variance 
Slowly the altitudinal, seasonal, and geographic variations of gravity wave variance 
are becoming known. In the mesosphere, gravity wave variance is inferred from radar-
measured wind perturbations and lidar-measured density and temperature perturbations 
with temporal scales between 5 min and the inertia! period (approximately 19 h at Ur-
bana). The frequency spectrum in this range is observed to have a spectral index of -1.5 
[Vincent, 1984; Meek et ai, 1985] measured by radar and -1.8 [Senft and Gardner, 1991] 
measured by lidar. The kinetic energy derived from the gravity wave variance is seen 
to decrease exponentially throughout the atmosphere [Balsley and Garello, 1985] with a 
kinetic energy (wave variance) scale height of approximately 7 km in the mesosphere. In 
the troposphere and stratosphere, the gravity wave variance exhibits an annual oscillation 
with maximum in winter and minimum in summer [Nastrom et ai, 1995; Tsuda et ai, 
1994]. This pattern changes to a semiannual oscillation (maxima in summer and winter. 
minima in spring and fall) in wave variance in the lower mesosphere [Tsuda et ai, 1994; 
Senft and Gardner, 1991; Vincent and Fritts, 1987; Meek et ai, 1985], which then equal-
izes across season in the upper mesosphere [Vincent, 1993; Meek et ai, 1985]. Even with 
these gross similarities, there is considerable geographic variability in wave amplitudes. 
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Zonal Wind Difference: ABS(SA-LS) 
8 10 12 
Velocity (m/s) 
Meridional Wind Difference: ABS(SA-LS) 
"T 
16 18 20 
8 10 12 
Velocity (m/s) 
Figure 4.6 Velocity difference between SA-FCA winds and TLS winds for independent 
(solid line), matched (dot-dashed line), and daytime matched (dashed line) data sets. 
68 
For this study we start with an analysis of the average seasonal characteristics of 
SA-FCA derived horizontal wind variances (un, v12) during the years 1991-1995. The 
variances are estimated with a one month resolution for waves with ground-based periods 
between 10 min - 2 h, 2 h - 8 h, and 10 min - 8 h. Before computing the velocity variance. 
the radar data are corrected for outliers and data gaps. Outliers, values further than 3cr 
from the monthly mean, are first removed. Then all data gaps are filled with linearly 
interpolated values resulting in an evenly sampled data with 5 min resolution. Three 
bandpass filters are separately applied to periodograms generated from 400-day velocity 
time series consisting of 5 min samples (115,200 points). Monthly variance estimates of 
the filtered data are calculated in the time domain. Points at times that correspond to 
data gaps are not included in the average. 
The effect of data gaps on estimated periodograms is to increase the power spectral 
density at high frequencies, seen as a flattening of the spectra. This contaminates vari-
ance estimates at those frequencies. Johnson [1993] has demonstrated the robustness of 
estimating the power spectral index of a power-law spectrum using linear interpolation. 
He applied gap distributions from both "dense" (60% 87 km) and "sparse" (35% 81 km) 
heights to data sequences with known power spectral density (PSD). After linearly inter-
polating through all gaps, Johnson was able to accurately determine the underlying power 
spectral slope. This technique effectively corrects for the high frequency contamination 
caused by data gaps and thus is expected to give reliable variance estimates. 
Figure 4.7 shows examples of the temporal spectrum of the zonal and meridional 
velocity estimates for three selected heights. The data for these spectra are taken from 
the years 1991-1992. The power spectral density represents an average periodogram 
generated from seven halfway overlapping segments of 28,800 points using a Hann window 
and a 131,072 point FFT. The spectra were then smoothed with an averaging window 
with width proportional to UJ1!2. The tidal peaks are clearly seen at 24 h, 12 h, and 
for the zonal component, 8 h. An increase in PSD near the 2 day wave period is also 
evident. The dashed straight lines are linear regression fits to the log-spectra for periods 
10 min - 8 h. The actual data points included in the fit were evenly sampled on the 
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log frequency scale to avoid bias towards the more densely packed high frequency data 
points. The slopes range from -1.39 (meridional at 81 km) to -1.64 (zonal at 93 km). 
The zonal temporal spectra show, at each height, consistently steeper (more negative) 
slopes than the meridional spectra. 
Time-height contours of the total horizontal variance (u12 + v12) are plotted in Fig-
ure 4.8. These values represent five-year averages (1991-1995) for each month. For 
comparison, the shaded areas indicate regions of westward zonal flow. All three period 
bands have similar seasonal structure. Below 87 km, the variance has a semiannual 
oscillation with maxima near the solstice and minima near the equinox. The minima cor-
respond closely with the zonal reversal between the summer and winter regimes. Above 
87 km there is little seasonal variability. 
The ratio of meridional to zonal variance for each of the three bandpass filters is 
plotted in Figure 4.9. All show greater zonal variance for most heights and times of 
the year. Areas of greater meridional variance correspond to times and heights where 
the zonal wind is smallest. The dominance of the meridional variance is localized to the 
months of April and September below 81 km. Between 81 km and 90 km, the meridional 
variance is larger throughout the summer months and to a lesser degree into the spring 
and fall. The zonal variance is larger than the meridional variance at all heights during 
the winter months and for all months above 90 km. The anisotropy of the gravity wave 
field is greatest at the lower heights during winter where the zonal variance can be as 
much as twice the meridional variance. 
The seasonal variability of the zonal and meridional components of the total wave 
variance for wave periods between 10 min - 2 h and 2 h - 8 h is summarized in Figure 4.10. 
Each profile represents a seasonal average over the five years 1991-1995, where winter 
includes December and January, spring includes March and April, summer includes June 
and July, and fall includes September and October. The horizontal bar indicates the 
minimum and maximum range of monthly values in each average. The profile pairs have 
been offset in height by ±0.5 km in order to distinguish the horizontal bars of the two 
period ranges. 
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Figure 4.8 Total horizontal variance (u^+v12) for wave periods between (a) 10 - 120 min, 
(b) 2 - 8 h, and (c) 10 min - 8 h. Shaded areas show regions of westward zonal flow. 
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Figure 4.10 Seasonally averaged variance profiles of (a) u12 and (b) v12 for waves with 
ground-based periods between 10 min - 2 h and 2 h - 8 h. 
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Clearly seen in both the zonal and meridional profiles is the semiannual oscillation 
at lower heights where below 81 km the spring and fall variances are at least a factor 
of two smaller than either summer or winter variances. The zonal variance profiles are 
more variable within a particular season than are the meridional variance profiles. There 
are also dramatic seasonal differences in the height profiles. During winter, the variance 
first diminishes to a minimum around 75 km and then grows with height. The spring 
and fall profiles reflect this pattern of growth above 75 km; however, below 75 km there 
is little growth and in some cases diminution of the variances. The summer profiles have 
a more complex structure. There is slight growth in the 2 h - 8 h band up to 81 km, and 
again above 90 km. Between 81 km and 90 km, the variance in this pass band is fairly 
constant. In the 10 min - 2 h band, up to 87 km, the zonal variance diminishes while the 
meridional variance is constant. Above 87 km, there is slight growth in both. 
In all seasons but summer, the profiles of the two frequency bands tend to track 
each other. For a temporal spectrum with spectral index -5/3, the ratio of variances 
contributed by the ensemble of waves in the 2 h - 8 h pass band to the waves in the 
10 min - 2 h pass band is approximately 3/4. The ratio of variances calculated from 
the plotted data range from approximately 0.4 - 0.8, which reflects the slightly shallower 
spectral slope at most heights (see Figure 4.7). The variance of a nondissipating wave 
field is expected to grow exponentially with the same scale height that the atmospheric 
density decays. At mesospheric heights this is approximately 7 km. The average variance 
scale height observed between two heights is derived by the ratio of variances at those 
heights: 
= ^ = exp ^ - ^ ~ (4.1) 
The variance scale heights for 75-96 km are summarized in Table 4.1. In all seasons 
the variance grows more slowly with height than would be expected for a nondissipating 
wave field due to atmospheric density decay. In summer and winter, the growth rates 
reflect a severely saturated gravity wave field. The growth rates for spring and fall reflect 
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a mixture of saturated and unsaturated waves. The 10 min - 2 h band grows slower than 
the 2 h - 8 h band, with both having the slowest growth rate in the summer. 
Table 4.1 Seasonal e-growing scale heights. 
Season 
Winter 
Spring 
Summer 
Fall 
Zonal 
< 2 h 2 h - 8 h < 8 h 
24.9 km 20.1 km 22.8 km 
13.0 km 10.7 km 11.9 km 
30.2 km 22.2 km 27.0 km 
12.5 km 12.1 km 12.1 km 
Meridional 
< 2 h 2 h - 8 h < 8 h 
19.9 km 17.8 km 19.2 km 
14.9 km 11.3 km 13.2 km 
25.9 km 23.6 km 25.2 km 
13.6 km 13.4 km 13.4 km 
Calculations of second-order moments are often more sensitive to errors than are 
calculations of first-order moments. Specifically, external noise and instrumental effects 
tend to bias the SA-FCA technique to underestimating the horizontal wind. The SA-
FCA rejection criteria are also designed to reduce the wind variance so as to make a 
better estimate of the mean winds. (The exception to this is the rejection criteria based 
on consistency between the "apparent" and "true" winds, which biases the SA-FCA 
technique away from small velocities.) When trying to estimate the wind variance, there 
is the question of whether these efforts are needed or even desirable. 
The TDI technique is also affected by external noise and instrumental errors, but in a 
different way than the SA-FCA technique. However, unlike the SA-FCA technique, the 
TDI technique is readily accessible to reducing these influences. In an attempt to reduce 
these effects in the TDI technique, several modifications to the original procedures were 
made. Due to uncertainties in the estimates of the mean vector winds below 78-81 km, 
the variance is only calculated for the height range 78-96 km. Because of the reduced 
data quality at night, only daytime data are used. To maintain the statistical reliability 
of the TDI technique, the original data set is not filtered. This means that all waves with 
ground-based periods from 10 min - 15 days contribute to the TDI estimates of wave 
variance, which unfortunately doesn't allow for direct comparison with the SA-FCA 
variances presented. To facilitate comparison, the SA-FCA variances were recalculated 
to include the same range of wave periods. 
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The seasonal profiles of the monthly mean variances are plotted in Figure 4.11. Each 
season represents a two-month average over December and January (winter), March and 
April (spring), June and July (summer), and September and October (fall). The gross 
characteristics of the TDI and SA-FCA derived variances compare well for all seasons 
except summer. In summer, above 87 km, the TDI variances are approximately 1.5 times 
larger than the SA-FCA variances. The seasonal structure reveals trends similar to the 
filtered data previously presented. Namely, at 78 km, there is a semiannual oscillation in 
wave variance with the maxima in winter and summer being twice the minima in spring 
and fall. At 96 km, there is little seasonal variability. The average variance scale heights 
over the range 78-96 km for both estimation techniques are summarized in Table 4.2. As 
previously presented, the scale heights for winter and summer reflect a severely saturated 
wave field. In spring and fall, the wave field appears less saturated. The scale heights 
derived for the TDI variances are consistently smaller than the SA-FCA scale heights. 
The TDI technique, therefore, predicts a less saturated wave field than does the SA-FCA 
technique. 
Table 4.2 Seasonal e-growing scale heights. 
Season 
Winter 
Spring 
Summer 
Fall 
SA-FCA TDI 
55 km 36 km 
23 km 18 km 
41 km 27 km 
20 km 13 km 
The SA-FCA derived wind variance presented here is consistent with other meso-
spheric studies. Specifically, the semiannual variation at lower heights with little vari-
ation at upper heights is reproduced. The frequency spectral index is consistent with 
other radar studies, which are systematically smaller than measured by lidar. The ob-
served wave variance is partially to severely limited at all heights and in all seasons. The 
meridional and zonal wave variances are approximately equal throughout the mesosphere, 
with the zonal variance slightly larger. The regions of reduced zonal variance relative to 
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the meridional variance correspond to areas of increased shear in the zonal wind. The 
variations in the ratio of wave variance may indicate regions of filtering by the mean 
background wind. 
There is general agreement between the TDI and SA-FCA derived wind variances. 
The differences in variance estimates may be due to different data rejection criteria 
resulting in sampling biases. This is somewhat evident in the systematically larger scale 
heights predicted with the SA-FCA technique. In contrast to the TDI rejection criteria, 
the SA-FCA rejects data based on data self-consistency. This will necessarily reduce the 
measured variance, especially at the upper heights where the wave amplitudes are largest. 
Why this should be more true in the summer than in the other seasons is unclear. 
4.3 Zonal Momentum Flux 
Momentum flux measurements at a range of heights provide a direct measure of the 
acceleration of the mean flow due to gravity wave-mean flow interactions. Unfortunately, 
the measurements derived with SA-FCA wind estimates are generally thought to be un-
reliable. This is due to the fact that a Doppler radar measures a radial velocity that 
is rarely equal to the "true" vertical velocity. Even for a vertically pointing beam, the 
actual angle-of-arrival of the scattered signal varies randomly depending on atmospheric 
conditions. If the measured radial velocities are not evenly distributed about zenith or 
if there is a systematic tilt in the antenna beam, then the large horizontal wind will 
contribute significantly to the "vertical" velocity estimated from the average radial ve-
locities. Meek and Manson [1989] presented evidence that their measured vertical winds 
were, in fact, contaminated by the influence of the larger horizontal winds. Indeed, the 
TDI technique is based on the assumption that the radial velocity contains contributions 
from the horizontal velocity. After making an attempt to correct for this bias, Meek and 
Manson proceeded to estimate the momentum flux by correlating the SA-FCA horizontal 
wind with the now corrected radial velocities. They calculated a gravity wave flux diver-
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gence of 32 m/s/day in the summer and -16 m/s/day in the winter around the height of 
the zonal reversal. 
An alternative technique for the measurement of momentum flux was introduced by 
Vincent and Reid [1983]. They showed that the momentum flux is proportional to the 
difference of the variances of the Doppler velocities measured in two coplanar off-vertical 
radar beams. The only essential assumption in this technique is that there is horizontal 
homogeneity in the second-order moments of the velocity field. Subsequently, several 
studies have applied this technique to the measurement of momentum flux [ Vincent and 
Fritts, 1987; Tsuda et ai, 1990; Fritts and Chou, 1987; Reid and Vincent, 1987; Nakamura 
et ai, 1993]. At Urbana we do not have the ability to point our antenna beam. The TDI 
technique as formulated here can, however, be shown to be a generalization of Vincent 
and Reid's dual coplanar beam technique. As such, we expect the TDI technique to give 
more reliable estimates of the momentum flux than the SA-FCA technique. 
The seasonal profiles of the monthly mean zonal momentum flux derived by the TDI 
and SA-FCA techniques are presented in Figure 4.12. These plots contain data collected 
during 1992 and represent the momentum flux transported by waves with ground-based 
periods between 10 min - 15 days. The horizontal bars represent the statistical error in the 
estimate of u'w'. This error was estimated considering only the geophysical variability 
in u' and w' (see Appendix D). For an ideal SA-FCA estimate, where u' and w' are 
measured exactly, it can be shown that the variance of u'w' is 
var(uW) = N'l(a2ual + vJvl2) (4.2) 
where N is the number of independent samples. The error in the ideal TDI estimate, 
where vr' and 9 are known exactly, is the above equation scaled by 1 to 1.5. Since a\ 
is on the order of 2000 (m/s)2, this is a potentially large number. The error bars shown 
in the plot were calculated from the variance and covariance estimates obtained from 
each technique with the assumption that half of the number of measured samples were 
independent. 
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The vertical gradient of the density weighted momentum flux is a direct measure 
of wave-mean flow interaction. For comparison, the seasonal means of the zonal wind 
are also presented in Figure 4.12. The TDI technique predicts a winter momentum flux 
with a large positive gradient. The SA-FCA winter momentum flux has only a moderate 
positive gradient. Both techniques predict a negative summer gradient in the height 
range of the maximum shear in the zonal wind. The momentum flux gradient in spring 
and fall is negligible. The zonal body force 
derived from these profiles is summarized in Table 4.3. The average gradient in the 
momentum flux was calculated for the height range of maximum shear in the zonal wind. 
For winter this range is 84-90 km, for summer it is 81-87 km. The body force calculated 
from the SA-FCA profiles is positive or eastward for both winter and summer. The 
winter value is inconsistent with the notion that the wave action will force the reversal 
of the eastward winter jet. The zonal body force derived from the TDI profiles is more 
consistent with a general circulation controlled by wave drag. The TDI technique predicts 
a westward body force in winter to force the closure of the eastward winter jet and an 
eastward body force in the summer to force the closure of the westward summer jet. Like 
the variance profiles, each season represents a two-month average. 
Table 4.3 Zonal body force. 
Season 
Winter 
Summer 
SA-FCA TDI 
64 m/s/day -120 m/s/day 
78 m/s/day 107 m/s/day 
The gross characteristics derived with the SA-FCA and TDI techniques compare 
surprisingly well, with the exception of the winter season. This was surprising at first 
considering that what was really being compared was the TDI u'w' with the SA-FCA 
u'vr'. Initially, there was no reason to believe that these two estimates would be equal. 
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However, we have found that the measured radial velocities do tend to be evenly dis-
tributed about zenith. The difference between the TDI and SA-FCA momentum flux 
estimates may be entirely due to the inaccurate removal of the mean wind and to sam-
pling differences between the two techniques. 
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5 MODEL WAVE VARIANCE 
As the mean wind climatology of the middle atmosphere has become established, 
attention has turned to the role of gravity waves in determining the general circulation. 
Many studies have sought to explain the observed circulation in terms of the forcing 
inferred from gravity wave parameters. However, relatively few studies have sought to 
explain, more than qualitatively, the observed gravity wave parameters in terms of the 
mean atmospheric structure. The nonlinear interaction between gravity waves and the 
background wind and temperature fields demands self-consistency between the mutual 
influence of the gravity waves and the background state. 
A conceptual picture of the evolution of a gravity wave field with height can be 
given in terms of source, growth rate, transmission, and dissipation effects defined by the 
atmospheric wind and temperature fields. Gravity waves are generated by a variety of 
meteorological phenomena [Fritts and Nastrom, 1992; Eckermann and Vincent, 1993] as 
well as orographic features [Nastrom et ai, 1987; Nastrom and Fritts, 1992]. Variations 
of tropospheric gravity wave activity are expected to reflect the variability in the source 
phenomena. A vertically propagating gravity wave field grows with height in response to 
the decrease in atmospheric density. The transmission of this field as it passes through 
the stratosphere is modulated by the background wind that filters out waves at critical 
layers. Variations of stratospheric gravity wave activity should reflect some combination 
of the variations in the source, growth rate, and filtering effects. In the mesosphere, 
the wave field dissipates, and so variations in mesospheric gravity wave activity will also 
include the variability of the dissipation processes. 
Since we are interested in explaining the mesospheric wave variance measured at 
Urbana, we should assess the relative effects of source, growth rate, transmission, and 
dissipation influences on the gravity wave field. Model results will be compared with the 
observed wave variance presented in Chapter 4. The observed wave variance has distinct 
seasonal characteristics. In the winter and summer, the observed wave field grows little 
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with height. At the equinox, the wave field grows more substantially but still slower than 
expected for a totally conservative wave field. At lower heights, a semiannual oscillation 
is observed with maximum wave variance at the solstice and minimum wave variance 
at the equinox. At upper heights, the seasonal variation is minimal. The variations in 
growth rate and saturation amplitude are perhaps the easiest to model and therefore will 
be considered first. In so doing, we will follow closely Eckermann's [1995] modeling of the 
variations in stratospheric wave variance. Next, the influence of source variability and 
the effects of filtering by a variable background wind are assessed. Lastly, a summary of 
the successes and failures of this comparison will be presented. 
5.1 Comparison of Model and Measured Wave Variance 
Due to the quasi-random nature of gravity waves, they are most conveniently charac-
terized by their variance and temporal and spatial spectra. VanZandt [1982] was the first 
to note a similarity across season and location of the observed frequency, horizontal wave 
number, and vertical wave number spectra. He suggested that these spectra could be 
modeled in terms of a universal spectrum of internal gravity waves in a manner similar 
to the universal spectrum of internal waves in the ocean proposed by Garrett and Munk 
[1972, 1975] . 
Measurements of horizontal wave number spectra are few [Hostetler and Gardner, 
1994]. Interpretation of observed frequency spectra is complicated by Doppler shifts 
caused by the mean background wind. Because of these difficulties, most theoretical 
efforts have focused on explaining the quasi-invariant spectral shape of the vertical wave 
number (m) spectrum. Probably the most widely applied model is that of linear insta-
bility theory [Dewan and Good, 1986; Smith et ai, 1987]. This theory explains the shape 
and magnitude of the m-spectrum in terms of shear and convective instabilities in the 
wave field. Others argue that the power-law form is generated from dissipation of each 
wave by nonlinear interactions of the wave field [ Weinstock, 1990; Gardner, 1994] or by 
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Doppler spreading of the vertical wave number spectrum by wave induced winds [Hines. 
1991]. 
The modified Desaubies form [ VanZandt and Fritts, 1989] is a commonly employed 
mathematical model that describes the shape of the observed vertical wave number spec-
trum, 
F
°<*"> - %wr^n ( 5 - I» 
where N is the Brunt-Vaisala frequency, m» is the characteristic wave number, and a is a 
proportionality constant. For small wave numbers, m < < m,, observations suggest that 
the wave motions propagate in a conservative fashion with Fu(m) ~ exp(z/Hp), where 
Hp is the density scale height. Eckermann [1995] suggests that Fu(m) ~ N(z)exp(z/Hp). 
Under the assumption that N(z) is a slowly varying function with height and considering 
the limit for m < < m», Equation (5.1) can be used to solve for m«: 
(5.2) 
The contributions to the horizontal variance from small wave numbers, m « m„ 
and large wave numbers, m >> m«, can be determined by integrating the vertical wave 
number spectrum over the appropriate wave numbers. In this way, we arrive at the model 
equations used by Eckermann for the horizontal wave variance for a totally conservative, 
m « m „ unsaturated wave field 
(t?2 4- »?2)unsat x — ± _ exp 
and a totally dissipative, m >> m„ saturated wave field, 
(u^+v^)satcxN2(z) (5.4) 
The MF radar at Urbana is sensitive to all vertical wavelengths greater than approx-
imately twice the range resolution of the radar, 6 km. The characteristic wavelength, 
m.(z)~JV(z)i/4exp —z 
I: dz' W). (5.3) 
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2irm~l, in the mesosphere is on the order of 10-20 km [Senft and Gardner, 1991]. There-
fore, waves from both the saturated and unsaturated portions of the spectrum contribute 
to the observed wave variance. The observed wave variance can be modeled by the inte-
gral of Equation (5.1) over the resolvable wave numbers: 
d ? + ^ U - « j v W j f - ^ ^ j ,.,5) 
The relative influence of saturated and unsaturated waves on the calculated variance 
is dependent on mm(z), which partitions the spectrum. Equation (5.2) indicates that 
the characteristic wave number decreases with height, which implies that the wave field 
should become more saturated with height. 
Wave variances were calculated for each of the model equations, totally unsaturated 
(Equation (5.3)), totally saturated (Equation (5.4)), and mixed (Equation (5.5)). The 
integrals, fdz/Hp(z) and fdz/AHp(z), were numerically evaluated from z0 = 9 km to 
the desired height. The density scale height was approximated in terms of the pressure 
scale height 
*'M"T+lfc ( 5 '6» 
Both H and A^ 2 are derived from CIRA86 zonal mean reference temperatures. The 
characteristic wavelength at z0 = 9 km is taken to be 2rm~1 = 1 km. 
Figure 5.1 compares the results of these calculations with the observed radar data in 
the height range 69-96 km for three different seasons. The data for each season are the 
average of the results from December and January (winter), June and July (summer), and 
March, April, September, and October (equinox). The simulated and observed data have 
been normalized by their maximum value. As such, these plots are meant to compare 
only the variance growth rates of the models with the observed data rather than the 
absolute magnitudes of each. Surprisingly, the variance growth rates of the observed 
data reflect a highly saturated wave field at lower heights, which becomes less saturated 
at upper heights. The radar observed growth rates above 87 km are reproduced fairly 
accurately by the model that represents a mixture of saturated and unsaturated waves. 
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However, none of the models capture the reduction of wave variance in winter below 
75 km or the constant wave variance in summer below 87 km. 
The seasonal variations in the radar observed variance and the models' variances are 
compared in Figure 5.2 for three selected heights. The data in these plots have been 
normalized to values of approximately 1. Again, the radar observed variances reflect the 
seasonal variations of a wave field that becomes less saturated with height. At 93 km, the 
variability in the radar variance is fairly small as is that of the unsaturated wave variance 
model. Both the saturated and mixed wave variance models have an annual variation 
with a summer maximum. Lower in altitude, at 87 km, the radar variance is better 
modeled by a mixture of saturated and unsaturated waves. At 78 km, the semiannual 
variation in the radar observed wave variance is not captured by any combination of the 
saturated and unsaturated wave models. 
Obviously these models, which only include the influences of variations in density 
scale height and spectral amplitude limits, are inadequate by themselves in explaining 
the variations in the observed gravity wave variance. The model predicts that the gravity 
wave field observed by the radar should become more saturated with height and that the 
seasonal variability at each height would reflect this trend. If limited wind variance 
growth indicates wave saturation, then the radar observes a wave field that becomes 
less saturated with height, a result that is opposite to the model predictions. Also, the 
semiannual variability at the lower heights in the observed variance cannot be generated 
by any combination of saturated and unsaturated waves. Next, the question is whether 
these discrepancies can be explained in terms of variations in source amplitude and/or 
critical layer filtering. 
Although the geographical and seasonal variations of gravity wave variance in the 
troposphere are not well-known, a few studies exist that can be used to obtain an estimate 
of the seasonal variability. Specifically, Nastrom et ai [1995] have presented radial 
velocity variances measured with the Flatland ST radar, about 30 km from the Urbana 
site, for the years 1990-1992. At 9 km they see primarily an annual variation with 
maximum variance in early winter and minimum in summer. The winter variance is 
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greater than that of summer by approximately a factor of four. Within the context of the 
model, both the unsaturated portion of the wave field and the characteristic vertical wave 
number will be modulated by these variations in source amplitude. This has the effect of 
strengthening the annual variation in the unsaturated and mixed models at 78 km and 
imposing an annual variation with a summer minimum at 93 km. Neither effect provides 
a better match to the observed variance at those heights. Finally, variations in source 
amplitudes can have no effect on the growth rate of the observed variances and, therefore. 
can't explain why the observed wave field appears to become less saturated with height. 
Critical layer filtering below the mesosphere plays an important role in defining the 
mesospheric circulation [Lindzen, 1981]. It is of interest to determine to what extent 
critical layer filtering can control the characteristics of the observed gravity wave vari-
ance. The background wind filters waves at critical layers where the wind speed in the 
direction of wave propagation matches the wave phase speed. For example, the westward 
summer wind removes waves with westward phase speeds. The wave field that reaches 
the mesosphere now has an excess of eastward propagating waves which, as these waves 
dissipate, generates eastward mean flow acceleration and forces the closure of the west-
ward summer jet. At the same time, the removal of waves from the gravity wave field 
will necessarily reduce the variance of the field. In this way, critical layer filtering can 
cause the wave field to appear partially saturated regardless of the wave amplitudes. 
A critical level is reached when a wave's intrinsic frequency, CJ « u> — k- u , approaches 
zero. Translated into phase-speeds, the critical level condition is 
c = cos au (5.7) 
where c = w/6 > 0 is the horizontal phase speed of the wave propagating in the direction 
of k, cos a = (k-u)/ku with a the angle between the mean wind and the horizontal wave 
vector, and u = \u\. For a particular wind, the critical level condition implies that all 
waves with phase speeds that lie on the circle defined by Equation (5.7) are absorbed. 
As the wind velocity changes with height, waves with phase speeds in the area swept out 
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between the minimum wind and maximum wind circles will be removed. The seasonal 
characteristics of critical layer filtering are summarized in Figure 5.3. The shaded circles 
in the left panel represent waves in phase-speed space that are removed by mean winds 
below 78 km. The CIRA86 zonal mean zonal wind was used to define the filtered regions. 
Filtering by the relatively weak meridional wind has been ignored. Immediately obvious 
is the expected switch in the direction of wave propagation from predominately westward 
in winter to eastward in summer. 
We can hypothesize how this seasonal variation in critical layer filtering can affect 
the seasonal variations in the observed wave variance by postulating a zero-wind model 
for the power spectral density of the wave field in phase-speed space. This model can 
be derived from the vertical wave number spectrum (Equation (5.1)) for the horizontal 
wind (T. VanZandt, personal communication, 1994). The vertical wave number, m, and 
horizontal phase speed, c, are related by the gravity wave dispersion relation, m2 = N2/c2, 
which implies that the observed phase-speed spectrum is given by: 
Fu[c] = Fu[m = N/\c\] 
where c = N/mm is the characteristic phase-speed. As noted before, (Equation (5.2)) 
m„ has both height and seasonal dependence and, therefore, so does c.. 
At 78 km, the zero-wind phase-speed power spectral density along the zonal direction 
is given by the curves in the right panel of Figure 5.3. The area under the curves has been 
normalized to one. The shaded regions represent waves that are removed by critical layer 
filtering below 78 km. Integrating the model over the shaded region gives a measure of 
reduction in overall variance of the gravity wave field. Of the four seasons presented, the 
maximum reduction of wave variance occurs in the summer. Only 54% of the total wave 
variance possible at that height would remain. This is compared to 60% in winter, 75% in 
spring, and 92% in fall. Again, the semiannual variations in the observed variance at the 
lower heights cannot be reproduced by this model (see Figure 5.4). In fact, the observed 
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dc 
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Figure 5.3 Shaded areas represent regions of waves in phase-speed space that are re-
moved by the mean zonal wind below 78 km. The left panels show the areas affected in 
the horizontal plane. The right panels show a zonal cut through a model power spectral 
density. 
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Figure 5.4 Monthly averaged horizontal wind variance, (u12 + v12), calculated from fil-
tering the modified Desaubies (dashed line) model. The observed radar data (solid line) 
represent waves with ground-based periods between 10 min - 8 h. 
semiannual variation, with a minimum variance at the equinox cannot be reproduced by 
any power spectral density model that is symmetric about zero phase-speed. This is a 
direct consequence of the smaller eastward equinoctal winds sweeping out a smaller area 
in phase-speed space. 
Is there a phase-speed space power spectral density from which critical layer filtering 
could generate a semiannual (maximum solstice, minimum equinox) oscillation? Only 
if the observed phase-speed power spectral density maximum is located in the region 
filtered by the equinoctal winds will the wave variance be minimum at the equinox. 
Figure 5.5 shows the seasonal variation of wave variance for a hypothetical phase-speed 
space power spectral density. The chosen model is Gaussian with mean, 15 m/s, and 
standard deviation, 10 m/s. This distribution is equally partitioned by the filtering of 
the summer and winter zonal mean flow, which generates equal variances at the solstice. 
The narrow distribution width insures that the variance at the solstice will be larger 
than the variance at the equinox. Filtering this Gaussian model of observed phase-speed 
space power spectral density accurately reproduces the observed wave variance for the 
first half of the year. The last half of the year is less well reproduced. The possibility 
exists, however, that the comparison in the second half of the year could be improved 
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Figure 5.5 Monthly averaged horizontal wind variance, (u12 + v12), calculated from 
filtering a Gaussian, mean 15 m/s, standard deviation 10 m/s, model (dashed line). 
The observed radar data (solid line) represent waves with ground-based periods between 
10 min - 8 h. 
by the heretofore neglected meridional wind. A height dependent meridional flow whose 
maxima are small will have little effect on the summer and winter filtering characteristics. 
Most waves will be filtered due to the very large excursions of the height dependent 
zonal wind. However, even a small meridional wind can significantly contribute to the 
filtering characteristics at the equinox, especially in the fall, where the zonal wind is 
correspondingly small. 
The different seasonal dependence between the lower heights and upper heights may 
be understood in terms of saturation processes that limit wave amplitudes. As the wave 
field propagates upward, waves cease to grow when they reach the saturation limit, 
u' = \c — u\, where u' is the peak amplitude of the wave, c is the observed phase speed, 
and u is the mean wind. Since the filtered region, by definition, must contain the mean 
wind, waves with phase speeds close to the filtered region will grow slower than waves with 
phase speeds far from the filtered region. Therefore, the phase-speed space power spectral 
density will broaden with increasing height. Under this scenario, the ratio of solstice to 
equinox variance will reduce with height as the phase-speed space PSD broadens. This 
tendency is clearly evident in the observed data. 
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5.2 Summary 
An attempt was made to explain the characteristics of the observed wind variance 
in terms of source, density scale height, critical layer filtering, and saturation effects. 
This is not to imply that these are the only, or even the dominant, processes that could 
influence the mesospheric wind variance. For this preliminary study, the effects of the 
above four processes on the mesospheric wind variance were chosen to be investigated 
simply because they were the easiest to model. 
The density scale height and saturation effects were modeled using a modified De-
saubies form for the vertical wave number (m) spectrum. The model was chosen to be 
consistent with linear saturation theory in that the spectral index at large m is -3. The 
model had some success in reproducing the growth rate of the observed wave variances 
above 87 km and the seasonal variation at 87 km. The apparent severe saturation of 
the observed wave variances below 87 km were not reproduced in the model nor was the 
semiannual oscillation observed at 78 km. It was also determined that the variations in 
source amplitudes observed by Nastrom et ai [1995] would not improve the comparison. 
Critical layer filtering is important in modifying the wave phase-speed distribution 
to provide the appropriate wave mean-flow acceleration at mesospheric heights. It is 
an open question as to whether critical layer filtering is equally important in determin-
ing the seasonal characteristics of the observed mesospheric wind variance. Filtering of 
the phase-speed power spectral density derived from the model m-spectrum produced 
a semiannual oscillation in wave variance (maximum equinox, minimum solstice) that 
was opposite to the observed wind variance seasonal characteristics (maximum solstice, 
minimum equinox). In order for critical layer filtering to produce the observed vari-
ance seasonal characteristics, the wave field must be dominated by eastward propagating 
waves. At present there is no reason to believe that this is the case. 
The limited success of this model is perhaps not too surprising given that the "univer-
sality" of the vertical wavenumber spectrum has come into question as recent observations 
have shown significant variability in the large m spectral index [Senft and Gardner, 1991; 
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Collins et ai, 1994]. Senft and Gardner [1991] report m-spectra with slopes varying 
between -2.2 and -3.6. The diffusion theories of Weinstock [1990] and Gardner [1994] 
and the Doppler-spreading theory of Hines [1991] all allow for more variability in the 
m-spectral slope with both the slope and magnitude being strongly influenced by the 
spectral characteristics of the wave sources. Without knowledge of the wave source spec-
tral characteristics, comparisons between these theories and the observed wave variance 
would be difficult. It is more important, perhaps, to question the fundamental assump-
tions implicit in these calculations. Throughout, we have assumed that the wind vari-
ance measured by the radar is dominated by gravity waves that propagate upwards from 
the troposphere to the mesosphere. There is growing evidence that gravity waves can 
be spawned throughout the atmosphere in regions of instability and that, especially in 
severely disturbed regions, the wind variance may be significantly enhanced by nonwave 
perturbations [Franke, 1996]. 
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6 REVIEW, CAVEATS, AND FUTURE WORK 
Five years of quasi-continuous MF radar data have been collected at the Urbana 
Atmospheric Observatory. The archived data files contain parameters that characterize 
the signal scattered from mesospheric heights (54-111 km) and the presumed mesospheric 
wind motions. These parameters include total received power, signal-to-noise, radial 
velocity, cross-correlation phase, coherence, SA-FCA "apparent" and "true" horizontal 
velocities, and SA-FCA model diffraction pattern spatial and temporal scales. Previously, 
attention has centered around analysis of the wind motions characterized by the SA-FCA 
"true" velocities. From this data, mean wind and tidal climatologies have been derived 
[Franke and Thorsen, 1993]. The focus of this thesis was to extend the previous analysis 
to the study of wind variances and covariances associated with vertically propagating 
gravity waves. 
Calculations of second-order moments are often more sensitive to errors than are 
calculations of first-order moments. To help clarify the nature of these errors, the SA-
FCA technique was reviewed in Chapter 2, and a complementary technique, TDI, was 
introduced in Chapter 3. An exhaustive analysis of the statistical errors associated 
with the measurement of the auto- and cross-correlation phases necessary for the TDI 
technique was provided in Chapter 3 and also in Appendices A and B. Two parameter 
estimation techniques, ordinary least squares (OLS) and total least squares (TLS), were 
compared. It was determined that the TLS technique provides a more consistent estimate 
of the mean vector winds. Below 78-81 km, OLS was found to be significantly biased 
low. However, due to the difficulty in obtaining the statistical errors associated with the 
second-order model equation, OLS is to be preferred in the estimate of the gravity wave 
parameters. 
In Chapter 4, climatologies of the mean wind, the total variance, and the zonal 
momentum flux were derived with both the SA-FCA and TDI techniques. The 1992 
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monthly mean winds were compared. The seasonal characteristics were reproduced with 
both techniques. Certain discrepancies include the SA-FCA weaker zonal flow above the 
summer mesopause and the lower summer reversal height, equatorward to poleward, in 
the SA-FCA meridional flow. It is believed that these discrepancies arise from inherent 
differences in the manner in which these two techniques cull their original data sets prior 
to analysis. This hypothesis points to the importance of understanding just how decisions 
in data rejection can affect the estimated parameters. 
The SA-FCA "true" velocities obtained during 1991-1995 were used to obtain cli-
matologies of wind variance associated with gravity waves with ground-based periods 
between 10 min - 8 h. Conservative gravity waves are expected to grow exponentially 
with height in response to the decrease in atmospheric density. The observed wave vari-
ances have scale heights that imply a partially to severely saturated gravity wave field. 
and yet, the wave field appears to become less saturated with height. These variances 
also have a repeatable seasonal structure, semiannual below 87 km and nearly constant 
above, across the five years of observations. 
It is unfortunate that the wave variances derived with the TDI technique cannot be 
directly compared with the filtered wave variances of the SA-FCA technique. However, 
there appears to be no reasonable way to filter the measured parameters and still main-
tain the statistical reliability of the TDI technique. Because of this, the TDI monthly 
mean variance estimates include waves with ground-based periods from 10 min to 15 days. 
These estimates were compared with SA-FCA monthly mean variance estimates for sim-
ilar wave periods. With the exception of summer, all seasons compared well. The TDI 
summer variance is 1.5 to 2 times greater than the SA-FCA variance above 87 km. The 
reason for this is uncertain, but may also be due to different sampling criteria. Receiver 
saturation can also cause the SA-FCA to underestimate winds. The receiver can saturate 
more frequently during summer due to the lower total reflection height. However, it is 
not expected that this problem would persist down to 87 km. 
When work for this thesis was outlined, it was not expected that the momentum 
flux derived with the TDI technique would compare well at all with the momentum flux 
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derived with the SA-FCA data. Surprisingly, the two methods give very similar results. 
In hindsight this should have been expected, but it required a clearer understanding of 
the measured radial velocities and their spatial distribution. The winter discrepancy is 
believed to be due largely to contamination from the strong zonal mean wind. During 
summer, the zonal mean wind in the height region between 78 and 96 km is significantly 
weaker, and so the possible contamination would also be smaller. Sampling differences 
between the TDI and SA-FCA techniques may also contribute to discrepancies in the 
momentum flux estimates. The statistical error in the estimate of momentum flux derived 
from exact measurements is determined in Appendix D. This error depends strongly on 
the horizontal variance and, therefore, can be quite large. 
In an attempt to explain the seasonal characteristics of the observed horizontal wind 
variance, a theoretical estimate of the growth and seasonal variations of a gravity wave 
field was derived from a model vertical wave number spectrum. This model included the 
effects of density stratification and saturation limits. It is indeed tantalizing that this 
model reproduces the observed wave variance so well at certain heights, 87 km, and not 
at all well at other heights, 78 km. It was determined that the inclusion of variable source 
amplitudes as defined by tropospheric variances measured with the Flatland ST radar 
[Nastrom et ai, 1995] would not improve the comparison. It was shown that critical layer 
filtering by a height dependent wind field could be important in controlling the seasonal 
characteristics of the variance of the wave field. In particular, a narrow PSD in phase-
speed space centered around 15 m/s that broadens as the large amplitude waves become 
saturated can explain the semiannual oscillation in wave variance at lower heights and 
the equalization of wave variance across seasons at upper heights. 
Two questions continually come to mind in the analysis of the MF radar data. How 
does the processing of the data affect the estimates of the desired parameters? What are 
the geophysical influences in the variability of those parameters? In the analysis of the 
TDI technique and its subsequent comparison with the SA-FCA technique, it became 
apparent that we do not fully understand the first question with respect to the SA-FCA 
procedure. Specifically, data are rejected on an ad hoc basis, albeit one that has been in 
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practice for years. The SA-FCA data rejection scheme is based on the data itself rather 
than on an independent measure of the data quality, as is the TDI data rejection scheme. 
On the other hand, there has been increased understanding of the theoretical errors in 
the estimate of momentum flux obtained from SA-FCA winds through the comparison 
with the TDI derived momentum flux. 
Archived four-quadrant raw data collected from the summer of 1993 to the summer 
of 1994 can be used for a more in-depth study of the TDI and SA-FCA techniques. 
Four quadrants add increased redundancy in both techniques. More importantly, this 
data can be used to confirm the suspected correlation of errors between quadrants and 
to investigate how this affects estimates of wind variance and momentum flux in both 
techniques. The raw data can also clarify the conditions that lead to rejected estimates. 
It is suspected, at least at night, that meteors may adversely influence wind estimates. 
With a firm handle on the influences of the processing techniques, attention can be 
turned to the geophysical influences in the variance and momentum flux variability. More 
in depth modeling of the observed wave variances is certainly warranted. This should 
include, possibly, the diffusion parameterization of Weinstock [1990] and Gardner [1994]. 
Certainly, it is necessary to have more detailed observations of tropospheric as well as 
mesospheric wave amplitudes and phase speeds. Currently, at the Urbana Atmospheric 
Observatory (UAO), there exists an ST radar that can be used with the Flatland radar, 
30 km to the southwest, to measure tropospheric phase speeds. There is also presently 
an airglow imager at UAO from which mesospheric phase speeds can be determined. 
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APPENDIX A 
STATISTICAL ERROR OF THE PHASE 
ESTIMATE OF A COMPLEX CORRELATION 
FUNCTION 
The Doppler velocity and position of a scatterer, illuminated by a radar with spaced 
receive antennas, may be obtained by estimating the phase in the auto- and cross-
correlation functions of the complex received signals. The mean Doppler velocity estimate 
becomes 
v = -(A/47rrs)arg(i?[r5]) (A.l) 
where T„ is the sampling period and arg(_R[7],]) is the phase at first-lag of the auto-
correlation function of any receive antenna. For our configuration of spaced receivers, 
the mean zenith, 9, and azimuth, <f>, angles are found by 
sin 0 cos ^  = — axg(Ci2[0]) / kd 
sin 0 sin ^ = -axg(C3i[0])/kd (A.2) 
where kd is the receive antenna's separation in radians and arg(C^[O]) and arg(C31[0]) 
are the phase at zero-lag of the cross-correlation function between antenna pairs 12, our 
SN baseline, and 31, our WE baseline. 
The statistical errors associated with the mean Doppler velocity and position es-
timates are simple functions of the errors in the correlation phase estimates. These 
statistical errors are dependant on the signal's correlation time, signal-to-noise ratio, 
number of samples used in the estimate, and, for position, the signal pairs' coherence. 
The following derivation parallels that presented by Zrnic [1977] in his Appendices A 
and B. 
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A.l Variance in Estimate of Auto-correlation Phase 
We start by letting the signal and noise be modeled by a complex Gaussian sequence, 
Zk, such that the complex auto-correlation function is defined as R[m] = a[m] +jb[m] = 
E(Zj*Zjt+m). The estimator for the auto-correlation function is 
A/-1 
R[m] = a[m]+jb[m] = M"1 £ Z"kZk+, 
k=0 
(A.3) 
This is an unbiased estimator so that E(/2[m]) = R[m]. 
We are interested in calculating the variance in the estimate of the phase, 9, of the 
auto-correlation function 
E[(9 - 9f] = E / (b\ ^ fb" 
arctan r — arctan -
(A.4) 
If we assume small perturbations in phase such that 89 = 9 — 9 w 0, then 
89 % t&n(89) = tan 
where we have used the identity 
arctan — arctan I — 
ba — ab 
aa + bb 
tan(a - /3) = tan a — tan 0 
1 + tan a tan 0 
(A.5) 
Again under the small perturbation assumption, aa + bb w a2 + b2 so that, finally, the 
desired equation becomes 
E[(89)2) w (a2 + 62)~2E[(6a - ab)2} = (a2 + 62)"2{a2E[S2] - 2abE[ab] + b2E[a2]} (A.6) 
Equation (A.6) is equivalent to Zrnic's [1977] Equation (A.3a) 
E[(<%)2] = %* E H] E [01) (A.7) 
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which we will now use. 
Solving Equation (A.7) requires solving for E[|#|2] and E[(#)2], each of which is 
represented by the expected value of the product of four complex Gaussian random 
variables. These fourth-order moments can be expressed in terms of the second-order 
moments, which contain one each of the multipliers Zk and Z* [Rytov et ai, 1988]. All 
other combinations are zero. Thus, 
i t f - 1 
E[\R\2] = M-2 £ E[Z~[k]Z[k + m]Z[l]Z'[l + m}] 
M-l 
= M~2 53 E[Zm[k]Z[k + m]]E[Z[l\Zm[l + m]] + E[Z'[k]Z[l\]E[Z[k + m]Z'[l + m]} 
Jt,/=i 
M-l 
= \R[m}\2 + M-2 Y, W ~ k]\2 
k,l=l 
M-l 
= \R[m}\2 + M-2 E \R[s]\2(M - \s\) (A.S) 
s=-(M-l) 
and 
M-l 
E[(R)2} = M-2 J2 E[Z"[k]Z[k + m]Z'[l]Z[l + m\] 
k,i=i 
M-l 
= M~2 53 E[Z*[k]Z[k + m]]E[Z*[l]Z[l + m}] + E[Z'[k]Z[l + m]]E[Z[k + m\Z"[l}\ 
k,i=i 
M-l 
= (R[m))2 + M~2 Y. R[l-k + m}R'[l-k-m] 
k,l=l 
M-l 
= (R[m])2 + M~2 £ R[s + m]R'[s - m](M - \s\) (A.9) 
a=-(Af- l ) 
where the double sum over 6 and / has been reduced to a single sum over s. 
We can model the auto-correlation function of the signal samples, Zk, by 
R[m] = Sp[m] expfrWnT,] + N8[m] (A. 10) 
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where S and N are, respectively, the average signal and noise powers, and p[m], the 
normalized signal correlation, is modeled by [Doviak and Zrnic, 1993]: 
p[m] = exp[-8(iraumTs/X)2} (A.ll) 
Using Equations (A.10) and (A.ll) in Equations (A.S) and (A.9) and performing the 
summation where possible give 
E[\R\2] = S2p2[m] + (N2 + 2SN)8[m] 
M-l 
+M~2S2 53 p2[s](M-\s\) (A.12) 
5 = - ( M - l ) 
and 
E[(R)2] = S2p2[m]exp[j2mudTs} + (N2 + 2SN)8[m} 
+2M-1SNp[2m]exp[j2mu}dTs}(l - \m\/M) + M~lN28[m] 
M-l 
+M~2S2exV[j2mudT3}p2[m} 53 p2[s](M-\s\) (A.13) 
3=-(M-l) 
where, in Equation (A.9), we have made use of the fact that p[s+m]p[s — m] = /92[s]/92[m]. 
Finally, plugging back into Equation (A.7), for m ^ 0, 
+
mkn\ {(f)2 + 2 (f)(1 - "(2m|(1 - | r a | / M ) ) } (A14) 
This is equivalent to Equation (9) in Zrnic [1977]. 
For the auto-correlation function, we are interested in the variance of the phase at 
first-lag. The conditions necessary for this analysis to be valid [Doviak and Zrnic, 1993] 
at m = 1 are 
4xMavT3/\ » 1 
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p[l]M»(N/S+l)2 (A.15) 
These conditions allow the sum in Equation (A.14) to be replaced by an integral. Finally. 
the correlation coefficient can be expanded to estimate p2[l] and p[2], 
f[2] = l - 8 ( ^ y (A.16) 
so that the variance of the phase of the auto-correlation function at first-lag can be 
approximated as 
A.2 Variance in Estimate of Cross-correlation Phase 
The variance in the estimate of the cross-correlation phase, 0tJ, is calculated in a 
fashion similar to that used for the auto-correlation phase. Starting with the same 
complex Gaussian sequence, this time from two different receivers (i and j), the cross-
correlation function is defined as Cij[m] = E(Z*[k]Zj[k + m]) and can be modeled by 
Cij[m] = Sijp[m - r] exp[j(udmT3 + &,)] (A.18) 
where p[m — r] is a shifted version of the normalized signal correlation (Equation (A.ll)). 
Its estimator is given by 
M-l 
Cij[m] = AT1 53 Z;[k]Zj[k + m] (A. 19) 
6=0 
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The equation for the variance of 9t] is obtained by substituting the cross-correlation 
function for the auto-correlation function in Equation (A.7), 
1, E[(89t])2] =-U {E a a. - E (A.20) 
which requires solving for E[|CtJ|2] and E[(Ct])2]. As in the case of the auto-correlation 
function, each of these is represented by the expected value of the product of four complex 
Gaussian random variables that can be expressed in terms of their second-order moments. 
Therefore, 
M-l 
E[|CtJ|2] = |C,,[m]|2 + M-: 5 ] # - % [ & - / ] 
k,i=i 
2 StSj (Nt N3 NtNj\ 
q q M—l 
M2 
(A.21) 
3=-(M-l) 
and 
M-l 
E[(Ct])2) = ClH + M-2 YCtJ[l-k + m]CtJ[k-l + m] 
k,l=l 
M-l 
= C,2[m] + M - 2 C 2 H 53 p2[s](M-\s\) 
s=-{M-l) 
(A.22) 
where we have made use of the fact that Ct][l — k + m]CtJ[k — / + m] = C2[m]p2[l — k]. 
Substituting back into Equation (A.20) gives 
E[(89t][m]f % 1 2M \JC„M|2, 
1 ( StS, 
'K+Nl+NNly 
K S, b] St Sj j 
) M-l T._™&-W (A.23) 
which reduces to Woodman and Hagfors' [1969] Equation (13) for independent sample 
pairs. 
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We are interested in the variance of the cross-correlation phase at zero-lag. Under the 
conditions given in Equation (A. 15), the summation can again be replaced by an integral 
so that 
where coh? = | (%[0 ] | 2 / (%) . 
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APPENDIX B 
ESTIMATING THE SIZE OF THE ERROR IN 
THE ESTIMATE OF /,-
We use the model 
where 
U 
We measure 
vri 
where 
li 
vri 
mi 
ni 
li 
Here, ur,-, m,-, and n,- are measured parameters; u>,-, m,-, and n, are the "true" values: 
and 8vri, 5m,-, and 6n, represent the error in the measured parameter. These errors 
are assumed to be mutually independent, zero-mean Gaussian random variables that are 
uncorrected with the "true" values. We would like to determine the average error in the 
estimates of /,-. 
w/,-+ um,-+ vn,- (B.l) 
\ / l - m 2 - n 2 (B.2) 
w/,--f-urn,-+ vn,- (B.3) 
\Jl — mi2 — n,-2 
vri + 8vri 
rhi + 8mi 
hi + 8ni 
li + Sli 
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From the above definition, 
8U = ( l_m, 2 -n ,Y/ 2 - / , 
= (I2 - (2m,6m, + 8mi2 + 2n,6n, + 8n{2))l/2 - /• 
Expanding the first square root term in a binomial series gives 
c ; 2rhi8mi + 8m2 + 2n,-5n,- + 8n2 
bli « -z (B.4) 
Hi 
The expected value for the square error of /,- is given by 
E[8l2] « E[m2]E[5m2] + E[n2]E[6n2] + l/4(E[5m?] + E[*5n?] + 2E[8m2]E[8n2}) (B.5) 
where 1//,- % 1. For the Urbana radar data, the distribution of m,- and n,- may be approx-
imated by a zero-mean Gaussian function with standard deviation 0.5/3?. The standard 
deviation of the measurement errors 6m,- and <m,- is 0.1/3?. Using these distributions, 
the expected square error of /,- is (see also Figure B.l) 
E[6/2] * 2[a2m<na2 + at] « (0.008/3?)2 (B.6) 
111 
1 
0.9 
0.8 
o 
o 
c 
fO.7 
1 
•5 0.6 
s-c §0.5 
cr 
o 
$0.4 
m N 
§0.3 
o 
Z 
0.2 
0.1 
Positional Error Distributions 
/ \ 
, 
i 
i 
i 
t 
, 
,\' 
/ 
/ 
i 
" 
/ 
" 
./ 
, ' « ' 
1
 i 
' i 
\ 
\ 
* 
\ 
i 
t 
j 
i 
V 
1 
N 
\ 
\ 
i . *\* i i / i V. i 1 i-&— 
dm 
- -dn 
dl 
-
-
-
-
-
-
-
. 
-0.05 -0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 
Radians 
Figure B . l Simulated error distribution for 8U given Gaussian distributions for 6m,, 8n, 
(also shown) and m,- and n,-. 
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APPENDIX C 
LEAST SQUARES ESTIMATORS 
The ordinary least squares (OLS) method is used to solve an overdetermined set of 
linear equations 
b « A x (C.l) 
Given the data matrix A € 3£mrn and observation vector b € 3ftm, the problem is to find 
the vector x € 3£n such that Equation (C.l) is compatible. 
The OLS procedure assumes that all measurement errors are contained in the ob-
servation vector b = b + e, where b contains the unobserved "true" values. The data 
matrix A is known exactly. Any vector x' that minimizes 
x' = min || Ax - b ||2 (C.2) 
is called an ordinary least squares solution to Equation (C.l). If rank(A) = n, then the 
OLS solution is given by 
x' = ( A r A ) - l A r b (C.3) 
Is this a consistent estimate of the "true" vector x? If one makes the further assump-
tion that the measurement error in b is uncorrelated in the limit with the data matrix 
A 
lim (~A T e ) = 0 (C.4) 
then the ordinary least squares estimate is consistent. 
If the original assumption, that the data matrix A is error free, is relaxed, then the 
OLS estimate is no longer consistent. Going back to Equation (C.l) and allowing for 
errors in both the observation vector b = b + e and the data matrix A = A + V give 
b = Ax + (e - Vx) (C.5) 
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The ordinary least squares estimator is 
x' = x + ( A r A ) - 1 A r ( e - V x ) (C.6) 
Conventional assumptions about the error terms are as follows. 
1. The measurement errors in A are uncorrelated in the limit with the true values A 
so that 
lim ' 
so that 
(1^=0 (C.7) 
lim Q A T A ) = lim Q A T A ) + lim Q v r v ) = £ + fi (C.S) 
2. The measurement error in b is uncorrelated in the limit both with A and V so that 
lim (~V T e ) = 0 and lim (~A T e ) = 0 (C.9) 
With these assumptions 
limx' = x - ( S + Cl)~ltox (CIO) 
and x will be underestimated. The inconsistency is due to the correlation between the 
data matrix A and the composite disturbance term e — Vx. 
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APPENDIX D 
VARIANCE OF MOMENTUM FLUX 
The variance of an estimated parameter is dependent not only on measurement errors 
but also on the variability of the measured quantities from which the desired parameter is 
derived. The variability of the measured quantities, without measurement errors, deter-
mines the minimum variance of the estimated parameter. In this appendix we examine 
the minimum variance of zonal momentum flux (u'w') derived from measurements of (i) 
u' and w' and (ii) vr' and 9, where u', w', and vr' are the perturbation wind velocities 
in the zonal, vertical, and radial directions, and 9 is the zenith angle associated with the 
radial velocity measurements. The first case reflects a perfect instrument that measures 
u' and w' directly. This case is an idealization of techniques such as in situ balloon and 
rocket measurements or vertical beam spaced antenna radar measurements. The sec-
ond case reflects an idealization of the dual coplanar beam technique [ Vincent and Reid, 
1983], which estimates u'w' directly from measurements of vr'. Throughout, u' and w' 
are taken to be zero-mean Gaussian random variables with variances <x2 and cr2. 
D.l Measured u' and w' 
The zonal momentum flux is estimated from measurements of the zonal and vertical 
perturbation velocities in the following fashion: 
i M 
u
'
w
' = ^E«'(«V(0 (D.i) 
This is seen to be a consistent estimator by taking the expected value of both sides: 
^ M 
< u'w' > = — V < u'(i)w'(i) > 
= < u'w' > (D.2) 
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The variance of this estimate of zonal momentum flux is defined as: 
var[u'u/J = < u'w'2 > - < u'w' >2 (D.3) 
The last term in Equation (D.3) is equal to < u'w' >2. The first term is 
= %k m Z& < «'(%>'(%) >< 4;KU) > 
+ < u'(z)u'(;) > < u/(z)w'(./) > 
+ < u'(i)w'(j) >< w'(i)u'(j) > (0.4) 
where the expectation of the fourth-order moment of the Gaussian random variables has 
been expressed in terms of the second-order moments. Taking the expectations, 
i MM 
< u'w'2 >= — 53 53 [RlJO) + RuU(i - j ) i W - j) + RL(i - j)] (D.5) 
1=1 J = l 
where RuW(k) is the cross-correlation between u' and w', RuW(0) =< u'w' >. RuU(k) and 
Rww(k) are the auto-correlations for u' and w', respectively, RuU(0) = a\ and # ^ ( 0 ) = 
An estimate of the coherence time for each of the correlation functions is necessary 
in order to perform the summations in Equation (0.5). The coherence times for the 
auto-correlation functions may be determined from their model frequency (w) spectra 
[Gardner et ai, 1993]. Typical model spectra ( / < u < N) for the zonal wind are 
taken to be proportional to UJ~P, 5/3 < p < 2. At Urbana the inertial frequency, / , is 
approximately 27r/18 h, and the buoyancy frequency, N, is 2%/5 min. The zonal wind 
coherence time calculated from these spectra is found to be between 42 and 73 min. 
Vertical wind model frequency spectra are generally taken to be constant out to the 
buoyancy frequency, which gives a coherence time of approximately 9 min. The form of 
the cross-spectra between u' and w' is unknown; however, the coherence time must be 
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less than the coherence time for u'. Regardless of its actual coherence time, the third 
term in Equation (D.5) is expected to contribute only minimally to the sum. 
Equation (D.5) can now be approximated as 
2 a\a2w < u'w' > 2 
< u'W > = < u'w' >z +-%-% + , -• . . ; (D.6) 
M M/K 
where M is understood to be the number of independent samples of w', which gives a 
sampling time of about 10 min. The value M/K represents the possibly longer coherence 
time for RuW(k). Finally, the variance of the estimated zonal momentum flux is 
var[u'u/] = < u'w' > — < u'w' > 2 
An accuracy of less than l(m/s) in the estimate of zonal momentum flux for typical 
values of a2 ~ 1000, a2 ~ 10, and < u'w' ~ 10, would require over 10,000 independent 
measurements. 
D.2 Measured vr' and 9 
Vincent and Reid's [1983] dual coplanar beam technique estimates zonal momentum 
flux from measured radial velocities from two coplanar beams. If, for simplicity, we 
take the zenith angle of the two beams to be 9 and —9, then in beam 1, vr[(i) = 
w[(i)cos9 + u\(i) sin 0, and in beam 2, vr'2(i) = w'2(i)cos9 — u'2(i)sin9. The estimated 
zonal momentum flux is 
U'W'VR = 
urj2 - vr% 
4 sin 9 cos 9 
2 M • jcsw--i(0')=| 
+ i«w-««•)*)=? 
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+ ^4(%MW + 4(%K(:)) (D.S) 
This is a consistent estimator of the zonal momentum flux under the assumption that 
the second-order moments of the vector wind are spatially homogeneous, 
M 
U'W'VR 
1/2 2 \COS0 
, 1,
 2 2 .COS 5 
+ - ( < u'w' > I + < u'w' >2) 
= < u'w' > (D.9) 
The variance of this estimate of the zonal momentum flux is 
vax[u'w'vR] = varfurf — vr?] 16 sin2 9 cos2 9 
< (wf )2 > + < (vr?)2 > - 2 < vrfvr? > 
16 sin2 0 cos2 0 <u'w'>
1
 (D.10) 
After several pages of calculations, Equation (D.10) reduces to 
var[U%,] = ^ g E ( ; K ( * - ; , 0 ) - ^ ( % - ; , ^ - W ] ( ^ ) 
+ ; K(*-;,o) -^.(%-;,d -^)] ^ ' ° ^ ' COS0 
+ ^[Ruu(i-j,0)Rww(i-j,0) 
+ Ruu(i - h 6 - ^)Rww(i - j , & - 6)] 
+ R2uji-J\0) } (DAI) 
where Rxy(k, A) are temporal-spatial correlation functions, and i?IV(0,0) = < xy >. 
Estimates of both the coherence time and the horizontal correlation length are nec-
essary to perform the summation. The coherence times for the vertical and horizontal 
winds have been previously determined to be approximately 9 min and 42-73 min, re-
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spectively. The horizontal correlation lengths are derived in a similar manner to the 
coherence times but further require a model for the vertical wavenumber (m) spectrum 
[Gardner et ai, 1993]. The assumed form for the vertical wavenumber spectrum is 
A(m) = -
. (=f)* m. < m < m& 
(D.12) 
where in the mesopause region the characteristic wavenumber, m«, is approximately 
27r/15 km, and the buoyancy wavenumber, m&, is 27r/500 m. The horizontal correlation 
lengths derived from these model spectra for the zonal and vertical winds are 85 km and 
18 km, respectively. 
If the temporal-spatial correlation function is modeled as 
1 
M2 
M M 
53 22 #=(* - J\ 6 - 6) = exp 
«=i i= i 
'6-6 i M M Af,ZZa=(*'-; ,o) (D.i3) 
m
 «=i j = i 
where lx is the effective correlation length, then the variance can be approximated as 
VSX[U'W'VR] = 
< u'w' >2 
M/Ku 
+ ^ H + exp 
2M 
( ^ ) ' 
AM 
-2\2 / 
1 —exp 
'6-6 
'6-6 
exp 
21 
'6-6 
cos9^ 
. sin 9, 
+ M/Ku 
1 —exp 
V 
' 6 - 6 'sin 9^ 
cos9, (D.14) 
For ease of computation, the coherence times for w' and u' were taken to be 10 min and 
40 min, respectively. The ratio of the dual coplanar beam zonal momentum flux variance 
to that derived from direct measurements of u' and w' is 
vax[u'w'vR] 
var[u'to'J - | 1 + exp 
'6-6 
exp '6-6 
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cos#v 
4 a2 \ s in0 
+ 4 'sin0N cos 0, 
1 — exp 
1 - e x p 
'6-6 
'6-6 
2 \ 
-I / 
/u 
(D.15) 
If the effective correlation lengths of the vertical and zonal winds were infinite, then 
vdx[u'w'vR] « VBLT[U'W']. If the effective correlation lengths were zero, as might be the 
case for the cross-correlation of data collected in beam 1 and beam 2 on alternating days, 
then 
(D.16) vds[u'w'yR] _ \ ^#1 /cos0 
var[u'io'] _ 2 4 a2 \sin0> 
+
 t at v cos 0, 
In Figure D.l, Equation (D.16) is plotted for four different ratios of aw/au. Because 
the formulation of U'W'VR requires dividing by sin 9 cos 9, this places singularities in the 
calculation of momentum flux variance at 0° and 90°. If the variances and coherence times 
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for u' and w' were equal, then vax[t7uJVfl]/var[u7u7] would minimize at a zenith angle 
of 45°. The smaller variance and coherence times for w' cause this minimum to occur 
at smaller zenith angles. A typical mesopause ratio of aw/au % 0.1 gives a minimum 
momentum flux variance at around 9 = 4°. 
The previous two examples were extreme cases and generally are unrealistic for data 
normally collected with multiple beams. A more realistic scenerio is that the data in both 
beams are collected simultaneously and that the effective correlation lengths are equal to 
85 km and 18 km, respectively, for the zonal and vertical winds. The horizontal separation 
of probing volumes between the two beams can be approximated as fx — f2 ~ 2z0 sin 9. 
where z0 is the height of the measurement. Under these approximations, Equation (D.15) 
becomes 
var U'W'VR] 
- | 1 + exp 
1 ai (cos 9" 
4*2 [sin9l 
+ -Z 
'sin 9' 
COS0, 
'2z<,sin0' 
. 856m , 
1 - e x p 
1 - e x p 
exp 
r2z0 sin 0s 
, 186m , 
'2zosin0s 
186m , 
'2z0sin9' 
. 856m , (D.17) 
Equation (D.17) is plotted in Figure 0.2 for four different ratios of aw/au. Panel (a) 
shows that var [U'W'VR]/ var [u'w' J is approximately equal to one for zenith angles smaller 
than 10° but increases rapidly for larger zenith angles. The increase in variance at large 
zenith angles is a direct consequence of the decorrelation between the data collected in 
both beams. Panel (b) is a magnified view of panel (a) for zenith angles between 0° and 
10°. In this range of zenith angles, var[u'iwV/i]/var[u'u/J is seen to minimize around 5—8° 
zenith angle rising to some finite value at vertical. The off-vertical minimum is a con-
sequence of the functional form assumed for the temporal-spatial correlation functions. 
The expectation is that as the probing volume separation of the two beams becomes 
smaller and, therefore, the data collected from both beams become more correlated that 
the ratio of variances would asymptotically approach some minimum value. 
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