In recent years, researchers have paid more interest in dealing with large scale of data. However, it is difficult to discover patterns from various sources of big data flexibly and efficiently. In this paper, we design a data cloud platform for financial data services (FIND), and implement a prototype system to evaluate the performance and usability of the data cloud. FIND consists of a cloud infrastructure, a data resource center and a data service portal. FIND provides high performance computation capability, high quality integrated financial data, sophisticated data mining algorithms, and powerful data services.
INTRODUCTION
The growth of data is much faster than we can imagine. Data can be broadly classified into three types: structured data, unstructured data and semistructured data (Buneman, 1997) . For most centralized information system, a user may face to thousands of data and the manual operation is almost impossible when he want to get different data from different systems and merges them together. There are several approaches to process the big data. Using a cluster or a distributed system is a better way. By constructing grid computing and cloud computing infrastructures in commercial systems, researchers have found a low-price and high-scalable way to deal with big data. No matter what method you choose, it cannot reduce the workloads when users want to discover some useful information from large amount of data. Some data providers use a data warehouse and an ETL tool to integrate multiple sources of data. Data mining tool is also used to give a better result to user's query. If all data is structured data, it is a good solution. However, if integrating unstructured data and/or semi-structured data, it may cause loss of some information in converting them to structured data.
As discussed above, existed solutions focus on either processing big data or integrating various sources of data. In financial industry, the data is extremely huge and variety. Many financial models are too complex to run with the big data on an ordinary server. For most users, the data is too expensive to get a complete copy, and they also have no capability to process those big data. Therefore, we need to provide data services for users instead of providing data. Users only need to pay for services they used. We need a financial data service platform to support processing large amount of financial data, integrating various types of data, and providing financial data services. Our contributions include:
We design a data cloud platform for financial data services (FIND). It is based on cloud computing technique. It has capability of integrating huge amount of hybrid data. FIND provides high quality integrated financial data and public financial data services, and users pay for using services on demand instead of owning data.
We design several data mining algorithms in FIND, and build a data mining algorithm library for user to use the data easily and effectively.
We implement a prototype system to evaluate the performance and usability of FIND by experiments. Experiments show FIND has good performance in processing big data, integrating various data, and providing data services. The rest of the paper is organized as follows. Section 2 is related work. In section 3, we introduce the design of a data cloud platform FIND. In section 4, we show a prototype system building with Apache Hadoop and HBase, and carry out some experiments to prove the usability of FIND.
RELATED WORK
To manage various types of data in a single database management system and a uniform data schema, Google introduced a new simple data model database management system named Bigtable (Chang, et al., 2006) Some researchers are trying to find new programming paradigms to process vary large datasets, especially to solve complex problem in machine learning, bioinformatics, mathematical finance, and so on. Dean and Ghemawat (2004) introduced a novel programming framework named MapReduce (Dean and Ghemawat, 2004 ) which supports distributed computing on large datasets on clusters of computers. Ghoting et al. (2011) present the SystemML (Ghoting et al., 2011) , which machine learning algorithms are expressed in a highlevel script language, and subsequently compiled and executed in Hadoop. Cordeiro, Traina, Junior, Traina, López, Kang and Faloutsos (2011) give a new way to use MapReduce for clustering over a very large moderate-to-high dimensionality dataset (Cordeiro, et al., 2011). Chen, Wang and Zhu (2006) had built a Metropolis Shared Research Platform (SRP) with grid computing infrastructure (Chen, et al., 2006) to integrate the scientific data, archives and other objects. Sul and Tovchigrechko (2011) give a MapReduce version of BLAST algorithm used in bioinformatics, (Sul et al., 2011) . Vecchiola, Abedini, Kirley, Chu and Buyya (2010) present and implement a co-evolutionary learning classifier system on public cloud Amazon EC2 (Vecchiola et al., 2010) .
These researches focus on either processing big data or integrating single domain-specific data. In practice, users always hope the system to afford data as much as possible, provide services as flexible as possible, and give the results as simple but useful as possible. Therefore, it is necessary to design and implement a system that can integrate various types of data, process the big data, and provide diversified data services. Aiming at providing financial data services, we need to design a powerful platform that has capability of high performance computing and providing elastic services.
ARCHITECTURE DESIGN
Now we present a platform for financial data services, named FIND, which collects and integrates financial data from multiple sources, and provide various public services, such as querying, searching, statistical analyzing, data mining, etc.
Architecture
Considering the capability of processing big data and hybrid data, we choose the cloud computing technique as the base of FIND. We logically divide FIND into three parts: a cloud infrastructure, a data resource center and a data service portal. The cloud infrastructure gives basic hardware support, such as host, network device, storage device, etc., and provides some interfaces to access and manage the underlying hardware. The data resource center holds all of data in FIND, i.e. the original data, metadata, ontologies, and so on. The data service portal faces to end users, and provides public services of FIND. The architecture of FIND shows as Figure 1 . The cloud infrastructure and the data resource center virtually have four internal service layers shown as follows. Infrastructure Service Layer (ISL): to provide hardware support and system software support to other internal and public services. Data Service Layer (DSL): to provide data maintaining and simple statistical analysing such as summing, counting, averaging. Other programs store or retrieve the data via certain interfaces. Platform Service Layer (PSL): to provide common programming routines, data mining algorithm libraries, standard business process procedures, parametric models, and so on. Software Service Layer (SSL): to provide welldefined and easy-to-use applications for end users. Although the four internal service layers looks like hierarchical, it does not mean one service layer must build on another service layer. They are flat. The data service portal deploys many programs that provide various types of public financial data services to end users.
Data Resource Center
The data resource center consists of a distributed file system and a distributed scalable non-relational database. It also contains some standalone relational databases on the specific hosts. The distributed scalable non-relational database holds most of data and the distributed file system stores files. We retrieve data (including files) from different sources, for example, crawling from the Web, importing from external databases, uploading or inputting by users. And these data are in several subjects, such as government notice, economy news, market/trade data, index, forum thread, and so on.
FIND integrates these data in a proper way and puts them into the distributed scalable non-relational database. For structured data come from a relational database, we re-design the schema and transform tuples by copying or mapping attributes, or simply import the schema to the distributed scalable nonrelational database by using a column family as the relation and column qualifiers as attributes in that relation. The latter is easy to implement but may be difficult to use. For other structured data that are not from relational databases, we design some common column families as subjects, and append attributes of structured data to the corresponding column family.
For unstructured data, such as a text file or a multimedia clip, we save the file to the distributed file system, and save the file name, length, keywords, and other retrievable embedded attributes (if exists, such as version information or document variables) to the non-relational database. For semi-structured data, we regard it as unstructured data but extract more attributes and most of contents from it.
The data resource center also has a lot of component libraries, internal functions and interfaces that are used in other programs. It provides following internal functions:
Data Query: to query data from data resource center, by keyword or certain conditions. Data Download: to download data that is matched the conditions. Data Upload / Save: to support users or programs upload or save data to the data resource center. Data Retrieve/Import: to retrieve data from other data sources, especially from internet or other file systems. It also supports importing data from an external relational database or a record file. 
Data Service Portal
The data service portal deploys a lot of software and provides public data services to end users. Users could use the software without any customization. Generally depending on the software execution policy, any user permits to execute software, or only an authorized user allows executing. Software implements the basic and common functions that users want to use, for example, market replaying, searching, data mining or information publishing.
FIND also provides some business models, for example, personalized recommendation mining, quantitative association rules mining, frequent pattern mining, public sentiment mining and monitoring, and so on. These models are based on the data mining algorithms FIND provides, and using the data in the data resource center. If necessary, FIND will provide some "passthrough" services, and allow specific users to access data resources directly. For example, data keeping service allows users to store their private data to the data resource center and access them everywhere.
The primary workflow of using these public data services is as following. A user accesses the data service portal, chooses the software she or he wants to run, and submits a software execution request. By the policy of use, the user may pay the usage fee before executing. If all of the execution conditions are met, the portal locates the software package, creates a private execution environment, loads the software into it and calls the program interface to run. The portal gathers the result and feedbacks to the user via the web service interface.
PROTOTYPE SYSTEM AND EXPERIMENTS
We have constructed a prototype system of FIND with 6 desktop computers, named Cloud001 to Cloud006. The main hardware of the computer is: Intel I5-650/3.2GHz CPU, 4GB RAM, 1TB hard disk drive, 1GB RJ-45 NIC. The operating system is RedHat Enterprise Linux server 5.5 x86_64-bit version. We use Hadoop, HDFS and HBase to set up FIND. The NameNode of FIND is running on Cloud001, and it is also the master node of HBase. All PCs link to a Cisco C2960G gigabits switch. We choose two financial problems as experiment background. One is an implementation of Monte Carlo option model (Boyle, 1977) for solving option valuation problems. It will test out the high performance processing capability of FIND. The other experiment is stock index calculation. It will test out the feasibility of FIND in data integrating, service workflow and continuous computing.
Monte Carlo Option Model
We implement the Monte Carlo option model in a MapReduce program and run it on FIND. The global parameters for the model are: the initial price S 0 =100, the exercise price of the option E=90, Expiration date that represents in proportion of year T=0.1, risk free rate per day r=0.12/365 and the variance rate (given in square root) σ=0.1. We also assume the probability distribution is Gaussian.
The Map task iterative calculates the option value on simulating only once per input path. The Reduce task collects the intermediate results of the Map task and gives the average value as the final result. The pseudo-code of the Map task is shown as following:
Map task: calculate simulation value Input: <path index, any value> pair Output: <"option", payoff> Global parameters: S 0 =100, E=90, T=0.1, r=0.12/365, σ=0.1
1. Δt=1/365; 2. days=T/Δt; 3. st=exp((r -σ*σ/ 2)* Δt); 4. Temp= S 0 ; 5. for d=0, 1, 2...days-1 do 6. Temp=Temp*st*exp(σ*sqrt(Δt)* rand.nextGaussian()); 7. end for 8. payoff=max(Temp -K, 0) 9. payoff=payoff > 0 ? payoff * Math.exp(-r * T) : 0; 10. return <"option", payoff>;
We use a constant string "option" as the key of intermediate output data of the Map task. So the Reduce task will combine all values at once. The pseudo-code of the Reduce task is shown as following: For comparing, we run the same job on a server cluster. The cluster includes two servers. The main hardware configuration is: Intel Xeon E5640/2.66GHz*2 CPUs, 32GB RAM, 146GB*3 hard disk drives in RAID 5 mode, 1GB RJ-45 NIC*2. The operating system is RedHat Enterprise Linux server 5.5 x86_64-bit version with integrated cluster suite, and the fencing device is the motherboard integrated Intelligent Platform Management Interface (IPMI). 
CONCLUSIONS
More algorithms and methods for dealing with large scale of data are presented in these years. The big data brings a data "Big Bang". It becomes important that how to discover patterns from the big data easily and quickly. In this paper, we present a data cloud platform for financial data services (FIND). It can collect and integrate financial data from various data sources, search and process information, analyze and mining patterns. FIND focuses on providing high performance computing capability, high quality integrated financial data and elastic data services. By using cloud computing technique, the FIND has capability and advantage on processing big financial data and can provide data services on demand. FIND helps users to use various sources of big data in an easy and a flexible way. The security and privacy of FIND need to study in the future work.
