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Resumen
Existe un buen nu´mero de aplicaciones en las que la informacio´n a codificar viene expresada en forma de un
intervalo de valores. Esto sucede, en especial, cuando se intentan procesar los datos por prediccio´n a un cierto
tiempo, como en el estudio del transitorio de un sistema de control, o en el ana´lisis de la evolucio´n financiera de
una empresa. En este trabajo se presenta y desarrolla la definicio´n de una medida entre intervalos a partir de una
distancia eucl´ıdea. Esta distancia tendra´ en consideracio´n como caracter´ısticas esenciales el taman˜o y la posicio´n
relativa entre los intervalos dentro de la recta real.
Gracias a la estrecha relacio´n entre distancia y nu´cleo en un espacio de Hilbert, se hace posible definir un nu´cleo
de tipo intervalar, sobre el espacio de los intervalos abiertos de dimensio´n finita en la recta real, un espacio que,
originariamente, no posee ningu´n tipo de estructura algebraica de trabajo. El ana´lisis sobre diferentes ejemplos
pra´cticos pone de manifiesto las prestaciones de los instrumentos aqu´ı presentados.
Palabras clave: Distancia, Similitud, Ana´lisis Intervalar, Razonamiento Cualitativo, Ma´quina Nu´cleo.
1. Introduccio´n
La indeterminacio´n en la medida de los datos relati-
vos a un sistema puede venir impuesta por diferentes
fuentes: ruido en el sensor, incertidumbre en la varia-
ble asociada, o necesidad de incorporar todo un ran-
go de valores de trabajo posibles. Esta imprecisio´n
motiva la necesidad de tratar con espacios de traba-
jo definidos sobre elementos cualitativos: intervalos,
o´rdenes de magnitud, intervalos modales, funciones
de pertenencia. Ma´s au´n, incluso cuando la informa-
cio´n del sistema bajo estudio es exacta, puede re-
sultar interesante considerar so´lo el valor cualitativo
con objeto de generalizar resultados. Otra causa de
indeterminacio´n es la prediccio´n del comportamien-
to de un sistema, incertidumbre que se manifiesta en
la ventana de prediccio´n a trave´s de los para´metros
asociados al modelo.
Son numerosos los trabajos y a´reas de investigacio´n
que tratan con elementos ba´sicos que recogen esta
incertidumbre desde diferentes perspectivas. Toman-
do como punto de referencia la definicio´n en [4] y
[5] de una medida de similitud entre sucesos, apare-
ce la posibilidad de realizar la construccio´n de una
distancia entre intervalos, considerando e´stos como
sucesos de una determinada σ-a´lgebra. Sin embargo,
para ello es necesario disponer de una variable alea-
toria perfectamente definida, con objeto de calcular
probabilidades que posteriormente permita determi-
nar las distancias. As´ı, el problema fundamental de
aplicar de forma directa este enfoque es la necesidad
de conocer la distribucio´n de la variable aleatoria, lo
que reduce sustancialmente su campo de aplicacio´n.
Por otro lado, tambie´n se deber´ıa vencer otro incon-
veniente: esta distancia tiene en cuenta el taman˜o re-
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lativo de los intervalos, en te´rminos probabil´ısticos,
pero no su posicio´n relativa sobre la recta real. La im-
posibilidad de conseguir dentro del espacio de sucesos
una distancia que tenga en cuenta esta caracter´ıstica
de los intervalos conduce a definir la distancia en-
tre e´stos directamente sobre IR. En la Seccio´n 2 se
presenta una primera forma de distancia que da res-
puesta a parte de la problema´tica planteada, pero no
por completo. La distancia adecuada se obtendra´ en
la siguiente Seccio´n a partir de un enfoque distinto,
utilizando conceptos de la teor´ıa de aprendizaje es-
tad´ıstico y las ma´quinas nu´cleo. Su generalizacio´n en
forma `p permite englobar de forma unificada la dis-
tancia definida en la Seccio´n 2, y aquella considera-
da como adecuada distancia intervalar en la Seccio´n
3. Adema´s se prueba que la formulacio´n en forma
cuadra´tica permite disen˜ar distancias que conllevan
cambios de ordenacio´n sobre el espacio original. Al
final se presentan las conclusiones y el trabajo en
desarrollo.
2. Distancia Intervalar del
Ma´ximo
Una forma natural de definir una distancia aplicable
sobre intervalos consiste en disen˜ar la ‘distancia’ en-
tre conjuntos como “la mı´nima distancia entre dos
puntos cualesquiera de ambos conjuntos”, una gene-
ralizacio´n de la distancia en la me´trica de origen. Si
A y B son dos conjuntos de un determinando espacio
me´trico, se define
dc(A, B) = mı´n {d(xi, xj) : xi ∈ A, xj ∈ B} (1)
donde d es la distancia en la correspondiente me´tri-
ca. Como caso particular, especialmente interesan-
te en este discurso, dados los intervalos abiertos
de dimensio´n finita(1), I1 = (a1, b1) = B(c1, r1) e
I2 = (a2, b2) = B(c2, r2), la aplicacio´n dc se expresa
en la forma
dc(I1, I2) = ma´x {0, a2 − b1, a1 − b2}
= ma´x {0, ∆c− Σr,−∆c− Σr} (2)
donde ∆c = c2 − c1 y Σr = r1 + r2(2).
(1)Los intervalos se describira´n indistintamente a partir de
sus extremos, o en forma de bola abierta, segu´n notacio´n bo-
reliana. As´ı, en funcio´n de su centro y su radio, se cumple que
ai = ci − ri, bi = ci + ri con ri ≥ 0.
(2)Por extensio´n, se define ∆r = r2 − r1.
Sin embargo esta aplicacio´n no es una distancia, ya
que para cualquier A y B con A ∩ B 6= ∅, se tie-
ne dc(A, B) = 0. Adema´s, si se considera el caso
a1 ≤ a2, entonces, comenzando desde b2 = a2 y
a1 = b1, se puede aumentar b2 y disminuir a1 tanto
como se desee sin que la distancia entre intervalos
cambie: dc “no tiene en consideracio´n el taman˜o de
los intervalos, so´lo su proximidad respecto de los ex-
tremos ma´s cercanos”. Por ejemplo, si se piensa que
los conjuntos de trabajo son dos pa´ıses, A y B, que
comparten frontera, entonces dc(A, B) es cero, por lo
que para dos personas situadas en distintos puntos
del pa´ıs A que deseen conocer B, esta medida no les
proporciona apenas informacio´n sobre la longitud del
viaje.
Ante esta utilidad, casi necesidad, de introducir el ta-
man˜o de los intervalos en la definicio´n adecuada de
distancia, en vez de considerarse la Ec. 1, puede pen-
sarse en definir la distancia entre conjuntos como “la
mı´nima distancia para alcanzar un conjunto desde
cualquier punto del otro conjunto, dm”. Esta posibi-
lidad aporta ma´s informacio´n: siguiendo el ejemplo
anterior, si B ⊂ C, con A compartiendo frontera con
C a trave´s de B, entonces, dc(A, B) = dc(A, C) = 0,
pero no necesariamente dm(A, B) = dm(A, C). As´ı,
lo ma´s interesante de esta definicio´n ser´ıa que “la
distancia tiene en cuenta no so´lo la posicio´n de los
conjuntos sino tambie´n sus taman˜os relativos”.
A partir de este momento el discurso se centra en
el trabajo con intervalos abiertos de dimensio´n finita
definidos sobre la recta real.
Definicio´n 2.1 Dados dos intervalos I1 = (a1, b1) e
I2 = (a2, b2) se define la distancia del ma´ximo entre
ambos intervalos, y se denota por dm(I1, I2), a
dm(I1, I2) = ma´x {|a2 − a1| , |b2 − b1|}
= ma´x {|∆c−∆r| , |∆c + ∆r|} (3)
La notacio´n boreliana, y su extensio´n a incremen-
tos de radios y de centros, se aprecia que es ma´s
adecuada que aquella que utiliza los extremos de los
intervalos. Como ejemplo sirvan estos dos casos par-
ticulares:
Sean dos intervalos I1 = (a1, b1) e I2 = (a2, b2),
con igual extremo superior, es decir, b1 = b2 o
equivalentemente ∆c + ∆r = 0, entonces de la
Definicio´n 2.1 se sigue que,
dm(I1, I2) = |a2 − a1| = |∆c−∆r| (4)
Si los intervalos son de la misma amplitud, a2−
a1 = b2 − b1, ∆r = 0, entonces la distancia es,
d(I1, I2) = |a2 − a1| = |∆c| (5)
En las dos ocasiones el valor nume´rico de la distan-
cia es el mismo, pero mientras la notacio´n sobre los
extremos no permite distinguir los casos, la notacio´n
en forma de incrementos es plenamente ilustrativa.
Proposicio´n 2.2 La aplicacio´n dm es una distan-
cia. 
Proposicio´n 2.3 La aplicacio´n dm cumple que
dm(I1, I2) = |∆c|+ |∆r|. 
La demostracio´n de estas dos proposiciones se des-
arrolla en el anexo.
Aunque ahora dm es una distancia que considera
la posicio´n relativa de los centros de las bolas y la
diferencia de radios, no es au´n todo lo u´til que se
desear´ıa ya que no tiene en cuenta la distancia en-
tre extremos cercanos. Para aclararlo, conside´rense
el intervalo I1 = (0, 1) y los intervalos de la forma
Ih = (2 − h, 3) con h ≥ 0. El ca´lculo de la distancia
del ma´ximo indica que,
dm(I1, Ih) = ma´x {|2− h| , |3− 1|} = 2 ∀h ∈ [0, 4]
lo que significa que no se tiene en cuenta el taman˜o
relativo de los intervalos de la forma Ih para cual-
quier valor de h entre 0 y 4, entre los cuales se hallan
intervalos tan dispares como (2, 3), de amplitud 1,
o´ (−2, 3), de amplitud 5.
3. Distancia Intervalar a partir
de un Nu´cleo
Para mejorar la distancia del ma´ximo, dm, definida
en la Seccio´n 2, se recurre a una forma de construc-
cio´n, habitual dentro de la teor´ıa del aprendizaje es-
tad´ıstico, a partir de la definicio´n de funciones nu´cleo
(kernels). Para una mejor comprensio´n de este tipo
de funciones se puede acudir a [6] y [2], o a los textos
en castellano [4], [3] y [1].
En esencia, el objetivo de la construccio´n de funcio-
nes nu´cleo es asegurar la existencia de una aplicacio´n
φ definida desde el conjunto de trabajo (el cual no
necesariamente esta´ provisto de ninguna estructura
matema´tica a priori) a un espacio vectorial dotado
de un producto escalar, como por ejemplo puede ser
IRn, denominado espacio de caracter´ısticas, F .
A partir de esta funcio´n φ, en general no lineal, se
define la funcio´n nu´cleo, que se denota k(·, ·), sobre
pares de elementos del conjunto de trabajo como el
producto escalar de sus transformados dentro del es-
pacio de caracter´ısticas,
k(·, ·) = 〈φ(·), φ(·)〉F
La funcio´n nu´cleo k(·, ·) permite establecer simili-
tudes entre los elementos originales a partir de sus
transformados, lo que conlleva en ocasiones poder
definir una distancia entre los puntos origen. La apli-
cacio´n φ, por tanto, debe se capaz de resaltar las ca-
racter´ısticas fundamentales de los elementos del con-
junto inicial a ser consideradas a la hora de elaborar
una medida de similitud y distancia; es por ello que
al espacio imagen de la aplicacio´n φ se le denomina
espacio caracter´ıstico o espacio de caracter´ısticas.
Siguiendo el enfoque de investigacio´n intervalar, se
denotara´ por I la familia formada por todos los in-
tervalos abiertos (a, b) contenidos en la recta real(3)
de dimensio´n finita,
I = {intervalos (a, b) ⊂ IR : a < b, a 6= −∞, b 6= ∞}
Desde la perspectiva de las ma´quinas nu´cleos, la elec-
cio´n primera de la funcio´n φ es aquella que asocia a
cada intervalo, un vector en IR2 de la forma ma´s na-
tural(4),
φ : I → IR2
φ( (a, b) ) = φ( I ) =
1√
2
(a, b) ∈ IR2
o en notacio´n de Borel,
φ ( (c− r, c + r) ) = φ( I ) = 1√
2
(c− r, c + r)
=
1√
2
(
1 −1
1 1
) (
c
r
)
= P
(
c
r
)
∈ IR2
(3)Por defecto, se trabajara´ con intervalos abiertos, pero el
estudio se puede trasladar de forma natural a intervalos cerra-
dos.
(4)El te´rmino 1√
2
es introducido para conseguir una trans-
formacio´n ortogonal, como se vera´ posteriormente.
donde P = 1√
2
(
1 −1
1 1
)
es una matriz ortogo-
nal(5) (P t P = I). No´tese que cada intervalo define
un u´nico punto en el plano. El recorrido de la apli-
cacio´n φ es la regio´n
{
(a, b) ∈ IR2 : a < b}.
La funcio´n nu´cleo asociada a esta aplicacio´n φ, que
permite establecer una funcio´n nu´cleo de similitud(6)
entre intervalos, es
k : I × I → IR
definida como
k(I1, I2) = 〈φ(I1), φ(I2)〉 = 1
2
(a1a2 + b1b2) = c1c2+r1r2
Lo ma´s interesante de esta funcio´n nu´cleo de simi-
litud es que da lugar a definir una distancia entre
intervalos a partir de la distancia entre sus transfor-
mados en IR2.
Definicio´n 3.1 Dados dos intervalos, I1 =
(a1, b1) = B(c1, r1) e I2 = (a2, b2) = B(c2, r2) se
define la distancia entre ambos intervalos, y se
denotara´ por d(I1, I2), como
d(I1, I2) =
1√
2
√
(a2 − a1)2 + (b2 − b1)2
=
√
∆2c + ∆2r
(6)
pues
d2(I1, I2) = 〈φ(I2)− φ(I1), φ(I2)− φ(I1)〉
=
1
2
(∆c−∆r)2 + 1
2
(∆c + ∆r)2
= ∆2c + ∆2r
Como corolario ma´s interesante indicar co´mo par-
tiendo de entornos de trabajo bien distantes, se ha
llegado a mostrar que la distancia definida se englo-
ba dentro de la familia de las distancias `p sobre las
componentes ∆c y ∆r. Obse´rvese que la distancia
ahora definida coincide con `2, mientras que aquella
de la Definicio´n 2.1 se identifica con `1, en virtud de
la proposicio´n 2.3.
La notacio´n boreliana, en forma de bolas abiertas, ha
permitido hacer evidente que en la definicio´n de esta
(5)De hecho, para asegurar que la funcio´n es inyectiva, basta
que P sea no singular.
(6)Si la funcio´n nu´cleo se utiliza para comparar se suele de-
nominar funcio´n nu´cleo de similitud.
distancia a partir de un nu´cleo se tiene en conside-
racio´n la distancia entre los centros de los intervalos,
∆2c, y el taman˜o relativo de ellos, ∆2r, pondera´ndo-
se ambos valores de forma equilibrada. Su expresio´n
en forma cuadra´tica ser´ıa la siguiente
d2(I1, I2) = (∆c, ∆r)
(
1 0
0 1
) (
∆c
∆r
)
Volviendo al ejemplo de la Seccio´n 2 del intervalo
I1 = (0, 1) y los intervalos de la forma Ih = (2−h, 3)
con h ≥ 0, el ca´lculo de la distancia ahora definida
establece,
d(I1, Ih) =
√
4 + (2− h)2 ∀h ∈ [0, 4]
que es mı´nima en el caso h = 2, d((0, 1), (0, 3)), y
ma´xima cuando h = 0 o´ 4, d((0, 1), (2, 3)) – interva-
los pequen˜os pero distantes –, o´ d((0, 1), (−2, 3)) –
intervalos con interseccio´n total pero de taman˜o de-
sigual –. Por tanto, se ha solventado la problema´tica
a la que no pod´ıa responder la distancia del ma´ximo,
pero manteniendo las caracter´ısticas deseables en la
definicio´n de distancia.
4. Generalizaciones de la dis-
tancia intervalar
Una vez concretada una primera definicio´n de distan-
cia intervalar dentro del entorno de nu´cleos, diversas
generalizaciones son posibles de forma ma´s o menos
directa.
4.1. Distancia intervalar ponderada
Una generalizacio´n de la distancia intervalar puede
considerarse para los casos en que la ponderacio´n en-
tre el taman˜o de los intervalos y la distancia entre
centros quisiera realizarse de forma no equilibrada.
Para ello, se define la funcio´n φ proyectando el espa-
cio original en el de caracter´ısticas, de la forma
φ(I) = A
(
c
r
)
=
(
a11 a12
a21 a22
) (
c
r
)
de donde
k(I1, I2) =
〈(
A ·
(
c1
r1
))t
,
(
A ·
(
c2
r2
))〉
=
(
c1 r1
)
S
(
c2
r2
)
por lo que,
d2(I1, I2) =
(
A ·
(
∆c
∆r
))t
·
(
A ·
(
∆c
∆r
))
=
(
∆c ∆r
)
S
(
∆c
∆r
)
siendo A una matriz no singular con objeto de que
φ sea una aplicacio´n inyectiva, y S = AtA es una
matriz sime´trica y definida positiva.
De esta forma se puede controlar el peso que corres-
ponde dar a la posicio´n de los intervalos, c, y a su
taman˜o, r. As´ı, por ejemplo, si
S = AtA =
(
1 0
0 3
)
y se consideran los intervalos (0, 1) y (1, 3), entonces
se observa que
d2((0, 1), (1, 3)) = (0,5− 2)2 + 3(0,5− 1)2 = 3
d2((0, 1), (0, 3)) = (0,5− 1,5)2 + 3(0,5− 1,5)2 = 4
mientras que sobre la distancia definida de origen
d21((0, 1), (1, 3)) = (0,5− 2)2 + (0,5− 1)2 = 2,5
d21((0, 1), (0, 3)) = (0,5− 1,5)2 + (0,5− 1,5)2 = 2
es decir, que la eleccio´n de una ponderacio´n u otra
permite realizar cambios de ordenacio´n sobre el con-
junto de los intervalos.
4.2. Distancia intervalar definida so-
bre soporte compacto
La funcio´n nu´cleo de similitud que ha permitido de-
finir la distancia intervalar en la Definicio´n 3.1 no
se encuentra acotada, por lo que au´n podr´ıa mejo-
rarse para que resultara ma´s pra´ctica a la hora de
interpretar los resultados. Adema´s, se trabaje con
notacio´n boreliana o con los extremos de intervalos,
a la distancia no le es posible tratar con intervalos
semiabiertos si el soporte de trabajo es toda la recta
real, IR.
Con objeto de tener acotadas la similitud y la distan-
cia, se estudia la posibilidad de definir el nu´cleo de
similitud entre intervalos contenidos en un compacto
de IR, en general [α, β], con α, β ∈ IR y α < β.
Sea el compacto (intervalo cerrado en IR) [α, β] y
consideramos el conjunto
I1 = {intervalos (a, b) : α ≤ a < b ≤ β}
En este conjunto se define una nueva medida de si-
militud a partir de la definicio´n de una funcio´n φ1
semejante a la original
φ1 : I1 → IR2
φ1( (a, b) ) =
1√
2
(a− α, β − b) (7)
No´tese que esta aplicacio´n φ1 se puede escribir en la
forma:
φ1(a, b) =
1√
2
(c− r − α, β − c− r)
=
1√
2
(
1 −1
−1 −1
) (
c
r
)
+
1√
2
(
α
β
)
= P1
(
c
r
)
+ Λ
donde P1 es ortogonal. Aunque en este caso las com-
ponentes caracter´ısticas son el espacio complementa-
rio al intervalo (a, b) respecto a la base compacta, se
sigue que la distancia que se obtiene no var´ıa respec-
to a aquella de la Definicio´n 3.1 ya que
φ1(I1)− φ1(I2) = P1
(
∆c
∆r
)
y P t1P1 = P
tP = I . Adema´s, tal como se pretend´ıa,
la distancia ahora se encuentra acotada ya que si
identificamos cada intervalo como un punto en IR2,
se sigue que ahora φ1 es una funcio´n continua en un
compacto y por el Teorema de Weierstrass la funcio´n
esta acotada, demostra´ndose que d(I1, I2) ≤ β − α
para cualquier par de intervalos.
No´tese que, aunque la distancia definida es la misma
que la inicial, y presenta una formulacio´n simple, la
funcio´n nu´cleo de similitud asociada es bastante ma´s
compleja
k((a1, b1), (a2, b2)) = c1c2 + r1r2 + C
2 + R2+
−2C(c1 + c2)− 2R(r1 + r2)
con C = α+β2 el centro del compacto base, y R =
β−α
2 su radio.
5. Conclusiones y trabajo futu-
ro
Una forma eficiente de tratar con incertidumbre en
la informacio´n es a trave´s del uso de intervalos. Por
lo general, su tratamiento algebraico suele referirse a
su aplicacio´n punto a punto sobre todos los valores
posibles del intervalo para posteriormente acotarse
de forma conjunta. En el presente trabajo se plantea
el tratamiento puramente intervalar de estos elemen-
tos ba´sicos, para lo cual se hace necesario definir una
distancia apropiada. La solucio´n propuesta enfoca el
problema mediante la utilizacio´n de nu´cleos (’ker-
nels’), lo que lleva a definir, por vez primera en la
literatura, nu´cleos intervalares, los cuales son la ba-
se de definicio´n de la distancia. Se ha comprobado
que la distancia definida cumple con una serie de ca-
racter´ısticas que la hacen particularmente u´til en el
tratamiento intervalar.
Se han presentado algunas generalizaciones y ejem-
plos ilustrativos de aplicacio´n, pero sin duda este
trabajo es so´lo el inicio de una l´ınea de investiga-
cio´n prometedora que auna el a´rea emergente de in-
vestigacio´n en ma´quinas nu´cleo junto con otros ma´s
tradicionales, como el Ana´lisis Intervalar, el Razona-
miento Cualitativo o la Lo´gica Difusa.
Desde el punto de vista de las ma´quinas nu´cleo, ha
de referirse que los nu´cleos de similitud asociados a
las distancias no son independientes de su posicio´n
sobre el intervalo base, hecho que debe mejorarse en
el futuro. Sin embargo, la distancia es plenamente
va´lida como u´til de trabajo en entornos cualitativos,
y su aplicacio´n sobre diversos casos de estudio es una
de las l´ıneas futuras de investigacio´n. En particular,
se esta´ realizando su desarrollo para el ana´lisis y me-
dicio´n del riesgo crediticio.
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A. Anexo
Demostracio´n Proposicio´n 2.2:
Se debe comprobar que se verifican las propiedades
de distancia,
1. 0 ≤ dm(I1, I2) para I1 e I2 intervalos. Trivial.
2. dm(I1, I2) = 0 ⇔
{
a2 = a1
b2 = b1
}
⇔ I1 = I2.
3. dm(I1, I2) = dm(I2, I1). Evidente, por el uso del
valor absoluto en la definicio´n.
4. Para cualesquiera tres intervalos I1, I2 e I3 se
cumple la desigualdad triangular ya que es cierto
que:
|a + b| ≤ |a + c|+ |c + b| , ∀ a, b, c ∈ IR
y se tiene que:
|a2 − a1| ≤ |a2 − a3|+ |a3 − a1|
|b2 − b1| ≤ |b2 − b3|+ |b3 − b1|
}
⇒
max {|a2 − a1| , |b2 − b1|} ≤ max {|a2 − a3| , |b2 − b3|}+max {|a3 − a1| , |b3 − b1|}
y de aqu´ı se sigue que:
dm(I1, I2) ≤ dm(I1, I3) + dm(I2, I3)

Demostracio´n Lema 2.3:
En primer lugar se tiene que si a, b ∈ IR entonces:
ma´x {|a| , |b|} = 1
2
(|a|+ |b|+ ||b| − |a||)
ya que si a ≥ 0 y b ≥ 0 entonces si:
a ≥ b ⇒ ma´x {a, b} = a = 1
2
(a + b + (a− b)) = 1
2
(a + b + |b− a|)
Ana´logamente se tiene si a ≤ b.
Por otro lado, como |a| ≥ 0 y |b| ≥ 0 se cumple la
afirmacio´n anterior.
De esta forma se sigue:
0 ≤ dm (I1, I2) = ma´x {|∆c−∆r| , |∆c + ∆r|} ?= |∆c|+ |∆r| ⇔
ma´x {|∆c−∆r| , |∆c + ∆r|}2 = (|∆c|+ |∆r|)2 ⇔
ma´x
{
|∆c−∆r|2 , |∆c + ∆r|2
}
=
1
2
(
|∆c−∆r|2 + |∆c + ∆r|2 +
∣∣∣|∆c−∆r|2 − |∆c + ∆r|2∣∣∣) =
1
2
(
(∆c−∆r)2 + (∆c + ∆r)2 +
∣∣∣(∆c−∆r)2 − (∆c + ∆r)2∣∣∣) =
∆2c + ∆2r + 2 |∆c∆r| = (|∆c|+ |∆r|)2

