Abstract-The course timetabling problem is a well known constraint optimization problem which has been of interest to researchers as well as practitioners. Due to the NP-hard nature of the problem, the traditional exact approaches might fail to find a solution even for a given instance. Hyper-heuristics which search the space of heuristics for high quality solutions are alternative methods that have been increasingly used in solving such problems. In this study, a curriculum based course timetabling problem at Yeditepe University is described. An improvement oriented heuristic selection strategy combined with a simulated annealing move acceptance as a hyper-heuristic utilizing a set of low level constraint oriented neighbourhood heuristics is investigated for solving this problem. The proposed hyper-heuristic was initially developed to handle a variety of problems in a particular domain with different properties considering the nature of the low level heuristics. On the other hand, a goal of hyper-heuristic development is to build methods which are general. Hence, the proposed hyper-heuristic is applied to six other problem domains and its performance is compared to different state-of-the-art hyper-heuristics to test its level of generality. The empirical results show that the proposed method is sufficiently general and powerful.
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I. INTRODUCTION

A. Selection Hyper-heuristics
A hyper-heuristic is a high level (meta-)heuristic which performs a search over the space of (meta-)heuristics for solving computationally hard problems [1] , [2] . A hyperheuristic processes problem independent information obtained from the low level heuristics which operate at the problem level. The hyper-heuristic methodologies are used to select or generate heuristics [3] . This study focuses on a selection hyper-heuristic framework which contains two essential components: heuristic selection and move acceptance methods, as identified in [4] . Such a hyper-heuristic attempts to improve a solution (or solutions) by selecting a perturbative heuristic (or heuristics) followed by a decision to accept or reject the resulting solution(s) at a given step during the search process.
A selection hyper-heuristic of this sort will be denoted as heuristic selection−move acceptance from this point onward.
Cowling et al. [2] experimented with selection hyperheuristics that combine random descent, random permutation, random permutation descent, greedy (GR) and choice function (CF) heuristic selection mechanisms by accept all moves (AM) and accept only improving moves as move acceptance strategies. Greedy applies all low level heuristics to the current solution, generating multiple new solutions and chooses the one that achieves the best objective value. Choice function utilises a mechanism that scores each low level heuristic based on its individual performance, pair-wise successive performance and the duration since the last time a heuristic was invoked. The heuristic having the maximum score is chosen and applied to the candidate solution at each step. Both GR and CF are online learning mechanisms, since they both get and use feedback during the search process. GR has a very short term memory as the feedback (i.e., best candidate solution among all) is used instantaneously and then forgotten [1] . At the end of the experiments, the authors observed that CF−AM was the most promising hyper-heuristic [2] . The performance strength of CF has been illustrated in the other studies as well [4] , [5] , [6] .
A variety of move acceptance methods have been investigated as a selection hyper-heuristic component, including simple deterministic methods, such as accept all moves, only improving moves, equal and improving moves, and more elaborate methods, such as great deluge and simulated annealing [1] . Simulated annealing accepts improving moves and nonimproving moves with a probability provided in Equation 1.
where ∆f is the quality change at step t, T is the maximum number of steps, ∆F is an expected range for the maximum quality change in a solution after applying a heuristic. Bai and Kendall [7] , Bai et al. [8] and Bilgin et al. [6] reported the success of simulated annealing as a move acceptance on the shelf allocation and examination timetabling problems, respectively. Moreover, Bilgin et al. [6] tested 36 different hyper-heuristics by pairing up a range of heuristic selection and move acceptance methods over a set of examination timetabling problem instances. The results indicate the success of CF−SA.
B. University Course Timetabling Problem
The educational timetabling problems, such as university course timetabling, examination timetabling and school timetabling, are NP-hard real-world constraint optimisation problems [9] , [10] . University course timetabling is the focus of this study, which requires a search for the best course schedule and the best allocation of limited resources in an educational institution subject to a set of constraints. There are two basic constraint types in timetabling problems: hard, and sof t. The hard constraints require absolute compliance, whereas the soft constraints characterise preferences. Types (and categories) of the constraints, number of the constraints, courses to be scheduled and the resources in a problem might influence its difficulty level. As a subclass, university course timetabling problems have been studied by many researchers [11] , [12] , [13] , [14] . The university course timetabling problems can be further subdivided into (i) post-enrollment problems in which the student enrollment is known, and (ii) curriculum based problems in which the student enrollment is not known and student curriculums are available prior to the timetabling process [15] .
Due to the nature of timetabling problems (e.g., unstructured search space, immense size of the search landscape, constraints etc.), meta-heuristics are preferred in most of the previous studies. Genetic algorithm (GA), memetic algorithm (MA), ant colony optimization, simulated annealing (SA) and tabu search (TS) are the most common meta-heuristics used for solving different types of course timetabling problems across different institutions.
Abramson [16] utilized simulated annealing for course timetabling. Colorni et. al. [17] evaluated a variety of metaheuristics based on GA, SA and TS on some Italian highschool data. They observed that MA combining GA and local search performed better. Herz [18] employed TS for obtaining the best course schedules. Erben et al. [13] generated a weekly timetable for a heavily constraint problem instance using GAs with smart operators. They used binary encoding as a representation scheme. Schaerf [19] proposed an interactive interface for timetabling and embedded TS as a search tool for solving some high-school course timetabling problems. Paechter et al. [20] also used an interactive tool that allowed users to visualize violated objectives and modify the objectives during a run for solving Napier University timetabling problem. They used an evolutionary algorithm within their tool for performing the search. Abramson et al. [21] tested different cooling schedules within SA for course timetabling. Filho et al. [22] formulated timetabling problem as a clustering problem and applied a constructive GA for solving timetabling problems of public schools in Brazil. Socha et al. [14] described a max-min ant system for solving course timetabling problem and compared their approach to a random restart local search approach using eleven benchmark problem instances.
Alkan andÖzcan hybridized a violation directed hierarchical hill climbing method (VDHC) using constraint oriented neighbourhood heuristics in [23] with genetic algorithms for solving the university course timetabling problem. Similarly, the constraint oriented neighbourhood heuristics were found to be effective when used as a part of a hybrid framework in [24] for solving a variant of a course timetabling problem. Burke et al. [25] used a combination of tabu search and reinforcement learning scheme as a heuristic selector and tested their hyperheuristic over different timetabling problems. Burke et al. [26] employed a case-based reasoning approach as a hyper-heuristic using different measures for similarity of instances for solving course timetabling problems. Burke et al. [25] used tabu search hyper-heuristic to build solutions using graph coloring heuristics for solving timetabling problems. Detecting the state of the art method for the university course timetabling among modern approaches was one of the deriving ideas behind the International Timetabling Competition ITC2007 hosted by PATAT and WATT 1 . The winner of the Curriculum based Course Timetabling track was a hybrid approach designed by Müller [27] .
In this study, we introduce a curriculum based university course timetabling problem constantly dealt with at Yeditepe University, Faculty of Engineering and Architecture, Computer Engineering Department and hyper-heuristic solution to the problem, which combines a fast reacting greedy and gradient heuristic selection mechanism with simulated annealing. A goal of hyper-heuristic research is to raise the level of generality by providing methodologies which are applicable to a variety of problem domains.
There are tools like Hyperion [28] and Hyflex [29] which are available for rapid development and research of hyperheuristics or meta-heuristics. Hyperion provides a general recursive framework that supports the selection hyper-heuristic frameworks provided in [4] . Hyflex provides an objectoriented hyper-heuristic framework, having a support for the problem domains of boolean satisfiability, one-dimensional bin-packing, permutation flow-shop, personnel scheduling, travelling salesman problem (TSP) and vehicle routing problem (VRP). In this study, Hyflex is used to test the generality of the proposed hyper-heuristic across the different problem domains. Hyflex implementation supports the idea that no domain specific information is passed through the domain barrier from the domain level to the hyper-heuristic level. On the other hand, there are different views on what constitutes a domain specific information and generality of a hyper-heuristic method. The proposed hyper-heuristic similar to the state-ofthe-art hyper-heuristic approach [30] does not discriminate between the types of the hyper-heuristics and does not use the type information for the low level heuristics in a given problem domain. Even if one decides to make use of this information say to create a generalised iterated local search framework where a prefixed hill climbing is applied after a perturbative low level heuristic. It is difficult to do this with the current version of Hyflex problem domain implementations, since the annotation of low level heuristics does not provide full information. For example, a ruin and create heuristic could be a mutational or hill climbing heuristic, which goes for the crossover operators as well.
Section II describes the greedy gradient hyper-heuristic selection methodology used for solving a curriculum-based course timetabling problem. It provides the constraints of the problem and the components of the proposed selection hyperheuristic, including heuristic selection, move acceptance and low level heuristics. Section III provides the empirical results. Finally, Section IV presents the conclusions.
II. METHODOLOGY
A. Greedy Gradient Heuristic Selection
In most of the previous applications of reinforcement learning in hyper-heuristics, a utility value is increased as a reward mechanism and decreased for punishment [31] , [32] . It has also been observed that the memory length affects the performance. The proposed hyper-heuristic framework is somewhat adapts a similar strategy. Instead of a predefined scoring mechanism, the fitness change in between the old and current solution generated after the application of the selected heuristic is used as a utility value. Whenever the utility value of each heuristic is 0, a greedy-like strategy is invoked ( Figure 1 , steps 2, 3). Each heuristic is called one by one using the same solution at hand and the fitness change is recorded as a utility value of the corresponding heuristic. If a heuristic causes a worsening move, its utility value is set to 0. Then, a heuristic is chosen based on the scores (Figure 1, step 4) . In this study, max function is used, choosing the heuristic that generates the best improvement. After applying the selected heuristic, its score is updated right away using the fitness change. This strategy neither makes use of a periodic update of scores as in [8] , nor forgets the scores as soon as a heuristic is selected as in a greedy method [2] . In the case when one heuristic has a non-zero value, it will be selected as long as the solution improves and the hyper-heuristic will act like a gradient hill climber.
During the heuristic selection process, utility values of a subset of heuristics returned by the max function might be the same, necessitating a tie breaking strategy. Two different cases emerge: a non-zero tie score for some heuristics or all 0s. A random selection is performed in the former case. For the latter case, a problem dependent feature is implemented. Another utility array is maintained to keep track of the number of violations due to each constraint type. Again, max function is used for determining the highest number of violations and the corresponding constraint type. Hence, the corresponding heuristic is invoked. Then, the utility values of the selected heuristic are updated in both arrays using the new solution.
B. Curriculum-based Course Timetabling Problem
Every year, Computer Engineering Department (and so the other departments as well) at Yeditepe University, Faculty of Engineering and Architecture deals with a curriculum-based course timetabling problem. Each student has to follow a curriculum at Yeditepe University. Since, time to time some changes are made to the curriculums, there might be a cohort of students with different curriculums to follow based on the existing courses at a given time. A curriculum consists of eight terms and there are on average six courses per term for a student to register. In general, a student registers to all the courses at a given term, unless the student has failed from some previous courses. The latter type of students are not considered during the timetabling process. Some courses have prerequisites and/or corequisites. The timetables are produced for the regular students. A course consists of lecture, problem solving and/or laboratory session meetings which could take place at different locations (rooms). It is always desirable that the lab or problem solving sessions are after the lecture hours for a given course.
Lecturers handle the teaching, while laboratory and problem solving sessions could be handled by a lecturer or a teaching assistant or both. There are full time and part time lecturers. The requests of part time lecturers regarding the time that they teach have to be accommodated. There are some courses which have to be taken by all students across the university and by all engineering students and by all students at a department. Similarly, there are optional courses open to all students in the university, or within the faculty, or within a department. Moreover, the optional courses are part of the curriculum appearing in different terms. A lecture, problem solving or laboratory session meeting takes 1, 2 or 3 hours, respectively. The university imposes a template for the other units to follow to make the timetabling process easier as illustrated Figure 2 . Only certain slots can be allocated for the meetings of 1 and 2 hour duration. 3 hour meetings have to consist of (2+1, 1+2) blocks. The lecturers are allowed to provide preference for their lectures, which is taken seriously. In general, the teaching assistants are themselves postgraduate students taking other courses, hence their teaching/tutorial hours must not overlap with the lectures that they will attend.
After the university sets the times for the university-wide compulsory courses, the faculty does the same and passes the information to the departments. Then the departments have to deal with the timetabling of the remaining courses and the required resources. The following hard constraints are identified:
• C01: The timetable template provided by the university must be respected while scheduling meetings (see Figure  2 ). 2-hour blocks cannot be divided into a 1-hour block.
• C02: Course meetings can be assigned to predefined time-slots.
Greedy Gradient Choose Heuristic(scores, current solution)
2. if (all heuristic scores are 0) then 3.
invoke each heuristic using the current solution and record fitness change as its score // 0 for worsening 4.
choose a heuristic based on the scores in case of a tie, use a tie breaking strategy 5.
return (chosen heuristic id for invocation) Fig. 1 . Pseudocode of the greedy gradient heuristic selection method
• C03: A set of courses can appear as a part of multiple terms in the curriculum. This is to accommodate optional courses.
• C04: Course meetings can be enforced to take place in the same day or in different days.
• C05: (w 1 ) Meetings of a lecturer must not overlap.
• C06: (w 2 ) Lecturers can provide their weekly availability (or unavailability) for teaching.
• C07: (w 3 ) The courses in a given term of the curriculum must not overlap.
• C08: (w 4 ) Certain time-slots from the weekly timetable can be excluded during the timetabling process of the courses for a term. One of the uses of this constraint is to arrange a common time slot for departmental or faculty meetings. The aim is to get as many lecturers free of teaching during those times as possible, and so it is a soft constraint.
• C09: (w 5 ) A room with a suitable capacity must be allocated for each course without any overlap.
• C10: (w 6 ) The equipment required by a course must be allocated without any overlap. Soft constraints are as follows:
The duration between the meetings of a lecturer on a day should be within predefined minimum and maximum limits.
• C12: (w 8 ) The duration between the meetings on a day for a regular student (studying term) should be within predefined minimum and maximum limits.
• C13: (w 9 ) The total number of meeting hours during when a lecturer teaches on a day cannot exceed a predetermined maximum value.
• C14: (w 10 ) The total number of meeting hours that a regular student (studying a term) attends on a day should be within predefined minimum and maximum limits.
• C15: (w 11 ) The total number of courses scheduled for a lecturer on a day cannot exceed a predetermined maximum value.
• C16: (w 12 ) The order of between different course meetings can be defined. Constraints C01-C04 are handled through representation and restricting the value assignment to each course and so does not require any further attention during the search process. Solving the course timetabling problem requires finding a high quality timetable with the minimum number of constraint violations, if possible with no violations. The low level heuristics are designed as a set of constraint based neighbourhood operators as in [23] . Each low level heuristic attempts to improve upon a corresponding constraint. A course is randomly rescheduled to a constraint based neighbourhood. Hyper-heuristics work as a high level strategy to manage those low level heuristics. They aim to find a solution attempting to minimise the hard and soft constraint violations, simultaneously. The evaluation function used in this study takes the weighted average of the total number of constraint violations and treats all constraints as if they were the same, but punishes the hard constraint violations heavier than the soft constraint violations:
where T represents a candidate timetable, w i indicates the weight associated to constraint i, g i indicates the number of constraint violations of constraint i for the given timetable. The goal is to find a timetable which minimizes the evaluation function and the optimum value is zero indicating that there are no constraint violations. The weight values used during the experiments are provided in Table I .
III. EMPIRICAL RESULTS
A. Hyper-heuristics for the Course Timetabling Problem
The performance of four different hyper-heuristics are investigated over eight randomly generated instances (rp1-8) and a real instance (cse) during the experiments. The experiments were performed on a PC P4 Processor 3 GHz, 512 RAM. A run terminates after solution found or time limit reached 600 seconds. Table II summarises the performance of each hyperheuristic based on 50 runs for each instance. The rankings of the different hyper-heuristics in Table II are calculated according to the success ratios (the ratio of successful runs in which the optimal solution is found to the total number of runs), the average best fitness values and the average best duration values of the tests. The results show that greedy gradient, in the overall, performs better than simple random (SR), greedy (GR) and choice function (CF) heuristic selection methods as a part of a selection hyper-heuristic embedding simulated annealing as a move acceptance method. It is successful in particular when the problem size grows. For the cse instance, all hyperheuristics perform similarly. Our ultimate goal is to be able to solve the university timetabling problem for the whole university. The results show that GG−SA is promising in this respect.
In most of the cases, the hyper-heuristics rapidly improve the quality of the solutions in hand. After a while, the improvement process slows down as the approach reaches a local optimum. Still, it seems that the simulated annealing acceptance works well as a part of the implemented hyperheuristics, allowing further improvement in time until we get the optimal solution. This behaviour is illustrated in Figure 3 for the GG−SA and CF−SA on the rp8 instance. 
B. Testing the Level of Generality
HyFlex (Hyper-heuristics Flexible framework) [29] is an object-oriented framework which has been developed recently to provide a software tool for the implementation and comparison of different hyper-heuristics. HyFlex has been used for CHeSC: Cross-Domain Heuristic Search Competition 2 . The best selection hyper-heuristic will be determined among CHeSC competitors which generalises the best across a set of five problem instances from six different problem domains. HyFlex currently provides an implementation of six minimisation problems including Boolean Satisfiability (MAX-SAT), One Dimensional Bin Packing (BP), Permutation Flow Shop (PFS), Personnel Scheduling (PS), Travelling Salesman Problem (TSP) and Vehicle Routing Problem (VRP) each with different instances and a set of low-level heuristics. These low level heuristics are classified as mutational (MU), hill climbing (HC), ruin and re-create (RC), and crossover (XO) heuristics. The number of the low level heuristics for each heuristic/operator type for each problem domain is presented in Table III . Currently, there are 12 different instances for the first four problem domains and 10 for the last two problem domains. What is left is to design and implement a highlevel strategy (hyper-heuristic) that intelligently select and apply suitable low-level heuristics from the set provided to each instant from the given domain to get the minimum objective function value in ten minutes. The crossover low level heuristics take two solutions as a parameter, combine them and return a new solution. In our approach we are working on a single point which leads us to exclude all the crossover heuristics
The proposed hyper-heuristic in this study is implemented as an extension to HyFlex. In the simulated annealing acceptance method, the value of ∆F is set to 0.01 of the objective value of the best solution in hand, since Hyflex does not have a feature which supports the computation of maximum (expected) change in the quality of solutions. The performance of the proposed hyper-heuristic is compared to the performances of eight different hyper-heuristics (HH1HH8) across four problem domains, each with 10 different instances, as provided at (www.asap.cs.nott.ac.uk/external/chesc2011/defaulthh.html) and in [33] . The comparison is based on the Formula1 scoring system. The best hyper-heuristic gets 10 points, the second gets 8, and then 6,5,4,3,2,1 and then all the remaining get zero point. These points are accumulated as a score for a hyperheuristic over all instances from four problem domains each with ten instances. The problem domains are Boolean Satisfiability (MAX-SAT), One Dimensional Bin Packing (BP), Permutation Flow Shop (PFS) and Personnel Scheduling (PS). Table IV , V, VI and VII compare the performance of our proposed hyper-heuristic (PHH) to the others (HH1-HH8) over a set of problem instances for MAX-SAT, 1D bin packing, personnel scheduling and permutation flow shop, respectively, based on the objective values obtained at the end of each run.
In the MAX-SAT problem domain, our hyper-heuristic produces the best result in 3 out of 10 instances and there is a tie in 1 instance. It is the second hyper-heuristic in this domain. In the bin packing problem domain, our hyper-heuristic performs still well and produces the best result in 2 instances, but in the personnel scheduling problem, its performance is not as good as expected. In permutation flow shop, the proposed hyperheuristic produces the best result in 2 instances. Table VIII provides the results for each problem domain. The proposed hyper-heuristic ranks the third with a total score of 211.5.
The performances of the proposed hyper-heuristic and twenty other hyper-heuristics which were the CHESC finalists are compared to each other. Five instances from each of the six problem domains are selected randomly for comparison. The solutions obtained from twenty one hyper-heuristics across all instances are put into the competition based on the Formula1 scoring system. Table IX summarises the results. The proposed hyper-heuristic ranks the tenth among others with a total score of 54.0.
IV. CONCLUSION
In this study, a university course timetabling problem at Yeditepe University, Faculty of Engineering and Architecture is introduced. Moreover, the performance of a greedygradient−simulated annealing hyper-heuristic is investigated as a solution methodology. The proposed hyper-heuristic aims to automate the process of selecting and combining perturbative heuristics to solve the NP-hard curriculum based course timetabling problem. A set of selection hyper-heuristics using four different heuristic selection methods, including the proposed method are tested on a real world problem obtained from the Computer Engineering Department at Yeditepe University, Faculty of Engineering and Architecture and eight problem instances which are randomly generated based on the definition of the given problem. The results show that the proposed greedy gradient heuristic selection method outperforms the other approaches when combined with simulated annealing acceptance criterion. Although the performance of the new hyper-heuristic is evaluated on a new problem, it is our intention to extend our studies and investigate its performance across the other university course timetabling instances, such as ITC2007. To test its level of generality, the proposed hyperheuristic has been tested across different problem domains and compared to different previously proposed hyper-heuristics. The results show that the hyper-heuristic is a general methodology. 
