Wilkie (1999) proved a "theorem of the complement" which implies that in order to establish the o-minimality of an expansion of R with C ∞ functions it suffices to obtain uniform (in the parameters) bounds on the number of connected components of quantifier free definable sets. He deduced that any expansion of R with a family of Pfaffian functions is o-minimal. We prove an effective version of Wilkie's theorem of the complement, so in particular given an expansion of the ordered field R with finitely many C ∞ functions, if there are uniform and computable upper bounds on the number of connected components of quantifier free definable sets, then there are uniform and computable bounds for all definable sets. In such a case the theory of the structure is effectively o-minimal: there is a recursively axiomatized subtheory such that each of its models is o-minimal. This implies the effective o-minimality of any expansion of R with Pfaffian functions. We apply our results to the open problem of the decidability of the theory of the real field with the exponential function. We show that the decidability is implied by a positive answer to the following problem (raised by van den Dries (1993)): given a language L expanding the language of ordered rings, if an L-sentence is true in every L-structure expanding the ordered field of real numbers, then it is true in every o-minimal L-structure expanding any real closed field.
Introduction
In [12] Tarski proved that the (complete first-order) theory of the structure R = (R, +, ·, 0, 1, <) is decidable, and asked whether the same holds for the theory T exp of R exp = (R, +, ·, 0, 1, <, exp), where exp(x) = e x is the real exponential function. This problem is still open and has been a main source of motivation for research in this area.
Some information on this structure comes from the study of the zero-sets of exponential polynomials, where an exponential polynomial is an expression of the form p(x 1 , . . . , x n , e x 1 , . . . , e x n ) with p(x 1 , . . . , x n , y 1 , . . . , y n ) ∈ R [ x, y] . A (real) exponential variety V = V (F ) ⊆ R n is the zero-set of a system F : R n → R k of k exponential polynomials. In [7] Khovanskii proved that there is a finite upper bound on the number of connected components of an exponential variety V = V (F ), which is computable in terms of the complexity of the system F : R n → R k , where the complexity is given by n, k and the total degrees of the polynomials involved. More generally he obtained similar computable bounds for systems of "Pfaffian equations". (The exponential function e x is Pfaffian.)
In [13] Wilkie proved that T exp is model complete, and therefore every definable set in R exp is a projection of an exponential variety. It then follows that every definable set X ⊆ R n in this structure has a finite number of connected components and therefore R exp is o-minimal (see [3] for an introduction to the subject).
In [8] Macintyre and Wilkie linked the decidability of T exp to some unproved conjectures in transcendental number theory. Schanuel's conjecture (in the real case) states that, given α 1 , . . . , α n ∈ R n linearly independent over Q, the transcendence degree of the field Q(α 1 , . . . , α n , e α 1 , . . . , e αn ) over Q is ≥ n. It is proved in [8] that Schanuel's conjecture implies the decidability of T exp . Actually the authors show that the decidability is equivalent to a weaker conjecture, the Last Root Conjecture, which states that there is a computable upper bound on the norm of the non-singular solutions of an n × n system of exponential polynomials (by Khovanskii's results there are computable upper bounds on the cardinality of the set of solutions, but not necessarily on their norms).
In [15] Wilkie proved, using the notion of Charbonnel closure introduced in [1] , a general "theorem of the complement" which in particular implies that in order to establish the o-minimality of an expansion of R with C ∞ -functions it suffices to prove uniform (in the parameters) bounds on the number of connected components of quantifier free definable sets. He deduced, using [7] , that any expansion of R with a family of Pfaffian functions is o-minimal. So every definable set in any of these structures has a finite number of connected components. The results in [13, 15] leave open the question of the effectiveness of the bounds. (The effectiveness would follow trivially from the decidability of the corresponding theory, although the converse is not a priori true).
In this paper we prove an effective version of Wilkie's theorem of the complement. In particular we prove that, given an expansion of R with finitely many C ∞ functions, if there are uniform and computable upper bounds on the number of connected components of quantifier free definable sets, then there are uniform and computable bounds for all definable sets. In such a case the theory of the structure is effectively o-minimal: there is a recursively axiomatized subtheory such that all the models are o-minimal. The hypotheses of our theorem hold in the case of an expansion of R with Pfaffian functions by [7] , so in particular we obtain a proof of the effective o-minimality of any expansion of R by finitely many Pfaffian functions.
We apply our results to the open problem of the decidability of the theory of the real field with the exponential function. We show that the decidability is implied by a positive answer to the following problem (raised by van den Dries (1993)): given a language L expanding the language of ordered rings, if an L-sentence is true in every L-structure expanding the ordered field of real numbers, then it is true in every o-minimal L-structure expanding any real closed field.
After a preliminary version of this paper was completed, Alex Wilkie pointed out to us the preprint [5] of Gabrielov. This belongs to a series of papers (see for instance [4, 5] ) where Gabrielov studies the effectiveness and the complexity of several operations and topological invariants of sets belonging to various categories which can be defined in terms of Pfaffian functions: semi-Pfaffian, restricted sub-Pfaffian, sub-Pfaffian, first-order definable (in a language with Pfaffian functions). The semi-Pfaffian is the smallest category, while the definable category is the largest. A nice survey of the research in this area is the preprint [6] . In particular Gabrielov has introduced a representation of the definable sets in an expansion of R with Pfaffian functions in terms of "limit sets" and has obtained in [5] efficient computable upper bounds on various operations and topological invariants (among which the number of connected components) in terms of the complexity of the limit-set expressions. The existence of recursive bounds in the Pfaffian case also follows from our main theorem. Our results, being based only on the existence of computable bounds in the quantifier free case, do not use specific properties of the Pfaffian functions such as suitable versions of the Lojasiewicz inequality.
Consequences of the main result
Our main theorem (Theorem 9.4) applies to the definable sets in the language associated to an "o-minimal effective W-structure" (Definition 5.1) which is "effectively determined by its smooth functions" (Definition 6.1). This is an effective analogue of the setting of [15] . Since the definitions involved are rather technical, we state in this outline a particular case of the theorem which is easier to formulate. We then derive some corollaries.
Definition 2.1 For X ⊆ R n let cc(X) be the number of connected components of X and let γ(X) be the least n ∈ N such that for every affine set L ⊆ R n (i.e. a set defined by a system of linear equations over R) we have cc(X ∩ L) ≤ n, with the convention that γ(X) = ∞ if n does not exist.
Clearly cc(X) ≤ γ(X).
It is well known that a first order structure with domain R is o-minimal if and only if for every definable set in the structure one has cc(X) < ∞. If a structure is o-minimal it then follows that one actually has γ(X) < ∞. We can now state the particular case of Theorem 9.4: The corresponding result, dropping the word "recursive", is due to Wilkie [15] . The formulas involved in the above theorem are without parameters, so it makes sense to speak of recursive functions taking such formulas as inputs (an L-formula is just a string of symbols from some finite alphabet). We have not attempted a complexity analysis, but it should be clear by the analysis of the proof that if Γ 0 is primitive recursive, then Γ can also be found primitive recursive. For technical reasons we did not include the order relation in the language. However the order can be defined as usual from +, · using existential quantifiers.
Remark 2.3 Theorem 2.2 refers to formulas without parameters. The following easy observation allows us to obtain bounds on γ also in the presence of parameters: if X ⊆ R n is defined by a formula φ( x, b) with n free variables x and k parameters b ∈ R, then γ(X) ≤ γ(Y ), where Y ⊆ R n+k is defined by the formula without parameters φ( x, y).
Let R Pfaff be an expansion of (R, +, ·, 0, 1) by finitely many Pfaffian functions (for instance by the exponential function e x ). Then the hypothesis of Theorem 2.2 are verified by [7] (reasoning as in [15, Theorem 1.9] ). We thus obtain: Now let T exp be the complete theory of R exp . The corollary allows us to prove the recursive axiomatizability (and thefore the decidability) of T exp under the assumption that the following open problem, raised by van den Dries in [2] , has a positive answer: Problem 2.6 (Tranfer conjecture) Let L be a language expanding the language of ordered rings. If an L-sentence is true in all L-structures expanding the ordered field of real numbers, then it is true in all o-minimal L-structures expanding any real closed field.
Theorem 2.7
The Transfer conjecture implies the decidability of T exp .
Proof. By Corollary 2.5 there is a recursive subtheory T omin of T exp , such that all the models of T are o-minimal. Let RCF be the axioms for real closed fields and let EXP be the sentence stating that exp is a C 1 function which satisfies exp(0) = 1 and exp(x) = exp(x). It suffices to prove that RCF + T omin + EXP is a complete axiomatization of T exp . So let R exp |= ϕ. By the classical uniqueness result for the solution of the differential equation for exp, R exp is the only L exp -expansion of the real field which satisfies EXP . So by the transfer conjecture EXP → ϕ is true in every o-minimal L exp -structure expanding any real closed field. Hence ϕ is deducible from RCF + T omin + EXP . 2 Note that Theorem 2.7 only uses the fact that exp is Pfaffian (to be able to apply the results of Khovanskii) and is the unique solution of its differential equation.
We thus obtain another candidate for a recursive axiomatization of T exp , after the one considered in [8] . In any model M of the proposed axioms, any other definable function satisfying EXP must coincide with the interpretation of e x in M . This follows from a uniqueness result for differential equations in o-minimal expansions of a field proved in [10] .
Independently of the Transfer conjecture, the above argument shows: Theorem 2.8 In order to establish the decidability of T exp it suffices to show that any two o-minimal models of RCF + EXP are elementary equivalent.
In fact in this case RCF + T omin + EXP would be a complete recursive axiomatization.
Outline of the proof of the main theorem
The proof of Theorem 9.4 and its consequences, as stated in the previous section, is based on suitable effective versions of the results in [15] , and in particular of the cell decomposition theorem contained in that paper. We cannot go as far as to claim that there is an algorithm to perform the cell decomposition theorem, since, in the case of R exp , this would be equivalent to the decidability of T exp : in fact a sentence ϕ in the language of R exp is true in R exp if and only if the subset of R defined by (ϕ ∧ x = x) is non-empty (and one would expect that a reasonable notion of algorithmic cell decomposition should be able to tell if a set is empty). However we will see that, despite this obstacle, we can extract from [15] some "non-deterministic" or "multivalued" algorithms which are good enough for Theorem 9.4 and its corollaries. In order to carry out this program we begin by presenting the results in [15] in a form that suits our purposes. The main idea in [15] is to give a new characterization of the definable sets, under suitable assumptions. The new characterization is based on the notion of Charbonnel closure, introduced by Charbonnel in [1] , which we now describe.
Let S n be a collection of subsets of R n and let S = S n | n ∈ N . The definable sets in the structure S form the smallest collection of sets stable under the boolean operations (inside each R n ) and the operation of taking the image of a set under a linear projection Π n+k n : R n+k → R n (projection onto the first n coordinates). Let Def n (S) ⊇ S n be the collection of all definable subsets of R n in the sense just described. We call Def(S) = Def n (S) | n ∈ N the definable closure of S.
The Charbonnel closure Ch(S) = Ch n (S) | n ∈ N of S is defined similarly, but instead of the boolean operation of taking the complement one has the operation of taking the topological closure. More precisely one considers the operations of binary unions, projections, and the operation sending a sequence A, B 1 , . . . , B k of subsets of R n into A∩B 1 ∩. . .∩B k , where B i is the topological closure of B i . We will work in this paper with an equivalent definition, where we replace the latter with the simpler operation of taking the topological closure B → B and we add a rather limited form of intersection with linear sets (see Definition 4.4 below).
Clearly Def n (S) ⊇ Ch n (S) (since the topological closure is a definable operation). In [15] Wilkie proves the following two results under suitable assumptions on S. First, for every X ∈ Ch n (S) we have γ(X) < ∞ (see Definition 2.1 for the definition of γ). This essentially amounts to proving that the operations in the definition of Ch(S) preserve the finiteness of γ, at least if they are applied to sets already in Ch(S). Second, and more difficult, under some additional "smoothness assumptions" on S it is shown that the complement of a set in Ch n (S) is also in Ch n (S). From this it clearly follows that the equality Def(S) = Ch(S) holds. The needed assumptions on S are verified if, for instance, S n is the collection of all the exponential varieties included in R n . In this case the sets in n Def n (S) coincide with the definable sets in the structure R exp and the o-minimality of R exp follows.
Our goal is to prove effective versions of these results. In order to do so it is technically convenient to weaken the assumptions on S (with respect to [15] ), so as to allow for instance the possibility that S n is the collection of all those exponential varieties included in R n which are defined as the zerosets of exponential polynomials with coefficients in Z (so in particular we do not require that all the semialgebraic subsets of R n are in S n : actually we do not even require that all the singletons {a} with a ∈ R are in S 1 ). Assuming that S is an "effective W-structure" (Definition 5.1), the sets in Ch n (S) can be naturally coded by "Ch-formulas" (Definition 5.3), which correspond to a subset of the first order formulas of the language associated to S (Definition 9.2). Roughly our Ch-formulas correspond to the "Charbonnel formulas" in [9] , although our definition is different (recall that we work with different assumptions on S and with a different definition of Ch(S)). If S n consists of the exponential varieties included in R n which are defined as the zerosets of exponential polynomials with coefficients in Z, then the Ch-formulas correspond to a subset of the first order formulas of T exp .
Our first result (Lemma 4.10, Theorem 5.4) is that if A ⊆ R n is defined by a Ch-formula A, then γ(A) < Γ(A), where Γ : Ch-Formulas → N is a computable function.
Using this fact we prove a "non-deterministic" effective version of Wilkie's theorem of the complement. More precisely we show (Theorem 9.1) that there is a recursive function which, given a Ch-formula for a set A ∈ Ch n (S), returns a finite set of Ch-formulas, one of which defines the complement of A in R n , although we are not able to tell which one.
Granted this the results stated in the introduction follow easily. First we deduce that there is a recursive function which, given a first order formula φ (in the language associated to S), returns a finite set of Ch-formulas, one of which defines the subset of R n defined by φ. In other words we have an effective nondeterministic translation from first order formulas to Ch-formulas. This is the effective version of the result Def(S) = Ch(S). Finally we deduce Theorem 9.4, namely we obtain a recursive function which, given a first order formula φ(x 1 , . . . , x n ) in the language associated to S returns an upper bound on γ(A), where A ⊆ R n is the set defined by φ (it suffices to take the maximum of the bounds for the Ch-formulas associated to φ).
So it remains to prove Theorem 9.1, the non-deterministic effective version of Wilkie's theorem of the complement. The latter depends on a preliminary (and difficult) "boundary theorem" asserting that for every closed set X ∈ Ch(S) there is a closed set with empty interior Y ∈ Ch(S) such that Y contains the boundary ∂X of X (a posteriori it will follow that ∂X itself is in Ch(S)). By an analysis of Wilkie's proof it is not difficult to obtain an effective version of this result (Theorem 6.12), namely it can be shown that from a Ch-formula for X we can effectively find a Ch-formula for Y . Note that we are not claiming that Wilkie's proof is constructive. What we claim is only that Wilkie's definition of Y (implicit in the proof) is constructive, although the proof that Y has the desired properties may not be so.
Granted the boundary theorem, the complement theorem in [15] follows from a cell-decomposition argument. The latter is non-constructive because it is a proof by cases and the task of distinguishing the cases by a computable function seems hopeless (we have already seen that even telling if a set is empty or not is connected with the decidability of T exp ). To prove an effective version we do not distinguish the cases. We simply try them all and in at least one case we will obtain the correct result.
To give an idea of how this works, let us prove the non-deterministic effective version of the complement theorem (Theorem 9.1) in the basic case of subsets of R. Note that in [15] this case is obvious and does not even requires the boundary theorem. The effective version is instead nontrivial even in the basic case so it is worth sketching a proof (in the official proof we will give a more complicated argument which is more suitable for the generalization to R n ). So let A ⊆ R be a set in Ch 1 (S) which we assume to be closed for simplicity. Then γ(A) < ∞ and therefore A is a finite union of closed intervals. The complement A c of A is then a finite union of open intervals. We want to prove first of all that A c is in Ch 1 (S) (this is trivial in [15] since in that paper all the semialgebraic sets are in S) and also that, given a Ch-formula for A, we can effectively find a finite set of Ch-formulas one of which defines A c . The algorithm is the following. First, using the boundary theorem we find a Ch-formula for a set B ∈ Ch 1 (S) with empty interior containing the boundary ∂A of A. Note that B is then a finite set of cardinality γ(B). Since Ch-formulas do not have negations, it is not clear a priori whether one can effectively find, knowing the Ch-formula for B, a Ch-definition of the least element of the finite set B, or of the other elements of B. This however would be possible if we knew the cardinality of B. So we proceed as follows. First, using the Ch-formula for B, we compute an upper bound N on γ(B). Then we choose non-deterministically a number k ≤ N . At least one choice will give us the cardinality of B. Now given k we consider, for each i ≤ k ≤ N , the set P
can be defined by a Ch-formula as a projections on R of a Ch-definable set lying in R
k+1
. If k was the cardinality of B, as we temporarily assume, then these sets are singletons and B is the union of these singletons. Moreover the boundary of A is the union of a subset of these singletons. We now guess non-deterministically which of the above singletons and which of the open intervals determined by the such singletons are disjoint from A, and we take their union. This is the complement of A. If we were unlucky and k was not the cardinality of B, we can still make sense of the rest of the algorithm (e.g. if P, Q ⊆ R are not singletons we can still define the pseudo-interval (P, Q) := {x | ∃y ∈ P ∃z ∈ Q(y < x < z)}). At least one of the nondeterministic choices will lead to a Ch-formula for A c .
In the general case (in R n ) the proof of Theorem 9.1 will require a rather complex effective non-deterministic version of Wilkie's cell decomposition theorem. At a crucial point of the cell decomposition theorem we must define a certain number of functions (the functions which bound the cells) where the i-th functions picks the i-th point of a certain finite set A ∈ Ch 1 (S). The problem is that we do not know the cardinality of A, but we can compute an upper bound on it (since we can compute an upper bound on γ(A) given a Ch-formula for A). We have thus only finitely many possibilities and we can non-deterministically guess the exact cardinality and proceed with the construction.
We remark on a difference between our approach and Wilkie's in the structure of the induction. We perform induction on the notion of "rank" introduced in Definition 4.5. Moreover we make the assumption (not present in [15] ) that all sets in S are closed (other differences on S and Ch(S) have already been explained). This assumption is inessential and can be dropped (assuming our EDSF condition, Definition 6.1), however since this would not produce any essential gain of generality in the main result, we decided to keep the assumption to simplify some arguments.
W-structures and Charbonnel closure
The following definition of W-structure is a modification of the notion of weak-structure in [15] . The difference is that we do not require that all the semi-algebraic sets are in the structure.
, where S n is a collection of subsets of R n . We say that S is a W-structure if for all n ∈ N, W(pol): S n contains every subset of R n defined as the zero-set of a system of finitely many polynomials with coefficients in Z;
is a linear bijection induced by a permutation of the variables;
Definition 4.2 We say that a W-structure S is closed if for every n and A ∈ S n , A is a closed subset of R n ; S is semi-closed if for every n and A ∈ S n , A can be obtained as the projection onto the first n coordinates of some closed set B ∈ S n+k , for some suitable k . We say that a W-structure is o-minimal if for every n and A ∈ S n we have γ(A) < ∞. nSn is minimal with these properties.
Our aim is to prove that if S is a closed o-minimal W-structure, thenS is a semi-closed o-minimal W-structure. The same conclusion would be valid if S were only assumed to be semi-closed, but we do not need this fact.
Sometimes we write A ∈S instead of A ∈S n if n is implicit or irrelevant. Similar conventions apply to S. Definition 4.5 A Ch-description of A ∈S is an expression which illustrates one of the possible ways to obtain A from sets in S using the Ch-operations Ch(∪), Ch(∩ ), Ch(π) and Ch(x). More precisely, we fix a set Σ of symbols (called labels) of the same cardinality as n S n and a surjection from Σ to n S n , so that every set A ∈ S has a label A ∈ Σ (possibly not unique). If A is a label for the set A ∈ S, then A is a Ch-description of A. Inductively, if B, C are Ch-descriptions of the sets B, C ∈S, and if L is a label for a Z-affine set L, then the strings of symbols (B ∪ C), (B ∩ L), B, and Π The rank ρ of a Ch-description of A is defined as follows:
Finally we define the rank ρ(A) of a set A ∈S as the least possible rank of a Ch-description of A.
Thus the sets of rank zero are exactly the sets in S, but there are Chdescriptions of sets in S of arbitrarily high rank. Note that the equalities in the definition of the rank of a Ch-description become inequalities if we refer to the sets rather than their descriptions. For instance ρ(A ∪ B) ≤ 1 + max{ρ(A), ρ(B)} and the inequality can be strict since the set A ∪ B can admit simpler Ch-descriptions besides the one which presents it as the union of A and B. The reason why we need to let the operation Ch(x) raise the rank so much will be clear in the proof of Lemma 4.10.
Remark 4.6 Since S n ⊆S n ,S satisfies W(pol). Notice also that, since linear bijections (induced by a permutation of the variables) commute with union, intersection, projection and closure,S satisfies W(perm). Moreover, by an application of W(perm) the rank of a Ch-description does not increase.
Given a closed o-minimal W-structure S, to prove thatS is a W-structure it remains to show that it verifies W(×) and W(∩). This will be done by induction on the rank.
Proof. We prove by induction on ρ(X) + ρ(Y) the following stronger result:
We use the following facts:
• S is closed under ×. This handles the case
This settles the case when one of the two Ch-descriptions X, Y is obtained from descriptions of smaller rank by the operation Ch(∪), say X = A∪B and Y = Z (the symmetric case is handled, both here and below, by permuting the variables). 
where Z ⊆ R n . This handles the case when one of the two descriptions is obtained from a description of smaller rank by the operation Ch(∩ ). It is
. This handles the case when one of the two descriptions is obtained from a description of smaller rank by the operation Ch(π).
• It remains to show that if A ∈S m and Z ∈S n , then A × Z ∈S m+n . If Z has a description Z obtained from descriptions of smaller rank by one of the operations considered above, then we are in one of the preceding cases. In the remaining cases Z is either a description for a set in S, or for a set of the form B. In any case Z is a closed set, so we can write
Note that ρ(A) + ρ(Z) < ρ(A) + ρ(Z), hence by induction A × Z is inS and
we conclude by an application of Ch(x). Proof. By induction on the rank of a Ch-description of A, using the following facts:
• If A ∈ S or A is obtained by an application of Ch(x), there is nothing to prove, since A is already closed.
This handles the case when A = X ∪ Y is obtained by an application of Ch(∪).
. This handles the case when A is obtained by an application of Ch(π).
2
The fact thatS is semi-closed will be useful in Section 9 to prove Theorem 9.1. Let us prove thatS is o-minimal.
Lemma 4.10 If
Proof. By induction on the rank of a Ch-description of A, using the following facts:
}, and p is a polynomial with coefficients in Z with the property that every subset of R n defined by a system of linear polynomials over R is of the form { x | p( x, y) = 0} for a suitable y.
The existence of p and the proof that γ(B) ≤ γ((B × R m+2
) ∩ E) is in [9, Claim 1.9] . Since E is semi-algebraic, it is the projection of an algebraic set, and moreover in our case it is the projection of the zero-set of a polynomial with coefficients in Z. It thus follows that E is a set inS of rank at most 1. So by Lemma 4.7 and Lemma 4.8, the rank of the Ch-description ( 
Effective W-structures
LetS be the Charbonnel closure of a closed o-minimal W-structure S. We have seen that each set A ∈S n admits a Ch-description which shows how to obtain it from sets in S. If we now assume that each set in S admits a description as a string of symbols from a finite alphabet (this implies in particular that each S n is countable), then a Ch-description of a set A ∈S becomes itself a string of symbols from a finite alphabet, and it makes sense to ask whether an upper bound on γ(A) can be effectively found from the description of A. We will see that the answer is positive if we make some natural assumptions on how the sets in the S are described.
Definition 5.1 Let S be a W-structure such that each S n is countable. A coding of S is a surjective map I : Expr → n S n , where Expr is a recursive set of strings of symbols from some finite alphabet. If I(A) = A ∈ S n , we say that A is a W-formula for A. We say that (S, I) is an effective W-structure if the following conditions hold: EW(sort): There is a recursive function which, given a W-formula for A ∈ n S n , computes the unique integer n (called the sort of A) such that A ∈ S n . EW(pol): There is a recursive function which, given the coefficients of a system of polynomials in Z[x 1 , . . . , x n ], compute a W-formula for the zeroset of the system. EW(perm) There is a recursive function which, given a W-formula for A ∈ S n and a permutation σ of {1, . . . , n}, computes a W-formula for the set Σ[A], where Σ :
is the linear bijection induced by the permutation σ on the coordinates. EW(∩): There is a recursive function which, given W-formulas for the sets A, B ∈ S n , computes a W-formula for the set A ∩ B. EW(×): There is a recursive function which, given W-formulas for A ∈ S n and B ∈ S m computes a W-formula for the set A × B.
An effective o-minimal W-structure satisfies furthermore:
There is a recursive function such that, given a W-formula for A ∈ S n , computes an upper bound for γ(A).
Example 5.2 An example of an effective o-minimal W-structure S is the following: let S n be the collection of all the subsets X of R n such that X is the zero-set of a system of exponential polynomials with coefficients in Z. A W-formula for X is any of the systems defining it. By the results of [7] this coding turns S into an effective o-minimal W-structure.
Our aim is to show that the Charbonnel closure of a closed effective o-minimal W-structure is an effective o-minimal W-structure with respect to an induced coding which we now describe.
Definition 5.3 Let (S, I) be an effective W-structure. The notion of Chformula for a set inS is defined exactly as the notion of Ch-description (Definition 4.5) with the further requirement that the sets of S are labeled by their W-formulas (so a Ch-formula is a string of symbols from a finite alphabet). So for instance if B is a W-formula for B ∈ S n and C is a W-formula for C ∈ S n , then B and C are Ch-formulas for B and C respectively, and the expression (B ∪ C) is a Ch-formula for the set B ∪ C ∈S n .
We define a surjective map I from the set of all Ch-formulas to nSn as follows: I(A) = A if A is a Ch-formula for the set A. We call I the coding induced by I.
We define the notion of rank of a Ch-formula exactly as the rank of a Chdescription and we use the same notation.
Theorem 5.4 If (S, I) is a closed effective o-minimal W-structure, then (S, I)
is an effective o-minimal W-structure which is semi-closed.
Proof. It suffices to follow the proof of Theorem 4.11 and notice that one can extract from it the additional information required: for instance the proof of Lemma 4.7 actually shows that there is a recursive function which, given Ch-formulas for X ∈S n and Y ∈S m yields a Ch-formula for X × Y ; the proof of Lemma 4.10 gives a recursive function which, given a Ch-formula for A ∈S n , computes an upper bound for γ(A). 2 Remark 5.5 Following the proof of Lemma 4.9 it can also be shown thatS is effectively semi-closed, i.e. given a Ch-formula for A ∈S n , we can effectively find k ∈ N and the Ch-formula for a closed set B ∈S n+k such that A = Π n+k n [B].
Smooth approximation of the boundary
The results of this section correspond to the ones in [15, Section 3] . We include the proofs both to keep the paper self-contained and because we work with a slightly different definition of W-structure (see Remark 6.8). Moreover we find it convenient to give a definition of approximation (our Definition 6.4, corresponding to [15, Def. 3.2] ) and a proof of the approximation theorem (Theorem 6.11) which does not make explicit use of Wilkie's notion of "moduli". We replace the moduli by a systematic use of the quantifier "for all sufficiently small" (the moduli are essentially the Skolem functions associated to the quantifiers).
Let S be a closed o-minimal W-structure.
Definition 6.1 • We say that S is determined by its smooth functions (DSF)
if, given a set A ∈ S n , there exist k ∈ N and a C ∞ -function f A : R n+k → R whose graph lies in S, such that A is the projection onto the first n coordinates of the zero-set of f A .
• Moreover, S is effectively determined by its smooth functions (EDSF) if S is an effective W-structure and there is an algorithm that, given a Ch-formula A for A, yields k and a Ch-formula for the graph of f A .
Example 6.2 Let S n be the collection of all zero-sets X ⊆ R n of exponential polynomials with coefficients in Z. Then S = S n | n ∈ N is an effective W-structure, which is EDSF. More generally, let S n be the collection of all quantifier free definable sets of the structure R, where R is an expansion of (R, +, ·) with finitely many C ∞ functions satisfying a Khovanskii-type result, namely for which there are recursive bounds on the number of connected components (actually on γ) of quantifier free definable sets. Then S = S n | n ∈ N is an effective W-structure, which is EDSF (we argue as in [15, Theorem 1.9] eliminating negations and compositions by introducing existential quantifiers).
Recall that the aim is to prove that the Charbonnel closure of S coincides with the definable closure of S. SinceS is closed under finite unions and projections, it remains to show thatS is closed under complementation (Theorem 7.11). We still have not proved that if A ∈S then the boundary ∂A = A\int(A) is inS. Anyway, by assuming the DSF condition we are able to confine the boundary of a closed set A ∈S n , into a closed set B ∈S n with empty interior, and this will suffice to prove the stability ofS under complementation (this will be clear in section 6). The set B will be obtained as the projection of a sort of "limit of smooth manifolds", by a procedure described in [15] . Moreover, if S is EDSF, the Ch-description of B can be effectively found from a Ch-description of A. The main difficulty lies in the attempt to confine the boundary of the projection of a set (and this is the reason why we need a smooth approximation). For this we make use of Lemma 10.6, which is a variant of the fact that, for a smooth function f having zero as a regular value with compact preimage, the boundary in R n of a set of the form { x | R n : ∃x n+1 (f ( x, x n+1 ) = 0)} is contained in the set with empty interior
To give the precise notion of limit, we need some definitions and lemmas. Definition 6.3 Let R + = {x ∈ R | x > 0}.
• Given A ⊆ R n and ε ∈ R + , define the ε-neighborhood A ε of A as the set {x ∈ R n | ∃y ∈ A |x − y| < ε}.
• The Hausdorff distance d(A, B) between two subsets A, B of R n is the infimum of all the ε ∈ R + such that the ε-neighborhood of each set contains the other.
• (The quantifier "for all sufficiently small") We write ∀ s εφ as a shorthand for ∃µ∀ε < µφ, where µ, ε are always assumed to range in R + . These quantifiers can be iterated: so ε k φ can be read as: φ holds for all sufficiently small ε 1 , . . . , ε k provided each ε i with i > 1 is also sufficiently small with respect to the preceding ones.
The Hausdorff distance is a metric if we restrict to compact subsets of R n .
In this case lim t→0
(2) S approximates A from above on bounded sets if
where
is the compact ball of radius 1/ε 0 centered at the origin.
Note that if A is bounded, we can omit in the above definition the intersection with the compact ball, and we recover in the special case k = 1 the limit in the Hausdorff distance. Definition 6.5 Let M (S) = n M n (S), where M n (S) is the smallest ring of functions from R n to R closed under partial differentiation and containing:
• all functions f A , for A ∈ S, which provide the DSF condition for S (see Definition 6.1);
• the functions (
, with s ≤ n and 1
Note that every function in M (S) is C ∞ and we have M (S) ⊆S, in the sense that if f ∈ M n (S), then the graph of f is inS n+1 . In fact in [9, Lemma 4.11] it is proved that if f ∈S n+1 is a C 1 function, then all partial derivatives ∂f /∂x i belong toS n+1 . The idea is to simulate the limit of the differential quotient using sections and the topological closure:
where ε i = (0, . . . , 0, ε, 0, . . . , 0), with ε in the i th coordinate and we have used the notation X 0 = { u | ( u, 0) ∈ X}. This also shows that, given a Ch-description for f , we can effectively find a Ch-description for ∂f /∂x i .
Definition 6.6 An M (S)-constituent is a set of the form
{( x, ε) ∈ R n × R k + | ∃ y ∈ R k−1 F ( x, y) = ε} where F : R n+k−1 → R k belongs to M (S) k . An M (S)-set S ⊆ R n × R k + is a finite
union of M (S)-constituents (with the same k).
Given a set A ∈S n and an M (S)-set S ⊆ R n+k , we say that S is an M (S)-approximant for A if S both approximates ∂A from above on bounded sets and approximates A from below. F ( x, y) , hence for every x, T x has empty interior by the remark above. It follows that T (and hence S) has empty interior. 2 Remark 6.8 Our definition of W-structure is different from the corresponding definitions given in [1, 9, 15] , where it is required that S contains all real semi-algebraic sets. Nevertheless we can apply to ourS = Ch(S) all the results of these authors concerning the regularity properties of the sets in (their)S (e.g. the fact that if a set A ∈S has empty interior, then so does its closure A). The reason is the following. Let S * n be the collection of all sets of the form A∩L where A ∈ S n and L ⊆ R n is defined by a system of linear equations with coefficients in R. We call S * = S * n | n ∈ N the enlargement of S with parameters from R. Next, define S * as the closure of S * under the Ch-operation Ch(π). It can be readily verified that, if S is a closed o-minimal W-structure with DSF, then S * n | n ∈ N is a semi-closed o-minimal W-structure with DSF, and since S * contains all real semi-algebraic sets, S * is also a weak structure in Wilkie's sense. MoreoverS ⊆ Ch( S * ), so we can apply to ourS the regularity results of Ch( S * ). To prove the DSF condition for S * note that a generic set in S * is of the form Π We need the following result of Charbonnel [1] .
Lemma 6.9 • If A ∈S n has empty interior, then so does A.
• 
closed, lies inS n , and has empty interior.
Theorem 6.11 • Suppose S is DSF; then, every set
A ∈S n , has an M (S)- approximant S ⊆ R n × R k + for some k ≥ 0. • Moreover,
if S is EDSF, then there is an algorithm which, given a Chdescription for A, produces a Ch-description for S.
The first part is in [15, Theorem 3.13] , except that we are working with a slightly different definition of S andS. From the analysis of the proof it is easy to obtain the second part. We include a proof in the last section.
A weaker form of Theorem 6.11 -i.e. given a set in A ∈S n we can find an M (S)-set S ⊆ R n+k (for some k) such that S approximates ∂A from above on bounded sets -would be enough to our purposes, but we are not able to prove the weaker statement without proving the statement of 6.11 first.
Let us prove the main theorem of this section (corresponding to [15 Proof. Given a set A ∈S n , we can find an
for A as in Theorem 6.11. So in particular S approximates ∂A ∈ R n from above on bounded sets. But then so does the section S 0 = { x ∈ R n | ( x, 0) ∈ S} (see the proof of Lemma 3.3 in [15] ). Moreover, the set S 0 is closed, lies inS n and has empty interior, by Lemma 6.10. Hence we can set B = S 0 .
As to the effectiveness of this procedure, in case S is EDSF, notice that given a Ch-description for A, we can effectively find a Ch-description for the set S, from which we can easily compute a Ch-description for the set S 0 . 2
Cell decomposition
We give a presentation of Wilkie's cell decomposition omitting some details of the proofs but emphasizing the definitions implicit in the proofs. We will refer to such definitions in the next section, where we will give an effective non-deterministic version of these results.
Fix a W-structure S which is DSF and letS be the Ch-closure of S. 
In the sequel we identify a function with its graph, so a function f : R n → R is a subset of R The definition of cell depends onS, so our cells areS-cells. According to our definition, which departs from the usual one, a singleton {a} ⊆ R is not necessarily a cell, unless it belongs toS 1 (recall that we did not put in S 1 all the singletons). Similarly an interval (a, b) is a cell only if it belongs toS 1 . Note moreover that every cell is bounded, as in [15] . The proof is by induction on n. The key step in the induction is based on Lemma 7.8 below, which provides the functions needed to define the cells. 
There is a finite collection H ⊆S n of subsets of C which are closed in C and such that, if F is a cell decomposition of C compatible with H and C is an open cell of F, then:
(1) the fibers of A * over C (namely the sets A * Proof of Lemma 7.8 We must define H and, for each C , the functions f i : C → R. Let {A * ≥ i} ⊆ C be the set of points x ∈ C such that the fiber A * x ⊆ R of A * over x has cardinality ≥ i. This set is inS n since it admits the definition
which presents it as a projection of a set inS n+i . Note that if a fiber A * x has cardinality > γ(A * ) then it has a nonempty interior. By The Kuratowski-Ulam Theorem (see for example [11, Theorem 15 .1]), the set of those points x ∈ C for which this happens has empty interior, as otherwise A Using the fact that A * is a closed set with empty interior, it is not difficult to prove (see [15, Theorem 4.5] ) that given a cell decomposition F of C compatible with H, and given an open cell C of F, there is an integer
is the union of the graphs of κ continuous functions
Granted this, it remains to prove that f i ∈S n+1 . This follows from the following definition
which presents f i as the projection of a set inS n+1+κ . 2 Remark 7.9 The definition of f i given above depends on κ and so it is nonconstructive inasmuch as we do not know how to compute κ = κ(C ) given a description of C . Using negations we could give an alternative definition of f i which makes no reference to κ: ( x, y) ∈ f i if there are at least i points in the fiber A * x below y, and it is not the case that there are at least i + 1 points in A * x below y. Unfortunately we cannot give this definition until we prove that S is stable under complementation.
We are now ready to prove the cell decomposition theorem. Proof. The lemma is well known but we give a proof for future reference. A cell of the form (f ) C is homeomorphic to its base C through the projection onto the first coordinates. So if i 1 , . . . , i d is the sequence associated to C, then the same sequence is associated to (f ) C , while the sequence associated to a cell of the form (f, g) C is i 1 , . . . , i d , i n . 2 Proof of Theorem 7.7: general case. Assume that the theorem holds in dimension < n + 1. We prove it for n + 1, dealing first with the case in which m = 1, namely the collection {A 1 , . . . , A m } contains only one set A. There are two cases two distinguish.
which is not open. Then there is d < n + 1 and integers The cell decomposition theorem is only proved for closed sets. However using the fact thatS is semi-closed we can reduce to closed sets and conclude as in [15, Theorem 1.8]:
Theorem 7.11S is closed under complementation.
A nonconstructive aspect of the above proof is that it makes use of Lemma 7.8 and therefore it requires the knowledge of the number κ = κ(C ). We observe that κ ≤ γ(A * ), so if S is an effective W-structure we can compute an upper bound on κ. This will suffice to turn the above proof into a "multivalued" algorithm, namely an algorithm which tries systematically all the possible values of κ (inductively) so as to yield a finite list of "objects" among which there is the description of a cell-decomposition compatible with A. To make this precise it turns out that the main difficulty is to give the correct definitions of what kind of objects our algorithm is going to manipulate. The problem here is that the notion of cell itself is not very constructive: from the Ch-description of a set we do not know how to recognize if the set is empty, or a singleton, a function, a continuous function, a cell of the form (f, g) C , etc. Moreover, until we prove thatS coincides with the family of sets which are first order definable from sets in S, from the Ch-description of a cell of the form (f, g) C it is not clear how to obtain a Ch-description of f and g. To handle these problems we will define in the sequel the notion of good representation of a cell.
Effective non-deterministic cell decomposition
Fix a closed o-minimal effective W-structure S which is EDSF. Definition 8.1 A good representation of a cell is given by the Ch-formulas for all the functions which are needed to define the cell. More precisely:
• A good representation of a singleton P ∈S 1 is the sequence of length one whose only element is a Ch-formula P for P . Such a sequence is denoted by (P).
• A good representation of a cell of the form (a, b) ∈S 1 is a pair whose first element is a Ch-formula P for the singleton P = {a} and whose second element is a Ch-formula Q for the singleton Q = {b}. Such a pair is denoted by (P, Q).
• A good representation of a cell of the form (f, g) C is a triple whose first two elements are Ch-formulas f and g for f and g respectively and whose third element is a good representation C of C. Such a triple is denoted by (f, g) C .
• A good representation of a cell of the form (f ) C is a pair whose first element is a Ch-formula f for f and whose second element is a good representation C of C. Such a pair is denoted by (f) C .
We denote by Cell n the set of all good representations of cells inS n .
So Cell n is a hereditary finite sequence of Ch-formulas, namely a finite sequence whose elements are Ch-formulas or other hereditary finite sequences. A hereditary sequence of Ch-formulas can be considered as a syntactic expression, namely a finite sequence of symbols from some finite alphabet. So it makes sense to ask whether Cell n is a recursive set of syntactic expressions. A priori there is no reason to believe so, since we are not able to determine if a Ch-formula is the Ch-formula for a function. This is the reason to consider a larger recursive set PCell n ⊇ Cell n which is defined exactly as Cell n but without the requirement that the various Ch-formulas involved are Ch-formulas for functions. The precise definition follows.
Definition 8.2
The set PCell n is defined by induction on n as follows:
• If P is the Ch-formula for a set P ∈S 1 (not necessarily a singleton), then the sequence of length 1 whose only element is P belongs to PCell 1 . Such a sequence is denoted by (P) and represents the set P .
• If P and Q are Ch-formulas for two sets P and Q inS 1 (not necessarily singletons), then the pair whose first element is P and whose second element is Q belongs to PCell 1 . Such a pair is denoted by (P, Q) and represents the set (P, Q) := {y ∈ R | ∃u ∈ P ∃v ∈ Q.u < y < v}.
• If f and g are Ch-formulas for two sets f ∈S n+1 and g ∈S n+1 (not necessarily functions), and C ∈ PCell n , then the triple whose first element is f, whose second element is g, and whose third element is C, belongs to PCell n+1 . Such a triple is denoted (f, g) C and represents the set
where C ∈S n is the set represented by C.
• If f is a Ch-formula for a set f ∈S n+1 , and C ∈ PCell n , then the pair whose first element is f and whose second element is C belongs to PCell n+1 . Such a triple is denoted (f) C and represents the set
Unlike Cell n , the set PCell n can be considered as a recursive set of syntactic expressions. The expressions in PCell n will be called representations of pseudo cells, and the sets they represent will be called pseudo cells. Clearly Cell n ⊆ PCell n .
A pseudo cell D ∈S n admits two kinds of representations. We can represent D by a Ch-formula, or we can represent it as a pseudo cell, namely by a syntactic expression in PCell n . The advantage of this second representation is that it allows us to compute a representation for the boundary of the cells. For instance from the representation of a cell of the form (f, g) C as a pseudo cell, we can extract the representations of f and g (which are part of its boundary). The next lemma shows that there is an algorithm to pass from the pseudo cell representation to the Ch-formula. We denote by Ch n the set of Ch-formulas for sets inS n . Here and below, "uniform in n" means that the function is recursive even as a function of n. We can now give our effective version of Wilkie's cell decomposition theorem. ). Choose non-deterministically a non-negative integer κ ≤ N (this means that we try all the possible values of κ and we proceed with the construction for each possible choice, putting in the final output all the outcomes of the various computation paths). For 1 ≤ i ≤ κ compute the Ch-formula P i,κ for the set
Theorem 8.6 For each n > 0 there is a recursive non-deterministic function
(If κ = 0 we skip this step.) Define P 0,κ = P and P κ+1,κ = Q. The output corresponding to these non-deterministic choices is the element of PDec 1 consisting of the following set of expressions: P i,κ (for 1 ≤ i ≤ κ) and (P i,κ , P i+1,κ ) (for 0 ≤ i < i + 1 ≤ κ + 1). To verify that the algorithm does what is required to do, note that, if the input D = (P, Q) ∈ PCell n were a good representation of a cell (i.e. if P, Q are singletons) and if κ was non-deterministically chosen as the cardinality of A * ∩ (P, Q), then all the P i,κ represent singletons and the output represents a cell decomposition of (P, Q) compatible with A * , but in this case π |C may not be an homeomorphism onto its image (for instance (f ) E need not be homeomorphic to E if f is not a function). In any case we call d the pseudo dimension of C and π the associated projection (it may depend on the representation C, not just on the set C, in case C is only a pseudo cell).
Proof of Theorem 8.6: general case. We assume that F 1 , . . . , F n have already been defined with the desired properties and we describe the algorithm to compute F n+1 (D, {A 1 Case d = n+1. In this case D has necessarily the form (f, g) C where C ∈ PCell n has pseudo-dimension n, and represents a pseudo cell D = (f, g) C ∈S n+1 (f, g are not necessarily functions). We can consider the setsH,H f andH g defined exactly as in Lemma 7.8, except that in the definition of H f we replace "y − f (x) = ε" with "(x, y − ε) ∈ f " (which makes sense even if f is not a function) and similarly with g in the role of f . From the available data we can compute Ch-formulas for these sets. Now from A we can compute a Ch-formula A * for the set A * and an upper bound N = Γ(A * ) + 1 on γ(A * ). Define
as in Lemma 7.8 and compute Ch-formulas for all the elements of H. Let H ∈ ℘ <ω (Ch n ) be the set of these Ch-formulas. Choose non deterministically an element F ∈ F n (C, H) and let F ⊆S n be the corresponding family of sets. So F is a candidate for a cell decomposition of C. From A and D we can compute an upper bound N on γ(A * ∩ D). For each C ∈ F of pseudo dimension n, choose non-deterministically a nonnegative integer κ(C ) ≤ N and define
Although f i may not be a function, we can proceed as in the proof of Theorem 7.7 to define some pseudo cells over C "bounded" by the various f i , together with (f ) C = {( x, y) ∈ C × R | ( x, y) ∈ f } and g |C (defined similarly). Clearly we can compute representations for all these pseudo cells. For C ∈ F of pseudo dimension < n we can proceed as in Theorem 7.7 and compute nondeterministically, with the help of the functions F 1 , . . . , F n−1 , the appropriate pseudo cell decompositions. Putting everything together we have obtained, non-deterministically, an element of PDec n . If D was an actual cell, and A was a subset of D closed in D, at least one of these non-deterministic computations gives the correct result, namely a representation of a cell decomposition of D compatible with A.
We leave to the reader the definition of F n+1 (D, {A 1 , . . . , A m }) in the case in which m > 1. 2 9 Non-deterministic computation of the complement Fix as above a closed o-minimal effective W-structure S which is EDSF and letS be its Charbonnel closure. (technically it is not a cell decomposition since cells must be bounded) such that B is a finite union of classes of the partition. Project all these preimages down to R n using Π n+k n : we obtain a finite collection of subsets of R n (together with their Ch-formulas) which is a candidate for a partition of R n such that A is the union of some classes of the partition. Select non-deterministically a sub-collection (a candidate for the sets of the collection which do not meet A), consider their union, and return its Ch-formula as the output corresponding to these non-deterministic choices. At least one of the possible outputs is a Ch-formula of the complement of A. 2 Definition 9.2 The first order language associated to S consists of an n-ary predicate symbol P A for every Ch-formula A, which is interpreted as the set A ⊆ R n associated to A (we identify a predicate with the set of elements which satisfy it).
Corollary 9.3
There is a recursive function which, given a first order formula φ(x 1 , . . . , x n ) in the language associated to S, returns a finite set of Ch-formulas, one of which denotes the subset of R n defined by φ.
Proof. We can assume that the only logical connectives of φ are existential quantifiers, disjunctions, and negations. The first two can be simulated by the Ch-operations of projections and unions, while negations can be nondeterministically simulated with complements using Theorem 9.1. 2
Finally we can prove our main result: Proof. Given φ we compute a finite set of Ch-formulas, one of which denotes the set A defined by φ. Using the effective o-minimality ofS (see Theorem 5.4), for each such Ch-formula, we compute an upper bound on γ of the corresponding set. Taking the greatest of these upper bounds, we also get an upper bound on γ(A). 2 10 Proof of Theorem 6.11
In this section we will go through the proof of Theorem 6.11. Most of the proofs of the following Lemmas can be found in [15] , we simply give a presentation suitable to our purposes. The Lemmas 10.3, 10.6, 10.8 below are of the form: "given certain sets inS, we can find other sets inS with some required properties". The proofs show that, if S is EDSF, then the procedure is effective. 
