Abstract. Given a set N of n interconnected processors, some of which may be faulty, the System-Level Diagnosis aims at identifying the faulty processors by analyzing the outcomes of the available interprocessor tests. Execution of a test requires that the involved units be connected. Regular or quasi regular interconnection schemes deserve special attention, due to their widespread use in parallel architectures. The most common approach to the diagnosis of regular systems has been probabilistic, thus leading to results whose correctness can only be evaluated probabilistically. In this paper, a new deterministic algorithm is introduced, which identifies a set F of faulty processors and a set K of nonfaulty processors, with F∪K⊆N.
Introduction
A related algorithm to diagnose square grids connected as tori was published subsequently [11] . The resulting diagnosis, which is also complete but not correct, defines sets F and K with F∪K=N and, in general, K∩N f Ø and F∩(N−N f )Ø, although with high probability set K contains a constant fraction (very close to 1) of non-faulty units and set F contains a constant fraction (very close to 1) of faulty units, irrespective of the system size.
A different approach to the diagnosis of two-dimensional square grids was investigated in [12] , where an incremental algorithm to achieve a probabilistically correct diagnosis was introduced. An extensive survey of the System-Level Diagnosis problem is provided in [13] .
This paper introduces a new algorithm to diagnose square grids. This algorithm further develops an approach used in two recent papers [14, 15] . In [14] is proposed an algorithm for octagonal grids, and [15] exploits a comparison model [3] , rather than the PMC model. The new algorithm correctly identifies the actual state of the processors in a subset F¢N, provided the number #N f of faulty processors is less than T, where T∈"(n 2/3 ) is a function which has been derived by a worst-case analysis. For any given syndrome σ a syndrome dependent bound T 8 is also introduced which is asserted by the algorithm itself. T 8 is defined as the minimum number of faults that would be necessary to cause an incorrect diagnosis under syndrome 8. This bound can be used to validate the diagnosis in the case where the expected number of faults exceeds T. The expected values of the syndrome dependent bound have been evaluated by means of simulation.
Although correct, the diagnosis is generally incomplete; that is, the state (faulty or non-faulty) of some units may remain unidentified. However, from simulation results, it was seen that the diagnosis is very likely to be complete or nearly complete under the same limitations needed to ensure correctness in the worst case (that is #N f <T) and that the algorithm keeps performing quite well as long as the number of faulty units is less than n/3.
The paper is organized as follows: In Section 2 the algorithm is introduced and its time complexity is evaluated and in Sections 3 and 4 the algorithm is analyzed with respect to diagnosis correctness, and the syndrome independent bound T σ and the syndrome dependent bound T are introduced The problem of diagnosis completeness is also analyzed, and the application of the algorithm to the diagnosis of grids with wraparound interconnections is discussed. Section 5 reports the simulation studies aimed at evaluating the correctness of the diagnosis when the number of faulty units exceeds bound T and the diagnosis completeness. The conclusions are reported in Section 6.
Diagnosis algorithm
A square grid of size n=L 2 , where L is a positive integer, is a plane interconnection of units arranged in L columns and L rows, each interconnected to its neighbors along horizontal and vertical directions, and without wraparound interconnections. The grid is represented by graph N=(N,G), where N={u xy | x,y integers, 1≤x≤L, 1≤y≤L} is the set of the units, and G={(u xy ,u vw ) | u xy ,u vw £N; ((x−v=1 and y=w) or (y−w=1 and x=v))} is the set of interconnections. Unit u xy is placed at coordinates (x,y). Square grids are quasi-regular systems, since all units have degree four, except those at the boundary of the grid, whose degree is two or three. Any two units u xy and u vw which are interconnected in G are said to be adjacent, denoted u xy u vw .
A subgrid A of N of node set A⊆N, is called an aggregate if it is connected. The cardinality of A, denoted #A, is called the area of A. Any unit u xy ∉A is said to be adjacent to A, denoted u xy A, if u xy u vw for some u vw ∈A. The set B={u xy | u xy A} is called the boundary of A, and the cardinality of B, denoted #B, is called the perimeter of A. Hereafter we will use the word aggregate to mean both a connected subgrid A and its node set A.
In the following, we limit consideration to disjoint aggregates which are separated by their boundaries; that is, for any two A i , A j there exists no u xy £A j with u xy A i . Although A i , A j are separated, their boundaries B i and B j may intersect: if this is the case, A i and A j are said to be bridged, and any unit u vw ∈B i B j is called a bridge.
We assume that any two adjacent units in the grid test each other. We use notation u xy → γ u vw to denote that u xy and u vw are adjacent and that u vw tests u xy with outcome γ (γ is 0 or 1). We also use the We assume the PMC model, whose test invalidation rule is reported Table 1 . From this invalidation rule, the following Lemma is immediate: 
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If u xy → 0 u vw , unit u xy is said to be zero-ancestor of u vw . In order to perform self-diagnosis we need the outcomes of all the possible tests. Tests involving different unit pairs are independent of each other and may be executed in parallel. The resulting syndrome is collected by the diagnoser which executes the diagnosis algorithm.
The diagnosis algorithm, which is reported in Table 2 , proceeds through three steps. The first step (Local Diagnosis) performs a preliminary classification of units, partitioning N into sets F, D and Z. Firstly, the Local Diagnosis identifies set F of faulty units by exploiting statements a) and d) of Lemma 1. Then set D is built: units in D (dual units) are defined in disjoint pairs with the property that, for every pair, each unit accuses the other of being faulty. From statement b) of Lemma 1, at least one unit in every pair must be faulty. The remaining units are put into set Z (zero-units) and for a period their state remains unknown. The test outcomes between two adjacent zero-units must be 0, since otherwise they should have been put into set F or D. From statement c) of Lemma 1, adjacent zero-units must be in the same state.
The second step (Fault-Free Core Identification) partitions the subgrid Z of node set Z into Zaggregates, defined as the connected components of Z. Since adjacent zero-units are in the same state, all units in a Z-aggregate are in the same state (either faulty or fault-free). This step defines the FaultFree Core (FFC) as the union set of the Z-aggregates of maximum cardinality. In the next sections we will prove that, under certain hypotheses, the FFC is non-empty and actually fault-free.
The last step (Augmentation) augments the FFC and set F by exploiting the reliable tests performed by the units in the FFC, as well as rule d) of Lemma 1. The time complexity of the diagnosis algorithm is O(n), as stated by the following theorem.
Theorem 1. The Local Diagnosis, Fault-Free Core Identification and Augmentation steps are O(n).
Proof. We consider an implementation which associates to every unit a boolean flag for each set F, D, Z, K, and S. If a unit belongs to a set, the corresponding flag is set to TRUE, otherwise it is FALSE. With this implementation, determining whether a unit belongs to a given set, adding a unit to a set, and removing a unit from a set (£, ¤, , ) can be done in O (1) . Determining the cardinality of a set, and uniting two sets can also be done in O(n).
To identify the Z-aggregates, we associate an integer value with each unit: the integer value is k if the unit belongs to the Z-aggregate Z k and it is 0 if the unit does not belong to any Z-aggregate.
Hence all the operations £, ¤, , and between a unit and a Z-aggregate can be done in O (1) .
The algorithm uses a queue Q of units, which is implemented as a circular vector. Therefore, the complexity of the operations of insertion into and extraction from the queue are O (1) . Given any set X of cardinality O(n), inserting in the queue all the units in X (in Table 2 denoted "insert(X,
With this implementation, it is immediate that the complexity of the initialization, identification of faulty units, and identification of dual units are O(n). In particular, Local Diagnosis identifies zeroancestors by scanning all the units in F: whenever it finds a unit u xy which is zero-ancestor of a faulty unit and which is not already classified as faulty, it classifies u xy as faulty and inserts it in the queue. Since every unit in F is inserted in the queue exactly once, and the number of operations to be executed for each insertion/extraction is constant, the complexity of the zero-ancestors identification is O(n). Therefore the complexity of the Local Diagnosis is O(n). The Fault-Free Core identification scans all the units in the system. Whenever it finds a unit which belongs to Z, it extracts the unit from Z and it builds a new Z-aggregate in the internal while-cycle.
Since only zero-units are inserted into the queue, and zero-unit are extracted from set Z as they are inserted into the queue, every zero-unit is inserted into the queue exactly once. There are at most n insertions in the queue, each of which requires a constant number of operations: thus the Fault-Free Core Identification has complexity O(n).
The three while-cycles in the Augmentation step are also implemented using a queue. More specifically, in the first two while-cycles the queue collects the units in N −(K F) being adjacent to the FFC, which are added to set K or F, and in the third while-cycle the queue collects the units in N −(K F) being adjacent to set F to identify more faulty units using the zero-ancestors rule. With this implementation it is immediate that the Augmentation step is O(n).
Diagnosis correctness: the syndrome dependent bound Given any syndrome, the correctness of the diagnosis relies on two conditions:
1) There exists at least one Z-aggregate, that is, α>0, where α is the maximum of the Z-aggregate areas;
2) Every Z-aggregate of area α is fault-free.
If conditions 1 and 2 hold, the Fault-Free Core defined in Step 2 is non-empty and actually fault-free. In the Augmentation step the FFC is recursively augmented with units tested by units in the FFC with outcome 0, which are also non-faulty under the invalidation rule of Table 1 . Similarly, set F, which is initially defined in the Local Diagnosis as a (possibly empty) set of faulty units, is augmented with units reliably tested as faulty by the units in the FFC and with the zero-ancestors of faulty units, which are also faulty according to the invalidation rule of Table 1 .
Given a syndrome σ, the following theorem relates condition 2 with the syndrome dependent bound T σ , asserted by the diagnosis algorithm:
Theorem 2. Given syndrome σ, the diagnosis is correct provided α>0 and #N f <T σ . Proof. The syndrome dependent bound is defined as T σ = α +#F+#D/2, where F and D are the sets of faulty and dual units, respectively, defined by the Local Diagnosis. Note that set F will subsequently be augmented with more faulty units. Recalling that set D is constructed incrementally by addition of disjoint pairs of units and that at least one unit in every pair must be faulty, the number of faults in the system is at least #F+#D/2. By the hypothesis, the maximum of the Zaggregate cardinalities is α, with α>0. Assume that some Z-aggregate Z i of area α, which is a member of the FFC, is not fault-free: this implies that Z i contains α faulty units, and the diagnosis is not correct. However, this also implies that the number of faulty units in the system is at least T σ = α +#F+#D/2, thus contradicting the hypothesis #N f <T σ .
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Given some (unknown) fault set N f and syndrome σ arising from N f , assume that F is the set of units identified as faulty by the diagnosis algorithm and that T σ is the syndrome dependent bound declared by the algorithm itself. If the diagnosis is correct, must be F⊆N f . From Theorem 2, the response of the algorithm can be relied upon as a correct diagnosis if it is (firmly) expected that the maximum cardinality of N f is less than T σ .
It should be kept in mind that bound T σ depends on sets constructed in steps 1 and 2 of the diagnosis algorithm (namely, F, D, and the Z-aggregates of maximum cardinality), which are dependent on the current syndrome σ. As a final remark, the syndrome dependent bound T σ could be strengthened by some improvements of the Local Diagnosis, aimed at increasing the number of faulty and dual units identified in this step. The identification of faulty units, which relies upon rules a) and d) of Lemma 1, could be improved by exploiting the concept of implied fault set [5] and the property that a unit which belongs to its own implied fault set is faulty. However, this would considerably increase the complexity of the diagnosis algorithm (in [5] the algorithm to determine the implied fault sets of all units in general graphs is O(n 2.495 )). On the other hand, from simulation studies it appears that the average number of units identified as faulty would increase negligibly.
The cardinality of set D could be increased by using a maximum bipartite matching algorithm to identify the dual pairs. However, the advantage could be counterbalanced by a decreased cardinality of maximal Z-aggregates, which would influence negatively the syndrome dependent bound. Furthermore, the complexity of the algorithm would increase considerably. Again, simulation studies showed that the advantage of maximizing the cardinality of set D would be negligible. 4 Diagnosis correctness: the syndrome independent bound
Given syndrome σ arising from some fault set N f under the model of Table 1 (called admissible syndrome of N f ), consider the diagnosis and the syndrome dependent bound T σ output by the algorithm presented in the preceding section. The diagnosis defines a partition of set N into subsets K, F, and S of units declared good, faulty, and suspect, respectively. The diagnosis is correct if #N f <T σ . In this section we introduce a stronger bound for diagnosis correctness, called the syndrome independent bound and denoted T, with the property that the diagnosis corresponding to any syndrome giving rise to at least one Z-aggregate is always correct if the originating fault set satisfies #N f <T.
Intuitively, T should be defined as the minimum of T σ over set Σ of all syndromes which give rise to at least one Z-aggregate. In fact, given any #N f <T and letting σ be any admissible syndrome of N f , the correctness of the diagnosis is ensured by Theorem 2, provided T ≤ T σ . In order to evaluate T, it should be recalled that T σ = α+#F+#D/2, where F and D are the set of faulty and dual units constructed by
Step 1 of the diagnosis algorithm, and α is the maximum of the cardinalities of the Z-aggregates Z 1 , …, Z h defined in Step 2. Denoting B 1 , …, B h the boundaries of Z 1 , …, Z h , from Z i ∩B j =∅ for every 1≤i,j≤h, it is immediate that
and also
. The approach used in this section to determine T is based on evaluating the minimum of Figure 1 where the perimeters #B 1 We also consider the grid N D ∞ (the superimposed eight-neighbors grid of The existence of at least one finite Z-aggregate is guaranteed under the condition of Lemma 2.
Let Z i (i≥1) be a finite Z-aggregate, and B i its boundary. Consider the subgrid of node set
and the connected components of this subgrid. Since
Let C i be the boundary of E i : it is immediate that C i ⊆B i and every u vw £C i is adjacent to both E i and Z i .
The infinite aggregate E i is called the exterior of C i , and the subgrid I i of node set Figure 3 : C i is the circumscribing set, E i is the exterior, and I i of node set Z i ∪H i1 ∪(B i −C i ) is the interior. H i1 is a hole in I i and C i1 is the circumscribing set of H i1 .
In the case of the infinite Z-aggregate Z 0 = N 2 ∞ , the boundary of Z 0 is B 0 = N 1 and the subgrid of node set N ∞ −(Z 0 ∪B 0 )=N is a unique, finite aggregate denoted H 01 , whose boundary is B 01 = N 1 (also denoted C 01 ). This means that H 01 can be seen as the unique hole in N ∞ .
Consider any finite aggregate A (either a Z-aggregate Z i or a hole H ip ), the circumscribing set C of A, the exterior E and the interior I of C.
Zi Ei Hi1
Ci Ci 1 
Since u vw , u v'w' , u v"w" ∈C, they are adjacent to both A and E.
Consider the graph X=(X,Y∪Y') defined as the subgrid (X,Y) of
Edges in Y' might be diagonal, while edges in Y are either horizontal or vertical.
u xy a e The segment of + xy l beginning at the coordinates (x,y) and ending at the coordinates of c + (u xy ) is a side of a polygon whose vertices are units of C, and angle β xy is an external angle of the polygon. Segments defined by lines which intersect at u xy with angle 0 are considered distinct sides: this means that the polygon has λ=#C sides and the same number of external angles. Local patterns are said to be equivalent if both their weights and their angles are the same. This defines 5 equivalence classes for local patterns. The number of local patterns of class j (1≤j≤5) is denoted ν j .
Of course,
. Up to isomorphisms, all possible local patterns of units in C are shown in Figure 5 . For every possible class Table 3 reports weight w xy and angle β xy .
Given the circumscribing set C, the weights w and w of C are defined as Proof. Let us denote by ν l the number of local patterns of class l in C (1≤l≤5) and by λ=#C the length of the circuit in N D ∞ traversing C. This circuit defines a polygon with λ vertices and λ exterior angles, whose sum is 2π. From Table 3 we have ( ) 
, from which:
Summing the weights w xy of the individual units in C we obtain (5) and, replacing (2) into the rightmost member of (5) we obtain 
and, replacing (3) into the rightmost member of (7) 
We proceed by finite induction to prove that γ≤2q. If q=0, then X q =H i0 and γ=0. Assuming that the thesis holds for q=k, we prove that it also holds for q=k+1. Consider aggregate H ik+1 which is bridged with X k , and assume by contradiction that u xy , u x'y' , u x"y" are bridges in Y k+1 which do not belong to Y k . Every such bridge is adjacent to X k and to H ik+1 . Being included in the boundary of X q , it is also adjacent to Z i .
Consider the graph W defined as the subgrid of N ∞ of node set {u xy ,u x'y' ,u x"y" }∪X k ∪H k+1 ∪Z i . By contracting X k , H ik+1 and Z i to distinct units a, b, and c, respectively, graph W becomes the Kuratowski's K 3,3 graph. It follows that W is not planar [16] , and this is a contradiction since W is a subgrid of N ∞ . Therefore must be γ≤2q. Observe that, taking q=1 in the preceding inequality yields γ≤2: this means that the number of bridges between any two aggregates is at most two.
Assume now that there exist bridges shared by three aggregates in the given family, and that u xy ∈ Y q is a bridge shared by three aggregates H ij , H il , H im ,. We prove that the number of bridges connecting H ij , H il and H im is at most three. In fact there are at most two bridges (u xy and u x'y' ) between H ij and H il , and at most two bridges (u xy and u x"y" ) between H ij and H im . Assume by contradiction that there exist two bridges (u xy and u x"'y"' ) between H il and H im .
Consider the subgrid W of N ∞ of node set {u xy ,u x'y' ,u x"y" ,u x"'y"' }∪ H ij H il H im ∪ Z i which is planar. Contracting H ij {u x'y' ,u x"y" }, H il , H im and Z i into nodes b 1 , b 2 , b 3 , a yields the Kuratowski's K 3,3 graph [16] , and this contradicts the planarity of W. It follows that every bridge shared by three aggregates subtracts 1 to the maximum allowable number of bridges, that is, γ≤2qτ.
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Using the preceding results, Lemma 7 provides a lower bound to 2) the cardinality of C i and of every C ip is evaluated using the lower bound stated by Lemma 4.
1.3)
observing that any u xy ∈C i may also be in the circumscribing set C j (j≠i) of some Z j ⊆E i , thus contributing to
B as a member of multiple circumscribing sets, it should be guaranteed that the sum of contributions does not exceed 1. To this purpose, every u xy ∈C i contributes to
with weight w xy , and the total contribution of C i is w i ≤1.
1.4)
similarly, observing that any u xy ∈C ip may also be in the circumscribing set C j (j≠i) of some Z j ⊆H ip , 1≤p≤q, thus contributing to
B as a member of multiple circumscribing sets, the total contribution of this unit should not exceed 1. To this purpose, the contribution of u xy as a member of C ip is equal to its weight xy w , and the total contribution of C ip is ip w ≤1.
1.5)
observing that aggregates in the family E i , H i1 , …, H iq may be bridged, and every u xy which is a bridge would be considered multiple times as a member of
B , multiple contributions due to bridges are removed using the result of Lemma 6.
2) The boundary of the infinite Z-aggregate Z 0 is N 1 , with #N 1 =4L. The finite grid N is a hole in N ∞ , denoted H 01 , circumscribed by C 01 = N 1 , and, for every 1≤j≤h, Z j ⊆H 01 . Then:
2.1)
The weight xy w of every u xy ∈C 01 , as well as the weight 01 w of C 01 , are determined by inspection;
2.2)
Observing that any u xy ∈C 01 may also be in the circumscribing set C j for some Z j (j≥1), thus contributing to
B as a member of multiple circumscribing sets, the total contribution is kept to a value not exceeding 1. To enforce this property, the total contribution of C 01 to
is set to 01 w , as in Case 1.4.
In more detail: Since unit u xy will contribute to
B as a member of C i =C i1 , C i2 , …, C ik , and such contributions will be evaluated independently using the same technique, we need to ensure that the sum of the contributions of u xy does not exceed 1. To this purpose, consider Z i1 , Z i2 ,…, Z ik and the respective C i1 ,…, C ik . The contribution of u xy to C ij (j=1,[,k), is set to the weight 
1.4)
Consider any hole in the interior of C i , denoted H ip (1≤p≤q), the respective circumscribing set C ip , and the exterior E ip of C ip . It is immediate that Z i ⊆E ip and that there may exist some Zaggregate Z j (j≠i) with Z j ⊆H ip . Assume initially that H ip is not bridged to any H ir (1≤r≤q, r≠p), nor to E i . This limitation will be removed in 1.5.
Define, for the ease of notation, ; that is, u xy will contribute at most 1 to
In fact, for every j,l with 2≤j,l≤k, j≠l, from 
1.5)
Consider now the possible existence of bridges among aggregates E i , H i1 , …, H iq . For the ease of notation define H i0 =E i , and let C i =C i0 . The contribution of C i0 , C i1 ,…, C iq to
B is the sum of weights w i0 , w i1 ,…, w iq , less the multiple contribution due to bridges between aggregates in the family E i , H i1 , …, H iq . If u xy is a bridge shared by C ip and C ir (0Np, rNq, p≠r), it contributes to both w ip and w ir with the weights assigned to u xy in C ip and C ir . Both weights are less than 1, but their sum may exceed 1. In order to ensure that every unit contributes at most 1 to
B , it is sufficient to subtract 1 from w ip +w ir . Similarly, if u xy is a bridge between three aggregates, subtracting 2 to the sum of weights will ensure that u xy contributes at most 1 to Since unit u xy will contribute to
2.2) Consider
B as a member of C 01 , C 02 , …, C 0k , and such contributions will be evaluated independently, we need to ensure that the sum of the contributions of u xy does not exceed 1. To this purpose, consider Z 01 , Z 02 ,…, Z 0k and the respective C 01 ,…, C 0k . The contribution of u xy to C 0j (1NjNk) is 
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Recalling that 
Proof. By construction, 
And, observing that f(α)<1, we conclude: 
We are now ready to provide a lower bound to #N f , which is independent of the number of aggregates and of their individual areas and shapes. 
Assume that any Z i which is a member of the FFC is not fault-free, and thus completely faulty.
Recalling that at least half of the units in ( Function T cannot be expressed analytically, because the equation yielding the minimum cannot be solved algebraically. However bound T has been evaluated numerically and it is listed in Table 4 for some grid sizes. Furthermore, the following theorem provides tight bounds to function T. 
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Diagnosis completeness
Given syndrome σ, the diagnosis algorithm introduced in Section 2 provides a correct diagnosis, assuming that the number of the actual faults is less than T σ . For any syndrome, this bound is greater than T. However, the algorithm is generally unable to identify the state of all units. In fact, consider any Z-aggregate Z i , with the property that all units in its boundary B i are faulty. If the Fault-Free Core is a subset of N−(Z i B i ), the reliable diagnosis propagating from the FFC during the Augmentation step may be unable to cross B i , thus leaving unidentified the state of the units in Z i . This situation is depicted in Figure 7 .
However, we may expect that fault distribution is more favorable in most cases. In fact, assuming a number of faults less than T, the probability of an incomplete diagnosis may be calculated by evaluating the probability that there exists at least one circuit of faulty units whose length is less than T. As shown in [15] , this probability is very small. A deeper understanding of the completeness of the diagnosis completeness has been gained by means of simulation, as reported in the forthcoming section. 
Diagnosis of toroidal grids
A toroidal grid of size L is derived from a square grid of the same size by adding wraparound interconnections. The grid is represented by graph N=(N,G) where N={u xy | x,y integers, 1≤x≤L, 1≤y≤L}
is the set of the units, and G={(u xy ,u vw ) | u xy ,u vw £N, ((x= (v1) mod L and y=w) or (y=(w1) mod L and x=v))} is the set of interconnections. Toroidal grids are regular graphs, as the degree is four for all the units. Units test each other if and only if they are adjacent in the toroidal grid. The diagnosis algorithm introduced in Section 2 applies with no changes to toroidal grids as well. The additional wraparound interconnections may lead to Z-aggregates which wrap around the grid, thus favoring the formation of larger aggregates.
As it does with square grids, the algorithm assumes a syndrome dependent bound for correctness T σ =#F+#D/2+α, where F and D are the set of faulty and dual units defined in the Local Diagnosis, and α is the maximum of the Z-aggregates cardinalities. From simulation studies reported in Section 5 it was seen that the average of this bound is slightly above of the corresponding bound for square grids.
In the case of toroidal grids, determining the syndrome independent bound for diagnosis correctness is considerably more difficult than it was for square grids. The reason is that aggregates may be nonplanar subgrids, and this increases the complexity of evaluating the cardinality of the union set of the boundaries of Z-aggregates. The syndrome independent bound for toroidal grids was derived in [17] as Table 5 reports the values of this bound for some grid sizes. As it could be expected, this bound is somewhat above the bound holding for square grids. Extensive simulation studies were conducted in order to evaluate the average behavior of the diagnosis algorithm. Square grids of different sizes were considered, and different numbers of faults were distributed using uniform or multivariate distributions. Multivariate distributions, which model certain (presumably natural) inclinations of faults of grouping together in certain areas, were as follows:
♦ given g (the target number of faults) and a random number h<g, h faults (seed faults) were distributed uniformly.
♦ for every unit u xy hosting a seed fault, two random variances var x , var y were assigned, and a random number of faults were distributed in the rectangle (i±var x , j±var y ) using a normal bivariate distribution N(0,1) [18] . This procedure was repeated for all of the h seed faults, with the constraint of distributing a total of g faults.
The value of parameter h of multivariate distributions was always chosen to be at most 0.2g.
Once the faults were distributed in the simulated grid, the syndrome was generated according to the invalidation rule of the PMC model. For every test performed by a faulty unit, test outcome 0 was assigned with probability p if the tested unit was non-faulty, and with probability q otherwise.
For every simulation run, the number of samples (simulated fault sets) was determined with the constraint of attaining a target confidence interval 2 for the most critical result.
Diagnosis completeness with #N f ≤T
Assuming #N f <T, the diagnosis is always correct (Theorem 3), but it cannot expected to be complete. Simulation was aimed at evaluating the frequency of complete diagnoses (entry %com) and the average cardinality of the set S of units which the algorithm was unable to diagnose as either faulty or nonfaulty (entry n d ). Cardinality of set S was evaluated over a sample comprising those syndromes which resulted in incomplete diagnosis, that is, a percentage of 100-%com of the syndromes which were generated; the size of this sample was of at least 250 syndromes. The tables also report the confidence interval (entry c.i.) of n d with 98% precision and the standard deviation of n d (entry s.d.). Tables 6, 7 The percentage of complete diagnosis was higher in the case of uniform distribution of the faults than in the case of multivariate distribution. This is not surprising, because the multivariate distribution models a behavior in which the faults tend to group together, and this increases the probability of situations like the one depicted in Figure 7 .
Results reported in
The most notable result of simulation is that, even if the diagnosis is incomplete, the average number of units remaining not diagnosed resulted always below 2 in the case of uniform distributions of faults and always below 3 in the case of multivariate distributions. The resulting values were quite independent of the size of the grid and of probabilities p and q.
Similar simulation studies were performed for toroidal grids. As in the case of square grids, results were relatively independent of the grid size. Data obtained from simulation of toroidal grids with n=1024 are reported in Table 10 , considering fault sets of cardinalities ranging from 0.7T to T, where T is the syndrome independent bound holding for square grids (observe that T is smaller than the corresponding bound for toroidal grids).
As compared to square grids, the toroidal grids exhibit a higher percentage of complete diagnosis and a smaller average number of units remaining not diagnosed, in both cases of uniform and multivariate distributions and for every combinations of probabilities p and q. This behavior can easily be attributed to the contribution of the additional wraparound test links. The values of n d obtained with p=0.5 and q=0.5 from simulation of square and toroidal grids are compared in Figure 8 .
Diagnosis correctness and completeness with #N f >T
Simulation was extended to the case of #N f >T, with the objective of evaluating the average σ T of the syndrome dependent bound T σ , the percentage of complete diagnoses, and the average number of units which could not be diagnosed. The cardinality of N f ranged from 0.1n to 0.5n. Both uniform and multivariate distributions, as well as different combinations of the probabilities p and q, were considered. Since the results were relatively independent of the size of the grid, we focus on square grids of 1024 units. Tables 11 and 12 report, for both square and toroidal grids, the average σ T of T σ , the percentage of complete diagnoses (entry %com), and the average cardinality n d of set S of units which remained not diagnosed when the diagnosis resulted incomplete. All the averages were computed on samples of at least 250 fault sets. The confidence interval (c.i.), computed with a precision of 98%, and the standard deviation (s.d.) of both σ T and n d are also reported. Although one could expect some incorrect diagnosis due to #N f >T, all the samples actually resulted in correct diagnoses. For this reason the percentage of correct diagnoses is not reported in the tables.
As seen from the Tables, σ T remains close to n as long as the cardinality of N f is relatively small (up to 0.3n), and decreases quite sharply for larger fault sets, but it is always above #N f for #N f ≤0.5n. The behavior of σ T is quite independent of the distribution of the faults (uniform/multivariate), and of probabilities p and q. However, as depicted in Figure 9 , small values of p and q result in smaller values of σ T . This is because, in this case, the probability of faulty units testing other units with outcome 0 is smaller, and a smaller number of faulty units can be identified by exploiting rules a and d of Lemma 1 in the Local Diagnosis. Consequently, set F constructed by the Local Diagnosis is smaller while set D is larger. From T 8 =#F+#D/2+,, this negatively influences the remaining value of T 8 .
The average number of units not diagnosed increases as the number of faults increases, and, as already observed when #N f <T, this number is larger with multivariate distributions of the faults. Smaller values of p and q result in larger numbers of undiagnosed units. This behavior, depicted in Figure 10 may be explained with the smaller number of faulty units identified by the Local Diagnosis.
A comparison of the observed values of σ T and n d for square and toroidal grids is reported in Figures  11 and 12 , limited to p=0.5 and q=0.5. 
Conclusions
A diagnosis algorithm for two-dimensional square grids has been presented and evaluated. The grid interconnection structure was considered because of its practical relevance, given that it is widely used in massive parallel machines and it is being considered to interconnect dies on VLSI wafers in order to perform wafer-scale testing.
The new diagnosis algorithm is based on mutual test of adjacent units, which are executable in parallel. Once the tests have been performed and their outcomes have been collected by the centralized diagnoser, this algorithm has linear time complexity. The algorithm is based on the identification of the so-called Z-aggregates, and its correctness relies on the existence of at least one Z-aggregate and on the property that Z-aggregates of maximum cardinality are fault-free. The diagnosis is validated by the algorithm itself by asserting a syndrome dependent bound T σ for correctness. This bound specifies the minimum number of actual faults leading to the syndrome occurring in the specific diagnosis experiment, which could have induced in error the diagnosis algorithm. In most cases the diagnosis can be safely validated by comparing T σ with the maximum expected number of faults. A deterministic validation is also possible, and consists in individually probing a small number of units among those declared non-faulty by the diagnosis algorithm. This number is close to 1 if the number of faults does not exceed n/2.
A syndrome independent bound T has also been derived, with the property that the algorithm always produces a correct diagnosis provided the number of faults in the given system does not exceed T. This bound, which has been derived by worst case analysis of the algorithm, is a function Θ(n 2/3 ).
The diagnosis is usually incomplete and the algorithm declares "suspect" those units which cannot be identified as either faulty or non-faulty. The degree of completeness of the diagnosis, as well as the extent to which the diagnosis remains correct when the number of faults is above T have been evaluated by means of simulation. From simulation results it is seen that, if the number of faulty units is above T but it does not exceed n/2, the diagnosis is correct with very high probability. As long as the number of faults in the system does not exceed T the diagnosis is generally complete and, if not complete, the number of suspect units is a small constant. The degree of completeness remains quite satisfactory as long as the number of faults is below n/3. These results are quite independent of the size of the grid and of the probabilities of outcomes 0 or 1 of the tests performed by the faulty units.
Since the diagnosis algorithm keeps its validity when wrap-around interconnections are added to the grids, simulation studies have been extended to toroidal grids. As it could be expected, the degree of completeness and the correctness resulted somehow better than in the case of simple, square grids.
Future research will be aimed at extending the new diagnosis algorithm to other regular or quasi-regular structures, like hexagonal and octagonal grids, three-dimensional grids, and hypercubes. 
A2)
Using appropriate parameters, Expression A1) spans all integers greater than or equal to 4. However, #B=5 does not corresponds to any legitimate boundary.
Rhomboid R of boundary B is said to be maximal for perimeter #B if #R≥#R' for every rhomboid R' of perimeter #B. In Figure A1 , rhomboids R 1 and R 2 are maximal. Lemma A1 provides characterization of maximal rhomboids by providing the expression for perimeters of maximal rhomboids. R is a maximal rhomboid of parameters a, b, c, 
Lemma A1. If

