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Preview
Jacek Blazewicz1,2, Klaus Ecker3,4, Barbara Hammer5,6
From May 24th to 30th, 2009, twenty-two scientists from Poznan Univer-
sity of Technology, Clausthal University of Technology, and University of
Leipzig met in Lessach, Austria, to continue the tradition of Polish - German
Workshops on Computational Biology, Scheduling, and Machine Learning.
The aim was to present their current research, discuss scientific questions,
and exchange their ideas. The seminar centered around topics in Schedul-
ing, Bioinformatics, and Machine Learning, covering fundamental theoret-
ical aspects as well as recent applications, partially in the frame of interna-
tional European projects or innovative industrial cooperations. This volume
contains a collection of extended abstracts which accompany these talks to
give some insight into the research presented in Lessach.
The first six contributions in this volume center around scheduling prob-
lems. The adjacency of elegant mathematical modelling and innovative ap-
plications in scheduling is demonstrated in a contribution by J. Blazewicz
et al. which models berth allocation for great harbors such as Hong Kong
as a moldable task scheduling problem. Complex applications of schedul-
ing in car manufactoring are presented in an approach by G. Pawlak et al.
which proposes a model based on multi-agent systems particularly suited
for make-to-order production. Similarly, a study of assembly line balancing
to increase the production rate preseted by M. Morze et al. has direct appli-
cations to car manufactoring. Issues of implementation are highlighted in
the context of revenue maximization for which different exact and heuristic
algortihms are presented and implemented on parallel machines in a contri-
bution by J. Juraszek et al. The relevance of scheduling for crisis management
1Institute of Computing Science, Poznan University of Technology, Poznan, Poland
2E-mail: jblazewicz@cs.put.poznan.pl
3Center for Intelligent, Distributed and Dependable Systems, Ohio University, Athens, USA
4E-mail: ecker@ohio.edu
5Department of Informatics, Clausthal University of Technology, Clausthal-Zellerfeld, Ger-
many
6E-mail: hammer@in.tu-clausthal.de
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is demonstrated in the frame of work for the European project SIMCA in a
contribution by M. Tanas et al., where scheduling tasks to restore safety and
security after crisis are modeled in terms of classical FMS problems. A more
theoretical view is taken in the contribution of P. Gawron and R. Walkowiak
where the bin packing problem, which offers a suitable formalization e.g. in
the context of parallel process scheduling, is tackled and a scheme to arrive
at exact solutions using dynamic programming is developed.
Problems in bioinformatics are the focus of the next six contributions in
this volume. The problem to find functional regions in DNA sequences, more
precisely to detect cis-regulatory modules is tackled within a flexible model
accompanied by an efficient implementation and demonstration of the us-
ability for the model plant A. thaliana in a contribution by K. Ecker. The
same model plant is considered in a contribution by M. Milostan et al. which
centers around protein structure prediction, in this case exemplary studies
for dicer like proteins. Two further approaches address the problem of pro-
tein structures, one approach by M. Szachniuk et al. proposes an elegant
graph structure which represents sequential resonance assignment in NMR
spectroscopy recorded for RNA structure, while another contribution by P.
Lukasiak et al. presents a web-based platform for protein domain identifi-
cation and function prediction based on similarity search in data bases of
known structures. The problem of appropriate data bases and correspond-
ing analysis tools is addressed on a higher level in another contribution by
P. Lukasiak et al.: in the frame of the CompuVac European project, frontier
research in data bases and mining tools for next generation vaccines is per-
formed. Concrete studies of the effectivity of treatment and its problems
based on RNA information is presented in the context of the hepatitis c virus
in a contribution by S. Wasik et al.
Because of the often only vaguely defined problems and noisy data sets,
bioinformatics is often connected to machine learning or softcomputing tools
which can help to get suitable results in these settings. Four contributions
exemplarly consider machine learning and optimization heuristics in the
context of bioinformatics problems. NP hard problems such as sequencing
by hybridization can be efficiently tackled in the context of hyperheuristics
as presented by A. Swiercz. One approach by H. Cwiek et al. explains the
foundation of microarray experiments and typical problems and research
questions which arise in the context of microarray expression profile anal-
ysis. Spectra such as NMR spectra or mass spectra constitute two further
data forms which occur frequently in bioinformatics. In this context, an
approach by F.-M. Schleif et al. presents metabolic profiling studies of stem
cell extracts using 1-H NMR. Another approach presented by S. Simmuteit et
al. focusses on mass spectra and the possibility to identify and deconvolute
mass spectra using evolving trees and sparse coding, respectively.
Finally, four contributions center around core machine learning problems
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and algorithmic development. The problem of determining relevant factors
in generative data models based on auxiliary information is tackled in work
presented by A. Gisbrecht in the frame of a new model for the popular gen-
erative topographic map. Similar deterministic methods in the supervised
and unsupervised setting are revisited in another approach by B. Hammer,
and it is demonstrated how matrix learning offers an improvement of the
results as well as an interface to visualization models. The transfer of un-
supervised visualization and mining tools to even more general data which
are described by a dissimilarity matrix only and methods to arrive at efficient
linear implementations are considered in a contribution by A. Hasenfuss and
B. Hammer. Similarly, a contribution by T. Villmann and B. Hammer ad-
dresses general data in terms of kernels, and discusses the applicability to
powerful supervised learning algorithms.
The workshop continued a series of similar events which took place in
Daublebsky’s wonderful house in Lessach and, as always, was a great suc-
cess due to its international participants and the scientifically fruitful and
cooperative atmosphere. Apart from the scientific merrits, this year’s semi-
nar came up with a few highlights which demonstrate the excellent possibili-
ties offered by the house and its surroundings. We just mention two of them:
A new record for climbing Gumma in 65 minutes without the help of addi-
tional oxygen or ethanol was established, and the unprecedented commit-
ment of the Friday’s cooking team contributed to one of the world’s coolest
barbecues. Our particular thanks for a perfect organization of the workshop
go to Alexander Hasenfuss as spiritus movens of the seminar and Bassam
Mokbel as managing editor of the abstract collection.
Lessach, May, 2009
Jacek Blazewicz, Klaus Ecker, Barbara Hammer
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Berth allocation as a moldable task
scheduling problem
Jacek Blazewicz1,2, T. C. Edwin Cheng3, Maciej Machowiak2,
Cayda Oguz3,4
Acknowledgments: The work described in this paper was par-
tially supported by a grant from the Research Grant Council
of Hong Kong (Project No. PolyU 5193/01E) and the KBN grant
(No. 4T11C03925).
In this paper, the allocation problem of berths to the incoming ships is mod-
elled by moldable tasks scheduling problem. This model considers the tasks
as the ships and the processors as quay cranes assigned to these ships. Since
the duration of berthing for a ship depends on the number of quay cranes
allocated to the ship, the use of moldable task scheduling model is substan-
tiated. In the model, the processing speed of a task is considered to be a
non-linear function of the number of processors allocated to it. A subop-
timal algorithm, which starts from the continuous version of the problem
(i.e. where the tasks may require a fractional part of the resources) to ob-
tain a feasible solution to the discrete version of the problem, is presented.
The computational experiments conducted showed that the suboptimal al-
gorithm has a very good average behavior.
1E-mail: jblazewicz@cs.put.poznan.pl
2Institute of Computing Science, Poznan University of Technology, Poznan, Poland
3Departament of Logistics, The Hong Kong Polytechnic University, Hong Kong SAR
4Departament of Industrial Engineering, Koc University, Turkey
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Multilayer agent system for scheduling
and control in a car factory
Grzegorz Pawlak2, Slawomir Walkowski1,2, Tomasz Zurkowski2
1 Introduction
Many car factories produce several car models at one time. Moreover, the
equipment of produced cars is often very diverse. That is why some car fac-
tories use make-to-order (MTO) production system [3]. It means that every
single car is manufactured as a unique one, from the planning stage until
releasing the final product. Each car gets its own identification number. Pro-
duction is planned as a sequence of these identifiers.
A factory which uses MTO system wants to preserve the sequence through
all stages of production or at least to know how the sequence will look like in
the certain points in the production lines. Unfortunately, this is a difficult
task because of a complicated structure of some manufacture areas. It con-
cerns particularly early stages of production, like car body shop, where pro-
duction of each car is distributed among several parallel lines. They join in
some places, including switches and buffers. At these positions the original
sequence of cars is open to disruptions. Also other specific areas, like qual-
ity control or transport between factory plants, may affect the order of cars
being produced.
2 Problem description
In the typical approach, production planning, controlling and monitoring
are managed centrally. In most cases decisions about production are taken
and implemented by a hierarchy of employers. It leads to situations when
failures and anomalies cause the production to be stopped in whole areas of
1E-mail: swalkowski@skno.cs.put.poznan.pl
2Institute of Computing Science, Poznan University of Technology
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the factory. Moreover, it is extremely difficult to care about a sequence of
cars manually. Thus, the sequence is likely to be disturbed. All these issues
lead to decreasing the factory efficiency. We would like to solve this problem
– preserve the sequence in the production lines and make the production
itself more resistant to planned and unexpected changes.
Before working out a solution, we define some measures of the sequence
quality. Simple conclusion that the order of cars has changed or not is not
enough for us. We need a sequence evaluation method to determine to what
extent the sequence has changed between points in the production lines
(called status points).
One proposal of such quality index is PKG (from German Perlenketteguete
– quality of a string of pearls). In this approach we select a range of P cars
in a sequence in the first status point – we call it input window. Then, we
must find out in which fragment of a sequence in the second status point this
range should appear. There are several possibilities to determine it. The one
which is most reasonable and which we will use in this paper is the follow-
ing. We count the average number of cars which are in the production line
between two status points. We call this number a circulation gapG. We wait
until G cars pass the second status point. Then, we take first P cars which
appear in the second point and treat it as the output window.
To calculate the PKG index we use the following formula:
PKG =
P − Pdelayed − Pbehind window
P
wherePdelayed denotes the number of delayed cars in the output window and
Pbehind window denotes the number of cars from the input window which are
behind the output window.
An example of PKG index calculation is shown and described in Figure 1.
3 Problem formulation
To present our problem in a more formal way we prepared a model of a fac-
tory. In this model we treat the factory as a directed graph. Additionally, we
consider tokens, which move through the graph. To make such a graph suit-
able for the factory we assigned separate meanings to nodes, arcs and tokens.
Nodes represent stationary objects, devices or places, which may delay the
products and affect their sequence, like work stations, switches, buffers or
quality control stations. Arcs represent flow of products between nodes in
a fixed direction. This flow can be executed by transport lines or trucks be-
tween different plants. Finally, tokens represent product themselves. In a
car factory which uses MTO system these products will be cars, car bodies or
other parts which are produced or delivered in a sequence.
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Figure 1: Example ofPKG calculation. We use a window of sizeP = 5. Circu-
lation gap G is equal to 9. In the output we can see one delayed car (number
2). Also one car is behind the window (5). Therefore, PKG index equals to
60% in this case.
Flow of products takes place according to some basic rules. Firstly, both
nodes and arcs may contain a limited number of products at one moment.
Sequence of products in every arc is preserved – products form a FIFO queue
there. On the contrary, nodes may change the order of products they con-
tain.
When we create a graph representing the factory, we assign specific func-
tions to the nodes (e.g. planning nodes, buffer nodes) and arcs (e.g. trans-
port lines). We can also distinguish the area of planning and the area of ac-
tual production. Tokens in the first one denote orders which are not any
physical objects in the factory.
After creating a formal model of the factory we stay with a problem that
most nodes require control. This especially concerns elements which may af-
fect the sequence of cars in a significant way, like switches and buffers. There-
fore, we want to answer the question: how can we create a system which
controls a factory, modeled as a graph described above, according to some
criteria?
In our solution we opt for a distributed control system. In this approach
small devices control single nodes and arcs. Each device is responsible for
a local area but it may communicate with other devices. The positive as-
pect of this solution is that most devices execute only simple algorithms. A
distributed system is also easy to be adapted to new or irregular conditions.
This allows an uncomplicated development of the factory. However, the ap-
proach has also some disadvantages. First of all, an infrastructure of many
DEPARTMENT OF INFORMATICS 10
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small devices is required. But the main problem is that some devices have to
make difficult decisions. This is the aspect which require thorough research.
We began with creating a model which will help us program the devices so
that they can make reasonable decisions.
4 Modeling
In our model we decided to use a multiagent system ([1, 2]) to control the
factory, where each agent is responsible for a specific production area. One
of the motivations for this approach is the possibility of integrating schedul-
ing, control, monitoring and report systems by introducing several classes of
agents. Moreover, rapidly changing demand for products in the production
system requires a flexible solution for planning and control systems in the
factory. The crucial aspects are also detection of different situations in the
production environment and proper reaction of the control system. Time
of this response determines the cost of preventing further damages in the
system. It is specifically important in factories where control is dependent
and complicated. An adaptive multiagent system can improve their general
control and monitoring systems.
When developing a multilayer agent model, we execute the following plan.
Firstly, we develop control scenarios and algorithms for low level produc-
tion mechatronics hardware elements, like transportation lines, working sta-
tions, buffers, switches. These algorithms will be incorporated into local
controllers like Programmable Logic Controllers (PLC), Industrial Comput-
ers (IC), Robot Controllers (RC). Then, we prepare communication and data
exchange interfaces between low and high level control. Finally, we create
interfaces between the production planning, management system and the
floor shop control system.
To model procedures for the production system, we focus on particular
production areas. The objective is to analyze the production process in the
factory floor to find out the possibilities and necessities of the adaptive con-
trol and information system. In that process we can find specific places in
the production system where the control or information system may build
alternatives for the current way of controlling. When we find such "active
points" in the particular production process, we may design types and basic
functionalities of the agents.
For better communication agents are organized in a hierarchy which fol-
lows the hierarchy of factory [4]. It includes areas like plants, production
lines and work stations. An example of such a hierarchy of agents is pre-
sented in Figure 2.
Type of an agent depends on a level in the hierarchy and a place in the
factory where it appears. Some agents from the lower levels of the hierarchy
11 Technical Report IfI-09-12
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Figure 2: Exemplary hierarchy of agents.
refer directly to single nodes or arcs in a factory graph. Other agents refer
to groups of agents which are below them in the hierarchy. An example of
agent system which controls a specific factory is shown in Figure 3.
On every level of hierarchy we distinguish the following general types of
agents:
• Control agent – decides the operation of the factory, directly or indi-
rectly;
• Monitoring agent – collects information from a device or another agent
and passes it to other agents;
• Information agent – calculates certain statistics and sends informa-
tion outside the areas of production, e.g. to logistic system, supply
chain, Just In Time (JIT) suppliers.
Implementation of an agent to the particular production system is charac-
terized by parameters like domain of operation, input, output, work modes,
state or AI Methods.
Algorithms for agents are designed according to some criteria, which they
will optimize while the production. Possible general criteria for a factory
are: indices of quality sequence (like PKG), stability of production, late-
ness/earliness, throughput rate, flow time. Current criterion optimized by
an agent may be a part of the agent’s work mode. We can also create a hier-
archy of criteria by assigning ranks to them. For example, the main aim for
an agent would be keeping the throughput rate on a reasonable level, but if
there was enough time, the agent would also try to improve the quality of
DEPARTMENT OF INFORMATICS 12
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Figure 3: Fragment of an exemplary agent system controlling the factory.
sequence. Multiagent control system distributed on the lines, buffers and
stations may automatically estimate the required production mode and pre-
pare the system to the predefined modes.
5 Computational experiment
Testing the model presented in this paper would require simulating the whole
factory and a multiagent system which controls it. This task is complex and
remains as our goal. To test only a fragment of the agent system controlling
one area of the factory we focused on the buffer management.
We considered a buffer which stores several parts of each car body, needed
to build every car, and sends the sets of parts for each car directly to the merg-
ing station. Then, we implemented a buffer agent. It controls the most im-
portant action connected with buffer – selecting car bodies to be taken out of
the buffers. We compared the operation of two algorithms for this action: a
simple First In First Out (FIFO) method and the algorithm which aims at pre-
serving the order from the status point where production actually begins.
It turned out that the introduction of the second method, compared to the
FIFO algorithm, caused a noticeable rise inPKG index. The important fact is
that such a change affects only logic – no physical investments in the factory
are needed.
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6 Summary
Current centralized production control, which is often used in car factories,
turns out to be inefficient. It cannot deal with anomalies and sequence pre-
serving. We try to solve these problems and started with modeling the struc-
ture of a factory as a graph. Then, we proposed multiagent system for dis-
tributed control of the factory. Use of the agent system can adequately adapt
to the fast changing production environment, including demand changes
and production disturbances.
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Simple assembly line balancing problem
2 with workers assignment - specification
and solution
Michał Morze1,2, Grzegorz Pawlak2, Alf Kimms3,
Tomasz Kujawa2, Krzysztof Niespodziany2
1 Introduction
In this paper we introduce a version of a well-known Assembly Line Balanc-
ing Problem and propose three different solutions for this problem. We are
considering an existing assembly line in the large car factory. The goal is to
increase the production rate of the line (the number of assembled products
per time unit) with respect to several constraints regarding some resource
limitations.
The assembly line consists of a given number of stations where some opera-
tions (tasks) are performed. There is a set of workers, every of them is working
on exactly one station. Every worker has qualifications (skills), which deter-
mines a set of operations he can perform. An operation is performed every
cycle time by one worker on one station. The problem is to assign tasks to
workers and allocate tasks to stations in order to maximize production rate
with respect to the given precedence constraints (some tasks cannot be per-
formed until some other are completed). By minimizing the cycle time we
also minimize the sum of idle times for the stations.
This problem is a variation of Assembly Line Balancing Problem. Assuming
the system produces only one type of a product at a time, the problem may
be classified as Single-Model Assembly Line Balancing Problem [1]. We con-
sider the problem deriving from the classical Simple Assembly Line Balanc-
1E-mail: michal.morze@student.put.poznan.pl
2Institute of Computing Science, Poznan University of Technology, Poznan, Poland
3University of Duisburg-Essen, Germany
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ing Problem 2 (SALBP-2), which has the following characteristics:
• only one type (homogenous) product is being produced
• the production is paced (every cycle time one assembled product leaves
the line)
• operation times are deterministic
• stations are homogenous
• the goal is to minimize the cycle time
2 Problem specification
The problem instance consists of the m stations, the precedence graph G and
the set of w workers. Each worker has a set of operations he can perform
(qualifications). The precedence graph is a non-cyclical digraph G = (V, A),
where V = {o1, o2, ..., on} represents the set of operations (tasks) and A =
{(i, j) : i ∈ (V ), j ∈ SUCCS (i)} represents the precedence relation between
operations. A set of immediate successors of the operation i is denoted by
SUCCS (i). The precedence graph provides a partial order of the operations.
We minimize the cycle time c subject to the following constraints:
• Every tasks has to be assigned
• A task may be assigned to one worker on one station
• A worker may be assigned to at most one station
• The sum of times of operations assigned to a worker must not exceed
the cycle time c
• For every operation j, where (i, j) ∈ A, the operation i must be per-
formed on earliest station than operation j or operations i, j must be
performed by one worker on the same station
3 Solutions
We propose three different solutions for the SALBP-2 WA problem, including
the linear programming model, the exact branch and bound algorithm and
a heuristic algorithm.
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3.1 Linear programming
Parameters
• n: The number of tasks.
• m: An upper bound for the number of required stations, e.g. m = n.
• o: The number of workers.
• E: Set of precedence constraints amnong the tasks.
• pj : The processing time of task j.
• δjh: 1, if worker h is qualified to do task j. 0, otherwise.
• M : A big number, e.g. M = n.
Decision Variables
• τ : The cycle time.
• ujhk: 1, if task j is performed by worker j at station k. 0, otherwise.
• zhk: 1, if worker h has a positive workload at station k. 0, otherwise.
17 Technical Report IfI-09-12
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Programming Model Formulation
min τ
s.t.
n∑
j=1
pjδjhujhk ≤ τ h = 1, . . . , o;k = 1, . . . ,m
o∑
h=1
m∑
k=1
kδihuihk ≤
o∑
h=1
m∑
k=1
kδjhujhk (i, j) ∈ E
δihuihk + (
o∑
h′=1
m∑
k′=1
k′δih′uih′k′ −
o∑
h′=1
m∑
k′=1
k′δjh′ujh′k′) ≤ δjhujhk
(i, j) ∈ E;
h = 1, . . . , o;
k = 1, . . . ,m
o∑
h=1
m∑
k=1
δjhujhk = 1 j = 1, . . . , n
n∑
j=1
δjhujhk ≤M · zhk h = 1, . . . , o;k = 1, . . . ,m
m∑
k=1
zhk ≤ 1 h = 1, . . . , o;k = 1, . . . ,m
ujhk ≤ δjh
j = 1, . . . , n;
h = 1, . . . , o;
k = 1, . . . ,m
ujhk ∈ {0, 1}
j = 1, . . . , n;
h = 1, . . . , o;
k = 1, . . . ,m
zhk ∈ {0, 1} h = 1, . . . , o;k = 1, . . . ,m
τ ≥ 0
3.2 Branch and bound
We propose a branch and bound algorithm along with the following lower
and upper bounds.
Definitions
Definition 1. Earliest and latest stations
Based on the maximal cycle time c earliest (Ej) and latest (Lj) station for each task
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Zj are computed as follows:
Ej(c) =

PREDS(j)∑
k=1
max(PREDSk) + tj
c

Lj(c) = m+ 1−

m∑
k=SUCCS(j)
max(SUCCSk) + tj
c

Definition 2. Station interval
The station interval for each task is a range defined as:
SIj(c) = {Ej(c), Ej(c) + 1, . . . , Lj(c) + 1, Lj(c)}
Definition 3. Temporary station interval
The temporary station interval is a set of possible station assignments
tSIj(c) = {k : k ∈ SIj(c) ∧ Zj ∈ w(SIj(c))}
where w(Sk) denotes the set of tasks possible to be done on the station k.
Definition 4. sPPT (layers)
Sets of potentially parallel tasks (layers) are defined as follows:
sPPTi = {zj : zj has no predecessors in sPPTi}
Each task belongs to exactly one sPPT.
Upper bound
UB1 = max{tmax, 2 · b tsumm c}
Proof of the correctness of this bound was presented by Hackman [2].
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Lower bound
Lower bounds can be obtained from the formula
LB1 = max{tmax,

n∑
i=1
zi
s∑
k=1
n(sPPTk)

}
where n(sPPTk) stands for the number of tasks in the layer k. This bound
can be stated in terms of the related parallel machine scheduling problem.
Processing of a job may be interrupted and continued on another machine -
the task splitting is allowed.
A necessary condition for the existence of a feasible solution with m stations
is E′j(c) ≤ L′j(c) for each task j. Otherwise, at least one task cannot be as-
signed to any station. Thus,
LB2 = min{c : L′j(c) ≥ E′j(c)forj = 1, . . . , n}
defines a lower bound on the cycle time.
The critical path (a path in the precedence graph from any source to any sink
containing the greatest sum of operation times) should be completed during
the assembly process:
LB3 =

∑
zj∈CP
zj
m

Branch and bound algorithm
The following routine generate branches for the B&B algorithm.
1. Workers assignment – a partition of a set of w elements (workers) into
m nonempty subsets (stations)
2. Calculating temporary station intervals (tSI)
3. Tasks to stations assignment — a single task is assigned to one station
in each step
4. Tasks to workers assignment — a single task is assigned to one worker
in each step
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3.3 Heuristic algorithm
We propose the following heuristic approach for SALBP-2 WA problem:
1. Building sets of potentially parallel tasks (layers).
2. First estimation of workers to layers assignment. Greedy assignment
provides first execution time estimation.
3. Deploying layers on stations — dynamic programming approach. Dy-
namic programming algorithm have been designed to deploy layers on
stations minimizing cycle time difference between them in polynomial
time. After this step feasible solution is constructed.
4. Optimization of workers assignment.
4 Conclusion
We defined the Simple Assembly Line Balancing Problem 2 with Workers As-
sigment and proposed three approaches to solve it. The future research will
concern conducting a computational experiment to compare algorithms ef-
ficency and developing the solutions software visualisation tool.
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Revenue maximization problem on
parallel machines
Jacek Juraszek1,2, Erwin Pesh3, Malgorzata Sterna2
1 Introduction
Revenue management is essentially the process of allocating resources to the
right customer at the right time and the right price. A slightly different ap-
proach to revenue maximization can be met in “classical” scheduling the-
ory, where the goal is to maximize the criterion value, i.e. the profit, for
some given values of the problem parameters (cf. [6]). Such a model finds
many practical applications. For example, a set of jobs can represent a set of
customer orders which may give certain profit to a producer. Due to limited
resources, modeled by a machine or a set of machines, the producer has to
decide whether to accept or reject a particular order and how to schedule ac-
cepted orders in the system. Delays in the completions of orders cause penal-
ties, which decrease the total revenue obtained from the realized orders. For
this reason, maximizing revenue is strictly related to due date involving cri-
teria such as minimizing tardiness or late work.
The maximum revenue objective function has been studied mostly for the
single machine environment (cf. [2], [6], [7]). In our research, we investigate
the problem of selecting and executing jobs on identical parallel machines
in order to maximize the total revenue (profit) with the weighted tardiness
penalty.
1E-mail: jacek.juraszek@cs.put.poznan.pl
2Institute of Computing Science, Poznan University of Technology, Poznan, Poland
3Institute of Information Systems, University of Siegen, Siegen, Germany
DEPARTMENT OF INFORMATICS 22
ICOLE 2009, LESSACH, AUSTRIA
2 Problem Definition
We analyzed the scheduling problem of executing a set of jobs on a set of
parallel identical machines. Each job is described by release time, which de-
fine moment of availability for processing by any machine. Processing time
for each job is independent and know at the start of scheduling procedure.
Moreover job processing can not be preempted. Any processed job have to
end before deadline. There is also due date which define latest moment of
finishing processing the job and getting for it full revenue. Exceeding due
date cause tardiness of a job and revenue for processing such job is decreased
by product of job weight and value of tardiness. Situation of decreasing rev-
enue is modeling penalty or fine paid by the owner to client for meaningful
but acceptable delay in ordered service. Every job can be assigned for process-
ing to any machine, in other hand job can be rejected from schedule without
any penalty. It is not "classical" ability of schedule problem, but it is model-
ing realistic situation when system owner have to choose most profitable set
of orders (jobs).
NP-hardness of the problem of selecting jobs for execution with the tar-
diness penalty was proven by Slotnik and Morton [7] and also by Ghosh [2]
who proved it for single machine problem. Problem intractability is consid-
ered since the problem of minimizing the weighted tardiness for a subset of
accepted jobs, which is necessary to maximize the total revenue, is already
hard [4, 5].
3 Solution Methods
In our research we proposed three strategy: branch and bound, list schedul-
ing and simulated annealing. Only the first one is exact algorithm, remain-
ing two are, accordingly, heuristic and metaheuristic.
A list scheduling algorithm was implemented in order to obtain an ini-
tial solution for simulated annealing as well as to determine an initial lower
bound for the exact approach. Results also gives us point of reference in es-
timation of average solution quality of Simulated Algorithm, for instances
of problem where optimal solution can not be reached because of unaccept-
able time consumption of branch and bound method. At each iteration, al-
gorithm assigns an available job to a free machine, if such an assignment is
feasible with regard to the job’s deadline and if it will increase the overall rev-
enue. Not assigned jobs are meant to be rejected. The method iterates over
the set of jobs according to the priority dispatching rule.
The branch and bound algorithm constructs an optimal solution by an-
alyzing all partitions of a set of jobs to two subsets of accepted and rejected
ones. Then, it investigates all partitions of the accepted jobs to machines. For
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a certain assignment of jobs, B&B checks all feasible permutations of jobs
on machines. Constructing a partial schedule is suppressed, if the current
revenue increased by the total revenue which might be obtained from non-
assigned jobs (i.e. the upper bound of the criterion value) does not exceed
the lower bound for the total revenue achieved so far.
We also propose a simulated annealing algorithm based on the classical
framework of this method (cf. [3]) extended by local search procedure im-
plemented as nested simulated annealing procedure. As schedule represen-
tation in SA algorithm we assume assignment each job to only one machine
(including dummy machine containing set of rejected jobs). Transition from
schedule representation to actual job schedule rely on exact approach. We
developed two neighbor rules based on shifting or interchanging jobs be-
tween two assignment machines. New assignment was improved with lo-
cal search. The cooling scheme is based on the geometrical temperature re-
duction. The initial temperature was determined by a tuning process. The
method terminates after a given number of diversifications and iterations
without of improvement.
4 Computational Experiments
Computational experiments were performed for 4 groups of randomly gen-
erated in- stances. There were instances with "tight" release times, in which
most jobs were available for processing around time zero, and "loose" release
times, which were spread in time. Similarly, instances with "tight" due dates
and deadlines contained jobs with narrow time windows in which they can
be processed without delay, while in instances with "loose" dues date and
deadlines the lengths of these intervals were very close to the job processing
times.
Test results disclosed the strong influence of the instance characteristic
on the efficiency of the heuristic methods. Due to time requirements of
the branch and bound algorithm, the comparison with optimal solutions
was possible only for small instances. It showed the high efficiency of both
heuristics, especially of simulated annealing, which generated mostly opti-
mal solutions. simulated annealing found solutions with 98.73%, and list
algorithm with 89.47% of the optimal revenue on average. In the computa-
tional experiments performed for large instances SA was still able to improve
the quality of initial solutions generated by LA by 9.96% on average.
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5 Conclusions
We investigated the problem of simultaneous selecting and scheduling a set
of jobs on a set of identical parallel machines in order to maximize the to-
tal revenue and found it NP-hard. Due to problem intractability we designed
metaheuristic algorithm and compared it to exact approach in the the exten-
sive computational experiments. Within the future research, we will analyze
a similar problem of orders acceptance and scheduling, which arises in a real
world environment [1].
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Modelling SICMA problem as a problem
of scheduling on FMS system
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Acknowledgments: The research leading to these results has re-
ceived funding from the European Community’s Seventh Frame-
work Programme (FP7/2007-2013) under grant agreement no.
217855 (SICMA Project).
1 Introduction
A scheduling problem is, in general, a problem answering a question of how
to allocate some resources over time in order to perform a given set of tasks
[1]. In practical applications resources are processors, money, manpower,
tools, etc. Tasks can be described by a wide range of parameters, like ready
times, due dates, relative urgency factors, precedence constraints and many
more. Different criteria can be applied to measure the quality of a schedule.
Scheduling theory is widely applicable to solve real life discrete optimiza-
tion problems. The purpose of this paper is to present another application
of particular scheduling problems to the „Simulation of Crisis Management
Activities” (in brief SICMA) EU project, whose objective is to improve health
service crisis managers decision-making capabilities through an integrated
suite of modelling and analysis tools providing insights into the collective
behavior of the whole organization in response to crisis scenarios
1E-mail: michal.tanas@amu.edu.pl
2Applied Computer Science Division, Physics Faculty, Adam Mickiewicz University, Pozna´L„,
Poland
3ITTI sp. z.o.o., Pozna´L„ Poland
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2 Description of the SICMA project
SICMA is EU FW7 Security Research Call 1 programme, whose point of in-
terest is how to restore security and safety after a crisis. The term „crisis”
denotes any unexpected and harmful event from the level of serious local
accident (e.g. a car crash involving a truck carrying dangerous chemicals) to
the level of state wide disaster (e.g. a large scale leak in a chemical factory,
like Bhopal disaster in 1984). In order to enhance the efficiency of command
and control by intelligent decision support systems, the task of the SICMA
project is to develop appropriate novel approaches to computer assisted deci-
sion making. Applications should be robust and facilitate the cooperation of
operational units across organizational boundaries. Two main research goals
of the project are as follows:
1. The first challenge is to ensure that governments, first responders and
societies are better prepared prior to unpredictable catastrophic inci-
dents using new, innovative and affordable solutions.
2. The second challenge is to improve the tools, infrastructures, proce-
dures and organizational frameworks to respond and recover more effi-
ciently and effectively both during, and after, an incident.
Decision-making support will be provided through an integrated suite of
modelling and analysis tools. Key research aspects are:
• „bottom-up” modelling approach
• build independent model components and then combine them
• unpredictable factors modelling
• human behavior, mass behavior
• procedure support
• provide the user with the correct procedures to solve the problem
• computation of the “distribution” of the effectiveness of a certain “de-
cision” rather than the effectiveness of that
• solution deterministically dependant on the preconceived scenario The
combined effects of the above points will allow to document both the
unexpected bad and good things in the organization(s) thus leading to
better responses, fewer unintended consequences and greater consen-
sus on important decisions.
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3 Structure of crisis management services
In general the response to the crisis is the result of the activities of:
• different services (e.g. police, medical care, rescue forces, fire fighting,
etc)
• interacting vertically (i.e. with components of the same organization)
and horizontally (i.e. with components of other organizations)
• in a complex environment
4 Example crisis scenario
In context of the SICMA project many different crisis scenarios are consid-
ered. One of them is a scenario of industry accident or terrorist attack which
results in a conventional explosion which releases a chemical agent and cre-
ates a large toxic cloud of chemicals inside a massively urbanized area. In this
scenario the whole area of the crisis should be isolated, all unaffected people
should be evacuated to create a safety buffer zone, and all victims (i.e. peo-
ple injured by a explosion or toxic vapors) must be triaged and delivered to
neighboring hospitals as fast as possible. The key problems in this scenario
are:
• The largest hospitals are capable to take only 7 seriously injured pa-
tients per hour without risking of deteriorating quality of treatment.
This ratio is surprisingly low.
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• Victims must be delivered to hospitals by a transport system (i.e. ambu-
lances) through very dynamic an unpredictable environment (i.e. un-
predictable movement of chemical cloud, traffic jams, unpredictable
crowd behavior, fires, building collapses, etc.)
• Each hospital has its own „menu” of treatments which it can perform.
There are basic procedures which can be performed by any hospital,
but there are some highly sophisticated medical procedures (i.e. decon-
tamination of victims of not commonly used chemical agents) which
can be performed only by a few hospitals in a state.
• First aid on site of disaster is performed by temporary hospitals called
CCS (Casualty Clearing Stations) which similar to hospitals have very
limited capacity.
5 Modelling SICMA as FMS
Considering all the facts above it is obvious that scheduling theory can be
applied to reach the goals stated by EU. In particular in the example scenario
presented above there are clear transformation from real-live crisis manage-
ment problem into a scheduling problem, as follows:
• Hospitals and CCS’es can be modeled as subsystems containing several
parallel processors.
• The number of such processors are equal to the number of casualties
the hospital or CCS can simultaneously take care of.
• The „menu” of treatments a hospital can perform can be modeled by
semispecialized processors, or by unrelated processors if infinite pro-
cessing times are allowed.
• A casualty can be modeled by a task
• An evacuation of a hospitals (i.e. a hospital is on the way of the cloud)
can be modeled by a processors breakdowns
• Triage and search and rescue teams activities can be modeled by a ready
time
• Deteriorating of victims health in time can be modeled by due-dates
• Deaths caused by too late help can be also modelled by due-dates (this
time with considerably higher penalty for late tasks)
DEPARTMENT OF INFORMATICS 30
ICOLE 2009, LESSACH, AUSTRIA
• Ambulance service can be modeled by a transport system. Transport
time is variable, there are various amount of different transport vehi-
cles (e.g. ambulances, helicopters)
• Tasks are independent. Treatment of a casualty does not depend in any
way on treatment of another casualty.
• Processing times are equal and tasks are identical. The project does
not distinguish details like duration of particular medical procedures.
Moreover, a casualty which was properly inserted into a hospital is no
more object of interest of the SICMA (it is assumed that a hospital knows
what to do). However the unability of a hospital to perform medical
procedure suitable for a particual casualty may be modelled by the in-
finity processing time, so the processing times are either 1 or∞
So, a real-life problem considered in the SICMA can be transformed a prob-
lem similar to two stage FMS problem, with ready times, transport, and with
an unusual property that processors in machine center are unrelated not par-
allel and transport delays are variables
F2|pij = {1,∞}, rj , k1, k2, ti = {T1 = f1(t), . . . , Tk2 = fk2(t)}|U
Note, that in spite of the existence of „exclusion lists” which for each pro-
cessor define set of tasks which cannot be processed on this particular pro-
cessor, and so processors are not fully identical, the problem cannot be con-
sidered as job shop, because of the following key facts:
• Each job contains exactly one operation.
• There are several machines which can process a particular job.
6 Complexity of SICMA
The complexity of the SICMA problem is NP-hard, because SICMA is a gen-
eralization of F2|pij = 1, ti|Cmax problem which was proven to be NP-hard
by Wenci Yu in 1996 [2].
7 Relaxation of SICMA
Let us take some arbitrary assumptions which simpifies the original SICMA
problem:
• Assumption that no traffic conditions are considered removes variabil-
ity of transport times
F2|pij = {1,∞}, rj , k1, k2, ti = {T1, . . . , Tk2}|U
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• Assumption that all hospitals and CCS are identical reduces the prob-
lem to a standard FMS problem with parallel processors in machine
centers.
F2|pij = 1, rj , k1, k2, ti = {T1, . . . , Tk2}|U
• Assumption that all casualties are already found and triages removes
ready times from the problem.
F2|pij = 1, k1, k2, ti = {T1, . . . , Tk2}|U
Let us denote such simplified SICMA problem, where there are k1 CCS and
k2 hospitals as SICMA− k1, k2. The complexity of SICMA− k1, k2 problem
is still open.
8 Conclusion
Among many others practical applications, scheduling theory may be suc-
cessfully used in health care decision support systems and in modeling crisis
management activities, ambulance service in real urbanized areas environ-
ment. More over the SICMA EUs project creates several new detailed prob-
lems in domain of scheduling theory, which needs to be solved.
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Variable sized bin packing problem
Piotr Gawron1,2, Rafal Walkowiak2
1 Introduction
The issue of Variable Sized Bin Packing Problem is very common in different
fields of research. It can be transformed to many other well-known prob-
lems, for example:
• truck loading problem (selection of trucks for a given load)
• parallel processing scheduling (cost optimization by selecting parallel
machines capable to solve the set of problems)
The problem belongs to NP-hard class, so there are many heuristic ap-
proaches proposed for solving it (see [2]). The authors proposed an exact
method, which can be applied for small instances. Moreover the way of im-
provement for bigger instances was shown.
2 Problem Formulation
The issue is an extended version of bin packing problem which is widely con-
sidered by many authors (see [3]). Briefly, it can be defined as follows:
• there is a set of items, each one with a certein weight
• there is a set of bins, each one with a given positive capacity and a cost
• the goal is to pack all the items in the bins and minimizing the total
cost associated with the chosen bins
The formal definition of the problem under discussion is an Integer Pro-
gramming definition:
1E-mail: piotr.gawron@cs.put.poznan.pl
2Institute of Computing Science, Poznan University of Technology, Poznan, Poland
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• data:
n− number of items, maximum number of containers
sj − size of item j
K − number of types of containers
Lk −max. size of container which has lower cost than container k
Uk − size of container k
ck − cost of container k filled with items
• decision variables:
xij −
{
1 if the item j is assigned to container i
0 otherwise
yik −
{
1 if the container i is of type k
0 otherwise
• objective function:
min
n∑
i=1
K∑
k=1
yikck
• constraints:∑n
i=1 xij = 1 j = 1 . . . n every item j is assigned to
a single container∑n
j=1 xijcj ≤
∑K
k=1 yikUk i = 1 . . . n every container i filled with
items gets suitable size∑K
k=1 yik ≤ 1 i = 1 . . . n at most one size is assigned to
every container i
xij , yij ∈ {0, 1}
3 Method
To solve this problem we propose an exact solution which is based on dy-
namic programming. In our model we memorize the best solution for every
subset of input items. In Table 3 the output of the computation is shown for
very small example input (4 items). As we can see, the memory complexity
of our algorithm is exponential: O(n2). This means that for 30 elements, we
need gigabytes of memory, but for forty elements, the memory is counted in
terabytes. However, its worth to notice that not all of the memory cells are
used to compute the final solution. In considered example cell containing
information about subset consisted only from item 1 is worthless, because
used bin have enough place to put there item 4 and this place is wasted in
such situation. In fact around 99% of cells contains such unimportant in-
formation. Another possibility to reduce memory usage is to divide problem
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into two subproblems and as a solution give assembly of solutions to these
subproblems. Time complexity of our algorithm is O(n4). However it is hard
to find a case which compute so slow.
To solve the above problem, an exact algorithm based on dynamic pro-
gramming was proposed. In the algorithm the best solution for every subset
of input items was stored. The output of the computation for very small in-
put was shown in Table 3. The memory complexity of the algorithm is ex-
ponential: O(2n). This means that for 30 elements, gigabytes of memory is
needed, but for 40 elements the memory is counted in terabytes. However,
it is important to stress the fact that not all of the memory cells are used in
computing the final solution. In the considered example, cell containing in-
formation about subset consisting only of item 1 is worthless. The used bin
has enough space to put there item 4 and this space is wasted in this situa-
tion. In fact, around 99% of cells contain such unimportant information.
Another possibility to reduce memory usage is to divide the problem into
two subproblems. As a result, assembly of the solutions was taken into ac-
count. Time complexity of the algorithm isO(4n). However, it is hard to find
a case which is computed by the algorithm so slowly.
The proposed solution of variable sized bin packing problem is still being
developed. The main obstacle is memory limit. The authors are currently
trying to reduce the execution time by cuting off some useless computations.
Item number Size
1 1
2 2
3 5
4 6
Table 1: Input items of the example.
Bin size Cost
3 4,5
7 7,0
Table 2: Types of bins of the example.
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Item 1 Item 2 Item 3 Item 4 Min cost Assignment
0 0 0 0 0 -
1 0 0 0 7 (1)
1 0 0 1 7 (1,6)
1 0 1 0 7 (1,5)
1 0 1 1 11,5 (1,5)(6)
1 1 0 0 4,5 (1,2)
1 1 0 1 11,5 (1,2)(6)
1 1 1 0 11,5 (1,2)(5)
1 1 1 1 14 (1,6)(2,5)
Table 3: Output of computation from example input (1 in first 4 columns
means that appropriate item is used).
[2] M. Haouari, M. Serairi Heuristics for the variable sized bin-packing problem.
2009.
[3] C. C. Lee, D. T. Lee A simple on-line bin-packing algorithm. 1985.
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A computational tool for identifying
putative cis-regulatory modules
Klaus Ecker1,2
1 Introduction
It is widely accepted knowledge that the expression of a gene is controlled by
“regulatory switches” that are realized by certain proteins called transcrip-
tion factors which are able to bind on short length DNA sections. Bind-
ing sites for gene expression are mostly located upstream in non-coding ge-
nomic areas, often close to the transcription start site. Identifying binding
sites is an important step in the study of gene regulation mechanisms. As
experiments are time consuming and expensive, applying computational
search methods was appealing and led to the development of over 100 com-
putational tools for discovering binding sites. Among the methods realized
in these tools, essentially two different principles can be distinguished. The
larger group applies stochastic analysis methods to reveal words (motifs) of
putative biological interest. These methods are based on the hypothesis that
words having unusual structure or being over- or underrepresented from a
statistical point of view should have biological meaning. Typical methods
search maximally expected words (as has been done, for example, in MEME [1,
2]), words with maximum likelihood ([3]), or implement a Gibbs sampling
strategy ([4, 5]). The other class of motif discovery intends to identify mo-
tifs by comparing sequences that were expected to share common motifs.
These methods perform a search for common similar words in two or more
sequences, where similarity of words is defined by means of Hamming or edit
distance. Examples of tools using Hamming distance are YMF [6], WEEDER
[7], and SiteSeeker [8].
It is well known (viz. e.g. [9]) that motifs are usually members of a com-
1E-mail: ecker@ohio.edu
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plex network for regulating the expression of genes. Over a cascade of sev-
eral steps, regulatory genes synthesize transcription factors that control the
expression intensity of other regulatory elements or target genes.
One important objective in the attempt to understand mechanisms of
gene regulation is the elucidation of the network structure. A cis-regulatory
module (CRM) is understood as part of the genome that comprises a set of
short length binding sites of a regulatory network. Identifying the transcrip-
tion factor binding sites of a network, i.e., analyzing the structure of a mod-
ule will obviously be the preliminary step of a detailed network analysis [10].
Experimental investigation revealed that functional regulatory elements are
often organized in relatively dense clusters, covering a stretch of a few hun-
dred bases [11, 12, 13, 14, 15, 16, 17]. These cis-regulatory modules are usually
found closely located to the basal transcription apparatus of the target gene,
but may also be as far as several kilo-bases away [18].
As compared to motif discovery, the problem of computationally identify-
ing CRMs is much more difficult – of course mainly because they are combi-
nations of binding sites. Further difficulties arise from the observation that
CRM components appear to be rather short (≥ 6 base pairs) and often degen-
erated [19].
On the other hand, gene regulatory systems turn out to be quite stable
during evolution, as compared to relatively frequent replication processes
of genes and mutations of the coding sequences [9, 12]. This conservation
property of regulatory code can advantageously be used by computational
methods for identifying cis-regulatory modules of potentially co-regulated
genes.
Two fundamentally different approaches can be distinguished:
(a) Searching single sequences for clusters of motifs. Probabilistic criteria for
motif selection, such as the log likelihood ratio or the information content [3,
20, 21, 22, 23] allow discriminating motifs from the background distribu-
tion. Early solutions for the CRM discovery problem followed the concept
that motifs in a module may already be known. Accordingly these meth-
ods start from known motifs (MSCAN [14], ModuleSearcher [18], Cluster-
Buster [19], Cister [20], CREME [26], Stubb [27], Composite Module Ana-
lyst [28]), or from putative motifs found with the aid of motif discovery tools
(PFRSearcher [12], Gibbs Module Finder [16], Cis-Module [29], Target Explorer
[30], EMCModule [31], CSam [32]). Significant improved prediction success
was gained by a holistic view that centered on clusters of binding sites in-
stead of isolated motifs, see [32] for an overview. Following this approach, a
cis-regulatory module is modeled as a window in a non-coding DNA region
which has a high density of binding sites. In addition, the structure of and
the relationship between the binding sites of a module should be captured
as precisely as possible. Structural conditions may regard, for example, the
stretch of a cluster and the number of binding sites [13, 16, 27, 32, 33], the
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lengths and overrepresentation of binding sites [17, 32, 34, 35], the distances
between sites, and the density of binding sites.
(b) Identifying clusters by comparing two or more promoter sequences from gene
batteries or from phylogenetically related genomes. This approach is guided
by the hypothesis that genes being expressed under similar conditions should
be controlled by similar regulatory networks, and hence should share simi-
lar cis-regulatory modules. This leads to the question of how to measure the
similarity of modules. Sequence alignment methods like BLAST detect sim-
ilar structures in biological sequences. However, sequences even with com-
mon modules can still have a rather weak similarity, as the matching sites are
short, may be degenerated, and do not necessarily appear in the same order.
An accurate definition should capture information about the binding sites
themselves, such as their similarity, the distances between matching pairs of
sites, their order in the modules, etc.
2 The CRMODULE tool
Following the comparison paradigm (b), we developed a tool for computa-
tionally identifying common modules in pairs of sequences. The method
uses a number of parameters, (i) for defining modules, and (ii) for compar-
ing two modules. A module is generally defined as a cluster of binding sites.
Parameter class (i) defines restrictions such as upper bounds for the span (or
module stretch), minimum and maximum distances between binding sites
(gap lengths), maximum allowed overlaps of binding sites, and density of
binding sites in the cluster. Parameters (ii) restrict the differences of param-
eters values, such as span difference, the gap variation between matching
pairs of sites, and the degree of order conservation.
This concept has been implemented in the tool CRMODULES1 [36]. It is
motivated by the idea that the user should be allowed to define restrictions
for the similarity attributes in accordance with practical experience. In other
words, the definition of “module similarity” lies completely in the hands of
the user. CRMODULES hence returns only those common modules that fol-
low the given user-defined restrictions.
CRMODULES implements the following algorithm.
Input: Two DNA sequences S0 and S1 that are suspected
to have common regulatory regions.
Set of restriction parameters:
minimum length of binding sites (lmin),
maximum allowed Hamming distance between matching words,
1CRMODULES can be accessed at http://siteseeker.msseeker.org/
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the module definition parameters
maximum module span (spanmax)
lower and upper bounds for the gaps between neighboring sites
minimum density of sites,
and the module similarity parameters
maximum difference of modules spans,
variation of gap lengths of pairs of matching words.
percentage of order conservation of matching words,
Output:Set of modules satisfying the module conditions
The algorithm is organized as follows (viz. Fig. 4).
Phase 1: In S0 and S1, find all pairs of common binding sites of lengths
≥ lmin .
Phase 2: A sliding window of length spanmax scans the list of matching
pairs, and prints the modules satisfying the given module conditions.
Figure 4: Flow diagram of CRMODULES
Time complexity analysis: Phase 1 finds all similar pairs (w1, w2) of length
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lmin , w1 ∈ S1 , w2 ∈ S2 . The needed time is O(|S1| · |S2|), where |Si| denotes
the length of sequence Si . Suppose the list has kword pairs, where obviously
k is upper bounded by |S1| · |S2| . By sliding through the list of word pairs,
phase 2 finds all clusters of words that fit in the frame of size spanmax which
takes O(k) time. Each cluster is checked against the modules conditions. For
each cluster, the algorithm has to go through all the word pairs whose num-
ber n is upper bounded by spanmax . Only checking the order condition is
of exponential time complexity O(2n) . All other conditions take O(n) time.
So, in total, the algorithm takesO(|S1| · |S2|+ n2n) steps, where n is an upper
bound for the number of words in a module.
In practice it turns out that the exponential part consumes insignificant
time because modules are usually very small. The experience with CRMOD-
ULES shows that, for sequences of lengths 1000, maximum span = 60 and
word length 6, the first phase takes approx. 10 times longer than the second
phase.
3 Experimental studies
Of particular interest is searching for identical modules with non-overlapping
binding sites in two sequences. We performed extensive investigation on
genes encoding proteins of the Arabidopsis thaliana f-box family. The f-box
protein family is known to play a crucial role in protein-protein interaction
[37]. Because of space limitation we show the outcome for only one pair, i.e.,
the sequences At2g07140 and At3g44120 with respective promoter lengths
1157 and 1417. The search conditions were as follows: “Find all modules with
at least four exactly matching binding sites, each of length at least 8 base
pairs, and the same gap lengths between each pair of matching sites.” The
output shows the three modules (in fact they can be combined to a single
module of 6 sites):
At2g07140.1: TAAGATGTTGTATTGTCAGATGTTTCAA ... TGCTCAGTATT ... TTCCTTGC ... TTAAACACA
Positions: -613 -584 -572 -563
At3g44120.1: TAAGATGTTGTATTGTCAGATGTTTCAA ... TGCTCAGTATT ... TTCCTTGC ... TTAAACACA
Positions: -1161 -1132 -1120 -1111
At2g07140.1: TGCTCAGTATT ... TTCCTTGC ... TTAAACACA ... AAAGTTTATGATCAAA
Positions: -584 -572 -563 -547
At3g44120.1: TGCTCAGTATT ... TTCCTTGC ... TTAAACACA ... AAAGTTTATGATCAAA
Positions: -1132 -1120 -1111 -1095
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At2g07140.1: TTCCTTGC ... TTAAACACA ... AAAGTTTATGATCAAA ... CTCTTCTTGTAGAG
Positions: -572 -563 -547 -530
At3g44120.1: TTCCTTGC ... TTAAACACA ... AAAGTTTATGATCAAA ... CTCTTCTTGTAGAG
Positions: -1120 -1111 -1095 -1078
The result is quite unusual because of the length of words and the identical
gap lengths for each matching pair of sites. From this one may conclude that
the found module plays indeed an important role in the regulation of the
two genes. The unusual character was further verified by a random analysis
where, following the same module restrictions, 1000 samples (each sample
is a pair of randomly generated sequences) were analyzed for common mod-
ules. It turned out that probability of common modules with two sites is
only 0.0030; no common module with 3 or more sites were found.
4 Summary
We motivated and described a computational method for the de novo dis-
covery of modules common in two DNA sequences. This method reveals
modules solely by a comparison paradigm, and performs the search inde-
pendently of information about known motifs. A number of simple param-
eters are available for which tolerance bounds can be specified. This offers
the user a high degree of flexibility to define what should be understood by
module similarity in a particular practical situation. A prototype tool CR-
MODULES implementing the proposed features is described and an applica-
tion on real data discussed.
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Protein structure modelling – case study
Maciej Milostan 1,2, Joanna Sarzynska 3, Agnieszka Mickiewicz
3, Maciej Antczak 2, Piotr Lukasiak 2,3, Jacek Blazewicz 2,3
1 Introduction
Proteins are one of the most important building blocks of life, they catalyze
the necessary reactions in the cells to sustain life and improve metabolism.
They are very complicated molecules, which in many cases fulfill exquisitely
specific task. We are witnesses of fast improvement of the techniques for
identification of protein sequences. Thus the number of such sequences
gathered in databases (e.g. PDB) increased tremendously but only for the
fraction of them the three dimensional structure is known.
In our current research we are interested in solving the structure of dicer
like proteins in Arabidopsis Thaliana in order to better understand processes
observed during wet-lab experiments. Dicer like proteins are very important
for the process of micro-RNA creation. At the moment there is only one
structure of dicer, from Giardia Intestinalis, determined experimentally via
crystallography [1]. This fact makes the secrets of dicer like proteins harder to
reveal by means of comparative modelling. However we managed to provide
several interesting models and we would like to share here our experience.
1E-mail: maciej.milostan@cs.put.poznan.pl
2Institute of Computing Science, Poznan University of Technology, Poznan, Poland
3Institute of Bioorganic Chemistry, Polish Academy of Sciences, Poznan, Poland
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2 Problem Formulation
Dicer in Giardia Intestinalis [1] cuts 25bp long fragments of RNA. In Ara-
bidopsis Thaliana there are four dicer like proteins (DCL) that cuts 21 and
24bp long structures. The main goal is to determinate differences between
them based on models, however here we focus only on selected aspects of
protein structure models construction.
The input for the problem is structure of known dicer, sequences of dicer
like proteins from Arabidopsis Thaliana and other organisms, databases of
domains, set of templates for each well known domain. The structure of
dicer is shown in Figure 5.
The output is structure of each DCL like protein from Arabidopsis. An ex-
ample of such a structure is shown on Figure 6.
Figure 5: Structure of Dicer from Giardia Intestinalis.
3 Method
Methodology that we used is based on homology modelling paradigm. Thus
we can distinguish following steps in our procedure:
• Identification of conserved domains using CDD-Search [7].
• Identification of template structures for identified domains by psi-blast
[3] and literature studies.
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Figure 6: Structure of Dicer Like (DCL) Protein from Arabidopsis.
• Preparation of multiple sequence alignments for all DCLs, for each do-
main separately, and their template structures using ClustalW [4]. Ad-
ditionally, all templates for each domain has been aligned using stamp
algorithm from VMD tool.
• Manual concatenation of domain based alignments.
• Adjustment of the multiple sequence alignments using expert knowl-
edge about conserved regions and binding sites.
• Detection of missing sequence fragments in crystallized structure of
the template and incorporation of this information into alignments.
• Improvement of the alignment using secondary structures prediction
obtained from JPred3 server [6].
• Generation of tertiary structures using Modeller [2] from Sali’s Lab1.
• Docking RNA using Haddock [5].
4 Results
Based on protocol mentioned above we have generated several models of the
Dicer Like protein fragment and run preliminary docking experiments. As
1http://www.salilab.org/modeller/about_modeller.html
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a result we have obtained interesting structure of protein-RNA complex. At
the moment we are investigating properties of our models trying to under-
stand were lies the crucial differences in DCLs. One of our results has been
illustrated in the Figure 7.
Figure 7: Preliminary result of RNA docking to modelled structure of dicer
like protein
5 Conclusion
In conclusion, we can speak that our methodology of modelling proven to
be correct and we have accomplished a first basic step toward better under-
standing of the way how dicer like proteins function in plants. The work is
still in progress and we believe that further work will be successful
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1 Introduction
Graphs are mathematical structures widely used to represent relations be-
tween different objects. In computer science they are often found as da-
tum points in the design of algorithms solving problems of various types.
Thus, defining a good graph model is often a very important aspect of deal-
ing with a novel question. It allows for a theoretical analysis of the problem,
including its computational complexity, differentiation between the ideal
and real version, defining exceptions, introducing new methods to solve the
problem. Many bioinformatic applications rely on graph models. Especially
structural bioinformatics provides a vast range of issues which can be mod-
elled via graph theory. Studying the problems of structure determination,
prediction or comparison has already resulted in a creation of new graph
models to represent experimental data and structures, e.g. protein graphs
[7], DNA graphs [2], RNA graphs [4], NMR graphs [5], etc. These models have
a great influence on further computational processes. It is also clear that
1E-mail: marta.szachniuk@cs.put.poznan.pl
2Institute of Bioorganic Chemistry, Polish Academy of Sciences, Poznan, Poland
3Institute of Computing Science, Poznan University of Technology, Poznan, Poland
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topology of the graphs depends on the features of the associated data, like
molecule shape or interacions found between the atoms.
In this paper we discuss the ideas concerning a process of a determination
of RNA structures on the basis of NMR spectroscopy. Nuclear Magnetic Res-
onance gives a unique opportunity to study molecules in solution which is
similar to their natural environment. The experiments provide the informa-
tion about the molecule in action and result in obtaining a family of con-
formers. The determination of these structures is a multi-stage process start-
ing from an experimental part, in which multidimensional correlation spec-
tra are acquired. The quality and quantity of these spectra strongly influence
the next, computational part, where the following steps are accomplished:
processing, peak-picking, assignment, restraints determination, structure gen-
eration and refinement [1]. The procedure of assigning the observed signals
to the corresponding protons and other nuclei is a bottleneck of the struc-
ture elucidation process. For non-labeled small proteins, as well as short
DNA and RNA duplexes, the assignment of NMR signals is usually based on
the analysis of two dimensional spectra like NOESY, TOCSY and COSY. For
more complex structures it is necessary to use 3D and 4D spectra. Here, we
model the sequential assignment problem in 2- and 3-dimensional space of
correlation signals observed for RNA molecules.
2 Method
The results of NMR experiment performed for the molecule are given in the
spectral form. Each interaction occurring between two atoms during the ex-
periment is represented as a cross-peak in the NMR spectrum. The cross-peak
is characterized by the coordinates of its centre, widths in all the dimen-
sions and a volume of the interaction. Each coordinate of the cross-peak
centre defines a position (chemical shift) of one atom participating in the
corresponding interaction. The above mentioned features of the cross-peaks
and thus, of the signals are known from the experiment. However, no in-
formation is provided about the atoms which generated each signal. Thus,
a necessary first step is to map the spectral data to atoms in the molecule se-
quence and determine the resonance assignment. In case of an analysis of
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short RNA sequences, assignment procedure starts from a reconstruction of
a transfer pathway, called NOE pathway, in the 2D NOESY spectrum. The
NOE pathway is known to connect cross-peaks for H8-H1’ and H6-H1’ inter-
actions, which are located in the aromatic/anomeric region of the spectrum.
The pathway crosses peaks for intra- and internucleotide signals alternately
and its length is obviously related to the number of H1’, H6 and H8 atoms
in the molecule structure. In [1] we have proposed the first theoretical graph
model of the assignment problem in the NOESY spectrum recorded for RNA
duplex structures. Following the definition given in [1], the NOESY graph is
an undirected graph situated on a plane. Each of its vertices represents one
cross-peak from a corresponding NOESY spectrum, thus, a number of ver-
tices equals the number of cross-peaks in the selected region of the spectrum.
Vertices are weighted due to their correlation to intra- (weight 1) or internu-
cleotide (weight 0) signals. An edge in the NOESY graph is added between ev-
ery two collinear vertices having different weights. Thus, the NOESY graph
contains only horizontal and vertical edges. Having such a graph model, we
have defined the NOE pathway in the graph [1]. It alternately passes through
vertices with different weights, starting from a vertex with weight 1, and
changes the direction (horizontal / vertical) at each vertex. Moreover, the
path does not contain collinear edges and satisfies the conditions of a Hamil-
tonian path. Thus, the problem of finding the NOE path in the NOESY graph
is equivalent to a version of a Hamiltonian path problem, which we have
named Manhattan Hamiltonian path. Figure 8 shows a fragment of an exam-
ple NOESY spectrum and the corresponding NOESY graph.
Figure 8: NOESY spectrum (a) and the corresponding NOESY graph (b)
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Let us observe that the set of vertices of the NOESY graph is divided into
two separate subsets: subset of vertices with weight 1 and subset of vertices
with weight 0. By the definition, there are no edges that connect the vertices
from the same subset. Thus, the NOESY graph is indeed a bigraph and the
NOE pathway is a Hamiltonian path in a NOESY bigraph. Such an interpre-
tation simplifies the problem if we analyse the spectrum which contains a lot
of overlapping cross-peaks. Then, it is hardly possible to construct a path-
way which does not contain collinear edges and thus, this condition from
the NOE path definition can be ignored. However, it is important to remem-
ber that the edges of bigraph represent horizontal or vertical conections be-
tween the cross-peaks and the path crosses them alternately. Thus, the infor-
mation about edge direction must be saved in the graph structure. Labelling
or coloring of the edges allows to store this information. Summing up, we
can provide the following definition of the NOESY bigraph: let G=(V,E) be
2-edge-colored bigraph representing 2D NOESY spectrum of RNA molecule.
V is a set of vertices divided into two separate subsets, Va and Vb, where Va
contains vertices representing intranucleotide correlation signals, Vb con-
tains vertices representing internucleotide correlation signals. A number of
vertices in V equals a number of cross-peaks in the corresponding NOESY
spectrum. E is a set of edges, where every edge connects a vertex from sub-
set Va with a vertex from subset Vb. Every edge is colored depending on the
direction of a corresponding connectivity in the spectrum: green edge cor-
responds to a vertical connectivity, while a black edge corresponds to a hor-
izontal connectivity. Having the above formulation we can define the NOE
pathway in the following manner. Let us consider the Hamiltonian pathway
in the NOESY bigraph. We will call it the NOE pathway if the following con-
ditions are satisfied: the pathway alternately goes through the vertices from
subsets Va and Vb, passing by turns through green and black edges. Figure 9
shows an example of NOESY bipartite graph (a) representing 2D spectrum
from Figure 8.
A collection of NMR experiments performed for different RNA molecules
have shown that in the real case the differentiation between intra- and inter-
nucleotide correlation signals is hard. Thus, it is almost impossible to create
two separate subsets of vertices while modelling the problem according to
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Figure 9: NOESY bipartite graph (a) and line bigraph (b)
the rules defining NOESY graph or NOESY bipartite graph. This inspired us
to look for yet another representation which does not base on the separa-
tion of inter- and intranucleotide signals. The third graph model has been
designed as a NOESY line bigraph G=(V,E). Vertices from set V represent the
atoms which generate the observed NMR signals, thus, every vertex reflects
possible connectivities that can be drawn between collinear cross-peaks for
a given value of chemical shift. Since the connectivities are either vertical or
horizontal, the set V is divided into two subsets, Vv and Vh, where Vv rep-
resents all the vertical connectivities in the corresponding 2D NOESY spec-
trum and Vh represents all the horizontal connectivities. Every edge from
set E represents one cross-peak from the spectrum. The NOE pathway in the
line bipartite graph passes alternately through the vertices from subset Vv
and Vb, thus, satisfying the condition of perpendicular transitions between
the cross-peaks in the corresponding NMR spectrum. An example line bi-
graph has been presented in Figure 9b. Numbers given for each vertex in-
form about all the collinear cross-peaks that belong to the connectivity rep-
resented by the vertex.
All of the presented models have been used to solve the sequential assign-
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ment problem in 2D NMR spectra of short RNA molecules. However, 2D
spectra are not sufficient to determine more complex structures. Nowadays,
we can observe a big advance in the size of studied molecules. Obviously, the
number of correlation signals recorded during NMR experiment grows with
the molecule size, what results in obtaining a huge percent of overlapping
cross-peaks. Their high density disrupts or even disables resonance signal
identification on the basis of two dimensional experiments. A step towards
three dimensions is the most evident solution to this problem. Let us then
focus on a novel approach to an analysis of 3D spectra of more complex RNA
molecules. From among many different 3D NMR experiments, three are
used for sequential assignment: HCP, HSQC-NOESY, and NOESY-NOESY [6].
Each of these types serves an analysis of other correlation signals. However,
the procedure of assignment is common for all. It starts from the identifica-
tion of the sequence-specific connectivity pathway representing magnetiza-
tion transfer between the selected nuclei of the analyzed molecule. A single
connection in the pathway links either two cross-peaks having one common
coordinate or two cross-peaks having two common coordinates, depending
on a type of interactions analysed (homo- or heteronuclear). To formulate
the problem in 3D let us denote by dFi(a,b) the direction of an edge between
cross-peaks a, and b, having different coordinates in Fi dimension, and de-
note by dFiFj(a,b) the direction of an edge between cross-peaks a, and b,
which differ in dimensions Fi and Fj. Now, we can define a 3D spectral graph,
representing an assignment problem in 3D NMR spectrum. Let G=(V,E) be
an undirected graph satisfying the following conditions: every vertex from
set V represents one cross-peak from 3D NMR spectrum (a number of ver-
tices equals a number of cross-peaks), every edge from set E is assigned a label
l(e(m,n))=0,1,2,3,4,5, where l(e(m,n)=0 if dF1(m,n), l(e(m,n)=1 if dF2(m,n),
l(e(m,n)=2 if dF3(m,n), l(e(m,n)=3 if dF2F3(m,n), l(e(m,n)=4 if dF2F1(m,n),
l(e(m,n)=5 if dF3F1(m,n), a number of edges in graph G equals all possible
connections that can be drafted in the spectrum. Now we can formulate
an assignment pathway in the 3D spectral graph. The pathway is a sequence
of noncollinear edges in which every vertex and every edge occurs at most
once. It is constructed according to one of the following principles: if we
consider homonuclear interactions we construct a pathway from the edges
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labelled 0,1,2 so that l(j)<>l (j+1) and l(j)<>l(j+2); if we consider heteronu-
clear interactions edges in the pathway follow the rule (l(j) mod 3)=(l(j+1)
mod 3). Let us notice that according to the above definitions we obtain 6-
edge-colored graph representing a 3D NMR spectrum. In this graph we re-
construct either 2- or 3-colored pathway which reflects magnetization trans-
fer between molecule atoms. Figure 10 presents an example of 3D NMR spec-
trum projected on a plane XY and the corresponding spectral graph.
Figure 10: 3D spectrum projected on XY plane (a) and the corresponding
graph (b)
3 Conclusion
In this paper, we have presented graphs used to model the problem of se-
quential resonance assignment in NMR spectra recorded for RNA molecules.
On the basis of the first model, proposed for the ideal case in 2D, we have
proved strong NP-hardness of the problem of the NOE path reconstruction
in the NOESY graph [1]. All of the models have been used by the algorithms
for automatic reconstruction of transfer pathways in 2D NMR spectra [3]. We
have also described the graph theoretical model for the assignment problem
in three dimensional space [6]. The model has been used by the enumera-
DEPARTMENT OF INFORMATICS 58
ICOLE 2009, LESSACH, AUSTRIA
tive algorithm processing 3D NMR spectra and is being tested on the set of
experimental data.
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ProDomAn - Protein Domains Analysis
platform
Piotr Lukasiak2,3, Maciej Antczak2, Arkadiusz Hoffa2,
Wojciech Biniecki4, Michal Wojciechowski1,4
1 Introduction
Understanding the nature of proteins, especially knowledge about their par-
ticular functions as well as about their domains, requires crystallization of
proteins. This process is very time-consuming because the current state of art
of protein knowledge delivers almost no information how to crystallize new
protein, and usually such process needs to be repeated many times before
finding proper combination of parameters of crystallization environment.
2 ProDomAn
ProDomAn is a web-based platform developed to introduce tools for pre-
diction of proteins functions and domain identification. This platform has
been integrated with existing web application called WebMobis. Algorithms
used for bioinformatics computations have been designed and implemented
1E-mail: michal.t.wojciechowski@gmail.com
2Institute of Computing Science, Poznan University of Technology, ul. Piotrowo 2, 60-965
Poznan, Poland
3Institute of Bioorganic Chemistry, Polish Academy of Sciences, ul. Z. Noskowskiego 12/14,
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to simplify the process of proteins structures prediction and analysis.
ProDomAn is composed of two algorithms (DomAn2 used to predict domains
recognition, and BSPred used to predict proteins functions). Both algorithms
have been implemented as separate applications in order to reduce the amount
of queries sent to the WebMobis application’s database and to assure that
computations are independent from the application’s breakdown.
3 DomAn2 algorithm
The DomAn2 is the algorithm designed to predict domain of proteins bound-
aries. To provide this feature the algorithm uses domain’s patterns (as a do-
main’s pattern one can understand a pair of aminoacid’s sequences located
at the beginning and at the end of each segment of considered domain).
All patterns are stored in database designed specially for the DomAn2 al-
gorithm. Patterns are obtained from five domain’s classification databases:
CATH, Conserved Domain Database (NCBI), Dali Domain Dictionary, Pfam
and SCOP. Conserved Domain Database is composed of many sequence align-
ments for old domains and full-length proteins. The Pfam database is a col-
lection of protein domains families. It contains only a collection of multiple
sequence alignments and hidden Markov models covering many protein’s
domains with unknown structure and thus none of them can be found in
Protein Data Bank (PDB). Other databases that have been used contain de-
tailed and comprehensive description of the structural classification, hierar-
chy and evolutionary relationships among all known proteins. All databases
are monthly checked for updates and whenever it is possible new patterns
are added to algorithm’s database. Currently it stores over 74, 500 000 pat-
terns.
The DomAn2 algorithm is composed of three main stages. In the first stage
the algorithm tries to match domain patterns from database to every in-
put protein sequence sent to the ProDomAn platform. For one-segment do-
main case, pattern is considered to be matched successfully only if both sub-
sequences that belongs to pattern have been found in considered protein
and simultaneously the first subsequence of the pattern is followed by the
last subsequence of the same pattern. In discontinuous domain case (when
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the domain is composed of more than one segment) all patterns have to be
marked as matched to the input sequence and they have to follow original
segments order. In next stage, algorithm predicts where domains can be
found in analyzed protein. This stage is composed of domains that ensure
the biggest covering of input sequence. If there is no matched pattern the
sequence is considered as one continuous domain covering the whole pro-
tein sequence.
The DomAn2 algorithm took part in eighth edition of CASP Experiment
Protein: CA13A Protein: SaR32 Protein: SPO1766
a protein of
unknown function
Organism: Organism: Organism:
Homo sapiens Streptococcus Silicibacter
galactiae pomeroyi
Residues: 283 Residues: 128 Residues: 150
Table 1: Domain divisions best predicted by DomAn2 algorithm [1].
(Critical Assessment of Structures Prediction). In this experiment one hun-
dred and twenty one unknown proteins have been released. DomAn2 pre-
dicted domains correctly for 42 proteins (for 3 of them DomAn2 was the best
of all).
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4 BSPred algorithm
The second algorithm implemented for ProDomAn platform was BSPred.
This algorithm provides ability to predict protein’s functions. It predicts
binding sites between ligands and amino acids in protein. Based on ligands
contexts stored in specially dedicated database, algorithm tries to match lig-
ands patterns to the input sequence. The pattern must be matched in the
same way as in the DomAn2 algorithm. If any pattern can not be matched
to the sequence then no binding site can be determined and no function can
be predicted. Every predicted binding site is being adjusted to the proteins
domains. If such adjustment is possible, it is considered that binding site has
a function of matching domain.
5 Conclusion
Currently the ProDomAn platform is available in WebMobis application:
http://www.webmobis.cs.put.poznan.pl
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CompuVac – development and
standardized evaluation of novel genetic
vaccines
Piotr Lukasiak1,2,3, Jacek Blazewicz2,3, David Klatzmann3
Vaccination is the generic term for immunization procedures. Immuniza-
tion is a procedure whereby living or nonliving materials are introduced into
the body in order to stimulate the defence system of the host, directed against
micororganisms, namely the lymphoid tissues, with a view to rendering a
person or animal immune to a disease. This procedure is designed to in-
crease concentrations of antibodies and/or effector T-cells, which are reac-
tive against infection. These antibodies and T-cells recognize foreign pro-
teins (so called antigen or immunogen) from microorganisms. Historically,
vaccination was born in 1796 when Edward Jenner, an English physician
who, during his practice in the countryside, noticed that farmers exposed
to infected materials from cows did not develop smallpox but acquired im-
munity to the disease. Jenner decided to use the material derived from the
bovine (vaccinus) lesions to vaccinate a boy (James Phipps), and showed that
the patient was immune to a subsequent challenge with smallpox. The sci-
entific approach to vaccination came only a century later, when Louis Pas-
teur introduced the concept that infectious diseases were caused by microor-
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ganisms and discovered that they could be attenuated by growing them un-
der adverse conditions. Using this empirical approach he developed the first
live-attenuated bacterial and viral vaccines (chicken cholera bacillus and ra-
bies, respectively). Large-scale vaccination came only following the discov-
ery by Glenny and Hopkins in 1923 and Ramon in 1924 of safe and repro-
ducible ways to inactivate toxins and pathogens by the use of formaldehyde,
and of the stable attenuation of pathogens by serial passage in vitro. These
simple, basic technologies were the only means used for vaccine develop-
ment for most of the 20th century. Later, the progress in recombinant DNA
and conjugation technology in the 1970s and onwards, allowed the develop-
ment of vaccines against those infectious agents that were difficult or impos-
sible to grow in the laboratory. The new generations of vaccines are:
1. Peptide vaccines
2. DNA vaccines
3. Vector vaccinesVirus
• Antigen Delivery Systems
• Bacterial Antigen Delivery Systems
4. Virus Like Particles
Peptide vaccines are developed using epitopes of e.g. a surface protein from a
microorganism as vaccine. These antigenic determinants are recognized by
antibodies and T cells, but are not so immunogenic and need to be used with
an adjuvant. DNA vaccines are developed by insertion of the gene of the
antigen into a plasmid vector. The vaccine is prepared with the naked DNA
plasmid and an adjuvant. Genes are often expressed in skeletal muscle cells
or adipocytes, where they facilitate an immune response. Vector vaccines are
derived from poxvirus, adenovirus, retrovirus, alphavirus and herpes virus.
They are developed by replacement of viral replication genes with the gene
encoding the antigen. After vector entry the antigen is synthesized. Anti-
gens can be processed into peptides, which are presented at the cell surface
by MHC complexes; and this induces as cellular immune response. Antigens
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that are and not processed into peptides can be secreted and induce an anti-
body response. Virus-Like Particles (VLPs) as immunogens - most of the cur-
rently used antiviral vaccines are based on homologous inactivated or atten-
uated viral particles, which suggests that such particles are highly immuno-
genic. This would indicate that presenting an antigen into/onto particles
should be an efficient way of generating an immune response. VLPs consist
of one or more viral coat proteins that assemble into particles and mimic the
overall structure of vaccine particles without the requirement of containing
infectious genetic material. VLPs have been produced for more than 30 dif-
ferent viruses. In addition to the use of VLPs as a direct immunogens substi-
tuting for the specific virus, VLPs can also be used as vehicles for the delivery
of antigens, or antigen epitopes from other microoganisms. CompuVac [1]
is a project financed by the European Commission, which involved 18 part-
ners worldwide. CompuVac’s main objectives are to setup a standardised ap-
proach for the rational development of genetic vaccines and to apply this
methodology to the development of vaccines against the hepatitis C virus.
Recombinant viral vectors and virus-like particles are considered the most
promising vehicles to deliver antigens in prophylactic and therapeutic vac-
cines against infectious diseases. Several potential vaccine designs exist but
their cost-effective development cruelly lacks a standardized evaluation sys-
tem. On these grounds, CompuVac is devoted to (i) rational development
of a novel platform of genetic vaccines and (ii) standardization of vaccine
evaluation. CompuVac assembles a platform of viral vectors and virus-like
particles that are among today’s most promising vaccine candidates:
• The viral / bacterial vector platform comprises vectors derived from ade-
novirus, herpes virus, measle virus, vaccinia virus Ankara (MVA) and
Mycobacterium bovis Bacille Calmette-Guerin (BCG).
• The VLP vector platform comprises VLP derived from murine retro-
virus, polyoma virus, bacteriophage and Hepatitis B Virus. Retroviral-
derived VLPs devoid of any genomes produced by plasmids, or “plas-
moVLP”, and pure polyepitope tags, without any VLP carrier, was also
developed.
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CompuVac recognizes the lack of uniform means for side-by-side qualitative
and quantitative vaccine evaluation and will thus standardize the evalua-
tion of vaccine efficacy and safety by using “gold standard” tools, molecular
and cellular methods in virology and immunology, and algorithms based on
genomic and proteomic information. “Gold standard” algorithms for intel-
ligent interpretation of vaccine efficacy and safety will be built into Com-
puVac’s interactive Genetic Vaccine Decision Support system (GeVaDSs) [2].
As end products, vector platform and “gold standard” tools, methods and
algorithms will be available to the scientific and industrial communities as
a toolbox and interactive database which standardized nature should con-
tribute to cost-effective development of novel vaccines. The large availabil-
ity described above to create different types of novel vaccines creates a need
for standardized evaluation. For this purpose CompuVac has assembled a
platform of viral vectors and VLPs that are among today’s most promising
vaccine candidates. These vaccines are described in more detail on the vec-
tors platform section. These vaccine candidates are evaluated by using stan-
dardized protocols and tools and GeVaDSs is built-up in order to generate (i)
vector classification according to the type of induced immune response and
quality, (ii) vector combination counsel for prime-boost immunizations, and
(iii) vector molecular signature according to genomic analysis. Knowledge
assembled from these studies will be applied to the development of vaccines
against Hepatitis C Virus.
CompuVac mainly focused on:
1. Recombinant defective viral/bacterial vectors
As it was said viral vectors, alone or in combination in prime-boost strate-
gies, are considered to belong to the most promising vehicles to deliver anti-
gens for prophylactic or therapeutic vaccination against infectious diseases.
Reasons are extremely efficient cell transduction in vivo and strong adju-
vant effects provided by viral functions. Although there have been many
studies at the preclinical or clinical level, in which viral vectors have been
used for vaccination, surprisingly, there have been no studies that allow side-
by-side comparison of viral vectors in a systematic and standardized way.
The main objective is to generate different viral vectors expressing LCMV
and VSV model antigens such as to characterize resulting immune responses
67 Technical Report IfI-09-12
CompuVac – development and evaluation of vaccines . . .
against these antigens in standardized animal models. The best vectors or
vector combinations will be used to generate constructs with HCV envelope
as antigen. The vectors developed are derived from the following viruses
and bacteria: adenovirus, herpes virus, measle virus, vaccinia virus Ankara
(MVA) and Mycobacterium bovis Bacille Calmette-Guerin (BCG). In order
to allow side by side comparison of immune responses, the vectors are de-
signed to express the model and therapeutic antigen, respectively, in exactly
the same configuration. It was decided to use the hCMV promoter to con-
trol gene expression. This is a widely used and very strong promoter that is
ubiquitously active in different tissue. It was also decided to use the SV40
polyadenylation signal for transcript termination.
2. Inert Virus-like particles
The absolute benefit of working with a wide variety of inert particle vaccines
is avoiding the necessity of viral vectors and their genes, thereby eliminating
all risks connected with this kind of therapy. Moreover, one additional ad-
vantage when working with non-human inert particle vaccines is that one
avoids possible pre-existing immunity in humans to the vectors. This pre-
existing immunity could otherwise present a problem by neutralizing the
vaccine vector and in this way abrogating the expected immune response.
The main objective is to generate different VLPs expressing LCMV and VSV
model antigens and use them as such to characterize the resulting immune
responses against these antigens in standardized animal models. The best
VLPs or VLPs combinations are used to generate constructs with HCV enve-
lope as antigen. The actual platform of inert particle vaccines consists of VLP
derived from murine retrovirus, polyoma virus, bacteriophage and Hepatitis
B Virus. Retroviral-derived VLPs devoid of any genomes produced by plas-
mids, or “plasmoVLP”, and pure polyepitope tags, without any VLP carrier,
was developed.
3. Standardized immunological evaluation of vaccine efficiency
The main objective is to establish a standardized vaccine test system, which
allows a stringent comparison of vaccination efficacy obtained by different
laboratories at different time-points. For this purpose a toolbox of standard-
ized assays and reagents will be created and provided. It is serving as a pre-
read-out to select efficient vaccines against HCV and will identify immun-
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odominant epitopes as targets for neutralizing antibodies to HCV. The effi-
cacy of different gene expressing vaccines and inert particle vaccines will be
defined in terms of induction of cytotoxic T cell responses and humoral re-
sponses. For monitoring the cellular immune responses one has chosen as
a gold standard antigen a short peptide sequence; gp33-41 from the LCMV
envelope. The main driving reasons for this choice are:
• Cytotoxic T lymphocyte (CTL) immune responses induced by this pep-
tide are very well characterized and can be quantitatively measured
• The T cell receptor (TCR) recognizing this peptide in the H-2b back-
ground has been cloned
• Transgenic mice expressing this TCR have been generated
• Tetramers detecting this TCR have been generated
Excellent infectious models exist that permit to evaluate and correlate the
CTL responses with protection from infectious challenge For monitoring the
humoral responses, one has chosen as a gold standard antigen the envelope
proteins of the Vesicular Stomatitis Virus serotype Indiana (VSV). The main
driving reasons for this choice are:
• Standardized quantitative assays exist to measure the humoral responses
against these proteins
• The tools to assay immune responses to this virus, including neutral-
ization assays with live virus are available
• VSV envelope protein can easily be pseudotyped onto retroviruses, and
thus suitable for developing neutralization assay with defective chimearic
viruses
This vaccine characterization will also involve epitope mapping and microar-
ray expression profiling which reflect the molecular signature of the vaccine.
The core of the research within Compuvac is GeVaDSs - system created for
efficient storage, integration, retrieval of data, and moreover, for intelligent
association and interpretation of data, and thus for knowledge-based gener-
ation of testable hypotheses of immune responses to antigens developed in
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CompuVac consortium One of the main feature of GeVaDSs is a standard-
ization of the way immunological experiments are proceeded and desribed.
GeVaDSs allows not only for confident comparison of experiments and anal-
ysis of the results, but also delivers detailed description of experiments (im-
munization protocol, results, analysis) as well as generates all data sheet tem-
plates needed to upload and store data during experiments. Using GeVaDSs
it is easy to find differences and strong points of different vectors, antigens or
immunization protocols. GeVaDSs is divided into two parts from functional
point of view:
a) interactive database section that include
• results generated using the tool box standardized protocols
• assumed standard algorithms to comparatively assess vaccines to
be developed with standardized methodology developed by con-
sortium
• results of upcoming preclinical and clinical European studies.
b) support section that include
• algorithms for the intelligent comparison of new vectors to previ-
ously analyzed ones).
• vector evaluation
• error prediction
• statistical analysis From scientific point of view three main sec-
tions can be found in GeVaDSs:
• section responsible for T cell data,
• section responsible for B cell data
• and section responsible for molecular signature. Current version
of GeVaDSs gives a following functionality (between others): vec-
tor categorization tree
• immunization protocol definition
• uploading and analysis of T cell experiments as well as comparison
between T cell experiments uploading and analysis of individual,
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group and experiment results of B cell experiments as well as com-
parison between B cell experiments
• uploading and analysis of molecular signature results (microarray
analysis), gene filters definition, results analysis as well as compar-
ison between molecular signature experiments
• all data can be analyzed and presented in various formats and graph-
ical forms.
CompuVac aims to generate and make available to the scientific com-
munity a “tool box” and an “interactive database” allowing for the com-
parative assessment of future vaccines to be developed with our gold
standards. We believe that this should have a significant impact on vac-
cine development, and notably for those vaccines requiring prime/boost
immunizations.
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1 Introduction
Hepatitis C virus is one of the most prevalent human pathogens. According
to WHO about 1.5% of the world population is infected [7]. It can persist in
the host for the long time and causes chronic infections that can lead to liver
fibrosis, cirrhosis and hepatocellular carcinoma [1, 6]. Currently no effective
vaccine or way of treatment is known. Without treatment only about 10% of
patients recover. Current treatment scheme increases this value to 40% [5].
The good mathematical model of the HCV infection can help in finding
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an effective treatment method. The aim of this work is to propose a model
and its application for early stage assessment of patients infected with HCV.
To evaluate the model we used data gathered during the case study in Poznan
hospitals. These are an RNA level, phylogenetic trees and a mean Hamming
distance.
The standard therapy lasts 72 weeks. The level of the HCV viral RNA accu-
mulation is determined for each patient at the beginning of the therapy and
then after 24, 48 and 72 weeks. These weeks will be referred as T0, T24, T48
and T72. Patients with a detectable amount of HCV RNA in T24 are excluded
from further therapy and qualified as a patient with no response. The oth-
ers are treated till T48. At T72, patients response to the treatment is assessed
and qualified as sustained response if viral RNA is not detectable or transient
response otherwise. Some time ago during the research in Poznan [2, 3] some
factors were checked if they can explain the type of the response. During the
research it was determined that number of viral variants in the blood could
not explain the type of the response but using mean Hamming distance as
a measure of HCV genetic diversity and phylogenetic trees it was possible to
precisely predict the response.
2 Statistical analysis
The only problem with the case study described above was that it was based
on only 15 test cases and getting more data about Hamming distance and
phylogenetic trees is difficult and expensive process. To deal with this prob-
lem we checked if there exists a correlation between Hamming distance and
the viral RNA level. The result is presented in Figure 11. The R2 coefficient
for this regression is equal to 0.39. This means that about 40% of variabil-
ity in the mean Hamming distance can be explained by changes in the RNA
level. It can be considered as rather large so we are confident that we can use
patients’ RNA levels as a proxy for HCV genetic diversity and hence forecast
patient curability on the basis of the former. For the RNA level we currently
have data about over 100 test cases and gathering additional data is much
simpler. As an alternative for the RNA levels we have also examined Ham-
ming distance dependence on the ALT level but the R2 constant was much
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Figure 11: Linear regression between the virus RNA level and the Hamming
distance of sequences at T0. Green colour represents sustained response,
blue transient response and red no response.
smaller. To verify the analysis we have applied the F test for the model and
the t tests for the coefficients. These tests have confirmed significance of the
model.
We have also checked the distribution of data about the RNA level at weeks
0, 24, 48 and 72. The Lillifors test confirmed that the distribution of data is
normal and µ = 5.84, σ = 0.88 at the beginning of the treatment.
3 Transition states and matrices
We have divided patients into 3 groups. GroupN (no) with the undetectable
RNA level, groupM (medium) with the RNA level below 6.53 log IUml and group
H with the viral RNA level above this value. The 6.53 log IUml threshold was
chosen to separate the group of patients with the sustained response from
the first patient with the transient response. It is also close to µ+σ. Based on
DEPARTMENT OF INFORMATICS 74
ICOLE 2009, LESSACH, AUSTRIA
these states we defined transition probability (stochastic) matrix as follows:
Ti,j =

p
(i,j)
N,N
p
(i,j)
N,M
p
(i,j)
N,H
p
(i,j)
M,N
p
(i,j)
M,M
p
(i,j)
M,H
p
(i,j)
H,N
p
(i,j)
H,M
p
(i,j)
H,H
 . (1)
Here, i and j are indices of weeks between which a transition occurs (i, j ∈
{T0, T24, T48, T72}) and p(i,j)g,h is a transition probability between two groups
g, h ∈ {N,M,H} and weeks i and j. We also defined a vector containing
numbers of patients at the beginning of week i as:
Pi =
[
Pi,N Pi,M Pi,H
]
(2)
where Pi,g denotes the number of patients in group g at week i. Using Equa-
tions 1 and 2 we can calculate the number of patients in week j as:
Pj = Pi · Ti,j . (3)
4 Therapy efficiency
Because the currently used therapy has significant side effects it would be
beneficial if only those patients are treated who have a high probability of de-
veloping a sustained response. This would improve the treatment efficiency
because non-curable patients would be spared suffering. We define the ther-
apeutic efficiency ratio as follows:
ε =
total cured
total treated
, ε ∈ [0, 1] . (4)
In our research we checked how the therapy efficiency would change when
only patient below some viral RNA level are qualified for the treatment. We
assumed that only patients with the RNA level below some qualification level
Mmax are treated where Mmax is the viral RNA level that separates groups M
and H. We have used two algorithms to predict therapy efficiency for differ-
ent values of Mmax. First of them is following:
1. Calculate transition matrices T using a new value of Mmax.
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2. Replace the last row of T0,24 with the last row of T48,72.
3. Calculate the number of patients P72 at T72 using Equation 3.
4. Calculate the value of ε(Mmax).
The second step of this algorithm is based on the observation that T48,72 can
represent transitions when patients are not treated. If we replace the last row
in T0,24 with the last row of T48,72 we will receive transitions when only pa-
tients from group M are treated. This algorithm uses transition matrices to
estimate the value of ε. We compared it to the algorithm that does not use
these matrices and calculates values of ε using the raw data. This algorithm
is following:
1. Select only these patients who have the level of RNA at T0 lower or
equal to Mmax. Let PAll denotes the number of these patients.
2. Calculate the number of patients who had sustained response in the se-
lected group of patients. Let P
SR
denotes the number of these patients.
3. Calculate the value of ε using the following formula:
ε =
P
SR
P
All
(5)
The results are presented in Figure 12. The first algorithm uses results of
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Figure 12: The value of therapy efficiency for different values of Mmax.
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statistical analysis to estimate the value of ε instead of non-processed data
and that is why it is more noise-resistant. It also utilizes more information
than the simple, second algorithm. That is why it estimates function with-
out any significant local minimum which should not occur. We can also
observe that increasing Mmax decreases the value of ε. It is consistent with
other reports (for example [4]). It can be noticed that after exceeding the
RNA level of Mmax = 5.25 log IUml the efficiency of the therapy modelled with
transition matrices decreases significantly and the efficiency of the therapy
modelled without transition matrices stays at the constant level so it can be
a good therapy qualification level.
5 Summary
In this article we used a linear regression analysis to test the dependency be-
tween the genetic variability of the virus and its RNA level in blood. R2 co-
efficient for the regression was reasonably high which enabled us to use the
level of viral RNA accumulation as a proxy for the genetic variability. We
then defined three patient groups separated by the different viral RNA levels.
Next, we constructed matrices describing transitions between the groups. Fi-
nally we analysed the therapeutic efficiency using unprocessed data and re-
sults of the algorithm that uses transition matrices. Our results indicated
that viral RNA level below 5.25 log IUml can be regarded as a threshold separat-
ing patients with high probability to develop a sustained response from the
others.
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1 Introduction
Hyperheuristic is a new searching technology, which goal is to raise the level
of generality at which optimization system can operate. Heuristics and meta-
heuristics use a lot of domain knowledge and are very problem-specific. The
implementation of such methods is costly, however the results are usually
close to optimum. Hyperheuristics are developed for the wide range of prob-
lem domains. They are working at a higher level in comparison to typi-
cal methods developed for the optimization problems. Instead of searching
in the solution space, a hyperheuristic employs low-level (meta)heuristics,
which are dedicated to the problem, to search the solution space. It chooses
in intelligent way which heuristic should be applied at each moment. Hy-
perheuristic can be applied to many different problems only by changing
the low-level heuristics. They are not dependent on the domain knowledge.
The only information which is transmitted between low-level heuristics and
1E-mail: aswiercz@cs.put.poznan.pl
2Institute of Computing Science, Poznan´ University of Technology, Piotrowo 2, 60-965 Poz-
nan´, Poland
3Institute of Bioorganic Chemistry, Polish Academy of Sciences, Noskowskiego 12/14, 61-704,
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a hyperheuristic is the status of the improvement of the obtained solution.
The hyperheuristic has to learn the way in which to choose an appropriate
heuristic. A hyperheuristic framework can be found in Figure 13. As a result
of the search process one can obtain the solution which is "good enough -
soon enough and cheap enough".
Solution space
Evaluation function
Set of low level heuristics
h
n
h
2h1 . . .
Hyper-heuristic
Domain Barrier
Non-domain data flow
Non-domain data flow
Figure 13: A hyperheuristic framework
The term hyperheuristic is quite new, however the concept of the method
origins from the field of Artificial Intelligence on automated planning sys-
tems. The earliest of such systems tried to find a series of actions that achieve
a given goal. Usually the goal was to reduce the difference between the cur-
rent state of the world and the desired world. An example of the such system
was the DART logistical planning system, which was used in the Gulf War
[5]. More sophisticated example could be a system for planning the schedule
of communication between satellites and ground stations - LR-26 scheduler
[6].
2 A hyperheuristic framework
A possible framework of a hyperheuristic could be:
• Define set H of low-level heuristics. Each heuristic can transform a
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problem state (a solution) into a new problem state.
• Start with an initial solution S0. The number of iterations t is equal to
0.
• Increment the number of iterations t. Check the heuristics from set H
(some or all of them), select one of them and apply it to the problem
state St−1 tranforming this state to the new one, St.
• If the problem is solved, stop. Otherwise go to the previous step.
The set of heuristics is developed for the specific problem. Some of the
heuristics should work randomly in order to introduce enough diversity into
the search process, while the other aim to improve the solution. Each heuris-
tic can transform a solution into another one. The improvement of the ob-
jective value for every transformed solution is evaluated by the function. A
hyperheuristic could ask at each iteration t every heuristic from the set H.
However, the computation can be very expensive, and variuos techniques
are used in order to optimize the number of checked heuristics.
The way of checking and selecting low-level heuristics depends on the
chosen hyperheuristic. A hyperheuristic could be for example a metaheuris-
tic: tabu search, simulated annealing or genetic algorithm. Below the con-
cept of the choice function method as a hyperheuristic is described.
3 The choice function method
The hyperheuristic based on the choice function method first appeard in
[4]. The choice function method uses the ranking of low-level heuristics
for selecting the most appropriate one at each iteration. The choice func-
tion is a weighted combination of three factors, and it is defined as f(t, hi) =
αf1(t, hi) + βf2(t, hi) + γf3(t, hi), where t is the iteration number, hi is the
i-th heuristic from H, and α, β and γ are the weights of functions f1, f2, f3.
Functions f1 and f2 are designed to intensify the search, while function f3
introduce the diversification.
At each iteration t the return value of function f is determined for every
heuristic hi which is checked by the hyperheuristic. Function f1(t, hi) gives
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the information about the recent efectiveness of heuristic hi. The return
value is equal to 0 if heuristic hi has not been used yet, otherwise it is propor-
tional to the improvement of the objective function value. Function f2(t, hi)
holds the information about the recent efectiveness of the pairs of low-level
heuristics. It checks the improvement of the objective function value when
heuristic hi was applied after heuristic hj . If heuristic hi has not been used so
far, the value of the function is equal to 0. The function f3(t, hi) is the time
span between the current iteration t and the last iteration that hi was used.
The return value of f3 is very high when the heuristic has not been used for
a long time.
The low-level heuristics are ranked according to function f . The hyper-
heuristic applies the selection mechanism (i.e. straight choice, ranked choice,
decomp choice, roulette choice) in order to choose hi which will be used at
iteration t.
4 An application of hyperheuristic
The goal of the research is to check the behaviour of a few hyperheuristics
(choice function method, tabu search and simulated annealing) to the se-
quencing by hybridization problem [7]. Many different algorithms (heuris-
tics and metaheuristics) solving the problem have been proposed so far [1,
8, 3, 2]. The aim of this new approach is to compare different hyperheuris-
tic methods working with the same set of low-level heuristics, rather then to
beat the older algorithms. The created software for the hyperheuristic frame-
work can be adapted later on for other problems, like for example traveling
salesman problem, by changing only the set of low-level heuristics, which
are specific to domain knowledge of the problem.
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1 Introduction
Measuring gene expression levels with microarrays has become one of the
basic tools of modern genomics. Authors participate in research based on
microarray data analysis in which ralations between genes and their func-
tions are studied. In this abstract a biochemical introduction to the area will
be given. Authors will present a description of performed experiments and
data aquiring methods and discuss the problems encountered during data
analyses. Finally, authors’ plans for further contribution will be presented.
2 Biological background
One of the greatest discoveries in the 20th century was determining the form
of genetic information container — a DNA double helix. The helix consists
of two DNA strands twisted together. Each strand is a long sequence of four
similar molecules that are repeated many times throughout a genome. These
molecules, called nucleotides, differ only in nitrogenous bases and are ab-
breviated A (adenine), T (thymine), C (citosine), and G (guanine). They are
1E-mail: hanna.cwiek@cs.put.poznan.pl
2Institute of Computing Science, University of Technology, Poznan, Poland
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organised in groups called genes, each of them having particular function in
a living organism.
In order to recover their functions genes need to be transcripted, which
means copied to complementary RNA strands. It is possible that functional
RNA is the final product of gene transcription in case of non-protein cod-
ing genes. However, usually RNA fragments, whose each three consecutive
bases encode one aminoacid, serve as instructions for creating proteins. It is
the proteins that are directly responsible for effecting changes in organism’s
behaviour. The whole process of transforming information from genes into
functional gene products is called gene expression.
A set of genes contained in a living cell determine what the cell can pos-
sibly do. When cell’s behaviour is to be changed certain genes get activated
and expressed. Thus by observing gene expression one can say what the cell
is doing at the particular moment. Measuring changes in gene expression
levels in various conditions helps to match genes to their functions in an
organism. Measurement of the activity of genes (known as gene expression
profiling) can be performed with the use of microarrays.
3 Microarrays
A DNA microarray is a matrix containing series of thousands of microscopic
spots where short DNA sequences are attached. At each spot a number of
copies of the same sequence are located. The sequences are single-stranded
fragments of genes. The number of spots, their content and length of DNA
sequences may differ for microarrays of different spieces and depending on
microarray manufacturer. For species whose genome is known dedicated
matrices can be created with spots exactly representing parts of genes from
their genome. The organisms that are not known yet have to be analysed on
matrices for other species, usually known to be closely related to them.
In a microarray experiment a specially prepared solution of cDNA (DNA
complementary to RNA sequences from transcription) from the examined
organism is placed on an array. Preparation comprises cloning of sequences
and marking them with distinguishing substance, e.g., fluorescent or mag-
netic. Sequences from the solution bind to complementary strands on the
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microarray and remain there while the unmatched ones are removed. Upon
exciting the distinguishing substance, e.g., with laser or magnet, measure-
ments of spots intensities which represent gene expression levels in the or-
ganism can be taken.
On one microarray one or two different solutions can be analysed, which
corresponds to single and dual channel matrix respectively. In case of a dual
experiment two different distinguishers need be used, e.g., cyanine dyes Cy3
and Cy5. Here only dual channel matrices are considered.
4 Result analysis
To determine gene functions gene expression profiles of organisms in vari-
uos conditions have to be compared using statistical tests. If the difference
of expression levels between the experiments is significant from statistical
point of view, the analysed genes are likely to be responsible for organism’s
responding to certain treatment. Basic types of comparisions are: time t
vs time t+1, samples treated vs untreated, mutated vs wild or diseased vs
healthy.
There are two ways of comparing gene expression profiles: direct — used
in case of single and dual channel matrices, where each profile can be com-
pared directly to one another, and indirect — through a reference variant
being always the same substance on one channel of a dual channel matrix
with the other one changing.
During the analysis of results from microarray experiments a number of
problems are to be faced:
• experiment errors, noise, false or inaccurate reads — the correctness
of microarray spots have to be verified, some spots should be excluded
from comparision,
• differences in intensities of distinguishers between channels in a dual
channel experiment and differences in intensities of distinguishers be-
tween experiments — values of intensities need to be normalized, e.g.,
with respect to reference spots, according to a reference variant, equal
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avarage spot intensity, equal intensity quantiles, normal intensity dis-
tribution, etc.,
• multiple spots on array containing different sequences corresponding
to the same gene — measured intensities must be merged sensibly to
obtain a reliable gene expression level,
• different set of genes located on matrices from different manufacturers
— common subset of genes need to be found to enable comparisions
between microarrays.
5 Research areas
The research that authors participate in is focused on gene expression pro-
file analysis based on microarray experiment data. In the project two types
of experiments are performed. First one is the analysis of gene expression of
species whose genome is not known with use of related species’ microarrays.
For instance, tobacco is examined in respect of different types of tomato and
potato microarray. On that basis conclusions about similarity of genes and
their functions in the species are expected to be drawn. Second experiment
aims at analysis of responses of a single species to different treatments. The
current species of interest is Arabidopsis Thaliana, whose genome has already
been well studied. Applied treatment, also known as stress, can be variuos
chemical substances or environment changes. As an effect, functionally sim-
ilar genes can be found and functional groups can be analysed.
Authors’ responsibility in the project is microarray data analysis. It com-
prises preprocessing of acquired data, normalization, comparisions of differ-
ent expression profiles and conducting statistical tests. At present the exper-
iments are conducted with the use of the same type of microarrays and thus
no problem of different gene subsets has appeared. Great part of the analyses
is made with support of R environment where variety of useful methods are
implemented.
Plans for the future include data visualisation, cluster analysis and com-
parision of different clustering algorithms. In the second stage of the project
machine learning methods will be used to enable visual interpretation of ex-
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periments’ results. Selected clustering algorithms will be tested and com-
pared, and results will be veryfied on acquired data in cooperation with biol-
ogists and biochemists.
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1 Introduction
The profiling of metabolites is a key step in the modeling and analysis of bi-
ological systems. Recent approaches in stem cell biology focus on the mod-
eling of the stem cell metabolism to reveal the underlying chemical path-
ways [4]. It is assumed that the analysis of the chemical pathways of stem
1E-mail: schleif@informatik.uni-leipzig.de
2University of Leipzig, AG-Computational Intelligence, Leipzig, Germany
3University of Leipzig, Interdisciplinary Center of Clinical Research, Leipzig, Germany
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cells may lead to new approaches in e.g. the treatment of leukemia. To
provide the underlying metabolic information different biochemical exper-
iments and measurements employing mass spectrometric (MS) or nuclear
magnetic resonance (NMR) devices are done. Here we focus on metabolic
profiling studies of stem cell extracts using 1-H NMR measurements. The
analysis of such measurements involves in general different preprocessing
steps such as phase- and baseline-correction as well as smoothing and data
reduction techniques [12, 3]. Details on the basic processing of NMR spectra
used in this paper can be found in [10]. The profiling of metabolites in such
measurements involves two main steps: the identification of the potentially
unknown metabolite signatures in the signal and the estimation of the con-
centration of the metabolites with respect to the original biological samples.
Multiple approaches have been published to solve this problem [1, 13, 14, 11]
but are currently insufficient to be applied in a sufficiently automated way.
This however is necessary to allow the high-throughput processing of such
studies [9, 8]. Especially in stem cell research, the cells are cultivated and
analyzed in a huge number of different experimental settings and the man-
ual or only roughly automated analysis of the obtained spectra is very time
consuming and error prone. We present an approach to improve this situa-
tion by a semi-automatic analysis of the spectra such that only minor, simple
interaction steps are necessary and the processing of large data sets remains
tractable. First a basic introduction in NMR spectra analysis is provided. Sub-
sequently we review the recently published approach of Targeted Profiling
(TP) [11] which will be extended in this work. In the remainder of the paper
initial results on simulated and real life measurements are provided support-
ing the improved performance of the presented approach with respect to a
manual expert analysis.
2 Metabolic profiling by Nuclear Magnetic Resonance Spec-
troscopy
Here we focus on the analysis of 1-H liquid NMR spectra obtained from stem
cell extracts, however the approach is also transferable to labeled NMR ex-
periments such as 13-C labeled samples. Subsequently it is further assumed
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that the chemical preprocessing and experimental design follows roughly
the guidelines given in [11]. The obtained spectra are high dimensional, here
we consider ≈ 30000 measurement points per spectrum with a resolution of
700.153 MHz, although the approach is more generic and also applicable in
case of measurements with lower resolutions. A preprocessed sample spec-
trum is depicted in Figure 14.
Figure 14: Exemplary preprocessed 1-H NMR spectrum at 700.153 MHz from
a typical stem cell extract. The spectrum has been phased and baseline cor-
rected, further the water peak has been removed and a global shift correction
has been applied with respect to a provided standard (DSS).
1-H NMR spectra consist of a large amount of relevant signals, such as
metabolites which are represented by in general multiple small peaks on
top of a wide underlying complex baseline. The NMR signal s(t) can can
be roughly approximated as a super composition of Lorentzians [5] but also
Gaussian functions or a mixture thereof are common. A setting using
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Lorentzians is shown in Eq. 1
s(t) =
J∑
j
Aje
i(wjt+φj)−t/T∗2j (1)
S(w) =
J∑
j
eiφj (aj(w) + dj(w)) (FFT ) (2)
with aj(w) as an absorption signal and dj(w) as an dispersive signal. This set-
ting however, is very idealized and in practical measurements the line shape
of the peaks is much more complex and inhomogeneous due to measure-
ment instabilities or different kinds of coupling effects within the analyzed
sample. This generates multiple challenges in the analysis because almost all
relevant signals in the NMR measurement showing strong overlapping com-
ponents. Without an appropriate model of the signal structure a deconvolu-
tion is extremely complicated. This is especially true for signal components
at low concentrations which maybe easily overlooked otherwise. In the Tar-
geted Profiling (TP) approach [11] such an ideal situation is assumed and it is
further assumed that the number of candidate signatures in the mixture s(t)
is small and restricted to a specific subset of known metabolites. For such
a set of known metabolites (targets) the peak sequence of a plain measure-
ment, e.g. the metabolite Alanine (Ala), maybe known due to theoretical
analysis steps incorporating knowledge about the chemical structure of the
target and the measurement process. For example the target signal Alanine
f(t) can be described as
f(t) =
G∑
j
gj(t)
with gj(t) as a peak pattern (e.g. a quartet) with appropriate settings for gj(t)
as pointed out later on. An alternative compact description of Alanine is
given by
{[1.463ppm, 3.761ppm], [7.234, 7.234, 7.234,−14.366,−14.366,−14.366]}
. Thereby the first part of the pair defines the chemical shifts of the spin
descriptors, with 4 spins in this case, whereas the second pair defines the
couplings between the pairs in a natural ordering.
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It is also possible to generate real measurements of the target and to derive
the shape from these experiments. The known peak sequence information
(signature) for the metabolites can now be used to analyze the signal with
respect to these signatures employing e.g. a partial least squares fit on an
appropriate design matrix consisting of the signature information to be ex-
pected in s(t). While this approach is quite promising, fast and efficient as
pointed out in [11] it suffers from multiple underestimated problems. The
main problem comes with the target itself. In TP it is assumed that the sig-
nature of the target is perfectly known and can be observed in the signal.
This however is not true in general. Due to variations in the measurement,
e.g. temperature fluctuations, the positions of the sub patterns in a target
(groups of peaks) may shift in a non-linear manner.
Further for the fitting of the targets against the signal a specific line-shape
has to be chosen which in general is a Lorentzian or a Gaussian, this however
is also a strong assumption which leads to further problems especially for
strongly overlapping signals as depicted in Figure 15.
Therefore the phased and baseline corrected signal is better approximated
by Eq. 3.
s(t) = (
J∑
j
αjfj(t− o)) +  (3)
fj(t) =
G∑
i
gi(t−∆i) (4)
gi(t) =
∑
k
Θk(t)⊗ ℘(t) (5)
℘ = e.g. exp(. . .) line shape (6)
Thereby o can be considered as a global shift which can be compensated by
a reference shift correction and  is noise. The target fj can be approximated
as a super composition of its component functions (the contributions of the
individual spin-systems). Thereby for each spin-system a small local shift
−γ ≤ ∆i ≤ +γ within a range of typically |γ| ≤ 0.005 ppm can be expected.
The components gi(t) can be considered as line spectra with non vanishing
entries for Θk(t) only at one peak position caused by the spin-system due to
interactions of carbon-bounded protons in the chemical structure. Subse-
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Figure 15: Example of an overlapping effect within a preprocessed 1-H NMR
spectrum containing multiple metabolite signatures. It can be clearly ob-
served, that the assumption of the Lorentzian fails in parts to provide a suffi-
cient approximation. This can lead to wrong estimates of target heights and
hence wrong concentration estimates.
quently this line spectra is folded⊗ by a line shape function.
In NMR the position of the sub patterns or peaks are known as chemical
shifts. The estimates of these shift positions needs to be as accurate as possi-
ble and are the main error-source in the TP approach. Further an appropri-
ate peak shape estimate is the key to get an appropriate subtraction of signal
components from s(t) and to reveal potentially hidden components. In an
initial step in this way our approach takes the shape of the reference signal
(CSI - DSS) as a template. This shape is used to estimate e.g. the expected
peak width present in the signal and to fit identified targets against s(t).
To overcome the shift problem we estimate values for the disturbances ∆
shown in Eq. 3 and present an initial solution to optimize the sub pattern po-
sitions in potential targets using a grid search strategy. This approach leads
to in general improved position estimates for the true chemical shifts of the
sub-patterns of potential targets and hence to more accurate identification
DEPARTMENT OF INFORMATICS 94
ICOLE 2009, LESSACH, AUSTRIA
and quantification estimates as shown later on.
3 Extended Targeted Profiling
As priorly pointed out Targeted Profiling identifies signatures in NMR mix-
tures by employing known database references. In the extended Targeted
Profiling approach (ETP) we modify this concept such that the spin-system
parameters of the targets are optimized with respect to the measurement at
hand. Each target description T (corresponding to a signal fj(t)) is charac-
terized by a set of spin-system descriptors Td ∈ S. S describes the theoretical
aspects of the spin system of T and can be used in combination with a model
of the measurement system (NMR system) to simulate the spectrum for T .
For real measurements of T (e.g. a measurement of alanine) variations of the
observed spectrum with respect to the simulation can be observed. This is
caused by different effects of the measurement process e.g. inconsistent tem-
perature conditions during the measurement. A spectrum representation of
T can be divided into multiple parts, one for each spin-system descriptor Td,
which we will call a peak group (g) subsequently. A peak group may consist
of multiple or a single peak and is potentially overlapping e.g due to the mea-
surement resolutions. For each group a potential (limited) shifting error ∆i
can be expected as pointed out priorly. These shift errors are in parts com-
pensated by the following two steps. First an alternative representation of
the spectrum by means of a peak representation (line spectra) is generated.
Subsequently these observed peak positions are coupled with respect to the
known peak position in the simulation such that roughly a assignment of
these peaks to a target T and a group g in T is obtained. From these assign-
ments the observed shifts can be calculated and the simulation parameters
can be adapted accordingly. Subsequently we detail these two steps. Further
a direct analytical approach is briefly described.
3.1 Line representation of a NMR spectrum
NMR spectra can be described by means of a set of overlapping peaks. To
generate such a list of peaks, an appropriate model of the peak shape is nec-
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essary. In general the peak shape is assumed to be gaussian such that a single
peak can be represented by the following equation ℘(t) = exp(−( t−µσ )2/2)
with µ as a center position and σ as the line width. Also a Lorenzian peak
shape is commonly used as provided before. A further implicit assumption is
that the peak shape is symmetric and that the model is sufficient, e.g. is no
super composition of gaussians or Lorentzians. In real measurements the-
ses assumptions are only partially filled and a more complex peak shape is
observed. This makes the peak picking rather complicated and so far dif-
ferent heuristic approaches have been proposed [5, 2]. Here we focus on a
simple parametric hill-climbing approach. We further assume that for each
measurement a known reference signal (CSI) is available, in our case this is
the DSS signal1. This signal has a known position of 0 ppm, which is used
to compensate the global shift offset of the spectrum. At the expected DSS
position we look (within a window of 0.05ppm for a maximum. From this
position we go down (to lower intensities) on the left and the right flank of
the peak as long as the signal is monotone decreasing. At a predefined max-
imal width the peak is truncated. For this peak its center position is calcu-
lated and the peak width at half maximum (PWHM). The PWHM is used as
a rough estimate of the peak width. Due to effects such as imperfect phas-
ing, shimming or baseline correction a direct inverse deconvolution of s(t)
with the CSI reference is in general not possible. Instead we employ a hill-
climbing algorithm and look for local maxima in the whole signal which
are above a predefined threshold (expected noise level), whose flanks are suf-
ficiently steep and for which the obtained peak has a sufficient width. By
application of this algorithm we obtain a list of peaks in a spectrum. This list
is subtracted from s(t) and the algorithm is repeated until no further peaks
are detected. Using this approach also peaks in an overlap can be detected
in parts (but not in each case). As an alternative strategy the approach in
[5] can be used with an underlying Lorentzian support. The list of peaks is
subsequently denoted as P.
1The DSS signal consists of more or less a single peak with no or almost no overlap to other
peaks. Alternative choices for the CSI such as TSP or ETH are possible as well.
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3.2 Peak assignment and shift estimation
In the TP approach only a limited number of spin-system signatures is ana-
lyzed with respect to the measurement s(t). In a first step the peak list P can
be filtered such that only those peak positions remain in P which are part
of the peak lists of the targets using a rough shift tolerance of e.g. 0.05ppm.
Now an assignment matrix M = n×m is generated with n as the number of
peaks over all target peaks and m as the number of peaks in P. Thereby mul-
tiple assignments are possible and the shift-error of the peak with respect
to the expected peak position is stored. Further only such assignments take
place which are within a predefined tolerance 0.01ppm. After this step a vot-
ing scheme is applied to M such that a maximal coverage of the target peaks
with a minimal error with respect to the shifts is obtained. Hereby its also en-
sured that a shift applies only to a group but not to the single peaks within a
group, because its expected that only the whole group is shifted but the dis-
tance between two peaks within g is rather stable. Subsequently one obtains
shifts ≥ 0 for each target T and each group g within a target. The line spec-
tra representation of these target peak lists are now optimized with respect
to these peak shifts. The optimized target simulations and peak descriptions
can now be used in the fitting approach.
3.3 Direct shift analysis by deconvolution
As an alternative to the peak picking approach a more direct solution can be
tried. In this case we analyze the regions of the individual groups g of the
target by means of a deconvolution problem. Lets assume that the signal
range of s(t) is restricted to the range of some overlapping groups g within a
tolerance and given as s′(t). Let us further assume that the subset of targets
with signature parts (group entries) in the range of s′(t) are T ′. Then s′(t) can
be considered to be a super-composition of multiple local signatures around
the position of g such that
s′(t) =
|T ′|∑
i
F (T ′i )
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with F being a transfer function, generating the spectrum f(t) representa-
tion of a local part of a target T . Deconvolution techniques as described in
[6] are prominent techniques to separate different overlapping sources. In
case of NMR data the positive variants of such deconvolution approaches
are preferable in contrast to e.g. ICA [7]. If the number of sources is known
and a sufficient amount of measurements is available the signal can be de-
convolved into its single sources e.g. using the approach presented in [6].
The obtained source signals can be considered as unmixed contributions to
the observed signal. However in practical applications the sources may be
still imperfect and noisy such that subsequent processing steps are necessary
and the obtain deconvolution model is not directly applicable.
4 Experiments and Results
We analyzed our approach using pure measurements of metabolites and on
real life data. Details about the data are shown in Table 1. We also applied the
approach on an experimental study of stem cell extracts. For this study stem
cells have been cultivated on growing media with different levels of osmolar-
ity and the obtained cell extracts have been analyzed by NMR. For these data
a rough assumption on the potential targets is available, which is a necessary
condition for (extended) Targeted Profiling, but the ground truth about the
identification and concentration of these metabolites is not available. The
results of the experiments are listed in the Table 1.
In Figure 16 a reconstruction of a signal part is shown with respect to the
original signal to illustrate the effect of the shift correction.
In Table 2 concentrations of measured metabolites are shown, once cal-
culated manually (M) by an expert and again using the ETP approach in an
automatic manner (A). The data are obtained from cell extracts, whereby the
cells have been cultivated under three different levels of osmolarity (28,32,36
osmol).
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Test dataset Mass EXP CTP ETP
Serine 0.50 0.55 0.38 0.45
Proline 0.31 0.30 0.24 0.09
Malate 0.27 0.27 n.id. 0.25
Alanine 0.38 0.39 0.30 0.33
Glycine 0.41 0.40 0.29 0.41
Threonine 0.28 0.26 0.17 0.28
Mix1-Valine 0.14 0.11 0.04 0.12
Mix1-Inositol 0.14 0.15 0.09 0.08
Mix1-Threonine 0.11 0.12 0.08 0.12
Mix1-Glycine 0.12 0.12 0.10 0.14
Table 1: Comparison of an analysis of pure and mixed metabolites with re-
spect to the true mass, the expert (EXP) analysis, the results provided by CTP
and with the new ETP approach. All concentrations are given in µmol.
5 Conclusion
We presented a semi-automatic approach, called, Extended Targeted Profiling,
for the identification and quantification of metabolites in NMR measure-
ments. Initial results are already quite promising and it could be shown that
the new approach is beneficial with respect to traditional techniques and can
simplify the metabolite profiling task. Beside of the good agreement of the
automatic identification with respect to the expert analysis some challenges
remain. For very high overlapping signals our approach is still not accurate
enough and manual interactions in the identification task are necessary. In
such cases deconvolution approaches have been analyzed briefly and may
serve as improved identification techniques in future experiments.
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Figure 16: Spectrum with fitted target signals after the extended Targeted
Profiling approach. One clearly observes the improved reconstruction (black
line, + marker) and the better fit of the individual targets with respect to the
function s(t). For Alanine (red line, ?marker) which is completely covered by
other signal parts and a hidden underground signal the shift also improved
the fit. For Glutamate (causing the quartet on the right) the fit is now almost
perfect in comparison to the unshifted fit. Also for Glutamine (signals on
the left, + marker) shifting provided improved results. Most of the remain-
ing residual of the signal is now caused due to the (herein) used Lorentzian
line shape and one omitted target (large center peak).
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Metabolite 28 M 32 M 36 M 28 A 32 A 36 A
Ser 12.66 27.28 40.03 5.68 22.73 24.62
Glu 163.71 289.80 356.12 87.12 159.10 706.46
Pro 23.80 53.29 94.01 37.88 87.12 115.53
Lac 27.97 68.37 89.43 34.09 87.12 107.96
Table 2: Comparison of some results obtained for a real measurement on cell
extracts under different osmolarity conditions. All concentrations are given
in µmol obtained as an average over three replicates. DSS is chosen as the
reference with 18.75µ mol. While the exact values differ slightly the trend
observed by the expert for the different osmolarity levels can be observed for
the automatic analysis too.
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Deconvolution and identification of
mass spectra from mixed and pure
colonies of bacteria
Stephan Simmuteit1,2, Jessica Simmuteit3,
Frank-Michael Schleif2, Thomas Villmann4
1 Introduction
The identification of bacteria is a very basic task in clinical and scientific en-
vironments. Biochemical methods like gram staining are commonly used,
but time consuming and in some cases not specific enough. Also colonies of
different bacteria are not separable by this technique.
Mass spectrometry (MS) provides unique molecular fingerprints of the pep-
tide composition of bacteria [1]. This technology is fast, cheap and repro-
ducible, but one has to deal with high-dimensional spectra, containing noise
and distortions of the measurement process. A typical MS measurement of
the bacterium Vibrio Harveyii is shown in Figure 17. Several pre-processing
steps are done, including denoising, baseline subtraction and peak picking.
The pre-processing results in a line spectrum, which contains the peak inten-
sities at their respective masses. Here we present a method for the process-
1E-mail: simmuteit@googlemail.com
2Leipzig University AGCI, Semmelweisstraße 10, 04103 Leipzig
3Technical University Clausthal, 38678 Clausthal
4University of Applied Sciences Mittweida, 09648 Mittweida
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Figure 17: Mass spectrum of cultivated Vibrio Harveyii. The x-axis shows the
m/z-value in Dalton (Da), the y-axis is an unit less intensity.
ing of mass spectrometric data taken from bacteria samples and derive an
algorithmic approach to represent such data by means of an identification
model. Aspects of mixed spectra, caused by mixed bacteria are considered as
well as appropriate representation techniques employing the bacteria taxon-
omy. It is also shown how these models can be used to identify bio-patterns
characterizing individual clusters of data.
Known identification approaches are based on the direct comparison of
given reference spectra and the unknown spectrum [5]. The determination
of relevant masses for clustering of a given set of spectra is approached in this
contribution as well as the segregation of spectra, which are measured from
bacterial mixtures. The first topic is accomplished by a hierarchical variant
of the Self-Organizing Map (SOM) [2] called Evolving Tree (ET)[7] in combina-
tion with the Oja-learning rule [6], providing a local hierarchical principal
component analysis. The approach to the second topic is based upon Sparse
Coding Neural Gas (SCNG) and Orthogonal Matching Pursuit (OMP)[4].
2 Evolving Trees and hierarchical PCA
Figure 18 shows spectra from Listeria Ivanovii Ivanovii and Listeria Ivanovii
Londonsiensis. They are almost identical except for intensity variations and
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Figure 18: Mass spectra of Listeria Ivanovii Ivanovii and Listeria Ivanovii Lon-
donsiensis
Figure 19: Mass spectra of Listeria Ivanovii Ivanovii and Listeria Ivanovii Lon-
donsiensis with magnification of the mass area around 9037 Da.
noise. The only real difference can be found at the mass position 9037Da.
This is visible in Figure 19.
Respecting the taxonomic nature of bacteria, the representation of MS
data should consequently be tree structured. Simple decision trees do not
fulfill the requirements regarding data shape and density, but ETs are capable
to provide an adequate model, because they are derived from Self-Organizing
maps known to be efficient in presenting high-dimensional data with com-
plex data shapes and distributions[2]. Additionally the ET is combined with
the Oja-learning rule to achieve a more compact representation of the high-
dimensional data, highlighting the most relevant dimensions in a PCA like
manner. The introduced Oja-ET provides an inherent principal component
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analysis of the represented data, i.e. every prototype vector becomes the first
eigenvector of its cluster.
An ET is a growing SOM with a tree shaped neighborhood. It is a mapping
of N prototypes i ∈ A with weight wi ∈ Rd ⊇ M and A as the predefined
SOM-grid onto a best matching unit (BMU) i∗. M is the space of the training
data. The prototypes are mapped onto a weight vector, which are element
of M and d as the dimensionality of the data. These two mappings are ex-
plained in equation (1) and (2).
M → A : x ∈M 7→ i∗(x) ∈ A (1)
A→M : i ∈ A 7→ wi ∈M (2)
The Oja-update is shown in equation (3).
∆wi = αhi∗,iO (x−Owi) ∀i ∈ A (3)
with
O =< x,wi∗ > (4)
α is the learning rate which decreases logarithmically in the learning itera-
tions. hi∗,i is the neighborhood function, which also decreases while learn-
ing and depends on the distance between i and i∗ in the tree structure. The
ET learning starts with an initial small tree and if one prototype reaches a
predefined threshold of being the BMU, this prototype adds an amount of
child nodes and remains itself fixed, i.e. not updated any further. Details on
the complete algorithm can be found in [8]. The winner determination by
means of Oja-rule is shown in equation (5).
i∗(x) = arg max
i∈A
〈x,wi〉 (5)
Figure 20 shows an example of a tree with different Listeria species. It is pos-
sible to analyze the loadings , i.e. the contributions of single dimensions to
the first principal component, of the Oja-ET to get insight into the clustering
decision. In Table 1 the analysis for the root node of an Oja-ET with 231 mea-
surements from 7 different Listeria species is shown. The first entry reflects
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2
6
20
21
22
53
54
55
77 [ 8] Listeria monocytogenes
78 [10] Listeria monocytogenes
79 [ 2] Listeria monocytogenes[ 1] Listeria monocytogenes Serotyp 4B
83
84
85 [ 7] Listeria grayi
86
87
88
110
111
112[ 2] Listeria monocytogenes[ 3] Listeria monocytogenes Serotyp 4B
128
129
130[ 4] Listeria welshimeri
176
177
178[ 1] Listeria seeligeri
224
[ 8] Listeria innocua
[ 2] Listeria ivanovii ssp. Ivanovii
[ 1] Listeria monocytogenes
225[ 8] Listeria innocua
226[ 3] Listeria seeligeri
239[ 7] Listeria grayi
240[11] Listeria grayi
241[ 3] Listeria grayi
248[16] Listeria monocytogenes
249[ 1] Listeria ivanovii ssp. Ivanovii[ 3] Listeria monocytogenes
250[ 2] Listeria monocytogenes Serotyp 4B
257[ 9] Listeria monocytogenes
258[ 4] Listeria monocytogenes
259[ 8] Listeria monocytogenes
272[11] Listeria monocytogenes Serotyp 4B
273[ 7] Listeria monocytogenes Serotyp 4B
274[ 4] Listeria monocytogenes Serotyp 4B
305[10] Listeria ivanovii ssp. Londoniensis
306[ 6] Listeria ivanovii ssp. Londoniensis
307[ 4] Listeria ivanovii ssp. Londoniensis[ 3] Listeria seeligeri
317[ 3] Listeria welshimeri
318[ 9] Listeria welshimeri
319[ 4] Listeria welshimeri
323[ 2] Listeria ivanovii ssp. Ivanovii
324[ 4] Listeria innocua
325[15] Listeria ivanovii ssp. Ivanovii
335[ 6] Listeria seeligeri
336[ 4] Listeria seeligeri
337[ 3] Listeria seeligeri
341[ 7] Listeria grayi
342[ 3] Listeria grayi
343[ 2] Listeria grayi
Figure 20: Evolving Tree visualization of different Listeria species.
the importance of the mass position 9751.1Da. The peak at this mass sepa-
rates Listeria Grayi from all other Listeria species. The above mentioned peak,
which separates Listeria Ivanovii ivanovii and Listeria Ivanovii londonsiensis can
be found on rank 14 in this table, although the separation in the tree takes
place later. The table ranks the first from the total of 1181 occurring peaks in
this data set and the last-ranked dimension.
3 Source Separation with Sparse Coding Neural Gas
Figure 21: Mixed signals from Enterobacter Cloacae and Acetobacter baumanii
If a mass spectrum is a measurement of M ∈ N mixed bacterial cultures,
the presented identification approaches are not able to compute reliable re-
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Figure 22: Pure culture signals from Enterobacter Cloacae and Acetobacter bau-
manii
Figure 23: Calculated basis signals from Enterobacter Cloacae and Acetobacter
baumanii
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Rank Contribution Mass Rank Contribution Mass
1 0.6889 9751.1 8 0.0905 9883.4
2 0.5660 4876.1 9 0.0890 6387.1
3 0.2309 7402.2 10 0.0838 4942.3
4 0.2055 6362.7 11 0.0743 9714.4
5 0.1947 4323.3 12 0.0693 3249.8
6 0.1184 6006.8 13 0.0466 3181.4
7 0.1045 3700.9 14 0.0424 9036.9
.. .. ..
1181 4.2 · 10−12 5418.5
Table 1: Analysis of the loading of the root node of an Oja-ET with Listeria
spectra. The most important mass is 9751.1Da, separating Listeria Grayi from
the other Listeria species.
sults. An obvious idea is the deconvolution of the mixed signal. We assume,
that the mixed spectra turn out to be a linear combination of some basis
spectra representing pure bacteria cultures. Hence one can try to represent
a spectrum as a sum of basis functions. The SCNG algorithm [4] assumes
M sparse sources S = (s1, . . . , sM )
T = (a1, . . . , aL) and N observations. The
observations X = (x1 . . .xL) ,xj ∈ V ⊆ Rn should be represented by (6).
xj = Caj + j (6)
with C = (c1, . . . , cM) , cj ∈ Rn. The vector aj contains the contribution of
the source si to the mixture xj. j is a noise term. Together with the OMP-
Algorithm it is now possible the reconstruct the basis functions from the
mixtures and the mixing matrix determined by SCNG[3].
Experiments are done with artificial data as well as with real measurements
of mixtures of Enterobacter Cloacae and Acetobacter baumanii. Initial results
show an observable separation of the different species. An example is shown
in Figure 21 showing a mixture of the above mentioned bacteria. Pure cul-
tures measurements are shown in Figure 22. Calculated basis spectra are
shown in Figure 23. The first results of the approach show promise and will
be extended in future work.
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4 Conclusion
A method for unsupervised hierarchical clustering of mass spectrometry data
from bacteria has been present. It provides an inherent local hierarchical
principal component analysis, which is used to identify relevant masses for
the clustering process. We also obtain an interpretable representation of the
spectra, which reflects the taxonomical nature of the bacteria species. The
model allows a retrieval of unknown data with logarithmic costs. The prob-
lem of identifying different bacteria in one spectrum was approached by
Sparse Coding Neural Gas, which breaks a spectrum into a set of basis spec-
tra, providing the spectra, which would have been measured, if the spectra
would have been measured separately. Results show a very good detection of
important peaks for bacteria species separation, as well as a visual impression
of deconvoluted pure bacteria spectra.
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Relevance learning for generative
topographic maps
Andrej Gisbrecht1,2
1 Introduction
Rapidly developing technology such as improved sensor technology and high
resolution of imaging techniques have turned the analysis of very high di-
mensional data a central issue of data mining. As a consequence, many tech-
niques which help humans to inspect these data have emerged in the past
years, see e.g [4] for an overview. As an example, mass spectrometric in-
struments become more and more sensitive leading to a dimensionality of
10.000 and more of the raw data. One example is shown in Fig. 24. This
displays the outcome of a survey on influenza vaccination made by East Vir-
ginia Medical School, where the original data have been preprocessed using
peak detection techniques. The goal of this study was the investigation of
the response to vaccination based on different factors. In particular, the de-
pendency of the response on the age of the patient is a critical issue, since,
probably, the immune system of older people could already be too weak to
respond. For the study, the outcome of the vaccine (responder/non-responder)
was known for all patients. Obviously, these data yield high dimensional
time series which are labeled according to the known outcome.
The motivation of our work is to provide machine learning tools which
1E-mail: andrej.gisbrecht@tu-clausthal.de
2Department of Informatics, Clausthal University of Technology, Clausthal, Germany
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Figure 24: Dataset displaying preprocessed mass spectrometric time series
taken in the course of a study on the response to vaccines.
allow to inspect high-dimensional data when auxiliary information such
as class labels is available. Thereby, one goal is to obtain a scheme which
weights input factors according to their relevance for the output label such
that only the relevant information is displayed in this setting. Further, an
interpretation of the data and the relevance of the single input features for
this map should be possible.
Our work is based on the Generative Topographic Mapping by [2][5] which
provides a well-founded stochastic model for data visualization. This model
is extended by relevance learning based on Hebbian ideas as proposed e.g. in
the approach [3] for supervised prototype-based classification schemes.
2 Generative Topographic Mapping
The Generative Topographic Mapping (GTM) has been introduced by Bishop
et al. [2]. There exists an enhancement of this algorithm [1] which can deal
with the time series character of the data. However, for the moment, we fo-
cus on classical GTM. GTM is similar to the Self-Organising Map algorithm
with the difference, that it is based on a probabilistic model. The algorithm
tries to explain the distribution of given high dimensional data points by a
small number of latent points in a low dimensional mapping space, as dis-
played in Fig. 25.
AssumeN data points in the realD-dimensional data space are given. The
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distribution of these points should be explained byK points in anL-dimensional
latent space, which are ordered on a grid. The GTM defines a parametric
mapping y(x,W) from the latent space to the data space. In this way the la-
tent points are embedded in the L-dimensional manifold in the data space.
The data points, which lie in the Gaussian bell around an embedded latent
point, are probably induced by this latent point. We define the probability,
that the data point t was generated by the latent point x as
p(t|x,W, β) =
(
β
2pi
)D/2
exp
(
−β
2
D∑
d
(td − yd(x,W))2
)
,
with β−1 defining the bandwidth of the Gaussian curve.
t1
t2
t3
x1
x2
y(x, W) 
Figure 25: Mapping from the latent to the data space as given in the GTM
model
The probability that data point t was generated by the model is calculated
as the sum over all latent points
p(t|W, β) = 1
K
K∑
k
p(t|xk,W, β).
The likelihood function for the model is given by the product
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F =
N∏
n
(
1
K
K∑
k
p(tn|xk,W, β)
)
assuming independence of the samples. During training, the likelihood func-
tion is maximised using an expectation-maximization (EM) algorithm. For
each latent point, the EM algorithm calculates the probability that the point
was generated by this latent point. The resulting responsibilities rkn are
rkn =
p((tn|xk,W, β))∑
k′ p(tn|xk′ ,W, β)
.
The parameters of the mapping y are changed in such a way, that the latent
points are moved to the data points for which they possess high responsibil-
ity.
3 Supervised Relevance GTM
Our aim is to integrate supervised label information into GTM and to adapt
the underlying euclidean metric according to this auxiliary information. For
this purpose, we use ideas as introduced in [3].
For supervised relevance GTM (SRGTM), the Euclidean distance is enlarged
by relevance factors for all dimensions
|a− b|2λ =
D∑
d
λ2d(ad − bd)2
The idea behind this setting is that, for a high dimensional problem, some
dimensions are probably less relevant for the classification or just noise. An
appropriate scaling of those dimensions would help to suppress noise in the
data which does not affect the classification and which should not be dis-
played by GTM.
The relevance terms λd should be adjusted automatically during training.
For this purpose, we attach a labeling to latent points of GTM with
Lk = arg max
l
(∑
n
rkn|ln = l
)
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where Lk is the label of the k-th latent point, ln is the label of the n-th data
point and rkn are the responsibilities. This allows to transfer Hebbian learn-
ing to supervised GTM as follows: The update rule for λ for all k, n and d is
λd =
max
(
0, λd − η · λd · rkn
(
tnd − yd(xk,W)
)2) if Lk = ln
λd + η · λd · rkn
(
tnd − yd(xk,W)
)2 if Lk 6= ln
After the update, λ is normalised to prevent the degeneration. This update
is reasonable, since, in case the labels of a latent point and a data point are
the same, the dimensions with big variance are probably not important and
their relevance is decreased. If the labels are different, then the importance
of the dimensions with small variance is increased only slightly, thus, after
normalisation, the relevance of the dimensions which contribute most to
the wrong classification is decreased most.
4 Data evaluation
We investigate the behavior of GTM and SRGTM on an artificial data set
given in [3]. The first two dimensions of the data are plotted in figure 26.
The dimensions 3 to 6 are noisy copies of the first dimension and the dimen-
sions 7 to 10 consist only of noise. The dataset has 3 classes, each with 2
clusters. Red and Blue classes have significant overlap. The accuracy of RLVQ
on this dataset is about 0.8.
x1
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Figure 26: Dataset
On the figure 27 the trained GTM-map is plotted together with the distri-
bution of the classes to the latent points. As we see, the map visualises the
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original data. The green class is on the sides and has small overlap with blue
and red classes. The red and blue classes are in the middle overlapping each
other. The classification accuracy with leave-one-out cross validation is 0.71.
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Figure 27: Visual structure of the GTM-map
SRGTM achieves an accuracy of 0.82, which is better than GTM and com-
parable to RLVQ. Obviously, the SRGTM-map, plotted in the figure 28, rep-
resents the data set better than the GTM-map. The green class is clearly sep-
arated from the red and blue classes. The red and blue classes are again over-
lapping in the middle, but each latent point is mostly responsible for only
one class.
(a) Visual structure
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
0
6
12
(b) Distribution of the
classes
1 2 3 4 5 6 7 8 9 100
0.2
0.4
0.6
0.8
1
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sions
Figure 28: Visual structure of the SRGTM-map
Additionally to the visualisation of the data the SRGTM provides the rel-
evances of the dimensions. As we can see in figure 28(c), the first two di-
mensions are clearly relevant. The dimensions 3 and 4 are relevant as well,
since they are noisy copies of the first dimension. The dimensions 5 and 6
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are not relevant, because the added noise is bigger than for dimensions 5 and
6. Dimensions 7 to 10, which contain pure noise, are not relevant at all.
References
[1] C.M. Bishop, G.E. Hinton, I.G.D. Strachan GTM Through Time. Proceed-
ings IEE Fifth International Conference on Artificial Neural Networks,
Cambridge, U.K., pp.111-116, 1997.
[2] C.M. Bishop, M. Svensen, C.K.I. Williams GTM: The Generative Topo-
graphic Mapping. Neural Computation 10:215-234, 1998.
[3] B. Hammer, T. Villmann. Generalized relevance learning vector quantiza-
tion. Neural Networks 15, 1059-1068, 2002.
[4] D.A. Keim Information Visualization and Visual Data Mining IEEE
Transactions on Visualization and Computer Graphics 8(1):1-8, 2002.
[5] J.F.M. Svensen. GTM: The Generative Topographic Mapping. PhD thesis.
Aston University, 1998.
119 Technical Report IfI-09-12
Matrix learning and data visualization
Matrix learning and data visualization
Barbara Hammer1,2
1 Introduction
The amount of electronic data available today doubles roughly every twenty
months. At the same time, the data dimensionality increases tremendously
due to highly improved technical processes such as the improved resolution
of imaging techniques or the high sensitivity of sensors. As a consequence,
automatic methods are needed which allow humans to rapidly scan through
these data sets. One possibility is offered by efficient methods for data visu-
alization which allow humans to visually inspect these data sets and to easily
detect important structures such as clustering or outliers in the data.
The research topic of dimensionality reduction and data visualization has
emerged rapidly in the last years, see e.g. [7, 5] for recent overviews. Since
data visualization is an inherently ill-posed problem, a variety of different
objectives have been proposed which yield different visualization of a given
data set, including, for example, the principle of metric preservation, preser-
vation of the local data topology, or minimization of the information loss
in a least squares sense, to name just a few. Two problems can frequently
be observed in these settings: methods are often computationally complex
and hardly applicable to huge data sets because of superlinear dependency
on the number of data; further, complex nonlinear methods provide a map-
ping of given data rather than an explicit embedding function, such that out
1E-mail: hammer@in.tu-clausthal.de
2Institute of Computer Science, Clausthal University of Technology, Germany
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of sample extensions to new data points are difficult.
Here, we focus on extensions of prototype based approaches to data vi-
sualization. By representing the data characteristics in a fixed number of
prototypes, these methods lead to algorithms which scale only linearly with
the size of the data set. Recent extensions of prototype based methods al-
low to automatically adapt the underlying metric by means of an adaptive
matrix attached to every prototype. This constitutes a key issue for direct
data visualization: the local matrices give rise to local linear projections of
the data, which can be combined to a global mapping using a standard tech-
nique such as charting. This way, an explicit mapping of the data into low di-
mensions is obtained. We demonstrate this pipeline within an unsupervised
matrix learning framework, yielding to unsupervised manifold embedding,
as well as a supervised matrix learning environment, which allows to obtain
a discriminative nonlinear embedding of the underlying data manifold in
low dimensions.
2 Matrix learning
Prototype based methods represent data ~x1, . . . , ~xm in Rn by prototypes
~w1, . . . , ~wp in the same space. The assignments are given by a metric based
winner takes all scheme which assigns the data point ~xi to its closest pro-
totype ~wj with d(~xi, ~wj) minimum. Thereby, often, the squared euclidian
distance
d(~xi, ~wj) = (~xi − ~wj)t(~xi − ~wj)
is used. There exist supervised as well as unsupervised machine learning
techniques to determine appropriate prototypes from a given data set, aim-
ing at clustering or classification of the data space, respectively.
Neural gas (NG) constitutes one example for a very robust unsupervised
clustering technique [8]. The aim of NG is the minimization of the cost func-
tion ∑
ij
exp(−rkij/σ2)d(~xi, ~wj)
where
rkij = |{~wk | d(~xi, ~wk) < d(~xi, ~wj)}|
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denotes the rank of prototype ~wj if arranged according to its distance from
data point ~xi and σ indicates the strength of neighborhood cooperation.
Training algorithms can be derived thereof using a stochastic gradient de-
scent (online NG) or a batch approach (batch NG).
A popular supervised prototype-based classification scheme is offered by
learning vector quantizers (LVQ). In LVQ, every prototype ~wj is equipped
with a class label c(~wj), and a data point ~xi is mapped to the class of the
closest prototype, its winner. Since the classification error cannot easily be
optimized directly, a variety of training paradigms have been derived based
on alternative objectives. Original LVQ1, LVQ2.1 and LVQIII as proposed by
Kohonen [6] rely on heuristics and move prototypes towards/away from a
presented data point in Hebbian style depending on whether the classifica-
tion is correct. Alternatives propose cost functions which are related to the
misclassification error. A very robust method is offered by generalized LVQ
(GLVQ) [9] which optimizes the cost function∑
i
Φ
(
d(~xi, ~w+)− d(~xi, ~w−)
d(~xi, ~w+) + d(~xi, ~w−)
)
where ~w+ denotes the closest prototype with the same class label as ~xi and
~w− denotes the closest prototype with a different class label than ~xi. Φ de-
notes a monotonic increasing function such as the logistic function. Since
the denominator is negative iff the data point ~xi is correctly classified, this
cost function constitutes a reasonable approximation of the classification
error. A stochastic gradient descent yields update formulas which display
a large similarity to heuristically based LVQ schemes, while offering a sound
mathematical derivative.
Both methods, supervised GLVQ and unsupervised NG rely on the choice
of the distance measure. The choice of d as squared euclidian distance in-
duces cluster shapes which stem from isotropic isobars. For real life prob-
lems, this is often not the best choice and it turns out particularly crucial if
high dimensional and noisy data are dealt with. As a consequence, methods
to substitute the euclidian metric by a more general choice and technology
to adapt the metric automatically according to the given data at hand have
been proposed. For both, GLVQ and NG, automatic matrix learning schemes
have been proposed recently [9, 2]. The basic idea is to substitute the squared
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euclidean metric by the choice
d(~xi, ~wj) = (~xi − ~wj)tΛj(~xi − ~wj)
with a symmetric positive definite matrix Λj attached to prototype ~wj . This
generalization allows an adaptation of the local distance measure at proto-
type ~wj according to the situation at hand, such that local ellipsoidal isobars
determine the clustering or classification, respectively. The resulting deci-
sion boundaries are no longer necessarily linear, rather, quadratic surfaces
can result.
This more general metric can be directly plugged into the cost function
of NG. Enforcing the constraint det Λj = 1 to prevent divergence to a trivial
solution, a batch update scheme can be derived which sets the matrices to
a generalized inverse local covariance matrix of the data. Hence, the matri-
ces are automatically symmetric and positive definite, i.e. they define a valid
metric. Further, they take the local data statistics and local cluster shape into
account since the covariance matrix can be related to local PCA schemes.
For GLVQ, the constraints on the matrix can be implemented by setting
Λj = ΩjΩtj such that a stochastic gradient descent can be derived also for
matrix updates. Thereby, degeneration has to be prevented e.g. enforcing
trace(Λj) = 1. Both methods yield promising results when used for cluster-
ing or classification, as demonstrated in [9, 2].
3 Manifold charting for data visualization
Manifold charting has been proposed in the approach [3] as a low dimen-
sional embedding technique which yields an explicit map for the embed-
ding. The method consists of two steps. Step one determines local linear
projections of the data to low dimensions by centering a local PCA scheme
at every data point of the given data set. Step two combines these local pro-
jections such that a uniform global nonlinear mapping results. Basically, the
local linear projections are glued together by affine transformations of the
local pieces such that they coincide as much as possible on the overlaps in a
least squares sense. It has been shown in [3] that the coefficients of this map
can be computed analytically.
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Matrix learning in NG and LVQ provides local linear maps centered around
the prototypes by a projection to the most important principal components
of the local matrices. Thereby, the most important principal components
are the components according to the smallest eigenvalues of the matrix cor-
responding to the biggest variances of the data for unsupervised schemes
such as NG. Conversely, the most important directions are the ones corre-
sponding to the largest eigenvalues for supervised schemes because these
explain the major parts of the classification. Thus, from supervised as well
as unsupervised prototype based matrix learning, p local projections into
low dimensions can be gained, p denoting the number of prototypes. These
mappings can be glues together using directly the second step of manifold
charting, whereby the responsibilities of the local linear maps are given by
Gaussians centered around the prototypes. As a result, a global visualization
results in both cases, which focusses on the directions of largest variance in
the unsupervised case and the most discriminative directions in the super-
vised case. Since the method relies on p local maps only, the overall proce-
dure is linear in the number of training points. Further, explicit functions
are obtained for the mapping in both cases.
First promising results of these methods have been obtained in a couple
of artificial and real life benchmarks, see [4, 1]. Interestingly, the charting
technique based on supervised matrix learning offers one of the few non-
linear discriminative data visualization techniques with direct out of sample
extensions and only linear effort.
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Topographic mapping techniques for
dissimilarity datasets
Alexander Hasenfuss1,2, Barbara Hammer1
1 Introduction
The presence of huge data sets, often several GB or even TB, brings special
challenges to standard data clustering and visualization techniques, such as
Neural Gas (NG) or the Self-Organizing Map (SOM) [20, 8]. At most a single
pass over the data is affordable therefore online adaptation which requires
several runs over the data is not applicable. At the same time, alternative
fast batch optimization cannot be applied due to memory constraints. In
recent years, researchers have worked on so-called single pass clustering al-
gorithms which run in a single or few passes over the data and which require
only a priorly fixed amount of allocated memory. Popular methods include
heuristics like CURE, STING, and BIRCH [13, 15, 16] and approximations of
k-means clustering as proposed in [12, 21]. In addition, dynamic methods
such as growing neural gas have been adapted to cope with the scenario of
life-long adaptivity, see e.g. [22].
The situation becomes even more complicated when data are non-vectorial
and distance-based clustering methods have to be applied, which often fea-
ture a quadratic time complexity [6]. Although a variety of methods which
can directly work with relational data based on general principles such as
1Clausthal University of Technology, Department of Informatics, Clausthal-Zellerfeld, Ger-
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extensions of the self-organizing map and neural gas have been proposed
[19, 3, 14], these methods are not suited for huge data sets. For complex met-
rics such as alignment of DNA strings or complex kernels for text data, it is
infeasable to compute all pairs of the distance matrix and at most a small
fraction can effectively be addressed. A common challenge today [10], aris-
ing especially in Computational Biology, are huge datasets whose pairwise
dissimilarities cannot be hold at once within random-access memory dur-
ing computation, due to the sheer amount of data.
In the presentation, we introduced a technique based on the Relational
NG and Relational SOM approach [14] that is able to handle this situation by
a single pass technique based on patches that can be chosen in accordance to
the size of the available random-access memory. This results in a linear time
and constant memory algorithm for general dissimilarity data which shares
the intuitivity and robustness of NG and SOM.
2 The Relational Approach
Relational data do not necessarily originate from an Euclidean vector space,
instead only a pairwise dissimilarity measure dij is given for the underlying
datapoints vi, vj ∈ V . The only demands made on dissimilarity measures are
non-negativity dij ≥ 0, reflexivity dii = 0, and symmetry dij = dji, so they
are not necessarily metric by nature.
One way to deal with relational data is Median clustering [3]. This tech-
nique restricts prototype locations to given data points, such that distances
are well defined in the cost function of NG. Batch optimization can be di-
rectly tranferred to this case. However, median clustering has the inherent
drawback that only discrete adaptation steps can be performed which can
dramatically reduce the representation quality of the clustering.
Relational Neural Gas (RNG) [14] overcomes the problem of discrete adap-
tation steps by using convex combinations of Euclidean embedded data points
as prototypes. For that purpose, we assume that there exists a set of (in gen-
eral unknown and presumably high dimensional) Euclidean points V such
that dij = ‖vi − vj‖ for all vi, vj ∈ V holds, i.e. we assume there exists an (un-
known) isometric embedding into an Euclidean space. The key observation
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is based on the fact that, under the assumptions made, the squared distances
‖wi − vj‖2 between (unknown) embedded data points and optimum proto-
types can be expressed merely in terms of known distances dij . This allows
to reformulate the batch optimization schemes in terms of relational data as
done in [14].
Note that, if an isometric embedding into Euclidean space exists, this
scheme is equivalent to Batch NG and it yields identical results. Otherwise,
the consecutive optimization scheme can still be applied.
Relational neural gas shows very robust results in several applications as
shown in [14]. Compared to original NG, however, it has the severe drawback
that the computation time isO(m2),m being the number of data points, and
the required space is also quadratic. Thus, this method becomes infeasible
for huge data sets. Recently, an intuitive and powerful method has been pro-
posed to extend batch neural gas towards a single pass optimization scheme
which can be applied even if the training points do not fit into the main
memory [1]. The key idea is to process data in patches, whereby prototypes
serve as a sufficient statistics of the already processed data. Here we transfer
this idea to relational clustering.
3 The Patch Relational Technique
Assume as before that data are given as a dissimilarity matrixD. During pro-
cessing of Patch Relational NG, patches of fixed size are cut consecutively
from the dissimilarity matrix D, where every patch is a submatrix of D cen-
tered around the matrix diagonal.
The idea of the original patch scheme is to add the prototypes from the
processing of the former patch Pi−1 as additional datapoints to the current
patch Pi, forming an extended patch P ∗i which includes the previous points
in the form of a compressed statistics. The additional datapoints – the former
prototypes – are weighted according to the size of their receptive fields, i.e.
how many datapoints do they represent in the former patch.
Unlike the situation of original Patch NG [1], where prototypes can simply
be converted to datapoints and the inter-patch distances can always be recal-
culated using the Euclidean metric, the situation becomes more difficult for
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relational methods.
In Relational NG prototypes are expressed as convex combinations of un-
known Euclidean datapoints, only the distances can be calculated. More-
over, the relational prototypes gained from processing of a patch cannot be
simply converted to datapoints for the next patch. They are defined only on
the datapoints of the former patch. To calculate the necessary distances be-
tween these prototypes and the datapoints of the next patch, the distances
between former and next patch must be taken into account, as shown in [14].
But that means touching all elements of the upper half of the distance ma-
trix at least once during processing of all patches, what foils the idea of the
patch scheme to reduce computation and memory-access costs.
In this contribution, another way is chosen. In between patches not the
relational prototypes itselves but representative datapoints obtained from a
so called k-approximation are used to extend the next patch. As for stan-
dard patch clustering, the points are equipped with multiplicities. On each
extended patch a modified Relational NG is applied taking into account the
multiplicities.
4 Summary and Outlook
In the presentation, we presented a special computation scheme based on
Relational Neural Gas and Relational Self-Organizing Map that allows to pro-
cess large dissimilarity datasets, that cannot be hold at once in random-access
memory, by a single pass technique of fixed sized patches. The patch size
can be chosen to match the given memory constraints. The presented patch
version reduces the computation and space complexity with a small loss of
accuracy.
In future work, the method will be applied to larger real-world datasets
in the context of text processing, musical data mining, and computational
biology. Furthermore, a supervision concept as reported in [5] can be inte-
grated. The patch scheme also opens a way towards parallelizing the method
as demonstrated in [2].
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Algorithm 1: Patch Relational Neural Gas
Begin
Cut the first Patch P1
Apply Relational NG on P1 −→ Relational prototypes W1
Use k-Approximation on W1 −→ Index set N1
Update Multiplicities mj according to the receptive fields
Repeat for t = 2, . . . , np
Cut patch Pt
Construct Extended Patch P ∗t using Pt and index set Nt−1
Apply modified RNG with Multiplicities −→ Relational prototypes Wt
Use k-Approximation on Wt −→ Index set Nt
Update Multiplicities mj according to the receptive fields
Return k-approximation of final prototypes Nnp
End.
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Theoretical aspects of kernel GLVQ with
differentiable kernel
Thomas Villmann1,2, Barbara Hammer3
1 Introduction
Learning vector quantization is mainly influenced by the standard algorithms
LVQ1 . . . LVQ3 introduced by KOHONEN [6] as intuitive prototype-based clus-
tering algorithms. These algorithms are heuristically motivated but does not
minimize any cost function. Several derivatives were developed to improve
the standard algorithms to ensure, for instance, faster convergence, a bet-
ter adaptation of the receptive fields to optimum Bayesian decision, or an
adaptation for complex data structures, to name just a few [5, 7, 9, 12, 15, 4].
GLVQ is an extension of the LVQ2.1 algorithm which avoids the numerical
instabilities of LVQ2.1 due to a stochastic gradient descent on a cost function
[12]. It has been shown that GLVQ can be seen as a margin optimizer [2].
All the LVQ-algorithms typically are distance based approaches. However,
as pointed out in [3] more general similarity measures can be considered with
the remaining restriction of differentiability. Now the idea is to replace such
a general similarity measure by inner products which implies the utilization
of kernels. In this way we obtain in natural manner a kernel variant of the
underlying LVQ algorithms. In particular we will focus on the GLVQ which
1E-mail: thomas.villmann@hs-mittweida.de
2Department of Mathematics, University of Applied Sciences Mittweida, Mittweida, Ger-
many
3Institute of Computer Science, Clausthal University of Technology , Clausthal, Germany
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leads to Kernel-GLVQ.
2 Inner product based learning vector quantization
To develope the Kernel-GLVQ approach based on differetiable kernels or in-
ner products we shortly review th basics of standard GLVQ. Thereafter the
straight forward derivation of Kernel-GLVQ is presented. The section is com-
pleted by advisements for relevance learning and hyperparameter adapta-
tion for Kernel-GLVQ.
2.1 Standard GLVQ
Let us first clarify some notations: Let cv ∈ L be the label of input v, L a
set of labels (classes) with #L = NL. Let V ⊆ RDV be a finite set of inputs v.
LVQ uses a fixed number of prototypes (weight vectors, codebook vectors) for
each class. Let W = {wr} be the set of all codebook vectors and cr be the class
label of wr. Furthermore, let Wc= {wr|cr = c} be the subset of prototypes
assigned to class c ∈ L. Further, let d be an arbitrary (differentiable) distance
measure in V .
We start with the cost function for GLVQ
CostGLVQ =
∑
v
µ(v) (1)
with the classifier function
µ(v) =
dr+ − dr−
dr+ + dr−
(2)
which has to be minimized by gradient descent. Thereby, dr+ is determined
by
v 7→ s (v) = argminr∈Ad (v,wr) (3)
and dr+ = d (v,ws) with the additional constraint that cv = cr, i.e. dr+ is the
squared distance of the input vector v to the nearest codebook vector labeled
with cr+ = cv. Analogously, dr− is defined. Note that µ(v) is positive if the
vector v is misclassified and negative otherwise.
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The learning rule of GRLVQ is obtained taking the derivatives of the above
cost function. Using ∂µ(v)∂wr+ = ξ
+ ∂dr+
∂wr+
and ∂µ(v)∂wr− = ξ
− ∂dr−
∂wr−
with
ξ+ =
2 · dr−
(dr+ + dr−)2
(4)
and
ξ− =
−2 · dr+
(dr+ + dr−)2
(5)
one obtains for the weight updates [3]:
4wr+ = + · ξ+ ·
∂dr+
∂wr+
(6)
4wr− = − · ξ− ·
∂dr−
∂wr−
(7)
2.2 Inner product based GLVQ and Kernel GLVQ
The idea now is to replace the distance measure in (2) by a differentiable
(squared) inner product σ. It is obvious that σ defines a norm dσ. Thus,
identifying any subsets by utilization of σ can be done equivalently (in topo-
logical sense) by means of the norm ds and vice versa. In context of GLVQ
this implies that all margin analysis is still valid also for inner product based
variants of GLVQ. Further, among all inner products σ those are of particu-
lar interest, which are generated by kernels κφ defined in (??), i.e. σ = κφ.
This motivates the notation Kernel GLVQ (KGLVQ). It should be mentioned
here that QIN&SUGANTHAN provided a kernel GRLVQ in [10] for general ker-
nel. However, the derivation of respective prototype updates is complicated.
Here, using the differetiability assumption, an alternative much more easy
solution is provided. We will outline the theoretical foundations in the fol-
lowing:
In detail, we consider now the inner product σ based classifier function
µσ(v) =
σ2r+ − σ2r−
σ2r+ + σ
2
r−
which has to be positive iff v is correctly classified, i.e.
v 7→ s (v) = argmaxr∈A
[
(σ (v,wr))
2
]
(8)
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and σr+ as well σr− play the same role as dr+ and dr− . The cost function then
reads as
CostKGLVQ =
∑
v
µσ(v) . (9)
Using the differentiability assumption we can calculate in complete analogy
to the GLVQ above the quantities
∂µσ(v)
∂wr+
= ξ+σ
∂σr+
∂wr+
and
∂µσ(v)
∂wr−
= ξ−σ
∂σr−
∂wr−
but now having
ξ+σ =
4 · σr+ · σ2r−
(σ2r+ + σ
2
r−)
2
(10)
and
ξ−σ = −
4 · σ2r+ · σr−
(σ2r+ + σ
2
r−)
2
(11)
The final updates for the gradient ascent are immediately obtained as
4wr+ = + · ξ+σ ·
∂σr+
∂wr+
(12)
4wr− = − · ξ−σ ·
∂σr−
∂wr−
(13)
which contain the derivatives of the inner product or kernel σ.
In case of the usual Euclidean inner product σφ (v,wr) = vT ·wr with φ is
the identity function, one simply gets ∂σφ∂wr = v. Yet, in case of a kernel based
inner product κφ, the derivative of the inner product can easily be carried
out without any explicit knowledge of the underlying function φ taking into
account the kernel trick property. For example, if κφ is the polynomial kernel
κφ = 〈v,w〉d we have ∂κφ∂w = d · 〈v,w〉d−1 · v. For the rbf-kernel
κφ (v,w,γ) = exp
(
− (v −w)
2
2γ2
)
(14)
one obtains ∂κφ∂w =
1
γ2 exp
(
− (v−w)22γ2
)
(v −w) whereas for the exponential
kernel κφ = exp (〈v,w〉) this procedure yields ∂κφ∂w = exp (〈v,w〉) · v. For fur-
ther kernel examples we refer to [14], Chapt. 9.
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Another widely applied inner product is the Sobolev inner product of degree
K
〈f, g〉S,K = 〈f, g〉E +
∑
1≤j≤K
〈
D(j)f,D(j)g
〉
E
(15)
 〈f, g〉E +
〈
D(K)f,D(K)g
〉
E
(16)
with differential operatorsD(k) defining the k-th derivative and f, g are func-
tions or vectorial representations thereof [8]. Sobolev norms and inner prod-
ucts play a fundamental role in functional data analysis, such as for time se-
ries analysis, sequence processing or spectral data analysis in biomedicine,
geo- and astrophysics, chemistry etc. [11],[16],[17]. Using 〈f, g〉S,K in KGLVQ
results an appropriate inner products based scheme for functional data clas-
sification.
2.3 Parameter adaptation for Gaussian kernels
Kernel width
The width γ of the Gaussian kernel (14) crucially influences the performance
of the classifier. Hence, a careful adjustment is mandatory. Yet, an alterna-
tive is to individualize the kernel width γr for each prototype wr and, after-
wards one keeps them as parameters to be learned, too [13]. As the prototypes
itself, this should be done by stochastic gradient ascent on CostKGLVQ , i.e.
we consider ∂CostKGLVQ∂γr . In particular, we have to calculate
∂µσ(v)
∂γr+
=
∂
∂γr+
[
σ2r+ − σ2r−
σ2r+ + σ
2
r−
]
= ξ+σ ·
∂σr+
∂γr+
determining the adaptation 4γr+, which yields for the localized Gaussian
kernel (14)
∂µσ(v)
∂γr+
= ξ+σ ·
∂κφ
(
v,wr+ ,γr+
)
∂γr+
= ξ+σ ·
κφ
(
v,wr+ ,γr+
)
γ3r+
· (v −wr+)2 .
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Analogously, we find
∂µσ(v)
∂γr−
= ξ−σ ·
κφ
(
v,wr− ,γr−
)
γ3r−
· (v −wr−)2 .
Relevance learning
The Gaussian kernel takes as ingredients usually the Euclidean norm of the
vector difference. However, other norms are also possible, for example one
could think about special choices for specific problems as Sobolev-norms for
functional data analysis. Here we draw the attention to the so-called scaled
Euclidean metric
dλ (v,w) =
∑
i
λi · (vi − wi)2
with
∑
i λi = 1. As usual in relevance learning [3], the scaling parameters
λi can be adapted with respect to the classification task at hand by gradient
learning, which leads again to a gradient ascent but now as ∂CostKGLVQ∂λi . Here
we have to consider ∂µσ(v)∂λi . We obtain for wr±
∂µσ(v)
∂λi
= ξ+σ ·
∂κφ
(
v,wr± ,γr±
)
∂λi
= −ξ+σ ·
κφ
(
v,wr± ,γr±
)
2γ2
(
vr±,i − wr±,i
)2
to be plugged into a respective gradient learning as usual. We denote this
approach as Kernelized Relevance GLVQ (KGRLVQ).
Clearly, one could think about more sophisticated relevance learning schemes
like matrix learning, where the metric is given by a general bilinear form
dM (v,w) = (v −w)T ·M· (v −w)
= (v −w)T ·ΩTΩ· (v −w)
with M being a (symmetric) positive definite matrix [1]. The derivation is
straight forward containing the derivativs
∂dM (v,w)
∂Ωjm
=
∑
j
(vk−wk)Ωjm(vj−wj) +
∑
i
(vi−wi)Ωim(vk−wk)
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or, in matrix notation,
∂dM (v,w)
∂Ω
= 2 (v −w) [Ω (v −w)]T
and yields Kernelized Matrix GLVQ (KGMLVQ).
3 Conclusion
In the present article we give the theoretical foundations for Kernel-GRLVQ
with differentiable kernels. This approach is an easy alternative to the earlier
developed kernel variant of GLVQ which does not assume the differentia-
bility of the used kernel. The achieved update scheme for the prototypes is
similar to the original GLVQ. Further, we give perspectives to integrate rel-
evance learning and hyperparameter optimization into Kernel-GRLVQ for
classification task dependent parameter estimation for optimum classifica-
tion.
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