We expand Hamida's integral for the Borel regulator in odd dimension as an infinite series and give a computer algorithm for dimension 3.
Introduction
Let ζF (s) denote the Dedekind zeta function of a number field F . The analytic class number formula ( [19] p.21) gives the residue at s = 1 in terms of the order of the class-group of OF , the algebraic integers of F , and the Dirichlet regulator R0(F ). Let dF denote the discriminant of F . In terms of algebraic K-groups of OF the class-group is equal to the torsion subgroup Tors K0(OF ) of K0(OF ) and the formula has the form ress=1 ζF (s) = 2 r 1 +r 2 π r 2 R0(F )|Tors K0(OF )|
The Dirichlet regulator R0(F ), which is a real number, is the covolume of the lattice given by the image of the Dirichlet regulator homomorphism ( [19] p.25) Here r1 and 2r2 denote the number of real or complex embeddings of F respectively. Equivalently, by Hecke's functional equation ([12] , [19] p.18), ζF (s) has a zero of order r1 + r2 − 1 at s = 0. Let ζ * F (s0) denote the first non-zero coefficient in the Taylor series for ζF at s = s0. Therefore at s = 0 the functional equation yields This form of the analytic class number formula prompted Lichtenbaum [11] to ask: Which number fields F satisfy the analogous equation for higher-dimensional algebraic K-groups ζ * F (r) = ±2 ǫ Rr(F )|K−2r(OF )| |Tors K1−2r(OF )| for r = −1, −2, −3, . . . and some integer ǫ? Here Rr(F ) is the covolume of the Borel regulator homomorphism defined on K1−2r(OF ) and to which we shall return in §2. This identity has become known as the Lichtenbaum conjecture and is known to be true in many cases; for example, there are several proofs for abelian extensions of the rationals ( [10] , [15] , [16] , [17] ).
In the special case of the integers the conjecture takes the form ζ * (r) Rr(Q) = ±2 ǫ |K−2r(Z)| |Tors K1−2r(Z)| for r = −1, −2, −3, . . . and some integer ǫ. Here ζ * (r) is the leading coefficient in the Taylor series for the Riemann zeta function ζ(z) at z = r. As mentioned above, this and the analogous relation in the cyclotomic case, is known to be true. Moreover when r = −1 the value of ǫ is known in the cyclotomic case by the main result of Ion Rada's thesis [14] . In addition the value of |Tors K1−2r(OF )| (for example, see [16] , [17] ). The nett result is that, in order to compute |K2(OF )| in the cyclotomic case it suffices to have merely approximate values for ζ This discussion provides the motivation for this paper. For example [15] the KummerVandiver conjecture, which originated in an 1849 letter from Kummer to Kronecker, would be implied by the vanishing of |K−2r(Z)| for r = −2, −4, . . .. Although we are only concerned here to design an algorithm to calculate an approximation to the Borel regulator in dimension three in the long run we hope that our ideas may be capable of implementation in higher dimensions to calculate orders of even dimensional K-groups of rings of algebraic integers.
The Borel regulator map
Let F be a number field and OF its ring of integers. F have [F : Q] different embeddings σj into C. Some of them, say σ1, . . . , σr 1 , are real and the rest come in conjugate pairs σr 1 +1, . . . , σr 1 +r 2 , σr 1 +1, . . . , σr 1 +r 2 . The Borel regulator maps are homomorphisms
from the odd algebraic K-theory groups of OF to R dn , where dn is r1 + r2 if n is odd and r2 if n is even. Given an embedding σ : F → C, write σ * for the induced map in K-theory. Borel defined homomorphisms
such that the map (1) is the composition
The map Bn is in turn defined as the composition of the following homomorphisms. The algebraic K-theory groups can be defined as the homotopy groups
and hence there is a Hurewicz map into homology with integral coefficients
K2n+1(C)
Hur / / H2n+1(BGL(C)
To obtain the isomorphism above, recall that the plus construction does not change the homology and the homology of a discrete group G is the homology of its classifying space BG. Via Suslin's stability results [8] , if N ≥ 2n + 1 then
Therefore, it suffices to define a map
and precompose with the homomorphisms above. The map (3) is called the universal Borel class and it is actually given by a cocycle in the continuous cohomology group of GLN (C). The image of bn lands in (2πi) n−1 R which we identify with R. The original construction, due to Borel and using continuous cohomology, is described in [4] . Borel also proved that the image of the map (1) is a lattice in R dn , whose (co)volume is called the Borel regulator, written Rn(F ), as mentioned in §1.
Hamida's integral
By a result of Hamida [6] , the universal Borel class has the following description as an integral of differential forms. Fix n ≥ 1 and X0, . . . , Xn ∈ GLN (C) with N ≥ 2n + 1 (ie. in stable range). Let ∆n be the standard n-simplex
Define for every point x = (x0, . . . , xn) ∈ ∆n
where X * denotes the conjugate transpose of X. Thus ν is a matrix of 0-forms (complex functions) on the n-manifold ∆n, and ν(x) is positive definite hermitian and in particular invertible. Consider the matrix of differential n-forms (ν −1 dν) ∧n and define ϕ(X0, X1, . . . , Xn) = Tr
the trace of a matrix of integrals of differential forms.
Theorem 1 (Hamida [6] ) Let n ≥ 0. The map
induces a cocycle in the continuous cohomology of GLN (C) which is the universal Borel class bn.
Remark 2 The cocycle (6) is homogeneous and unitarily normalised, that is,
ϕ(u0X0, . . . , unXn) = ϕ(X0, . . . , Xn) for all ui ∈ UN (C).
In particular, we can assume Xn = Id by (7), and all the Xi to be positive definite hermitian matrices by (8) , via the polar decomposition: every invertible matrix X can be written as X = U P where U is unitary and P is positive definite hermitian. Indeed, X * X = P * P ; compare with (4).
The Infinite Series Formula
Our goal is to make the computation of Hamida's integral (5) explicit. Namely, we will transform the integral into an infinite series which we can arbitrarily approximate. In order to integrate an n-form on an n-dimensional manifold (with boundary in this case) we need to express the integrand in terms of n cordinates rather than n + 1. We have a homeomorphism from the n-simplex given in R n by
to the n-simplex in R n+1 given by the map
Therefore, in terms of the y-coordinates, we have
Next, we perform a change of variable by means of the map
given by T (t, s1, s2, . . . , sn−1) = (s1t, s2t, . . . , sn−1t, 1 − t).
Since s1t + s2t + . . . + sn−1t + 1 − t = 1 − t(1 − s1 + s2 + . . . + sn−1) lies between zero and one, the image of T lies in the n-simplex. Furthermore for each non-zero value of t the corresponding horizontal (n − 1)-simplex is mapped homeomorphically onto its image while {0} × ∆ n−1 is collapsed to the vertex (0, 0, . . . , 0, 1). The Jacobian of T is equal to (−1) n t n−1 . Therefore when t = 0 we have J(T ) > 0 if n is even and J(T ) < 0 if n is odd. For any compact n-manifold M with boundary in [ 
We shall be interested in the integral Trace
n which may be written as the limit of integrals over manifolds of the form T (M ) as they tend towards the n-simplex. Therefore we can compute this integral as a limit of corresponding integrals over M ⊂ [0, 1] × ∆ n−1 , provided that this limit exists. However the integral over M , involving the Jacobian of T , is merely the integral over M where ν · T is written in terms of t, s1, . . . , sn−1 and dν is also computed in these coordinates. Thus we have
where A(s1, s2, . . . , sn−1)
Observe that, if we assume that the Xi's are close together, then for all points of ∆ n−1 the matrix A(s1, s2, . . . , sn−1) is close to zero. Under this assumption we may express the integral as a convergent infinite series in the following manner.
As M varies, we must examine the integral
since the integral is unchanged by cyclic permutation of factors and because A(s) and 1 + tA(s) commute. Next we observe that if W1, . . . , Wn are m × m matrix-valued functions then
because the trace of a product of n matrices is invariant under cyclic permutations but the n-form dx1 . . . dxn changes by the sign of the n-cycle, which is (−1) n−1 . Accordingly each integral in the formula for
n is equal to (−1) n−1 times the one below it. Together with the barycentric subdivision results of the next section this observation implies that
For the rest of this section we shall assume that n is odd. In this case
Also we observe that the assumption that the Xi's are close together means that through the domain of integration the matrix A is very close to zero. Recall the geometric series formula for a matrix A [7, 5.6.16] : if · is a matrix norm and A < 1 then I − A is invertible and
is a vector norm which satisfies AB ≤ A B .) Therefore we may expand the integral as a series, taking care not to commute matrix factors which may not commute, to obtain the following formula:
where m(m1, . . . , mn−1) = m1 + . . . + mn−1. In §5 we shall develop a barycentric subdivision algorithm to reduce to the case where the Xi's are close together so that A < 1 and then we shall be able to evaluate the infinite series expression n Tr
where m(m1, . . . , mn−1) = m1 + . . . + mn−1.
Case n = 1
In this example the map T map be taken as the identity map and M = [0, 1]. We obtain Tr
Case n = 3
For n = 3 we can simplify (10) further. We have
and because t m 1 +m 2 +2 dt is a scalar 1-form the effect of switching A m 1 dA with A m 2 dA is simply a change of sign
This yields a symmetrical formula
Now let us integrate the formula
Hence the intregral for n = 3 and A < 1 is 3 Tr
(−1)
Barycentric subdivision
In order to use the infinite series formula in Section 4, we need A < 1 for a matrix norm · . The idea is to apply the iterated barycentric subdivision operation to the simplex represented by (X0, . . . , Xn) until the associated matrix A of each subsimplex satisfies A < 1.
Definitions and main properties
Suppose that X is a normed real vector space. Define the simplex spanned by x0, x1, . . . , xn ∈ X as the subset
The barycenter of ∆[x0, . . . , xn] is the point
The barycentric subdivision of ∆[x0, . . . , xn] (cf. [18] ) is the following decomposition into (n + 1)! n-simplices. For each permutation σ ∈ Σn+1 we have the n-simplex
where we write
We define the sign of sσ as sgn(σ), the signature of the permutation.
Remark 3 For these definitions to make sense, we only need X to be a convex cone in a real vector space. For example, the set of all positive definite hermitian matrices.
The barycentric subdivision reduces the diameter by a factor of n n+1
.
Proposition 4
Suppose that ∆ is an n-simplex in a normed real vector space spanned by x0, . . . , xn. Consider its diameter diam(∆) = sup{ x − y : x, y ∈ ∆}. Then
Proof: Given a, b ∈ ∆, suppose b = P tixi as above. Then
A similar argument shows a − xi ≤ maxj xi − xj and the first claim follows. For (2) see, for instance, [18, pp. 124-5] .
Remark 5
The barycentric subdivision procedure can be iterated, by applying it to each of the resulting n-simplices. Hence we can talk of the kth barycentric subdivision of a simplex, for each k ≥ 0.
The second key property is that barycentric subdivision can be applied and induces the identity in group cohomology. Let G be a group, R a commutative ring and M an RG-module. Consider (Fn, ∂n) the standard resolution of RG [3] . Each Fn is the free RG-module generated by (n + 1)-tuples (g0, . . . , gn) with G-action g(g0, . . . , gn) = (gg0, . . . , ggn) and
gn).
If we define Cn = Fn ⊗RG M , then the homology groups Hn(G; M ) are the homology groups of (C * , ∂ * ⊗ 1M ). On the other hand, if we let C n = HomRG(Fn, M ), then the cohomology groups H n (G; M ) are the cohomology groups of (C * , δ * ) where
The barycentric subdivision is a chain map S : Fn → Fn defined on generators as
where
(From now on we assume char(R) = 0 so that 1/m ∈ R for every m ≥ 1.) S extends to (co)chain maps S : Cn → Cn and S : C n → C n (we use the same letter S). For example, S(α)(g0, . . . , gn) = X σ∈Σ n+1 sgn(σ)α(g σ(0) , . . . , g σ(0),...,σ(n+1) ) for all α ∈ C n .
Remark 6
The barycentric subdivision can be iterated, simply by
It is standard and not difficult to show that these chain maps induce the identity in (co)homology. In particular, if α ∈ C n is a cocycle, then so is S(α) and the represent the same element in H n (G; M ). Recall that Hamida's function ϕ is a cocyle representing (up to a coefficient) the universal Borel class in H n (GLN (C); C). Hence S(ϕ) also represents the universal Borel class. The same holds if we further subdivide.
Proposition 7 Let k ≥ 1. The cocycles ϕ, as defined in (5), and S k (ϕ) represent the same element in H n cont (GLN (C); C).
On matrix norms
Let · a matrix norm, that is, a vector norm in MN (C) which satisfies AB ≤ A B . Our main example will be the spectral norm [7, 5.6 .6]
This norm satisfies A * 2 = A 2 and U AV 2 = A 2 if U and V are unitary. If A is hermitian then A 2 = max {|λ| : λ is an eigenvalue of A}. In this case, all the eigenvalues are real and we write them in increasing order as
If A is positive definite hermitian (if and only if λmin(A) > 0) then A 2 = λmax(A) and A −1 2 = 1/λmin(A). Theorem 8 (Weyl) Let A and B be hermitian matrices of dimension n. For each k = 1, . . . , n we have
For a proof, see 4.3.1 in [7] .
In particular, if A1, . . . , An are hermitian matrices then
Upper bounds
Let X0, . . . , Xn ∈ GLN (C) and s1, . . . , sn−1 ∈ R with si ≥ 0 and P si ≤ 1. Define, as in §4,
Lemma 9 Let · be any matrix norm such that A * = A for all A ∈ Mn(C). Then, for any matrices A, B, C ∈ Mn(C), we have
Proof: 
Using Lemma 9 we obtain
« .
Proposition 10
For any matrix A as in (14) and any matrix norm satisfying X * = X for all X ∈ Mn(C), we have
If the matrices Xi are positive definite hermitian, we can consider iterated barycentric subdivisions of ∆[X0, . . . , Xn] (cf. Remarks 3 and 2). Then the bound above, with respect to the spectral norm, decreases arbitrarily.
Proposition 12
Suppose that X0, . . . , Xn are positive definite hermitian matrices spanning a n-simplex ∆ = ∆[X0, . . . , Xn]. Let · be the spectral norm and define
Let ∆[ e X0, . . . , e Xn] be any n-simplex of the k-th iterated barycentric subdivision of ∆[X0, . . . , Xn]. For s1, . . . , sn ≥ 0 and P si ≤ 1, define
e X0 e X −1
This guarantees that, for k large enough, all the matrices e A as above will satisfy e A < 1 (the bounds d, M and m only depend on the initial matrices X0, . . . , Xn).
To prove the proposition, we need first a bound for X and X −1 for an arbitrary point in ∆[X1, . . . , Xn].
Lemma 13 Let X0, . . . , Xn be positive definite hermitian matrices and X ∈ ∆[X0, . . . , Xn]. Suppose that X = P n i=0 tiXi with ti ≥ 0,
ti Xi and
In particular, X ≤ maxi Xi and
Proof of Lemma:
The first inequality holds for any norm. For the second inequality, note that the matrix X must be positive definite hermitian and, in particular, nonsingular and X −1 = 1/λmin(X). By (13),
Hence
Call λi = λmin(Xi) > 0. Then
The right-hand side inequality holds true: λ + λ −1 ≥ 2 for all λ > 0 and therefore
Proof of Proposition:
We have, as in (15),
From the previous Lemma we know that e Xi ≤ M and e X
−1 i
≤ m for all 0 ≤ i ≤ n. From Proposition 4 we have
6 The infinite series for n = 3
In this section, we expand Hamida's integral for n = 3 into a explicit infinite series with no integral operator, which can be directly implemented as a computer algorithm. Recall equation (11),
Write A = U0 + s1U1 + s2U2 as in (9) . Fix m1 > m2 ≥ 0. We have
where B r p,q (r ≥ p + q) is the sum of all matrices of the form Ui 1 . . . Ui r , ij ∈ {0, 1, 2}, containing p times U1 and q times U2 (and hence r − p − q times U0). Reordering and using that dA = ds1U1 + ds2U2 we get = Tr
The second term can be rewritten, by a cyclic permutation, to have the form B m 2
That is, if we write
then (17) equals Tr R ∆ 2 (Em 1 ,m 2 − Em 2 ,m 1 ), for each m1 > m2 ≥ 0. Hence for each pair of arbitrary integers m1, m2 ≥ 0 we have Em 1 ,m 2 when m1 > m2 and −Em 1 ,m 2 when m1 < m2. Consequently, if we substitute (m1 − m2) by |m1 − m2|, we can write (16) as 3 Tr
The trace and the integral operator are linear, and
The integral can be calculated using integration by parts. If n, m > 0, Z
The calculation is still valid when n = 0 and, by symmetry, when m = 0. On the other hand, each term B
amounts to the sum of matrices in the form Ui 1 . . . Ui m 1 U1Uj 1 . . . Uj m 2 U2 with u1 respectively u2 matrices U1 resp. U2 among the first m1, and v1 resp. v2 matrices U1 resp. U2 among the last m2. By cyclic permutation, we can write it as
Given k ≥ 1 and an array U1Ui 1 . . . Ui k , how many times (if any) does it appear in (18) and with which coefficient? Compare the expression U1Ui 1 . . . Ui k to (20). For every j with ij = 2 we have a product as in (20) with
Let us denote by χ2 the characteristic function on 2 (χ2(2) = 1, χ2(i) = 0 if i = 2). Using (19) and the previous calculations, we can rewrite (18) as
Note that we have use that, for positive definite hermitian matrices Xi of size n and the spectral norm, Tr`P ∞ n=1 Xn´= P ∞ n=1 Tr(Xn), since X ≤ Tr(X) and Tr(X) ≤ n X .
Proposition 14 (Infinite series for
where n1, n2 and c depend on each tuple (i1, . . . , i k+1 ) as
χ2(ij) |k − 2j + 1| .
Computacional aspects and algorithm
We discuss the computational aspects of our algorithm. We write for the spectral norm.
Initial steps
The program is given matrices Y0, Y1, Y2, Y3 ∈ GLN (C) (normally N = 7). It first computes the positive definite hermitian matrices X0, X1, X2, X3 such that X * i Xi = Y * i Yi for all 0 ≤ i ≤ 3 (see Remark 2). This is done via the Schur decomposition of X * i Xi. Then the following values are stored
for i, j ∈ {0, 1, 2, 3}.
Barycentric subdivision
This is a recursive step. Given a 4-simplex ∆[ e X0, . . . , e X3] of the k th -barycentric subdivision of ∆ = ∆[X0, . . . , X3] (just the initial simplex ∆ when k = 0), we define the corresponding matrix e A as in Proposition 12 and try to prove that e A < 1 using
If we succeed, we move to the next step. If we fail, we calculate the barycentric subdivision of ∆[ e X0, . . . , e X3] and apply this step recursively to each of the resulting 24 simplices.
Remark 15 Proposition 12 guarantees that the recursion finishes: the maximal depth required in the barycentric subdivision is bounded above by˛l og(4dM m 2 ) log(n+1)−log(n)˛.
Infinite Series
We are given (X0, . . . , Xn) with the associated matrix A satisfying A < 1. Our aim is to approximate the value of the infinite series in Proposition 14. We keep the same notation as there. Also, let us write fi 1 ...i k for the factorial coefficient, that is,
The (k + 1)th term in the series (21) can be obtained from the kth term as follows. For each i1, . . . , i k ∈ {0, 1, 2}, we have three new matrices
and three new factorial coefficients
where n1 and n2 are the ones defined for the tuple (i1, . . . , i k ). Hence for each such tuple (i1, . . . , i k ), we should store the values of U1Ui 1 . . . Ui k and fi 1 ...i k . The other terms in the series can be inexpensively calculated in each iteration, see (21).
Error estimate
It remains the question of bounding the error after each iteration. We now verify the absolute convergence of the series (21) with respect to the spectral norm by finding a majorising series, which serves as means of estimating the error after each iteration. If X is a matrix with eigenvalues λ1, . . . , λn then
So if X is hermitian, |Tr(X)| ≤ n X . Write A = U0 + s1U1 + s2U2 as in Section 4. Suppose that Ui ≤ m, i = 0, 1, 2 (we will need m < 1/2). Then
On the other hand
Additionally, one can prove that
by induction on k: for k = 1 we get 5/6 ≤ 1 and the induction step follows from (22),
All in all, if we call a k the kth coefficient of the series (21), we have
Therefore, the series (21) is majorised by the convergent series
if m < 1/2. Hence we need each Ui ≤ m < 1/2, as expected, since this immediately implies A < 1. Let Sn = P n k=1 a k be the value of the series (21) after n iterations and S = P ∞ k=1 a k the exact value. Since (23) is a majorising series, the error after n iterations |S − Sn| is bounded above by
Test cases
We have implemented an algorithm in Matlab [13] to compute the series in Proposition 14. We have performed some test cases where we compare the program's output with the expected value of Hamida's function ϕ.
Test case 1
Then z is a 3-cycle and ϕ(z) = 0 [5] . Write the cycle as z = c1 −c2 +c3 −c4 +c5 −c6. We obtain answers close to zero for Hamida's function already at each ci, that is, ϕ(ci) ∼ 0 for each 1 ≤ i ≤ 6. The reason is that Hamida's function is unitarily normalized. If
then u2g2 and u3g3 are the identity, and every ci above can me made into a cycle c
with two consecutive repeated elements. In this case ϕ(ci) = ϕ(c ′ i ) = 0, since Hamida's integral vanishes for any chain with two repeated values (an n-form in n − 1 variables is zero).
The algorithm fails to detect the vanishing directly but gives answers close to zero. We keep track of the positive respectively negative partial sums (the sum of the positive respectively negative terms of the series in Proposition 14) so that the answer is close to zero up to an error relative to the order of the positive and negative sums. Additionally, we had to limit the maximum number of iterations to obtain an answer in a sensible time. Sometimes we modified the bound test (see Section 7.2) to force a deeper barycentric subdivision in order to compensate for the lack of iterations.
Case d = 3, u = 1, m = 1 and n = 1
In this case there are two repeated entries in each chain and we obtain answers close to the machine epsilon in our computer. Case d = 3, u = 2, m = 1 and n = 1
POS
This time the algorithm was not simplified by repeated entries. We had to forced an increased barycenter subdivision and limit the iterations to 4 to finish in a reasonable time. The output is summarized in the following The same remarks apply to this case. The output is given again in As before, the answers are close to zero with small error relative to the positive and negative values.
Test case 2
Let F be a field and u ∈ F with u n = 1. Note that ab = ba, a n = e, waw Then d(z1) = 2{a, b} and d(z2) = n{a, b} so [nz1 − 2z2] ∈ H3 (SL3(F ); Z) [5] . If F is a number field, this class should be in the kernel of the Borel regulator.
We have done several test cases for F = Q(u), u = e 2πi/n and v = 1. In all cases, no barycentric subdivision is needed (the matrices are already close enough) and the algorithm takes just a few seconds to finish (hence no need in general to limit the number of iterations). Moreover, the values of ϕ at each chain forming z1 and z2 are deeply related, as we show.
To facilitate reference we write z1 = c1 − c2 − c3 + c4 + c5 − c6 and z2 = d1 + d2 + d3 − d4 + d5 + . . . + d 3(n−1)+2 .
Case n = 3
The results are summarized in the following two tables. For once, we show the positive and negative answers, altough this is not needed anymore. 
