Abstract. We consider hidden Markov processes in discrete time with a finite state space X and a general observation or read-out space Y, which is assumed to be a Polish space. It is well-known that in the statistical analysis of HMMs the so-called predictive filter plays a fundamental role. A useful result establishing the exponential stability of the predictive filter with respect to perturbations of its initial condition was given in [15] in the case, when the assumed transition probability matrix was primitive. The main technical result of the present paper is the extension of the cited result by showing that the random constant and the deterministic positive exponent showing up in the inequality stating exponential stability can be chosen so that for any prescribed s ≥ 1 the s-th exponential moment of the random constant is finite. An application of this result to the estimation of HMMs with primitive transition probabilities will be also briefly presented.
Marcus in [1] . The extension of these results to continuous read-out space requires new insights.
Taking any feasible assumed values Q and b
x (y) the computation of the conditional likelihood, under the condition that the probability distribution of the initial state X 0 is q, requires the computation of the so-called predictive filter p n , defined as p j n+1 = p j n+1 (q) = P (X n+1 = j|Y n , . . . , Y 0 ; q).
It is known that the filter process satisfies the so-called Baum-equation, see [2] , which is a discrete time version of the celebrated Duncan-Mortensen-Zakai equation, see [5, 18, 24] .
The standard, first step in proving consistency of the maximum likelihood method would be to show the validity of the strong law of large numbers for the log-likelihood
function. An equivalent problem is to show the validity of the strong law of large numbers for a function of an extended Markov chain (X n , Y n , p n ). This has been investigated in the literature using basically three different methods. Leroux [16] used the subadditive ergodic theorem, LeGland and Mevel used the theory of geometric ergodicity for Markov chains, see [15] and [14] , finally in [11] and [10] we used the theory of L-mixing processes. The advantage of the latter approach over previous approaches that it enables us to adapt a variety of techniques developed for the statistical theory of linear stochastic systems for HMM-s. In particular the rate of the moments of the estimation error can be established.
A major objective of this paper is to lay down the foundations for an extension of the results of [10] , a preliminary version of which has been published in [11] , from positive to primitive Q-s, i.e when Q r > 0 for some r.
One of the key tools used [10] is the exponential stability of the Baum equation with respect to its initial condition q, established by Arapostathis and Marcus, [1] for binary read-outs and by LeGland and Mevel, [15] , for continuous read-outs.
A slight modification of the methods of [15] , using simple inequalities for projective products in a different way, gives an improved estimate for positive Q-s, stated here as Proposition 2.1. It states, in short, that the predictive filter forgets its initial condition with exponential rate, and the upper bound showing up in this statement is independent of the observation sequence.
In contrast to this, for the case when Q is primitive, the relevant upper bounds of [15] depend inherently on the observation sequence. The best we can get from Theorem 2.1 of [15] is that there exists an α > 0 and a non-negative random variable C(ω) such that for any two initial distributions q, q ′ we have
(1) p n (q) − p n (q ′ ) T V ≤ C(ω)e −αn q − q
The more accurate characterization of the random constant C(ω) plays a key role in extending the results of [10] from positive to primitive Q-s. The main technical contribution of the paper is Theorem 5.1 stating that for any s > 1 there exists a small α > 0 and a non-negative random variable C(ω), such that the above inequality holds and EC s (ω) < ∞.
We use a variety of tools to derive the main technical result. In particular, the (weak) realization of Markov processes by stochastic dynamic systems, following [13] , [4] , and [3] will be extensively used, together with a related coupling argument for
Markov processes satisfying Doeblin's condition. A basic result in the theory of risk processes to estimate the supremum of cumulative net payments, see e.g. [19, 21] , will also be used. Finally, the application of the main technical result of the paper will be given in the context of L-mixing processes, see [9] . This class of processes has been used extensively in the statistical analysis of linear stochastic systems, and the relevant techniques have been successfully adapted to hidden Markov models in [10] .
It is hoped that the results and the techniques of the present paper can be applied also in the context of adaptive control of HMM-s, see [6] .
Hidden Markov Models. We consider Hidden Markov Models (HMM) or
hidden Markov processes with a finite state space X , |X | = N , and a general observation or read-out space Y, which is assumed to be a Polish space, i.e. a complete, separable metric space, or a measurable subset of it. We will identify X with {1, . . . , N }.
Often Y is a measurable subset of an Euclidean space.
Definition 2.1. The stochastic process (X n , Y n ), n ≥ 0 taking its values in X ×Y is a homogeneous, stationary hidden Markov process if the following conditions are satisfied:
i. the state process (X n ) is a homogenous, stationary Markov process with state space X , ii. the observations or readouts Y k have a conditional density given X k = x for all k:
where λ is a fixed nonnegative, σ-finite measure on Y. It is thus assumed that these read-out probabilities are independent of k.
iii. we have for any positive n
In particular, the random variables (Y n , . . . , Y 0 ) are conditionally independent and identically distributed given (X n , . . . , X 0 ). It is easily seen that if (X n , Y n ) is a hidden Markov process, then Z n = (X n , Y n ) is a Markov process. In the present paper the shorthand name "hidden Markov process" will be used for a homogeneous, stationary hidden Markov process.
Remark 2.1. We can relax the conditions above for two sided processes by requiring only that the past and future of (X n , Y n ) for n < 0 and n ≥ 0 are conditionally independent given X 0 , see [23] .
In the notation b * x the upper index * indicates that we take the true values of the corresponding, possibly unknown read-out densities, as opposed to some assumed value that shows up in the estimation problem.
If Y is finite, or enumerable, then we use the notation
and then the conditional independence can be written as
A classical example of a hidden Markov process is a mixture process, where (X n ) is an unobserved i.i.d. sequence, thus the sequence (Y n ) is a random mixture of i.i.d.
processes. A more sophisticated example is as follows:
Example 2.1. Gaussian read-outs. In this case the observations are of the form
where {ǫ n , n ≥ 0} is a Gaussian i.i.d. sequence independent of (X n ), and h, σ : X → R are arbitrary mappings.
The read-out probabilities will be collected into the vector
We will also use the diagonal matrix with the diagonal elements (b
Let Q * be the transition probability matrix of the Markov process (X n ), i.e.
For notational convenience we write Q * > 0 if all the elements of the transition probability matrix are strictly positive. A standing assumption throughout the paper is that Q * is primitive, i.e. (Q * ) r > 0 with some positive integer r > 1. (The smallest r satisfying (Q * ) r > 0 is called the index of primitivity).
We consider the problem of estimating the unknown transition probability matrix Q * and the unknown read-out probability densities b * x (y) from a sequence of observations Y 0 = y 0 , . . . , Y n = y n . We do not consider the problem of estimating the unknown initial probability distribution p * 0 of X 0 . To motivate our investigations consider a parametric family of transition probability matrices Q(θ) where θ ∈ D ⊂ R r , and a parametric family of read-out probability densities b x (y; θ) parameterized by the very same parameter θ. The parametrization of Q is often trivial: we simply take N − 1 entries of each row as coordinates of the parameter vector. The set D can be arbitrary at this point, except that there should be a true parameter value θ * ∈ D such that
Let θ ∈ D be any parameter-value, and let us write
Let (y 0 , . . . y n ) be a sequence of observed values of (Y 0 , . . . Y n ). Write the conditional log-likelihood function, with condition P (X 0 = i) = q i , where q = (q 1 , . . . , q N ) is a probability vector, (formally: q ∈ P) as (2) log p(y 0 , . . . y n ; θ, q) = n−1 k=1 log p(y k |y k−1 , . . . y 0 ; θ, q) + log p(y 0 ; θ, q).
Expressing the k-th term as
it is seen that the predictive filter, defined as
is a basic entity in the analysis of the log-likelihood function. Write
It is known that the filter process satisfies the so-called Baum-equation
with initial condition p 0 = q, where π is the normalizing operator: for
Obviously, the Baum-equation makes sense for any fixed pair of read-out density b x (y) and transition probability matrix Q.
With this notation the k-th term in (2) can be written as
Introducing the function of two independent variables y, p with p = (p 1 , . . . , p N ), parameterized by θ,
we can finally write, with the substitution
The standard, first step in proving consistency of the maximum likelihood method would be to show that
exists almost surely, and the limit does not depend on q. The existence of the limit in (6) has been investigated in the literature using basically three different methods.
Leroux [16] used the subadditive ergodic theorem, LeGland and Mevel, [15] , used the theory of geometric ergodicity for Markov chains, (a technique that has been extended in [17] ), finally in [11] and [10] we used the theory of L-mixing processes.
The advantage of the latter approach over previous approaches that it enables us to adapt a variety of techniques developed for the statistical theory of linear stochastic systems for HMM-s. Here we cite only one basic result of [10] , the proof of which is fairly technical, but its essential ingredients are given already in [11] .
Theorem 2.1. Consider a hidden Markov process (X n , Y n ) as specified in Section 2 and the associated Baum-equation (3) with y n = Y n . Assume that the "true" transition probability matrix Q * is primitive, say Q * r > 0, while "the assumed" Q > 0, and that for all x ∈ X , y ∈ Y we have b x (y) > 0. Furthermore assume that for all s ≥ 1 and for all i, j ∈ X
Let q ∈ P be any initial distribution and let p n = p n (q) denote the solution of the Baum-equation (3) with y n = Y n . Then the process g(Y n , p n ) is L-mixing, the limit
exists, and is independent of the initial value q, and finally we have
It follows that
almost surely for any initial value q.
As said in the introduction a major objective of this paper is to lay down the foundations for an extension of the above result for primitive Q-s. A key tool in es- statement is independent of the observation sequence. Let P(ǫ) ⊂ P be the set of q-s such that q i ≥ ǫ > 0 for all i.
Proposition 2.1. Consider the Baum-equation (3) and assume that Q > 0 and for all x ∈ X , y ∈ Y we have b x (y) > 0. Then there exists a constant δ with 0 < δ < 1 depending only on Q, and for any ǫ > 0 there exists a constant C > 0 depending only on Q and ǫ, such that for any q, q ′ ∈ P(ǫ), for all n ≥ 0, and for any sequence of observations (y 0 , . . . , y n−1 ) we have
where · T V denotes the total variation norm.
Remark 2.
2. An essential feature of the result is that the constant term is independent of the observation sequence. Thus the standard condition b x (y) > 0 for all x ∈ X , y ∈ Y can in fact be removed by a simple limiting argument. Thus important examples, such as readouts obtained by quantization are also covered by the theorem.
Realizations of Markov processes.
A Markov process can be defined either in terms of its transition probability kernel and its initial distribution, or by an explicit stochastic dynamic state-space system with some initial value. This duality will be explored in this section.
Consider a Polish space X , that is the candidate for a state space, and let U let be another Polish space in which a noise process will take its values. Let (U n ), n ≥ 1 be a sequence of U-valued i.i.d. random variables on a probability space (Ω, F , P). Let f be a Borel measurable deterministic function f : X × U −→ X . Then the sequence (X n ) defined by
is a homogeneous Markov chain, where ξ ∈ X is an arbitrary initialization such that ξ is independent of (U n ), n ≥ 0. Surprisingly, the converse result also holds. The key step is what is called the realization of the Markov transition probability kernel by a stochastic dynamic state-space system given in the following theorem.
Proposition 3.1. Let P (x, G), x ∈ X , G ∈ B(X ) be a transition probability kernel of a homogeneous Markov process (X n ) on a Polish space X . Then there exists a Borel measurable function f : X × [0, 1] −→ X such that, with U being uniform in [0, 1] over some probability space (Ω, F , P), for all x ∈ X and G ∈ B(X ) we have
For the proof see [13] . It should be noted that the realization above is by no way unique.
Now if we consider a sequence of independent, [0, 1]-uniform random variables (U n ), n ≥ 1 on (Ω, F , P), and a random variable ξ ′ ∈ X such that ξ ′ and ξ = X 0 have the same distribution, and ξ ′ is independent of (U n ), then the sequence (X ′ n ) defined over (Ω, F , P) by
is a Markov-process having the same finite dimensional joint distributions as (X n ).
The process (X ′ n ) will be called a (weak) realization of (X n ). Assuming a general, U-valued random variable U over (Ω, F , P), denote the random Borel mapping f (·, U ) of X into itself by T , i.e. for x ∈ X write
with the same distribution as U , then we will write for x ∈ X , n ≥ 1
Thus the homogeneous Markov-process process (X ′ n ) defined above can be defined as
This formalism plays a key role in subsequent analysis.
In the special case when T x does not depend on x we get that (X ′ n ), n ≥ 1 is an i.i.d. sequence. Conversely, if (X n ), n ≥ 1 is an i.i.d. process then it has a random mapping realization such that T x is independent of x. The set of constant mappings X → X will be denoted by Γ c : Γ c = {R : X → X , Rx ≡ z for some z ∈ X }.
Another important tool that we will use is the Doeblin-condition, see [3] : Definition 3.1. Let (X n ) be a homogeneous Markov process on a measurable space X . We say that the Doeblin-condition is satisfied for (X n ) if there exists a probability measure ν on X , a δ > 0 and an integer m ≥ 1 such that
is valid for all x ∈ X and A ∈ B(X ).
For the sake of convenience we will mostly restrict ourself to the case m = 1. It follows that, using the notation P (x, A) = (P (x, A) − δν(A))/(1 − δ), we have
where P (x, A) is a probability transition kernel. This means that (X n ) is stochastically equivalent to a mixture of two Markov processes, one of which, with weight δ, is in fact an i.i.d. process. Thus (X n ) can be realized as follows: take an i.i.d. sequence of Bernoulli random variables, say (δ n ), such that
for all ω ∈ Ω and x ∈ X , and let (T 0 n ) be a sequence of i.i.d. Borel mappings of X into itself realizing P (x, A). Let X ′ 0 has the same distribution as X 0 , and assume that X ′ 0 , (δ n ), (T 1 n ) and (T 0 n ) are mutually independent. Then it is easily seen that the random mappings
together with X ′ 0 define a realization of (X n ). From this argument we get with some extra work for the case m ≥ 1, the following known result, see [3] : Lemma 3.1. Let (X n ) be a Markov chain on a Polish space. The Doeblincondition is valid for (X n ) with m ≥ 1 if and only if there exists an i.i.d. random mapping realization (T n ) of its transition probability kernel such that P(T m . . .
Thus the Doeblin condition with m ≥ 1 implies that the Markov process (X n ) has a realization such that it completely forgets its initial condition in m steps with probability at least δ. Alternatively, if two copies of the process are generated by the above mechanism choosing two different initial values, then the two processes will be coupled within at most m steps with probability at least δ.
Remark 3.1. An alternative realization can be obtained if we keep a record of the number of 1-s and 0-s. Define
and define t 0 n similarly. Then it is easily seen that the random mappings
define a realization of (X n ). This realization will be used later in this paper.
Finally we need the following simple observation, see [10] Lemma 3.2. Let (X n , Y n ) be a hidden Markov process with values in X × Y, where X and Y are Polish spaces. Assume that the Doeblin-condition holds for (X n ) with some m ≥ 1. Then the Doeblin-condition holds also for (X n , Y n ) with the same m.
Markov chains and L-mixing processes.
In this short section we summarize the basic definitions related to L-mixing, as developed in [9] . L-mixing has been used extensively in the statistical analysis of linear stochastic systems, see [9] .
However it is a concept which, in its motivation, strongly exploits the stability and the linear algebraic structure of the underlying stochastic system. At first sight it is not clear at all how this concept could be extended to hidden Markov processes. First of all we need the definition of M -boundedness.
Definition 4.1. A stochastic process (X n ) (n ≥ 0) taking its values in an
Euclidean space is M -bounded if for all q ≥ 1
If (X n ) is M -bounded we shall also write X n = O M (1). Similarly if c n is a positive sequence we write
Let (F n ) and (F + n ) be two sequences of monotone increasing and monotone decreasing σ-algebras, respectively, such that F n and F + n are independent for all n. Definition 4.2. A stochastic process (X n ) taking its values in a finite-dimensional Euclidean space is L-mixing with respect to (F n , F + n ), if it is M -bounded and with
To compute E(X n |F + n−τ ) may be hard, but in most cases the following lemma is useful, see e.g. [9] : Lemma 4.1. Let X be a random variable with E X q < ∞ for all q ≥ 1, and let G ⊂ F be a σ-algebra and let η be a G measurable random variable. Then we have
5. Hidden Markov Models with primitive transition probability matrix. The main purpose of this section is to provide an improvement of the technical result of [15] on the exponential stability of the predictive filter for HMM-s when Q and Q * are primitive, with possibly different indices of primitivity. We will take a single, common r such that both Q * r > 0 and Q r > 0 are satisfied. The result of this section is the key technical contribution of the present paper. Its application in extending Theorem 2.1 from positive Q-s to primitive Q-s will be shortly described at the end of the section. Proposition 5.1. Consider the Baum-equation (3) and assume that the transition probability matrix Q is primitive, say Q r > 0 with some r. Furthermore assume that for all x ∈ X , y ∈ Y we have b x (y) > 0. Let q, q ′ ∈ P be any two initializations.
Then for any sequence of observations (y 0 , . . . , y n−1 ) ∈ Y n with n ≥ r we have
Note that if n = qr + s with 0 ≤ s < r, then ⌊n/r⌋ · r = qr, and thus the last few observations are not used in computing the bound given in the right hand side for p n (q). Furthermore note that the read-outs at times kr do not show up in the product ⌊n/r⌋
k=1
. The inclusion of these terms would give a tighter upper bound, which may not be valid.
Setting y k = Y k and
we get that
Note that in the special case when the transition probability matrix is positive,
i.e. r = 1, the product in the definition of ξ k is empty, therefore ξ k = log(1 − ǫ r )
identically, but the term δ(y 0 ) is still present, contrary to what we had in Proposition 2.1. This is due to the differences in the methods that are used for the positive and the primitive case, respectively. Now since ξ k < 0 for all ω ∈ Ω we have Eξ k < 0. Let α > 0 be a small positive number such that Eξ k + α < 0 still holds. Note that ξ k is an integrable function of the homogenous Markov chain V k ∈ X r × Y r defined by
Assume now that the transition probability matrix Q * is primitive, say Q r > 0.
Then it will be shown that (V k ) satisfies the Doeblin-condition with m = 2 (see Lemma 5.1 below). Thus the strong law of large numbers is applicable and we get that (17)
is finite almost surely. It follows that
for all n ≥ 1, and exponentiating this we get that
Thus the exponential stability of the predictive filter follows, with the random constant
The more accurate characterization of this random constant is a key element in the statistical theory of Hidden Markov Models. The main technical result of this section with full proof is the following theorem, which is a significant improvement of
Theorem 2.2 of [15]:
Theorem 5.1. Consider the hidden Markov process (X n , Y n ) specified in Section 2, and the associated Baum equation (3) with y n = Y n . Assume that the transition probability matrices Q * and Q are primitive, with possibly different indices of primitivity, and that for all x ∈ X , y ∈ Y we have b x (y) > 0. Furthermore, assume that for all s ≥ 1 and all i ∈ X
Then for any s > 1 there exists a small α > 0, and a nonnegative random variable C(ω), with EC s (ω) < ∞, so that for any two initial distributions q, q ′ we have
This result provides the basis for the extension Theorem 2.1, from positive Q-s to primitive Q-s, to be stated at the end of the section. For the proof of the above theorem we need the following general result:
Theorem 5.2. Let (X n ) be a Markov chain on a Polish space X satisfying the Doeblin-condition with some m ≥ 1. Assume that g is a real-valued measurable function over X such that g(x) < 0 for all x ∈ X . Then for any s > 1 there exist an α > 0 such that with
we have E(e sσ * ) < ∞.
Remark 5.1. The condition on (X n ) can be modified by assuming that there exists an atom x * ∈ X such that for the recurrence time
we have with some and P(ξ k < 0) > 0. Then for any s > 1 there exist an α > 0 such that with
To prepare the proof we need the following comment. Let η k = ξ k + α and let
denote the common moment generating function of η. Then for all n ≥ 1 we have
Thus if g(s) > 1, then Ee sσ * = ∞. A surprising and beautiful result of risk theory is that on the other hand if g(s) < 1, then Ee sσ * < ∞ ! For details see [19, 21] . Y k , which is mathematically equivalent to estimating σ * in (23) .
To complete the proof of Theorem 5.3 fix any s > 0 and note that
Since E(e sξ k ) < 1 for any s > 0 we can choose α > 0 so small that g(s) < 1, and thus the proposition follows.
Let us turn to the proof of Theorem 5.2.
Proof. We give the proof for the case m = 1. The case m ≥ 1 can be handled similarly. Let (T n ) be an i.i.d. sequence of random Borel mappings of X into itself giving a realization of the Markov process (X n ). By Lemma 3.1 we have P(T n ∈ Γ c ) > δ. Let us define the following sequence of stopping times: τ 0 = 0 and for k ≥ 1
Equivalently:
Using the realization of (X n ) given in Remark 3.1 it is easily seen that
is a sequence of i.i.d. random variables.
For given n consider t = t 1 n = |{k : 1 ≤ k ≤ n, δ k = 1}|, see (9) . Then τ t ≤ n < τ t+1 . Since g(x) < 0 for all x ∈ X , we have
Using Theorem 5.3 we have that for any given s there exist an α 1 > 0 and a random variable σ * 1 such that
and Ee 2sσ * 1 < ∞, and thus . Note that α 1 can be chosen so that α 1 < 1. To bound t from below for given n write
Since χ Γc (T k ) are independent, identically distributed, non-negative, non-zero random variables, Theorem 5.3 implies that for any given s there exist an α 2 > 0 and a random variable σ * 2 such that
so that Ee 2sσ * 2 < ∞, yielding a lower bound for t. From (25) and (26) we get that (27)
and thus, by (24), we have that
For the constant term σ * 1 + α 1 + α 1 σ * 2 we have, using the Cauchy-Schwarz inequality, Ee s(σ To complete the proof of Theorem 5.1 we need a simple technical result.
Lemma 5.1. Let (X n ), n ≥ 0 be a Markov process with a primitive transition probability matrix Q, say Q r > 0. Then the process (V n ), n ≥ 1 with V n ∈ V = X r defined by
satisfies the Doeblin-condition with m = 2.
Proof. It is easy to see that a Markov-process (V n ) on a finite state-space V satisfies the Doeblin-condition with some m if and only if there exists a v * such that we have
for all u. Now consider an arbitrary i 0 ∈ X and a sequence i 1 , . . . , i r such that
for l = 0, . . . , r − 1 and let
We prove that v * is accessible from any u ∈ V in two steps with positive probability.
Consider an arbitrary state u = (k 1 , . . . , k r ) ∈ V, and consider the last coordinate k r ∈ X . Since Q is primitive with Q r > 0, the state i 0 can be reached from k r in r steps. Set j 0 = k r . Thus there exists a sequence j 1 , . . . , j r−1 , j r = i 0 such that
for l = 0, . . . , r − 1. Set
Then obviously
and thus Lemma 5.1 follows.
Proof. (of Theorem 5.1). By Proposition 5.1 for any q, q ′ , any integer n ≥ r and
Consider the term
Observe that ξ k = log(1−ǫ r Let q ∈ P be any initial distribution and let p n = p n (q) denote the solution of the Baum-equation (3) with y n = Y n . Then the process g(Y n , p n ) is L-mixing, the limit lim n→∞ Eg(Y n , p n ) = W exists, and is independent of the initial distribution q, and finally we have 
