Most educators are well aware of the vast literature on learning styles (e.g., Myers 1962; Schroder et al., 1967; Paivio 1971; Kolb 1976; Messick 1976; Dunn and Dunn 1978; Keefe 1979; Riding and Sadler-Smith 1992; Larsen 1992; Jonassen and Grabowski 1993; Biggs 1993; Vermunt 1996; Morrison et al., 2003; Karns 2006; Morrison et al., 2006) and have adjusted their lectures and seminars to include pictures and graphs for the more visual learners, to have hands-on exercises for those who ''learn by doing,'' and various other strategies. Interestingly, despite all this effort, many still tend to rely on the same, often standardized tests to assess stu dent learning (Swain 2004; Butler and Roediger 2008; Nichols and Berliner 2008; Johannesen and Habib 2010) . Even when educators utilize different types of testing, the variety of student learning styles are likely to always disadvantage certain students whenever an assessment strategy is used excessively.
The main question this article addresses is: If students have different learning styles, does it not stand to reason that their preferred method of reproducing that knowledge also differs?
In order to shed light on the connection between learning styles and performance in various assessment measures, this article proceeds as follows. First, the author pro vides a brief overview of our theoretical knowledge regarding different assessment strategies. The literature reveals heated debates concerning the advantages and disad vantages of specific exam formats, but none address the issue of student learning styles and how they are connected to performance. After the review of the theoretical context, the author summarizes the results of a survey that asked students about (1) their learning styles through a series of questions related to their learning behavior, (2) their perception of their professors' assessment methods, and (3) their self-declared preferences for how they would like to be tested. Lastly, the author will report find ings from an experiment that tested the impact of different learning styles on students' performances in a variety of tests (including multiple-choice exams, short answer= essay, applied case studies, and visual charts).
Theoretical Background
The author first became interested in the question of ''testing styles'' as a graduate instructor, when students repeatedly complained that they ''knew the answers but still didn't do well'' or that ''the test wasn't fair.'' At first, the author met these com plaints with a stoic expression and the firm (and rather self-righteous) belief that such protests were merely the result of a failure to study properly for exams. When some of the better students remarked on their inability to score as highly as they would have liked, however, the author began to focus less on her students' testtaking abilities and more on her test-writing ability.
From that point on, the author started experimenting-rather informally-with giving students choices on their exams, offering students the option of taking a multi ple-choice=short answer exam or an essay exam. Students were allowed to see both formats on the day of their exam, but only had to complete one of them. The two for mats typically asked about the same exact course content but gave students a choice in how they wanted to reproduce their knowledge of the material. While not statistically reliable, a comparison of grade distributions in courses before and after the exper imentation began to reveal that students on average improved their scores by 4.2%. While external factors such as age, major, GPA, and other possible variables that might have affected the grade distribution from class to class cannot be ruled out, this increase in average grades-as well as students' enthusiastic response-was enough to warrant further investigation of the matter.
In the literature, the question of assessment methods has arisen very frequently. In particular, the popular multiple-choice format has come under attack more often than other tests. Scholars have investigated the connection between gender and certain test ing formats, concluding that multiple-choice exams tend to favor males over females due to differences in cognitive style between the sexes (Bolger and Kellaghan 1990; Ben-Shakhar and Sinai 1991; Hassmén and Hunt 1994) , a tendency to change answers (Geiger 1990) , and=or greater omission rates among females (Ben-Shakhar and Sinai 1991) . Critics of the multiple-choice format also argue that such tests primarily mea sure static knowledge (Tatsuoka 1991 ) and fail to measure higher levels of cognitive skills such as interpretation and problem solving (e.g., Maier and Casselman 1970) .
Proponents of multiple-choice exams claim that they-if diligently constructedcan measure very complex learning outcomes (Ebel 1972; Gronlund 1981) . Studies have also found that students who take multiple-choice exams throughout a semester -as opposed to other forms of tests-perform better all around and exhibit greater retention rates of knowledge (Sax and Collet 1968) . Many scholars have lauded multiple-choice exams for their objectivity and reliability=effectiveness (e.g., Collier and Mehrens 1985) . Finally, a newer branch of the literature focuses on the improve ment of multiple-choice exams by either including constructed response items or by including measures of students' self-assessment, that is, their perceived sureness about the correct answer (Hunt 1982; Bokhorst 1986 ).
Essay and short-answer exams have primarily been lauded for their ability to assess students' critical thinking, interpretation, and problem-solving skills. There also appears to be evidence that essay exams produce smaller gender differences than multiple-choice exams (Murphy 1982; Bolger and Kellaghan 1990) . Some studies suggest that short-answer testing results in equal or greater retention of knowledge than multiple-choice testing (Gay 1980) . At the same time, these types of freeresponse tests have been criticized for the difficulty associated with objective scoring on the part of the instructor. For instance, certain studies indicate that factors other than the content of essay answers may determine a student's score, such as spelling and grammatical errors (Scannell and Marshall 1966; Marshall 1967) , the first name of the student (Harari and McDavid 1973) , and even the quality of handwriting (Chase 1968; Marshall and Powers 1969) .
Given this variety of assessment options and the associated advantages and disadvantages, it is interesting to note that few of these articles call for a variety of testing methods. In fact, the more recent trend appears to have been toward the adop tion of more standardized assessment strategies, such as multiple-choice exams (Swain 2004; Butler and Roediger 2008; Nichols and Berliner 2008; Johannesen and Habib, 2010) . This seems to do a disservice to diversity among our students.
Even though scholars have discovered a great deal about the way students per form on certain types of exams, and know even more about students' learning styles, there is a significant gap in the literature that connects the two. This article is not another study that seeks to dismiss the merit of multiple-choice exams or any other format but rather argues that the appropriate assessment method depends on the student's individual learning style. Instead of adopting an across-the-board rec ommendation in favor of a particular format, as virtually all of the articles in the literature do, this author argues for a variety of assessment strategies in a single course, and maybe even a single exam.
There is some evidence from studies conducted outside the field of liberal arts that suggests that students' learning styles do indeed impact their performance on certain exam types. For instance, Brenenstuhl and Catalanello (1976) experimentally tested the relationship between learning styles and students' performances in discussion groups, experiential labs, and simulation labs in business courses. The authors found that ''converging learners'' (Kolb 1976 )-who prefer abstract conceptualization and active experimentation-outperformed others in experiential labs but did rather badly in discussion groups. ''Accommodating learners''-who prefer concrete and active experience-consistently outperformed their peers in simulations. Similarly, Holley and Jenkins (1993) While these findings are certainly useful, it seems reasonable to assume that political science students-or Liberal Arts majors in general-might differ in their learning styles from business and accounting students, and that our discipline could benefit tremendously from further research on the relationship between learning styles and ''testing styles.'' Therefore, the working hypothesis adopted for this study is: Political science students' learning styles-minus the effects of gender and GPAsignificantly contribute to the explanation of performance on different exam formats.
Findings from the Student Survey
In order to gain a better understanding of assessment techniques and performance from a students' perspective, the author constructed an 84-item questionnaire that was designed to test the following: (1) reveal students stated preferences for written and verbal testing, and (2) reveal students' approaches to studying. The purpose of the survey was to develop a basic understanding of the variance of testing styles among political science students, their individual attitudes toward certain testing formats, and various other related questions.
The survey was conducted between December 2, 2007, and January 9, 2008 , at the author's university. In all, 158 students-most of them political science majors (88.6%) and the rest other liberal arts students-filled out the survey on a voluntary basis. Table 1 summarizes a few of the descriptive statistics of the respondents.
Part I of the survey consisted of 21 questions that asked students about various issues concerning their test-taking experiences at the college level. For instance, the survey included a few questions about testing anxiety, perceptions of whether (and how much) professors are aware of students' testing difficulties and learning styles, and perceived fairness of college exams. In Part II, the survey asked students 30 questions about their preferred exam formats, how well they felt they perform in different exam types, and how they would like to be tested in a number of areas (exams, participation, readings, etc.), if they had any influence over the testing in their classes.
The majority of students can be classified as either visual learners or as verbal learners. The percentage of ''hands-on'' learners is relatively low. Considering the emphasis on theory and abstract reasoning in a discipline such as political science, these results are not terribly surprising. Interestingly, however, students have a tend ency to grossly misjudge their own learning styles. In a previous study, the author discovered that the majority of students (59%) tested assumed their learning style was different from what it was. The fact that many students misjudge their own learning styles might indicate that they do not utilize the most appropriate study techniques for their individual strengths. In addition, this lack of knowledge among the students also poses a problem for the proposition by the author that students could benefit from being given choices on their exams: If they do not know their strengths, how can they choose the most effective testing format for themselves? The answer to this question is that it might be beneficial for teachers to administer a learning-style inventory to their students and to discuss the findings with them or to encourage them to explore the nature of their learning style on their own.
Another finding from the survey reveals what many professors probably already know: Students dread essay exams more than any other format and-if given the choice-prefer multiple-choice exams and=or a combination of multiple-choice and short-answer exams, because they feel they perform better on the latter. Ironi cally, the findings from the author's own experiment indicate that this is another gross misperception on the part of the students. Perhaps students perceive multiple-choice exams as simpler due to the fact that the answers are listed in front of them, when in reality the nature of multiple-choice questions makes them often more difficult than other formats, at least for certain learning styles. Table 2 sum marizes the results concerning students' perceptions on this matter. The questions were: ''I feel most anxious when I know I have to take . . . ,'' ''In my experience, I tend to perform better in . . . ,'' and ''If given a choice, I prefer to take. . . .'' Overall, there seems to be some indication that the exam format students dread the least is the short-answer exam. Interestingly, this lack of dread does not cause students to prefer this format or to believe that they perform better in it; this might be explained by the deceptive appearance of multiple-choice exams and=or students' dislike for exams in which they are required to write a lot. Nonetheless, short-answer exams score the second highest with students. While students may not necessarily understand their own learning styles, the majority of them do not believe that ''college exams allow students with different learning styles to perform well'' (Question III-1). They do believe that ''the format of an exam influences how well [they] do on it'' (Question III-2) and that ''certain exam formats do not allow [them] to show their knowledge of the material'' (Ques tion III-3). These findings are summarized in Table 3 .
In addition, the survey asked students whether or not they believe that most or some of their professor=instructors are aware of their concerns about test taking. Of the 158 students who responded, 44.8% disagreed or strongly disagreed that most of their professors are aware, 33.3% felt neutral about the question, and only 21.8% agreed that their professors were aware. Not a single student agreed strongly. When asked if some of their professors are aware, 45.6% agreed, 27.8% felt indifferent, and 26.6% disagreed or strongly disagreed. This is not to say that professors truly are not aware of the problems many students face when taking their exams, but it certainly does indicate that if they do care, they are not all that successful in communicating this concern.
Finally, 42.3% of students disagreed or strongly disagreed with the statement that on average, their college professors take into consideration different student learning styles when they write their exams. Only 27.9% agreed, while the rest felt indifferent about the question. These findings further illustrate the author's belief that more research on the connection between learning styles and testing styles is needed.
Findings from the Experiment
After asking students about their personal beliefs and experiences, the next logical step seemed to be to test these findings, as well as the working hypothesis about the relationship between learning styles and performance on various test formats. To that end, the author designed an experiment that will hopefully shed light on the research question at hand.
Participants were students in the author's 100-level introductory political science=research methods course. Students are randomly block-scheduled into two sections of the class, which should eliminate any selection bias. The two sections were comparable in terms of their makeup as well, as Table 4 illustrates. With the exception of the time of day, the two sections were identical in their schedules, course content, and assessment components. As a result, this course provided the perfect context for testing the impact of giving students choices on their final exams on their performance. Section 02 was designated as the experimental group, receiving an option of choosing two of four formats on the final exam: (1) 35 multiple-choice questions, (2) five out of six short-answer questions and one out of two essay questions, (3) two visual charts, or (4) one out of two applied case studies. Students in this section received 1 1 hours to complete the exam. Section 01 2 was designated as the control group and received no choice of format; instead, all students were required to complete an exam that consisted of 35 multiple-choice questions, five out of six short-answer questions, one out of two essay questions, two visual charts, and one out of two applied case studies. Both exams took place on the same day during finals week. For the sake of fairness, students in the control group were told after the exam was over that they could choose to have only two of the sections they completed count toward their final course grade. The exams were graded by the author on the basis of previously determined categories derived from learning outcomes stated clearly on the syllabus.
2 The author also asked a colleague in the same discipline to grade the exams to see whether the grading was objective. Intercoder reliability was 93%.
Ten weeks prior to the exam, students completed the Solomon and Felder Learning Style Index, 3 a questionnaire consisting of 44 discreet-choice questions that calculated their learning style on four continua (Felder and Solomon, 2000) . A student's learning style is determined by a 23-point scale, ranging from -11 to þ11. The four continua measured are:
1. Active=reflective: Shows how students process information. Active learners tend to learn best by doing something with the information, that is, applying or explaining it to others. Reflective learners prefer to think about information quietly. The results of the pretest questionnaire were recorded for each student. The categories that were ultimately tested in the experiment were the Visual-Verbal con tinuum (LS Vi=Ve), the Active-Reflective continuum (LS A=R), and the SensingIntuitive continuum (LS S=I). In order to maximize the effectiveness of giving students in Section 02 a choice on the exam, all students were made aware of their scores and advised of strategies for learning and test-taking based on their exhibited strengths and weaknesses. Table 5 indicates the distribution of learning styles among students in the control and experimental groups.
The hypothesized effects of the learning styles on test performance are summar ized in Table 6 . These expectations were derived deductively. One might expect students with a greater preference for the verbal dimension to perform better on narrative-oriented tests, such as essay or short-answer exams. Possibly, such students would also do well in case study applications, although the requirement to actively apply knowl edge in such a format might better suit students who also score highly on the active and sensing continuum. A multiple-choice exam might appeal more to students who like to learn facts, are detail-oriented and are good at memorizing, as the sensing and active learners tend to be. Conversely, students who are more reflective and intuitive learners and who are better at grasping the ''bigger picture'' might have trouble with such a format. Finally, a format that requires students to fill in charts and timelines with facts and explanations might appeal more to the visual learners. The comparative results of the control and the experimental groups are summarized in Table 7 .
The findings from the experiment are preliminary and-due to the relatively low N-not necessarily representative. Nonetheless, there appear to be a few recogniz able trends. Firstly, students overall performed worse on the multiple-choice portion of the exam than on any other part, contradicting the level of confidence in the multiple-choice exam illustrated by students' responses on the survey. When breaking down the results by learning style (see discussion below), it is revealed that some learning styles perform much better in this format, but even those perform worse than on other portions of the exam.
Interestingly, the experimental group's performance was better on the exam in general (by 5.51%), as well as on every portion of the exam, most notably the multiple-choice portion (by 5.51%) and the visual charts (by 5.28%). A t test of the results reveals that the difference of means of the two groups is statistically significant at the p < .005 level.
When comparing the exam scores of students based on the fit between their choices of format, the results indicate an even stronger relationship between learning styles and ''testing styles.'' Overall, students in the experimental group did fairly well when choosing their two exam formats. Of the 45 participants, 23 chose two formats that suited their learning styles (based on deductive logic). Nineteen participants chose one format that suited their learning styles, and 3 participants chose two formats that did not match their learning styles. Table 8 summarizes students' exam scores based on their choices.
The difference between those individuals who chose two suited exam formats and the control group was 7.5%, which clearly exceeds the averages between groups. If this result is typical, it means that students could score almost an entire letter grade higher on exams, if only they were given the option of being tested in a format that suits them. Students who chose one exam format that suited them still outperformed the control group by an average of 2.58%. Interestingly, the three students who chose two ill-fitting formats actually performed worse on the exam than the control group (by 6.8%). Of course, the low N of only 3 makes it impossible to draw any conclusions from this subsection of the experimental group. However, it is interesting to note that the GPAs of these three individuals were 3.1, 3.0, and 2.0, and hence not those of students one might expect to receive a C-average on an exam. In order to truly test the causal argument made in this article, Table 9 summarizes the exam scores by format and learning style.
The results largely confirm the hypothesized expectations. The most notable impact of learning style on testing style occurs along active=reflective and the visual=verbal continua. Even in the control group, students who are more active learners perform best on the applied case studies section of the exam and perform worst on the multiple-choice component. Compared to their peers, they outper form every other learning style on the applied case studies section with the excep tion of sensing learners. As sensing learners are also expected to enjoy the factual nature of applied knowledge, this finding is consistent with the author's expectations.
In both groups, visual learners performed very well on the charts section of the exam. Students in the control group scored the second-highest number of points in this category, while students in the experimental group scored by far the highest, outperforming the control group by 7.53%. In contrast, visual learners per formed the worst in the multiple-choice and the short-answer=essay sections of the exam.
The more verbal learners clearly took to the short answer=essay component of the exam. In the control group, the verbal learners outperformed all but the sensing learners. In the experimental group, both the verbal and the reflective learners scored the highest points in this category. The average difference between the control and experimental groups was 2.49, which is somewhat lower than anticipated. This suggests that even though the essay exam is the most dreaded among students, a majority of them tend to perform better on it than they think.
Finally, active and sensing learners both perform better on the multiple-choice portion of the exam than their peers. The difference between groups is an astonishing 10.66% for active learners, and a somewhat puzzling -3.51% for sensing learners. A possible interpretation for the latter result could be that students in the control group felt more of a time constraint and thus had a lower tendency to overanalyze multiplechoice answers. The literature suggests that second-guessing and changing one's * Please note that individual students are included multiple times, once on the visual-verbal continuum, once on the active-reflective continuum, and once on the sensing-intuitive continuum.
** Based on four exam sections, completed in 3 hours. *** Based on a choice of two out of four exam sections, completed in 1.5 hours. Total n per category varies based on students' choices.
answer on multiple-choice questions tends to produce a worse outcome than going with one's instincts.
In addition to analyzing the percentages of the exam scores, the author conduc ted a few simply statistical analyses in order to highlight the correlation between learning styles and testing styles. Table 10 summarized the correlations coefficients for learning styles, GPA, gender, and the exam scores by section.
One of the more interesting findings is that whereas in the control group the stu dents' GPAs are always significantly correlated to their exam scores, the relationship is only significant between GPA and overall exam score in the experimental group, but not in any of the individual portions of the exam. This suggests that learning styles might account for more of the variance among exam scores than overall GPA.
The other statistically significant correlations were-as expected-between the visual=verbal learning styles and students' performance on the short answer=essay and the charts portions of the exam, and between the active=reflective learning styles and the applied case studies. This was true for both the control and the experimental group, but the latter exhibited greater statistical significance, suggesting that when students get to choose the exam format, their learning styles become more highly correlated with their performance.
A multiple linear regression model for both groups indicates that there is, indeed, a causal relationship that underlies these correlations. Table 11 illustrates the impacts.
In the control group, the visual=verbal learning style has a statistically signifi cant impact on students' performance on the short=answer essay component and on the charts sections. This is consistent with the initial hypotheses, because it indi cates that verbal learners perform better on exams that emphasize writing, and visual learners appear better at recalling information when asked to input it into a graph or chart. This learning style continuum is also statistically meaningful for the perfor mance of the experimental group in the same categories. The impact is much larger than in the control group, however, which might suggest that students who get a choice perform better than those who do not.
The active=reflective learning styles have a significant impact on students' performance on the applied case studies in both groups, but slightly more so in the experimental group. Again, this was expected, because the application of knowl edge to concrete cases should favor those students who learn better when they can do something with the information.
The sensing=intuitive styles become significant in the control and experimental groups when it comes to the multiple-choice sections of the exam. Interestingly, the control group shows a more significant impact of this learning style than does the experimental group. This is likely explained by the fact that of those students in the experimental group who chose the multiple-choice option, over one third chose the wrong format for their learning style, biasing the relationship. This wrong choice might be the result of American students being so heavily exposed to the multiple-choice format and wrongly assuming that it is one of the easier exam types. The survey results presented earlier in this article support this assumption.
Finally, GPA is one of the most significant variables in explaining students' performances on the exam. This is to be expected, because even though an exam for mat that suits a student's particular learning style might help that student better express their knowledge, it certainly does not make up for nonexistent knowledge. It was very interesting to note, however, that the impact of a student's GPA on his or her performance becomes much less in the experimental group, indicating that other factors, such as exam format, might play a larger role than most educators might think.
Conclusion and Recommendations
The findings summarized in the previous section clearly indicate that at least in this particular case, learning styles have a significant impact on students' performance on various exam formats. This author believes this suggests that so-called testing styles are correlated with learning styles. Admittedly, the limitations of size, class type, and possible institutional biases make it difficult to treat this as more than a pilot study at this point in time. However, the results are so robust that it stands to reason that with more research, the relationship proposed here could be further illuminated.
Even at this stage, the results lend themselves to some preliminary recommenda tions for professors and lecturers. First and foremost is the appeal to not automati cally assume that a student's performance on an exam is necessarily a good indicator for how much that student knows about the subject matter. Academics would do well to more often consider the possibility that their exams are not only testing what students know but also how well they take certain types of exams. Inasmuch as most forms of assessment at the university level are somewhat arbitrary and removed from real-life demands, it would be worth considering an adjustment in assessment in order to truly test what students know. Since education is measured in terms of out comes rather than inputs, knowing exactly how much students have learned is crucial for developing courses and teaching practices that truly communicate the material they present. This is not to say that certain types of assignments or even exams are not important. For instance, this author strongly believes that university students should absolutely be tested on their ability to express themselves well in writing; this is not a recommendation to never force students to write an essay. However, given the time constraints during a typical in-house exam, it might make more sense to assign a research paper or a take-home exam, when writing is one of the categories assessed. Similarly, all students should learn to apply the knowl edge they have acquired, not just the active learners who, in turn, could benefit from being forced to become more reflective on occasion. The overall message of this article is not to completely change assessment strategies or to always offer students choices. At the same time, some skills and learning outcomes might be better tested in a less stressful environment than an in-house, timed exam. In an exam, the primary goal is typically to assess how well students have acquired the materials presented to them. Even though constructing an exam that takes into consideration students varying learning styles can be somewhat time-consuming, the benefit of having an assessment tool that is reliable and valid seems to be worth the effort. Furthermore, most political science content lends itself to be tested in a variety of formats. The author included an example of an exam question about causality in four different variations to illustrate this point (see Appendix A).
A secondary recommendation is to make students aware of their own strengths and weaknesses, perhaps by encouraging them to complete a learning-style inventory, and teaching them how to capitalize on the former and to improve on the latter. Most professors and lecturers likely feel they do not have enough time to worry about this aspect of their students' education in addition to covering the required course materi als. However, if the acquisition of content can be made more effective by slightly changing teaching and assessment strategies, the outcome would benefit students and teachers alike. There are numerous resources available to instructors who wish to inform themselves about learning-style inventories, such as the Solomon-Felder Index, and the interpretation and application of their findings (see Appendix B). Instructors might find that these resources will benefit their own teaching and learning. After all, we are not just educators but lifelong learners ourselves.
Notes
1. Although the question of examinee choices in testing has been addressed, articles in this strand of the literature generally examine the effects of allowing students to choose from a number of essay exams (e.g., Bridgeman et al. 1997) or to choose from a larger pool of multiple-choice questions. What the author proposes here is the choice between two com pletely different exam formats.
2. I attempted to make the different sections as equal as possible in terms of content and level of difficulty, but slight differences were unavoidable, thus affecting the validity of the findings. Nonetheless, I hope that a general trend might be discernible that could be used as the basis for future research.
3. Even though the author used a different learning style index for the survey, it became apparent that in order to measure learning-style impact on test performance a more nuanced index would be needed.
4. The descriptions of the different styles are adapted from Dr. Felder's Web site: http:// www4.ncsu.edu/unity/lockers/users/f/felder/public/ILSdir/styles.htm
