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ABSTRACT
With the development of computational power and techniques
for data collection, deep learning demonstrates a superior perfor-
mance over many existing algorithms on benchmark data sets.
Many efforts have been devoted to studying the mechanism of deep
learning. One of important observations is that deep learning can
learn the discriminative patterns from raw materials directly in a
task-dependent manner. It makes the patterns obtained by deep
learning outperform hand-crafted features significantly. However,
those patterns can be misled by the training task when the target
task is different. In this work, we investigate a prevalent problem
in real-world applications, where the training set only accesses to
the supervised information from superclasses but the target task is
defined on fine-grained classes. Each superclass can contain multi-
ple fine-grained classes. In this scenario, fine-grained patterns are
essential to classify examples from fine-grained classes while they
can be neglected when training only with labels from superclasses.
To mitigate the challenge, we propose the algorithm to explore
the fine-grained patterns sufficiently without additional supervised
information. Besides, our analysis indicates that the performance
of learned patterns on the fine-grained classes can be theoretically
guaranteed. Finally, an efficient algorithm is developed to reduce
the cost of optimization. The experiments on real-world data sets
verify that the propose algorithm can significantly improve the
performance on the fine-grained classes with information from
superclasses only.
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1 INTRODUCTION
Deep learning attracts more and more attentions due to its tremen-
dous success in computer vision [5, 6, 12] and NLP applications [3,
14]. With the modern neural networks, deep learning can even
achieve a better performance than human on certain fundamental
, ,
.
tasks [6, 19]. The improvement from deep learning makes many ap-
plications, e.g., autonomous driving [1], visual search [18], question-
answering system [24], etc. become more applicable.
Compared with most of existing models, which are designed
for hand-crafted features, deep learning works in an end-to-end
learning manner. It can explore the most discriminative patterns
(i.e., features) from raw materials directly for the specific tasks.
Without an explicit phase of generating features, deep learning
demonstrates a significant improvement over existing methods [6,
12]. Even equipped with the features generated by deep learning,
the conventional method can perform better than the counterpart
with hand-crafted features [4, 5]. The observation illustrates that
neural networks can learn the task-related patterns sufficiently.
Fig. 1 illustrates the spatial attention maps [25] discovered from
a neural network. Evidently, the learned patterns focus on the
discriminative parts that confirms the statement.
Figure 1: Illustration of spatial attention maps obtained by
deep learning.
In deep learning, patterns will be identified for specific tasks.
With the task-dependent mechanism, different patterns can be
extracted even on the same data set. We show an example in Fig. 4.
The synthetic data contains 32 superclasses and 128 fine-grained
classes. It is obvious that different patterns are obtained when the
training task changes. The details about the experiment can be
found in Section 5.1. This phenomenon demonstrates that neural
networks will only pay attention to patterns that are helpful for the
current task in training and ignore the unrelated patterns. Therefore,
deep learning has to access to a massive number of labeled examples
to achieve the ideal performance while the label information has to
be closely related to the target task.
With the development of deep learning, the importance of the
scale of labeled data has been emphasized and many large-scale
labeled data sets [2, 13] become available. However, the correlation
between the label and the target task for learned patterns is less
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investigated. In real world applications, we are more interested in
the performance of the model on the task with fine-grained labels
while the model only can be trained on the data set with labels from
superclasses. For example, when querying an image of a husky,
the result from the same species is expected rather than that from
the superclass of “dog”. The problem becomes more challenging
in online shopping scenario where many items, e.g., clothes, only
have subtle differences. The gap between the obtained label and
the target task makes the learned patterns suboptimal.
To improve the performance of models on fine-grained classes,
the straightforward way is to label a sufficient number of examples
for training, which can align the supervised information and the
target task well. However, this strategy is unaffordable. Unlike
superclasses, fine-grained labels, e.g., species of dogs, can only
be identified by the experienced experts, which is expensive and
inefficient. Sometimes, even experts cannot label examples correctly
for massive examples as in online shopping scenario.
In this work, we try to mitigate the issue by fine-grained patterns
mining. By analyzing the problem, we find that the fine-grained
patterns, which are essential for distinguishing fine-grained classes
will be neglected by deep learning when training the model with su-
perclasses. Therefore, we propose to explore fine-grained patterns
by solving the basic problem and a more challenging problem simul-
taneously. The main contribution of this work can be summarized
as follows.
• We illustrate that the learned patterns in deep learning are
closely related to the training task. The patterns can be dif-
ferent even on the same data with different labels.
• We propose the algorithm to explore the fine-grained pat-
terns sufficiently for the target task when the data in the
training task and target task are from the same distribu-
tion but with labels of superclasses and fine-grained classes,
respectively.
• Extensive experiments on benchmark data sets demonstrates
that the proposed algorithm can improve the performance
on real-world applications when only labels of superclasses
are available.
The rest of work is organized as follows. Section 2 reviews the
related work. Section 3 analyzes the challenges in pattern mining
and propose the algorithm to explore the fine-grained patterns
appropriately. Section 4 summarizes the theoretical analysis for the
proposed algorithm. Section 5 conducts experiments on real-world
data sets. Section 6 concludes this work with future directions.
2 RELATEDWORK
Neural network is a conventional algorithm for data mining and
machine learning [15]. At the early stage, the computational power
limits the depth of the model while the number of labeled data is
also insufficient. With the development of internet, collecting data
becomes more convenient [2]. Besides, the recent innovations in the
hardware as GPU promotes the computational power dramatically.
With those improvements, deep convolutional neural networks
(CNNs) illustrate the superior performance on the large-scale data
set [12].
Different from many existing methods, CNNs can directly learn
patterns from raw materials which avoids the information loss
in the phase of feature extraction. By investigating the patterns
learned by CNNs, researchers find that it can adaptively obtain
the discriminative parts in images for classification due to the end-
to-end learning manner [4, 12], which interprets the effectiveness
of CNNs. However, the learned patterns is closely related to the
training task and CNNs will ignore the patterns that are not infor-
mative for the current task. When the target task is different from
the training task in labels, the learned models can be suboptimal. In
this work, we try to explore the fine-grained patterns sufficiently
for the potential tasks.
Note that generalizing the learned models for different tasks has
also been researched in transfer learning [21] and domain adapta-
tion [23]. However, the problem addressed in this work is signifi-
cantly different from them. Both of transfer learning and domain
adaptation try to improve the performance on the target domain
with the knowledge from a different source domain. In this work,
we will mitigate the performance degeneration on the fine-grained
classes when learning patterns from superclasses and the data is
from the same domain for different tasks.
3 FINE-GRAINED PATTERN MINING
First, we will investigate the architecture of neural networks. Most
of CNNs for image recognition consists of layers from two main
categories: the convolutional layer and the fully-connected layer.
Each convolutional layer can contain multiple kernels {θk }c ′k=1 as
its parameters where each kernel can be considered as a tensor as
∀k,θk ∈ Rl×l×c . For the input tensor X ∈ Rh×w×c , a convolutional
layerwill apply the convolution operator with its kernels and output
a new tensor as
X ′ = [ϕ(X ;θ1), . . . ,ϕ(X ;θc ′)]
where ϕ(·) denotes the convolution operator and X ′ ∈ Rh′×w ′×c ′ .
A fully-connected layer has a projection matrixW ∈ Rd×d ′ as
its parameters which projects the input X ∈ R1×d as
X ′′ = XW
For the last fully-connected layer, the dimension after projection
will be equal to the number of total classes C and the output will
be adopted for classification with a SoftMax operator.
These layers with some other operators, e.g., ReLU [16], BN [9],
pooling, etc. construct the basic architecture of a neural network.
A conventional structure of CNNs is illustrated in Fig. 2. Explicitly,
CNNs apply convolutional layers to explore the discriminative
patternswithin an image and distill the task-related knowledgewith
multiple layers. Then, a linear classifier in the fully-connected layer
is applied to identify the image with the extracted features. Many
modern neural networks have multiple convolutional layers and a
single fully-connected layer after them for final classification, e.g.,
ResNet [7], MobileNet [8], EfficientNet [22], etc. We will investigate
the popular architecture in this work while the analysis can be
extended to more generic structures.
3.1 Problem Formulation
Given a set of images {(xi ,yi )}ni=1, a model can be learned by solv-
ing the optimization problem
min
θ
ℓ(xi ,yi ;θ )
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Figure 2: Illustration of a basic architecture for CNNs. Given
an image with 3 channels of RGB, CNNs obtain patterns
with convolutional layers first and then work on the ex-
tracted features with fully-connected layers.
where ℓ(·) is the loss function and θ denotes the parameters of a
neural network. Cross-entropy loss with the SoftMax operator is a
popular loss in deep learning. For a C-class classification problem,
the loss can be written as
ℓ(xi ,yi ) = − log
exp(f (xi )⊤wyi )∑C
j exp(f (xi )⊤wj )
where f (·) extracts features with convolutional layers from an
image andW = {w1, . . . ,wC } ∈ Rd×C denotes the parameters
of the last fully-connect layer in a neural network. d is the input
dimension of the fully-connected layer.
From the definition, it is obvious that the behaviors of mining
function f heavily depends on the task specified by {yi }. When the
task implied by {yi } is consistent with the target one, the patterns
discovered by f can perform well. However, when the training task
is different from the target one, the mining function can be mislead,
which results in the suboptimal features. In this work, we focus on
learning an appropriate mining function f that is applicable on the
fine-grained classes.
3.2 Pattern Mining with Specific Tasks
In most of real world applications, superclass labels are easy to be
accessed. The problem with basic labels can be defined as
min
θ
∑
i
ℓ(xi ,yBi ) (1)
where yBi ∈ {1, . . . ,B} indicates the superclass of xi . The patterns
mined by this task can be inappropriate for the target task, which
is
min
θ
∑
i
ℓ(xi ,yFi ) (2)
where yFi ∈ {1, . . . , F } indicates the fine-grained class of xi . In this
work, we assume that the fine-grained classes from different super-
classes are not overlapped. The issue caused by the inconsistency
in labels for different tasks can be demonstrated as follows.
Proposition 1. The patterns discovered by solving the problem
with superclass labels in Eqn. 1 can fail to separate the examples with
fine-grained class labels well.
Proof. Here we give an example. Let there be three examples x1,
x2 and x3. The corresponding labels can be (yB1 ,yB2 ,yB3 ) = (1, 1, 2)
and (yF1 ,yF2 ,yF3 ) = (1, 2, 3). By optimizing the problem in Eqn. 1,
we can obtain the features as
f (x1) = [1, 1,−1,−1]; f (x2) = [1, 1,−1,−1]; f (x3) = [−1,−1, 1, 1];
Those features can separate the examples on superclasses while they
cannot provide a meaningful splitting on fine-grained classes. □
In fact, the patterns extracted for fine-grained classification can
be totally different from those for identifying superclasses as illus-
trated in Fig. 4.
The straightforward way to address the discrepancy between the
patterns and the tasks is to optimize the problem with fine-grained
labels. However, fine-grained labels are too expensive to afford.
Investigating the issue proposed in Proposition 1, we observe
that the patterns from Eqn. 1 lacks the capability of distinguishing
fine-grained classes. Therefore, we consider to construct a new
problem to increase the discrimination of learned patterns.
Without extra supervised information, a problem that requests
more discriminative patterns is to identify each individual example
from the whole data set. The problem can be written as
min
θ
∑
i
ℓ(xi ,yIi ) (3)
where yIi ∈ {1, . . . ,n} and yIi = i . The problem in Eqn. 3 considers
that each example is from a different class and leads to a n-class
classification problem. The problem is more challenging than the
target one in Eqn. 2 and additional fine-grained patterns will be
kept in the final features. However, the informative patterns for the
target problem can be overwhelmed by too many patterns obtained
from classifying individual examples. Therefore, the obtained pat-
terns can still be far away from optimum as stated in the following
proposition.
Proposition 2. The patterns discovered by solving the problem of
individual classification in Eqn. 3 cannot guarantee the performance
on the fine-grained classification problem.
The detailed proof can be found in Section 4. Intuitively, many
fine-grained patterns obtained from Eqn. 3 focus on distinguish-
ing each individual example from others that share the same fine-
grained label, which makes the performance on fine-grained classes
cannot be guaranteed well.
Inspired by the analysis for Proposition 2, we consider to in-
corporate the problem in Eqn. 1 to guide the fine-grained pattern
mining in Eqn. 3. With the label information, the model can explore
the related fine-grained patterns more effectively. The combined
problem becomes
min
θ
∑
i
ℓ(xi ,yBi ) + λI
∑
i
ℓ(xi ,yIi ) (4)
where λI is a trade-off between superclass classification and indi-
vidual classification. By optimizing the problem in Eqn. 4, we find
that the performance of learned patterns can be guaranteed on the
fine-grained classes. The result is demonstrated as follows.
Theorem 1. By solving the problem in Eqn. 4, we assume that
∀i, Pr{yIi |xi ,W I } ≥ α ; Pr{yBi |xi ,W B } ≥ β
Besides, we assume the norm of features are bounded as
∀i, j, ∥ f (xi )∥2, ∥wj ∥2 ≤ c
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Then, the performance of learned patterns in f (x) can be guaranteed
on the target problem as
E[Pr{yFi | f (xi ),W F }] ≥ αh(c,α , β)
where h(c,α , β) is a constant that depends on c , α and β .
With the help of Eqn. 1, we can bound the difference of examples
from the same fine-grained class while Eqn. 3 provides the sufficient
fine-grained patterns for the target problem in Eqn. 2.
However, the subproblem of individual classification is com-
prised of a n-class classification problem. When n is large, it has
to compute the scores fromW I ∈ Rd×n and the corresponding
gradient for each example, which can slow down the optimization
significantly. We will discuss the strategy to accelerated it.
3.3 Large-scale Challenge
According to the analysis in Theorem 1, the subproblem of classify-
ing individual examples can explore the fine-grained patterns while
the problem of identifying superclass can help to select the patterns
that are more informative for the target task. The patterns that can
separate examples from different superclasses can be captured by
the superclass classification problem. Consequently, the individual
classification can focus on distinguishing each individual example
within the corresponding superclass. The new objective can be
written as
min
θ
∑
i
ℓ(xi ,yBi ) + λI
∑
i
ℓB (xi ,yIi ) (5)
where
ℓB (xi ,yIi ) = − log(Pr{yIi |xi ,yBi ,W I })
= − log(
exp(f (xi )⊤wIyi )∑
j :j=yBi
exp(f (xi )⊤wIj )
)
Compared with the problem in Eqn. 4, the first subproblem remains
the same while the second one is defined within each superclass
in lieu of the whole data set. Therefore, the computational cost of
fully-connected layer for each example can be reduced from O(d2n)
to O(d2nb ) where nb denotes the number of examples in the b-th
superclass.
With the more efficient formulation, the performance of learned
patterns still can be guaranteed on the target problem as stated in
the following theorem.
Theorem 2. With the similar assumptions as in Theorem 1 and
∀i, Pr{yIi |xi ,yBi ,W I } ≥ α ; Pr{yBi |xi ,W B } ≥ β
by solving the problem in Eqn. 5, the performance of learned patterns
in f (x) can be guaranteed on the target problem as
E[Pr{yFi | f (xi ),W F }] ≥ α ′h(c,α , β)
where α ′ = 11/α+(1−β )c ′′/β . c
′′ is a constant and h(c,α , β) is a con-
stant that depends on c , α and β
Compared with the guarantee in Theorem 1, the cost of relax-
ation is given in α ′. It contains a factor of (1−β)/β , which measures
performance on the superclass classification problem. When an ex-
ampled can be separated well from other superclasses as β → 1,
the patterns obtained by solving Eqn. 5 can perfectly recover the
results from solving the more expensive problem in Eqn. 4.
4 THEORETICAL ANALYSIS
4.1 Proof of Proposition 2
Proof. To simplify the proof, we assume that each fine-grained
class contains z examples as zF = n. First, we assume that the
problem in Eqn. 3 can be solved such that
∀i, Pr{yIi |xi ,W I } =
exp(f (xi )⊤wIyi )∑n
j exp(f (xi )⊤wIj )
≥ α
where α is a constant to separate the example from others. Note
that Eqn. 3 optimizes the expectation of Pr{yIi |xi ,W I } and we
lower bound the individual example to simplify the proof. Since
W F optimizes the target problem, we have
E[Pr{yFi |f (xi ),W F }] = E[
exp(f (xi )⊤wFyi )∑F
j exp(f (xi )⊤wFj )
] ≥ E[
exp(f (xi )⊤w¯Iyi )∑F
s exp(f (xi )⊤w¯Is )
]
where w¯Is = 1z
∑
yFj =s
wIj averaging over the parameters from the
same fine-grained class. According to the Jensen’s inequality, we
have
exp(f (xi )⊤w¯Is ) ≤
1
z
∑
yFj =s
exp(f (xi )⊤wIj )
Therefore, we have
E[Pr{yFi | f (xi ),W F }] ≥ E[
exp(f (xi )⊤w¯Iyi )
1
z
∑n
j exp(f (xi )⊤wIj )
]
≥ E[z exp(f (xi )⊤w¯Iyi − f (xi )⊤wIyi ) Pr{yIi |xi ,W I }]
≥ zαE[exp(f (xi )⊤w¯Iyi − f (xi )⊤wIyi )] (6)
where E[exp(f (xi )⊤w¯Iyi − f (xi )⊤wIyi )]measures the distance from
individual example to other examples from the same fine-grained
class. It cannot be bounded well by only solving the problem in
Eqn. 3. □
4.2 Proof of Theorem 1
Proof. First, by optimizing the problem in Eqn 4, we assume
∀i, Pr{yIi |xi ,W I } =
exp(f (xi )⊤wIyi )∑n
j exp(f (xi )⊤wIj )
≥ α
and
∀i, Pr{yBi |xi ,W B } =
exp(f (xi )⊤wByi )∑B
j exp(f (xi )⊤wBj )
≥ β
By assuming the residual is lower bounded by constants a and b as
∀i,
n∑
j, j,y Ii
exp(f (xi )⊤wIj ) ≥ a;
B∑
j,yBi
exp(f (xi )⊤wBj ) ≥ b
we have
exp(f (xi )⊤wIyi ) ≥
1
1 − α (
n∑
j, j,y Ii
exp(f (xi )⊤wIj )) ≥
a
1 − α
and
exp(f (xi )⊤wByi ) ≥
1
1 − β (
B∑
j,yBi
exp(f (xi )⊤wBj )) ≥
b
1 − β
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which leads to
∀i, f (xi )⊤wIyi ≥ log(
a
1 − α ); f (xi )
⊤wByi ≥ log(
b
1 − β )
To guarantee the performance on the fine-grained classification,
we have to bound E[exp(f (xi )⊤w¯Iyi − f (xi )⊤wIyi )] as illustrated
in Eqn. 6. Now, it can be bounded with the help from solving the
superclass classification.
f (xi )⊤wIj − f (xi )⊤wIyi
= f (xi )⊤ f (xj ) + f (xi )⊤(wIj − f (xj ))
− f (xi )⊤ f (xi ) + f (xi )⊤(f (xi )⊤ −wIyi )
We can bound each terms as follows.
First, the distance of the examples to its individual label can be
bounded by solving the individual classification problem.
f (xi )⊤(wIj − f (xj )) ≥ −∥ f (xi )⊤(wIj − f (xj ))∥2
≥ −∥ f (xi )∥2∥wIj − f (xj )∥2(Cauchy-Schwarz inequality)
≥ −c ∥wIj − f (xj )∥2
≥ −c
√
2c2 − 2 log(a/(1 − α))
With the similar analysis, we have
f (xi )⊤(f (xi )⊤ −wIyi ) ≥ −c
√
2c2 − 2 log(a/(1 − α))
Note that examples from the same fine-grained class also share
the same label of superclasses. Therefore, the distances between
examples from the same fine-grained class can be bounded as
f (xi )⊤ f (xj ) − f (xi )⊤ f (xi ) ≥ −c ∥ f (xj ) − f (xi )∥2
≥ −c(∥ f (xj ) −wByi ∥2 + ∥ f (xi ) −wByi ∥2)
≥ −2c
√
2c2 − 2 log(b/(1 − β))
Combine them together, we have
exp(f (xi )⊤w¯Iyi − f (xi )⊤wIyi )
≥ exp
(
− 2c(z − 1)
z
(√
2c2 − 2 log(a/(1 − α))
+
√
2c2 − 2 log(b/(1 − β))) )
Taking it back to Eqn. 6, we can observe the desired result
E[Pr{yFi | f (xi ),W F }] ≥ αh(c,α , β)
where
h(c,α , β) = z exp
(
− 2c(z − 1)
z
(√
2c2 − 2 log(a/(1 − α))
+
√
2c2 − 2 log(b/(1 − β))) )
□
4.3 Proof of Theorem 2
Proof. Following the analysis in Theorem 1, we assume
∀i, Pr{yIi |xi ,yBi ,W I } =
exp(f (xi )⊤wIyi )∑
j :j=yBi
exp(f (xi )⊤wIj )
≥ α
∀i, Pr{yBi |xi ,W B } =
exp(f (xi )⊤wByi )∑B
j exp(f (xi )⊤wBj )
≥ β
∀i,
∑
j=yBi , j,y
I
i
exp(f (xi )⊤wIj ) ≥ a;
B∑
j,yBi
exp(f (xi )⊤wBj ) ≥ b
Compared with the analysis for Theorem 1, if we can bound
Pr{yIi |xi ,W I }, the performance on the fine-grained classification
can be guaranteed. First, we try to bound the similarity between
the example and the individual classes. Considering ∀j, j , yBi , we
have
f (xi )⊤wIj = f (xi )⊤ f (xj ) + f (xi )⊤(wIj − f (xj ))
≤ f (xi )⊤ f (xj ) + c ∥wIj − f (xj )∥2
≤ f (xi )⊤wBj + c(∥ f (xj ) −wBj ∥2 + ∥wIj − f (xj )∥2)
Note that
(1 − β) exp(f (xi )⊤wByi ) ≥ β
B∑
j,yBi
exp(f (xi )⊤wBj )
we have
∀j , yBi , f (xi )⊤wBj ≤ log(
1 − β
β
) + f (xi )⊤wByi
Therefore, the similarity can be further bounded as
f (xi )⊤wIj ≤ log(
1 − β
β
) + f (xi )⊤wByi
+c(∥ f (xj ) −wBj ∥2 + ∥wIj − f (xj )∥2)
≤ log(1 − β
β
) + f (xi )⊤(wByi −wIyi +wIyi )
+c(∥ f (xj ) −wBj ∥2 + ∥wIj − f (xj )∥2)
≤ log(1 − β
β
) + f (xi )⊤wIyi + c(∥wByi − xi ∥2 + ∥xi −wIyi ∥2
+∥ f (xj ) −wBj ∥2 + ∥wIj − f (xj )∥2)
Note that the distance between the example and its corresponding
parameters wi can be bounded as in Theorem 1, we have
∀i, j : j , yBi , exp(f (xi )⊤wIj ) ≤
1 − β
β
c ′ exp(f (xi )⊤wIyi )
where
c ′ = exp(2c(
√
2c2 − 2 log(a/(1 − α)) +
√
2c2 − 2 log(b/(1 − β))))
Then, we have
Pr{yIi |xi ,W I } =
exp(f (xi )⊤wIyi )∑n
j exp(f (xi )⊤wIj )
=
1∑
j :j=yBi
exp(f (xi )⊤wIj )
exp(f (xi )⊤wIyi )
+
∑
j :j,yBi
exp(f (xi )⊤wIj )
exp(f (xi )⊤wIyi )
≥ 11/α + (1 − β)c ′M/β
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where M denotes the quantity of examples from different super-
classes asM = |{xj : yBj , yBi }|. Let
α ′ = 11/α + (1 − β)c ′′/β
where c ′′ = c ′M , and we can obtain the guarantee by the similar
analysis as in Theorem 1. □
5 EXPERIMENTS
We evaluate the proposed algorithm on three real-world data sets.
We adopt ResNet-18 [7] as the neural network for comparison since
it is the most popular deep architecture and has been applied for real
applications prevalently. We include 5 methods in the comparison
as follows
• Base: optimize patterns on superclasses only as in Eqn. 1.
• Fine: optimize patterns on fine-grained classes with label
information as in Eqn. 2.
• Indi: optimize patterns on individual examples only as in
Eqn. 3
• Base-Indi: learn patterns with superclasses and individual
classes as in Eqn. 4.
• Base-Indieff : improve the efficiency by optimizing the indi-
vidual classes within each superclass as in Eqn. 5.
ResNet-18 is trained with stochastic gradient descent (SGD).
All methods in the comparison have the same backbone network
and training pipeline with different objectives. Augmentation is
important for training CNNs and we adopt random horizontal
mirroring and random crop for it. Other configurations on each
data set follow the common practice and will be elaborated in the
corresponding subsections.
We evaluate the performance of different models with multiple
metrics. First, we measure the accuracy on superclasses since the la-
bel information is available when training. With more fine-grained
patterns, the performance on superclasses may be improved ei-
ther. Moreover, we evaluate the learned patterns on the retrieval
task for the fine-grained classes. It is a ubiquitous scenario in real-
world applications and we adopt Recall@k metric as in [18, 20] for
comparison.
5.1 Synthetic Data
Before evaluating the performance on real-world data sets, we con-
duct an experiment on the synthetic data to illustrate the difference
between patterns learned from different tasks. The synthetic data
is generated as follows. First, we randomly generate 32 big color
patches and 128 small color patches as a pool of patches. Given a
blank image, a big patch and a small patch are randomly sampled
from the pool and then added to the image. Finally, 512 images are
obtained according to the procedure illustrated in Fig. 3.
With the synthetic data, superclasses are definedwith big patches
and fine-grained classes are defined by small patches. Consequently,
there are 32 superclasses and 128 fine-grained classes in the data set.
To investigate the different patterns learned by the neural network,
we train the model with the objective as in Base, Fine and Indi,
respectively. After that, we visualize the spatial attention maps
with different models to illustrate the patterns exploited by models.
The detailed algorithm for computing attention maps can be found
in [25].
Sample
32 big patches
128 small patches
Figure 3: Procedure of generating synthetic data.
Images 32-class 128-class Individual
Figure 4: Illustration of patterns observed from deep learn-
ing on different tasks. Features are visualized by spatial at-
tention maps.
Fig. 4 shows the different attention maps. First, we can observe
that deep learning can capture the most discriminative parts for a
given task. For example, it can identify the big patches for 32-class
classification task and the small patches for 128-class classification
task. Second, the informative patterns for superclasses and fine-
grained classes can be totally different. When training the model
with the objective in Eqn. 1 as Base, the neural network will ignore
small patches, which are essential for fine-grained class classifi-
cation. Therefore, the patterns generated from the conventional
pipeline can be inappropriate for the real-world applications as
demonstrated in Proposition 1. Finally, optimizing the loss for clas-
sifying each example as Indi can explore the information in images
sufficiently. With the small patches in patterns, the loss can be
tailored to the task on fine-grained classes with the guide from
superclasses.
5.2 CIFAR-100
Now, we compare different loss functions on CIFAR-100 [11]. This
data set contains 20 superclasses and each superclass contains 5
fine-grained classes. Hence, there are a total of 100 fine-grained
classes in this data set. We adopt the standard splitting in this
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experiment, where each fine-grained class has 500 color images for
training and 100 for test.
SGD with a mini-batch size of 256 is applied to learn the model.
Follow the common practice, we set momentum to 0.9 and weight
decay as 5e−4. Each model is trained with 200 epochs. The initial
learning rate is 0.1 and is decayed by a factor of 5 at {60, 120, 160}
epochs. The 32 × 32 images is randomly cropped from the zero-
padded 40 × 40 images for the crop augmentation.
Table 1: Comparison of accuracy (%) for 20 superclasses on
CIFAR-100.
Top1 Acc Top5 Acc
Base 85.60 97.53
Base-Indi 86.27 98.15
Base-Indieff 86.08 97.92
Table 1 summarizes the accuracy on 20 superclasses. First, it is
surprising to observe that mining fine-grained patterns in Base-Indi
can improve the performance on the original superclass classifica-
tion problem. It illustrates that the task-dependent patterns learned
by CNNs focus on the training task and can be suboptimal on the
same problem with unseen examples. Exploring more fine-grained
patterns in training task as suggested by Base-Indi can make the
learned patterns generalize better on new data. Second, Base-Indieff
has the similar performance as Base-Indi. It is consistent with the
analysis in Theorem 2. The examples with superclass labels can be
separated well on this data set with an accuracy more than 85%,
which implies a large β in Theorem 2. Therefore, the performance
of Base-Indieff can approach that of Base-Indi with significantly
less computational cost. Note that there are 20 superclasses with
the uniform distribution in this data set, the cost of computing the
fully-connected layer for individual classification in Base-Indieff is
only 5% of that in Base-Indi.
Table 2: Comparison of recall (%) for 20 superclasses on
CIFAR-100.
R@1 R@2 R@4 R@8
Base 81.07 87.02 90.68 93.24
Indi 22.42 32.94 46.83 62.62
Base-Indi 82.38 87.97 91.42 94.10
Base-Indieff 82.28 87.51 91.43 94.15
Then, we compare the retrieval performance on the superclasses
in Table 2. The similarity for retrieval is computed by the cosine
similarity with the outputs before the fully-connected layer, i.e.,
f (x). In [18], authors show that these deep features can capture
the similarity between examples well when the objective is for
classification.
The similar observation as in the classification task can be ob-
tained. First, all methodswith the additional individual classification
task can outperform the baseline method with a significant margin.
Besides, the algorithm with the improved efficiency performs sim-
ilar to its original counterparts, which confirms the effectiveness
of the proposed method. Finally, Indi is included in this compar-
ison while it demonstrates the worst performance. It is because
the task of individual classification cannot leverage the supervised
information from the superclasses.
Table 3: Comparison of recall (%) for 100 fine-grained classes
on CIFAR-100.
R@1 R@2 R@4 R@8
Base 37.06 51.63 67.04 79.91
Indi 13.57 19.22 27.08 37.29
Base-Indi 56.95 67.97 77.50 85.50
Base-Indieff 56.62 68.04 77.46 85.11
Fine 71.77 78.80 84.06 88.34
Finally, the comparison on retrieval task for 100 fine-grained
classes is demonstrated in Table 3. Evidently, both of Base and Indi
cannot handle the retrieval task well on the fine-grained classes. As
illustrated in our analysis, Base lacks the fine-grained patterns for
the target task and Indi lacks the guidance to exploit the massive
patterns for fine-grained classes. By combining those losses in Base-
Indi, the performance can be dramatically improved. The R@1 of
Base-indi is better than Base by about 20% and surpasses Indi by
more than 40%. It confirms the observation in Theorem 1 and shows
that the proposes algorithm can explore the fine-grained patterns
sufficiently and effectively. Furthermore, Fine demonstrates the
best performance when additional supervised information from
fine-grained classes is available. Compared to Fine, we can observe
that R@4 of Base-Indi is better than R@1 of Fine and is comparable
to R@2 of Fine. It means that when only labels for superclasses
are available, by optimizing the objective in Eqn. 4, the learned
model can handle the retrieval task well on fine-grained classes by
retrieving two additional examples. Finally, the negligible difference
between the performance of Base-Indi and Base-Indieff implies that
the proposed algorithm is applicable for real-world applications.
5.3 Oxford-IIIT-Pet
Oxford-IIIT-Pet [17] data set consists of two superclasses: cats and
dogs. There are 37 fine-grained classed in the data set, where 12
species are from cats and 25 species are from dogs. The total num-
ber of images is 7, 349 and the provided splitting is applied for
evaluation.
Due to the limited number of training images, we initialize the
parameters of the model with those pre-trained on ImageNet [2].
After that, each model is further fine-tuned on Oxford-IIIT-Pet by
30 epochs. The initial learning rate is 0.01 and decayed by a factor
of 10 at the 15-th epoch.
Table 4: Comparison of accuracy (%) for 2 superclasses on
Oxford-IIIT-Pet .
Top1 Acc Top5 Acc
Base 99.62 100.00
Base-Indieff 99.67 100.00
Table 4 compares the accuracy on the pet data set. Since the label
of superclasses is binary, both of Base and Base-Indieff can achieve
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the ideal performance on this simple task. The similar phenomenon
can be obtained on the retrieval task as shown in Table 5.
Table 5: Comparison of recall (%) for 2 superclasses on
Oxford-IIIT-Pet .
R@1 R@2 R@4 R@8
Base 99.73 99.84 99.92 99.97
Base-Indieff 99.86 99.89 99.97 100.00
Compared to the binary classification for superclasses, the task
on fine-grained classes is more challenging. Table 6 summarizes the
results on fine-grained classes. Despite the similar behaviors on su-
perclasses, Base-Indieff demonstrates a margin of more than 1% over
Base on R@1 for fine-grained classes. Note that the fine-grained
classes in this data set are more similar than those in CIFAR-100.
The superior performance of Base-Indieff shows that the proposed
method can explore patterns for subtle differences in images ef-
fectively. Besides, R@2 of Base-Indieff is better than R@1 of Fine.
Therefore, our method can be helpful to recover the performance
on fine-grained classes with an affordable cost from additional
retrieved examples.
Table 6: Comparison of recall (%) for 37 fine-grained classes
on Oxford-IIIT-Pet.
R@1 R@2 R@4 R@8
Base 85.04 91.96 95.99 98.09
Base-Indieff 86.59 93.24 96.43 98.31
Fine 92.23 95.83 97.41 98.56
Fig. 5 compares the retrieved images from different models.
When training on superclasses, Base cannot identify the specified
species in query images. For example, given an image of dog as in
Fig. 5, Base can return an image similar to the query image as a dog
but with a different fine-grained label. In contrast, Base-Indieff can
learn details with the help of optimizing individual classification
task and retrieve images from the same species successfully.
Query Baseline Our method
Figure 5: Examples of retrieved images from Base and Base-
Indieff on Oxford-IIIT-Pet. The example from a different
fine-grained class are denoted with red bounding-boxes.
5.4 Stanford Online Products
Finally, we evaluate different algorithms in a challenging scenario
of online shopping. Stanford Online Products (SOP) [20] collects
120, 053 products images from eBay.com. There are a total of 22, 634
fine-grained classes from 12 superclasses. Therefore, each fine-
grained class only has limited number of examples. Note that there
is no public splitting on this data set for classification, so we ran-
domly sample 80, 000 images for training and the rest for test.
For training, we adopt the suggested configuration as in [7].
Specifically, themodel is learnedwith 90 epochs. The initial learning
rate is 0.1 and decayed by a factor of 10 at {30, 60} epochs.
Table 7: Comparison of accuracy (%) for 12 superclasses on
SOP.
Top1 Acc Top5 Acc
Base 80.12 97.30
Base-Indieff 80.56 97.45
Results for classification and retrieval are summarized in Table 7
and 8, respectively. It is evident that even when the target task is
consistent to the training task, exploring fine-grained patterns in
the training set can provide the additional gain when prediction.
The comparison on the superclass classification implies that the
proposed algorithm not only helps to guarantee the performance
on the potential tasks but also can improve the performance on the
original problem.
Table 8: Comparison of recall (%) for 12 superclasses on SOP.
R@1 R@2 R@4 R@8
Base 76.56 84.29 89.50 93.21
Base-Indieff 77.08 84.54 89.71 93.40
The retrieval task on the fine-grained classes is evaluated in
Table 9. Considering the difficulty in this task, we report the Re-
call@{1,10,100,1000} in lieu of Recall@{1,2,4,8} as suggested in [18,
20]. First, we can observe that Base-Indieff outperforms Base by
more than 10% on R@1. It demonstrates that our method can be ap-
plied for online shopping scenario when there is limited supervised
information. Besides, even with the supervised information on fine-
grained classes, R@1 of Fine is less than 50%, which shows that
retrieval in online shopping is an important but difficult application.
With more retrieved examples, recall of Base-Indieff can approach
50% as shown in R@10. Note that customers for online shopping
tend to only review the top ranked items, which is known as po-
sition bias [10]. Improving R@10 is important for the customers
experience.
We also illustrate the retrieved images on SOP in Fig. 6. We can
observe that there are many similar products from different fine-
grained classes in online shopping, which makes the application
very challenging. Given a query image, it is hard for Base to retrieve
the appropriate items when training with the conventional pipeline.
By mining fine-grained patterns sufficiently as in Base-Indieff , the
similar examples with different labels can be identified and will be
eliminated from the top ranked items.
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Table 9: Comparison of recall (%) for 22, 634 fine-grained
classes on SOP.
R@1 R@10 R@100 R@1000
Base 20.77 33.82 52.37 78.34
Base-Indieff 32.56 47.99 65.39 82.95
Fine 45.93 61.52 75.42 87.96
Query Baseline Our method
Figure 6: Examples of retrieved images from Base and Base-
Indieff on SOP. The example from a different fine-grained
class are denoted with red bounding-boxes.
6 CONCLUSION
Deep learning can extract patterns from raw materials adaptively
according to the training task. However, the conventional pipeline
can be suboptimal since the learned models will focus on the train-
ing task and ignore massive fine-grained patterns in data, which can
be potentially helpful for the task defined on fine-trained classes. In
this work, we research the mechanism of obtaining patterns in deep
learning and propose the algorithms to explore fine-grained pat-
terns for real-world applications sufficiently. The empirical study on
benchmark data sets confirms the effectiveness of our method. Con-
sidering that the number of unlabeled data is significantly larger
than that of labeled data in real-world applications and the objec-
tive in Eqn. 3 is feasible for unlabeled data, incorporating unlabeled
data to further improve the mining of fine-grained patterns can be
our future work.
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