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of Visual ProcessingVisual perception depends on integration of the eyes’ raw sensory input with
information distributed across distinct regions of the brain. Recordings of
neuronal activity in monkeys reveal that these two types of signal reach visual
cortex in spatially distinct layers.Alexander Maier
Take a brief look at Figure 1A and try
to figure out what it depicts. If you
are unable to make out something
meaningful immediately, do not be
concerned. This image is not part
of a Rorschach test designed for
psychoanalysis, but rather a common
type of visual stimulus used in
perception research [1]. As someone
who has never seen this picture before,
what you are likely to experience is
roughly reminiscent of the incohesive
distribution of dark and bright spots
that form the two-dimensional retinal
image—visual information in its rawest
form. Now try rotating the page by 180
degrees so that the figure is turned on
its head: from this angle, you will easily
make out a face. Note what happens
when you rotate the figure back to its
original orientation. Curiously, your
knowledge of the actual nature of the
figure will shape your perception of
the image from here on out. You now
see a face (turned upside-down)
where you previously saw a puzzling
conglomerate of light and dark
patches.
Vision scientists are interested in
images such as the one shown in
Figure 1A, as they demonstrate the
impact of past experience on the
perceptual interpretation of sensory
input. Such images suggest that, in
order for an observer to form a
meaningful perceptual experience,two neuronal processes need to come
together: sensory activation from
the eyes, and information from past
experience that is stored in distributed
regions across the brain. While
research over the past decades has
yielded an astonishingly detailed
description of the former — neural
events that cascade from retinal
stimulation — we still know little
about how signals originating in
other brain areas integrate with these
incoming sensory inputs in order to
transform meaningless spots of light
into shapes, objects and faces.
In this issue of Current Biology,
Matthew Self and colleagues [2]
report high-resolution multielectrode
recordings of neuronal activity from
the primary visual cortex of macaque
monkeys that shed new light on the
question of where and when raw visual
inputs meet signals that descend from
other cortical areas. More specifically,
the authors used a linear electrode
array to sample the electric activity
from groups of neurons with
microscopic resolution across cortical
layers [3]. The animals were trained
to stare at a computer screen
and to indicate the presence of a
square-shaped figure that was made
up of tilted lines against a backdrop
of lines oriented in the opposite
direction (Figure 1B). Previous work
showed that successful completion of
this task relies on the active integration
of feedforward visual input withrecurrent feedback signals from higher
brain areas [4]. Specifically, the primary
visual cortex of primates is specialized
for extracting the orientation of
line elements via characteristic
organization of input that gets fed
forward from the eye [5]. Yet, in order
to extract a meaningful figure from
a background of orthogonal line
elements, feedback from more
specialized brain areas is needed [6].
Contrasting the way primary visual
cortex responds to a uniform pattern
of lines with the neural response
elicited when a figure can be
perceptually discriminated provides
insight into two distinct forms of visual
activation — one without and one with
a heavy reliance on feedback from
distant parts of the brain that aid in
shaping the perception of a square [7].
Using this approach, Self et al. [2]
observed striking differences in the
laminar pattern of neural activation
that characterizes each of these two
modes of cortical processing. The
onset of the background pattern alone
elicited a wave of neuronal activity that
originated primarily in the middle layers
(and to some degree in the lowest
layers) before sweeping across the
entire extent of the laminar
microcircuit. Yet, whenever the
monkeys observed a square-shaped
figure in the display, there was an
additional response of neurons in the
upper and lower layers that was
absent in the middle layers of
cortex (Figure 1C,D).
One of the most intriguing aspects
about Self et al.’s [2] findings is
that these patterns of functional
organization correspond well with the
structural principles of laminar cortical
microarchitecture that have been
described by neuroanatomists over the
past decades. The exact number of
cortical layers and sublayers can
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Figure 1. Cortical feedforward and feedback processes involved in visual processing.
(A) Mooney stimulus. Two-tone images of this kind can be used to demonstrate that visual
perception relies both on sensory information that gets fed forward to early sensory areas
as well as stored representations derived from previous experience that get fed back to visual
cortex in order to shape the interpretation of the raw sensory data. Rotate the image by 180
degrees to see what it depicts. (B) Actual stimulus used in the study by Self et al. [2].
(C) Simplified diagram of the laminar pattern of cortical activation evoked by feedforward
stimulation. Primate primary visual cortex is cytoarchitectonically divided into six main cortical
layers that group into three main compartments: the supragranular, granular and infragranular
compartments (dashed lines). Using a linear array with multiple recording contacts (electrode
array), neural activation can be measured along the entire thickness of the cortical tissue.
(D) Diagram of the laminar neural activation in primary visual cortex related to the cortical
feedback modulation that occurs during figure–ground segregation.
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R960vary between areas and species,
but the general consensus is that
the cytoarchitectonic make-up of
the mammalian visual cortex is
governed by six major laminae [8,9].
Neuroanatomists tend to group these
layers into three major laminar
domains. Middle layer 4 (specifically
layer 4c in the primate) and its various
sublayers are commonly referred to as
the ‘‘granular layers’ because of their
fine-grained appearance in certain
histological stains. The superficial
layers 1–3 (1–4 a and b in primates)
have been termed ‘supragranular’, and
the deep layers 5 and 6 ‘infragranular’
layers, respectively. While the middle
layers are not the only laminae of
primary visual cortex that receive
ascending inputs from the eye
(relayed through the lateral geniculate
nucleus of the thalamus), the granular
compartment receives the vast
majority of this retino-thalamic input
[10]. In contrast, the supragranular and
infragranular layers receive most of
their inputs from other brain structures,such as more specialized parts of
visual cortex [11,12]. The data
reported by Self et al. [2] thus seem to
demonstrate a direct link between the
scaffolding of the brain and its patterns
of activation — a striking example of
the adage that structure guides
function.
As always, questions remain. More
studies will be needed to determine
the role of separable aspects of
shape perception such as the spatial
attribution of attention in cortical
feedback [4] and laminar activation
[13]. Another pressing question
is whether the visual cortex’s
structure-to-function relationship
between feedforward and feedback
processes delineated in this study can
be found in other parts of the brain.
Indeed, both anatomical studies as
well as neurophysiological recordings
suggest that, at least to some degree, a
similar pattern of laminar organization
can be found in other brain areas
across a wide range of species [14,15].
But what about areas of the brain thatexhibit profound differences in laminar
structure, such as parts of the primate
frontal lobe that lack a pronounced
granular layer 4 [16]?
Another concern, albeit technically
challenging, is to find out more about
the relative roles of different types of
neurons, such as excitatory pyramidal
cells and inhibitory interneurons in
the cortical laminar microcircuit [17].
Even more, by combining laminar
neural recordings with techniques
such as optogenetics, electric
stimulation, selective cooling or
neuropharmacology that allow for the
selective manipulation of local activity
will help neurophysiologists to move
beyond the current correlative
approach towards an understanding
of causal relationships between neural
events during sensory processing
[18,19]. Lastly, computational models
will be needed to make sense of the
increasingly complex, refined data
acquired by empiricists [20]. Much
like the visual system, we are likely to
find greater meaning in bottom-up
experimental observations of neural
activity by combining this effort with
the top-down approach of theoretical
work.References
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Much Loses AllPolyploidy can result in both evolutionary dead-ends and successful
evolutionary transitions. A pair of recent papers indicates that adaptingmeiosis
is a necessary step on the way to becoming a successful polyploid.Eric Jenczewski1,2
Polyploid species can be viewed as
‘hopeful monsters’. They originate via
chromosome doubling, a severe
macromutation that triggers additional
chromosomal, genetic and epigenetic
changes especially when it is
associated with interspecific
hybridization (i.e., allopolyploids [1]).
Polyploidy can produce immediate
shifts in the range of environmental
conditions that an organism can
tolerate [1–3]; this greater resilience
being enabled by both the original
genetic attributes [4] and the innovative
or transgressive phenotypes [5,6] that
are provided by polyploidy. Polyploids
are indeed widespread among plants
[7] and fungi [8], and they are
commonplace among certain groups
of insects, fish and amphibians [2].
However, all these proofs of success
do not mean that polyploidy is
essentially beneficial nor that
polyploids achieve perfection
overnight. To the contrary, newly
formed polyploids face significant
hurdles from the outset and those
that are unable to meet these
challenges are likely to be ‘hopeless’
and condemned to certain death.
A highly topical issue is thus to
understand which physiological or
cellular functions need to be adapted
to polyploidy. This is the question
addressed by the Bomblies lab in two
recent papers, including one in this
issue of Current Biology [9,10]. Thesepapers, particularly the last one,
indicate that ensuring faithful
chromosome segregation during
meiosis is key to ensure the
hopefulness of an autopolyploid
monster.
Yant et al. [10] used full genomic
scans to compare diploid and
autotetraploid plants of Arabidopsis
arenosa (Figure 1), a very close relative
to Arabidopsis thaliana, and identify
candidate targets of natural selection
during the establishment of the
autotetraploid lineage. They looked for
genes showing increased genetic
differences between diploid and
autotetraploid individuals as compared
to a genome-wide average. The
rationale for this is that most
evolutionary processes (such as
population demography, genetic drift,
gene flow) affect all loci in a genome
equally, whereas natural selection acts
on specific loci. Through this approach,
Yant et al. [10] identified 44 candidate
selected genes in autotetraploid
A. arenosa, amongwhich 8were shown
to play a role during meiosis in
A. thaliana. This is an unexpectedly
clear overrepresentation of meiotic
genes. What could be the reason?
In most sexually reproducing
organisms, correct chromosome
segregation during meiosis requires
pairs of homologous chromosomes to
be held together by chiasmata, the
stable connections produced by the
combined effect of sister-chromatid
cohesion and inter-chromosomalreciprocal recombination (i.e., the
crossovers). In polyploid species, the
presence of multiple sets of
chromosomes makes this process
more demanding. As every
chromosome has more than a single
possible match, multiple chiasmatic
associations can readily be formed,
resulting in an unequal distribution of
homologues whenever the multivalents
are asymmetrically orientated on the
metaphase I plate [11]. Multivalents
thus impose a heavy burden of newly
formed polyploids as they contribute to
umbalanced gamete formation,
aneuploidies and reduced fertility [12].
Autopolyploids are particularly at risk
here because of their chromosome
content. Being derived from within a
single parental species, all
recombining partners in an
autopolyploid share the same degree
of kinship and they are thus especially
prone to multivalent formation [11,12].
This is exactly what Yant et al. [10]
observed in artificially induced
autotetraploids of A. arenosa. These
newly generated autotetraploids show
conspicuousmeiotic abnormalities and
reduced pollen fertility. By contrast,
natural autotetraploid accessions
mainly form bivalents at metaphase I
(see also [13]) and display high pollen
fertility [10]. Thus, reproductive fitness
is not innate in autotetraploid
A. arenosa but it rather required
‘‘naturally evolved solution(s)’’ to
polyploidy-associated challenges [10].
Although identification of 36
non-meiotic candidate selected genes
demonstrates that many other vital
biological processes require adaptive
responses to genome doubling [9,14],
the overrepresentation of candidate
selected meiotic genes in A. arenosa
suggests that one of the biggest
stumbling blocks to the successful
establishment of newly formed
