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We provide a recipe for the digitalization of linear and nonlinear quantum optics in networks of superconduct-
ing qubits. By combining digital techniques with boson-qubit mappings we address relevant problems which
are typically considered in analog simulators, such as the dynamical Casimir effect or molecular force fields,
including nonlinearities. In this way, the benefits of digitalization are extended in principle to a new realm of
physical problems. We present preliminary examples launched in IBM Q 5 Tenerife.
I. INTRODUCTION
After decades of both theoretical and experimental efforts,
a new generation of technologies is on the brink of deliver-
ing the heralded quantum revolution. For instance, large net-
works of superconducting qubits are close to prove quantum
supremacy [1–3], opening a new era in quantum computing
and quantum simulation.
While these promising applications are gaining a great deal
of attention, qubits are not the only key players of the quan-
tum world. Indeed, the current scenario has only been pos-
sible due to the impressive developments in quantum optical
and quantum information setups in the last decades, which
managed to reach the single-atom and single-photon level.
Therefore, electromagnetic fields or, more generally, bosonic
field modes are also central to modern quantum setups. An
example of the richness offered by the physics of the elec-
tromagnetic field is boson sampling [4], namely, a computa-
tion of the number statistics of the output photons of a linear
optics network, which can in principle be implemented in a
quantum optical setup but is widely believed to be intractable
by classical means. Under certain conditions for the number
of photons and modes, a boson sampling experiment would
also prove quantum supremacy. However, while some small-
scale experiments have been realised [5–8] and a number
of promising proposals are available [9, 10], a post-classical
boson sampler has not yet been implemented in the labora-
tory. The ingredients needed in a boson sampling architec-
ture are simple linear optics elements, such as beam-splitters
and phase-shifters. Going a step further, we can also consider
other paradigmatic ingredients such as two-mode squeezers or
Kerr nonlinearities. Indeed, the combination of controllable
two-mode squeezers and beam-splitter interactions between
two bosonic modes is the basis of quantum information pro-
cessing and quantum computation with continuous variables
[11, 12], such as the realization of Fredkin and exponential
SWAP gates, which have recently been implemented experi-
mentally with fidelities ranging from 60% to 90 %[13]. Kerr
nonlinearities can also find interesting applications, such as
quantum metrology [14].
In this work, we aim to bring linear and nonlinear optics to
the realm of cutting-edge qubit-based quantum computers and
quantum simulators. To this end, we consider digital quan-
tum simulation techniques [15] which combined with a boson-
qubit mapping [16, 17] allow us to encode generic multimode
bosonic interactions into a sequence of single-qubit and two-
qubit gates. Applications include the digital quantum simu-
lation of continuous-variables quantum information process-
ing and computing as well as phenomena which are typically
considered in analog quantum simulators, from the dynami-
cal Casimir effect to molecular force fields. While the digital
quantum simulation of a post-classical boson sampler seems
completely out of reach, we discuss the digitalization of all
the necessary ingredients for boson sampling, which would
enable the digitalization of a few-modes setup.
In this way, a new manifold of multidisciplinary problems
of interest – ranging from quantum chemistry to relativistic
quantum field theory – could benefit in principle from the
advantages of digitalization, which have already proven suc-
cessful in many applications, from universal trapped-ion sim-
ulators [18] to fermionic models [19] and adiabatic quantum
computing [20] with superconducting circuits. On the other
hand, the existing and upcoming quantum computers based
on large arrays of superconducting qubits would also bene-
fit in principle from a new variety of problems of interest.
We present some preliminary experimental examples obtained
with IBM Q 5 Tenerife.
Let us start with a description of the technical tools that we
shall use throughout this work for the digitalization of bosonic
hamiltonians.
II. DIGITALIZATION OF BOSONIC HAMILTONIANS
The aim of this work is to provide a recipe for the quantum
simulation of bosonic hamiltonians of interest with networks
of qubits. The first step is to encode the bosonic hamilto-
nian into the qubit network by means of a suitable boson-qubit
mapping.
A. Mapping bosons to qubits
As shown in [16, 17], it is possible to map N bosonic
modes containing a maximum number of Np excitations each
to N(Np + 1) qubits. For each bosonic mode, we are able to
associate an (NP +1)-qubit quantum state to each Fock state.
ar
X
iv
:1
90
9.
04
40
8v
1 
 [q
ua
nt-
ph
]  
10
 Se
p 2
01
9
2If we consider the j-th mode, we have:
|0〉j ↔ |001112 · · · 1NP 〉j
|1〉j ↔ |100112 · · · 1NP 〉j
|2〉j ↔ |101102 · · · 1NP 〉j (1)
...
...
|NP 〉j ↔ |101112 · · · 0NP 〉j
where |n〉j denotes a quantum state with n bosons in jth
mode. Notice that the state |n〉j is simulated by a state where
out of theNP +1 qubits which are associated to the jth mode,
the only one that is in the state |0〉 is the n-th qubit.
The bosonic creation operator maps to
b†j → b†j =
NP−1∑
n=0
√
n+ 1 σn,j− σ
n+1,j
+ , (2)
where a pair (n, j) refers to the nth qubit in the chain of qubits
representing the jth bosonic mode. The Pauli creation and
annihilation operators are given by
σk± = 1/2(σ
k
x ± iσky ), (3)
in terms of the Pauli matrices σx and σy . From Eq. (3) it is
straightforward to obtain as well the annihilation operator and
then all the combinations that appear in bosonic hamiltonians
of interest –we will see relevant examples in the next sections.
Once we have encoded the bosonic hamiltonian into a suit-
able qubit-network hamiltonian and before we enter into the
details of examples and applications, let us recall the basic
notion of digital quantum simulations, namely the Suzuki-
Trotter approximation.
B. Trotter-Suzuki decomposition
The idea of the Trotter-Suzuki decomposition (see for in-
stance [15]) is to decompose an involved non-local Hamilto-
nian dynamics into a sequence of experimentally amenable
local gates. To this end:
• The Hamiltonian is decomposed into a number m of
terms:
H =
m∑
j=1
Hj (4)
• Time is discretized, namely divided into s steps of du-
ration ts:
s = t/ts. (5)
• The exponential of a sum of operators is approximated
by the exponential of a product of operators. The
approximation is exact only in the case that all the
Hamiltonian terms commute. Otherwise, it neglects all
the commutators in the Baker-Campbell-Haussdorf for-
mula.
Putting all together, the dynamics is approximated by:
eiHt ' (eiH1ts . . . eiHmts)s, (6)
that is s repetitions of the sequence of Hamiltonian terms
given by Hj . The error in this approximation can be bounded
and controlled [15] being suppressed by a sufficiently large
number of repetitions. However, the number of repetitions
also increases the number of gates, which gives rise to larger
experimental errors. Therefore, in the cases where the Suzuki-
Trotter is exact –namely the different terms of the Hamiltonian
commute – there is no need for repetitions.
The Suzuki-Trotter approach allows us to simulate any
Hamiltonian dynamics as a sequence of unitary operations.
The next step is now to decompose any unitary as a sequence
of simple quantum gates, typically chosen from a desired set
of universal single-qubit and two-qubit quantum gates.
C. Gate decomposition
In general, if we find an unitary operation U such that:
H = U†H0U, (7)
then we can write the dynamics governed by the Hamiltonian
H as:
eiHt = U†eiH0tU. (8)
The idea is then to relate H with a simple single-qubit H0 via
an unitary U . Then this U can be decomposed into a sequence
of single-qubit and two-qubit gates of interest, by using well-
known techniques [21]. We will analyse some examples of
gate decompositions below.
III. EXAMPLES
We will apply the techniques of the previous section to sev-
eral families of interesting bosonic Hamiltonians.
A. Boson sampling and boson sampling Hamiltonian
Boson sampling consists in the sampling of the output
photon-number statitistics of a linear-optics network operat-
ing over a number M of photonic modes, which are initial-
ized in a certain Fock state containing n photons. It has been
shown [4] that in the regime where M ' n2 and n ' 20− 50
[22], this problem is computationally hard and should be
intractable by classical devices. While this feature turns a
boson sampler into a compelling architecture for quantum
supremacy, the experiments [5–8] have not yet reached the
aforementioned post-classical regime.
Recently, a hamiltonian formulation of boson sampling has
been introduced [23]:
HBS =
M∑
i,j=1
(b†jRjiai +H.c.) +
M∑
j=1
ω(b†jbj + a
†
jaj), (9)
3where R is a random unitary transformation and a and b are
the input and output modes,respectively. Evolution with this
Hamiltonian transforms an initial Fock state
|φ(0)〉 = a†1 · · · a†N |vac〉 , (10)
into the N boson sampling superposition
|φ(pi/2)〉 = (−i)N
N∏
i=1
∑
j
R∗jib
†
j |vac〉 , (11)
with a photon distribution given by the permanents |γn|2 =
| 〈vac|b†n11 · · · b†nMM |φ(pi/2)〉 |2, ni ∈ {0, 1}. Therefore, our
task would be to digitalize the Hamiltonian in Eq. (9). In this
case we do not need to use the Suzuki-Trotter decomposition
since we can directly leverage the Reck decomposition, which
is standard in the boson sampling literature and entails that we
can decompose the unitary evolution governed by HBS into a
mesh of M(M − 1)/2 beam-splitters and appropriate phase-
shifters. Each beam-splitter unitary would be given by:
Uij = e
iεijb
†
jai+h.c.. (12)
Since they are the building blocks of the boson sampling simu-
lation, it is worth to analyze in detail the digitalization of these
unitary beam-splitting interactions. Moreover, beam-splitter
interactions are also crucial for applications in continuous-
variables quantum information processing and quantum com-
puting [11–13].
B. Beam-splitters
The initial state of boson sampling contains a maximum
number of 1 photon per mode, therefore the first beam splitter
of the mesh would only require 2 modes × 2 qubits per mode
= 4 qubits. Then it is interesting to consider in detail this case.
We will label the two modes of interest as + and− and thus
a beam-splitter unitary:
U+− = eiε+−b
†
+a−+h.c.. (13)
We will need two qubits 0+ and 1+ for mode + and similarly
for mode−. Particularizing the boson-qubit operator mapping
in Eq. (2) for NP = 1, we can write:
b†+b− + b+b
†
− = σ
(0+)
− σ
(1+)
+ σ
(0−)
+ σ
(1+)
− + (14)
σ
(0+)
+ σ
(1+)
− σ
(0−)
− σ
(1−)
+ .
Now, let us relax the notation:
(0+) = (1), (1+) = (2), (0−) = (3, ) (1−) = (4).
(15)
By using Eq.(3), we find:
b†+b− + b+b
†
− =
1
8
(σ(1)x σ
(2)
x σ
(3)
x σ
(4)
x − σ(1)x σ(2)y σ(3)y σ(4)x +
σ(1)x σ
(2)
y σ
(3)
x σ
(4)
y + σ
(1)
x σ
(2)
x σ
(3)
y σ
(4)
y +
σ(1)y σ
(2)
y σ
(3)
x σ
(4)
x + σ
(1)
y σ
(2)
x σ
(3)
y σ
(4)
x −
σ(1)y σ
(2)
x σ
(3)
x σ
(4)
y + σ
(1)
y σ
(2)
y σ
(3)
y σ
(4)
y ).(16)
The different terms in Eq. (16) commute, so we have
U+− =
8∏
i=1
U
(i)
+−, (17)
where the U (i)+−’s are given by Eq. (16). For instance:
U
(1)
+− = e
i
ε+−
8 σ
(1)
x σ
(2)
x σ
(3)
x σ
(4)
x . (18)
Then we can perform a separate gate decomposition for each
U
(i)
+−. For instance, for the first term we can use:
e−i
pi
4 σ
(1)
x (−σ(1)z )ei
pi
4 σ
(1)
x = σ(1)y (19)
e−i
pi
4 σ
(1)
z σ
(2)
x σ(1)y e
ipi4 σ
(1)
z σ
(2)
x = −σ(1)x σ(2)x
e−i
pi
4 σ
(1)
z σ
(3)
x (−σ(1)x σ(2)x )ei
pi
4 σ
(1)
z σ
(3)
x = −σ(1)y σ(2)x σ(3)x
e−i
pi
4 σ
(1)
z σ
(4)
x (−σ(1)y σ(2)x σ(3)x )ei
pi
4 σ
(1)
z σ
(4)
x = σ(1)x σ
(2)
x σ
(3)
x σ
(4)
x .
Then, by using Eqs. (7),(8) and (18)we find:
U
(1)
+− = U
†e−i
ε+−
8 σ
(1)
z U, (20)
where:
U = ei
pi
4 σ
(1)
x ei
pi
4 σ
(1)
z σ
(2)
x ei
pi
4 σ
(1)
z σ
(3)
x ei
pi
4 σ
(1)
z σ
(4)
x . (21)
See this gate decomposition in Fig. (1). Note that similar de-
compositions can be obtained for the rest of U (i)+−’s by adding
at the end of the string the number of eipi/4σ
(i)
z necessary to
rotate some of the σx to σy –although there might be more
efficient decompositions for each particular case. With this
procedure we will have a total number of 24 single-qubit ro-
tations and 24 two-qubit ZX-gates.
1 X
2
3
4
R X
Z X
Z X
Z X Z X
Z X
Z X
FIG. 1: Sequence of gates which implement the beam-splitting inter-
action term U (1)+− in Eq. (20). R = e
−i ε+−
8
σ
(1)
z , ZX = ei
pi
4
σ
(i)
z σ
(j)
x
-where i and j stand for the qubits among which the two-qubit gate
operates- and X = ei
pi
4
σ
(1)
x . The rest of the terms U (i)+− possess a
similar gate decomposition.
The relevant initial states would be for instance |0〉+⊗|1〉−
and |1〉+ ⊗ |0〉−, which via Eq. (1) and Eq. (15) are mapped
4to |0110〉 and |1001〉, respectively, which can be obtained by
spin-flipping a pair of qubits out of the four-qubit ground state.
Putting all the above together, a single two-mode beam-
splitter with 1 one photon per mode can be simulated in a
four-qubit quantum simulator. Indeed, we launched the ex-
periment in Fig. (1) for the initial state |1〉+ ⊗ |0〉− in IBM
Q 5 Tenerife by means of the qiskit tools. An extra step is
needed for that, which is the conversion of the ZX gates into
the CNOT gates available in the IBM architecture. This can
be done by using:
ei
pi
4 σ
(1)
z σ
(2)
x = ei
pi
4 σ
(2)
x ei
pi
4 σ
(1)
z e−i
pi
4 CNOT (1−2) (22)
(and similarly with 1 − 3 and 1 − 4). Inserting Eq. (22)
into Eqs. (20) and (21) and making straightforward simpli-
fications, we get the circuit in Fig. (2). In particular, we
1 X
2
3
4
R XZ Z Z Z Z Z
FIG. 2: Sequence of gates which implement the beam-splitting in-
teraction term U (1)+− in Eq. (20) after transforming the ZX gates into
CNOT gates. R = e−i
ε+−
8
σ
(1)
z , Z = ei
pi
4
σ
(1)
z and X = ei
pi
4
σ
(1)
x .
choose ε+−8 = pi, so the dynamics should completely trans-
form the initial state into |0〉+ ⊗ |1〉−, namely |0110〉. We
check the state of the first qubit -which is the one involved
in more quantum gates- after running the circuit. We get the
right state in 1717 out of 2048 shots, namely 84 %. Running
the whole beam-splitter -that is, the eight terms of Eq. (16)-
with the same parameters, the state of the first qubit should be
1 and we get the right state 1158 shots out of 2048 (57 %).
C. Sequence of beam splitters
If we allow more modes and more photons per mode in
the simulation, the number of required qubits increases dra-
matically. However, since a beam splitter only acts upon two
modes and the transition from |n〉j to |n ± 1〉j only flips two
qubits, the action of a beam splitter onto a definite Fock state
|n〉j⊗|m〉k with n photons in mode j andm photons in mode
k can still be implemented in a few-qubit quantum simulator.
However, this is not enough for a boson-sampling architec-
ture. After a number of beam-splitting steps, the state of the
modes would not be a definite Fock state, but a non-trivial
combination of them. Therefore, a large number of qubits
would be involved at each step, a signature of the computa-
tional complexity of boson sampling.
In the post-classical regime NP ' 20− 50 and the number
of modes N2P . Therefore, the full simulation would require
104 − 105 qubits, a number which seems completely out of
reach.
D. Two-mode squeezing
In a Gaussian boson sampler [24] the initial state is Gaus-
sian, as opposed to the initial Fock state of the standard boson
sampling. A particular architecture is a setup in which half of
the output of M two-mode squeezers are input into a linear
network of M optical modes, while the other half is sent di-
rectly to single photon detectors. Then, n single photons are
detected in the latter half. As shown in [24] this device is able
to solve a randomized version of boson sampling known as
scattershot boson sampling, which possesses similar compu-
tational complexity as the original problem [4], and therefore
is widely believed to be out of reach classically.
To simulate this, we only need to add to our recipe the abil-
ity of simulating an initial set of two-mode squeezed states.
For each two modes, we only need to initialize them in the
vacuum state |0101〉 and then apply the unitary:
U+− = eiβ+−a
†
+a
†
−+h.c.. (23)
Restricting ourselves to moderate values of the squeezing pa-
rameter β the probability of generating more than one pho-
ton pair would be low and then we would be able to assume
NP = 1. Therefore, again only four qubits per pair of modes
would suffice. For each two-mode squeezer, similar tech-
niques as in the case of the beam splitter can be applied, with
similar results in terms of computational complexity. Indeed,
for each two-mode squeezer we get a similar expression to
Eq. (16), but now instead of having products of even num-
bers of σx and σy , we have products of odd numbers, such as
σ
(1)
x σ
(2)
x σ
(3)
x σ
(4)
y , which give rise to similar terms as in Eqs.
(20) and (21). In particular, as in the beam-splitter terms, they
can be obtained by adding as many eipi/4σ
(i)
z as the required
σ
(i)
y to U in Eq. (21). See Fig. 3 for the gate decomposition
corresponding to σ(1)x σ
(2)
x σ
(3)
x σ
(4)
y .
E. Bogoliubov transformations
Combining the techniques for digitalizing beam splitters
and two-mode squeezers we can consider the simulation of ar-
bitrary Bogoliubov transformations, which transform any an-
nihilation operator ai to:
âi =
∑
j
αjiai + βjia
†
i . (24)
From a hamiltonian viewpoint, the transformation in Eq. (24)
amounts to a set of two-mode beam-splitters implemented by
the αji coefficients and two-mode squeezers implemented by
51 X
2
3
4
R X
Z X
Z X
Z X Z X
Z X
Z X
Z Z
FIG. 3: Sequence of gates which implement the two-mode squeezer
term σ(1)x σ
(2)
x σ
(3)
x σ
(4)
y . R = e−i
β+−
8
σ
(1)
z , ZX = ei
pi
4
σ
(i)
z σ
(j)
x -
where i and j stand for the qubits among which the two-qubit gate
operates-, X = ei
pi
4
σ
(1)
x , Z = ei
pi
4
σ
(4)
z .
the βji coefficients. Therefore, in principle, any Bogoliubov
transformation could be simulated using the techniques devel-
oped in this paper.
Bogoliubov transformations are ubiquitous in Quantum
Field Theory, specially in relativistic applications such as the
Dynamical Casimir Effect, the Unruh effect and the Hawking
radiation. An immediate application would be a digital quan-
tum simulation of the Dynamical Casimir Effect, namely the
generation of photons out of the vacuum of a quantum field
by means of the relativistic motion of a mirror, which gener-
ates two-mode squeezing. For the simplest case of two modes
and moderate values of the squeezing – which is proportional
to the velocity of the moving mirror– four qubits would be
enough, as in the case of the previous subsection. Considering
higher values of the squeezing and thus higher values of NP
would allow to consider larger velocities, presumably over-
coming the limitations in analog quantum simulators [25].
F. Quantum information processing and quantum computing
gates
There is growing effort, both theoretically and experimen-
tally, [11–13] in continuous-variable quantum information
and quantum computation with multiphoton states in super-
conducting microwave cavities. As explained for instance in
[11], a key step is the ability of generating a controllable set
of bilinear interactions, namely an interaction hamiltonian of
the form:
Hint = gBS(t)a
†b + gBS(t)ab†
+ gTMS(t)a
†b† + gTMS(t)ab, (25)
which is a combination of beam-splitting and two-mode
squeezing terms. This interaction hamiltonian can be simu-
lated with our techniques. In [13], a hamiltonian like Eq. (25)
with only beam-splitting terms was used to generate experi-
mentally several gates, with a fidelity ranging from 60 to 90
%. Therefore, it could be of interest to compare these results
with a digital quantum simulation, with could reach similar fi-
delities and benefit from quantum error correction techniques.
G. Molecular force fields
Molecular transitions can be described by using a set of
bosonic modes immersed in a force field, which can be mod-
eled by a non-harmonic oscillator [26, 27]. For each mode,
we will have:
Hj = ωjnj + χjn
2
j , (26)
where nj = a
†
jaj is the number operator of the j-th mode
and the parameter χj accounts for the anharmonicity of the
Hamiltonian. The mapped number operator is [16, 17]:
nj =
NP∑
n=0
n
σn,jz + 1
2
, (27)
and then
n2j =
NP∑
n=0
NP∑
m=0
n
σn,jz + 1
2
m
σm,jz + 1
2
. (28)
Typically, it is enough to consider 3 or 4 excitations per mode.
Considering for instance NP = 4, we would need 5 qubits
per mode. Then, expanding explicitly Eqs. (27) and (28) we
obtain:
nj = 5 +
4∑
n=0
n
2
σn,jz , (29)
and
n2j =
65
2
+
4∑
n=0
5nσn,jz +
4∑
n=0
∑
m 6=n
nm
2
σn,jz σ
m,j
z . (30)
Note that all the terms in Eqs. (29) and (30) conmute. There-
fore, the Suzuki-Trotter decomposition is exact. Moreover,
each term is already given by either single-qubit or two-qubit
gates. In particular, we have 4 single-qubit rotations for the
simulation of nj and additionally 4 single-qubit and 6 two-
qubit gates for the simulation of n2j .
By using the gate-decomposition techniques explained
above, we can write any σz − σz time evolution term as:
ei
χjnmts
2 σ
n,j
z σ
m,j
z = U†e−i
χjnmts
2 σ
m,j
z U, (31)
where:
U = ei
pi
4 σ
m,j
x ei
pi
4 σ
n,j
z σ
m,j
x . (32)
See Fig. (4) for a generic scheme of this gate decomposition.
Adding more modes to the simulation does not change the
fact that all the terms commute. Each five-qubit string will be
governed by a similar Hamiltonian but with different ωj and,
in general, χj .
6j-th mode
m qubit
n qubit
X
ZX
R
ZX
X
FIG. 4: Sequence of gates which implement the σz − σz term in Eq.
(31) between two qubitsm and n out of the five qubits corresponding
to the j − th mode. R = e−i
χjnmts
2
σm,jz , ZX = ei
pi
4
σ
(n,j)
z σ
(m,j)
x
and X = ei
pi
4
σ
(m,j)
x . This sequence is the building block of the
digitalization of molecular hamiltonians.
IV. CONCLUSIONS
There is a growing interest in building up large net-
works of thousands of qubits for groundbreaking applications
in quantum simulation and quantum computing. In paral-
lel, continuous-variable quantum information processing and
quantum computation has motivated a renewed effort in the
construction of large linear optical grids. In this work we
bring the latter into the realm of the former, by providing a
recipe for the digitalization of bosonic linear and nonlinear
optics interactions. Applications range from the Dynamical
Casimir Effect to molecular force fields. A boson sampler
in the quantum supremacy regime would require a number
of qubits which seems out of reach, however we have shown
that all the individual ingredients of a boson sampler can be
digitalized, enabling the digital quantum simulation of a few-
modes setup. All these phenomena, which are typically con-
sidered in analog simulators, would then benefit in principle
from the advantages of digitalization, such as error correction.
Moreover, we can digitalize quantum gates that are crucial
for continuous-variable quantum information processing and
quantum computing. On the other hand, we provide qubit-
based superconducting computers with a new variety of prob-
lems of interest.
As an example, we have launched several experiments in
IBM Q 5 Tenerife obtaining a fidelity of 84 % for the digital
quantum simulation of one building block of a beam splitter
and 58 % for the full beam splitter.
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