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Abstract
Chirality or handedness in condensed matter induces anomalous optical responses such as natural
optical activity, rotation of the plane of light polarization, as a result of breaking of spatial-inversion
symmetry. In this study, optical properties of a Weyl spin-orbit system with quadratic dispersion,
a typical chiral system invariant under time-reversal, are investigated theoretically by deriving
an effective Hamiltonian based on an imaginary-time path-integral formalism. We show that
the effective Hamiltonian can be indeed written in terms of an optical chirality order parameter
suggested by Lipkin. The natural optical activity is discussed based on the Hamiltonian.
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I. INTRODUCTION
Spin-orbit interaction that couples electron motion to its spin as a consequence of a
relativistic effect plays an important role of mixing of electric and magnetic degrees of
freedom. Although the spin-orbit interaction derived from the Dirac equation is weak in
vacuum, it can be significantly large in solids without spatial-inversion symmetry realized
in the interfaces and surfaces, when heavy elements are involved [1]. Of particular current
interest is electromagnetic cross-correlation effects induced by strong Rashba interaction
at interfaces [2], whose Hamiltonian is expressed as HR = −αR · (p × σ), where p is
the linear momentum of the electron, σ is the vector of Pauli matrices representing the
electron spin, and αR is a polar axis, called the Rashba field, representing the inversion
symmetry breaking. The Rashba interaction leads to generation of magnetization from an
applied electric field (Edelstein effect [3]) and an electric current from a magnetic field or the
magnetization (inverse Edelstein effect [4]). Experimentally, the magnetization by Edelstein
effect is observed using Kerr effect at an interface between Cu, Ag and Bismuth oxide [5].
The electric current induced by inverse Edelstein effect is measured in a multilayer of Ag,
Bi and ferromagnet [6].
Those cross-correlation effects give rise to antisymmetric off-diagonal components in an
electric permittivity tensor, resulting in an anomalous optical response for linearly-polarized
waves such as birefringence and negative refraction [7, 8]. Furthermore, in the case of broken
time-reversal invariance due to magnetization or magnetic field, anisotropic light propagation
(directional dichroism) independent of light polarization emerges because of Doppler shift
induced inversion-odd diagonal components due to an intrinsic flow [9].
Optical responses and cross-correlation effects are qualitatively discussed based on sym-
metry argument. An optical response for circularly-polarized waves, natural optical activity,
is caused by the inversion symmetry breaking which induces an antisymmetric off-diagonal
component linear in the wave vector of light in an electric conductivity tensor [10]. Natural
optical activity of chiral molecules was phenomenologically discussed in Ref. [11]. It was
pointed out that chiral nature leads to the electric flux density and magnetic field strength,
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D and H , given by
D =ǫ
[
E − g
ǫ
B˙
]
,
H =
1
µ
[
B − µgE˙
]
, (1)
where E and B are electric and magnetic fields, respectively. ǫ and µ are the electric
permittivity and magnetic permeability in the medium, respectively, and the constant g
characterizes the breaking of spatial inversion symmetry. It was demonstrated through
discussion on a correlation function that g is finite when the inversion symmetry is broken
[12].
In the case of electron systems, a typical chiral system is the one with the Weyl spin-orbit
interaction (Refs. [13–15]), whose Hamiltonian is given by
HW = −λ(p · σ), (2)
where λ stands for the coupling constant of the spin-orbit interaction with broken inversion
symmetry. One typical example is a metallic crystal Li2(Pd1−x,Ptx)3B [13]. The interaction,
Eq. (2), breaks mirror symmetry with respect to all the three axes (Ref. [16]), resulting in a
radial electron spin texture on Fermi surface [17]. The radial electron spin texture generates
magnetization by the electric field in the system having helical structure such as Se or Te
[17]. In this paper, we examine natural optical activity in the Weyl spin-orbit system by
deriving an effective Hamiltonian for electromagnetic fields. The Weyl system is shown to
exhibit different optical responses from the Rashba case studied in Refs. [7, 8], because the
symmetry is different.
The Weyl spin-orbit systems, where time-reversal symmetry is kept, are called truly
chiral systems [18]. In contrast, quantity which breaks time-reversal invariance besides
spatial one is called “false chirality” . A symmetry analysis showed that the truly chiral
interaction p · σ leads to natural optical activity in chiral molecules [18]. In the case of
electromagnetism, quantities with “false chirality” are E ·B and E×B. The scaler product
E ·B appears in an effective Hamiltonian of 3+1-dimensional Weyl semimetal in the form
Hθ = θ(r, t)E ·B [19, 20], where θ(r, t) is a topological field depending on space r and time t.
The effective Hamiltonian leads to topological electromagnetic cross-correlation effects such
as chiral magnetic effect and anomalous Hall effect [21]. The vector product form E ×B
appears in magnetic Rashba conductors [9] or insulator multiferroics [22]. The effective
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Hamiltonian in this case is Hu = u · (E × B) with a constant vector u representing an
intrinsic flow and it could cause directional dichroism [9].
II. PHENOMENOLOGICAL STUDY
Let us discuss the effective Hamiltonian for electromagnetic fields in the Weyl spin-orbit
system from the symmetry point of view.
In vacuum, the effective Hamiltonian of electromagnetic field is [23]
H =
∫
d3r
1
2
(
ǫ0|E|2 + 1
µ0
|B|2
)
, (3)
where ǫ0 and µ0 are the electric permittivity and magnetic permeability of the vacuum.
When coupled to electron system lacking spatial-inversion symmetry, an interaction linear
both in E and B is expected to arise in the form
HEB =g
∫
d3r(B · E˙ −E · B˙) ≡ 2g
ǫ0
Cχ, (4)
where g is a constant reflecting the breaking of spatial-inversion symmetry and Cχ is an
optical chirality order parameter defined in Refs. [24, 25].
Here, we show that the interaction of Eq. (4) leads to optical activity. Maxwell’s equations
(equation of motion) including HEB are given by
∇ ·E = ρ
ǫ0
+
g
ǫ0
∇ · B˙,
∇×B =µ0j + ǫ0µ0∂E
∂t
− µ0g∂
2B
∂t2
+ µ0g∇× E˙, (5)
where ρ represents the charge density and j is the charge-current density. The condition of
the absence of monopole and the Faraday’s induction law are not changed because of U(1)
gauge symmetry. From Eq. (5), we obtain the electric and magnetic fields including the
cross-correlation effect due to Eq. (4) as
Etot ≡E − g
ǫ0
B˙,
Btot ≡B − µ0gE˙. (6)
The above expressions are indeed identical to Eq. (1) suggested by Ref [11] in the context
of the optical activity for circularly-polarized waves. Using B˙ = −∇ ×E, Etot in Eq. (6)
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FIG. 1. Schematic illustration of charged particle’s helical motion under the effect of g∇ × E.
Filled circle and solid arrow stand for the particle and its orbital motion, respectively.
is rewritten as
Etot =E +
g
ǫ0
∇×E. (7)
The equation (7) clearly describes a chiral nature of the system. In fact, it indicates that
the electric field acquires an additional component proportional to its rotation, ∇ × E.
When a charge undergoes a circular motion by E(r), therefore, the motion is drifted in the
perpendicular direction due to the term g∇×E, resulting in a helical motion shown in Fig.
1. This helical motion gives rise to optical activities.
In fact, we see directly that Eq. (6) results in the optical activity for circularly-polarized
waves by deriving the dispersion relation of light. From Eq. (5), the wave equation in the
medium reads
∑
ν
[c2(k2δµν − kµkν)− ω2ǫµν ]Eν =0, (8)
where c is the light velocity in vacuum, k and ω are the wave vector and angular frequency
of electromagnetic waves, respectively, and
ǫµν ≡ δµν + i g
ǫ0
∑
l
ǫµlνkl, (9)
is an electric permittivity tensor having the antisymmetric off-diagonal component linear
in k due to the violation of spatial-inversion symmetry [26, 27]. Here ǫµlν is a totally
antisymmetric tensor. Since Eqs. (8) and (9) give the characteristic equation for plane
waves traveling along in z-axis of the form∣∣∣∣∣∣∣∣∣
c2k2 − ω2 −ω2ǫxy 0
ω2ǫxy c
2k2 − ω2 0
0 0 −ω2
∣∣∣∣∣∣∣∣∣
= 0, (10)
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we obtain a dispersion relation,
k2 =
ω2
c2
[
1± g
ǫ0
|k|
]
, (11)
where ± stands for the sense of circular polarization. Therefore, the existence of the optical
chirality order parameter leads to a rotation of the electric field in a plane perpendicular to
the incident direction, namely, circular dichroism, as pointed out in Ref. [28].
Originally, the optical chirality order parameter was mathematically introduced to de-
scribe the solution of Maxwell’s equations in order to explore conserved physical quantities
reflecting the symmetry of electromagnetic fields [24]. Lipkin called it zilch, meaning that it
has no physical effects. The quantity is revisited recently as it determines the polarization
of circularly-polarized light [29, 30]. The cross-correlation effects was phenomenologically
discussed in terms of the optical chirality in Ref. [25]. Until now, however, the optical
chirality has not been discussed based on a microscopic ground. The aim of the present
study is to show that the optical chirality indeed appears in the effective Hamiltonian by
an imaginary-time path-integral formalism, and present a microscopic scenario on how the
optical chirality leads to circular dichroism.
III. DERIVATION OF EFFECTIVE HAMILTONIAN
In this section, we derive the effective Hamiltonian based on the imaginary-time path-
integral formalism [31]. We set ~ = 1 for simplicity, where ~ is the Planck constant divided
by 2π. We consider an electron system having the Weyl spin-orbit interaction under the
effect of electromagnetic fields described by the gauge fieldA. In the field-representation, the
conduction electrons are characterized by two-component annihilation and creation fields,
c(r, τ) and c¯(r, τ), with spin up and down along the z-axis, where c and c¯ are defined on
an imaginary time τ . The imaginary-time Lagrangian of the system thus reads L[c¯, c,A] =
L0 + LA, where
L0(τ) ≡
∫
d3rc¯
[
∂
∂τ
−
(
∇
2
2m
+ µ
)
+
iλ
2
(
←→∇ · σ)
]
c, (12)
LA(τ) ≡ −
∫
d3rA ·
(
ie
2m
c¯
←→∇ c− e
2
2m
Ac¯c+ eλc¯σc
)
. (13)
Here m is the electron mass, µ is the chemical potential of the system, λ stands for the
coupling constant of the Weyl spin-orbit interaction, σ is the vector of Pauli matrices, c¯
←→∇ c
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≡ c¯ (∇c)− (∇c¯) c, and −e is the electron charge (e > 0). The effective Hamiltonian for the
electromagnetic field Heff [A] is defined as∫ β
0
dτHeff [A] ≡ −lnZ[A], (14)
where Z is the partition function in path-integral representation and β denotes the inverse
temperature. Equation (14) is calculated by integrating out the conduction electrons in the
partition function as
Z[A] =
∫
Dc¯Dce−
∫ β
0 dτL[c¯,c,A], (15)
where D stands for the path-integral. By carrying out the path integral over the electrons,
the contribution to the second order in the gauge field reads (diagrammatically shown in
Fig. 2)
lnZ = −
∫ β
0
dτ
∫
d3r
∑
µν
AµAν
e2
2m
ne(r, τ)δµν
+
1
2
∫ β
0
dτ
∫ β
0
dτ ′
∫
d3r
∫
d3r′
∑
µν
×AµAνχµνjj (r, r′, τ, τ ′). (16)
Here ne(r, τ) ≡ 〈c¯(r, τ)c(r, τ)〉 is the electron density and
χµνjj (r, r
′, τ, τ ′) ≡ 〈j˜µ(r, τ)j˜ν(r′, τ ′)〉 (17)
represents the current-current correlation function. The total electric current is denoted by
j˜µ ≡− jµ + 2eλsµ, (18)
where j ≡ − ie
2m
c¯
←→∇ c and s ≡ 1
2
c¯σc are the bare electric current density and electron spin
density, respectively. The thermal average 〈 〉 in Eq. (17) is calculated in the equilibrium
state determined by the Lagrangian L0(τ). Using Wick’s theorem, the electron density and
the correlation function are expressed as ne = − 1βV
∑
n,k tr[Gk,n] and
χµνjj (q, iΩℓ) = −
e2
βV
∑
n,k
tr[v˜k,µGk+,n+ℓv˜k,νGk−,n], (19)
respectively, where v˜k ≡ v−λσ with v ≡ km , tr is the trace over spin space, V is the volume
of the system, and
Gk,n ≡ 1
iωn − ǫk − γk · σ + iηsgn(ωn) (20)
7
FIG. 2. Diagrammatic representation of the contribution to the effective Hamiltonian. Solid lines
represent the thermal Green’s function for electron and the wavy lines denote the gauge field,
respectively. Diagrams, (a) and (b), correspond to the contributions of ne and χ
µν
jj in Eq. (16),
respectively.
is the 2×2 thermal Green’s function for electrons. It includes the Weyl spin-orbit interaction
and a finite electron-elastic-scattering lifetime τe as η ≡ 12τe , and sgn(ωn) ≡ 1 and −1 for
ωn > 0 and ωn < 0, respectively. Here k± ≡ k ± q2 , ǫk = k
2
2m
− µ is the electron energy
measured from the Fermi energy, γk ≡ −λk, and k and ωn ≡ (2n+1)πβ with n being an
integer are the wave vector and fermionic thermal frequency of the conduction electron,
respectively. The wave vector and thermal frequency carried by the gauge field are denoted
by q and Ωℓ ≡ 2πℓβ with ℓ being an integer, respectively.
Since we are interested in the effective Hamiltonian in the long-wavelength and low-energy
region, we expand the correlation functions Eq. (19) with respect to q. Up to the first order
of q, Eq. (19) reduces to (see AppendixA)
χµνjj (q, iΩℓ) ≃ χµνjj (q = 0, iΩℓ)− ig(iΩℓ)
∑
ρ
ǫµρνqρ, (21)
with
g(iΩℓ) ≡ e
2λ3
24
∑
k
∑
σ1σ2σ3
ξk,σ1σ2σ3
×
(
− 1
β
)∑
n
gk,n,σ1gk,n,σ2(gk,n+ℓ,σ3 + gk,n−ℓ,σ3), (22)
where
ξk,σ1σ2σ3 ≡
k
λm
(σ3 − 3σ1σ2σ3 + 2σ2) + 3− (σ1σ2 + 2σ2σ3). (23)
Here gk,n,σ ≡ [iωn − ǫσk + iηsgn(ωn)]−1 with ǫσk = ǫk + σλ|k| is the Green’s function diago-
nalized in the spin space and σi = ±1 (i=1∼3) is the diagonalized spin index.
χµνjj (q = 0) and the coefficient g on the right-hand side of Eq. (21) are calculated by the
analytic continuation. We first show that the first term with q = 0 is irrelevant. Expanding
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χµνjj (q = 0) with respect to the external frequency Ω defined by the analytic continuation to
Ω+ iδ ≡ iΩℓ [32, 33], where δ is a small positive imaginary part, the result up to the second
order in Ω reduces to
χµνjj (q = 0,Ω+ iδ) ≃ χµν,Ω
0
jj + χ
µν,Ω1
jj + χ
µν,Ω2
jj . (24)
The first term in the above equation is χµν,Ω
0
jj = −e
2
m
neδµν ; hence, the contribution of χ
µν,Ω0
jj
and that of ne shown in Eq. (16) cancel each other, as is required by the gauge invariance.
The second term on the right-hand side of Eq. (24), χµν,Ω
1
jj , is a term with iΩδµν , but we
drop the term proportional to iΩAµ(−Ω)Aµ(Ω) by noting the fact that
∫
dtAµA˙µ = 0. In
Eq. (24), there appear the odd orders with respect to Ω, but these terms also become
total differential with respect to time. The third term on the right-hand side of Eq. (24),
χµν,Ω
2
jj , gives rise to a term with Ω
2δµν , which represents renormalization of the electric
permittivity ǫ0 and we do not consider it further. The correlation function, Eq. (21), is
therefore dominated by the q-linear contribution with a coefficient g(iΩℓ),
χµνjj (q, iΩℓ) ≃ −ig(iΩℓ)
∑
ρ
ǫµρνqρ. (25)
By rewriting the summation over the thermal frequency using the contour integral (z ≡
iωn), Eq. (22) becomes
g(iΩℓ) =
e2λ3
24
∑
k
∑
σ1σ2σ3
ξk,σ1σ2σ3
∫
C
dz
2πi
f(z)gk,σ1(z)gk,σ2(z)
× [gk,σ3(z + iΩℓ) + gk,σ3(z − iΩℓ)], (26)
where C is a counterclockwise contour surrounding the imaginary axis [32, 33], f(z) ≡
(eβz + 1)−1 is the Fermi–Dirac distribution function, gk,σ(z) ≡ [z − ǫσk + iηsgn(Im[z])]−1,
and Im is the imaginary part. The retarded and advanced Green’s function are defined as
grk,ω,σ ≡ gk,σ(ω+ iδ) and gak,ω,σ ≡ gk,σ(ω− iδ), respectively, where ω is an angular frequency
of conduction electrons. Expanding g with respect to Ω after the analytic continuation, the
result up to the order of Ω2 reduces to
g(Ω + iδ) ≃ g(0) + iΩg(1) + Ω2g(2), (27)
9
with
g(0) ≡ e
2λ3
6
∑
k,ω
∑
σ1σ2σ3
ξk,σ1σ2σ3f(ω)
× Im[grk,ω,σ1grk,ω,σ2grk,ω,σ3],
g(1) ≡ e
2λ3
12
∑
k,ω
∑
σ1σ2σ3
ξk,σ1σ2σ3f
′(ω)
× Re[grk,ω,σ1grk,ω,σ2(grk,ω,σ3 − gak,ω,σ3)],
g(2) ≡ −ie
2λ3
24
∑
k,ω
∑
σ1σ2σ3
ξk,σ1σ2σ3
× iIm


2f(ω)


grk,ω,σ1g
r
k,ω,σ2
grk,ω,σ3
×[(grk,ω,σ1)2 + (grk,ω,σ2)2
+(grk,ω,σ3)
2 + grk,ω,σ1g
r
k,ω,σ2
]


−f ′(ω)


−grk,ω,σ1grk,ω,σ2(gak,ω,σ3)2
+(grk,ω,σ1)
2grk,ω,σ2g
a
k,ω,σ3
+grk,ω,σ1(g
r
k,ω,σ2
)2gak,ω,σ3




, (28)
where grk,ω,σ ≡ (ω − ǫσk + iη)−1, gak,ω,σ = (grk,ω,σ)∗, Re is the real part, f(ω)=(eβω + 1)−1,
and f ′(ω) ≡ ∂
∂ω
f(ω). The result can be simplified using the gauge invariance which impose
g(0) = 0. The second term on the right-hand side of Eq. (27), the Ω-linear term, generally
arises from integrating out fermions coupled to bosons [34], and gives rise to a term with
E ·B, where E ≡ −A˙ and B ≡ ∇ ×A are the electric and magnetic fields, respectively.
However, we drop the term because E ·B = 1
4
∑
µναβ ǫ
µναβFµνFαβ reduces to a surface term
by the divergence theorem, where ǫµναβ is a totally antisymmetric tensor, Fµν ≡ ∂µAν−∂νAµ
is the field strength of the electromagnetic field. We thus have g ∼ Ω2g(2) and the effective
Hamiltonian finally turns out to be Eq. (4) with g = g
(2)
4
. Explicit evaluation of the
coefficient g(2) is carried out in the case of free electron limit neglecting the spin polarization
in AppendixB.
IV. SUMMARY
Using an imaginary-time path-integral formalism, we derived an effective Hamiltonian
of the electromagnetic fields in terms of an optical chirality order parameter in a Weyl
spin-orbit system having quadratic dispersion. The effective Hamiltonian approach clearly
10
revealed that natural optical activity in the system is due to the emergence of the optical
chirality order parameter.
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Appendix A: Derivation of Eqs. (21), (22), and (23)
This section shows the detailed derivation of Eqs. (21), (22), and (23) from Eq. (19). By
use of
tr[σασβσγσδ] = 2(δαβδγδ + δβγδαδ − δαγδβδ),
tr[σασiσβσjσγ ] = 2i(δαiǫβjγ + δjγǫαiβ + δβjǫαiγ − δβγǫαij), (A1)
the result up to the linear order in q reads
χµνjj (q, iΩℓ) ≃ χµνjj (q = 0, iΩℓ)−
(−i)e2λ2
βV
∑
n,k
∑
ρ
×


−
∑
i
1
λm
γρqγˆ
i
k(ǫµiρkν − kµǫνiρ)(h2k,n − j2k,n)(jk,n+ℓ + jk,n−ℓ)
−kρqρ
m
∑
i
γˆikǫµνi

(h2k,n + j2k,n)(jk,n+ℓ + jk,n−ℓ)
−2hk,njk,n(hk,n+ℓ + hk,n−ℓ)


+γρq


ǫµνρ(h
2
k,n + j
2
k,n)(hk,n+ℓ + hk,n−ℓ)
+2j2k,n
∑
mn′op
ǫρmn′ǫn′opǫµνpγˆ
m
k γˆ
o
k(hk,n+ℓ + hk,n−ℓ)
+2
∑
i
γˆikγˆ
ρ
kǫµiνhk,njk,n(jk,n+ℓ + jk,n−ℓ)




,
(A2)
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where γˆk ≡ γk/|γk| and γq ≡ −λq. Here hk,n and jk,n are defined respectively as
hk,n ≡ 1
2
∑
σ=±
gk,n,σ,
jk,n ≡ 1
2
∑
σ=±
σgk,n,σ, (A3)
and σ = ± is the diagonalized spin index. Using a rotational symmetry in k-space, i.e.,
kµkν =
k2
3
δµν and Eq. (A3), the result of Eq. (A2) is summarized in Eqs. (21), (22), and
(23).
Appendix B: Calculation of g(2)
We here calculate g(2) shown in Eq. (28) in the free electron limit. Performing an
integration by parts with respect to ω by use of grk,ω ≡ (ω − ǫk + iη)−1, g(2) reduces to
g(2) = −e
2λ3
2π
∑
k
Im
[
2(grk)
4 + (grkg
a
k)
2 − 2(grk)3gak
]
, (B1)
where grk ≡ grk,ω=0. Carrying out the integral over k in the case of ǫFτe ≫ 1, the dominant
contribution turns to be
g(2) ≃ −12(πǫFτe)2 e
2λ3ν
ǫ3F
τ 2e , (B2)
where ν ≡ m
3
2√
2π2
√
ǫF is the density of states at the Fermi energy per unit volume.
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