In this paper we shall develop a structure theory for multiplicatively semiprime algebras. To this end we shall introduce an algebraic closure for ideals of an algebra A, which involves the multiplication algebra M(A) of A. This closure is called the ε-closure, and is stronger than the classic closure (referred to as the π-closure). An algebra A is said to be multiplicatively semiprime (in short m.s.p.) (respectively multiplicatively prime (in short m.p.)) whenever both A and M(A) are semiprime (respectively prime) algebras. We will prove that m.s.p. algebras are just semiprime algebras which satisfy the following equivalent assertions: (i) Both ε and π closures agree.
These results are also applied to normed algebras, and especially to generalized annihilator normed algebras.  2004 Elsevier Inc. All rights reserved.
The multiplication algebra M(A) of a semiprime nonassociative algebra A need not be a semiprime algebra (see [1] and [6, Examples 1 and 2]). Following [7] we will say that a nonassociative algebra A is multiplicatively semiprime (in short m.s.p.) whenever both A and M(A) are semiprime algebras. Examples of m.s.p. algebras are: semiprime associative algebras [7, Section 4] , and more generally nondegenerate alternative algebras [9] ; nondegenerate Jordan algebras [9] ; semiprime skew Lie algebras associated to a semiprime associative algebra with an involution [4] ; semiprime algebras with a nondegenerate symmetric associative bilinear form [17, Lemma 5] ; and generalized annihilator normed algebras [14, 19] .
The aim of this paper is to give a structure theory for m.s.p. algebras. The cornerstone is the concept of ε-closure, which allows us to obtain different characterizations of these algebras, and seems appropriate to refer structural concepts such as "decomposability" and "atomicity". It will be seen that the atoms for "decomposable" m.s.p. algebras will be nothing but the m.p. algebras, that is, prime algebras whose multiplication algebra is also prime.
With regard to Section 1, in a first subsection we will introduce the and closures associated to a Galois connexion between complete lattices and we will study quasimultiplicative lattices with a closure map. The results we get will be applied in the second subsection to the Galois connexion between the quasi-multiplicative lattice I(A) of the ideals of A, and that I(M(A)) of the ideals of M(A), given by the maps U → U ann and P → P ann defined respectively by U ann = F ∈ M(A): F (U) = 0 and P ann = a ∈ A: P(a) = 0 for all U ∈ I(A) and P ∈ I(M(A)). As a result, the ε-closure of an ideal U of A will be defined by U ∧ = (U ann ) ann , so that U ∧ is nothing but the largest ideal of A which satisfies the same "multiplicative identities" as U . Analogously, the ε -closure of an ideal P of M(A) will be defined by P ∨ = (P ann ) ann , so that P ∨ is the largest ideal of M(A) which consists of "multiplicative identities" satisfied by the elements in A that satisfy P. These closures are stronger than the classic closure relative to the algebra product, here referred to as the π -closure. This is defined, for each ideal U of an algebra A, by U = Ann(Ann(U )). We will study these closures and will establish some of their basic properties. A relevant property of the ε-closure is the "continuity property," which asserts that U ∧ V ∧ ⊆ (U V ) ∧ , for all ideals U, V . However, the ε -closure only has a "right continuity property." The second section is devoted to providing different characterizations of the multiplicative semiprimeness of an algebra, which involve the concepts introduced in the preceding section. The starting point is a theorem whose proof relies on the theory of extended centroid and central closure, and that asserts that, if A is an m.s.p. algebra, then we have P ∨ = P for every ideal P of M(A). From this we obtain the main characterization of m.s.p. algebras. Indeed, for a semiprime algebra A, the following assertions are equivalent: In view of (iii), we can speak about "closed ideal" in an m.s.p. algebra A without any risk of confusion. On the other hand, in view of (v), the lattice L(A) of all closed ideals of A is an annihilator lattice. To conclude the review of Section 2, we note the stability of the class of m.s.p. algebras for closed ideals and for quotients by closed ideals. Indeed, if U is a closed ideal of an m.s.p. algebra A, then U is an m.s.p. algebra with L(U ) = {V ∈ L(A): V ⊆ U }, and A/U is an m.s.p. algebra with L(A/U ) = {q(V ) ∧ : V ∈ L(A), V ⊆ Ann(U )}.
The third section begins by applying the pioneering paper of A.A. Albert, on decomposable finite-dimensional nonassociative algebras [1] , to obtain a description of finitedimensional m.s.p. algebras: a finite-dimensional algebra A is m.s.p. if, and only if, A is isomorphic to a direct sum of finitely many finite-dimensional simple algebras. However, as is well known, a similar result in infinite dimension cannot be expected, even in the associative setting. Thus, the search for contexts in which one can introduce an appropriate concept of decomposition and find sufficient conditions to obtain a decomposition theorem becomes a topic of interest. An algebra A is said to be ε-decomposable if A = [ λ∈Λ B λ ] ∧ , where {B λ : λ ∈ Λ} is the family of all minimal ε-closed ideals of A. The ε-radical of an algebra A is defined as follows:
ε-Rad(A) = {U : U is a maximal ε-closed ideal of A}.
We say that an m.s.p. algebra A is atomic if each nonzero closed ideal of A contains a minimal closed ideal. B. Yood [19] proved that a topological ring is "topologically decomposable" if, and only if, it is a "generalized annihilator ring" and the intersection of its topologically-closed prime ideals is zero. Recently, A. Fernández and M.I. Tocón [15] have obtained a lattice version of Yood theorem. The application of this version to the lattice of all ε-closed ideals of an algebra with zero annihilator allows us to obtain the following version of Yood's theorem: for an algebra A with zero annihilator, the following conditions are equivalent:
(ii) A is an atomic m.s.p. algebra. (iii) ε-Rad(A) = 0.
Moreover, when A satisfies the above equivalent conditions, then every minimal ε-closed ideal of A is an m.p. algebra. This result will be accompanied by a description theorem for atomic m.s.p. algebras which is an m.s.p.-version of the lattice theorem of A. Fernández and E. García [13] . Precisely, we show that, for an algebra A with zero annihilator, the following conditions are equivalent:
(i) A is an atomic m.s.p. algebra.
(ii) A is an essential subdirect product of a family of m.p. algebras.
In the fourth section, we apply the above results to normed algebras, and more specifically to generalized annihilator normed algebras. These algebras were introduced and studied by B. Yood [19] in the associative context, and by A. Fernández and A. Rodríguez [14] in a nonassociative setting. This theory has motivated most part of the content of the third and fourth sections. A normed algebra A is called . -atomic if each nonzero . -closed ideal of A contains a minimal . -closed ideal. We prove a Yood theorem for normed algebras with zero annihilator. Indeed, for a normed algebra A with zero annihilator, the following conditions are equivalent: Moreover, in the case that A satisfies the above equivalent conditions, then every minimal . -closed ideal of A is an m.p. algebra, and A can be continuously represented as an essential subdirect l ∞ -sum of a family of . -atomic normed m.p. algebras. As an application of this result, we will obtain the following theorem, which was implicit in Yood's theory. For a normed algebra A with zero annihilator, the following conditions are equivalent:
(i) A is . -decomposable (that is, A is the . -closure of the direct sum of its minimal . -closed ideals). (ii) A is a . -atomic generalized annihilator normed algebra. (iii) ε-Rad(A) = 0, and every ε-dense ideal of A is . -dense.
Moreover, whenever A satisfies the above equivalent conditions, every minimal . -closed ideal of A is a topologically simple algebra, and A can be continuously represented as an essential subdirect c 0 -sum of a family of topologically simple normed algebras. At this point, it is worth mentioning that significant results on . -decomposability were already obtained in the early paper of P. Civin and B. Yood [10] .
The ε and ε closures
The starting points of this work are the concepts of ε and ε -closure. In a first subsection we will introduce these concepts for a Galois connexion between complete lattices, and we will study quasi-multiplicative lattices with a closure map. The results we get will be applied in the second subsection to the Galois connexion between the quasi-multiplicative lattice I(A) of the ideals of an algebra A, and that I(M(A)) of the ideals of M(A), obtained by taking A as a left M(A)-module for the evaluation action. The results in this second subsection will be used without notice in the remaining sections.
and closures associated to a Galois connexion between complete lattices
We will begin by introducing some terminology. A Galois connexion (in short, g.c.) between two partially ordered sets (X, ), (Y, ) is a pair of maps x → x * from X to Y and y → y from Y to X satisfying:
Note that (i) and (ii) imply:
(iii) x * = x * * and y = y * , for all x ∈ X, y ∈ Y .
By a Galois connexion between complete lattices L and M we mean a g.c. (x → x * , y → y ) between the underlying partially ordered sets which satisfies the following additional properties: A map x → x of a partially ordered set (X, ) into itself is called a closure map (in short, c.m.) if it satisfies:
An element x ∈ X will be called closed whenever x = x, equivalently, whenever x = x for some x ∈ X. Note that every g.c. (x → x * , y → y ) between two partially ordered sets X, Y yields closure maps : X → X and : Y → Y , given respectively by
Clearly,
The following statement enumerates some immediate properties. A complete lattice L endowed with a binary operation (x, y) → xy, called a product, is said to be a right quasi-multiplicative lattice (in short, r.q.m.l.) if the product satisfies the following conditions:
Note that the condition (ii) is equivalent to:
(ii ) ( y i )x y i x, and x y ⇒ xz yz, for all y i , x, y, z ∈ L.
A quasi-multiplicative lattice (in short, q.m.l.) is a r.q.m.l. L that also satisfies
A right quasi-multiplicative lattice with closure map (quasi-multiplicative lattice with closure map, respectively) is a pair (L, ), where (i) L is a r.q.m.l. (q.m.l., respectively), and (ii) : L → L is a closure map, such that (iii) 0, 1 and the meet x i of any subset of -closed elements are -closed.
Let (L, ) be a r.q.m.l. with closure map. Then the product is said to be -right continuous ( -continuous, respectively) if
Clearly, if L is a q.m.l., then continuity implies right continuity.
We also recall that a lattice L with a product and a smallest element 0 is said to be semiprime if 0 is the only element x ∈ L satisfying xx = 0. An element p in L is called prime if xy p implies x p or y p for x, y ∈ L. Proof.
(1) For each x, y ∈ L , we see that
Moreover, if x y, then xz yz, and hence x • z y • z for all z ∈ L . Finally, taking into account the -right continuity of the product of L, for y i , x ∈ L , we have
and therefore
The assertions (i) and (ii) in the statement are direct consequence of the fact that xy x • y for all x, y ∈ L .
(2) Taking into account the continuity of the product of L and using the same arguments employed in the proof of (1) we see that (L , •) is a q.m.l. Finally, let us note the veracity of assertions (i) and (ii) in the statement.
(
• (x) = 0, and consequently x = 0. Thus, L is semiprime. The reverse implication is given by (i) of the part (1).
(ii) Let p be a prime element of (L , •). If x, y ∈ L satisfy xy p, then we see that (x) (y) (xy) p. Therefore, either (x) p or (y) p, and consequently either x p or y p. Thus, p is a prime element of L. The opposite inclusion is given by (ii) of the part (1). 2 Proof.
(1) It is obvious that if
It is also clear that for each x ∈ L we have x x ⊥⊥ . Let {x i } be a subset of L. For each index j , we see that x j x i , and hence
The first assertion is a direct consequence of the inequalities 
Proof. We will begin by proving (2) . First we will assume that the product of L iscontinuous. Then, from xx ⊥ = 0 = x ⊥ x it follows that (x) (x ⊥ ) = 0 = (x ⊥ ) (x), and as a consequence (x ⊥ ) (x) ⊥ . This fact, together with the chain of inequalities (x) ⊥ x ⊥ (x ⊥ ), allows us to conclude the proof of (2) in this case. Secondly, we will assume that L is semiprime with -right continuous product. Since xx ⊥ = 0 = x ⊥ x, by the -right continuity of the product, we deduce that (x)x ⊥ = 0 = (x ⊥ )x. From this, taking into account that L is semiprime, we obtain (x ⊥ ) x ⊥ (x) ⊥ . But the contrary inequalities are obviously true, and so we have also proved (2) in this case.
Finally, let us deduce (1) and (3) from (2) . By taking annihilators to both sides of the equality (x) ⊥ = x ⊥ , we obtain π( (x)) = π(x), and also, as a consequence, the veracity of assertion (1) is proved. The remaining part of (3) follows from the chain of inequalities
Recall that a lattice L with a smallest element 0 is said to be pseudocomplemented if, for each x ∈ L, there exists a largest element x c ∈ L such that x ∧ x c = 0. In such a case, the unitary operation x → x c is called the pseudocomplemented map. (2) , that for each x ∈ L, x ⊥ is the largest element y of L such that x ∧ y = 0. Since, by Proposition 1.4(2), x ⊥ is -closed, it follows that x ⊥ is also the complemented of x in L . Now, we will assume that the product of L is -continuous and we will prove the converse. If x ∈ L is such that xx = 0, by -continuity of the product, we have (x) (x) (xx) = 0, and therefore (x) (x) ⊥ . Since, by assumption, (x) ⊥ is the pseudocomplemented of (x), it follows that (x) = 0, and so x = 0. Thus, L is semiprime. 
From this, it follows that
therefore we see that
, and taking (iv) into account, we conclude that x = 0 L . 2
Applications to the lattices of ideals of a nonassociative algebra and its multiplication algebra
In this paper, we will deal with algebras over a fixed field K which are not necessarily associative. For an algebra A and for a in A, let L a and R a stand for the operators of left and right multiplication by a on A. Let L(A) denote the algebra of all linear operators from A into A and let M(A) denote the multiplication algebra of A, namely the subalgebra of L(A) generated by the identity operator Id A and the set {L a , R a : a ∈ A}. It is clear that A is a left M(A)-module for the evaluation action. For a subset S of A and F ∈ M(A), we define
Analogously, for a subset N of M(A) and a ∈ A, we set
It is clear that S ann is a left ideal of M(A) and that N ann is a subspace of A. It is immediately obvious that, if U is an ideal of the algebra A and if P is an ideal of M(A), then U ann is an ideal of M(A)
and P ann is an ideal of A. We will denote by I(A) the lattice of all ideals of A. It is easy to see that the above annihilators provide a pair of maps that give rise to a
Galois context between I(A) and I(M(A)).

Proposition 1.7. For every algebra A, the pair of maps U → U ann and P → P ann is a g.c. between the complete lattices I(A) and I(M(A)).
Let A be an algebra. The closure maps and associated to the g.c. given in the above proposition will be referred as the ε and ε closures, and will be suggestively denoted by
respectively. More generally, for a subspace S of A, we will denote by S ∧ the ε-closure of S, which is defined by
Analogously, for a subspace N of M(A), we will denote by N ∨ the ε -closure of N , which is defined by
As a consequence of Proposition 1.1, the set L ε of all ε-closed ideals of A is a complete lattice, with 0 as least element and A as greatest element, for the meet and joint operations given by
The same can be also said of the set L ε of all ε -closed ideals of M(A) for the operations
Moreover, the map U → U ann is an order-reversing bijection from L ε onto L ε , and its inverse is the map P → P ann . As a result, U is a minimal (respectively maximal) ε-closed ideal of A if, and only if, U ann is a maximal (respectively minimal) ε -closed ideal of
M(A).
For subspaces S 1 , S 2 , S of an algebra A and for a subspace N of M(A), we will denote by S 1 S 2 the subspace of A generated by all the products xy for x ∈ S 1 , y ∈ S 2 , and we will denote by N (S) the subspace of A generated by all the elements F (x) for F ∈ N and x ∈ S. That is,
and
The next result will show that the ε-closure behaves properly with respect to the action of evaluation, and therefore with respect to the product.
Proposition 1.8. Let A be an algebra. If F ∈ M(A), and if S is a subspace of A, then
Proof. Let F be an element of M(A) and S be a subspace of A. It is clear that F (S) ann (F (x)) = 0 for every x ∈ S, and therefore F (S) ann F ⊆ S ann . From this, it follows that F (S) ann F (S ∧ ) = 0, and so
Now, let us assume that S 1 , S 2 are subspaces of A. For each x ∈ S 1 we have
and so
Analogously, for each y ∈ S 2 we obtain
and thus also
For a nonassociative algebra A, the usual product UV of two ideals U, V of A is not necessarily an ideal of A. However, by defining U.V as the ideal of A generated by UV , we obtain a natural product on I(A). It is immediate to verify that I(A) with this product is a q.m.l. The next result states the continuity of the product of ideals with respect to the ε-closure and the right continuity of the product of ideals with respect to the ε -closure. Theorem 1.9. Let A be an algebra.
(1) The product of I(A) is ε-continuous. (2) The product of I(M(A)) is ε -right continuous.
Proof. (1) Let U, V be ideals of A. Taking into account the above proposition, for each
Therefore,
As a consequence of the above continuity theorem and Proposition 1.2 we have the following corollary. Corollary 1.10. Let A be an algebra.
is semiprime if, and only if, A is semiprime.
(ii) The set of all prime elements of (L ε , •) agrees with the set of all ε-closed prime ideals of A.
In the q.m.l. I(A) of all ideals of a given algebra A, the annihilator of U ∈ I(A) will be denoted by Ann(U ). By Proposition 1.3, the map U → Ann(U ) defines a g.c. of the ordered set I(A) into itself. The closure map associated U → Ann(Ann(U )) will be referred as the π -closure and, for each ideal U of A, the π -closure of U will be suggestively denoted by U .
It follows at once from Proposition 1.1 that the set L π of all π -closed ideals of an algebra A is a complete lattice, with Ann(A) as the least element and A as the greatest element, for the meet and joint operations given by
Moreover, the map U → Ann(U ) is an order-reversing bijection from L π onto L π , and therefore interchanges the set of all minimal π -closed ideals of A and the set of all maximal π -closed ideals of A.
As an application of Proposition 1.4 we have the following relationships between closures.
Proposition 1.11. Let A be an algebra. Then
(1) For any ideal U of A, we have:
The reading of Corollary 1.5 in the present context yields to the following statement.
Corollary 1.12. Let A be an algebra. Then
(1) The following assertions are equivalent:
as pseudocomplemented map.
An element x in a complete lattice L with a closure map − : L → L is said to be dense if x = 1. The above proposition allows us to find a sufficient condition under which ε -density implies π -density. But, as a consequence of Theorem 1.9 we see that this fact is always true.
Corollary 1.13. Let A be an algebra. Then every ε -dense ideal of M(A) is a π -dense ideal of M(A).
Proof. Let P be an ε -dense ideal of M(A). Using Theorem 1.9(2), we deduce that
We conclude this section by examining an example given in [6, Example 1], which justifies some of the differences between the statements relative to the ε -closure and their corresponding statements for the ε-closure. Example 1.14. Let A be a non-unital, finite-dimensional central simple algebra, and let
(A) and its kernel is equal to A ann (the annihilator of A relative to M(A 1 )). Arguing as in [6, Example 1] we confirm the existence of F
Since, for each a ∈ A, we have
and so α = 0. Thus, A ∧ = A. Since A is a simple algebra, it follows that
and consequently
From the fact that
Thus, all the elements of (L ε , •) are prime. (Hence, the converses of (i) and (ii) in part (2) of Corollary 1.10 are not true.)
On the other hand, it is clear that the set
where, to avoid any confusion, we have denoted by L 1 a and R 1 a the operators of left and right (respectively) multiplication by a on A 1 . Therefore R ann is contained in Ann(A) (the annihilator of A in A 1 ). But, A 1 is a prime algebra, and consequently Ann(A) = 0. Therefore
, and as a consequence we obtain R(1) = A. In concluding, we have the following facts:
(Hence, analogous statements to Proposition 1.8 and Theorem 1.9(1) for the ε -closure cannot be expected.) Since 0 is a prime element of (L ε , •) and, by Theorem 1.9(2) we have Ann(A ann ) ∨ A ann = 0, we deduce that Ann(A ann ) = 0. As a consequence, P := A ann ∩ R is a nonzero ideal of M(A 1 ), and hence Ann(P) is a proper π -closed ideal of M(A 1 ). Moreover, note that P 2 ⊆ A ann R = 0, thus P 2 = 0, and as a result P ⊆ Ann(P), and in particular Ann(P) = 0.
Taking Corollary 1.13 into account, we see that Ann(P) is not ε -dense. Hence, from the description of L ε , it follows that Ann(P) ∨ = A ann , and so Ann(P) ⊆ A ann . On the other hand, if F ∈ Ann(P) and if F (1) = a + α1 for suitable a ∈ A and α ∈ K, then for each G ∈ P\{0} we have 0 = GF (1) = αG (1) , and hence α = 0. Thus, we deduce that Ann(P) ⊆ R, and we conclude that
Now, we note that the ideal P does not satisfy any assertion in the statement of Proposition 1.11 (2) . Indeed, (i) P = P and P ∨ = A ann ; (ii) Ann(P) = P, Ann(P ∨ ) = Ann(A ann ) = 0, and Ann(P) ∨ = P ∨ = A ann ; (iii) P = P, (P) ∨ = P ∨ = A ann , and
Finally, note that L ε is a pseudocomplemented lattice with Q → Ann(Q) as pseudocomplemented map, and so the converse of Corollary 1.12(2) is not true.
Characterizations of the multiplicative semiprimeness
We begin by recalling that an algebra A is said to be multiplicatively semiprime (in short m.s.p.) whenever both A and M(A) are semiprime algebras. The aim of this section is to provide different characterizations of the multiplicative semiprimeness of an algebra involving the concepts introduced in the preceding section. Mainly, we will prove that m.s.p. algebras are just semiprime algebras in which both ε and π closures agree, and we will also demonstrate the stability of the class of m.s.p. algebras for closed ideals and for quotients by closed ideals. First, we will begin by applying Proposition 1.6 to the Galois context determined by the ideals of an algebra and its multiplication algebra. Proposition 2.1. Let A be an algebra. Then the following assertions are equivalent:
For an ideal U of an algebra A, we define
It is clear that [U : A] is an ideal of M(A) containing the sets
L U = {L x : x ∈ U } and R U = {R x : x ∈ U }.
Proposition 2.2. If A is an algebra such that M(A) is semiprime, then:
On the other hand, taking into account that M(A) is semiprime, from the equality U ann [U : A] = 0 we deduce that [U : A] ⊆ Ann(U ann ), and also that
Connecting the inclusions (1) and (2), we see that Ann(U ) ann ⊆ Ann(U ann ). From this, taking into account the semiprimeness of M(A), we see that 0 = U ann ∩ Ann(U ) ann = [U + Ann(U )] ann , and hence we conclude that A = [U + Ann(U )] ∧ , and thus (1) in the statement has been proved. Moreover, we see that
, and so the first inclusion in the part (2) in the statement is proven. To prove the second one, keep in mind the inclusion (2) for U ∧ and note that
Corollary 2.3. Let A be an algebra such that M(A) is semiprime, and let U be an ideal of A. If I is an ideal of U , then I ∧ is an ideal of A.
Proof. Let I be an ideal of U . It is clear that I is a linear subspace of A satisfying I (U + Ann(U )) + (U + Ann(U ))I ⊆ I . So, using the above proposition, we have
The theory of extended centroid and central closure of a semiprime algebra will become the principal tool in the proof of our first main result of this section. We refer the reader to [2] and [12] for a detailed account in a nonassociative context, and to [3] in an associative context. Let A be an m.s.p. algebra. Let us denote by Q 0 and C the central closure and the extended centroid of A respectively, and also by Q 0 and C the central closure and the extended centroid of M(A) respectively. We recall that by [7, Corollary 3.2] there exists a canonical K-algebra isomorphism ϕ from C onto C . Moreover, if Q 0 is regarded as a C-algebra via the isomorphism ϕ, then there exists a C-algebra isomorphism Proof. Let P be an ideal of M(A). Since we know that P ∨ ⊆ P, we only need to prove the opposite inclusion. Let x be a fixed element of P ann . According to [3, Theorem 2.3.9(i)], there exists a unique idempotent E in C such that
Moreover, it is clear that, in the algebra Q 0 , we have the equalities EL x = L x and ER x = R x . Let e ∈ C such that E = ϕ(e). Then, for each λ ∈ C and a ∈ A, we see that
and analogously
Therefore, ex − x ∈ Ann(Q 0 ), and so ex = x because of the semiprimeness of Q 0 . Note that P(P ann ) = 0, and therefore PL x = PR x = 0. Since M(A) is a semiprime associative algebra, it follows that L x , R x ∈ Ann(P), and as a consequence that PL x = PR x = 0. In particular, for each F ∈ P, we see that F M(A)L x = F M(A)R x = 0. And now, applying [3, Lemma 2.3.10], we obtain EF = 0. As a result, we have
Thus P(P ann ) = 0, and consequently P ⊆ P ∨ . 2
Next we state an interesting property of m.s.p. algebras, which will be crucial in our development.
Corollary 2.5. If A is an m.s.p. algebra, then we have
Proof. Let A be an m.s.p. algebra and U be an ideal of A. In view of the implication (i) ⇒ (iii) of Proposition 2.1 and Theorem 2.4, we have
Hence, Ann(U ann ) ⊆ Ann(U ) ann . Now, by Proposition 2.2(2), we deduce that Ann(U ann ) = Ann(U ) ann . Again using Theorem 2.4, we see that
and the result follows from Proposition 2.2(2). 2
We are now prepared to prove the second main result of this section.
Theorem 2.6. Let A be an algebra. Then the following assertions are equivalent:
A is semiprime and each proper ε-closed ideal has nonzero annihilator.
Proof. (i) ⇒ (ii). This implication is trivial. (ii) ⇒ (iii).
If U is an ideal of A such that U 2 = 0, then U ⊆ Ann(U ), and, using Proposition 2.2(1), we deduce that A = Ann(U ) ∧ . Therefore 0 = Ann(A) = Ann(Ann(U ) ∧ ) = U , and so U = 0. Thus, A is semiprime. Now, we conclude by applying Corollary 2.5.
(iii) ⇒ (iv). Let U be an ideal of A. Applying (iii) twice, one to U and another to Ann(U ), it follows that
Since clearly (U) ann ⊆ U ann ⊆ U ann , we deduce that U ann = (U) ann . From this, it follows that U ∧ = (U) ∧ , and finally that U ∧ = U .
(iv) ⇒ (v). This implication is trivial. (v) ⇒ (vi)
. Taking into account the implication (i) ⇒ (ii) of Proposition 2.1, for each ideal U of A, we have U ∩ Ann(U ) = 0 and so
From this (vi) it follows from (v). (vi) ⇒ (i).
The semiprimeness of A follows from the implication (iv) ⇒ (i) of Proposition 2.1. Let P be an ideal of M(A) such that P 2 = 0. It is clear that P(A) is an ideal of A such that P(P(A)) = 0. On the other hand, we have P(Ann(P(A))) ⊆ Ann(P(A)) ∩ P(A), and so P(Ann(P(A))) = 0 because A is semiprime. From the above equalities we see that
and so P = 0. Thus, M(A) is semiprime. 2
In that which follows, we will use all characterizations of the multiplicative semiprimeness involved in the above theorem without explicit references.
Recall that a lattice L is said to be complemented if it has a least element 0 and a greatest element 1, and each of its elements has a complement; i.e., for each x ∈ L, there exists x ∈ L such that x ∨ x = 1 and x ∧ x = 0. Recall also that a lattice L is said to be distributive if it satisfies the distributive law
As usual, by a Boolean algebra we mean a complemented distributive lattice. Following Corollary 2.7. Let A be a semiprime algebra. Then, the following assertions are equivalent:
Under the assumption of multiplicatively semiprimeness of the algebra A, by Theorem 2.6, we have L ε = L π . Moreover, in such a case, from Theorem 2.4, and the fact that M(A) is also an m.s.p. algebra [7, Section 4] , it follows that the lattice L ε agree with the lattice of all ε-closed ideals of M(A), and also with the lattice of all π -closed ideals of M(A). These facts allow us to make use of the term closed ideal in A as well as in M(A) without risk of confusion. From now on, whenever A is an m.s.p. algebra, we will denote by L the lattice of all closed ideals of A, and by L the lattice of all closed ideals of M(A). Since the maps U → Ann(U ) from L onto L and U → U ann from L onto L are order-reversing bijections, we have the following result.
Corollary 2.8. If A is an m.s.p. algebra, then the lattices L and L are isomorphic. More precisely, the map
Another consequence of Theorem 2.6 is the following:
Proof. Let U be a closed ideal of an m.s.p. algebra A. By Corollary 2.3, (U 2 ) ∧ is an ideal of A, which is clearly contained in U . In order to prove the opposite inclusion, note that
, and so
Now, taking into account that A is m.s.p. we deduce that U ⊆ (U 2 ) ∧ . 2
In concluding this section, we will note the stability of the class of m.s.p. algebras for closed ideals and for quotients by closed ideals, and we will explain the relationship between the corresponding lattices L(.). First, we will give the following auxiliary result.
Lemma 2.10. Let A be an m.s.p. algebra, and U be a closed ideal of A. If I is an ε-closed ideal of U , then I is a closed ideal of A.
Proof. Let I be an ε-closed ideal of U . By Corollary 2.3, I ∧ is an ideal of A. Moreover, since U is a closed ideal of A, it is follows that I ∧ ⊆ U . Suppose that F ∈ M(U ) is such that F (I ) = 0, and choose F ∈ M(A) such that F (x) = F (x) for every x ∈ U . Then, we have
From this, it follows that I ∧ is contained in the ε-closure of I relative to U , and hence [1, Lemma 1] . It is also straightforward to verify that, for each ideal V of A, we have
If U is an ideal of an algebra A and if q : A → A/U denotes the quotient map, then we can consider the map q : M(A) → M(A/U ) uniquely determined by the condition q (F )q = qF for all F ∈ M(A). It is clear that q is an epimorphism and Ker(q ) = [U : A].
Therefore, q induces a canonical isomorphism from M(A)/[U : A] onto M(A/U )
where
Note that, whenever U is a ε-closed ideal of A, we have the equality
therefore q(V ∧ ) ann = q(V ) ann , and hence
We say that an ideal U of an algebra A is a multiplicatively semiprime (in short m. 
(2) A/U is an m.s.p. algebra, and
Proof. We will begin by noting that, for all closed ideals V , W of A such that V ⊆ W , the annihilator of V relative to W , denoted by Ann W (V ), satisfies the following equality
Indeed, it is clear that Ann(V ) ∩ W ⊆ Ann W (V ). To prove the opposite inclusion, note that, by Lemma 2.10, Ann W (V ) is an ideal of A, and that
(1) If I is an ideal of U such that I 2 = 0, then, taking Corollary 2.3 into account, it follows that I ∧ is an ideal of A satisfying (I ∧ ) 2 ⊆ (I 2 ) ∧ = 0, therefore I ∧ = 0, and hence I = 0. Thus, U is a semiprime algebra. Now, assume that I is a proper ε-closed ideal of U . By the previous lemma, I is a closed ideal of A. Moreover, since A is m.s.p., it follows that Ann(I ) ∩ U = 0. Thus, by the equality (6) we have Ann U (I ) = 0, and we conclude that U is an m.s.p. algebra.
Finally, let us to show the determination of the closed ideals of U given in the statement. Lemma 2.10 asserts that every closed ideal of U is a closed ideal of A. Conversely, if V is a closed ideal of A contained in U , then, using the equality (6) twice, we have
Therefore, Ann U (Ann U (V )) ⊆ V , and we can conclude that V is a closed ideal of U .
( 
holds.
Indeed, by using the equalities (6) and (4), we obtain
On the other hand, by part (1), V is an m.s.p. algebra and
. Now, taking into account the equality (3), we deduce that q(V ∩ Ann(U )) ann = q(V ) ann , which allow us to conclude the claim. Let P be a closed ideal of A/U . It is clear that q −1 (P ) ∧ ∩ Ann(U ) is a closed ideal of A contained in Ann(U ). Moreover, using the equalities (7) and (5), we have
The proof concludes by noting that we have proven the non-trivial inclusion for the equality given in the statement. 2
Recall that an algebra A is said to be multiplicatively prime (in short m.p.) whenever both A and M(A) are prime algebras. 
Yood decomposition theorem for algebras with zero annihilator
The aim of this section is to state a structure theorem for algebras with zero annihilator, which will characterize those algebras that are decomposable with respect to the ε-closure. This result will rely on the fact that the m.s.p. algebras are just the semiprime algebras whose lattice of ε-closed ideals is an annihilator lattice, which will permit us to adapt the well-known theorem of Yood (see [19] , and [15] ) to our context. Moreover, we will give a description theorem for decomposable algebras with zero annihilator, which becomes a translation of a result in lattice context in [13] . We will start by deriving the description of finite-dimensional m.s.p. algebras from the paper of A. Albert about the decomposable finite-dimensional algebras [1] .
It is clear that if {U i } i∈I is a family of ideals of an algebra A, then i∈I [ A. Albert showed in [1] (see also [16, pp. 1090-1091] ) that if A is a finite-dimensional algebra which contains a proper ideal U such that the quotient algebra A/U is decomposable (that is, A/U is equal to the direct sum of the family of all its minimal ideals with nonzero product), then there is a smallest ideal R of A such that A/R is decomposable. This ideal R is nowadays known as the Albert radical of A. When A lacks proper ideals whose quotient is decomposable one defines A to be its own Albert radical. From [4, Proposition 3] one has R = α(A). As a first application of this fact, we will describe the finite-dimensional m.s.p. algebras. 
Proof. (i) ⇒ (ii).
Since A is m.s.p., we have R = α(A) = 0, and, from the results of Albert, A is the direct sum of all its minimal ideals, which are simple algebras.
(ii) ⇒ (i). If A is isomorphic to a direct sum of finitely many finite-dimensional simple algebras {B 1 , . . . , B n }, then it is clear that A is a semiprime algebra. Moreover, it is clear that, if P is a nonzero ideal of M(A), then P(B i ) = 0 for some i ∈ {1, . . . , n}, and that in fact P(B i ) = B i . Therefore P 2 (B i ) = B i , and so P 2 = 0. 2 A bilinear form . , . on an algebra A is said to be associative if the equalities ab, c = a, bc = b, ca hold for all a, b, c ∈ A. Following the arguments in [17, Lemma 5] it is easy to see that, if A is a semiprime algebra endowed with a nondegenerate symmetric associative bilinear form, then A is an m.s.p. algebra. Thus, the following result by Dieudonne [18, Theorem 2.6] is a direct consequence of the above proposition.
Corollary 3.2. If A is a finite-dimensional algebra with a nondegenerate symmetric associative bilinear form, then A is isomorphic to a direct sum of finitely many finitedimensional simple algebras.
As it will be seen below, in the infinite-dimensional context, such a decomposition cannot be expected, even when minimal ideals are replaced with minimal ε-closed ideals. (So, as will be clear in the end of Section 4, the m.s.p. algebra of all complex valued continuous functions on the interval [0, 1] lacks minimal ε-closed ideals.) Therefore, the fact that the m.s.p.-radical is zero is not able to produce decomposition. Thus, it seems natural to look for conditions under which an algebra with zero annihilator must be decomposable. In order to find such conditions we will be inspired by Yood's theory developed in [19] , and more specifically by the lattice version of this theory presented in [15] . As it will be immediately clear, the role played by the maximal ε-closed ideals will be crucial. We will begin with the following improvement of the implication (i) ⇒ (iii) in part (2) of Corollary 2.12.
Proposition 3.3. Let A be an algebra and let U be a maximal ε-closed ideal of A. Then [U : A] is a prime ideal of M(A), and either U is a prime ideal of
Proof. We will begin by seeing that
From this, taking into account that U is a maximal ε-closed ideal of A, it follows that A = (U + Q(A)) ∧ , and therefore 0 = (U + Q(A)) ann . Since clearly U ann P(U + Q(A)) = 0, we deduce that U ann P = 0, hence U ann (P(A)) = 0, and so P(A) ⊆ U ∧ = U , as required. Now, we will assume that U is not a prime ideal of A and we will prove that U contains A 2 . In accordance, we suppose that there are ideals V , W of A such that V , W U , and
The ε-radical of an algebra A, denoted by ε-Rad(A), is defined as follows:
Corollary 3.4. For every algebra A, the inclusion α(A)
Proof. The first assertion in the statement is clear from Proposition 3.3. Assume now that A is an algebra with ε-Rad(A) = 0. Then, as a consequence of the first assertion, we have
The proof concludes by noting that the opposite inclusion is obvious. 2
For maximal ε -closed ideals, we have simpler information than that which is presented in Proposition 3.3 for maximal ε-closed ideals.
Proposition 3.5. Let A be an algebra. If P is a maximal ε -closed ideal of M(A), then P is a prime ideal of M(A).
Proof. Let P be a maximal ε -closed ideal of M(A). Take U, V ideals of M(A) such that UV ⊆ P, and suppose that U P. From this assumption, it follows that M(A) = [P +U] ∨ . Since clearly (P + U)V ⊆ P, we deduce that M(A)V ⊆ P. Finally, since M(A) has a unit, we obtain V ⊆ P, as required. 2
An algebra A will be said to be ε-decomposable if A = [ λ∈Λ B λ ] ∧ , where {B λ : λ ∈ Λ} is the family of all minimal ε-closed ideals of A.
Corollary 3.6. If A is an ε-decomposable algebra, then M(A) is semiprime.
Proof. Let A be an ε-decomposable algebra and {B λ } λ∈Λ be the family of all minimal ε-closed ideals of A.
λ is a maximal ε -closed ideal of M(A), and therefore, by Proposition 3.5, is a prime ideal of M(A), it follows that M(A) is a semiprime algebra. 2
Note that, in the customary lattice terminology, the minimal ε-closed ideals and the maximal ε-closed ideals of A are nothing but the atoms and the coatoms of the lattice L ε , respectively. We will say that an m.s.p. algebra A is atomic if each nonzero closed ideal of A contains a minimal closed ideal. Note that, by Proposition 2.11, if U is a closed ideal of an atomic m.s.p. algebra A, then U and A/U are also atomic m.s.p. algebras.
Let A be an m.s.p. algebra, assume that {B λ : λ ∈ Λ} is the family of all minimal closed ideals of A, and write B = λ∈Λ B λ . Then, note that
Now, we can state the main result of this section. This result is motivated by the lattice version of Yood's theorem in [15, Theorem 6.3] , which should permit a proof relying on the results obtained above for the lattice L ε (Corollaries 1.10(1), 1.12(1), 2.7, and 3.4). Nonetheless, we will give a direct proof.
Theorem 3.7 (Yood's theorem for algebras with zero annihilator).
For an algebra A with zero annihilator, the following conditions are equivalent:
Moreover, in the case that A satisfies the above equivalent conditions, then every minimal ε-closed ideal of A is an m.p. algebra.
Proof. (i) ⇒ (ii)
. By Corollary 3.6, M(A) is semiprime, and hence A is m.s.p. Let us see that A is atomic. Let U be a closed ideal of A, and assume that {B λ } λ∈Λ is the family of all minimal closed ideals of A. If B λ U for all λ, then, by minimality of B λ , we have B λ ∩ U = 0, and so B λ U = 0 for all λ. As a result, ( λ∈Λ B λ )U = 0. Therefore we have AU = 0, hence U 2 = 0, and so U = 0.
(ii) ⇒ (iii). Finally, the last assertion in the statement is given by Corollary 2.12(1). 2
Now we are going to give a description theorem for atomic m.s.p. algebras, which is an m.s.p.-version of [13, Theorem 4.1] . Recall that the algebra A is a subdirect product of a family of algebras {A λ } λ∈Λ if there exists a monomorphism f from A into the full direct product λ∈Λ A λ such that, for every λ ∈ Λ, f λ = π λ f maps onto A λ , where π λ is the canonical projection from λ∈Λ A λ onto A λ . When A contains an ideal U such that f (U) is an essential ideal of λ∈Λ A λ , we say that A is an essential subdirect product. Finally, by Corollary 2.12(1), each B λ is a prime algebra, and so C(B λ ) is a field. 2
Applications to normed algebras
The results obtained so far are of a purely algebraic nature, while they are motivated, as we have noted, by the theory of generalized annihilator normed algebras. It is our aim in this section to return to normed algebras in order to apply our results, paying special attention to generalized annihilator normed algebras.
By a normed algebra we mean a nonzero algebra A endowed with a norm . satisfying 
Therefore, ε-closed ideals of A are . -closed. In general, the converse is not true. So, for example, the Banach algebra BL(H ) of all bounded linear operators in a Hilbert space H is an m.p. algebra, and hence every one of its nonzero ideals is dense, but the ideal KL(H ) of all compact operators in H is a proper . -closed ideal whenever H is infinite-dimensional.
As regards minimal ideals, we have the following result for normed semiprime algebras.
Lemma 4.1. Let A be a normed semiprime algebra, and I be a minimal . -closed ideal of A. Then
and hence U ∩ I is a nonzero . -closed ideal of A. Since I is a minimal . -closed ideal, it follows that U ∩ I = I . Thus, I ⊆ U , and so U = I ∧ . it is easy to see, taking into account the Stone-Weierstrass theorem, that the nonzero proper . -closed ideals of A are nothing but the principal ideals generated by polynomials of the form
In order to obtain a representation theorem for . -atomic m.s.p. algebras, first we will establish the stability of the class of all . -atomic m.s.p. algebras for quotients by closed ideals. 
Now, we will show that q(I ) . is a minimal . -closed ideal of A/U . To this end, take a nonzero .
resulting in the contradiction H = 0. Therefore, q −1 (H ) ∩ I is a nonzero . -closed ideal of A contained in I , and as a result q −1 (H ) ∩ I = I . Therefore q(I ) ⊆ H , and so H = q(I ) . . Now, the inclusion in (8) allows us to conclude the proof by using Lemma 4.1(2). 2
Recall that if {A λ } λ∈Λ is a family of normed algebras, then the normed algebra ( l ∞ λ∈Λ A λ , . ∞ ), called the l ∞ -sum of the family {A λ } λ∈Λ , is defined as the subalgebra of the full direct product algebra λ∈Λ A λ consisting of all elements (a λ ) such that
We will say that a normed algebra A is continuously representable as an essential subdirect l ∞ -sum of a family of normed algebras {A λ } λ∈Λ when A is an essential subdirect product via a monomorphism f from A into λ∈Λ A λ , which is (ii) ⇒ (iii) Given a minimal closed ideal U of A, since A is assumed to be . -atomic, there exists a minimal . -closed ideal I of A contained in U , for which it is clear that I ∧ = U . Conversely, if I is a minimal . -closed ideal of A, by Lemma 4.1(1), I ∧ is a minimal closed ideal of A. Thus, we have proven the second assertion of (iii). As a consequence of this fact, A is atomic, and therefore, by Yood's Theorem, ε-Rad(A) = 0. (f γ (a) ), where, for each γ , A γ = A/ Ann(I γ ) and f γ is the quotient map from A onto A γ . Note that, by Proposition 4.2, A γ is also a . -atomic normed algebra. Moreover, it is clear that for each a ∈ A we have f γ (a) a for all γ ∈ Γ , and consequently f is a continuous map from A into
A semiprime normed algebra A satisfying Ann(U ) = 0 for every proper . -closed ideal U of A is called a generalized annihilator normed algebra. Next we will collect some characterizations and properties of generalized annihilator normed algebras. (1) If U is a maximal closed ideal of A, then U is . -closed and, for each proper . -closed ideal V of A containing U , taking (iv) into account, we see that V ∧ is a proper closed ideal of A containing U , therefore V ∧ = U , and so V = U . Thus, U is a maximal . -closed ideal. To prove the converse, let us fix a maximal . -closed ideal I of A. If V is a proper closed ideal of A containing I , then, since V is . -closed, we see that V = I . In particular, since by (iv), I ∧ is also a proper closed ideal of A, it follows that I ∧ = I , that is, I is closed. Summarizing, I is a maximal closed ideal of A.
(2) If I is a minimal . -closed ideal of A, by Lemma 4.1(1), I ∧ is a minimal closed ideal of A. Conversely, let B be a minimal closed ideal of A. Arguing as in the proof of Corollary 2.3, it is easy to see from assertion (iii) that B 2 . is an ideal of A. Moreover, if U is a nonzero . -closed ideal of A contained in B 2 . , then, taking into account (1) and the fact that Ann(B) is a maximal closed ideal, we deduce that A = U + Ann(B) . , and so λ∈Λ A λ consisting of those elements (a λ ) such that, for every ε > 0, the set {λ ∈ Λ: a λ ε} is finite. We will say that a normed algebra A is continuously representable as an essential subdirect c 0 -sum of a family of normed algebras {A λ } λ∈Λ when A is an essential subdirect product via a monomorphism f from A into λ∈Λ A λ , which is c 0 λ∈Λ A λ -valued and continuous. A normed algebra A is said to be topologically simple if A has nonzero product and lacks nonzero proper . -closed ideals. It is clear that every prime generalized annihilator normed algebra is topologically simple. A normed algebra A is said to be . -decomposable whenever A is the . -closure of the direct sum of its minimal . -closed ideals. As was mentioned in [14, p. 329] , the arguments developed by Yood can be adapted to prove that a semiprime normed algebra A is . -decomposable if, and only if, A is a generalized annihilator normed algebra and the intersection of its maximal closed ideals is zero. This fact is implicit in our next result. 
where F • denotes the interior of F . As a consequence, for each F ∈ l τ \{∅}, we see that Ann(ϕ(F )) = 0 if, and only if, F • = ∅. From this it follows immediately that C 0 (Ω) is a generalized annihilator normed algebra if, and only if, Ω is discrete. Next we will see when C 0 (Ω) is atomic. We will say that a closed subset F of Ω is a regular closed subset of Ω whenever F = F • . Note that the set l of all regular closed subsets of Ω is a complete lattice for the meet and joint operations given by
and that ϕ induces an order-reversing bijection from l onto L.
Proposition 4.7.
Let Ω be a locally compact topological space. Then the following assertions are equivalent:
The set of all isolated points of Ω is dense in Ω.
Proof. (i) ⇒ (ii). Is a direct consequence of Lemma 4.1(i).
(ii) ⇒ (iii). We will begin by showing that the minimal regular closed subsets of Ω are nothing but the isolated points of Ω. Indeed, if F is a minimal regular closed subset of Ω, and if we assume that there exist x, y ∈ F with x = y, then, choosing open neighborhoods U x , U y of x and y respectively such that U x ∩ U y = ∅, we have x ∈ U x ∩ F • and y / ∈ U x ∩ F , and hence U x ∩ F • is a nonempty regular closed set strictly contained in F , which is a contradiction. Therefore, F is a singleton set consisting of an isolated point. Conversely, it is clear that if F is a singleton set consisting of an isolated point, then F is a minimal regular closed subset of Ω. Finally, since by Yood's Theorem, ε-Rad(C 0 (Ω)) = 0, it follows that Ω is the joint of all its minimal regular closed subsets, and consequently the set of all isolated points of Ω is dense.
(iii) ⇒ (i). Let U be a nonzero . -closed ideal of C 0 (Ω), and let F take a proper closed subset of Ω such that U = ϕ(F ). By assumption, there exists an isolated point x of Ω such that F ⊆ Ω\{x}, and so ϕ(Ω\{x}) is a minimal . -closed ideal of C 0 (Ω) contained in U , as required. 2 
