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1 Introdution
Parmi les nombreux outils mathematiques developpés par Gauss, ertains ont eu un
destin tout partiulier. C'est le as des q-entiers, introduits par lui an d'évaluer e que
l'on appelle aujourd'hui les sommes quadratiques gaussiennes. Ils servent, par exemple,
à formuler des analogues non ommutatifs du théorème du binme et ils jouent un rle
proéminent dans la méanique quantique. Mais 'est leur apparition dans le adre des
géométries nies qui a ouvert une voie de reherhe tout à fait inattendue. En eet,
lorsque q est une puissane du nombre premier p, le ardinal des espaes projetifs sur le
orps à q éléments n'est autre que
|Pn−1(Fq)| =
|An(Fq)− {0}|
|Gm(Fq)|
=
qn − 1
q − 1
= [n]q,
et l'on obtient aussi une formule pour le ardinal de la Grassmanienne :
|Gr(n, j)(Fq)| = |{P
j(Fq) ⊂ P
n(Fq)}| =
(
n
j
)
q
=
[n]q!
[j]q![n− j]q!
.
La remarque que les expressions i-dessus ont enore un sens lorsque q = 1 a onduit Tits
en 1957 à postuler l'existene d'un objet algébrique, le orps de aratéristique un, sur
lequel on pourrait érire formellement
|Pn−1(F1)| = [n]1 = n, |Gr(n, j)(F1)| =
(
n
j
)
1
=
(
n
j
)
.
Ainsi, Pn−1(F1) serait juste un ensemble ni P à n éléments, et Gr(n, j)(F1), l'ensemble
des parties de P ayant ardinal j. En niant l'axiome d'après lequel une droite projetive
possède au moins trois points, on obtient des espaes où la géométrie devient ombinatoire.
Notamment, on peut imaginer GLn(F1) omme le group symétrique Sn et SLn(F1) omme
étant formé par les permutations paires. Le programme de Tits onsiste alors à interpréter
les groupes de Weyl omme des groupes de Chevalley sur le orps à un élément [Ti℄.
Il a fallu attendre jusqu'en 1994 pour la suite des événements. Dans ses onférenes
sur la fontion zêta et les motifs [Ma1℄, largement inspirées des travaux de Deninger et
Kurokawa, Manin se réfère à Spec F1 omme le point absolu dont on aurait besoin pour
reproduire la preuve de Weil de l'hypothèse de Riemann pour les ourbes sur un orps ni.
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Les fontions zêta des variétés sur F1 auraient la forme la plus simple, omme elle-i :
ζPN (F1)(s) = s(s−1) . . . (s−N). En essayant de donner un sens au produit inni régularisé
(2π)s
Γ(s)
=
∏
n≥0
s+ n
2π
,
Manin a onjeturé l'existene d'une atégorie de motifs sur F1 et enouragé les mathé-
matiiens à développer une géométrie algébrique sur le orps à un élément.
Même si ette suggestion a pris forme dans de très diverses notions de shémas sur F1, il
y a quelques traits ommuns. D'abord, on est tous d'aord sur le fait que la atégorie des
anneaux ommutatifs est très restritive pour aueillir les nouveaux êtres, une limitation
qui a été aussi mise en évidene, pour des propos diérents, dans le ontexte de la géomé-
trie analytique globale [Pa℄. Autrement dit, Spec Z est trop ompliqué omme objet nal
de la atégorie des shémas anes. Ainsi, Durov [Du℄ et Shai-Haran [Ha℄ se proposent de
l'élargir jusqu'à avoir Spec F1, ou même un spetre enore plus simple, omme objet nal.
La tendane générale, 'est d'oublir la somme an d'obtenir une géométrie non-additive.
C'est le point de vue de Deitmar, qui imite la théorie des shémas juste en remplaent
les anneaux par les monoïdes ommutatifs. Dans son approhe, un sous-monoïde P de M
es premier si xy ∈ P implique x ∈ P ou y ∈ P. Alors, un shéma ane est l'ensemble
Spec M des sous-monoïdes premiers de M muni d'un faiseau de monoïdes loalisés (voir
[De1℄ pour les détails de ette onstrution).
Dans leur très beau artile Au dessous de Spec Z [TV℄, Töen et Vaquié ont développé
la géométrie algébrique sur F1 omme un as partiulier de géométrie algébrique relative à
une atégorie monoïdale symétrique vériant un ertain nombre de propriétés tehniques
sur l'existene de limites. Si (C,×, 1) est une telle atégorie, on dénit Comm(C) omme
la atégorie de monoïdes ommutatifs à l'intérieur de C, e qui va remplaer les anneaux
ommutatifs lassiques. Alors, en posant AffC := Comm(C)
op, ave Spec le fonteur d'une
atégorie vers la atégorie duale, on obtient des shémas anes ayant une topologie de
Grothendiek que l'on peut reoller pour avoir des shémas généraux. Les shémas sur
F1 sont les shémas relatifs à la atégorie monoïdale symétrique (Ens,×, ∗), où × est
le produit artésien d'ensembles. Lorsque l'on fait un ertain relèvement, on obtient des
shémas lassiques, toujours une façon de tester que l'on manipule de bons andidats.
Une approhe plus terre à terre, mais qui permet d'étudier les fontions zêta, est elle
de Soulé [So2℄ ranée ensuite dans les travaux de Connes et Consani [CC, CC2℄. De
leur point de vue, un shéma sur F1 est déni par quelques données de desente d'un
Z−shéma de type ni XZ. Une variété ane sur F1 est un triplet (X,XC, eX) formé d'un
fonteur ovariant X = ∐k≥0X
k : Fab −→ Ens de la atégorie des groupes abéliens nis
vers la atégorie des ensembles gradués, d'une variété ane XC et d'une transformation
naturelle entre X et le fonteur D 7→ Hom(Spec C[D], XC). À travers d'un aratère χ
qui permet d'interpréter les éléments de X(D) omme des points de XC, ils requièrent
quelques hypothèses fortes garantissant que es donnés dénissent une seule variété ane
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sur Z. Très réemment, James Borger a proposée les λ−anneaux omme la struture
odiant es données de desente de Z vers F1 [Bo℄.
Dans e mémoire, on aborde les onstrutions de Durov dans sa thèse [Du℄, dans
laquelle il a développé tout un adre algébrique permettant de surmonter les diultés qui
se présentent dès que l'on essaie d'appliquer la théorie d'Arakelov aux variétés non lisses,
non propres ou ayant des métriques singulières. Outre qu'obtenir une nouvelle desription
de la géométrie d'Arakelov, qui pourrait servir à démontrer des analogues arithmétiques
du théorème de Riemann-Roh, on propose un adre susamment général pour traiter
de la même manière la géométrie algébrique à la Grothendiek, la géométrie tropiale
ou la géométrie sur le orps à un élément, juste en faisant varier l'anneau généralisé de
base sur lequel on travaille. Cela permet notamment de dénir d'une façon rigoureuse
F1 et ses extensions, non seulement les strutures sur eux, ainsi que de onstruire la
ompatiation de Spec Z omme un pro-shéma généralisé projetif sur F1.
Plan du mémoire
On ommene par exposer quelques limitations de l'analogie entre les orps de nombres
et le orps de fontions provenant du fait que Spec Z ne soit pas un shéma propre et
qu'il n'y ait pas un orps de base hez les entiers. Dans l'exposé, on renontre trois objets
à la reherhe d'une dénition satisfaisante : le orps à un élément F1, l'anneau loal à
l'inni Z∞ et la ompatiation de Spec Z. C'est la tâhe à laquelle on se onsare dans
la setion suivante, où l'on voit un anneau R omme la monade sur les ensembles qui
fait orrespondre à haque X toutes les R−ombinaisons linéaires formelles à support
ni d'éléments dans X. On extrait deux propriétés importantes de e type de monades :
l'algébriité, qui garantit essentiellement que l'on peut trouver une présentation par des
opérations et des relations, et la ommutativité, une des nouveautés introduites par Durov.
On dit qu'une monade algébrique ommutative est un anneau généralisé. Ensuite, on peut
dénir le spetre d'un anneau généralisé en alquant le as lassique. Dans la setion
suivante, on onstruit de nombreux exemples d'anneaux généralisés, parmi lesquels il faut
souligner N, Z∞, Z(∞), ainsi que le orps à un élément F1 et ses extensions F1n. On obtient
dans haque as des desriptions de la atégorie des modules sur es anneaux.
La seonde partie du mémoire présente la onstrution de Ŝpec Z. On dénit d'abord
les shémas de Zariski sur F1 en suivant le point de vue fontoriel grothendiekien, d'après
lequel un shéma sur F1 est grosso modo un fonteur de la atégorie des anneaux généra-
lisés vers la atégorie des ensembles qui admet un reouvrement par des ouverts anes.
Ensuite, on ompatie Spec Z à la main à partir de deux anneaux généralisés AN et
BN , et l'on obtient une desription plus intrinsèque en termes de la onstrution Proj des
monades graduées. Finalement, on fait le lien ave la géométrie d'Arakelov lassique en
disutant la ompatiation des variétés algébriques dénies sur Q et le onept de bré
vetoriel sur Ŝpec Z. On nit ave une disussion brève de quelques questions ouvertes.
Puisque tout au long du travail il y a un usage intensif de la théorie des atégories, on a
onsidéré opportun d'ajouter un annexe où l'on explique d'une façon onise les notions
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employés, sauf elles de atégorie, fonteur et transformation naturelle, que l'on suppose
onnues. Les termes dénis dans l'annexe sont indiqués ave une petite étoile en haut. On
présente de même une bibliographie exhaustive des artiles onernant F1.
Remeriements. Je tiens à remerier Frédéri Paugam, prineps funtorum, pour m'avoir
proposé e travail et pour les nombreuses heures qu'il a passé ave moi au tableau. J'ai
disuté quelques idées du texte ave Javier López Peña (Queen Mary University of Lon-
don), auquel je remerie l'envoie du préprint [LL℄, et ave Peter Arndt (Göttingen), lors
de la onférene i-Math Shool on Derived Algebrai Geometry (Salamana, juin 2009) où
l'on s'est renontrés par hasard. J'ai aussi bénéié du ours d'Alain Connes au Collège
de Frane sur la Thermodynamique des espaes non ommutatifs, où le ontenu de [CC2℄
a été présenté pour la première fois, et d'une onférene de Yuri Manin à l'Institut de
Mathématiques de Jussieu [Ma3℄, dont il m'a envoyé les transparenes très gentiment.
Une partie de e travail a fait objet de la onférene ¾Es Z un anillo de polinomios ? au
Séminaire de Géométrie Algébrique de l'Universidad Complutense de Madrid (séane du
26 mai) et de l'exposé ourt On Durov's ompatiation of Spec Z, the eld with one
element, the loal ring at innity and other rara avis dans l'éole dotorale en Géométrie
Diophantienne tenue à l'Université de Rennes du 15 au 26 juin 2009.
2 L'analogie entre les orps de nombres et les orps de
fontions
Depuis les travaux onstitutifs de plusieurs visionnaires qui ont rêvé d'une orres-
pondane parfaite entre la géométrie et l'arithmétique (Kummer, Kroneker, Dedekind,
Hensel, Hasse, Minkowski, Artin, Weil, et.), l'analogie entre les orps de nombres et
les orps de fontions est l'une des idées les plus frutueuses de la mathématique mo-
derne. Typiquement, des énonés simples mais inaessibles sur les orps de nombres (par
exemple, la distribution des zéros des fontions L ou les onjetures de Langlands) sont
transformés en des théorèmes plus tehniques dont la démonstration est possible grâe au
nouveau adre géométrique-analytique de la tradution dans les orps de fontions (dans
e as, les onjetures de Weil ou la orrespondane de Langlands pour GLn établie par
Laorgue). Un exemple signiatif, 'est le théorème de Mason, un exerie faile mettant
en relation le degré de trois polynmes ave elui du radial de leur produit, dont l'ana-
logue arithmétique, la onjeture ab, a des onséquenes qui vont du dernier théorème de
Fermat en forme asymptotique et de quelques résultats d'innitude des nombres premiers
jusqu'au théorème de Mordell-Faltings ou la onjeture de Lang [Ni℄.
On rappel qu'un orps de nombres est une extension nie de Q et qu'un orps de
fontions est une extension nie K de degré de transendane 1 sur un orps k, que
l'on supposera en général ni ou algébriquement los. Soit K/k un orps de fontions.
À haque valuation disrète de K/k (i.e. une appliation v : K −→ Z ∪ {∞} telle que
v(xy) = v(x) + v(y), v(x+ y) ≥ min{v(x), v(y)} et que v(x) = 0 quel que soit x ∈ k), on
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assoie l'anneau loal
Ov = {x ∈ K : v(x) ≥ 0}.
Alors, l'ensemble Ck d'anneaux de valuation disrète de K/k est une ourbe algébrique
abstraite isomorphe à une ourbe algébrique projetive lisse C ayant orps de fontions
k(C) = K. Soit ρ un nombre réel plus grand que 1. Étant donné une valuation disrète
vp, si l'on pose |·|p = ρ
−vp(·), on obtient une norme sur K. On a alors une bijetion entre
les points fermés de C et les normes sur K triviales sur k à équivalene près (f. [Har, I.6℄
pour les détails).
L'analogie entre les orps de nombres et les orps de fontions devient plus forte lorsque
l'on onsidère les entiers Z et les polynmes k[T ] sur un orps ni k = Fq, ainsi que leurs
orps de frations Q et k(T ). Ce sont des domaines eulidiens de dimension de Krull 1,
dont les spetres sont formés par
Spec Z = {pZ : p premier} ∪ {0},
A1k := Spec k[T ] = {f ∈ k[T ] unitaire irrédutible}.
De plus, si k = Fq, les orps résiduels Fp = Z/pZ et Fq[T ]/(f) sont nis. D'autre part,
si f ∈ A1k, l'anneau des séries de puissanes Zf := lim←− k[T ]/(f
n) et le orps de séries de
Laurent Qf := Zf [
1
f
] ont des équivalents p−adiques Zp = lim←−Z/p
nZ et Qp = Zp[
1
p
] ayant
des plongements denses Z ⊂ Zp et Q ⊂ Qp. On peut même regarder les nombres omme
fontions sur Spec Z, où l'image du premier p par l'entier n est la lasse de ongruene
de n modulo p. Notons que l'espae d'arrivée de ette fontion dépend essentiellement du
point où elle est évaluée.
Quelles sont les limites de ette analogie ? Le premier problème qui se pose, 'est
l'existene d'un équivalent de la droite projetive P1k := A
1
k ∐Gm A
1
k sur un orps de
nombres. En eet, pour avoir la orrespondane itée i-dessus dans le as plus simple
k(T ) = k(P1k), 'est néessaire de passer au projetive ar l'on la norme
|
f(T )
g(T )
| = ρdeg f−deg g
orrespondant au point de l'inni de P1k. Cela nous permet notamment d'avoir des formules
produit omme ∏
p∈P1
k
, p 6=ξ
|f |p = 1 ∀f ∈ K
∗,
où ξ est le point générique de P1k. Ces formules sont extrêmement importantes en géométrie
diophantienne, où elles permettent, par exemple, de dénir la hauteur d'un point d'un
espae projetif en hoisissant un représentant quelonque [BG℄.
En e qui onerne les rationnels, les normes sur Q sont lassiées par le théorème
d'Ostrowski, d'après lequel toute norme non-triviale est équivalente soit à une norme p-
adique |·|p soit à la valeur absolue arhimédienne usuelle. On rappel que |x|p = p
−vp(x),
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vp(x) étant le seul entier tel que x = p
vp(x) a
b
ave pgcd(p, ab) = 1, vérie la propriété
ultramétrique
|x+ y|p ≤ max{|x|p, |y|p}.
On a de nouveau ∏
(p)∈Spec Z, p 6=0
|x|p =
1
|x|∞
∀x ∈ Q∗,
e qui suggère qu'il faut penser à une ompatiation Ŝpec Z pour avoir des résultats
analogues aux théorèmes sur les orps de fontions. C'est le point de vue de la théorie
d'Arakelov omme développée par exemple dans [La℄ ou [SABK℄.
Cette brisure de la symétrie entre les plaes arhimédiennes et non arhimédiennes est
mise en évidene par la néessité d'introduire un fateur à l'inni an d'obtenir l'équation
fontionnelle de la zêta de Riemann. En eet, selon l'interprétation de Tate [Ta℄, le produit
d'Euler des fateurs loaux
Lp(s) =
∫
Q∗p
1Zp(x)|x|
s
p d
∗x =
1
1− 1
ps
,
où d∗x = 1
1− 1
ps
dx
|x|p
est la mesure de Haar sur Qp, ne donne une équation fontionnelle que
lorsque l'on le omplète ave un fateur à l'inni
L∞(s) =
∫
R∗
e−πx
2
|x|s∞
dx
|x|
,
la gaussienne étant l'analogue mystérieux de la fontion indiatrie de Zp dans Qp.
Une autre diulté qui se présente, 'est la onstrution des anneaux de valuation
d'un orps de nombres. Pour p premier, Zp = {x ∈ Qp : |x|p ≤ 1} est bien déni en vertu
de la propriété ultramétrique, mais e que jouerai le rle d'anneau loal à l'inni
Ov∞ := Z∞ = {x ∈ R = Q∞ : |x| ≤ 1} = [−1, 1]
n'est pas fermé sous l'addition. L'idée sera de la remplaer par des ombinaisons linéaires
onvexes dans un adre moins restritif que l'algèbre ommutative usuelle. Dans ette
atégorie d'anneaux généralisés que l'on va onstruire dans la setion suivante, Z∞ aura
le même status que les anneaux lassiques.
On peut attendre que ette façon d'envelopper les problèmes par le haut jette une
nouvelle lumière sur la manque de produits limitant l'analogie entre les orps de nombres
et les orps de fontions. Tandis qu'en géométrie on peut dénir l'espae ane omme le
produit de n opies de la droite ane, e qui revient à onsidérer le spetre du oproduit⋆
des k−algèbres k[X1, . . . , Xn] = k[X ] ⊗k . . . ⊗k k[X ], haque tentative de dénir une
surfae arithmétique ne donne pas de résultats. En eet, Z étant l'objet initial de la
atégorie des anneaux, Spec Z × Spec Z est réduit à la diagonale. Cet obstale est lié
traditionnellement à l'absene d'un orps de base hez les entiers, sur lequel on pourrait
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prendre des produits C ⊗F1 C omme elui dont Weil s'est servi dans sa démonstration
de l'hypothèse de Riemann pour les ourbes sur un orps ni. Dans la suite, on montrera
que dans la atégorie des anneaux généralisés, l'élusive orps à un élément admet une
dénition naturelle. Malgré ela, le produit de deux opies de Spec Z est enore trivial
sur ette nouvelle atégorie.
3 La atégorie des anneaux généralisés
On rappel que la lasse de toutes les atégories Cat est elle même une 2−atégorie, e
qui entraîne notamment que l'ensemble des fonteurs entre deux atégories quelonques
est de nouveau une atégorie, dont les morphismes sont donnés par les transformations
naturelles. Lorsque les deux atégories oïnident, la omposition usuelle munit les endo-
fonteurs End(C) := HomCat(C, C) d'une struture de atégorie monoïdale
⋆. Si F et G sont
des endofonteurs, on pose FG := F ⊗G et F n := F ⊗· · ·⊗F, e qui est bien déni grâe
à l'assoiativité. On appelle monade sur C toute algèbre dans End(C) qui soit ompatible
ave la struture de atégorie monoïdale. Plus expliitement :
Dénition 1. Une monade sur une atégorie C est un triplet Σ = (Σ, µ, ǫ) formé d'un
endofonteur Σ : C −→ C, d'une multipliation µ : Σ2 −→ Σ et d'un morphisme identité
ǫ : idC −→ Σ tels que
1. µ et ǫ sont des transformations naturelles, i.e. pour tout ouple d'objets X, Y dans
C et tout morphisme f : X −→ Y, les diagrammes suivants ommutent
Σ2(X)
Σ2(f)

µX // Σ(X)
Σ(f)

X
f

ǫX // Σ(X)
Σ(f)

Σ2(Y )
µY // Σ(Y ) Y
ǫY // Σ(Y )
2. µ et ǫ respetent les axiomes d'assoiativité et d'unité, autrement dit, les diagrammes
suivants sont ommutatifs pour tout objet X dans C
Σ3(X)
Σ(µX )
//
µΣ(X)

Σ2(X)
µX

idCΣ(X)
ǫΣ(X)
//
idΣ(X) %%K
KK
KK
KK
KK
K
Σ2(X)
µX

ΣidC(X)
Σ(ǫX)
oo
idΣ(X)yyss
ss
ss
ss
ss
Σ2(X)
µX // Σ(X) Σ(X)
,
Un morphisme de monades ϕ : Σ1 −→ Σ2 est une transformation naturelle des endofon-
teurs sous-jaents Σ1 et Σ2 telle que
ϕY ◦ Σ1(Y ) = Σ2(f) ◦ ϕX , ϕX ◦ ǫΣ1,X = ǫΣ2,X et que
µΣ2,X◦Σ2(ϕX) ◦ ϕΣ1(X) = ϕX ◦ µΣ1,X = µΣ2,X ◦ ϕΣ2(X) ◦ Σ(ϕX) (3.1)
pour tout ouple d'objets X, Y ∈ Ob(C) et tout morphisme f : X −→ Y. On obtient ainsi
la atégorie Monades(C) des monades sur C.
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Exemple 1. La atégorie Monades(Ens) admet un objet initial qui sera essentiel dans la
suite. C'est le fonteur identité idEns muni des appliations µ et ǫ évidentes. On le note F∅
et on l'appelle le orps sans éléments. Les monades sur les ensembles possèdent aussi un
objet nal 1 qui vaut {0} sur tout ensemble X et qui va jouer le rle de l'anneau trivial
dans la onstrution des anneaux généralisés.
Étant donnée une monade Σ = (Σ, µ, ǫ) sur C, on peut lui assoier de façon naturelle
une notion de sous-struture et de module sur elle :
Dénition 2. Une sous-monade Σ′ de Σ est un sous-fonteur⋆ Σ′ ⊂ Σ stable par µ et ǫ,
i.e. une monade Σ′ telle que
1. Σ′(X) ⊂ Σ(X) pour tout objet X dans C.
2. la transformation naturelle Σ′ −→ Σ dont les omposantes sont données par l'inlu-
sion est un morphisme de monades.
Si l'on se donne deux sous-monades Σ1 et Σ2 de la même monade Σ, leur intersetion
est dénie omme le produit bré
⋆ Σ1×Σ Σ2 dans la atégorie End(C). Plus terre à terre,
Σ1∩Σ2 est la monade dont l'image de haque ensemble X est l'intersetion Σ1(X)∩Σ2(X)
et dont les omposantes des morphismes d'identité et de multipliation sont les restritions
de µX et ǫX à Σ1(X) ∩ Σ2(X).
Dénition 3. Un module sur Σ est la donné d'un ouple M = (M,α) formé d'un objet
M ∈ Ob(C) et d'un morphisme α : Σ(M) −→ M tels que α ◦ µM = α ◦ Σ(α) et que
α ◦ ǫM = idM . Un morphisme de Σ−modules f : (M,αM) −→ (N,αN) est un morphisme
f ∈ HomC(M,N) tel que f ◦ αM = αN ◦ Σ(f). On onstruit ainsi la atégorie C
Σ
des
Σ−modules, qui peut être pensée plus intrinsèquement omme l'objet qui représente le
fonteur HomCat(· , C)
Σ
dans Cat.
Dénition 4. Soit ϕ : Σ1 −→ Σ2 un morphisme de monades sur une atégorie C. On
appelle restrition des salaires par rapport à ϕ le fonteur ϕ∗ : CΣ2 −→ CΣ1 qui fait
orrespondre à un Σ2−module (N,α) le Σ1−module (N,α
′) ayant le même objet sous-
jaent et dont l'ation de Σ1 est dénie par α
′ = α ◦ ϕN . Lorsque e fonteur admet un
adjoint à gauhe
⋆, on obtient aussi une notion d'extension des salaires.
Le fonteur d'oubli O : CΣ −→ C, qui assoie à haque Σ−module (M,α) l'objet
sous-jaent M, admet un adjoint à gauhe, que l'on appellera omme d'habitude fonteur
libre. C'est simplement L : C −→ CΣ déni par la formule L(X) = (Σ(X), µX) pour tout
X ∈ Ob(C). La proposition suivante montre que es deux fonteurs enodent toute la
struture de la monade.
Proposition 1. Une monade Σ sur C est entièrement déterminée par le ouple de fon-
teurs adjoints L : C −→ CΣ et O : CΣ −→ C.
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Démonstration. On se réfère à l'annexe pour la dénition du produit de transformations
naturelles. Si l'on onsidère l'unité et la o-unité de l'adjontion de L et O, qui sont des
transformations naturelles ξ : idC −→ OL et η : LO −→ idCΣ , on a
Σ = OL, ǫ = ξ, µ = O ⋆ η ⋆ L.
En eet, on a bien que µ : OLOL = Σ2 −→ OL = Σ et pour tout objet X dans C :
(O ⋆ η ⋆ L)X = O(ηL(X)) = O(η(Σ(X),µX )) = O(µX) = µX .
Cette onstrution admet une généralisation immédiate fournissant de nombreux exem-
ples de monades. Supposons que F : C −→ D et G : D −→ C sont des fonteurs ad-
joints, ave des transformations ξ : idC −→ GF et η : FG −→ idD. Alors, si l'on pose
Σ = GF, ǫ = ξ et µ = F ⋆ η ⋆ G, il est faile de vérier que le triplet (Σ, ǫ, µ) dénit
une monade sur C. Lorsque C = Ens, D est une ertaine atégorie d'ensembles munis de
struture algébrique et G : D −→ Ens est le fonteur d'oubli, on obtiendra des monades
dans la atégorie des ensembles, omme elle qui suit :
Exemple 2 (La monade des mots). Soit D = Mon la atégorie dont les objets sont les
monoïdes (i.e. les semi-groupes ave identité) et dont les morphismes sont les morphismes
de semi-groupes qui préservent l'identité. Dans e as, le fonteur d'oubli vers les ensembles
O : Mon −→ Ens admet omme adjoint à gauhe le fonteur libre L : Ens −→ Mon,
qui assoie à haque ensemble X le monoïde libre L(X), ei étant formé par les mots de
longueur ni x1 . . . xn, dans l'alphabet X et ayant omme multipliation la onaténation
des mots et omme identité le mot vide. On obtient ainsi une monade M = (M,µ, ǫ) sur
la atégorie des ensembles que l'on appellera la monade des mots. On donne ensuite une
desription plus expliite.
Si X ∈ Ob(Ens), on identie X0 au mot vide et Xn à l'ensemble des mots de longueur
n : {x1}{x2} . . . {xn}. AlorsM(X) =
∐
n≥0X
n. La orrespondane entre X et les mots de
longueur un dénit le morphisme d'unité ǫX(x) = {x}, et le morphisme de multipliation
µX :M
2(X) −→M(X) agit de la façon suivante :
µX({{x1} . . . {xn}} . . . {{z1} . . . {zm}}) = {x1} . . . {xn} . . . {z1} . . . {zm}
La preuve que M = (M,µ, ǫ) est en fait une monade se réduit don à la vériation de
l'assoiativité de l'opération "enlever les aolades".
3.1 La monade assoiée à un anneau
Étant donné un anneau R, que l'on suppose unitaire mais pas forément ommutatif,
l'adjontion du fonteur d'oubli OR : R −Mod −→ Ens de la atégorie des R−modules
vers les ensembles et du fonteur libre LR : Ens −→ R − Mod dénit une monade
ΣR = (ΣR, µ, ǫ) sur Ens. Pour haque X,
ΣR(X) = Hom
ni
Ens(X,OR(R))
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est l'ensemble des appliations de X dans R à support ni, qui s'identie à l'ensemble des
R−ombinaisons linéaires formelles
ΣR(X) = {λ1{x1}+ . . .+ λn{xn} : λi ∈ R, xi ∈ X, n ≥ 0}.
Ensuite, on dénit le morphisme d'unité omme dans le as de la monade des mots, i.e.
ǫX(x) = {x} pour tout x ∈ X, et la multipliation omme la transformation naturelle de
Σ2R dans ΣR dont les omposantes alulent les ombinaisons linéaires des ombinaisons
linéaires formelles. Autrement dit :
µX(
∑
i
λi{
∑
j
µij{xj}}) =
∑
i,j
λiµij{xj}
Si (X,α) est un ΣR−module, l'anneau R agit sur l'ensemble X au moyen des opéra-
tions x+y := α({x}+{y}) et λx := α(λ{x}), qui vérient bien les axiomes de R−module.
Réiproquement, si l'on se donne un R−module X, l'appliation qui évalue haque om-
binaison linéaire formelle λ1{x1}+ . . .+λn{xn} ∈ ΣR(X) en λ1x1+ . . .+λnxn ∈ X dénit
une struture de ΣR−module sur X. Il est faile de montrer que ette orrespondane est
en fait une équivalene des atégories R −Mod et EnsΣR, e qui revient à dire que le
fonteur OR est monadique.
Proposition 2. Soient R un anneau unitaire et ΣR la monade sur les ensembles onstruite
omme i-dessus. Alors :
1. Si S est un sous-anneau de R, alors ΣS est une sous-monade de ΣR.
2. ΣR ommute ave les limites indutives ltrées
⋆
.
3. La struture de monoïde multipliatif de R peut être réupérée à partir de ΣR.
4. L'appliation R 7→ ΣR est un fonteur pleinement dèle
⋆
de la atégorie des anneaux
unitaires dans la atégorie des monades. De plus, il préserve les suites exates.
Démonstration. La première assertion déoule simplement du fait qu'un sous-anneau S de
R ontient l'unité et il est fermé pour le produit. Par onséquent, ΣS est ompatible ave
ǫ et µ, don 'est une sous-monade de ΣR. Pour prouver la seonde armation, soit X =
lim
−→I
Xi la limite du système indutive ltré (Xi)i∈I . On a par dénition HomEns(X,Z) =
lim
−→I
HomEns(Xi, Z) pour tout ensemble Z. Notamment, lorsque l'on prend Z = OR(R) et
on se restreint aux appliations à support ni, on obtient ΣR(X) = lim−→I
ΣR(Xi).
Montrons dans e qui reste la nature des relations entre un anneau R et sa monade
assoiée ΣR. Soit 1 = {1} l'objet nal de Ens. Alors ΣR(1) = {λ{1} : λ ∈ R} est
l'ensemble sous-jaent à l'anneau, que l'on note |ΣR|. On peut le voir omme un module
à gauhe sur lui même par l'égalité Rs := LR(1), e qui nous permet de réupérer la
multipliation de R. Notons que l'unité est l'image ǫ
1
(1) ∈ |ΣR|.
Maintenant, si l'on onsidère un morphisme d'anneaux f : R −→ S, la famille d'ap-
pliations ensemblistes Σf,X : ΣR(X) −→ ΣR(S) dénies par
n∑
i=1
λi{xi} 7−→
n∑
i=1
f(λi){xi}
11
induit un morphisme Σf entre les monades ΣR et ΣS. En eet, la première ondition
de ompatibilité dans (3.1) se vérie automatiquement, la seonde équivaut à dire que
f(eR) = eS et la dernière déoule du fait que f(x + y) = f(x) + f(y) et que f(xy) =
f(x)f(y). Don, Σf est un morphisme de monades.
Pour prouver que e fonteur est pleinement dèle, il sut de montrer que, étant
donnés deux anneaux R et S, tous les morphismes de monades ζ : ΣR −→ ΣS sont de
la forme ζ = Σf pour un unique morphisme d'anneaux f : R −→ S. En eet, on sait
déjà que si ζ : ΣR −→ ΣS est un morphisme de monades, f := |ζ | est un morphisme
entre les monoïdes sous-jaents R et S. Il sut de montrer que ζ : R −→ S respete aussi
l'addition et que Σf,X = ζX pour haque ensemble X .
Corollaire 1. La atégorie des anneaux unitaires Ann s'identie à une sous-atégorie
pleine
⋆
de Monades.
Remarque 1. Même si l'on vient de montrer que tout sous-anneau de R fournit une
sous-monade de ΣR, il n'y a pas une orrespondane bijetive entre les sous-anneaux de
R et les sous-monades de ΣR. Si l'on prend, par exemple, R = Z, il n'existe pas de sous-
anneaux non-isomorphes à Z, mais par ontre on peut onstruire la sous-monade N, qui
n'est pas isomorphe à Z (voir 4.1).
Remarque 2. Si l'on alule le fonteur de restrition des salaires par rapport au mor-
phisme Σf introduit i-dessus, on obtient le fonteur usuel de S −Mod vers R −Mod
qui à haque S−module M fait orrespondre le R−module M dont l'ation est donné
par r ·m = f(r) ·m. Par uniité de l'adjontion, le fonteur d'extension est dans e as
l'appliation M 7−→ S ⊗R M de R−Mod vers S −Mod.
En vue de la proposition 2, on dénit l'ensemble sous-jaent à une monade Σ dans la
atégorie des ensembles omme |Σ| := Σ(1). L'isomorphisme anonique
ϕ : |Σ| = HomEns(1,Σ(1)) ∼= EndΣ−Mod(LR(1))
munit |Σ| d'une struture de monoïde. En eet, étant donnés deux éléments x et y de
|Σ|, en posant x · y := ϕ−1(ϕ(x) ◦ ϕ(y)) on obtient une loi assoiative dont l'unité est
ǫ
1
(1). Il n'y a auune raison pour attendre que ela soit un monoïde ommutatif, ar la
omposition d'endomorphismes ne l'est pas.
3.2 Les monades algébriques
Pour dénir une atégorie d'anneaux généralisés adéquate, il faudra imposer quelques
restritions aux monades. La première d'entre elles, l'algébriité, nous permettra d'obtenir
une notion d'anneau généralisé non ommutatif.
Dénition 5. Un endofonteur Σ : Ens −→ Ens est dit algébrique s'il ommute ave
des limites indutives ltrées, 'est-à-dire, si Σ(lim
−→I
Xi) ∼= lim−→I
Σ(Xi) pour haque fa-
mille d'ensembles indexée par un ensemble partiellement ordonné ltré. Une monade est
algébrique si son fonteur sous-jaent l'est.
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Exemple 3 (Une monade non algébrique). Comme on a montré dans la proposition 2, la
monade assoiée à un anneau est algébrique. Si l'on pense à Σ(X) omme l'ensemble des
Σ−ombinaisons linéaires formelles d'éléments de X, il faut trouver des ombinaisons à
support inni pour avoir un exemple de monade non algébrique. Soit Zˆ∞ (voir la setion
4.2 pour le hoix de ette notation) la monade dénie par
Zˆ∞(X) := {
∑
x∈X
λx : λx ∈ R,
∑
x∈X
|λx| ≤ 1}.
On montre que e n'est pas une monade algébrique en la testant sur le système X• =
((Xn)n∈N, (in,m)n≤m) formé des ensembles Xn = {0, . . . , n} et des inlusions de Xn dans
Xm, la limite indutive étant N. D'un té, Zˆ(N) est l'ensemble des séries onvergentes
dont la somme des modules est plus petite ou égale à 1. De l'autre té, Zˆ(Xn) est formé
des (n + 1)-uplets (λ0, . . . , λn) telles que |λ0| + . . . + |λn| ≤ 1 et la limite indutive est
la réunion de tous es ensembles. C'est lair que dans e as on ne peut pas éhanger la
limite ar Zˆ(N)− lim
−→
Zˆ(Xn) ontient toutes les séries onvergentes ave un nombre inni
de termes non nuls dont la somme des modules est plus petite ou égale que 1, par exemple∑∞
n=0
1
(n+1)2π2
.
Puisque la omposition de deux fonteurs algébriques est enore algébrique, ils forment
une sous-atégorie monoïdale de End(Ens), qui est en plus pleine. On remarque aussi qu'un
fonteur algébrique est omplètement déterminé par sa valeur dans les ensembles nis,
ar tout ensemble X est la limite indutive ltrée de ses sous-ensembles nis. Si Σ est
un endofonteur algébrique et l'on note par N la atégorie des ensembles nis standard
n = {1, . . . , n} dont les morphismes sont les appliations entre ensembles nis, la restri-
tion Σ 7−→ Σ|N induit une équivalene atégorique entre Ens
N := HomCat(N,Ens) et les
endofonteurs algébriques. On peut les imaginer don omme une olletion d'ensembles
{Σ(n)}n≥0 munie des appliations fontorielles Σ(ϕ) : Σ(m) −→ Σ(n) qui sont dénies
pour haque ϕ :m −→ n.
Étant donné un fonteur G : N −→ Ens et un ensemble quelonque X, on pose :
H0(X) :=
⊔
n≥0
G(n)×Xn, H1(X) :=
⊔
ϕ:m−→n
G(m)×Xn.
On a alors des appliations p, q : H1(X) −→ H0(X) dénies de la façon suivante : si X
ϕ
représente l'appliation (x1, . . . , xn) 7→ (xϕ(1), . . . , xϕ(n)), alors les restritions de p et q à
la omposante indexée par ϕ : m −→ n sont donnés par
idG(m) ×X
ϕ : G(m)×Xn −→ G(m)×Xm,
G(ϕ)× idXn : G(m)×X
n −→ G(m)×Xn.
Le lemme suivant, dont la démonstration se trouve dans [Du, 4.1.4℄, permet de aluler
Σ(X) omme le oégaliseur⋆ du système i-dessus :
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Lemme 1. Soit Σ une monade algébrique et soit G = Σ|N ∈ Ens
N
le fonteur image de
Σ par l'équivalene de atégories. Alors
Σ(X) = Coeg(p, q : H1(X)⇒ H0(X))
Par onséquent, si X et Y sont des ensembles, une appliation α : Σ(X) −→ Y est la
donnée d'une famille {α(n) : Σ(n)×Xn −→ Y }n≥0 qui fait ommuter le diagramme
Σ(m)×Xn
Σ(ϕ)×idXn

idΣ(m)×X
ϕ
// Σ(m)×Xm
α(m)

Σ(n)×Xn
α(n) // Y
(3.2)
pour tout ϕ : m −→ n. Cela montre que Σ(n) paramètre en quelque mode les opérations
n-aires de X vers Y et on peut érire [t]α(x1, . . . , xn) au lieu de α(t, x1, . . . , xn). On dit que
t ∈ Σ(n) est une opération n-aire formelle [t]α : X
n −→ Y. Dans le nouveau symbolisme,
la ommutativité du diagramme i-dessus se traduit en
[Σ(ϕ)(t)]α(x1, . . . , xn) = [t]α(xϕ(1), . . . , xϕ(m))
pour toute opération formelle t ∈ Σ(m) et pour toute appliation ϕ : m −→ n.
D'après le lemme, il existe une surjetion H0(X)։ Σ(X) dont la restrition à Σ(n)×
Xn applique (t, x1, . . . , xn) dans Σ(x)(t) ∈ Σ(X), x : n −→ X étant l'appliation k 7→ xk.
Notons t({x1}, . . . , {xn}) ette image. Alors pour tout s dans Σ(X) il existe n ≤ 0, t ∈
Σ(n) et x1, . . . , xn ∈ X tels que s = t({x1}, . . . , {xn}). En fait, Σ(X) est l'ensemble de
toutes es expressions modulo les relations
(Σ(ϕ))(t)({x1}, . . . , {xn}) ∼ t({xϕ(1)}, . . . , {xϕ(n)}).
Ce point de vue nous permet de déterminer univoquement une monade algébrique à
partir des données suivantes :
1. Une olletion d'ensembles {Σ(n)}n≥0 et d'appliations Σ(ϕ) : Σ(m) −→ Σ(n)
dénies pour haque ϕ : m −→ n et telles que
Σ(id
n
) = idΣ(n), Σ(ψ ◦ ϕ) = Σ(ψ) ◦ Σ(ϕ).
Puisque Σ(X) = lim
−→
Σ(n), après avoir hoisi d'identiations onvenables entre les
sous-ensembles nis de X et les ensembles nis standard n, on peut reonstruire à
partir de ette famille la valeur de la monade algébrique dans tous les ensembles.
2. Une famille de morphismes de multipliation µ
(k)
n : Σ(k) × Σ(n)k −→ Σ(n) qui
vérient les relations
µ(k)n ◦ (idΣ(k) × Σ(n)
ϕ) = µ(k
′)
n ◦ (Σ(ϕ)× idΣ(n)k′ )
µ(k)n ◦ (idΣ(k) × Σ(ψ)
ϕ) = µ(k)m
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pour haque ϕ : k −→ k′ et ψ : m −→ n. En eet, d'après e que l'on a vu
préédemment, se donner le morphisme µX : Σ
2(X) −→ Σ(X), 'est équivalent
lorsque l'on remplae X et Y par Σ(X) dans (3.2) à se donner une famille µ(k) :
Σ(k) × Σ(X)k −→ Σ(X). Dans une seonde étape, on onsidère les restritions à
haque Σ(n), ayant ainsi µ
(k)
n : Σ(k)× Σ(n)k −→ Σ(n).
3. Un élément distingué e ∈ Σ(1). Comme idEns = HomEns(1, ·), par le lemme de
Yoneda
⋆
le morphisme d'unité ǫ : idEns −→ Σ est déterminé univoquement par un
élément e := ǫ
1
(1) ∈ Σ(1). Si x˜ : 1 −→ X est la seule appliation ayant image x,
alors ǫX(x) = (Σ(x˜))(e).
Ces données doivent vérier de plus les axiomes de monade. Ce n'est pas diile à
voir que les onditions de la dénition 1 se traduisent en :
1. µ
(1)
n (e, t) = t pour tout t ∈ Σ(n) et pour tout n ≥ 0.
2. µ
(n)
n (t, {1}
n
, . . . , {n}
n
) = t pour tout t ∈ Σ(n).
3. Pour tout n, k,m ≥ 0, le diagramme suivant ommute :
Σ(k)× Σ(n)k × Σ(m)n
idΣ(k)×(µ
(n)
m )
(k)
//
µ
(k)
n ×idΣ(m)n

Σ(k)× Σ(m)k
µ
(k)
m

Σ(n)× Σ(m)n
µ
(n)
m // Σ(m)
(3.3)
Notation. Soit Σ une monade algébrique dénie par les données que l'on vient de dérire.
Posons ||Σ|| :=
⊔
n≥0Σ(n). On appelle onstantes de Σ les éléments de Σ(0), opérations
unaires les éléments de Σ(1) et en général opérations n-aires les éléments de Σ(n) pour
n ≥ 2. Lorsque l'on veut souligner que u est une opération n−aire, on érit u[n]. Si Σ(0)
n'a qu'un élément, on dit que Σ est une monade ave zéro. Si λ est une opération unaire,
on érit normalement λx au lieu de λX(x); par exemple, −x au lieu de [−]X(x). De même,
si + est une opération binaire, on n'érit pas [+]X(x1, x2) mais x1 + x2.
3.3 Présentation d'une monade algébrique
Étant donnés une monade algébrique Σ et une partie U ⊂ ||Σ||, on onsidère la plus
petite sous-monade ontenant U, e qui revient à dire l'intersetion de toutes les sous-
monades Σα de Σ dont leurs ensembles d'opérations ontiennent U. Notons-la
F∅〈U〉 :=
⋂
U⊂||Σα||
Σα
Proposition 3. Soit U une partie d'une monade algébrique Σ. Alors Σ′ := F∅〈U〉 est la
sous-monade de Σ dont l'ensemble Σ′(n) est formé des élément obtenus en appliquant un
nombre ni de fois les règles suivantes :
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1. {k}
n
∈ Σ′(n) pour tout 1 ≤ k ≤ n.
2. (Propriété de remplaement) Soit u ∈ U une opération k-aire. Alors, pour tout
t1, . . . , tk ∈ Σ
′(n), on a [u]Σ(n)(t1, . . . , tk) ∈ Σ
′(n).
Démonstration. La preuve se réduit à la remarque que la olletion de sous-ensembles
Σ′′(n) ⊂ Σ′(n) ⊂ Σ(n) obtenus en appliquant es deux règles un nombre ni de fois
dénit une sous-monade de Σ ontenant U. Par onséquent Σ′′ = Σ′.
De plus, Durov montre que l'on peut toujours réaliser F∅〈U〉 omme une ertaine sous-
monade de la monade MU des mots à onstants dans U [Du, 4.5.2℄. On peut de même
généraliser la onstrution i-dessus de la façon suivante : soit Σ0 une autre monade
algébrique et soit ρ : Σ0 −→ Σ un morphisme de monades. Si U est une partie de ||Σ||,
on appelle sous-monade engendrée par U sur Σ0
Σ0〈U〉 = F∅〈U ∪ ||ρ(Σ0)||〉.
Dénition 6. Soit Σ une monade algébrique. On dit que Σ est de type ni sur Σ0 s'il
existe une partie nie U de ||Σ|| telle que Σ = Σ0〈U〉. Une monade est dite absolument
de type ni si elle de type ni sur F∅.
On peut onstruire de ette façon des monades libres, mais pour enoder l'information
de la plupart des objets algébriques, on aura besoin d'un ertain type de onditions de
torsion, omme elles qui imposent, par exemple, les axiomes de la dénition d'anneau. On
le fait en dénissant des relations d'équivalene algébrique ompatibles ave la struture
de monade :
Dénition 7. Une relation R ⊂ Σ×Σ ompatible ave la struture de monade de Σ est
la donnée d'un système de relations d'équivalene {R(n) ⊂ Σ(n) × Σ(n)}n≥0 tel que si
t ≡R(k) s, ti ≡R(n) si pour tout 1 ≤ i ≤ k, alors :
[t]Σ(n)(t1, . . . , tk) ≡R(n) [s]Σ(n)(s1, . . . , sk)
En partiulier, R est ompatible ave les appliations induites Σ(ϕ).
Soit Σ une monade algébrique et R une relation ompatible ave Σ. On dénit alors
le quotient Σ′ = Σ/R omme la monade dont les images des ensembles nis sont Σ′(n) =
Σ(n)/R(n) et dont les morphismes de multipliation et d'unité sont les induits par passage
au quotient. C'est la seule struture de monade dans Σ′ pour laquelle l'appliation évidente
Σ −→ Σ′ est un morphisme de monades. Dans la suite, on appliquera ette onstrution
en prenant omme relations les dénies par un système d'équations, 'est-à-dire, par l'in-
tersetion R = ∩αRα d'un ertain nombre de relations algébriques ompatibles. On note
Σ0〈U |R〉 := Σ0〈U〉/R
la monade engendré sur Σ0 par les opérations U et par l'ensemble R de relations.
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Dénition 8. Une monade algébrique Σ admet une présentation nie sur Σ0 si elle de
type ni et s'il existe un ensemble ni de relations R tel que
Σ ∼= Σ0〈U |R〉
3.4 L'additivité
Comme on a montré à la n de l'épigraphe 3.1, l'ensemble sous-jaent à une monade
algébrique a toujours une struture de monoïde multipliatif. On voudrait explorer main-
tenant la possibilité de dénir une addition. Soit Σ une monade algébrique ayant une
onstante 0 ∈ Σ(0). On a des appliations, dites de omparaison, πn : Σ(n) −→ Σ(1)
n
dont la omposante k−ième applique
t 7→ t(0Σ(1), . . . , {1}1 . . . , 0Σ(1)).
Dénition 9. Soit Σ une monade algébrique ave onstante. Une opération binaire
[+] ∈ Σ(2) est une pseudoaddition si π2([+]) = (e, e) ∈ Σ(1)
2. S'il s'agit de plus de
la seule pseudoaddition que l'on peut dénir sur Σ, on dit que [+] est une addition. On
appelle Σ monade hypoadditive (resp. hyperadditive, additive) si toutes les appliations
πn : Σ(n) −→ Σ(1)
n
sont injetives (resp. surjetives, bijetives).
Exemple 4. Soit Σ la monade dénie par Σ(0) = Z et par Σ(n) = Z[T1, . . . , Tn] pour
tout n ≥ 1. Après avoir xée c = 0 omme onstante, π2 applique un polynme F (X, Y )
dans (F (T, 0), F (0, T )) ∈ Σ(1)2. Cette appliation étant surjetive, on onlut que Σ est
une monade hyperadditive. Elle n'est pas additive ar il y a plusieurs façons de dénir un
polynme à deux variables dont ses évaluations en X = 0 et en Y = 0 sont données. Par
exemple, tous les polynmes de la forme f = X.g + Y.h, où g(X, 0) = h(0, Y ) = 1, ont la
même image par π2.
La dénition de pseudoaddition, qui peut sembler bizarre à première vue, ne dit que
x+0 = x = 0+x lorsque l'on la lit dans un Σ−module X. Si Σ est une monade additive,
on obtient une addition en posant [+] = π−12 (e, e). Dans une monade hypoadditive, l'ap-
pliation π0 : Σ(0) −→ 1 est injetive, don, il n'y a qu'un onstante 0 ∈ Σ(0). De plus,
le fait que π2 soit injetive implique que s'il existe une pseudoaddition [+], elle est nées-
sairement unique, 'est-à-dire, une addition. Alors, l'assoiativité et la ommutativité de
[+] déoulent automatiquement des identités pour π2({1}+{2}) et π3(({1}+{2})+{3}).
Proposition 4. Les monades algébriques additives sont en orrespondane bijetive ave
les semi-anneaux. De plus, une monade additive est la monade assoiée à un anneau s'il
existe une symétrie [−] (i.e. une opération unaire d'ordre deux).
Démonstration. On rappel d'abord qu'un semi-anneau est un ensemble R muni de deux
opérations binaires + et · telles que (R,+) est un monoïde ommutatif ayant élément
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neutre 0 et que (R, ·) est un monoïde ave unité 1. On demande de plus que la multipli-
ation soit distributive par rapport à l'addition et que 0 · r = 0 = r · 0 pour tout r ∈ R.
Cette liste d'axiomes nous permet d'érire toute opération n-aire t ∈ Σ(n) d'une façon
unique sous la forme λ1{1} + . . . + λn{n}, e qui revient à dire que l'appliation πn est
bijetive. Par onséquent, un semi-anneau dénit une monade algébrique additive.
Réiproquement, une monade algébrique additive est engendrée par la seule onstante
0 ∈ Σ(0), l'ensemble des opérations unaires |Σ| = Σ(1) et l'addition [+] ∈ Σ(2). En
utilisant la struture de monoïde multipliatif de Σ(1), l'injetivité des appliations π2
et π3, ainsi que le fait que la monade n'admet qu'une seule onstante, on obtient la
présentation suivante :
Σ = F∅〈0
[0], |Σ|, [+][2]|x+ y = y + x, (x+ y) + z = x+ (y + z), x+ 0 = x,
λ(x+ y) = λx+ λy, (x+ y)λ = xλ+ yλ, ∀λ ∈ |Σ|〉
Alors, si l'on muni |Σ| du produit provenant de la struture de monoïde multipliatif et
de l'addition + : |Σ|2 −→ |Σ|, les relations i-dessus impliquent que (|Σ|,+, ·) est un semi-
anneau. C'est lair que les inverses pour l'addition sont la seule donnée supplémentaire
dont on a besoin pour avoir en fait un anneau.
Remarque 3. Le nouveau adre des monades algébriques permet de onsidérer des géo-
métries relatives à des semi-anneaux tels que N ou R≥0 qui ne puissent pas être traitées
ave les tehniques usuelles de la géométrie algébrique. Cela a un spéial intérêt étant
donnée que la géométrie tropiale, très en vogue depuis la n des années 90, repose sur le
semi-anneau T = (R,⊕,⊗), où x⊕y := min {x, y} et x⊗y := x+y (voir [RST℄ pour une
introdution). Puisque on n'as pas enore trouvé une dénition fontorielle des variétés
tropiales, il serait intéressant d'étudier les propriétés de la géométrie relative à T au sens
de Durov et voir si ela orrespond en quelque sens à e que l'on attend.
3.5 Les monades ommutatives
Malgré le suès du langage des monades algébriques pour enoder la géométrie sur
de nouvelles strutures, e adre est enore trop vaste pour avoir des équivalents des
théorèmes lassiques. De la même manière que l'on a introduit les monades algébriques en
généralisant une propriété agréable des monades ΣR assoiées à un anneau, on va s'inspirer
d'un autre trait des opérations dénissant ΣR pour un anneau R ommutatif an de
trouver une sous-atégorie pleine des monades algébriques sur laquelle on travaillera dans
la suite. En eet, dans un anneau lassique R = (R,+,×), on a toujours le groupe abélien
(R,+) et on peut voir la distributivité omme une sorte de relation de ommutation entre
la somme et le produit. De plus, lorsque R est ommutatif, le monoïde sous-jaent (R,×)
est aussi ommutatif. Alors, dans un ertain sens, un anneau usuel est ommutatif si
toutes les opérations ommutent entre elles. Cela justie la dénition suivante :
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Dénition 10. Soit Σ une monade algébrique. On dit que les opérations t ∈ Σ(n) et
s ∈ Σ(m) ommutent si pour tout Σ−module X et pour toute famille d'éléments {xij}
indexés par 1 ≤ i ≤ n et par 1 ≤ j ≤ m on a
t(s(x11, . . . , x1m), . . . , s(xn1, . . . , xnm)) = s(t(x11, . . . , x1n), . . . , t(xm1, . . . , xmn))
Une monade algébrique est ommutative si tout ouple d'opérations dans ||Σ|| ommute.
Cette dénition, tout à fait eetive, a un goût lairement matriiel. En eet, si l'on
note par M la matrie n×m formée des éléments {xij}, on peut faire agir les opérations
t et s sur M de deux façons : premièrement, on évalue s dans haque ligne et on obtient
n valeurs auxquels on applique t ; deuxièmement, on évalue t dans haque olonne et
puis on applique s aux m éléments obtenus. Alors t et s sont ommutatives si les deux
proédés donnent le même résultat. Dans les exemples suivants on montre e que ette
égalité entraîne pour les opérations d'arité basse.
Exemple 5 (Commutativité des onstantes). Soient c, d ∈ Σ(0) deux onstantes dans
Σ. La ondition i-dessus se lit c = d, don une monade ommutative admet au plus une
onstante. Cela permet de se référer sans ambiguïté à la onstante 0 d'une monade om-
mutative. Soit maintenant t une opération n-aire. Si t et c ommutent, alors t(c, . . . , c) = c.
Par onséquent, dans une monade algébrique 0 reste invariant par toutes les opérations.
Exemple 6 (Commutativité des opérations unaires). Soient u, v ∈ |Σ| deux opérations
unaires. Si elles ommutent, on a uv = vu. On onlut que le monoïde sous-jaent à une
monade ommutative est aussi ommutatif. Soit maintenant t une opération n-aire. La
ommutativité de u et t se traduit en t(ux1, . . . , uxn) = ut(x1, . . . , xn), qui devient la
distributivité de la somme lorsque t = [+].
Exemple 7 (Commutativité des opérations binaires). Soient t, s ∈ Σ(2) deux opérations
binaires. On dit que t et s ommutent si pour tout x, y, z, t d'un Σ−module X quelonque
on a t(s(x, y), s(z, t)) = s(t(x, z), t(y, t)). Lorsque t = s = [+] ela signie simplement que
(x+ y) + (z + t) = (x+ z) + (y + t).
Il existe un rapport étroit entre l'additivité et la ommutativité d'une monade algé-
brique. D'abord, 'est très faile à montrer qu'une monade ommutative admet au plus une
pseudoaddition (voir la n de la paragraphe 4.6). Par onséquent, toute monade ommu-
tative hyperadditive est automatiquement additive. De plus, d'après la proposition 4, une
monade additive est isomorphe à Σ|Σ|. On en déduit qu'une monade algébrique additive
Σ est ommutative si et seulement si le semi-anneau |Σ| est ommutatif. En vue de toutes
es onsidérations, les monades algébriques ommutatives ressemblent susamment aux
anneaux ommutatifs pour introduire :
Dénition 11. On appelle anneau généralisé une monade algébrique ommutative sur
les ensembles. On note par Gen la sous-atégorie pleine des monades algébriques formé
par les anneaux généralisés.
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Une fois que l'on est arrivés à la dénition d'anneau généralisé, on peut essayer de
trouver la généralisation d'un orps. Évidemment, il ne sut pas de demander que tous
les éléments non nuls du monoïde ommutatif sous-jaent soient inversibles. Entre les
propriétés usuels des orps lassiques, on hoisit la non-existene d'idéaux propres omme
dénition. On dit qu'un anneau généralisé est sous-trivial s'il est isomorphe à une sous-
monade de la monade nale 1 dérite dans l'exemple 1. Ainsi,
Dénition 12. Un anneau généralisé non sous-trivial K est un orps généralisé si tout
quotient strit de K diérent de lui même est sous-trivial.
Cette dénition généralise la notion de orps au sens que tout orps lassique est un
orps généralisé. Comme on va montrer dans la setion suivante, le orps à un élément et
le orps résiduel de Z∞ sont des orps généralisés.
4 Exemples
Dans ette setion, on montre à travers d'exemples d'anneaux généralisés la puissane
du nouveau adre algébrique, justiant ainsi toute la mahinerie qui a été développée an
de onstruire la atégorie des monades algébriques ommutatives. On identie toujours un
anneau lassique R ave sa monade assoiée ΣR. Comme on avait promis dans la remarque
1, on ommene par dérire la sous-monade de Z formée des ombinaisons linéaires for-
melles à oeients non négatifs. Ensuite, on onstruit l'anneau loal à l'inni Z∞ et on
dérit les Z∞−modules. Ces deux objets étant dénis, on est prêts pour identier le orps
à un élément F1 ave leur intersetion. On étudie de même les extensions ylotomiques
de F1 et l'on montre que Z admet une présentation nie sur F1. Dans la partie nale, on
dénit, pour tout entier N ≥ 1, deux anneaux généralisés AN et BN qui sont à la base de
la onstrution de la ompatiation de Spec Z.
4.1 N
Soit N l'endofonteur des ensembles dont l'image de haque X est donnée par les
ombinaisons linéaires à support ni d'éléments de X à oeients non-négatifs :
N(X) = {λ1{x1}+ . . .+ λn{xn} : λi ∈ Z, λi ≥ 0, xi ∈ X, n ≥ 0}.
Puisque ǫ(x) = {x} ∈ N et le produit de deux entiers non-négatifs est enore non-négatif,
N est ompatible ave la multipliation et l'unité de Z, don il s'agit d'une sous-monade
dont l'ensemble sous-jaent est le monoïde des entiers non-négatifs.
Considérons un N−module : 'est la donnée d'un ensemble X et d'un morphisme
α : N(X) −→ X tel que α ◦ µX = α ◦ N(α) et que α ◦ ǫX = idX . Alors, l'opération
x · y = α({x} + {y}) munit X d'une struture de monoïde ommutatif et l'on montre
omme dans (3.1) que la atégorie des N−modules est en fait équivalente à elle des
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monoïdes ommutatifs. La restrition de salaires par rapport à l'inlusion N −→ Z est
don le fonteur d'oubli des groupes abéliens vers les monoïdes ommutatifs, qui admet
omme adjoint le fonteur libre D 7−→ G[D].
4.2 Z∞
Soit maintenant Σ∞ la sous-monade de R dénie par les ombinaisons otahedrales,
'est-à-dire, par les ombinaisons linéaires formelles à support ni Σiλi{xi}, où les λi ∈ R
satisfont
∑
i|λi| ≤ 1. En eet, 'est une sous-monade de R ar {x} ∈ Σ∞ pour tout
élément de la base et l'on a l'inégalité
∑
i,j
|λiµij| =
∑
i
|λi|
∑
j
|µij| ≤
∑
i
|λi| ≤ 1,
e qui revient à dire que les ombinaisons formelles des éléments dans Z∞ appartiennent de
nouveau à Z∞. Le monoïde sous-jaent est |Z∞| = [−1, 1] ave la multipliation induite
par elle de R. En remplaent les nombres réels par les omplexes, on obtient la sous-
monade Z∞ ⊂ C.
Quels sont les Z∞−modules ? Par dénition, un Z∞−module est un ensemble X muni
d'une appliation α : Σ∞(X) −→ X telle que α({x}) = x pour tout x ∈ X et que
α(
∑
i
λi{α(
∑
i
µij{xj})}) = α(
∑
i,j
λiµij{xj})
Remarquons que lorsque X est un ensemble à n points dans le plan ane, Σ∞(X) s'iden-
tie à l'enveloppe onvexe des points. Cela nous amène à étudier les réseaux et les orps
onvexes dans un espae vetoriel. An de donner une desription plus parlant de Z∞-
module, on onstruit d'abord la atégorie de Z∞−réseaux, que l'on plonge ensuite dans
la atégorie de Z∞-modules sans torsion.
Commençons par rappeler le as p-adique. Fixons don un nombre premier p et soit
E un Qp-espae vetoriel de dimension nie. Alors, il existe une bijetion entre l'ensemble
de Zp-réseaux modulo l'ation multipliative de Q∗p et les sous-monoïdes maximaux om-
pates (pour la topologie p-adique) de End(E), la orrespondane étant donné par
A 7−→ MA = {g ∈ End(E) : g(A) ⊂ A}
Si E est un espae vetoriel réel de dimension nie, on peut assoier à toute forme qua-
dratique dénie positive Q le sous-monoïde ompat maximal
MQ = {g ∈ End(E) : Q(g(x)) ≤ Q(x) ∀x ∈ E}.
Cependant, il existe des sous-monoïdes ompats maximaux n'ayant pas ette struture.
PuisqueQ dénit la norme ||x|| =
√
Q(x), on peut remplaer les espaes vetoriels quadra-
tiques par le adre plus général des espaes vetoriels normés. En fait, on obtient ainsi une
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équivalene entre les normes sur E et les orps ompats symétriques onvexes inlus dans
E modulo l'ation multipliative de R∗. En eet, si l'on se donne une norme||·|| sur E, l'en-
semble A||·|| = {x ∈ E : ||x|| ≤ 1} est un orps ompat symétrique onvexe et, réiproque-
ment, tout orps A vériant es propriétés dénit la norme ||x|| = inf{λ > 0 : λ−1x ∈ A}.
D'après [Du, 2.3.3℄, les orps ompats symétriques onvexes sont en bijetion ave le
sous-monoïdes maximaux ompats (pour la topologie eulidienne usuelle) de End(E).
Par analogie ave le as p-adique, on dit que :
Dénition 13. Un Z∞-réseau est la donnée d'un ouple A = (AZ∞ , AR) formé d'un espae
vetoriel AR de dimension nie et d'un orps ompat symétrique onvexe AZ∞ ⊂ AR. Un
morphisme de Z∞-réseaux est un ouple f = (fZ∞ , fR) formé d'une appliation linéaire
fR : AR −→ BR et d'une appliation fZ∞ : AZ∞ −→ BZ∞ telle que fZ∞ = fR|AZ∞ .
Ensuite, on peut élargir la atégorie en oubliant le fait que l'espae vetoriel AR soit
de dimension nie et que le orps symétrique onvexe soit ompat, même fermé. On
appelle Z∞-modules plats (ou sans torsion) les nouveaux ouples. Maintenant on utilise la
onstrution généralisant la proposition 1 pour obtenir une notion de Z∞-module. Puisque
le fonteur d'oubli de la atégorie des Z∞-modules sans torsion vers les ensembles
ΓZ∞ : Z∞ −Modpl −→ Ens, A 7−→ AZ∞ = HomZ∞(Z∞, A)
admet omme adjoint à gauhe le fonteur libre
LZ∞ : Ens −→ Z∞ −Modpl, X 7−→ Z∞(X),
on obtient une monade Σ∞ sur les ensembles. À diérene de e qui se passait ave les
monades assoiées à des anneaux, dans e as la atégorie Z∞−Modpl n'est pas équivalente
à EnsΣ∞ , mais une sous-atégorie pleine. On dénit alors :
Dénition 14. Un Z∞-module est un objet de la atégorie Ens
Σ∞
.
On rappel que dans la théorie standard des anneaux ommutatifs, la loalisation de
Z dans le nombre premier p, que l'on note Z(p), est l'ensemble des frations
m
n
tels que
p ne divise pas n. Cela orrespond à onsidérer les éléments de Zp qui appartient à Q,
'est-à-dire, l'intersetion Z(p) = Zp ∩Q. Par analogie, on dénit
Z(∞) = Z∞ ∩Q.
Alors, Z(∞)(X) est l'ensemble des ombinaisons linéaires otahedrales à oeients ra-
tionnels. Dans la onstrution de Ŝpec Z, on aura besoin d'exiger que les dénominateurs
des oeients soient seulement des puissanes d'un entier N. Cela revient à onsidérer
l'intersetion AN := Z[
1
N
] ∩ Z(∞).
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4.3 Anneaux de valuation
L'exemple préédent suggère la néessité d'étudier les anneaux de valuation dans toute
leur généralité. Soit K un orps et soit |·|v une valuation sur K arhimédienne ou non. On
pose Nv := {x ∈ K : |x|v ≤ 1} et on dénit l'anneau de valuation de |·|v omme étant la
plus grande sous-monade algébrique Ov de K telle que Nv soit un Ov−module. Alors, Ov
est un anneau lassique si et seulement si |·|v est une valuation arhimédienne. En eet,
Ov(n) = {(λ1, . . . , λn) ∈ K
n : |
n∑
i=1
λixi|v ≤ 1 si |xi|v ≤ 1 ∀i = 1, . . . , n}
Lorsque |·|v est arhimédienne, la ondition i-dessus équivaut à |λi|v ≤ 1 pour tout
i = 1, . . . , n, de sorte que Ov(n) = N
n
v . Si par ontre |·|v n'est pas arhimédienne, Ov(n)
dévient l'ensemble des n-uplets telles que |λ1|v + . . . + |λn|v ≤ 1. En prenant la valeur
absolue arhimédienne dans Q,R et C on obtient Z(∞),Z∞ et Z∞ respetivement omme
anneaux de valuation. On montre omme dans l'exemple 4.7 que l'on réupère les anneaux
initiaux en loalisant les anneaux de valuations dans le système multipliatif engendré par
un élément 0 < |f | < 1 quelonque.
Si |·|v est une valuation arhimédienne, on sait que Ov est un anneau loal d'idéal
maximal mv = {x ∈ K : |x|v < 1} et l'on appelle orps résiduel le quotient de Ov
par mv. Étudions le as non-arhimédien sur R. Cela revient à quotienter Z∞ par les
points intérieurs de [−1, 1], qui sont eux à valeur absolue stritement plus petit que 1. Il
s'agit d'un idéal de l'anneau généralisé Z∞ au sens que l'on va introduire dans la setion
suivante. Comme ensemble sous-jaent F∞ := Z∞/m∞ est réduit à {−1, 0, 1}, qui admet
la struture de Z∞-module suivante :
α(λ−1−1 + λ0{0}+ λ1{1}) =


1 λ1 − λ−1 = 1
−1 λ1 − λ−1 = −1
0 |λ1 − λ−1| < 1
Soit maintenant x = λ1{1}+ . . .+λn{n} un élément de Z∞(n). Si
∑n
i=1|λi| < 1, alors
[x] = [0] dans F∞(n). Considérons x et y tels que
∑n
i=1|λi| = 1. Dans e as, [x] = [y]
si et seulement si les suites des signes des oeients λi oïnident. Cette monade n'est
pas additive, ar tous les éléments diérents de ±{i}, i = 1, . . . , n sont dans le noyau de
l'appliation de omparaison πn : F∞(n) −→ |F∞|n. Notamment, F∞ est engendré par une
onstante 0[0], une opération unaire [−1][1] et une opération binaire ∗[2] déni dans haque
F∞-module par [x] ∗ [y] = [(1 − λ)x + λy], 0 < λ < 1 étant un nombre réel quelonque.
L'opération ∗ vérie les propriétés suivantes :
0 ∗ 0 = 0, x ∗ 0 = 0, x ∗ x = x, x ∗ (−x) = 0,
(−x) ∗ (−y) = −(x ∗ y), (x ∗ y) ∗ z = x ∗ (y ∗ z)
Montrons, par exemple, la ommutativité :
x ∗ y − y ∗ x = (1− λ)x+ λy − (1− λ)y − λx = (1− 2λ)x+ (2λ− 1)y.
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Puisque |1− 2λ|+ |2λ− 1| < 1, l'élément x ∗ y− y ∗ x est nul dans le quotient. Cela nous
permet d'érire la présentation suivante, où l'on utilise une extension de F1 que l'on va
dénir dans le paragraphe suivant :
F∞ = F12 [∗
[2]|e ∗ e = 0, e ∗ e = e, x ∗ y = y ∗ x, (x ∗ y) ∗ z = x ∗ (y ∗ z)] (4.1)
Remarquons que les relations déoulant de la ommutativité ont été omises.
4.4 F1 : le orps à un élément
On peut nalement dénir le orps à un élément omme la monade
F1 := N ∩ Z∞.
Quand on regarde l'image d'un ensemble X par F1, la ondition de positivité implique
que les seules ombinaison linéaires permises sont {x} pour quelque x ∈ X, ou elle où
tous les oeients sont nuls. Autrement dit : F1(X) = X ⊔ 0.
Un F1−module est don un ouple (X,α) où α : X ⊔ 0 −→ X oïnide ave l'identité
surX et α(0) = 0X ∈ X. Par onséquent, on identie les F1−modules aux ensembles ayant
un point distingué. Pour obtenir une présentation de F1, il sut d'ajouter à la monade
initiale la onstante 0 ∈ F1(0), de sorte que F1 = F∅〈0[0]〉 est la monade libre engendrée par
une onstante. Cela entraîne que se donner une monade algébrique ayant une onstante
0 ∈ Σ(0) soit équivalent à se donner un morphisme de monades ρ : F1 −→ Σ. De la
présentation i-dessus, on déduit que F1 est un orps généralisé, ar le seul quotient strit,
F∅, est sous-trivial.
Puisque le monoïde sous-jaent à F1 est {0, 1}, le seule idéal propre est {0}, autrement
dit, Spec F1 est réduit à un point. C'est pour ela que l'on se réfère au spetre du orps
à un élément omme le point absolu. On obtient un résultat analogue pour F∅, ainsi
que pour les extensions ylotomiques de l'exemple suivant. Cependant, il y a enore
des géométries au-dessus de F1. En eet, dans [TV℄ les auteurs montrent qu'il y a un
fonteur d'extension de base des shémas relatifs à la atégorie monoïdale (SEns,×, ∗)
des ensembles simpliiaux
⋆
munis du produit diret vers les shémas sur F1. Le spetre de
F∅ étant l'objet initial de la atégorie des shémas anes généralisés, il serait intéressant
d'éluider le rle de ette géométrie dans l'approhe de Durov.
4.5 Extensions ylotomiques
De même, l'extension F12 de F1 est dénie omme la monade
F12 := Z ∩ Z(∞) = Z ∩ Z∞.
Ainsi, F12(X) est formé des ombinaisons formelles à au plus un oeient entier de valeur
absolue 1, e qui donne 0, les éléments de la base {x} et leurs opposés −{x}, de sorte
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que F12(X) = X ⊔ −X ⊔ 0. On a F1 = N ∩ F12 . Évidemment, F12 est de type ni sur F1,
engendré par une opération unaire :
F12 = F∅〈0
[0], [−][1] | − (−x) = x〉 = F1〈[−]
[1] | − (−x) = x〉
Aux données qui dénissent un F1−module, il faut ajouter l'ation de α sur −X an
d'avoir un module sur F12 . Puisque on peut la voir omme une involution laissant inva-
riant 0X , F12−Mod est la atégorie des ensembles ave un point distingué munis d'une
involution qui préserve e point. Cette extension est d'une spéiale importane depuis les
travaux d'Alain Connes et Caterina Consani, qui ont montré dans [CC℄ que les groupes
de Chevalley n'ont pas une struture de variété sur F1 mais sur F12 , en répondant de ette
façon inattendue à la question posée par Soulé dans [So2℄.
Est-e qu'il y a d'extensions de F1 de degré plus grand que deux ? Même si ela
pourrait paraître paradoxale, la réponse à ette question a été trouvée plus d'une dizaine
d'ans avant d'avoir une dénition préise de F1. En eet, dans le manusrit non publié
[KS℄ Kapranov et Smirnov ont proposé de penser à F1n omme le monoïde formé de zéro et
les raines n-ièmes de l'unité µn. En suivant des idées de Weil et d'Iwasawa selon lesquelles
ajouter des raines de l'unité est équivalent à faire une extension du orps de base, ils
suggèrent qu'un shéma X est déni sur F1n lorsque l'anneau des fontions régulières sur
X ontient les raines n-ièmes de l'unité. On peut de même penser à la lture algébrique
de F1 ou à la droite ane A1F1 omme le monoïde ontenant zéro et toutes les raines
de l'unité. Ces idées, ainsi que le travail [Hab℄ de Habiro, ont inspiré les dénitions de
oordonnées ylotomiques et de fontions analytiques sur F1 [Ma3℄.
Dans le langage des monades, F1n = F1〈ζ
[1]
n |ζnnx = x〉. Remarquons que F1 étant un
quotient strit de F1n, il ne s'agit pas d'un orps généralisé si n ≥ 2. Un F1n−module
est un ensemble muni d'une ation libre de Z/nZ. La orrespondane ϕm,n : ζn 7−→ ζmnm
induit un plongement de F1n dans F1nm pour des entiers n,m ≥ 1 quelonques. Si l'on
prend la limite indutive par rapport à ϕm,n, on obtient l'anneau généralisé
F1∞ := lim−→F1
n = F1〈ζ1, ζ2, . . . |ζ1 = e, ζn = ζ
m
nm〉
Ce nouveau objet amusant aquiert dans [CCM℄ une interprétation en termes du système
de Bost-Connes (f. [BC℄).
4.6 Z admet une présentation nie sur F1
On montre d'abord que Z est de type ni sur F∅. En eet, il sut de prendre omme
opérations 0 ∈ ΣZ(0), [−] ∈ ΣZ(1) et [+] ∈ ΣZ(2), soumis à l'ensemble R de relations
exprimant que (Z,+) est un groupe abélien :
x+ (−x) = 0, x+ 0 = x = 0 + x, (x+ y) + z = x+ (y + z), x+ y = y + x.
On a ainsi
Z = F∅〈[0]
[0], [−][1], [+][2] | R〉 = F1〈[−]
[1], [+][2] | R〉 = F12〈[+]
[2] | R〉. (4.2)
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Si l'on sous-entend que Z est une monade algébrique ommutative, on n'a besoin que de
deux premières relations, de sorte que
Z = F1〈[−]
[1], [+][2] | 0 + e = e = e+ 0, (−e) + e = 0〉
Cette présentation peut être interprété omme donnant une réponse positive à la question
si Z est un anneau de polynmes qui se pose en vue de l'analogie entre les orps de nombres
et les orps de fontions disuté au début. En eet, on peut voir Z omme un quotient
d'un anneau de polynmes sur F1, dont les deux variables sont des opérations, par l'idéal
engendré par les relations i-dessus. En partiulier, Z est de type ni sur F1. C'est alors
immédiat de montrer que :
Proposition 5. Un anneau R est absolument de type ni si et seulement s'il est de type
ni sur Z au sens lassique, 'est-à-dire, s'il existe des éléments x1, · · · , xn ∈ R tels que
R = Z[x1, . . . , xn].
De même, on obtient la présentation
N = F1〈[+]
[2] | 0 + e = e = e+ 0〉. (4.3)
Le fait que Z soit de type ni sur F1 entraînera évidement que Spec Z est de type ni
sur Spec F1, après avoir donné un sens rigoureux au point absolu Spec F1. Cela ontredit
les prévision de Manin dans [Ma4℄, où la question sur quelle est la dimension de Spec Z
est abordée. Du point de vue plus orthodoxe, la dimension de Krull de Spec Z est un et les
nombres premiers sont des points zéro-dimensionnels dans Spec Z, que l'on peut onsidé-
rer géométriquement omme les images du morphismes Spec Fp −→ Spec Z. Cependant,
quelques analogies surprenantes entre les nombres premiers et les noeuds [Mo℄, ainsi que
l'existene d'une dualité de Poinaré en dimension 3 pour la topologie étale de Spec Z,
suggèrent qu'une autre possible réponse est dimSpec Z = 3. Finalement, Manin a onje-
turé que la dimension de Spec Z est inni lorsque l'on regarde le spetre des entiers sur
le point absolu. Dans l'approhe de Durov, Spec F1 admet une présentation de type ni,
mais e n'est pas lair omment on peut dénir une notion de dimension. Remarquons,
en tout as, que Z est engendré par trois opérations.
On montre l'utilité de dérire une monade par une présentation par des opérations et
par des relations en alulant le produit tensoriel Z⊗F1 Z dans la atégorie des anneaux
généralisés. Prenons d'abord la première présentation dans 4.2. La monade ommutative
Z⊗F∅ Z est don engendré par deux onstantes c, d deux opérations unaires u, v et deux
opérations binaires s et t soumis aux mêmes relations. D'après l'exemple 5, la ommu-
tativité implique c = d. On peut don onsidérer Z ⊗F1 Z. En remplaent y et z par
la onstante 0 dans l'équation de l'exemple 7 et en utilisant les relations, on en déduit
s(x, t) = t(x, t) pour tout x, t dans un module X, don s = t. Un raisonnement pareil
montre que u et v doivent aussi oïnider, de sorte que Z⊗F1 Z = Z. Il s'agit d'un résul-
tat en quelque mode déevant ar l'on s'attendait de trouver une atégorie où le produit
tensoriel de Z par soi même n'était pas trivial.
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4.7 Les anneaux généralisés AN et BN .
Dans ette épigraphe on étudie deux anneaux qui vont être essentiels dans la onstru-
tion de la ompatiation de Spec Z. Soit N ≥ 1 entier, dénissons f = 1
N
. D'abord, on
pose BN = Z[f ], qui est don un anneau au sens lassique ayant
Spec BN = (
⋃
p∤N
pBN) ∪ (0)
On dénit ensuite AN omme l'intersetion AN := BN ∩ Z(∞) = BN ∩ Z∞. Tout élément
de BN(n) peut être érit omme un n-uplet (
u1
Nk
, . . . , un
Nk
), où ui ∈ Z et k ≥ 0 est le plus
grand exposant qui apparaît dans les dénominateurs. Alors, l'intersetion ave Z∞ impose
la ontrainte
∑n
i=1|ui| ≤ N
k
et l'on en déduit :
AN (n) = {(λ1, . . . , λn) ∈ Q
n : λi ∈ BN ,
n∑
i=1
|λi| ≤ 1} =
= {(
u1
Nk
, . . . ,
un
Nk
) : k ≥ 0, ui ∈ Z,
n∑
i=1
|ui| ≤ N
k} (4.4)
Notamment le monoïde sous-jaent à AN est l'ensemble |AN | des éléments de BN à valeur
absolue plus petite ou égale à 1. On a un plongement anonique AN −→ BN , induisant
don un morphisme injetif des loalisations (voir la setion suivante pour une dénition
préise) AN [f
−1] −→ BN [f
−1] = BN . Soit λ = (λ1, . . . , λn) ∈ BN (n). Il existe un entier
k ≥ 0 tel que |λ1|+ . . .+ |λn| ≤ N
k. Alors fkλ = N−kλ appartient à AN(n), e qui revient
à dire que λ ∈ AN [f
−1](n). Par onséquent, BN est une sous-monade de AN [f
−1], d'où
l'égalité BN = AN [f
−1].
Proposition 6. L'anneau généralisé AN satisfait les propriétés suivantes :
1. C'est un anneau loal généralisé d'idéal maximal p∞ = {λ ∈ BN : |λ| ≤ 1}.
2. À l'exeption de p∞, les idéaux premiers non nuls de AN sont en bijetion ave les
nombres premiers p ne divisant pas N .
Démonstration. Pour la première partie de la proposition, il sut de onsidérer le plon-
gement j : AN −→ Z(∞). Comme on a vu dans l'exemple 4.2, Z(∞) est un anneau loal
généralisé d'idéal maximalm(∞) = {λ ∈ Q : |λ| < 1}. L'image réiproque de m(∞) par j est
l'idéal maximal p∞ := j
−1(m(∞)) = {λ ∈ |BN | : |λ| < 1}. Comme |AN |−p∞ = {−1, 1} est
l'ensemble des éléments inversibles de |AN |, on onlut que AN est loal. Pour la deuxième
partie, soit p premier ne divisant pas N . Alors pBN est un idéal premier de BN . Si l'on
pose pp := i
−1(pBN), i étant le plongement anonique de AN dans BN , on obtient un idéal
premier de AN . Puisque BN est la loalisation de AN dans le système multipliatif engen-
dré par
1
N
, les idéaux premiers de AN ne ontenant pas
1
N
sont en bijetion ave Spec BN .
La preuve se réduit don à montrer que le seul idéal premier de AN ontenant
1
N
est l'idéal
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maximal, e qui revient à dire que si p est un tel idéal, alors p∞ ⊂ p. Soit λ ∈ p∞. Comme
|λ| < 1 il existe k susamment grand tel que |λ|k < 1
N
. Alors µ = Nλk ∈ |AN |, don
λk ∈ p. Mais p étant premier, ela implique λ ∈ p, don p∞ ⊂ p.
La onséquene la plus importante de la proposition i-dessus est la desription du
spetre de l'anneau généralisé AN , où l'on voit apparaître pour la première fois une réa-
lisation onrète du premier inni :
Spec AN = {(0)} ∪ {pp : p ∤ N} ∪ {p∞}
Dorénavant, on note ξ := (0), p := pp et∞ := p∞ par analogie ave une ourbe projetive.
Alors Spec AN ontient un point générique ξ et un seul point fermé∞, dont le omplément
est homéomorphe à Spec BN = Spec Z[
1
N
]. Par onséquent, p = {p,∞}.
Corollaire 2. Soit U ( Spec AN une partie non-vide. Alors U est ouverte si et seulement
si Spec AN − U ontient ∞ et un nombre ni d'idéaux p.
On nit l'étude de l'anneau généralisé AN en énonçant un théorème, dont la démons-
tration se trouve dans [Du, 7.1.26℄, qui sera important dans la disussion sur la dimension
de la ompatiation de Spec Z.
Theorème 1. L'anneau généralisé AN admet une présentation nie sur F1, engendrée
par les opérations
sp({1}, . . . , {p}) =
1
p
{1}+ . . .+
1
p
{p},
où p est un diviseur premier de N, et les relations
sp({1}, . . . , {1}) = {1}
sp({1}, . . . , {p}) = sn({σ(1)}, . . . , {σ(p)}), σ ∈ Sp
sp({1}, . . . , {p− 1},−{p− 1}) = sn({1}, . . . , {p− 2}, 0, 0)
5 Vers la ompatiation de Spec Z
5.1 Shémas généralisés
On a déjà remarqué dans l'introdution que l'étape déliate de la nouvelle théorie
onsistait en dénir une atégorie juste pour remplaer les anneaux ommutatifs usuels.
Après ela, la onstrution d'un shéma ane généralisé est totalement analogue à elle
provenant de la géométrie algébrique lassique. Le travail le plus dur a été, don, déjà fait.
Dans ette setion, on dénit d'abord e que l'on entend par loalisation et par idéaux
premiers, puis on onstruit le spetre d'un anneau généralisé omme espae topologique
et on le munit d'un faiseau d'anneaux généralisés, e qui nous permet d'arriver à la
dénition de espae annelé généralisé.
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Tab. 1  Exemples d'anneaux généralisés
Monade Hypoadditive Hyperadditive Corps Présentation
Z oui oui non (4.2)
N oui oui non (4.3)
Z∞ oui non non ?
Z(∞) oui non non F12〈{sn}n>1〉
Z∞ oui non non ?
F∅ non non non monade initiale
F1 oui non oui F∅[0[0]]
F1n oui non non F1〈ζ
[1]
n |ζnnx = x〉
F1∞ oui non non non nie
F∞ non non oui (4.1)
AN oui non non theor. 1
BN oui oui non BN = Z[N−1]
Soit A un anneau généralisé et soit S ⊂ |A| un sous-monoïde. On appelle loalisation
de A l'objet initial A[S−1] dans la atégorie des ouples (B, ρ), où B est un anneau
généralisé et ρ : A −→ B est un morphisme tel que tous les éléments de ρ1(S) ⊂ |B|
sont inversibles. Lorsque S est le système multipliatif engendré par un élément f ∈ |A|,
on érit A[f−1] ou Af . Une desription plus expliite est la donnée par la présentation
suivante, dans laquelle on onsidère les opérations unaires s−1 pour tout s ∈ S :
A[S−1] = A〈(s−1)s∈S|ss
−1 = e = s−1s〉.
Comme dans le as lassique, A[S−1](n) ontient les lasses d'équivalene des ouples
(a, s) ∈ A(n)× S modulo la relation (x, s) ∼ (y, t)⇔ ∃u ∈ S tel que utx = usy.
Soit A un anneau généralisé. On appelle idéal de A tout A-sous-module du monoïde
sous-jaent |A|. En imitant la théorie usuelle, les idéaux premiers sont les idéaux p tels
que Sp := |A| − p est un système multipliatif, et les idéaux maximaux sont les éléments
maximaux pour l'ordre partiel déni par l'inlusion dans l'ensemble d'idéaux propres de
A. Comme dans l'algèbre ommutative, tout idéal maximal est premier et tout anneau
généralisé admet au moins un idéal maximal. Quand il n'y en a plus, l'anneau est dit
loal. Cela équivaut à dire que tous les éléments du omplément de l'idéal dans |A| sont
inversibles. On est alors en état de onstruire le spetre premier d'un anneau généralisé :
Dénition 15. Soit A un anneau généralisé. On appelle spetre premier de A, et on le
note Spec A, l'ensemble d'idéaux premiers de A muni de la topologie, dite de Zariski, dont
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les fermés sont les ensembles
V (M) := {p ∈ Spec A : M ⊂ p},
M étant un sous-ensemble quelonque de |A|. Une base de ette topologie est formée des
ouverts prinipaux D(f) := {p : f /∈ p}, où f ∈ |A|.
Chaque A−module M dénit un faiseau d'anneaux généralisés M˜ sur Spec A dont
les setions sont Γ(D(f),M) = Mf pour haque ouvert prinipal D(f) orrespondant à
un élément f du monoïde |A|. Lorsque M = A on obtient le faiseau strutural OSpecA.
Tous les M˜ sont alors des OSpecA-modules.
Dénition 16. Un espae annelé généralisé est la donnée d'un ouple (X,OX) formé d'un
espae topologique et d'un faiseau d'anneaux généralisés sur X . Un morphisme d'espaes
annelés généralisés est un ouple (f, f ♯) : (X,OX) −→ (Y,OY ) formé d'une appliation
ontinue f : X −→ Y et d'un morphisme de faiseaux f ♯ : OY −→ f∗OX , où f∗OX est
l'image direte du faiseau OX par f . On dit que (X,OX) est loalement annélé si pour
tout P ∈ X l'anneau des germes OX,P est loal.
On obtient de même une notion d'isomorphisme d'espaes annelés généralisés. Les shé-
mas anes généralisés sont alors les espaes annelés les plus simples et l'on va onstruire
les shémas généralisés en les reollant :
Dénition 17. Un shéma ane généralisé X est un espae loalement annelé géné-
ralisé qui est isomorphe à (Spec A,OSpecA) pour un ertain anneau généralisé A. Un
shéma généralisé est alors un espae annélé généralisé (X,OX) qui admet un reouvre-
ment ouvert par des shémas anes généralisés. Lorsque Γ(X,OX) admet une onstante,
e qui revient à dire que Γ(X,OX(0)) est non-vide, on dit que X est un shéma sur F1.
Un morphisme entre deux shémas généralisés X et Y est un morphisme f des espaes
annélés généralisés (X,OX) et (Y,OY ) tel que pour tout ouvert ane Spec B = V ⊂ Y
et Spec A = U ⊂ X vériant f(V ) ⊂ U , la restrition f |V : V −→ U soit induite par un
morphisme d'anneaux généralisés ϕ : A −→ B. On obtient ainsi la atégorie des shémas
généralisés. Comme dans la géométrie algébrique usuelle du point de vue fontoriel, un
shéma généralisé peut être déni d'une manière plus intrinsèque omme un fonteur
ontravariant S : Gen −→ Ens de la atégorie des anneaux généralisés vers la atégorie
des ensembles qui est loalement isomorphe au spetre d'un anneau pour la topologie de
Zariski. On se refère à l'annexe A pour la onstrution fontorielle omplète, inspiré de
[TV℄, d'un shéma généralisé sur F1.
5.2 Compatiation à la main
Dans les exemples préédents, on a obtenu des desriptions omplètes des spetres
Spec Z = {ξ, p, . . .}, Spec AN = {ξ, p, . . . ,∞}p∤N , Spec BN = {ξ, p, . . .}p∤N .
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On dénit Ŝpec Z
(N)
omme le shéma ane généralisé obtenu en reollant Spec Z et
Spec AN le long de leurs sous-ensembles ouverts prinipaux homéomorphes à Spec BN :
Ŝpec Z
(N)
:= Spec Z
∐
Spec BN
Spec AN
Ainsi, Ŝpec Z
(N)
= Spec Z ∪ {∞} ontient déjà un point additionnel ∞ orrespondant à
la valuation arhimédienne de Q. Le point ξ est de nouveau générique et les points fermés
sont ∞ et les premiers p divisant N . Par onséquent :
Lemme 2. Une partie non-vide U ( Ŝpec Z
(N)
est ouverte si et seulement si elle ontient
ξ, son omplément est ni et soit ∞ /∈ U soit Spec BN ⊂ U.
Démonstration. C'est lair que le point générique est inlus dans toutes les parties ou-
vertes non vides et que le omplément de U doit être ni, puisque Spec Z est ouvert dans
Ŝpec Z
(N)
. Soit alors U ouvert ontenant ξ à omplément ni {p1, . . . , pn}. Supposons
qu'un des pi ne divise pas N . Alors, {pi} = {pi,∞}, don ∞ /∈ U . Réiproquement, si
U est une partie de Ŝpec Z
(N)
vériant les trois onditions de l'énoné, son omplément
est un ensemble ni S = {p1, . . . , pn} tel que pi 6= ξ pour tout 1 ≤ i ≤ n et que, soit ∞
est un des pi et alors S est fermé, soit tous les premiers pi sont parmi les diviseurs de N ,
don S est une réunion de points fermés.
D'après le lemme, la topologie de Ŝpec Z dépend fortement du hoix de N . Puisque
ξ et p appartiennent au sous-shéma ouvert Spec Z, lorsque l'on alule les anneaux des
germes Op, on obtient le résultat attendu Oξ = Q et Op = Z(p). Cependant, Spec AN étant
le voisinage ouvert à l'inni, l'anneau des germes n'est pas Z(∞) omme l'on voudrait, mais
O∞ = AN,p = AN . Ces deux observations motivent l'idée de faire disparaître N en prenant
une ertaine limite projetive
⋆
. Ensuite, on dérit le système ltré que l'on va onsidérer.
Soient N,M > 1 des entiers. On onstruit un morphisme
f := fNMN : Ŝpec Z
(NM)
−→ Ŝpec Z
(N)
en hoisissant d'abord des sous-shémas ouverts U1 ≈ Spec Z, U2 ≈ Spec AN de Ŝpec Z
(N)
et U ′1 ≈ Spec Z, U
′
2 ≈ Spec ANM de Ŝpec Z
(NM)
respetivement. Ainsi,
Ŝpec Z
(N)
= U1 ∪ U2, Ŝpec Z
(NM)
= U ′1 ∪ U
′
2,
l'intersetion étant W = U1 ∩ U2 = U
′
1 ∩ U
′
2 = Spec BN . On pose alors V1 = U
′
1 et
V2 = U
′
2∪W . On a de nouveau V1∩V2 =W . Se donner le morphisme f est don équivalent
à se donner des morphismes fi : Vi −→ Ui, i = 1, 2, qui oïnident sur W = V1 ∩ V2 et
tels que f−1i (U1 ∩ U2) = V1 ∩ V2.
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Puisque U1 = V1 = Spec Z, on peut hoisir f1 omme étant l'identité sur Spec Z.
Alors, f1|W = idW . Pour f2 on peut faire à peu près la même hose, quitte à utiliser la
orrespondane bijetive entre les morphismes f : V2 −→ U2 dans la atégorie des shémas
généralisés et les morphismes ϕ : Γ(U2,O) −→ Γ(V2,O) dans la atégorie des anneaux
généralisés. En eet, U2 étant Spec AN , le premier terme est juste Γ(U2,O) = AN . En e
qui onerne le deuxième :
Γ(V2,O) = Γ(U
′
2,O)×Γ(U ′2∩W, OSpecZ) Γ(W,O).
Puisque U ′2 = Spec ANM etW = Spec BN , il sut de aluler les setions de l'intersetion.
On déduit de l'égalité
Spec ANM ∩ Spec Z ∩ Spec BN = Spec BNM ∩ Spec BN = Spec BN
que Γ(U ′2 ∩W,OSpecZ) = BNM . Par onséquent :
Γ(V2,O) = ANM ×BNM BN = ANM ×Q BN = ANM ∩BN = AN ,
où l'on a appliqué enore une fois le fait que Γ(Spec R,O) = R (f. [Har, Prop. 2.2℄), qui
reste enore valable dans le as des anneaux généralisés. Cela montre que les morphismes
f2 : V2 −→ U2 sont en bijetion ave les morphismes ϕ : AN −→ BN . On hoisit don
l'image f2 de ϕ = idAN par ette orrespondane. La même onstrution prouve que
f2|W = idW . En eet, f2|W est induite par le plongement anonique de AN dans BN , don
il s'agit d'une immersion ouverte de Spec BN dans Spec AN .
Il reste à vérier la ondition sur les images réiproques. Dans le premier as, on a
f−11 (U1 ∩ U2) = f
−1
1 (DU1(N)) = DV1(N) =W = V1 ∩ V2.
Dans le deuxième as,
f−12 (U1 ∩ U2) = f
−1
2 (DU2(1/N)) = DU ′2(1/N) ∪DW (1/N) = Spec ANM [(1/N)
−1] ∪W
= Spec BNM ∪ Spec BN = Spec BN =W,
ar d'après 4.7, BNM est la loalisation de ANM dans
1
N
. Cela omplète la onstrution
du morphisme f . Lorsque M |Nk pour quelque k ≥ 1, les anneaux généralisés ANM et
BNM oïnident ave AN et BN , don f
NM
N est l'identité. Autrement, il existe un premier
p divisant M mais pas N . Ce point est fermé dans Ŝpec Z
(NM)
mais pas dans Ŝpec Z
(N)
,
e qui entraîne que l'appliation fNMN n'est pas un homéomorphisme, don elle n'est pas
un isomorphisme non plus.
Ordonnons l'ensemble des entiers plus grands que 1 par la relation de divisibilité. Si
M divise N et l'on note par K le quotient, soit fNM := f
MK
M , ave la onvention f
N
N = id
lorsque N =M . Ces fontions étant transitives, on obtient le système projetif ltré
Ŝpec Z
•
= ({Ŝpec Z
(N)
}N>1, {f
N
M}M |N)
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Dénition 18. On appelle ompatiation du spetre de Z la limite projetive du sys-
tème i-dessus dans la atégorie des pro-shémas généralisés, 'est-à-dire :
Ŝpec Z := lim
←−
N>1
Ŝpec Z
(N)
On étudie d'abord la topologie de Ŝpec Z. Puisque tous les objets du système ont le
même ensemble sous-jaent, au niveau des ensembles, la ompatiation de Spec Z n'est
autre hose que Spec Z ∪ {∞}. Dans Ŝpec Z
(N)
un point p était fermé si et seulement si
p|N . En traitant tous les entiers plus grand que 1 en même temps dans la onstrution
de la limite, on peut toujours hoisir un multiple M de p de sorte que le point soit fermé
dans tous les Ŝpec Z
N
tels que M |N . Cela démontre le lemme suivant :
Lemme 3. Tous les points de Ŝpec Z sauf le point générique ξ sont fermés. Par onsé-
quent, une partie non-vide U de Ŝpec Z est ouverte si et seulement si elle ontient ξ et
son omplément est ni.
En e sens, Ŝpec Z ressemble beauoup à une ourbe projetive sur Z, e que l'on
voulait avoir pour renforer l'analogie entre les orps des nombres et les orps de fontions.
De plus, lorsque l'on alule l'anneau des germes à l'inni, on trouve la limite
O
Ŝpec Z,∞
= lim
−→
N>1
O
Ŝpec Z
(N)
,∞
= lim
−→
AN = Z(∞),
ar l'on a déni AN omme étant l'intersetion Z(∞) ∩ BN et la limite de BN = Z[1/N ]
lorsque N →∞ est bien Z.
5.3 Desription en termes de la onstrution Proj
Le fait que la topologie de Ŝpec Z soit la même que elle d'une ourbe projetive
suggère la possibilité d'imiter la onstrution Proj des shémas projetives an d'avoir
une desription plus intrinsèque de la ompatiation de Spec Z. Soient C une atégorie
monoïdale et ∆ un monoïde ommutatif tels que les oproduits indexés par des sous-
ensembles de ∆ existent dans C et qu'ils ommutent ave ⊗. Une algèbre ∆-graduée
dans C est alors une famille {Sα}α∈∆ d'objets de C munis d'un morphisme d'identité
ǫ : idC −→ S
0
et de morphismes de multipliation µα,β : S
α ⊗ Sβ −→ Sα+β vériant les
relations d'assoiativité et d'unité évidentes. Lorsque l'on onsidère la atégorie monoïdale
des endofonteurs sur les ensembles, on obtient des monades graduées :
Dénition 19. Soit ∆ un monoïde ommutatif, par exemple N ou Z. Une olletion
d'ensembles {Rα(n)}α∈∆,n≥0 et d'appliations S
α(ϕ) : Sα(n) −→ Sα(m) dénies pour
haque ϕ : n −→m tels que le fonteur
Sα : N −→ Ens, n 7−→ Sα(n)
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admet une extension unique à un endofonteur algébrique Sα est une monade algébrique
R s'il existe un morphisme d'identité ǫ : idEns −→ S
0
et des morphismes de multiplia-
tion µ
(k,α)
n,β : S
α(k) × Sβ(n)k −→ Sα+β(n) vériant les versions graduées des axiomes de
monade algébrique. Le monoïde sous-jaent à R est le monoïde gradué |R| = ⊔α∈∆|R
α|
et l'ensemble d'opérations est l'ensemble gradué ||R|| = ⊔α∈∆||R
α||. On dit que R est
ommutative si toutes les opérations de ||R|| ommutent au sens de la dénition 10. On
obtient alors des anneaux généralisés gradués.
Soit R un anneau généralisé N-gradué. Notons par |R|+ le sous-monoïde de |R| formé
des éléments de degré non nul. Pour haque f ∈ |R|+, soitR(f) la omposante de degré zéro
de la loalisation Rf = R[f
−1]. Remarquons que si g ∈ |R(f)|, alors (R(f))(g) est isomorphe
à R(fg). Le monoïde sous-jaent à R étant ommutatif, on obtient le même résultat lorsque
l'on loalise d'abord en g et puis en f . Soit D+(f) le shéma ane généralisé Spec R(f).
Si g ∈ |R|+ est un autre élément, D+(f) et D+(g) ontiennent des sous-shémas ouverts
isomorphes à D+(fg), don on peut les reoller le long D+(fg).
Dénition 20. Soit R un anneau généralisé gradué. On appelle spetre projetif de R
Proj R =
∐
D+(fg), f,g∈|R|+
D+(f),
qui est un shéma généralisé ayant un reouvrement ouvert ane {D+(f)}f∈|R|+ tel que
D+(f) ∩D+(g) ∼= D+(fg).
Exemple 8. La onstrution i-dessus permet de dénir l'espae projetif sur un anneau
généralisé R quelonque omme le spetre projetif de l'algèbre de polynmes à n + 1
indéterminées de degré un, autrement dit :
PnR := Proj R[T
[1]
0 , . . . , T
[1]
n ].
D'après la dénition, la famille {D+(Ti)}0≤i≤n onstitue un reouvrement ouvert de PnR.
Ce n'est pas diile à voir que haque D+(Ti) est isomorphe à AnR := Spec [T
[1]
1 , . . . , T
[1]
n ].
Notamment, la droite projetive P1F1 = Proj F1[T
[1]
0 , T
[1]
1 ] est obtenu en reollant deux
opies de A1F1 = Spec F1[T ] = {(0), (T )} le long du point générique. Elle ontient don
trois points {ξ, 1,∞} orrespondant aux idéaux (T0), (T1) et (0), dont les deux premiers
sont fermés. En général, le ardinal de l'espae projetif Pn(F1) onstruit ainsi est 2n+1−1,
e qui n'aorde pas ave le point de vue de Tits.
Après et interlude théorique, on est en état de dérire Ŝpec Z omme un (pro)shéma
projetif. En vue de la seonde égalité dans 4.4, dénissons R omme l'anneau généralisé
gradué dont la omposante en degré d est donné par
Rd(n) = {(λ1, . . . , λn) ∈ Z
n :
n∑
i=1
|λi| ≤ N
d}
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On peut plonger R dans Z[T ] en identiant (λ1, . . . , λn) ave T d(λ1, . . . , λn). Les éléments
de degré un de R sont alors eux de la forme uT d, où d ≥ 0, u ∈ Z, |u| ≤ Nd. En partiulier,
f1 := T et f2 := NT appartient à |R|. Alors, on peut montrer [Du, 7.1.44℄ :
Lemme 4. |R|+ oïnide ave le radial de l'idéal engendré par f1 et f2.
Par onséquent, il sut de aluler les loalisationsR(f1), R(f2) et R(f1f2). Commençons
par R(f1)(n), qui est la réunion
⋃
d≥0
{T d(λ1, . . . , λn)/T
d :
n∑
i=1
|λi| ≤ N
d}
L'inlusion R(f1)(n) ⊂ Z
n = Z(n) étant évidente, il sut de montrer la réiproque. Or,
si l'on se donne un n-uplet (λ1, . . . , λn) ∈ Zn, il existe d ≥ 0 tel que
∑n
i=1|λi| ≤ N
d
,
don Z(n) ⊂ R(f1). On en déduit que R(f1) = Z. Des raisonnements tout à fait analogues
montrent que R(f2) = AN et que R(f1f2) = BN . Alors, Proj R est le reollement des ouverts
D+(f1) = Spec Z et D+(f2) = Spec AN le long de D+(f1f2) = Spec BN , de sorte que
Proj R = D+(f1)
∐
D+(f1f2)
D+(f2) = Spec Z
∐
Spec BN
Spec AN
est isomorphe au shéma généralisé Ŝpec Z
(N)
. Cela démontre le théorème suivant :
Theorème 2. La ompatiation de Spec Z est un pro-shéma projetif sur F1.
5.4 Compatiation d'Arakelov des variétés et brés en droite
Dans ette setion, on ommene par revisiter l'analogie entre les orps de nombres et
les orps de fontions. Si X est une variété algébrique lisse et projetive sur un orps de
fontions K = k(C), on appelle modèle de X un shéma projetif plat X −→ C dont la
bre générique Xξ est isomorphe à X . On a déjà remarque que pour un ertain nombre
d'arguments (par exemple, si l'on veut utiliser la théorie de l'intersetion an d'estimer
le nombres de points rationnels de X), il est indispensable que la ourbe C soit propre.
Puisque tout orps de fontions est une extension nie de k(T ), le problème onsiste
essentiellement en onstruire un modèle propre sur K = k(T ), puis on peut onsidérer
la normalisation dans des orps plus grands. En proédant par analogie, le premier pas
onsiste en dénir un modèle propre de Q. Le premier andidat était Spec Z, dont le
orps de fontions rationnelles est Q, mais on a montré qu'il n'est pas propre. Cela est
à l'origine de la onstrution de Ŝpec Z, que l'on peut voir omme un modèle propre
et lisse de Q. La première étape étant aomplie, il s'agit maintenant de trouver des
modèles d'une variété algébrique dénie sur Q, que l'on peut appeler sa ompatiation
d'Arakelov. Remarquons que dans le adre des orps de nombres, on ne peut pas appliquer
des proédés géométriques omme la normalisation.
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Soit X une variété algébrique dénie sur Q. Puisque la atégorie des shémas X
sur Ŝpec Z admettant une présentation nie est équivalente à la atégorie des triplets
(X ,X∞, θ), où X et X∞ sont des shémas ayant une présentation nie sur Spec Z et
Spec Z(∞) respetivement et θ : X (Q) −→ X∞(Q) est un isomorphisme de Q-shémas
[Du, 7.1.23℄, trouver un modèle de X sur la ompatiation de Spec Z est en fait la
même hose que trouver des modèles de X sur Spec Z et sur Spec Z(∞). Étant donné
que la géométrie algébrique lassique s'est oupé ave suès de la première partie, on se
limite ii à dérire les modèles sur Spec Z(∞).
Theorème 3. Toute variété algébrique ane ou projetive sur Q admet au moins un
modèle ayant présentation nie sur Ŝpec Z.
Démonstration. D'après la remarque préédente, il sut de onstruire un modèle sur
Spec Z(∞), qui est le spetre de l'anneau de valuation arhimédien sur Q. On rappelle que
l'anneau de polynmes Q[T1, . . . , Tk] admet une norme
||P || =
∑
α=(α1,...,αk)
|cα|, où P =
∑
α=(α1,...,αk)
cαT
α.
Don, on peut identier l'anneau généralisé de polynmes Z(∞)[T1, . . . , Tk] ave les poly-
nmes dans Q[T1, . . . , Tn] ayant norme plus petit ou égale à 1.
1. (Cas ane). Soit X = Spec A, où A = Q[T1, . . . , Tk]/(f0, . . . , fm), une variété algé-
brique ane sur Q. Quitte à multiplier par des salaires non nuls dans Q, on peut
supposer que ||fj|| ≤ 1, e qui revient à dire que fj ∈ Z(∞)[T0, . . . , Tk]. Soit
B = Z(∞)[T0, . . . , Tk|f1 = 0, . . . , fm = 0] (5.1)
Si l'on pose X = Spec B, on obtient un shéma ane généralisé ayant une présen-
tation nie sur Z(∞) dont la bre générique est
X(K) = Spec (B⊗Z(∞)Q) = Spec A = X.
Par onséquent, X /Z(∞) est un modèle de X/Q.
2. (Cas projetif). Soit maintenant X/Q une variété projetive. Alors X = Proj A, où
A est le quotient de Q[T0, . . . , Tk] par un idéal homogène (f1, . . . , fm), et l'on peut
supposer de nouveau que ||fj|| ≤ 1. Dans e as, fj ∈ Z(∞)[T0, . . . , Tk]. Dénissons
B omme dans (5.1). Alors, le spetre projetif de l'anneau généralisé gradué B est
un modèle X = Proj B de X sur Z(∞).
Remarque 4. Comme le leteur aura déjà remarqué, la preuve du théorème i-dessus
n'utilise auune propriété spéiale de Q. En fait, on peut étendre le résultat à un orps
K quelonque et à son anneau de valuation arhimédien O∞ au sens de l'exemple 4.3.
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Puisque dans le adre géométrique des orps de fontions les brés en droite sur
une ourbe projetive lisse se sont révélés un outil indispensable, on voudrait avoir des
analogues arithmétiques. D'après la théorie d'Arakelov lassique, un bré en droite sur
l'hypothétique ompatiation de Spec Z est un bré en droite sur Spec Z muni de
quelques données arhimédiennes supplémentaires. Plus préisément, un bré en droite
sur Spec Z est un ouple L = (L,< · >E) formé d'un Z-module libre de rang ni L et
d'un produit salaire hermitien sur E⊗ZC qui est invariant sous la onjugaison omplexe,
don qui dénit un produit salaire eulidien sur E ⊗Z R. En posant omme d'habitude
||x|| =< x, x >E , on peut voir un bré en droite sur la ompatiation de Spec Z omme
un réseau eulidien (Zd, || · ||). Cela suggère du oup une interprétation de l'information
additionnelle en termes des Z∞-strutures introduites dans 4.2.
Dénition 21. Un bré en droite sur Ŝpec Z est un ouple L = (L,A) formé d'un bré
en droite sur Spec Z, i.e. d'un Z-module libre de rang ni, et d'un Z∞-réseau A (i.e. d'un
orps ompat symétrique onvexe) dans le R-espae vetoriel L⊗Z R.
Alors, les setions globales orrespondent à l'intersetion L∩A. Le omptage du nombre
de points d'un réseau appartenant à un orps ompat symétrique est un sujet d'étude
lassique. On a, par exemple, le théorème de Minkowski, d'après lequel un orps onvexe
symétrique dans Rn de volume plus grand que 2n ontient au moins un point du réseau
Zn. Ce résultat, qui implique que haque lasse du groupe de lasses d'idéaux d'un orps
de nombres K admet un représentant intégral de norme borné par une onstante qui
ne dépend que du disriminant et de la signature de K, peut être imaginé omme un
théorème de Riemann-Roh pour les brés en droite sur Ŝpec Z. On renontre de nouveau
le leitmotiv la géométrie devient ombinatoire sur le orps à un élément.
La dénition de bré en droite sur la ompatiation de Spec Z admet une extension
à tout shéma généralisé. On se réfère à [Du, 7.1.22℄ pour la preuve que lorsque l'on pose
X = Ŝpec Z, es deux dénitions en apparene si diérentes sont en fait équivalentes :
Dénition 22. Soit (X,OX) un shéma généralisé. On dénit les brés en droite sur X
omme étant les OX-modules L loalement isomorphes à |OX | = OX(1).
L'ensemble des lasses d'isomorphie de brés en droite est un groupe pour le produit
tensoriel ⊗OX , l'élément neutre étant |OX |. Si l'on pose L
−1 = Hom(L, |OX |) pour tout
bré en droite L, il existe un isomorphisme L⊗OX L
−1 −→ |OX |, don L
−1
est l'inverse de
L. On appelle groupe de Piard d'un shéma généraliséX le groupe de lasses d'isomorphie
de brés en droite sur X par rapport au produit ⊗OX . L'objetif de e dernière paragraphe
est aluler le groupe de Piard de Ŝpec Z. Pour faire ela, on remarque d'abord que
le Pic(X) provenant de la dénition 23 oïnide ave le groupe de Piard d'un shéma
lassique. Notamment, pour un anneau de Dedekind usuel Pic(Spec R) = 0 si et seulement
si R est fatoriel [Har, 6.2℄. On en déduit que Pic(Spec Z) = 0. De même, on peut montrer
que tout bré en droite sur le spetre de l'anneau généralisé AN est trivial à l'aide du
lemme suivant, dont la preuve se trouve dans [Du, 7.1.33℄ :
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Lemme 5. Soit P un AN -module projetif de type ni. Si dimQ P(Q) = 1, alors P est
isomorphe à |AN |.
En eet, soit L ∈ Pic(Spec AN ). Il existe un AN -module projetif de type ni P tel
que L = P˜ . Puisque L est un bré en droite, la bre du point générique Lξ ∼= P(Q) est
unidimensionnelle. D'après le lemme P ∼= |AN |, don L = |˜AN | = OSpecAN est le bré
trivial sur Spec AN . Après avoir montré que tous les brés en droite sur les spetres de Z
et de AN sont triviaux, e n'est pas diile à prouver que :
Theorème 4. Le groupe de Piard de la ompatiation de Spec Z est isomorphe au
groupe additive des rationnels positifs. En partiulier, 'est un groupe abélien libre de rang
inni engendré par O(log p) lorsque p parourt l'ensemble des nombres premiers.
Démonstration. La ompatiation de Spec Z étant la limite projetive des shémas
généralisés Ŝpec Z
(N)
, la atégorie des brés en droite sur Ŝpec Z est la limite indutive
des atégories des brés en droite sur Ŝpec Z
(N)
. Par onséquent :
Pic(Ŝpec Z) = lim
−→
N>1
Pic(Ŝpec Z
(N)
).
Pour aluler es groupes, on remarque que le shéma généralisé Ŝpec Z
(N)
est la réunion
des ouverts U1 = Spec Z et U2 = Spec AN le long de U1 ∩ U2 = Spec BN . Puisque les
groupes de Piard de Spec Z et de Spec AN sont triviaux, étant donné un bré en droite
L sur Ŝpec Z
(N)
, on peut hoisir des trivialisations :
ϕ1 : OSpec Z −→ L|U1 , ϕ1 : OSpec AN −→ L|U2
Ce hoix est anonique quitte à xer le signe de ϕ1 et ϕ2, ar l'on peut toujours multiplier
les trivialisations par des éléments inversibles s1 ∈ Γ(U1,O
×
U1
) = Z× = {±1} et s2 ∈
Γ(U2,O
×
U2
) = |AN |
× = {±1}. Sur l'intersetion U1 ∩ U2 es trivialisations vérient la
ondition de ompatibilité ϕ2|U1∩U2 = λϕ1|U1∩U2 pour un élément λ inversible dans BN .
Réiproquement, si l'on se donne λ ∈ B×N positif, on peut onstruire un bré en droite L =
O(log λ) en reollant des brés en droite triviaux sur U1 et sur U2 selon la formule i-dessus.
Lorsque le signe de λ est xé, ette orrespondane est bijetive. Don, Pic(Ŝpec Z
N
) est
isomorphe à logB×N/{±1}, 'est-à-dire, au group abélien logB
×
N,+ des éléments positifs
inversibles de l'anneau BN = Z[N−1]. Si l'on note par p1, . . . , pr l'ensemble des diviseurs
premiers de N , le groupe de Piard est un groupe abélien libre de rang r ayant base
{O(log pi}1≤i≤r. On en déduit :
Pic(Ŝpec Z) = lim
−→
N>1
logB×N,+ = logQ
∗
+.
Remarque 5. Le fait que le rang du groupe de Piard de Ŝpec Z
(N)
soit le nombre de
diviseurs premiers de N fournit une preuve alternative de l'énoné armant que fNM n'est
pas un isomorphisme lorsqu'il existe p premier tel que p|M , mais p ∤ N .
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6 Questions ouvertes
1. Comme on a remarqué dans la setion onernant l'analogie entre les orps de
nombres et les orps de fontions, 'est néessaire d'introduire un fateur loal à
l'inni an d'avoir une équation fontionnelle pour la fontion zêta. L'expression
intégrale de e nouveau fateur est tout à fait analogue à elle des fateurs or-
respondant aux premiers nis sauf pour l'apparition de la gaussienne e−πx
2
au lieu
de la fontion indiatrie de Z∞, 'est-à-dire, de l'intervalle [−1, 1], que l'on s'at-
tendrait naivement. L'intervention de la gaussienne ne peut pas être sans relation
ave une interprétation probabiliste du passage à l'inni. À l'avis de l'auteur, bien
omprendre e fateur loal à l'inni mérite toute notre attention, étant donné que
la preuve de l'équation fontionnelle des fontions zêta des variétés de dimension
supérieure sur Z reste toujours une question ouverte.
2. Dans e mémoire, on ne s'est pas oupé de la question si les groupes linéaires
algébriques sont dénis (au sens de Durov) sur F1 ou sur une extension onvenable.
En termes de fonteurs représentables [Du, 5.1.21℄ et puis en introduisant la notion
de déterminant, Durov montre [Du, 5.5.17℄ que les seules shémas anes en groupes
dénis sur F∅ sont les tores Gnm, que l'on peut dénir le groupe général linéaire sur
F1 et que SLn existe sur l'extension quadratique F12 . Cependant, on ne sait pas si
l'on peut dénir, par exemple, le groupe orthogonal dans e adre, ar le onept
de transposée d'une matrie pose des problèmes quand on travaille dans l'algèbre
non-additive. Notamment, l'auteur s'intéresse à une possible appliation du onept
réent de variété toriée introduit dans [LL℄ à la reherhe de modèles d'autres
groupes sur F1 ou F12 . Dans e même papier, J. López Peña et O. Lorsheid abordent
la omparaison des notions de shéma sur le orps à un élément de Deitmar, Soulé
et Connes-Consani. Il serait néessaire d'étendre ette omparaison aux géométries
de Töen-Vaquié, Shai-Haran et Durov.
3. L'espae projetif Pn−1(F1) onstruit par Durov en termes du spetre projetif d'un
anneau généralisé gradué ne ontient pas n points omme l'on s'attendait, mais
2n − 1. Cependant, étant donné que 2n − 1 est le nombre de parties non-vides
d'un ensemble de n points, l'auteur pense que 'est possible de trouver une ertaine
relation d'équivalene ou opération n-aire à n orbites fermées. Notamment, il peut
être intéressant de omparer le Pn−1(F1) de Durov ave l'espaes projetifs dénis
par Connes-Consani dans [CC℄ omme le fonteur gradué
Pd : Fab −→ Ens, P
d(D)(k) =
∐
Y⊂{1,...,d+1}, |Y |=k+1
DY /D,
où D agit à droite sur DY par l'ation diagonale. Ainsi, la partie de degré nul sur F1n
est juste {1, . . . , d + 1}, don |Pn−1(F1n)(0)| = n. D'après la dénition de Connes-
Consani, la struture du projetif sur le orps à un élément est plus ompliquée
que elle d'un ensemble ni, mais la partie de degré nul oïnide ave la prévision
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de Tits. On peut attendre que ela soit pareil après une légère modiation de la
onstrution de Durov.
4. Comme on a déjà signalé, le fait que le produit tensoriel Z⊗F1 Z soit Z de nouveau,
et don Spec Z ×Spec F1 Spec Z = Spec Z, est en quelque mode déevant, ar une
des motivations initiales pour développer toute la théorie des anneaux et des shé-
mas généralisés était la reherhe d'une atégorie ayant des produits arithmétiques.
D'après Durov, ela rend inutile sur son approhe en e qui onerne l'étude de la
fontion zêta. De l'autre te, Connes-Consani, inspirés des idées de Soulé, ont réussi
à onstruire les fontions zêta de shémas sur F1. La ompatiation de Spec Z ob-
tenu dans e mémoire a des très bonnes propriétés topologiques (tous les points sur
ξ sont fermés omme dans une ourbe projetive), mais par exemple son groupe de
Piard n'est pas R>0 omme l'analogie ave le as des orps de fontions suggère,
mais le groupe additif des rationnels positifs. Une façon denitive de tester que l'on
a trouvé la ompatiation orrete serait onstruire un adre susamment vaste
pour dénir les fontions zêta des shémas au sens de Durov et vérier si ela donne
Z(Ŝpec Z, s) = ξ(s) = π−
s
2Γ(s/2)ζ(s).
En quelque sens, on peut dire que Durov a la ourbe et Connes et Consani ont la
fontion. À l'avis de l'auteur, la topologie de Ŝpec Z mérite enore plus d'étude.
En eet, puisque la restrition à Spec Z de haun des morphismes fMN du système
projetif dénissant la ompatiation est un isomorphisme, fMN n'agit que sur le
point à l'inni. Étant donné que le résultat nal est un modèle lisse de Q, ette limite
indutive est une sorte de résolution innie de singularités. Une autre question qui
se pose est le alul du produit tensoriel Z∞ ⊗F1 Z∞.
A Constrution fontorielle des shémas sur F1
Dans et annexe, on présente une dénition fontorielle des shémas généralisés par
analogie ave la géométrie algébrique lassique. Rappelons d'abord qu'un faiseau F sur
un espae topologique X est la donnée
1. d'un ensemble (peut-être muni d'une ertaine struture algébrique additionnelle)
F(U), que l'on appelle les setions du faiseau, déni pour haque ouvert U ⊂ X
2. d'une appliation de restrition des setions pUV : F(U) −→ F(V ) dénie pour
haque inlusion V ⊂ U , que l'on note f 7−→ f|V .
Ensuite, on requiert la ondition de reollement suivante : pour haque reouvrement
ouvert {Ui}i∈I de U , si fi ∈ F(Ui) sont des setions dont les restritions
(fj)|(Ui∩Uj) = (fi)|(Ui∩Uj)
aux intersetions des Ui oïnident, il existe une unique setion f ∈ F(U) dont les res-
tritions f|Ui = fi aux Ui sont égales aux setions données au départ.
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Essayons de rérire ette dénition en termes atégoriques. Étant donné l'espae topo-
logique X , on déni une atégorie Ouv(X) dont les objets sont les ouverts de X et dont
les morphismes sont les inlusions. Alors un faiseau F à valeurs dans une atégorie C
basée sur les ensembles est un fonteur ontravariant F : Ouv(X)op −→ C, où Ouv(X)op
représente, omme d'habitude, la atégorie duale
⋆
de Ouv(X). Si f : X −→ Y est une
appliation ontinue entre les espaes topologiques X et Y et F est un faiseau sur X ,
on dénit le faiseau f∗F sur Y par la formule f∗F(V ) = F(f
−1(V )) pour tout ouvert V
de Y . Maintenant, la ondition de reollement signie qu'une setion globale est détermi-
née par ses valeurs loales et que si l'on a des setions loales qui se reollent, on peut
onstruire une setion globale. Cela se traduit dans l'exatitude de la suite
F(U) −→
∏
i∈I
F(Ui)⇒
∏
i∈I
F(Ui ∩ Uj),
où les èhes sont donnés par des restritions des setions, pour tout reouvrement ouvert
{Ui}i∈I de U . En eet, ela signie que F(U) s'injete dans le produit
∏
i∈I F(Ui) et que
F(U) est l'égaliseur⋆ du ouple des èhes
∏
i∈I F(Ui)⇒
∏
i∈I F(Ui∩Uj), autrement dit,
que si l'on a des fi ∈ F(Ui) dont les images par les deux restritions possibles à Ui ∩ Uj
oïnident, il existe une seule setion f ∈ F(U) telle que f|Ui = fi. Notons que dans la
atégorie des espaes topologiques, Ui ∩ Uj est isomorphe à Ui ×U Uj .
Pour généraliser la notion de faiseau à une atégorie quelonque, on a d'abord besoin
de dénir e que l'on appelle une topologie de Grothendiek, une notion qui étend de façon
naturelle les propriétés des reouvrements ouverts dans un espae topologique. Pour notre
but, il sut de dénir une struture un peu plus générale :
Dénition 23. Une prétopologie de Grothendiek T dans une atégorie C est la donnée
d'un ensemble Rec(T ) de familles de morphismes (dites reouvrements) {ϕi : Ui −→ U}i∈I
dans C dénies pour haque objet U et telles que :
1. Si ϕ est un isomorphisme, la famille {ϕ} appartient à Rec(T ).
2. Si {ϕi : Ui −→ U} et {ψij : Vij −→ Ui} sont deux reouvrements dans T , alors le
reouvrement omposé {ϕi ◦ ψij : Vij −→ U} est de nouveau dans Rec(T ).
3. Si {Ui −→ U} est un reouvrement et V −→ U est un morphisme quelonque, le
produit bré Ui ×U V existe et la famille {Ui ×U V −→ V } appartient à Rec(T ).
On dit qu'une atégorie C muni d'une prétopologie de Grothendiek est un prétopos.
Notamment, la atégorie Ouv(X) dénie au début est un prétopos dont les familles
reouvrantes sont les données par des inlusions. Les prétopos onstituent, en quelque
sens, le adre minimal où l'on peut dénir la notion de faiseau.
Dénition 24. Soit (C, T ) un prétopos et soit D une atégorie ayant des produits. On
appelle faiseau sur C à valeurs dans D un fonteur F : Cop −→ D tel que pour tout
famille reouvrante {ϕi : Ui −→ U}, la suite
F (U) −→
∏
F (Ui)⇒
∏
F (Ui ×U Uj),
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où toutes les èhes sont données par des restritions des setions, soit exate.
Cette dénition va nous permettre de onstruire des faiseaux sur les shémas anes
généralisés. Avant de les dénir, on montre que 'est naturel de dénir la atégorie des
shémas anes généralisés omme la atégorie duale
⋆
de elle des anneaux généralisés en
rappelant le as lassique. Soit A un anneau ommutatif. La topologie de Zariski muni
l'ensemble d'idéaux premiers de A d'une struture d'espae topologique, que l'on note
Spec A. On veut dénir maintenant un faiseau d'anneaux sur Spec A en imitant les
propriétés des fontions régulières sur une variété. Soit X ⊂ Ank une variété algébrique
ane dénie sur un orps k. Une fontion f : X −→ k est dite régulière en un point P ∈ X
s'il existe un voisinage ouvert de P dans X tel que f est le quotient de deux polynmes
g, h ∈ k[X1, . . . , Xn] dont h ne s'annule pas sur U . Si l'on note par O(U) l'anneau des
fontions régulières sur U , on obtient e que l'on appelle le faiseau struturel de X . Dans
le as du spetre, il n'y a pas un orps de base distingué omme but des fontions, e
qui nous amène à prendre en même temps toutes les loalisations Ap, où p ∈ Spec A.
Alors, étant donné un ouvert U ⊂ Spec A, on onsidère les fontions s : U −→
∐
p∈U Ap
satisfaisant la ondition de régularité suivante : soit p ∈ U , on requiert qu'il existe un
voisinage ouvert p ∈ V ⊂ U et deux éléments a, f ∈ A tels que f /∈ q pour tout q ∈ V
(l'analogue de la non-annulation du polynme h) et que s(q) = a/f . L'ensemble O(U)
formé des fontions vériant la ondition i-dessus pour tout p ∈ U admet une struture
d'anneau, et l'on obtient ainsi un faiseau d'anneaux O sur Spec A.
Cette onstrution assoie à haque anneau ommutatifA un ouple (Spec A,O) formé
d'un espae topologique et d'un faiseau sur lui. Une question qui se pose immédiatement
est s'il existe une atégorie C tel que (Spec A,O) soit un objet dans C pour tout anneau
ommutatif A et que la orrespondane A 7−→ (Spec A,O) soit fontorielle. Ce sont les
espaes loalement annélés. Les objets de la atégorie sont les ouples (X,OX) formés
d'un espae topologique X et d'un faiseau d'anneaux sur X tel que l'anneau des germes
OX,P = lim−→
P∈U
O•P , où O
•
P = ((O(U))P∈U , (pUV )V⊂U)
soit loal pour tout P ∈ X . Les morphismes entre deux espaes loalement annélés
(X,OX) et (Y,OY ) sont les ouples (f, f
♯), où f : X −→ Y est une appliation onti-
nue et f ♯ : OY −→ f∗OX est un morphisme de faiseaux telle que l'appliation induite
f ♯ : OY,f(P ) −→ OX,P soit un homomorphisme loal d'anneaux loaux pour tout P ∈ X .
Un shéma ane est un espae loalement annélé qui est isomorphe à (Spec A,O)
pour un ertain anneau ommutatif A. On obtient ainsi une appliation des anneaux
ommutatifs vers les shémas anes, qui est fontorielle au sens suivant : pour haque
homomorphisme d'anneaux ϕ : A −→ B, la formule f(p) = ϕ−1(p) dénit une appliation
ontinue f := Spec(ϕ) : Spec B −→ Spec A. De même, en loalisant ϕ, on obtient un
homomorphisme loal ϕp : Aϕ−1(p) −→ Bp qui peut s'étendre, par la onstrution du
faiseau struturel d'un spetre, à un morphisme de faiseaux f ♯ : OSpecA −→ OSpecB dont
la restrition à haque anneau de germes est ϕp. Par onséquent, (f, f
♯) est un morphisme
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d'espaes loalement annelés. On en déduit que le fonteur Spec est une équivalene
ontravariante entre la atégorie des anneaux ommutatifs et la atégorie des shémas
anes, don les shémas anes onstituent la atégorie duale des anneaux ommutatifs.
Finalement, un shéma est un espae loalement annélé (X,OX) où haque point P admet
un voisinage ouvert U dans X tel que (U,OX|U) soit un shéma ane.
Soit maintenant Gen la atégorie des anneaux généralisés. D'après la disussion pré-
édente, on dénit les shémas anes généralisés omme la atégorie duale de Gen, i.e.
Aff := Genop. On note Spec R, où R est un anneau généralisé, les objets de ette atégorie.
En partiulier, un shéma ane généralisé est un fonteur ontravariant de Gen vers les
ensembles. Étant donné un shéma ane généralisé Spec R, pour dénir une prétopologie
de Grothendiek on onsidère les loalisations de l'anneau généralisé R dans des éléments
fi ∈ |R|. Si l'on pose U = Spec R et Ui = Spec Rfi , on dénit les familles reouvrantes
omme les {Ui −→ U}i∈I telles que
∐
i∈I Ui −→ U soit une surjetion au niveau d'espaes
topologiques. Ce n'est pas diile à vérier que es données satisfont les axiomes d'une
prétopologie de Grothendiek, que l'on appellera la topologie de Zariski. Par onséquent,
un faiseau sur le prétopos Aff est un fonteur F : Affop = Gen −→ Ens telle que la suite
F (U) −→
∏
F (Ui)⇒
∏
F (Ui ×U Uj)
soit exate pour toute famille reouvrante {Ui −→ U} dans Aff.
Il nous reste seulement à dénir une ondition analogue au fait qu'un shéma soit
loalement ane. On remarque que si l'on voit le spetre d'un anneau ommutatif lassique
R omme le fonteur de Ann vers Ens qu'au niveau des objets vaut A −→ Spec R(A) =
HomAnn(R,A), les ouverts de Zariski sont alors de sous-fonteurs de Spec R vériant
quelques propriétés liées à la loalisation. Cette notion se formalise de la façon suivante :
Dénition 25. Soit S : Gen −→ Ens un fonteur ontravariant. Un sous-fonteur U de
S est dit ouvert de Zariski si pour tout anneau généralisé B et pour tout transformation
naturelle u : Spec B −→ S, il existe un système multipliatif T ⊂ B tel que le produit
bré U ×S Spec B soit naturellement isomorphe à Spec B[T
−1].
Alors, un shéma généralisé est un faiseau qui admet un reouvrement par des ouverts
isomorphes à des shémas anes généralisés. Plus préisément :
Dénition 26. Un shéma généralisé est un fonteur ontravariant S : Gen −→ Ens
qui est un faiseau pour la topologie de Zariski et qui est loalement représentable, au
sens où il existe un reouvrement {Si}i∈I de S par des sous-fonteurs ouverts de Zariski
qui sont naturellement isomorphes à des shémas anes généralisés, 'est-à-dire, tels que
Si ∼= Spec Ri pour des anneaux généralisés Ri.
B Annexe : quelques outils atégoriques
Catégorie duale Soit C une atégorie. On appelle atégorie duale de C la atégorie
Cop dont les objets oïnident ave eux de C et dont les morphismes sont obtenus en inver-
43
sant les buts et soures des morphismes de C, autrement dit HomCop(X, Y ) ∼= HomC(Y,X)
pour tout ouple d'objets X, Y dans C. La notion de atégorie duale permet par exemple
d'éliminer la distintion entre fonteur ovariant et ontravariant, ar un fonteur ontra-
variant F : C −→ D est un fonteur ovariant F : Cop sur la atégorie duale.
Catégorie monoïdale. Une atégorie C est munie d'une struture de atégorie mo-
noïdale (ou de ⊗-atégorie assoiative unitaire) s'il existe
1. un bifonteur ⊗ : C × C −→ C assoiative à isomorphisme naturel près (i.e. X ⊗
(Y ⊗ Z) ∼= (X ⊗ Y )⊗ Z pour tout triplet d'objets (X, Y, Z))
2. une unité 1 ∈ Ob(C) à isomorphisme naturel près (i.e. 1 ⊗ X ∼= X ∼= X ⊗ 1 pour
tout objet X)
tels que ⊗ vérie le diagramme du pentagone et que e soit ompatible ave l'assoiativité
(voir [ML, XI.1℄). Des exemples de atégories monoïdales sont les ensembles ave le pro-
duit artésien (Ens,×, {1}) ou les R−modules ave le produit tensoriel (R−Mod,⊗, R).
On dit qu'une atégorie monoïdale est symétrique s'il y a un isomorphisme naturel entre
X ⊗ Y et Y ⊗X pour tout X, Y dans C.
(Co)égaliseur. Soient X et Y deux objets d'une atégorie C et soient f, g : X ⇒
Y deux morphismes de X vers Y. On appelle égaliseur du système le seul ouple (à
isomorphisme près) (E, e) formé d'un objet E de C et d'un morphisme u : E −→ X tels
que f ◦ e = g ◦ e et que
HomC(P,E) ∼= {i ∈ HomC(P,X) : f ◦ i = g ◦ i}
soient naturellement isomorphes pour tout P dans C. On appelle oégaliseur du système
le seul ouple (à isomorphisme près) (Q, q) formé d'un objet de C et d'un morphisme
q : Y −→ Q tels que q ◦ f = q ◦ g et que
HomC(Q,P ) ∼= {i ∈ HomC(Y, P ) : i ◦ f = i ◦ g
soient naturellement isomorphes pour tout P dans C. Autrement dit, l'égaliseur et le
oégaliseur ont la propriété universelle de rendre les èhes f et g égales.
Composition de transformations naturelles. Soient C,D, E des atégories, F, F ′ :
C −→ D etG,G′ : D −→ E des fonteurs et ξ : F −→ F ′, η : G −→ G′ des transformations
naturelles. On dénit η ⋆ ξ : GF −→ G′F ′ omme la transformation naturelle dont les
omposantes sont
(η ⋆ ξ)X = ηF ′(X) ◦G(ξX) = G
′(ξX) ◦ ηF (X)
pour haque objet X dans C. Si F est un fonteur, on pose η ⋆ F := η ⋆ idF .
Coproduit. Soit C une atégorie et soient X et Y deux objets de C. On appelle
oproduit (ou somme atégorique) de X et Y le seul objet X ∐ Y tel que pour tout
Z ∈ Ob(C) il existe un isomorphisme naturel
Hom(X ∐ Y, Z) ∼= Hom(X,Z)×Hom(Y, Z).
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Par exemple, dans la atégorie des ensembles Ens, la somme est la réunion disjointe,
dans la atégorie des espaes topologiques pointés Top∗, 'est le produit wedge, dans la
atégorie des groupes Grp (resp. abéliens), 'est le produit libre (resp. la somme direte),
et dans la atégorie des anneaux ommutatifs Ann, 'est le produit tensoriel.
Fonteurs adjoints. Soient C et D deux atégories. On dit que les fonteurs F :
C −→ D et G : D −→ C sont adjoints si et seulement si
HomC(X,G(Y )) ∼= HomD(F (X), Y ),
pour tout ouple d'objets X ∈ Ob(C), Y ∈ Ob(D), l'isomorphisme i-dessus étant naturel
en X et Y. Dans e as, le fonteur F (resp. G) est dit l'adjoint à gauhe (resp. à droite) du
fonteur G (resp. F ). Lorsque l'on pose Y = F (X) dans la dénition, idF (X) appartient au
deuxième ensemble. Son image par l'isomorphisme est une appliation ηX : X −→ GF (X)
naturelle en X. On appelle unité de l'adjontion la transformation naturelle η : idC −→
GF dont les omposantes sont données par ηX . De même, une adjontion admet une
o-unité ξ : FG −→ idD dénie de manière analogue en prenant X = G(Y ) dans la
formule.
Fonteur (pleinement) dèle. Considérons deux atégories C et D et un fonteur
ovariant F : C −→ D. Comme d'habitude, étant donné un ouple d'objets (X, Y ) dans
C, F induit une appliation
FX,Y : HomC(X, Y ) −→ HomD(F (X), F (Y ))
On dit alors que F est dèle (resp. plein, pleinement dèle) si FX,Y est injetive (resp.
surjetive, bijetive) pour tout X, Y dans C.
Lemme de Yoneda. Soient X et Y deux objets dans une atégorie C. Notons hA :=
HomC(A, ·) le fonteur représenté par un objet A. Ave es notations, le lemme de Yoneda
arme que pour toute transformation naturelle η : hY −→ hX , il existe un morphisme
f : X −→ Y tel que η = hf , où hf : HomC(Y, ·) −→ HomC(X, ·) est la transformation
naturelle ayant omposantes hf,A qui appliquent ϕ : Y −→ A dans ϕ ◦ f : X −→ Y .
Notamment, ela implique que les objets représentant des fonteurs isomorphes sont ils
mêmes isomorphes.
Limite indutive. Soit C une atégorie et soit (I,≤) un ensemble partiellement or-
donné. Un système indutive d'objets dans C indexé par I est une famille
A• = ((Ai)i∈I , (fi,j)i≤j)
d'objets et pour haque i ≤ j de morphismes fi,j : Ai −→ Aj tels que fi,i = idAi et que
fi,k = fi,j ◦ fj,k. Une limite indutive pour A• est alors un objet lim−→I
A• tel que pour tout
objet Z dans C, on ait une bijetion naturelle
Hom(lim
−→
I
A•, Z) ∼= lim←−
I
Hom(Ai, Z),
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ette dernière limite étant la famille inluse dans
∏
iHom(Z,Ai) de morphismes hi tels que
fi,j ◦ hj = hi. On dit que la limite est ltrée lorsque pour haque ouple (p, q) d'éléments
de I, il existe r ∈ I tel que p ≤ r, q ≤ r.
Limite projetive Soit C une atégorie et soit (I,≤) un ensemble partiellement
ordonné. On dénit les limites projetives en inversant les buts et soures des morphismes
dans la dénition de limite indutive. Ainsi un système projetif d'objets dans C indexé
par I est une famille A• = ((Ai)i∈I , (fi,j)i≤j) d'objets et pour haque i ≤ j de morphismes
fi,j : Aj −→ Ai tels que fi,i = idAi et que fi,k = fi,j ◦ fj,k. Une limite projetive pour A•
est un objet lim
←−I
A• tel que pour tout Z dans C, on ait une bijetion naturelle
Hom(Z, lim
←−
I
A•) ∼= lim←−
I
Hom(Z,Ai),
ette dernière limite étant l'ensemble des hi ∈
∏
iHom(Ai, Z) tels que fi,j ◦ hj = hi.
Objet (o)simpliial. Soit ∆ la atégorie des ensembles nis totalement ordonnés
munis des appliations roissantes. Elle est équivalente à la atégorie dont les objets
sont les ensembles n et dont les morphismes sont les appliations roissantes entre eux.
On appelle objet (o)simpliial dans une atégorie C un fonteur (o)ontravariant de ∆
dans C. D'après l'équivalene des atégories mentionnées, un objet (o)simplial peut être
pensé omme une famille d'objets X
n
munis des morphismes entre eux orrespondant
aux appliations roissantes ϕ : n −→ m. En e sens, une monade algébrique est un
objet osimpliial dans la atégorie des ensembles : la famille d'objets est {Σ(n)}n≥0 et
les morphismes sont les appliations Σ(ϕ) : Σ(n) −→ Σ(m) induites par ϕ : n −→ m.
Produit bré. Soient X, Y, S trois objets d'une atégorie C ayant des morphismes
f : X −→ S et g : Y −→ S ave le même but. On appelle produit bré de X et Y sur S
le seul triplet (à isomorphisme près) (X ×S Y, p, q) formé d'un objet X ×S Y et de deux
morphismes p : X ×S Y −→ X, q : X ×S Y −→ Y tels que pour tout objet Z dans C, l'on
ait une bijetion naturel d'ensembles
Hom(Z,X ×S Y ) ∼= {(h, k) ∈ Hom(Z,X)×Hom(Z, Y ) : f ◦ h = g ◦ k}.
Par exemple, dans la atégorie des ensembles, le produit bré n'est autre hose que X×Z
Y = {(x, y) ∈ X × Y : f(x) = g(y)} muni des restritions des projetions usuelles pr1 et
pr2 à et ensemble.
Sous-atégorie pleine. Soit C une atégorie. Une sous-atégorie D de C est la donnée
de quelques objets et de quelques morphismes dans C tels que
1. Si f : X −→ Y est un morphisme dans D, alors X, Y ∈ Ob(D).
2. Si X est un objet dans D, alors idX appartient aux morphismes de D.
3. Si f, g sont des morphismes omposables dans D, alors leur omposition appartient
à D.
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On dit que D est pleine si le fonteur d'inlusion i : D −→ C est plein d'après la dénition
i-dessus, e qui revient à dire que HomD(X, Y ) = HomC(X, Y ) pour tout ouple (X, Y )
d'objets dans D.
Sous-fonteur. Soit F un fonteur d'une atégorie C vers les ensembles. On dit qu'un
fonteur G : C −→ Ens est un sous-fonteur de F , et on le note G ⊂ F par analogie ave
les ensembles, si et seulement si
1. pour tout objet X dans C, F (X) = G(X) et
2. pour tout morphisme f : X −→ Y , G(f) = F (f)|G(X).
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