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Recently, it has been shown that sum and product are not the only operations that can be used in order to deﬁne con-
crete approximation operators. Several other operations provided by fuzzy sets theory can be used. In the present paper,
pseudo-linear approximation operators are investigated from the practical point of view in Image Processing. We study
max–min, max–product Shepard type approximation operators together with Shepard operators based on pseudo-opera-
tions generated by an increasing continuous generator. It is shown that in several cases these outperform classical approx-
imation operators based on sum and product operations.
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Recently the following problem was proposed: Is the linear structure the only one that can be used in the
classical Approximation Theory? Moreover, are the addition and multiplication of the reals the only opera-
tions that can be used for deﬁning approximation operators? All the approximation operators need to be lin-
ear? The answer to this question is negative, and in this sense in [3] max–product Shepard approximation
operators were studied. Also, in [4] max–min Shepard operators and approximation operators based on
pseudo-operations generated by a continuous increasing generator were studied from the theoretical point
of view and it was shown that even a parametric family of operations can be used for approximation purposes
instead of the sum and multiplication of the reals. In [14], some preliminary practical results were presented in0888-613X/$ - see front matter  2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2008.01.007
* Corresponding author.
E-mail addresses: bede.barna@bgk.bmf.hu, bedeb@utpa.edu (B. Bede).
22 B. Bede et al. / Internat. J. Approx. Reason. 50 (2009) 21–36function approximation and in image processing. The conclusion from the function approximation section
was that classical sum–product based approximation is often outperformed by other operations.
We will continue in the present paper this line of research by studying approximation capability of pseudo-
linear approximation operators mainly from the practical point of view but also, in extension to the results in
[4] we describe a general method how from a classical positive linear approximation operator a pseudo-linear
operator can be obtained for any pair of strict pseudo-operations. These further enlarge the class of pseudo-
linear approximation methods. Then we apply this method to Shepard type classical operators and we obtain
a new class of pseudo-linear approximations. Further, in extension to the results in [14], we propose a com-
parative study of the diﬀerent types of pseudo-linear Shepard type approximation operators. For this aim we
consider an Image Processing application. The experimental results conﬁrm that pseudo-linear Shepard oper-
ators outperform in many situations the corresponding classical Shepard operator.
The idea of the possible usefulness of these operators is coming from Fuzzy Logic [6,16]. The present paper
has the theoretical backgrounds in idempotent analysis and pseudo-analysis [7,10–12]. This is mathematical
analysis which is not based on the classical linear structure of the reals. The metric structure over the reals
will be the classical Euclidean structure or a generalized metric space structure [13,17,18], depending on the
case. The study of the approximation theory in the setting of pseudo-analysis was proposed in [9] and as it
is shown in [3,4], it can bring a signiﬁcant enlargement to the class of existing approximation methods.
After a preliminary section we recall in Section 2 the deﬁnition and some theoretical properties of the
pseudo-linear Shepard operators proposed in [3,4]. In Section 3, we present a new construction method for
pseudo-linear approximations and we obtain error estimates in a generalized metric space. In Section 3 we
present practical results in Image Processing, results which show the eﬀectiveness of the proposed methods.
In this section pseudo-linear operators are compared with sum–product based classical Shepard operators.
At the end of the paper some conclusions and topics for further research are given.
2. Preliminaries
2.1. Pseudo-operations
Let I be a closed or semiclosed subinterval of [0,1]. The operation : I  I? I is called a pseudo-addition
if it is commutative, nondecreasing, associative and has a zero element denoted by 0.
The operation : I  I? I is a pseudo-multiplication if it is commutative, nondecreasing, associative and
for which there exists a unit element 1 2 I. Let us further suppose that  is distributive with respect to  i.e.,x ðy  zÞ ¼ ðx yÞ  ðx zÞ:
for any x,y,z 2 I (see, e.g. [10,11]).
We will consider in the examples presented in this paper the following 3 cases:
Case 1.I = [0,1),  = _ and  = , that is the max–product algebra over the positive reals.
Case 2.I = [0, 1],  = _ and  = ^ , that is the fuzzy algebra over the [0, 1] interval.
Case 3.Semirings with pseudo-operations deﬁned by a monotone and continuous generator g:
[0,1)? [0,1) (see [1,8,10]). Moreover, from this class we consider only strict pseudo-additions, that is
 is strictly increasing on (0,1)  (0,1). In this case by Acze´l’s representation theorem [1], there exists
an increasing function g: [0,1)? [0,1) such that g(0) = 0 andx y ¼ g1ðgðxÞ þ gðyÞÞ:
The unique pseudo-multiplication associated to  is given byx y ¼ g1ðgðxÞ  gðyÞÞ:
In the present paper we will consider operations generated by various generators. In the corresponding parts
of the paper we will specify the generators.
It is easy to check that 1 = g1(1) is neutral element with respect to  in the sense that x  1 = x for any
x 2 (0,1). By convention, the operation  will have in the present paper always higher priority than the oper-
ation .
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of an ordered semiring.
2.2. The modulus of continuity
The purpose of this paper is to approximate a target function f: X? [0,1), where (X, d) is a compact met-
ric space, [0,1) is endowed with ordered semiring structure given by the pseudo-operations described above.
The mathematical analysis over this algebraic-topological structure is called pseudo-analysis (see [10]). The
target function f: X? [0,1) is assumed to be continuous in the usual Euclidean distance.
Usually, the error estimates in classical approximation theory are provided in terms of the modulus of con-
tinuity. So, let us recall its deﬁnition and main properties adapted to our case (for the general deﬁnition see [2]).
Deﬁnition 1. Let (X, d) be a compact metric spaces and ([0,1),jj) the metric space of positive reals endowed
with the usual Euclidean distance. Let f: X? [0,1) be bounded. Then the function x(f,): [0,1)? [0,1),
deﬁned byxðf ; dÞ ¼
_
jf ðxÞ  f ðyÞj; x; y 2 X ; dðx; yÞ 6 df g
is called the modulus of continuity of f.
Theorem 2. The following properties hold true
(i) jf(x)  f(y)j 6 x(f, d(x, y)) for any x,y 2 X;
(ii) x(f, d) is nondecreasing in d;
(iii) x(f, 0) = 0;
(iv) x(f, d1 + d2) 6 x(f, d1) + x(f, d2) for any d1,d2, 2 [0,1);
(v) x(f, nd) 6 nx(f, d) for any d 2 [0,1) and n 2 N;
(vi) x(f, kd) 6 (k + 1)  x(f, d) for any d,k 2 [0,1);
(vii) f is continuous if and only if limd?0x(f, d) = 0.2.3. Modulus of continuity in generalized metric spaces
In this section the pseudo-operations are deﬁned by an increasing continuous generator g: [0,1)? [0,1)
such that g(0) = 0, as follows:x y ¼ g1ðgðxÞ þ gðyÞÞ
andx y ¼ g1ðgðxÞ  gðyÞÞ:
In what follows we recall some properties regarding the g-distance dg: [0,1)2? [0,1), given bydgðx; yÞ ¼ g1ðjgðxÞ  gðyÞjÞ: ð1Þ
The g-distance dg, has the following properties (see [13,17,18]):
(i) dg(a, b)P 0 "a,b 2 [0,1) and dg(a, b) = 0 if and only if a = b;
(ii) dg(a, b) = dg(b, a) "a,b 2 [0,1);
(iii) dg(a,c) 6 dg(a, b)  dg(b, c) "a,b,c 2 [0,1).
These properties show us that dg has similar properties to the usual Euclidean distance over the reals, except
the fact that the triangle inequality is written now in terms of the pseudo-addition. The space ([0,1), dg) is a
generalized metric space as it is introduced in [13], see also [17].
Let (X, d) be a compact metric space and f1,f2: X? [0,1). The uniform g-distance can be deﬁned as Dg(f1,
f2) =
W
{dg(f1(x),f2(x)): x 2 X}. If a sequence of functions converges in the uniform g-distance we say that it
converges g-uniformly.
Similarly to the classical case in Deﬁnition 1, the g-modulus of continuity can be deﬁned.
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the g-distance given in (1). Let f: X? [0,1) be bounded in the Euclidean distance. Then the function xg(f,):
[0,1)? [0,1), deﬁned byxgðf ; dÞ ¼
_
dgðf ðxÞ; f ðyÞÞ; x; y 2 X ; dðx; yÞ 6 d
 is called the g-modulus of continuity of f.
We can obtain several properties as in Theorem 2, for the g-modulus of continuity. For their proofs we
refer to [4].
Theorem 4. The following properties hold true
(i) dg(f(x),f(y)) 6 xg(f, d(x, y)) for any x,y 2 X;
(ii) xg(f, d) is nondecreasing in d;
(iii) xg(f, 0) = 0;
(iv) xg(f,d1 + d2) 6 xg(f, d1)  xg(f, d2) for any d1,d2, 2 [0,1);
(v) xg(f, nd) 6 g1(n)  xg(f, d) for any d 2 [0,1) and n 2 N;
(vi) xg(f,kd) 6 g1(k + 1)  xg(f, d) for any d,k 2 [0,1);
(vii) xg(f, d) = g
1(x(gf, d)), for any d 2 [0,1), where x is the classical modulus of continuity given by Defi-
nition 1;
(viii) f is continuous in the Euclidean distance if and only if limd?0xg(f, d) = 0.
In the present paper, we will denote sometimes the composition of functions g  f by gf.
3. Examples of pseudo-linear approximation operators
3.1. Max–product approximation
Let us consider a continuous function f: X? [0,1), (X, d) being a compact metric space. Let also, xi 2 X,
i 2 {0,. . ., n}, nP 1 be ﬁxed sampled data (i.e. we suppose that the values f(xi) are known).
The general discrete form of a max–product approximation operator isPnðf ; xÞ ¼
_n
i¼0
Knðx; xiÞ  f ðxiÞ; ð2Þwhere Kn(, xi): X? [0,1), i = 0, . . . , n are some given continuous functions.
An example of such an operator can be found in [3], where max–product Shepard operator was deﬁned and
studied. The form of the max–product Shepard operator is:Shknðf ; xÞ ¼
Wn
i¼0
f ðxiÞ
dðx;xiÞkWn
j¼0
1
dðx;xjÞk
; if x R fxi : i ¼ 0; . . . ; ng ð3Þand Shknðf ; xiÞ ¼ f ðxiÞ for i = 0, . . . , n, where kP 1 is a constant.
The following approximation property shows a Jackson-type error estimate for this operator.
Theorem 5 [3]. Let f: [0, 1]? [0,1) be continuous, xi ¼ in, i = 0,. . ., n, then for the error of approximation of f
by Shknðf ; xÞ given as in (3) we haveShknðf ; xÞ  f ðxÞ
  6 3
2
x f ;
1
n
 
8x 2 ½0; 1:Here let us remark that in the theory of classical Shepard–Bala´zs operators, it is proved that for k > 2 we
have the Jackson-type estimate, however, for 1 6 k 6 2, we have a weaker estimate (see [15,19,16]). So, at this
point max–product approximation ‘‘outperforms” classical approximation theory.
B. Bede et al. / Internat. J. Approx. Reason. 50 (2009) 21–36 253.2. Max–min approximation
In this section we consider the _ and ^ operations over the [0, 1] interval. The general form of a max–min
approximation operator is similar to the previous max–product case.
Let (X, d) be a compact metric space and f: X? [0, 1] be a target function. Let xi 2 X, f(xi) 2 [0, 1] be sam-
pled data, i = 0,. . ., n, nP 1. A max–min approximation operator has the general form:Pnðf ; xÞ ¼
_n
i¼0
Knðx; xiÞ ^ f ðxiÞ; ð4Þwhere Kn(,xi): X? [0, 1], i = 0,. . ., n are continuous.
Let kP 1 be a constant. Then the functionShknðf ; xÞ ¼
_n
i¼0
1
dðx;xiÞkWn
j¼0
1
dðx;xjÞk
^ f ðxiÞ
0
BB@
1
CCA for x R fx0; . . . ; xng ð5Þand Shknðf ; xiÞ ¼ f ðxiÞ; i ¼ 0; . . . ; n is the max–min Shepard operator (see [4]).
The following theorem gives an approximation property of the max–min Shepard operators with equidis-
tant data.
Theorem 6 [4]. Let f: [0, 1]? [0, 1] be continuous and xi ¼ in, i = 0,. . ., n, equally spaced data. For the max–
min Shepard type approximation operator given by (5) we have the following error estimate:Shknðf ; xÞ  f ðxÞ
  6 x f ; 1
n
 
_ 1
3k
8x 2 ½0; 1:3.3. Approximation based on Minkowski type pseudo-operations
In this section we consider pseudo-operations deﬁned by a particular continuous generator g:
[0,1)? [0,1), g(x) = xa, with a > 0. In this casex y ¼ xa þ yað Þ1a; ð6Þ
operation which will be referred in what follows as Minkowski type pseudo-addition. The  operation is the
classical multiplication.
Let (X, d) be a compact metric space and f: X? [0,1) be a continuous function. Let xi 2 X, f(xi) 2 [0,1)
be sampled data, i = 0,. . ., n, nP 1.
The -product Shepard operator [4] is given byShknðf ; xÞ ¼ 
n
i¼0
1
dðx;xiÞk
n
j¼0
1
dðx;xjÞk
f ðxiÞ
0
B@
1
CA; if x R fx0; ::; xng ð7Þand Shknðf ; xiÞ ¼ f ðxiÞ, i = 0,. . ., n, k > 0.
For the approximation operators deﬁned in (7) by using the Minkowski type pseudo-addition, we have the
following Jackson-type error estimate in the g-distance dg.
Theorem 7 [4]. Let f: [0, 1]? [0,1) be continuous in the Euclidean sense and xi ¼ in, i = 0,. . ., n, nP 1. Let
a > 0 be the parameter in (6) and k such that a  k > 2. For the error estimate in approximation by the operator
given by (7) we have the following Jackson-type estimatedgðShknðf ; xÞ; f ðxÞÞ 6 C  xg f ;
1
n
 
8x 2 ½0; 1;where C is a constant.
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In what follows we present a general method for constructing pseudo-linear approximation operators start-
ing from a classical positive linear approximation operator. The proposed method works for pseudo-opera-
tions generated by any continuous increasing generator. Let us remark here that in the absence of such a
generator (e.g. in max–product algebra or in the fuzzy algebra) this method does not work. Also, let us remark
that this method gives diﬀerent result than the pseudo-linear approximation operator given in the previous
section, since the Shepard operator given in (7) is constructed directly in the pseudo-linear space.
Let (X, d) be a compact metric space and f: X? [0,1) continuous. We will consider a classical approxi-
mation operator which satisﬁes a Jackson-type estimate in the Euclidean distance and we will construct start-
ing with this a pseudo-linear approximation operator and we will show that it satisﬁes a Jackson estimate is
the g-distance.
Classical approximation theory provides many diﬀerent approximation operators: Bernstein polynomials,
Shepard type rational approximation operators, Jackson-type trigonometric polynomials, wavelets (see, e.g.
[5]), to mention only a few. The form of such an operator isLnðf ; xÞ ¼
Xn
i¼0
Knðx; xiÞ  f ðxiÞ;where xi 2 X, i = 0,. . ., n, nP 1 are ﬁxed knots and Kn(, xi) are functions having relatively simple expression
(polynomials, trigonometric polynomials, rational functions, wavelets). We say that Ln(, x) is positive if for
any f such that f(x)P 0 for all x 2 X, we have Ln(f, x)P 0 for x 2 X. We say that Ln(f, x) satisﬁes a Jack-
son-type error estimate if considering X = [0, 1] and xi 2 [0, 1], i = 0, . . ., n, we have the error estimatejLnðf ; xÞ  f ðxÞj 6 C  x f ; 1n
 
8x 2 ½0; 1; ð8Þwhere C is a constant.
As examples of such operators let us mention the Jackson trigonometric polynomials, B-spline series and
the Shepard–Bala´zs (sometimes called only Shepard) operators [5,15]. Let us recall the deﬁnition of the Shep-
ard–Bala´zs operator which will be used for experimental comparison in Section 5.
Let f : X ! R be a continuous function and xi 2 X ,i 2 {0, . . ., n} be equally spaced points, k > 2. Let alsoBknðx; xiÞ ¼
1
dðx;xiÞkPn
i¼0
1
dðx;xiÞkdenote the classical Shepard–Bala´zs kernel andSknðf ; xÞ ¼
Xn
i¼0
Bknðx; xiÞf ðxiÞ; if x–xi ð9Þand Sknðf ; xiÞ ¼ f ðxiÞ, i = 0,. . ., n. the classical Shepard–Bala´zs operator.
Theorem 8 [15]. Let f : ½0; 1 ! R be a continuous function (in the Euclidean distance) and xi ¼ in ; i = 0,. . ., n,
nP 1. Then, the Shepard–Bala´zs operator defined as in (9) satisfies the following Jackson-type error estimate:jSknðf ; xÞ  f ðxÞj 6 Cx f ;
1
n
 
:For the construction presented in this section we start with a positive linear operatorLnðf ; xÞ ¼
Xn
i¼0
Knðx; xiÞ  f ðxiÞ; ð10Þwith Kn(,xi): X? [0,1), i = 0,. . ., n, nP 1.
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increasing continuous generator g: [0,1)? [0,1) such that g(0) = 0, as follows:x y ¼ g1ðgðxÞ þ gðyÞÞ
andx y ¼ g1ðgðxÞ  gðyÞÞ:
Now we deﬁne the following approximation operatorPnðf ; xÞ ¼ 
n
i¼0
g1Knðx; xiÞ  f ðxiÞ ð11Þfor any x 2 X. It is easy to check that it is continuous (in the uniform g-distance) and that it is pseudo-linear
with respect to its ﬁrst argument, that isPnðaf þ bg; xÞ ¼ a Pnðf ; xÞ  b Pnðf ; xÞ; 8a; b 2 ½0;1Þ:
In what follows we will obtain Jackson-type error estimate for the approximation by operators deﬁned as
above in the g-modulus of continuity given in Deﬁnition 3.
Theorem 9. Let f: [0, 1]? [0,1) be continuous in the Euclidean distance. For any positive linear
approximation operator defined as in (10) satisfying the Jackson-type estimate in (8), the pseudo-linear operator
given by (11) satisfies the following Jackson estimate in the g-modulus of continuity:dgðPnðf ; xÞ; f ðxÞÞ 6 g1ðCÞ  xg f ; 1n
 for any x 2 [0, 1].
Proof. By direct computation we have successivelydgðPnðf ; xÞ; f ðxÞÞ ¼ g1 Pnðf ; xÞ  gf ðxÞj jð Þ ¼ g1 g 
n
i¼0
g1Knðx; xiÞ  f ðxiÞ
 
 gf ðxÞ


 
¼ g1
Xn
i¼0
Knðx; xiÞ  gf ðxiÞ  gf ðxÞ


 !
:Now, since the linear operator Ln(, x) satisﬁes the Jackson estimate in (8) for any continuous function, we
apply this property to gf and we getXn
i¼0
Knðx; xiÞ  gf ðxiÞ  gf ðxÞ

 6 Cx gf ; 1n
 for any x 2 [0, 1] and since g1 is increasing we havedgðPnðf ; xÞ; f ðxÞÞ 6 g1 Cx gf ; 1n
  for any x 2 [0, 1].
By the deﬁnition of the pseudo-multiplication we haveg1 Cx gf ;
1
n
  
¼ g1 gg1ðCÞ  gg1x gf ; 1
n
  
¼ g1ðCÞ  g1x gf ; 1
n
 
:Finally, by Theorem 4 vii), we obtaindgðPnðf ; xÞ; f ðxÞÞ 6 g1ðCÞ  xg f ; 1n
 
;for any x 2 [0, 1] and the proof is complete. h
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of the pseudo-linear operator to the values of the function in the Euclidean distance as well.
Corollary 10. Let f: [0, 1]? [0,1) be continuous in the Euclidean sense, and the pseudo-linear Shepard
operator Pn given by (11). Then Pn(f,x) converges g-uniformly to f(x) and moreover, in the Euclidean distance we
havelim
n!1
Pnðf ; xÞ ¼ f ðxÞ 8x 2 ½0; 1:Proof. It is obvious by Theorem 4. h
For example, given f: X? [0,1), (X, d) being a compact metric space, the pseudo-linear correspondent of
the Shepard operator given by (9), according to the construction presented in this section is deﬁned for x 2 X
as follows:Shknðf ; xÞ ¼ 
n
i¼0
g1Bknðx; xiÞ  f ðxiÞ for x R fx0; . . . ; xng; ð12Þand Shknðf ; xiÞ ¼ f ðxiÞ, i = 0, . . . , n, whereBknðx; xiÞ ¼
1
dðx;xiÞkPn
i¼0
1
dðx;xiÞk
:Remark 11. The approximation operator given by (12) is diﬀerent from that given by (7), even if we consider
the same Minkowski pseudo-operations.
Remark 12. The pseudo-linear operators given by (11) could be written in an integral form based on a pseudo-
integral (see [10,9]). For application purposes in the next section, the discrete form is more practical, so we
choose the discrete form in the present investigation.
The Jackson-type error estimates in Theorem 5–7 and 9, from the Image Processing point of view, show us
that in all the cases considered in this Section we have uniform convergence of the Shepard approximations to
the target function in the Euclidean distance in the ﬁrst two cases, and in g-distance in the third and fourth
case. Moreover, the order of this convergence if we consider that f is, e.g. of Lipschitz type is Oð1nÞ. Also,
an approximation operator in the classical Approximation Theory is considered to be a ‘‘good” approxima-
tion if it satisﬁes such a Jackson estimate.
5. Image compression experiments
We perform in this section some image processing experiments by using pseudo-linear Shepard type
approximation operators. Let us consider an original image represented by a continuous function f:
[0, 1]2? [0, 1] (we suppose for simplicity that the gray-levels are normalized into [0, 1] and also, that by a lin-
ear transformation the image is mapped into [0, 1]2). On X = [0, 1]2 we consider the usual Euclidean distance.
Let also xi;j ¼ ð im ; jnÞ, i = 0, . . . , m, j = 0 , . . . , n, m,nP 1 be sampled pixels. The original image in this case can
be approximated by the bivariate Shepard operators given in (3), (5), (7) and (12) (we consider X = [0, 1]2 in
the corresponding deﬁnitions).
We would like to compare mainly the classical linear Shepard operators with the corresponding pseudo-lin-
ear operators. Let us regard the following results as competition between classical operations and pseudo-
operations in the framework of image processing.
The proposed experiment is image approximation based on the Shepard type approximation operators
deﬁned in the previous sections. The compression method used in this comparison is to simply select one point
from each image block of n  n pixels (upper left corner) and deleting the rest.
The decompression step is as follows. Having the interpolation points selected as in the previous step we
compute the values in the missing points by using the pseudo-linear Shepard Approximation operators given
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ator with max–product, max–min and pseudo-linear Shepard operators deﬁned by using the generatorg : ½0;1Þ ! ½0;1Þ; gðxÞ ¼ xa ð13Þ
with a 2 (0,1) (for a = 1 we get the addition) with the approximation operators as in (7) and (12). Also, we
will use the generatorg : ½0;1Þ ! ½0;1Þ; gðxÞ ¼ ebx  1 ð14Þ
together with the construction method given in (12).
If we regard the results presented above as a competition between the Addition and Pseudo-Addition we
can compare the decompression results by using the standard peak signal to noise ratio (PSNR) deﬁned asPSNR ¼ 10 log10
ð2B  1Þ2
MSE
;where 2B  1 is the number of grey-scale levels in the original images. The mean square error (MSE) is given
byMSE ¼ 1
N 1N 2
XN11
i¼0
XN21
j¼0
ðf ði; jÞ  Sði; jÞÞ2;where f(i, j) and S(i, j) is the gray-scale value of the pixel (i, j) in the original image and its approximation and
N1, N2 are the dimensions of the original image in pixels.
First we present an image compression experiment based on the max–min and max–product approxima-
tions. In this experiment, the original image Lena (Fig. 1) is compressed by the compression rate 1
4
: The
decompression results by using max–min max–product and the classical Shepard operators are presented in
Figs. 2–4.
However in this experiment the best PSNR was obtained for the classical Shepard operator, the possible
usefulness of the max–min and max–product operations is shown. Let us remark here that generally the
max–min and max–product operations are computational less expensive than the classical sum–product oper-
ations, which is showing the possible usefulness of these operations in the design of more sophisticated image
processing methods.
In the next experiment several images are compressed by using pseudo-linear approximations based on the
two versions of the Shepard pseudo-linear operators in (7) and (12) based on the generators in (13) for bothFig. 1. Original image Lenna.
Fig. 2. Decompression result by using max–min Shepard approximation, PSNR = 24.1155.
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9
and the parameter k which
occurs in the Shepard operators was the same k = 3. For example, for the image shown in Fig. 5, the decom-
pression results are shown in Figs. 6–9. The results, if we regard them as the results of the competition between
operations, show that the classical sum and product are outperformed by the pseudo-operations considered.
Also, let us remark that the computational complexity depends on the generator. If the expression of the
generator is complicated the computation time will increase. In the proposed experiments the computation
time is slightly increased in both pseudo-linear cases related to the classical case, but the diﬀerence in compu-
tation time is not signiﬁcant since the generators in (13) and (14) have relatively simple expression.
In the following experiments we study the dependence of the PSNR with respect to the parameters of the
pseudo-operations considered. Here several images are compressed (the compression rate being 1
9
) in order to
compare the diﬀerent types of approximation operators provided in this paper. The parameter dependence is
illustrated in Figs. 10–12.Fig. 3. Decompression result by using max–product approximation, PSNR = 24.1472.
Fig. 4. Decompression result by using classical Shepard operator, PSNR = 29.2369.
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responding to a = 1 in Figs. 10 and 11) is generally not the best pair of operations in the proposed
experiments.
Further, we extended the method for color images and we performed a statistical analysis on the proposed
image approximation methods. We have performed experiments on 100 images extracted from COREL image
database. The size of images was 384  256 pixels and 256  384 pixels, respectively. The compression and
decompression steps were performed in the HSV and YUV spaces, respectively. The images were all trans-
formed in the HSV and YUV spaces, respectively and the proposed approximation methods were applied sep-
arately on H, S and V components of HSV space and Y, U and V components of YUV space, respectively.
The compression rate in these experiments was 3
38
: The value of the parameter k was set to 6 for all the approx-
imation operators presented in the paper. The set of values of the parameter a of the generator in (13) was
a 2 {0.5, 0.75, . . ., 2}, while for the generator in (14), we took b 2 f1
2
; 1
3
; . . . ; 1
8
g in all experimental settings.
For a given image and approximation method we have selected the parameter value corresponding to the best
PSNR. The results of these experiments are summarized in the following table:Approximation method Average PSNRClassical Shepard operator in HSV space 25.8067
Pseudo-linear operator, as in (7), generator (13), HSV 26.0011
Pseudo-linear operator, as in (12), generator (13), HSV 25.8339
Pseudo-linear operator, as in (12), generator (14), HSV 25.8078
Max–min Shepard operator, HSV 23.2495
Max–product Shepard operator, HSV 23.1087
Classical Shepard operator in YUV space 26.7138
Pseudo-linear operator, as in (7), generator (13), YUV 26.7832
Pseudo-linear operator, as in (12), generator (13), YUV 26.7220
Pseudo-linear operator, as in (12), generator (14), YUV 26.7127
Max–min Shepard operator, YUV 22.8173
Max–product Shepard operator, YUV 22.6681The results in this table show that in the experiments performed in HSV space, the classical Shepard oper-
ator is outperformed by the pseudo-linear Shepard operator given in (7) having the generator (13). The aver-
age improvement with respect to the classical Shepard operator is 0.1944 which represents 0.75%
Fig. 5. Original image text.
Fig. 6. Decompression results by classical Shepard operators, PSNR = 19.9521.
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the classical operators. The max–product and max–min cases still gave satisfactory results. In the case of the
proposed method used in the YUV space the average improvement by using the operator in (7) with respect to
the classical one is 0.0694 which represents 0.26% improvement. The results also show that generally the use of
the YUV space gives a better performance that the use of the HSV space, except for the max–min and max–
product operators, where the HSV space was shown to be more convenient.
Since the proposed pseudo-linear operators are generalizations of their linear counterparts if we consider
the generator as in (13) taking a = 1, the proposed method is at least as good as the classical Shepard operator.
In order to assess whether the diﬀerences in the means presented in the above table are statistically signiﬁcant,
we performed statistical analysis of the proposed methods. A paired mean diﬀerence t-test was performed
assessing the diﬀerent methods. The signiﬁcance level was set to 0.05. Our ﬁndings are that the pseudo-linear
operator, as in (7), generator (13) both in HSV and YUV color spaces preforms signiﬁcantly better than the
linear Shepard operator. The null hypothesis was that the mean PSNR of the classical Shepard operator is
greater than the mean value obtained by using the Shepard operator as in (7), generator (13). The probabilities
Fig. 7. Decompression result by using pseudo-linear operators as in (7), a = 0.6, PSNR = 20.7375.
Fig. 8. Decompression result by using (12), with generator equation (13), a = 3.75, PSNR = 20.2015.
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so the proposed method was shown to be signiﬁcantly better in this application. The diﬀerences between the
PSNR values obtained for the pseudo-linear operator as in (12), generator (13) and the linear Shepard oper-
ator, both in HSV and YUV spaces, were as well signiﬁcant. The improvement when using the generator (14)
was shown not to be signiﬁcant however these methods perform similarly to the classical version. The max–
product and max–min operators have lower performance, but they still gave satisfactory results.
6. Conclusions and further research
We have proposed in this paper a practical study of several diﬀerent pseudo-linear versions of the Shepard
operator in Image Processing. Also, we presented a general method for deﬁning pseudo-linear approximations
based on existing positive linear operators.
As a conclusion of the experiments proposed in the previous section it is easy to see that the sum–product
based approximation is in several experiments outperformed by our proposed methods. So, pseudo-operations
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
21.5
22
22.5
23
23.5
24
24.5
25
25.5
26
Fig. 10. Dependence of the PSNR on the parameter of the pseudo-operations. Pseudo-linear operator as in (7), generator as in (13).
Fig. 9. Decompression result by using (12), with generator (14), b = 0.2, PSNR = 20.2789.
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Fig. 11. Dependence of the PSNR on the parameter of the pseudo-operations. Pseudo-linear operator as in (12), generator as in (13).
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B. Bede et al. / Internat. J. Approx. Reason. 50 (2009) 21–36 35can be used in image processing instead of the classical sum and classical multiplication with same or even
better performances.
In the present paper we presented an image compression method based on pseudo-linear Shepard opera-
tors. Another promising research topic is the use of the proposed approximation methods for noise reduction
in images and for zooming.
Surely, the presented Shepard operators (and the classical Shepard operator as well) are outperformed from
the Image Processing point of view by, e.g. Discrete Cosine Transforms or Wavelets. So, we propose for fur-
ther research to deﬁne and study pseudo-linear versions of the DCT method and to deﬁne and study pseudo-
linear wavelets.
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