Introduction
The sphere packing problem is one of those mathematical problems which are easy to state and notoriously difficult to solve. A sphere packing P of R d is a collection of congruent non-overlapping balls. Its (upper) density
is the amount of space covered by P (here B(0, r) denotes the euclidean ball of radius r centered at 0; vol d is the d-dimensional Lebesgue measure). The sphere packing problem asks for the maximal value of ∆(P) and for which packing it is attained. Until 2017 the answer was only known for dimensions 1, 2 (see [14] ), and 3. In 1611 Kepler conjectured that no sphere packing in R 3 has density greater than π √ 2/6 which is the density of the face-centered cubic lattice and the hexagonal close packing. The proof of the Kepler conjecture by Hales [16] was a major achievement and an endpoint of a long development (for a historical exposition see [1] ).
The solution of the sphere packing problem in dimension 8 in March 2016 by Viazovska [28] and soon after in dimension 24 by Cohn, Kumar, Miller, Radchenko, and Viazovska [9] brought an enormous breakthrough in the application of linear programming techniques. For a comprehensive overview of the proof and more background information we refer to [6, 11] .
The proof was based on earlier work by Cohn and Elkies [5, 7] , who provided the underlying linear programming technique. More precisely, the following result was proved there. Theorem 1.1 (Theorem 3.2 in [7] ). Suppose f : R d → R is an admissible function satisfying the following three conditions for some r > 0:
(1) f (0) = f (0) > 0, (2) f (x) ≤ 0 for x ≥ r A function f is admissible, if there exists a constant δ > 0 such that |f (x)| and | f (x)| are bounded above by a constant times (1 + x ) −d−δ . The admissibility condition implies the Poisson summation formula for f which plays a central role in the proof of the above result and further shows that the bound is attained for the lattice packing
for a lattice Λ, if and only if f (x) = 0 for all x ∈ Λ \ {0} and f (t) = 0 for all t ∈ Λ * \ {0}, where Λ * denotes the dual lattice of Λ, and r is the minimal distance of Λ.
Of course, Schwartz functions are admissible. It is an important feature of the space of real valued radial Schwartz functions that every element f can be written as f = f + +f − , where f + = f + and f − = −f − are eigenfunctions of the Fourier transform. This is one of the key ingredients of the construction of functions f satisfying the assumptions of the theorem.
The functions constructed in [9, 28] were the first examples of Fourier eigenfunctions with prescribed double zeros at the distances of a lattice. The construction was based on Laplace transforms of certain weakly holomorphic modular forms and quasi-modular forms. The aim of the present paper is to provide a unifying view on the modular forms behind these constructions, to construct the Fourier eigenfunctions for all dimensions divisible by 4, and to show that the underlying modular and quasi-modular forms are uniquely determined by the requirements that their transform should be an eigenfunction of the Fourier transform belonging to the Schwartz class.
Bourgain, Clozel, and Kahane [2] studied an uncertainty principle for the last sign change of even functions and their Fourier transforms on R. More precisely, for an even function f not identically 0 and its Fourier transform f they study the following properties (1) f (0) ≤ 0 and f (0) ≤ 0 (2) f (x) ≥ 0 for |x| ≥ a f (3) f (x) ≥ 0 for |x| ≥ a f and ask for the minimal possible value of a f a f . This question and its obvious higher dimensional generalizations were originally motivated by the study of zeta functions of number fields which have a real zero between 0 and 1. Gonçalves, Oliveira e Silva, and Steinerberger [15] studied the problem further and proved that the extremal functions for the above properties are eigenfunctions of the Fourier transform. Cohn and Gonçalves [8] used a construction similar to the ones in [9, 28] to provide the optimal function for the above uncertainty principle in dimension 12.
A p( x − y ), which can be viewed as a thermodynamic limit of the sum of all mutual p-interactions of distinct points in C. A configuration C of density ρ is called universally optimal, if it minimizes E p (·) amongst all configurations of density ρ and for all completely monotone functions p simultaneously. Such configurations seem to exist only for special values of the dimension; only very few examples are known. Radchenko and Viazovska [23] proved a remarkable interpolation theorem for functions on the real line, with prescribed values of f and f in the points ± √ n (n ∈ N 0 ). This idea was taken further by Cohn, Kumar, Radchenko, and Viazovska [10] in their proof of universal optimality of the E 8 and Leech lattices in respective dimensions 8 and 24.
The main ingredient of their proof is an interpolation formula for radial Schwartz functions in these dimensions, which allows to interpolate values and first derivatives of f andf in the points √ 2n (n ∈ N). As we were completing this manuscript we became aware of the work by Rolen and Wagner [24] , who studied similar questions for dimensions divisible by 8. They were focussed on applications for proving packing bounds in these dimensions. These bounds turn out to be asymptotically weaker than the bounds known from work of Kabatjanskiȋ and Levenšteȋn [19] . Our paper gives more explicit results especially for the underlying modular and quasi-modular functions, in particular we find recurrence relations defining these functions.
In this paper the dimension d will always be a multiple of 4. It is organized as follows. In Section 2 we provide a general study of functions of the form
Notice that the integral can be viewed as a Laplace transform after replacing z = it for t > 0. We study the analytic continuation of such functions, which is already given in Viazovska's work [28] . In Proposition 2.4 we formulate conditions on ψ so that the function U( x 2 ) is an eigenfunction of the Fourier transform. These conditions turn out to be functional equations for ψ and conditions on the asymptotic behaviour of ψ(z) for z → 0 and z → i∞. Our main aim is to find the function ψ so that the last sign change of U is as small as possible. This is motivated by the choice of functions in [9, 28] , as well as by the uncertainty principle [2] mentioned above.
In Section 3 we study the set of solutions of the functional equations given in Section 2 for the case of the eigenvalue (−1) and depth 2. In order for the function U( x 2 ) to have the desired properties, we find conditions on these forms and show that these are uniquely satisfied.
In Section 4 the solutions of the functional equations from Section 2 for the case of the eigenvalue (−1)
+1 are investigated. These turn out to be weakly modular forms of weight 2 − d 2 for Γ(2), a principal congruence subgroup of SL(2, Z). Again we characterize the functions ψ that yield the desired properties for the function U( x 2 ). In Section 5 we find differential equations satisfied by the forms obtained in Sections 3 and 4 and characterize them as certain solutions. As a byproduct we find linear recurrences for the forms.
In Section 6 we prove that all but possibly finitely many Fourier coefficients of the quasi-modular forms obtained in Section 3 are positive.
In Section 7 we discuss the modular and quasi-modular forms obtained in Sections 3 and 4 for several small dimensions, where the corresponding Fourier eigenfunction exhibits remarkable behaviour. These cases of course include dimensions 8, 12, and 24.
In Appendix A we provide some basic information on modular functions and forms, as well as quasi-modular forms and derivatives of modular forms, that are needed for Sections 3 and 4.
Appendix B provides tables of polynomials which parameterize the forms constructed in Sections 3 and 4.
1.1. Notation. Throughout this paper we will use notations that are common in the context of modular forms. Especially, we denote the two generators of the modular group Γ = SL(2, Z) by
Furthermore, we denote q = e 2πiz , the nome, and use a slightly modified notation for derivatives
We will freely switch between dependence on z and q. The Landau symbol O(q ℓ ) is always understood for z → i∞ which is q → 0. In this paper we use the following notation for the Fourier transform of a function f ∈ L 1 (R d ):
where x, t denotes the standard scalar product in R d . With this setting we have
for the Fourier transform of a Gaussian for ℑz > 0. Here and throughout this paper x 2 = x, x denotes the euclidean norm.
Laplace transforms and Fourier eigenfunctions
In this section we give a general study of functions given in the form (1.1). This representation is one of the key ingredient of Viazovska's construction of eigenfunctions of the Fourier transform. We analyse these functions in some detail and provide their analytic continuation to a right half-plane containing the imaginary axis. After these preparations we compute the Fourier transform of the function U( x 2 ) and use this to obtain necessary and sufficient conditions for this function to be an eigenfunction of the Fourier transform (Proposition 2.4). This is the starting point for the considerations in Sections 3 and 4. We denote the nonegative imaginary axis by iR + := i(0, ∞) and let L 1 loc (iR + ) denote the complex valued functions that are absolutely integrable with respect to Lebesgue measure on any bounded interval i(0, b].
e iπsz dz.
gives an analytic continuation of W to the half-plane ℜ(s) > −C/π.
Proof. Let W (s) be given by the right-hand side of (2.3). Then the local integrability of ψ and the condition (2.1) imply that W (s) is a well-defined meromorphic function on the half plane ℜ(s) > − C π with (at most) double poles at s = 2k, k = 0, . . . , n. For an integer k and ℜ(s) > 2k, elementary computations show
,
and hence that W (s) agrees with W (s) for ℜ(s) > 2n.
We next assume that ψ is holomorphic on the upper half-plane. Proposition 2.2. Let ψ : H → C be holomorphic on H and bounded on the angular region R α,ǫ := {re it : 0 < r < ǫ, α < t < π − α} for some ǫ > 0 and some 0 < α < π/4. Further suppose the restriction of ψ to iR + and W are as in Proposition 2.1 and for ℜ(s) > −C/π let U(s) be defined by 5) where the integrals are along straight line segments joining the endpoints.
Proof. Starting from (2.2) we derive a second form of the analytic continuation of −4 sin(
, which is more suitable for the proof and will also be used later. We write
which follows by expressing the sine in terms of the exponential, expanding the square and substituting in the integral. This expression
Deforming the contour of integration is valid for ℜ(s) > 2n. Since ψ is holomorphic on H and bounded on R α,ǫ , we may deform the contours of integration as follows: the path from −1 to −1 + i∞ is deformed into a straight line from −1 to i and then along the imaginary axis from i to i∞; similarly, the contour from 1 to 1 + i∞ is deformed into a straight line from 1 to i and then again along the imaginary axis (see Figure 2 .1).
Collecting terms with matching paths of integration gives (2.5) valid for ℜ(s) > 2n. Since the exponential terms in the asymptotic expansion (2.1) for z → i∞ cancel in the last integral, the new expression is also valid for ℜ(s) > − C π providing an alternative form for expressing the analytic continuation of U(s). The integrals are all absolutely and uniformly convergent for ℜ(s) ≥ 0. Proposition 2.3. Let ψ be as in Proposition 2.1, U as in Proposition 2.2 and let F :
If, in addition, ψ satisfies
then F is a Schwartz function and can be written in the form
Consequently, the Fourier transform of F is given bŷ
Proof. The representation (2.8) follows immediately from the definition (2.6) and the relation (2.5) of Proposition 2.2. The condition (2.7) implies that ψ vanishes to arbitrary order at z = 0. Hence, using (2.2) it follows using well known properties of the Laplace transform (see [29] ) that F and its derivatives all decay faster than any negative power of x . Since U is analytic, it follows that F is a Schwartz function.
Thus we can compute the Fourier transform of F by Fubini's theorem
Substituting Sz in this expression and collecting signs gives (2.9). 
Proof. The function F is an eigenfunction of the Fourier transform for the eigenvalue ε(−1) d 4 , if and only if the expressions (2.9) (with t replaced by x) and (2.9) are equal up to a factor of ε. By the uniqueness property of the Laplace transform this is equivalent to the fact that the integrands agree on corresponding segments of integration. This yields the equations
which have to hold for all z ∈ H by the holomorphy of ψ. It is immediate that (2.12) and (2.13), and (2.14) and (2.15) are equivalent by substituting z → Sz.
This gives
Furthermore, ψ 1 , ψ 2 , and ψ 3 have to satisfy
for z → i∞ in order to fulfill (2.1) and (2.7). and then
where we have used that (T S) 3 = id. Thus the function
is periodic with period 1. Now we write (2.11) as
and set
Then we have
Using the periodicity of φ and (3.4) gives the periodicity of f . Now we set
We compute
where we have used the periodicity of φ and f as well as the definition of f . This shows that also g is periodic.
Thus ψ satisfies the relation
for two (yet unknown) periodic functions f and g. We now use the definitions (3.5) and (3.6) to express g in terms of ψ
Substituting ST z and multiplying through the denominator yields
where we have used T ST = ST −1 S. We have already established the periodicity of φ(z) = z which together with the obvious periodicity yields that h is a modular form of weight 2− and depth 2. By the structure theorem of quasi-modular forms (see [22, 25, 32] 
−2 ψ(Sz) can then be written as (3.1), where we have set
In order to satisfy condition (2.1), the term multiplied by z 2 in (3.2) has to tend to 0 for z → i∞, which gives (3.3). By (3.1) this implies that (2.1) and (2.7) are satisfied for any 0 < C < 2π.
3.1. Determining ψ. In a next step we want to determine ψ (or equivalently ψ 1 , ψ 2 , ψ 3 ) to satisfy (3.3). Since ψ 1 , ψ 2 , and ψ 3 are weakly holomorphic modular forms of respective weights −4 − , we use (A.9) to express these forms as Furthermore, we set
which gives 0 ≤ k ≤ 5. The forms ω m in (3.12) are modular forms of weight 2m (m = 0, . . . , 7), which are given in Table 3 .1; these forms are uniquely determined by the requirement to be holomorphic, or to have a pole of minimal order at i∞. The parameter n refers to the order of the pole of
n (j). Notice that for m = 1 the form ω m has a simple pole at i∞, whereas for m = 6, 7 it has a simple zero there. This affects the possible degrees of the polynomials P
n , see Table 3 .2. This table also gives the dimension of the space Q (2k+2) n of weakly holomorphic quasi-modular forms of weight 2k + 2 and depth 2, which have a pole of order at most n at i∞.
The table also gives the definition of the quantity a(k), which will be needed in the sequel. 
In light of (3.2) and the asymptotic behaviour of ψ (2.1) used in Proposition 2.1 we require that the polar order of ψ 2 (z) − E 2 (z)ψ 3 (z) (the term multiplied by z in (3.2)) is 1 less than the polar order of ψ 3 (z). This ensures by (2.3) that the largest real second order pole of W (s) is 2 less than the largest real first order pole. Notice that condition (3.3) ensures that W (s) has no third order poles in the right half plane. Together this ensures that the polar order of ψ at i∞ corresponds to the desired sign change of the function F given by (2.6).
In order to achieve the behaviour of ψ described in the last paragraph, we use the degrees of freedom given by dim Q (2k+2) n to first ensure that
and second to eliminate as many Laurent series coefficients of
as possible. By solving the according linear equations we can achieve
In order for ψ to satisfy (3.3) we have to choose n so that
the minimal possible choice for n is then
The condition (3.13) ensures that there is a sign change of F (x) at x 2 = 2n + 2ℓ and F (x) = 0 for x 2 = 2n + 2ℓ − 2. Expressing ℓ, k, and n in terms of d yields 2n + 2ℓ = 2⌊
Summing up, we have proved the following theorem. For the sake of simplicity, we abuse notation by writing f (x) = f ( x ), whenever f is a radial function and the context is clear.
(3.15)
If Conjecture 1 stated below holds, then √ 2n + is the last sign change of the function f + . This is the case for all dimensions ≤ 312 by Remark 2 stated below.
Eigenfunctions for eigenvalue (−1)
d 4
+1
In this section we consider eigenfunctions of the Fourier transform with eigenvalue (−1)
+1 of the form (1.1). We show in Proposition 4.1 that, in this case, the function ψ can be expressed in terms of weakly holomorphic modular forms for Γ and Γ(2). We then explore explicit representations of these forms and show the existence of eigenfunctions satisfying similar extremal properties as in Section 3.
Since Γ(2) \ H * has genus zero, it has a Hauptmodul λ (see Section A.3) which generates the Γ(2) modular functions. It is holomorphic on H, attains the value 1 at the origin, and has no zeros in H. Hence, we may define a holomorphic logarithm of λ by
where the second equation follows from (A.24). We observe via direct computation with the contour integral and the properties of λ that:
Notice that these equations imply (4.4) log λ(z) = log λ(T z) + log λ(Sz) + πi, which we will need later. Using the second equality of (4.1) and (A.10) we obtain the following expansion of log λ at the cusp i∞:
where r 4 is defined in (A.11). Then 
where log λ is defined in (4.5).
Proof. By Proposition 2.4 with ǫ = −1, F is an eigenfunction of the Fourier transform with eigenvalue (−1)
+1 iff ψ satisfies the two equations:
To solve these we first consider H(z) := z d 2 −2 ψ(Sz) which by (4.9) gives
Where we used the property (T S) 3 = id in the second to last line. Iterating this property once gives that H(z + 2) = H(z) and unraveling this statement in terms of ψ gives (4.12) (2z − 1)
Substituting z → ST z in (4.10) and applying (4.9) repeatedly to get
So, altogether we have that ψ(
Furthermore using (4.9) we obtain
(4.14)
Therefore, G is modular of weight 2 − d 2
for the full modular group. Using this we define
and from (4.4) given we see that ω is a modular form of weight 2 − d 2 for Γ(2). Moreover, plugging this relationship into (4.9) gives
Finally, setting f := 1 πi · G we get the desired conclusions.
4.1. Determining ψ. In this step our goal will be determining ψ given its representation in terms of f and ω. We use the fact that C(λ) is a field extension of C(j) to characterize the solutions of (4.16). Then using linear algebra, we ensure that conditions (2.1) and (2.7) hold. We will show that due to (4.16), achieving the former condition will give the latter. To begin, we recall f and ω are weakly holomorphic modular forms of weight 2 − d 2 for the groups Γ and Γ(2) respectively. There are no modular forms of negative weight because such forms must have poles on either H or at the cusps. The contour integration arguments from Proposition 2.2 rule out the former and so f and ω must and can only have poles at the cusps. To continue, define
where we recall from Table 3 .1 that ω k is a weakly holomorphic modular form for the full modular group of weight 2k. P (k) is a polynomial associated with each k, and R (k) is a rational function depending on our choice of k. This representation follows because f · ∆ ℓ ω k is a weakly holomorphic form of weight 0 and using the fact that j is Hauptmodul for Γ, this implies that it must be rational function in j. Moreover, since such a rational function can only have poles at i∞, it must be a polynomial. Analogously, since λ is Hauptmodul for Γ(2) we can similarly conclude that ω · ∆ ℓ ω k must be a rational function in λ. What differs here however is that Γ(2) has three cusps (namely 0, 1, and i∞). From our contour integration argument in Proposition 2.2 we see that we cannot have a pole at the origin (in fact (2.7) implies we must have a zero here), we can (in fact must) have a pole at i∞, and we may have unprescribed behavior at ±1. This implies that the most we can conclude is that the denominator of such a rational function, say R(x), can only have factors of the form x a (1 − x) b because λ(0) = 1, λ(1) = ∞, and λ(i∞) = 0.
To continue, we will use (4.16) to analyze the possible choices for R (k) . Combining (4.16) and (4.18) yields
We note that the field of meromorphic functions C(λ) is a degree 6 field extension over the field of meromorphic functions C(j) with the minimal polynomial of λ over C(j) given by:
Therefore, R (k) can be expressed in a unique way as
m . Inserting this into (4.19) we get
We can use the minimal polynomial (4.20) to write all powers of λ larger than 5 by linear combinations of {1, λ, . . . , λ 5 }. This gives a linear system of 6 equations for the 6 unknown functions R (k) m , k = 0, . . . , 5. It can be checked directly that this system has rank 4 and hence has a 2 dimensional kernel. This supports an ansatz of the form
where the Y (k) and Z (k) are polynomials and χ
are two linearly independent solutions of (4.24) χ(z) = z −2k χ(Sz) + χ(T z). Table 4 .1 gives solutions of minimal orders at z = 0 and z = i∞. Putting all this information together we get that ψ has the form
that depend on the value of k. Our next step will be to choose the degrees of X (k) , Y (k) , and Z (k) and use the degrees of freedom given by the coefficients so that (4.25) satisfies (2.7). In particular this implies that we need to choose their degrees so that ψ vanishes to sufficiently large order. In particular, we want
Before continuing in this direction however, we show two short lemmas.
Lemma 4.2. Suppose ϕ(z) is as in (4.26).
Then it has only half integer exponents in its Fourier expansion.
Proof. Let
denote sum of the last two terms on the right side of (4.26). Then χ satisfies (4.24) and so
which implies that all terms in the Fourier expansion of z −2k χ(Sz) with integer exponents vanish. Moreover, we see from (4.6) that the expression
which gives the assertion of the lemma.
In light of Lemmas 4.2 and 4.3, we first assume that (2.7) holds and define the subscript n for the polynomial X (k) n so that the following polar order is achieved.
We note that this implies that for each k = 1 the degree of the polynomial X (k) n is at most n and for k = 1 that it has degree at most n − 1. We similarly adopt the notations Y n to refer to the polynomials that give us: 
which is a strengthening of our hypothesis that (2.7) is satisfied. We then observe that (4.27) and (4.28) ensure by (2.3) that the largest real second order pole of W (s) is 2 less than the largest real first order pole. Altogether, this will give us the desired sign change of the function F given by (2.6). The degrees of these polynomials are also detailed in Table 4 .2. 
n , and Z
(k) n
We now need to choose n so that
so that (2.7) is satisfied. This then gives that the minimal choice of n is then
Then conditions (4.27) and (4.28) ensure that there is a sign change of F (x) at x 2 = 2n+2ℓ+2 and F (x) = 0 for x 2 = 2n+2ℓ. Expressing ℓ, k, and n in terms of d yields 2n + 2ℓ = 2⌊ d 16 ⌋ Summing up, we have proved the following theorem. The theorem is formulated with some abuse of notation, which is justified by the fact that it discusses radial functions: we write F − (x) = F − ( x ) and consider F − as multivariate and univariate function as appropriate. 
(4.34) Remark 1. Some small dimensions are especially interesting. It turns out that the log λ-term is missing exactly for the dimensions 8, 12, and 24, which have been studied in [8, 9, 28] . In these cases the coefficients b k in Proposition 2.1 vanish and the resulting eigenfunction vanishes for x 2 = 2n (n ∈ {0, 1, 2, . . .}). In this section we constructed machinery so that given a dimension d, we have a minimal value of n so that the function ψ(z) as in (2.1) satisfies a n+1 = 0, b n+1 = 0, and b n = 0. This is demonstrated in (4.33). We will discuss more details in Section 7.
• d = 4
In this case ℓ = 0, k = 0, and n = 0. The possible solutions take the form
where C 1 , C 2 can be chosen arbitrarily. For instance, χ
1 yields a radial Fourier eigenfunction in dimension 4, which has its last sign change at distance √ 2, thus giving an example showing that A + (4) ≤ √ 2 (in the notation of [8] ). This is a consequence of the fact that λ maps the imaginary axis to the interval (0, 1) and χ (0) 1 is therefore positive and has a simple pole at i∞. Notice that log λ yields a non-positive Fourier eigenfunction for the eigenvalue +1.
• d = 8
In this case ℓ = 1, k = 5, and n = −1, which gives
∆ .
This gives the −1 eigenfunction used in [28] . The vanishing of this eigenfunction at 0 plays an important there.
In this case ℓ = 1, k = 4, and n = −1, which gives
This is the function studied in [8] .
In this case ℓ = 1, k = 1, and n = 0, which gives
This is the function used in [9] . The vanishing of this eigenfunction at 0 plays an important there.
In this case ℓ = 1, k = 0, and n = 0, which is not covered by the table in Appendix B. In this case we choose
Modular differential equations
In Section 3.1 we discussed the existence of the form ψ(Sz)z
where
n , and R
(k)
n are the polynomials used in the ansatz (3.12) studied in Section 3.1. Similarly, we set
n are the polynomials used in the ansatz (4.25) in Section 4.1. In this section we use the weight w = 12n + 2k + 4 of the form f w and w = 12n + 2k + 12 of the form φ w as the parameter.
5.1.
Differential equations for quasi-modular forms. The quasimodular form f w of weight w and depth 2 is then given by the three requirements
The third equation (5.5) is of course trivially satisfied, we mention it only, because we will show in the sequel that (5.3)-(5.5) give the exact order for z → i∞ of the functions f w , g w , and h w obtained by our construction and that the solution is uniquely characterised by these conditions. We notice that forms satisfying f w = O(q ⌊ w 4 ⌋ ) are called extremal quasi-modular forms; they were studied in [20, 30] . We will adapt the methods used in these two papers to our situation.
In [21] third order modular linear differential equations are studied. Especially, all third order linear differential equations are characterised, which have modular or quasi-modular solutions. Such differential equations are especially useful for finding quasi-modular forms f w with prescribed behaviour of f w , g w and h w for q → 0, because the corresponding orders have to be solutions of the index equation. In this section we will present this approach to finding the quasi-modular forms satisfying the requirements of Proposition 3.1.
Assuming the defining properties of the forms f w for even weights w ≥ 8, there exist coefficients a w , b w , c w such that
This comes from considering the orders of the three forms on the right hand side: the last two terms have the same orders for q → 0, thus the coefficients b w and c w can be chosen so that the order of the sum b w E 2 4 f w−4 + c w ∆f w−8 equals the order of E 4 f w . Then a w can be chosen to again increase the order by 1. Since the corresponding functions g w and h w satisfy the same recurrence relation, these functions automatically satisfy (5.4) and (5.5) by induction. At this moment this argument involves some heuristics, namely that there is no higher order of vanishing in any term than expected. We will make this rigorous by showing that the solutions of the linear recurrence satisfy certain differential equations, which show that they have precisely the assumed order of vanishing. This will then allow us to find values for a w , b w , and c w and suitable initial values for f w .
For the purpose of the proof we recall the definition of the Serre derivative (see [32])
Notice that the Serre derivative ∂ w applied to a modular form of weight w gives a modular form of weight w + 2; similarly, the Serre derivative ∂ w−2 applied to a quasi-modular form of weight w and depth 2 gives a quasi-modular form of weight w + 2 and depth ≤ 2; this can be seen from
where A w , B w−2 , and C w−4 are modular forms of respective weights w, w − 2, and w − 4. Furthermore, we recall the definition of the Rankin-Cohen bracket (see [31] )
The cases w ≡ 0 (mod 4) (this corresponds to k = 0, 2, 4) and w ≡ 2 (mod 4) (this corresponds to k = 1, 3, 5) have to be treated slightly differently. In the second case the underlying modular differential equation takes a somehow non-standard form, which was not covered by the general study [21] .
Proposition 5.1. Consider the sequence (f w ) w , (w ≡ 0 (mod 4), w ≥ 8) given by the initial elements −1 , q, and 1 are the exact orders of these functions for q → 0.
Proof. We will prove the proposition by showing that f w satisfies the differential equation and β = 0 of the general form of linear differential equations admitting modular and quasi-modular solutions given in [21, Theorem 1]. We will write (5.12) w to indicate the dependence on the parameter w (so, f w−4 is a solution of (5.12) w − 4 ). The index equation of (5.12) then reads as (5.13)
The roots of this equation correspond to the exponents in (5.3)-(5.5).
The differential equation (5.12) can be rewritten in terms of the Serre derivative as
(5.14)
The following lemma can be checked by direct computation.
Lemma 5.2. If F w is a solution of (5.12) w , then the function
is a solution of (5.12) w − 4 .
We now proceed by induction to show that the right-hand-side of (5.11) is a solution of (5.12) w + 4 . Assume that we have proved that f m is a solution of (5.12) m and that 4 , q, and 1 are the exact orders of these functions for q → 0.
Proof. We will prove the proposition by showing that f w satisfies the differential equation
The extra factor E 6 in front of the highest derivative is motivated by the computations in [30] . The index equation is then given by
The equation (5.20) can be written in terms of Serre derivatives as 
is a solution of (5.20) w − 4 .
We proceed in a similar manner as in the proof of Proposition 5.1. The main equation after inserting (5.22) into the recurrence and using that f w is a solution of (5.20) are the exact orders of these functions for q → 0.
Proof. As pointed out, the proof follows the same lines as the proof of Proposition 5.1; it only has to be shown that φ w satisfies (5.12) w + 2 . This is done by showing the relation are the exact orders of these functions for q → 0.
Proof. The proof is again similar to the proof of Proposition 5.3; it only has to be shown that φ w satisfies (5.20) w + 2 . This is done by showing the relation (5.32) φ w+4 = (w − 6)(w − 9)E 4 φ w − 36∂ w+2 ∂ w φ w 120(w − 1)(w − 2)(w − 3)(w − 14) .
Positivity of the coefficients
In this section we will show that the forms f w obtained in Propositions 5.1 and 5.3 can be written in the form Proof. We set (6.3) 
(6.6)
Inserting our previous result that the constant coefficients of A w ,B w−2 , and C w−4 are proportional to (1, −2, 1) yields that β w−2 and γ w are cusp forms, thus multiples of ∆. This yields the decomposition (6.1) and more precisely n 2 σ w−5 (n) and thus of order n w−3 (here B w−4 denotes the Bernoulli numbers). Using Deligne's estimate (see [12] ) for the coefficients of cusp forms to estimate the coefficients of α ′′ w−4 + β ′ w−2 + γ w gives an estimate of order n w−1 2 σ 0 (n) (σ 0 (n) being the number of positive divisors of n) for the coefficients of ∆f w−12 in (6.1). Thus the coefficient of the second term in (6.1) is of smaller order than the coefficient of the first term, which then determines the sign of all but possibly finitely many Fourier coefficients.
We explain shortly, how to prove positivity of all coefficients for a fixed value of w: we start from (6.7). Then the coefficients of the cusp forms can be estimated by an explicit bound obtained in [18] . where ℓ is the dimension of the space of cusp forms of weight w.
Using this bound we obtain that the coefficients of α ′′ w−4 , β ′ w−2 , and γ w are bounded by
for explicit constants C α , C β , and C γ . Then the coefficients of f w are positive for all n satisfying (6.9) 144µ
Estimating σ w−5 (n) ≥ n w−5 and σ 0 (n) < 2 √ n, this can be solved explicitly for the minimal value of n; the remaining finitely many values of n can be checked with the help of a computer. The number of coefficients to be checked was up to 3300 in the cases we studied. For the values w ≤ 22 the cusp forms are either trivial or Hecke eigenforms, because the space of cusp forms has dimension ≤ 1. In this case Deligne's estimate can be used directly, and the number of coefficients to be checked is less than 10.
Remark 2. We have checked the positivity of the Fourier coefficients of the forms f w for even w in the range 8, . . . , 94, which corresponds to dimensions d = 4, . . . , 312 (d divisible by 4). Notice that the weight depends on dimension by the relation
As pointed out in Theorem 3.2 this implies that F + (x) ≤ 0 for x 2 ≥ 2n + 2ℓ − 2 for these dimensions.
The numerical experiments support the following conjecture. This conjecture is similar to Conjecture 2 in [20] , which states the positivity of the Fourier coefficients of extremal quasi-modular forms of depth ≤ 4.
Remark 3. The Fourier coefficients of the modular forms φ w do not seem to be positive for small values of w. Numerical experiments indicate that the functions φ w (it) are positive for t > 0. Except for w = 8, 10, 14 (corresponding to dimensions 8, 12, and 24) this seems to be difficult to prove due to the presence of the log λ-term.
Examples: small dimensions
For some small dimensions the functions we constructed in Sections 3.1 and 4.1 are of special interest. These of course include the dimensions 8, 12, and 24 studied in [8, 9, 28] . In the following we express all Γ(2)-modular functions in terms of θ-functions by replacing λ using (A.17). 
2 E 4 E 6 ∆ produces a Fourier eigenfunction for the eigenvalue −1, which does not vanish at 0 and has a last sign change at distance √ 2.
Dimension 8. Our results recover the functions used in [28] to prove the optimal upper bound for sphere packings in dimension 8: the quasimodular form used there was
The second modular form giving the −1 Fourier eigenfunction is The function Dimension 24. The functions used in [9] to obtain the optimal upper bound for sphere packings in dimension 24 were transforms into a Fourier eigenfunction for the eigenvalue +1, which has a last sign change at distance 2.
Appendix A. Some preliminaries on modular forms and functions
In this appendix we provide some basic facts about modular and quasi-modular forms, which are required as background for Sections 3 and 4. For further reading and more details we refer to [3] and [4, 13, 17, 26, 27] . For introductions to quasi-modular forms we refer to [25, 32] .
A.1. Modular group. The modular group Γ is the group of 2 × 2-matrices with integer entries and determinant 1
This group acts on the upper half plane H = {z ∈ C | ℑz > 0} by Möbius transformation
This action is discrete, thus there exists a set of representatives F (the fundamental domain) with non-empty interior such that γ∈Γ γF = H with the union being disjoint. The subgroup Γ(2) given by
is needed for the considerations in Section 4. This is a normal subgroup of index 6 in Γ, whose fundamental domain is thus given by translates of F with coset representatives of Γ/Γ(2). It is convenient to choose the fundamental domains F (Γ) and F (Γ(2)) as follows Prototypical examples of modular forms of weight 2k are given by the Eisenstein series
for k ≥ 2. These functions can also be given by their Fourier series
the sum of k-th powers of the divisors of n and B 2k denoting the Bernoulli numbers. As usual in the context of modular forms we use the notation q = e 2πiz ; q is called the nome. The two forms
of respective weights 4 and 6 are especially important, since they generate the ring of all holomorphic modular forms
The modular discriminant is the prototype of a cusp form
Its weight is 12. The relation
characterises the spaces of cusp forms. Furthermore, we have
This decomposition is used in Section 6 to split forms into an Eisenstein part (a form with non-vanishing constant coefficient, for instance a multiple of E 2k ) and a cusp form. Klein's modular function
generates the field of all modular functions (forms of weight 0)
This fact is expressed by calling j a Hauptmodul for Γ.
The following facts are used frequently in Section 3: any weakly holomorphic form ψ of weight w for Γ can be written as (A.9) ψ = ω ∆ m for m ∈ N and larger than the polar order of ψ at i∞ and ω ∈ M w+12m (Γ). This is simply the observation that a pole at i∞ can be compensated by multiplying with a large enough power of ∆ and keeping track of the weights. Let ω 1 and ω 2 be two modular forms of the same weight for Γ, then by the definition given above, 
Powers of the Jacobi theta functions
are examples of modular forms for Γ (2) . From these definitions it follows that
denotes the number of possibilities to express n as a sum of four squares. Jacobi's famous four-square theorem gives the following representation of r 4 (k) (A.12)
where we use the convention for arithmetic functions that they are defined to be 0 for non-integer arguments. The θ-functions satisfy (A.13)
and Jacobi's famous relations (A.14)
The following relations connect theta functions to Eisenstein series The modular λ-function
is a Hauptmodul for Γ(2) and satisfies
The fact that [C(λ) :
is used in Section 4. The following transformation formulas follow from (A.13)
The following facts are used frequently in Section 4: any weakly holomorphic form ψ of weight w for Γ(2) can be written as (A.20) ψ = ω ∆ m for m ∈ N and larger than the polar orders of ψ at i∞, 0, and 1 and a holomorphic modular form ω ∈ M w+12m (Γ(2)). Let ω 1 and ω 2 be modular forms of the same weight for Γ(2), then 
where f 2k−2ℓ is a modular form of weight 2k − 2ℓ; the term for ℓ = k − 1 is of course trivial. Quasi-modular forms are invariant under T and transform under S by
Notice that the terms
are quasi-modular forms of weight 2k − 2m. The largest value ℓ, for which f 2k−2ℓ in (A.26) is non-zero is called the depth of the quasimodular form.
The derivative of a quasi-modular form of weight 2k and depth s is a quasi-modular form of weight 2k + 2 and depth at most s + 1. In particular, the derivative of a modular form of weight 2k is a quasimodular form of weight 2k + 2 and depth 1 for k > 0. Furthermore, we have
Appendix B. Tables of polynomials
In this section we have collected the polynomials P
n , and R (k) n from Section 3.1 and the polynomials X B.1. The polynomials from Section 3.1. 
n (w) n P
n (w) Q
n (w) R
n (w) 
