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Electrical power distribution networks are likely to experience in the next decade significant 
infrastructural changes due to the massive integration of low carbon technologies. The 
deployment of these devices, for instance, photovoltaic (PV) systems, are expected to be 
encouraged by governments in accordance with the Paris Agreement, signed by 195 
countries, including Brazil, to reduce greenhouse emissions. For a certain penetration level, 
voltage transgressions, considering the statutory limits established by the Brazilian 
Electricity Regulatory Agency, and asset congestion will occur. Moreover, given a certain 
voltage level, PV systems will disconnect from the network, leading to loss of generation for 
customers. As a result, Distribution Network Operators (DNOs) management of future 
networks will be more challenging. In this context, such violations can be mitigated using 
typical controllable devices, for instance, on load tap changer transformers and line voltage 
regulators, along with other assets, such as PV system inverters. However, the adequate 
coordination of all these devices is difficult, requiring sophisticated control techniques. The 
main objective of this work is the investigation of the benefits and implementation challenges 
of a centralized active control based on AC Optimal power flow (OPF) Deep Reinforcement 
Learning that takes full advantage of typical and new controllable devices in future 
distribution networks to mitigate the impact of the massive penetration of PV systems and, 
thus, increase PV hosting capacity. The Active Control considers the unbalanced nature of 
distribution networks, since PV systems are mostly installed in low voltage networks. The 
techniques developed in this work will be tested using real distribution networks with 
installed PV systems and using machine learning applied to data of a Brazilian DNO. 
Keywords: electric power distribution systems, machine learning, optimal power flow, 




As redes de distribuição de energia elétrica provavelmente irão sofrer, na próxima década, 
mudanças significativas em sua infraestrutura devido à integração massiva de tecnologias de 
baixa emissão de carbono, fazendo com que o seu gerenciamento pelas concessionárias de 
energia seja mais desafiador. A instalação desses dispositivos, por exemplo, sistemas 
fotovoltaicos (SFs), deve ser incentivada pelos governos dos 195 países, incluindo o Brasil, 
que participam do Acordo de Paris. Para um certo nível de penetração de SFs, transgressões 
de tensão, considerando os limites estatutários estabelecidos pela Agência Nacional de 
Energia Elétrica, e sobrecarga de equipamentos ocorrerão. Além disso, a partir de um 
determinado nível de tensão, os SFs se desconectarão do sistema, levando à perda de geração 
de energia elétrica, prejudicando os clientes. Esses problemas podem ser mitigados 
empregando equipamentos controláveis típicos de sistemas elétricos, por exemplo, 
transformadores com comutação de tape sob carga e reguladores de tensão de linha, 
juntamente com outros equipamentos, como os inversores inteligentes dos SFs. No entanto, 
a coordenação adequada de todos esses dispositivos é difícil, exigindo técnicas de controle 
sofisticadas. O principal objetivo deste trabalho é a investigação dos benefícios e desafios da 
implementação de um controle ativo baseado em fluxo de potência ótimo ou aprendizado por 
reforço, que aproveita todos os equipamentos controláveis típicos e novos instalados em 
futuras redes de distribuição para mitigar o impacto da massiva penetração de SFs e, assim, 
aumentar a capacidade de sua hospedagem na rede. A formulação do problema considera a 
natureza desequilibrada das redes de distribuição, uma vez que os SFs são instalados 
principalmente em redes de baixa tensão. As técnicas desenvolvidas neste trabalho serão 
testadas usando redes reais de distribuição juntamente de dados de uma concessionária 
brasileira. 
Palavras-chave: aprendizado de máquina, aprendizado por reforço, fluxo de potência ótimo, 
geração fotovoltaica, redes inteligentes, sistemas de distribuição de energia elétrica. 
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Buses Set of buses of the distribution network. 
Phases Set of phases (a,b,c). 
Branches Set of branches (emitter, receiver, and shunt element 
buses). 
Capacitors Set of capacitor locations.  
Transformers Set of transformer locations.  
Loads Set of load locations. 
PVs Set of PV locations.  
Ref Set that defines the reference bus.  
Indexes 
k, m, k/m Indexes of the emitter and receiver buses, and shunt 
element buses. The index k/m represents either k or m.   
n,p Indexes to represent the phases of a bus.  
{ , , } ∈ ℎ 
Index that represents the shunt elements. This index 
represents elements such as capacitors (cap), loads (ld), and 
PVs (pv). 
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 The admittance matrix of the branches of the system. 
 The conductance matrix of the branches of the system. 
 The susceptance matrix of the branches of the system. 
/ ,  /  Minimum and maximum voltage levels for phase n and bus 
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/ , /  Minimum and maximum tap of voltage regulators 
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, , ,  Rated active and reactive power values of loads. 
, , ,  Rated apparent and active power values of PVs. 
 
 
,  Maximum number of states of capacitors.  
state ,
 Reactive power available at each state of controlled 
capacitors. 
, ,  Coefficients of the load zip model for the active power, 
where pp, pi, and pz represents the constant power, constant 
current, and constant impedance portions. 
, ,  Coefficients of the load zip model for the reactive power, 
where qp, qi, and qz represents the constant power, constant 





 Real and imaginary elements of the voltage of phase n and 
bus k or m. 
, , ,  Real and imaginary elements of current between phase n 
and bus k, and phase p and bus m. 
, , ,   Real and imaginary elements of current between phase p 




 Real and imaginary elements of the current of a shunt 
element in phase n and bus k. 
, ℎ, , ℎ Active and reactive power of a shunt element in phase n and 
bus k. 
state
,  State of the corresponding cap element. 
 Represents the difference in pu between two consecutive 
tap positions. 
 Tap position. 
/  
 
Tap in pu of voltage regulators connected either in primary 
(bus k, phase n) or secondary (bus m, phase n) sides of a 
transformer.  
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Electrical power distribution networks are likely to experience in the next decade a 
massive integration of Distributed Energy Resources (DER). The deployment of these 
devices, for instance, photovoltaic (PV) systems, are expected to be encouraged by 
governments in accordance with the Paris Agreement [1], [2], signed by 195 countries, 
including Brazil, to reduce greenhouse emissions and global temperature rise. 
According to the International Energy Agency, the PV capacity additions reached 
almost 115 GW in 2019 [3]. China is the leader in Asia whereas Germany remains as the 
greatest market in Europe. In America, USA is the country with the most impressive rate 
whereas Brazil added 2.2 GW of PV installation. The top countries and regions for annual 
PV installed capacity are shown in Table 1-1 [3]. 
Table 1-1: PV capacity additions by country and region (extracted from [3]) 
Annual installed capacity – 20198 
Position Country/Region GW 
1 China 30.01 
2 Europe 17.20 
3 USA 13.20 
4 India 9.30 
5 Latin America 6.00 
6 Australia 5.00 
7 Germany 4.00 
8 Brazil 2.20 
In 2012, the Brazilian Electricity Regulatory Agency (ANEEL) announced the 
Normative Resolution no. 482/2012 [4], which regulates the connection of DER in 
distribution networks. This resolution implements the net metering tariff and defines micro 
generators as units with installed capacity up to 75 kW and micro generators those with 
installed capacity between 75 kW and 5 MW. In 2015, ANEEL reviewed 482/2012 and 
published the Normative Resolution no. 687/2015 [5] that reduces the costs as well as the 
time required to the connection of new micro and mini generators [6]-[8]. As a result, in 
2017, Brazil reached the mark of 1 GW of total installed capacity [9]. According to ANEEL, 
Brazil has over 4.7 GW of PV installed capacity in January 2021 [10].  




The PV systems can cause reverse power flow, affecting the voltage drop between 
the substation and their point of connection. For high penetration and irradiation levels, this 
results in problems such as voltage rise and overload of cables and transformers. Figure 1-1 
(a) shows the typical power flow behaviour observed in traditional distribution networks, 
which flows from the substation to the customers, causing a negative voltage drop along the 
transmission lines. Hence, points that are far from the substation have lower voltage 
magnitudes compared to those in its proximity. In the case of PV-rich distribution networks, 
the reverse power flow is illustrated in Figure 1-1(b) causing a positive voltage drop along 
the transmission lines as a direct consequence of the distributed generation. This effect 
increases the local voltage magnitudes, having a greater impact on connection points with 
low short-circuit levels (i.e., those far away from the substation). Depending on the PV 
penetration and demand/weather conditions, such reverse power flows can lead to voltages 
that exceed local statutory limits [11]. Therefore, distribution companies need to find ways 
of managing existing devices to regulate voltages effectively in this new environment. 
  
(a) Traditional distribution networks (b) DER-rich distribution networks 
Figure 1-1: Power flow behaviour in distribution networks. 
The available controllable devices in the distribution network such as On Load Tap 
Changer (OLTC) -fitted transformers, capacitor banks, and PVs can be coordinated using a 
communication infrastructure to actively regulate voltages in the distribution network, 
reducing the technical impacts of PVs and increasing the hosting capacity. However, the 
design of such control strategies can be challenging and needs to be properly investigated. 
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There are several methods that can be implemented to actively control voltage 
regulation devices [12]-[14]. Among them, there are those based on classical optimisation, 
such as the Optimal Power Flow (OPF) [12], [13], and, more recently, those exploiting data, 
such as Machine Learning, particularly, Reinforcement Learning (RL) [14]. OPF-based 
approaches are widely explored in the literature. Based on an optimal formulation, they 
provide the optimal set-points of the controllable assets given the distribution network state. 
However, one of the challenges is scalability: as size of the network and the number of 
devices increase, finding an accurate and feasible solution can take longer (from seconds to 
minutes). As for RL algorithms, they learn from experience through an offline/online trial-
and-error training process. The algorithm learns and stores the best control actions for each 
demand and generation scenario. During operation, the algorithm can then retrieve 
(extremely quickly, e.g., sub-seconds) the most adequate set-points for any distribution 
network state. 
1.2 Hypothesis  
In this work, the hypotheses under validation are:  
• The use of a coordinated control can mitigate voltage problems in PV-rich 
distribution networks;  
• OPF and RL-based methods can be used in the context of voltage regulation; 
• OPF-based formulation is capable to provide accurate results but its 
application is more time expensive than RL-based methods; 
• The diversity of demand and generation profiles can be mapped using 
machine learning techniques; 
• The demand and load profiles can be clustered to obtain representative curves, 
which can be used to decrease the number of simulations obtaining accurate 
results in the context of voltage regulation.  
1.3 Objectives 
This work explores the use of classical optimisation or deep reinforcement learning 
(DRL) to actively coordinate the available devices in PV-rich distribution networks toward 
the reduction of their technical impacts. The former approach (optimisation) considers a Non-
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linear (NLP) Optimal Power Flow (OPF) model that provides the best set-points for each 
device based on an objective function (e.g., solve voltage problems). The latter investigates 
the DRL technique Double Dueling Q-learning (DDQN) to make the control learn the most 
recommended settings according to the distribution network behaviour. As a case study, a 
real Brazilian three-phase Medium Voltage (MV)/ Low Voltage (LV) distribution network 
is used to illustrate the network modelling aspects, the demand and irradiation profiles 
insights, and to assess and compare the performance of both OPF-based and DRL-based 
controls.  
Furthermore, clustering techniques are explored to find patterns in the team’s demand 
and generations profiles. The main objective is to represent a whole year using only a fraction 
of the 365 days. This can benefit, for instance, the time required to run power flow 
simulations.  
It is important to note that the DRL-based solution was developed in collaboration 
with Professor Dr. Luis Ochoa, power system expert, and Professor Dr. Tansu Alpcan, 
computer science expert. Both are from The University of Melbourne, helping the student by 
providing insights of what the power system and computer science communities would 
expect from a high-level work.  
1.4 Organisation 
The work is organized into seven chapters. Chapter 2 presents the Active Control and 
the corresponding solutions. Chapter 3 presents the details on the development of an OPF-
based solution as well as the AC NLP OPF formulation. The implementation of the control 
using DRL-based solutions is presented in chapter 4. In chapter 5, the case study is detailed 
and the results of the data analysis using the proposed clustering methodology are discussed. 
In chapter 6, the performance of the OPF-based and DRL-based solutions for voltage 





2 Active Control 
The coordination of the existing devices in a distribution network has the potential to 
facilitate the integration of large volumes of DER without the need of traditional 
reinforcements. This coordination can comprise the entire distribution network of a utility 
with its logic implemented in a central processing station. Although local controls are also 
available, they do not have a comprehensive view of the whole distribution network and are 
not capable to provide the optimal settings to each demand and generation scenario.  
In traditional distribution networks, where reverse power flows are not observed, the 
typical controllable devices are the OLTC-fitted transformers, the line voltage regulators, and 
the capacitor banks. The first two devices are primarily used for voltage regulation. 
Regarding capacitor banks, several control options are available to define the reactive power 
injection levels. These options involve parameters such as time, current, reactive power, 
power factor and voltage control. They usually act locally and disintegrated, not requiring a 
communication infrastructure. With grid modernization, particularly in PV-rich distribution 
networks, PV systems can be controlled (locally or remotely) for voltage regulation. Their 
smart inverters have functions to manage the injection of active power (PV curtailment) and 
the injection/absorption of reactive power in the distribution network. Hence, finding an 
optimal or near-optimal solution for the coordination of these devices reduces, for instance, 
overvoltage problems in PV-rich distribution networks. 
The Active Control solutions aim to find the best set of control actions for all 
controllable devices to achieve certain operational objectives without violating the operating 
limits of the system. For instance, Figure 2-1 and Figure 2-2 show an example of the benefits 
of an Active Control in a PV-rich distribution network. Considering the British statutory 
limits 0.94 pu and 1.10 pu, Figure 2-1(a) and Figure 2-2(a), when the control is inactive, 
show customers with voltage problems, with levels surpassing 1.12 pu. However, in Figure 
2-1(b) and Figure 2-2(b), when the control is active, all problems are solved and voltage 
levels remain within limits.  
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(a) control scheme inactive (b) control scheme active 
Figure 2-1: illustration of the effect of active control solutions. Points in red represent customers that 
experienced voltage problems. 
(a)   control scheme inactive (b) control scheme active 
Figure 2-2:customer voltages throughout the day with a 10-min resolution. The dotted lines represent 
the adopted voltage limits. 
Among the solution methods that can be used, there are those based on optimisation 
and Machine Learning (ML). AC OPF formulations are becoming more suitable to be 
integrated in real-time applications of distribution networks due to the reduction of time 
required to obtain an optimal solution. In [15], the authors employ and AC OPF formulation, 
which finds the minimum Battery Energy Storage (BES) sizes in different points of a 
distribution network to reduce PV curtailment, congestion, and voltage problems. Different 
from other works, the analyses are performed considering only a single variable for the 
charging and discharging of BES units. This allows the problem to be modelled as NLP, 
improving the scalability of the AC OPF model when compared to Mixed Integer Non-Linear 
Programming (MINLP) formulations adopted in other works. In [16], the authors propose 
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the use of linear programming to find the optimal power factor values of PV systems as well 
as the taps of existing voltage regulators to maximize PV hosting capacity. The authors in 
[17] present a two-stage optimization approach to mitigate fast voltage fluctuations and 
minimize power losses of distribution networks related to the massive penetration of PV 
systems. In [12], a novel quadratic NLP AC OPF formulation is proposed to either maximize 
renewable energy harvesting or minimize energy losses through controllable capacitor banks. 
The authors consider the network under analysis as a radial balanced system, and therefore, 
represent it as a single-phase network to simplify the formulation of the problem. In [18], 
OPF is used to find the optimal volt/var curves for PV systems. The results do not consider 
kvar constraints, being limited only by the PV inverter capacity, as the authors believe that 
they are going to be removed in the future. Comparing an optimal volt/var curve to a generic 
one, the major improvements rely on moments of low generation, when the kvar capabilities 
of PV systems can improve the voltage levels. Hence, the optimal volt/var curves are as 
efficient as generic curves when it comes to cope with overvoltage problems. Given that PV 
inverters are not oversized, there is no available reactive power when the active power 
generation is maximum.   
Regarding ML solutions, they are capable to provide fast and near optimal 
calculations of settings for the controllable devices. In particular, most works using ML adopt 
DRL-based solutions, where the coordination of the devices is learned through an offline 
training process, storing and processing the result of different control actions for each 
demand and generation scenario (called an episode). After the offline training, the algorithm 
can then retrieve (extremely quickly, e.g., sub-seconds) the most adequate set-points for any 
network state, making it a promising alternative for real-time applications. DRL-based 
approaches have received more attention from the power system community in the last 
decade. In terms of voltage regulation in distribution networks, Deep Q-learning (DQN) [19], 
[20], one of the first techniques within DRL, is adopted by [21] and [22]. The authors in [21] 
propose a control to adjust the voltage set-points of a conventional synchronous generator in 
balanced transmission networks, specifically, the 14-bus IEEE network. The ability of the 
control to keep voltages within local statutory limits is successfully demonstrated. However, 
the applicability of such control is limited to a single controllable element. In addition, its 
ability to scale was not tested, which is important for large three-phase distribution networks. 
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In [22], the authors use the Deep Deterministic Policy Gradient (DDPG) technique [23] 
(which considers a continuous control action space) to regulate multiple PV inverters in 
unbalanced distribution networks. The authors train the control to adjust the 
injection/absorption of reactive power (hence, curtailing active power) of each PV system 
independently. Using the 37-bus IEEE network, the ability of the control to solve all voltage 
issues is successfully demonstrated at the end of the offline training. Given the need for 
distribution companies to promote PV generation (i.e., avoid PV curtailment as much as 
possible), existing voltage regulating devices such as OLTC-fitted transformers must also be 
considered. However, given their discrete nature, the challenge is to design a DRL-based 
control that integrates different controllable devices with either continuous (PV systems) or 
discrete (OLTCs) control actions. 
This work implements two Active Control solutions for voltage regulations using 
OPF and DRL. The former is implemented as a Nonlinear Programming Problem (NLP). - 
“Nonlinear Programming”) and solved using the software AIMMS [24]. The latter employs 
the Double Dueling Q-learning (DDQN) [20] technique to learn the best settings for the 
controllable devices in the network. In this work, the Active Control must be able to 
coordinate OLTC-fitted transformers, capacitor banks, and PV inverters in real unbalanced 
distribution networks. To mimic the behaviour of a real distribution network, OpenDSS [25], 
a power system simulator software, is used to validate the proposed solutions. Firstly, when 
a voltage transgression occurs, the control determines the best set points of the controllable 
devices (e.g., tap of OLTC-fitted transformers and capacitor banks as well as the power factor 
of PV systems). Afterwards, they are updated in the real distribution network, which is 
represented by OpenDSS. The flowchart shown in Figure 2-3 illustrates the logic control. 
Both control solutions are code written in Python [26] and the software applications are 
integrated through the COM interface. In the case of the DRL-based solution, the Keras API 
[27] is used to implement the Deep Neural Network (DNN). Further details are provided in 
chapter 4. 








3 OPF-based Control Solution 
This chapter presents the classes of optimisation models and the AC NLP OPF 
formulation used in this work. Among the several options, the NLP formulation is employed 
along with the solver CONOPT to avoid scalability issues when the control is implemented 
in large distribution networks. As the NLP formulation only accepts continuous variables, 
the first solution provided rounds the value of the discrete variables to the nearest integer 
value. Afterwards, a new OPF is executed using the results obtained in the previous solution 
as the starting point and fixing the discrete variable values. Finally, the optimal set-points 
of the continuous controllable variables are determined. This two-step solution is done to 
improve the accuracy of OPF solutions when compared to the results obtained in OpenDSS, 
representing the real distribution network.  
3.1 Classes of Optimisation Models 
The best optimisation model is highly dependent on the aspects of the 
environment/problem such as the size, type of variables, and constraints. Furthermore, 
approximations can be considered in order to make it scalable, which is essential when 
applied to large distribution networks. Among all classes, there are: 
a) Linear Programming (LP): they are components of an important type of 
optimization where the objective function as well as the constraints are linear. 
Problems of this type have specific algorithms/solvers that are used in other types 
of optimization models, which are divided into sub-problems of linear nature. An 
example is the Simplex Solver [28].  
b) Nonlinear Programming (NLP): the mathematical model is subject to a set of 
nonlinear constraints. Otherwise, they are similar to LP programs. They are 
solved, for instance, with the CONOPT [29] and IPOPT [30] solvers. 
c) Mixed Integer linear Programming (MLP): the decision variables are discrete (i.e., 
integers) in the optimal solution. Due to this feature, the set of problems that can 
be modelled from an MIP becomes considerable, since a real problem rarely is 
defined only by continuous variables. Additionally, the solution is obtained from 
other types of solvers, such as the CPLEX [31], XA [32] and the CBC [33]. 
Chapter 3. OPF-based Control Solution 28 
 
 
d) Mixed Integer Nonlinear Programming (MINLP): the mathematical model has 
continuous and discrete variables as well as nonlinearities in the objective function 
and constraints. The use of MINLP is a natural approach to problems where it is 
necessary to optimize the system structure (discrete) and the parameters 
(continuous). MINLP problems are difficult to solve because they combine all the 
difficulties of both their subclasses: the combinatorial nature of MIP programs and 
the difficulty of resolving non-convex (and even convex) NLP programs. 
Although the optimisation model of a distribution network has discrete (i.e., voltage 
regulator taps) and continuous (i.e., voltages, active and reactive power, etc.) variables, 
which would lead to a MINLP model, in this work, the NLP model is employed, and all 
variables are considered as continuous. This is done to reduce the solution time of the OPF, 
especially in the analyses of large distribution networks. Moreover, even though this 
approach requires the aforementioned two-step solution, it consists of a more efficient 
solution. In general, the second OPF is much faster given that the used starting point is 
already near to the final solution.  
3.2 Distribution Lines 
Figure 3-1 represents a distribution line and its current flows Ikm and Imk  between 
buses k  and m. It is important to observe that the figure represents distribution lines up to 80 
km, which explain why the shunt elements are not present [34].  
 
Figure 3-1: π model of a transmission line up to 80 km. 
The conductors of a three-phase overhead line are magnetically coupled together, 
resulting in mutual impedances between phases. Due to the asymmetric geometric layout of 
the conductors and considering that there is no transposition of the phases [35], the 
impedance matrix, shown in (3-1), is complete. Unfortunately, the use of the theory of 
symmetric components to separate the phases does not work in this context, since the new 
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matrix considering the positive, negative, and neutral sequences is also full. Therefore, the 
phase impedance matrix  is employed.  
To facilitate the use of this matrix in the equations, the admittance values of the 
network are used, which are obtained by inverting the matrix , originating . The 
matrix , shown in (3-2), is used in the system of equations that relates the voltage in 
each phase of buses k and m with their corresponding currents. Furthermore, the currents 
flow from the k and m buses (e.g.,  and , respectively in (3-3)) and form a system of 
















,   (3-3) 
 







This work considers a three-phase transformer model, which consists of three 
identical single-phase transformers. Based on this model, a three-phase transformer can be 
represented using four sub-admittance matrices, shown in (3-5). Each of them is determined 
by the type of connection of the primary and secondary sides of the transformer (e.g., wye 
and delta), as shown in Table 3-1 and in (3-6). In (3-6), the  parameter in matrices ,  
e  represents the dispersion impedance of the single-phase transformer in pu. 
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It is interesting to note that this assumption simplifies the determination of the 
transformer's admittance matrix, since the coupling between phases of each winding is not 




, , ∈ [ , , ] (3-5) 
 
Considering transformers whose tap is variable, the current in the primary side, Ik
n, 
as well as the current in the secondary side, Im
n , are obtained using (3-7). This equation is 
derivate from the π model representation of a transformer, which is also employed for 
transmission lines (see Figure 3-1). The coefficient , which represents the variable tap in 
pu at the secondary side of the transformer, is obtained using (3-8), where  represents the 
difference in pu between two consecutive tap positions, the latter represented by . 
Table 3-1: three-phase sub admittance matrices 
Connection Self-Admittance Mutual Admittance 
Primary Secondary Yp [3x3] Ys [3x3] Yps [3x3] Ysp [3x3] 
Yg Yg YI YI -YI -YI 
Yg Y YII YII -YII -YII 
Yg Δ YI YII YIII YIIIT 
Y Yg YII YII -YII -YII 
Y Y YII YII -YII -YII 
Y Δ YII YII YIII YIIIT 
Δ Yg YII YI YIII YIIIT 
Δ Y YII YII YIII YIIIT 
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  (3-8) 
3.4 Loads 
Load are represented using the ZIP model, which defines the active and reactive 
power outputs as a composition of the constant impedance, current and power models, as 
shown in (3-9) and (3-10), where  is voltage magnitude in pu, and , and , , the 
rated active and reactive power values.  
, = , ⋅ + + , , ∈ [ , , ] (3-9) 
, = , ⋅ + + , , ∈ [ , , ] (3-10) 
The apparent power Sk,ldn  is given by (3-11). Considering that the OPF model is current 
based, the power injections are transformed to current injections using (3-12). 





∗ , , ∈ [ , , ] (3-12) 
3.5 Capacitor Banks  
Capacitor banks are used in this work to control/regulate voltages across the feeder. 
In addition, they are used to improve the power factor and reduce losses in the lines [36]. It 
is important to observe they are modelled with a grounded wye connection.  
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The current across a capacitor bank is given by (3-13), where  represents 




∗ , , ∈ [ , , ] (3-13) 
, = ×
, , , ∈ [ , , ] (3-14) 
3.6 Photovoltaic Systems 
Each PV system is modelled by injections of active power and reactive power at bus 
 at each phase , as shown in the equation (3-15). Furthermore, the current injections are 
determined using (3-16) and the PV inverter acts as a local control that responds to the 
control commands of the Active Control. It is important to observe that the signal convention 
for PV systems is different from the one used for loads. As a result, even though their 
equations are equal, the outputs will have opposite signals. 





∗ , , ∈ [ , , ] (3-16) 
 
3.7 AC NLP OPF Formulation 
This chapter presents the set of equations that describe the three-phase AC NLP OPF 
formulation in AIMMS. The optimisation model minimizes losses by active power, and it 
considers the controllable variables the taps from the OLTC-fitted transformers, capacitor 
banks and the power factor of PV systems. The latter is controlled with active power 
priority, i.e., if the maximum PV capacity is reached ( , ) the reactive power is limited to 
 , −  , . Although the optimisation model of a distribution network has 
discrete (i.e., taps) and continuous (i.e., voltages, active and reactive power, etc.) variables, 
which would lead to a MINLP model, an NLP model is employed, and all variables are 
continuous. This is done to reduce the solution time of the OPF, especially in the analyses 
of large distribution networks. Once the OPF is solved, the original discrete variables are 
n
capkQ ,
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rounded to the nearest integer value. Furthermore, the solver selected to run the OPF 
formulation is called CONOPT, and it is available in AIMMS [24]. 
The developed optimisation model is based on current injections for three-phase 
power flow calculation [37]. These currents are then grouped into 6x6 matrices. The system 
of equations shown in (3-17) illustrates this idea, in which represents the vector of 
currents between buses k and m; , the admittance matrix between phases of the buses 
k and m; and , the voltage drop on buses k and m. 
[ ] = [ ] × [ ] , , ∈ [ , , ] (3-17) 
The power flow equations follow the conventions indicated in Figure 3-2. Current 
injections are positive when entering the bus (generation) and negative when leaving the 
bus (load); current flows are positive when they leave the bus and negative when they enter. 
For shunt elements, the current injection convention is adopted. 
 
Figure 3-2: current flow and injection convention (extracted from [37]). 
Considering the limitation of AIMMS in solving equations with complex numbers, 
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components,  and , which represent conductance and admittance values 
between phases of buses k and m, respectively. Therefore, the system displayed in (3-17) is 
divided in the two subsystems shown in (3-18) and (3-19).  
[ , ] = [ ] × [ /
, ] − [ ] × [ /
, ] }, , ∈ [ , , ] (3-18) 
[ , ] = [ ] × [ , ] } + [ ] × [ , ] , , ∈ [ , , ] (3-19) 
Furthermore, the terms  and  are divided into 3x3 matrices, shown 
in (3-20) and (3-21), respectively. This approach facilitates the visualisation of the current 
flows in transmission lines and distribution transformers. The final equations can be 
visualised in (3-22) e (3-23).  
[ ] × =
, ,
, ,  (3-20) 
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The complete three-phase AC NLP OPF formulation is shown from (3-24) to (3-49). 
The objective function aims to minimize active power loss in the lines. Furthermore, the 
sending and receiving buses are referred to as k and m, respectively, since it is the usual 
nomenclature seen in literature. As for the controllable variables, they are the taps of the 
OLTC-fitted transformers and capacitor banks as well as the reactive power of PV systems. 
minimize: 
× , + × , } + × , + × ,  
, ∈ [ , , ], , ∈ [ ℎ ] 
 
(3-24) 
s. t.:  
, = ∑ , × − , × +
, × , ×
∈[ , , ]   (3-25) 
, = ∑
, × , ×
+
, × , ×
( )∈[ , , ]   (3-26) 
, = ∑ , × + , × +
, × , ×




, × , ×
+
, × , ×
( )∈[ , , ]
  (3-28) 
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 (3-30) 
, =  
, × + , ×
+
 (3-31) 
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= +  (3-42) 
= +  (3-43) 












[ , ; , ; , ] ∈  
(3-45) 
∑ , +∉ ∑ ,
, =∉ , + , + ,  
[ , ; , ; , ] ∈  
(3-46) 
/ ≤ / ≤  /    (3-47) 
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/ ≤ / ≤  /  (3-48) 
, + , ≤ ,  (3-49) 





4 DRL-based Control Solution 
This chapter discusses the theoretical background of DRL methods, the DDQN 
technique, and how they can be applied for voltage regulation in distribution networks. As 
in any DRL method, the process of learning comes from the experience the decision-maker 
(i.e., control) acquires from the interactions (i.e., control actions) with a given environment 
(i.e., the distribution network) aiming to achieve the desired goal (e.g., no voltage problems). 
In DRL, this environment is established in the form of a Markov Decision Process (MDP) 
[19], a stochastic process where the future state only depends on the current state. In other 
words, the DRL-based control is capable to choose the best actions based solely on the 
current measurements and data from the distribution network. The assessment of each action 
is achieved by using a description of the distribution network, which translates 
measurements and data in a format that DRL methods, for instance, the DDQN technique, 
understand. This technique combines deep learning with the concepts of RL to improve its 
performance and scalability in real world problems. The use of the DDQN technique for 
voltage regulation describes the distribution network based on measurements of the voltage 
magnitudes, active and reactive power of customers, and using the set-points of the 
controllable devices. Given that the DDQN control learns from trial-and-errors attempts, the 
training process is offline (through simulations) as the actual network cannot afford having 
technical issues. Once the training process has been completed, the DDQN control can be 
implemented on the corresponding actual network for real-time voltage regulation purposes 
(deployment). 
4.1 Control-Environment Interaction 
The DRL-based control learns the best recommendations for a given environment 
using four parameters: state, action, reward function, and state transition [19]. The state 
represents a snapshot of the environment whereas the actions represent the settings of the 
devices available to the control. The reward function defines a numerical value  (or ) 
that indicates how good it is to perform an action  (or ) in state  (or ). Finally, the 
state transition determines the next state  (or ) from taking an action At in state St. It 
is interesting to note that both reward and state transition are not known by the DRL-based 
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control a priori. In other words, it cannot predict the next state before it takes an action. 
Therefore, it learns through trial-and-error attempts, observing the environment’s feedback 
(  and the corresponding reward ).  
Figure 4-1 illustrates this process at time , where given the current state , an action 
 is taken based on the current reward  known for that state-action pair. As a result, new 
measurements can be extracted from the environment to define the new state  and the 
corresponding reward . After several attempts with the environment, and based on the 
desired goals, the DDQN control decides the best actions for each state. To simplify the 
notation, the terms  , , , and  are written in the rest of this thesis as , , , and 
respectively.  
 
Figure 4-1: DRL-based control-environment flowchart at time .  
 
4.2 Policy, Expected Return, and Value Functions  
At each interaction, the DRL-based control implements a mapping from states to 
probabilities of selecting each possible action, called the policy  or simply . This policy 
 is represented by (4-1), where the conditional probability indicates that, based on the 
current state, each action has a probability that translates into how good such action is for 
the current state.  
During the process of learning, the DRL-based control will follow and update  as 
it interacts with the environment. The objective of the DRL-based control is to find the 
highest cumulative reward in the long run (i.e., along iterations), which is called expected 
return or . The expected return is represented in (4-2), where the cumulative reward 
considers  and  the initial and final times of an episode. The hypermeter γ is the discount 
factor, which determines the present value of future rewards. Basically, γ indicates how 
important future rewards are to the DRL-based control achieve its goal. For instance, γ = 0 
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means that the agent should focus on actions that maximize the current reward R  rather 
than perform actions that focus on future rewards. 
= ( | ) = ( | ) (4-1) 
= + + =  (4-2) 
The expected return is essential to find the policy  that is going to return the highest 
cumulative reward and, therefore, find the best action for each state of the environment. A 
way to calculate  is given by value functions, which are defined by a function of states 
that indicates “how good” (in terms of the expected reward) it is for the DRL-based control 
to be in a given state. Naturally, as the policy  is updated, the selected actions along time 
can change as well as the expected return. Hence, the value functions update the value of  
based on the current policy being followed by the DRL-based control. Now,  becomes a 
random variable under a given policy . 
The value (or how good) of starting in state  and thereafter follow the policy  is 
represented by ( ), called state-value function for policy , and it is shown in (4-3), where 
[. ] represents the expected value of a random variable under the policy  (or following 
the probability function ). Similarly, the value of being in a state-action pair and thereafter 
follow the policy  is given by ( , ), shown in (4-4), and it is called action-value function 
for policy  or simply q-value. Figure 4-2 illustrates the differences between ( ) and 
( , ) showing the initial point that each function considers. 
( ) = [ | = ] = [ ∑ | = ] (4-3) 
( , ) = [ | = , = ]= [ ∑ | = , = ] (4-4) 
 
 
(a)  State-value function (b) Action-value function 
Figure 4-2: Backup diagrams in time (adapted from [19]).  
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The value functions present a fundamental property that is the recursive relationship 
between the value of a state and the values of its successor states. This allows to expand the 
expression (4-3) into (4-5), a format that is known as the Bellman Equation for ( ) [19]. 
The Bellman equation expresses the expected return of the current state  in terms of its 
successor states. Given that at this point only the state  in known, , ′,  are random 
variables. Hence, the term ∑ ( | ) ∑ ∑ ( , | , ) is the sum of the probabilities of 
every possible [ , , ′, ] vector to happen. For each triple , ′, , the corresponding 
expected reward [ + ( ′)] is calculated and weighted by ( | ) ( , | , ). 
Therefore, the expected value (or ( )) is going to be the sum of all those weighted values, 
which results in (4-5). The Bellman equation is essential to several DRL methods and it is 
commonly used in estimations of ( ). 
The DRL-based control learns how to solve a task (e.g., voltage regulation in 
distribution networks) when it finds a policy  that provides an expected return  greater 
than or equal to all other policies  for all possible states, which is called an optimal policy 
∗. This means that the DRL-based control learned the task once it has found the maximum 
value of ( ) for all possible states. Mathematically speaking, this is represented by (4-6) 
and (4-7). The same logic can be applied to action-value functions, as shown in (4-8). 
, ∗ ≥ , ↔ ∗( ) ≥ ( ) ↔ ∗( ) ≥ ( ) (4-6) 
∗( ) = ∗( ) ≥ ( ) (4-7) 
∗( , ) = ∗( , ) ≥ ( , )  (4-8) 
It is interesting to note that ∗( ) becomes ∗( , ) if the chosen action represents 
the highest expected return for that state (see Figure 4-2). This relationship is represented 
( ) = [ | = ] 
( ) = [ ∑ | = ] 
( ) = [ + ∑ | = ] 
( ) = ∑ ( | ) ∑ ∑ ( , | , ) + [ + ∑ | = ′]  
( ) = ∑ ( | ) ∑ ∑ ( , | , ) [ + ( ′)] (4-5) 
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by (4-9), where ( ) is the action space. This equation can also leverage the properties of 
the Bellman Equation in (4-5) to find (4-14), which is known as the Bellman Optimality 
Equation. The Bellman Optimality Equation states that the value of a state under an optimal 
policy is equal to the expected return of the best action from that state, i.e., the one that 
results in the highest possible value of ∗. Furthermore, if this is the greatest value of state 
, this means that the value of the future states inside the expected return are maximum as 
well.  
∗( ) = max∈ ( ) ∗( , ) (4-9) 
∗( ) = max∈ ( ) ∗[ | = , = ] (4-10) 
∗( ) = ∈ ( ) ∗ = , = (4-11) 
∗( ) = ∈ ( ) ∗ + = , =  (4-12) 
∗( ) = max∈ ( ) ∗ + ∗( )| = , =  (4-13) 
∗( ) = max∈ ( ) ( , |
,
, )[ + ∗( ′)] (4-14) 
However, the deployment of DRL-based control for voltage regulation in large 
distribution networks could only follow an optimal policy ∗ with extreme computational 
cost due to the massive number of possible states representing the problem. Hence, an 
approximation of the optimal policy ∗ is used, which is called in this work near-optimal 
policy and it is also represented by ∗ or ∗. This is done under the cost of selecting 
suboptimal actions for the states that have a low probability to happen. In other words, the 
DRL-based control is focused on learning the best practices for the most common states of 
the distribution network, putting less effort to learn how to act under less frequent states. In 
fact, the DRL methods tries to find good approximations of the optimal policy ∗. 
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4.3 The DDQN Technique 
The DDQN technique estimates the values of the q-values by combining the Q-
learning technique with a Deep Neural Network (DNN), also called Deep Q-network 
(DQN), as the decision-maker. Q-learning is an off-policy [19] algorithm, which means that 
the optimal policy is learned through data generated from non-optimal policies. 
Furthermore, it is based on the Temporal Difference method [19] in which the control learns 
from samples experiences, i.e., snapshots of the environment represented as MDP processes. 
At each sample, the estimations are updated — as well as the policy being followed — by 
the difference between the actual values and the just learned values. This is represented by 
(4-15), where  is the learning rate, a parameter that defines how much of the information 
acquired in the previous interactions, ( , ), are going to be kept in the updated value, 
( , ). The approximated optimal policy ∗ is found once the training reaches 
convergence. The original Q-learning control algorithm is shown in Figure 4-3. 
( , ) = (1 − ) ∗ ( , ) + ∗ + ∗( , )  (4-15) 
A sequential DQN model is presented in Figure 4-4 and illustrates how the DNN 
process to map the information. The DQN is composed of layers, which are a column of 
neurons (white circles). The input layer ( ) is connected to the second layer, called hidden 
layer, by weights ( ), where each weight connects a pair of neurons. For each neuron, the 
weighted sum of its inputs is calculated to be used with the activation function . Based 
on the values of this weighted sum, the activation function will define whether fire this 
neuron. Firing a neuron defines that the corresponding neuron is important to correctly map 
the input to the output. At the end, the output layer is going to provide the results, which are 
going to be compared to the true labels that were expected. This difference, also called error 
or loss, is calculated by a loss function. Afterwards, the loss value is used to update the 
weights connecting neurons through a process called backpropagation [20], which uses a 
gradient descent-based optimizer [20] that aims to minimize the loss (or error) and improve 
the accuracy of results. 
The DDQN technique relies on additional improvements to benefit the stability and 
convergence of training. These improvements affect how the control actions are selected, 
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the DQN architecture, the q-value update process as well as the selection of the samples 
(results from a given demand and generation scenario/episode and control attempt) that is 
going to be used during training. Further details are given below. 
 
Figure 4-3 Original Q-learning algorithm. 
 
Figure 4-4: Details on how information is processed by the DQN. 
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 -greedy Strategy  
To avoid local optimal policies, the -greedy strategy [19] is used to define whether 
the DDQN control will explore the environment (select a random control action) or exploit 
what it has already learned about each state-action pair (use the DRL-based control). This 
helps to improve the results as more actions are analysed for each state of the environment. 
The -greedy strategy determines this exploration/exploitation trade-off based on  or the 
exploration rate and (4-16). The exploration rate ranges between 0 and 1 and it is initially 
set as 1 to promote the exploration of the unknown environment. As the algorithm learns 
from the environment, the exploration rate decays based on a decay function until it reaches 
a minimum  value, which is also a hyperparameter. An example of a decay function is 
shown in (4-17). At each iteration, the algorithm reduces the  value. For instance, if = 1, 
in the next iteration = 0.99 × 1 = 0.99 if (4-17) is followed. 
=  
  <   
max
∈ ( )
( , )   >  
(4-16) 
= 0.99 ×  (4-17) 
 Double Strategy [38]  
The term ∗( , ) in (4-15) can overestimate the q-values of some state-action 
pairs. At the beginning of the training, the DRL-based control does not have enough 
information about the environment to select the best actions, which can lead to the wrong 
assumption that an action provides the best results whereas in practice it performs poorly. 
If those false positives are taken regularly as the best actions, the DRL-based control are not 
going to find the optimal policy ∗. To overcome this problem, the double strategy uses two 
identical DQNs, primary ( ) and target ( ) networks, to predict ∗( , ). The former 
is used to find the best action for the next state ′ whereas the latter calculates ∗( ′, ′). 
Hence, based on  and , (4-15) is rewritten as (4-18). In this way, for a control action be 
considered the best by the DDQN control, both estimators must agree on that. As the DQN 
advances in training, the weights of  ( ) and  ( ) are updated based on a 
hyperparameter called , which defines the percentage of  that is going be copied to 
. The double strategy is illustrated in Figure 4-5. 
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( , ) = (1 − ) × ( , ) + × + × ( ′, ′)  
′ ⟺ ( , ) 
(4-18) 
 
Figure 4-5: Flowchart of the Double strategy. 
 Dueling Architecture  
The Dueling architecture [39], shown in Figure 4-6, implies that each q-value is 
composed of two parts: ( ) and ( , ) or the value and advantage functions, respectively. 
The former measures the value of being on the current state whereas the latter expresses the 
advantage of taking an action at this state. For instance, if for a given state none of the 
available control actions are capable to find a solution, ( ) is going to be low (the state 
does not have a desired control solution) and ( , ) is zero (no advantage in taking an 
action due to the low value of the state). This strategy can reduce the training time as the 
DRL-based control spends less time in states where ( ) is low.  
 
Figure 4-6: Proposed Dueling Architecture. 
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As can be seen in Figure 4-6, the Dueling architecture has two streams (in blue and 
red) that estimates ( ) and ( , ) individually. At the end, both streams are combined 
using an aggregation layer, as shown in Figure 4-6. It is interesting to note that both values 
are individually estimated to get the true value of ( ). As commented before, if the value 
of ( ) is bad, there is no need to calculate ( ), as any action will have the desired effect. 
In a first moment, the q-values are calculated using (4-19), where ,  and  are the common 
parameters of the DNN, the distinct parameters of ( ), and the distinct parameters of ( ), 
respectively. However, if (4-19) is used, the Duelling Architecture falls into the issue of 
identifiability, being impossible to determine the true values of ( ) and ( , ) as several 
combinations of their possible values lead to the same q-value. To avoid this problem, the 
advantage function estimator is forced to be zero for the best action of a state. In this way, 
when ′ ⟺ ( , ), ( , , , , ) results in ( , , ). For all other 
actions, the ( ) is different from zero. In practice, the q-values are calculated using (4-20), 
where the last term represents the average of all values of ( , ), being Λ the number of 
available actions. Currently, the authors of this strategy [39] indicate that subtracting the 
averaged ( ) presented good results in their tests. Alternative ways of addressing this 
problem are also investigated.  
( , , , , ) = ( , , ) + ( , , , ) 
 
(4-19) 
( , , , , ) = ( , , ) + ( , , , ) −
1
Λ ( , ; , ) 
 
(4-20) 
 Prioritized Experience Replay (PER) 
The PER strategy [40] uses a buffer, called replay buffer, that stores the data from 
each sample (i.e., , , , ) and calculates their priorities, which are used to select the 
samples to train the DQN. All new samples are stored with an initial priority value. 
Afterwards, during training, some samples will have a considerable difference between the 
predicted and target values (calculated using the aforementioned double strategy). This 
means that those samples are quite away from converging to a stable value. This difference, 
represented by , defines the priority of each sample in the replay buffer, as shown in 
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(4-21), where  is a constant that assures that no sample has a zero probability of being 
picked.  
= +  
 
(4-21) 
Once the top priority samples are picked for the DQN and the weights are updated, 
the priorities of these samples are updated based on the new errors/losses of the estimated 
q-values. To avoid biased results (giving that samples with higher priorities would have 
better chances of being picked), the stochastic prioritization is used, which gives the 
probability of a sample being chosen for training the DQN. This is implemented using 
(4-22), where  is hyperparameter used to reintroduce some randomness in the selection of 
the samples in the replay buffer. For instance, if = 0, all samples will have the same 
probability of being taken. Otherwise, if = 1, only the samples with the highest priorities 
are going to be selected.  
( ) =
( ( ))
∑ ( ( ))  
 
(4-22) 
Furthermore, given that the prioritized experience replay introduces a bias towards 
the highest priority samples, the way the DQN weights are updated must cope with this bias 
to avoid overfitting. Hence, importance sampling (IS) weighs  are used to overcome this 
problem. The IS is going to be responsible to adjust how much the DQN weights are going 
to change each time the DQN is trained. In this way, the weights mapping often seen samples 
are going to have lower changes in their values when compared to the weights mapping 
unusual samples. The IS is implemented using (4-23), where  is the total number of 
samples in the replay buffer and  controls how much the IS weights affect the DQN 
training. At the beginning of the DQN training,  is zero and the IS weights do not affect 
the updates of the DQN weights. As the DQN training advances,  is adjusted and the DQN 
weights start being affected. At the end of the DQN, when  is equal to 1, its maximum 
value, the IS weights are going to fully affect the DQN weights, prioritizing unusual samples 
as the DQN is near convergence, i.e., when some q-values already began to converge to 
their final values.  











Hyperparameters are defined as parameters that cannot be define by the algorithm 
and, therefore, must be previously defined by the user.  
Table 4-1: Hyperparameters 
 ( ) Constant that assures that no sample has a zero probability of being picked. 
 (PER) 
Used to reintroduce some randomness in the selection of the samples in the 
replay buffer. 
 (PER) Control how much the IS weights affects the DQN training. 
Memory length (PER) Memory size of the replay buffer. 
Max. attempts Maximum iteration per scenario/episode. 
 Learning rate. 
 Discount factor, which determines the present value of future rewards. 
 Minimum ϵ value.  
 The rate that the ϵ value decays from 1. 
TAU The percentage the target network weights are updated with the primary 
network. 
Batch size Number of samples taken from the replay buffer to train the DQN. 
Loss function Error of the DQN predictions during training. 
Act. Function Function used to activate the neurons of the DQN. 
Neurons in input layer First column of neurons in the DNN architecture. 
Neurons in hidden 
layers 
Intern columns of neurons in the DNN architecture. 
Neurons in output layer Last column of neurons in the DNN architecture. 
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4.5 Applying DRL for Voltage Regulation 
As discussed in chapter 4.1, the DRL-based control uses a description of the 
environment (state, action, reward, and state transition) to learn the near-optimal policy ∗. 
For the states, voltage magnitude, active and reactive power measurements are used. 
Regarding the available control actions, the available set-points of each device are 
considered. To calculate the reward values, a reward function is defined to penalize voltage 
problems. In this case, the state transition corresponds to the power flow analysis done for 
the corresponding state and control action. Table 4-2 summarizes the equivalent parameters 
used in the offline training and in the deployment (actual distribution network) of the DRL-
based control. For the DRL-based control, PV-curtailment is allowed as an option to solve 
overvoltage problems. 
Table 4-2: DDQN Parameters and Their Equivalent for the Voltage Regulation Problem 
DDQN Voltage Regulation Problem 
States Voltage magnitudes, Active and Reactive Powers 
Actions Actions of Controllable Devices 
Reward Function Based on the Problem 
State Transition (Offline) Simulated Power Flows 
State Transition (Deployment) Actual Measurements 
 States 
A state is defined as the combination of the local measurements of the  monitored 
customers (and/or points of interest). These local measurements comprise the tuple/set 
( , , ), i.e., the voltage magnitude, active and reactive power, respectively. Hence, the 
merge of those tuples yields to the final vector representing the state of the distribution 
network for a given demand and generation scenario/episode.  
 Control Actions  
A control action is the combination of the control actions of the available devices 
(e.g., taps for OLTC-fitted transformers and power factors for the PV inverters). As the 
DDQN technique considers a discrete action space, the control actions of each device are 
always modelled as discrete. Therefore, specific values of PV power factor ( , same for 
all PV systems) are considered instead of having a continuous variable. Furthermore, the 
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number of control actions  is the number of outputs of the DQN. This value is given by 
(4-24), where  is the number of control actions of each device . 
= = × × … ×  (4-24) 
It is important to note that a higher number of available control actions (tap positions, 
 values, etc.) leads to a higher number of DQN outputs. This, in turn, increases the 
training time and finding good results become more challenging as training may not 
converge.  
 Reward Function  
The reward function shown in (4-25) is chosen to give prominence to control actions 
that led to the least amount of PV curtailment (due to reactive power absorption) and the 
maximum number of customers without voltage problems. In this work, PV inverters are 
not oversized which means that, due to the rated capacity of the inverter, during high active 
power generation the use of reactive power might require reducing active power 
(curtailment); in other words, reactive power use takes priority [41]. 
= × 1 −
∗ × ( ( ))
+ × + × + ×  (4-25) 
The term × (1 − ∗ × ( ( )) / ∗ ) benefits the actions that lead to 
the least curtailment. Given that the same  can be used at different times and, therefore, 
different levels of active power generation, the expression ∗ × ( ( )) / ∗  
normalizes the actual active power (by selecting one of the PV systems, ∗) with respect to 
its rated capacity ( ∗ ). This ensures that the reward is related to the least PV curtailment 
rather than the  itself. For instance, for a ∗  = 10  and = 0.9 inductive, a 
modest generation of ∗ = 1  means a reactive power is 0.48  and a normalized 
value of 0.09. However, for the same PV system and , high generation will be limited to 
∗ = 9  (reactive power of 4.36 ) which means a normalized value of 0.81. The 
latter higher value means more (proportional) curtailment and therefore will not be rewarded 
as much as the former case (assuming both solved voltage problems). 
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The terms , , and , are the ratio of customers with adequate, precarious, and 
critical voltage magnitudes, respectively, according to the Brazilian statutory limits 
presented in [6]. The cost hyperparameters , ,  , and  define the importance of each 
ratio to calculate the final reward value.  
The reward function is continuous, which makes it capable of capturing any changes 
in the distribution network. To improve convergence, the value obtained for  in (4) is 
normalized with respect to the maximum ( ) and minimum ( ) possible reward 
values. If the reward is positive, = + , otherwise = | |. Hence, the 
normalized  can take values between [−1,1]. 
 State Transition 
Being a model-free technique, the DDQN control receives the state transition 
information from simulated power flows (during the offline training) and from actual 
measurements (during deployment), as shown in Table 4-2. In the case of simulated power 
flows, adequate network data (topology, impedances, demand/generation profiles, 
controllable devices, etc.) is required to properly emulate the three-phase behaviour of the 
actual distribution network.  
4.6 Offline Training and Deployment 
The offline training builds a solid DRL-based control able to avoid voltage problems 
when the control operates in the actual distribution network, i.e., during deployment. In this 
mode, it can perform several attempts (control actions) for each scenario/episode until a 
good solution is found. This reduces the error/loss in the DQN estimations of the -values 
making the current policy  closer to the near-optimal policy ∗. 
Afterwards, the DRL-based control is ready for deployment. The main objective is 
to assess its performance in the actual distribution network. Here, the current policy  is 






5 Preparation of the Case Study 
The distribution network used in this study is a real Brazilian 11.40 kV/0.22 kV 
three-phase distribution network located in the state of São Paulo and it is provided by a 
Brazilian utility as part of a R&D project. This feeder is chosen because it holds at least one 
controllable asset of each type that are being analyzed in this report (OLTC, capacitor bank, 
and PV Systems). Moreover, the feeder has customer different types of customers, which 
makes the studies more realistic. Finally, this feeder has 299 customers, in which 108 of 
them are residential customers and 15 are industrial/commercial customers. The customers 
are modelled as constant PQ loads, being distributed along one feeder that is connected 
through a 26.6 MVA OLTC-fitted transformer with a 138 kV/11.40 kV nominal ratio. The 
controllable device regulates voltage in 17 steps of 1.25% each, providing a +5%/-15% 
regulation range with respect to the nominal position (tap 0). Furthermore, the feeder has 
other 31 transformers and two capacitor banks, being one of them controlled by time. The 
simulations are carried out for a 60%-penetration level considering the total number of 
customers (74 units). This penetration level is reasonable given that the network is robust 
(i.e., relatively high short-circuit levels).  
 
Figure 5-1: Distribution network used in the case study.  
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The research team also has access to 5-minute resolution demand and PV generation 
profiles for a full year (365 days), which results in 0.2 interval/minute ×1,440 minutes/day 
× 365 days/year = 105,120 measurements/year, i.e., more than one hundred thousand 
registers per year. Therefore, the DDQN control training can mimic the distribution network 
behaviour under different demand/generation scenarios given the seasonality of the data. 
Assuming that the analyses aim to harness all the available data from distribution 
networks, i.e., 365 days, and it represents a considerable computational load, Artificial 
Intelligence (AI) is employed to find similarities between samples (days) using clustering 
techniques (further details in chapter 5.1) to find how diverse the demand and generation 
profiles are, ensuring that they are going to comprise different states of the distribution 
network, and, therefore, are suitable to be used during the training process of the DRL-based 
control. Furthermore, such approach can also be used to reduce the number of simulation 
points and, therefore, reduce the solution time of future analyses. For instance, it is possible 
to use the clustering results to estimate the results of all 365 days. If the estimated results 
are near the results obtained running all days (small errors), this means that using a reduced 
number of days, it is possible to perform analyses more efficiently and improve scalability.  
5.1 Clustering Algorithms 
A cluster is an unsupervised machine learning technique, and it is defined as a set of 
points or elements that have similar features. In general, that similarity is measured using 
distance metrics such as the Euclidian, Cosine, Chebyshev, and Correlation [42]. These 
metrics are employed to cater for different aspects of the proposed clustering algorithm. Their 
definitions are shown in (5-1), (5-2), and (5-3), respectively, where  and ̅ are the mean of 
all elements of the corresponding vectors. 




d u v u v v u
i i
i
= − = −
=
 (5-1) 
ℎ ℎ ( , ) = (‖ − ‖) (5-2) 
( , ) = 1 −
( − ̄ ) ⋅ ( − ̄)
‖( − ̄ )‖‖( − ̄)‖ 
(5-3) 
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Clustering algorithms are considered unsupervised machine learning techniques [43]. 
In this case, a machine learns the hidden patterns of a dataset without knowing the real 
answer, i.e., the machine gathers similar samples in the same cluster without really knowing 
if they belong to the same set. Therefore, selecting a clustering technique will heavily depend 
on how the data is distributed along the space. In this work, the daily customer loadshapes 
and PV system irradiation profiles are grouped into different clusters to capture the 
similarities between days, thus, reducing the time required to run a yearly simulation (i.e., 
365 daily loadshapes are represented by a lower number of clusters) and validating the 
diversity of samples that the DRL-based control requires. Among the available clustering 
techniques, the following are investigated in this work: k-means [44], Density-Based Spatial 
Clustering of Applications with Noise (DBSCAN) [44], and hierarchical clustering [45].  
 K-means  
K-means is one of the simplest and most popular clustering techniques. The standard 
algorithm was proposed by Stuart Lloyde, in 1957, but the term ‘k-means’ was adopted only 
ten years later, in 1967. The technique clusters data by trying to divide samples in groups 
of equal variances, minimizing a criterion known as the inertia, obtained using (5-4), which 
measures how concentrated samples inside a cluster are. Furthermore, this algorithm 
requires the number of clusters to be specified. It scales well to large number of samples 
and has been used across a large range of application areas in many different fields.  
min
∈
−  (5-4) 
The technique is based on the existence of centroids, each of them representing a 
cluster. Initially, the centroids are randomly selected along data, based on a predefined 
number of clusters. Hence, each data point is analysed according to its Euclidian distance 
to each centroid. The nearest centroid is then chosen to represent that point and its 
coordinates updated according the mean µ of the samples in the cluster. That process is 
repeated until the centroid coordinates do not change significantly. The flowchart in Figure 
5-2 illustrates the procedure. 




Figure 5-2: k-means algorithm.  
Furthermore, the random selection of initial centroids can make k-means perform 
poorly, as shown in the example of the Figure 5-3. In Figure 5-3 (a), centroid choices mad 
k-means detect the cluster correctly. However, in Figure 5-3 (b), the random choice made 
k-means assume an apparent cluster as two clusters and other two apparent clusters as one. 
Fortunately, in 2006, David Arthur and Sergei Vassilvitskii, from Stanford University, 
proposed an improvement of the method, called k-means++ [46]. Instead of randomly 
selecting the initial centroids, k-means++ selects centres using a furthest point algorithm. In 
other words, it seeks to maximize the distance between centroids to better capture the correct 
clusters as well as outliers, i.e., points that do not belong to any cluster. 
  
(a) correct clusters (b) incorrect clusters 
Figure 5-3: Centroid allocation example. 
Because k-means chooses centroids that minimises the inertia, the technique 
performs poorly in non-convex problems, where the optimal value of inertia is not 
necessarily a globally optimal solution. This is the case, for instance, of elongated clusters, 
as the ones shown in Figure 5-4, where each colour represents a different cluster obtained 
with k-means. In these cases, it can be useful to restart it several times. Furthermore, there 
are several other implementations of k-means that, allegedly, present a better performance 
[47], [48]. 




Figure 5-4: Detecting an elongated cluster with k-means (adapted from [49]). 
 DBSCAN  
DBSCAN is one of the most common clustering algorithms in scientific literature. 
The technique was proposed in 1996, by Martin Ester, Hans-Peter Kriegel, Jörg Sander, and 
Xiaowei Xu. Differently from k-means, DBSCAN defines clusters based on a density 
measure, where their shapes represent areas of high density disjointed by areas of low 
density. Therefore, cluster can present any shape and convexity is not primally assumed. 
Moreover, it does not need to specify the number of clusters.  
DBSCAN defines clusters based on the concept of core samples, i.e., points in areas 
of high density. More specifically, a cluster represents a set of core samples belonging to 
the same area as well as of non-core samples close to core samples. Any samples that do not 
met these requirements (be a core samples or be near one) are considered outliers. An 
example is shown in Figure 5-5, in which the larger circles represent the core points, and 
the black circles represent the outliers.  
 
Figure 5-5: Example of clusters obtained with DBSCAN (adapted from [50]). 
The core samples can be better understood as a sample in the dataset surrounded by 
at least n samples within a distance eps. Those two parameters are crucial to obtain good 
results. Depending on their values, DBSCAN will not be able to find the correct clusters or 
outliers or grouping the whole dataset as one cluster (e.g., high n and high eps).  
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DBSCAN always generates the same clusters when data are given in the same order. 
Furthermore, this implementation. Furthermore, the technique may not be memory efficient 
because the standard algorithm builds a full pairwise similarity matrix (i.e., the pairwise 
distance between elements). The flowchart in Figure 5-6 illustrates how DBSCAN works. 
 
Figure 5-6: DBSCAN algorithm. 
 Hierarchical Clustering 
Hierarchical clustering was first introduced in the 50’s by [51]. As the name says, it 
is a technique that clusters samples in a hierarchical/tree structure, represented by a 
dendogram, shown in Figure 5-7. The number of clusters can be predefined or obtained in 
the same way as commented for MFL technique, using distance threshold ρ. Moreover, most 
hierarchical techniques are deterministic, always generating the same clusters.  
In general, two approaches are considered: 
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• Agglomerative: shown in Figure 5-8 (a), this is a "bottom-up" hierarchy, in 
which all samples are initially considered as clusters that are merged as the 
level of the hierarchy increases. 
• Divisive: shown in Figure 5-8 (b), this is a "bottom-up" hierarchy, in which all 
samples are initially considered a single cluster that gives origin to new 
clusters as the level of the hierarchy increases. 
 
Figure 5-7: Example of a dendogram. 
In this work, the agglomerative is selected. However, the divisive approach could be 
also employed. The agglomerative clustering initially takes every sample as cluster, those 
representing the bottom of the hierarchy structure. Afterwards, they are merged into new 
clusters, resulting in a new level of the hierarchy structure. This process is repeated until all 
clusters are grouped in a single cluster, which represents the highest level, as shown in the 
flowchart in Figure 5-9. 
  
(a) Agglomerative. (b) Divisive. 
Figure 5-8: Types of hierarchy.  




Figure 5-9: Agglomerative clustering algorithm. 
The merge strategy of the clusters is based on the linkage criterion and on a similarity 
matrix. The former determines the metric to define how the distances between clusters will 
be computed. The latter stores all these distances in a matrix MxM, where M represent the 
number of clusters of that level of the hierarchy. In general, four linkage criteria are 
employed in the analyses [52]:  
• Single linkage: the distance between clusters u and v are computed finding 
the minimum distance between a point i in cluster u and j in cluster v, as 
shown in (5-5).  
( , ) = ( [ ], [ ])  (5-5) 
• Average linkage: the distance between clusters u and v is represented by the 
average of the distances between all points i in cluster u and j in cluster v, as 
shown in (5-6). 
( , ) =
( [ ], [ ])
(| || |)  (5-6) 
5.1 Clustering Algorithms 61 
 
 
• Complete linkage: the distance between clusters u and v are computed 
finding the maximum distance between a point i in cluster u and j in 
cluster v, as shown in (5-7). 
( , ) = ( [ ], [ ])  (5-7) 
• Ward linkage: the distance between clusters u and v is computed using the 
variance minimization algorithm. It is represented in (5-8), (5-9), where  
represents the newly cluster obtained by merging clusters  and , and  an 
a potential cluster to join . 
( , ) =
| | + | |
( , ) +
| | + | |
( , ) −
| |
( , )  (5-8) 
= | | + | | + | | (5-9) 
However, all these advantages come with the price of a high memory consumption, 
which can be tackled depending on the used linkage criterion and the context. Figure 5-10 
shows a comparison between the different linkage criteria and their corresponding solution 
times.  
Although single linkage is not robust to noised data, the example shows it is faster 
than the other criteria. The other options are still feasible and provide better results 
depending on the data distribution. Agglomerative linkage results in uneven cluster sizes, 
which is a desirable feature with noisy data. Ward linkage gives the most regular sizes. 
However, it only works with Euclidean distance metric. Complete linkage provides good 
results and, depending on the data, it is more efficient than Agglomerative and Ward 
linkages. Therefore, before starting the clustering process, one needs to know how data are 
distributed.  




Figure 5-10: Comparison of the linkage criteria (extracted from [51]). 
 Comparison Among Techniques 
Considering the different aspects regarding each technique, one must determine the 
best options according to the characteristics of the dataset under analysis and the desired 
results. Table 5-1 shows the main aspects of k-means, hierarchical, and DBSCAN clustering 
techniques. Regarding the input parameters, the hierarchical clustering is the most flexible 
technique, in which the number of clusters is either fixed or determined by a distance 
threshold. In terms of scalability, both k-means and DBSCAN accept many samples and a 
medium number of cluster whereas the hierarchical clustering accepts many samples and 
many clusters. Nevertheless, the latter is still capable to cope with the analyses carried out 
in this work, especially considering it admits a vast scope of use cases and geometries. The 
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hierarchical clustering can be employed in cases that require either a high number of clusters 
or pairwise distances computed in non-Euclidian metrics. When comparing it with the other 
techniques discussed in this work, the standard k-means algorithm does not accept non-
Euclidian metrics and it is limited to a lower number of clusters. Moreover, k-means 
provides, in general, even size clusters. Regarding DBSCAN, non-Euclidian metrics are 
accepted, proving clusters of different sizes that depend on the number of samples located 
in areas of high density.  
Table 5-1: Comparison among techniques  
Method  K-means Hierarchical clustering DBSCAN 
Parameters Number of clusters 
Number of clusters or 




Very large n_samples, 
medium n_clusters 
Large n_samples and 
n_clusters 




cluster size, flat geometry, 
not too many clusters 
Many clusters, non-
Euclidean distances 




Distances between points Any pairwise distance 
Distances between nearest 
points 
5.2 Clustering Performance Evaluation  
Given that the clustering process is an unsupervised machine learning technique, 
several metrics are available to assess the performance of the clustering algorithms [53]. In 
this work, three of them are selected: the Silhouette Coefficient, the Davies–Bouldin index 
(DB), and the Cophenetic Correlation Coefficient, the latter only applied for the hierarchical 
clustering technique. Below is a summary of each metric.  
 Silhouette Coefficient  
It measures if a sample belongs to its corresponding cluster or to the nearest cluster. 
Higher values indicate better partition, in which the minimum and maximum values are -1 
and 1, respectively. The index is initially calculated to each sample using (5-10), where: 
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• a represents the average distance between a sample and all other points of 
the cluster. 
• b represents the average distance between a sample and all other points of 
the next nearest cluster. 
• For a set of samples, the silhouette coefficient is calculated using the average 
of all index values obtained individually to all samples. 
=
−
( , ) 
(5-10) 
 Davies–Bouldin index 
It measures the internal similarity of a cluster when compared to its distance to 
another cluster. Lower scores indicate a better partition, being zero the minimum value. The 
index is defined by (5-11) and (5-12), where: 
• sij is the average distance between each point of cluster i and the centroid of 
that cluster. 
• dij is the distance between centroids of the clusters i and j.  
• Rij defines the similarity between clusters i and j. 








 Cophenetic Correlation Coefficient 
It measures the capability of a dendogram saving the pairwise distance relations 
between the original samples, before applying the hierarchical clustering technique. Higher 
scores indicate a better partition, being one the maximum value. The cophenetic correlation 
coefficient is obtained using (5-13), where: 
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• dij is the distance between clusters i and j. The linkage criterion, comment in 
chapter 5.1.3, defines how the distance is computed. 
• tij is the distance between clusters i and j in the dendogram. This distance is 
obtained observing the height of the node where these cluster were firstly 
merged. This can be seen by looking at the y axis of Figure 5-7. 
• ̅ is average of all dij values. 
• ̅ is average of all tij values.   
=
∑ − − ̄
∑ − ∑ − ̄
 (5-13) 
5.3 Cluster Representative Component 
Among the ways a cluster can be represented, there are those based on centroids, 
which can be obtained through the mean or median of all samples of a cluster. In addition, 
cluster are represented using the concept of medoids [54], where one of its n samples is 
selected as the representative component based on its pairwise distances (dyxi) to other 
samples. The one that holds the lowest accumulative value, obtained using (5-14), is selected 
to represent the cluster.   
= ∈{ , ,⋅⋅⋅, }  (5-14) 
To better illustrate (5-14), Table 5-2 shows how the accumulative pairwise distances 
of each sample are computed. Basically, all rows are summed until the table ends up having 
n columns and just one row, as shown in Table 5-3. The column with the lowest values will 
define which sample will represent the cluster. Furthermore, the distance metric used to 
compute the pairwise distances can be non-Euclidian.  
Table 5-2: Pairwise distances between samples of a cluster 
 x  x  x  
x  dx x  dx x  dx x  
x  dx x  dx x  dx x  
x  dx x  dx x  dx x  
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Table 5-3: Accumulative pairwise distances between samples of a cluster 
 x  x  x  
d x  dx x  dx x  dx x  
5.4 Curse of Dimensionality  
The term was initially proposed by Richard Bellman [55] to describe the exponential 
growth of states in an optimization problem given the increase in the number dimensions of 
the problem. Today, it is also used to refer the other potential problems that happen when 
the data has several dimensions. Among them, one can detach the difficulties of obtaining 
good clustering results when working with such data. The huge number of dimensions 
makes all samples appear equidistant from each other. As a consequence, all observations 
will be grouped in one cluster. The opposite might happen as well, with each sample 
considered a cluster. The example of Figure 5-11 illustrates how the number of dimensions 
impacts results. As expected, in Figure 5-11(a), with two dimensions, the samples are 
partitioned in two clusters, representing the blueish and reddish colours. However, in Figure 
5-11(b), with six dimensions, each sample is considered a cluster, given that the higher 
number of dimensions made the cluster algorithm understands that they were all equidistant. 
 
 Blueish Reddish 
 1 0 
 1 0 
 1 0 
 0 1 
 0 1 
 0 1 
 
 Seaweed Blue Turquoise Marron Red Pink 
 1 0 0 0 0 0 
 0 1 0 0 0 0 
 0 0 1 0 0 0 
 0 0 0 1 0 0 
 0 0 0 0 1 0 
 0 0 0 0 0 1 
(a) two dimensions (b) six dimensions 
Figure 5-11: Example of the curse of dimensionality (adapted from [56]). 
5.5 Data Preparation 
Considering that the resolution of the profiles is 30s, and considering each time-step 
as a dimension, this results in a problem with 2880 dimensions and 365 samples. As 
commented in chapter 5.4, the curse of dimensionality causes the separation of the samples 
into incorrect clusters. 
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Naturally, an alternative for this problem is to represent the same data in a much 
lower number of dimensions. In general, techniques such as PCA are employed in these 
cases. However, when PCA was applied to the dataset, the necessary number of dimensions 
to keep 90% of the information were 71, which still is high, and power flow simulations 
performed with those curves did not provided satisfactory results. Therefore, in this work, 
the load and irradiation profiles are represented following the vector shown in Figure 
5-12(a) and Figure 5-12(b), where:  
• Dist P and Dist Q are the cumulative distances of the active and reactive power 
observed for day i, as commented in chapter 5.3. 
• Dist Irrad is the accumulative distance of the irradiation observed for day i, as 
commented in chapter 5.3. 
• Max Value represents the maximum irradiation value observed for day i. 
• , ∈ [0,1,2,3] represents the percent share the ith frequency has in the signal 
composition. 
Day i Dist P Dist Q 
 










(b) irradiation profiles vector  
Figure 5-12: Alternative representation of the load and irradiation profiles. 
It is important to observe that the difference in nature between the demand and 
irradiation profiles. The former, it is the aggregate representation of several customers and 
their respective distinct demand behaviors. Those, although have a high uncertainty, when 
grouped, lost that nature and become more predictable. Unfortunately, the same logic cannot 
be applied to the latter. The irradiation profiles are identical for all PVs in the network and 
present a high uncertainty as well. Therefore, when those profiles are grouped, the high 
uncertainty remains in the aggregate curve, which makes it quite challenging to forecast and 
representing it in a much lower dimensional space. Therefore, the irradiation profiles 
representation in Figure 5-12(b) requires more attributes to better modeling the high 
uncertainty of those shapes, in especial the  components of their representation in the 
frequency domain. Using a Fast Fourier Transformation (FFT), it becomes easier to 
differentiate cloudy days from sunny days as well as to identify profiles with similar 
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uncertainty behaviours. Additionally, using the peak value (“Max Value”) along with the 
total amount of energy generated in that day (“Int Irrad”), the analyses are also capable to 
identify irradiation profiles with similar generation levels. 
5.6 Proposed Clustering Methodology 
Given the huge amount of data available, the proposed methodology is applied to 
group days with similar consumption and distributed generation levels. This allows that the 
analyses of the dataset become faster. The methodology is the result of a vast study of 
different clustering techniques and an attempt to improve the accuracy of the estimated 
results of an entire year using clusters. 
The research team has access to topology data as well as to 365 days of electric 
customer profiles (active and reactive power) and solar irradiation profiles of a utility of the 
state of São Paulo. The profiles are available in resolutions of 30s and 300s. The former 
resolution was selected in this work because it represents the worst-case scenario, given the 
higher number of dimensions.  
The methodology is divided in three steps, aiming to better represent the uncertainty 
of the irradiation profiles and the demand behaviour of the farthest customers from the 
substation. 
 First Step 
Initially, given a distribution network, the aggregate load profiles at the substation 
are shaped to the vector form shown in Figure 5-12(a). Afterwards, the first step of the 
methodology starts, and the days are divided in n1 clusters, as shown in Figure 5-13.  





Figure 5-13: Clustering process of days with similar consumption levels. 
 Second Step 
The second step takes employs the irradiation profiles shaped to the vector form 
shown in Figure 5-12(b). For each of n1 clusters found in the first step, a new clustering 
process is executed, resulting in n2 clusters, as shown in Figure 5-14. The number of clusters 
derivate from each cluster of the first step is defined using the clustering performance 
evaluation metrics of chapter 5.2. 
  
Figure 5-14: Clustering process of days with similar irradiation levels. 
 Third Step 
Finally, the third step, illustrated in Figure 5-15, employs the aggregate load profiles 
at each controllable asset operating in the distribution network. The PV smart inverters are 
not considered in this step as their locations depend on where the PVs are installed, which 
it would make the results stochastic, i.e., clusters would depend on where the PVs are 
located. Such limitation would restrict the utilization of the technique in other analyses, for 
instance, in Monte Carlo studies, where many times PVs are randomly allocated.   
The same procedure detailed in the second step is applied at each of n2 clusters, 
which results in n3 clusters, the final number. Afterwards, the corresponding n3 medoids of 
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each customer are determined based on the aggregate load profiles obtained in the nearest 
upstream controllable asset. For PV systems, the n3 medoids are determined using the 
irradiation profiles. 
 
Figure 5-15: Clustering process of the aggregate demands in each controllable asset that is not a PV 
system inverter. 
Finally, results obtained with the medoids are employed to estimate the results of a 
full year (365 days). The assessed parameters are: 
(a) total losses of the distribution network [6];  
(b) number of precarious undervoltage levels (NRP/Under) [6];  
(c) number of critical undervoltage levels (NRC/Under) [6];  
(d) number of precarious overvoltage levels (NRP/Over) [6];  
(e) number of critical overvoltage levels (NRC/Over) [6];  
(f) power factor at the substation [6]; 
(g) voltage regulator events; and  
(h) capacitor bank events. 
The whole logic of the proposed methodology above is detailed in the flowchart of 
Figure 5-16. The parameter i represents the cluster under analysis in the second and third 
steps. Table summarizes the main parameters used in the flowchart. In the next chapter, the 
AC three-phase NLP OPF formulation is detailed. 
Table 5-4: Parameters of the Clustering Methodology 
 Number of clusters and medoids of the first step (substation as reference). 
 Number of clusters after clustering each of the  clusters using irradiation data. 
 
Number of clusters after clustering each of the  clusters (controllable devices as 
reference).. 





Figure 5-16: Flowchart of the methodology scheme.   
5.7 Clustering Results  
The results are shown for each step of the proposed clustering methodology 
discussed in chapter 5.6. The number of clusters is defined based on the best set of values 
found for the metrics presented in chapter 5.2. In this work, more than one metric is used 
because the optimal number of clusters is not a consensus. Depending on what parameter 
one is assessing, this number might be different, given that they measure different aspects 
of the data distribution.  
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For the first step of the methodology, the customer demand profiles are grouped into 
10 clusters, shown in Figure 5-17(a). Looking at each cluster, the splitting of the demand 
profiles, apparently, captured the different loadshapes in the dataset. However, the 
uncertainty of the irradiation profiles in Figure 5-17(b) is not considered in this step and, 
therefore, the second step is employed aiming to include this in the process. Moreover, 
looking for the metrics shown in Table 5-5, their values show that the clusters are very 
similar among them, which can be visualized in Figure 5-17(a). 
 
(a) demand profiles 
 
(b) irradiation profiles 
Figure 5-17: First-step clustering. 
 




Cophenetic Correlation 0.812 
In the second step, the focus is to better represent the uncertainty of the irradiation 
profiles. Hence, the clusters derivate from the clusters obtained in the first step are assessed 
from this perspective. Figure 5-19 shows results for the irradiation profiles. Although some 
of the 76 clusters presented some outliers, it is still a considerable improvement from what 
was observed in the first step. Moreover, due to the high uncertainty of these curves, hardly 
a perfect split can be found using only the data employed in this analysis. Regarding the 
metrics, Table 5-6 shows that clusters obtained with irradiation profiles are not as similar as 
they were in the first step (higher silhouette coefficient value), validating the detection of 
different uncertainty patterns in irradiation profiles. Furthermore, the methodology is also 
5.7 Clustering Results 73 
 
 
able to distinguish cloudy days from sunny days, as well as days with different maximum 
irradiation levels. In other words, this indicates that using the clustering technique does not 
necessarily entail in a high loss of seasonality and irradiation information.  
Table 5-6: metric values for the second step 
 Minimum Average Maximum 
Silhouette 0.373 0.449 0.843 
DB 0.448 0.616 0.816 
Cophenetic Correlation 0.739 0.812 0.857 
 
Figure 5-18: second-step clustering. 
In the third step, the same procedure observed in the second step is executed, this 
time with the aggregate demand profiles at each controllable asset in the distribution 
network, thus, other clusters can be formed to capture different patterns that are not visible 
using the aggregate demand profiles at the substation. Hence, 104 clusters are derived from 
the 76 clusters of the second step. It is important to observe that in this step, the aggregate 
curves are nearer to the furthest customers from the substation. This results in a better 
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representation of them when their medoids are selected, which leads to a better estimative 
of the full-year results. 
Figure 5-19 and Figure 5-20 show the results for this step with the corresponding 
medoids of each cluster. In the former, the clusters and medoids obtained using the 
aggregate demand profile at the most distance capacitor from the substation (see Figure 5-1) 
are shown to illustrate the results of this step. In the latter, the clusters and medoids of the 
irradiation profiles are shown. In both cases, the use of medoids provides a good 
representation of the clusters, trying to capture the best representing curve to each cluster, 
as discussed in chapter 5.3. Due to the page limit restriction, results obtained for the other 
controllable assets (controllable capacitor banks, excluding the OLTC given that it is 
connected at the substation) could not be presented in this report. However, similar 
performance is observed in their clustering process. 
 
Figure 5-19: Final demand clustering results. Load medoids are detached in yellow. 
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Considering the results of Table 5-7, the values of the metrics indicate a better 
representation of the 365 days. As a matter of fact, these values show that the final clusters 
can group samples that, in general, truly belong to their corresponding cluster, as the 
silhouette coefficient and DB index show. Indeed, looking at Figure 5-20, one can visualize 
that most of the clusters group samples that are really similar among them. 
 
Figure 5-20: Final irradiation clustering results. Medoids are detached in yellow. 
Table 5-7: Metric values for the third step 
 MINIMUM AVERAGE MAXIMUM 
SILHOUETTE 0.320 0.545 0.948 
DB 0.107 0.298 0.816 
COPHENETIC 
CORRELATION 
0.704 0.834 0.998 
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5.8 Simulation Results: Full Year vs Medoids  
The simulations are carried out for a 30% PV penetration level. Five main 
parameters are assessed: (a) total losses; (b) voltage transgressions; (c) power factor at the 
substation; (d) voltage regulator events; and (e) capacitor events. The results are shown in 
Table 5-8. Comparing both results, one can observe that the error is small and lies below 
5% for all parameters. Hence, in this context, the estimative obtained with medoids is 
considered good. In other words, with the proposed methodology, similar results with small 
errors are obtained up to 3.5 times faster than running the full simulation, validating the 
potential of the proposed methodology in substitute the full year simulation without 
compromising results. Furthermore, if one looks for better accuracy, it is important to 
observe that this can be achieved by increasing the total number of clusters. The opposite, 
i.e., decreasing the number of clusters to reduce the solution time, is also valid if higher 
errors are allowed. 
Table 5-8: Comparison of results where all days are used or when medoids are employed 
 
Full Medoids Error (%) 




NRP/Under 74,264 75,550 1.73 
NRC/Under 393 396 0.76 
NRP/Over 155,003 156,196 0.76 
NRC/Over 14,599 14,665 0.45 
Power factor at the substation 0.988 0.987 0.10 
Voltage regulator events [un.] 7131 7193 0.86 





This chapter presents the results and the performance assessment of the OPF-based 
and DRL-based solutions. Moreover, both solutions are compared in terms of scalability, 
accuracy, and stability. As for the clustering methodology, it is employed along with the 
OPF-based solution to find the best practices for voltage regulation in PV-rich distribution 
networks. 
6.1 AC OPF-based Control Performance Assessment 
The AC OPF-based control is solved using AIMMS and its built-in solver called 
CONOPT, which is adequate to solve the optimization power flow NLP formulation. The 
machine used in tests has 16 GB of RAM, an Intel® Core ™ i7- 4790 CPU at 3.60 GHz and 
runs the Windows 10 operating system. 
  AC OPF Formulation Accuracy 
In order to validate the optimisation model, an OPF is executed to obtain the values 
of the taps of the available voltage regulators and the capacitor banks in the network. Hence, 
these values are adjusted in the network modelled in OpenDSS and the precision of the 
model is analysed from the calculation of the average and maximum errors obtained for the 
module and angle of each bus. The formula that describes this error is shown in (6-1). 
∈% = 100 ⋅
-r
 (6-1)  
where: 
•  represents the optimal solution obtained using AIMMS; 
•  represents the optimal solution obtained using OpenDSS. 
It is observed that the difference between the module and angle of the solutions 
obtained, i.e., |  - |, is small enough for the Active Control to act correctly and provide 
the right optimal set points for the controllable assets, which validates the proposed NLP 
model. Furthermore, this difference (or error) is reduced when fixed (and integer) values are 
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assumed inside AIMMS for the discrete variables considered as continuous in the first OPF 
simulation. The average error and the maximum error calculated according to equation (6-1) 
are shown in Table 6-1 considering the two cases: without and with fixed values for the 
discrete variables in the AIMMS. When the angle values are analyzed, Table 6-1 only 
considers those that are not near 0 rad. In such cases, the errors tend to be larger as the 
divisor is a small number.  
Table 6-1: Errors between AIMMS and OpenDSS 
 WITHOUT FIXED VARIABLES WITH FIXED VARIABLES 
 |V| θ |V| θ 
∈%  0.516 2.746 0.263 1.465 
∈% 1.889 6.654 1.089 3.458 
 AC OPF-based Control Performance 
The OPF-based solution is assessed by observing the results of the 104 
representative days from the clustering methodology in chapter 5.7. Afterwards, the results 
are analysed and insights are given to help distribution network operators. For the OPF-
based solution, no kvar constraints are applied and it is expected to change in the future 
given that this choice limits the actions involving PV inverters, which are 10% oversized. 
Furthermore, PV curtailment is not considered as well, only the volt/var function is used.  
Regarding the representative days, the voltage levels, voltage regulator and capacitor 
bank taps of each day are shown in Figure 6-1 to Figure 6-5. In general, it is possible to 
visualize that the Active Control is capable of maintaining all voltage levels within statutory 
limits. When the control identifies a voltage violation, automatically an OPF is performed 
and the optimal set points applied in OpenDSS. Hence, this behaviour is clearly visible in 
most days when near the noon periods, which is, in general, where the peak irradiation value 
and overvoltage cases occurs. Afterwards, around 6 p.m., the high demand of in some 
scenarios makes the Active Control act again, thus, avoiding under voltage cases. This 
pattern is also noted when analysing the taps of the voltage regulators and capacitor banks. 
In this study, the Active Control usually prefers changing the values of the MV/LV OLTC 
transformer at the substation as well as the power factor of the PV systems rather than using 
the capacitor banks.  
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Regarding the seasonally of the demand and generation profiles, as expected, the Active 
Control is capable to provide the optimal solution is most cases. However, as the optimal 
set points are applied in the next time step of the simulation (as it would occur in real life), 
not always the optimal solution of the previous time step is capable to mitigate the voltage 
problems of the next one. This phenomenon can occur, for instance, in cloudy days, where 
the uncertainty can be considerably high. Imagine that an overvoltage situation is caused by 
a high irradiation level in time step t0. Naturally, the Action Control is called and the 
corresponding optimal set points (e.g. decrease OLTC tap) are applied in OpenDSS during 
time step tt0+1. However, in a cloudy day, the irradiation could suddenly decrease, which, it 
might lead to an undervoltage case in tt0+1.  (e.g. low tap, high demand, and low irradiation). 
This is the reason why, in days or seasons where the uncertainty of the irradiation profiles 
tends to be high, the performance of the Active Control is worse. This can be observed in 
some cases of Figure 6-3. Furthermore, seasons where irradiation peaks are lower tend to 
reduce the number of times the Active Control is called, since overvoltage cases are not 
common.  
Analysing the results from another perspective, one can observe the histogram of 
Figure 6-6. The frequency of each level reinforces the capability of the Active Control 
maintaining the voltage levels within statutory limits imposed by ANEEL. The value with 
the highest frequency lies around 1.03 pu, and values outside limits are only seen when the 







































































































































































































Figure 6-5: Active Control for days 101 to 104. 
 
Figure 6-6: Histogram of the voltage levels obtained during analysis. 
 Insights 
For the case analysed, it is possible to observe some patterns that the control often 
choses to solve the voltage problems. Given that all customers are modelled as constant PQ 
loads, the Active Control tends to decrease the tap position from the OLTC (located in the 
primary side of the transformer) to reduce the current magnitudes, which reduces the losses 
by active power, represented in the objective function. This tendency is observed mostly in 
moments of no overvoltage problems after the first time the Active Control is triggered.  
As expected, customers that are far from the head of the feeder were the ones that 
presented voltage problems. Furthermore, the simulations show that the volt/var function of 
PV inverters are mostly used to local compensation of reactive power. In other words, if a 
customer needs reactive power, this amount will be provided through the PV system, of 
course, within its own limitations (e.g., maximum capacity). The same insight was observed 
in [36]. 
 Moreover, given that controllable capacitor banks were controlled by time and in this case 
study most voltage problems were due to overvoltage, their impact were not as relevant as it 
could have been. For instance, in cases where PV systems need a minimum amount of active 
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power to inject/absorb reactive power, they could be harnessed to local compensation of 
reactive power at night, when undervoltage problems can occur or to simply reduce losses 
(depending on the amount of reactive power).  
 Drawbacks  
The use of OPF-based solution comes at the cost of having high range of solution 
times (from sub-seconds to hours), which depends on the accuracy of the optimisation model 
being used and the size of the distribution network. Hence, the deployment of OPF-based 
controls can be challenging when operators are coping with real-time applications. In this 
scenario, simplifications of the NLP formulation should be adopted to reduce the solution 
time. Even though the accuracy of the results is impacted, for most of the problems, they still 
can provide adequate solutions.  
6.2 DRL-based Control Performance Assessment  
The DRL-based control is implemented using Python and the API Keras [27], which 
is used to build the deep neural network model (i.e., the DQN). As the DDQN technique is 
sensible to changes in the values of its hyperparameters, several simulations (or runs) are 
carried out to define the set of values that provides the best results in terms of overfitting, 
solution time, noise, and stability. For this case study, the tested hyperparameter values and 
those with the best performance are presented in Table 6-2 and Table 6-3, respectively. The 
DQN architecture follows the model illustrated in Figure 4-6, where the number of neurons 
of the input, hidden, and output dense layers are also shown in Table 6-3. It is important to 
observe that the number of neurons of the other layers are defined inside the model. 
 Hyperparameter Tuning 
The tested values for the hyperparameters detailed in chapter 4.4 are shown in Table 
6-2. The same DQN architecture is using for all tests, which was defined aiming to avoid 
overfitting and underfitting problems. Therefore, the difference in results is only due to their 
impact on training. Three runs are executed to each set of values given the stochastic nature 
of the weight initialization of the DQN, totalizing 54 runs. The highlighted columns represent 
the values the provided the best results in comparison the other values tested for a given 
hyperparameter. Each hyperparameter value is assessed based on the average reward, the 
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percentage of customer with problems, maximum number of iterations required by each 
scenario/episode, and if overfitting was observed. It is possible to observe that some values 
tend to overfitting problems whereas others lead to a high number of iterations to find a good 
control action. Furthermore, there are cases of low average reward values, in particular for 
the ∈ decay hyperparameter, that the lack of exploration led to overfitting and a 
overestimation of the results, showing that the double strategy is necessary a solution to this 
type of problem but rather an improvement on the original Deep Q-learning algorithm. It is 
important to note that not all hyperparameters are assessed. The reason is that their initial 
values already provide a good performance during training. Naturally, they could also be 
tuned in the future. The final hyperparameter values are shown in Table 6-3. 
Table 6-2: Tested hyperparameter values 
 ∈ decay  Batch size 
Value .9999 .99995 .99997 5e-5 1e-4 1e-3 32 1000 5000 
Maximum Average Reward 0.22 0.76 0.85 0.84 0.85 0.59 0.52 0.84 0.85 
Customer problems 
(last 10k episodes) 
No No No No No Yes Yes No No 
Maximum Number of 
iterations 
(last 10e3 episodes) 
12 7 3 4 3 16 10 5 6 
Overfitting Yes No No No No Yes No No No 
 Memory length TAU b (PER) 
Value 20e3 50e3 100e3 0.04 0.06 0.08 20e3 50e3 100e3 
Maximum Average Reward 0.33 0.78 0.86 0.85 0.83 0.85 0.42 0.85 0.86 
Customer problems 
(last 10e3 episodes) 
Yes No No No No No Yes No No 
Maximum Number of 
iterations 
(last 10k episodes) 
15 9 5 3 4 5 7 6 3 
Overfitting Yes Yes No No No No Yes Yes No 
Table 6-3: Hyperparameter values 
 ( ) 0.01  0.99995 
 (PER) 0.7 TAU 0.04 
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 (PER) 100e3 Batch size 500 
Memory length 50000 Loss function Huber 
Max. attempts 500 Act. Function ELU 
 0.0001 Neurons in input layer 369 
 0.99 
Neurons in hidden 
layers 
1107 
 0.01 Neurons in output layer 85 
 1  9 
 -7  -10 
 The Distribution Network as the Environment  
The states, DDQN control actions, reward function, and state transition follow the 
definitions presented in chapter 4. Furthermore, all simulations are carried out considering a 
60% PV penetration level and no kvar constraints are considered. As for the PV inverters, 
for the DRL-based solution, they are not oversized, and PV curtailment is allowed given that 
during moments of maximum generation no reactive power absorption is available. They use 
the same fixed power factors ( ) for all PV systems, which comprises five inductive values, 
as shown in Table 6-4, from unity to 0.8. These values are taken considering 0.8 the minimum 
power factor that PV systems support. Moreover, as commented in chapter 4.4, specific PF 
values are considered given that the DDQN technique considers a discrete action space.  
The total number of DDQN control actions (and DQN outputs) is the permutation of 
the 17 available taps for the OLTC fitted-transformer and the 5 power factor values used to 
control the PV systems, i.e., a total of 17 × 5 = 85. The state transition is given by 
OpenDSS. 
Table 6-4: Discrete  (Inductive) values 
1.00 0.95 0.90 0.85 0.80 
 DRL-based Control Performance  
The performance assessment of the DDQN control takes into account the offline 
training time, stability (i.e., if the DDQN loses the ability of coping with voltage problems), 
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and the number of voltage problems and attempts after ε = ε  (from the ε-greedy strategy 
discussed in chapter 4.3.1). For the offline training of the DDQN control, 365 days (105,120 
scenarios/episodes) are used to train the control and assess the feasibility of using it in real 
time. Furthermore, for the deployment, complementary solutions are given to increase the 
DDQN control robustness/reliability and prevent possible issues.  
Figure 6-8 shows the results for each scenario/episode used to train the control. In the 
Figure 6-8(a), the average reward of all attempts by episode (ranging from -1 to 1) shows an 
increase in values as the DDQN control converges to a stable result. However, after 
convergence, a few scenarios/episodes are not capable to sustain this value. This can be either 
a bad control action decision (leading to voltage problems) or that PV curtailment was 
needed. Considering the results of the Figure 6-8(b), the percentage of customers with voltage 
problems in those scenarios/episodes is zero, which indicates that these lower reward values 
are due to PV curtailment. Furthermore, the number of attempts the DDQN control needed 
to find the desired control action, shown in Figure 6-8(c), decreases as the training advances. 
At the begging of the offline training, some scenarios/episodes reached the threshold of 500 
attempts, the maximum allowed value. However, considering the last two months of the year, 
which is summer in Brazil, the DDQN control is capable to solve the problem in the first 
attempt. This shows that the control is capable of being implemented in real time 
(deployment) in actual distribution networks.  
Figure 6-8 shows the maximum and minimum voltage magnitudes for a day with and 
without the DDQN control (after adequate offline training). This day is selected to illustrate 
the deployment of the DDQN control for the studied distribution network. Moreover, this 
day was also used at the beginning of the offline training, where the DDQN control had not 
reached convergence and had a poor performance. In Figure 6-8(a), the DDQN control is off 
and only the local control of the OLTC-fitted transformer is active. As it can be seen, there 
are some overvoltage cases with maximum voltage magnitudes almost peaking 1.10 pu. In 
Figure 6-8(b), when the DDQN control is on, there are far fewer overvoltage cases and the 
maximum voltage magnitude observed is near 1.05 pu, which is the Brazilian upper voltage 
limit. Hence, the results validate the deployment of the DDQN control.  
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 Drawbacks 
Two of the main challenges in reinforcement learning is stability and overfitting. 
Although the DDQN technique has shown to be capable of overcoming these issues with the 
Double Dueling and PER strategies, other suggestions are given below to prevent potential 
problems when implemented in real distribution networks. 
• Fallback settings: If the DDQN control is not able to deal with the voltage 
problem (for whatever reason), fallback settings can be used. For instance, 
conservative/typical set-points can used locally by OLTCs and PV inverters. 
• Enhanced training: Even though the DDQN control continues learning 
during deployment, additional offline training that includes problematic 
scenarios/episodes (in terms of voltages) might contribute to improve results 
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6.3 Comparison  
Even though the results of the OPF and DRL solutions consider different PV settings, 
it is possible to observe that, for high PV penetration levels, PV curtailment is needed when 
the PV inverters are not oversized (most cases) and the volt/var function cannot solve all 
voltage problems. Regarding the OPF-based solution, the accuracy and reliability of the 
controllable device settings provided by the NLP formulation are the main advantages. As 
they are based on a model of the distribution network, if this model is accurate, the results 
provided are going to be as well. However, the main drawback relies on the time consumed 
to find the optimal solution, which may be a problem for real-time applications. Indeed, 
simplified formulations can be employed to reduce this time, but as the number of variables 
(and the size of the distribution network) increases, the solution time remains uncertain. 
Regarding the DRL-based solution, the main advantage over the OPF-based solution is the 
solution time. After adequate offline training, the DRL-based control is capable to provide 
near-optimal set-points for the controllable settings almost instantly (e.g., sub-seconds), as it 
only needs to check the outputs of the DQN to find the best set of actions for the 
corresponding demand and generation scenario. Although this advantage was not explored 
in this work, another aspect that can be harnessed is the adaptability of the DRL-control to 
changes in the distribution network. For instance, if a new PV system is installed, the DRL-
based control would be, in theory, able to adjust its results to comprise this change in the 
distribution network. The main drawback of DRL methods is the need of a dataset that can 
comprehend the diversity of demand and generation profiles of the distribution network. This 
is needed to avoid overfitting during training, which would affect the learning of the best 
control actions for voltage regulation purposes. Furthermore, the stability of the DRL-control 
is something that needs to be considered. During training, after it reaches a stable reward 
value, sometimes the DDQN technique losses what it has learned in the past and the best 
control actions are not selected, which is a sign of overtraining. Hence, during training, 
several attempts (or runs) must be executed in order to find a stable option, which can be 
computationally expensive depending on the size of the distribution network. Considering 
the points mentioned above, for the analysed case study, the OPF-based solution is the most 
recommend for voltage regulation in terms of performance and stability. Table 6-5 
summarizes the main benefits and drawbacks of each solution.  
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Table 6-5: Summary of the benefits and drawbacks of each solution  
 DRL-based solution OPF-based solution 
Pros 
Adaptable 













7 Conclusions and Next Steps 
This work explores the benefits and implementation challenges of using optimisation 
and machine learning approaches to actively control the on-load tap changer (OLTC) at 
primary substations, capacitor banks, and the inverters of photovoltaic (PV) systems, aiming 
to mitigate voltage issues in PV-rich distribution networks. The former employs a three phase 
AC NLP of formulation whereas the latter uses the Dueling Double Q-learning (DDQN) with 
Prioritized Experience Replay, a reinforcement learning (RL) technique. During analyses, 
the case study considers a real Brazilian MV/LV three-phase feeder with 108 residential and 
15 industrial/commercial customers as well as 365 days of 5-minute resolution demand and 
PV generation profiles. Furthermore, given the amount of data provided, a data analysis is 
also performed to find patterns in data that could benefit future works, for instance, by 
reducing the simulation time of analyses.  
The three-phase AC NL OPF formulation presented is this report is capable to provide 
the optimal set points of the controllable assets and execute the OPF with voltage level errors 
up to 1.1%, which is adequate for the analyses carried out. Furthermore, the Active Control 
capability of mitigating voltage problems is assessed. Results show that, for different demand 
and generation scenarios, the control can provide the optimal set-points of the controllable 
devices, solving the voltage problems observed. Moreover, it is possible to observe that most 
of time the OPF-based solution uses the PV inverter capabilities to local reactive power 
compensation. For the cases where voltage violations remain occurring in the network, two 
reasons are found. The former is caused by the high uncertainty of the irradiation profiles, 
reducing the performance of the OPF-based control. The latter indicates that the distribution 
network needs reinforcements to be able to operate regularly if PV curtailment is not allowed. 
Furthermore, the seasonality of the profiles used in the analysis indicates, as expected, a 
better performance of the OPF-based control for sunny periods whereas winter or 
rainy/cloudy days are not capable to harness the full potential of the control.  
The developed DRL-based control can actively regulate the controllable devices to 
mitigate voltage problems. After adequate offline training, results show that the DRL-based 
control can select the desired set of control actions in the first attempt and solve all voltage 
problems. For the implemented case study and settings, PV curtailment is rarely needed, and 
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reactive power absorption can solve most of the overvoltage problems. Furthermore, in 
practice, when implemented in real distribution networks, the robustness of the DRL-based 
control can be improved by adopting fallback settings (OLTCs and PV inverters can adopt 
conservative/typical settings locally). Furthermore, even though the DRL-based control 
continues learning during deployment, additional offline training that includes problematic 
scenarios/episodes might also contribute to improve results. Finally, some additional 
challenges were observed with respect to the DDQN technique. In general, for devices where 
the control actions are not discrete, other techniques that consider a continuous action space 
might reach better results. Moreover, the training process requires data that is capable to 
comprise the different behaviours of the distribution network to provide satisfactory results. 
When both solutions are compared, the accuracy and reliability provided by the OPF-
based formulation are the main advantages over the DRL-based solution. As they are based 
on a model of the distribution network, if this model is accurate, the results provided are 
going to be as well. However, the main drawback relies on the time consumed to find the 
optimal solution, which may be a problem for real-time applications. Regarding this point, 
the DRL-based solution, after adequate offline training, is capable to provide near-optimal 
set-points for the controllable settings almost instantly (e.g., sub-seconds). Even though the 
stability of the DRL-control is something that needs to be considered, which ends up affecting 
the reliability of the solution, this approach is the one that is most suitable for real-time 
applications if the DRL-based control is not overtrained. However, simplified OPF 
formulations (e.g., linearized formulations) can find the optimal solution faster than the NLP 
model used in this work.  
Regarding the proposed clustering methodology, results show that, for the analysed 
case, the methodology can provide a good estimative of the results for the whole year with 
errors up to 5%, which benefits the solution time of analyses. Furthermore, if the main focus 
is to only reduce the solution time, the number of clusters found can be reduced to make it 
faster. However, the estimates will tend to present higher errors. Nevertheless, using 104 
days to represent the 365 days of year, a rough estimation is that the analyses are up to 3.5 
times faster, which is already a considerable progress. Hence, the proposed methodology has 
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