INTRODUCTION
Neural circuits are shaped by experience-dependent plasticity in early postnatal life (Hensch, 2004) . A classic example is the enduring loss of visual acuity, known as amblyopia, upon sensory deprivation of one eye during a limited developmental window (Wiesel, 1982) . The maturation of cortical inhibitory networks in the postnatal brain is important for initiating this critical period (Fagiolini and Hensch, 2000; Sugiyama et al., 2008) . One particular GABA cell-type, fast-spiking neuron expressing parvalbumin (PV) is pivotal for this process (Fagiolini et al., 2004; Hensch, 2005) . In mouse primary visual cortex (V1), functional PV cell networks emerge after eye opening (>postnatal day [P] 12) and mature over 3 weeks (>P35) (Gonchar et al., 2007) . With PV cell maturation, perineuronal nets (PNNs) of extracellular matrix molecules condense around their somata, which in turn contributes to closure of critical period plasticity (Beurdeley et al., 2012; Carulli et al., 2010; Pizzorusso et al., 2002) .
Direct manipulation of the local extracellular milieu surrounding cortical PV cells can influence plasticity timing. Acceleration of PV cell maturation by overexpressing non-cell-autonomous factors, such as brain-derived neurotrophic factor (BDNF) or orthodenticle homeobox 2 (Otx2), induces precocious plasticity (Huang et al., 1999; Sugiyama et al., 2008) . In contrast, removing PNNs or reducing Otx2 uptake reopens plasticity in adulthood (Beurdeley et al., 2012; Pizzorusso et al., 2002; Spatazza et al., 2013) .
Circadian rhythms are approximately 24 hr biological clocks that drive daily patterns of gene expression, physiology, and behavior in most organisms (Dibner et al., 2010; Masri and Sassone-Corsi, 2010; Takahashi et al., 2008) . In mammals, the central oscillator is located in the hypothalamic suprachiasmatic nucleus (SCN) and is generated by an auto-regulatory genetic feedback loop driven by the transcription factors CLOCK and BMAL1 (Lowrey and Takahashi, 2011) (Figure 1A ). This transcriptional loop can be observed not only in the SCN but also in nearly all mammalian tissues (Dibner et al., 2010; Takahashi et al., 2008) . Notably, the majority of brain regions exhibit circadian rhythmicity by the same oscillatory machinery Yan et al., 2000) . However, the purpose of circadian clocks outside the SCN, especially their link to higher-order functions such as information processing in the cerebral cortex, remains poorly understood.
In this study, we investigated a role for circadian clock genes in the binocular zone of mouse V1. We show that clock genes intrinsic to PV cells coordinate postnatal maturation of their networks and consequently the onset of critical period plasticity.
RESULTS

Circadian Gene Oscillation Emerges Postnatally in Mouse V1
We first examined in detail the development of cortical circadian rhythms by analyzing expression patterns in mouse V1 across various ages ( Figure 1B ). Quantitative RT-PCR (qRT-PCR) at multiple time points throughout the day/night cycle revealed that Clock expression did not show rhythmicity at any age ( Figure 1C ), consistent with previous reports in the SCN (Shearman et al., 2000) and forebrain (Dudley et al., 2003) . However, rhythmicity of well-known circadian genes (Dbp, Per1, Per2) gradually emerged with age after eye opening and was fully established by adulthood (P70-P90) ( Figure 1D ). This developmental trajectory of molecular rhythm was relatively late compared to that in the SCN which appears perinatally (Shimomura et al., 2001) .
Due to the concurrent development of circadian oscillations with onset of the visual critical period, we hypothesized a direct impact upon cortical plasticity during early postnatal life. To examine such a developmental role, we took advantage of mutant mice whose circadian gene expression is dampened. Among the two core clock components, CLOCK and BMAL1, we chose Clock-deficient (Clock À/À ) mice (Debruyne et al., 2006) , because total Bmal1-deficient animals exhibit a variety of defects including reduced total activity and age-dependent weight loss (Bunger et al., 2000; Kondratov et al., 2006) , which could affect brain functions independently. No gross abnormalities were observed in Clock À/À mice, as reported previously (Debruyne et al., 2006 Figure 1E ), confirming a dampened circadian gene expression in V1 of Clock À/À mice.
CLOCK Determines Critical Period Timing
To assess the impact of Clock deletion on critical period plasticity, we measured visual acuity following 4 days of monocular deprivation (MD) using visual-evoked potential (VEP) recordings, as reported previously in mice (Beurdeley et al., 2012; Carulli et al., 2010; Kang et al., 2013; Morishita and Hensch, 2008) . VEP amplitudes were measured in response to various stimulus spatial frequencies and visual acuity calculated by linear extrapolation (log coordinates) to zero amplitude (Figures 2A, 2B, 2D, and 2E) . The latency to VEP onset, which is largely determined by retino-geniculate processing, and baseline visual acuity of Clock À/À mice were comparable to those of age-matched Clock +/+ controls ( Figures 2C, 2F , and S1A).
In addition, eye-specific segregation of retino-geniculate axon terminals in the dorsal lateral geniculate nucleus (dLGN), which is refined earlier postnatally in an activity-dependent manner (Huberman et al., 2008) , was also normal in Clock À/À mice ( Figures S1C and S1D ). Taken together, the subcortical visual pathway in Clock À/À mice appeared intact.
Upon MD during the critical period starting from P25-P26, visual acuity of the deprived eye was significantly reduced (i.e., amblyopia) in Clock +/+ mice, indicating strong plasticity at this age ( Figures 2A and 2C ). However, visual acuity was not changed in Clock À/À mice ( Figures 2B and 2C ). Instead, after MD in adulthood starting from P60-P90, visual acuity remained typically unchanged in Clock +/+ mice but was significantly reduced in Clock À/À mice ( Figures 2D-2F ). This delayed onset of visual plasticity was also confirmed by a delayed ocular dominance shift (contra/ipsi ratio at low spatial frequency) following MD in Clock À/À mice ( Figures S2A and S2B) . Moreover, the peak plastic window in Clock À/À mice was also effectively prolonged in duration (>2 months) as compared to that of a normal critical period (<1 month), because amblyopia was still inducible at >P120 in the mutants ( Figure S3A ). Since maturation of cortical inhibitory networks in the postnatal brain is important for initiating this critical period (Fagiolini and Hensch, 2000; Sugiyama et al., 2008) , we hypothesized that inhibition might be compromised in Clock À/À mice. Thus, we attempted to rescue critical period timing by enhancing GABAergic transmission using benzodiazepine agonists (Fagiolini and Hensch, 2000) . Amblyopia was induced fully by diazepam treatment concurrent with MD at P25-P26 in Clock À/À mice (Figures 3A and 3B) . Moreover, mimicking a critical period by 10-day injection (P23-P33) of diazepam (Fagiolini and Hensch, 2000) prevented later adult plasticity in Clock À/À mice ( Figure 3C ).
These data suggested a reduced inhibition within local cortical circuits in the total absence of CLOCK (Hensch et al., 1998) .
CLOCK Regulates Maturation of PV Cell Circuits
We examined a panel of neural markers for excitatory (Camk2a) or inhibitory (Pvalb, parvalbumin; Sst, somatostatin; Calb1, calbindin; Calb2, calretinin) neurons. Only the expression of Pvalb was significantly reduced at both critical period and adult ages in Clock À/À mice ( Figure 4A ). Because Pvalb expression itself did not show circadian rhythmicity during development ( Figure 1C ), it is unlikely that the Pvalb gene is a direct target of CLOCK:BMAL1-mediated transcription. Moreover, intrinsic electrophysiological properties of PV cells were unaffected by Clock deletion ( Figure S4 and Figure S3A ). The maturation of soma-enwrapping PNNs was also slowed in Clock À/À mice ( Figures 4B, 4D , and 4E) and may contribute to their plasticity in adulthood (Figures 2E and 2F; Pizzorusso et al., 2002) . Detailed analysis further revealed PV-positive puncta onto layer 4 pyramidal neurons to be decreased in size and number in Clock À/À mice ( Figures 5A-5C ). Moreover, we analyzed another marker for PV puncta, Synaptotagmin-2 (Syt2) ( Figure S5A ), which is neither activity (Sommeijer and Levelt, 2012) nor circadian dependent ( Figure S5B ). Syt2 puncta were also decreased in size and number in Clock À/À mice ( Fig- ures 5D-5F). Consistent with these anatomical changes, the frequency (but not amplitude) of miniature inhibitory post-synaptic currents (mIPSCs) was significantly reduced within layer 4 pyramidal neurons ( Figures 5G-5I ). Taken together, CLOCK is important for the functional maturation of PV cell circuits.
CLOCK Deletion Alters Expression of Unique Gene Sets within PV Cells
As circadian rhythmicity in cortical inhibitory interneurons has not been well-documented, we immunohistologically examined expression of molecular clock components in the inhibitory neurons of the binocular zone (V1b). CLOCK was expressed in more than 80% of PV cells but in only a smaller proportion of other interneuron subtypes (38% and 45% in somatostatin (SST)-and calretinin (CR)-positive interneurons, respectively), suggesting a predominant function for CLOCK in PV cells ( Figures S6A and S6B) . A circadian gene product PER1 globally exhibited circadian rhythmicity with a peak at ZT0 and a trough at ZT12 ( Figure S6C) , and the expression level of PER1 was dampened in Clock À/À mice ( Figure S6D ). This PER1 profile was similar within PV cells ( Figure S6E ), indicating a functional CLOCK-mediated circadian machinery within PV cells. We next asked which downstream genes might be responsible for the poor maturation of PV cell circuits, using microarray analysis of fluorescence-activated cell-sorted PV cells (Figure 6A) . Gene ontology (GO) analysis of transcripts expressed differentially upon Clock deletion ( Figure 6B ) revealed an over-representation of GO terms related to synaptic function (Cluster 1), mitochondrial function (Cluster 2), and ATPase activity (Cluster 3) ( Figure 6C ). These results suggest that CLOCK may regulate unique sets of genes controlling synaptic events and cellular homeostasis for the proper maturation and maintenance of PV cells.
PV Cell-Intrinsic Clock Genes Set Critical Period Timing
To determine whether the role of circadian clock genes on PV cell maturation is cell autonomous, we performed conditional deletion of Clock from PV cells using Clock flox mice (Debruyne et al., 2006) crossed to a PV-Cre line expressing Cre recombinase driven by the parvalbumin promoter (Madisen et al., 2010) . Immunohistological analysis confirmed specific loss of CLOCK expression within cortical PV cells at typical critical period age ( Figure 7A ). Importantly in the SCN, PV was not expressed, leaving CLOCK expression intact by our conditional deletion ( Figure 7B ). Analyses by immunohistochemistry and qRT-PCR again revealed PV cell circuits and surrounding PNNs to be significantly immature at critical period and adult ages by the conditional deletion of Clock (Figures 7C-7H). While amblyopia was then induced as expected by brief MD in PV-Cre control littermates only at critical period, visual acuity was significantly reduced in PV-Cre; Clock f/f mice by brief MD only in adulthood ( Figure 7I ).
To verify these results, we deleted another core clock component, BMAL1 ( Figure 1A ), just from PV cells using Bmal1 flox mice (Storch et al., 2007) , which caused neither gross abnormalities associated with global deletion (Bunger et al., 2000; Kondratov et al., 2006) nor deficits in retino-cortical transmission (Figure S1B) . Reduction of Pvalb expression was more prominent in the conditional knockout of Bmal1 than that of Clock ( Figure 7H ), perhaps because Bmal1 deletion has a stronger impact on circadian rhythmicity (Bunger et al., 2000; Debruyne et al., 2006) . Visual acuity again remained unchanged by MD at typical critical period ages ( Figure S7D ) but was reduced significantly in adulthood in PV-Cre; Bmal1 f/f mice ( Figure 7I ).
These results recapitulate delayed onset of plasticity identified in global Clock À/À mutants by selective deletion of Clock or Bmal1 only from PV cells. For comparison, we also generated excitatory neuron-specific Bmal1 deletion using TLCN-Cre mice in which Cre recombinase is expressed only in forebrain pyramidal neurons (Mitsui et al., 2007) . We confirmed restricted loss of BMAL1 expression from excitatory neurons in cortical layers 2/3 and 5/6 and not in the SCN (Figures S7A and S7B ). As opposed to PV cell-specific deletion, the removal of Bmal1 from the more numerous excitatory neuron population neither reduced Pvalb expression nor delayed critical period plasticity ( Figures S7C and S7D ). Taken together, intrinsic clock genes within pivotal PV cells are important for their maturation and subsequent timing of critical period plasticity ( Figure S8 ).
DISCUSSION
Circadian rhythms have been shown to control not only daily biological processes but also the timing of other physiological events outside the diurnal cycle. For example, there is a link between circadian timing mechanisms and seasonal, photoperiodic-driven changes in an organism's physiology and behavior (Golombek et al., 2014) . However, there is little evidence to date demonstrating a role of the circadian system in timing of developmental processes.
In this study, we showed that circadian clock genes time postnatal brain development. Moreover, the necessary clockwork is cell intrinsic to specific interneurons known to play a pivotal role in critical period plasticity (Hensch, 2005) . Circadian gene oscillation in mouse V1 emerged in register with PV cell maturation, which was anatomically and functionally slowed by disruption of the molecular clock. Concomitantly, the onset of critical period plasticity was delayed but restored by pharmacological enhancement of GABAergic transmission.
The developmental delay observed here is not likely due to loss of systemic circadian rhythms, since Clock À/À mice exhibit normal behavioral rhythms under a conventional light:dark cycle (Debruyne et al., 2006) , and PV cell-specific Clock or Bmal1 conditional knockout mice also exhibited delayed critical period timing despite an intact master clock in the SCN (Figure 7 ). However, it is important to keep in mind that the levels and/or activity of CLOCK:BMAL1 are tightly linked to circadian oscillations, which are disrupted by pulsed-light exposure or sleep deprivation suppressing CLOCK:BMAL1-mediated transcription (Grone et al., 2011; Mongrain et al., 2011) . Thus, these environmental influences even during normal development may still impact timing of critical period plasticity through the mechanisms described here. What is the molecular machinery underlying PV circuit maturation? Because CLOCK:BMAL1-mediated transcription targets a variety of genes in different cellular contexts across tissues (Janich et al., 2011; Marcheva et al., 2010; Paschos et al., 2012; Yu et al., 2013) , PV cell-specific target genes or other mechanisms controlled by the clock machinery should be considered. Our PV cell-specific microarray analysis identified unique sets of genes mis-regulated in Clock À/À mice that are potentially responsible for the immature PV cell circuits. It is likely that these genes are involved in maturation and/or maintenance of PV cell circuits rather than earlier events such as cell migration. Notably, circadian gene oscillations first emerged in V1 after eye opening, and the delayed deletion of Clock or Bmal1 once PV cells have already appeared induced similar phenotypes as seen by constitutive Clock deletion. Here, we discuss three potential mechanisms that might then influence PV circuit maturation.
First, clock machinery could directly control synaptic input and/or output of PV cells. Enhancing neuromodulatory action, such as acetylcholine or serotonin, has been shown to reopen adult plasticity (Maya Vetencourt et al., 2008; Morishita et al., 2010) . Reduced expression of Lynx1 or Htr2a observed in Clock-deleted PV cells (Figure 6 ) may then alter excitatory-inhibitory (E/I) balance in the surrounding circuitry. Lynx1-mediated dampening of cholinergic signaling would normally limit adult plasticity (Morishita et al., 2010) . Altered 5-HT 2A -mediated serotonin signaling within PV cells may likewise modulate E/I balance by adjusting spontaneous IPSC frequency onto pyramidal neurons (Weber and Andrade, 2010) .
As for PV cell output, presynaptic neurexins (NRXNs) bind to neuroligins (NLGNs) expressed on the target postsynapic site and mediate signaling across the synapse (Sü dhof, 2008) . Disruption of specific NRXN-NLGN complexes weakens inhibitory synapses formed by PV cells (Chubykin et al., 2007) . Interestingly, Nrxn transcripts display circadian oscillations Second, circadian clock genes may preserve PV cell integrity. Circadian rhythms have been shown to regulate redox homeostasis in the brain, and disruption of circadian genes causes neuronal oxidative damage (Musiek et al., 2013) . Notably, fastspiking PV cells are highly metabolically active with a hallmark of abundant mitochondrial molecules (Plessy et al., 2008) and are particularly vulnerable to redox dysregulation as compared to other neuronal types, resulting in their enhanced oxidative stress and loss of PNNs (Cabungcal et al., 2013a (Cabungcal et al., , 2013b . Direct cell-autonomous redox dysregulation by deletion of the primary antioxidant (glutathione) synthetic enzyme (Gclc) only within PV cells is sufficient to prolong critical period plasticity (Morishita et al., 2015) . Altered expression of genes downstream of CLOCK related to the respiratory chain (e.g., Cox and Nduf family genes) and redox regulation (e.g., Gpx4) ( Figure 6 , Cluster 2) may thus jeopardize the integrity of redox homeostasis. Another important PV circuit maturation and maintenance factor in this context is Otx2 (Beurdeley et al., 2012; Spatazza et al., 2013; Sugiyama et al., 2008) . How this non-cell-autonomous molecule interacts with PV cell-intrinsic clocks will be of great interest, as Otx2 has been suggested to reciprocally interact with CLOCK in a positive regulatory loop in Xenopus embryos (Green et al., 2001; Morgan, 2002) .
Third, apart from the molecular targets above, the clock system itself may act as a PV cell-intrinsic timer. Intracellular maturational programs in addition to the local cortical milieu may regulate the development of GABAergic circuits (Bartolini et al., 2013) . Supporting this idea, when embryonic precursors of GABA neurons are transplanted into the postnatal visual cortex of mice, an ectopic critical period is induced once sufficient maturational time has elapsed for the transplanted cells (Southwell et al., 2010) . Curiously, embryonic stem cells, which do not exhibit circadian rhythmicity, acquire their oscillatory machinery during neural differentiation (Yagita et al., 2010) . Emergence of full circadian oscillations (i.e., over a certain number of cycles) may positively drive postnatal PV cell development. The three roles above are not mutually exclusive and may independently or coordinately aid proper maturation of PV cell circuits.
Lastly, our findings offer a neurodevelopmental link between circadian disruption and mental illness. Linkage studies in human patients have implicated circadian gene mutations and behavioral changes (e.g., sleep disturbances) in psychiatric disorders, such as autism and schizophrenia (Chemerinski et al., 2002; Wulff et al., 2010) , which are in turn marked by impaired PV cell circuits (Gogolla et al., 2009; Le Magueresse and Monyer, 2013; Marín, 2012) . It has been shown that a set of genes misregulated in our Clock-deleted PV cells are associated with autism (Kcnma1, Prkcb, Slc24a2, Cacna1c, Ptpn11, Htr2a, Abat) and schizophrenia (Cacna1c, Htr2a) (Allen et al., 2008; Basu et al., 2009 ). Understanding the cell-specific role of molecular clocks within developing PV cells may offer novel therapeutic approaches and insights into the etiology of mental illness as a reflection of critical period dysregulation.
EXPERIMENTAL PROCEDURES
Mice C57BL/6J (JAX 000664), Clock D5-6 (JAX 010925) (Debruyne et al., 2006) , Pvalb-2A-Cre (PV-Cre) (JAX 012358) (Madisen et al., 2010) , Clock flox (JAX 010490) (Debruyne et al., 2006) , and Bmal1 flox (JAX 007668) (Storch et al., 2007) mice were purchased from Jackson Laboratory. Original PV-GFP mouse breeders were kindly provided by H. Monyer (Heidelberg University) (Meyer et al., 2002) . TLCN-Cre mouse (TLCN3.9-Cre Line D) was kindly provided by Y. Yoshihara (RIKEN Brain Science Institute) (Mitsui et al., 2007) . All mice were on a C57BL/6J background. Mice were maintained on a 12 hr:12 hr light:dark cycle and allowed free access to regular chow and water. Mice were randomly assigned to the experimental groups. (B) Heatmap of probes differentially expressed by Clock deletion (p < 0.05, log 2 -fold change > 0.25 or < À0.25).
(C) Gene ontology (GO) analysis of genes differentially expressed by Clock deletion. GO terms were annotated and clustered using DAVID. Heatmap shows log 2 -fold change of genes annotated with given GO terms.
Immunohistochemistry
Mice were anesthetized and then perfused transcardially with 4% (wt/vol) paraformaldehyde in 0.1 M phosphate buffer. Whole brains were removed, post-fixed for 3 hr, cryopreserved in 30% (wt/vol) sucrose in 0.1 M phosphate buffer, embedded in OCT compound (Sakura Finetek), and sectioned coronally on a Cryostat (Leica). Cryosections (35 mm) were blocked with buffer (10% normal goat serum and 0.1% Triton X-100 [vol/vol] in PBS) for 1 hr at room temperature. Incubation with primary antibodies in blocking buffer overnight at 4 C was followed by incubation with secondary antibodies. Stained sections were mounted and visualized using confocal microscopy (FV1000, Olympus). Antibodies used in this study were rabbit anti-Parvalbumin (Swant, PV 25, 1:1,000), mouse anti-Parvalbumin (Swant, 235, 1:500), mouse anti-NeuN (Millipore, MAB377, 1:500), mouse anti-Synaptotagmin 2 (Developmental Studies Hybridoma Bank, znp-1, 1:250), rat anti-Somatostatin (Millipore, MAB354, 1:500), mouse anti-Calretinin (Swant, 6B3, 1:500), rabbit anti-PER1 (Millipore, AB2201, 1:5,000), rabbit anti-CLOCK (Millipore, AB2203, 1:5,000), guinea pig anti-BMAL1 (Millipore, AB2204, 1:5,000), mouse anti-CRE (Millipore, MAB3120, 1:200), and Alexa Fluor 488/594/647-conjugated goat anti-rabbit/mouse/rat/guinea pig IgG/IgG1/IgG2a (Molecular Probes, 1:400). Anti-PER1, anti-CLOCK, and anti-BMAL1 antibodies were made as described previously (Hastings et al., 1999; LeSauter et al., 2012) . For staining of perineuronal nets, biotin-labeled lectin from Wisteria Floribunda agglutinin (WFA) (Sigma) and Alexa Fluor 488 Streptavidin (Molecular Probes, 1:400) were used.
Image Analysis
Image data were collected and analyzed blind to genotypes. Imaging settings were optimized and kept constant for the entire set of samples belonging to one experiment. To analyze PV cell and WFA-stained perineuronal nets, we acquired images at 1,024 3 1,024 pixels using a 203 objective (0.75 numerical aperture) and analyzed in layers 2-5 of V1b with ImageJ. A threshold for PV cell somata was manually set for each image, such that all PV cell somata of different signal intensity were included and various background signals across images properly excluded. Then, somata were analyzed using the particle analysis function with >40 mm 2 as initial parameters. WFA mean intensity was measured after background subtraction. Percentage of WFA area was calculated from the WFA-positive area above a threshold (200 pixel intensity) from background intensity.
To analyze PV cell puncta, images were acquired at 1,024 3 1,024 pixels using a 1003 oil-immersion objective (1.4 numerical aperture) and analyzed in layer 4 of V1b with ImageJ. Pyramidal cells were identified by NeuN immunoreactivity and their triangular shaped somata. Pyramidal cell soma were traced with a 2.25-mm-thick line (1 mm inside, 1.25 mm outside the soma edge), and PV puncta above a threshold (600 pixel intensity) within the trace were analyzed using the particle analysis function with 0.05-10 mm 2 as initial parameters. The threshold intensity was optimized for the entire set of images such that exclusion of low-intensity puncta (too high threshold) and fusion of multiple puncta (too low threshold) were minimized.
dLGN Segregation
Mice were anaesthetized with isoflurane. 1.5 ml of Cholera Toxin B subunit (CTB) conjugated to Alexa Fluor 488 was injected in the left eye and CTB conjugated to Alexa Fluor 594 was injected in the right eye (5 mg/ml dissolved in Saline; Molecular Probes). After 2 days, brains were processed in a same way as immunohistochemistry and sectioned coronally (100 mm) on a Cryostat (Leica). dLGN sections taken at the middle of the rostral-caudal extent of dLGN where the area of the ipsilateral eye projection is greatest were imaged using confocal microscopy (FV1000, Olympus). The degree of contralateral and ipsilateral eye axon overlap in dLGN was quantified using a multi-threshold protocol as previously described (Schafer et al., 2012; Torborg and Feller, 2004) . The total area of overlapping pixels was represented as a percentage of total dLGN area.
PCR Genotyping
Genomic DNA was extracted from ear punches and PCR genotyping was performed using REDExtract-N-Amp Tissue PCR Kit (Sigma). Primers used in this study were described elsewhere (Debruyne et al., 2006; Storch et al., 2007) .
Real-Time Quantitative RT-PCR Total RNA was isolated from visual cortex with mirVana miRNA Isolation Kit (Ambion), and any contaminating DNA was removed by TURBO DNA-free Kit (Invitrogen) according to manufacturer's instructions. First-strand cDNA was synthesized from total RNA using High Capacity RNA-to-cDNA Kit (Invitrogen) according to manufacturer's instructions. Real-time quantitative PCR was performed using TaqMan Gene Expression Assay (Applied Biosystems) on a StepOnePlus Real-Time PCR System (Applied Biosystems). TaqMan probes used in this study were for Clock (Mm00455950_m1),
, and Gapdh (4352932E). Relative expression of target genes was determined by the 2 -DDCt method (Livak and Schmittgen, 2001 ).
Monocular Deprivation Procedure
Eyelid margins were trimmed by iris scissor and eyelids sutured shut under isoflurane anesthesia, as described (Fagiolini et al., 2004; Fagiolini and Hensch, 2000; Sugiyama et al., 2008) . Eyes were closed for 4 days from P25-P26 for critical period studies and from P60-P90 for adult studies. The integrity of the suture was checked daily and mice were used only if the eyelids remained closed throughout the duration of the deprivation period.
Visual Evoked Potential
Visual evoked potentials (VEPs) were recorded under nembutal/chlorprothixene anesthesia using standard techniques in mice (Fagiolini and Hensch, 2000; Porciatti et al., 1999) . A tungsten electrode (9-12 MU) was inserted into V1b, where the maximal VEP response is located within the visual field 20 from the vertical meridian (3.0 mm from lambda) .
Electrodes were advanced to a depth of 100-400 mm from the pial surface, where VEPs exhibit their maximal amplitude. Signals were band-pass filtered (0.1-100 Hz), amplified, and fed to a computer for analysis. In brief, at least 30 events were averaged in synchrony with abrupt stimulus contrast reversal (1 Hz). Transient VEPs were evaluated in the time domain by measuring the peak-to-baseline amplitude of the major negative component. Visual stimuli were horizontal sinusoidal gratings of different spatial frequencies at 100% contrast. Visual acuity was obtained by extrapolation to zero amplitude of the linear regression through the data points along a curve of VEP amplitude plotted against log spatial frequency. Ocular dominance was assessed by calculating the ratio of VEP amplitudes recorded by stimulating the eye contralateral and ipsilateral to the visual cortex where recording was performed.
Drug Administration
Diazepam (DZ, 2 mg/ml) or vehicle solution (Veh, 50% propylene glycol) were systemically injected (20 mg/kg, daily i.p.) under isoflurane anesthesia, starting 1 day before MD until the day before recording or over a 10-day period from P23 to P33 to restore an early ''critical period'' (Fagiolini and Hensch, 2000) .
Acute Slice Electrophysiology
Animals anesthetized with isoflurane were quickly decapitated, their brains rapidly dissected, and 350-mm-thick coronal sections containing the V1 visual area collected using a blade microtome (Microm HM 650V, Thermo Scientific) in oxygenated (95% O 2 , 5% CO 2 ) ice-cold cutting solution (Fagiolini and Hensch, 2000) . Slices were incubated in artificial CSF (ACSF) at 34 C for 30 min and allowed to cool to room temperature. ACSF contained 125 mM NaCl, 2.5 mM KCl, 1.25 mM NaH 2 PO 4 , 2 mM CaCl 2 , 1 mM MgCl 2 , 25 mM glucose, and 25 mM NaHCO 3 . Cutting solution contained 125 mM NaCl, 2.5 mM KCl, 1.25 mM NaH 2 PO 4 , 2 mM CaCl 2 , 10 mM MgCl 2 , 10 mM glucose, 25 mM NaHCO 3 , and 4 mM Ascorbate. To assess intrinsic properties of PV cells, we performed whole-cell recordings with internal solution containing 130 mM K-gluconate, 4 mM KCl, 2 mM NaCl, 10 mM HEPES, 0.2 mM EGTA, 10 mM Phosphocreatine-Tris, 4 mM Mg-ATP, and 0.3 mM Na 3 -GTP (Osmolarity 290 mOsm [pH = 7.2]). For miniature inhibitory post-synaptic currents (mIPSCs), internal solution contained 100 mM KCl, 40 mM K-gluconate, 8 mM NaCl, 2 mM MgCl 2 10 mM HEPES, 0.1 mM EGTA, 2 mM Mg-ATP, 0.3 mM Na 3 -GTP, and 1 mM lidocaine derivative QX-314 (Osmolarity 290 mOsm [pH = 7.2]). Events were recorded at holding potential of À60 mV, with 20 mM CNQX (6-Cyano-7-nitro quinoxaline-2,3-dione disodium), 50 mM AP-5 (D-(-)-2-Amino-5-phosphonopentanoic acid), and 1 mM TTX (tetrodotoxin) added to the bath solution to block AMPA and NMDA receptors and voltage-gated sodium channels, respectively. At least 150-s-long traces were collected 3 min after break-in for mIPSC analysis. Whole-cell recordings were amplified using a Multiclamp 700B amplifier (Axon Instruments) and acquired using Clampex 10 and a Digidata 1440A board (Axon Instruments). Recordings were filtered at 10 kHz and digitized at 20 kHz. Liquid junction potentials were not compensated. Series resistance (5-12 MU) was closely monitored during recording. And recording was discarded if series resistance changed by >15%. Intrinsic properties were analyzed in Clampfit 10 (Axon Instruments). mIPSCs traces were after-filtered at 2 kHz and analyzed in mini-analysis (Synaptosoft). CNQX, AP-5, and TTX were purchased from Tocris Biosciences. All other chemicals were from Sigma-Aldrich.
Microarray Analysis PV cells were isolated by following a trehalose-supplemented protocol (Saxena et al., 2012 ) from adult (P60-P64) PV-GFP; Clock +/+ or PV-GFP; Clock À/À mice at ZT16. In brief, digestion and dissociation of dissected mouse cerebral cortex were performed using Papain Dissociation System (Worthington Biochemical Corporation) in the presence of 10% (vol/vol) D-trehalose (Sigma-Aldrich). Digested tissue was dissociated with measured trituration to obtain a single-cell suspension of mostly viable cells. The fluorescent PV cells in the resulting single-cell suspension were collected using MoFlo (Beckman Coulter) in the Bauer Core Facility at Harvard University and total RNA was extracted using TRIzol Reagent (Invitrogen) followed by RNeasy Micro Kit (QIAGEN) with RNase-Free DNase Set (QIAGEN). RNA quality was assessed on a 2100 BioAnalyzer (Agilent Technologies). For oligonucleotide microarray hybridization, 5 ng of total RNA were amplified with Ovation PicoSL WTA System V2 (NuGEN) and labeled with Encore BiotinIL Module (NuGEN). The resulting labeled cDNA was hybridized to MouseWG-6 v2.0 Expression BeadChip (Illumina). Preparation of cDNA and hybridization of cDNA to microarrays was conducted in the Boston Children's Hospital IDDRC Molecular Genetic Core Facility. The raw data were normalized by quantile normalization method with background subtraction using GenomeStudio Software (Illumina) and analyzed using GeneSpring GX 11 (Agilent Technologies). The differentially expressed genes (p < 0.05, log 2 -fold change >0.25 or <À0.25) were annotated with gene ontology (GO) terms (GOTERM_BP_FAT, GOTERM_CC_FAT, GOTERM_MF_FAT) and clustered using DAVID (Huang et al., 2009 ).
Statistical Analysis
All data are presented as mean ± SEM. Shapiro-Wilk test was used for normality. Two-tailed unpaired t test or Mann-Whitney test were used to compare between two groups. One-way ANOVA with Dunnett's multiple comparison test and two-way ANOVA with Bonferroni's multiple comparison test were used to compare multiple groups. Two-sample KolmogorovSmirnov test (K-S test) was used to compare the cumulative distributions of two groups. Statistical analyses were carried out with GraphPad Prism 5 (GraphPad Software) or SigmaPlot 12 (Systat Software).
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