Abstract In this paper, nuclear magnetic resonance (NMR) downhole logging data are analyzed with a new strategy to study gas hydrate-bearing sediments in the Mackenzie Delta (NW Canada). In NMR logging, transverse relaxation time (T 2 ) distribution curves are usually used to determine single-valued parameters such as apparent total porosity or hydrocarbon saturation. Our approach analyzes the entire T 2 distribution curves as quasi-continuous signals to characterize the rock formation. We apply self-organizing maps, a neural network clustering technique, to subdivide the data set of NMR curves into classes with a similar and distinctive signal shape. The method includes (1) preparation of data vectors, (2) unsupervised learning, (3) cluster definition, and (4) classification and depth mapping of all NMR signals. Each signal class thus represents a specific pore size distribution which can be interpreted in terms of distinct lithologies and reservoir types. A key step in the interpretation strategy is to reconcile the NMR classes with other log data not considered in the clustering analysis, such as gamma ray, hydrate saturation, and other logs. Our results defined six main lithologies within the target zone. Gas hydrate layers were recognized by their low signal amplitudes for all relaxation times. Most importantly, two subtypes of hydrate-bearing shaly sands were identified. They show distinct NMR signals and differ in hydrate saturation and gamma ray values. An inverse linear relationship between hydrate saturation and clay content was concluded. Finally, we infer that the gas hydrate is not grain coating, but rather, pore filling with matrix support is the preferred growth habit model for the studied formation.
Introduction
Pulsed NMR downhole logging is a powerful tool to study geological reservoir formations [e.g., Kleinberg and Vinegar, 1996; Kenyon, 1997; Freedman and Heaton, 2004] . The measurements are based on interactions between the magnetic moments of protons and an external magnetic field. Strong permanent magnets integrated within the logging tool are used to stimulate a field-parallel (longitudinal) alignment of proton spins residing in mobile water within the geological formation. In addition, the aligned magnetic moments are rotated transverse to the initial magnetic field orientation in response to radio frequency pulses transmitted by the logging tool at the proton resonance frequency. The switch-off of these pulses again leads to a precession of the spinning protons around the permanent magnetic field which is accompanied by a multiexponential decay of the magnetic moments and of the received radio signal amplitudes [Kleinberg et al., 1994] . These relaxation processes are dependent on the properties of the fluid and the complex interaction between the hydrogen molecules and the rock matrix, amongst others. Important parameters to describe this behavior are the longitudinal and transverse relaxation times T 1 and T 2 , respectively. In this paper, only spin-spin transverse relaxation time T 2 is considered. The relaxation time shortens, e.g., when the specific inner pore surface increases or when the pore channel size decreases [Fricke and Schoen, 1999] . Hence, NMR logging provides information on porosity and pore size distribution and related properties such as permeability [Kenyon, 1992; Latour et al., 1995] . Figure 1 shows a schematic T 2 distribution curve for a hypothetic water-saturated sandstone which contains clay minerals. Such a spectrum results from inversion of the measured transverse relaxation data [e.g., Kenyon, 1997; Freedman and Heaton, 2004] . The quasi-continuous function is determined at 30 discrete T 2 relaxation timeafter some calibration the T 2 distribution curve can be used to determine a number of apparent porosity parameters. The total NMR apparent porosity represents the pore space volume filled with all water. Separate contributions of claybound, capillary-bound, and free mobile water are calculated by integration of the subarea under the corresponding part of the T 2 distribution curve (Figure 1) . A common approach in reservoir characterization is to combine the total NMR apparent porosity and the gammagamma density log apparent porosity in order to determine the pore space which is not filled by water. For given reservoir types such as gas-bearing formations or gas hydrates, this so-called density-magnetic resonance (DMR) method can be used to derive the hydrocarbon saturation [e.g., Freedman et al., 1998; Kleinberg et al., 2005] . The hydraulic permeability can be estimated, e.g., by consideration of NMR-derived volumes of capillary-bound water and free mobile water [Kenyon, 1997] .
The above mentioned NMR applications represent always a conversion of the quasi-continuous T 2 distribution curve into single-valued parameters such as porosity, permeability, or hydrocarbon saturation, with a potential loss of information. In this paper we take the T 2 distribution curve in its entirety as a basis, as an extension of the single-valued petrophysical parameter estimations, to characterize the rock formation. The entire curve qualitatively describes the pore size distribution in a continuous way. Our approach is to identify prototype curves representative of distinct lithologies or reservoir types which have a well-defined pore size distribution in common. This task is carried out by using a clustering technique called self-organizing maps (SOM) [Kohonen, 2001] .
We apply this approach to NMR logging data collected during the Mallik 2002 experiment Collett et al., 2005] , where a prominent occurrence of gas hydrate-bearing sediments formed under permafrost conditions was investigated in the outer Mackenzie Delta (Figure 2 ). So far, the NMR logging data from the Mallik 2002 campaign were used to estimate gas hydrate saturation values based on a combined consideration of NMR total apparent porosity and density log-derived porosity [Kleinberg et al., 2005] . In this paper we investigate the questions if the entire T 2 distribution curve can be used to identify the gas hydrate-bearing sediments and if internal variations in gas hydrate saturation can be found and how they are related with the sedimentological properties of the host formation. First, we introduce the Mallik project and the downhole data sets which are relevant for the presented investigation. This is followed by a description of the SOM method and how it is used in our workflow to classify NMR signals. Finally, the results are presented and interpreted by reconciliation of the NMR T 2 curves with other logs such as gamma ray. A particular focus will be on a subdivision of gas hydrates into two major types and possible implications on gas hydrate formation processes.
Geological Setting, Gas Hydrate Occurrence, and Downhole Data
At Richard Island, located in the outer Mackenzie Delta in northwestern Canada, in winter 2001/2002 the research well Mallik 5L-38 was drilled to a depth of about 1166 m (Figure 2 ). At this site, high concentrations of gas hydrates were known to be stored in sandy layers in the depth interval between 900 m and 1100 m Dallimore et al., 1999] . The scientific program included around 200 m of coring, downhole measurements, gas geochemical analysis, geophysical field experiments, and microbiologic investigations. Thermal stimulation and pressure-drawdown tests were conducted at small scale to study the possible destabilization response of gas hydrates under in situ conditions .
The sedimentary layers around the gas hydrate deposit have been formed by deltaic deposition since the end of the Cretaceous [Dixon, 1992] . An alternating succession of transgressive and regressive sequences of Oligocene to Holocene sediments was penetrated at well 5L-38, including a 600 m thick layer of permafrost. NMR T 2 (ms)
clay−bound capillary−bound free mobile water Figure 1 . Typical T 2 distribution curve for a water-saturated sandstone which contains clay minerals. Subregions of the spectrum are related with porosity at different pore radii filled by clay-bound water, capillarybound water, and free water.
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At the target interval of 840 m-1160 m depth below surface (Figure 3 ), Miocene and Oligocene strata of the Mackenzie Bay and Kugmallit sequences were encountered . The lithology consists of mostly unconsolidated sands, silts, and shales, with minor components of coal, dolomite, and gravel [Medioli et al., 2005; Henninges et al., 2005] . Six informal sedimentological units (I to VI in Figure 3e ) were identified by Medioli et al. [2005] based on core analysis. Unit I belongs to the delta front and shallow marine shelf sediments of the lower Mackenzie Bay sequence and consists of mostly unconsolidated and well-sorted sands, with silt and pebble interbeds. Units II-VI were all assigned to the fluvial and deltaic sediments of the Kugmallit sequence. Within the latter sequence, units II, IV, and VI are silt dominated with sand and low-rank coal and clay, whereas units III and V represent thick, massively bedded sand with silt and pebble interbeds.
Gas hydrates can be formed under appropriate pressure and temperature conditions, which in nature are fulfilled at continental margins and in permafrost regions. The Mackenzie Delta is a prominent example for the permafrost type. The 600 m thick permafrost layer is the main controlling factor for temperature conditions at depth, yielding to a theoretical stability field within the depth range of about 200 m and 1100 m below surface [Majorowicz and Smith, 1999] . In well 5L-38 gas hydrate-bearing sediments were encountered in several layers between 992 m and 1107 m depth, where the lower boundary is most likely coincident with the theoretical lower boundary of the gas hydrate stability field. defined three gas hydrate zones, named A, B, and C ( Figure 3 ). The identification and quantification of the gas hydrates was based on core analysis and well log interpretation . NMR logging was carried out using the Schlumberger CMR TM tool (CMR = Combinable Magnetic Resonance). The measurements are described in more detail in Kleinberg et al. [2005] . T 2 distribution curves were derived in well 5L-38 at 15 cm depth . Downhole logging data measured within borehole Mallik 5L-38 including (a) NMR T 2 distribution curves (plotted only each tenth depth level), (b) NMR and gamma-gamma density (DPHI) porosity, (c) gas hydrate saturation, (d) permeability k SDR using the method of Kenyon [1992] , and (e) gamma ray. Figure 3a . From these data, the clay-bound, capillary-bound, and free mobile water, and the total apparent NMR porosity, called TNMR, were determined as shown in Figure 3b . The difference between TNMR (black line in Figure 3b ) and the gamma-gamma density log apparent porosity, called DPHI, was used to determine the gas hydrate saturation S H (Figure 3c ), using the formulae given in Kleinberg et al. [2005] :
in which the density of water is ρ W = 1.0 g/cm 3 , the density of gas hydrate is ρ H = 0.91 g/cm 3
, and the density of the sand matrix is ρ Ma = 2.65 g/cm 3 . The hydraulic permeability shown in Figure 3d was estimated by using Kenyon's relationship [Kenyon, 1992] :
in which C is a constant, ϕ is the porosity, and T 2LM represents the logarithmic mean value of the T 2 distribution curve. A comparison between gas hydrate saturation ( Figure 3c ) and gamma ray log ( Figure 3e ) indicates that highly concentrated gas hydrates are mainly formed in sand layers characterized by low gamma ray values. This tentative interpretation is supported by core analysis [Medioli et al., 2005; . More subtle relationships between gas hydrate saturation and lithology will be worked out in the following sections, based on a SOM classification of the complete signals of the NMR T 2 distribution curves measured in Mallik.
Self-Organizing Map Method
The SOM is a neural network type which is based on unsupervised learning [Kohonen, 2001] . Neural networks are computer programs which simulate, in a simplified manner, certain aspects of information processing in biological neural systems. Some principles taken from nature include parallel distributed processing, learning by example, and generalization of knowledge. The advantages of neurocomputing approaches are best utilized in solving pattern recognition and classification problems. In such applications, data patterns are clustered into groups of similar properties, called classes. It is noteworthy that there are no limitations in the number of properties describing the dimension of the data patterns to be clustered and classified.
The required clustering behavior is established during a learning phase, where two different strategies are in use. In supervised learning (e.g., backpropagation networks) [Poulton, 2002, and references herein] , data examples and the desired, a priori known, classification targets are given and are used to optimize the internal neural network parameters. Unsupervised learning as applied in SOM neural networks means that the grouping of the data is found by the neural network based on the inherent properties of the data alone. The advantage of unsupervised learning is that no incorrect classification targets or undesired bias in the classification behavior can be introduced by the user. After learning, the derived knowledge is finally applied to assign the best fitting class for each data pattern. In most geoscientific studies this typically means that the data are interpreted in terms of different lithologies.
Geophysical applications of SOM include the joint interpretation of combined multiparameter models [e.g., Klose, 2006; Tselentis et al., 2007; Bauer et al., 2008; Stankiewicz et al., 2010; Bauer et al., 2012; Ryberg et al., 2012; Weber et al., 2012; Muksin et al., 2013] , seismic reflection facies interpretation [e.g., Trappe and Hellmich, 2001; Matos et al., 2007; Pussak et al., 2014] , and seismic waveform classification [e.g., Essenreiter et al., 2001; Köhler et al., 2010] . In downhole logging analysis, the SOM was used for a lithological interpretation based on combinations of different logs [e.g., Chang et al., 2002; Ye and Rabiller, 2005] .
SOM Neural Network Architecture and General Concept
The SOM neural network architecture consists of a two-dimensional arrangement of neurons, which is called Kohonen layer (Figure 4 ). Each neuron is represented by a so-called model vector. The dimension of the model vectors is equal to the dimension of the input data vectors. In our case, the input data vectors are formed from the 30-component T 2 distribution curves from the NMR logging measurements. The general
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concept of the SOM classification is a topological mapping of the input data onto the two-dimensional Kohonen layer, where similar input data are related to neighboring regions at the SOM. One particular input vector is mapped onto the so-called winning neuron, which is characterized by the model vector most similar to the input vector in comparison with the other neurons at the Kohonen layer. The mapping is not necessarily bijective as several similar input vectors can be mapped onto the same winning neuron. An unsupervised learning strategy is applied to establish the mapping behavior, which ultimately can be used to discriminate clusters of similar input data at the Kohonen layer (Figure 4 ). Clustering means in this case to subdivide the data set of T 2 curves into subgroups (classes) of similar and characteristic signal shape, which were measured in similar lithology.
Workflow for NMR Data Analysis
For the analysis of the Mallik data we use the SOM approach of Bauer et al. [2008 Bauer et al. [ , 2012 , which includes (1) preparation of data patterns, (2) unsupervised learning, (3) cluster definition, and (4) application of knowledge and classification of all data patterns. While the theoretical aspects of the method are given in detail in Kohonen [2001] and Bauer et al. [2008 Bauer et al. [ , 2012 , the major steps of the workflow are explained by a synthetic data set of random generated NMR curves for three given prototypes ( Figure 5 ).
Preparation of Data Pattern Vectors
We generated a synthetic data set of T 2 distribution curves. Three prototype signals were assumed, and Gaussian noise was added to obtain a number of curves for each prototype. These signals were distributed over a depth range of 40 m to simulate a subset of data as measured in Mallik (Figure 5a ). The curves consist of 30 discrete values for each measuring point, and hence, each depth interval can be described by a 30-component data vector forming the pattern to be analyzed. Examples of data pattern vectors for specific depth levels are displayed in Figure 5b , where each vector component (vertical axis) shows the amplitude of the NMR distribution curve at a given T 2 time sample. Additionally, the depth level and other available logs such as gamma ray log are stored for each data pattern for later usage in the workflow, but the depth information and other logging data are not relevant in the next step of unsupervised learning. 
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Unsupervised Learning by Self-Organization
The learning or training phase is required to establish the knowledge for the clustering and classification of the data. We use the iterative unsupervised learning strategy as introduced by Kohonen [2001] . At the beginning, for each neuron at the Kohonen layer the components of all model vectors are set by random values (left panel in Figure 5c ; iteration 1). For each iteration step, a data pattern vector is chosen randomly, and the winning neuron with the model vector most similar to the chosen data pattern vector is determined. A learning rule is then applied, where the model vector of the winning neuron and neighboring neurons are updated [Bauer et al., 2008 . As a result, the model vector of the winning neuron and, to a lesser degree, the model vectors of the neighboring neurons are getting even more similar to the data pattern vector presented in the present iteration step. Repeated iterations with random choice of data pattern vectors and application of the learning rule lead to a behavior that similar data pattern vectors are getting associated with distinct regions at the Kohonen layer. The model vectors of neighboring neurons at these regions are simulating the average shape of the corresponding T 2 distribution curves in the input data set (middle and right panels in Figure 5c ).
Gradient Function and Cluster Definition
The similarity of model vectors of neighboring neurons plays an important role in the SOM concept to find clusters of similar input data. Coherent regions at the Kohonen layer with similar model vectors are related with similar input data, whereas strong changes of the model vectors indicate borders between the clusters. A common method to visualize the variations of the model vectors of neighboring neurons is called unified distance matrix, which is based on Euclidean distance calculations between model vectors [Kohonen, 2001] . Alternatively, we use a vector gradient function, which is better suited to apply automated procedures for the definition of the clusters at the trained Kohonen layer [Bauer et al., 2008 . The gradient function is shown for different stages during the iterative learning ( Figure 5c ) as well as for the final model vector distribution after finishing the training phase (Figure 5d ). Low-gradient values (areas in white) indicate that model vectors of neighboring neurons are similar and represent distinct clusters of T 2 distribution curves in the input data. High-gradient values (areas in black) are separating the different clusters. The image processing concept of the watershed segmentation [Bauer et al., 2008 is used in our method to define the clusters automatically. As a result, the continuous gradient function shown in the top panel in Figure 5d is transformed into a color-coded map as shown in the bottom panel in Figure 5d . The colored regions represent clusters of neighboring neurons which have similar model vectors and which are associated with clusters of similar T 2 distribution curves within the analyzed input data set. Three clusters named classes 1-3 were identified by the SOM analysis of the synthetic data.
Application of Knowledge
While the above described learning phase and cluster definition were based on random choices of input data, the final application of learned knowledge means that all input data vectors are classified. First, for each T 2 distribution curve the winning neuron is determined at the trained SOM, and the corresponding class is assigned based on the learning phase results. In our synthetic example, the entire input data set is subdivided into three groups (classes). The classified T 2 distribution curves are then plotted separately for each class (Figure 5e ). The superposition of all curves is difficult to visualize. For this reason, a density function derived from all curves and the average T 2 distribution curve are plotted instead. The three prototype curves represent the NMR signature for classes 1-3. Each curvature reflects a distinct pore space distribution which we interpret as a specific lithology. The lithological meaning of each class can be investigated, e.g., by reconciliation with other borehole data such as gamma ray, as demonstrated for the Mallik data interpretation presented in the next section. Finally, the classification result for each NMR logging level can be plotted color coded in the depth domain (Figure 5f ). Based on the lithological interpretation of each NMR class, a lithological log along the borehole is generated by this depth remapping procedure.
Discussion of Results
Lithological Classification of All Data
In a first application, the entire NMR data set extracted from well Mallik 5L-38 was analyzed and classified using the above described workflow. Altogether, 2071 NMR T 2 distribution curves determined between 843 m and 1159 m depth at 15 cm depth spacings formed the input for the training and subsequent clustering.
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A SOM consisting of 20 by 20 neurons was implemented following the general rule that the number of neurons should be much smaller than the number of input data vectors [Kohonen, 2001] . As a result, the data were grouped into six classes (Figure 6 ), where each class is characterized by a distinct shape of NMR T 2 distribution curves. In Figure 6a , all curves which belong to the same class are superimposed and a deduced, gray-coded density function is plotted. Additionally, the average curve for each class is drawn using the color coding as labeled in Figure 6c . This color coding is also applied to show the distribution of the different class members with depth ( Figure 6b ).
The lithological interpretation of the six classes was based on the shape of their average NMR T 2 distribution curves, which reflect specific pore space distributions. The interpretation was furthermore supported by additional consideration of separately analyzed logging data such as gamma ray, photoelectric factor, gas hydrate saturation, porosity and permeability, and single-valued parameters from NMR data analysis . For this purpose, for a given type of logging data (e.g., gamma ray log), histograms were derived for The most striking outcome in this first application is the automated detection of class 1, which we interpret as gas hydrate-bearing sediments. Apart from very few exceptions, class 1 is observed only within the major gas hydrate zones A, B, and C (Figure 6b ). The detailed occurrences of class 1 within these gas 
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hydrate zones coincide with the depth levels of very high gas hydrate saturation as determined by the DMR method (Figure 3c ). The histogram for class 1 in Figure 7 shows DMR-derived gas hydrate saturation values between 0.4 and 0.85, which means that 40%-85% of the pore space is occupied by gas hydrate in these sediments.
Class 1 differs significantly from classes 2-6 by very small amplitudes for the entire NMR T 2 spectrum (Figure 6a ). The reason for the generally weak signal within the gas hydrate-bearing sediments is that the protons which are 
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fixed within the hydrate lattices cannot respond by significant precession effects to the NMR stimulation. However, signal amplitudes are not totally vanished, and these signals are related with minor clay-bound water and capillary-bound water within the remaining pore space not filled by gas hydrates (see histograms for class 1 in Figure 9 ). Gamma ray and photoelectric factor show low-to-moderate values in the histogram presentations for class 1 (Figure 7 ). These logs are mainly influenced by the sediment matrix, and hence, we conclude that the host material for the gas hydrates consist of sand with minor portions of shale. This interpretation is also supported by more comprehensive log examination as well as sedimentological analysis of core material [Medioli et al., 2005] . The gas hydrate-bearing sediments (class 1) show the highest porosity values and the lowest permeability values in comparison with classes 2-6 (Figure 8 ).
The NMR T 2 distribution curves of classes 2-6 possess generally higher, more common amplitudes compared with the unusual low-amplitude response of the gas hydrate-bearing sediments. We interpret these classes as different sediment types within the surroundings of the gas hydrate layers. Class 2 is characterized by a single peak amplitude at around 20-30 ms (Figure 6a ) indicating mainly capillary-bound water within the pore space. While the low gamma ray values observed for class 2 (Figure 7 ) could be interpreted as sand, our interpretation as silt is more consistent with the moderate permeability ( Figure 8 ) and lack of free water ( Figure 9 ). Class 3 shows an amplitude peak clearly beyond 100 ms and a minor peak at around 10 ms (Figure 6a ). An interpretation of water-bearing sand is consistent with the observed low gamma ray (Figure 7) , high porosity and high permeability (Figure 8) , and high volume of free water (Figure 9 ). Some portions of silt may explain the smaller peak at around 10 ms. Class 4 differs from class 3 by a minor shift of the major peak amplitude toward slightly smaller times, indicating smaller maximum pore size filled by free water. The smaller volumes of free water (Figure 9 ) can be explained by some shale portions in sand and silt which is in agreement with slightly increased gamma ray values (Figure 7) . Classes 5 and 6 show amplitude peaks at T 2 relaxation times between 1 and 10 ms, indicating larger volumes of clay-bound water as well as some capillary-bound water. Based on the gamma ray values (Figure 7 ) and comparison with the sedimentological description of Medioli et al. [2005] , class 5 is interpreted as shale with silt and sand, and class 6 is interpreted as shale and coal.
Characteristics of Gas Hydrate-Bearing Sediments
In a second application, we applied the SOM workflow for a further subclustering of class 1 interpreted as gas hydrate-bearing sediments. While basically such a subclustering could be carried out for each cluster obtained from the first run as described above, we focus here only on the gas hydrate-bearing sediments as the main target of our investigation. For this purpose, from the original data set of altogether 2071 samples only those NMR curves with an assignment to class 1 from the first clustering were selected to form the input for the second subclustering approach. Again, the workflow described above was applied to analyze and classify the chosen 589 NMR curves of class 1. Because of the reduced number of input data vectors, a smaller number of neurons (10 by 10) was used in this subclustering analysis of class 1.
As a result, two subclasses called class 1a and class 1b were identified ( Figure 10 ). The average T 2 distribution curve of class 1a is characterized by constantly low amplitudes for a relatively wide range of relaxation times between 1 ms and 200 ms, indicating some small volumes of clay-bound water, capillary-bound water, and free water within the pore space not occupied by the gas hydrate. The average curve for class 1b shows generally slightly increased amplitudes in comparison with class 1a, particularly in the range between 0.3 ms and 33 ms, hinting on slightly larger portions of clay-bound water and capillary-bound water for this type of gas hydrate-bearing sediment. The remapping of class 1a and class 1b members (Figure 10b ) shows no clear distribution pattern. Instead, alternating thin layers of both types are observed within the gas hydrate zones A, B, and C. Generally, class 1a occurs about three times more frequently than class 1b.
An interpretation of class 1a as gas hydrate-bearing sand and class 1b as gas hydrate-bearing shaly sand is based on differences in their NMR signal shape as well as on differences in other log characteristics ( Figure 11 ). Both sediment types show opposite effects in the histograms for gamma ray and gas hydrate saturation (Figure 11b ). Class 1a is characterized by lower gamma ray values (peak at 55 American Petroleum Institute (API) unit) and higher gas hydrate saturation values (around 0.8) in comparison with class 1b, which shows higher gamma ray values (peak at 80 API) and lower gas hydrate saturation values (around 0.55). The distribution of class 1a and class 1b within a cross plot of gamma ray versus gas hydrate saturation reveals an inverse linear behavior, in which an increase in gamma ray is related with a decrease in gas hydrate saturation.
In our interpretation we assume that an increased content of clay particles in the matrix described as shaly sand is responsible for the increased gamma ray values observed for class 1b. The pore space geometry is getting more complex for such a mixed matrix composition. This is obviously accompanied by a reduced capacity to absorb the very high saturation values during hydrate formation as found for class 1a. The assumed behavior is generalized in Figure 11c , where we conclude that an increase in shaliness in shaly sand host material relates with a decrease in gas hydrate saturation and vice versa.
Implications for Hydrate Growth Habit
Our results can also be used to test existing models for the formation of gas hydrates at the pore size scale. Two end-member models were suggested by Ecker et al. [1998] . One model assumes that hydrates form as a cementing around the grains and support the hosting matrix. The other model predicts that hydrate particles fill the pore space without a fixed connection to the matrix. Spangenberg, 2001; Kleinberg et al., 2003; Dai et al., 2004; Spangenberg and Kulenkampff, 2006 ] discussed more detailed growth habit models, which can be considered as derivative versions of the two end-member models described by Ecker et al. [1998] .
From the signal shape of class 1b we conclude that some volumes of capillary-bound water still exist within the pores filled with elevated but not very high hydrate concentrations. For class 1a we assume that these portions of capillary-bound water are mostly replaced by the very high gas hydrate concentrations. At the highest gas hydrate saturation we speculate that only a fine film of water remains between the pore-filling hydrate and the grains forming the matrix. Consequently, we favor the pore-filling model in which gas hydrates are growing from cores which occur unfixed within the pore space. Noncementing, pore-filling hydrate growth was also suggested by Kulenkampff and Spangenberg [2005] based on rock physical analysis of core material recovered from Mallik 5L-38. Moreover, the combined consideration of sonic log-derived compressional and shear velocities and gas hydrate saturation indicated that pore filling and load bearing rather than grain cementing is the dominant effect for this location [Lee and Collett, 2005; If the cementing, grain-coating growth habit model would be valid, we would expect some volumes of free water for the lower gas hydrate saturation (class 1b) instead. Spangenberg et al. [2015] concluded from laboratory hydrate growth experiments that the formation of cementing hydrate is related with the presence of highly concentrated free gas in close vicinity or inside the stability zone. In Mallik, there is no evidence for significant free gas accumulations below or in between the hydrate layers. Spangenberg et al. [2015] furthermore suggested that noncementing, pore-filling hydrate growth occurs in sandy reservoirs when the feeding methane is in dissolved phase. We infer that the latter mentioned effect applies for the hydrate formations in Mallik based on our interpretations of the NMR signals for class 1a and class 1b.
Conclusions
A neural network clustering technique called self-organizing maps was applied to classify full signal forms (T 2 distribution curves) from NMR logging data measured around gas hydrate-bearing sediments stored under permafrost in the Mackenzie Delta. The prototype curves for each class can be interpreted in terms of specific pore size distributions. As a substantial extension in our interpretation approach we combined the signal shape information with other log characteristics such as gamma ray, which were not considered in the SOM clustering analysis.
The approach allowed us to identify several lithological classes. Gas hydrate-bearing sediments were detected based on generally low amplitudes for a wide range of relaxation times. We do not consider our method as a stand-alone procedure for gas hydrate detection and quantification. Instead, the presented NMR signal classification can provide useful, more subtle, additional information when the results are combined with classical gas hydrate quantification approaches such as the DMR method [e.g., Kleinberg et al., 2005] and with other log information. We found two types of gas hydrate-bearing sediments at well Mallik 5L-38. The first type exhibits elevated gas hydrate saturation values around 55% and is characterized by increased gamma ray values indicating a higher content of clay within the sand host material. The second type shows very high gas hydrate saturation values of around 80%. The higher hydrate concentration is accompanied by a lower content of clay in the sand, based on the gamma ray values. We conclude that an inverse linear relationship between gas hydrate saturation and clay content in the shaly sand is evident based on our results. Our interpretations of NMR signals measured within the gas hydrate layers are in agreement with a noncementing, pore-filling, and load-bearing growth habit model for the studied formation in the Mackenzie Delta [Lee and Waite, 2008] .
In future applications of our method, NMR T 2 distributions derived by more robust inversion techniques with less parameters [Freedman and Morriss, 1995] should be considered as an alternative to the 30-component T 2 distributions as used in this paper. This could be particularly important in the case of very noisy data. Another interesting test could be to analyze and classify the original NMR decay signals instead of the processed and inverted T 2 distribution curves. Finally, we see potential for extending the approach by including not only NMR data but also additional log information such as gamma ray, photoelectric factor, gamma-gamma density porosity, and other logs.
