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MEASURE RIGIDITY FOR RANDOM DYNAMICS ON SURFACES AND
RELATED SKEW PRODUCTS
AARON BROWN AND FEDERICO RODRIGUEZ HERTZ
ABSTRACT. Given a surface M and a Borel probability measure ν on the group of C2-
diffeomorphisms of M we study ν-stationary probability measures on M . We prove for
hyperbolic stationary measures the following trichotomy: either the stable distributions are
non-random, the measure is SRB, or the measure is supported on a finite set and is hence
almost-surely invariant. In the proof of the above results, we study skew products with
surface fibers over a measure-preserving transformation equipped with a decreasing sub-
σ-algebra Fˆ and derive a related result. A number of applications of our main theorem are
presented.
1. INTRODUCTION
Given an action of a one-parameter group on a manifold with some degree of hyper-
bolicity, there are typically many ergodic, invariant measures with positive entropy. For
instance, given an Anosov or Axiom A diffeomorphism of a compact manifold, the equi-
librium states for Ho¨lder-continuous potentials providemeasures with the above properties
[BR, Bow]. When passing to hyperbolic actions of larger groups, the following phenome-
non has been demonstrated in many settings: the only invariant ergodic measures with pos-
itive entropy are absolutely continuous (with respect to the ambient Riemannian volume).
For instance, consider the action of the semi-group N2 on the additive circle generated by
x 7→ 2x mod 1 x 7→ 3x mod 1.
Rudolph showed for this action that the only invariant, ergodic probability measures are
Lebesgue or have zero-entropy for every one-parameter subgroup [Rud]. In [KS], Katok
and Spatzier generalized the above phenomenon to actions of commuting toral automor-
phisms.
Outside of the setting of affine actions, Kalinin, Katok, and Rodriguez Hertz, have re-
cently demonstrated a version of abelian measure rigidity for nonuniformly hyperbolic,
maximal-rank actions. In [KKRH], the authors consider Zn acting by C1+α diffeomorph-
isms on a (n + 1)-dimensional manifold and prove that any Zn-invariant measure µ is
absolutely continuous assuming that at least one element of Zn has positive entropy with
respect to µ and that the Lyapunov exponent functionals are in general position.
For affine actions of non-abelian groups, a number of results have recently been ob-
tained by Benoist and Quint in a series of papers [BQ1, BQ2, BQ3]. For instance, con-
sider a finitely supported measure ν on the group SL(n,Z). Let Γν ⊂ SL(n,Z) be the
(semi-)group generated by the support of ν. We note that Γν acts naturally on the torus
Tn. In [BQ1], it is proved that if every finite-index subgroup of (the group generated
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by) Γν acts irreducibly on R
n then every ν-stationary probability measure on Tn is ei-
ther finitely supported or is Haar; in particular every ν-stationary probability measure is
SL(n,Z)-invariant. Similar results was obtained in [BFLM] through completely different
methods. In [BQ1] the authors obtain similar stiffness results for groups of translations on
quotients of simple Lie groups. More recently, in a breakthrough paper [EM] Eskin and
Mirzakhani consider the natural action of the upper triangular subgroup P ⊂ SL(2,R) on
a stratum of abelian differentials on a surface. They show that any such measures is in
fact SL(2,R)-invariant and affine in the natural coordinates on the stratum. Furthermore,
for certain measures µ on SL(2,R), it is shown that all ergodic µ-stationary measures are
SL(2,R)-invariant and affine.
In this article, we prove a number of measure rigidity result for dynamics on surfaces.
We consider stationary measures for groups acting by diffeomorphisms on surfaces as well
as skew products (or non-i.i.d. random dynamics) with surface dynamics in the fibers. All
measures will be hyperbolic either by assumption or by entropy considerations. In this
setup we prove for hyperbolic stationary measures the following trichotomy: either the
stable distributions are non-random, the measure is SRB, or the measure is supported on a
finite set and is hence almost-surely invariant.
In the case that ν-a.e. diffeomorphism preserves a common smooth measure m, we
show for any non-atomic stationary measure µ that either there exists a ν-almost-surely
invariant µ-measurable line field (corresponding to the stable distributions for a.e. random
composition) or the measure µ is ν-almost-surely invariant and coincides with an ergodic
component ofm.
In the proof of the above results, we study skew products with surface fibers over a
measure-preserving transformations equipped with an decreasing sub-σ-algebra Fˆ . Given
an invariant measure µ for the skew product whose fiber-wise conditional measures are
non-atomic, we assume the Fˆ -measurability of the ‘past dynamics’ and the fiber-wise con-
ditional measures and prove the following dichotomy: either the fiber-wise stable distribu-
tions are measurable with respect to a related decreasing sub-σ-algebra, or the measure µ
is fiber-wise SRB.
We focus here only on actions on surfaces and measures with non-zero exponents
though we expect the results to hold in more generality. We rely heavily on the tools from
the theory of nonuniformly hyperbolic diffeomorphisms used in [KKRH] and many ideas
developed in [EM] including a modified version (see [EM, Section 16]) of the “exponential
drift” arguments from [BQ1].
Acknowledgement. Both authors wish to express their gratitude to Alex Eskin who pa-
tiently and repeatedly explained many of the ideas in [EM] to the authors. His insights and
encouragement allowed the authors to strengthen an earlier version of the paper (which as-
sumed positive entropy) and obtain the complete result obtained here. A. B. was supported
by an NSF postdoctoral research fellowship DMS-1104013. F. R. H. was supported by
NSF grants DMS-1201326 and DMS-1500947.
2. PRELIMINARY DEFINITIONS AND CONSTRUCTIONS
Let M be a closed (compact, boundaryless) C∞ Riemannian manifold. We write
Diffr(M) for the group of Cr-diffeomorphisms from M to itself equipped with its nat-
ural Cr-topology. Fix r = 2 and consider a subgroup Γ ⊂ Diff2(M). We say a Borel
probability measure µ onM is Γ-invariant if
µ(f−1(A)) = µ(A) (2.1)
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for all Borel A ⊂M and all f ∈ Γ.
We note that for any continuous action by an amenable group on a compact metric space
there always exists at least one invariant measure. However, for actions by non-amenable
groups invariant measures need not exist. For this reason, we introduce a weaker notion
of invariance. Let ν be a Borel probability measure on the group Γ. We say a Borel
probability measure µ onM is ν-stationary if∫
µ(f−1(A)) dν(f) = µ(A)
for any Borel A ⊂ M . By the compactness ofM , it follows that for any probability ν on
Γ there exists a ν-stationary probability µ (e.g. [Kif, Lemma I.2.2].)
We note that if µ is Γ-invariant then µ is trivially ν-stationary for any measure ν on Γ.
Given a ν-stationary measure µ such that equality (2.1) holds for ν-a.e. f ∈ Γ, we say that
µ is ν-a.s. Γ-invariant.
Given a probability ν onDiff2(M) one defines the random walk on the group of diffeo-
morphisms. A path in the random walk induces a sequence of diffeomorphisms fromM to
itself. As in the case of a single transformation, we study the asymptotic ergodic properties
of typical sequences of diffeomorphisms of M . We write Σ+ =
(
Diff2(M)
)N
for the
space of sequences of diffeomorphisms ω = (f0, f1, f2, . . . ) ∈ Σ+. Given a Borel prob-
ability measure ν on Diff2(M), we equip Σ+ with the product measure ν
N. We remark
that Diff2(M) is a Polish space, hence Σ+ is Polish and the probability ν
N is Radon. Let
σ : Σ+ → Σ+ be the shift map
σ : (f0, f1, f2, . . . ) 7→ (f1, f2, . . . ).
We have that νN is σ-invariant. Given a sequence ω = (f0, f1, f2, . . . ) ∈ Σ+ and n ≥ 0
we define a cocycle
f0ω := Id, fω = f
1
ω := f0, f
n
ω := fn−1 ◦ fn−2 ◦ · · · ◦ f1 ◦ f0.
We interpret (Σ+, ν
N) as a parametrization of all paths in the random walk defined by ν.
Following existing literature ([LY3], [LQ]), we denote by X+(M, ν) the random dynami-
cal system onM defined by the random compositions {fnω}ω∈Σ+ .
Given a measure ν on Diff2(M) and a ν-stationary measure µ, we say a subset A ⊂M
is X+(M, ν)-invariant if for ν-a.e. f and µ-a.e. x ∈M
(1) x ∈ A =⇒ f(x) ∈ A and
(2) x ∈M rA =⇒ f(x) ∈M rA.
We say a ν-stationary probability measure µ is ergodic if, for every X+(M, ν)-invariant
set A, we have either µ(A) = 0 or µ(M r A) = 0. We note that for a fixed ν-stationary
measure µ we have an ergodic decomposition of µ into ergodic, ν-stationary measures
[Kif, Proposition I.2.1].
For a fixed ν and a fixed ν-stationary probability µ, one can define the µ-metric en-
tropy of the random process X+(M, ν), written hµ(X
+(M, ν)). We refer to [Kif] for a
definition.
In the case that the support of ν is not bounded inDiff2(M), we assume the integrability
condition ∫
log+(|f |C2) + log
+(|f−1|C2) dν <∞. (∗)
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where log+(a) = max{log(x), 0} and | · |C2 denotes the C
2-norm. The integrability
condition (∗) implies the weaker condition∫
log+(|f |C1) + log
+(|f−1|C1) dν <∞ (2.2)
which guarantees Oseledec’s Multiplicative Ergodic theorem holds. The log-integrability
of the C2-norms is used later to apply tools from Pesin theory.
Proposition 2.1 (RandomOseledec’s multiplicative theorem.). Let ν be measure onDiff2(M)
satisfying (2.2). Let µ be an ergodic, ν-stationary probability.
Then there are numbers−∞ < λ1 < λ2 < · · · < λℓ <∞, called Lyapunov exponents
such that for νN-a.e. sequence ω ∈ Σ+ and µ-a.e. x ∈M there is a filtration
{0} = V 0ω (x) ( V
1
ω (x) ⊂ · · · ( V
ℓ
ω(x) = TM (2.3)
such that for v ∈ V kω (x) r V
k−1
ω (x)
lim
n→∞
1
n
‖Dxf
n
ω (v)‖ = λk.
Moreover,mi := dimV
k
ω (x)− dimV
k−1
ω (x) is constant a.s. and
lim
n→∞
1
n
log | det(Dxf
n
ξ )| =
ℓ∑
i=1
λimi. (2.4)
The subspaces V iω(x) are invariant in the sense that
DxfωV
k
ω (x) = V
k
σ(ω)(fω(x)).
For a proof of the above theorem see, for example, [LQ, Proposition I.3.1]. We write
Esω(x) :=
⋃
λj<0
V jω (x)
for the stable Lyapunov subspace for the word ω at the point x.
A stationary measure µ is hyperbolic if no exponent λi is zero.
We note that the random process X+(M, ν) is not invertible. Thus, while stable Lya-
punov subspaces are defined for νN-a.e. ω and µ-a.e. x, there are no well-defined unstable
Lyapunov subspaces for X+(M, ν). However, to state results we will need a notion of
SRB-measures (also called u-measures) for random sequences of diffeomorphisms. We
will state the precise definition (Definition 6.8) in Section 6.3 after introducing fiber-
wise unstable manifolds for a related skew product construction. Roughly speaking, a
ν-stationary measure µ is SRB if it has absolutely continuous conditional measures along
unstable manifolds. Since we have not yet defined unstable manifolds (or subspaces), we
postpone the formal definition and give here an equivalent property. The following is an
adaptation of [LY1].
Proposition 2.2 ([LQ, Theorem VI.1.1]). Let M be a compact manifold and let ν be a
probability on Diff2(M) satisfying (∗). Then an ergodic, ν-stationary probability µ is an
SRB-measure if and only if
hµ(X
+(M, ν)) =
∑
λi>0
miλi.
We introduce some terminology for invariant measurable subbundles. Given a subgroup
Γ ⊂ Diff2(M), we have an induced the action of Γ on sub-vector-bundles of the tangent
bundle TM via the differential. Consider ν supported on Γ and a ν-stationary Borel prob-
ability µ onM .
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(1) We say a µ-measurable subbundle V ⊂ TM is ν-a.s. invariant if Df(V (x)) =
V (f(x)) for ν-a.e. f ∈ Γ and µ-a.e. x ∈M.
(2) A (νN×µ)-measurable family of subbundles (ω, x) 7→ Vω(x) ⊂ TxM isX
+(Γ, ν)-
invariant if for (νN × µ)-a.e. (ω, x)
DxfωVω(x) = Vσ(ω)(fω(x)).
Note that subbundles in the filtration (2.3) are X+(Γ, ν)-invariant.
(3) We say a X+(M, ν)-invariant family of subspaces Vω(x) ⊂ TM is non-random
if there exists a ν-a.s. invariant µ-measurable subbundle Vˆ ⊂ TM with Vˆ (x) =
Vω(x) for (ν
N × µ)-a.e. (ω, x).
3. STATEMENT OF RESULTS: GROUPS OF SURFACE DIFFEOMORPHISMS
For all results in this paper, we restrict ourselves to the case thatM is a closed surface.
EquipM with a background Riemannian metric.
Let νˆ be a Borel probability on the group Diff2(M) satisfying the integrability hy-
potheses (∗). Let µˆ be an ergodic νˆ-stationary measure on M . At times, we may assume
hµˆ(X
+(M, νˆ)) > 0. By the fiber-wise Margulis–Ruelle inequality [BB] applied to the
associated skew product (see Section 4.1), positivity of entropy implies that the Oseledec’s
filtration (2.3) is nontrivial and the exponents satisfy
−∞ < λ1 < 0 < λ2 <∞. (3.1)
In particular, the stable Lyapunov subspace Esω(x) corresponds to the subspace V
1
ω (x) in
(2.3) and is 1-dimensional.
We state our first main theorem.
Theorem 3.1. Let M be a closed surface and let νˆ be a Borel probability measure on
Diff2(M) satisfying (∗). Let µˆ be an ergodic, hyperbolic, νˆ-stationary Borel probability
measure onM . Then either
(1) the stable distribution Esω(x) is non-random,
(2) µˆ is finitely supported, and hence νˆ-a.s. invariant, or
(3) µˆ is SRB.
By the above discussion and standard facts about entropy, if hµˆ(X
+(M, νˆ)) > 0 then
µˆ is hyperbolic and has no atoms. We thus obtain as a corollary the following dichotomy
for positive-entropy stationary measures.
Corollary 3.2. Let M be a closed surface. Let νˆ be a Borel probability measure on
Diff2(M) satisfying (∗) and let µˆ be an ergodic, νˆ-stationary Borel probability measure
onM with hµˆ(X
+(M, νˆ)) > 0. Then either
(1) the stable distribution Esω(x) is non-random, or
(2) µˆ is SRB.
We also immediately obtain from Theorem 3.1 the following corollary.
Corollary 3.3. Let νˆ be as in Theorem 3.1 with µˆ an ergodic, hyperbolic, νˆ-stationary
probability measure. Assume that µˆ has one exponent of each sign and that there are no
νˆ-a.s. invariant, µˆ-measurable line fields on TM . Then either µˆ is SRB or µˆ is finitely
supported.
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We note that in [BQ1], the authors prove an analogous statement. Namely, for ho-
mogeneous actions satisfying certain hypotheses, any non-atomic stationary measure µˆ is
shown to be absolutely continuous along some unstable (unipotent) direction. Using Ratner
Theory, one concludes that the stationary measure µˆ is thus the Haar measure and hence
invariant for every element of the action. In non-homogeneous settings, such as the one
considered here and the one considered in [EM], there is no analogue of Ratner Theory.
Thus, in such settings more structure is needed in order to promote the SRB property to ab-
solute continuity or almost-sure invariance of the stationary measure µˆ. The next theorem
demonstrates that this promotion is possible assuming the existence of an almost-surely
invariant volume.
Theorem 3.4. Let Γ ⊂ Diff2(M) be a subgroup and assume Γ preserves a probability
measurem equivalent to the Riemannian volume onM . Let νˆ be a probability measure on
Diff2(M) with νˆ(Γ) = 1 and satisfying (∗). Let µˆ be an ergodic, hyperbolic, νˆ-stationary
Borel probability measure. Then either
(1) µˆ has finite support,
(2) the stable distribution Esω(x) is non-random, or
(3) µˆ is absolutely continuous and is νˆ-a.s. Γ-invariant.
Furthermore, in conclusion 3, we will have that µˆ is—up to normalization—the restric-
tion ofm to a positive volume subset.
In particular, in Theorem 3.4 if the stable distribution Esω(x) is not non-random, then
we have the following stiffness result.
Corollary 3.5. Let m be a probability measure on M equivalent to the Riemannian vol-
ume. Let νˆ be a probability measure on Diff2(M) satisfying (∗) and such that m is νˆ-a.s.
invariant. Let µˆ be an ergodic, hyperbolic, νˆ-stationary Borel probability measure. As-
sume there are no µˆ-measurable, νˆ-a.s. invariant line fields on TM . Then µˆ is invariant
under νˆ-a.e. f ∈ Diff2(M).
4. GENERAL SKEW PRODUCTS
In this section, we reformulate the results stated in Section 3 in terms of results about
related skew product systems. This allows us to convert the dynamical properties of non-
invertible, random dynamics, to properties of one-parameter invertible actions and to ex-
ploit tools from the theory of nonuniformly hyperbolic diffeomorphisms. A result for a
more general skew product systems is also introduced.
4.1. Canonical skew product associated to a random dynamical system. Let M and
νˆ be as in Section 3. Consider the product space Σ+ ×M and define the (non-invertible)
skew product Fˆ : Σ+ ×M → Σ+ ×M by
Fˆ : (ω, x) 7→ (σ(ω), fω(x)).
We have the following reinterpretation of νˆ-stationary measures.
Proposition 4.1. [Kif, Lemma I.2.3, Theorem I.2.1] For a Borel probability measure µˆ on
M we have that
(1) µˆ is νˆ-stationary if and only if νˆN × µˆ is Fˆ -invariant;
(2) a νˆ-stationary measure µˆ is ergodic for X+(M, νˆ) if and only if νˆN× µˆ is ergodic
for Fˆ .
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Let Σ := (Diffr(M))Z be the space of bi-infinite sequences and equip Σ with the
product measure νˆZ.We again write σ : Σ→ Σ for the left shift (σ(ξ))i = ξi+1. Given
ξ = (. . . , f−2, f−1, f0, f1, f2, . . . ) ∈ Σ
define fξ := f0 and define the (invertible) skew product F : Σ×M → Σ×M by
F : (ξ, x) 7→ (σ(ξ), fξ(x)). (4.1)
We have the following proposition producing the measure whose properties we will
study for the remainder.
Proposition 4.2. Let µˆ be a νˆ-stationary Borel probably measure. There is a unique F -
invariant Borel probability measure µ on Σ ×M whose image under the canonical pro-
jection Σ×M → Σ+ ×M is νˆ
N × µˆ.
Furthermore, µ projects to νˆZ and µˆ, respectively, under the canonical projections Σ×
M → Σ and Σ×M →M and is equal to the weak-∗ limit
µ = lim
n→∞
(Fn)∗(νˆ
Z × µˆ). (4.2)
See for example [LQ, Proposition I.1.2] for a proof of the proposition in this setting.
Let {µξ}ξ ∈ Σ be a family of conditional measures of µ relative to the partition into fibers
of Σ×M → Σ. By a slight abuse of notation, consider µξ as a measure onM for each ξ.
It follows that for νˆZ-a.e. ξ ∈ Σ and η ∈ Σ with ηi = ξi for all i < 0 that µη = µξ.
Write π : Σ × M → Σ for the canonical projection. We write hµ(F | π) for the
conditional metric entropy of (F, µ) conditioned on the sub-σ-algebra generated by π−1.
Proposition 4.3 ([Kif, Theorem II.1.4], [LQ, Theorem I.2.3]). We have the equality of
entropies hµˆ(X
+(M, νˆ)) = hµ(F | π).
4.2. General skew products. We give a generalization of the setup introduced in Section
4.1. Let (Ω,BΩ, ν) be a Polish probability space; that is, Ω has the topology of a complete
separable metric space, ν is a Borel probability measure, and BΩ is the ν-completion of
the Borel σ-algebra. Let θ : (Ω,BΩ, ν) → (Ω,BΩ, ν) be an invertible, ergodic, measure-
preserving transformation. Let M be a closed C∞ manifold. Fix a background C∞ Rie-
mannian metric on M and write ‖ · ‖ for the norm on the tangent bundle TM and d(·, ·)
for the induced distance onM . We note that compactness ofM guarantees all metrics are
equivalent, whence all dynamical objects structures defined below are independent of the
choice of metric.
We consider a ν-measurable mapping Ω ∋ ξ 7→ fξ ∈ Diff
2(M). Define1 a cocycle
F : Ω× Z→ Diffr(M) over θ, written F : (ξ, n) 7→ fnξ , by
(1) f0ξ := Id, f
1
ξ := fξ,
(2) fnξ := fθn−1(ξ) ◦ · · · ◦ fθ(ξ) ◦ fξ for n > 0, and
(3) fnξ := (fθn(ξ))
−1 ◦ · · · ◦ (fθ−1(ξ))
−1 = (f
|n|
θn(ξ))
−1 for n < 0.
As above, we will always assume the following integrability condition∫
log+(|fξ|C2) + log
+(|f−1ξ |C2) dν(ξ) <∞. (IC)
Write X := Ω×M with canonical projection π : X → Ω. For ξ ∈ Ω, we write
Mξ := {ξ} ×M = π
−1(ξ)
1Writing the cocycle as fn
ξ
is standard in the literature but is somewhat ambiguous. We write (fξ)
−1 to indicate
the diffeomorphism that is the inverse of fξ : M →M . The symbol f
−1
ξ
indicates (fθ−1(ξ))
−1.
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for the fiber of X over ξ. On X , we define the skew product F : X → X F : (ξ, x) 7→
(θ(ξ), fξ(x)).
Note that X = Ω ×M has a natural Borel structure. The main object of study for the
remainder will be F -invariant Borel probability measures onX with marginal ν.
Definition 4.4. A probability measure µ on X is called F -invariant if it is F -invariant
and satisfies
π∗µ = ν.
Such a measure µ is said to be ergodic if it is F -ergodic.
Let {µξ}ξ∈Ω denote the family of conditional probability measures with respect to the
partition induced by the projection π : X → Ω. Using the canonical identification of fibers
Mξ = {ξ} ×M in X with M , by an abuse of notation we consider the map ξ 7→ µξ as a
measurable map from Ω to the space of Borel probabilities onM .
4.2.1. Fiber-wise Lyapunov exponents. We define TX to be the fiber-wise tangent bundle
TX := Ω× TM
andDF : TX → TX to be the fiber-wise differential
DF : (ξ, (x, v)) 7→ (θ(ξ), (fξ(x), Dxfξv)).
Let µ be an ergodic, F -invariant probability. We have thatDF defines a linear cocycle
over the (invertible) measure-preserving system F : (X,µ)→ (X,µ). By the integrability
condition (IC), we can apply Oseledec’s Theorem toDF to obtain a µ-measurable splitting
T(ξ,x)X := {ξ} × TxM =
⊕
j
Ej(ξ, x) (4.3)
and numbers λjµ so that for µ-a.e. (ξ, x), and every v ∈ E
j(ξ, x) r {0}
lim
n→±∞
1
n
log ‖DFn(v)‖ = lim
n→±∞
1
n
log ‖Dxf
n
ξ v‖ = λ
j
µ.
It follows from standard arguments that if the fiber-wise exponents of DF are all posi-
tive (or negative) then the fiber-wise conditional measure µξ are purely atomic.
4.3. Reformulation of Theorem 3.1. Let M and νˆ be as in Section 3 and let µˆ be an
ergodic, hyperbolic, νˆ-stationary measure. Let F : Σ×M → Σ×M denote the canonical
skew product and let µ be the measure given by Proposition 4.2. We have a µ-measurable
splitting of Σ× TM into measurable bundles
{ξ} × TxM = E
s(ξ, x) ⊕ Eu(ξ, x).
Note that, a priori, one of the bundles Es(ξ, x) or Eu(ξ, x) might be trivial; however by
Remark 4.9 below, Theorem 3.1 follows trivially in these cases.
For σ ∈ {s, u} and (ξ, x) ∈ Σ ×M we write Eσξ (x) ⊂ TM for the subspace with
Eσ(ξ, x) = {ξ} ×Eσξ (x). Projectivizing the tangent bundle TM , we obtain a measurable
function
(ξ, x) 7→ Eσξ (x).
For ξ = (. . . , ξ−2, ξ−1, ξ0, ξ1, ξ2, . . . ) ∈ ΣwriteΣ
−
loc(ξ) andΣ
+
loc(ξ) for the local stable
and unstable sets
Σ−loc(ξ) := {η ∈ Σ | ηi = ξi for all i ≥ 0}
Σ+loc(ξ) := {η ∈ Σ | ηi = ξi for all i < 0}.
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Write Fˆ for (the completion of) the Borel sub-σ-algebra of Σ containing sets that are
a.s. saturated by local unstable sets: C ∈ Fˆ if and only if C = Cˆ mod νˆZ where Cˆ is
Borel in Σ with
Cˆ =
⋃
ξ∈Cˆ
Σ+loc(ξ).
Similarly, we define Gˆ to be the sub-σ-algebra of Σ whose atoms are local stable sets.
Writing BM for the Borel σ-algebra onM we define sub-σ-algebras on F and G on X to
be, respectively, the µ-completions of the σ-algebras Fˆ ⊗ BM and Gˆ ⊗ BM .
We note that, by construction, the assignments Ω → Diff2(M) given by ξ 7→ fξ and
ξ 7→ f−1ξ are, respectively, Gˆ- and Fˆ -measurable. Furthermore, observing that the sta-
ble line fields Esξ (x) depend only on the value of f
n
ξ for n ≥ 0, we have the following
straightforward but crucial observation.
Proposition 4.5. The map (ξ, x) 7→ Esξ (x) is G-measurable and the map (ξ, x) 7→ E
u
ξ (x)
is F -measurable.
We have the following claim, which follows from the explicit construction of µ in (4.2).
Proposition 4.6. The intersectionF∩G is equivalent modulo µ to the σ-algebra {∅,Σ}⊗
BM .
Proof. Let A ∈ F ∩ G. Since A ∈ G, we have that A ⊜ Aˆ where Aˆ is a Borel subset of
Σ×M such that for any (ξ, y) ∈ Aˆ and η ∈ Σ−loc(ξ),
(η, y) ∈ Aˆ.
We write {µF(ξ,x)} and {µ
Σ
(ξ,x)}, respectively, for families of conditional probabilities
given by the partition of Σ×M into atoms of F and the partition {Σ× {x} | x ∈M} of
Σ×M . It follows from the construction of µ given by (4.2) that µF(ξ,x) may be taken to be
the form
dµF(ξ,x)(η, y) = dνˆ
N(η0, η1, . . . )δx(y)δ(ξ−1)(η−1)δ(ξ−2)(η−2) . . . (4.4)
for every (ξ, x) ∈ X .
Since A ∈ F we have Aˆ ∈ F . Thus, for µ-a.e. (ξ, x) ∈ Aˆ,
µF(ξ,x)(Aˆ) = 1.
Furthermore, it follows from (4.4) and the form of Aˆ that if
µF(ξ,x)(Aˆ) = 1
then
µF(ξ′,x)(Aˆ) = 1
for any ξ′ ∈ Σ. It follows that
µΣ(ξ,x)Aˆ = 1
for a.e. (ξ, x) ∈ Aˆ. In particular, Aˆ ⊜ Σ× A˜ for some set A˜ ∈ BM . 
We remark that if ξ projects to ω under the natural projection Σ → Σ+, then the sub-
space Esξ (x) and the subspace E
s
ω(x) given by Proposition 2.1 coincide almost surely. It
then follows from Proposition 4.6 that the bundle Esω(x) in Theorem 3.1 is non-random
if and only if the bundle Esξ (x) is F -measurable. Thus, Theorem 3.1 follows from the
following 2 results.
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Theorem 4.7. Let νˆ and µˆ be as in Theorem 3.1. Let F : Σ × M → Σ × M be the
canonical skew product and let µ be as in Proposition 4.2. Assume the fiber-wise condi-
tional measures µξ are non-atomic. Then either (ξ, x) 7→ E
s
ξ (x) is F -measurable or µ is
fiber-wise SRB.
Recall that a measure is non-atomic if there is no point with positive mass. By the
ergodicity of µ under the dynamics of F it follows that either µξ is non-atomic a.s. or there
is aN ∈ N such that µξ is supported on exactlyN points a.s. We consider the case that µξ
is finitely supported separately.
Theorem 4.8. Let νˆ and µˆ be as in Theorem 3.1. Assume the fiber-wise conditional mea-
sures µξ are finitely supported νˆ
Z-a.s. Then either (ξ, x) 7→ Esξ (x) isF -measurable or the
measure µˆ is finitely supported and νˆ-a.s. invariant.
Remark 4.9. In the proof of Theorem 3.1 below, we may assume that µˆ has one exponent
of each sign. Indeed if µˆ has only negative exponents then the measurability of (ξ, x) 7→
Esξ (x) is trivial. Furthermore, if µˆ has only positive exponents then a standard argument
shows that µˆ is finitely supported and νˆ-a.s. invariant. Indeed, if all exponents are positive,
then the measures µξ are finitely supported for a.e. ξ. That µˆ is νˆ-a.s. invariant follows,
for instance, from the invariance principle in [AV], the Fˆ -measurability of the measure µξ ,
and an argument similar to Proposition 4.6 above.
4.4. Statement of results: general skew products. We introduce a generalization of The-
orem 4.7, the proof of which consumes Sections 7–10. Let θ : (Ω,BΩ, ν)→ (Ω,BΩ, ν) be
as in Section 4.2. Let M be a closed C∞ surface and let F be a cocycle generated by a
ν-measurable map ξ 7→ fξ satisfying the integrability hypothesis (IC). Fix µ an ergodic,
F -invariant, hyperbolic, Borel probability measure on X = Ω×M . For the general set-
ting we will further assume the measures µξ are non-atomic ν-a.s. It follows that from the
hyperbolicity and non-atomicity of the fiber-wise measuresµξ that the fiber-wise derivative
DF has two exponents λs and λu, one of each sign.
We say a sub-σ-algebra Fˆ ⊂ BΩ is decreasing (for θ) if
θ(Fˆ) = {θ(A) | A ∈ Fˆ} ⊂ Fˆ .
(Note that Fˆ is decreasing under the forwards dynamics if the partition into atoms is
an increasing partition in the sense of [LY1]. Alternatively, Fˆ is decreasing if the map
θ−1 : Ω → Ω is Fˆ -measurable.) As a primary example, the sub-σ-algebra of Σ generated
by local unstable sets is decreasing (for σ : Σ→ Σ).
Let Fˆ be an decreasing sub-σ-algebra and write F for the µ-completion of Fˆ ⊗ BM
where BM is the Borel algebra onM . As in the previous section, to compare stable distri-
butions in different fibers over Ω write Esξ (x) ⊂ TxM for the subspace with E
s(ξ, x) =
{ξ} × Esξ (x). We then consider (ξ, x) 7→ E
s
ξ (x) as a measurable map from X to the
projectivization of TM .
With the above setup, we now state the following result which generalizes Theorem 4.7.
Theorem 4.10. Assume µ is hyperbolic and the conditional measure {µξ} are non-atomic
a.s. Further assume
(1) ξ 7→ f−1ξ is Fˆ -measurable, and
(2) ξ 7→ µξ is Fˆ -measurable.
Then either (ξ, x) 7→ Esξ (x) is F -measurable or µ is fiber-wise SRB. (See Definition 6.7.)
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Note that the hypothesis that ξ 7→ f−1ξ is Fˆ -measurable combined with the fact that Fˆ
is decreasing implies ξ 7→ f−1θ−j(ξ) is Fˆ -measurable for all j ≥ 0. It follows that ξ 7→ f
n
ξ is
Fˆ -measurable for all n ≤ 0. It then follows that F is an decreasing sub-σ-algebra of BX .
We recall that in the case that F is the canonical skew product for a random dynam-
ical system and Fˆ is the sub-σ-algebra generated by local unstable sets, writing ξ =
(. . . , f−1, f0, f1, . . . ) the Fˆ -measurability of ξ 7→ f
−1
ξ = (f−1)
−1 follows from con-
struction. The Fˆ-measurability of ξ 7→ µξ follows from the construction of the measure
µ given by (4.2) in Proposition 4.2. Theorem 4.7 then follows immediately from Theorem
4.10.
5. SOME APPLICATIONS
We present a number of applications of our main theorems.
5.1. Groups of measure-preserving diffeomorphisms. Fix M a closed surface. Let µ
be a Borel probability measure onM . LetDiff2µ(M) denote the group of C
2, µ-preserving
diffeomorphisms of M . Given f ∈ Diff2µ(M) write λ
i(f, µ, x) for the ith Lyapunov
exponents of f with respect to the measure µ at the point x. If f is ergodic (for µ) we
write λi(f, µ) for the µ-almost surely constant value of λi(f, µ, x). A diffeomorphism
f ∈ Diff2µ(M) is hyperbolic (relative to µ) if λ
i(f, µ, x) 6= 0 for almost every x and every
i.
Note that if f ∈ Diff2µ(M) is hyperbolic and µ contains no atoms, then (f, µ) has
one exponent of each sign λs(f, µ, x) < 0 < λu(f, µ, x). For such f , we write TxM =
Esf (x)⊕ E
u
f (x) for the µ-measurable Oseledec’s splitting induced by (f, µ).
Theorem 5.1. Let µ be a Borel probability measure on M with no atoms. Suppose
Diff2µ(M) contains an ergodic, hyperbolic element f . Write Γ = Diff
2
µ(M).
(a) If the unionEuf ∪E
s
f is not Γ-invariant and neitherE
s
f norE
u
f is Γ-invariant, then
µ is absolutely continuous.
(b) If the union Euf ∪ E
s
f is not Γ-invariant and E
u
f is Γ-invariant, then µ is an SRB
measure for f .
(c) If the union Euf ∪ E
s
f is not Γ-invariant and E
s
f is Γ-invariant, then µ is an SRB
measure for f−1.
In the case that λs(f, µ) 6= −λu(f, µ) we can give more precise results using the fol-
lowing lemma.
Lemma 5.2. Let µ be non-atomic and let f ∈ Diff2µ(M) be ergodic and hyperbolic.
Suppose λs(f, µ) 6= −λu(f, µ). Then any g ∈ Diff2µ(M) that preserves the unionE
u
f ∪E
s
f
preserves the individual distributions Esf and E
u
f .
Proof. Suppose g ∈ Diff2µ(M) preserves the union E
u
f ∪ E
s
f almost surely but
Dxg(E
s
f (x)) = E
u
f (g(x)) (5.1)
for a positive measure set of x. Let PTM denote the projectivized tangent bundle. Let
ν = tδg + (1− t)δf and Σ = {f, g}
Z. On Σ× PTM consider the measure
dη(ξ, x, E) = dνZ(ξ) dµ(x) d(.5δEu
f
(x) + .5δEs
f
(x))(E).
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Write DF for the derivative skew product DF : Σ × TM → Σ × TM and PDF for
the projectivized derivative skew product PDF : Σ × PTM → Σ × PTM . Then η is
PDF -invariant and is ergodic by (5.1). Let Φ: Σ× PTM → R be
Φ(ξ, x, E) = log ‖Dxfξ↾E‖.
Then for µ-a.e. x and v ∈ Esf (x) ∪E
u
f (x) with v 6= 0 we have
lim
n→∞
1
n
log ‖Dxf
n
ξ (v)‖ = lim
n→∞
1
n
n−1∑
j=1
Φ(PDF j(ξ, x, [v])) =
∫
Φ dη
= (1 − t) (.5λu(f, µ) + .5λs(f, µ)) + .5t
∫ ∑
E∈{Eu
f
(x),Es
f
(x)}
log ‖Dxg↾E‖ dµ(x).
As theC1 norm of g is bounded, for t > 0 sufficiently small, either all fiber-wise exponents
ofDF are negative or all fiber-wise exponents ofDF are positive. This contradicts that µ
is non-atomic. 
From the above lemma we have
Theorem 5.3. Let µ be Borel probability measure onM with no atoms. SupposeDiff2µ(M)
contains an ergodic, hyperbolic element f with λs(f, µ) 6= −λu(f, µ). Then with Γ =
Diff2µ(M) either
(a) both Euf and E
s
f are Γ-invariant
(b) exactly one Euf and E
s
f is Γ-invariant in which case µ is SRB for f or f
−1.
Note that the hypotheses that λs(f, µ) 6= −λu(f, µ) implies that µ is not absolutely
continuous.
5.2. Smooth stabilizers of measures invariant by Anosov maps. As a consequence of
the results in the previous section, we obtain a strengthening of the result from [Bro].
Let f : T2 → T2 be Anosov. Then there is a hyperbolic A ∈ GL(2,Z) such that any
lift f˜ : R2 → R2 of f is of the form f(x) = Ax+ η(x) where η : R2 → R2 is Z2 periodic.
Given B ∈ GL(2,Z) let LB : T
2 → T2 be the induced map. Then there is a (non unique)
homeomorphism h : T2 → T2 with h ◦ f = LA ◦ h.
Let µ be a fully supported, ergodic, f -invariant measure. Let K ⊂ R2 be the set
K = {v : h∗µ is Tv-invariant} ⊂ R
2 where Tv : T
2 → T2 is the translation by v. ThenK
descends to a closed LA-invariant subgroup of T
2 so is either discrete or is all of R2. The
latter case can happen only if the measure µ is the measure of maximal entropy for f . It
follows that the group (A− I)−1K is either discrete or is all of R2. Let Kˆ be the smallest
subgroup of R2 that is invariant under the centralizer CGL(2,Z)(A) of A in GL(2,Z) and
contains (A − I)−1K . Note that Kˆ descends to a subgroup of T2. Then Kˆ is either R2
or is discrete. Let TKˆ denote the corresponding group of translations on T
2. Then TKˆ is
finite if µ is not the measure of maximal entropy.
Recall that the centralizer of A is of the form CGL(2,Z)(A) = 〈±M〉 for some M ∈
GL(2,Z).
Theorem 5.4. Let f : T2 → T2 be a C2 Anosov diffeomorphism and let µ be a fully
supported, ergodic, f -invariant measure. If µ is not absolutely continuous then for every
g ∈ Diff2µ(M) there is a B ∈ CGL(2,Z)(A) and v ∈ (A− I)
−1(K) with
h ◦ g ◦ h−1(x) = LB(x) + v;
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in particular, Diff2µ(T
2) is isomorphic to a subgroup of
CGL(2,Z)(A) ⋉ TKˆ
Moreover, if µ is not the measure of maximal entropy (for f ) then TKˆ is finite, whence
Diff2µ(T
2) is virtually-Z.
Recall that a group is virtually-Z if it contains a finite-index subgroup isomorphic to Z.
Theorem 5.4 follows exactly from the argument in [Bro] with only minor modifications
coming from Theorem 5.1.
Proof. Recall that if f is Anosov then the measurable distributions Esf and E
u
f appearing
in Oseledec’s splitting coincide with continuous transverse distributions.
Consider first g ∈ Diff2µ(M) such that Dg does not interchange E
s
f and E
u
g on a set
of full measure (and hence at every point). Then, if µ is not absolutely continuous, by
Theorem 5.1 at least one of the (continuous) distributions Esf or E
u
f is preserved (on a set
of full measure and hence everywhere) by g. Then, as the integral foliations to Esf and E
u
f
are unique, it follows that either the stable or unstable foliation of f is preserved by every
such g.
It is then shown in [Bro] that g necessarily preserves both the stable and unstable fo-
liations for f and hence preserves the corresponding tangent line-fields Esf and E
u
f . If
there exists g ∈ Diff2µ(M) such that g interchanges E
s
f and E
u
f then we may restrict to an
index-2 subgroup preserving Esf and E
u
f and the corresponding foliations.
The remainder of the proof of Theorem 5.4 and a more detailed description of the struc-
ture of Diff2µ(T
2) proceeds exactly as in [Bro] and will not be repeated here. 
5.3. Perturbations of algebraic systems. Let A,B ∈ GL(2,Z) be hyperbolic matrices.
Write EsA and E
u
A, respectively, for the stable and unstable eigenspaces of A. We say
that {A,B} satisfy a joint cone condition if there are disjoint open cones Cs and Cu,
containing {EsA, E
s
B} and {E
u
A, E
u
B}, respectively, with A
−1Cs ⊂ Cs, B−1Cs ⊂ Cs,
ACu ⊂ Cu, and BCu ⊂ Cu and a number κ > 1 such that if v ∈ Cu then ‖Bv‖ > κ‖v‖
and ‖Av‖ > κ‖v‖ and if w ∈ Cs then ‖B−1w‖ > κ‖w‖ and ‖A−1w‖ > κ‖w‖.
Given A ∈ GL(2,Z) let LA : T
2 → T2 be the induced diffeomorphism.
Proposition 5.5. Suppose thatA andB do not commute and satisfy a joint cone condition.
Then for sufficiently small C2 perturbations f of LA and g of LB, for ν = pδf +(1−p)δg
with p ∈ (0, 1) the only ergodic, ν-stationary measures are SRB or finitely supported.
Moreover for every such f and a generic g, the only ν-stationary measure is SRB.
Note that in the setting of the above proposition, stationary measures with the SRB
property are unique. The proof of the proposition will be given in Section 13.3.
Theorem 5.6. Let Γ ⊂ SL(2,Z) be an infinite subgroup that is not virtually-Z. Let S =
{A1, . . . , An} be a finite set generating Γ. Consider 0 < pk < 1 with
∑n
k=1 pk = 1 and
let ν0 =
∑
pkδLAk . Then there is an open set U ⊂ Diff
2(T2) with ν0(U) = 1 such that
for every probability ν on U sufficiently close to ν0, any ergodic, ν-stationary measure is
either atomic, or is hyperbolic with one exponent of each sign and is SRB.
The proof of the theorem will be given in Section 13.3.
Let m denote the Lebesgue area on T2. If we restrict the above to the setting of area-
preserving perturbations, we obtain the following nonlinear counterpart to [BQ1]. Note in
particular that we obtain stiffness of all stationary measures.
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Theorem 5.7. Let Γ ⊂ SL(2,Z) be an infinite subgroup that is not virtually-Z. Let S =
{A1, . . . , An} be a finite set generating Γ. Consider 0 < pk < 1 with
∑n
k=1 pk = 1 and
let ν0 =
∑
pkδLAk . Then there is an open set U ⊂ Diff
2
m(T
2) with ν0(U) = 1 such that
for every probability ν on U sufficiently close to ν0, any ergodic, ν-stationary measure is
hyperbolic with one exponent of each sign and either coincides withm or is atomic.
In particular, every ν-stationary measure is preserved by every g ∈ Diff2m(T
2) in the
support of ν.
The theorem follows from Theorem 5.6 and (the proof of) Theorem 3.4. In the proof of
Theorem 5.6, it is shown that for all ν sufficiently close to ν0, every ergodic ν-stationary
measure µ has a positive exponent. That µ also has a negative exponent follows from (2.4).
Moreover, for such ν, a positive ν-measure set of f ∈ Diff2m(T
2) are Anosov, whence m
is ergodic for such f and hence ergodic for ν.
Finally, we consider stationary measures for perturbations of rotations. Let R1, . . . , Rℓ
be ℓ rotations in R3 generating a dense subgroup of SO(3,R). We identify each Ri with a
diffeomorphism of S2 ⊂ R3. Letm denote the unique SO(3,R) invariant measure on S2.
Theorem 5.8. For k ∈ N sufficiently large, for each 1 ≤ i ≤ ℓ there is a neighborhood
Ri ∈ Ui ⊂ Diff
k
m(S
2) such that given any gi ∈ Ui and ν =
1
ℓ
∑ℓ
i=1 δgi , any ergodic
ν-stationary measure on S2 is either finitely supported or coincides withm.
Proof. In [DK] it is shown that either the diffeomorphisms gi are simultaneously smoothly
conjugated to Ri or every ν-stationary measure is hyperbolic. In the first case, the only
stationary measures for the corresponding Ri is m and thus using the conjugacy and that
each gi preservesm, the only ν-stationary measure ism.
In the latter case, it is also shown in [DK, Corollary 4] that the stable line-field is not
non-random. The result in this case follows from Theorem 3.4 and, as is also shown in
[DK], thatm is ergodic for the perturbed system. 
5.4. Other applications. From Theorem 3.4, we immediately obtain the main results of
[BQ1, BFLM] for measures ν on SL(2,Z) acting on T2 that satisfy a log-integrability
condition
∫
log ‖A‖ dν(A) < ∞. In [BQ1] the measure ν is assumed finitely supported.
In [BFLM] a stronger integrability hypothesis is needed. Using the methods of this paper,
the results of [BQ1] are expected to hold under log-integrability hypothesis.
Consider a flat surface S with Veech group Γ ⊂ SL(2,R). As was pointed out to
the authors by J. Athreya, Theorem 3.4 implies that if the Veech group is infinite and
non-elementary then for any finitely supported measure ν generating Γ, all ergodic ν-
stationary measures µ on S are either finitely-supported or are the invariant area. There
are technicalities in applying Theorem 3.4 directly as the action is non-differentiable at the
cone points. This mild difficulty won’t be addressed here.
6. BACKGROUND AND NOTATION
In this section, we continue to work in the setting introduced in Sections 4.2 and 4.4.
We outline extensions of a number of standard facts from the theory of nonuniformly hy-
perbolic diffeomorphisms to the setting of the fiber-wise dynamics for skew products. As
previously remarked, Theorem 3.1 holds trivially if the fiber-wise exponents are all of the
same sign. Moreover, the hypotheses of Theorem 4.10 rule out that all exponent are of the
same sign. We thus assume for the remainder that we have one Lyapunov exponent of each
sign λs < 0 < λu. For the remainder, fix 0 < ǫ0 < min{1, λ
u/200,−λs/200}.
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6.1. Fiber-wise nonuniformly hyperbolic dynamics. We present a number of extensions
of the theory of nonuniformly hyperbolic diffeomorphisms to the fiber-wise dynamics of
skew products.
6.1.1. Subexponential estimates. We have the following standard results that follow from
the integrability hypothesis (IC) and tempering kernel arguments (c.f. [BP, Lemma 3.5.7].)
Lemma 6.1. There is a subset Ω0 ⊂ Ω with ν(Ω0) = 1 and a measurable function
D : Ω0 → [1,∞) such that for ν-a.e. ξ ∈ Ω0 and n ∈ Z.
(1) |fξ|C1 ≤ D(ξ)
(2) |f−1ξ |C1 ≤ D(ξ)
(3) Lip(Dfξ) ≤ D(ξ) and Lip(Df
−1
ξ ) ≤ D(ξ)
(4) D(θn(ξ)) ≤ e|n|ǫ0D(ξ) for all n ∈ Z.
Here Lip(Dfξ) denotes the Lipschitz constant of the map x 7→ Dxfξ for fixed ξ.
Lemma 6.2. There is a measurable function L : X → [1,∞) such that for µ-a.e. (ξ, x) ∈
X and n ∈ Z
(1) For v ∈ Esξ (x),
L(ξ, x)−1 exp(nλs − |n| 12ǫ0)‖v‖ ≤ ‖Df
n
ξ v‖ ≤ L(ξ, x) exp(nλ
s + |n| 12ǫ0)‖v‖.
(2) For v ∈ Euξ (x),
L(ξ, x)−1 exp(nλu − |n| 12ǫ0)‖v‖ ≤ ‖Df
n
ξ v‖ ≤ L(ξ, x) exp(nλ
u + |n| 12ǫ0)‖v‖.
(3) ∠
(
Esθn(ξ)(Df
n
ξ (x)), E
u
θn(ξ)(Df
n
ξ (x))
)
>
1
L(ξ, x)
exp(−|n|ǫ0).
Furthermore for n ∈ Z
L(Fn(ξ, x)) ≤ L(ξ, x)eǫ0|n|.
Here ∠ denotes the Riemannian angle between two subspaces.
6.1.2. Lyapunov charts. We introduce families of two-sided Lyapunov charts. The con-
struction depends on the construction of a Lyapunov normwhich we present in Section 9.2.
We note that in Section 11.2.1, in the case that Ω = (Diff2(M))Z we will need one-sided
charts that depend only on the future itinerary of ξ ∈ (Diff2(M))Z. Given v ∈ R2 decom-
pose v = v1+v2 according to the standard basis and write |v|i = |vi| and |v| = max{|v|i}.
Write R2(r) for the ball of radius r centered at 0.
From standard constructions (see [LY1, Appendix], [LQ, VI.3]) for every 0 < ǫ1 < ǫ0,
there is a measurable function ℓ : Ω ×M → [1,∞) and a full measure set Λ ⊂ Ω ×M
such that
(1) for (ξ, x) ∈ Λ there is a neighborhoodU(ξ,x) ⊂M of x and aC
∞ diffeomorphism
φ(ξ, x) : U(ξ,x) → R
2(ℓ(ξ, x)−1) with
(a) φ(ξ, x)(x) = 0;
(b) Dφ(ξ, x)Esξ (x) = R× {0};
(c) Dφ(ξ, x)Euξ (x) = {0} × R;
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(2) writing
f˜(ξ, x) = φ(F (ξ, x)) ◦ fξ ◦ φ(ξ, x)
−1, f˜−1(ξ, x) = φ(F−1(ξ, x)) ◦ f−1ξ ◦ φ(ξ, x)
−1
where defined we have
(a) f˜(ξ, x)(0) = 0;
(b) D0f˜(ξ, x) =
(
α 0
0 β
)
where eλ
s−ǫ1 ≤ α ≤ eλ
s+ǫ1 and eλ
u−ǫ1 ≤ β ≤
eλ
u+ǫ1 ;
writing Lip(·) for the Lipschitz constant of a map on its domain
(c) Lip(f˜(ξ, x) −D0f˜(ξ, x)) < ǫ1;
(d) Lip(Df˜(ξ, x)) < ℓ(ξ, x);
(3) similar properties to 2a–2d hold for f˜−1(ξ, x).
(4) there is a uniform k0 with k
−1
0 ≤ Lip(φ(ξ, x)) ≤ ℓ(ξ, x).
(5) ℓ(Fn(ξ, x)) ≤ ℓ(ξ, x)e|n|ǫ1 for all n ∈ Z.
Let
λ0 = max{λ
u,−λs}+ 2ǫ1.
Then, the domains of f˜(ω, x) and f˜−1(ω, x) contain the ball inR2 of norm ℓ(ξ, x)−1e−λ0−ǫ1 .
Note also that the domain of φ(ξ, x) contains a ball of radius ℓ(ξ, x)−2 centered at x.
Write Rs = R× {0} and Ru = {0} × R. Recall that g : D ⊂ R→ R is k-Lipschitz if
|g(x)− g(y)| ≤ k|x− y| for x, y ∈ D. We have the following observation.
Lemma 6.3. Let D ⊂ Rs(e−λ0−ǫ1ℓ(ξ, x)−1). Let g : D → Ru(e−λ0−ǫ1ℓ(ξ, x)−1) be a
1-Lipschitz function. Then
f˜−1(ξ, x)(graph(g))
is the graph of a 1-Lipschitz function
gˆ : Dˆ → Ru(e−λ0−ǫ1ℓ(F−1(ξ, x))−1)
for some Dˆ ⊂ Rs
(
ℓ(F−1(ξ, x))−1
)
.
6.1.3. Stable manifold theorem. Relative to the charts φ(ξ, x) above, one may apply either
the Perron–Irwin method or the Hadamard graph transform method to construct stable
manifolds. The existence of stable manifolds for diffeomorphisms of manifolds with non-
zero exponents is due to Pesin [Pes]. In the case of random dynamical systems, given the
family of charts above, the statements and proofs hold with minor modifications (see for
example [LQ]). See Section 11.2.1 for some details in the construction of stable manifolds
relative to one-sided charts.
Theorem 6.4 (Local stable manifold theorem).
For (ξ, x) ∈ Λ there is a C1,1 function
hs(ξ, x) : Rs(ℓ(ξ, x)−1)→ Ru(ℓ(ξ, x)−1))
with
(1) hs(ξ, x)(0) = 0;
(2) D0h
s(ξ, x) = 0;
(3) ‖Dhs(ξ, x)‖ ≤ 1/3;
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(4) f˜(ξ, x)(graph(hs(ξ, x))) ⊂ graph(hs(F (ξ, x))) ⊂ R2(ℓ(F (ξ, x))−1); in partic-
ular, graph(hs(ξ, x)), is in the domain of f˜(ξ, x).
Setting
V s(ξ, x) := φ(ξ, x)−1 (graph (hs(ξ, x)))
we have
(5) fξ(V
s(ξ, x)) ⊂ V s(F (ξ, x))
(6) for z, y ∈ V s(ξ, x) and n ≥ 0
d(fnξ (z), f
n
ξ (y)) ≤ ℓ(ξ, x)k0 exp((λ
s + 2ǫ1)n)d(y, z).
We define V s(ξ, x) ⊂M to be the local stable manifold at x for ξ relative to the above
charts. We similarly construct local unstable manifolds V u(ξ, x). Similar to 6 above, for
z, y ∈ V u(ξ, x) and n ≥ 0
d(f−nξ (z), f
−n
ξ (y)) ≤ ℓ(ξ, x)k0 exp((−λ
u + 2ǫ1)n)d(y, z).
We remark that the family of local stable manifolds {V s(ξ, x)} forms a measurable family
of embedded submanifolds.
We define the global stable and unstable manifolds at x for ξ by
W sξ (x) := {y ∈M | lim sup
n→∞
1
n log d(f
n
ξ (x), f
n
ξ (y)) < 0} (6.1)
Wuξ (x) := {y ∈M | lim sup
n→−∞
1
n log d(f
n
ξ (x), f
n
ξ (y)) < 0}. (6.2)
For µ-a.e. (ξ, x) we have the nested union W sξ (x) =
⋃
n≥0(f
n
ξ )
−1(V s(Fn(ξ, x))). It
follows for such (ξ, x) thatW sξ (x) is a C
1,1-injectively immersed curve tangent to Esξ (x).
We write
W s(ξ, x) := {ξ} ×W sξ (x), W
u(ξ, x) := {ξ} ×Wuξ (x)
for the associated fiber-wise stable and unstablemanifolds inX = Ω×M .
The above family of charts and construction of local stable and unstable manifold de-
pends on fnξ for all n ∈ Z. However, from (6.2) it is clear thatW
u
ξ (x) depends only on f
n
ξ
for all n ≤ 0. This fact will be used heavily in the sequel. In Section 11.2.1 we will use
one-side charts to construct local stable manifolds that depend only on fnξ for all n ≥ 0.
6.2. Affine parameters. Since each stable manifold W sξ (x) is a curve, it has a natural
parametrization via the Riemannian arc length. We define an alternative parametrization,
defined on almost every stable manifold, that conjugates the non-linear dynamics fnξ ↾W sξ(x)
and the linear dynamics Dfnξ ↾Esξ(x). We sketch the construction and refer the reader to
[KK, Section 3.1] for additional details.
Proposition 6.5. For almost every (ξ, x) and any y ∈ W sξ (x), there is a C
1,1 diffeomor-
phism
Hs(ξ,y) : W
s
ξ (x)→ TyW
s
ξ (x)
such that
(1) restricted to W sξ (x) the parametrization intertwines the nonlinear dynamics fξ
with the differentialDyfξ:
Dyfξ ◦H
s
(ξ,y) = H
s
F (ξ,y) ◦ fξ↾W sξ,r(x);
(2) Hs(ξ,y)(y) = 0 andDyH
s
(ξ,y) = Id;
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(3) if z ∈ W sξ (x) then the change of coordinates
Hs(ξ,y) ◦
(
Hs(ξ,z)
)−1
: TzW
s
ξ (x)→ TyW
s
ξ (x)
is an affine map with derivative
Dv
(
Hs(ξ,y) ◦
(
Hs(ξ,z)
)−1)
= ρ(ξ,y)(z)
for any v ∈ TzW
s
ξ (x) where ρ(ξ,y)(z) is defined below.
We take (ξ, x) to be in the full measure F -invariant set such that for any y, z ∈ W sξ (x)
there is some k ≥ 0 with fkξ (z) and f
k
ξ (y) contained in V
s(F k(ξ, x)) and sketch the
construction ofHs(ξ,y). First consider any y, z ∈ V
s(ξ, x) and define
J(ξ, z) := ‖Dzfξv‖ · ‖v‖
−1
for any non-zero v ∈ TzW
s
ξ (x) where ‖ ·‖ denotes the Riemannian norm onM . We define
ρ(ξ,y)(z) :=
∞∏
k=0
J(F k(ξ, z))
J(F k(ξ, y))
(6.3)
Following [KK, Section 3.1], the right hand side of (6.3) converges uniformly in z to a
Lipschitz function. The only modifications needed in our setting are the sub-exponential
growth of ‖Dfξ‖ and the Lipschitz constant of Dfξ along orbits given by Lemma 6.1,
as well the sub-exponential growth in n of the Lipschitz variation of the tangent spaces
TzV
s(Fn(ξ, x)) in z. The growth of the Lipschitz constant of TzV
s(Fn(ξ, x)) follows
from the proof of the stable manifold theorem (for example in [LQ]) or by an argument
similar to [LY1, Lemma 4.2.2]. We may extend the definition of ρ(ξ,y)(z) to any z, y ∈
W sξ (x) using that f
k
ξ (z) and f
k
ξ (y) are contained in V
s(F k(ξ, x)) for some k ≥ 0.
We now define the affine parameterHs(ξ,y) : W
s
ξ (x)→ TyW
s
ξ (x) as follows. We define
Hs(ξ,y) to be orientation-preserving and
‖Hs(ξ,y)(z)‖ :=
∫ z
y
ρ(ξ,y)(t) dt
where
∫ z
y ψ(t) dt is the integral of the function ψ, along the curve from y to z in W
s
ξ (x),
with respect to the Riemannian arc-length onW sξ (x).
It follows from computations in [KK, Lemma 3.2, Lemma 3.3] that the map Hs(ξ,y)
constructed above satisfies the properties above. We similarly construct unstable affine
parametersHu(ξ,x) with analogous properties.
Remark 6.6. The unstable line fieldsEuξ (x), unstable manifolds, and corresponding affine
parameters are constructed using only the dynamics of fnξ for n ≤ 0. Recall that we assume
ξ 7→ f−1ξ is Fˆ -measurable and that θ(Fˆ) ⊂ Fˆ . It follows that ξ 7→ f
n
ξ is Fˆ -measurable for
all n ≤ 0. Thus, the line fields (ξ, x) 7→ Euξ (x), the unstable manifolds (ξ, x) 7→ W
u
ξ (x),
and the corresponding affine parametersHu(ξ,x) are F -measurable.
6.2.1. Parametrization of stable and unstable manifolds. We use the affine parameters
Hs and the background Riemannian norm on M to parametrize local stable manifolds.
For (ξ, x) ∈ X such that affine parameters are defined, write
W sξ,r(x) := (H
s
x)
−1
(
{v ∈ Esξ (x) | ‖v‖ < r}
)
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for the local stable manifold inM and
W sr (ξ, x) := {ξ} ×W
s
ξ,r(x)
for the corresponding fiber-wise local stable manifold. We use similar notation for local
unstable manifolds.
We fix, once and for all, a family vσ(ξ,x) ∈ E
σ
ξ (x) ⊂ TxM such that
(1) (ξ, x) 7→ vs(ξ,x) is µ-measurable;
(2) (ξ, x) 7→ vu(ξ,x) is F -measurable;
(3) ‖vs(ξ,x)‖ = ‖v
u
(ξ,x)‖ = 1.
The family {vs(ξ,x)} and {v
u
(ξ,x)} induce, respectively, µ- and F -measurable trivializations
of the stable and unstable bundles. Recall that the affine parameters on unstable manifolds
are constant along atoms of F . We then obtain, respectively, µ- and F -measurable maps
(ξ, x) 7→ Is(ξ,x) and (ξ, x) 7→ I
u
(ξ,x) from X to the space of C
1-embeddings of R into M
given by
Is(ξ,x) : t 7→ (H
s
(ξ,x))
−1(tvs(ξ,x)), I
u
(ξ,x) : t 7→ (H
u
(ξ,x))
−1(tvu(ξ,x)). (6.4)
6.3. Families of conditionalmeasures. The family of fiber-wise unstablemanifolds {Wu(ξ, x)}(ξ,x)∈X
forms a partition of a full measure subset ofX . However, such a partition is generally non-
measurable. To define conditional measures we consider a measurable partition P of X
such for µ-a.e. (ξ, x) ∈ X there is an r > 0 such that Wur (ξ, x) ⊂ P(ξ, x) ⊂ W
u(ξ, x).
Such a partition is said to be u-subordinate. Let {µ˜P(ξ,x)}(ξ,x)∈X denote a family of condi-
tional probability measures with respect to such a partition P .
Definition 6.7. An F -invariant measure µ is fiber-wise SRB if for any u-subordinate mea-
surable partitionP with corresponding family of conditionalmeasures {µ˜P(ξ,x)}(ξ,x)∈X , the
measure µ˜P(ξ,x) is absolutely continuous with respect to a Riemannian volume onW
u(ξ, x)
for a.e. (ξ, x).
In the setting introduced in Section 3 we have the following.
Definition 6.8. LetM be a closed manifold, νˆ a Borel measure on Diff2(M), and let µˆ be
a νˆ-stationary probability measure. We say µˆ is SRB if the measure µ given by Proposition
4.2 is fiber-wise SRB for the associated canonical skew product (4.1).
Remark 6.9. In fact, it follows from the proof of Proposition 2.2 (see also [BL] for a
related statement for general skew products) that µ is fiber-wise SRB if and only if the
conditional measures {µ˜P(ξ,x)}(ξ,x)∈X are equivalent to Riemannian volume on W
u(x, ξ)
restricted to P(ξ, x). Furthermore, with respect to the affine parameters introduced in
Section 6.2, the conditional measures coincide up to normalization with the Haar measure.
See [LY1, Corollary 6.1.4].
Following a standard procedure, by fixing a normalization, for a.e. (ξ, x) we define a
locally-finite, infinite measureµu(ξ,x) on the curveW
u(ξ, x) that restricts to {µ˜P(ξ,x)}(ξ,x)∈X ,
up to normalization, for any u-subordinate partition P ofX . We choose the normalization
µu(ξ,x)(W
u
1 (ξ, x)) = 1. Such a measure will be locally-finite in the internal topology of
Wu(p) induced, for instance, by the affine parameters. We remark that the fiber entropy
vanishes if and only if the measures µu(ξ,x) and µ
s
(ξ,x) have support {(ξ, x)} for almost
every (ξ, x) ∈ X .
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6.4. Relationships between entropy, exponents, and dimension. Given (ξ, x) ∈ X we
define the following pointwise dimensions
(1) dimu(µ, (ξ, x)) := lim
r→0
log
(
µu(ξ,x) (W
u
r (ξ, x))
)
log r
(2) dims(µ, (ξ, x)) := lim
r→0
log
(
µs(ξ,x) (W
s
r (x) ξ)
)
log r
(3) dim(µ, (ξ, x)) := lim
r→0
log(µξ{y ∈M : d(x, y) < r})
log r
We note that dim(µ, (ξ, x)) is the pointwise dimension of conditional measure µξ at the
point x. In the case that µ is obtained from a stationary measure µˆ from Proposition 4.2,
this need not coincidewith the pointwise dimension of µˆ at x. We have that dimu(µ, (ξ, x))
and dims(µ, (ξ, x)) are well defined and are furthermore constant a.e. by the ergodicity of
µ. Write dims/u(µ) for these constants. Note that dim(µ, (ξ, x)) may not be defined if
there are zero exponents.
We have the following proposition. Recall we write π : X → Ω for the natural pro-
jection and hµ(F | π) for the conditional metric entropy of (F, µ) conditioned on the
sub-σ-algebra generated by π−1.
Proposition 6.10. In our setting,
(1) hµ(F | π) = λ
u dimu(µ) = −λs dims(µ);
(2) dim(µ, (ξ, x)) = dimu(µ) + dims(µ) for µ-a.e. (ξ, x).
(1) follows from a generalization to the case of skew products of the Ledrappier-Young
entropy formula [LY2]. This generalization appears in [LX] in the case of i.i.d. random
dynamics; modifications for the case of general skew products are outlined in [QQX].
(2) follows from the results of [QQX] generalizing to the random setting the dimension
formula for hyperbolic measures proven in [BPS].
In our setting, we then have the following equivalent characterizations of the fiber-wise
SRB property.
Lemma 6.11. The following are equivalent.
(1) µ is fiber-wise SRB;
(2) hµ(F | π) = λ
u;
(3) the measures µu(ξ,x) are equivalent to Riemannian arc-length on W
u
ξ (x) almost
everywhere;
(4) dimu(µ) = 1.
6.5. The family µ(ξ,x). Using the affine parameters H
u
(ξ,x) : W
u
ξ (x) → E
u
ξ (x) and the
trivialization (6.4), we define a family of locally-finite Borel measures on R by
µ(ξ,x) := (I
u
(ξ,x))
−1
∗ µ
u
(ξ,x). (6.5)
We equip the space of locally-finite Borel measures on R with its standard Borel structure
(dual to compactly supported continuous functions). We thus obtain a measurable function
from X to the locally-finite Borel measures on R. Since the family of measures (ξ, x) 7→
MEASURE RIGIDITY FOR RANDOM DYNAMICS ON SURFACES 21
µu(ξ,x) and parametrizations I
u are F -measurable, it follows that
(ξ, x) 7→ µ(ξ,x)
is F -measurable.
The family {µ(ξ,x)}(ξ,x)∈X will be our primary focus in the sequel. In particular, the
SRB property of µ will follow by showing that for µ-a.e. p, the measure µ(ξ,x) is the
Lebesgue (Haar) measure on R (normalized on [−1, 1]).
7. MAIN PROPOSITION AND PROOF OF THEOREM 4.10
7.1. Main Proposition. The major technical result in the proof of Theorem 4.10 is the
following key proposition, whose proof occupies Sections 9–10. Given two locally finite
measures η1 and η2 on R we write η1 ≃ η2 if there is some c > 0 with η1 = cη2.
Proposition 7.1. Assume in Theorem 4.10 that (ξ, x) 7→ Esξ (x) is notF -measurable. Then
there exists M > 0 such that for every sufficiently small ε > 0 there exists a measurable
set Gε ⊂ X with
µ(Gε) > 0
such that for any (ξ, x) ∈ Gε there is an affine map
ψ : R→ R
with
(1)
1
M
≤ |Dψ| ≤M ;
(2)
ε
M
≤ |ψ(0)| ≤Mε;
(3) ψ∗µ(ξ,x) ≃ µ(ξ,x).
Furthermore, writing
G := {(ξ, x) ∈ X | (ξ, x) ∈ G1/N for infinitely manyN}
we have µ(G) > 0.
Remark 7.2. Given the space of locally finite Borel measures on R, the set of measures
satisfying (1)–(3) of Proposition 7.1 for fixed ε andM is closed. By restricting to measur-
able sets on which (ξ, x) 7→ µ(ξ,x) is continuous, for any fixed M defining Gε to be the
set of (ξ, x) such that µ(ξ,x) satisfies (1)–(3) above it follows that Gε is measurable. Thus,
the proof of Proposition 7.1 reduces to showing that Gε and G have positive measure for
someM .
7.2. Proof of Theorem 4.10. Theorem 4.10 follows from Proposition 7.1 by standard
arguments. We sketch these below and referring to [KK] for more details.
Lemma 7.3. Under the hypotheses of Proposition 7.1, for a.e. (ξ, x) ∈ X , µ(ξ,x) is in-
variant under the group of translations. In particular, for a.e. (ξ, x) ∈ X , µ(ξ,x) is the
Lebesgue measure on R normalized on [−1, 1].
Proof. Let Aff(R) denote the group of invertible affine transformations of R. For (ξ, x) ∈
X , let A(ξ, x) ⊂ Aff(R) be the group of affine transformations ψ : R→ R with
ψ∗µ(ξ,x) ≃ µ(ξ,x).
We have thatA(ξ, x) is a closed subgroup of the Lie groupAff(R). (See the proof of [KK,
Lemma 3.10].) By Proposition 7.1, for (ξ, x) ∈ G, the group A(ξ, x) contains elements
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of the form t 7→ λjt + vj with vj 6= 0, |vj | → 0 as j → ∞, and λj ∈ R such that |λj |
is uniformly bounded away from 0 and∞. Then, for (ξ, x) ∈ G, A(ξ, x) contains at least
one map of the form
t 7→ λt
for some accumulation point λ of {λj} ⊂ R. We may thus find a subsequence of
{t 7→ λ−1λjt+ vj}
converging to the identity in A(ξ, x). It follows that A(ξ, x) is not discrete. In particular,
for every (ξ, x) ∈ G the groupA(ξ, x) contains a one-parameter subgroup of Aff(R).
For (ξ, x) ∈ X denote by C(ξ,x) : R→ R the linear map
C(ξ,x) = (I
u
F (ξ,x))
−1 ◦ F ◦ Iu(ξ,x)
where Iu(ξ,x) denotes the parametrization (6.4). As (C(ξ,x))∗µ(ξ,x) ≃ µF (ξ,x) we have that
A(F (ξ, x)) = C(ξ,x)A(ξ, x)C
−1
(ξ,x).
Let A0(ξ, x) ⊂ A(ξ, x) denote the identity component of A(ξ, x). Then A0(F (ξ, x)) is
isomorphic to A0(ξ, x) for a.e. (ξ, x) ∈ X . Since µ(G) > 0, it follows by ergodicity that
A0(ξ, x) contains a one-parameter subgroup for a.e. (ξ, x) ∈ X .
The one-parameter subgroups of Aff(R) are either pure translations or are conjugate
to scaling. We show that A(ξ, x) contains the group of translations for a.e. (ξ, x) ∈ X .
Suppose for purposes of contradiction thatA0(ξ, x)were conjugate to scaling for a positive
measure set of (ξ, x) ∈ X . By ergodicity, it follows that A0(ξ, x) is conjugate to scaling
for a.e. (ξ, x) ∈ X . For such (ξ, x), there are t0 ∈ R, γ ∈ R+ with
A0(ξ, x) = {t 7→ t0 + γ
s(t− t0) | s ∈ R}.
In particular, for such (ξ, x) the action of A0(ξ, x) on R contains a unique fixed point
t0(ξ, x).
For (ξ, x) ∈ G the fixed point t0(ξ, x) is non-zero since, as observed above, there
are ψ ∈ A(ξ, x) arbitrarily close to the identity with ψ(0) 6= 0. Furthermore, writing
ψ : t 7→ t0(ξ, x) + γ
s(t− t0(ξ, x)) we have
C(ξ,x) ◦ ψ ◦ C
−1
(ξ,x) : t 7→ ±‖DF ↾Eu(ξ,x)‖t0(ξ, x) + γ
s
(
t−±‖DF ↾Eu(ξ,x)‖t0(ξ, x)
)
where the sign depends on whether or not C(ξ,x) : R→ R preserves orientation. It follows
for (ξ, x) ∈ G that |t0(F
n(ξ, x))| = ‖DFn↾Eu(ξ,x)‖ |t0(ξ, x)| becomes arbitrarily large,
contradicting Poincare´ recurrence.
Therefore, for almost every (ξ, x) ∈ X , the group A(ξ, x) contains the group of trans-
lations. We finish the proof by showing that for such (ξ, x), the measure µ(ξ,x) is invariant
under the group of translations. For s ∈ R define Ts : R→ R by Ts : t 7→ t+ s and define
c(ξ,x) : R→ R by c(ξ,x)(s) = µ(ξ,x)([−s− 1,−s+ 1]). Then
d(Ts)∗µ(ξ,x)
dµ(ξ,x)
= c(ξ,x)(s).
As the group A(ξ, x) contains all translations, the measure µ(ξ,x) has no atoms and we
have that c(ξ,x) : R→ R is continuous.
Note that
C(ξ,x) ◦ Ts ◦ C
−1
(ξ,x) = T±‖DF↾Eu(ξ,x)‖s
and for n ∈ Z
c(ξ,x)(s) = cFn(ξ,x)
(
±‖DFn↾Eu(ξ,x)‖s
)
(7.1)
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where the signs depend on whether or notDF orDFn preserves the orientation on unsta-
ble subspaces. Define the set
Br,ε := {(ξ, x) ∈ X : |c(ξ,x)(s)− 1| < ε for all |s| < r}.
For each ε > 0 pick r so that µ(Br,ε) > 0. Applying (7.1), by ergodicity almost every
point visits Br,ε infinitely often as n→ −∞ contradicting (7.1) unless |c(ξ,x)(s)− 1| < ε
for all s and a.e. (ξ, x) ∈ X . Taking ε→ 0 shows that c(ξ,x)(s) = 1 for all s ∈ R and a.e.
(ξ, x) ∈ X completing the proof of the lemma. 
Theorem 4.10 now follows as an immediate corollary of Proposition 7.1 and Lemma
7.3.
8. SUSPENSION FLOW
As in the proof of [BQ1] and [EM, Sections 15–16], to prove Proposition 7.1 we intro-
duce a suspension flow. On the product space R×X consider the identification
(t, ξ, x) ∼ (t− 1, F (ξ, x)) = (t− 1, θ(ξ), fξ(x))
and define the quotient space Y = (R×X)/ ∼ .We denote by [t, ξ, x] the element of the
quotient space Y . The space Y is equipped with a natural flow
Φt : Y → Y, Φt([s, ξ, x]) = [s+ t, ξ, x].
We have that Φt preserves a Borel probability measure
dω([t, ξ, x]) = dµ(ξ, x) dt.
It is convenient to consider the measurable parametrization [0, 1) × X → Y given by
(ς, ξ, x) 7→ [ς, ξ, x]. In these coordinates the flow Φt : Y → Y is given by
Φt(ς, ξ, x) = ({ς + t}, F ⌊ς+t⌋(ξ, x))
where ⌊ℓ⌋ denotes the integer part of ℓ and {ℓ} = ℓ−⌊ℓ⌋. When we write (ς, ξ, x) ∈ Y it is
implied that 0 ≤ ς < 1 and that (ς, ξ, x) is identified with [ς, ξ, x]. Given (ς, ξ) ∈ [0, 1)×Ω
we write M(ς,ξ) = {ς} × {ξ} ×M . We will also write Θ
t : [0, 1) × Ω → [0, 1) × Ω for
the induced suspension flow.
Note that the parametrization Y = [0, 1)×X makes Y into a Polish space with respect
to which the measure ω is Radon. To discuss convergence and continuity, we equip [0, 1)
and Ω with complete, separable metrics and endow Y = [0, 1)× Ω×M with the product
metric.
We use the parametrization [0, 1)×X → Y to extend the definition of local and global
unstable manifolds. Given p = (ς, ξ, x) ∈ Y write
• Wu(ς,ξ),r(x) =W
u
ξ,r(x) ⊂M ;W
u
(ς,ξ)(x) = W
u
ξ (x) ⊂M ;
• Wur (p) = {ς} ×W
u
r (ξ, x) = {ς} × ξ ×W
u
ξ,r(x) ⊂ Y ;
• Wu(p) = {ς} ×Wu(ξ, x) = {ς} × ξ ×Wuξ (x) ⊂ Y .
We similarly extend the definition of local and global stable manifolds, affine parameters,
frames for the stable and unstable spaces introduced in Section 6.2.1, and the induced
parametrizations Iu and Is. Given p = (ς, ξ, x) ∈ Y , we write ωup = δς × µ
u
(ξ,x) for the
locally finite measures onWu(p) normalized onWu1 (p) and ωp := (I
u
p )
−1
∗ (ω
u
p ) = µ(ξ,x)
for the corresponding measure on R.
Although the flow Φt : Y → Y is, at best, measurable, the restriction
Φt : M(ς,ξ) →MΘt(ς,ξ)
24 A. BROWN AND F. RODRIGUEZ HERTZ
is a C2-diffeomorphism. Define a fiber-wise tangent bundle
TY := [0, 1)× TX = [0, 1)× Ω× TM
and the fiber-wise differentialDΦt : TY → TY
DΦt : (ς, ξ, (x, v)) 7→
(
{ς + t}, θ⌊ς+t⌋(ξ),
(
f
⌊ς+t⌋
ξ (x), Dxf
⌊ς+t⌋
ξ (v)
))
.
We trivially extend norms on TM to TY by identifying {(ς, ξ)} × TxM with TxM .
9. PREPARATIONS FOR THE PROOF OF PROPOSITION 7.1
We begin with a number of constructions and technical lemmas that will be used in the
proof of Proposition 7.1.
9.1. Modification of Fˆ . Recall we assume the function ξ 7→ f−1ξ is Fˆ -measurable which
implies the entire past dynamics ξ 7→ fnξ is Fˆ-measurable for all n ≤ 0. It is convenient
for technical reasons below to allow the first future iterate fξ to be measurable on Fˆ as
well. As fξ =
(
f−1θ(ξ)
)−1
, this can be accomplished by replacing Fˆ with θ−1(Fˆ) ⊂ Fˆ .
Then θ−1(Fˆ) is a decreasing sub-σ-algebra for which ξ 7→ fnξ is measurable for all n ≤ 1.
Moreover, as fξ is constant on atoms of θ
−1(Fˆ), we have that
(ξ, x) 7→ Esξ (x)
is F -measurable if and only if (ξ, x) 7→ Esξ (x) is F
−1(F)-measurable.
Thus for the remainder, we replace Fˆ and F with θ−1(Fˆ) and F−1(F) respectively.
With this new notation, we then have that ξ 7→ fnξ is Fˆ-measurable for all n ≤ 1.
9.2. Lyapunov norms. From Lemma 6.2, for each p ∈ Y we observe the hyperbolicity of
the cocycleDΦt after a finite amount of time. We define here two norms, called Lyapunov
norms, with respect to which the hyperbolicity of DΦt is seen immediately. We remark
that while the induced Riemannian norm ‖ · ‖ on TY is constant in the first parameter of
the parametrization [0, 1) ×X → Y , the Lyapunov norms defined below will vary in the
parameter ς .
We first define the Lyapunov norms for the skew product F on X . For (ξ, x) ∈ X ,
σ ∈ {s, u}, and v ∈ Eσξ (x) define the two-sided Lyapunov norm
|||v|||σǫ0,±,(ξ,x) :=
(∑
n∈Z
‖Dfnξ v‖
2e−2λ
σn−2ǫ0|n|
)1/2
(9.1)
and the past one-sided Lyapunov norm
|||v|||
σ
ǫ0,−,(ξ,x)
:=
∑
n≤0
‖Dfnξ v‖
2e−2λ
σn−2ǫ0|n|
1/2 . (9.2)
It follows from Lemma 6.2 that the sums above converge for almost every (ξ, x) ∈ X .
Observe that for v ∈ Eσξ (x),
‖v‖ ≤ |||v|||
σ
ǫ0,−,(ξ,x)
, ‖v‖ ≤ |||v|||
σ
ǫ0,±,(ξ,x)
.
Remark 9.1. Recall that we have ξ → f−nξ is Fˆ -measurable for all n ≥ 0 whence the
assignment (ξ, x) 7→ Euξ (x) is F -measurable. Recall the F -measurable family of vec-
tors vu(ξ,x) ∈ E
u
ξ (x) built in Section 6.2.1. It follows from construction that (ξ, x) 7→
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|||vu(ξ,x)|||
u
ǫ0,−,(ξ,x)
is F -measurable. Moreover, as discussed in Section 9.1, since we as-
sume ξ 7→ fξ is Fˆ -measurable, we have that (ξ, x) 7→ |||Dxfξv
u
(ξ,x)|||
u
ǫ0,−,F (ξ,x)
is F -
measurable. This will be the primary reason for using the one-sided Lyapunov norms
rather than two-sided Lyapunov norms below.
We have the following bounds on hyperbolicity. For the one-sided norm |||·|||
σ
ǫ0,−,(ξ,x)
,
the bounds are of most use when σ = u. (One can similarly define the future one-sided
norm |||·|||
s
ǫ0,+,(ξ,x)
which is more natural for the stable bundle.)
Lemma 9.2. For µ-a.e. (ξ, x) ∈ X , v ∈ Eσξ (x), n ∈ Z, and k ≥ 0 we have
(1) enλ
σ−|n|ǫ0 |||v|||
σ
ǫ0,±,(ξ,x)
≤
∣∣∣∣∣∣∣∣∣Dfnξ v∣∣∣∣∣∣∣∣∣σ
ǫ0,±,Fn(ξ,x)
≤ enλ
σ+|n|ǫ0 |||v|||
σ
ǫ0,±,(ξ,x)
(2) ekλ
σ−kǫ0 |||v|||
σ
ǫ0,−,(ξ,x)
≤
∣∣∣∣∣∣∣∣∣Dfkξ v∣∣∣∣∣∣∣∣∣σ
ǫ0,−,Fk(ξ,x)
.
9.2.1. Extensions to Y . We extend the Lyapunov norms to TY as follows: For p =
(ς, ξ, x) ∈ Y and w ∈ Eσξ (x) = E
σ
(ς,ξ)(x) ⊂ TxM , define
|||w|||
σ
ǫ0,−,p
=
(
|||w|||
σ
ǫ0,−,(ξ,x)
)1−ς (
|||Dxfξw|||
σ
ǫ0,−,F (ξ,x)
)ς
. (9.3)
Identifying Eσ(p) = {(ς, ξ)} × Eσξ (x) ⊂ TY with E
σ
(ς,ξ)(x) ⊂ TM , we extend the
definition of |||·|||
σ
ǫ0,−,p
to Eσ(p). We similarly extend the two-sided Lyapunov norms to
TY.
Given t ∈ R we write∣∣∣∣∣∣DΦt↾Eσ(p)∣∣∣∣∣∣ǫ0,− , ∣∣∣∣∣∣DΦt↾Eσ(p)∣∣∣∣∣∣ǫ0,±
to indicate the operator norm of DΦt : Eσ(p) → Eσ(Φt(p)) with respect to the corre-
sponding norms.
We have the following extension of Lemma 9.2.
Lemma 9.3. For ω-a.e. p = (ς, ξ, x) ∈ Y, v ∈ Eσ(p), t ∈ R, and s ≥ 0 we have
(1) etλ
σ−|t|ǫ0 |||v|||
σ
ǫ0,±,p
≤ |||DΦtv|||
σ
ǫ0,±,Φt(p)
≤ etλ
σ+|t|ǫ0 |||v|||
σ
ǫ0,±,p
,
(2) esλ
σ−sǫ0 |||v|||
σ
ǫ0,−,p
≤ |||DΦsv|||
σ
ǫ0,−,Φs(p)
.
We have the following estimate which allows us to compare the Lyapunov normwith the
induced Riemannian norm. Recall the functions D : Ω → R and L : X → R in Lemmas
6.1 and 6.2. Let c1 = e
ǫ0(1− e−ǫ0)1/2.
Lemma 9.4. For any w ∈ Eu(ς, ξ, x),
‖w‖ ≤ |||w|||
u
ǫ0,−,p
≤ L(ξ, x)D(ξ)c1‖w‖.
In particular, defining Lˆ : Y → [1,∞) by
Lˆ(ς, ξ, x) = L(ξ, x)D(ξ)c1
we have
Lˆ(Φt(p)) ≤ e2ǫ0(|t|+1)Lˆ(p)
and
Lˆ(p)−1‖DΦt↾Eu(p)‖ ≤
∣∣∣∣∣∣DΦt↾Eu(p)∣∣∣∣∣∣uǫ0,− ≤ e2ǫ0(|t|+1)Lˆ(p)‖DΦt↾Eu(p)‖. (9.4)
(A similar estimate holds for the two-sided norms.)
26 A. BROWN AND F. RODRIGUEZ HERTZ
Proof. Recall that for w ∈ Euξ (x), we have ‖w‖ ≤ |||w|||
u
ǫ0,−,(ξ,x)
and
|||w|||
u
ǫ0,−,(ξ,x)
<
∣∣∣∣∣∣Dxfξw∣∣∣∣∣∣uǫ0,−,F (ξ,x) .
The lower bound then follows.
For the upper bound we have for (ξ, x) ∈ X and w ∈ Euξ (x) that
|||w|||
u
ǫ0,−,(ξ,x)
≤
∑
n≤0
(L(ξ, x))2‖w‖2e2nλ
u+|n|ǫ0e−2nλ
u−2ǫ0|n|
1/2
= L(ξ, x)
(
1− e−ǫ0
)−1/2
‖w‖.
Similarly, from Lemma 6.2 we have
|||Dxfξw|||
u
ǫ0,−,(ξ,x)
≤ L(ξ, x)eǫ0
(
1− e−ǫ0
)−1/2
‖Dxfξw‖.
Then for p = (ς, ξ, x) ∈ Y and w ∈ Eu(p), with b = (1− e−ǫ0)
−1/2
we have
|||w|||
u
ǫ0,−,p
:=
(
|||w|||
u
ǫ0,−,(ξ,x)
)1−ς (
|||Dxfξw|||
u
ǫ0,−,F (ξ,x)
)ς
≤ (L(ξ, x)b‖w‖)
1−ς
(L(ξ, x)eǫ0b‖Dxfξw‖)
ς
= (L(ξ, x)b‖w‖)
1−ς
(L(ξ, x)eǫ0bD(ξ)‖w‖)
ς
≤ L(ξ, x)beǫ0D(ξ)‖w‖. 
Declaring that Eu(p) and Es(p) are orthogonal, we may extend the definitions of both
the two-side and one-side Lyapunov norms to all of TpY . When clear from context, we
will drop the majority of sub- and superscripts from the Lyapunov norms.
9.3. The time changed flow. It is convenient to work with a flowΨs that is a time change
of Φt and for which the norm of the restriction of DΨs to the unstable spaces grows at a
constant rate (with respect to the one-sided norm |||·|||
u
ǫ0,−
.)
For p ∈ Y and t ∈ R, define
Sp(t) = log
(∣∣∣∣∣∣DΦt↾Eu(p)∣∣∣∣∣∣uǫ0,−) . (9.5)
It follows from construction and Lemma 9.3 that, for ω-a.e. p ∈ Y , the function Sp : R→
R is an orientation-preserving homeomorphism. Moreover, as Eu(ξ, x) is 1-dimensional,
the map Y ×R→ R given by (p, t)→ Sp(t) satisfies the cocycle equation Sp(t1+ t2) =
SΦt2 (p)(t1) + Sp(t2). It follows that Ψ
s : Y → Y given by
Ψs(p) = ΦS
−1
p (s)(p)
defines a measurable flow on Y that is a time change of Φt.
Given p = (ς, ξ, x) ∈ Y define
h(p) = h(ξ, x) = log
(∣∣∣∣∣∣∣∣∣Dxfξ↾Eu
ξ
(x)
∣∣∣∣∣∣∣∣∣u
ǫ0,−,(ξ,x)
)
. (9.6)
We note that for −ς ≤ t < 1− ς
log
∣∣∣∣∣∣DΦt↾Eu(p)∣∣∣∣∣∣ǫ0,−,p = th(p).
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In particular, if 0 ≤ ς + s/h(p) < 1 then Ψs(p) = (ς + s/h(p), ξ, x); that is, h(p)−1 is the
local change of speed of the original flow Φt. It follows that
Sp(t) =
∫ t
0
h(Φs(p)) ds.
By (9.4), Lemma 6.2, and the fact that h(p) ≥ λu − ǫ0 for almost all p, we have for any
t ≥ 0 that
(λu − ǫ0)t ≤ Sp(t) ≤ a(p) + b0(t+ 1) (9.7)
where
a(ς, ξ, x) = log(L(ξ, x)2D(ξ)c1), b0 = λ
u + 3ǫ0.
We claim
Claim 9.5.
∫
h(ξ, x) dµ(ξ, x) <∞.
Proof. Consider 0 6= w ∈ Euξ (x). We have(
|||Dxfξw|||
u
ǫ0,−,F (ξ,x)
)2
= ‖Dfξw‖
2 +
∑
n≤−1
‖Dfn+1ξ w‖
2e−2λ
un−2ǫ0|n|
= ‖Dxfξw‖
2 + e2λ
u−2ǫ0
∑
ℓ≤0
‖Df ℓξw‖
2e−2λ
uℓ−2ǫ0|ℓ|

= ‖Dxfξw‖
2 + e2λ
u−2ǫ0
(
|||w|||uǫ0,−,(ξ,x)
)2
and since ‖w‖2 ≤
(
|||w|||
u
ǫ0,−,(ξ,x)
)2
, we have(
|||Dxfξw|||
u
ǫ0,−,F (ξ,x)
)2
(
|||w|||
u
ǫ0,−,(ξ,x)
)2 ≤ ‖Dfξ↾Euξ (x)‖2 + e2λu−2ǫ0 ≤ ‖Dfξ‖2 + e2λu−2ǫ0 .
Recall
∫
log+ (|fξ|C1) dν(ξ) <∞ by hypothesis (IC). The claim follows as∫
log
(
|fξ|
2
C1 + e
2λu−2ǫ0
)
dν(ξ) <∞. 
From Claim 9.5 it follows thatΨs : Y → Y preserves a probability measure ωˆ given by
dωˆ(ς, ξ, x) = 1∫
h(ξ,x) dµ(ξ,x)
h(ξ, x) dµ(ξ, x) dς.
Observe that ωˆ and ω are equivalent measures. Furthermore, since the σ-algebras of Φt-
and Ψs-invariant sets coincide it follows that Ψs is ωˆ-ergodic.
9.4. Decreasing subalgebras, conditional measures, and the martingale convergence
argument. We write S ⊂ BY and Sˆ ⊂ B[0,1)×Ω, respectively, for the completions of
B[0,1) ⊗F and B[0,1) ⊗ Fˆ . Note that we have
Φt(S) ⊂ S, Θt(Sˆ) ⊂ Sˆ
for all t ≥ 0 whence S and Sˆ are decreasing σ-algebras for the respective flows. In
particular, the map
Y × [0,∞)→ (Y,S, ω) , (p, t) 7→ Φ−t(p) (9.8)
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is S ⊗ B[0,∞)-measurable. Thus the backwards flow Φ
−t, t ≥ 0 induces a measurable
semi-flow on the factor space (Y,S, ω).
As discussed in Remark 9.1 the past dynamics ξ 7→ fnξ , n ≤ 0 is Fˆ -measurable and thus
the unstable spaces Euξ (x) and family of one-sided norms |||·|||
u
ǫ0,−,(ξ,x)
are F -measurable.
Furthermore, as the extension of the norms |||·|||uǫ0,−,(ξ,x) to Y in (9.3) involves only the
past dynamics and a single future iterate fξ, it follows that the family of one-sided norms
|||·|||
u
ǫ0,−,p
on Y are S-measurable. It follows that, restricted to the past, the cocycle defining
the time change
Y × [0,∞)→ [0,∞), (p, t) 7→ Sp(−t)
is S ⊗ B[0,∞)-measurable. Thus, the backwards time-changed flow Ψ
−s, s ≥ 0, given
by Ψ−s(p) = ΦS
−1
p (−s)(p), induces a measurable semi-flow on (Y,S, ω). In particular,
Ψs(S) ⊂ S for s ≥ 0.
Givenm ∈ R define the sub-σ-algebra on Y by
Sm := Ψm(S) = {Ψm(C) : C ∈ S}.
From the above discussion, we have the following.
Claim 9.6. For m ≤ ℓ we have Sℓ ⊂ Sm. In particular, {Sm}m≥0 defines a decreasing
filtration on (Y, ωˆ).
As usual, we write S∞ =
⋂∞
m=0 S
m.
9.4.1. Families of conditional measures. We fix once and for all a measurable partition2 of
Ω into atoms of Fˆ and an induced family of conditional probabilities {νFˆξ }ξ∈Ω. Since in
Theorem 4.10 we assume the map ξ 7→ µξ is Fˆ -measurable, defining a family of measures
{µF(ξ,x)}(ξ,x)∈X by
dµF(ξ,x)(η, y) := dν
Fˆ
ξ (η)δx(y),
it follows that {µF(ξ,x)} defines a family of conditional measures induced by F . For p =
(ς, ξ, x) ∈ Y we write ωSp = δς × µ
F
(ξ,x). Then {ω
S
p }p∈Y is a family of conditional
measures of ω induced by S.
By a slight abuse of notation, for p = (ς, ξ, x) we may consider ωSp as measures on Ω
by declaring
dωSp (η) = dω
S
p (ς, η, x).
This identifies ωSp (η) with ν
Fˆ
ξ . In particular, if q = (ς, ξ, y), then under this identification
we have ωSp = ω
S
q .
Recall that ω and ωˆ are equivalent measures; moreover
dωˆ
dω
(ς, ξ, x) =
1∫
h dω
h(ς, ξ, x)
where h is the speed change in (9.6). Thus, defining
dωˆSp (q) :=
h(q)∫
h dωSp
dωSp (q)
it follows that {ωˆSp }p∈Y defines a family of conditional measures for ωˆ induced by S. As
h : Y → R is S-measurable, we may take
ωˆSp = ω
S
p .
2 Recall that given a sub-σ-algebra A of a Lebesgue probability space (Ω,B, µ), there is a unique (up to a.s.
equivalence) measurable partition α, called the partition into atoms. If {µαω} denotes a family of conditional
measures induced by the partition α then E(f | A)(ω) =
∫
f dµαω .
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9.4.2. Martingale convergence argument. Consider any bounded measurable g : Y → R.
As ωˆ is Ψs-invariant, we have form ∈ R∫
g(Ψm(q)) d
(
ωSΨ−m(p)
)
(q) =
∫
g(Ψm(q)) d
(
ωˆSΨ−m(p)
)
(q) (9.9)
=
∫
g(q′) d
(
(Ψm)∗ ωˆ
S
Ψ−m(p)
)
(q′) (9.10)
⊜ Eωˆ(g | S
m)(p). (9.11)
where the first two equalities hold everywhere by definition and the last equality holds as
almost-everywhere defined functions.
The right-hand side of (9.11) defines a reverse Martingale with respect the decreasing
filtration Sm on (Y, ωˆ). By the convergence theorem for reverse martingales, along any
discrete subsequence ofmj ∈ [0,∞) we have, almost surely, that
E(g | Smj )(p)→ E(g | S∞)(p).
On the other hand, given any m and any p ∈ Y , writing Ψ−m(p) = (ς, ξ, x), for all
ε < (λu − ǫ0)
−1(1− ς)
(Ψε)∗ωˆ
S
Ψ−m(p) = ωˆ
S
Ψ−m+ε(p).
It follows that the sample paths defined by (9.10) are constant on half-open intervals whose
lengths are at least (λu−ǫ0)
−1. Taking a discrete subgroup with gaps less than (λu−ǫ0)
−1
it follows that for almost every p ∈ Y , the left-hand side of (9.9) converges to E(g |
S∞)(p) asm→∞.
9.5. Stopping times and bi-Lipschitz estimates. Given p = (ς, ξ, x) ∈ Y , δ > 0, ε > 0
andm ∈ R define
τp,δ,ε(m) := sup
{
ℓ ∈ R :
∣∣∣∣∣∣DΦm↾Es(p)∣∣∣∣∣∣sǫ0,±,p · ∣∣∣∣∣∣DΦℓ↾Eu(Φm(p))∣∣∣∣∣∣uǫ0,±,Φm(p) δ ≤ ε}
and
Lp,δ,ε(m) = m+ τp,δ,ε(m).
Note that τp,δ,ε : R → R and Lp,δ,ε : R → R are increasing homeomorphisms. In fact
we have the following.
Lemma 9.7. Lp,δ,ε and τp,δ,ε are bi-Lipschitz with constants uniform in p, δ, ε. In partic-
ular, for ℓ ≥ 0
−λs − 3ǫ0
λu + ǫ0
ℓ ≤ τp,δ,ε(m+ ℓ)− τp,δ,ε(m) ≤
−λs + 3ǫ0
λu − ǫ0
ℓ (9.12)
λu − λs − 2ǫ0
λu + ǫ0
ℓ ≤ Lp,δ,ε(m+ ℓ)− Lp,δ,ε(m) ≤
λu − λs + 2ǫ0
λu − ǫ0
ℓ (9.13)
Proof. Write τp = τp,δ,ε. By definition we have∣∣∣∣∣∣∣∣∣DΦτp(m+ℓ)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣−1
ǫ0,±
·
∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣DΦm+ℓ↾Es(p)∣∣∣∣∣∣ǫ0,± · δ = ε. (9.14)
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As τp(m + ℓ) ≥ τp(m), we bound the product of the first two terms of the left-hand
side of (9.14) by
exp((λu − ǫ0)(τp(m+ ℓ)− τp(m)))
≤
∣∣∣∣∣∣∣∣∣DΦτp(m+ℓ)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣−1
ǫ0,±
≤ exp((λu + ǫ0)(τp(m+ ℓ)− τp(m)))
To bound the remaining terms of (9.14) first note that∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
=
∣∣∣∣∣∣∣∣∣DΦτp(m)+ℓ↾Eu(Φm(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣DΦℓ↾Eu(Φm(p))∣∣∣∣∣∣−1ǫ0,±
=
∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣∣∣∣DΦℓ↾Eu(Φm+τp(m)(p))∣∣∣∣∣∣∣∣∣ǫ0,± · ∣∣∣∣∣∣DΦℓ↾Eu(Φm(p))∣∣∣∣∣∣−1ǫ0,± .
We have
e−2ǫ0ℓ ≤
∣∣∣∣∣∣∣∣∣DΦℓ↾Eu(Φm+τp(m)(p))∣∣∣∣∣∣∣∣∣ǫ0,± · ∣∣∣∣∣∣DΦℓ↾Eu(Φm(p))∣∣∣∣∣∣−1ǫ0,± ≤ e2ǫ0ℓ.
whence it follows that
e−2ǫ0ℓ ≤
∣∣∣∣∣∣DΦτp(m)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣ǫ0,±∣∣∣∣∣∣DΦτp(m)↾Eu(Φm(p))∣∣∣∣∣∣ǫ0,± ≤ e2ǫ0ℓ.
As
exp((λs − ǫ0)ℓ)ε
≤
∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣DΦm+ℓ↾Es(p)∣∣∣∣∣∣ǫ0,± · δ
≤ exp((λs + ǫ0)ℓ)ε
we have
exp((λs − 3ǫ0)ℓ)ε
≤
∣∣∣∣∣∣∣∣∣DΦτp(m)↾Eu(Φm+ℓ(p))∣∣∣∣∣∣∣∣∣
ǫ0,±
·
∣∣∣∣∣∣DΦm+ℓ↾Es(p)∣∣∣∣∣∣ǫ0,± · δ.
≤ exp((λs + 3ǫ0)ℓ)ε.
Reassembling (9.14) we have
exp
(
(λu − ǫ0)(τp(m+ ℓ)− τp(m))
)
exp((λs − 3ǫ0)ℓ)ε ≤ ε
and
exp
(
(λu + ǫ0)(τp(m+ ℓ)− τp(m))
)
exp((λs + 3ǫ0)ℓ)ε ≥ ε
hence
−λs − 3ǫ0
λu + ǫ0
ℓ ≤ τp(m+ ℓ)− τp(m) ≤
−λs + 3ǫ0
λu − ǫ0
ℓ
proving (9.12).
We derive (9.13) from (9.12) noting
−λs − 3ǫ0
λu + ǫ0
ℓ+ ℓ ≤ L(m+ ℓ)− L(m) ≤
−λs + 3ǫ0
λu − ǫ0
ℓ+ ℓ. 
Let Leb denote the Lebesgue measure on R. We have the following fact.
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Claim 9.8. Let g : R→ R be a bi-Lipschitz homeomorphism with
a|y − x| ≤ |g(y)− g(x)| ≤ b|y − x|.
Then g∗ Leb≪ Leb≪ g∗ Leb and a ≤
dLeb
dg∗ Leb
≤ b.
9.6. Dichotomy for invariant subspaces. For this and the following subsection, we re-
turn to the skew product F : X → X . In this section we establish the following dichotomy
forDF -invariant subbundles of TX . Let F : X → X and µ be as in Theorem 4.10. Con-
sider a µ-measurable line field V ⊂ TX . Write Vξ(x) ⊂ TxM for the family of subspaces
with
V(ξ, x) = {ξ} × Vξ(x).
The measurability of V with respect to a sub-σ-algebra of X is the measurability of the
function (ξ, x) 7→ Vξ(x) with the standard Borel structure on TM . We say V is DF -
invariant if for µ-a.e. (ξ, x) ∈ X
DF(ξ,x)V(ξ, x) = V(F (ξ, x)) or DxfξVξ(x) = Vθ(ξ)(fξ(x)).
Recall that F in Theorem 4.10 is an decreasing sub-σ-algebra; that is, F (F) ⊂ F . We
write F∞ for the smallest σ-algebra containing
⋃
n≥0 F
−n(F). We similarly define Fˆ∞.
(We remark that in the case that Fˆ is the σ-algebra of local unstable sets in Section 4.3,
Fˆ∞ and F∞ are, respectively, the completions of the Borel algebras on Σ and Σ×M .)
Recall we write {νFˆξ }ξ∈Ω for a family of conditional probabilities induced by Fˆ .
Lemma 9.9. Let µ and F be as in Theorem 4.10. Then
(1) the line field (ξ, x) 7→ Esξ (x) is F∞-measurable;
(2) for any DF -invariant, F∞-measurable line field V ⊂ TX either (ξ, x) 7→ Vξ(x)
is F -measurable, or
for ν-a.e. ξ, µξ-a.e. x, and ν
Fˆ
ξ -a.e. η, Vξ(x) 6= Vη(x). (9.15)
Recall the family of conditionalmeasures {µF(ξ,x)} induced byF is defined by dµ
F
(ξ,x)(η, y) =
dνFˆξ (η) × δx(y). Thus, for ν-a.e. ξ, and µξ-a.e. x, Vη(x) is defined for ν
Fˆ
ξ a.e. η and the
comparison (9.15) is well defined a.e.
Proof. To see (1) we recall that ξ 7→ f−nξ is Fˆ-measurable for all n ≥ 0. Then
ξ 7→ fnξ =
(
f−nθn(ξ)
)−1
is θ−n(Fˆ)-measurable. It follows that ξ 7→ fnξ is Fˆ∞-measurable for all n ≥ 0. Since
Esξ (x) depends only on f
n
ξ for n ≥ 0, we have
(ξ, x) 7→ Esξ (x) =
{
v ∈ TxM | lim
n→∞
1
n
|Dfnξ (v)| < 0
}
is F∞-measurable.
To prove (2) let P denote the measurable partition of X into level sets of (ξ, x) 7→
Vξ(x). We assume (9.15) fails:
µ
{
(ξ, x) | µF(ξ,x)(P(ξ, x)) > 0
}
= µ
{
(ξ, x) | νFˆξ
{
η | Vξ(x) = Vη(x)
}
> 0
}
> 0.
(9.16)
From (9.16) we will deduce F -measurability of (ξ, x) 7→ Vξ(x).
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Let Fn := F
−n(F) and write {µFn(ξ,x)} for a corresponding family of conditional mea-
sures. Also write Fˆn := θ
−n(Fˆ).
For each (ξ, x) ∈ X define
φn(ξ, x) := µ
Fn
(ξ,x)(P(ξ, x)).
We have
φn(ξ, x) = EµF
(ξ,x)
(1P(ξ,x)(·) | Fn)(ξ, x) = EνFˆ
ξ
(1P(ξ,x)(·, x) | Fˆn)(ξ).
Consider any (ξ, x) with µF(ξ,x)(P(ξ, x)) > 0 and such that V is F∞-measurable modulo
µF(ξ,x). For η ∈ Ω define
ψn(η) := EνFˆ
ξ
(1P(ξ,x)(·, x) | Fˆn)(η).
Then ψn(η) is a martingale (with filtration Fˆn on the measure space (Ω,BΩ, ν
Fˆ
ξ )) whence
(using the F∞-measurability of V)
ψn(η)→ EνFˆ
ξ
(1P(ξ,x)(·, x) | Fˆ∞)(η) = 1P(ξ,x)(η, x)
νFˆξ -a.s. as n→∞. In particular, for µ
F
(ξ,x)-a.e. (η, x) ∈ P(ξ, x)
φn(η, x)→ 1
as n→∞. It follows from (9.16) that
µ {(ξ, x) ∈ X | φn(ξ, x) 7→ 1 as n→∞} > 0. (9.17)
The F -measurability of (ξ, x) 7→ Vξ(x) is equivalent to the assertion that
µ{(ξ, x) | φ0(ξ, x) = 1} = 1.
Since Fn∗ (µ
Fn
(ξ,x)) = µ
F
Fn(ξ,x), V is DF -invariant, and (ξ, x) 7→ Dxf
n
ξ is Fn-measurable,
we have that φ0(F
n(ξ, x)) = φn(ξ, x). The ergodicity and F -invariance of µ and (9.17)
then imply that φ0 ≡ 1 on a set of full measure completing the proof. 
9.7. Sets of good angles, geometry of intersections, and bounds on distortion. We re-
mark that in this section, all estimates are with respect to the background Riemannian
metric on M . Let X1 ⊂ X denote the full µ-measure subset such that E
u/s
ξ (x) is de-
fined and W
u/s
ξ (x) is an injectively immersed curve tangent to E
u/s
ξ (x). Furthermore,
assume the affine parameters and corresponding parametrizations Iu/s in (6.4) are defined
onW
u/s
ξ (x) for every (ξ, x) ∈ X1. Given γ1 > 0, let Λ(γ1) ⊂ X1 denote the set of points
where
∠
(
Esξ (x), E
u
ξ (x)
)
> γ1.
Given 0 < γ2 < γ1/2 and (ξ, x) ∈ Λ(γ1) define Aγ2(ξ, x) to be the set of η ∈ Ω with
(1) (η, x) ∈ X1
(2) ∠
(
Esξ (x), E
s
η(x)
)
> γ2, and
(3) ∠
(
Euξ (x), E
s
η(x)
)
> γ2.
As µ(X1) = 1, as remarked in the previous section, for almost every (ξ, x) we have
(η, x) ∈ X1 for ν
Fˆ
ξ -a.e. η. For 0 < a < 1 we define the set Aγ1,γ2,a ⊂ Λ(γ1) by
Aγ1,γ2,a :=
{
(ξ, x) ∈ Λ(γ1) | ν
Fˆ
ξ (Aγ2(ξ, x)) > a
}
.
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From Lemma 9.9 we obtain the following.
Lemma 9.10. Assume that (ξ, x) 7→ Esξ (x) is not F -measurable. Then for any α > 0 and
0 < a < 1 there exists γ1 > 0 and γ2 > 0 with
µ(Aγ1,γ2,a) > 1− α.
Fix a uniform ρ0 > 0 to be smaller than the injectivity radius ofM and given x ∈ M
let
expx : B(ρ0) ⊂ TxM →M
denote the exponential map. We recall that for every (ξ, x) ∈ X1 we have selected
vu(ξ, x) ∈ Euξ (x) and v
s(ξ, x) ∈ Esξ (x) such that (ξ, x) 7→ v
u(ξ, x) is F -measurable
and (ξ, x) 7→ vs(ξ, x) is µ-measurable.
By Lusin’s theorem, there is a compact subset Λ2 ⊂ X1, of measure arbitrarily close to
1, on which the family of parametrized stable and unstable manifolds
(ξ, x) 7→ Iσ(ξ,x)
vary continuously in the C1 topology on the space of embeddings C1([−r, r],M) for
σ = {s, u} and all 0 < r < 1.
Given x ∈ M , a subspace V ⊂ TxM , and 0 < γ < π we denote by Cγ(V ) the open
cone of angle γ around the subspace V . We have the following.
Lemma 9.11. Given any γ > 0, there exist rˆ1, rˆ0 > 0 such that for all (ξ, x) ∈ Λ2 and all
(ξ, y) ∈ Λ2 with d(x, y) < rˆ0
(1) exp−1x
(
Wuξ,rˆ1(x)
)
⊂ Cγ
(
Euξ (x)
)
;
(2) exp−1x
(
W sξ,rˆ1(x)
)
⊂ Cγ
(
Esξ (x)
)
;
(3) exp−1x
(
W sξ,rˆ1(y)
)
⊂ Cγ
(
Esξ (x)
)
+ exp−1x (y).
Fix ǫ1 = ǫ0/10. Fix a family of Lyapunov charts φ(ξ, x) with corresponding function
ℓ : X → [1,∞) and retain all related notation from Section 6.1.2. Let Λ3 ⊂ Λ2 be a set on
which ℓ is bounded above by ℓ0 and such that there exist 0 < r˜0 and 0 < r˜1 such that for
(ξ, x) ∈ Λ3,
(1) W sξ,r˜1(x) ⊂ V
s(ξ, x) where V s(ξ, x) is the local stable manifold built in Theorem
6.4;
(2) the diameters ofW sξ,r˜1(x) andW
u
ξ,r˜1
(x) are less that
ℓ−30 e
−λ0−ǫ1
10k0
;
(3) if (ξ, x), (ξ, y) ∈ Λ0 with d(x, y) ≤ r˜0 then
φ(ξ, x)
(
W sξ,r˜1(y)
)
is the graph of a 1-Lipschitz function gx,y : D ⊂ R
s → Ru(ℓ−10 e
−λ0−ǫ1) for some
D ⊂ Rs(ℓ−10 e
−λ0−ǫ1).
Note, in particular, for (ξ, x) and (ξ, y) above that W sξ,r˜1(y) is in the domain of the chart
φ(ξ, x). We may take µ(Λ3) arbitrarily close to µ(Λ2).
Appealing repeatedly to Lusin’s theorem, and standard estimates in the construction of
stable and unstable manifolds, we may choose parameters satisfying the following. See
Figure 1. (Note that in our application of Figure 1 we haveWuξ (x) = W
u
η (x).)
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FIGURE 1. Lemma 9.12.
Lemma 9.12. For every 0 < γ1, 0 < γ2 < γ1/2, and Λ3 ⊂ Λ2 ⊂ Λ(γ1) as above
there exist a subset Λ′ ⊂ Λ3 with µ(Λ
′) arbitrarily close to µ(Λ3), positive constants
r0 < r˜0, r1 < r˜1, and constants C1, C2, C3, D1 > 1, with the following properties.
For (ξ, x) ∈ Λ′ we have
(a) 1C2 d(x,w) ≤ ‖H
u
(ξ,x)(w)‖ ≤ C2d(x,w) for all w ∈W
u
ξ,r1
(x).
(b) 1C2 d(x,w
′) ≤ ‖Hs(ξ,x)(w
′)‖ ≤ C2d(x,w
′) for all w′ ∈ W sξ,r1(x).
For (ξ, x), (ξ, y) ∈ Λ′ with d(x, y) < r0
(c) W sξ,r1(x) ∩ W
u
ξ,r1
(y) is a singleton {z} and the intersection is uniformly trans-
verse;
furthermore, if η ∈ Aγ2(ξ, x) and (η, y), (η, x) ∈ Λ
′
(d) Wuξ,r1(x) ∩W
s
η,r1(y) is a singleton {v} and the intersection is uniformly trans-
verse, and
(e) if D1 · ‖H
u
(ξ,y)(z)‖ ≤ ‖H
s
(ξ,x)(z)‖ then
1
C3
‖Hs(ξ,x)(z)‖ ≤ ‖H
u
(ξ,x)(v)‖ ≤ C3‖H
s
(ξ,x)(z)‖.
Additionally, we have a uniform bound C1 so that for (ξ, x) ∈ Λ
′ and w ∈Wuξ,r1(x)
(f)
1
C1
≤ ‖Dxf
−n
ξ ↾TxWuξ,r1(x)
‖ · ‖Dwf
−n
ξ ↾TwWuξ,r1(x)
‖−1 ≤ C1 for all n ≥ 0
and for (ξ, y) ∈ Λ′ with d(x, y) < r0 and z as in (c)
(g)
1
C1
≤ ‖Dxf
n
ξ ↾TxWuξ,r1(x)
‖ · ‖Dzf
n
ξ ↾TzWuξ,r1(y)
‖−1 ≤ C1 for all n ≥ 0.
Proof. Conclusions (a)–(d) follow simply from the C1 topology and Luzin’s theorem.
For (e), we work in the exponential chart at x. By the law of sines, given fixed γ1 and
γ2, we pick a sufficiently small γ > 0 so that if yˆ ∈ Cγ(E
s
ξ (x)) then there exists Cˆ > 1
with
d(0, yˆ)
Cˆ
≤ max{d(0, v) : v ∈ Cγ(E
u
ξ (x)) ∩ Cγ(E
s
η(x)) + yˆ} < Cˆd(0, yˆ)
We then obtain (e) from the uniform Lipschitz bounds on the exponential map and the
affine parameters. See Figure 1.
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The estimates (f) and (g) follow from the fact that the pairs f−nξ (x) and f
−n
ξ (w), f
n
ξ (x)
and fnξ (z), andDxf
n
ξ (TxW
u
ξ,r1
(x)) andDzf
n
ξ (TzW
u
ξ,r1
(y)) are exponentially asymptotic
while |fξ|C1 , Lip(Df
n
ξ ), and the Lipschitz constants for the variation of the tangent spaces
to f−nξ (W
u
ξ,r(x)) grow sub-exponentially for ξ ∈ Ω0 and (ξ, x) satisfying Proposition
6.5. 
The following lemma will be needed in Claim 10.3 below.
Lemma 9.13. Take (ξ, x) ∈ Λ′ and (ξ, y) ∈ Λ′ with d(x, y) < r0, and set z =W
s
ξ,r1
(x)∩
Wuξ,r1(y) and w = W
s
ξ,r1
(y) ∩Wuξ,r1(x). Let Γ ⊂ W
s
ξ,r1
(y) be the curve with endpoints
w and y. Let n ≥ 0 be such that∣∣∣φ(F−j(ξ, x))(f−jξ (z))∣∣∣ ≤ e−λ0−ǫ1ℓ−10 e−ǫ1j10
for all 0 ≤ j ≤ n. Then f−nξ (Γ) is in the domain of φ(F
−n(ξ, x)) and
φ(F−n(ξ, x))(f−nξ (Γ))
is the graph of a 1-Lipschitz function
g : Dˆ ⊂ Rs → Ru(e−λ0−ǫ1ℓ(F−n(ξ, x))−1)
for some Dˆ ⊂ Rs(e−λ0−ǫ1ℓ(F−n(ξ, x))−1).
Proof. We prove by induction on n. For n = 0 the conclusion follows from hypotheses
and the choice of Λ3. For n ≥ 1, assume
φ(F−(n−1)(ξ, x))(f
−(n−1)
ξ (Γ))
is the graph of a 1-Lipschitz function g : D ⊂ Rs → Ru(ℓ(F−(n−1)(ξ, x))−1e−λ0−ǫ1) for
some D ⊂ Rs(e−λ0−ǫ1ℓ(F−(n−1)(ξ, x))−1). From Lemma 6.3 it follows that f−nξ (Γ) is
in the domain of φ(F−n(ξ, x)) and
φ(F−n(ξ, x))(f−nξ (Γ))
is the graph of a 1-Lipschitz function gˆ : Dˆ ⊂ Rs → Ru(e−λ0−ǫ1ℓ(F−n(ξ, x))−1) for
some Dˆ ⊂ Rs(ℓ(F−n(ξ, x))−1). By the hypothesis, we have that f−nξ (z) is contained in
the domain of φ(F−n(ξ, x)). We have
d(f−nξ (y)), (f
−n
ξ (z))) ≤ ℓ0k0e
n(−λu+2ǫ1) ℓ
−3
0 e
−λ0−ǫ1
10k0
≤ en(−λ
u+2ǫ1)
1
10
ℓ−20 e
−λ0−ǫ1
Thus,∣∣∣φ(F−n(ξ, x))(f−nξ (y))− φ(F−n(ξ, x))(f−nξ (z))∣∣∣ ≤ ℓ0enǫ1en(−λu+2ǫ1) 110ℓ−20 e−λ0−ǫ1
≤
1
10
ℓ(F−n(ξ, x))−1e−λ0−ǫ1
hence,∣∣∣φ(F−n(ξ, x))(f−nξ (x))− φ(F−n(ξ, x))(f−nξ (y))∣∣∣ ≤ 210ℓ(F−n(ξ, x))−1e−λ0−ǫ1 .
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Similarly,∣∣∣φ(F−n(ξ, x))(f−nξ (x)) − φ(F−n(ξ, x))(f−nξ (w))∣∣∣ ≤ 110ℓ(F−n(ξ, x))−1e−λ0−ǫ1
hence Dˆ ⊂ Rs(e−λ0−ǫ1ℓ(F−n(ξ, x))−1). 
Under the hypotheses of Lemma 9.13, if F−n(ξ, x) ∈ Λ′ and F−n(ξ, y) ∈ Λ′ then
φ(F−n(ξ, x))(Γ) and
φ(F−n(ξ, x))
(
Wuθ−n(ξ),r1
(
f−nξ (x)
))
have at most one point of intersection. Thus we have the following corollary.
Corollary 9.14. For n satisfying the hypotheses of Lemma 9.13, if F−n(ξ, x) ∈ Λ′,
F−n(ξ, y) ∈ Λ′, and d(f−nξ (x), f
−n
ξ (y)) ≤ r0 then
W sθ−n(ξ),r1
(
f−nξ (y)
)
∩Wuθ−n(ξ),r1
(
f−nξ (x)
)
= f−nξ (w).
Remark 9.15. In the case that Ω = Σ, recall that the stable line fields, stable manifolds,
and corresponding affine parameters are defined using only the forwards itinerary. As
fnη = f
n
ξ for all η ∈ Σ
−
loc(ξ) and n ≥ 0, it follows that we may choose v
s(ξ, x) and the
corresponding parametrizations Is(ξ,x) of the stable manifolds to be constant on sets of the
formΣ−loc(ξ)×{x} and thus induce corresponding objects v
s(ω, x) and Is(ω,x) for the one-
sided skew product on Σ+ ×M . We may then take Λˆ
s ⊂ Σ+ ×M of (νˆ
N × µˆ)-measure
arbitrarily close to 1 so that on Λˆs the parametrized stable manifolds
(ω, x) 7→
(
t 7→ Is(ω,x) (tv
s(ω, x))
)
vary continuously in the space of C1-embeddings [−r, r] → M for all sufficiently small
0 < r < 1.
Let π+ : Σ→ Σ+ be the natural projection. We may modify parts (c)–(e), (g) of Lemma
9.12 as follows: Choose Λ′ in Lemma 9.12 so that if (ξ, x) ∈ Λ′ then (π+(ξ), x) ∈ Λˆ
s.
Then the constants can be chosen so that:
Lemma 9.12’. For (ξ, x) ∈ Λ′, (ζ, y) ∈ Λ′ with π+(ζ) = π+(ξ) and d(x, y) < r0
(c’) W sξ,r1(x) ∩W
u
ζ,r1
(y) is a singleton {z} and the intersection is uniformly trans-
verse;
furthermore, if η ∈ Aγ2(ξ, x), η
′ ∈ Σ is such that π+(η
′) = π+(η) and (η
′, y), (η, x) ∈ Λ′
then
(d’) Wuξ,r1(x) ∩W
s
η′,r1
(y) is a singleton {v} and the intersection is uniformly trans-
verse, and
(e’) if D1 · ‖H
u
(ζ,y)(z)‖ ≤ ‖H
s
(ξ,x)(z)‖ then
1
C3
‖Hs(ξ,x)(z)‖ ≤ ‖H
u
(ξ,x)(v)‖ ≤ C3‖H
s
(ξ,x)(z)‖.
Additionally, for x, y, z as above we have uniform bounds
(g’)
1
C1
≤ ‖Dxf
n
ξ ↾TxWuξ,r1(x)
‖ · ‖Dzf
n
ζ ↾TzWuζ,r1(y)
‖−1 ≤ C1 for all n ≥ 0.
Note that in (g’), we have fnξ = f
n
ζ for all n ≥ 0.
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10. PROOF OF PROPOSITION 7.1
Given the skew-productF : X → X and µ satisfying (IC), we have λs < 0 < λu given
by the hyperbolicity ofDF and ǫ0 < min{1, λ
u/200,−λs/200} fixed in Section 6.1. We
recall the family µ(ξ,x) introduced in Section 6.5. Recall that our goal is to prove for such
measures that the measurable sets Gε and G in Proposition 7.1 have positive µ-measure
(for some fixedM and all sufficiently small ε). This will be shown in Section 10.4.
We define X0 ⊂ X1 ⊂ X to be the full µ-measure, F -invariant subset of Ω0 × M
where all propositions from Section 6 hold and such that the stable and unstable mani-
folds, Lyapunov norms, affine parameters, and the parametrizations Iu/s are defined. We
also assume that for (ξ, x) ∈ X0 the measures µξ, µ
u
(ξ,x), µ
s
(ξ,x), and µ(ξ,x) are defined
and satisfy F∗µξ = µθ(ξ), F∗µ
u/s
(ξ,x) ≃ µ
u/s
F (ξ,x), and
(
IuF (ξ,x)
)−1
◦ F ◦ Iu(ξ,x)(µ(ξ,x)) ≃
µF (ξ,x). We further assume µ(ξ,x) contains 0 in its support. We further take X0 so that
for (ξ, x) ∈ X0 and ν
Fˆ
ξ -a.e. η ∈ Ω we have f
n
ξ = f
n
η for all n ≤ 0; for such η we have
Wuξ (x) = W
u
η (x), and corresponding equality of affine parameters, parametrizations I
u,
and measures µ(ξ,x) = µ(η,x). Finally, we assume that if (ξ, x) ∈ X0 then µξ(X0) = 1
and µF(ξ,x)(X0) = ν
Fˆ
ξ ({η : (η, x) ∈ X0}) = 1.
Write Y0 = [0, 1)×X0.
10.1. Choice of parameters and sets. We pick any
(A.) 0 < β < 1 such that
1 + β
1− β
<
λu − λs − 2ǫ0
−λs + ǫ0
;
and fix the following constants for the remainder
(B.) κ1 =
λu − λs − 2ǫ0
λu + ǫ0
; κ2 =
λu − λs + 2ǫ0
λu − ǫ0
;
(C.) α0 =
1
2
−
1
2
(1 + β)(−λs + ǫ0)
(1 − β)(λu − λs − 2ǫ0)
;
(D.) α =
(
κ1α0
5(κ1 + κ2)
)
.
Note α0 > 0 by the choice of β.
Recall that the measures ω and ωˆ are equivalent. We select
(E.) N0 such that ω
{
p : 1N0 ≤
dωˆ
dω
(p) ≤ N0
}
> 1− α/2.
(F.) By Lusin’s Theorem, we may choose a compact subsetK0 ⊂ Y0 ⊂ Y with ω- and
ωˆ-measure sufficiently close to 1 on which
i) the frames for the stable and unstable subbundles p 7→ vsp, p 7→ v
s
p defined in
Section 6.2.1;
ii) the stable and unstable manifolds parametrized by (6.4);
iii) all Lyapunov norms defined in Section 9.2.1;
iv) the families of measures ωp
vary continuously.
We may also assume the functions a(p) in (9.7) and Lˆ(p) in Proposition 9.4 are
bounded on K0, respectively, by by a0 and Lˆ. Finally, we may assume there is a
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L1 > 1 so that for p = (ς, ξ, x) ∈ K0 and y ∈ W
s
(ς,ξ),1(x), writing (ςt, ξt, xt) =
Φt(p), and (ςt, ξt, yt) = Φ
t(ς, ξ, y), for any t ≥ 0
d(xt, yt) ≤ L1e
t(λs+ǫ0)d(x, y).
(G.) LetM0 > 1 denote the maximal ratio of all Lyapunov and Riemannian norms on
K0:
M0 = sup
p=∈K0
sup
06=v∈TxM

(
|||v|||ǫ0,±,p
|||v|||ǫ0,−,p
)±1
,
(
|||v|||ǫ0,±,p
‖v‖
)±1
,
(
|||v|||ǫ0,−,p
‖v‖
)±1 .
(H.) As discussed in Section 9.7, fix ǫ1 < ǫ0/10, a function ℓ : X → [1,∞) and a
family of Lyapunov charts φ(ξ, x). Let ℓ0 > 1 be such that ℓ(ξ, x) ≤ ℓ0 for
(ξ, x) ∈ Λ3 where Λ3 is as in Section 9.7.
(I.) By Lemma 9.10, we pick γ1, γ2 so that µ(Aγ1,γ2,.9) > 1−α.We fixC1, C2, C3 >
1, 0 < r0, r1 < 1, D1 > 1 and Λ
′ ⊂ Λ3 with measure sufficiently close to 1
satisfying Lemma 9.12. We write A = [0, 1)× Aγ1,γ2,.9 and for p = (ς, ξ, x) ∈
Y0, Aγ2(p) = Aγ2(ξ, x).
(J.) Take rˆ = min{r0/(2C2), r1}.
(K.) Set Tˆ = log(LˆM20C
3
1 )/(λ
u − ǫ0).
Fix a compact set Λ′′ ⊂ Y0 andD0 > 0 such that for p ∈ Λ
′′ and t ∈ [−Tˆ , Tˆ ]
D−10 ≤ ‖DΦ
t↾Eu(p)‖ ≤ D0.
(L.) We fix a compact Ω′ ⊂ Ω with ν(Ω′) sufficiently close to 1 and such that for all
j ∈ Z with |j| ≤ Tˆ + 1 we have ξ 7→ θj(ξ) and ξ 7→ f jξ are continuous when
restricted to Ω′. Consider qn ∈ [0, 1)×Ω
′×M converging to q ∈ [0, 1)×Ω′×M ,
and let tn be a sequence with |tn| ≤ Tˆ , tn → t and Φ
tn(qn) ∈ [0, 1−a]×Ω×M
for all n and some a > 0. It then follows that Φtn(qn) converges to Φ
t(q).
(M.) The above choices can be made so that setting
K := K0 ∩ Λ
′′ ∩
(
[0, 1)× Λ′
)
∩
(
[0, 1)× Ω′ ×M
)
we may ensure
ω(K) > 1−
α
10
and ωˆ(K) > 1−
α
40N0
(10.1)
(N.) Fix αˆ =
α
40N0
. Let U ⊂ Y be any open set to be specified later with ωˆ(U) < αˆ.
We have ωˆ(K r U) > 1− α20N0 .
Recall if ψ : Y → [0, 1] is ω-measurable with
∫
ψ dω > 1− ab then
ω{p : ψ(p) > 1− a} > 1− b. (10.2)
Recall that we have the filtration {Sm : m ∈ R} on (Y, ωˆ) decreasing to S∞ =⋂
m∈R S
m. From (10.2) and (E) we claim
Claim 10.1. With N0,K , and U as above
(a) ω {p : Eω(1K | S)(p) > .9} > 1− α;
(b) ωˆ {p : Eωˆ(1KrU | S
∞)(p) > .9} > 1− α/(2N0);
MEASURE RIGIDITY FOR RANDOM DYNAMICS ON SURFACES 39
(c) ω {p : Eωˆ(1KrU | S
∞)(p) > .9} > 1− α.
(O.) Let S0 := {p ∈ Y | ω
S
p (K) > .9}.
As discussed in Section 9.4.2, taking g(p) = 1KrU (p) we have
ωSΨ−m(p)(Ψ
−m(K r U)) = Eωˆ(1KrU | S
m)(p)→ Eωˆ(1KrU | S
∞)(p)
asm→∞ for ω-a.e. p ∈ Y . GivenM > 0 let
SM = {p ∈ Y | ω
S
Ψ−m(p)(Ψ
−m(K r U)) > .9 for allm ≥M}.
(P.) Fix Mˆ so that ω(SMˆ ) > 1− α.
Given T > 0, define R(T ) ⊂ K to be the set of p ∈ K such that for B = K,A , SMˆ ,
or S0 and any T
′, T ′′ ≥ T
i)
1
T ′
Leb({t ∈ [0, T ′] : Φt(p) ∈ B}) > 1− α;
ii)
1
T ′′
Leb({t ∈ [−T ′′, 0] : Φt(p) ∈ B}) > 1− α;
and thus
1
T ′ + T ′′
Leb({t ∈ [−T ′′, T ′] : Φt(p) ∈ B}) > 1− α.
(Q.) By the pointwise ergodic theorem, fix T0 with ω(R(T0)) > 0.
(R.) Finally, set ε0 = min
{
rˆ
M40
,
r1
2C3M60
,
eλ
s−ǫ0e−λ0−ǫ1ℓ−20
10C2
}
.
10.2. Choice of time intervals. Consider a fixed ε < ε0. This ε will be as in Proposition
7.1. Given 0 < δ < 1 we define
(1) mδ =
(1 + β) log δ − log(M40 )
λu − λs − 2ǫ0
(2) Mδ =
(1− β) log δ − log ε
−λs + ǫ0
Note that for all sufficiently small 0 < δ < 1 we haveMδ < mδ < 0. For 0 < δ < ε
consider any ℓ with
log δ − log ε
−λs + ǫ0
≤ ℓ ≤ 0.
By the definition of τp,δ,ε (see Section 9.5) we have τp,δ,ε(ℓ) ≥ 0 and
eτp,δ,ε(ℓ)(λ
u−ǫ0)eℓ(λ
s+ǫ0)δ ≤ ε ≤ eτp,δ,ε(ℓ)(λ
u+ǫ0)eℓ(λ
s−ǫ0)δ.
It follows for such ℓ that
log(ε/δ) + (−λs + ǫ0)ℓ
λu + ǫ0
≤ τp,δ,ε(ℓ) ≤
log(ε/δ) + (−λs − ǫ0)ℓ
λu − ǫ0
. (10.3)
In particular, for anyMδ ≤ ℓ ≤ mδ < 0, (10.3) holds and τp,δ,ε(ℓ) > 0.
From (10.3) we obtain the following asymptotic behavior.
Claim 10.2. For fixed ε > 0 we have that
(a) τp,δ,ε(0) = Lp,δ,ε(0)→∞,
(b) τp,δ,ε(Mδ)→∞, and
(c) Lp,δ,ε(Mδ)→ −∞
as δ → 0; furthermore, the divergence is uniform in p ∈ Y0.
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Proof. Conclusions (a) and (b) follow from (10.3).
For (c) we have
Lp,δ,ε(Mδ) ≤
log(ε/δ) + (−λs − ǫ0)Mδ
λu − ǫ0
+Mδ
=
log ε+ (λu − λs − 2ǫ0)Mδ − log δ
λu − ǫ0
=
log ε
λu − ǫ0
−
(λu − λs − 2ǫ0) log ε
(λu − ǫ0)(−λs + ǫ0)
+
[
(1− β)(λu − λs − 2ǫ0)
−λs + ǫ0
− 1
]
log δ
and the limit follows from our choice of β as from the fact that
λu − λs − 2ǫ0
−λs + ǫ0
>
1 + β
1− β
>
1
1− β
. 
The choice of mδ above guarantees that, for (ς, ξ, x) and (ς, ξ, y) in K with x and y
sufficiently close inM , the image of y under the backwards flow Φt is in general position
with respect to the hyperbolic splitting TΦt(ς,ξ,x)M = E
u(Φt(ς, ξ, x)) ⊕ Es(Φt(ς, ξ, x))
for t < mδ. Mδ is chosen so that, in addition to the properties in Claim 10.2, the images
of x and y do not drift too far apart under the backwards flow. We make this precise in the
following claim.
b
b
b
b
x˜m
y˜m
z˜m
w˜m
b
b
b
b
x
y
Wuξ (x)
Wuξ (y)
Wsξ (x)
z
w
Wsξ (y)
b
b
b
b
xˆm
yˆm
zˆm
wˆm
FIGURE 2. Claim 10.3
Recall rˆ is chosen in (J) and that r1 and r0 were fixed in (I) to be as in Lemma 9.12.
See Figure 2.
Claim 10.3. Let p = (ς, ξ, x) and q = (ς, ξ, y) be in K with d(x, y) < r0. Let
z = Wuξ,r1(y) ∩W
s
ξ,r1(x) , w = W
s
ξ,r1(y) ∩W
u
ξ,r1(x) .
Assume z 6= x and set δ = ‖Hsp(z)‖. For anym with
Mδ ≤ m ≤ mδ < 0
set
i) pˆm = (ςˆm, ξˆm, xˆm) = Φ
m(p), qˆm = (ςˆm, ξˆm, yˆm) = Φ
m(q),
ii) (ςˆm, ξˆm, zˆm) = Φ
m(ς, ξ, z), (ςˆm, ξˆm, wˆm) = Φ
m(ς, ξ, w),
MEASURE RIGIDITY FOR RANDOM DYNAMICS ON SURFACES 41
iii) p˜m = (ς˜m, ξ˜m, x˜m) = Φ
Lp,δ,ε(m)(p), q˜m = (ς˜m, ξ˜m, y˜m) = Φ
Lp,δ,ε(m)(q),
iv) (ς˜m, ξ˜m, z˜m) = Φ
Lp,δ,ε(m)(ς, ξ, z), (ς˜m, ξ˜m, w˜m) = Φ
Lp,δ,ε(m)(ς, ξ, w).
Then, if pˆm, qˆm, p˜m, q˜m ∈ K , we have
(a) δ−β · ‖Huqˆm(zˆm)‖ ≤ ‖H
s
pˆm
(zˆm)‖ ≤ rˆδ
β
(b) δ−β · ‖Hupˆm(wˆm)‖ ≤ ‖H
s
pˆm
(zˆm)‖ ≤ rˆδ
β
(c) d(xˆm, yˆm) < r0
(d) ‖Hup˜m(w˜m)‖ ≤ rˆδ
β
(e) d(x˜m, y˜m) < C2δ
β rˆ + C2L1e
τp,δ,ε(m)(λ
s+ǫ0)r1.
Proof. Note 0 < δ < 1. For (a), first observe that ‖Huq (z)‖ ≤ 1. We then obtain the lower
bound
‖Hspˆm(zˆm)‖ ≥
1
M0
∣∣∣∣∣∣Hspˆm(zˆm)∣∣∣∣∣∣sǫ0,±,pˆm ≥ 1M0 e(λs+ǫ0)m ∣∣∣∣∣∣Hsp(z)∣∣∣∣∣∣sǫ0,±,p
≥
1
M20
δe(λ
s+ǫ0)m ≥
1
M20
δe(λ
s+ǫ0)mδ
=
1
M20
exp
[(
(λs + ǫ0)
(
(1 + β) log δ − log(M40 )
)
λu − λs − 2ǫ0
+ (1 + β) log δ − log(M40 )
)
− β log δ + log(M40 )
]
=
M40
M20
e(λ
u−ǫ0)mδδ−β ≥
M40
M30
δ−β
∣∣∣∣∣∣Huqˆm(zˆm)∣∣∣∣∣∣uǫ0,±,pˆm
≥ δ−β‖Huqˆm(zˆm)‖.
The lower bound in (b) is identical. The upper bound in (a) and (b) follows since
‖Hspˆm(zˆm)‖ ≤M0
∣∣∣∣∣∣Hspˆm(zˆm)∣∣∣∣∣∣sǫ0,±,pˆm ≤M0e(−λs+ǫ0)|m| ∣∣∣∣∣∣Hsp(z)∣∣∣∣∣∣sǫ0,±,p
≤M20 e
(−λs+ǫ0)|m|‖Hsp(z)‖ ≤M
2
0 e
(−λs+ǫ0)|Mδ|‖Hsp(z)‖
≤M20 exp
[
(−λs + ǫ0)
−(1− β) log δ + log ε
−λs + ǫ0
+ log δ
]
≤M20 εδ
β ≤ rˆδβ .
For (d) we have
‖Hup˜m(w˜m)‖ ≤M0
∣∣∣∣∣∣Hup˜m(w˜m)∣∣∣∣∣∣uǫ0,±,p˜m
≤M20
∣∣∣∣∣∣∣∣∣DΦτp,δ,ε(m)↾Eu(Φm(p))∣∣∣∣∣∣∣∣∣u
ǫ0,±,pˆm
‖Hupˆm(wˆm)‖
≤ δβM20
∣∣∣∣∣∣∣∣∣DΦτp,δ,ε(m)↾Eu(Φm(p))∣∣∣∣∣∣∣∣∣u
ǫ0,±,pˆm
∥∥Hspˆm(zˆm)∥∥
≤ δβM40
∣∣∣∣∣∣∣∣∣DΦτp,δ,ε(m)↾Eu(Φm(p))∣∣∣∣∣∣∣∣∣u
ǫ0,±,pˆm
∣∣∣∣∣∣DΦm↾Es(p)∣∣∣∣∣∣sǫ0,±,p δ
≤ δβM40 ε ≤ δ
β rˆ.
From (a) and Lemma 9.12(a) and (b) we have the inequality d(xˆm, yˆm) ≤ 2C2rˆ. By the
definition of rˆ we obtain (c).
42 A. BROWN AND F. RODRIGUEZ HERTZ
For (e), recall that z is in the domain of the chart φ(ξ, x). We have
|φ(ξ, x)(z)| ≤ C2ℓ0δ.
Then for 0 ≤ j ≤ ⌊−Mδ + 1⌋ we have
|φ(F−j(ξ, x))(f−jξ (z))| ≤ e
(−λs+2ǫ1)jC2ℓ0δ
≤ e−8ǫ1je(−λ
s+ǫ0)jC2ℓ0δ
≤ e−8ǫ1je(−λ
s+ǫ0)(−Mδ+1)C2ℓ0δ
≤ e−8ǫ1je(−λ
s+ǫ0)C2ℓ0δ
βε.
Since ε ≤ ε0 ≤
eλ
s
−ǫ0e−λ0−ǫ1 ℓ−20
10C2
and d(yˆm, xˆm) < r0, it follows from Corollary 9.14
that wˆm ∈ W
s
ξˆm,r1
(yˆm). (e) follows as
d(x˜m, y˜m) ≤ d(x˜m, w˜m) + d(w˜m, y˜m)
≤ C2‖H
u
p˜m(w˜m)‖+ L1e
τp,δ,ε(m)(λ
s+ǫ0)d(yˆm, wˆm)
≤ C2δ
β rˆ + L1e
τp,δ,ε(m)(λ
s+ǫ0)(C2r1). 
We observe that for
g(δ) =
Mδ −mδ
Mδ
= 1−
((1 + β) log δ − log(M40 ))(−λ
s + ǫ0)
((1− β) log δ − log ε)(λu − λs − 2ǫ0)
we have
lim
δ→0
g(δ) = 1−
(1 + β)(−λs + ǫ0)
(1− β)(λu − λs − 2ǫ0)
= 2α0.
We define one final parameter in addition to those from Section 10.1.
(S.) For T0 > 0 and ε0 fixed in (Q) and (R), given any 0 < ε < ε0 we define 0 <
δ0(T0, ε) < 1 so that for all 0 < δ < δ0(T0, ε) we have
(1) Mδ < mδ < 0
(2) Mδ−mδMδ
≥ α0
(3) Mδ < −T0
(4) Lp,δ,ε(Mδ) < −T0 for all p ∈ Y0
(5) Lp,δ,ε(0) > T0 for all p ∈ Y0
(6) τp,δ,ε(Mδ) > max{Mˆ,
Mˆ
λu−ǫ0
} where Mˆ was fixed in (P)
(7) δ−β > D1.
10.3. Key Lemma. We have the following lemma, whose proof follows from the above
choices.
Lemma 10.4. Given 0 < ε < ε0 and any open U ⊂ Y with ωˆ(U) < αˆ, there exist
sequences
i) p˜j = (ς˜j , ξ˜j , x˜j)
ii) q˜j = (ς˜j , ξ˜j , y˜j)
iii) p′j = (ς
′
j , ξ
′
j , x
′
j)
iv) q′j = (ς
′
j , ξ
′
j , y
′
j)
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v) q′′j = (ς
′′
j , ξ
′′
j , y
′′
j )
such that for all j
(a) p′j , p˜j, q
′′
j , q˜j ∈ K;
(b) p′j /∈ U ;
(c) q′j = Φ
tj (q′′j ) for some |tj | ≤ Tˆ where Tˆ is as in (K);
(d) there is v′j ∈ W
u
ξ′j ,r1
(
x′j
)
with 1
C3M60
ε ≤ ‖Hup′j
(v′j)‖ ≤ C3M
6
0 ε and d(y
′
j , v
′
j)→ 0
as j →∞.
Moreover,
(e) d(x˜j , y˜j)→ 0 as j →∞ and
(f) for every j there are aj and bj with |aj |, |bj | ∈ [M
−4
0 ,M
4
0 ] with
ωp˜j ≃
(
λaj
)
∗
ωp′j , and ωq˜j ≃ (λbj )∗ωq′′j .
In (f) above, λa : R→ R denotes the multiplication map λa : t 7→ at.
10.3.1. Construction of the sequences in Lemma 10.4. Let 0 < ε < ε0 be fixed and let
U ⊂ Y satisfy ωˆ(U) < αˆ. We take this to be the U in (N). We construct the sequences in
Lemma 10.4 through a sequence of claims and then show they have the desired properties.
Recall that we assume µξ is non-atomic for ν-a.e. ξ. It follows that µξ is not locally
supported on Wur (ξ, x) for almost every (ξ, x). Indeed, as µξ is assumed non-atomic, if
otherwise it would follow that µu(ξ,x) was not atomic, whence hµ(F | π) > 0. But then
µs(ξ,x) would necessarily be non-atomic a.s. and thus µξ could not be locally supported on
Wur (ξ, x). It follows that ω(ς,ξ) is not locally supported onW
u
r (ς, ξ, x)
Recall R(T0) fixed in (Q). We fix p = (ς, ξ, x) ∈ R(T0) ⊂ K such that p is a ω(ς,ξ)-
density point of R(T0) for our fixed T0 > 0 and such that ω(ς,ξ) is not locally supported
onWur (ς, ξ, x). It follows that there exists a sequence of points {yj} ⊂M such that qj =
(ς, ξ, yj) ∈ R(T0) ⊂ K , d(x, yj) ≤ r0, and yj /∈ W
u
r1(ξ, x) for all j and d(x, yj)→ 0 as
j →∞. For each j > 0 set (c.f. Figure 2)
• zj =W
s
ξ,r1
(x) ∩Wuξ,r1(yj);
• wj =W
s
ξ,r1
(yj) ∩W
u
ξ,r1
(x);
• δj = ‖H
s
p(zj)‖.
We have δj > 0 for all j and δj → 0. By omission, we may assume δj < δ0(T0, ε) for all
j.
We select a sequence of times {mj} satisfying the following claim. Recall A defined
in (H).
Claim 10.5. Writing δ = δj , there exists anm ∈ [Mδ,mδ] with
(1) Φm(p) ∈ A ∩K ∩ S0 and Φ
m(qj) ∈ K ∩ S0
(2) ΦLp,δ,ε(m)(p) ∈ SMˆ ∩K and Φ
Lp,δ,ε(m)(qj) ∈ SMˆ ∩K
Proof of Claim 10.5. Let
(1) F1 = {t ∈ R : Φ
t(p) ∈ K ∩A ∩ S0};
(2) F2 = {t ∈ R : Φ
t(qj) ∈ K ∩ S0};
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bb
bb
b q
′
j
v′j
p′jp0
q0
Wsr1
(q′j )
Wur1
(q′j )Wur1
(p′j)
Wur1
(p0)
Φtˆ
Φtj
M(ς0,ξ0) M(ς′j,ξ′j)
b
b
p˜j
q˜j
M(ς˜j,ξ˜j)
Wur1
(p˜j) Wur1
(q˜j )
Wsr1
(p˜j)
bb q′′j
q1
Wu(q′′j )
Wu(q1)
M(ς1,ξ1) M(ς′′j ,ξ′′j )
Φtˆ
Φtj
FIGURE 3. Choices of points in Lemma 10.4 and proof of Lemma 10.8
(3) F3 =
{
t ∈ R : Φt(p) ∈ K ∩ SMˆ
}
;
(4) F4 =
{
t ∈ R : Φt(qj) ∈ K ∩ SMˆ
}
.
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Write L = Lp,δ,ε. Since p, qj ∈ R(T0),Mδ ≤ −T0, and
Mδ−mδ
Mδ
> α0, we have
Leb ([Mδ,mδ] ∩ F1 ∩ F2) ≥ (α0 − 5α)|Mδ|. (10.4)
Furthermore, as [−T0, T0] ⊂ L ([Mδ, 0]), we have
Leb (L ([Mδ, 0]) ∩ F3 ∩ F4) ≥ (1− 4α) Leb (L ([Mδ, 0]))
hence, by Lemma 9.7 and Claim 9.8,
Leb (L ([Mδ, 0])r (F3 ∩ F4)) ≤ (4α) Leb (L ([Mδ, 0])) ≤ 4ακ2|Mδ|.
Then,
Leb
(
[Mδ, 0]r L
−1 (F3 ∩ F4)
)
≤ 4ακ−11 κ2|Mδ|.
Thus,
Leb
(
[Mδ,mδ] ∩ F1 ∩ F2 ∩ L
−1
p,δ,ε(F3) ∩ L
−1
p,δ,ε(F4)
)
≥ (α0 − 5α− 4ακ
−1
1 κ2)|Mδ|.
Our choice of α ensures α0 − 5α− 4ακ
−1
1 κ2 > 0. 
For each j, select a mj < 0 satisfying Claim 10.5. We define p˜j and q˜j satisfying the
conclusions in Lemma 10.4 by
• p˜j = (ς˜j , ξ˜j , x˜j) = Φ
Lp,δj (mj)(p);
• q˜j = (ς˜j , ξ˜j , y˜j) = Φ
Lp,δj (mj)(qj).
We also define
• pˆj = (ςˆj , ξˆj , xˆj) = Φ
mj (p); qˆj = (ςˆj , ξˆj , yˆj) = Φ
mj (qj);
• s′j = Spˆj (τp,δj ,ε(mj)); s
′′
j = Sqˆj (τp,δj ,ε(mj)).
Then p˜j = Ψ
s′j (pˆj) and q˜j = Ψ
s′′j (qˆj) .
With the above choices, for each j we choose a ηˆj satisfying the following.
Claim 10.6. Given p, qj, andmj as above, for each j there exists η ∈ Ω with
(a) (ςˆj , η, xˆj) ∈ K ∩Ψ
−s′j (K r U) ;
(b) (ςˆj , η, yˆj) ∈ K ∩Ψ
−s′′j (K);
(c) η ∈ (Aγ2(pˆj)).
Furthermore, we may choose η so that
(d) fnξ = f
n
η for all n ≤ 0;
(e) Wuη (xˆj) = W
u
ξˆj
(xˆj) and ωpˆj = ω(ςˆj ,η,xˆj);
(f) Wuη (yˆj) =W
u
ξˆj
(yˆj) and ωqˆj = ω(ςˆj ,η,yˆj).
Proof of Claim 10.6. We have pˆj = (ςˆj , ξˆj , xˆj) and qˆj = (ςˆj , ξˆj , yˆj) in K ⊂ Y0. Then
(d)–(f) hold for νFˆ
ξˆj
-a.e. η.
Recall for p = (ς, ξ, x) we have ωSp = δς×ν
Fˆ
ξ ×δx as discussed in Section 9.4.1. Since
pˆj ∈ S0 ∩A , qˆj ∈ S0 we have
(1) ωSpˆj (K) ≥ .9
(2) ωSqˆj (K) ≥ .9
(3) νFˆ
ξˆj
(Aγ2(pˆj)) ≥ .9.
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Furthermore, since p˜j, q˜j ∈ SMˆ , and since
s′j ≥ (λ
u − ǫ0)τp,δ,ε(mj) ≥ (λ
u − ǫ0)τp,δ,ε(Mδj ) ≥ Mˆ
and similarly s′′j > Mˆ , we have by (P)
(4) ωSpˆj
(
Ψ−s
′
j (K r U)
)
≥ .9
(5) ωSqˆj
(
Ψ−s
′′
j (K)
)
≥ .9.
From the natural identification of ωSpˆj andω
S
qˆj
with νFˆ
ξˆj
, it follows that the set of η satisfying
the conclusions of the claim has νFˆ
ξˆj
-measure at least .5. 
10.3.2. Proof of Lemma 10.4. Having selected p, yj ,mj and ηˆj above, we define
• (ς˜j , ξ˜j , z˜j) = Φ
Lp,δ,ε(mj)(ς, ξ, zj), and (ς˜j , ξ˜j , w˜j) = Φ
Lp,δ,ε(mj)(ς, ξ, wj);
• (ςˆj , ξˆj , zˆj) = Φ
mj (ς, ξ, zj), and (ςˆj , ξˆj , wˆj) = Φ
mj (ς, ξ, wj);
• pj = (ςˆj , ηˆj , xˆj), and qj = (ςˆj , ηˆj , yˆj);
• t′j = S
−1
pj
(s′j), and t
′′
j = S
−1
qj
(s′′j ).
We show Lemma 10.4 holds with p˜j , q˜j defined above and
• p′j = (ς
′
j , ξ
′
j , x
′
j) := Ψ
s′j (pj) = Φ
t′j (pj);
• q′j = (ς
′
j , ξ
′
j , y
′
j) := Φ
t′j (qj);
• q′′j = (ς
′′
j , ξ
′′
j , y
′′
j ) := Ψ
s′′j (qj) = Φ
t′′j (qj).
Proof of Lemma 10.4. Part (a) of Lemma 10.4 follows from the selection procedure in the
above claims. Part (b) follows from Claim 10.6(a). Part (e) follows immediately from
Claim 10.3(e) since as j →∞, δj → 0 and τp,δ,ε(mj) ≥ τp,δ,ε(Mδj )→∞.
By Claim 10.3(c) we have d(yˆj , xˆj) < r0. By Lemma 9.12, and the fact that (ςˆj , ηˆj , xˆj)
and (ςˆj , ηˆj , yˆj) are in K ⊂ [0, 1)× Λ
′, we define vˆj to be the point of intersection
vˆj = W
u
ξˆj ,r1
(xˆj) ∩W
s
ηˆj ,r1(yˆj) .
From Lemma 9.12, Claim 10.3(a), and the fact that δ−βj ≥ D1, for each j we have
1
C3
‖Hspˆj(zˆj)‖ ≤ ‖H
u
pˆj (vˆj)‖ ≤ C3‖H
s
pˆj (zˆj)‖.
Recall thatWu
ξˆj ,r1
(xˆj) = W
u
ηˆj ,r1
(xˆj) and
‖Hupˆj (vˆj)‖ = ‖H
u
pj
(vˆj)‖.
We define v′j in Lemma 10.4(d) by
(ς ′j , ξ
′
j , v
′
j) = Φ
t′j (ςˆj , ηˆj , vˆj).
We claim
Claim 10.7. 1
C3M60
ε ≤ ‖Hup′j
(v′j)‖ ≤ C3M
6
0 ε.
Proof of Claim 10.7. We have the upper bound
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‖Hup′j(v
′
j)‖ ≤M0
∣∣∣∣∣∣∣∣∣Hup′j (v′j)∣∣∣∣∣∣∣∣∣ǫ0,−
=M0
∣∣∣∣∣∣∣∣∣Hupj (vˆj)∣∣∣∣∣∣∣∣∣ǫ0,−
∣∣∣∣∣∣∣∣∣DΦtj ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,− =M0
∣∣∣∣∣∣∣∣∣Hupj (vˆj)∣∣∣∣∣∣∣∣∣ǫ0,− es′j
≤M20 ‖H
u
pj
(vˆj)‖e
s′j =M20 ‖H
u
pˆj (vˆj)‖e
s′j ≤M20C3‖H
s
pˆj (zˆj)‖e
s′j
≤M30C3
∣∣∣∣∣∣∣∣∣Hspˆj (zˆj)∣∣∣∣∣∣∣∣∣
ǫ0,±
es
′
j
=M30C3
∣∣∣∣∣∣∣∣∣Hspˆj (zˆj)∣∣∣∣∣∣∣∣∣
ǫ0,±
∣∣∣∣∣∣∣∣∣DΦτp,δj,ε(mj)↾Eu(pˆj)∣∣∣∣∣∣∣∣∣
ǫ0,−
≤M50C3
∣∣∣∣∣∣∣∣∣Hspˆj (zˆj)∣∣∣∣∣∣∣∣∣
ǫ0,±
∣∣∣∣∣∣∣∣∣DΦτp,δj,ε(mj)↾Eu(pˆj)∣∣∣∣∣∣∣∣∣
ǫ0,±
≤M60C3
∣∣∣∣∣∣DΦmj ↾Es(p)∣∣∣∣∣∣ǫ0,± δj ∣∣∣∣∣∣∣∣∣DΦτp,δj,ε(mj)↾Eu(pˆj)∣∣∣∣∣∣∣∣∣ǫ0,±
=M60C3ε.
The lower bound is identical. 
As qj ∈ K we have
d(y′j , v
′
j) ≤ L1e
t′j(λ
s+ǫ0)d(yˆj , vˆj)
≤ C2L1e
t′j(λ
s+ǫ0)r1.
Since qj ∈ K for each j and since s
′
j ,→ ∞, by the upper bound in (9.7) and the fact
that a in (9.7) is bounded on K we have t′j → ∞ as j → ∞. Thus, d(y
′
j , v
′
j) → 0 as
j →∞ completing the proof of Lemma 10.4(d).
To derive the bound in Lemma 10.4(c), first consider the case t′j ≥ t
′′
j . As pj ∈ K , by
the lower bound in (9.4) we have∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,− ≥ Lˆ−1‖DΦt′′j ↾Eu(pj)‖.
Moreover, as qj and q
′′
j = Φ
t′′j (qj) are inK ,
‖DΦt
′′
j ↾Eu(qj)‖ ≥
1
M20
∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(qj)∣∣∣∣∣∣∣∣∣ǫ0,− .
Write p′′j = (ς
′′
j , ξ
′′
j , x
′′
j ) := Φ
t′′j (pj) and (ς
′′
j , ξ
′′
j , v
′′
j ) := Φ
t′′j (ςˆj , ηˆj , vˆj). For n
′ =
⌊ςˆj + t
′
j⌋ ≥ n
′′ = ⌊ςˆj + t
′′
j ⌋ ≥ 0 we have
‖DΦt
′′
j ↾Eu(qj)‖
‖DΦt
′′
j ↾Eu(pj)‖
=
‖Dfn
′′
ηˆj
↾TyˆjW
u
ηˆj
(yˆj)‖
‖Dfn
′′
ηˆj
↾TxˆjW
u
ηˆj
(xˆj)‖
=
‖Dfn
′′
ηˆj
↾TyˆjW
u
ηˆj
(yˆj)‖
‖Dfn
′′
ηˆj
↾TvˆjW
u
ηˆj
(xˆj)‖
·
‖Df−n
′′
ξ′′j
↾Tx′′
j
Wu
ξ′′
j
(x′′j )
‖
‖Df−n
′′
ξ′′j
↾Tv′′
j
Wu
ξ′′
j
(x′′j )
‖
=
‖Dfn
′′
ηˆj
↾TyˆjW
u
ηˆj
(yˆj)‖
‖Dfn
′′
ηˆj
↾TvˆjW
u
ηˆj
(xˆj)‖
·
‖Df−n
′
ξ′j
↾Tx′
j
Wu
ξ′
j
(x′j)
‖
‖Df−n
′
ξ′j
↾Tv′
j
Wu
ξ′
j
(x′j)
‖
·
‖Df
−(n′−n′′)
ξ′j
↾Tv′
j
Wu
ξ′
j
(x′j)
‖
‖Df
−(n′−n′′)
ξ′j
↾Tx′
j
Wu
ξ′
j
(x′j)
‖
(10.5)
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As p′j , qj ∈ K we have (ηˆj , yˆj) ∈ Λ
′ and (ξ′j , x
′
j) ∈ Λ
′. Moreover, as ‖Hup′j
(v′j)‖ ≤ r1
from Lemma 9.12(f) and (g) we have that (10.5) is bounded above by C31 . Thus∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,− ≥ 1C31M20 Lˆ
∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(qj)∣∣∣∣∣∣∣∣∣ǫ0,− .
As∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(qj)∣∣∣∣∣∣∣∣∣ǫ0,− =
∣∣∣∣∣∣∣∣∣DΦt′j ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,− ≥ e(λu−ǫ0)(t′j−t′′j )
∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,−
≥ e(λ
u−ǫ0)(t
′
j−t
′′
j )
1
C31M
2
0 Lˆ
∣∣∣∣∣∣∣∣∣DΦt′′j ↾Eu(qj)∣∣∣∣∣∣∣∣∣ǫ0,−
it follows that
t′j − t
′′
j ≤
log(C31M
2
0 Lˆ)
λu − ǫ0
= Tˆ .
If t′′j ≥ t
′
j we similarly have∣∣∣∣∣∣∣∣∣DΦt′j ↾Eu(qj)∣∣∣∣∣∣∣∣∣ǫ0,− ≥ Lˆ−1‖DΦt′j ↾Eu(qj)‖, ‖DΦt′j↾Eu(pj)‖ ≥ 1M20
∣∣∣∣∣∣∣∣∣DΦt′j ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,− .
Then with n′ = ⌊ςˆj + t
′
j⌋ ≥ 0 we have
‖DΦt
′
j↾Eu(qj)‖
‖DΦt
′
j ↾Eu(pj)‖
=
‖Dfn
′
ηˆj
↾TyˆjW
u
ηˆj
(yˆj)‖
‖Dfn
′
ηˆj
↾TxˆjW
u
ηˆj
(xˆj)‖
=
‖Dfn
′
ηˆj
↾TyˆjW
u
ηˆj
(yˆj)‖
‖Dfn
′
ηˆj
↾TvˆjW
u
ηˆj
(xˆj)‖
·
‖Df−n
′
ξ′j
↾Tx′
j
Wu
ξ′
j
(x′j)
‖
‖Df−n
′
ξ′j
↾Tv′
j
Wu
ξ′
j
(x′j)
‖
(10.6)
and, as above, by Lemma 9.12(f) and (g) equation (10.6) is bounded below by
1
C21
. Thus∣∣∣∣∣∣∣∣∣DΦt′j ↾Eu(qj)∣∣∣∣∣∣∣∣∣ǫ0,− ≥ 1C21M20 Lˆ
∣∣∣∣∣∣∣∣∣DΦt′j ↾Eu(pj)∣∣∣∣∣∣∣∣∣ǫ0,−
and the same analysis as above gives
t′′j − t
′
j ≤
log(C21M
2
0 Lˆ)
λu − ǫ0
≤ Tˆ .
Finally, for Lemma 10.4(f) we have
ωp˜j ≃
(
λ
±‖DΦ
τp,δj ,ε
(mj)
↾Eu(pˆj)‖
)
∗
ωpˆj =
(
λ
±‖DΨ
s′
j ↾Eu(pˆj)‖
)
∗
ωpˆj
where the sign depends on whether or not DΦτp,δj,ε(mj)↾Eu(pˆj) : E
u(pˆj) → E
u(p˜j) pre-
serves orientation. We similarly have
ωp′j ≃
(
λ
±‖DΦ
t′
j ↾Eu(pj)‖
)
∗
ωpj =
(
λ
±‖DΨ
s′
j ↾Eu(pj)‖
)
∗
ωpj .
Since ωpj = ωpˆj we have
ωp′j ≃
(
λaj
)
∗
ωp˜j
where
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|aj| =
‖DΨs
′
j ↾Eu(pj)‖
‖DΨs
′
j ↾Eu(pˆj)‖
≤M40
|||DΨs
′
j ↾Eu(pj)|||ǫ0,−
|||DΨs
′
j ↾Eu(pˆj)|||ǫ0,−
= M40
proving the upper bound in Lemma 10.4(f). The lower bound on |aj | and the existence of
bj and its bounds are similar.

10.4. Proof of Proposition 7.1. We show Proposition 7.1 follows with
M := C1M
14
0 C3D0 (10.7)
whereM0 is as in (G), C1, and C3 are as in (I), andD0 is as in (K). For ε < ε0 define the
set Gε as in Remark 7.2. Set G˜ε = [0, 1)×Gε. Consider G˜ε ∩K . Were ωˆ(G˜ε ∩K) < αˆ
there would exist an open U ⊃ (G˜ε ∩ K) with ωˆ(U) < αˆ. With such a U we obtain a
sequence p′j ∈ K satisfying the conclusions of Lemma 10.4. We have the following.
Lemma 10.8. Let p be an accumulation point of {p′j}. Then p ∈ G˜ε.
On the other hand, as p′j /∈ U for every j, we have p /∈ U . This yields a contradiction
showing ωˆ(G˜ε ∩K) ≥ αˆ for all ε < ε0. Then forG defined as in Proposition 7.1 and for
G× [0, 1) = {p | p ∈ G˜1/N for infinitely manyN} =: G˜
we have that ωˆ(G˜) ≥ αˆ and hence, as ω and ωˆ are equivalent measures, ω(G˜) > 0. Then
µ(G) > 0 and Proposition 7.1 follows.
We prove the lemma, concluding the proof of Proposition 7.1.
Proof of Lemma 10.8. With U as above, we recall all notation from Lemma 10.4. We have
each p′j and q
′′
j is contained in the compact set K . Let p0 ∈ Gε be an accumulation point
of {p′j}. We may restrict to an infinite subset B ⊂ N0 such that lim
j∈B→∞
p′j = p0 =
(ς0, ξ0, x0). Further restricting B we may assume that the sequence (q
′′
j )j∈B converges.
Let q1 = lim
j∈B→∞
q′′j .
Recall that Φtj (q′′j ) = q
′
j for some |tj | ≤ Tˆ . We may assume (tj)j∈B converges. Note
that q′j is not assumed to be contained in K . However, as p
′
j = (ς
′
j , ξ
′
j , x
′
j)j∈B converges
we have ς ′j ∈ [0, 1 − a] for some a > 0 and all j ∈ B. As q
′
j = (ς
′
j , ξ
′
j , y
′
j), from (L) we
have that q′j = Φ
tj (q′′j ) converges to q0 = (ς0, ξ0, y0) = Φ
tˆ(q1) for some |tˆ| ≤ Tˆ . See
Figure 3.
Note that q1 ∈ K , and by Lemma 10.4(d), q0 ∈ W
u
r1(p0) and
1
C3M60
ε ≤ ‖Hup0(y0)‖ ≤ C3M
6
0 ε.
We need not have q0 ∈ K . However—as q1 ∈ K ⊂ Y0, q0 = Φ
tˆ(q1), and Y0 is Φ
t-
invariant—we have q0 ∈ Y0. Thus, the unstable line field E
u(q0), unstable manifold
Wu(q0) = W
u(p0), trivialization I
u
q0 , affine parametersH
u
q0 , and measure ωq0 are defined
at q0.
Fix γ := d(
(
Iuq0
)−1
◦ Iup0(t))/dt(0) and let v := (I
u
p0)
−1(y0) where I
u
p is defined
in (6.4). As p0 ∈ K , by Proposition 6.5 and (6.3) (applied to unstable manifolds), and
Lemma 9.12(f) we have C−11 ≤ |γ| ≤ C1. We also have (C3M
6
0 )
−1ε ≤ |v| ≤ C3M
6
0 ε.
Define the map φ : R→ R by
φ : t 7→ γ(t− v).
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By construction, we have
φ∗ωp0 ≃ ωq0 . (10.8)
Recall that given α ∈ R we write λα : R → R for the linear map λα : x 7→ αx. Let
β := ‖DΦtˆ↾Eu(q1)‖. As q1 ∈ K we have
1
D0
≤ β ≤ D0. Also, ωq0 ≃ (λ±β)∗ωq1 where
the sign depends on whether or notDΦtˆ↾Eu(q1) : E
u(q1)→ E
u(q0) preserves orientation.
It remains to relate the measures ωp0 and ωq1 .
Let aj and bj be as in Lemma 10.4(f). We further restrict the set B ⊂ N so that the
limits
lim
j∈B→∞
aj = a, lim
j∈B→∞
bj = b
are defined.
We claim that (λa)∗ωp0 ≃ (λb)∗ωq1 . Indeed, for all j we have
(λaj )∗ωp′j ≃ ωp˜j , (λbj )∗ωq′′j ≃ ωq˜j .
We introduce normalization factors
cj := ωp′j ([−a
−1
j , a
−1
j ])
−1, dj := ωq′′j ([−b
−1
j , b
−1
j ])
−1
and
c := ωp0([−a
−1, a−1])−1, d := ωq0([−b
−1, b−1])−1.
We remark that for q ∈ Y0, the measure ωq has at most one atom which by assumption is
at 0. It follows that non-trivial intervals centered at 0 are continuity sets for each ωq and
thus cj → c and dj → d. Let f be a continuous, compactly supported function f : R→ R.
We note that q 7→ ωq(f) is uniformly continuous onK and that∣∣(λa)∗ωq(f)− (λaj )∗ωq(f)∣∣ = ∣∣∣∣∫ f(at)− f(ajt) dωq(t)∣∣∣∣
approaches zero uniformly in q as j ∈ B →∞. Thus for any κ > 0 and for all sufficiently
large j ∈ B we have
• |c(λa)∗ωp0(f)− c(λa)∗ωp′j (f)| ≤ κ,
• |c(λa)∗ωp′j (f)− cj(λaj )∗ωp′j (f)| ≤ κ,
• |d(λb)∗ωq1(f)− d(λb)∗ωq′′j (f)| ≤ κ,
• |d(λb)∗ωq′′
j
(f)− dj(λbj )∗ωq′′j (f)| ≤ κ,
• |ωp˜j (f)− ωq˜j (f)| ≤ κ
where the final estimate follows since p˜j and q˜j become arbitrarily close in K ⊂ Y as
j ∈ B →∞ by Lemma 10.4(e).
Since
cj(λaj )∗ωp′j (f) = ωp˜j (f), dj(λbj )∗ωq′′j (f) = ωq˜j (f)
we conclude c(λa)∗ωp0 = d(λb)∗ωq1 , or
ωp0 ≃ (λb/a)∗ωq1 .
Combining the above with (10.8), it follows that map (with the appropriate sign dis-
cussed above)
ψ = (λb/a) ◦ λ±β−1 ◦ φ : t 7→ ±
bγ
βa
(t− v)
satisfies
ψ∗ωp0 ≃ ωp0 .
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It follows that p0 ∈ G˜ε. 
11. GEOMETRY OF THE STABLE SUPPORT OF STATIONARY MEASURES
In this and the following sections, we return to the special case where Ω = Σ to prove
Theorem 4.8. Recall the measure µ constructed by Proposition 4.2. We show that if the
fiber-wise measures µξ are finitely supported and if (ξ, x) 7→ E
s
ξ (x) is not F -measurable
then the stationary measure µˆ is finitely supported and hence νˆ-a.s. invariant. This result is
analogous to [BQ1, Lemmas 3.10, 3.11] but our methods of proof are completely different.
In Section 12, assuming (ξ, x) 7→ Esξ (x) is not F -measurable, we show that the fiber-
wise measures are non-atomic under the additional assumption that the conditional mea-
sures along total stable sets (in both the Σ−loc and fiber-wise stable directions) satisfy a
certain geometric criterion. In this section we consider the case in which the geometric
criterion mentioned above fails. This degenerate case forces some rigidity of the measure
µ which implies that the stationary measure µˆ is νˆ-a.s. invariant.
We remark however that in this section we do not use the fact thatM is a surface though
we still require that the stationary measure µˆ be hyperbolic to obtain Lemma 11.2 below.
Thus, for this section alone, takeM to be any closed manifold, νˆ a measure on Diff2(M)
satisfying (∗), and take µˆ to be an ergodic, hyperbolic, νˆ-stationary measure. µ is as in
Proposition 4.2. We note that if µˆ has only positive exponents then, by the invariance
principle in [AV], µˆ is νˆ-a.s. invariant and µ = νˆZ × µˆ. We thus also assume µˆ has one
negative exponent. If all exponents of µˆ are negative, the analysis and conclusions in this
section are still valid.
Consider P a µ-measurable partition ofΣ×M with the property that for µ-a.e. (ξ, x) ∈
X , there is an r(ξ, x) with
Σ−loc(ξ)×W
s
r(ξ,x)(ξ, x) ⊂ P(ξ, x) ⊂ Σ
−
loc(ξ)×W
s(ξ, x) . (11.1)
Let {µP(ξ,x)} denote an associated family of conditional measures. We consider here the
degenerate situation where µP(ξ,x) is supported on Σ
−
loc(ξ) × {x} for µ-a.e. (ξ, x). Note
that hyperbolicity and recurrence imply that for any other partition P ′ satisfying (11.1) we
have that µP
′
(ξ,x) is supported on Σ
−
loc(ξ)× {x} for µ-a.e. (ξ, x) and that
µP(ξ,x) = µ
P′
(ξ,x).
In particular, the hypothesis that µP(ξ,x) is supported on Σ
−
loc(ξ) × {x} for µ-a.e. (ξ, x)
implies that the partition P ′ given by P ′ = {Σ−loc(ξ)×W
s(ξ, x)} is measurable.
The purpose of this section is to prove the following proposition.
Proposition 11.1. Assume for some partition P as above that the measures µP(ξ,x) are
supported on Σ−loc(ξ) × {x} for µ-a.e. (ξ, x). Then µ = νˆ
Z × µˆ and µˆ is νˆ-a.s. invariant.
The idea behind the proof of Proposition 11.1 is that if, for P as in (11.1), the con-
ditional measures µP(ξ,x) are supported on Σ
−
loc(ξ) × {x} then the entropy of the skew
product F : (X,µ) → (X,µ) has no fiber-wise entropy and thus the µ-entropy of F
equals the entropy of the shift σ : (Σ, νˆZ) → (Σ, νˆZ). As F is hyperbolic, the entropy
of F : (X,µ)→ (X,µ) should be captured by the mean conditional entropyHµ(FP | P)
for any (decreasing) partition P subordinated to the stable sets of F in X (a partition P
as in (11.1) will be such a partition under the assumptions on the support of µP(ξ,x).) Let
β denote the partition on X given by β(ξ, x) = Σ−loc(ξ) × {x}. Then β is equivalent to
P mod µ and we have Hµ(Fβ | β) = hνˆZ(σ). Using Jensen’s inequality in a manner
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analogous to the proof of [Led1, Theorem 3.4] (see also [LY1, (6.1)] for the argument in
English) one could show that the conditional measures µβ(ξ,x) are canonically identified
with νN almost everywhere. This would complete the proof.
However, the main technical obstruction in implementing the above procedure is that
hνˆZ(σ) is not assumed to be finite. Thus extra care is needed to approximate differences of
the form∞−∞ arising from the outline above.
11.1. Proof of Proposition 11.1. Before presenting the proof of Proposition 11.1 we re-
call some facts about mean conditional entropy. A primary reference is [Rok]. Let (X,µ)
be a Lebesgue probability space. Given measurable partitions α, β of (X,µ) (which may
be uncountable) we define the mean conditional entropy of α relative to β to be
Hµ(α | β) = −
∫
log(µβx(α(x))) dµ(x)
where {µβx} is a family of conditional measures relative to the partition β. The entropy of
α isHµ(α) = Hµ(α | {∅, X}). Note that if Hµ(α) <∞ then α is necessarily countable.
Given measurable partitions α, β, γ of (X,µ) we have
(1) Hµ(α ∨ γ | β) = Hµ(α | β) +Hµ(γ | α ∨ β);
(2) If α ≥ β thenHµ(α | γ) ≥ Hµ(β | γ) andHµ(γ | α) ≤ Hµ(γ | β);
(3) If γn ր γ and if Hµ(α | γ1) <∞ thenHµ(α | γn)ց Hµ(α | γ).
We proceed with the proof of Proposition 11.1.
Proof of Proposition 11.1. Let β denote the partition on X given by β(ξ, x) = Σ−loc(ξ) ×
{x}. As remarked above, the hypothesis that µP(ξ,x) is supported onΣ
−
loc(ξ)×{x} for µ-a.e.
(ξ, x) for some partition P satisfying (11.1) implies that all such partitions are equivalent
modulo µ and, furthermore, that any such partition P is equivalent to β modulo µ.
Given a measure λ on Σ × M and a λ-measurable partition Q of Σ × M we write
λ↾Q for the restriction of λ to the sub-σ-algebra of Q-saturated subsets and λ
Q
(ξ,x) for the
conditional measure of λ along the atom Q(ξ, x). As we explain below, the proposition
follows if we can show the conditional measures µβ(ξ,x) take the form
dµβ(ξ,x)(η, y) = δx(y) dνˆ
N(. . . , η−3, η−2, η−1) δξ0(η0) δξ1(η1)δξ2(η2) . . .
To this end, define a measure λ on Σ×M with λ↾β = µ↾β and define λ
β
(ξ,x) by
dλβ(ξ,x)(η, y) = δx(y) dνˆ
N(. . . , η−3, η−2, η−1) δξ0(η0) δξ1(η1)δξ2(η2) . . . .
In what follows we show—under the hypothesis that µP(ξ,x) is supported onΣ
−
loc(ξ)×{x}—
that µ = λ.
Define the partitionQ of Σ×M by
Q(ξ, x) = Σ−loc(ξ)×M.
Observe for any k ≥ 0 that
F kβ = F kQ∨ β. (11.2)
Given a partition α of Σ×M we write
α− :=
∞∨
i=0
f−iα.
We need the following lemma whose proof we postpone until the next subsection.
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Lemma 11.2. There exists a finite entropy partition α of Σ×M with α ≤ β and
α− ∨Q ⊜ β. (11.3)
Our strategy below will be to show that µ = λ by showing that
µα
−
(ξ,x)↾Fk(β) = λ
α−
(ξ,x)↾Fk(β) (11.4)
for a.e. (ξ, x) and all k ≥ 0. Note that the equality λ↾α− = µ↾α− and the k = 0 case
µα
−
(ξ,x)↾β = λ
α−
(ξ,x)↾β
follow from the construction of λ and that α− ≤ β. Thus, as F kβ generates the point
partition for k ≥ 0, showing (11.4) for all k ≥ 1 is sufficient to prove that µ = λ.
As noted above, the maps F : (Σ ×M,µ) → (Σ ×M,µ) and σ : (Σ, νˆZ) → (Σ, νˆZ)
may have infinite entropy. Thus it is necessary in the below argument to approximate
(Σ, νˆZ) by a finite entropy sub-system. Fix an increasing family of partitions An, n ∈ N,
of (Diff2(M), νˆ) with the following properties:
(1) An contains n elements;
(2) An+1 ≥ An;
(3) An increases to the point partition on (Diff
2(M), νˆ).
Let An be the partition of (Σ, νˆ
Z) defined by An(ξ) = {η | η0 ∈ An(ξ0)}. Define the
partitionQn on Σ×M by
Qn(ξ, x) = {(η, y) | ηk ∈ An(ξk) for all k ≥ 0}.
Continue to write π : Σ×M → Σ. Then Qn = (π
−1An)
−. We have
hνˆZ(σ,An) = hµ(F, π
−1An) = Hµ(FQn | Qn) ≤ log(n).
Given i ≤ j ∈ Z and n ∈ N define a (finite) partitionR
[i,j]
n of Σ×M by
R[i,j]n (ξ, x) := {(η, y) : ηℓ ∈ An(ξℓ) for all i ≤ ℓ ≤ j}.
We haveR
[−k,m]
n ր F k(Qn)ր F
k(Q), respectively, asm→∞ and n→∞.
For fixed (ξ, x) and k ≥ 0, consider the sequence
λα
−
(ξ,x)(R
[−k,m]
m (η, y))
µα
−
(ξ,x)(R
[−k,m]
m (η, y))
(11.5)
as (η, y) varies over α−(ξ, x). For fixed k, this forms a non-negative supermartingale (on(
α−(ξ, x), µα
−
(ξ,x)
)
, indexed bym) and hence converges pointwise.
From (11.2), (11.3) and the fact thatQ ≤ F kQ we have
α− ∨ F kQ = α− ∨ F kQ ∨Q = F kβ. (11.6)
As the σ-algebras generated by R
[−k,m]
m increase to the algebra generated by F kQ as
m → ∞, by a theorem of Anderson and Jesson ([AJ], see also [Sch, Hor] for statements)
the pointwise limit of (11.5) is the Radon–Nikodym derivative
lim
m→∞
λα
−
(ξ,x)(R
[−k,m]
m (η, y))
µα
−
(ξ,x)(R
[−k,m]
m (η, y))
=
dλα
−
(ξ,x)↾Fkβ
dµα
−
(ξ,x)↾Fkβ
(η, y).
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Note thatR
[0,m]
n ≤ β for allm ≥ 0 and n ≥ 1 and hence
λα−(ξ,x)(R
[0,m]
n (ξ, x)) = µ
α−
(ξ,x)(R
[0,m]
n (ξ, x))
for anym ≥ 0. For (η, y) ∈ α−(ξ, x) ∩R
[0,m]
n (ξ, x) we have
λ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y))
µα
−∨R
[0,m]
n
(ξ,x) (R
[−k,m]
n (η, y))
=
λα
−
(ξ,x)(R
[−k,m]
n (η, y))
µα
−
(ξ,x)(R
[−k,m]
n (η, y))
·
µα
−
(ξ,x)(R
[0,m]
n (ξ, x))
λα
−
(ξ,x)(R
[0,m]
n (ξ, x))
.
Thus
λ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y))
µα
−∨R
[0,m]
n
(ξ,x) (R
[−k,m]
n (η, y))
=
λα
−
(ξ,x)(R
[−k,m]
n (η, y))
µα
−
(ξ,x)(R
[−k,m]
n (η, y))
.
For every k, n,m and (ξ, x) we have∫
(
α−∨R
[0,m]
n
)
(ξ,x)
λ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y))
µα
−∨R
[0,m]
n
(ξ,x) (R
[−k,m]
n (η, y))
dµ
α−∨R[0,m]n
(ξ,x) (η, y) ≤ 1.
Consider the expressions
I1(n,m) =
∫ ∫
log
(
λ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y))
)
dµ
α−∨R[0,m]n
(ξ,x) (η, y) dµ(ξ, x)
and
I2(n,m) =
∫ ∫
log
(
µ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y))
)
dµ
α−∨R[0,m]n
(ξ,x) (η, y) dµ(ξ, x).
From the above inequality and Jensen’s inequality, for every k, n and m we have that
I1(n,m) − I2(n,m) ≤ 0. From the explicit form of λ
β
(ξ,x), for (η, y) ∈ α
−(ξ, x) ∨
R
[0,m]
n (ξ, x) we have for k ≥ 1
λ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y)) =
k∏
i=1
νˆ (An(η−i))
= µQn(η,y)
(
F kQn(η, y)
)
whence
I1(n,m) =
∫ (
logµQn(η,y)
(
F kQn(η, y)
))
dµ(η, y) = −H(F kQn | Qn)
= −hµ(F
k, π−1(An)).
On the other hand, we have
I2(n,m) =
∫ ∫
log
(
µ
α−∨R[0,m]n
(ξ,x) (R
[−k,m]
n (η, y))
)
dµ
α−∨R[0,m]n
(ξ,x) (η, y) dµ(ξ, x)
=
∫ ∫
log
(
µ
α−∨R[0,m]n
(η,y) (R
[−k,m]
n (η, y))
)
dµ
α−∨R[0,m]n
(ξ,x) (η, y) dµ(ξ, x)
=
∫
log
(
µ
α−∨R[0,m]n
(η,y) (R
[−k,m]
n (η, y))
)
dµ(η, y)
= −Hµ
(
R[−k,m]n | α
− ∨R[0,m]n
)
.
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Recall the facts about mean conditional entropy collected above. We have the formula
Hµ
(
R[−k,m]n ∨ F
kα− | α− ∨R[0,m]n
)
= Hµ
(
R[−k,m]n | α
− ∨R[0,m]n
)
+Hµ
(
F kα− | α− ∨R[0,m]n ∨R
[−k,m]
n
)
. (11.7)
As Hµ(α) < ∞ we have Hµ
(
F kα− | α−
)
< ∞. In particular, as R
[−k,m]
n and R
[0,m]
n
are finite partitions, both terms on the right hand side of (11.7) are finite.
By (11.6) and the fact that thatQ ≤ F kQ, we haveHµ
(
F kα− | α− ∨ F kQ
)
= 0 . As
Hµ
(
F kα− | α− ∨R[−k,m]n
)
ց
m→∞
Hµ
(
F kα− | α− ∨ F kQn
)
ց
n→∞
Hµ
(
F kα− | α− ∨ F kQ
)
given ε > 0 we may selectm0 so that
Hµ
(
F kα− | α− ∨R[−k,m0]m0
)
< ε.
Furthermore for any n > 0
Hµ
(
R[−k,m]n ∨ F
kα− | α− ∨R[0,m]n
)
= Hµ
(
R[−k,−1]n ∨ F
kα− | α− ∨R[0,m]n
)
ց
m→∞
Hµ
(
R[−k,−1]n ∨ F
kα− | α− ∨ Qn
)
= Hµ
(
F kQn ∨ F
kα− | α− ∨ Qn
)
.
But, for any n
Hµ
(
F kQn ∨ F
kα− | α− ∨ Qn
)
= hµ
(
F k, π−1(An) ∨ α
)
≥ Hµ
(
F kQn | Qn
)
Thus form0 above we have
I1(m0,m0)− I2(m0,m0) = −Hµ
(
F kQm0 | Qm0
)
+Hµ
(
R[−k,m0]m0 | α
− ∨R[0,m0]m0
)
= −Hµ
(
F kQm0 | Qm0
)
+Hµ
(
R[−k,m]n ∨ F
kα− | α− ∨R[0,m]n
)
−Hµ
(
F kα− | α− ∨R[−k,m0]m0
)
≥ −Hµ
(
F kQm0 | Qm0
)
+Hµ
(
F kQm0 ∨ F
kα− | α− ∨ Qm0
)
−Hµ
(
F kα− | α− ∨R[−k,m0]m0
)
≥ −Hµ
(
F kα− | α− ∨R[−k,m0]m0
)
≥ −ε.
It follows that
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∫ ∫
log
λα−(ξ,x)(R[−k,m]m (η, y))
µα
−
(ξ,x)(R
[−k,m]
m (η, y))
 dµα−(ξ,x)(η, y) dµ(ξ, x)
=
∫ ∫
log
λα−∨R[0,m]n(ξ,x) (R[−k,m]m (η, y))
µα
−∨R
[0,m]
n
(ξ,x) (R
[−k,m]
m (η, y))
 dµα−∨R[0,m]n(ξ,x) (η, y) dµ(ξ, x)
= I1(m,m)− I2(m,m)
approaches 0 asm→∞.
We have the following elementary claim.
Claim 11.3. Let fn be a sequence of positive, µ-integrable functions. Assume
∫
fn dµ ≤ 1
for every n and that
∫
log fn dµ→ 0 as n→∞. Then fn converges to 1 in measure.
Proof. Given δ > 0, there is a cδ > 0 such that for all x ∈ (0,∞) with |x − 1| > δ we
have log x ≤ x− 1− cδ . Then for every n,∫
log fn dµ ≤
∫
fn dµ− 1− µ ({x : |fn(x)− 1| > δ}) cδ
≤ −µ ({x : |fn(x) − 1| > δ}) cδ.
As
∫
log fn dµ→ 0 we have µ ({x : |fn(x) − 1| > δ})→ 0 as n→∞. 
As
λα
−
(ξ,x)(R
[−k,m]
m (η, y))
µα
−
(ξ,x)(R
[−k,m]
m (η, y))
→
dλα
−
(ξ,x)↾Fkβ
dµα
−
(ξ,x)↾Fkβ
(η, y) it follows from Claim 11.3 that
dλα
−
(ξ,x)↾Fkβ
dµα
−
(ξ,x)↾Fkβ
(η, y) = 1
for µ-a.e. (ξ, x) and µα
−
(ξ,x)-a.e. (η, y). Taking k →∞ it follows that λ = µ.
Now consider an atom ofQ(ξ, x). We have the canonical product representationQ(ξ, x) =
Σ−loc(ξ) ×M . Let µ
Q
(ξ,x) denote the projection of µ
Q
(ξ,x) on Σ
−
loc(ξ) ×M onto M . Using
that µ = λ, in these coordinates we have for η ∈ Σ−loc(ξ) and y ∈M that
dµQ(ξ,x)(η, y) = dνˆ(η−1) dνˆ(η−2) . . . dµ
Q
(ξ,x)(y)
Then we have the natural identification µη = µξ = µ
Q
(ξ,x) for νˆ
N-a.e. η ∈ Σ−loc(ξ). In
particular, the function ξ 7→ µξ is a.s.-constant on almost every local stable set. As ξ 7→ µξ
is a.s.-constant on almost every local unstable set in Σ, an argument similar to Proposition
4.6 shows that ξ 7→ µξ is a.s. constant on Σ. 
11.2. Proof of Lemma 11.2. We remark that we continue to assumeM to be a compact,
d-dimensional manifold. For νˆ a measure on Diff2(M) satisfying (∗), we take µˆ to be an
ergodic, νˆ-stationary measure. We further assume that µˆ is hyperbolic. Take κ > 0 so that
µˆ has no exponents in the interval [−κ, κ].
11.2.1. One-sided Lyapunov charts and stable manifolds as Lipschitz graphs. Let k be
the almost-surely constant value of dimEsω(x). Given v ∈ R
d = Rk × Rd−k decompose
v = v1 + v2 and write |v|i = |vi| and |v| = max{|v|i}. We will write dRd(·, ·) for the
induced metric on Rd and d(·, ·) for the metric onM . We use the notation Rd(r) to denote
the ball of radius r centered at 0. To emphasize the one-sidedness of our constructions we
MEASURE RIGIDITY FOR RANDOM DYNAMICS ON SURFACES 57
work on Σ+ ×M . Recall the associated skew product Fˆ : Σ+ ×M → Σ+ ×M and the
corresponding Fˆ -invariant measure νˆN × µˆ on Σ+ ×M .
As outlined in [LY3, (4.1)], for every sufficiently small ε > 0, there is a measurable
function l : Σ+ ×M → [1,∞) and a full measure set Λ ⊂ Σ+ ×M such that
(1) for (ω, x) ∈ Λ and every n ∈ N, there exists a diffeomorphism φn defined on a
small neighborhood of fnω (x) whose range is R
d(ℓ(ω, x)−1e−nε) with
(a) φ0(ω, x)(x) = 0;
(b) Dφ0(ω, x)E
s
ω(x) = R
k × {0};
(c) Dφ0(ω, x) (E
s
ω(x))
⊥
= {0} × Rd−k;
(2) for n ≥ 1, writing f˜n(ω, x) = φn+1(ω, x)◦fσn−1(ω) ◦φn(ω, x)
−1 where defined,
for all n ≥ 0 we have
(a) f˜n(ω, x)(0) = 0;
(b) D0f˜n(ω, x) =
(
An 0
0 Bn
)
where An ∈ GL(k,R), Bn ∈ GL(d − k,R)
and |Anv| ≤ e
−κ+ε|v|, v ∈ Rk, eκ−ε|v| ≤ |Bnv|, v ∈ R
d−k;
(c) Lip(f˜n(ω, x)−D0f˜n(ω, x)) < ε
where Lip(·) denotes the Lipschitz constant of a map on its domain;
(3) ℓ(ω, x)−1e−nε ≤ Lip(φn(ω, x)) ≤ ℓ(ω, x)e
nε.
Note that the domain of φn(ω, x) contains a ball of radius ℓ(ω, x)
−2e−2nε centered at
fnω (x) inM . We remark that while the Lipschitz constant of f˜n, norm of Bn, and conorm
of An need not be bounded, the hyperbolicity of D0f˜n and the Lipschitz closeness of f˜n
toD0f˜n is uniform in n.
Relative to the charts φn(ω, x), one may apply the Perron–Irwinmethod of constructing
stable manifolds through each point of the orbit {fnω (x), n ≥ 0}. See the proof of The-
orem 3.1 in [LQ] or the similar proof of [QXZ, Theorem V.4.2]. Choosing ε > 0 above
sufficiently small, the outcome is the following.
Proposition 11.4. For (ω, x) ∈ Λ and every n ≥ 0 there is a Lipschitz function
hn(ω, x) : R
k
(
ℓ(ω, x)−1e−nε
)
→ Rd−k
with
(1) hn(ω, x)(0) = 0;
(2) Lip(hn(ω, x)) ≤ 1;
(3) f˜n(graph(hn(ω, x))) ⊂ graph(hn+1(ω, x)) and if y, z ∈ graph(hn(ω, x)) then
|f˜n(ω, x)(y) − f˜n(ω, x)(z)| ≤
(
e−κ+ε + ε
)
|y − z|;
Note that we have that graph(hn(ω, x)) is contained in the domain of f˜n. We have that
φ−1n (graph(hn(ω, x)) is an open subset ofW
s
σn(ω)(f
n
ω (x)).
11.2.2. Divergence from the stable manifold in local charts. We have the following claim.
Claim 11.5. Fix (ω, x) ∈ Λ and suppose y ∈ Rd(ℓ(ω, x)−1e−nε) is in the domain of
f˜n(ω, x). Write y = (u, v) and f(y) = (u
′, v′). Then
|v′ − hn+1(ω, x)(u
′)|2 ≥
(
eκ−ε − 2ε
)
|v − hn(ω, x)(u)|2.
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Proof. Write z = (u, hn(ω, x)(u)) and (uˆ, vˆ) = f˜n(ω, x)(z). Then
|v′ − hn+1(ω, x)(u
′)|2 ≥ |v
′ − vˆ|2 − |vˆ − hn+1(ω, x)(u
′)|2.
As
f˜n(ω, x)(y)− f˜n(ω, x)(z) = D0f˜n(ω, x)(y − z) + w
where |w| ≤ ε|y − z| we have
(1) |u′ − uˆ|1 = |f˜n(ω, x)(y)− f˜n(ω, x)(z)|1 ≤ ε|y − z|;
(2) |v′ − vˆ|2 = |f˜n(ω, x)(y) − f˜n(ω, x)(z)|2 = |f˜n(ω, x)(y) − f˜n(ω, x)(z)| ≥
eκ−ε|y − z| − ε|y − z|.
As Lip(hn(ω, x)) ≤ 1 and as f˜n(ω, x)(z) ∈ graph(hn+1(ω, x)) we have
|vˆ − hn+1(ω, x)(u
′)|2 = |hn+1(ω, x)(uˆ)− hn+1(ω, x)(u
′)|2 ≤ |u
′ − uˆ|1 ≤ ε|y − z|.
As |y − z| = |v − hn(ω, x)(u)|2, the claim follows. 
Note that having taken ε > 0 sufficiently small we can arrange that eκ−ε− 2ε ≥ eκ−3ε.
We write W˜ sm(ω, x) := graph(hm(ω, x)) for the remainder. Note that W˜
s
m(ω, x) is the
path-connected component of
φm(ω, x)(W
s
σm(ω)(f
m
ω (x)))
in Rd(ℓ(ω, x)−1e−mε) containing 0.
11.2.3. Radius function and related estimates. Fix K0 ⊂ Σ+ ×M with positive measure
on which the function ℓ(ω, x) is bounded above by some ℓ > 10. Fixm0 ∈ N so that
χ :=
(
e−m0(κ−4ε)
)
2ℓ2 < 1.
For (ω, x) ∈ K0 define n(ω, x) to be the m0th return of (ω, x) to K0. We define
ρ : Σ×M → (0,∞) as
ρ(ω, x) =

1
4
ℓ−4e−2εn(ω,x)
n(ω,x)−1∏
k=0
(
|fσk(ω)|C1
)−1 (ω, x) ∈ K0,
ℓ−1 (ω, x) /∈ K0.
Consider (ω, x) ∈ K0 and y ∈ M with d(x, y) < ρ(ω, x). Let n = n(ω, x) and for
0 ≤ j ≤ n write xj = f
j
ω(x) and yj = f
j
ω(y). For all 0 ≤ j ≤ n we have d(xj , yj) ≤
1
4ℓ
−4e−2εn hence yj is in the domain of φj(ω, x); it follows that for 0 ≤ j ≤ n − 1 we
have that φj(ω, x)(yj) is in the domain of f˜j(ω, x). We claim
dRd
(
φ0(ω, x)(y), W˜
s
0 (ω, x)
)
≤ 2e−n(κ−3ε)dRd
(
φn(ω, x)(yn), W˜
s
n(ω, x)
)
(11.8)
Indeed write (uj , vj) = φj(ω, x)(yj). By Claim 11.5 and the fact that W˜
s
n(ω, x) is a graph
of the 1-Lipschitz function we have
2dRd
(
φn(ω, x)(yn), W˜
s
n(ω, x)
)
≥ |vn − hn(ω, x)(un)|2
≥ en(κ−3ε)|v0 − h0(ω, x)(u0)|2
≥ en(κ−3ε)dRd
(
φ0(ω, x)(y), W˜
s
0 (ω, x)
)
.
We now consider the transition between the charts φn(ω, x) and φ0(Fˆ
n(ω, x)). Recall
n = n(ω, x) and write xˆ = xn, yˆ = yn and ωˆ = σ
n(ω). Recall that (ωˆ, xˆ) ∈ K0.
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As d(xˆ, yˆ) ≤ 14ℓ
−4e−2εn we have that yˆ is in the domain of φ0(ωˆ, xˆ). Furthermore, as
|φ0(ωˆ, xˆ)(yˆ)| ≤ ℓ
−3 ≤ .01ℓ−1, we can find z ∈W sωˆ(xˆ) such that
dRd
(
φ0(ωˆ, xˆ)(yˆ), W˜
s
0 (ωˆ, xˆ)
)
= dRd (φ0(ωˆ, xˆ)(yˆ), φ0(ωˆ, xˆ)(z)) .
Let φ0(ωˆ, xˆ)(z) = (u, v) = (u, h0(ωˆ, xˆ)(u)). As h0(ωˆ, xˆ) has Lipschitz constant less than
1, for t ∈ [0, 1] we have
|(tu, h0(ωˆ, xˆ)(tu))| = |(tu, h0(ωˆ, xˆ)(tu))|1 ≤ |u|1 = |(u, v)|.
Then for any 0 ≤ t ≤ 1, writing
z(t) = φ0(ωˆ, xˆ)
−1
(
tu, h0(ωˆ, xˆ)(u)
)
we have
d(xˆ, z(t)) ≤ ℓ|φ0(ωˆ, xˆ)(z)|
≤ ℓ
(
dRd (0, φ0(ωˆ, xˆ)(yˆ)) + dRd (φ0(ωˆ, xˆ)(yˆ), φ0(ωˆ, xˆ)(z))
)
≤ ℓ2|φ0(ωˆ, xˆ)(yˆ)|
≤ 2ℓ2d(xˆ, yˆ)
≤
1
2
ℓ−2e−2εn.
Thus z(t) is in the domain of φn(ω, x) for all 0 ≤ t ≤ 1 whence φn(ω, x)(z(t)) ∈
W˜ sn(ω, x) for all 0 ≤ t ≤ 1. It follows that
dRd
(
φn(ω, x)(yˆ), W˜
s
n(ω, x)
)
≤ dRd
(
φn(ω, x)(yˆ), φn(ω, x)(z)
)
≤ ℓenεd (yˆ, z)
≤ ℓ2enεdRd
(
φ0(ωˆ, xˆ)(yˆ), W˜
s
0 (ωˆ, xˆ)
)
.
Combining the above with (11.8) we have
dRd
(
φ0(ω, x)(y), W˜
s
0 (ω, x)
)
≤ 2e−n(κ−3ε)ℓ2enεdRd
(
φ0(ωˆ, xˆ)(yˆ), W˜
s
0 (ωˆ, xˆ)
)
≤ χdRd
(
φ0(ωˆ, xˆ)(yˆ), W˜
s
0 (ωˆ, xˆ)
)
. (11.9)
Now let nj denote the (jm0)th return of (ω, x) to K0. Suppose for some k that
d
(
f
nj
ω (x), f
nj
ω (y)
)
≤ ρ(Fˆnj (ω, x)) for all 0 ≤ j ≤ k. By induction on (11.9) we have
that
dRd
(
φ0(ω, x)(y), W˜
s
0 (ω, x)
)
≤ χkdRd
(
φ0(Fˆ
nk(ω, x))(fnkω (y)), W˜
s
0 (Fˆ
nk(ω, x))
)
.
This establishes the following claim.
Claim 11.6. Let (ω, x) ∈ K0 and let y ∈M be such that d(f
n
ω (x), f
n
ω (y)) ≤ ρ(Fˆ
n(ω, x))
for all n ≥ 0. Then y ∈W sω(x).
11.2.4. Construction of the partition α. Recall the integrability hypothesis (∗). As ω 7→
log+ |fω|C2 is integrable, it follows that∫
| log ρ(ω, x))| d(νˆZ × µˆ)(ω, x) <∞.
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We adapt [Man˜, Lemma 2] to our ρ to produce a finite entropy partition αˆ of Σ+ ×M
such that diam(αˆ(ω, x) ∩Mω) ≤ ρ(ω, x) for almost every (ω, x). The only modification
needed in the proof of [Man˜, Lemma 2] is to replace, for each r, the family Pr at the top
of page 97 with the partition Pr = {Σ× P | P ∈ Pr}.
Take α to be the preimage of αˆ under the natural projection π+ : Σ×M → Σ+ ×M .
Then clearly α ≤ β. Furthermore, if (η, y) ∈ Q ∨ α−(ξ, x) then
(1) there is an ω ∈ Σ+ with π+(η, y) = (ω, y) and π+(ξ, x) = (ω, x) and
(2) Fˆn(ω, y) ∈ αˆ(Fˆn(ω, x)) for all n ≥ 0.
If (ω, x) ∈ K0 then, by Claim 11.6, y ∈ W
s
ω(x). If (ω, x) /∈ K0 then take n so that
Fˆn(ω, x) ∈ K0. Then f
n
ω (y) ∈ W
s
σn(ω)(f
n
ω (x)) whence y ∈ W
s
ω(x). This completes the
proof of Lemma 11.2.
12. PROOF OF THEOREM 4.8
We continue to work in the case Ω = Σ. As remarked earlier, the F -measurability of
(ξ, x) 7→ Esξ (s) holds trivially if all exponents of µˆ are negative and the νˆ-a.s. invariance
of µˆ follows from the invariance principle of [AV] if all exponents of µˆ are positive. We
thus assume µˆ has two exponents, one of each sign λs < 0 < λu. Moreover, assume that
the map (ξ, x) 7→ Esξ (x) is not F -measurable.
As above, let P be a measurable partition of Σ ×M satisfying (11.1). We show that
if µP(ξ,x) is not supported on a set of the form Σ
−
loc(ξ) × {x} then the measures µξ are
non-atomic. From this contradiction and Proposition 11.1, the finiteness and νˆ-a.s. invari-
ance of µˆ follows. The non-atomicity of the measures µξ is established, under the above
hypotheses, through a procedure similar to the proof of Proposition 7.1.
We introduce one piece of new notation in the specific case Ω = Σ.
Definition 12.1. Given ξ = (. . . , ξ−1, ξ0, ξ1, ξ2, . . . ) and η = (. . . , η−1, η0, η1, η2, . . . ) in
Σ define
[ξ, η] := (. . . , ξ−2, ξ−1, η0, η1, η2, . . . ).
Recall that in Section 9.1 we replaced the σ-algebra ofΣ+loc-saturated sets with its preim-
age under σ. Let
Σ+loc,−1(ξ) = σ
−1(Σ+loc(σ(ξ))) = {η ∈ Σ : ηj = ξj for all j ≤ 0}.
Then Fˆ as modified in Section 9.1 is the sub-σ-algebra of Σ+loc,−1-saturated sets.
The proof of Theorem 4.8 is a simplified version of the proof of the Theorem 4.10
except our initial points p and q remain fixed and, as p and q are in the same total stable
space, we use only positive times. In particular, the open set U , the choice ofMδ,mδ, and
the estimates in Section 10.2 are not used here.
Proof of Theorem 4.8. We assume in the setting of Theorem 4.8 that the map (ξ, x) 7→
Esξ (x) is not F -measurable.
We recall all constructions and notations from Sections 9 and 10 in the case thatΩ = Σ.
In particular we retain the notation Y = (R × Σ×M)/ ∼ equipped with the measurable
parametrization,Φt the suspension flow, Sp(t) andΨ
s the time change and corresponding
flow, ω and ωˆ the Φt- andΨs-invariant measures, and τp,δ,ε, and Lp,δ,ε the stopping times.
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Recall the choice of κ1, κ2 in Section 10.1 and take α =
(
κ1
5(κ1 + κ2)
)
. Recall the
choices of various parameters
M0, Mˆ , γ1, γ2, r0, r1, rˆ, C1, C2, C3, D0, D1, L1, a0, Lˆ, Tˆ , T0
in Section 10.1 as well as the sets K0, S0, SMˆ ,A ,R(T0) and the σ-algebras S, S
m. In
this section, the constants r0, r1, C1, C3, D1 are chosen so that Lemma 9.12’ holds and we
takeR(T0) ⊂ K whereK is defined below.
We assume for the sake of contradiction that the measures µξ are finitely supported νˆ
Z-
a.s. but that µˆ is not νˆ- a.s. invariant. By ergodicity, each µξ is supported on a finite set
F (ξ) ⊂M with the same cardinality a.s. We fix a compact Λ′′′ ⊂ Σ×M such that µξ has
an atom at (ξ, x) for every (ξ, x) ∈ Λ′′′ and
min{d(x, y) | (ξ, x) ∈ Λ′′′, y ∈ F (ξ)r {x}}
is bounded below by some ε1 > 0.
By choosing the above parameters so that the associated sets have sufficiently large
measures, we can take the compact set
K = K0 ∩ Λ
′′ ∩
(
[0, 1)× Λ′
)
∩
(
[0, 1)× Ω′ ×M
)
∩ ([0, 1)× Λ′′′
)
,
whereK0, Λ
′, Λ′′, Ω′ are as in Section 10.1, to be such that
ω(K) > 1−
α
10
and ωˆ(K) > 1−
α
20N0
.
We have the same estimates as in Claim 10.1 (with U = ∅.)
As we assume the measure µˆ is not νˆ-a.s. invariant, by Proposition 11.1, it follows
that the measures {µPξ } are not supported on sets of the form Σ
−
loc(ξ) × {x} where P is
a partition of Σ ×M satisfying (11.1). Recall the set R(T0) ⊂ K in (Q). We may find
p = (ς, ξ, x) and q = (ς, ζ, y) in Y with
• p ∈ R(T0), q ∈ R(T0);
• ζ ∈ Σ−loc(ξ);
• y ∈W sξ,r1(x)r {x}.
Fix δ = ‖Hsp(y)‖ > 0.We may assume δ < ε1/(2C2C3M
6
0 ).
As in Claim 10.5 we have the following. Note that unlike in Claim 10.5, ℓj > 0.
Claim 12.2. The exists a sequence {ℓj} with ℓj →∞ such that
(a) Φℓj (p) ∈ K ∩ S0 ∩A ;
(b) Φℓj (q) ∈ K ∩ S0;
(c) ΦLp,δ,δ(ℓj)(p) ∈ K ∩ SMˆ ;
(d) ΦLp,δ,δ(ℓj)(q) ∈ K ∩ SMˆ .
Proof. Let Fk be as in Claim 10.5 (with q = qj). Then, as in the proof of Claim 10.5, for
our fixed T0 and any T > T0 with Lp,δ,δ(T ) > T0 we have
Leb ([0, T ] ∩ F1 ∩ F2) ≥ (1− 5α)T
and, as Lp,δ,δ(0) = τp,δ,δ(0) = 0,
Leb (Lp,δ,δ ([0, T ])r (F3 ∩ F4)) ≤ (4α) Leb (Lp,δ,δ ([0, T ])) ≤ 4ακ2T
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whence,
Leb
(
[0, T ]r L−1p,δ,δ (F3 ∩ F4)
)
≤ 4ακ−11 κ2T.
Then
Leb
(
[0, T ] ∩ F1 ∩ F2 ∩ L
−1
p,δ,δ(F3) ∩ L
−1
p,δ,δ(F4)
)
> (1− 5α− 4ακ−11 κ2)T.
The choice of α guarantees (1− 5α− 4ακ−11 κ2)T →∞ as T →∞. 
Let {ℓj} be a sequence of times satisfying Claim 12.2. As in Section 10, for each j write
pˆj = (ςˆj , ξˆj , xˆj) = Φ
ℓj (p), qˆj = (ςˆj , ζˆj , yˆj) = Φ
ℓj(q), p˜j = (ς˜j , ξ˜j , x˜j) = Φ
Lp,δ,δ(ℓj)(p),
q˜j = (ς˜j , ζ˜j , y˜j) = Φ
Lp,δ,δ(ℓj)(p), s′j = Spˆj (τp,δ,δ(ℓj)), s
′′
j = Sqˆj (τp,δ,δ(ℓj)).
Note that τp,δ,δ(ℓj)→∞ as ℓj →∞. Then for ℓj large enough,
s′′j , s
′
j ≥ (λ
u − ǫ0)τp,δ,δ(ℓj) ≥ Mˆ
and, since p˜j , q˜j ∈ SMˆ , it follows that
Eωˆ(1K |S
s′j ) (p˜j) > .9, Eωˆ(1K |S
s′′j ) (q˜j) > .9.
As in Section 10 we have pˆj , qˆj ∈ K , ω
S
pˆj
(K) > .9, νˆN(Aγ2(pˆj)) > .9, ω
S
pˆj
(Ψ−s
′
j (K)) >
.9, ωSqˆj (K) > .9, and ω
S
qˆj
(Φ−s
′′
j (K)) > .9.
The measures ωSpˆj and ω
S
qˆj
are, respectively, canonically identified with νˆN (the Fˆ -
conditional measure) on Σ+loc,−1(ξˆj) and Σ
+
loc,−1(ζˆj). Furthermore, the natural identifica-
tion
Σ+loc,−1(ξˆj)→ Σ
+
loc,−1(ζˆj), η 7→ η
′ = [ζˆj , η]
preserves the measure νˆN. Thus the set of ηˆj ∈ Σ
+
loc,−1(ξˆj) such that
(1) ηˆj ∈ Aγ2(pˆj),
(2) pj := (ςˆj , ηˆj , xˆj) ∈ K ∩Ψ
−s′j (K),
(3) qj := (ςˆj , η
′
j , yˆj) ∈ K ∩Ψ
−s′′j (K)
where η′j = [ζˆj , ηˆj ], has νˆ
N-measure at least 1/2. For each j, fix such a pair ηˆj and
η′j = [ζˆj , ηˆj ].
As before, write t′j = S
−1
pj
(s′j), t
′′
j = S
−1
qj
(s′′j ) and define p
′
j = (ς
′
j , ξ
′
j , x
′
j) :=
Ψs
′
j (pj) = Φ
t′j (pj) ∈ K , q
′′
j = (ς
′′
j , ζ
′′
j , y
′′
j ) := Ψ
s′′j (qj) = Φ
t′′j (qj) ∈ K , and q
′
j =
(ς ′j , ζ
′
j , y
′
j) := Φ
t′j (qj). For ℓj sufficiently large we have d(xˆj , yˆj) < r0. For such ℓj , as
pj , qj ∈ K let
vˆj = W
s
η′j ,r1
(yˆj) ∩W
u
ξˆj ,r1
(xˆj) .
Since yˆj ∈W
s
ξˆj ,r1
(xˆj), by (e’) of Lemma 9.12’ we have
1
C3
‖Hspˆj (yˆj)‖ ≤ ‖H
u
pˆj (vˆj)‖ ≤ C3‖H
s
pˆj (yˆj)‖.
Exactly as in Claim 10.7 we have
1
C3M60
δ ≤ ‖Hup′j (v
′
j)‖ ≤ C3M
6
0 δ
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where (ς ′j , ξ
′
j , v
′
j) = Φ
t′j (ςˆj , ηˆj , vˆj). (We take zˆj = yˆj in the proof). Hence
1
C2C3M60
δ ≤ d(x′j , v
′
j) ≤ C2C3M
6
0 δ
As in Lemma 10.4(c) we have q′j = Φ
tˆj (q′′j ) for some |tˆj | ≤ Tˆ . To adapt the proof to
the current setting, we replace the estimate (10.5) with
‖DΦt
′′
j ↾Eu(qj)‖
‖DΦt
′′
j ↾Eu(pj)‖
=
‖Dfn
′′
η′j
↾TyˆjW
u
η′
j
(yˆj)‖
‖Dfn
′′
ηˆj
↾TxˆjW
u
ηˆj
(xˆj)‖
=
‖Dfn
′′
η′j
↾TyˆjW
u
η′
j
(yˆj)‖
‖Dfn
′′
ηˆj
↾TvˆjW
u
ηˆj
(xˆj)‖
·
‖Df−n
′
ξ′j
↾Tx′
j
Wu
ξ′
j
(x′j)
‖
‖Df−n
′
ξ′j
↾Tv′
j
Wu
ξ′
j
(x′j)
‖
·
‖Df
−(n′−n′′)
ξ′j
↾Tv′
j
Wu
ξ′
j
(x′j)
‖
‖Df
−(n′−n′′)
ξ′j
↾Tx′
j
Wu
ξ′
j
(x′j)
‖
(12.1)
and similarly modify (10.6). Note that the bound on the first term of (12.1) now follows
from Lemma 9.12’(g’) as π+(η
′
j) = π+(ηˆj).
Consider an accumulation point p0 = (ς0, ξ0, x0) of {p
′
j} and B ⊂ N such that
limj∈B→∞ p
′
j = p0. Then the measure ω(ς0,ξ0) has an atom at p0.
Note that, as ξ′jk → ξ0 for some subsequence {jk}, we have ζ
′
jk
→ ξ0. Indeed for any
j and any n ∈ N with n ≤ ℓj we have that ξˆj and ζˆj , and hence ηˆj and η
′
j , agree in the
kth index for all −n ≤ k ≤ ∞. As as s′j > 0, ξ
′
j and ζ
′
j agree in the kth index for all
−n ≤ k ≤ ∞.
Thus, as in the proof of Lemma 10.8, passing to subsequences ofB there are accumula-
tion points q0 = (ς0, ξ0, y0) of {q
′
j} and q1 = (ς1, ξ1, y1) ∈ K of {q
′′
j } and a tˆ ∈ [−Tˆ , Tˆ ]
such that Φtˆ(q1) = q0. As vj ∈ W
s
η′j ,r1
(yˆj), qj ∈ K , and t
′
j → ∞ and as f
n
η′j
= fnηˆj for
n ≥ 0, we have d(v′j , y
′
j)→ 0 hence d(x0, y0) ≥
1
C2C3M60
δ. Since q1 ∈ K ⊂ [0, 1)×Λ
′′′,
the measure ω(ς1,ξ1) has an atom at q1. By the invariance of ω, it follows that ω(ς0,ξ0)
has an atom at q0. On the other hand, x0 6= y0 yet d(x0, y0) ≤ C2C3M
6
0 δ < ε1. As
p0 ∈ K ⊂ [0, 1)× Λ
′′′, this contradicts the choice of ε1. 
Remark 12.3. In the above proof, we have that q0 ∈ W
u
r1(p0). Thus one can modify the
above proof to conclude that the skew-productF : (X,µ)→ (X,µ) has positive fiber-wise
entropy. In this way, one can show that for any hyperbolic, νˆ-stationary measure µˆ such
that
(1) Esω(x) is not non-random, and
(2) µˆ is not νˆ-a.s. invariant
that the µˆ entropy hµˆ(X
+(M, νˆ)) is positive. Under the positive entropy hypothesis, the
authors showed in an earlier version of this paper that µˆ must then be SRB. However, one
still need to perform the more detailed analysis in Section 10 to rule out the existence
of a νˆ-a.s. invariant, hyperbolic measure µˆ with zero entropy and such that Esω(x) is not
non-random to derive the full result in Theorem 3.1.
13. PROOFS OF REMAINING THEOREMS
13.1. Proof of Theorem 3.4.
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Proof. Let µˆ be as in Theorem 3.4, and assume µˆ is not finitely supported and that the
stable distribution Esω(x) is non-random. It follows from Theorem 3.1 that µˆ is SRB. Let
F : Σ×M → Σ×M be the canonical skew product constructed in Section 4.1 and let µ
be the F -invariant measure defined by Proposition 4.2. Then the conditional measures of
µ along almost every unstable manifold Wu(x, ξ) for the skew product F are absolutely
continuous. Define the ergodic basin B ⊂ Σ ×M of µ to be the set of (ξ, x) ∈ Σ ×M
such that
lim
n→∞
1
N
N−1∑
n=0
φ(fnξ (x)) =
∫
φ dµˆ
for all φ : M → R continuous. By the pointwise ergodic theorem and the separability of
C0(M), we have µ(B) = 1. Furthermore, for points (ξ, x) ∈ B whose fiber-wise stable
manifoldW s(ξ, x) is defined we have
W s(ξ, x) ⊂ B.
We have the following “transverse” absolute continuity property. Given a typical ξ ∈ Σ
and a certain continuous families of fiber-wise local stable manifoldsS := {W sξ,r(x)}x∈Q,
consider two manifolds T1 and T2 everywhere uniformly transverse to the collection S.
Define the holonomy map from T1 to T2 by “sliding along” elements of S. Such holo-
nomy maps were shown by Pesin to be absolutely continuous in the deterministic volume-
preserving setting [Pes]. For fiber-wise stable manifolds associated to skew products sat-
isfying (IC), such holonomy maps are also known to be absolutely continuous. See [LY3,
(4.2)] or [LQ, III.5] for further details and references to proofs.
The above absolute continuity property implies that if µˆ is SRB (whence µ is fiber-wise
SRB) and if A ⊂ Σ×M is any set with µ(A) > 0 then for a positive measure subset of ξ,⋃
(ξ,x)∈A∩Mξ
W sξ (x) ⊂Mξ
has positive Lebesgue measure inMξ. It follows that for the ergodic basin B,
(νˆZ ×m)(B) > 0.
We note that if η ∈ Σ−loc(ξ) then (under the natural identification of subsets ofMη andMξ)
B ∩Mη = B ∩Mξ
since fnξ = f
n
η for n ≥ 0. Define Bˆ to be the ergodic basin of ν
N× µˆ for the skew product
Fˆ : Σ+ ×M ; that is (ω, x) ∈ Bˆ if
lim
n→∞
1
N
N−1∑
n=0
φ(fnω (x)) =
∫
φ dµˆ
for all continuous φ : M → R continuous. We have that Bˆ is the image of B under the
natural projection Σ×M → Σ+ ×M whence (νˆ
N ×m)(Bˆ) > 0.
Define a measure
mˆ = 1
(νˆN×m)(Bˆ)
(νˆN ×m)↾Bˆ
on Σ+ ×M . Since both the set Bˆ and the measure νˆ
N ×m are Fˆ -invariant (recall thatm
is νˆ-a.s. invariant) the measure mˆ is Fˆ -invariant. Furthermore, for mˆ-a.e. (ω, x) and any
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continuous φ : M → R, the Birkhoff sums satisfy
lim
n→∞
1
N
N−1∑
n=0
φ(fnω (x)) =
∫
φ dµˆ
which implies that mˆ is ergodic for F and, in particular, is an ergodic component of νˆZ×m.
This implies (see e.g. [Kif, Proposition I.2.1]) that mˆ is of the form mˆ = νˆZ ×m0 form0
an ergodic component ofm for X+(M, ν).
Then, for any continuous function φ : M → R, νˆN-a.e. ω ∈ Σ+, and m0-a.e. x ∈ M ,
we have
lim
n→∞
1
N
N−1∑
n=0
φ(fnω (x)) =
∫
φ dµˆ.
Furthermore, since νˆ ×m0 is invariant and ergodic for Fˆ , for νˆ
N-a.e. ω ∈ Σ+ andm0-a.e.
x ∈M we also have that
lim
n→∞
1
N
N−1∑
n=0
φ(fnω (x)) =
∫
φ dm0.
In particular,
∫
φ dµˆ =
∫
φ dm0 for all φ : M → R, whence µˆ = m0. 
13.2. Proof of Theorem 5.1. Let M be a compact surface and let µ be a non-atomic
Borel probability onM . Let f ∈ Diff2µ(M) as in Theorem 5.1. In particular, f is ergodic,
hyperbolic, and, as µ has no atoms, f has one positive and one negative exponent which
we denote by λsf < 0 < λ
u
f .
13.2.1. Preliminary constructions and observation. Let K ⊂ Diff2µ(M) be a fixed com-
pact subset with f ∈ K . Moreover, assume that K is symmetric in that if g ∈ K then
g−1 ∈ K . For this section set
Σ := ΣK = K
Z.
Let σ : Σ → Σ be the left shift, F : Σ × M → Σ × M the canonical invertible skew
products, and DF : Σ × TM → Σ × TM the fiber-wise derivative. With X = Σ ×M ,
we observe that F andDF are continuous transformations ofX and TX . In what follows,
we will study the fiber-wise exponents of the cocycle DF as the measures on Σ changes.
We rely on tools developed in the study of continuity properties of Lyapunov exponents
appearing in many sources including [BBB, BGMV, BNV, Via].
WriteM(K) for the space of all Borel probability measures onK . Given ν ∈ M(K),
equip Σ with the shift-invariant measure νZ. For any ν ∈ M(K), we have that µ is ν-
stationary. Moreover, as µ is preserved by every element of K , the measure νZ × µ is
F -invariant and coincides with the measure given by Proposition 4.2. We will say that µ is
ergodic for ν if it is ergodic as a ν-stationary measure.
We make some preliminary observations.
Claim 13.1. Let ν ∈M(K) with ν(f) > 0. Then µ is ergodic for ν.
Proof. Suppose µ = µ1 + µ2 where µi are nontrivial, ν-stationary, mutually singular
measures. Then
µ1 =
∫
g 6=f
g∗µ1 dν(g) + ν(f)f∗µ1.
By the f -ergodicity of µ, f∗µ1 is not mutually singular with respect to µ2. This contradicts
that µ1 is mutually singular with respect to µ2. 
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For ν ∈ M(K), we recall the definition of Lyapunov exponents guaranteed by Propo-
sition 2.1 for the stationary measure µ. We recall that the exponent is νN-a.s. independent
of choice of word. We write
λ1ν(x) ≤ λ
2
ν(x)
for the Lyapunov exponents of µ for words defined by ν at the point x with the convention
that if µ has only one exponent at x we declare λ1ν(x) = λ
2
ν(x). Given ν and x with
λ1ν(x) 6= λ
2
ν(x) and ξ ∈ Σ = K
Z write
TxM = E
1
ξ (x)⊕ E
2
ξ (x) (13.1)
for the associated Lyapunov splitting. If λ1ν(x) = λ
2
ν(x) then we write E
1
ξ (x) = E
2
ξ (x) =
TxM .
Consider an involution onM(K) defined as follows. For g ∈ K define define θ(g) :=
g−1. For ν ∈M(K), θ∗ν is the measure
θ∗ν(A) := ν(θ(A)) (13.2)
for A ⊂ K . We have that θ∗ : M(K)→M(K) is involutive.
Lemma 13.2. For ν ∈M(K) and µ-a.e. x we have
λ1ν(x) = −λ
2
θ(ν)(x).
Proof. On Σ := KZ, define the involutionΨ: Σ→ Σ given by
Ψ: (. . . , g−2, g−1.g0, g1, . . . ) 7→ (. . . , g
−1
1 , g
−1
0 .g
−1
−1, g
−1
2 , . . . ).
We have Ψ∗(ν
Z) = (θ∗ν)
Z.
Consider a µ-generic x and νZ-generic ξ. Then
lim
n→∞
1
n
log ‖DfnΨ(ξ)↾E1ξ(x)‖ = limn→∞
1
n
log ‖Df−nξ ↾E1ξ(x)‖ = −λ
1
ξ(x).
Similarly
lim
n→∞
1
n
log ‖DfnΨ(ξ)↾E2ξ(x)‖ = −λ
2
ξ(x).
Since Ψ takes νZ-generic words to (θ∗ν)
Z-generic words, this completes the proof. 
Consider ν ∈ M(K). We remark that if the fiber-wise exponents were both positive or
both negative, the measure µ would necessarily by atomic. Hence for ν ∈ M(K) we have
λ1ν(x) ≤ 0 ≤ λ
2
ν(x).
13.2.2. Invariant measures for the projectivized cocycle. With X := Σ ×M and TX =
Σ× TM , let PTX denote the projectivized tangent bundle
PTX := Σ× PTM.
Given (ξ, x, v) in TX with v 6= 0, write (ξ, x, [v]) for the class in PTX . We write
PDF : PTX → PTX to denote the action induced byDF on PTX .
For a fixed ν ∈ M(K) let η be a PDF -invariant, Borel probability measure on PTX
which projects to νZ × µ under the natural projection PTX → X . Given such an η write
{ηξ} for the family of conditional measures induced by the projection PTX → Σ.
Given ζ, ξ ∈ Σ we have a natural identification of {ξ} × PTM and {ζ} × PTM and
we view ξ 7→ ηξ as a measurable map fromX to the space of measures on PTM .
Recall we have two natural partitions of Σ: the partition into local stable and unstable
sets {Σ−loc} and {Σ
+
loc}. The conditional measures on Σ induced by either partition is
naturally identified with νN. Recall (c.f. Section 4.3 and ignoring the modification in
Section 9.1) that we write Fˆ for the σ-algebra of local unstable sets on Σ. We will say η
MEASURE RIGIDITY FOR RANDOM DYNAMICS ON SURFACES 67
is a u-measure if ξ 7→ ηξ is Fˆ -measurable. Alternatively η is a u-measure if for ν
Z-a.e.
ξ ∈ Σ and νN-a.e. ζ ∈ Σ+loc(ξ), we have
ηξ = ηζ .
We similarly define s-measures and define η to be an su-measure if it is simultaneously
an s- and u-measure. We remark that u-measures correspond to ν-stationary measures on
PTM projecting to µ. (See [Via, Chapter 5] for more details.)
If η is an su-measure then the level sets of the map ζ 7→ ηζ are essentially saturated by
local stable and local unstable sets. Since the measure νZ has product structure, if η is an
su-measure the assignment ζ 7→ ηζ is ν
Z-a.s. constant. In particular, if ν is an su-measure,
there is a measure η0 on PTM projecting to µ on M with η = ν
Z × η0. If η is assumed
PDF -invariant it follows that η0 is ν-a.s. invariant.
Claim 13.3. Let νj ∈ M(K) converge to ν in the weak-∗ topology. Let ηj be a sequence of
PDF -invariant u-measures, projecting to (νj)
Z×µ. Then the set of weak-∗ accumulation
points of {ηj} is non-empty and consists of PDF -invariant u-measures projecting to ν
Z×
µ.
The above claim follows for instance from [Via, Proposition 5.18].
We note that there always exist PDF -invariant s- and u-measures. However, the ex-
istence of PDF -invariant su-measures is unexpected, absent the existence of a ν-a.s. in-
variant subbundle V ⊂ TM . However, there is a dynamical situation where every PDF -
invariant measure is an su-measure.
Proposition 13.4 ([Led2, AV]). Suppose ν ∈ M(K) is such that λ1ν(x) = 0 = λ
2
ν(x) for
µ-a.e. x. Then any PDF -invariant measure η for the projectivized cocycle PDF : PTX →
PTX projecting to νZ × µ is an su-measure.
In what follows, we will primarily focus on measures ν such that µ is ergodic and has
two distinct Lyapunov exponents λ1ν < λ
2
ν for DF . In this case we have two canonical
measures η1ν and η
2
ν given by
dηjν(ξ, x, [v]) := dδEj
ξ
(x)([v]) dµ(x) dν
Z(ξ) (13.3)
where Ejξ (x) is the associated subspace of the Lyapunov splitting (13.1). By the DF -
invariance of the distributions Ejξ (x), we have that the measures η
j
ν are PDF -invariant.
Furthermore, it follows from Proposition 4.5 that η2ν is a u-measure and η
1
ν is an s-measure.
In the above setting, the measures defined by (13.3) are the only ergodic PDF -invariant
measures on PTX projecting to νZ × µ. Indeed,
Claim 13.5. Let ν ∈M(K) be such that µ is ergodic for ν and has two distinct Lyapunov
exponents. Then any PDF -invariant probability measure η projecting to νZ × µ is of the
form
η = aη1ν + (1 − a)η
2
ν
for some a ∈ [0, 1].
Proof. For (ξ, x, v) ∈ TX r E1(ξ, x) write v = v1 + v2 with vj ∈ Ejξ (x) and define
ψ(ξ, x, v) ∈ [0,∞) by
ψ(ξ, x, v) =
‖v1‖
‖v2‖
.
As ψ(ξ, x, tv) = ψ(ξ, x, v), ψ descends to a function
ψ : PTX r E1(ξ, x)→ [0,∞).
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For (ξ, x, v) ∈ TX r E1(ξ, x), we have that
DFn(ξ, x, v) =
(
σn(ξ), fnξ (x), Dxf
n
ξ v
1 +Dxf
n
ξ v
2
)
and hence for any sufficiently small ε > 0 and νZ × µ-a.e. (ξ, x) there is a c with
ψ (PDFn(ξ, x, [v])) ≤ c exp
(
n(λ1ν − λ
2
ν + 2ε)
)
ψ(ξ, x, [v]).
In particular, for almost every (ξ, x, [v]) ∈ PTX r E1(ξ, x) we have
ψ (PDFn(ξ, x, [v]))→ 0
as n→∞. By Poincare´ recurrence, we conclude that η(ψ−1(0,∞)) = 0. 
In the context of Theorem 5.1 we have the following characterization of su-measures.
Lemma 13.6. Let ν ∈M(K) be such that ν(f) > 0. Then there exists a PDF -invariant,
su-measure projecting to νZ × µ if and only if one of the subbundles {Euf , E
s
f} or their
union Euf ∪ E
s
f is ν-a.s. invariant.
Proof. The only if case is clear. Indeed if Euf is ν-a.s. invariant then η defined by dη =
dδEu
f
dµ dνZ is an su-measure. If the union Euf ∪E
s
f is ν-a.s. invariant we may take
dη = 12 dδEuf dµ dν
Z + 12 dδEsf dµ dν
Z.
To prove the converse, suppose η is a PDF -invariant, su-measure on PTX . As re-
marked above, there is a measure η0 on PTM , projecting to µ, such that η = ν
Z × η0.
Furthermore, such η0 isDg-invariant for ν-a.e. g. Since ν(f) > 0 we haveDf∗(η0) = η0.
However, by the hyperbolicity of f and arguments analogous to the proof of Claim 13.5,
the only such measures are supported on Euf ∪ E
s
f . 
13.2.3. Characterization of discontinuity of exponents. Let Merg(K) ⊂ M(K) be the
set of ν such that µ is ergodic for ν. Then for ν ∈ Merg(K) the Lyapunov exponents
λ1ν ≤ λ
2
ν are independent of x. We study the continuity properties of the maps
λj(·) : Merg → R
as ν varies in Merg(K) with the weak-∗ topology. The arguments here are well known.
(See for example [BNV, Via] and references therein.)
Proposition 13.7. Let ν ∈Merg(K) be a point of discontinuity for one of λ
1
(·), λ
2
(·). Then
(1) λ1ν < λ
2
ν , and
(2) there exists a PDF -invariant su-measure η projecting to νZ × µ.
Proof. We first consider the case where λ1ν = λ
2
ν . Recall then that λ
1
ν = λ
2
ν = 0. Suppose
λ1(·) is discontinuous at ν ∈ Merg(K). Then there is some ε > 0 and a sequence νj → ν
inMerg(K) with λ
1
νj < −ε < 0 for every j. For such j, we have two distinct exponents
λ1νj < 0 ≤ λ
2
νj . By the pointwise ergodic theorem we have
λ1νj =
∫
log ‖Dxfξ↾E1
ξ
(x)‖ dµ(x) dν
Z(ξ) =
∫
log ‖Dxfξ↾[v]‖ dη
1
νj (ξ, x, [v])
where η1νj are as defined in (13.3). Let η0 be an accumulation point of {η
1
νj}. Passing to
subsequences assume η1νj → η0. Since each ηνj is PDF -invariant, it follows that η0 is
PDF -invariant.
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Note that (ξ, x, E) 7→ ‖Dxfξ↾E‖ is a continuous function on PTX . By weak-∗ con-
vergence we have
−ε ≥ lim
j→∞
∫
log ‖Dxfξ↾[v]‖ dη
1
νj (ξ, x, [v]) =
∫
log ‖Dxfξ↾[v]‖ dη0(ξ, x, [v]). (13.4)
From the pointwise ergodic theorem, (13.4) implies that for (νZ × µ)-a.e. (ξ, x) ∈ Σ×M
there is a v ∈ TxM with
lim
n→∞
1
n
‖Dfnξ (v)‖ < −ε
contradicting that λ1ν = 0. This shows that if λ
1
ν = 0, then λ
1
(·) is continuous at ν. Simi-
larly, λ2(·) is continuous at ν if λ
2
ν = 0.
We now assume that λ1ν < λ
2
ν . Suppose again that λ
1
(·) is discontinuous at ν. Then there
is a convergent sequence νj → ν inMerg(K) with
lim
j→∞
λ1νj 6= λ
1
ν .
We may then select a sequence of PDF -invariant s-measures ηj projecting to ν
Z
j ×µ with
λ1νj :=
∫
log ‖Dxfξ↾[v]‖ dηj(ξ, x, [v]).
Indeed if λ1νj < λ
2
νj we may take the canonical s-measures ηj = η
1
j . Otherwise we have
λ1νj = λ
2
νj = 0 and hence, by Proposition 13.4, we may take ηj to be any PDF -invariant
measure with projection νZj × µ.
Let η0 be any accumulation point of {ηj}. Again, η0 is PDF -invariant and by Lemma
13.5 we have
η0 = αη
1
ν + βη
2
ν , α+ β = 1.
Moreover, by weak-∗ convergence we have
αλ1ν + βλ
2
ν =
∫
log ‖Dxfξ↾[v]‖ d(αη
1
ν + βη
2
ν)(ξ, x, [v])
=
∫
log ‖Dxfξ↾[v]‖ dη0(ξ, x, [v])
= lim
j→∞
∫
log ‖Dxfξ↾[v]‖ dηj(ξ, x, [v])
= lim
j→∞
λ1νj 6= λ
1
ν .
It follows that α 6= 1, whence β 6= 0. By Claim 13.3, η0 is an s-measure. On the other
hand, we have that η1ν is an s-measure and η
2
ν is an u-measure whence
η2ν =
1
β
(η0 − αη
1
ν)
is an su-measure. 
13.2.4. Proof of Theorem 5.1: irreducible case. We prove the conclusion of Theorem
5.1(a). Let f be as in Theorem 5.1. Under the hypotheses of Theorem 5.1(a) we may find
g1, g2 ∈ Γ with Dg1E
u
f 6⊂ E
s
f ∪ E
u
f and Dg2E
s
f 6⊂ E
s
f ∪ E
u
f . Indeed, without loss of
generality we may assume there is g2 ∈ Γ with Dg2E
s
f (x) 6⊂ {E
u
f (g2(x)), E
s
f (g2(x))}
for all x ∈ A with µ(A) > 0. Let g ∈ Γ be such that DgEuf (x) 6= E
u
f (x) for all x ∈ B
with µ(B) > 0. If DgEuf (x) = E
s
f (g(x)) for almost every x ∈ B then there is some k
with µ(fk(g(B)) ∩ A) > 0. Then take g1 = g2 ◦ f
k ◦ g.
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LetK = {f, f−1, g1, g
−1
1 , g2, g
−1
2 }. ThenM(K) is the simplex∆ given by the convex
hull of {
δf , δf−1 , δg1 , δg−11
, δg2 , δg−12
}
.
We write int(∆) for the interior of the simplex∆.
Proof of Theorem 5.1(a). Note that for ν ∈ int(∆)we have ν(f) > 0, whence µ is ergodic
for ν. It follows from the choice of gi, Proposition 13.7, and Lemma 13.6 that every
ν ∈ int(∆) is a continuity point of the functions ν 7→ λ1ν , ν 7→ λ
2
ν . Indeed, were ν a
discontinuity point, there would exist a PDF -invariant su-measure projecting to νZ × µ
which by Lemma 13.6 would imply union of the two distributionsEsf∪E
u
f isDg1 andDg2
invariant. Moreover, for ν ∈ int(∆), at least one λ1ν , λ
2
ν is non-zero. Indeed by Proposition
13.4, if λ1ν = λ
2
ν = 0 then there exists a PDF -invariant su-measure over ν
Z × µ which
again, by Lemma 13.6, contradicts the choice of gi.
Let P,N ⊂ ∆ be the sets
P = {ν ∈ ∆ | λ2ν > 0}, N = {ν ∈ ∆ | λ
1
ν < 0}.
By the continuity of λj the sets P and N are open in int(∆). Furthermore, the simplex
∆ is invariant under the involution (13.2) whence P is non-empty if and only if N is non-
empty. Since there are no ν ∈ int(∆) with all exponents of µ of the same sign or all zero,
it follows that {P,N} is an open cover of int(∆). In particular there exist a ν0 ∈ int(∆)
such that λ1ν < 0 < λ
2
ν .
The conclusion then follows from Theorem 4.10 for ν0. Indeed we have that µ is an
ergodic, hyperbolic, ν0-stationary measure that is not finitely supported. Recall that sub-
σ-algebras F and G on Σ ×M . If (ξ, x) 7→ E1ξ (x) were F -measurable, then since is it
G-measurable, we have E1ξ (x) = V (x) for some ν0-a.s. invariant µ-measurable line field
V ⊂ TM . As ν0(f) > 0, by the hyperbolicity of f , we can conclude that V (x) coincides
with eitherEuf (x) or E
s
f (x) for almost every x. By the ergodicity of f and f -invariance of
V , Euf and E
s
f , it follows that V (x) = E
s
f (x) a.s. or V (x) = E
u
f (x) a.s. The hypotheses
on gi ensure no such V (x) exists and thus the measure ν
Z
0 × µ is fiber-wise-SRB for the
skew product F .
Repeating the above argument, and using the fact that µ is ν0-a.s. invariant we conclude
that νZ × µ is fiber-wise-SRB for the skew product F−1. It follows from the transverse
absolute continuity property of stable and unstable manifolds discussed in the proof of
Theorem 3.4 that µ is absolutely continuous. 
13.2.5. Proof of Theorem 5.1: reducible case. We prove Theorem 5.1(b). Theorem 5.1(c)
is proved similarly. Note that in this case, the continuity of exponents follows immediately
from the hypotheses.
Let f be as in Theorem 5.1(b) and take g ∈ Γ withDgEsf (x) 6= E
s
f (g(x)) for a positive
measure set of x. LetK = {f, f−1, g, g−1}. For t ∈ [0, 1] write
νt := tδf + (1− t)δg.
Note that for t > 0 we have νt ∈Merg(K).
Write V (x) = Euf (x). By hypotheses, the line field V is preserved by f and g. Define
χ(t) :=
∫
t log ‖Dxf↾Vx‖+ (1 − t) log ‖Dxg↾Vx‖ dµ(x). (13.5)
It follows that χ(t) is a Lyapunov exponent for the νt-stationary measure µ. Fixing a
Riemannian structure on M , define the average Jacobian J(νt) =
∫
t log | detDxf | +
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(1− t) log | detDxg| dµ(x). Then from (2.4)
χ˜(t) := J(νt)− χ(t) (13.6)
is also a Lyapunov exponent. This establishes the following.
Claim 13.8. For t ∈ (0, 1] the Lyapunov exponents λjνt are continuous.
We continue the proof of the theorem.
Proof of Theorem 5.1(b). Let t → 1. By the hyperbolicity of f , from (13.5) and (13.6),
for t sufficiently close to 1 µ has one positive and one negative exponent. Moreover, for t
sufficient close to 1, it follows that the stable bundle for the random dynamics Esω(x) does
not coincide with Euf (x) on a set of positive measure. Thus, were E
s
ω(x) non-random, as
νt(f) > 0 by the ergodicity of f the line bundle E
s
ω(x) would have to coincide with E
s
f .
As g does not preserveEsf , we conclude that E
s
ω(x) is not non-random.
As µ is not finitely supported, by Theorem 3.1 it follows that µ is an SRB νt-stationary
measure for all sufficiently large t < 1. We show µ is SRB for f . Let δu denote the
unstable dimension of µ with respect to the single diffeomorphism f : M →M . We show
below that δu = 1 which implies µ is SRB for f . This follows from the following entropy
trick.
LetD = dim(µ). Recall the fiber-wise entropy and dimension formulae for skew prod-
ucts given by Proposition 6.10. Similar formulas hold for the individual diffeomorphism
f. Suppose for the sake of contradiction that δu < 1. Then given any ε > 0, for all
sufficiently large 0 < t < 1,
δuλ2ν1 = (D − δ
u)(−λ1ν1 ) > (D − 1)(−λ
1
νt) = λ
2
νt ≥ λ
2
ν1 − ε.
As ε→ 0 as t→ 1 this yields a contradiction. We thus have δu = 1. 
13.3. Proof of Proposition 5.5 and Theorem 5.6. Recall the joint cone condition and
relevant notation from Section 5.3.
Proof of Proposition 5.5. If A and B don’t commute, it follows that EsA 6= E
s
B and E
u
A 6=
EuB . Then for n > 0 large enough, we have A
−nCs and B−nCs are disjoint. We take f
and g sufficiently close to LA and LB so that for some κ > 1 and any x ∈M
(1) Df(x)f
−1Cs ⊂ Cs andDg(x)g
−1Cs ⊂ Cs;
(2) if v ∈ Cs then ‖Dg(x)g
−1v‖ > κ‖v‖ and ‖Df(x)f
−1v‖ > κ‖v‖;
(3) Dfn(x)f
−nCs andDgn(x)g
−nCs are disjoint in TxT
2.
We further assume analogous properties to the above hold relative to the unstable cones.
Let Σ+ = {f, g}
N. Given ω = (f0, f1, f2, . . . ) ∈ Σ+ define
Esω(x) :=
M⋂
i=0
D(fM◦···◦f0)(x) (fM ◦ · · · ◦ f0)
−1
(Cs).
The set Esω(x) is invariant under scaling; moreover, the cone conditions ensure E
s
ω(x)
is non-empty for every ω and every x. Note that if v ∈ Esω(x) then for any j ≥ 0,
‖D(fj ◦ · · · ◦ f0)v‖ ∈ C
s hence we have
‖D(fj ◦ · · · ◦ f0)v‖ ≤ κ
−j‖v‖.
Similarly, if u ∈ Cu then ‖D(fj ◦ · · · ◦ f0)u‖ ∈ C
u for any j and hence we have ‖D(fj ◦
· · · ◦ f0)v‖ ≥ κ
j‖v‖. It follows that every ν-stationary measure is hyperbolic with one
exponent of each sign. We claim that Esω(x) is a 1-dimensional subspace. Indeed, if
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otherwise there are non-zero v, u ∈ Esω(x) with v = u + w for w ∈ C
u. But then forM
sufficiently large we obtain a contradiction as
κM‖w‖ ≤ ‖D(fM ◦ · · · ◦ f0)w‖ ≤ ‖D(fM ◦ · · · ◦ f0)u‖+ ‖D(fM ◦ · · · ◦ f0)v‖
≤ κ−M (‖v‖+ ‖u‖).
In particular, for any ν-stationary measure, Esω(x) coincides with the stable Lyapunov
subspace for the word ω at x.
Recall that the cones Dfn(x)f
−nCs and Dgn(x)g
−nCs are disjoint. As the set of
words ω = (f0, f1, f2, . . . ) ∈ Σ with fi = f for 0 ≤ i ≤ n and set of words ω =
(f0, f1, f2, . . . ) ∈ Σ with fi = g for all 0 ≤ i ≤ n have positive ν
N-measure, it follows
that the distribution Esω(x) is not non-random for every ν-stationary measure.
It then follows from Theorem 3.1 that any ergodic, ν-stationary measure µ on T2 is
either SRB or finitely supported. Moreover, fixing f , by choosing a generic perturbation
g, for any periodic point p for f we may further assume that p is not a periodic point for g.
Then, as f and g have no common finite invariant subsets, there are no finitely supported
ν-stationary measures. 
Proof of Theorem 5.6. Recall in the statement of Theorem 5.6 we set ν0 =
∑
pkδLAk . We
take ν˜0 =
∑
pkδAk on SL(2,Z). Consider µ any ν0-stationary measure. The Lyapunov
exponents of µ coincide with the Lyapunov exponents of the random product of matrices
given by ν˜0. In particular, the Lyapunov exponents of µ are constant a.s. and independent of
the choice of µ. As Γ ⊂ SL(2,Z) is infinite and does not haveZ as a finite-index subgroup,
it follows that Γ is not contained in a compact subgroup and that any line L ∈ RP1 has
infinite Γ-orbit. By a theorem of Furstenberg ([Fur, Theorem 8.6], see also [Via, Theorem
6.11]) it follows that the random product of matrices given by ν˜0 has one positive and one
negative Lyapunov exponent. The same is then true for any ν0-stationary measure on T
2.
Moreover, as Γ is not virtually-Z, one can find hyperbolic elementsB1, B2 ∈ Γ that satisfy
a joint cone property (defined in Section 5.3) and such that B1 and B2 do not commute.
Write
B1 = Ai1Ai2 . . . Aiℓ , B2 = Aj1Aj2 . . . Ajp (13.7)
in terms of the generators.
For each 1 ≤ k ≤ n take a neighborhood LAk ∈ Uk ⊂ Diff
2(T2) sufficiently small so
that
(1) |g±1k |C2 ≤ C for all gk ∈ Uk and some C > 0, and
(2) writing
f1 = gi1 ◦ · · · ◦ giℓ , f2 = gj1 ◦ · · · ◦ gjp
as in (13.7) for any choice of giℓ ∈ Uiℓ and gjm ∈ Ujm , f1 and f2 are sufficiently
close to B1 and B2 so that Proposition 5.5 holds.
In particular, such f1 and f2 satisfy a joint cone condition, are Anosov diffeomorphisms of
T2, and Esf1 (x) 6= E
s
f2
(x) and Euf1(x) 6= E
u
f2
(x) for any x ∈ T2.
Take U ⊂ Diff2(T2) in the theorem to be the set U = {g ∈ Diff2(T2) : |g|C2 < C}.
Let ν be a probability measure on U . We moreover assume ν is sufficiently close to ν0 so
that ν(Uk) > 0 for each 1 ≤ k ≤ n.
We introduce some notation. Given f ∈ Diff2(T2), consider PDf acting on the pro-
jectivized tangent bundle PTT2. We naturally identify ν with a measure on {PDf : f ∈
Diff2(T2)}. Consider a ν-stationary probability measure η on PTT2. Note that the pro-
jection of η onto T2 is also a ν-stationary measure.
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Given f ∈ Diff2(T2), write
Φ(f, x, E) = log(‖Dxf↾E‖).
Note that Φ: Diff2(T2)× PTT2 → R is continuous and uniformly bounded on U .
Lemma 13.9. For all ν sufficiently close to ν0, every ergodic, ν-stationary measure on T
2
has a positive Lyapunov exponent.
Proof. Suppose νk → ν0 on U in the weak-∗ topology and that for each k, there is an
ergodic, νk-stationary measure µk with only non-positive exponents. For each k we may
select a νk-stationary probability measure ηk on PTT
2 projecting to µk such that∫ ∫
Φ(f, x, E) dηk(x,E) dνk(f) ≤ 0.
Indeed, the existence and construction of ηk is essentially the same as in the proof of
Proposition 13.7 and (13.3).
As PTT2 is compact, let η0 be an accumulation point of {ηk}. Then (see for example
[Via, Proposition 5.9]) η0 is ν0-stationary. Moreover, η0 projects to a ν0-stationary measure
µ0 on T
2 and by weak-∗ convergence (and boundedness of Φ(f, x, E) on U )∫ ∫
Φ(f, x, E) dη0(x,E) dν0(f) ≤ 0.
Recall we define ν˜0 =
∑
pkδAk to be a measure on Γ ⊂ SL(2,Z). Note that TT
2 is
parallelizable so PTT2 = T2 × RP1. Then define a factor measure η˜0 on RP
1 by
η˜0(D) := η0(T
2 ×D).
We have that η˜0 is a ν˜0-stationary measure for the natural action of SL(2,R) on RP
1.
Moreover, with Φ˜(A,E) = log ‖A↾E‖ we have∫ ∫
Φ˜(A,E) dη˜(E) dν˜0(A) ≤ 0
On the other hand, by a theorem of Furstenberg ([Fur, Theorem 8.5],[Via, Theorem 6.8])
this is impossible under our hypotheses on Γ. 
Take ν sufficiently close to ν0 so that every ergodic, ν-stationary measure on T
2 has a
positive Lyapunov exponent. Consider µ an ergodic, ν-stationary measure on T2. Suppose
that all exponents of µ were non-negative. By the invariance principle in [AV], it would
follow that µ is invariant for ν-a.e. f ∈ Diff2(T2). In particular, the sets of f1 and f2
constructed above for which µ is simultaneously f1- and f2-invariant have positive mea-
sure. As f1 does not preserve E
s
f2
, Euf2 , or their union, Theorem 5.1 implies that either
µ is atomic or is absolutely continuous. If µ were absolutely continuous then, as ν-a.e.
f preserves an absolutely continuous measure it follows from (2.4) that µ is necessarily
hyperbolic. Hence, for all ν satisfying Lemma 13.9, every ergodic, ν-stationary measure
is either atomic or is hyperbolic with one exponent of each sign.
In the case that µ is hyperbolic with one exponent of each sign, we claim that the stable
line fields for µ are not non-random.
Definition 13.10. ν is strongly expanding if, for any ν-stationary measure η on PTT2,∫ ∫
Φ(f, x, E) dη(x,E)dν(f) > 0.
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Let µ be an ergodic, hyperbolic, ν-stationary measure with one exponent of each sign.
Suppose the stable line bundle is non-random. That is, Esω(x) = V (x) for some mea-
surable line-field V (x) on TT2. Let η be the measure on PTT2 defined as follows: for
measurable ψ : PTT2 → R set∫
ψ(x,E) dη(x,E) =
∫
ψ(x, V (x)) dµ(x).
It follows from the invariance of Esω(x) that η is a ν-stationary measure. Moreover, from
the pointwise ergodic theorem we have∫ ∫
Φ dη dν < 0.
Thus,
Claim 13.11. If ν is strongly expanding then the stable line bundle for any hyperbolic,
ν-stationary measure µ is not non-random.
As in the previous lemma we have
Lemma 13.12. Every ν sufficiently close to ν0 is strongly expanding.
From the above, it follows that for all ν sufficiently close to ν0, any ergodic ν-stationary
measure µ which is not atomic is hyperbolic with one exponent of each sign and, moreover,
the stable line-field for µ is not non-random. From Theorem 3.1, it follows that if µ is non-
atomic then µ is SRB for ν. 
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