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INTRODUCCION
Dedicamos esta memoria al estudio de algunas propiedades del es 
pacio de Banach C(K,E), el espacio de las funciones continuas défini 
das en un compacte Hausdorff K con valores en un espacio de Banach E 
dotado de la norma del supremo (si E es el cuerpo escalar notâmes por 
C(K) a este espacio).
El espacio de funciones continuas C(K)| es une de los prime - 
ros espacios de Banach que aparece como tal en la literatura. Su es­
tudio ha impulsado y motivado gran parte del desarrollo de la teorla 
de los espacios de Banach. Recordemos por ejemplo, los trabajos pio- 
neros de Hadamard que culminaron con el teorema de representaciôn de 
Riesz del dual de C([0,1]).
En la famosa monografla de Banach del aho 1932 (Théorie des opé 
rations linéaries) se recogen y sistematizan gran parte de los resul 
tados obtenidos sobre este espacio; y aparecen en embriôn muchos pro 
blemas que han impulsado la investigaciôn posterior.
Grothendieck, en el aho 1 953, publica un artlculo [19] en el que 
pone de manifiesto la riqueza de propiedades de los espacios C(K). 
Como consecuencia de su prof undo estudio sobre estos espacios, axio- 
matiza varias de sus propiedades: la propiedad de Dunford-Pettis, la 
propiedad reciproca de Dunford-Pettis y la propiedad de Dieudonné. 
Todas ellas son propiedades que se pueden définir en términos de los 
operadores definidos en el espacio, principalmente de los operadores 
débilmente compactes.
Unos ahos mas tarde, alrededor del aho 60, surge otro autor.
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Pelczynski, que junto con Bessaga, Szlenk y otros, consigne otro gran 
avance en el conocimiento de los espacios C(K). En 1962 axiomatiza 
otra de las propiedades de estos espacios, que se puede définir tam- 
bién en términos de los operadores definidos en el espacio: la propie 
dad V. Y très ahos mas tarde publica junto con Szlenk un articule que 
contribuyô decisivamente a caracterizar cuândo un C(K) verifica que 
todos sus subespacios cerrados tienen la propiedad de Dunford-Pettis 
(es decir, cuândo un C(K) es hereditariamente Dunford-Pettis).
Poco después, siguiendo la tendencia natural de extender al ca- 
so vectorial los resultados obtenidos en el caso escalar, se comien- 
za a estudiar el espacio C(K,E).
Podemos decir que los primeros pasos en esta direcciôn respecto 
al tipo de propiedades citadas, los dan Singer y Dinculeanu al obte- 
ner una representaciôn integral de los operadores definidos en C(K,E) 
que generaliza el teorema de Riesz
A partir de este resultado se hacen intentos, a finales de los 
ahos 60 y principio de los 70, de traducir las propiedades de los 
operadores (como "ser débilmente compacte", "ser incondicionalmente 
convergente",...) en propiedades de las medidas que los representan. 
Autores que han trabajado en ello han sido Batt y Berg, Dobrakov, 
Brooks, Dinculeanu y, recientemente, Fierro. Se consiguen condicio - 
nés necesarias y algunas suficientes, pero caracterizaciones généra­
les sôlo en casos muy particulares.
Uno de los problemas que mas interés ha despertado en el estudio 
del espacio C(K,E) y de otros espacios de funciones vectoriales, res 
ponde al siguiente planteamiento:
(*) Pues C(K,E) tendrâ alguna de esas propiedades segûn cômo 
sean los operadores definidos en él.
Si P es una de las propiedades citadas anteriormente, les 
cierto que
(1) "C(K,E) tiene la propiedad P si y sôlo si C(K) y E
la tienen"?
En concrete, si se trata de una propiedad que poseen todoè 
los C(K) ôes cierto que
(2) "C(K,E) tiene la propiedad P si y sôlo si E la tiene"?
Y, naturalmente, en el caso en que (1) ô (2) no sean ciertos en gene 
ral, el problema que se plantea es el de determinar para que clases 
de espacios (K y E) son ciertos.
En este sentido una de las propiedades mas tratadas ha sido la 
propiedad de Dunford-Pettis. La dificultad de obtener respuestas ge­
nerates se pone de manifiesto al comprobar que hasta el momento sôlo 
se ha I imostrado que espacios E muy concretos que poseen la propiedad
de Dunford-Pettis verifican que C(K,E) también la tiene. Por ejemplo,
Bourgain [7] ha probado muy recientemente con técnicas bas tante so- 
fisticadas, que C(K,L^ (yu.)) posee la propiedad de Dunford-Pettis.
La demostraciôn de que una respuesta afirmativa a (2) para esta 
propiedad en general no es cierta, la ha dado hace pocos meses Tala- 
grand en un artlculo aun no publicado C39], en el que construye un 
espacio de Banach 5 que tiene la propiedad de Dunford-Pettis y tal 
que C([0,l],la) no la tiene. Las buenas propiedades de este espacio ^  
que iremos viendo a lo largo de la memoria (ver Nota 10.10.) hacen 
dificil conjeturar que condiciones se le han de imponer a K 6 a E pa 
ra que (2) tenga una respuesta afirmativa.
Un problema clâsico en la teorla de espacios de Banach es el de
determinar cuândo un espacio de Banach contiene un subespacio isomor 
fo a c^ 6 a ^ , y cuâl es la "posiciôn" de este subespacio. Desde ha 
ce algunos ahos se viene estudiando este tipo de problemas en espa - 
cios de funciones (ver [25,29,33,34]). En esta linea Peïczynski pro- 
bô que todo espacio C(K) infinito-dimensional contiene un subespacio 
isomorfo a c^, y hace muy poco E. y P. Saab han caracterizado cuândo 
C(K,E) contiene un subespacio complementado isomorfo a C .
Una gran parte de los resultados de esta memoria se sitùan en 
la linea de dar respuestas a (1) y (2) cuândo P es la propiedad de 
Dunford-Pettis, la propiedad reciproca de Dunford-Pettis, la propie­
dad de Dieudonné, la propiedad V y "ser hereditariamente Dunford-Pet 
tis".
Asimismo abordamos también el problema de determinar cuândo 
C(K,E) contiene algûn subespacio isomorfo a 6^  y cuândo contiene a 
como complementado.
A continuaciôn pasamos a comentar brevemente el contenido de la 
présente memoria. La hemos dividido en quince secciones, distribui - 
das en seis capitules y un apéndice.
En el capitule I establecemos las notaciones y recogemos los re 
sultados bâsicos de la teoria general de espacios de Banach y del es 
pacio C(K,E) que utilizamos a lo largo de la memoria. Por razones de 
brevedad hemos recogido solamente los resultados fundamentales que 
necesitamos. Para mayor informaciôn pueden consultarse por ejemplo 
los libres de Dinculeanu, Dunford-Schwartz, Lindenstrauss-Tzafrlri y 
Semadeni (ver bibliografia).
En el capitule II estudiamos algunas cuestiones sobre la con-
vergencia débil en B(E,E); y demostramos que algunas propiedades de 
los operadores definidos en C(K,E), como "ser incondicionalmente con 
vergente", "transformar sucesiones débilmente de Cauchy en sucesio- 
nes débilmente convergentes" y "transformar sucesiones débilmente 
convergentes en sucesiones convergentes", se siguen conservando al 
extenderlos a B(r,E). Esto nos proporcionarâ una herramienta muy util 
para los capitulos III y IV.
En el capitule III demostramos que (2) es vâlido para una clase 
amplia de compactes K, cuândo P es cualquiera de las très propieda­
des definidas por Grothendieck citadas al principio; y que el proble 
ma general se puede reducir a K=[0,1]. En concrete probamos que
"Si K es un compacte disperse entonces C(K,E) tiene la pro­
piedad de Dunford-Pettis, la propiedad reciproca de Dunford - 
Pettis o la propiedad de Dieudonné si y sôlo si E la tiene".
y que
"C(K,E) tiene una de las très propiedades anteriores para 
todo compacte K si y sôlo si C([0,1J,E) la tiene".
También estudiamos algunas de las propiedades del espacio cons- 
truido por Talagrand. Y, por ultime, probamos que si imponemos algu- 
nas condiciones restrictivas a E (tener base incondicional reductora, 
o tener E' y E" la propiedad de Radon-Nikodym) C(K,E) tiene la pro­
piedad reciproca de Dunford-Pettis y la propiedad de Dieudonné para 
todo compacte K.
En el capitule IV tratamos el problema de determinar cuândo el 
espacio C(K,E) es hereditariamente Dunford-Pettis y cuândo tiene la 
propiedad V. Propiedades que fueron estudiadas por Pelczynski en el
caso escalar.
Damos una caracterizacion de cuândo C(K,E) es hereditariamente 
Dunford-Pettis; y comprobamos, a traves de ella, que la mayoria de 
los espacios E hereditariamente Dunford-Pettis conocidos verifican 
que C(K,E) es hereditariamente Dunford-Pettis cuando C(K) lo es.
En cuanto a la propiedad V Pelczynski conjeturô en [28] que se 
verificaria que
C(K,E) tiene la propiedad V si y sôlo si E la tiene.
Nosotros probamos que si E tiene base incondicional entonces la con- 
jetura de PeZczynski es cierta. Y como consecuencia de ello podemos 
ampliar la clase de los espacios E conocidos hasta ahora que son dé­
bilmente secuencialmente completes y verifican que también
es débilmente secuencialmente complète (pues este problema estâ Inti 
mamente ligado al de determinar cuândo C(K,E) tiene la propiedad V).
Al finalizar el capitule hacemos notar que a partir de algunos 
resultados obtenidos anteriormente, los ejemplos de Hagler y de Bour 
gain y Delbaen permiten dar una respuesta negativa a una pregunta 
planteada por Pelczynski en [28].
En el capitule V caracterizamos cuândo C(K,E) contiene un subes 
pacio isomorfo a ê.*" y cuândo contiene un subespacio complementado iso 
morfo a c^. Respecto a esto ultime probamos en concrete que si K es 
infinite y E es de dimensiôn infinita entonces C(K,E) contiene siem- 
pre un subespacio complementado isomorfo a c^ (aûn en el caso en que 
ni C(K) ni E lo contengan como complementado). Este resultado se sé­
para sustancialmente de los obtenidos hasta ahora en esta linea para 
espacios de funciones vectoriales (ver [25,33,34] ) . Como consecuen­
cia inmediata del resultado citado se obtiene un teorema probado re­
cientemente por Khurana [24] que caracteriza cuândo C(K,E) es un es- 
pacio de Grothendieck.
En el capitule VI estudiamos cuândo la suma directa en el senti
p “
do de c^ y de t (1< P < oo ) de una sucesiôn de espacios de Banach, 
posee alguna de las propiedades tratadas en los capitulos III y IV.
Digamos por ultimo que los resultados y las técnicas desarrolla 
das a lo largo de la memoria nos permiten dar varies resultados so - 
bre las propiedades de los operadores definidos en C(K,E). Estos re­
sultados ios recogemos en un apéndice. Se sitùan en la linea de e x ­
tender al caso vectorial los teoremas de Grothendieck y Pelczynski 
sobre los operadores débilmente compactes definidos en C(K).

CAPITULO I
Este capitule esta dedicado a establecer las notaciones funda - 
mentaies que utilizaremos en esta memoria, y a recoger los résulta - 
dos bâsicos de la teoria general de espacios de Banach y del espacio 
C(K,E) que necesitaremos mas adelante.
1. Notaciones y algunos resultados bâsicos de la teoria general 
de espacios de Banach.
A lo largo de la memoria E y F serân siempre espacios de Banach 
(que supondremos por comodidad reales) y K serâ un compacto Hausdorff, 
Supondremos, salvo indicaciôn expresa, que E y F son espacios no tri 
viales y que K es no vacio.
B(E) indica la bola unidad cerrada de E, y E ' el dual topolôgi- 
co de E.
Si A CE, [A] es el subespacio vectorial engendrado por A.
Denotamos por C(K,E) al espacio de Banach de las funciones con­
tinuas de K en E con la norma del supremo.
Si Z es una «'-âlgebra de subconjuntos de un cierto conjunto XL , 
S(Z,E) indica el espacio de las funciones I-simples definidas en il y 
con valores en E; B(I ,E) es el espacio de las funciones de il en E 
que se pueden aproximar uniformemente por funciones de S(E,E). Ambos 
espacios, S(E,E) y B(E,E), los consideramos dotados de la norma del 
supremo. Es fâcil comprobar que B(Ï,E) con esta norma es un espacio 
de Banach; y, por la propia definicion, es claro que S(I,E) es den - 
so en B(r,E).
Si E es el cuerpo escalar 1? notâmes simplemente por C(K), S(E) 
y B(Z) a los espacios anteriores.
Si (il,2,^) es un espacio de medida finita, (yi,E) es el espa
cio de Banach de las funciones de il en E que son integrables Bochner
con la norma usual.
Como es habituai y (para 1$p4«>) denotan los espacios de 
sucesiones clâsicos.
Al espacio de las sucesiones convergentes a cero en E dotado de 
la norma del supremo lo désignâmes por c^(E).
A continuaciôn pasamos a définir y enumerar algunos resultados 
sobre series, operadores y bases de Schauder, que tratan de recoger 
lo fundamental de estos temas que utilizamos en la memoria; y pueden
verse por ejemplo en [l3, 22, 26 y 28].
Series : Se dice que una serie de elementos de E es incondi
cionalmente convergente si toda subserie suya converge. Se dice que 
es débilmente incondicionalmente convergente si Z |<x^ ,x'>| <+«> pa­
ra cada X •SE'.
Una serie es débilmente incondicionalmente convergente en
E si y sôlo si ei conjunto { X, x :<re^(]N)} estâ acotado
ne r n r
( (]N) indica el conjunto de todas las partes finitas de U ) .
Operadores: Por un operador entre E y F entendemos una aplica - 
ciôn lineal y continua de E en F . Al conjunto de todos los operado­
res entre E y F lo désignâmes por L(E,F) • Si TGL(E,F) indicamos por 
T ' a su traspuesto.
Un operador es débilmente compacto si transforma conjuntos aco- 
tados en conjuntos débilmente relativamente compactes.
Un operador es incondicionalmente convergente si transforma se­
ries débilmente incondicionalmente convergentes en series incondicio 
nalmente convergentes. Ejemplos de operadores incondicionalmente con
vergentes son los siguientes;
- los operadores débilmente compactes;
- los operadores que transforman sucesiones débilmente conver 
gentes en sucesiones convergentes en norma;
- los operadores que transforman sucesiones débilmente de 
Cauchy en sucesiones débilmente convergentes.
Bases de Schauder: Una sucesiôn (e^) en un espacio de Banach E 
se llama base de Schauder de E si para cada xEE existe una ûnica su­
cesiôn de escalares (a^) tal que x=Ea^e^.
Una base de Schauder (e^) de E se dice que es base incondicio­
nal si la serie la e converge incondicionalmente para cada
x= E a e GE. 
rtîi n n
Las bases incondicionales se pueden caracterizar de la siguien­
te manera:
"Una sucesiôn (e^) es base incondicional de E si y sôlo si ve­
rifica las très condiciones siguientes:
i) para todo nGlN ,
ii) E=[(e^)] ,
iii) existe una constante M>0 tal que, para cada sucesiôn de 
escalares (a^) y cada par de subconjuntos finitos de IN , <r y C  
con cr c «■'
Una sucesiôn (e^) que es base de Schauder del espacio vectorial
cerrado engendrado por ella, C(e^)J, se llama sucesiôn bâsica.
Dos bases de Schauder, (x^) de E e (y^) de F, se dice que son 
équivalentes -si existen dos constantes positivas c y C taies que, pa 
ra cada rGIN y cada sucesiôn finita de escalares (an o»i
 ^ L f V n l l  '
Es claro que si (x ) e (y ) son équivalentes, la aplicacion
x= ZT a x — *■ y= [ a y define un isomorfismo entre E y F.i\*i n n n*i n n
Una base de Shauder (x^) se llama normalizada si Nx^ ll =1 para to
do nSIN . Si (x^) es base de Schauder de E existe siempre una norma
équivalente en E respecto de la cual (x^) es una base de Schauder
normalizada.
Si (x^) es base de Schauder de E se definen las proyecciones 
P :E * E por P ( Z  a.x.) = E a.x. , para cada nEIN . Se verifica
n n (g, 1 1 1 J-
que sup II P IU+-«?.
n* nJ ^
En el caso en que (x^) sea base incondicional se pueden définir 
también las proyecciones P^. :E ► E para cada subconjunto arbitrario
OO
<r de ]N , por ( Z a.x.) = E a x. .
t » I 1 1  \f.f 1 1
Si (x^) es base de Schauder de E se definen los funcionales aso
ciadoS (x')CE' por <x ,x’>=S para todo n,mGJN . Observemos que en-n m n nm
o»
tonces x= Z  <x,x’>x para todo xEE. 
nsi n n
Una base de Schauder se llama reductora si la sucesiôn de sus
funcionales asociados (x')cE' es base de Schauder de E ' . El nombren
de reductora se debe al siguiente resultado:
" (x^) es base reductora de E si y sôlo si, para cada x'GE',
la norma de x 
ro cuando n—
' 1 rT (restricciôn de x ' a [(x . )T^  ] ) tiende a ce
Por ultimo hemos de recordar dos caracterizaciones importantes 
de Bessaga-Pelczynski y Rosenthal sobre los espacios de Banach que
contienen a ô a 6^  (ver [26] pâgs. 98 y 99)
1.1. Teorema (Bessaga-Pelczynski): Un espacio de Banach E no contie­
ne ningûn subespacio isomorfo a c^ si y sôlo si toda serie débilmen­
te incondicionalmente convergente en E converge incondicionalmente.
1.2. Teorema (Rosenthal): Un espacio de Banach E no contiene ningûn 
subespacio isomorfo a 0^  si y sôlo si toda sucesiôn acotada en E po­
see una subsucesiôn débilmente de Cauchy.
2. Representaciôn de operadores definidos en C(K,E).
Sea K un compacto Hausdorff, Z la <r-âlgebra de Borel de K y E y 
F espacios de Banach. Al espacio de Banach de las medidas regulares 
contablemente aditivas y de variaciôn acotada de £ en E, dotado de 
la norma de la variaciôn total, lo denotamos por rcabv(E,E); si E es 
K  simplemente por rcabv(£).
Es bien conocido que la aplicaciôn que a cada ytErcabv(Z,E ') le 
hace corresponder el elemento r^€C(K,E)' definido por
l^(^) = J d^ para todo <|>ec(K,E), donde la integral estâ tomada
en el sentido de [il], establece un isomorfismo isométrico entre el 
dual de C(K,E) y el espacio rcabv(r,E').
Si m: E — > L(E,F") es una funciôn de conjunto finitamente aditi 
va, para cada AG Z se define la semivariaciôn de A de la siguiente 
manera
m(A) = sup 11 Zm(A^) (x^ )ll
donde el supremo se toma entre todas las colecciones finitas de 
conjuntos disjuntos A^e I , A^cA, y de elementos x^eB(E) .
Se dice que m tiene semivariaciôn finita si m(K)< +«> . se dice
que m tiene semivariaciôn continua en Z (o semivariaciôn continua 
en 0) si lim m(A^) = 0 para cada sucesiôn (A^)c Z tal que A^\ 0
{es decir, para cada sucesiôn no creciente (A^)cE tal que O a^=0).
Para cada y'6F' se define la funciôn de conjunto finitamente 
aditi va m^, : I — > E ' por
cx.m^, (A) > = <m(A)(x),y'> para todo x6E y todo A6 Z ■
Se dice que m es débilmente regular si m^, es regular para todo
y'6F' .
El siguiente teorema de representaciôn de operadores se debe a 
Singer y Dinculeanu (ver p.e. [3] y [11] pâg. 182)
2.1. Teorema (Dinculeanu-Singer): Cada operador T : C(K,E) -- > F de
termina una ûnica funciôn de conjunto m : £ — > L(E,F") tal que :
i) m es finitamente aditiva y m( K) < + oo;
ii) m es débilmente regular;
iii) la aplicaciôn y'— » m^ ,, de F ' en rcabv(r.E') es continua 
para las topologias *(F' ,F) de F ' y <T(C(K,E) ' ,C(K,E) ) de 
rcabv(£,E');
iv) T(^) = para todo ^6C(K,E) ;
v) Ht H = m(K); y
vi) T'(y') = m^, para todo y '6F'.
Reclprocamante, cada funciôn de conjunto m : Z — >>L(E,F") que 
verifica (i), (ii), y (iii) define por (iv) un operador 
T : C(K,E)  > F que cumple (v) y (vi).
La integral de (iv) del teorema anterior estâ tomada en el sen­
tido de C l l ] . En lo que sigue habrân de entenderse las intégrales 
que aparezcan tomadas siempre en este sentido.
Dado un operador T ; C(K,E)  > F llamamos "medida asociada a T"
a la funciôn de conjunto m, cuya existencia y unicidad asegura el 
teorema anterior.
A menudo buenas propiedades del operador T se traducen en bue­
nas propiedades de su medida asociada. Asi, Dobrakov en [13 , teore­
ma 3] obtiene el siguiente resultado:
2.2. Teorema [l3]: Si T :C(K,E) — » F es un operador incondicional­
mente convergente, entonces su medida asociada m verifica:
i) m(I) c L(E,F)
ii) m(A) : E — > F es incondicionalmente convergente para cada 
AS Z
iii) lim m( A^) = 0 para cada sucesiôn ( A^) c E tal que A^\0.
Teniendo en cuenta que, para cada AGI , 
m(A) = sup Im ,1 (A) (donde |m ,| indica la variaciôn de m ,);
yv 8(F) y y y
del teorema anterior, el teorema 4 de [3] y IV.13.22. de [I4j se de­
duce que
2.3- Teorema: Si T : C(K,E) — > F es un operador incondicionalmente 
convergente, entonces su medida asociada m verifica:
i) m(£)c L(E,F)
ii) m(A) : E — » F es incondicionalmente convergente para todo 
AG Z
iii) existe una medida positiva A Grcabv(£) tal que
lim m(A) = 0. 
1(A)-V<»
3. Compactos metrizables y compactos disperses.
Una clase amplia de compactos con la que trabajaremos a lo lar­
go de la memoria es la de los compactos disperses, cuya definicion y 
propiedades son las siguientes (ver [36] secciones 8.5 y 8.6 )
3.1. Definicion: Un compacto Hausdorff es disperse si todo subconjun
to suyo no vacio tiene algûn punto aislado.
3.2. Proposiciôn:
a) Si K es la imagen por una aplicaciôn continua de un compacto 
disperse, entonces K es disperse.
b) Si K es un compacto no disperse entonces existe una aplica- 
ciôh continua y sobre y>: K ——  ^[0,1] .
Ejemplos de compactos disperses son todos los ordinales compac­
tos (cuando consideramos los ordinales como espacios topolôgicos con 
la topologia del orden). Pero no se reducen solamente a éstos ya que 
existen compactos disperses que no son homeomorfos a ningûn ordinal 
(ver 8.6.11.(C) de [36]). Sin embargo para el caso metrizable el teo 
rema de Mazurkiewicz-Sierpinski (8.6.10. de [36]) y otros resultados 
conocidos, nos aseguran que la clase de los compactos disperses y la 
clase de los ordinales compactos coinciden. En concrete se tiene él 
siguiente resultado
3.3- Teorema: Sea K un compacto Hausdorff. Entonces son équivalen­
tes :
a) K es contable
b) K es disperse y metrizable
c) K es homeomorfo a un ordinal compacto contable.
A1 abordar el estudio de los espacios C(K) y C(K,E) es natural 
comenzar por una clase sencilla de compactes K come es la de los com 
pactes metrizables. Para estes compactes Miljutin (ver 21.5.10. de 
C36]) obtuvo el siguiente sorprendente resultado
3.4 . Teorema (Miljutin): Si K es un compacto metrizable no contable, 
entonces C(K) es isomorfo a C(C0,11).
Los dos teoremas anteriores permiten dividir los espacios C(K) 
con K metrizable, en dos grandes bloques:
- los C(K) con K metrizable no contable
- los C(K) con K metrizable y contable
Los primeros, por el teorema de Miljutin, son todos isomorfos a 
C(Co,1]); en cambio Bessaga y Pelczynski demostraron en [5] que los 
segundos se dividen en clases isomorfas distintas.
Todo esto unido al hecho de que si C(K^) y C(K^) son isomorfos 
entonces C(K^,E) y C ( , E )  también lo son (ver 21.5.1. de [36]) nos 
proporciona el siguiente teorema
3.5.Teorema: Sea E un espacio de Banach y sea K un compacto metriza­
ble. Entonces se verifica una de las dos condiciones excluyentes si- 
guientes:
a) C(K,E) es isomorfo a C(C0,1J,E)
b) K es un compacto disperso.
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CAPITULO II
La mayorla de las propiedades del espacio C(K,E) que tratamos 
en este trabajo se pueden estudiar a través de los operadores defi- 
nidos en él.
Comenzamos por ello comprobando que buenas propiedades de los 
operadores definidos en C(K,E) se siguen conservando al extenderlos 
a B(Z,E). Esto nos proporcionarâ una herramienta de gran utilidad 
en los proximos capltulos.
Pero en primer lugar necesitamos conocer algunas cuestiones re 
lacionadas con la convergencia débil en C(K,E) y B(Z,E).
4. Convergencia débil en C(K,E) y B(r,E)
Es conocido el siguiente teorema
4.1. Teorema [13]: Una sucesiôn acotada (<^ )^ CC(K,E) converge a ce- 
ro débilmente en C(K,E) si y solo si converge a cero débil-
mente en E para todo tSK.
Una caracterizaciôn anâloga a la anterior para el espacio 
B(Z,E) no es cierta, ni siquiera en el caso en que E sea el cuerpo 
escalar, como nos muestra el siguiente ejemplo:
Consideremos la sucesiôn (x")=((x") )c C definida por
m m
n _ f 1 si m»n 
1 0 si m < n
(Obsérvese que C* es B(r) con Z la ff-âlgebra de las partes de ]N )
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Sea M el subespacio de t formado por las sucesiones convergen­
tes. Definimos % ; M — ]R por t ) ) = lim x^ . Entonces T6M' y
por el teorema de Hahn-Banach existe tal que % |^  = X.
La sucesiôn acotada (x")c M c (T converge a cero puntualmente pe 
ro no converge a cero débilmente ya que < x*^, t > = 1 para todo nEU.
Aunque no conocemos una buena caracterizaciôn de la convergen - 
cia débil en B(][,E) vamos a ver que, bajo ciertas condiciones, pode- 
mos asegurar que la imagen por un operador, de una sucesiôn débilmen 
te puntualmente convergente en B(£,E) es débilmente convergente.
Sea K un compacto Hausdorff y Z la <r-âlgebra de Borel de K. Da
do un operador T : C(K,E) ----►F, si su medida asociada "m" toma
valores en L(E,F), podemos extenderlo de forma natural aB(Z,E) por
dm para todo ^6B(Z,E)
Como m tiene semivariaciôn finita es claro que T : B(I,E) — » F es 
continue y ademâs 0 T || = m(K) .
Debido a la condiciôn (vi) del teorema 2.1. el operador T asi 
definido no es mas que la restricciôn a B(Z,E) de T" (el operador bi 
traspuesto de T).
4.2. Teorema: Sea E un espacio de Banach tal que E ' es separable.
Sea T ; C(K,E) — > F un operador incondicionalmente convergente y sea 
T=T"| b (^ e ) ' ^ su extensiôn a B(Z»E). Entonces si (y^)
es una sucesiôn acotada en B(Z,E) que converge a cero débilmente pun 
tualmente,  ^ converge a cero débilmente en F.
1 2
Demostracion: Por 2.3. la medida "m" asociada a T verifica;
i) m(E)C L(E,F)
ii) existe una medida positiva Aercabv(Z) tal que lim m(A) - o.
Sea M una cota de ), sea y'EB(F') y sea £>o. Por (ii) existe 
S > o tal que
(1) în(A) < —^  VA6 Z con A ( A ) < S  .
3 M
Como (y»^ ) converge a cero débilmente puntualmente y E' es sepa­
rable, por una version débil del teorema de Egoroff (ver [40] V. Pro 
posicion 1), existe A^EZ tal que S y tal que
(2) ((j^ ) converge a cero débilmente uniformemente en A*.
Por otra parte m , : Z — >■ E ' es absolutamente continua res- 
pecto de A y como E ' tiene la propiedad de Radon-Nikodym existe 
f 6 L* ( A, E ' ) tal que
m ,(A) = f f dA VAE I ,
^  A
y por ello
tp dm^, = J <y,f>dA ¥^EB(Z.E) .
Sea g= Z  K  x! E S(Z,E) tal que 
1*1 «• 1
\ llf(t)- g(t)H dA < -!L_
Jv 3 M
Por (2) existe n^EIN tal que
Con lo cual si n^n^ se tiene
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<T(l|.„),y>| . | { ^ f n % ' l  ^ I Tn % ■ !  + I L f n ^ ’l S
^Mlmy,|(A^) + I j  ^^  y^(t),f(t)> dX I 4
+ I j f( t)-g{t)> dX I ^
f Uf„(t),x!>| dX +M#f-gN (
5. Propiedades de la extensiôn de operadores definidos en C(K,E)
Como hemos dicho en la secciôn anterior, si K es un compacto 
Hausdorff y Z es la <r-algebra de Borel de K, todo operador
T : C(K,E) --->• F cuya medida asociada m verifique que m(Z) CL(E,F),
se puede extender de forma natural a B(£,E) por
T((p) = J <f dm V»pe B(Z,E)
Uno puede preguntarse si las propiedades del operador T las tie
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ne también su extensiôn T. En esta linea Batt y Berg demostraron en 
C3, teorema 6 ] lo siguiente
5.1. Teorema [ 3] : Un operador T: C(K,E)  F es débilmente compac
to si y solo si su extensiôn ^ | B(I E) = B(I,E) ---> F es débil­
mente compacto.
Nosotros vamos a ver que en el caso en que K sea metrizable hay 
también otras propiedades de T que se mantienen al extenderlo a 
B(Î,E).
Para ello utilizaremos el teorema de extensiôn de Borsuk-Dugund 
ji [36, 21 .1 .4.J
5.2. Teorema (Borsuk-Dugundji): Sea un subconjunto cerrado no va- 
cîo de un compacto metrizable K y sea E un espacio de Banach. Enton­
ces exiî 
tal que
ste un operador extensiôn S :C(K^,E) -- > C(K,E) con Ils II - 1
a) S,(«j>) ( t )= 4( t ) para todo tSK^ y todo K^,E)
b) Para cada <|>ec(K^,E) los valores que toma S(^) pertene- 
cen a la envoltura convexa de <|>(K^ ).
5.3. Lema: Sea A una medida finita y positiva del espacio rcabv(Z),
sea *fes(Z,E) y sea &>0. Entonces existe un compacto K^cK tal que
A(K\K^)<r y (la restricciôn de ^ a K^) es continua,
o
r *■
Demostraciôn:’ Beà ZZ X, x. con (A.), c I dis juntos y UA. = K. 
---------------  ' ut 1 1 «-^1 Ut 1
Por ser A regular y acotada, para cada 1<i<r existe un compacto
K. c A . tal que X ( A K. ) < S/r . Llamemos K a la union VK.. K es I l  1 1  o î î l l O
un subconjunto compacto de K,
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A(K\K )= X ( U A . \  U K .)  = A{U( a. \ k . ) )  = IA(a.\k.) <S,
O t=l 1 U l  1 1 1 ' t-i 1 1
y Gs continua pues K es uniôn finita de compactes dis juntos
o
en cada uno de los cuales y e s  constante.
o
5.4. Teorema: Sea K un compacto metrizable. Entonces un operador
T : C(K,E) ---> F es incondicionalmente convergente si y solo si su
extension T= T" | : B ( E , E )   > F es incondicionalmente con­
vergente .
Demostraciôn: Una implicaciôn es clara-
Supongamos que T :C(K,E)  >F es incondicionalmente convergen­
te; entonces, por 2 .3., su medida asociada "m" toma valores en L(E,F) 
y existe una medida finita y positiva X 6 rcabv(Z) tal que
(1 ) lim m(A) = 0 
X(A)-+0
Supongamos que T : B(£,E) — > F no es incondicionalmente con­
vergente; entonces, teniendo en cuenta que S(£,E) es denso en B(£,E) 
existe una serie débilmente incondicionalmente convergente en S(r,E) 
tal que su imagen no converge incondicionalmente, o lo que es équi­
valente segûn la caracterizaciôn dada en la pâg. 2, existe e >0 y 
existe una sucesiôn (f^)cS(r,E) tal que
(2) T. es débilmente incondicionalmente convergente en
B(Z,E), y
(3) 11t («P^)||>6 VneiN .
Al ser Z débilmente incondicionalmente convergente existe 
M > 0 tal que
(4) Il E Y II ^ M para todo f  € M ).' n " r
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Por (1) existe [>0 ( S < A( K) ) tal que
(5) m(A) < _i_ para todo AG? con A(A)c S 
4 M
Utilizando ahora el lema anterior tenemos que, para cada nGM , 
existe un compacto K tal que
X(K\K ) < _  y Y  I r es contiin . n I n IK
Sea K = A  K ; entonces O n = i n
i) es un compacto contenido en K
ii) A(k \ k ) = A ( k \ O k ) = A / U ( k \ k )) < E X ( K V K ) <
< E -L = S’
ftïl 2"
con lo cual ^(K^)= A(k\(K\K^))= X(K) - X ( K \ K  ) > X(K)-S > 0 
y por tanto 0 .
iii) Para cada nGIN la aplicacion  ^Y"IK 6 C(K^,E) ya que
K C K y (r I _ es continua, 
o n n
iv) La serie Z  ^  es débilmente incondicionalmente conver-
osi n
gente en C(K^,E) pues si <re<S^ (]N)
Il Z: t  il = sup il E  t  (t)|| = sup II L  f  (t)||  ^Il E  f  H ( N  .
''(f ' " te K, ncT ' " t e K, me<r ' n nef " "
Como K es metrizable y es no vacio el teorema de Borsuk-
Dugund ji (5.2.) nos asegura la existencia de un operador extension
de norma 1, S :C(K^,E)  ) C(K,E), tal que S(^) - «j» para ca­
da <|>eC(K^,E).
Por ser T incondicionalmente convergente, T»S : C(K^,E) -- > F es
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incondicionalmente convergente.
Sin embargo la imagen por T*S de la serie T. no converge ya 
que, para cada n6]N
n T “ S ( ^ n ^  8 ^  l l T ( S ( ^ n ^  =  Il ^ dm ^  =  j| | dm +  j  ^S(<J>^) dm ||
^ (I [ 'f dm II - Il f S(t )dm| >
^ ij^ fn “ Il j dm II - Il j dm ||
Ahora bien, por (3) | dm || = 0 T(»^ )^ Il > £ ;
por (4), (5) y (ii)
1 J dm II  ^Il Y^ ll m( K^) < f/q 
y II j S(<|»^) dm 1  ^ Hs(«|>^)l! m(K^) ^ HY^II m(K^) <
Por tanto, para cada n61N
1 T-S («b ) Il H1 I dm 1 - Il ( Y? dm M - 0 I S ( i ) dm || > € - * - £ = £
* n J Vt ijjC •* k* 4 y 2
y esto contradice que T=S sea incondicionalmente convergente.
Por tanto T : B(E,E)---- > F es incondicionalmente convergente.
5.5- Teorema: Sea K un compacto metrizable. Entonces un operador 
T :C(K,E) — > F transforma sucesiones débilmente de Cauchy en suce­
siones débilmente convergentes si y solo si su extension 
^ ^ 'IB(Z E) ' B(Z,E) -- > F transforma sucesiones débilmente de Cau­
chy en sucesiones débilmente convergentes.
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Demostraciôn: Una implicaciôn es évidente.
Supongamos que T ;C(fC,E) -- > F transforma sucesiones débil­
mente de Cauchy en débilmente convergentes; entonces T es incondicio 
nalmente convergente y, por 2 .3., su medida asociada "m" toma valo­
res en L(E,F) y existe una medida finita y positiva AC rcabv(Z) tal 
que
(1) lim m(A) = 0  
X^ A) -»o
Sea ) una sucesiôn contenida en la bola unidad de S(E,E) que
es débilmente de Cauchy; y supongamos que no converge débil­
mente en F.
Como (T(Y^^ )) es débilmente de Cauchy en F, existe y"eF" tal que 
(T(Y>n^  ^ converge a y" @"(F" , F ' ) ; tenemos asi que y" 6 F"\ T .
El teorema de compleciôn de Grothendieck nos dice que una for­
ma lineal definida en el dual de un Banach es débil* continua si y 
sôlo si su restricciôn a la bola unidad cerrada es débil* continua 
(ver p.e. 3.11.4. de C 21]).
Por tanto, como y" : F ' — ► IR no es IT(F',F)-continua, existe una 
red ( y ^ ' c  B(F ' ) que converge a cero (T(F',F), y existe eyO tal
que
(2) , y">| X £ Vo(e P.
Por (1) existe E>0 ( E < A ( K) ) tal que
(3) m(A) < e/g para todo AGE con A(A)<E .
Utilizando el lema 5.3. y de forma anâloga a como hicimos en la
demostraciôn anterior tenemos que existe un compacto K^c K que ve- 
rif ica
i) K es no vacio y A( K^) E
ii) para cada nGJN la aplicaciôn i K ' ^o  ^^
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es continua.
Como (y^) es puntualmente débilmente de Cauchy, lo mismo le 
ocurre a la sucesiôn (^^) ; y de 4.1 se deduce que (<|>^) es débilmente 
de Cauchy en C(K^,E).
El teorema 5*2. nos asegura la existencia de un operador exten­
siôn s : C(K^,E) ---> C(K,E), que es una isometria sobre su imagen.
Con lo cual (T«S (^^)) converge débilmente en F a un cierto y6F.
Ahora bien, como converge a cero (T(F',F) , existe
tal que
1 y et
Sea o<^ , entonces existe nSIN tal que
|< T((p^) - y ,  y^ >( < s /c
y l<T*S -y, y^ >1 < fe/é
y asi tenemos que
| < y " , y ^ > U  | < y " , 5^’ > |  +  l <  ? < r „ > - ’'•s < + „ >  ■ y «  > 1  +
+ |<T.s (+n>-y • y.(>l + l<y.y«> I <
<3f+ly^'llT(,._^)-T.S(+„)ll < dm;
= i + Il i,^ .“fn-®'+n'>'^ ll « i * 2"1(k;) < 1+1 I  = 3 i
es decir, | <y",yj>| < 3 1 Vot^ ; pero esto contradice (2).
Luego (T((p^ )) converge débilmente en F.
Por tanto, teniendo en cuenta que S(Z,E) es denso en B(£,E),
T : B(Z,E)  ►F transforma sucesiones débilmente de Cauchy en débil­
mente convergentes.
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5.6. Teorema: Sea K un compacto metrizable. Entonces un operador
T :C(K,E) --> F transforma sucesiones débilmente convergentes en
sucesiones convergentes en norma si y solo si su extensiôn 
T=T"jB(j g^ :B(I,E) -- > F transforma sucesiones débilmente conver­
gentes en sucesiones convergentes en norma.
Demostraciôn: Una implicaciôn es obvia.
Supongamos que T : C(K,E) -- > F transforma sucesiones débil -
mente convergentes en sucesiones convergentes; entonces T es incondi 
cionalmente convergente y, por 2.3., su medida asociada "m" toma 
valores en L(E,F) y existe una medida finita y positiva Aercabv(Z) 
tal que
(1) lim m(A) = 0 
X(A)-*o
Sea una sucesiôn contenida en la bola unidad de S(I,E) que
converge a cero débilmente. Si suponemos que (T(vp^ )) no converge a
cero en norma, entonces existe f>0 y existe una subsucesiôn de
(que notâmes igual) tal que
(2) 0 T(y^)|| > E VneiN.
Por (1) existe > 0 (S ^  A(K) ) tal que
(3) m(A) < 6/è para todo AGI con A(A) < E
Por el lema 5.3. y razonando anâlogamente a como hicimos en la 
demostraciôn de 5.4., tenemos que existe un compacto c K tal que
i) es no vacio y A ( ) < S
ii) para cada nGIN, la aplicaciôn — v E es
o
continua.
Como (y^) converge a cero débilmente puntualmente, de 4.1. se 
deduce que (^^) converge a cero débilmente en C(K^,E).
Sea S :C(K^,E) — > C(K,E) un operador extensiôn que es una 
isometria sobre su imagen, cuya existencia tenemos asegurada por
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5.2.. Entonces (T»S (^ ^)) converge a cero en norma. Por tanto existe 
n^GIN tal que
I|t-S (^ )^|| < c/3 Vn» n^
Con lo cual, para cada n n^
0 T(ip^)0 ( II T(f^)-T-»S (<^^) II + II T«S(4^) II <
< II j^ S<4„)cta II + A =
“ I' *" • * i ^
ï 2K k ' )  ,  i  < 2 A + A *  3 £
pero esto contradice (2).
Luego ) converge a cero en norma y por tanto, gracias a
la densidad de S(E,E) en B(Z,E), T transforma sucesiones débil­
mente convergentes en sucesiones convergentes.
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CAPITULO III
Dedicamos este capitule al estudio en el caso vectorial de très 
propiedades que tienen todos los espacios C(K) y que fueron axiomati 
zadas por Grothendieck en 1953 Cl 9].
Todas ellas son propiedades que se pueden définir en termines 
de los operadores definidos en el espacio y que se mantienen por iso 
morfismos topolôgicos y por "paso" a subespacios complementados.
A partir del articule de Grothendieck [l9] se planteô la eues - 
tiôn de cuândo el espacio C(K,E) tiene dichas propiedades. Una condi 
ciôn evidentemente necesaria es que E lastenga; pero suficiente? 
En este sentido la propiedad mas estudiada ha side la propiedad de 
Dunford-Pettis.
La dificultad de obtener una respuesta satisfactoria en el caso 
general se pone de manifiesto al comprobar que hasta el momento solo 
se ha probado que algunos espacios E muy concretos que tienen la pro 
piedad de Dunford-Pettis verifican que C(K,E) la tiene. En particu ­
lar, Bourgain en un reciente articule C?3 demuestra con técnicas bas 
tante sofisticadas que el espacio C(K,L^Çq.)) y todos sus duales tie­
nen la propiedad de Dunford-Pettis.
La demostraciôn de que una respuesta afirmativa en general no 
es posible la ha dado hace pocos meses Talagrand en un articule aûn 
no publicado [39], en el que construye un espacio de Banach S que 
tiene la propiedad de Dunford-Pettis y tal que C([0,1],î) no la tie 
ne. Las buenas propiedades del espacio S , que veremos a lo largo de 
este capitule y del siguiente (ver nota 10.10.), hacen dificil conje 
turar qué condiciones se han de imponer al espacio E para obtener 
una caracterizaciôn de cuândo C(K,E) tiene la propiedad de Dunford- 
Pettis .
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Nosotros vamos a ver aqui que para una clase amplia de compac 
tos K la cuestiôn planteada se resuelve satisfactoriamente, y que si 
se resuelve para K = [0,l] estâ resuelta en general.
Veremos también que para la propiedad reclproca de Dunford- 
Pettis y la propiedad de Dieudonné, si imponemos a E ciertas condi - 
ciones, podemos asegurar que C(K,E) tiene dichas propiedades.
6. La propiedad de Dunford-Pettis en C(K,E)
6.1. Definiciôn: Un espacio de Banach E tiene la propiedad de Dun­
ford-Pettis (P.D.P.) si los operadores débilmente compactes de E en 
otro espacio de Banach cualquiera F transforman sucesiones débilmen­
te convergentes en sucesiones convergentes en norma.
Ejemplos de espacios de Banach que tienen la P.D.P. son:
- C(K) para todo compacto K.
- L^^) para toda medida finita
- Los espacios de Schur (o que tienen la propiedad de 
Schur), que son aquéllos en que las sucesiones débilmen­
te convergentes son convergentes en norma.
- Entre los reflexivos solo los de dimension finita.
Algunas propiedades de los espacios que tienen la P.D.P. son 
las siguientes (ver [19]):
6.2. Proposiciôn:
a) Si E tiene la P.D.P. todo subespacio complementado de E tam­
bién la tiene.
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b) Si E' tiene la P.D.P. entonces E también la tiene.
c) El producto de dos espacios que tienen la P.D.P. tiene la 
P.D.P.
6.3. Proposiciôn: Un espacio de Banach tiene la P.D.P. si y sôlo si 
para cada par de sucesiones, (x^)c E y (x^)c E ', que convergen a 
cero débilmente se tiene que <x^,x^> — » 0.
En general no es cierto que C(K,E) tenga la P.D.P. cuândo E la 
tiene (ver [39] y 6.9. de esta memoria). Sin embargo vamos a ver que 
para una clase amplia de compactes si lo es. También probaremos que 
el problema de determinar cuândo C(K,E) tiene la P.D.P. para todos 
los compactes K se reduce realmente a determinar cuândo C(C0,1],E) 
tiene esta propiedad.
En primer lugar vamos a recoger en un lema una técnica bien co- 
nocida (ver [14,19,3]) que permite reducir muchos problemas de 
C(K,E) al caso en que K es metrizable.
6 .4. Lema: Sea (<|^)cC(K,E) una sucesiôn acotada. Entonces existe un 
cociente metrizable de K, K, y existe una sucesiôn (^^)cC(K,E) tal 
que, si n : K.— > K es la proyecciôn canônica,
«^ nC'iCt)) = (j*^ (t ) para todo tGK y todo nGlN .
Demostraciôn: Sea K el conjunto de las clases de equivalencia de K 
respecte de la relaciôn:
tRs si y sôlo si ^^( t ) - <j>^ ( s ) para todo nSM .
Sea n :K   ^K la aplicaciôn que a cada tGK le hace corresponder su
clase de equivalencia.
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Si considérâmes en K la métrica definida por
d(n(t),n(s)) = £ —  ft «b (t)-<b (s)ft para todo n(t), n(s) e*K,
n=t 2" "
tenemos que la aplicaciôn n :K — » K es continua (gracias a la conti- 
nuidad de las aplicaciones ; y por tanto que K es un compacto me­
trizable.
Ademâs si, para cada nG3N , definimos : K — > E por 
<|>n(n(t) ) =^n^^) para todo n(t) e K 
obtenemos que (^) estâ contenida en C(K,E).
6.5. Teorema: Si K es un compacto disperso entonces C(K,E) tiene la
P.D.P. si y sôlo si E la tiene.
Demostraciôn:
) es évidente por ser E isomorfo un subespacio complementa­
do de C(K,E).
) Supongamos en primer lugar que K es metrizable.
Sea T : C(K,E) -- ► F un operador débilmente compacto; entonces
T es incondicionalmente convergente y, por 2.2., su medida asociada
"m" toma valores en L(E,F) y
lim m(A ) = 0 para cada sucesiôn (A )c I tal que A \ 0.
Sea (<|^)cC(K,E) una sucesiôn que converge a cero débilmente,
«■n r
iste f = Z  6 S(£,E) con (Bp dis juntos,
4**- j A"*
"
Para cada nGlN exi
tal que
l'+n ■ Tn II  ^ V "
Es claro que (y^) converge débilmente a' cero en B(£,E)
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Como K es un compacto disperso y metrizable, K es contable (3.3.) 
Sea K = ( t^ : nGIN J . Para cada nGM el conjunto { t : i ^ n }  =
= [/ (t 1 pertenece a ? ; ademâs A^\ 0, por tanto, dado £>0 existe 
keiN tal que m(A^) c g Vn^k .
Definimos T :  >• F
T es un operador débilmente compacto ya que T(B(E^)) estâ contenido 
en T"(B(C(K,E)")) que es un conjunto débilmente relativamente com­
pacto en F.
Como E^ tiene la P.D.P. (por 6.2. (c)) y (y^( t ) )J^  ^ converge a 
cero débilmente en E para 1 $ i < k se tiene que
il T((^^(tp , . . . ,»j3^ (tj^ ) ) Il --- » 0  cuândo n— » 00
y, por tanto, existe n^  G IN tal que
Il f  (y^(t^ ) , . . . ,y^(t^)  ) Il = l|_^ m(| t^} ) (y^(tj^) ) ||< g Vn^n^
Sea n GIN tal que *—  < £ ,2 rij
entonces para cada n^max (n^  ,n^)
l|T(f^ )|| ^ IIt "(4^- f^ )ll + ||T"(y^ )ll $ llTll I Il + l|T"(f^ )|| <
<E+||T'( £ % x?)||= £ + 11 £ m(B")(xp|| ^
j*i «j J  ^ ^
< \\ £  m(B"OA. ^  )(xp|| + Il £ m(B*'.nA^ )(xpll ^
J K+ I J i J ' J
J'-*-
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< €+lly^ï ) + 11.^  )(y^(t. ))0 <
< 6+l\f^lU + £ $ ( 2  + S^ up Ry^ tt) f
For tanto — > 0 y asi C(K,E) tiene la P.D.P.
Sea ahora K un compacto disperso cualquiera.
Sea T : C(K,E) — > F un operador débilmente compacto y sea 
cC(K,E) una sucesiôn que converge a cero débilmente. Por el le 
ma anterior, existe un cociente metrizable de K, K, y existe 
(<|»^) c C(K,E) tal que
?^(n(t)) = <|»^ (t) vteK, vneiN
donde n : K — ► K es la proyecciôn canônica.
Como R ^  0 = para todo nGlN, y como para cada tCK la su­
cesiôn ( ^(n( t) ) = (tn(^ ) converge a cero débilmente en E; por 4.1.» 
tenemos que ) converge a cero débilmente en C( K, E).
Sea $;C(K,E) — v C(K,E) la aplicaciôn definida por
i ( ? )  =  v ^ e c ( K . E )
J es claramente lineal y continua; ademâs
$(tn>=4*n
Consideremos el operador : C(K,E) — x F. es débil -
mente compacto por serlo T. Como ) converge a cero débilmente y 
C(K,E) tiene la P.D.P. (pues K es disperso por 3.2.(a), y metriza - 
ble), la sucesiôn ( (^^)) converge a cero en norma. Pero T^($^) =
= T(i(^^)) = T(^^) para todo nGlN, y por tanto I1t (<|)^)|1 — > 0.
Luego C(K,E) tiene la P.D.P.
6.6. Proposiciôn: C(K,E) tiene la P.D.P. para todo compacto K si y
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sôlo si C(C0,1],E) la tiene.
Demostraciôn:
^  ) Evidente.
) Si C(C0,1],E) tiene la P.D.P. entonces E también la tiene 
por ser isomorfo a un subespacio complementado de C([0,1],E). Asi, 
por el teorema anterior C(K,E) tiene la P.D.P. si K es disperso; y 
por tanto, segûn 3-5., C(K,E) tiene la P.D.P. para todo compacto me­
trizable K. Procediendo ahora de forma anâloga a como hicimos en la 
segunda parte de la demostraciôn anterior, podemos deducir que 
C(K,E) tiene la P.D.P. para todo compacto K.
Existe otro espacio, aparté de C([0,1],E), al que podemos redu­
cir el problema que nos ocupa. Este otro espacio es B(I#,E ) (donde 
es la «■-algebra de Borel de [0,1]).
De IV.6.18. de [l4] y 21.5.1. de [36] se deduce que
6.7. Teorema: Si Z^es la <r-âlgebra de Borel de [0,1], existe un com­
pacto tal que, para cualquiera que sea el espacio de Banach E,
B(1^,E) es isomorfo a C(K^,E).
Y asi podemos obtener el siguiente resultado
6.8. Proposiciôn: C(K,E) tiene la P.D.P. para todo compacto K si y 
sôlo si B(Z,,E ) la tiene..
Demostraciôn:
^  ) Es consecuencia inmediata del teorema anterior.
^  ) Por 6.6. basta probar que C([0,1],E) tiene la P.D.P. si
B(I-,E) la tiene. Sea T :C([0,1],E)  un operador débilmente
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compacto entonces, por 5-1., T = T"| : B(Z,,E)  F es débil­
mente compacto. Si B(Z,,E) tiene la P.D.P. T transforma sucesiones 
débilmente convergentes en sucesiones convergentes y por tanto tam- 
bién T (pues Ï|c(c,j3 ,E)
A continuaciôn pasamos a définir el espacio de Banach construi- 
do por Talagrand [39] que, como anunciamos, es un espacio que tiene 
la P.D.P. tal que C([0,1J,E) no la tiene.
6.9. Ejemplo de Talagrand
Sea T= U  lo.ll , para cada ^GT se define ly|=n si yG(o,l}” .
Dados ' ' " 'Yn^^^ ^ ' " ' ' se dice que
Y  ^  Y  lifléiyi y Yi^Ti Igi^n.
T
Para cada x= G B se define
/ aIl xll = sup( ï. (sup 1x^ 1 ) )
n |.^=n Ÿ
T TEl subespacio de M formado por los x G IR con II x II < + w  es
un espacio de Banach con la norma 1 •II, que contiene a
= t ]R^  : x.^ = 0 para casi todo yG T).
•y (T)Se désigna por é a la adherencia de IR en este espacio.
Talagrand demuestra las siguientes propiedades del espacio %  :
a) Cada sucesiôn de S que converge a cero débilmente pero no en 
norma posee una subsucesiôn équivalente a la base canônica de c^.
b) 3 tiene la P.D.P.
c) 3' es separable y tiene la propiedad de Schur.
d) C([0,1],5) no tiene la P.D.P.
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Nosotros probaremos que ademâs
e) “5 tiene base de Schauder incondicional (que es reductora).
f) g"' tiene base de Schauder incondicional.
Demostraciôn de (e) y (f):
Para cada sea e.^ = (xY^ygr ® ^ definido por
Xy= 1 si Y" f y x,y = 0 si f 
Consideremos la sucesiôn ( 3 ordenada de forma natural,
es decir, q), ®(0,1)’ ®(1,0)’ ®(1,1)’ ®(0,0,0)’ ®(0,0,1)...
Se tiene entonces que
- una base de Schuder incondicional de 3.
(t )En efecto: Es claro que cada elemento x = (X y G  ]R se pue
de expresar de la forma
X — ?Z E. x.ae,# 
n=l '
donde n^ es el mayor natural tal que Xy^ 0 para algûn T con lfl=n^ ;
por lo tanto 3  = [ (e.^ ),^ gT- ] . Ademâs |(e,^|| =1 para todo yeT.
Para probar que forman una base incondicional sôlo queda comprobar 
que, para cada par de subcon juntos finitos T y «r* de T, <r c , se 
tiene
para cualquier sucesiôn finita de escalares
n
Sea n^eiN tal que <r c c (o , 11 y sea (x^ ^^ gg., una sucesiôn finita 
de escalares. Consideremos
= x^ si y x,^=0 si
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Sea e [l ,2, . . . ,n^} tal que
T. (max = max ( Z (max I x^ I f  )
= m. f
Si , Y2 ' ' ' ' los 2"*^ elementos de T con tf|=n.j , sean
.'YgMi elementos de 1/ |o,1r tales que
f i  '  f i  y I X  ^  ^ Ix  ^I para 1gi«2*'‘^ ,
entonces
i/j
0 £ x.^ e,^ jj = II E  E  Xf6.f|)= max ( Z  (max (%*,()')
 ^^ ' ’«=1 lfl=n '  ^ ifn<n, Iflsn ^
= ( E (max I Xu,I )^ ) = ( Ê 1x^,1^) ^
^ ( £ (max (x^ l )* ) *^ = ( £  (max |xo,|)*' ) <
c=i If I'll
Luego (6v^ ),^ gT es una base incondicional de
Se sabe que si un espacio de Banach tiene base incondicional y 
dual separable, entonces su dual también tiene base incondicional 
(que estâ formada precisamente por los funcionales asociados a la ba 
se del espacio) (ver I.e.12. de [26]).
Por lo tanto, como S’* es separable,
- 3' tiene base de Schauder incondicional.
6.10. Nota: Es interesante observer que aunque para el compacto K= 
=[0 ,1] C(K,Ç) no tiene la P.D.P., para el resto de los compactes 
metrizables (es decir, los contables) C(K,^) si la tiene. Mâs aûn.
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existen compactes no metrizables (los disperses) tales que C(K,5) 
tiene la P.D.P.
7 . La propiedad reclproca de Dunford-Pettis en C(K,E)
7.1. Definicion: Un espacio de Banach E tiene la propiedad reclproca 
de Dunford-Pettis (R.P.D.P.) si todo operador de E en otro espacio 
de Banach cualquiera F que transforma sucesiones débilmente conver­
gentes en sucesiones convergentes en norma, es débilmente compacto.
Ejemplos de espacios que tienen la R.P.D.P. son :
- C(K) para todo compacto K.
- Los espacios reflexivos.
- Entre los espacios de Schur sôlo los de dimension finita.
- Los espacios que no contienen ningûn subespacio isomorfo a
Estos ûltimos tienen la R.P.D.P. como consecuencia inmediata de 
la caracterizaciôn de Rosenthal dada en 1.2.
Observemos que:
- No todo espacio que tiene la P.D.P. tiene la R.P.D.P. (ejem­
plo: ) .
- No todo espacio que tiene la R.P.D.P. tiene la P.D.P. (ejem­
plo: los espacios reflexivos de dimensiôn infinite).
Algunas propiedades de estabilidad de la R.P.D.P. son (ver [l 9j) :
7.2 . Proposiciôn:
a) Si E tiene la R.P.D.P. todo subespacio complementado de E
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*, también la tiene.
b) Si E tiene la R.P.D.P. todo cociente separado de E también 
la tiene.
c) El producto de dos espacios que tienen la R.P.D.P. tiene la 
R.P.D.P.
Probamos en esta secciôn que si imponemos a E 6 a K algunas res 
tricciones es cierto el siguiente resultado:
" Si E tiene la R.P.D.P. entonces C(K,E) también la tiene".
7.3' Lema: Sea K un compacto disperso metrizable y sea T : C(K,E) — ► F 
un operador cuya medida asociada "m" verifica:
i) m(S)c L(E,F)
ii) m(A) : E — » F es débilmente compacto para todo AGI
iii) m es continua en 0.
Entonces T es débilmente compacto.
Demostraciôn: Como K es compacto y metrizable, K es contable (3.3.) 
Seà K = {t^ : iG]N) .
Sea ( ) c C(K,E) una sucesiôn acotada. Para cada nG3N existe 
-■n
Y„ = E X„x')GS(I,E) con (B" ). " dis juntos, tal que I f „  R < 1/n . 
jri tJj J J 4 -  ^ " n
Para cada iGJN la sucesiôn (m(lt^l  ^  ^^ ^  ^posee una
subsucesiôn débilmente convergente ya que m(lt^i) es un operador dé­
bilmente compacto y ) )^^ estâ acotada en E. Asi, por un proce-
so de diagonalizacion usual, podemos extraer una subsucesiôn de (y^) 
(que seguimos notando igual) tal que
( m( 11^J ) (Yj^ (t^  ) ))” j^ converge débilmente en F a un cierto y^
para cada iG3N .
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- La serie Z  converge en F.
En efecto: Supongamos que no converge, entonces existe €>0 y 
:e i 
tal que
exist una sucesiôn ((T.)C ) con max <r. < min ir. para todo j,
J r J J+1
Il 11 >  ^ vjem ;
por tanto, para cada j6]N , existe yj 6 B(F ') tal que
I ' '
Como, para cada jeiN , , Z y^ es el limite débil de
C 2T m(it.|)(»f (t. )))**, , existe n.EM tal que 
ic J 1 I n 1 n = 1 J
I < Z  mClt pC'f (t )), y \ ) |  > eI 1 in^  1 J
Y asl II Z . I ) (f (t. ) ) Il >  ^ VjeiN .
eo
Si considérâmes los conjuntos A. = U  li: iGC i G Z para todo jG]N ,
J K,J K
tenemos que A.N0. y sin embargo no existe el lim m(A.) ya que,
..........J .............................j J ..........
para todo jSiN
ïS(A.) - m(A ) ^ m(A.\A. )=m(^. ) ^
J J  ^ J J  ^ J
Pero esto contradice que m sea continua en 0.
Oo o»
Luego i. y. converge en F. Sea y= Z y.
I 5 1 1 1= 1 1
- (T(<|»^ )) converge débilmente a y.
En efecto; dado g>0 existe n^GJN tal que
1 ) H Z  y .  W < e
ian+l ^
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y 2) m(A^) < E/sup 11^ 1^1 Vn^n^ , donde A^ = [t^ : i> n j-
Sea y'GB(F'), entonces existe keiN tal que
3) 1 < Zni( [t P  (f ( t ) ) - E y .  , y ’>l < €  V n ^ k
ui 1 *n 1 1=1 1
entonces, para cada n ^ k , se tiene
U t (<|>^) -y,y>j ^ |<T"(4^-(^^) , y > l  + |<T"(^^) -y , y'>| ^
f HT"! Ilt-fn* + , y > |  <
< e+ U E  m(B;)(x") - f  y. , y  > I 4
jri J J i»l 1
( E + U  E  m ( B ? n  A p  (x"l ) ,y'>| + |< Z  y. , y'>l +
J - ‘ J o ‘®
+ \< E  m ( B ? A  A j  )(x1) - E y^ , y ’ >| < 
4’1 j " +1 J ui
< £ + m(A^ ) + e +
o
r\o
+ U  E  m(lt p ( f ^ ( t  )) - l y .  ,y'>| < 4 g
i- I 1 «n X (al 1
Por tanto T es débilmente compacte.
7.4. Observation: Batt y Berg [3] probaron que, para cualquiera que 
sean K, E y F todo operador T : C(K,E) — > F débilmente compacte ve- 
rifica (i), (ii) y (iii) del lema anterior.
Si E' y E" tienen la propiedad de Radon-Nikodym el reciproco es 
cierto para cualquier compacte K y cualquier espacio de Banach F 
(ver f 97). En cambio en general el reciproco no es cierto. C. Fie-
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rro [15,16] ha probado que si E' 6 E" no tienen la propiedad de Ra­
don-Nikodym entonces existe siempre un compacte K, un espacio de Ba­
nach F y un operador T : C(K,E)  ► F que verifica (i), (ii) y
(iii) del lema y que no es débilmente compacte.
7.5. Teorema: Si K es un compacte disperse entonces C(K,E) tiene la
R.F.D.P. si y solo si E la tiene.
Demostraciôn:
) Es évidente ya que E es isomorfo a un subespacio comple- 
mentado de C(K,E).
^  ) Supongamos en primer lugar que K es metrizable.
Sea T : C(K,E) --- ► F un operador que transforma sucesiones dé -
bilmente convergentes en sucesiones convergentes en norma; entonces
T es incondicionalmente convergente y, por 2.2., su medida asociada
"m" toma valores en L(E,F) y m es continua en 0.
Como para cada AGI la aplicaciôn E — ► B(I,E) definida por 
■Ça (x ) = 'X^x es lineal y continua, de 5.6. se deduce que el operador
m(A)=T»x^: E  » F transforma sucesiones débilmente convergentes en
sucesiones convergentes en norma; y como E tiene la R.P.D.P. el ope­
rador m(A): E  ► F es débilmente compacte.
Asi, por el lema anterior, tenemos que T es débilmente compacte.
Supongamos ahora que K es un compacte disperse cualquiera.
Sea T : C(K,E) -- » F un operador que transforma sucesiones débil
mente convergentes en sucesiones convergentes en norma, y sea
(4> )CC(K,E) una sucesiôn acotada. Por el lema 6.4. existe un cocien
n ^
te metrizable de K, K, y existe (^^)cC(K,E) tal que 
(n ( t ) ) = VteK, VnSIN
donde n: K   ^^ es la proyecciôn canônica;
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ademâs, por 3.2.(a), K es también disperse.
Si consideramos la aplicaciôn J: C{K,E) —  ^C(K,E) que a cada
^  A/ ^
T G C( K,E) le hace corresponder G C(K,E), entonces el operador
c(K,E) — > F es débilmente compacte ya que C(K,E) tiene la
R.P.D.P.
Como (<|>^) esta acotada en C(K,E) y T(^^) = para todo n ,
la sucesiôn (T{^^)) posee una subsucesiôn débilmente convergente en 
F.
Por tanto T es débilmente compacte y C(K,E) tiene la R.P.D.P.
7.6. Proposiciôn; C(K,E) tiene la R.P.D.P. para todo compacte K si y 
sôlo si C([0,1],E) la tiene.
Demostraciôn:
^  ) Evidente.
4= ) Si C([0,1],E) tiene la R.P.D.P. entonces E la tiene y, por 
el teorema anterior, también C(K,E) para todo compacte disperse K. 
Con lo cual, segûn 3.5., C(K,E) tiene la R.P.D.P. para todo compacte 
metrizable K. Procediendo ahora de forma anâloga a como hicimos en 
la segunda parte de la demostraciôn anterior, podemos concluir que 
C(K,E) tiene la R.P.D.P. para todo compacte K.
7.7 . Proposiciôn: Si E, es la <r-âlgebra de Borel de [0,1] entonces 
C(K,E) tiene la R.P.D.P. para todo compacte K si y sôlo si B(I,,E) la 
tiene .
Demostraciôn: Es anâloga a la de 6.8. teniendo en cuenta 7.6. y 5.6. 
en lugar de 6.6. y 5.1.
Los dos resultados siguientes son una consecuencia inmediata de
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dos teoremas que veremos en la prôxima secciôn (8.8. y 8.10.)
7.8. Proposiciôn: Si E tiene base incondicional reductora entonces 
C(K,E) tiene la R.P.D.P. para cualquiera que sea el compacte K.
7.9. Proposiciôn: Si E es un espacio de Banach tal que E ' y E" tie­
nen la propiedad de Radon-Nikodym, entonces C(K,E) tiene la R.P.D.P. 
para todo compacte K.
7.10. Nota: Es interesante hacer notar que mientras que el ejemplo 
de Talagrand ^  (6.9.) tiene tanto la P.D.P. como la R.P.D.P. (pues 
g tiene base incondicional reductora), el espacio C(C0,1],Ç) tiene 
esta ultima propiedad pero no la primera.
Esto nos proporciona también un ejemplo de un espacio no refle­
xive que tiene la R.P.D.P. y no la P.D.P.
8. La propiedad de Dieudonné en C(K,E)
8.1. Definiciôn: Un espacio de Banach E tiene la propiedad de Dieu- 
donné (P.D.) si todo operador de E en otro espacio de Banach cual - 
quiera F que transforma sucesiones débilmente de Cauchy en sucesio - 
nés débilmente convergentes, es débilmente compacte.
Ejemplos de espacios que tienen la P.D. son:
- C(K) para todo compacte K
- Los espacios reflexives
- Entre los espacios débilmente secuencialmente completes sôlo 
los reflexives
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- Los espacios que no contienen ningûn subespacio isomorfo a 6*" 
(éstos tienen la P.D. como consecuencia de la caracterizaciôn 
de Rosenthal 1.2.)
Propiedades de estabilidad de la P.D. son (ver [19]):
8.2. Proposiciôn:
a) Si E tiene la P.D. todo subespacio complement ado de E tam­
bién la tiene.
b) El producto de dos espacios que tienen la P.D. tiene la P.D.
8.3 . Nota: Una consecuencia inmediata de las definiciones es que to­
do espacio que tiene la P.D. tiene también la R.P.D.P.
De nuevo hemos de decir que no se conocen caracterizaciones de 
cuândo C(K,E) tiene la P.D. en el caso general.
Los très resultados que damos a continuaciôn son anâlogos a los 
obtenidos para la R.P.D.P.
8.4 . Teorema: Si K es un compacto disperse entonces C(K,E) tiene la 
P.D. si y sôlo si E la tiene.
Demostraciôn: Es anâloga a la de 7.5.
8.5. Proposiciôn: C(K,E) tiene la P.D. para todo compacto K si y sô­
lo si C([0,1],E) la tiene.
Demostraciôn: Es anâloga a la de 7.6.
8.6. Proposiciôn: Si %, es la «"-âlgebra de Borel de [0,1] entonces 
C(K,E) tiene la P.D. para todo compacto K si y sôlo si B(£.,E) la
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tiene.
Demostraciôn: Basta procéder como en 6.8. teniendo en cuenta 8.5. y
5.5. en lugar de 6.6. y 5.1.
Veremos ahora que si E es un espacio separable nos basta estu- 
diar los operadores que "llegan" a c^ para decidir si E tiene o no 
la P.D.. Y pasaremos después a demostrar que si imponemos a E cier- 
tas condiciones, el espacio C(K,E) tiene la P.D. para todo compacto 
K.
8.7. Proposiciôn: Si E es un espacio de Banach separable son équiva­
lentes :
a) E tiene la P.D.
b) Todo operador T : E — * c^ que transforma sucesiones débil 
mente de Cauchy en sucesiones débilmente convergentes es 
débilmente compacto.
Demostraciôn;
(a) (b); Es trivial.
(b) (a): Sea H el subespacio de E" formado por los x"GE" que
son f(E",E ')-limite de alguna sucesiôn débilmente de Cauchy en E.
Grothendieck caracterizô en [19] los espacios E que tienen la 
P.D. como aquéllos en los que los discos acotados y f(E',H)-compac- 
tos del dual son débilmente compactes.
Sea por tanto AcE' un disco acotado y 6'(E' ,H)-compacto. Hemos 
de probar que A es débilmente compacto.
Sea (x^)cA; como E es separable y A es acotado en E ' , por el 
teorema de Alaoglu-Bourbaki, existe una subsucesiôn de (x^) (que no­
tâmes igual) que es <r(E',E)-convergente a un cierto x'GE'. La aplica 
ciôn identidad
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I : (A,<y(E*  ► (A,tr(E' ,E)j^)
es un homeomorfismo ya que la topologla tf(E*,E) es mas débil que la 
topologia 0"(E' ,H) y A es un conjunto f(E' ,H)-compacto. Por tanto 
X ' = lim x^ para la topologla V(E',H ).
Definimos T : E  por T(x)= (<x,x^-x'>)^ para todo x6E.
T es claramente lineal y continue. Ademâs, T transforma sucesiones 
débilmente de Cauchy en sucesiones débilmente convergentes. En efec­
to: sea (x^)cB(E) una sucesiôn débilmente de Cauchy, entonces exis­
te x"€H tal que x^— > x" f(E",E'). Para cada nSIN sea
= lim <x^,x^-x’> = <x",x^-x’> ;
como X ' — ►x' <I(E’,H), lim a = lim <x",x'-x'v =0. Luego y=(a )6c n n n n n n o
y (T(x^))^ converge débilmente a y.
Por tanto T es débilmente compacto y, por el teorema de Gantma-
cher (ver IV.4.8. de [14]), su traspuesto T* : 0 — también lo
es. Si (e^) es la base canônica de
T' (e ) - e«T = x'-x' VnSIN;n n n
con lo cual (x^-x')^  posee una subsucesiôn f(E',E")-convergente 
(y ha de ser necesariamente a cero). Se tiene por tanto que A es 
<^ (E' ,E")-secuencialmente compacto. Y, gracias al teorema de Eberlein- 
Smulian, A es q(E',E")-compacto.
8.8. Teorema: Si E tiene base incondicional reductora, entonces 
C(K,E) tiene la P.D. para todo compacto K .
Para su demostraciôn vamos a necesitar dos lemas. Pero antes 
"vemos que < 
tora de E, y si
observe si (e^) es una base incondicional normalizada reduc-
C = sup {11% Il : <r c 1N J
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entonces
a) C >1 .
m
b) Si x"eE" se tiene que x"= lim Z<e',x">e" para <J(E",E').
m  n»l " "
c) Para cada (T 6 3N) la aplicaciôn bitraspuesta de ,
verifica que II B = IlP». H ^  C , y que
P^' (x") = Z ^e',x">e" Vx"6E".
Lema 1 : Sea E un espacio de Banach con base incondicional reductora, 
sea I=CO,l] y sea la <r-âlgebra de Borel de I. Si (A^) es una su­
cesiôn de abiertos disjuntos de I y (x")cB(E"), entonces el elemento 
t de C(I,E)" definido por
C ^ , t > =  Z .^ j|i.(A^ ) ,x|| > V^ercabv(Z^,E')
es limite débil** de una sucesiôn débilmente de Cauchy de C(I,E). 
Demostraciôn: Sea (e^) una base incondicional normalizada reductora
de E y sea
0= sup jljP^ II: «-CK)
Para cada nSIN existe una sucesiôn creciente de compactes (k” )m m
n n
tal que A = V  K . Para cada n.mSlN sea f GC(I) tal que 
n m«i m m
f 1 si t€K"
f (t) = } y O ^ f  (t) ^ 1 Vtei.
I 0 si teA'
Construimos la siguiente sucesiôn en 0(1,E):
+1 = f](
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^k^ * ^k-/' + ' "  + ( - )4e^ '^k>^i
La sucesiôn (^^) esta acotada en C(I,E) ya que
M t k l l  "  I t k ^ ^ ^ l  <  s u p  s u p  ||p;:(x")H ^  c .
t€ I new «cN "
Por la def iniciôn de se tiene que
n k+i
Si ‘ '^'n "kern.
n I k+i
(ii) Si t6K__^  = E^<e;,x;;>e. Vk^m,.
Veamos que (<j>^) es débilmente de Cauchy en C(I,E). Para ello, 
segun 4.1., bastara probar que puntualmente lo es: Sea t€I,
- si teA^ entonces lim t)=0 en E pues ()^(t)=0 VkGIN;
- si tSA existe nSlN y existe m^GM tales que tek" . Entonces te - 
niendo en cuenta (ii) y que la serie Z<e'.,x">e. es débilmente in-
j*i J n J
condicionalmente convergente en E por ser (e^) base incondicional, 
podemos concluir que (^^(t)) es débilmente de Cauchy en E.
Veamos que % = lim para ff(C(I,E)",C(I,E)*):
Sea ^  6 rcabvd^, E ' ) y sea £>0. Como ^ ^
existe n 8M tal queo
y - i < f  -
Para cada l^n^n lim lu.|(A \ ) =0 y por tanto existe m GIN tal
o m / n m o
que
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Para 1 ( n(n^ lim ) < ^ ( ) , x^ - <:ej ,x^ > e^ > j =0 (debido a
la obsérvaciôn (b) hecha anteriormente), y por ello existe j^GIN tal 
que
l< M-(k" ) . X" - *L <e' x">e'' >1 <. -X, Vheu, 16 n<
n J n J 4 n0 ^n .o
Y asi si k ^ n  +m +j se tiene o o o
+ II 5A.tk<‘> 1r| 6
'=V*
4- I  -1- + I ^  C + ±  =
m»l 4 n* nslMCn^ 4
"n - >1 + V  < 1 , 4 *  T  ' «
ya que si 1^n$n^ entonces k-n+1 $: k-n^+l ^  m^+j^.
Lema 2: Sea E un espacio de Banach con base incondicional reductora, 
sea l=[0,l] sea la o’-algebra de Borel de I y sea H el subespacio
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de C(I,E)" formado por los elementos de C(I,E)" que son limite débil*
de una sucesiôn débilmente de Cauchy de C(I,E). Entonces si C
rcabv(r^,E') es una sucesiôn que converge a cero d(C(I,E)',H), el 
conjunto [ ( : nGIN } crcabv(E^) es uniformemente contablemente adi
tivo.
Demostraciôn; Como H =)C(I,E) la sucesiôn esta acotada en
rcabv(I^,E ' ) . Si suponemos que : nGIN } no es unif ormemente con­
tablemente aditivo (por VI.2.13- de [11]) existe €>0, existe una su 
cesiôn de abiertos disjuntos (A^)cI y existe una subsucesiôn de
(^^) (que seguimos notando igual) taies que
(1 ) I ( A ^ )  > 6 Vn0]N.
Por el lema de Rosenthal (ver 1.4.1. de [11]) existe una sucesiôn es 
trictamente creciente (n^)ciN tal que
Es fâcil ver que si ^Grcabv( E ' ) 'y A es un abierto de I en­
tonces
1^1 (A) = sup [11^9 ^ 7^1= g= I Xg x^ G S(r,,E) con abiertos
dis juntos de I taies que c A , y (x^ )^ 'l^ c B(E)|,
por ello para cada iGM existe g^=^^^XgjXy GS(Zo,E) tal que (B^  )^ 
son abiertos dis juntos de I con U  BÎl <= A , (xMcB(E) y
it*t "L *
l/^ n J  ^ I M i 1 + f
lA
For tanto tenemos que
45
(3) I j g. I > Y
1
Def inimos x6C(I,E)" de la siguiente manera
oo ("I
Z f g . du, = r  E  ^ x^, U,(B^)> Vu.e rcabv(^.E’).
1 = 1 Aft.: ' tsi K / K /
Entonces, segun el lema 1, x GH. 
Pero para cada iSM se tiene
CO
^ ^  ' S ’ '  ^  ■ ' y   ^ r  h i
y esto contradice que — >0 (T(C( I ,E) ' ,H) .
Demostraciôn de 8.8.: Sea (e^) una base incondicional normalizada re 
ductora de E, y sea
C = sup (H 1^ 1 : <r c in} .
Para demostrar que C(K,E) tiene la P.D. para todo compacto K 
basta comprobar, segun 8.5., que C([0,1j ,E) la tiene.
Sean I, y H como en el lema 2. Para probar que C(I,E) tiene
la P.D., puesto que es un espacio separable, es suficiente demostrar 
que toda sucesiôn acotada en C(I,E)' que converge a cero «■(C(I,E)',H) 
converge también ^(C(I,E)',C(I,E)") (ver nota 1, p. 161, de [19]).
Sea (yji^) una sucesiôn contenida en la bola unidad de C(X,E)' 
que converge a cero f(C(I,E)',H).
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Sea A(.) = E   ^- -■ , Aercabv(Z^) y es no negativa.
0*1 1 i+
Como E ' tiene la propiedad de Radon-Nikodym por ser un dual separa­
ble, y es absolutamente continua respecto de A para cada n6]N,
existe c L^(A,E ' ) tal que
Sea, para cada nSIN, ^^es(I„,E ') tal que || Hi 4 i/i-n.
Como (ej) es base de Schauder de E' se puede comprobar facilmente 
que si <|> GS(Z^,E’), dado c>0 existe ^es(Eo.E') con (|>( 1 ) c  [(ej )^ ] 
para algûn sGIN, tal que A - 4 Ni ^  ^  tanto, para cada nCIN,
existe s^6]N y existe <j>^ 6S (r j^E ' ) tales que
.}.n(I)cC(e')^J y i/în.
Con lo cual || < 1 /n para todo n6]N, y como (<}^ ) converge a
cero <r(C( 1 ,E) ' ,H) tenemos que (<|>^) converge a cero <r(C( 1 ,E) ' ,H).
Para probar que — » 0 ff(C( 1,E) ' ,C( 1,E) " ) bastara probar que
<j)^ — >0 <s-(lS a ,e ') ,l‘(A,E') ' ) .
Supongamos que no converge a cero <S'(L*'(A ,E ' ) ,L^(A,E') ' ) en­
tonces, teniendo en cuenta que L*‘(A,E')' es isométricamente isomorfo 
a L(l‘(A),E") (ver p.e. Vlll.2.2. de til]), existe x CL(L*-(A) ,E") (b; 
L*(A,E')', existe e>0 y existe una subsucesiôn de (^^) (que segui­
mos notando igual) tales que
(1) |4 }>^»x>|>£ VneiN.
Para cada j6IN la aplicaciôn < e!, X (. ) > : (A ) -- > IR es li­
neal y continua, y por tanto pertenece a L^(A) ' 2£ L®**(X) . Sea g^GL“*(A)
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tal que
4 e}, T(f)> = j f(t)9j(t) dX Vf6L*-(A),
es claro que Hg^H^ 6 Hz II .
Si «j»= xî 6 S(F^,E') y «^( I ) c [(e \ ] entonces
4 4 , t > = f <«f(t), Z.g .(t)e"> dX 
Jl 1=1 J J
En efecto:
4 4 , x > = < Z X .  x ' z )  = z  Cx:, z(X. )> =l«l A. 1 ' v*4 1 A,
= I  4  i  4 X ! , e'î > e' , Z ( X  ) > =
V*1 j = l 1 J J \
= E Z <x' ,e" > <e', T( % ) > =
i = l 1 J J A^
= f  E4x!,e’M  [ X  (t)g (t) dA = ^^ ^  ^ 1, J J.j ■ ■ J . . . . . . . . . . . . .  .
= Z  [ < Z  X. (t)x! , g (t)e'! > dX = 
j=l Jj l=t A^ 1 J J
= è  f 4 <i>( t) ,g .(t)e': > dA = f 4 4 < t ), f gyt)e’.'> dX . 
j=i Jx J a I j=i J 1
Por tanto tenemos que
(2) " I l  ()A|>g VnGlN
Sea <T€^(IN) y consideremos la aplicaciôn
"p‘*
R". t : L^(A) E" [ (e'!). c  E"
J 4^'
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P^'oT GL(L"(A),C(eMjg^]) - - L**( A . [( e-j )
La aplicaciôn Zg.(-)e" 6 L**( A, C(e’.') _^ ] ) verifica que 
j€<r J J . 1
<fj>, P^ '*T > = 1  4<j>(t) . Z  gj(t)eV > dA Vc^G L\ A ,[(e\).g^ ])
En efecto: Sea <|>6S(?<,, C(e} ' entonces
i  \  ='i ■ “
1 i ‘ i
= Z < X' z  < e ' , T (;4 )>e" > ^
1=1 ^ jc<r J J
= I  < X ' , Z  ( [ %  ( t )g ( t ) dX ) e'.' > =
1=1 ^ Jj J ' J
= I Z  [ ( X  (t)g (t) 4 X! ,e'M ) J.A =
1=1 i J 1 J ^
= Z  I  [ <^Xa (t)x! , g.(t)e1 > dA =
1=1 "I i  ^ "J
= Z  f < 4>(1 ) .9 • (t)e'! > dA = f <<|)(t), Z  g.(t)e'.' '> dA .
jcff Jl ’ J J Jl ' 46Î J J
Por lo tanto
(3) II _Z gj(.)e^' 11^ = llP^ '. t jUflP^ilUII :£ Cllx||.
Como^^(3N) es numerable podemos suponer (cambiando las funciones en 
conjuntos de medida A-nula si es precise) que, para cada 5^ 6 ]N)
En particular, para cada j€]N,
|lg.(.)e"|| = sup jjg (t)e';|| = sup j g . ( t )| (|e'M| = sup|g.(t)| ^ C ||r|).
tg I -tel t€l
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Luego g^GBdJ para todo je iN . Sea, para cada jGlN, h^esd^) tal que
(4) Il Gj-hj L  <
Por el lema 2 el conjunto [ | | : nGlN} es uniformemente conta
blemente aditivo, y por tanto
lim I II 4> ( t ) Il dA =  0 uniformemente en nS]N.
A(A)-»o
Como II ^ -^4j^ ||^  < 1/n Vn€]N, se tiene también que
lim [ 114» (t) Il dA =  0 uniformemente en nGlN.
AM H o
Por tanto existe S>0 tal que
f II II < -----------    VAClg con A(A)^S
4 CE + CUtll)
y podemos suponer S <  A(I).
(5)
■'A
Por el lema 5.3. para cada n63N existe un compacto K^c l tal
que
A( I \ K .) < Z  y h M  es continua.
rl 2” n | \
Sea K = n  K , entonces A(l \ K ) < ^  y, por ser S < A ( D  , K ^ 0.
o n=i n o  o
Llamemos f^ = h I^ eC(K^) para cada nSH. 
o
La serie Z f". ( - )e . es débilmente incondicionalmente convergen
j=i J J
te en C(K^,E), En efecto: Si f G M  ) , teniendo en cuenta (3) y (4),
Z  f ( .)e = sup E  f .(t)e II = sup H E  h (t)e.
 ^ 'J  ^  ^ U  j€(r  ^ ^
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= sup I I h  (t)e"|| z sup II rh.(t)e"|| ^ 
kg 4^<r -J i e l  j£<r  ^ ^
- sup Z  I h (t)-g (t)| He" II + sup || Zg.(t)e'.' || ^  
t d  ;ie<r J J J -Icl iea J J " -4e ^ ^ l€ 4«
4£<r
^  Z  +  C H c II < f 4 C * t l | .
Hemos probado también que
(6) sup I Eh.(t)e':|| < f+c|(T|| vcre$l(]N).
i d  " j€<r J J " f
Como I es metrizable y es no vaclo el teorema de Borsuk-Du- 
gundji (5.2.) nos dice que existe un operador extension
S : C(K^,E)  tC(I,E)
con (I S II - 1 tal que
a) S(4)(t)= <j>(t) VtGK^, ¥j»6C(K^,E)
b) Para cada «}ec( K^,E) los valores que toma S(^) pertenecen a 
la envoltura convexa de ^(K^).
Llamemos f^ .= S(f^(. )e^  ) VjeiN. Por (b) fj(I)c[{e^}J . Como
la serie Z  f.(.)e. es débilmente incondicionalmente convergente 
j.i J J
en C(K ,E) se tiene que Zf.(.) es débilmente incondicionalmente 
o J= 1 J *
convergente en C(1,E), y por tanto existe |>ec(I,E)" tal que
oa
P = E  f.(.) para q(C(l,E)",C(l,E) ' ) .I vl=i J
Puesto que fj(l)c[{e^}J VjGM, para cada <}eL^(A,E') tal que
<!>( 1 ) c [(ej )/j^  ] , se tiene
4*’ = lim < 4» E  P ) = lim f < E  f . ( t ), <|>(t) > dA =
' I m j = i J Jj 4 = 1 J
= [ < E f . ( t ) , 4 ( t ) > d A .
Jl 4=1 J
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Por otra parte, teniendo en cuenta (2) (4) (5) y (6), y que 
ll+nlli^ Htn'tnl^i + 1 <2; para cada nGIN se tiene
e < l4+„.t>| = I gj(t)e;;> dX | <
^  1 f <4>„(t), E  (g .(t)-h .(t) )e'; >  dA I + 1 f <<b (t), E  h .(t)e"> dA
» J j  'n j=i J J J I ' Jj J J
<  | j 9 j ( t ) - h j ( t ) |  H e ] » )  «tn'l * j
i j
+ r |<(|) ( t ) , E  h.(t)e'{ > I dA + I [ < *  ( t ) , f  h . ( t ) e "  > dA I ^  |
JiNk;, " 4=1 J J 4*^   ^ J ' I
^  £  J .  . I |^d4„(t). r h . ( t , e p  dX I < I
-H * I * I I = I
= f  * II i
ko < ;
f  * Ij ^
Jko
Luego
Y asi, para cada neiN,
>  I - ( sup B E  f .(t)|| ) f |lfn(t)|l dA = 
z 461 4=1 J Ai\k„
dX
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? t  - «si )«jll qY^^î^g) ^ # - ? = ? -
Es decir | < 4»^ , ^ > | > ^  VnGlN; pero ^ GH y esto contradice que 
4^ —  ^0 <T(C(I,E) ' ,H) .
8.9. Nota: El ejemplo de Talagrand ®  (6.9.) tiene base incondicio­
nal reductora y por ello C( K,S) tiene la P.D. cualquiera que sea el 
compacto K.
8.10. Proposiciôn: Si E' y E" tienen la propiedad de Radon-Nikodym 
entonces C(K,E) tiene la P.D. para todo compacto K.
Demostraciôn; Como E ' tiene la propiedad de Radon-Nikodym E no posee 
ningûn subespacio isomorfo a 6*" ([11] pâg. 219) y por tanto E tiene 
la P.D.
Sea T : C(K,E) -- »■ F un operador que transforma sucesiones dé­
bilmente de Cauchy en sucesiones débilmente convergentes, entonces T 
es incondicionalmente convergente y, por 2.2., su medida asociada 
"m" verifica:
i) M(Z)c L(E.F)
ii) m es continua en 0
Debido al teorema 5.5. y a que m(A)= T* (donde : E — > B(Z,E) 
es el operador definido por t^(x )= ^^x) también se tiene que
iii) m(A): E — > F transforma sucesiones débilmente de Cauchy 
en sucesiones débilmente convergentes, para todo A6Z
y como E tiene la P.D.
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iv) m(A) : E — F es débilmente compacto para todo AG Z •
Las condiciones (i),(ii) y (iv) caracterizan los operadores dé­
bilmente compactes definidos en C(K,E) cuando E ' y E" tienen la pro­
piedad de Radon-Nikodym (teorema 4.1. de 119]). Por tanto T es débil­
mente compacto y C(K,E) tiene la P.D.
8.11. Nota : Como los espacios que tienen la P.D. tienen también la 
R.P.D.P. una consecuencia inmediata de 8.8. y 8.10. son los resulta­
dos 7.8. y 7.9. enunciados en la secciôn anterior.
8.12. Nota: Por ultimo hemos de decir que si hubiera buenas caracte­
rizaciones de los conjuntes débilmente compactes de C(K,E)' esto con 
tribuiria en gran manera a resolver cuândo el espacio C(K,E) tiene 
alguna de las propiedades estudiadas en este capitule. Sin embargo 
hasta el memento no se conocen criterios generates manejables, y co­
mo afirman algunos autores (por ejemplo Diestel en [10]) pueden no 
existir. Solamente en el caso en que E ' y E" tienen la propiedad de 
Radon-Nikodym se ha probado que los conjuntos débilmente compactes 
de C(K,E)' se pueden caracterizar por la versiôn vectorial natural 
de la caracterizaciôn en el caso escalar (de ahi que hayamos podido 
dar una demostraciôn bastante sencilla de la proposiciôn 8.10.). Pe­
ro esta caracterizaciôn no se puede ampliar a otros cases ya que Fie 
rro ha probado en [15,16] que es necesario que E ' y E" tengan la pro 




Continuamos con nuestro estudio sobre el espacio C(K,E).
Ademâs de Grothendieck otro autor cuya aportacion al conocimien 
to de la estructura de los espacios C(K) ha sido clave fuê Pelczyns- 
ki. En 1962 axiomatizo otra de las propiedades de estos espacios: la 
propiedad V. Y très aflos mas tarde publico junto con Szlenk un arti­
cule [30] que contribuyô decisivamente a caracterizar cuândo todos 
los subespacios cerrados de un C(K) tienen la P.D.P.
Estudiamos en este capitule cuândo C(K,E) es hereditariamente 
Dunford-Pettis y cuândo tiene la propiedad V.
9. C(K,E) hereditariamente Dunford-Pettis
En [19] Grothendieck probô que todo subespacio cerrado de c^ 
tiene la P.D.P. Esto planteô la cuestiôn de estudiar que otros espa­
cios tienen esta buena propiedad. Siguiendo a Diestel [lO] damos la 
siguiente def iniciôn
9.1• Definiciôn; Un espacio de Banach es hereditariamente Dunford - 
Pettis (hereditariamente D.P.) si todos sus subespacios cerrados tie 
nen la P.D.P.
Aparté de c^ otros ejemplos claros de espacios hereditariamente 
D.P. son los espacios de Schur.
Hay que destacar que "ser hereditariamente D.P." es la ûnica 
propiedad de las estudiadas en los capitulos III y IV que no la po-
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seen todos los C(K). Diestel en [10, pâg. 2?J recoge una caracteriza 
ciôn de los C(K) que son hereditariamente D.P.. Se debe fundamental- 
mente a Pelczynski y Szlenk [30]. Antes de enunciarla necesitamos 
dar una definiciôn:
Si K es un compacto y désignâmes por K ' al conjunto de sus pun- 
tos de acumulaciôn, para cada numéro ordinal o< , se define el conjun 
to o<-derivado de K por inducciôn transfinita:
k ‘° L k , = y  A k '"’
si X es un ordinal no compacto. En concrete si w  es el primer ordi­
nal infinite ,
Â  M .
rts 1
9.2. Teorema [lO]: C(K) es hereditariamente D.P. si y sôlo si K es 
disperse y su conjunto w-derivado es vaclo.
Vamos a utilizar un par de resultados conocidos para obtener 
una caracterizaciôn de los espacios hereditariamente D.P. que nos se 
râ muy util en lo que sigue, y que nos permitirâ asegurar que el 
ejemplo de Talagrand (6.9.), entre otros, es un espacio hereditaria­
mente D.P.
9.3. Teorema [l0] (Principio de selecciôn de Bessaga-Pelczynski):
Si (x^) es una sucesiôn en un espacio de Banach que converge a
cero débilmente pero no en norma, entonces (x^) posee una subsuce - 
siôn (y^) que es base de Schauder de [(y^)].
9.4. Teorema [lo]: Si (x^) es una sucesiôn bâsica normalizada en un 
espacio de Banach, que converge a cero débilmente y tal que ninguna
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subsucesiôn suya es équivalente a la base canônica de c^, entonces 
existe una subsucesiôn (y^) de (x^) tal que [(y^)] no tiene la P.D.P.
9.5. Proposiciôn: Un espacio de Banach E es hereditariamente D.P. si 
y sôlo si toda sucesiôn que converge a cero débilmente en E pero no 
en norma posee una subsucesiôn équivalente a la base canônica de c^.
Demostraciôn:
^  ) Sea (x^)cE una sucesiôn que converge a cero débilmente 
pero no en norma, entonces existe una subsucesiôn (y^) de (x^) tal 
que
0 < = inf 11 y H < sup 11 y^ Il = N < + oo
n n" " n n
La sucesiôn ( _MlL. ) converge a cero débilmente pero no en nor- 
V II Jjnll /
ma. Por el principio de selecciôn de Bessaga-Pelczynski podemos ex-
traer una subsucesiôn (z ) de ( _3î!_ \ que es una sucesiôn bâsica.
" V ;
Como E es hereditariamente D.P., por 9.4., (z^) posee una subsuce­
siôn, (w^), que es équivalente a la base canônica de c^; es decir,
existen dos constantes positivas m y M taies que
(1) m max la I $ || Z. Il ( " max (a l
iimr " n-i n n II l«n<r "
para cada rSlN y cada sucesiôn de escalares (a )*" ,n Oïl
Puesto que (w ) es una subsucesiôn de ( \ , para cada nGlN
n \ Il /
îlwnexiste k GIN, k ^ n, tal que w  " ----n
Asi, para cada rG3N y cada sucesiôn de escalares (a ^ ^  , se tiene
I i ,  Il = 1 1  ( , | î  ) 1 = I > %  I
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Con lo cual, teniendo en cuenta (1),
m ‘b- max ( a | £ II Î  a y, || < MN max la |
n < r " n= 1 " l£o<r
Por tanto (y. ) es équivalente a la base canônica de c .
Kn o
•4^ ) Sea F un subespacio vectorial cerrado de E. Sean (x^)cF 
y (x^)cF' dos sucesiones que convergen a cero débilmente.
Si (x^) converge a cero en norma es claro que ^x^,x^> — k 0. 
En caso contrario existe una subsucesiôn (x^ ) de (x^) que es équi­
valente a la base canônica de c ; entonces [(x )“* ] es isomorfoo nj J si ■*
a c^ y, por tanto, [(x^ j^-i ^  ' G s isomorfo a t*" .
La sucesiôn (x ) converge a cero débilmente en [ (x )'*’,] y la su-n n^  4 =1
cesiôn ( x' j=p — - ) converge a cero débilmente en
\ "k J =I ] / weW
________ y
[ (x ] ; como c^ tiene la P.D.P. se tiene, por 6.3., que
"j X °
<x » X* > ---> 0 cuando k — * oo .
' Hjj ' n^
Asi, de 6 .3 . se sigue que F tiene la P.D.P. y por tanto E es he 
reditariamente D.P.
9.6. Nota: Obsérvese que debido a la proposiciôn anterior el ejemplo 
de Talagrand (6.9.) es un espacio hereditariamente D.P. (ver 6.9.(a) 
ô [39, teorema 1]). También se deduce de esta proposiciôn que el fa- 
moso ejemplo construido por Hagler [20] es hereditariamente D.P.
(ver [20] teorema 1.(a)).
Nos preguntamos ahora qué espacios C(K,E) son hereditariamente 
D.P.. Veamos en primer lugar que podemos reducir el problema a estu-
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diar cuândo c^(E) lo es.
Pero antes recordemos algunos resultados que necesitaremos uti- 
lizar:
9.7. Nota: Considerando los ordinales como espacios topologicos con 
la topologla del orden se tiene:
a) Cada ordinal compacto infinito es homeomorfo a un ordinal de 
la forma w * m + i  con m  < uj (8.6.5. de C36J).
b) Si un ordinal X es de la forma ÎTs»0^m + l entonces V*"*cons 
ta exact amen te de m puntos y y ^ (8.6.6. de [36]).
c) Si y V, son dos ordinales compactes taies que w <
y 1^ ' ^  ^  (donde es el primer ordinal no contable), y 
si E es un espacio de Banach; entonces C ( , E) es isomorfo a 
C(y^,E) (lema 2 de [5]).
9.8. Teorema: C(K,E) es hereditariamente O.P. si y solo si se verifi 
ca alguna de las dos condiciones siguientes;
a) K es finite y E es hereditariamente D.P.
b) C(K) y Cg(E) son hereditariamente D.P.
Demostraciôn:
) Si C(K,E) es hereditariamente D.P., tante C(K) como E lo 
son también por ser isomorfos a subespacios complementados de C(K,E) 
Si K es infinito entonces existe una sucesiôn infinita de abiertos 
disjuntes de K no vacios (G^). Sea t^EG^ para cada nElN. Por el teo­
rema de Urysohn, para cada n€]N existe f^ G B(C(K)) tal que
Entonces la aplicaciôn S: c^(E) ---► C(K,E) definida por
S((x^)) = I f X V(x^) ec (E)n ». « n n n o
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es una isometrîa sobre su imagen, y por tanto c^(E) es hereditaria­
mente D.P.
^  ) Si K es finite y E es hereditariamente D.P. es claro, por 
la proposiciôn 9.5., que C(K,E) también lo es.
Si K es infinito y C(K) es hereditariamente D.P. entonces, por 
9.2., K es disperse y K^ '^*=0. Sea (^^)cC(K,E) una sucesiôn que con­
verge a cero débilmente con inf l|({^  Il >0; entonces, por 6.4., existe
un cociente metrizable de K, K, y existe (^^)cC(K,E) tal que
(1) ^^(n(t) ) = (|>^ (t) VtEK, VneiN
donde n: K — v K es la proyecciôn canônica.
En general si y son dos compactes y — »• es una
'2
de [36]).
aplicaciôn continua y sobre, entonces c. (ver 8.5.10. C
(u>) . w Ctp) W
En nuestro case, como K =0, tenemos que K =0.
Por otra parte como K es disperse y metrizable (por 3.2.(a)), 
de 3.3. se deduce que K es homeomorfo a un ordinal compacto conta - 
ble T.
A) Si K es finito entonces C(K,E) es claramente hereditariamen­
te D.P. ; y como por (1) y 4.1., la sucesiôn (^) converge a cero dé­
bilmente pero no en norma, de 9.5. se sigue que (^) posee una subsu 
cesiôn («j)^ ) équivalente a la base canônica de c^. Entonces, por ( 1 )
la sucesiôn (^^ ) es équivalente a la base canônica de c^.
B) Si K es infinito entonces T  también lo es y asi, por el 
apartado (a) de la nota anterior, Y  es homeomorfo a un ordinal de la 
forma =p . Por el apartado (b) de la nota sabemos que V
y p = ^ y por ello, como tenemos que Por tanto
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w  + i < ^ = (J* m  +1 <(c*3fi) . Aplicando el resultado (c) de 9.7- conclui- 
mos que C(<*>+1,E) es isomorfo a C(^,E). Pero ^ es homeomorfo a K y 
C E ) es isomorfo a c^(E) (ver 21 .5.9. de [36]), por lo tanto 
C(K,E) es isomorfo a c^(E). Como por hipôtesis c^(E) es heredita­
riamente D.P., C(K,E) también lo es. Haciendo ahora el mismo razona- 
miento que en el caso (A) deducimos que existe una subsucesiôn de 
(<|>n) que es équivalente a la base canônica de c^.
Y asi queda demostrado que C(K,E) es hereditariamente D.P.
Una vez reducido el problema a c^(E) veamos cuândo este espacio 
es hereditariamente D.P.
9.9 . Teorema: Sea E un espacio hereditariamente D.P. que verifica
(*) Existe M>0 tal que toda sucesiôn (x^)cE que converge a cero 
débilmente pero no en norma posee una subsucesiôn (y^) équiva­
lente a la base canônica de c^ tal que
I . A V n l l  ^
para cada rElN y cada sucesiôn de escalares (a ^ ^  .
Entonces c (E) es hereditariamente D.P. 
o
Nota: observemos que, por la proposiciôn 9.5., si E es heredita 
riamente D.P. toda sucesiôn que converge a cero débilmente en E pero 
no en norma posee una subsucesiôn équivalente a la base canônica de 
c^; por ello la condiciôn (*) lo ûnico que pide es que se puedan ele 
gir las subsucesiones équivalentes a la base canônica de c^ con cier 
ta "reguiaridad".
Demostraciôn del teorema: Antes de comenzar recordemos que el dual
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de c^(E) se puede identificar de forma canônica con el espacio C^(E') 
de las sucesiones (x^)cE' absolutamente sumables, dotado de la nor­
ma ll(x')|\ = Z Ux'||. 
n n
Llamemos c (E) al subespacio de c (E) formado por las sucesio- oo o
nés casi nulas (es decir, que tienen sôlo un numéro finito de termi­
nes distintos de cero). Es claro que c^^(E) es denso en c^(E).
Hemos de probar que toda sucesiôn (x") = ( (x? )T^) c c^(E) con­
vergente a cero débilmente pero no en norma posee una subsucesiôn
équivalente a la base canônica de c^. |
Haremos la demostraciôn en varios pasos. |
1) Podemos suponer (x'') c c^^(E). |
En efecto; Sea (x")c c (E) una sucesiôn que converge a cero dé |
° I
bilmente pero no en norma. Para cada nEIN sea y 6c^^(E) tal que j
(1 x” - y"||< 1/P” ; entonces (y" ) c c^^(E) converge a cero débilmente pe |
ro no en norma. Si (y") posee una subsucesiôn (y"**) équivalente a la i
base canônica de c^, es decir, si existen dos constantes positivas i
c y C taies que ■
c max |a. 1 $ j| Z  a. y"'" || $ C max ja. | ;
li^ csr X l«k£r X '
para cada r€lN y cada sucesiôn de escalares :
1
entonces (x”*») (donde k 61N es tal que Z -— < c/2 ) es equiva-o k= 2 k
lente a la base canônica de c^ ya que, si rGlN y (a ^ e s  una su­
cesiôn finita de escalares, se tiene
£ max* ta.*1 c 'max |a | - £  max |a | ^
^ C max [a,\ - max |a | ( Z  llx"" - y "k || ) ^
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^ 11 I  a y"k|( _ II f  a (x^x-y^k)}! ^ | a x”h || ^
k=ko K = k# k . k, X
^ II Z a (x"k-y'’K)|| + II a y"*' II (
k.k, X k%k, X
<” £ max la I + C max la, j = ( £ + C ) max |a. |
2 H,Sk<k*'- X k,ik{k/r X 2 x
es decir,
£ max la. I ^ || Z  a. x"*‘ ||  ^ ( f + C ) max la. I
2 X k = K* X 2 lt,f k <k,*r X
2) Sea (x")c c^^(E) una sucesiôn que converge a cero débilmente 
pero no en norma, con IIx” 11^ 1 para todo nGlN, y tal que exis 
ten i^  , ig e IN, i^^i^, tales que x? = 0 si i ^  (i^  , . ..,i^ J pa 
ra todo nGlN. Entonces (x") posee una subsucesiôn (y” ) équi­
valente a la base canônica de c tal que
o
Il ^  II ^ (M+1 ) m a x  la |
'm = l n " 1£ m< r "
para cada r€1N y cada sucesiôn de escalares (a^)J_^ .
En efecto: Como (x") converge a cero débilmente pero no en nor­
ma, existe i^ G (i^,...,i^J tal que (xT )c E converge a cero débilmen 
te pero no en norma (podemos suponer i^=i^); entonces existe una sub
sucesiôn (x^ "^^ ) de (x" ) y existe ^>0 tal que 
k  n:l
S max ta I < Il E a jj ^ M max la I
l£nsr n n=t " ‘■l l{n*r
para cada rGlN y cada sucesiôn de escalares (a^)J ^
La sucesiôn (x^" ) o bien posee una subsucesiôn que cbnver-
i^ 4-i »'€N
ge a cero en norma y entonces podemos extraer una subsucesiôn suya,
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( ) , tal que
''nem;
r.ln)
0 bien posee una subsucesiôn ( x/ " ) , équivalente a la base canô
nica de c^ tal que
i i j .  v - r . ' i i  <
para cada rGlN y cada sucesiôn de escalares ( a ^ ^  .
En cualquiera de los dos casos tenemos que
II j .  v v " ’ II
para cada r6]N y cada sucesiôn de escalares ( a^ )  ^.
De igual modo podemos extraer una subsucesiôn C
1 5:(oi \
( V -
H i. V v T  H ^
para cada r€3N y cada sucesiôn de escalares (a ^ ^ .
Y repitiendo el proceso i^-i^=s veces obtenemos que la sucesiôn
(y^ )^ gi^ = ( x^ *^ * verifica lo siguiente:
para cada rGlN y cada sucesiôn de escalares (a )’’n n = I
II i / n v ’' II II i  v "  II> I I i .
II ^  V " l l =.max 1 i: a^y" 1U(M+I)max la^ l (ya que (yp^^ es
n-i. n=i i£n£r
( «r (rtJ \ .
X. , ) si i = i , + h y  Oih£s).
1+'» 'fcM 1
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Por tanto (y*') es la subsucesiôn de (x" ) buscada.
Para cada mGIN definimos P^ : c^(E) — > c^(E) por
P^( , Xg, . . . ) = ( x.| , Xg , . . . , x^ ,0,0,...) Vx=(x^)Gc^(E)î
es claro que P^ es lineal, continua y de norma 1.
3) Sea (x*')cc^^(E) una sucesiôn que converge a cero débilmen­
te pero no en norma, con 0 < ^  < H x" Il é 1 para todo nGlN; entonces 
se pueden dar dos situaciones: *
A) que exista una subsucesiôn (y” ) de (x” ) y exista mGlN 
tal que P^(y")=y" para todo nGlN. En este caso, por 2), (y") tiene
una subsucesiôn équivalente a la base canônica de c^ ; o bien
B) que se de la situaciôn contraria. Entonces podemos e x ­
traer una subsucesiôn (y”) de (x") tal que, si r^ es el menor natu­
ral que verifica P^  ^ (y" ) =y" para todo nGlN, la sucesiôn (r^)cH es
estrictamente creciente.
Y ahora pueden ocurrir dos cosas:
B1 ) que para todo iGU (y" )^ c E converja a cero en norma; 
o bien
B2) que exista i^GlN tal que (y." )^ cE no converge a cero 
en norma.
En ambos casos vamos a construir una subsucesiôn de (y") équi­
valente a la base canônica de c^ y con ello habremos acabado la de - 
mostraciôn del teorema.
Caso 81)
Sea z^=y^ y sea s^ =r.^ . Como ( (y" ) converge a cero en
norma, existe n^eiN, n^  > 1 , tal que l| P*^  (y"*-) Il . Sea z^=y"i y 
sea Sj =r^  ^. Como (Pj (y" ) )„ converge a cero en norma, existe n^GlN,
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Hg > , tal que
< I
Sea y sea s^ =Ty^ ^
Reiterando el proceso obtenemos una sucesiôn (z^) que es subsuce - 
siôn de (y'') tal que
k lei) z =Pj^(z ) para todo kGIN y (Sj^)^lN es estrictamente cre­
ciente (pues estâmes en el caso B)
il) I U s . / " ' ' ) | b  f"
iii) S < llz^ ll é 1 VkeiN
y, como consecuencia de (i),(ii) y (iii), también se tiene
iv) |j(Pç -P )(z^) Il = max II || = max Nz^ || = Hz^ ll pa
“ x-l ^
ra todo kGlN.
Entonces la sucesiôn (z^) es équivalente a la base canônica de c^. 
En efecto, sea rGIN y sea )^^ una sucesiôn finita de escalares,
entonces (considerando y P^50)
= max ||(P - P )(a.z^)ll + || Z a. P (z^) || 6
l£lc<r k k-t k = 2 k-i
X max la, I max (Iz^ H + max la. | ( % NP (z^)||) f
l£k£r X ^<k£r Hk<r ^ • s^ .j
4 max la. l (l + Z < ( 1 +^) max ja.j
i£k(r  ^ k%2 3"/ 2 tlk£r
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y por otra parte
k I I r . k,
= max 11(P - P ) (a. z^)|| - || I a. P (z^) || ^
l£k<r ^k-1 X " k=z X
A ^  max |a. I - max la. \ ( Z  11^- (z"^)l() ^ 
l<k<r X i(k<r X •
^ S max (a, I - max |a. \ / £ £. ] > ( ^ - £ ) m a x  |a. |
l<k£r X i£k<f X V 2X ' 2 l£k<r
i ^
Vs2
= 1 max la. 1
2 Kk£T ^
con lo cual
£  max la. I ^ I E a. z^ | 4 { 1 + |) max |a, | 
2 i£k£r X " k%l  ^ l£k£r
Caso B2)
Como (y? converge a cero débilmente en E pero no en norma,
(P. (y")) C e  (E) converge a cero débilmente pero no en norma; y,
l0 0€iW OO
aplicando 2), tenemos que existe una subsucesiôn (z” ) de (y") tal 
que (P^ (z'' ) es équivalente a la base canônica de c^. Mas aûn,
existe c>0 tal que
(a) c max |a I < £ a P. (z") ^ (M+1 ) max la |
l<n<r " "n = i " ‘ l£n£«* "
para cada rGIN y cada sucesiôn de escalares (a ^ ^  . 
Ademâs, por estar en el caso B), podemos suponer I»(z*‘)j^z*’ . Sea s^
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el mener natural tal que (z^) =z*', entonces s^  > i^. La sucesiôn 
( (P -P. )(z*')) posee una subsucesiôn ((P -P. )(z®i^ "*)) tal quen lo
E a (P -P. )(z^ "^') II ^ (M+1) max |a |
n = i n Sj^ lo » içn<r "
para cada rGIN y cada sucesiôn de escalares ,
ya que: si ((P - P. )(z'')) no converge a cero en norma podemos 
aplicar 2); y si ((P^ - P^)(z"))^ converge a cero en norma, enton­
ces existe una subsucesiôn suya ((P^ - P^  )(z^ ^^ ” )^)^  tal que
)(P -P )(z^^"hll < VnGIN.
i« Z
Podemos suponer \(1)> 1. Sea s^ el menor natural tal que
Pg ( por estar en el caso B, s^> . De igual forma que
antes podemos extraer una subsucesiôn (z^ "^^ )^ gj^  de )^^^ tal que
II Z a (P- - P. )(z^ "^^ )|| ^  (M+1 ) max (a |
" n=i n Sj Si '« l£ri4r "
para cada rGIN y cada sucesiôn de escalares (a^)^_^ .
Sea s^ el menor natural tal que P^ (z’^z^ *^ ) = ; entonces > s^ por
estar en el caso B y ser ?^ (2) > (T^ ( 1 ) . Reiterando el proceso ante­
rior podemos obtener una familia de subsucesiones de (z"),
[(z'^ ‘^ "*)^ ^^  : kGIN i , tal que:
i) ( Gs subsucesiôn de ( )^^^ VkGIN
ii) s es el menor natural tal que P (z®^ *^'^ ) = VkGIN, y
k+1
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la sucesiôn (s^) es estrictamente creciente.
iii) Para cada nGlN
Il Z  a (P - P ){z'’x*i.“’')||  ^(M+1) max |aJ
n = i " Su L<n£r "
para todo rGIN y toda sucesiôn de escalares ( -
Llamemos ta” = z®"*"* para cada nGDJ y s^=i^. La sucesiôn («o" )„eiM es
équivalente a la base canônica de c^. En efecto: sea rGIN y (a^)^^ 
una sucesiôn finita de escalares, como
por (a) tenemos que
^ = Il J c^max_^la„|
y que
Por (i), (ii) y (iii) tenemos que para 0 < k < r
la. I ||(jX|| + (M+1 ) max la | £ (M+2) max (a ( 
X l£n£r " iinir "
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Por tanto
c max la 1 £  ll I  < (M+2) max la |
lin^r n n « t£o<r «
Luego (to") es équivalente a la base canônica de c .
9.10. Proposiciôn: Sea E un espacio hereditariamente D.P., entonces 
la condiciôn (#) del teorema anterior es necesaria para que c^(E) 
sea hereditariamente D.P.
Demostraciôn: Sea E un espacio hereditariamente D.P. y supongamos 
que no verifica {*) del teorema anterior; entonces, teniendo en cuen 
ta 9.5., para cada nGlN existe una sucesiôn (x").^j^CE tal que
1) Il X? Il = 1 VieiN
2) (x" ).^|| es équivalente a la base canônica de c^
3) para cada subsucesiôn (x? )^  de (x?). existe una suce - 
siôn finita de escalares tal que.................
I ^  a x" Il > n max |a | .
" tt = i X 1% W i£ktr X
Para cada j6IN sea y1 = (x^ . ,x^  , . . . ,x^  ,0,0, . . . ) G c^(E) . La sucesiôn
(y* )^ c c^(E) esté acotada por 1 . Si llameimos n^(y) a la coordenada
n-ésima de yGc^(E), como Tt^ (y-I ) = x T para todo j > n  y como, por 2,
(Xj  ^ converge a cero débilmente en E, tenemos que (^ ^^ (y^  ) con
verge a cero débilmente en E para cada nGlN. Por tanto (yî) es una 
sucesiôn que converge a cero débilmente en c^(E) con ||y^ l|=1 para to 
do jGlN.
Pero (yi) no posee subsucesiones équivalentes a la base canôni-
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ca de ya que si es una subsucesiôn de (yJ ), para cada nGIN
(1T (y'**‘))^ v = (x" es una subsucesiôn de (x? y, por 3, exis-n K^ n n 1 ieiN
te una sucesiôn finita de escalares (a ^ t a l  que
n 1
E  a X II ^ n max la | ; 
k = n X Jk n<lcln+li„
con lo cual
E  a y*k II > Il n ( Z a yJk)|| =|j £  " a^x^ || ) n max Uj^l.
k-n X n\ X ' k-n x n£k£n+K„ x
Luego no existe ninguna constante M > 0 tal que
Il t a y-'" Il ^ M max la. |
" k=i X 'I l£k£r X
para todo rGàl y toda sucesiôn de escalares ( a ^ ;
y por ello no es équivalente a la base canônica de c^. Puesto
que (yi) no tiene ninguna subsucesiôn équivalente a la base canônica 
de c^, de 9.5. se deduce que c^(E) no es hereditariamente D.P.
Reuniendo ahora los très ûltimos resultados y la caracteriza- 
ciôn 9.2. podemos decir que
9.11. Corolario; C(K,E) es hereditariamente D.P. si y sôlo si se ve­
rifica alguna de las dos condiciones siguientes:
a) K es finito y E es hereditariamente D.P.; ô
b) K es disperse con 0 y E es un espacio hereditariamente
D.P. que verifica la condiciôn (^ t) del teorema 9.9.
Y también
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9.12. Corolario; Si E es un espacio de Banach son équivalentes:
a) C(K,E) es hereditariamente D.P. para algûn compacto infini­
to K.
b) C(K,E) es hereditariamente D.P. para todo compacto K tal que 
C(K) es hereditariamente D.P.
c) C(K,E) es hereditariamente D.P. para todo compacto disperso 
K con = 0.
d) c^(E) es hereditariamente D.P.
e) E es hereditariamente D.P. y verifica (*) del teorema 9.9.
9.13. Nota: Los resultados anteriores nos permiten dar una serie de 
ejemplos de espacios E taies que C(K,E) es hereditariamente D.P. 
cuândo C(K) lo es. Realmente podemos asegurar que la mayoria de los 
espacios hereditariamente D.P. conocidos tienen esta buena propiedad; 
en concrete los espacios de Schur, c^, los ejemplos de Talagrand y 
Hagler (ver 6.9., [39] y [20]) y los C(K) hereditariamente D.P.. Por 
el corolario anterior basta ver que estes espacios verifican la con­
diciôn (#) del teorema 9.9.. Este, en el caso de los espacios de 
Schur es évidente, en el de c^ se comprueba fâcilmente, en el ejem - 
plo de Talagrand se deduce del teorema 1 de [39] y en el de Hagler
de la proposiciôn 5 de [20]. Probarlo para el caso de los C(K) nos 
llevarâ el reste de la secciôn.
9.14. Proposiciôn: Si K es un compacto disperso con =0 y U *
es la compactificaciôn de Alexandroff de IN, entonces K x es un 
compacto disperso con (KXU^ )****^  =0.
Demostraciôn:
1) KxIN* es disperso.
En efecto: sea lN^ = INo'{«>i y sea A C K x un subconjunto no
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vacîo. Hemos de probar que A tiene algûn punto aislado.
Como K X H *  =  (  yj K X (n) ) U  ( K x ) tenemos que V «al '
A = I u  (k k M )  r\A j V  ((K X [ooD r» a)
a) Si existe n^eiN tal que (KX|n^J)nA ^ 0, al ser K x |n^ \ h o ­
meomorfo a K y K un compacto disperso, existe un punto (t,n^) de
(Kx|n^l ) n A que es un punto aislado de (KX|n^^)AA; es decir, existe
un entorno V de t en K tal que
(Vxln^\) A [(Kx[n^| ) A A ] = [(t.n^)).
Entonces (t,n^) es un punto aislado de A ya que Vx|n^| es un entorno
de (t,n^) en KXH* y
(Vxln^i) A A  = (Vx[n^P n  [(KX(n^\)n A ] = [(t,n^)| .
b) Si ( KX (n) ) A A = 0 para todo nSlN, como A / 0  y
A = ( U  (Kxlnl) AA) U ((KxIooHAa) ,
tenemos que K x H A 0. En este caso también existe un punto 
(t, oo) e (KX [ooj ) A A que es un punto aislado de ( KX  (oo|) n A pues 
KX[ooi es homeomorfo a K y K es un compacto disperso. Por tanto exis 
te un entorno V de t en K tal que
( VX loe»l )A[(KX(oo})AA] =|(t,oo)j.
Entonces (t,oo) es un punto aislado de A ya que V x es un entorno 
de ( t, oo) en K x y
(VXIf*) /lA = (VXU*) n  [ ( K X  ) A A ] = ( V X [oo | ) A  [(K X [*»[ ) A A ] =
= [(t,oo)|.
2) ( K XIN” ) ^'*’^ = n  (Kx ]N*)‘"* =0.
n e M
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En efecto: Probemos en primer lugar, por inducciôn, que 
(KXW*/"’ c  X 11) U leo>) VnGIN
i) Sea n=1 y sea (t ,o{) G ( KxH*)* . Si *(=n^ para algûn n^GIN, en 
tonces (t,o<) = (t,n^) G K ' X W  ya que, dado un entorno V de t en K, 
Vx[n^| es un entorno de (t,n^) en KXH* y, por tanto, existe un pun­
to (t',n^) G (vx ln^ \ \ K  t ,n^)} ) A (KXH*) ; con lo cual
t ' G (V \ [ti) A K, y ello nos dice que tGK' . Si o( = oo entonces 
(t ,o< ) G K X [oojf. Por tanto, como por definiciôn K = K, se tiene que
(KXH")' C  (K'XH) U(K^*Vx Icol ) .
ii) Supongamos que (KxH*)^"'c X H) k X l®l) y sea
(n + 1) / * ( « » ) '
(t,o() G (KXH') = ((KXW*) } .
Si o(=n^  para algûn n^GIN entonces (t,#<) = (t,n^) G H
ya que, dado un entorno V de t en K, VX{n^| es un entorno de (t,n^)
en KXH* y por ello existe un punto
(t',n ) 6 (vxb I \  l(t,n^)]) r\ (K XH')
(n)
C.
C (vx[n^l \ [(t,n^)}) A[(K^"^ X H) U ( X loo|)] =
= (vxjn^ i \ {(t,n^ )i) A X H) ,
por tanto t ' 6 ( V \  |t | )  0  . Con lo cual tGK^"*^\
Si cX = oo, como (KXH‘)^ "* es un cerrado y esta contenido en
( H)U(K^"’*^X l«ol), entonces o bien tGK^"*, o bien tGK^ "'*^  \
En el primer caso tenemos que ( t ,o( )=( t, oo) 6 K^"^xl*»!’. Veamos que el
segundo caso no se puede dar : supongamos que t 6 \ . Como
(«) es un cerrado en K y t^K^"* , W = K \ es un entorno de t en K.
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Sea V un entorno cualquiera de t en K, entonces (VA¥)XH* es un en­
torno de (t,co) en KxH"’, y asi
[((vnw) |(t,«>)j] n  ^0.
Utilizando ahora la hipôtesis de inducciôn tenemos
0 7^ [((V A W )  X ) \  |(t,eo)i] n  H) O  ’
= [ (((VA W) XU*) \ {(t, oo)[) n (K^''\ U)] U
U [(((VAW)XH*) \ l(t,k3)f) A ] -
= [ ( V A W \  Itl) A ] X [oo} ya que WAK^"’= 0,
luego (v A W \ [tj-) A / 0 y por tanto tGK^"^ (contradicciôn).
Queda probado entonces que
(KXW*')^’" C  (K "^^  X ïl) U (K^"‘^ 'x l-»|) VnSlN.
Si suponemos que = A  = 0 entonces, al ser (
n = 1
una sucesiôn de compactes encajados con intersecciôn vacia, existe 
n^eiN tal que K* '^  = 0. Entonces
(KX C  k ) ^ (k ^"''x 1®}) = /
y por tanto (KxH*)^ ^ = 0-
9.15. Proposiciôn: Si C(K) es hereditariamente D.P. entonces C(K) ve
rifica la condiciôn (x) del teorema 9.9.
Demostraciôn: Si C(K) es hereditariamente D.P; entonces, por 9.2., K
75
es disperso y 0; y, por la proposiciôn anterior, K es un
compacto disperso con (n"'x K ) = 0. Aplicando de nuevo 9.2. tenemos 
que C( IN* X K) es hereditariamente D.P. . Como C(IN^xK) es isomorfo a 
C(]N*,C(K) ) , el corolario 9.12. nos dice que C(K) verifica (#) del 
teorema 9.9.
A partir de las proposiciones anteriores podemos obtener el si­
guiente resultado de topologia:
9.16. Corolario: El producto de dos compactos dispersos cuyo conjun- 
to u)-derivado es vacio es un compacto disperso con con junto O-deri 
vado vacio.
Demostraciôn : Sean y dos compact os dispersos con 0.
Por 9.2. y la proposiciôn anterior C(K^) y C(1^ ) son espacios heredi 
tariamente D.P. que verifican (X) del teorema 9.9.. Teniendo en cuen 
ta que CCK^XK^) es isomorfo a C(,C(K^) ) y aplicando el corolario 
9.12., obtenemos que C(K|X K^) es hereditarianente D.P. y utilizando 
de nuevo 9.2. deducimos que x es un conpacto disperso con
(K^X = 0.
10. La propiedad V en C(K,E)
10.1. Definiciôn: Un espacio de Banach E tiene la propiedad V si los 
operadores incondicionalmente convergentes de E en otro espacio de 
Banach cualquiera F son débilmente compactes.
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La propiedad V fué introducida por Pelczynski en [28].
Espacios de Banach que tienen la propiedad V son:
- C(K) para todo compacto K (ver [28]).
- Los espacios reflexivos.
- Entre los espacios de Schur sôlo los de dimensiôn finita.
Pelczynski demostrô cuâles son, entre los espacios que tienen 
base incondicional, los que poseen la propiedad V.
10.2. Proposiciôn [28]: Si E tiene base incondicional entonces E tie 
ne la propiedad V si y sôlo si E no contiene ningûn subespacio iso - 
morfo a C*".
Como consecuencia de este resultado se tiene que el ejemplo de 
Talagrand (6.9.) tiene la propiedad V.
Vamos a ver que otros espacios importantes, como el ejemplo de 
Hagler [20], poseen dicha propiedad. Se deduce de la siguiente propo 
siciôn:
10.3. Proposiciôn: Si E es hereditariamente D.P. y no contiene nin­
gûn subespacio isomorfo a , entonces E tiene la propiedad V.
Demostraciôn: Sea T: E — > F un operador incondicionalmente converger 
te. Sea (x^) una sucesiôn acotada en E. Como E no contiene ningûn 
subespacio isomorfo a el teorema de Rosenthal 1.2. nos dice que 
(x^) posee una subsucesiôn (y^) débilmente de Cauchy. Si suponemos 
que (T(y^)) no converge en norma, entonces existe e>0 y existen dos 
sucesiones estrictamente crecientes (p^) y (q^) en IN, con p^ < q^ 
para todo nGlN, taies que
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(1 ) Il T ( Y p  ) -  T ( y ^  ) Il > 6 VneiN .
Asi, la sucesiôn (y^ - y^ E converge a cero débilmente pero no 
en norma (pues inf |ly -y || > -E ) . Por 9-5. existe una subsucesiôn
o Pn Urt "TU
(y -y de (y -y que es équivalente a la base canônica
O0
de c ; y por tanto E  (y - y ) es una serie débilmente incondi
° Pn^
cionalmente convergente en E. Como T es incondicionalmente converger
OO
te, E  T(y -y ) converge en F, y por ello
lim l|T(y - y ) Il =0.
k P«k
Pero ésto contradice (1). Luego (T(y^)) converge en norma y por tan­
to T es débilmente compacto (mas aûn, en realidad T es un operador
compacto).
Propiedades de estabilidad de la propiedad V son (ver [28]):
10.4. Proposiciôn:
a) Si E tiene la propiedad V entonces todo subespacio complemen 
tado de E también la tiene.
b) Si E tiene la propiedad V entonces todo cociente separado de 
E también la tiene.
c) El producto de dos espacios que tienen la propiedad V tiene 
la propiedad V.
Pelczynski probô el siguiente resultado interesante sobre los 
espacios que poseen la propiedad V.
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10.5. Proposiciôn [28]: Si E tiene la propiedad V entonces E ' es dé­
bilmente secuenciaimente complète.
Pasamos ahora a estudiar cuândo C(K,E) tiene la propiedad V. En 
[28] Pelczynski conjeturô que se verificaria que
"C(K,E) tiene la propiedad V si y sôlo si E la tiene";
y demostrô que si E es un espacio reflexivo entonces C(K,E) tiene la 
propiedad V.
Todavia no se sabe si la conjetura de Pelczynski es cierta o no, 
Este problema esta intimamente ligado a otro problema importante: el 
de caracterizar cuândo L^^.E) es débilmente secuencialmente complè­
te. La relaciôn entre estas dos cuestiones se debe a 10.5. y a que 
L^y<.,E')es isomorfo a un subespacio de C(K,E)' para algûn compacto 
K. Hasta la fecha sôlo se ha probado que si E es un espacio reflexi­
vo o un espacio l\  A ) entonces es débilmente secuencial -
mente complète (ver f32j).
10.6. Teorema: Si K es un compacto disperso entonces C(K,E) tiene la 
propiedad V si y sôlo si E la tiene.
Demostraciôn: Es anâioga a la de 7.5.
10.7. Proposiciôn; C(K,E) tiene la propiedad V para todo compacto K 
si y sôlo si C([0,1J,E) la tiene.
Demostraciôn: Es anâioga a la de 7.6.
10.8. Proposiciôn; Si es la <r-âlgebra de Borel de [0,l] entonces 
C(K,E) tiene la propiedad V para todo compacto K si y sôlo si 
B(E^,E) la tiene.
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Demostraciôn: Basta procéder como en 6.8. teniendo en cuenta 10.7. y
5.4. en lugar de 6.6. y 5.1.
Probamos en el siguiente teorema que para una clase amplia de 
espacios que tienen la propiedad V, la conjetura de Pelczynski es 
cierta.
10.9. Teorema: Sea E un espacio de Banach con base incondicional. En 
tonces C(K,E) tiene la propiedad V si y sôlo si E la tiene.
Demostraciôn:
) Es évidente por ser E isomorfo a un subespacio complemen- 
tado de C(K,E).
4= ) Sea (e ) una base incondicional normalizada de E. Si E tie 
ne la propiedad V entonces, por 10.2., E no contiene ningûn subespa­
cio isomorfo a Ahora bien, toda base incondicional de un espacio 
de Banach que no contiene subespacios isomorfos a , es una base re 
ductora (ver I.e.9. de [26]). Por tanto (e^) es reductora.
Sean | P^. : rcINj las proyecciones asociadas a (e^) y sea
c. sup^|P,|
Para probar que C(K,E) tiene la propiedad V para todo compacto 
K basta comprobar, segûn 10.7., que C([0,1],E) tiene la propiedad V. 
Supongamos por tanto que K = [o, l] .
Sea T : C(K,E) ---> F un operador incondicionalmente converger
te. Vamos a probar que T transforma sucesiones débilmente de Cauchy 
en sucesiones débilmente convergentes.
Sea C C( K,E ) una sucesiôn débilmente de Cauchy en C( K, E).
Entonces ((|^ ) esta acotada; sea M =  Nfn^
Definamos f^( t) = lim  ^^ ^( t ), e^  ^> para cada tSK y cada kSlN.
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Para cada kGIN, la aplicaciôn f^ es medible por ser limite puntual 
de funciones continuas; ademâs
|fk(t)| ^ sup |<«(>^ (t), e p l  ^ supll4>^ || = M VtGK.
Por tanto F^G B(Z) (donde E es la f-âlgebra de Borel de K).
Sea - F|^ (. para cada kGIN. La funciôn c^j^GBd.E) para
todo kGIN.
1) La serie Z es débilmente incondicionalmente convergente 
en B(E,E) .
En efecto: Hemos de probar que el con junto 1 E (A : <r g ^ (  IN) }
«cr k r
estâ acotado en B(E,E).
Sea (T G (p^ ( IN) y sea r= max {n : n 6 <r } . Si tGK, por la défini -
ciôn de f ^ ( t ) , existe n^GIN tal que
I <<|>n (t), e^> - fj^ (t) j < -E para cada kGf ;
entonces
+ Il z ep ®k II <
< J,. I ‘'k<‘> - '^l’nj'')’ ®k>l l>®k« + Il’V )ll ^
é 1 +CM.
Luego II r I ^ 1 + CM para todo T G ^ (  IN) .
Como T es incondicionalmente convergente, por 5.4., su extensiôn
’■'Ib c z .e ) : "
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es también incondicionalmente convergente y asi, la serie 21 T(y^)
converge incondicionalmente en F. Sea y -
Vamos a probar que (T(<^ )^ ) converge débilmente a y. Pero antes 
necesitamos demostrar que:
2) La sucesiôn ( - £  y. converge a cero débilmente en F.
\ in K /new
En efecto: Por 4.2. es suficiente probar que - 51 «p, )
V in kat•k /ne m
converge a cero débilmente puntualmente. Sea tSK, sea x'SE' y sea €>o;
como (e^) es base de Schauder de E ’, existe y 'GE' tal que
y ' = E  a. e! y Mx'-y'H <  — — A
Cal i 1 2fl+M+CM)
Por la definiciôn de f t  ) existe n^ GIN tal que n«,>r y
|4& (t), e'> - f. (t) 1 <  î   , Vn> n*, y para M k ^ r ,
k k a r I a„ I
e
'k
entonces para cada n>n^ se tiene
< k ■ y’>l 6
+ U i ( t ) -  ’ > I ^
4  (M+1+CM) Il x'-y'U + r  la^l 1 <<f^(t),e'> - f^(t) I <
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3) )) converge débilmente a y.
En efecto: Sea y'GF' y sea £>0. Como ( T(ik - E )) con
In ksi k / ne IN “
verge a cero débilmente en F y Z  T((P. ) = y, existe n GIN tal que
k«i k o
’ y'>l  < f
y liy-j/'fk'il < rfÿi
Entonces para cada n n^ se tiene
I < -y , y'> I ^
^ I < , y> I + |<^£ T«p^ )-y ,y> |  <
^ I ’ y ’>l + lly’il II -y H <
< X  4. X  = £ .
2 2
Hemos demostrado que T transforma sucesiones débilmente de Cau­
chy en sucesiones débilmente convergentes y como, segûn 8.8., el es­
pacio C([0,1],E) tiene la P.O., podemos concluir que T es débilmente 
compacto. Por tanto C([0,1],E) tiene la propiedad V.
10.10. Nota: Obsérvese que como el ejemplo de Talagrand %  (6.9.) 
tiene la propiedad V y posee base incondicional entonces C(K,3) tie 
ne la propiedad V para todo compacto K.
Como resumen de las propiedades de C(K,^) que hemos ido estu-
diando podemos decir que:
- C([0,1] ,^ ) no tiene la P.D.P. y C( K,%) tiene la P.D.P. para
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todo compacto K disperse.
- C(K,?) tiene la R.P.D.P. para todo compacto K.
- C(K,?) tiene la P.D. para todo compacto K.
- C(K,g) tiene la propiedad V para todo compacto K.
- C(K,g) es hereditariamente D.P. para todo compacto K tal que 
C(K) es hereditariamente D.P.
Una consecuencia importante del teorema anterior es la que enun
ciamos a continuacion. Nos permitira ampliar la clase de los espa -
cios débilmente secuencialmente completes E conocidos hasta ahora pa 
ra los que L^^.E) es débilmente secuencialmente completo.
10.11. Corolario: Sea E un espacio de Banach con base incondicional 
reductora y sea ( 1 2 , un espacio de medida finita y positiva. En- 
tonces E ') es débilmente secuencialmente completo.
Demostracion: Per los teoremas de Stone y Kakutani (ver [12] teore - 
mas III.18.1. y III.18.2. y remark 1 de la pag. 371) existe un com­
pacto K y una medida de Borel regular finita y positiva A tal que 
L (^,E') es isométrico a L (A,E'). Ahora bien, el espacio L (A.E') 
es isomorfo a un subespacio vectorial cerrado de C(K,E)'; y C(K,E)' 
es débilmente secuencialmente completo gracias al teorema anterior y
a 10.5.. Por tanto L^(A,E') es débilmente secuencialmente completo.
1 1 1  
Y como L (A,E') es isomorfo a L ^,E') tenemos que L ^,E') es débil
mente secuencialmente completo.
10.12. Nota: Terminâmes esta secciôn haciendo notar que se puede res 
ponder negativamente a una cuestiôn planteada por Pelczynski en [28]; 
utilizando para ello ejemplos de espacios de Banach construidos por 
Bourgain y Delbaen y por Hagler.
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Pelczynski probô que la definiciôn de la propiedad V dada en
10.1. es équivalente a la siguiente:
Definiciôn 1 : Un espacio de Banach E tiene la propiedad V si ca 
da subconjunto A de E ' que verifica:
(1) lim sup I < X ,x'>l = 0 para cada serie E x  débilmente
e A " "
incondicionalmente convergente en E, 
es débilmente compacto.
Esto le motivé a définir la propiedad V *
Definiciôn 2: Un espacio de Banach E tiene la propiedad V* si
cada subconjunto A de E que verifica:
(2) lim sup |4x,x'>l = 0 para cada serie £ x' débilmente
n xeA " "
incondicionalmente convergente en E', 
es débilmente compacto.
Una consecuencia inmediata de las definiciones es que
"Si E tiene la propiedad V entonces E' tiene la propiedad V* 
y si E ' tiene la propiedad V entonces E tiene la propiedad 
V*^ ".
Pelczynski se preguntô si se darian los recîprocos. La respues 
ta en ambos casos es negativa:
El hecho de que E ' tenga la propiedad V* no implica que E
tenga la propiedad V .
Bourgain y Delbaen (ver C6] pâg. 25) han construido una familia 
de espacios de Banach tal que cada elemento tî de la familia verifi­
ca:
i) (f es un /*^espacio separable de dimensiôn infinite.
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ii) 3E tiene la propiedad de Radon-Nikodym.
iii) es un espacio de Schur.
iv) f  y ^ * son débilmente secuencialmente completes.
Cada uno de estos espacios proporciona un contraejemplo ya que:
- f  tiene la propiedad V* (el bidual de un X**-espacio es iso­
morfo a un subespacio complementado de un C(K) ([6] pâg. 11), 
por tanto f  tiene la propiedad V y por ello f  tiene la pro­
piedad V** ).
- tf no tiene la propiedad V (por la definiciôn 10.1. y la ca- 
racterizaciôn de Bessaga-PeXczynski de los espacios que con- 
tienen algun subespacio isomorfo a c^ (1 .1.) es claro qtue un 
espacio que tiene la propiedad V o bien es reflexivo o bien 
contiene un subespacio isomorfo a c^. f  no es reflexivo pues
es un espacio de Schur infinitodimensional; y f  no contiene
subespacios isomorfos a c^ ya que es débilmente secuencialmen 
te completo. Por tanto f  no tiene la propiedad V).
El hecho de que E tenga la propiedad V no implica que E ' 
tenga la propiedad V .
El dual del famoso ejemplo construido por Hagler en [20] nos 
sirve de contraejemplo.
En efecto: Si llamamos K  al espacio construido por Hagler, ^  
tiene entre otras las siguientes propiedades:
i) Toda sucesiôn en que converge a cero débilmente pe?ro no
en norma posee una subsucesiôn équivalente a la base canôni
ca de c . 
o
ii) %  no contiene ningûn subespacio isomorfo a 6 .




tiene la propiedad V*. (Por(i) y 9.5. tenemos que ^  es here- 
ditariamente D.P.; y como 3^  no contiene subespacios isomorfos 
a , por 10.3., tiene la propiedad V, Por tanto tiene la 
propiedad V*).
32" no tiene la propiedad V (Si 32" tuviera la propiedad V enton 
ces, por (iii), 6^ (P) que es un espacio de Schur, también la ten 
dria. Pero los espacios de Schur tienen la propiedad V si y so­
lo si son de dimensiôn finita).
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CAPITULO V
Uno de los problèmes fondamentales de la teorla de espacios de 
Banach es la caracterizaciôn de cuândo un espacio de Banach E contie 
ne un subespacio isomorfo a c^, isomorfo a f*", o reflexivo infinito­
dimensional . Sustanciales avances en esta direcciôn lo constituyen 
los bellos resultados de Bessaga-Pelczynski y Rosenthal citados en 
la secciôn 1.
Desde hace algûn tiempo se viene estudiando en la literature al 
gunas variantes de este problème fundamental. Especificamente, se 
trata de determiner cuândo un cierto espacio de funciones vectoria - 
les contiene un subespacio isomorfo a c^ ô t , y también determiner 
la "posiciôn" de este subespacio. En esta llnea Kwapien [25] probô 
que si E no contiene a c^ entonces L*’(^,E), para 1.ÿP< <>o , tampoco 
lo contiene. La filosofla del resultado es la siguiente: puesto que 
Lf Çm.) no contiene a c cuândo <oo, si (/t,E) contiene a c^ es
"porque" E contiene a c^. Planteamientos anâlogos llevaron a Pisier 
[33] a demostrar que si E no contiene a 6  ^entonces L^^,E) tampoco, 
si 1 -c p < oo . Y también, muy recientemente, a E. y P. Saab a probar 
que si E no contiene a 6  ^como complementado entonces C(K,E) tampoco 
contiene a como complementado.
Nosotros estudiaremos en este capitulo cuândo C(K,E) contiene a 
y cuândo contiene a c^ como complementado. Obtenemos un resultado 
que se sépara sustanciaimente de la llnea de los citados anteriormen 
te ya que probamos que, salvo en situaciones triviales, C(K,E) siem- 
pre contiene a c^ como complementado (aùn en el caso en que ni C(K) 
ni E lo contengan como complementado).
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11. Cuândo C(K,E) contiene a
Estudiaremos primero cuândo C(K) contiene a l y pasaremos lue-
go a estudiar el caso vectorial. Para ello nos sera de gran utilidad
un resultado reciente de Pethe y Thakare que caracteriza cuândo el 
dual de un espacio de Banach es un espacio de Schur.
11.1. Teorema [3l]: E' es un espacio de Schur si y sôlo si E tiene 
la P.D.P. y E no contiene ningûn subespacio isomorfo a  ^.
11.2. Proposiciôn: C(K) contiene un subespacio isomorfo a 2 si y s6 
lo si K es un compacto no disperse.
Demostraciôn:
4= ) Si K es un compacto no disperso, por 3-2. (b), existe una 
aplicaciôn K — [0,l] continua y sobre. Por ello la aplicaciôn
^ : C( [0,1] ) ---> C( K) def inida por J (f ) = f * Y para todo fEC( [0,1] ),
es una isometria sobre su imagen; y como C([0,1]) contiene una co­
pia de todo espacio de Banach separable (teorema de Banach-Mazur), en 
particular C([0,1]) contiene un subespacio isomorfo a C, y por tan­
to C(K) contiene un subespacio isomorfo a
^  ) Si K es un compacto disperso entonces C(K)' es isomorfo a
t^(r) para algûn con junto P (ver 27*1.5.(D) de [36]), y por tanto 
C(K)' es un espacio de Schur. Como C(K) tiene la P.D.P., del teorema
11.1. se sigue que C(K) no contiene ningûn subespacio isomorfo a t.
11.3 . Proposiciôn: Son équivalentes:
a) C(K,E) no contiene ningûn subespacio isomorfo a t.
b) C(K) y E no contienen ningûn subespacio isomorfo a t .
89
c) K es disperso y E no contiene ningûn subespacio isomorfo a E.
Demostraciôn: Por la proposiciôn anterior es clara la equivalencia 
entre (b) y (c).
a -5^ -b) Como C(K) y E son isomorfos a subespacios de C(K,E), si 
C(K,E) no contiene subespacios isomorfos a entonces C(K) y E tam­
poco .
c ^  a) Sea K disperso y E un espacio que no contiene subespacios 
isomorfos a . Por el teorema de Rosenthal 1.2. hemos de probar que 
toda sucesiôn acotada en C(K,E) posee una subsucesiôn débilmente de 
Cauchy.
Sea (<^^)cC(K,E) una sucesiôn acotada. Por el lema 6.4 . existe 
un cociente metrizable de K, K, y existe (^^)CC(K,E) tal que
f^(T»(t))= <|»^ (t) VteK, VneiN
donde n : K — j» K es la proyecciôn canônica.
De 3 .2 .(a) y 3 3. se sigue que K es contable. Sea, por tanto,
K = {iT(t^) : nCM ] . Como E no contiene subespacios isomorfos a 
por el teorema de Rosenthal, para cada mSlN la sucesiôn ($ (Ti(t ))}in ÎH 06IN
posee una subsucesiôn débilmente de Cauchy en E. Asi, por un proceso 
usual de diagonalizaciôn, podemos extraer una subsucesiôn ) de
(^) tal que
( (n(t ))) es débilmente de Cauchy VmSlN.
VTn,j m V n
Entonces de 4.1. se deduce que (6 ) es débilmente de Cauchy en
Vc
C(K,E).
Si considérâmes ahora la aplicaciôn
1: C(K,E) ----- ► C(K,E)
^
que es lineal y continua, tenemos que ) es débilmente de Cauchy
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en C( K,Z) pues î^4*n^~tn
Por tanto C(K,E) no contiene subespacios isomorfos a t*”.
Como consecuencia inmediata de los teoremas 11.1. y 6.5. y de 
la proposiciôn anterior podemos enunciar el siguiente resultado
11.4. Corolario: Son équivalentes:
a) C(K,E)' es un espacio de Schur.
b) C(K)' y E ' son espacios de Schur.
c) K es disperso y E es un espacio que tiene la P.D.P. y que no 
contiene subespacios isomorfos a 6^ .
12. Cuândo C(K.E) contiene a c^ como complementado
En [29] Pelczynski probô que todo espacio C(K) infinito-dimen - 
sional contiene un subespacio isomorfo a c^ . La pregunta ahora es 
<,en que casos este subespacio isomorfo a c^ es complementado en 
C(K)? .
Dedicamos esta secciôn a responder a esta pregunta tanto en el 
caso escalar como en el vectorial. Para ello necesitamos primero re- 
cordar la definiciôn de los espacios de Grothendieck. Estos espacios 
fueron introducidos por Grothendieck en [19] y son aquéllos en los
(1) Ajnque Pelczynski probô esto antes de définir la propiedad 
V, realmente es una consecuencia inmediata de que C(K) posea la pro­
piedad V y la P.D.P.. En efecto, si C(K) no contuviera un subespacio 
isomorfo a c^, la identidad séria un operador incondicionalmente con 
vergente y, por tanto, compacto; luego dim (C(K)) < oo -
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que las sucesiones débil* convergentes del dual son débilmente con­
vergentes. Una caracterizaciôn de dichos espacios dada por el mismo 
Grothendieck es la siguiente;
" E es un espacio de Grothendieck si y sôlo si todo 
operador de E en c^ es débilmente compacto ".
A partir de esto es claro que un espacio de Grothendieck no con 
tiene subespacios complementados isomorfos a c^.
Vamos a dar una caracterizaciôn de cuândo C(K) es un espacio de 
Grothendieck en términos de los subespacios complementados de C(K), 
que nos permitirâ resolver en el caso escalar el problema que nos 
ocupa en esta secciôn. Sera una consecuencia inmediata de la proposi 
ciôn siguiente:
12.1. Proposiciôn: Si E tiene la propiedad V entonces E es un espa­
cio de Grothendieck si y sôlo si E no contiene ningûn subespacio com 
plementado isomorfo a c^.
En la demostraciôn utilizaremos el siguiente resultado de Bessa 
ga-Pelczynski:
12.2. Teorema [4] : Un operador T: E — y F es incondicionalmente con­
vergente si y sôlo si no existe ningûn subespacio E^  de E isomorfo a
c tal que T| es un isomorfismo sobre su imagen. 
o I
Demostraciôn de 12.1.: Una implicaciôn es évidente.
Supongamos que E no es un espacio de Grothendieck, entonces exLs
te un operador T: E  > c^ que no es débilmente compacto, y como E
tiene la propiedad V, T no es incondicionalmente convergente. Asi, 
por el teorema anterior, existe un subespacio E^  de E isomorfo a c^
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tal que t ! es un isomorfismo sobre T(E.)cc . Ahora bien, los sub1 o -
espacios de c^ isomorfos a c^ son complementados (ver [37]); por tan 
to T(E^ ) es complementado en c^. Sea : c^ ---»■ T(E^) una proyec­
ciôn. Entonces la aplicaciôn P = (t |^   ^« P^"T es una proyecciôn 
continua de E sobre ; con lo cual E^  es complementado en E.
12.3- Corolario: C(K) es un espacio de Grothendieck si y sôlo siC(K) 
no contiene ningûn subespacio complementado isomorfo a c^.
Demostraciôn: Se sigue inmediatamente de la proposiciôn 12.1. tenien 
do en cuenta que C(K) tiene la propiedad V para todo compacto K.
12.4. Teorema: Si K es un compacto infinite y E es un espacio de Ba­
nach de dimensiôn infinita, entonces C(K,E) contiene un subespacio 
complementado isomorfo a c^.
Demostraciôn: Por ser E de dimensiôn infinita existe una sucesiôn
(x ' ) c E ' con 1 x'(1=1 para todo nEIN tal que (x') es <r(E ' ,E)-conver n n n —
gente a cero (ver [23] y [27]). Sea (x^)cE tal que  ^  ^ Y
(I x^ K (  2 para todo nEIN (dicha sucesiôn existe pues como ||x^  Il =1
existe y^EB(E) tal que |^y^,x^>| ^ 1/2. Si es tal que
< A y  ,x’> = 1 = A  ^y,x'> entonces |A | ^  2 y asi, tomando x = A y n n n n n n n n n n
se verifica lo que queremos).
Como K es un compacto infinite existe una sucesiôn infinita,
(G^), de abiertos disjuntos no vacios de K. Para cada nE2N sea t^6G^.
Definimos T:C(K,E) -— ^ c por T(<^  ) = ( < <|>(t^ ) ,x^ > )^ j^^  para
todo <^ GC(FC,E). T esta bien definido ya que si ^GC(K,E), <|>(K) es
un compacto en E; como [x' : nEIN} es un subconjunto equicontinuo de
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E' y — ► 0 <T(E',E), por el II teorema de Ascoli tenemos que
x^ — V 0 uniformemente en <|>(K); con lo cual T(<^)ec^. Ademâs T es 
claramente lineal y continua. En cambio T no es incondicionalmente 
convergente. En efecto: por el teorema de Urysohn, para cada nGlN , 
existe f^6C(K) tal que ,
entonces para cada T E 3N ) se tiene
n«r "
por tanto la serie £ f x es débilmente incondicionalmente conver-
rtil n
gente en C(K,E). Sin embargo E  T(f x ) no converge en c ya quenr1 n n o
T(f^x^) = e^ para todo nElN (siendo (e^) la base canônica de c^).
Procediendo ahora de igual manera a como hicimos en la demostra 
ciôn de 12.1. deducimos que C(K,E) contiene un subespacio complemen­
tado isomorfo a c .o ..........................
12.5. Corolario: C(K,E) contiene un subespacio complementado isomor­
fo a c^ si y sôlo si se verifica alguna de las très condiciones si - 
guientes:
a) E es de dimensiôn finita y C(K) contiene un subespacio com­
plementado isomorfo a c^.
b) K es finito y E contiene un subespacio complementado isomor­
fo a c .o
c) K es infinite y E es de dimensiôn infinita.
Demostraciôn: Se sigue inmediatamente del teorema anterior.
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Como consecuencia inmediata del teorema 12.4. obtenemos una ca­
racterizaciôn de cuândo C(K,E) es un espacio de Grothendieck que, de 
diferente manera, ha obtenido recientemente Khurana en [24].
12.6. Corolario [24]: C(K,E) es un espacio de Grothendieck si y sôlo 
si se verifica alguna de las dos condiciones siguientes:
a) K es finito y E es un espacio de Grothendieck.
b) E es finito-dimensional y C(K) es un espacio de Grothendieck.
Demostraciôn: Si se cumple (a) ô (b), C(K,E) es isomorfo a s" ô a 
C ( , respectivamente, para algûn nGIN, y por tanto es un espacio 
de Grothendieck. El reciproco se deduce del teorema 12.4. y del h e ­
cho de que un espacio de Grothendieck no posee subespacios complemen 
tados isomorfos a c .
Hasta el momento no se conocen caracterizaciones de cuândo C(K) 
es un espacio de Grothendieck en términos de las propiedades topolô- 
gicas del compacto K. Diversos autores (ver [1], [19] y [35]) han da 
do condiciones suficientes en K para que C(K) sea un espacio de Gro­
thendieck. Nosotros, a partir del resultado anterior, podemos decir 
que
12.7. Corolario: Si G(K) es un espacio de Grothendieck entonces K no 
es homeomorfo al producto de dos compactos infinitos.
Demostraciôn : Si K es homeomorfo al producto de dos compactos infini 
tes, X K^ , entonces C(K) es isomorfo a C( x ) ; y como C ( X ) 
es isomorfo a C(K^,C(K^)), del corolario 12.6. se deduce que C(K) no 
es un espario de Grothendieck .
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12.8. Nota: Se sabe que si K es un compacto extremadamente disconexo, 
o bâsicamente disconexo, o un F-espacio entonces C(K) es un espacio 
de Grothendieck ([1], [19] y [35]). Por ello de 12.7. se deducen al- 
gunos resultados de topologia conocidos (ver 24-2.12. de [36]):
- El producto de dos compactos infinitos extremadamente dis- 
conexos no es extremadamente disconexo.
- El producto de dos compactos infinités bâsicamente disco - 
nexos no es bâsicamente disconexo.
- El producto de dos compactos infinitos que son F-espacios 
no es un F-espacio.
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CAPITULO VI
Si ( )  es una sucesiôn de espacios de Banach se define la suma 
directa de estos espacios en el sentido de c^, que notâmes por
( ® E ^ , como el espacio de Banach de las sucesiones x=(x^), con
x^GE^ para todo nSIN, tal que lim 11x^11 =0; dotado de la norma
11x11 = sup ||x^ ||.
Se define también la suma directa en el sentido de ^ , 1( p < oo ,
que désignâmes por f £ ® E ) , como el espacio de Banach de las su-' t n/«
<X> p
cesiones x=(x ), con x 6E para todo nGlN, tal que Z. l|x Ir < + «  ; 
n n n  ^ n = i "
con la norma | xl| = { ? ||x jj**)
' n = i n
Los espacios ( Z ® E^ y (Z®E^)^, 1 < p oo , han jugado un
papel importante en los ultimes anos. Por una parte constituyen la 
base del famoso "método de descomposiciôn" de Pelczynski (ver [29] y
[26] pâg. 54), y por otra han servido para dar interesantes contrae- 
jemplos (ver [29], [26] pâg. 72, y [38]).
Dedicamos este capitule a estudiar cuândo los espacios (z®E^)^ 
y (Z®E^)p, 1 ^  p < oo , poseqn alguna de las propiedades tratadas en
los capitules III y IV.
13. Propiedades del espacio (Z @ E
A lo largo de esta secciôn y de la siguiente (E^) serâ siempre
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una sucesiôn de espacios de Banach.
Para cada mGJN definimos la aplicaciôn 
’’m '
( , * • • )  ' ' ^ (x^Ix^ >••* » ^ m * ^  * * * * ^
Es claro que es una proyecciôn continua de norma 1, y que
P ( ( £ ® E  ) I es isomorfo a TT E .
n f o j  "
Designamos por (Z®E ) al subespacio denso de f Z ® E  ] forn '00 V n /© -
mado por todas las sucesiones x=(x^) E que poseen sôlo un nû
mero finito de términos distintos de cero.
Es fâcil comprobar que podemos identificar de forma canônica el
dual de |E®E 1 con el espacio f?®E' ) .V n /o ' n '1
13.1. Proposiciôn: f Z ® E  ) tiene la P.D.P. si y sôlo si E tiene--------- »-------  ' n 'o n
la P.D.P. para todo nSH. ,
Demostraciôn:
^  ) Es évidente pues cada E^ es isomorfo a un subespacio com­
plementado de /z®E \ .
V n 'o
4= ) Supongamos que E^ tiene la P.D.P. para todo nEU.
Sea T: ( E ® E  \ ----► F un operador débilmente compacto. C o -' n /o
mo, para cada mElN, P es isomorfo a TT E^ y como, por
rv»
6.2.(c), TT E tiene la P.D.P.; el operador T»P transforma suce - 
rtsi n m
siones débilmente convergentes en sucesiones convergentes en norma.
Sea (x" ) c  f ^  ® una sucesiôn que converge a cero débil­
mente. Vamos a demostrar que existe una subsucesiôn (x de (x'')
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tal que (T(x"' ) converge a cero en norma:
A) Si existe mEJN y existe una subsucesiôn (x*'‘). de (x“) tal
que P^ Cx*^ *) = x**^  para todo ien, entonces (T(x**‘))j = (T»P^ ( x"‘) ). 
converge a cero en norma.
B) En caso contrario construiremos por inducciôn la subsucesiôn.
Para i=1 sea x*'^  =x^; sea r el menor natural tal que P (x*^  ) =x'^ *, 1 r^
Para i=2, como (TP^ (x ) )^ converge a cero en norma y como no esta-
mos en el caso A), existe k^ElN, k^> k^  , tal que
II T(P^^(x"*))|| < 1  y ;
sea r el menor natural tal que P (x*^ *) =x*'*,
2
Para i=3 existe k^GiN, k^> k^, tal que
1|t (P -P^)( x‘'^)||< 1  , 1|tp (x‘'^ )|j<' i y T(P (x"*)) ^x"' ;
sea r el menor natural tal que P (x = x \
Y reiterando el proceso obtenemos una subsucesiôn (x*^ ‘)j de (x*) 
y una sucesiôn estrictamente creciente (r^)clN tales que
kf k-
(1) Para cada iGlN, r. es el menor natural tal que P (x ) = x
y , considerando r =0 y P =0, o r,
(2) I T(P - P )(x*'‘)|| 4 4- para 2 < i y Vi) 2.
^-1
oo
La serie £  (P — P )(x *■) es débilmente incondicionalmen-
i=l 1








l» 1 n=r +
=  (sup II x"HI) Z  IIX' II =(sup ||x‘'^ |) llx'll 4 + «? .
I nrl t
Ahora bien, T es incondicionalmente convergente por ser débil -
•o k.
mente compacto, y por tanto £ T(P - P )(x *■) converge en F; con
’"i-i
lo cual
lim ||t (P -F )(x‘‘)l| = 0 .
L " ^L-l
Veamos que j\T(x^ )^||  ► 0. Dado e>0 existe i^GlN tal que
-f < I y |1t(p - p )(x'‘‘)I| < -1 Vi)i .
 ^i  ^C ~  i 3 o
Como (TP^ (x*'"')),'^ converge a cero en norma, existe 4e® tal que
.......Î-* - . ..........................................
Il TP^^(x ‘'m || < i- Vi)C>.
Entonces, para cada i> max {i^,4}, se tiene
|1t (x ‘M|| = ||tp (x^^ll < ||t (P - p )(x ‘'')|| +
 ^I î  ^t - 1
. ||T(Pr -P^ Xx'^ l l  + ||tp^ ( x “ )||< 1 , 1 .
L- i kg ».<, J t J
Hemos demostrado que toda sucesiôn que converge a cero débilmen 
te en [ £ ® E^J posee una subsucesiôn cuya imagen converge a cero
en norma. Por tanto, t |, , transforma sucesiones débilmente
U ^ ®^n Ko
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convergentes en sucesiones convergentes en norma; y, como
es denso en { E  ®E ) , lo mismo le ocurre al operador T:fz®E )— >F,\ n 'p \ n /g
Luego ^E ® E^ ^ tiene la P.D.P.
)
El siguiente lema nos permitirâ obtener el resto de los re 
sultados de la secciôn con gran facilidad.
13.2 . Lema: Sea T: ^E®E^)^  h F un operador incondicionalmente
convergente tal que, para cada me®, T*P es débilmente compacto. En
m
tonces T es débilmente compacto.
Demostraciôn : Sea (x*') c ®  E^ una sucesiôn acotada. Como, para
cada me®, ) )|^ posee una subsucesiôn débilmente convergente,
por un proceso usual de diagonalizaciôn, podemos extraer una subsuce 
siôn (z**) de (x'') tal que
(TP (z''))**’ converge débilmente VmC®.
m K=i
que P (z )^ = z ‘ para todo ie®, entonces (T(z )^). = (TP (z M  ). con- m » m <-
A) Si existe m e ®  y existe una subsucesiôn (z '■) de (z ) tal
 ^ —  Z^*" p a r a  ^ ^  t C  TXI / 'T' f r.
verge débilmente en F.
B) En caso contrario existe una subsucesiôn de (z^) (que segui- 
mos notando igual) tal que, si para cada k6®  r^ es el menor natural
que verifica P^ (z**) = z“ , entonces (r^ )^ c  ®  es estrictamente crecien
te.
Consideremos r^=0 y P^ = 0. Para cada ie® sea y^ el limite dé­
bil de la sucesiôn (T(P^ - P^ ) (z*^ ) )]^  ^ . Entonces se verifica que
1) La serie £ y^ converge en F.
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En efecto, supongamos que no es asi, entonces existe £>0 y 
:en dos sucesic 
do je®, taies que
existe iones (p.) y (q.) en ®, con p . < q .< p . para to-
J J j J J >
r  y. I > E Vje®.
Por tanto, para cada je®, existe yjeB(F') tal que
Ahora bien, como para cada jGiN z y- es el limite débil de la su-
. / y  .  ^ 'cesiôn { £  T(P -P )(z ) ) , existe k.6® tal que
r<j kêlN J
1^ ,^  % - i  '"'j >1 > (
M
y por tanto
(a) Il ^  T(P -P )(z^ *) H  >  F. Vje®.
‘•fi ^  n
oO ^ |g,
Pero la serie % ZT (P -P )(z 4) es débilmente incondicional
4=1 C=f. rc r..,
mente convergente en ya que si x' = (x^)€ (^ E ®E^
I /U(p -p )() , X'>I = E / I r. ^ >I ^
Pi P c - l  ,j.l "  I
4 ( 1. ^ i  N x' n) sup llzN II ^  ( E #X' Il ) sup llz'^ill < + eo f
4-' '-fi à i
y como T es incondicionalmente convergente, la serie 
00 ^  fc.
Z  E T(P - P )(z<) converge incondicionalmente en F . Y tene -
r *  “ fj
r. r.
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mos una contradicciôn con (a).
OO ^
Por tanto r y. converge en F. Sea y = E y.
1=1 1 1=1 ^
2) (T(z*'))^  converge débilmente a y .
En efecto, sea y'EF'. Para cada i6® sea
M = sup |<TT(P -P )(z‘' ),y’>j 4 *■ oo
 ^ k
y sea k^E® tal que
M < 1  + b T ( P  -P )(z"‘) , y >  I 
1 2 PC-1
Por el mismo razonamiento que hicimos en 1) la serie 
oo
E (P -P )(z *') es débilmente incondicionalmente convergente 
i=i r (
en fE0E ) y , por tanto, E  T(P - P )(z*'‘') converge en F.
n'o isi Pi
Asi, dado 0 existe i^E® tal que
4 . ?   ^ T ■ '  7
? I ^T(P -p )(z‘'^ ) ,y ’ >| < f  .
Como (TP (z**))"* converge débilmente a E y. , existe v>E® tal que 
r- “ = i i=i 1
|< TP^ (z“) - E yj , y  >1 < ^
k k
Ahora, teniendo en cuenta que z = E (P - P )(z ) para todo k,
1*1 T  ; T i .  1
I < T(z") -y , y >  I = |< E  T(P - P )(z“ ) - ? y  , y > |  ^
L* 1 ^ V  ^ t - 1 i=l
^ E T(P - P )(z“ ) - É* y. , y' > ( + Z  j^y -.y’>| +
I'-l 1=1 i,: + i
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+ E  |<[T(P -p )(z") , y > |  <
 ^ r  I  '  4 .  F  '
para todo k> max (7,i^).
Luego hemos demostrado que T I \ es débilmente compacto.
 ^ n ^oo
Como f z ® E  ) es denso en (z , tenemos que T:(z®E \   ^F
' n fOo \ n 'ù \ n 'O
es débilmente compacto.
13.3. Proposiciôn: (z ®E^)^ tiene la R.P.D.P. si y sôlo si E^ tie­
ne la R.P.D.P. para todo ne®.
Demostraciôn:
=5^ ) Es évidente por ser cada E^ isomorfo a un subespacio com­
plementado de .
4= ) Sea T: (Z®E^)^ --->■ F un operador que transforma suce -
siones débilmente convergentes en sucesiones convergentes en norma. 
Como, para cada me®, P^ E^)^ ^  es isomorfo a TT E^, si E^ tie­
ne la R.P.D.P. para todo ne®, de 7.2.(c) se deduce que T»P es un
m
operador débilmente compacto. Ahora, por el lema anterior, podemos 
concluir que tiene la R.P.D.P.
13.4 . Proposiciôn: (Z @ E^ tiene la P.D. si y sôlo si E^ tiene la 
P.D. para todo ne®.
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Demostraciôn: Es anâloga a la demostraciôn anterior teniendo en cuen 
ta que los operadores que transforman sucesiones débilmente de Cau- 
chy en sucesiones débilmente convergentes, son incondicionalmente 
convergentes.
13.5. Proposiciôn: (r®E  tiene la propiedad V si y sôlo si E
tiene la propiedad V para todo nE®.
Demostraciôn: Es anâloga a la de 13-3-
13-6. Proposiciôn : (r®E^ es un espacio heredi tariamen te D.P. si
y sôlo si E^ es heredi tariamen te D.P. para todo nG® y existe M > 0  
tal que, para cada n€® y cada sucesiôn (x|^ )^  c E^ que converge a ce­
ro débilmente pero no en norma, existe una subsucesiôn (y|^ )^  de 
(x*^ ) que es équivalente a la base canônica de c y que verifican k
n i .  V o  1 « " PkI H^ nll
para todo r6® y toda sucesiôn de escalares
Demostraciôn: Basta procéder como en 9.9. y 9.10.
14. Propiedades de los espacios
Si 1 ^  p 00 , para cada me® definimos la aplicaciôn
n : ( Z ® E  ) -- >■ E por ( x ) = x_ para todo x=(x ) G (Z ® E )m n [ m m m n ' ^ n / p
Es claro que es una aplicaciôn lineal, continua y de norma 1.
Los resultados que enunciamos a continuaciôn tienen una prueba
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anâloga a la del caso escalar, por ello omitimos su demostraciôn.
14.1 . Proposiciôn: Una sucesiôn (x*') C ( z  ® converge a cero débil
mente si y sôlo si verificanlas très condiciones siguientes:
i) (x'‘) estâ acotada.
n K:
iii) Para cada £>0 existe n_E® tal que para todo ke®
ii) (x^)^^ converge a cero débilmente en E^ para todo ne®.
Z I %; Il < 6.
14.2. Proposiciôn : Sea 1 < p < oo y sea A c (Z ® E^ , entonces A es
débilmente relativamente compacto si y sôlo si
i) A estâ acotado; y
ii) "n^ (A) es débilmente relativamente compacto en E^ para todo 
ne®.
Pasamos ahora a estudiar las propiedades de ( z ® E ^ . Por sus 
diferentes comportamientos tratamos primero el caso en que p=1, y 
luego el de 1 < p < oo .
14.3. Proposiciôn: Sea (E^) una sucesiôn de espacios de Banach dis - 
tintos de cero. Entonces
a) tiene la P.D.P. si y sôlo si E^ tiene la P.D.P. pa
ra todo nG®.
b) no tiene la R.P.D.P,
c) "° tiene la P.D.
d) (l®E^^^ no tiene la propiedad V.
Demostraciôn: Por ser todos los E^ distintos de cero, el espacio
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contiene un subespacio complementado isomorfo a y como
no posee ni la R.P.D.P., ni la P.D., ni la propiedad V, es claro 
que se verifica b), c ) yd).
a) Una implicaciôn es évidente. Supongamos que tiene la P.D.P. 
para todo n6®. Sea T: (Z®E^)^  > F un operador débilmente com­
pacto y sea (x*^ ) c Cz una-sucesiôn que converge a cero débil -
mente. Dado e>0, por 14.1., existe n^e® tal que 
W  . c
Z  llx'^ ll <  - - - - - -  v k e ® .
n = ng n 2|T||
Si para cada me® considérâmes la aplicaciôn
X -----> (0,...,0,x^,0,.,.)
m m
tenemos que x = E i (x ) para todo x=(x ) 6 [ z ® E  ). , y que los
operadores T»i^ : E^ -- ►- F son débilmente compactos. Como, para
1 ^  n < Ug, la sucesiôn converge a cero débilmente en E^ y E^
tiene la P.D.P., existe k^e® tal que
I) Toi (x'‘)|| < —    Vk ) k y para 1 ^  n <np .
"  "  2 r»£ d T(( o ^
Asi, si k>k^
»T(x'‘)ii = | T ( f  i„(x‘))| i I V  II +  I £  T,i_,(x‘)|| (
n— ^  = n ^
< l | T X ( x ' ) |  +  r  1|T|| |lx‘|l < I  = 6.
n=l n n n= ng^ z z
Por tanto T transforma sucesiones débilmente convergentes en su 
cesiones convergentes en norma; con lo cual (Z©E^)^ tiene la P.D.P.
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14.4. Proposiciôn: Sea (E^) una sucesiôn de espacios de Banach dis - 
tintos de cero y sea 1< p < co , Entonces
a) (z ® E  \ no tiene la P.D.P.n 'p
b) ( Z ® E  ) tiene la R.P.D.P. si y sôlo si E tiene la R.P.D.P.' n n
para todo n€M.
c) (z @E^ tiene la P.D. si y sôlo si E^ tiene la P.D. para
todo nG®.
d) (z ®E^ tiene la propiedad V si y sôlo si E^ tiene la pro
piedad V para todo n€®.
Demostraciôn: Por ser todos los E^ distintos de cero, ^Z ®E^ con
tiene un subespacio complementado isomorfo a ^ , y como no tiene 
la P.D.P. es claro que se verifica a).
b), c) y d) son consecuencia inmediata de
1) Para cada nG® E^ es isomorfo a un subespacio complementado 
de (Z®E^)p ; y
2) Si para cada mG® i : E ---  ^iz ®E ) es la aplicaciôn de-m m V n 'p
v22/
finida por i (x )=(0,...,0,x ,0,...) para todo x GE , enton- m m m m m
ces un operador T:(z®E^)^ -- ^ F es débilmente compacto si
y sôlo si T«i^ es débilmente compacto para todo nG®.
La demostraciôn de 1) es trivial. Vamos a probar 2): Si T es dé 
bilmente compacto, como cada i^ es una aplicaciôn lineal y continua, 
T*i^ es débilmente compacto. Reciprocamente, supongamos que T.i^ es 
débilmente compacto para todo nG®. La aplicaciôn
J> : f z ® E  (donde 1 + 1=1)x - v n ' f  v n ' ^
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es un isomorfismo isométrico entre el dual de fl @ E  ) y CÎ®E' ) .V n 'f* n '
por tanto, T'(B(F')) es un conjunto débilmente relativamente compac- 
to en y solo si A=^T'(B(F')) es débilmente relati­
vamente compacte en (e ®E^)^ . Ahora bien, A es un conjunto acotado 
y, para cada mSIN
(A) = {yfjlT'(y')) : y ’eB(F')] = (n ((y'.T.i ) ) : y'GB(F') \ =m '■m-*' '■m^ nnciw'
= (y'.T.i^ : y'GB(F' ) 1 = [(T-i^)' (y’ ) :y'GB(F')| =
= (T'i )' (B(F* ) )
es un conjunto débilmente relativamente, compacte en E^ ya que el 
operador (T«i^ )' es débilmente compacte. Asi, de 14.2. se deduce que 




15. Propiedades de los operadores definidos en C(K,E)
Los resultados y las técnicas que hemos ido desarrollando a lo 
largo de la memoria nos permiten obtener algunos resultados sobre 
las propiedades de los operadores definidos en C(K,E).
En 1953 Grothendieck tl 93 probô que si F es débilmente secuen- 
cialmente complete entonces todo operador T : C(K) — ► F es débilmen­
te compacto. Anos mas tarde PeZczynski [29] consiguiô rebajar la hipô 
tesis sobre F imponiendo simplemente que F no contuviera subespacios 
isomorfos a c^* A partir de entonces se ha tratado de extender este 
resultado al case vectorial. Autores que han trabajado en elle han 
side el mismo PeZczynski, Batt y Berg, Garnien y Fierro entre otros 
(ver [29,3,18,15]). Los resultados que han obtenido pueden resumirse 
de la forma siguiente:
"Si E es reflexivo y F no contiene subespacios isomorfos a 
c^, <5 si E no contiene subespacios isomorfos a 6^ y F es débil­
mente secuencialmente complete, entonces todo operador
T : C(K,E) --> F
es débilmente compacto".
Al tratar de extender al caso vectorial el resultado de Grothen 
dieck y PeZczynski caben dos planteamiento diferentes; uno en la li- 
nea de los resultados que acabamos de citar:
Si F no contiene subespacios isomorfos a c^ y todo operador 
de E en F es débilmente compacto ^^erâ cierto que todos los ope
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radores de C(K,E) en F son débilmente compactes?,
y otro respecte a las condiciones que han de cumplir E, F y K para
que todo operador de C(K,E) en F sea débilmente compacto:
Una condiciôn necesaria para que los operadores de C(K,E) en 
F sean todos débilmente compactes es que todo operador de C(K) 
en F y de E en F también lo sea, pero i,es suficiente?; y si no 
es asi, ^en qué casos es suficiente?
Vamos a ver en esta secciôn que el primer planteamiento es vâli 
do para una clase amplia de compactes.
En cuanto al segundo podemos decir que:
A la vista de 12.4. la respuesta a la primera pregunta es nega­
tive pues si C(K) y E son espacios de Grothendieck infinito-dimensio 
nales, entonces todo operador de C(K) en c^ y de E en c^ es débilmen 
te compacto; sin embargo, como C(K,E) contiene un subespacio comple- 
mentado isomorfo a c^, no todo operador de C(K,E) en c^ es débilmen­
te compacto.
En cambio en algunos casos veremos que la condiciôn del segundo 
planteamiento si es suficiente; y que el problema general se puede 
reducir al compacto [0,1].
Comencemos por enunciar dos resultados importantes y conocidos 
que vamos a utilizar.
15.1. Teorema [29]: Si K es infinite entonces C(K) contiene un subes
pacio isomorfo a c ■ 
o
15.2. Teorema [37]: Si E es un espacio de Banach separable y E^  es 
un subespacio de E isomorfo a c^ entonces E,^ es complement ado en E.
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Como consecuencia inmediata de los dos teoremas anteriores y
del hecho de que C(K) es separable si y solo si K es metrizable, se
tiene
15.3. Corolario: Si K es infinite y metrizable entonces C(K) contie­
ne un subespacio complementado isomorfo a c^.
Pasemos ahora a demostrar los resultados anunciados,
15.4 . Proposicion: Si K es uri compacto contable entonces son équiva­
lentes :
a) Todo operador de C(K,E) en F es débilmente compacto.
b) Todo operador de C(K) en F y de E en F es débilmente compac­
to .
Demostraciôn: Una implicaciôn es évidente.
Supongamos que todo operador de C(K) en F y de E en F es débil­
mente. compacte-
Si K es finito es claro que todos los operadores de C(K,E) en F 
son débilmente compactes.
Si K es infinite entonces, por 3-3- y 15.3-, C(K) contiene un 
subespacio complementado isomorfo a c^ y, por tanto, F no puede con- 
tener subespacios isomorfos a c^. Asi, si T : C(K,E) — ► F es un ope­
rador, por 1.1., T es incondicionalmente convergente. Por elle, de 
2.2., de la hipôtesis y de 7-4., se deduce que T es débilmente com­
pacto (pues segûn 3-3- K es disperse y metrizable).
osiciôn; Si K es un compacto disperse y F no contiene sub- 
«omorfos a c , entonces son équivalentes:
J °




b) Todo operador de E en F es débilmente compacto.
Denostraciôn: Una implicaciôn es trivial. La otra se demuestra anâlo 
ganente a 7.5. teniendo en cuenta que como F no contiene subespacios 
isomorfos a c^, por 1.1., los operadores de C(K,E) en F son todos in 
ccidicionalmente convergentes.
Proposicion: Si todo operador de C([0,1 ] ,E) en F es débilmente 
ccnpacto entonces todo operador de C(K,E) en F es débilmente compac­
ta para todo compacto K.
Denostraciôn: Si todo operador de C([0,1],E) en F es débilmente com­
pacte entonces todo operador de C(lO,1]) en F y de E en F también lo 
es Por 15.3. F no puede contener subespacios isomorfos a c^. Asi, 
po’ el resultado de PeZczynski citado en la pagina 109, todo opera - 
do’ de C(K) en F es débilmente compacto, para todo compacto K. De 
154. y 3.5. deducimos que si K es metrizable todo operador de C(K,E) 
en F es débilmente compacto, Procediendo ahora de forma anâloga a co 
mohicimos en la segunda parte de la demostraciôn de 7.5., conclui- 
mo! que todos los operadores de C(K,E) en F son débilmente compactes, 
pana cualquiera que sea el compacto K.
El planteamiento hecho para los operadores débilmente compactes 
lo podemos hacer también para otro tipo de operadores. Concretamente 
tretaremos aqui los operadores de Dunford-Pettis (que son aquellos 
que transforman sucesiones débilmente convergentes en sucesiones con 
vexantes en norma; también se les llama operadores completamente 
cortinuos), y los operadores incondicionalmente convergentes. Para 
los primeros obtendremos resultados anâlogos a los de los operadores 
débilmente compactes; en cuanto a los segundos, daremos una caracte- 
rizaciôn compléta de cuândo todos los operadores de C(K,E) en F son
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incondicionalmente convergentes.
15.7 . Nota: Existen espacios E y F taies que todo operador de C(C0,1J)
en F y de E en F es Dunford-Pettis y sin embargo no todo operador de
C([0,1],E) en F lo es. En efecto: Como C ([0,1]) y el ejemplo de Tala 
grand (6.9.) son espacios que tienen la P.D.P., los operadores defi­
nidos en C([0,1]) y en €  con valores en un espacio reflexivo son to 
dos de Dunford-Pettis. Por otra parte, Talagrand en [39] construyô
un operador débilmente compacto T : C([0,l],Ç) — v c^ que no es de 
Dunford-Pettis. Pero un importante resultado de Johnson y FigLel afin 
ma que todo operador débilmente compacto se factoriza a través de un 
espacio reflexivo (ver p.e. [11] pâg. 260); luego existe un espacio 
reflexivo R y existen dos operadores, T : C([0,1] ,"$) — >■ R y 
S : R — » c^, taies que T = S*f. Con lo cual f : C([0,1] ,%) —  ^R es 
un operador que no es de Dunford-Pettis, mientras que todos los ope­
radores de C([0,1]) en R y de ^  en R si lo son.
15.8. Proposicion: Si K es un compacto contable entonces son équiva­
lentes :
a) Todo operador de C(K,E) en F es de Dunford-Pettis.
b) Todo operador de C(K) en F y de E en F es de Dunford-Pettis.
Demostraciôn; Una implicaciôn es évidente. Supongamos que todo opera 
dor de C(K) en F y de E en F es de Dunford-Pettis, entonces de igual 
forma que en 15.4. deddcimos que todos los operadores de C(K,E) en F 
son incondicionalmente convergentes. Ahora basta procéder como en la 
primera parte de la demostraciôn de 6.5. (pues por 3.3. K es disper- 
so y metrizable), teniendo en cuenta que todos los operadores de E
en F son de Dunford-Pettis para cualquier kCIN.
114
15.9. Proposicion: Si K es un compacto disperso y F no contiene sub­
espacios isomorfos a c^, entonces son équivalentes:
a) Todo operador de C(K,E) en F es de Dunford-Pettis.
b) Todo operador de E en F es de Dunford-Pettis.
Demostraciôn: Es anâloga a la de 6 .5. teniendo en cuenta que como F 
no contiene subespacios isomorfos a c^, por 1.1., los operadores de 
C(K,E) en F son todos incondicionalmente convergentes; y que si todo 
operador de E en F es de Dunford-Pettis entonces todo operador de E^ 
en F también lo es, para cualquiera que sea keiN.
15.10. Proposicion: Si todo operador de C([0,1J,E) en F es de Dunford 
-Pettis entonces todo operador de C(K,E) en F es de Dunford-Pettis, 
para todo compacto K.
Demostraciôn : Si todo operador de C([0,1] ,E) en F es de Dunford-Pet­
tis entonces todo operador de C([0,1]) en F y de E en F también lo 
es. Por 15.3. F no puede contener subespacios isomorfos a c^. Asi, 
por el resultado de PeZczynski citado en la pagina 109 y por el h e ­
cho de que todos los espacios C(K) tienen la P.D.P., todo operador 
de C(K) en F es de Dunford-Pettis, para todo compacto K. Utilizando
15.9. y 3.5. deducimos que si K es metrizable entonces todo operador 
de C(K,E) en F es de Dunford-Pettis; y procediendo como en la segun­
da parte de la demostraciôn de 6 .5. llegamos a la tesis.
15.11. Proposicion: Todo operador de C(K,E) en F es incondicionalmen 
te convergente si y solo si se verifica alguna de las condiciones si 
guientes:
a) K es finito y todo operador de E en F es incondicionalmente 
convergente.
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b) E es de dimensiôn finita y todo operador de C(K) en F es in­
condicionalmente convergente.
c) K es infinite, E es de dimension infinita y F no contiene 
subespacios isomorfos a c^.
Demostraciôn:
4= ) es trivial teniendo en cuenta que si F no contiene subes­
pacios isomorfos a c^ entonces, por 1.1., todo operador de C(K,E) en 
F es incondicionalmente convergente.
) Supongamos que todo operador de C(K,E) en F es incondicio 
nalmente convergente, entonces todo operador de C(K) en F y de E en 
F también lo es. Si K es infinite y E es de dimensiôn infinita enton 
ces, por 12.4., C(K,E) contiene un subespacio complementado H isomor 
fo a c^. Sea F : C(K,E) — ► H una proyecciôn. Si F contuviera un sub­
espacio F,j isomorfo a c^, entonces el operador
T : C(K,E) ---- > F
donde 'f : H — >■ F^  es un isomorfismo, no séria incondicionalmente con 
vergente.
15.12. Observaciôn: A partir de la proposiciôn anterior podemos de - 
cir que, al igual que ocurre con los operadores débilmente compactes 
y de Dunford-Pettis, existen compactes K y espacios de Banach E y F 
taies que todo operador de C(K) en F y de E en F es incondicionalmen 
te convergente y sin embargo no todo operador de C(K,E) en F lo es. 
Por ejemplo basta que C(K) y E sean espacios de Grothendieck infini- 
to-dimensionales y que F sea isomorfo a c^ para que esto ocurra.
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