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ABSTRACT 
Rapidly changing climatic conditions across the globe are believed to have an impact on key 
climate variables and the hydrologic cycle. Changes in magnitude and frequency of peak flow 
patterns have been noted in rivers worldwide. The associated risk is projected to increase many 
folds during the 21
st
 century. Therefore, it is necessary to quantify these impacts for effective 
water resource planning and management in future. Methodology chosen to do so should be able 
to capture variations in climate variables at fine temporal, spatial and distributional scales.  Also, 
it should be able to cover uncertainties associated with future climatic, socio-economic and 
physiographic projections. In this study, a methodology for making future flow projections has 
been presented and applied to the Grand River basin, Ontario, Canada. Results indicate 
consistent decreases in peak flows across the catchment for all the scenarios considered in the 
analysis.      
KEYWORDS 
Climate change, Uncertainty, Flood frequency, Global Climate Models    
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1 INTRODUCTION 
This chapter states the primary objective of this research and highlights contribution of this 
research towards the state of the art in climate change impact studies. Steps performed in a 
typical climate change impact study are presented and discussed. Climate change and its impact 
on key climate variables, for example temperature, precipitation, and on flow patterns are 
discussed on a global scale. Further, observed and projected impacts of climate change are 
discussed for the region of Canada with a focus on South-Western Ontario. A broad outline of 
the thesis is presented in the end.          
1.1 Research objective 
The primary objective of this research is to quantify the impacts that climate change has on 
flooding frequency for the Grand River, Ontario. To do so, a climate change impact study is 
performed on the Grand River catchment at Brantford. The Brantford catchment is selected 
because it encompasses major urban centres along the river; includes the majority of the 
catchment’s population; is data rich; and covers an area of approximately 80% of the entire 
Grand River catchment.  
1.2 Research contributions  
Modelling climate change impact on water resources is a complex task. Uncertainties exist at 
each step in the climate change impact analysis process as shown in Figure 1. Broadly speaking, 
six different sources of uncertainty have been identified in literature. Uncertainties may arise 
from Global Climate Model structure, future greenhouse gas emission scenarios, downscaling of 
GCM outputs, hydrological model structure, hydrological model parameters and the internal 
variability of the climate system (Kay, Davies, Bell, & Jones, 2009). However, uncertainties may 
also exist outside the paradigm of these six primary sources. Chen, Haerter, Hagemann, & Piani, 
(2011) considered the decade used for deriving bias correction parameters as one of the three 
major sources of uncertainties associated. Hagemann et al., (2011) notes that uncertainty 
associated with bias correction step may be of an order equal to that associated with climate 
model projections. Climate model initial conditions, land-use change, natural variability of 
climate, choice of appropriate change factor methodology, choice of flood frequency analysis 
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methodology are only some of many other uncertainties associated with the climate change 
impact analysis process.   
 
Figure 1. Steps and uncertainties involved in the climate change impact analysis process  
Since it seems impossible to capture all the uncertainties associated with the process, 
identification and accounting for major sources of uncertainty seems a more pragmatic way of 
approaching the problem. Several studies have been performed to quantify relative contribution 
of different sources of uncertainty towards the total uncertainty. To this end, Jung, Chang, & 
Moradkhani, (2011) compared five sources of uncertainty viz. those related to GCM structures, 
future GHG emission scenarios, land-use change scenarios, natural variability and hydrologic 
model parameters to estimate their relative impact on flood frequencies across two catchments 
with different extents of urbanisation. Kay et al., (2009) analysed uncertainties contributed by 
GCM structure, downscaling methodologies, hydrological model structure, hydrological model 
parameters and internal variability of climate system and compared their impacts on flood 
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frequency across two catchments in England. Kingston & Taylor, (2010) compared uncertainties 
associated with GCM structures, climate variability and hydrologic parameterisation to quantify 
the impact of climate change on freshwater resources in the upper Nile basin in Uganda. Wilby 
& Harris, (2006) simulated future low flow scenarios for Thames River (UK) by using four 
GCMs, two GHG scenarios, two statistical downscaling techniques, two hydrological model 
structures and two sets of hydrological model parameters. In almost all of these studies, 
uncertainty associated with future climate projections has been identified as a prime contributor 
towards the total uncertainty associated with the climate change impact analysis process. 
Therefore, the major focus of this study is towards encompassing future climate projection 
uncertainty i.e. uncertainties contributed by GCM structure, future greenhouse gas scenarios and 
climate variability while other sources of uncertainty are neglected. 
Another region of focus of this study is to analyse whole distributions of climate data instead 
of individual statistics. Changes in climate extremes have been projected to be many folds higher 
than climate normals in future (IPCC, 2012). An increase in the intensity and frequency of 
climate extremes is projected to have significant socio-economic and environmental impacts on 
society in future. Therefore, IPCC, (2012) emphasises on accurate predictions of future climate 
extremes. Probability distributions have been utilised to study past trends in climate extremes 
(Alexander et al., 2006; Kiktev, Sexton, Alexander, & Folland, 2003). Climate models have been 
evaluated by comparing entire distributions of model and observed data (Perkins, Pitman, 
Holbrook, & McAneney, 2007). Different bias correction methodologies correcting entire 
distributions of climate model data have been proposed and are found to perform better than 
traditional methods (Piani et al., 2010). Further, multiple change factors associated with specific 
percentiles of whole distribution have been found to be more effective in transferring changes 
projected by climate models than a single change factor (Anandhi et al., 2011). These methods 
and others available from literature are employed in this study for the synthesis of future climate 
variables in the best possible manner. 
An appropriate temporal scale has been selected for this study based on the recommendations 
made in the past. Although majority of climate change studies have been performed on monthly 
or yearly timescales, the importance of evaluation of climate models on a daily temporal scale is 
highlighted in Perkins et al., (2007). Similar recommendations supporting the use of daily change 
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factors over monthly change factors is made in King, (2012). Therefore, a daily temporal scale is 
adopted for use in the present study. 
1.3 The climate change impact analysis process 
Flowchart of a typical climate change impact analysis process is provided in Figure 1. First, 
selection of climate models is made from a pool of climate models mentioned in IPCC, (2007) 
for regional climate change impact analysis. Atmosphere Ocean Global Climate Models 
(AOGCMs) are the approximate mathematical representations of physical processes occurring 
within the climate system. They provide us with the best possible estimates of historical and 
future climate data worldwide. Model performance is generally evaluated based on it’s ability to 
simulate past and present regional climate. The ability of climate models towards replicating past 
and present climate has been found to vary spatially across the globe (Maxino, Mcavaney, 
Pitman, & Perkins, 2008). Therefore, quantification of their skills at the regional scale becomes 
important before a model is used in making future climate predictions. To consider the 
uncertainty involved in using climate models, an ensemble of outputs from a group of regionally 
skilled climate models (or Multiple Model Ensembles, MMEs) is preferred over a single model 
output (IPCC, 2007).   
    The selection of regionally efficient climate models is followed by the selection of future 
emission scenarios for analysis. Future emission scenarios are formulated based on future 
projections of global demographics, economics and technological advancements. Future climate 
data is generated based on these projected emission patterns. In the Third Assessment Report 
(TAR) issued by IPCC (IPCC, 2000), a group of forty Special Report on Emission Scenarios 
(SRES) scenarios are formulated from six scenario groups (A1F1, A1T, A1B, A2, B1 and B2) 
following four storylines (A1, A2, B1 and B2). The hierarchy of SRES scenarios and an 
explanation of different storylines is provided in Appendix A. Although each scenario mentioned 
in TAR has an equal probability of occurrence in future (IPCC, 2000), scenarios A2, B1 and 
A1B have been most widely used in climate change impact studies since they, more or less, 
cover the entire range of emission uncertainties exhibited by SRES scenarios (IPCC, 2007).     
Climate data obtained from Global Climate Models (GCMs), as well as from higher 
resolution Regional Climate Models (RCMs), are associated with some time-independent 
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component of model errors called biases (Ehret, Zehe, Wulfmeyer, Warrach-Sagi, & Liebert, 
2012). Several bias correction methodologies correcting single (Graham et.al. 2007), or multiple 
moments (Piani et al., 2010) of model data distribution have been proposed in literature. 
Corrections are generally made with respect to historically observed gauge data (Sharma, Das 
Gupta, & Babel, 2007) or reanalysis data (Piani et al., 2010) within the area of study. A more 
detailed discussion on bias correction methodologies is provided in section 2.1.4 of the report.    
Coarsely gridded GCM data requires pre-processing before it can be used for catchment scale 
hydrologic analysis. Downscaling is method for improving the spatial resolution of Global 
Climate Model (GCM) outputs. There are two accepted methods of doing so. First method is 
known as the dynamic downscaling; where higher resolution Regional Climate Models (RCMs) 
are used in conjunction with GCMs to obtain more accurate regional climate data. Another less 
computationally demanding method for downscaling GCM data is known as statistical 
downscaling. It is based on the principal that regional data is dependent on large scale climate 
state as well as local physiographic features (IPCC, 2001). Information regarding large scale 
climate state is generally extracted from the GCMs while several parametric, semi-parametric 
and non-parametric methods are employed to transfer this large scale information to regional 
scales. A special class of downscaling tool called weather generator is very popular. They have 
been discussed in more detail in section 2.1.5 of this report.  
Bias-corrected and downscaled GCM output is then used as input into a hydrological model 
to generate flow patterns for the area of study. Based on the spatial extents of the catchment 
under study, lumped, semi-distributed or distributed hydrologic models can be used to generate 
flow response from projected future climate variables. In a typical climate change impact study, 
statistical analysis is performed on the simulated future and historically observed flood peaks to 
infer probable changes in peak flow return periods in future.   
  
1.4 Literature review 
According to IPCC, (2012) any detectable change in the state of climate which persists over a 
considerable period of time (more than a decade) can be referred to as climate change. Both 
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natural (such as periodic changes in solar irradiance) and man-made (such as GHG emissions, 
changes in land-use patterns etc.) sources can be responsible for changes observed within the 
climate system. However, role of anthropogenic factors towards climate change has been found 
to be significant as compared to other sources (Huber & Knutti, 2011; IPCC,2007).     
Carbon-di-oxide is an important greenhouse gas, which has increased significantly since the 
industrial revolution, primarily due to increased consumption of fossil fuels and rapid land use 
change. According to IPCC, (2007) atmospheric concentration of CO2 in 2005 was higher than 
that experienced in the past 6,50,000 years and annual CO2 growth rate continues to increase 
each passing year. Similar trends have also been recorded for other greenhouse gases such as 
methane and nitrous oxide. Due to the changes in environmental chemistry, changes in the mean, 
standard deviation and extremes of key climate variables are being observed. There has been an 
unprecedented increase in global mean temperature in the last 25 years (see Figure 2). Changes 
in precipitation patterns have also been noted worldwide. Figure 3 depicts changes in 
precipitation patterns observed indirectly using a Palmer Drought Severity Index (PDSI) which is 
calculated by analysing antecedent and current precipitation and evaporation data (calculated 
from mean temperature) at a location. In Figure 3a, red and orange areas are drier (or wetter) 
while green and blue areas are wetter (or drier) than normal when PDSI values are positive (or 
negative) in Figure 3b. A distinct post-1975 shift in PDSI regime can be noted from Figure 3b 
which suggests a subsequent change in spatial PDSI patterns across the globe (Figure 3a). A 
change in climate variables other than precipitation and temperature have also been reported 
(IPCC, 2007).  
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Figure 2.Global annual mean temperatures for the duration 1856-2005 (plotted in black dots). Left hand 
axis shows temperature anomalies with respect to average temperatures recorded in the period 1961-1990 
while right hand axis shows absolute temperature values in degree celcius. Linear trend fits in yellow, 
orange, purple and red correspond to time-periods 1981-2005, 1956-2005, 1906-2005 and 1856-2005 
respectively. (after IPCC, 2007) 
 
Since hydrologic behaviour of a catchment is governed by feedbacks from various climatic 
and ecologic variables, relationships between them are difficult to formulate. An extensive 
Canada-wide study highlighting this relationship has been performed by Whitfield & Cannon, 
(2000). Changes observed in precipitation, temperature and streamflow between the decades 
1976-1985 and 1986-1995 are grouped into different classes or clusters. After analysing the 
spatial distribution of these climatic and hydrologic clusters obtained from 210 temperature, 271 
precipitation and 642 hydrology stations, they noted distinct linkages between climate variables, 
hydrologic responses of streams and ecozones within Canada. The study also highlights that even 
small changes in climate variables may result in significant changes in a region’s hydrologic 
characteristics.  
By reconstructing monthly discharges of the largest worldwide rivers, Labat, Godd, Probst, 
& Guyot, (2004) estimated a 4% increase in global runoff every 1ºC rise in global temperatures 
over the last century. Further, IPCC, (2007) projects a range of 1.8ºC (low emission scenario) to 
4ºC (high emission scenario) in global mean temperature change (relative to temperatures 
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observed during 1980-1999) for the 21
st
 century.  It is anticipated that this change in global mean 
temperature will produce unprecedented changes in hydrologic regimes across the globe. 
 
 
Figure 3 (a) Spatial distribution of monthly Palmer Drought Severity Index (PDSI) for the duration 1900-
2002. (b) Temporal variability in PDSI (after IPCC, 2007) 
 
The impact of climate change has been identified on precipitation and temperature extremes. 
According to IPCC, 2012 there is a strong likelihood that since 1950, the number of cold days 
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and nights has decreased, whereas the number of hot days and nights has increased globally. An 
increase in anthropogenic emissions has been identified as the most likely cause for this change. 
Further, it has been projected following the SRES A2 and A1B scenarios that by the end of 21
st
 
century, a 1 in 20 year return period annual hottest day event may become 1 in 2 year return 
period event (except for high latitudes of Northern America where it will become a 1 in 5 year 
event). Changes in precipitation extremes have also been detected worldwide. Most consistent 
increases in precipitation extremes have been noted across the North American sub-continent. It 
has been projected that towards the end of 21
st
 century, a 1 in 20 year return period annual 
maximum 24-hour precipitation rate event will change to 1 in 5 to 1 in 15 year return period 
event.  
Change in frequencies of flood and drought events has also been reported. Since 1950, 
droughts have become more frequent and intense in southern Europe and western Africa, while 
they have become less frequent and intense in central North America and northwestern Australia 
(IPCC, 2012). In the case of flooding, precise identification of changes in historical flooding 
trends and their attribution to climate change has not been possible as of yet. However, there is 
evidence suggesting a shift in the timing of spring peak flows. Due to excessive warming and 
subsequent melting of winter snow accumulations, spring peak flows of the past have been 
detected to occur during winters or early springs. Further, global (Hirabayashi, Kanae, & Emori, 
2009) and continental scale (Dankers & Feyen, 2009) studies project an increase in flood hazard 
worldwide, except for central to western Eurasia and northern parts of North America where a 
decrease in flood hazard is projected.    
Changing climate has induced changes in temperature and precipitation patterns across 
Canada. These changes vary spatially, with frequency, duration and intensity of cold spells 
decreasing around western and increasing around eastern regions of Canada (Groisman et al., 
2002; Shabbar & Bonsal, 2003). Winter warm spells are increasing in both frequency and 
duration across all of Canada, with one exception in the extreme north-eastern regions where 
warm spells are becoming shorter and less frequent (Shabbar & Bonsal, 2003). Precipitation has 
increased in almost all parts of Canada during the last 50 years. An average increase of 5% has 
been observed in annual total precipitation for the entire country, while an increment of 12% has 
been observed in southern Canada indicating that the changes in precipitation are not uniform 
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spatially. Further, precipitation has been found to increase during spring, summer and autumn 
while the ratio of snowfall to total rainfall has been decreasing in winter and spring especially 
along the western part of the country (Barrow, Maxwell, & Gachon, 2004). This observation is 
consistent with the warming trends observed along the western regions of Canada.  
Changes in major climatic variables such as temperature and precipitation also affect the 
flow patterns of Canadian rivers. Annual maximum and mean daily flows are significantly 
increasing in northern British Columbia, Yukon Territory and southern Ontario. On the other 
hand, a decreasing trend is observed in the southern regions of British Columbia (Environment 
Canada, 2004). Studies also estimate a decrease of approximately 10% in annual river discharge 
in the period 1967 to 2003 for rivers situated in the northern regions of Canada (Déry, 2005). 
More recently, an extensive study analysing present and projected future flows of ten rivers with 
varying geography, ecosystem and drainage basins situated across Canada (Figure 4). They 
projected a steady and decreasing flow trends across all the selected rivers except River Nipigon 
( WWF-Canada, 2009).       
 
Figure 4. Present and future flow trends of ten Canadian rivers assessed in Canada’s Rivers at Risk 
project (after WWF-Canada, (2009)) 
The number of flooding events has increased over the last 50 years, with 70% of flooding 
events occurring after 1959. It has also been estimated that 62% of these flood disasters have 
been caused by snowmelt runoff, storm rainfall or their combinations (Brooks et al., 2001). A 
detailed study of the 168 flood disasters between 1990 and 1997 revealed that most of these 
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occurred in densely populated areas. For example, it is found that 62% of these disasters 
occurred in four intensely populated provinces: Ontario (37 events), New Brunswick (26 events), 
Québec (23 events) and Manitoba (18 events) while relatively few disasters are observed in 
sparsely populated provinces of Northwest Territories (5 events), and Yukon (3 events) 
(Shrubsole, Lacroix, & Simonovic, 2003). This suggests that the amount of flood risk (defined as 
the product of flood probability or hazard, and exposure of capital and population to that hazard) 
is gradually increasing across Canada. 
Historical records suggest a shift towards milder winter and warmer summers in the south-
western regions of Ontario. This region experiences frequent precipitation extremes due to large 
amounts of water vapour in the atmosphere because of close proximity of the Great Lakes. 
Between 1979 to 2004, south-western Ontario experienced the greatest number of heavy rainfall 
events within the province of Ontario (Report of the Expert Panel on Climate Change 
Adaptation, 2009). Temperature and precipitation means and extremes are projected to further 
increase in future across south-western Ontario. A decreased annual runoff, increased winter and 
spring flows, lower summer and fall flows, and increased frequency of high flows is projected 
for the 21
st
 century in this region (Lemmen et. al. 2008). Due to high population density and high 
industrialisation in the region, south-western Ontario is considered to be at highest degree flood 
risk in the entire province. This highlights the importance of an extensive climate change impact 
study for this region.  
 In this thesis, chapter 2 describes the methodology adopted for performing climate change 
impact analysis on Grand River at Brantford catchment. Procedure followed and results obtained 
when proposed methodology is applied to the Grand River at Brantford catchment are explained 
in Chapter 3. Conclusions established are given in Chapter 4, which is followed by references 
and appendices. 
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2 METHODOLOGY 
The procedure followed while performing a climate change impact study on Grand river at 
Brantford catchment can be subdivided into three major sections: (i) future climate projections 
uncertainty analysis, (ii) hydrological modelling and (iii) statistical analysis of the simulated 
future flow series.  
The process of encompassing future climate projection uncertainty is carried out by first 
selecting a group of regionally efficient Global Climate Models (GCMs). The Probability density 
function (Pdf) analysis approach is employed to rank GCMs. Above approach, originally 
proposed by Perkins et al., (2007), has been used to rank climate models in Australia and other 
regions of the world (Maxino et al., 2008). A slight modification is made in the methodology to 
promote the selection of GCMs projecting variable extremes accurately. A test of robustness in 
model rankings is performed by comparing model rankings obtained with and without using 
reanalysis data (alongside historically observed data) as the reference data. Future emission 
scenarios: A2, B1 and A1B are used to cover the uncertainty associated with future greenhouse 
gas emissions. All possible GCM-scenario combinations are evaluated and five combinations 
spreading across the entire range of future climate projections are selected for time slices 2045-
2065 (2050s) and 2080-2100 (2090s) using percentile method. Historical and future GCM data, 
corresponding to selected GCM-scenario combinations is bias-corrected using statistical bias 
correction approach. Statistical downscaling is performed on bias-corrected GCM data using a 
non-parametric weather generator KNN-CAD (v4) and 50 plausible future precipitation and 
mean temperature timeseries are generated for future timelines 2050s and 2090s. Simulated 
future precipitation and temperature combinations most likely to produce hydrological extremes 
(i.e. Wet-Hot, Wet-Cold, Dry-Hot, Dry-Cold) are selected using scatter-plot method. Two 
extreme variability scenarios capturing sub-daily temperature variability are combined with 
selected hydro-climatic extreme scenarios to obtain eight scenarios capturing daily and sub-daily 
scale uncertainty associated with future climate projections.  
Temperature and precipitation timeseries corresponding to selected scenarios are used as 
inputs into a semi-distributed hydrologic model WATFLOOD. Future flow series are generated 
by performing a continuous hydrological simulation on selected timeseries.  
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Statistical analysis is performed on the simulated future and historical observed flowseries. 
Flow peaks are selected using Peak Over Threshold (POT) method and a Generalised Pareto 
Distribution (GPD) is used to fit the selected flood peaks. Flood magnitude vs. return period 
plots are generated for historically observed and generated future flowseries. Obtained results are 
compared to identify possible impacts of climate change on peak flow frequencies across the 
Grand River catchment.  
2.1 Future climate projections uncertainty analysis 
This section describes the methodology adopted to encompass future climate projections 
uncertainty. Procedures followed for selection of Global Climate Models (GCMs), future 
emission scenarios, bias-correction and downscaling of GCM outputs and selection of extreme 
projected future scenarios for hydrological modeling have been explained in detail here.    
2.1.1 Selection of regionally efficient Global Climate Models (GCMs) 
Future climate projected by climate models continue to differ from each other significantly. 
Since future climate records are unavailable for comparison, climate models are generally 
evaluated based on their ability to replicate historically observed climate. Climate models have 
been evaluated based on observed climatology in the past (for example Tebaldi, 2004) and it is 
an established method for estimating model skill (IPCC, 2007). This test however, should be 
considered as a necessary, but not sufficient criterion for evaluation of model skill (Knutti, 
Furrer, Tebaldi, Cermak, & Meehl, 2010). Reasoning behind this is that climate models are 
generally calibrated on locally observed datasets and hence, their satisfactory replication of 
observed trends may not necessarily be a representative of their ability to project future climate 
well. However, models unable to pass this test should be deemed less reliable than other models 
performing well (Knutti et al., 2010). 
Basic statistical measures (like mean and standard deviation) have been used in the past to 
evaluate climate models (IPCC, 2001). Recently, Pdfs have been utilised while studying climate 
change effects at a global (Alexander et al., 2006) and regional (Dessai, 2005; Maxino et al., 
2008) scale.  There are several advantages of using Pdfs as a scoring metric over other indices 
evaluating one or more statistical properties of the data distribution. It is a tougher check for 
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similarity of two distributions since entire distributions are compared to each other. Pdfs are 
much more robust statistic as compared to sample means which makes them less prone to 
observational errors (Perkins et al., 2007). Also, if a model is able to satisfactorily replicate the 
Pdf of historical datasets, it is very likely that it will also be able to simulate Pdfs for future 
climate as well, since the overlap between them is found to be very large (>90% in most cases) 
(Maxino et al., 2008; Perkins et al., 2007). Another advantage is that we can safely use datasets 
of different lengths to generate Pdfs for a particular region. This way, almost every single dataset 
lying inside the study area can be used in the analysis, which is extremely helpful at places where 
observed data is intermittent or scarce.  
It has also been noted that the skill of GCMs vary spatially and across climate variables 
(Knutti et al., 2010; Maxino et al., 2008; Perkins et al., 2007; IPCC,2007). In this study, a 
Probability Density Function (Pdf) based comparison of observed and GCM precipitation and 
temperature data is performed for the period 1960-2000 to quantify model skills.  
Climate variable (daily precipitation and daily mean temperature) gauging stations falling 
within the area of study and having climate data within the period of study (1960-2000) are used 
to generate Pdf plots. Similarly, precipitation and mean temperature data from GCM grids falling 
within the area of study are used to plot Pdfs for all the GCMs considered in the study. An 
appropriate bin size is selected while generating precipitation and temperature Pdfs. The 
selection of bin size should be made such that the variations inherent with climate variables are 
well captured. Figure 5 gives a comparison of changes between observed and modelled climate 
data, as reflected by Pdfs generated using different bin sizes. It can be noted that the differences 
between observed and modelled distributions are more accurately reflected by Pdfs generated 
with lower bin size. While plotting Pdfs for the Australian subcontinent, Perkins et al., (2007) 
used bin sizes of 1mm/day and 0.5ºC/day while generating Pdfs for precipitation and temperature 
respectively.  
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Figure 5 Comparison of Probability Density Functions generated for historical observed and model data 
(GFDL2.1) at Apps Mills using bin sizes of 0.5ºC, 1ºC and 5ºC respectively 
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Skill scores are assigned to climate models based on the amount of overlap between Pdfs 
generated from historical climate model data and historical observed data. For the same, metric 
suggested in Perkins et al., (2007) was adopted. This metric calculates the cumulative minimum 
value of two Pdfs at each bin value, thereby measuring the common area between them. The 
formula for the metric is expressed as: 
                                              ∑            
 
                                            (2.1) 
Where, 
Sscore is the score associated with a particular climate model. Its value lies between 
0-1. 
 
 n is the number of bins considered in the analysis 
 Zm is the frequency of climate model data in a particular bin 
 Zo is the frequency of historical data in a particular bin 
Above metric allots a higher skill score to models replicating historical datasets more accurately 
than others which are unable to do so.  
To make GCM rankings more relevant towards analysis of hydro-meteorological extremes, 
above methodology (taken from Perkins.et.al.2007) is modified by incorporating the concept of 
bin weights. Purpose of introduction of bin weights in the evaluation procedure is to make GCM 
rankings more problem-specific. A specific, user-defined weight is associated with each bin to 
influence the contribution of that bin towards the calculation of total skill score. Distribution of 
these bin weights is problem-oriented and user-dependent. For example, if GCMs are to be 
ranked for a future flood flow prediction problem, then a continuously increasing weight 
structure might be preferred for both precipitation and temperature to allot higher scores to 
GCMs replicating historical hot and humid conditions accurately. On the other hand, while 
selecting GCMs for analysing droughts, continuously decreasing weight structure might be 
preferred for precipitation while continuously increasing structure might be preferred for 
temperature. Likewise, different weight structures might be tried while analysing different 
climate problems. Selected bin-weights are multiplied with individual bin scores calculated 
before to establish the total skill score for each GCM.  
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2.1.2 Selection of extreme future GCM-scenario combinations 
Model evaluation is carried out either to reduce or to encompass, the uncertainty associated 
with future climate projections. Reduction in uncertainty can be achieved by averaging outputs 
from selected climate models (Pierce, Barnett, Santer, & Gleckler, 2009). Uncertainty can be 
encompassed by considering ensemble of outputs projected by all climate models selected for 
analysis (Das & Simonovic, 2012). It is often argued if former approach is conceptually sound or 
effective in reducing model biases. Knutti et al., (2010) studied the effects of model averaging on 
biases associated with global near surface temperatures for the duration 1970-1999. They found 
that significant biases remain even after averaging model results from all Coupled Model 
Intercomparison Project-phase 3 models. This anomalous behaviour is reasoned to occur because 
of correlated structure of model errors in climate models, which stays unaffected even after 
averaging model outputs. Additionally, averaging of climate model projections may lead to a 
loss in signal of projected climate extremes (IPCC, 2007).  
The SRES scenarios A2, A1B and B1 are outlined in the Third Assessment Report (TAR) as 
part of forty scenarios covering the total future emissions uncertainty. These scenarios have been 
employed in the CMIP3 to prepare “WCRP CMIP3 multi-model datasets” for future (Meehl et 
al., 2007). They represent “high”, “medium” and “low” scenarios with regards to full range of 
emission forcings projected by the SRES scenarios (see Figure 6). Future projections made by 
regionally efficient GCMs following selected future emission scenarios are analysed to cover 
uncertainty associated with future emission scenarios.  
 
Figure 6 SRES scenarios as mentioned in the TAR (after Taylor, 2004) 
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Firstly, a group of GCM-scenario combinations are selected for analysis out of the total 
number of combinations possible. The selection is made with an aim to capture the entire range 
of possibilities in future climate as depicted by regionally skilled GCMs. A workshop conducted 
by Environment Canada (EC) in Quebec (Mortsch, 2011) recommended to “use as many 
scenarios of climate change as possible to cover a wide range of potential outcomes be they due 
to the differences in climate model formulations or different emission scenarios driving the 
climate response. This point is crucial to developing an unbiased assessment and understanding 
the uncertainties surrounding future climate estimation”. At the same workshop, two methods to 
select model-scenarios combinations representing widest range of future possibilities were 
discussed. They are referred to as scatter plot method and percentile method. Similar 
recommendations and conclusions are drawn by the Ministry of Natural Resources, Ontario at 
the Conservation Ontario Climate Change Workshop (Garraway, 2011).   
Both methods mentioned above are used to cover climate uncertainty in numerous studies 
across Canada. While analysing future temperature and precipitation trends in Alberta (Barrow 
& Yu, 2005), five model-scenario combinations, i.e. coldest and wettest (NCARPCM-A1B), 
coolest and driest (CGCM2-B2), warmest and wettest (HadCM3-A2), warmest and driest 
(CCSR-A1FI) and the median conditions (HadCM3-B2) are chosen to capture uncertainty 
associated with future projections. In a similar study performed in the province of Saskatchewan 
(Lapp, Sauchyn, & Wheaton, 2008), model-scenario combinations projecting warmest-wettest, 
warmest-driest, coolest-wettest, and coolest-driest future climates around the South 
Saskatchewan river are selected.  
Scatter-plot method 
In the scatter-plot method, GCM-scenario combinations most likely to produce hydro-
climatic weather extremes in future are selected for analysis. Percent mean changes in 
precipitation and absolute temperature changes as projected in future by each GCM-scenario 
combination are plotted and extreme precipitation-temperature scenarios are selected. Figure 7 
illustrates the selection of model-scenario combinations corresponding to wet-hot, wet-cold, dry-
hot and dry-cold scenarios (Mortsch, 2011).  
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Percentile method 
In the percentile method, selection is made to capture the whole range of future climate 
projections made by selected GCMs. Percent changes in precipitation as projected by regionally 
efficient GCMs are plotted against absolute changes in temperature. Future GCM-scenario 
combinations corresponding to 5
th
, 25
th
, 50
th
, 75
th
 and 95
th
 percentiles of changes in both climate 
variables are selected (Mortsch, 2011). Figure 8 illustrates the extreme GCM-scenario 
combination selection process using percentile method. 
 
 
Figure 7 Scenario selection using scatter plot method (after Mortsch, 2011) 
 
 
Figure 8 Scenario selection using percentile method (after Mortsch, 2011) 
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2.1.3 Filling-in historical observed point data with spatially interpolated 
reanalysis data  
The historically observed precipitation and temperature datasets are often found incomplete 
or intermittent over the period 1960 to 2000. Therefore, they are filled-in using spatially 
interpolated National Centres for Environmental Protection (NCEP)/National Centre for 
Atmospheric Research (NCAR) or North-American Regional Reanalysis (NARR) data. 
Interpolation of reanalysis data at a particular climate gauging station location was done using 
inverse distance square method. In this method, the distance of point of interpolation is found out 
from four nearest reanalysis data grid points surrounding it. A simple formula, shown in 
Equation 2.2 is then used to calculate weight associated with each grid point. Interpolated value 
at a particular location (    is calculated by finding the sum of weighted means of climate data at 
all four grid points (    using Equation 2.3. 
                                          
 
  
 ⁄
 
  
 ⁄  
 
  
 ⁄  
 
  
 ⁄  
 
  
 ⁄
                                                  (2.2) 
                                                   ∑   
 
                                                           (2.3)                              
In above equation, d1, d2, d3 and d4 are the distances of the location of interpolation from four 
nearest grid points and    is the weight calculated for j
th
 grid point. 
2.1.4 Bias correction of gridded GCM climate data 
While performing climate change impact studies, bias associated with climate model data 
can be roughly but safely, defined as the time independent component of model error or the 
component of model error which remains constant throughout the length of datasets (Ehret et al. 
2012, Chen et al. 2011). Major causes of these errors, as identified by IPCC, (2007) are: a) lack 
of computational power to study hydrological processes at a micro scale, b) limitations in our 
knowledge about few climate processes for example, in the representation and behaviour of 
clouds, and c) the inability to depict physical processes accurately in climate models.  
The need for bias-correction step while performing climate change impact studies has been 
advocated by many researchers (for example, Muerth et al. 2012) and on the other hand, has 
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been criticised by some (for example, Vannitsem 2011). A major argument against the 
application of bias-correction is that most methods employed to do so are purely statistical in 
nature and lack a sound physical basis i.e. they are not governed by the laws of physics (Haerter, 
Hagemann, Moseley, & Piani, 2011). Therefore, it is argued if they should be used to bias-
correct GCM outputs, which are prepared taking into consideration complex hydro-
meteorological, atmospheric and land-surface interactions prevalent within earth’s climate 
system. 
Importance of this particular step and the methodology chosen to do so, can be realised by 
analysing the impact of bias-correction on projected future streamflow patterns. Sharma et al. 
(2007) applied bias-correction to spatially interpolated daily precipitation data in the Ping river 
basin and analysed its impact on the simulated discharge output. They found that the root mean 
square error (RMSE) between observed and simulated discharge series changed from 172 m
3
/s to 
93 m
3
/s. In another study, after bias-correcting gridded datasets from three GCMs for two 
scenarios and noting the changes in hydrological output from two Global Hydrologic Models 
(GHMs), Hagemann et al. (2011) concluded that bias correction step improves the simulated 
runoff patterns in most catchments considered in the analysis. It has also been pointed out that 
the uncertainty associated with bias-correction step can be of an order similar to that of GCM 
projections. These findings highlight the need for, and caution required, while selecting and 
applying a bias-correction methodology.  
The purpose of bias correction step is to modify the climate model data in a way that its 
correlation with observed data improves. Methods employed to do so range from those 
correcting just the means (Fowler and Kilsby, 2007; Schmidli, Frei, & Vidale, 2006) to those 
correcting entire distributions of climate data (Ines & Hansen, 2006; Piani et al., 2010). Most 
recent efforts are towards including changes in bias correction parameter statistics between 
present and future (Watanabe et al., 2012), effects of multiple timescales (Haerter et al., 2011), 
correlation between multiple variables being corrected (Piani & Haerter, 2012).  
Correction of probability density functions (Pdfs) of climate variables has been advocated in 
recent research (Haerter et al., 2011; Piani et al., 2010; Piani, Haerter, & Coppola, 2009). 
Methods used to do so are generally referred to as “quantile mapping”, “histogram equalisation” 
or “rank matching” methods for correcting the GCM bias (Maraun et.al. 2010). Several studies 
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comparing effectiveness of multiple bias correction methodologies towards bias correction of 
climate model data have been performed. By comparing seven downscaling and bias correction 
methodologies, Jakob Themeßl, Gobiet, & Leuprecht, (2011) recommends the usage of quantile 
mapping methodology for bias correction, especially while analysing climate extremes. 
Teutschbein & Seibert, (2012) tests six bias correction methodologies of varying complexity in a 
non-stationary climate setting and concluded that distribution based methodologies perform best 
under a changing climate.  
One such methodology called statistical bias correction method explained in Piani et al., 
(2010) is used in this study for bias correcting GCM precipitation and temperature data. In this 
method, climate model data (Xmod) is transformed so that the intensity histogram of corrected 
model data (Xcor) matches with the intensity histogram of observed data (Xobs) using transfer 
functions. Transfer functions for a particular climate variable are estimated by first calculating 
the Cumulative Distribution Function (CDF) of modelled and observed historical data and then, 
by finding correlation between them such that for each point in the distribution CDFmod (Xmod) = 
CDFobs(Xobs).  
There are a few clear advantages of applying statistical bias correction methodology over 
traditional methods. The methodology can be used to correct a) mean only (when only additive 
transfer functions are used), b) mean and standard deviation only (when linear transfer functions 
are used) c) entire distributions (when exponential transfer functions are used) of model data. In 
other words, an appropriate level of complexity can be selected in transfer functions, to obtain 
the desired level of accuracy in results.     
Estimation of monthly bias correction parameters for precipitation data  
The transfer functions chosen for bias-correction should have minimal degrees of freedom 
so that they are robust and constantly valid over the period of analysis. Piani et al., (2010) 
suggested three transfer functions for bias-correcting daily precipitation data. Out of them, linear 
and exponential transfer functions (Equation 2.4 and 2.5) have been used in this study.  
                                                   xcor = a+bx                                                        (2.4) 
                                     xcor= (a+bx) (   
(       )
 ⁄                                                   (2.5) 
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Where, a is the additive correction factor  
b is the multiplicative correction factor 
 τ is the rate of approach of attaining the asymptote 
 x0 is the dry day correction factor. It represents the maximum precipitation below which 
modelled precipitation is assumed to be zero. Also, x0=-a/b. 
It was suggested in Piani et al., (2010) that transfer functions are well approximated by linear 
functions (Equation 2.4) at higher precipitation intensities. However, to accommodate for a 
systematic change of slope at lower intensities, an exponential form of transfer function is also 
suggested (Equation 2.5). This function has an exponential tendency to the asymptote (a+bx), 
where the rate of approach to the asymptote is τ and dry day correction factor is x0. A 
combination of these two transfer functions is found to produce reasonable results in a global 
analysis performed in Piani et al., (2010). Similar results have been found by (Rojas, Feyen, 
Dosio, & Bavera, 2011) while correcting daily Regional Climate Model (RCM) precipitation and 
temperature time series over a pan-European scale.  Therefore, a combination of linear and 
exponential transfer functions is used to bias-correct daily precipitation following these steps: 
1) Month-wise daily observed and climate model precipitation data is extracted for the 
period of study.  
2) Observed and modelled data is sorted in ascending order of intensities. 
3) It is checked if at least 10% of the length of the observed record are contributed by wet 
days (>1mm of rainfall) and daily mean precipitation value is more than 0.01 mm/day. If 
any of these conditions are not met, a simple additive transfer function (equal to 
difference in means) is used to modify the modelled data.  
4) If both the above conditions are met, for all wet days in observed record, linear transfer 
function (Equation 2.4) parameters are estimated by minimising Root Mean Square Error 
(RMSE) of the fit obtained between model and observed climate data. 
5) If fitted parameters a<0 and 1/5<b<5, transfer function obtained from linear fit is used to 
modify climate model precipitation. 
6) If above conditions on parameters are not fulfilled, minimisation of RMSE is performed 
to estimate four parameters a, b, τ and x0 of exponential transfer function (Equation 2.5).  
24 
 
 
Estimating monthly bias correction parameters for temperature data 
It has been explained in Piani et al., (2010) that bias-correction of maximum temperature 
(Tmax), minimum temperature (Tmin) and mean temperature (Tmean) data directly results in large 
relative errors in temperature skewness (Tsk) and temperature range (Tr). Therefore, it is proposed 
that bias correction of Tmax, Tmin and Tmean values should be performed indirectly by correcting 
Tmean, Tsk and Tr values first and then calculating Tmax and Tmin values using equations 2.10 and 
2.11 respectively. Usage of linear transfer functions (Equation 2.4) is recommended while 
correcting Tmean, Tsk and Tr time-series (Piani et al., 2010) and are used in this study for bias 
correcting climate model temperature data.  
Disaggregation of monthly bias correction parameters 
Monthly bias correction parameters estimated before are disaggregated into daily timesteps 
using methodology explained in Piani et al., (2010). If interpolation is being done for adjacent 
months with similar transfer functions (for example, both fitted with either linear or exponential 
transfer functions), Equation 2.6 is used to calculate transfer function parameters for a particular 
day d within the two months. The equation calculates transfer function parameters for each day 
by finding weighted average of parameters obtained at the middle days of surrounding months. 
Weight assigned to transfer function of a particular month varies inversely with the time 
difference between the day in consideration and middle day of that particular month. 
                                                                                                                        (2.6) 
Where, 
α is the weight assigned to month m-1. It depends on the distance of day d (in units of 
month) from middle day of month m 
 TFd represents transfer function for day d 
TFm-1 and TFm represent transfer functions at middle days of months adjacent to day d 
The process of disaggregation with dissimilar transfer functions in adjacent months (for 
example, with linear and exponential transfer functions) is a bit complex since it involves 
transition between different functional forms. An approximate solution for disaggregation of 
mixed transfer functions has been proposed in Piani et al., (2010) (Equation 2.7 to 2.9)  
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In the above equations, 
           
               
  
 
            
  
  
  
                        
Where, 
 l, bl denotes the additive and multiplicative correction factor for linear transfer function 
ae,be,x0,τ denote the additive, multiplicative, dry day correction factor and  correction 
factor for exponential transfer function 
a
/
,b
/
,   
 
   denotes the additive, multiplicative, dry day correction factor and  correction 
factor for interpolated transfer function  
α is the parameter which assumes values from 0 to 1. It is 0 when day in question falls in 
the middle of the month with exponential transfer function and is 1 when it falls 
in the middle of the month with linear transfer function. 
Bias-correction of GCM climate data using daily transfer functions 
The disaggregated daily transfer functions are used to bias-correct historical and future daily 
temperature and precipitation time series. Appropriate additive, linear or exponential transfer 
functions are applied on each day to correct model precipitation data. In the case of temperature, 
estimated daily linear transfer functions are used to bias-correct daily Tmean, Tsk and Tr timeseries. 
Timeseries of Tmax and Tmin is subsequently calculated using Equations 2.10 & 2.11, 
                                                       
        
       
     
                                                  (2.10) 
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2.1.5 Statistical downscaling 
The process of statistical downscaling can be sub-divided into two parts: i) calculation of 
future scaled climate variables and, ii) generation of future climate variable timeseries using a 
weather generator.  
 
Historically observed climate variables are modified to include changes projected by climate 
models in future. These changes are incorporated into the observed data by using change factors 
(CFs) calculated from bias-corrected historical and future GCM data. CFs can be applied on 
different temporal scales (daily, monthly, seasonally or annually), can have different 
mathematical formulations (additive or multiplicative) and can vary in numbers (same or unique 
for different percentiles of a climate variable). Anandhi et al., 2011 gives a comprehensive 
overview of different change factor methodologies used in climate change impact studies. After 
performing a comparative analysis of different CFs, usage of multiple CFs over single CF, and of 
additive CFs over multiplicative CFs (unless the variable is bounded, in which case 
multiplicative CFs are to be used) has been recommended. This is because multiplicative change 
factors can give unrealistically high or low values in cases where the variable’s value is very 
low. However, they found that usage of large number of bins (>=25) eliminates this difference 
(Anandhi et al., 2011). Keeping above factors in mind, following steps are followed for 
generating future scaled climate variable data for precipitation and temperature: 
1) Number of bins and distribution of variable percentiles across the bins is decided. 
Number of bins is kept >25. The distribution of variables can be uniform as well as non-
uniform across selected bins. 
2) Monthly empirical cumulative distribution functions (ECDFs) are calculated for bias-
corrected historical and future GCM data. 
3) For each month, means of the historical and future values falling within each bin is 
calculated. 
4) Additive and multiplicative CFs are calculated for temperature and precipitation 
respectively for each month, at each bin, using equations 2.12 and 2.13. 
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                                                                                                                      (2.12) 
                                                                                                                        (2.13) 
5) The historical observed data is distributed into an equal number of bins as the GCM data. 
CFs calculated for each bin are added or multiplied to the distributed observed values to 
obtain future scaled climate variable values. 
Weather generators (WGs) are tools that generate synthetic series of climate data having 
characteristics similar to input data. They can be classified into three basic types i.e. parametric, 
semi-parametric and non-parametric WGs. Parametric weather generators typically employ 
Markov chains to simulate the occurrence of dry and wet days, and use probability distributions 
to calculate the amount of precipitation, temperature and other climate variables. The problem 
with this kind of weather generator is that they are heavily reliant on the statistical properties of 
the input data and generate climate series based on it. Since the statistical properties of historical 
and future climate data are expected to be different from each other, usage of parametric WGs 
for generating synthetic future climate series is clearly arguable. Semi-parametric WGs have 
both empirical as well as parametric components, which are used together in different ways to 
produce synthetic climate variable time series (King, 2012). Most of these WGs are single-site, 
single-variable WGs, so the correlation between different climate stations as well as between 
different climate variables is lost in the generated future climate series. Non-parametric WGs are 
based on the nearest neighbour resampling approach as introduced first by Young, 1993 and they 
overcome some of these limitations. KNN-CAD weather generator is a non-parametric multi-
site, multiple variables WG. It has been used and validated at multiple sites in the past (King, 
Mcleod, & Simonovic, 2012; Raje & Mujumdar, 2011) and has been found to perform 
reasonably well in simulating historically observed precipitation and temperature data. 
KNN-CAD (v4) Weather Generator 
The KNN-CAD is a stochastic weather generator which has been developed by Yates 
(2003). It is based on the principal that past weather is representative of the future weather. It 
reshuffles and perturbs the historical observed multi-site data in a way that spatial and temporal 
correlation of the observed data remains preserved in the simulated data. First, a set of “potential 
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neighbours” are selected from the historical observed record. Their length depends on the width 
of temporal window chosen for analysis and number of years of observed record available. 
Regional averages of all the stations under study are then compared with regional average of 
current day weather using Mahalanobis distance (Yates 2003; Sharif and Burn, 2006) as the 
distance metric. First K nearest neighbours are selected out of the N potential neighbours and 
based on their ranks, a cumulative probability distribution is formed. Next day’s weather is 
selected by generating a random number between 0 and 1 and by selecting the day closest to it in 
the cumulative probability distribution. The methodology proposed by Yates, (2003) described 
above was improved by Sharif and Burn, (2006) by incorporating a perturbation step in the 
weather generation process. The amount of perturbation for a variable at a particular location 
was defined as follows: 
                                                                 
        
     
                                               (2.14) 
To prevent the occurrence of negative precipitation values, a threshold of λa=
      
 
       
  is 
specified. Prodanovic and Simonovic, (2008) incorporated a leap year modification to the 
weather generator. Eum and Simonovic, (2008) added principal component analysis to account 
for more than one variable in the analysis without increasing computational demand.  
However, it has been found that the perturbation scheme proposed by Sharif and Burn 
(2006) produced significantly high and low temperature values than the historical record (Eum 
and Simonovic, 2011).  Also, temporal correlations between simulated weather variables are lost 
when only one of the K nearest neighbours is selected to represent next day’s weather. Above 
shortcomings were addressed in KNN-CAD version 4, which is detailed below: 
1) Computation of daily regional means of p variables (xi) across all q stations from the 
historical record using the Equation 2.15 
                                         ̅̅ ̅  [    ̅̅ ̅̅      ̅̅ ̅̅̅       ̅̅ ̅̅ ̅] for t = {1,2,…T}                          
 Where,     ̅̅ ̅̅   
 
 
 ∑     
  
     for i = {1,2,…p}                                                           (2.15) 
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2) A suitable temporal window is chosen and a set of potential neighbours of length 
            are selected from the historical record. Here, w is the size of 
temporal window and N is the number of years of historical data available.  For each day, 
temporal window numbers of days surrounding it are selected as potential neighbours. 
Yates (2003) recommended a value of w=14 for the Great Lakes region.  
3) Daily regional means are calculated across all q stations for potential neighbour number 
of days. 
4) The covariance matrix Ct of size [L x p] for t
th
 day is created using values of climate 
variables on all potential neighbour number of days.   
5) Weather on the first day is chosen randomly from all the values of p variables present for 
that day in the historic record at all q stations.  
6) Mahalanobis distance between the current (tth day) and all other days comprising the 
potential neighbours (i
th
 day) is calculated using Equation 2.16 
                                                         √   ̅̅ ̅    ̅   
     ̅̅ ̅    ̅                                         (2.16) 
Where,   
   is the inverse of covariance matrix calculated for day t and T denotes the 
transpose operation. 
7. Choose a size of K nearest neighbours to be selected out of all the potential neighbours 
for resampling. A value of K=√  has been recommended by Yates et.al. 2003 and 
Rajagopalan and Lall (1999) and has been used in this thesis. 
8. Sort the potential neighbours in increasing order of their Mahalanobis distance and select 
first K neighbours. Based on their ranks, a cumulative probability distribution is allotted 
to the K nearest neighbours using Equations 2.17 and 2.18 
                                                 
 
 ⁄
∑   ⁄
 
   
  for k={1,2,…K}                                         (2.17) 
                                                     ∑   
 
    for m={1,2,…K}                                       (2.18) 
9. A random number between 0 and 1 is generated and B number of days for which the 
cumulative probability is closest to it, are resampled to get the next day’s weather across 
all stations in the region.  
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10. Steps (6) to (9) are repeated for each day in the historical record to produce a synthetic 
series equal in length to the historic series. In case, required synthetic time series is 
larger than the historic, multiple ensembles of synthetic data are produced. 
11. To produce values of climate variables outside the observed range, a modified 
perturbation step is used. It perturbs precipitation variable i, station j and (t+b)
th
 day 
(where b=1,2,..B) using Equation 2.19. The random variate Zt is calculated using 
Equation 2.20. 
                                                                                                                         (2.19) 
                                                                                                                       (2.20) 
Here,      and      are the perturbed and unperturbed values of precipitation at station j 
on time t.      is an interpolation coefficient chosen between 0 and 1. Zt value is 
extracted from a two parameter lognormal distribution having mean equal to 
unperturbed precipitation      and standard deviation calculated from nonzero 
precipitation values from potential neighbours. Method of moments as proposed in 
Singh (1998) is employed to estimate parameters Bm and Am of the log-normal 
distribution for each individual site, whereas zt is a random normal variable which is 
kept constant for all the sites in analysis to ensure inter-site correlation. 
Temperature perturbation for temperature variable i, station j and (t+b)
th
 day (where 
b=1,2,..B) is calculated by using a similar equation 2.21. 
                                                                                                                (2.21) 
Here,      and      are the perturbed and unperturbed values of temperature at station j 
and time t.       is an interpolation coefficient chosen between 0 and 1.      value is a 
random normal variable having mean equal to unperturbed temperature      and standard 
deviation calculated from K nearest neighbours corresponding to a particular day. Same 
value of random component is chosen for Tmax and Tmin to ensure that former is always 
greater than the latter. 
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Multiple realisations of future temperature and precipitation are generated to capture 
uncertainty contributed by daily climate variability. Realisations corresponding to 
extreme hydro-climatic scenarios are selected from the generated realisations for further 
analysis.  
2.1.6 Selection of appropriate climate variable time-series for hydrological 
modeling 
Four combinations of precipitation and temperature time-series, most likely to produce 
hydro-climatic extremes, are selected for each time-slice. Future realisations obtained from the 
KNN-CAD weather generator projecting extreme wet-cold, wet-dry, dry-hot and dry-cold 
scenarios are selected using scatter plot method. The selected realisations correspond to climate 
data most probable of producing hydro-climatic extremes in future. 
2.1.7    Introduction of sub-daily temperature variability scenarios 
To capture sub-daily level uncertainty associated with downscaled future climate data, two 
“variability scenarios” are included in the analysis. These are named as “high variability” and 
“low variability” scenarios. Together with four extreme hydro-climatic scenarios, these 
variability scenarios produce a group of eight extreme future scenarios for each timeline. 
Temperature and precipitation combinations corresponding to these eight scenarios (presented in 
Figure 9) are used to estimate the range of flow projections possible in future.  
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Figure 9 Schematic diagram of combinations of hydro-climatic and variability scenarios considered in 
the study 
2.2 Hydrological modeling  
Runoff models predict the temporal distribution of runoff based on effective rainfall and 
catchment characteristics.  Lumped hydrological models consider entire system under study as a 
single unit and represent state variables as averaged values across the system. Due to this, 
lumped models fail to represent catchment scale hydrological processes accurately especially for 
medium and large catchments (>100 Km
2
 in area).  On the other hand, distributed models divide 
the catchment into uniform grid cells and are much more complex systems than the lumped 
models. Lack of fine resolution climate data, as required by fully distributed models, makes their 
calibration process difficult. Also, defining initial values for hydrological parameters across the 
catchment grids is difficult for fully distributed hydrological models (Gosling, Taylor, Arnell, & 
Todd, 2011). Semi-distributed models are less complex than distributed models and have a 
higher spatial resolution of hydrological processes than a lumped model. Here, the catchment is 
distributed to a degree that hydrological properties of the catchment are satisfactorily, if not 
precisely, simulated by the model. They are generally divided into areas of similar hydrological 
responses. Hydrological processes within each of these areas are simulated as lumped processes 
within each sub-catchment and are routed downstream to get flow patterns at the catchment 
outlet. Semi-distributed and distributed hydrologic models have been found to perform better 
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than the lumped models in simulating hydrological response to climate variables especially for 
large catchments (Khakbaz, Imam, Hsu, & Sorooshian, 2012).         
Continuous hydrological modelling is necessary while estimating peak runoff from a 
catchment. Unlike event based modelling, it accounts for the state of catchment prior to flood-
producing rainfall event, in the modelling procedure. Lack of this antecedent information has 
been found to produce significantly underestimated peak flows in 45 catchments across the 
Murray Darling basin (Pathiraja, Westra, & Sharma, 2012). Similar results are noted when 
Berthet & Andr, 2009 analysed peak flow response of 178 French catchments to event and 
continuous hydrologic simulations. In their study, Pathiraja et al., 2012 also noted that usage of 
continuous simulation is even more important in catchments where there is a significant lag 
between rainfall and runoff peaks. Since a significant portion of flooding in the Grand river basin 
occurs due to snow accumulation and melt (Boyd, Smith, & Veale, 2000), continuous 
hydrological modelling using a semi-distributed model WATFLOOD is performed to model 
changes in runoff characteristics between present and future climate. This model has been found 
to simulate the hydrologic behaviour reasonably well for the catchment under study as well as 
for many other regions across the globe (Bingeman, Kouwen, Asce, & Soulis, 2006; Kouwen, 
Soulis, Pietroniro, Donald, & Harrington, 1993).     
2.2.1 WATFLOOD hydrological model 
WATFLOOD hydrologic model is based on the concept of Grouped Response Units 
(GRUs), where units of similar hydrological response (or Hydrological Response Units) within 
the catchment are modelled together to calculate overland flow, interflow and baseflow within 
the area of study. The resolution of computational grids is chosen keeping in mind the resolution 
of available meteorological data (generally from numerical weather models or radars) as well as 
the size of smallest catchment to be modelled. Using remotely sensed land-cover data, these 
computational grids are sub-divided into sections of unique land-cover classes. The hydrological 
response from each individual land-cover section is calculated and routed downstream to 
calculate the runoff response of the catchment under study (Kouwen et al., 1993). For instance, 
in Figure 10, land-cover image has four classes: A, B, C and D. Hourly runoff is first calculated 
for each individual class and then, combined together to get total runoff at each grid. Runoff 
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calculated at each grid is routed downstream using physiographic information of the catchment 
(Figure 10).  
 
Figure 10 Flow calculation and routing concept used in WATFLOOD 
In this setting, hydrological parameters are associated with individual land-cover classes and 
they remain constant regardless of the composition of different grids existing within the basin 
area. Therefore, same set of parameters can be used without recalibration in another catchment 
with similar physiographic characteristics. Also, model need not be recalibrated if land-use 
within the catchment changes over time. An updated land-use file for the catchment will be 
sufficient to include changes in the calibrated model.  
 
Figure 11 Flowchart of processes involved for streamflow generation in WATFLOOD 
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Table 1 Description of important input, outputs and subroutines in the WATFLOOD 
hydrological model 
Database Files Description 
Drainage input 
*.map 
Watershed map file: has information such as stream elevation, 
drainage direction, land-cover information etc. 
*.shd 
Basin file generated from the map file using programme 
bsn.exe 
*.par Parameter file 
*.str Contains stream gauge and reservoir locations 
Meteorological 
input 
*.rag 
Contains precipitation gauging station locations and historical 
records 
*.tag 
Contains temperature gauging station locations and historical 
records 
Event input event.evt 
Contains information about the duration for which the 
simulation will run 
Output (imp) 
spl.txt 
Provides a summary of the modelling parameters, the initial 
soil moisture, the total precipitation on each element, the 
runoff at each streamflow gauge station and the errors 
spl.plt Provides hydrograph plots from the run 
stg.plt Provides stage plots from the run 
spl.csv 
Observed and simulated flow history in *.csv format for import 
to other programmes 
Useful 
subroutines 
radmet.exe Converts the radar data file into SPL compatible format 
ragmet.exe 
Distributes point precipitation data using distance weighting 
technique 
calmet.exe Fills-in missing radar data with point precipitation data 
snw.exe 
Distributes snow coarse data using distance weighting 
technique 
moist.exe 
Distributes soil moisture data using distance weighting 
technique 
tmp.exe 
Distributes point temperature data using distance weighting 
technique 
spld.exe 
Compiles the model in debug mode with maximum error 
diagnostics 
splx.exe 
Compiles the model with faster speed and lesser error 
diagnostics 
stats.exe Calculates a number of statistics for the run 
The model is aimed at flood forecasting and long-term hydrologic simulation. It include 
processes like interception, infiltration, evaporation, snow accumulation and ablation, interflow, 
recharge, baseflow, overland flow and channel routing (Kouwen et al., 1993). A flowchart 
depicting the role of these processes in generation of streamflow from climate variables is 
provided in Figure 11. Hourly precipitation and temperature data is used as input into a snow 
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model and value of adjusted precipitation is obtained. Adjusted precipitation is reduced by losses 
from interception, infiltration and evaporation. A fraction of water is stored on the surface while 
some contribute towards groundwater recharge and baseflow. Remaining water flows overland 
and combines with baseflow to form total runoff. Generated total runoff is routed downstream to 
generate streamflow patterns for the catchment under study. A description of major processes 
involved in WATFLOOD hydrologic model is provided below (Kouwen et al., 1993): 
 Interception is calculated using the approach suggested in Linsley et.al. 1949. According 
to it, total interception is equal to the sum of total canopy storage and the Interception 
Evaporation (IEP) occurring during a storm event.  
 Infiltration processes are accounted for in the model using the Philip formulae (Philip, 
1959), which also accounts for surface detention of water. Initially, infiltration rate is 
high due to large pressure gradient in the surrounding region. The same decreases with 
time as the gradient decreases.    
 Potential Evapo-Transpiration (PET) can be calculated using different methods in 
WATFLOOD. When radiation (shortwave and longwave) data is available, the Priestly-
Taylor equation can be used. When only temperature data is available, Hargreaves 
equation can be used. If both radiations as well as temperature data are unavailable, PET 
is estimated using published values from the literature. Estimation of AET involves 
consideration of water transpired from vegetation and water evaporated from open soils 
and open water. 
 The calculation of snow-melt is performed using degree day approach as described in 
National Weather Service River Flow Forecast system by Anderson (1973).    
 Interflow is the flow of infiltrated water (contributing towards Upper Zone Storage) in 
the surrounding space. Downward movement of water has been ignored in the model and 
total interflow is expressed as a linear function of water stored in the upper zone.   
 Baseflow is estimated at each sub-division using measured hydrograph at the basin outlet. 
The magnitude of baseflow is made to recede with time using a recession constant. 
However, the contribution of baseflow has been found to be negligible with respect to 
overland flow during the flooding events. 
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 Overland flow is the component of flow exceeding the depression storage. It is estimated 
in the model using a modified form of manning’s formula. Total runoff is calculated by 
adding up overland flow contributions from different land-use classes to the baseflow. 
 Routing of overland flow across the channel cross-section is carried out using simple 
storage-routing technique. Relationship between overland flow and channel storage is 
expressed using Manning’s formula.  
The WATFLOOD is a compilation of FORTRAN codes and can be run on DOS and UNIX 
platforms. Its main advantage is that it is very fast, robust, can run with minimal (precipitation 
and temperature) inputs and its transferability to other watersheds without recalibration. 
Although model runs are performed in hourly temporal scale, meteorological inputs (except 
temperature) can be provided in daily time steps as well. If provided in daily timesteps, climate 
data is temporally disaggregated internally using standard climate variable disaggregating 
procedures and are used to generate streamflow response. Table 1 provides a list of major input 
files, output files and set of programmes that define WATFLOOD with their short descriptions. 
2.2.2 Preparation of hourly temperature input data for WATFLOOD 
As discussed before, WATFLOOD performs modeling simulations in hourly temporal scale. 
However, apart from temperature, datasets can be provided in the model in daily timesteps as 
well. In which case, WATFLOOD performs an internal disaggregation procedure to obtain 
datasets in hourly time-scale. To obtain hourly temperature series, generated future daily Tmax 
and Tmin series are used as inputs in the cosine function formula. This method has been employed 
to disaggregate daily temperatures in the past and has been found to be effective in doing so 
(Debele, Srinivasan, & Yves Parlange, 2007). A generalized expression of cosine formulae is 
expressed as, 
                                        
         
 
    (
       
  
)  (
         
 
)                                (2.22) 
Where, t denotes hour of the day at which temperature is being calculated.  
Following procedure is adopted to prepare hourly temperature datasets corresponding to 
eight combinations of hydro-climatic and variability scenarios: 
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1. Generate multiple realizations of future time-series of Tmax and Tmin for selected GCM-
scenario combinations. 
2. For each timeline, GCM-scenario combination associated with selected Tmean extremes 
is identified.  
3. Daily averaged range (Rav) is calculated for all realizations of Tmax and Tmin associated 
with that particular GCM-scenario combination. Values of maximum (Rav,max) and 
minimum (Rav,min) range are identified. These ranges correspond to scenarios with 
maximum and minimum sub-daily temperature variability.    
4. Selected Tmean extreme scenarios timeseries, Rav,max and Rav,min are used to generate Tmax 
and Tmin timeseries corresponding to combinations of hydro-climatic and variability 
extreme scenarios using equations 2.23 and 2.24 respectively. 
                                                                                                                                               (2.23) 
                                                                                                                                                        (2.24) 
Where, f is a random number between 0 and 1 following uniform distribution. 
5. Once Tmax and Tmin timeseries are established for each hydro-climatic and variability 
extreme scenario, disaggregated hourly temperature values are calculated using 
Equation 2.22.   
2.3 Statistical analysis 
Flood frequency analysis is performed to develop relationships between flood magnitude 
and flood recurrence interval. The same is achieved by performing a statistical analysis on time-
series of peak flows. There are two methods of extracting peak flow data from a discharge series, 
namely Annual Maximum (AM) and Peak Over Threshold (POT) method. In AM method, 
yearly maximum discharge values are selected while in POT method, discharge events larger 
than a specified threshold are considered for analysis. Major limitation of AM method is that the 
values extracted may not be representative of actual peaks in the entire discharge series. For 
example, the second largest discharge in a high-flow year may be higher than peaks of many 
other low-flow years in the discharge series, but will be ignored by the AM method since only 
one (maximum) value is selected per year.  Another limitation is that sample size of peak flows 
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obtained from the AM method is small (equal to the number of years of discharge series data) 
and hence, reliable statistical inferences are hard to be drawn from it. POT method, on the other 
hand, overcomes these limitations and is extremely useful especially when the available 
discharge series is short.  
The flood magnitude-return period relationship for POT model is: 
                                                                 |       
 
  
                                             (2.25) 
Where F() is the cumulative distribution of the discharges exceeding the threshold    and λ is the 
no. of peaks selected per year. 
While selecting values for analysis using POT method, it should be ensured that they are 
independent and don’t belong to the recession curves of previous flow peaks. Further, selection 
of an appropriate threshold value is of utmost importance. Although no strict rules are existent 
for selection of this threshold, guidelines for doing so have been summarised in Lang & Bobe, 
1999. They identified three criterions to be considered while selecting a threshold value. These 
are related to a) “mean number of over-threshold events”, b) “mean exceedence of threshold” 
and c) “dispersion index” obtained from the selected values. Mean exceedence over threshold 
criterion is based on the objective of stabilisation of POT distribution parameters. It has been 
found that choosing a threshold value within an interval where a linear relationship between 
threshold value and mean exceedence is observed, increases the stability of distribution 
parameters. Hence, recommendations have been made to locate this range and then test different 
threshold values within this range for their dispersion characteristics. First and third criterions 
aim to select peaks following characteristics of a Poisson’s process or in other words, are 
randomly distributed over time.  To account for it, a value of λ>2 or 3 is recommended for usage.     
Flow peaks crossing a threshold can be fitted using a Generalised Pareto Distribution (GPD). 
The cumulative distribution function F(x) for the GPD can be given by the following equations: 
                                             
      
 
)
1/k 
  if                        (2.26) 
                                               
      
 
)   if k=0                        (2.27) 
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Where, q0 is the threshold, β is a scale parameter and k is shape parameter. When k=0, it 
represents an exponential distribution. 
The inverse form of the GPD is: 
                                           
 
 
[        ]                if                         (2.28) 
                                                    [   ]                if                           (2.29) 
Method of L-moments is most frequently used for parameter estimation in hydrological 
studies. This parameter estimation method has been found to perform better than other traditional 
methods like method of moments and maximum likelihood, particularly when the sample size is 
small (Chin, D.A., 2006). The method has also been found robust against outliers present in 
datasets (Hosking, 1989). In this method, L-moments are expressed as the linear combinations of 
Probability Weighted Moments (PWM). The expressions for calculating PWMs and L-moments 
are summarised in Table 2.  
As mentioned in Das and Simonovic, (2012), two different approaches can be taken while 
estimating parameters of GPD using L-moments. 
i. An initial value of threshold q0 is fixed and data values crossing it are picked from the 
data sample (say M nos.). In this case, only two parameters β and k need to be estimated.  
ii. An initial value of λ is fixed and a total (λ x N) number of values are picked from the 
entire timeseries. Peak M flows are then selected out of those values and parameters q0, β 
and k are estimated. 
For (i) parameters β and k are given by Hosking and Wallis, (1997) 
                                                                (2.30) 
                                                                                                                            (2.31) 
 
For (ii) parameters q0, β and k are given by Hosking and Wallis, (1997) 
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                                                                                                                          (2.32) 
                                                                                                                            (2.33) 
                                                                                                                              (2.34) 
Where   is the 1
st
 L-moment,    is the 2
nd
 L-moment and   is L-skewness. 
Table 2 Expressions for calculation of L-moments and L-moment ratios (Chin, D.A.,2006) 
Population quantile Sample estimates 
1
st
 PWM (b0) 
 
 
∑  
 
   
 
2
nd
 PWM (b1) 
 
      
∑       
 
   
 
3
rd
 PWM (b2) 
 
           
∑            
 
   
 
4
th
 PWM (b3) 
 
                
∑                 
 
   
 
1
st
 L-moment (L1) b0 
2
nd
 L-moment (L2) 2b1-b0 
3
rd
 L-moment (L3) 6b2-6b1+b0 
4
th
 L-moment (L4) 20b3-30b2+12b1-b0 
L-Coefficient of Variation L2/L1 
L-Skewness L3/L2 
L-Kurtosis L4/L2 
(Note: Sampling data needs to be arranged in ascending order before calculating the values of 
PWMs). 
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3 CASE STUDY: GRAND RIVER AT BRANTFORD 
CATCHMENT 
3.1 Introduction of the basin 
Grand River has the largest drainage area among all southern Ontario rivers. It originates in 
Dundalk and grand valley region (525 masl) and flows 128 km southwards to drain into Lake 
Erie (100 masl) at Port Maitland. It crosses urban centres of Kitchener, Waterloo, Cambridge, 
Guelph etc. on its way to the summit (Stadnyk-Falcone, 2008).  
 
Figure 12 Geographic settings of the Grand River at Brantford  
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 The Grand River watershed is home for more than 787000 people, who depend on the river 
for fulfilling their needs of water for agriculture, transportation, drinking and power generation. 
A major section of the population resides in the central regions of the watershed with northern 
and southern regions generally used for agricultural purposes (Boyd et.al. 2009).   
Based on the geologic setting, Grand River watershed can be roughly classified into three 
sections of upper Grand watershed (flat with poorly drained clayey soil), central Grand 
watershed (steep with well-drained soil) and lower Grand watershed (flat and low-lying with a 
mix of silty and clayey soil) (Grand River Conservation Authority,  2005). Catchment of Grand 
River at Brantford, with an area of 5210 km
2
 roughly encompasses the upper and central Grand 
River catchments. There is a heterogeneous land-cover spread throughout the catchment. A 
major portion of the catchment is used for agricultural purposes. Northern regions are abundant 
with surface water and moraines due to the presence of clayey soil and thus, contribute heavily 
towards total surface-runoff from the catchment (Boyd et.al. 2009).  Big urban centres Kitchener, 
Waterloo, Cambridge etc. are present in the central and south-eastern regions of the catchment 
promoting urban land-use in the area. Southern portion of the catchment is dominated by 
vegetation and forests.  
 
Figure 13 Land-use classification of the Grand River at Brantford  
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Average annual precipitation across the catchment is approximately 900 mm though it 
shows significant spatial and temporal variations. For instance, average annual precipitation for 
gauging stations Monticello, Elmira and Falkland, located in the northern, central and southern 
regions of the catchment is 960 mm, 750 mm and 710 mm respectively. Significant temporal 
variations in precipitation patterns are observed as well. A major fraction of annual precipitation 
occurs in the summer months of April to August and relatively smaller precipitation is 
experienced in other months.  
The annual average flow at Brantford (for the duration 1960-2000) is 57.83 m
3
/s.  Monthly 
variations in flow patterns are also noted. As shown in Figure 14, peak discharges are observed 
in March and April and low flows are observed in the summer months. Further, relatively higher 
values of discharges are noted in all the winter months. These observations suggest higher 
possibilities of snowmelt runoff, ice on flood or ice jam floods in the catchment than the storm 
rainfall floods.  
 
Figure 14 Monthly variability of average flows recorded at Brantford 
Flow is regulated at several locations along the Grand River to ensure continuous, necessary 
and sufficient supply of water for the communities living downstream. Luther dam, Damascus 
dam, Conestogo dam, Woolwich dam, Laurel dam, Shand dam, Guelph dam and Shade’s Mills 
dam are the major dams existing within this catchment. In addition to them, a series of dykes 
also protect parts of Kitchener, Cambridge and Brantford from high flows. However, with 
continued deforestation, growing urban population and changing climate, runoff patterns within 
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the catchment are expected to change in the future. Authorities will face the challenge to frame 
appropriate water management policies for managing flow extremes within the catchment 
(Farwell, Boyd, & Ryan, 2008). 
3.2 Data collection 
A suit of different climate datasets are collected from several sources for this study. Datasets 
and their respective sources are discussed below. 
3.2.1 Observed daily climate data 
Historical observed precipitation and temperature (maximum, minimum and mean) data for 
the period 1960-2000 is collected from the National Climate Data and Information Archive 
(NCDIA) using Canadian Daily Climate Data (CDCD) software at 52 precipitation and 
temperature gauging stations falling within the Grand river catchment and having data within the 
period 1960-2000. A list of gauging stations at which climate data is collected, is provided in 
Appendix B. The CDCD software can be used to download observed daily temperature, 
precipitation and snow-on-the-ground data, and is downloadable for free from the NCDIA 
website.   
3.2.2 Daily historical and future GCM data 
Programme for Climate Model Diagnosis and Inter-comparison (PCMDI) archive offers a 
collection of historical and future daily, monthly and yearly climate datasets for all climate 
models mentioned in IPCC, (2007) to facilitate diagnosis and inter-comparison between them 
(Meehl et al., 2007). These multi-model datasets are the product of Coupled Model Inter-
comparison Project phase 3 (CMIP3) of the World Climate Research Programme (WCRP).  
Gridded historical GCM data corresponding to Climate of the Twentieth Century simulations 
are downloaded for a total of 49 different realisations from all the models mentioned in IPCC, 
(2007). Future GCM data corresponding to selected model-scenario combinations is also 
downloaded from the PCMDI archive. A list of climate models for which data is downloaded is 
provided in Appendix C. These datasets are available in NetCDF (*.nc) file format and are 
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accessed and analysed using R statistical programming language (R Development Core Team, 
2008).  
3.2.3 Historical observed hourly precipitation data 
Hourly precipitation datasets for the duration 1960-2000 are obtained from the Grand River 
Conservation Authority (GRCA) at 21 stations located across the Grand River catchment. A list 
of these stations has been attached in Appendix D. 
3.2.4 Historical observed daily streamflow data 
Historical observed stream-flow data is collected at four discharge stations: Brantford, Galt, 
West Montrose and Shand dams located within the Grand River basin. These discharge stations 
are spread out widely across the catchment and have historical discharge data available for the 
period 1993-2000 (period chosen for hydrological model validation). Figure 15 shows the spatial 
distribution of discharge stations across Grand River at Brantford. 
3.2.5 Historical reanalysis daily climate data 
Reanalysis datasets are produced by combining a numerical model, capable of simulating 
one or more aspects of the earth’s system, with climate observations made from several sources 
as ships, satellites, ground stations, radiosonde databases (RAOBS) and radars. They provide 
reliable climate data that extends from earth’s surface to the stratosphere. NCEP/NCAR I 
provides gridded reanalysis data throughout the world, from 1948 till present, on a 2.5ºx2.5º and 
2ºx2º Gaussian spatial scale (Kalnay et al.1996). NARR reanalysis is a relatively recent effort to 
produce high resolution reanalysis datasets (with a spatial resolution of 32 km) for North 
America (Mesinger et al., 2006). Inputs of both these reanalysis products are similar, but NARR 
output is obtained by using a lower resolution climate model and hence, is more accurate. 
Datasets from both the projects are used in this analysis. Wherever possible, NARR datasets are 
preferred over NCEP/NCAR I for their high accuracy. However, since NARR data is only 
available since 1979, NCEP/NCAR I datasets are used for period before it (1960-1979). 
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3.2.6 Catchment boundary for Grand River at Brantford discharge station 
Catchment boundary for Grand River at Brantford discharge gauging station is obtained 
from the Environment Canada. 
3.2.7 Historical reservoir release data 
Daily historical reservoir release datasets for reservoirs at Conestoga, Luther, Shades, 
Guelph, Laurel, Woolwich and Shand dam for the duration 1984-present is provided by the 
Grand River Conservation Authority (GRCA).  Hourly release data for the year 2012 at these 
reservoirs is also provided by the GRCA. 
3.3 Analysis 
As discussed before, skill of climate models for making climate predictions vary spatially. 
Therefore, first step towards performing model evaluations is to choose an appropriate spatial 
scale for analysis. To ensure effective evaluation and selection of GCMs for regional climate 
change impact analysis, we divided the spatial extents of Ontario into three distinct sections and 
performed model evaluations at each individual section. The division of Ontario into three parts 
is done keeping in mind the following factors: 
 Climate variability: It seems more probable that regions with distinct climate trends 
will have different sets of efficient GCMs across them. Therefore, regions with 
distinct climate types (in terms of climate variables considered in the study, here 
mean temperature and precipitation) are first identified within Ontario. Same is done 
using plots of spatial variability in mean annual precipitation and temperature across 
Ontario as shown in Figure 16.  
 Spatial distribution of observed and GCM data:  Distribution of precipitation and 
temperature gauging stations as well as distribution of climate model grids across the 
province is also considered to ensure that sufficient amount of observed and model 
data falls within each section.  This is reasoned to have a significant impact on the 
rankings since the methodology we were employing for ranking climate models is 
data-driven. The distribution of gauging stations within Ontario is found to be highly 
variable, with southern regions having much greater station densities than the 
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northern and central regions. Further, data grid sizes of GCMs selected for this 
analysis are found to vary from 1.125º to 5 º longitude and 1.125º to 4º latitude in 
terms of spatial resolution. Therefore, it is concluded that a) each individual section 
should be big enough to contain multiple climate model grids and b) that the central 
and northern regions should be larger than the southern region in terms of area to 
account for spatial variability in the distribution of climate gauging stations.  
 
Figure 15 Annual mean daily precipitation and temperature across Ontario (after Baldwin, Desloges, & 
Band, 2000) 
Keeping above factors in mind, Ontario is divided into three sections as shown in Figure 16. 
Catchment selected for this study is located in section three of the divided province. However, in 
this study rankings are established for all the three sections of Ontario. This is done to be able to 
compare their results across the three sections and subsequently, make inferences about model 
skills.  
Out of 1112 precipitation gauging stations having data with the period 1960-2000 or a part 
of it, 26 are located in part 1, 227 are located in part 2 and 866 stations are located in part 3. 
Likewise, out of 774 temperature recording stations, 22 are located in part 1, 175 are in part 2 
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and 577 are located in part 3.  Historical observed point datasets at climate recording stations 
falling within each individual section are lumped together. Using a bin size of 1mm/day and 
0.5ºC/day for daily precipitation and temperature, Pdfs are obtained for historical observed data. 
Missing datasets within the observed series are ignored while doing so. Similarly, historical daily 
precipitation and mean temperature gridded climate model data falling within each section are 
lumped together and Pdfs are generated for each GCM under study. Data obtained from different 
GCM runs are lumped together, without averaging, while analysing a particular GCM since it is 
found that differences in Pdfs are negligible across realisations. All Coupled Model 
Intercomparison Project Phase-3 (CMIP3) Atmosphere-Ocean General Circulation Models 
(AOGCMs) (Meehl et.al, 2007) are evaluated at a system level and rankings are obtained for 
climate variables precipitation and temperature. Results obtained are used to select six climate 
models simulating observed regional climate best in each section. 
The distribution of climate stations is uneven across Ontario. The methodology used to rank 
GCMs in this study is data-driven and may produce groundless results for regions with sparse 
distribution of climate recording stations (for example, sections 1 and 2 of Ontario). Therefore, a 
check for robustness of rankings is performed prior to their further usage in the analysis. Many 
high resolution gridded reanalysis datasets are available across the globe. Although some bias 
does exist in these datasets (Decker et al., 2012), they have been found to replicate historically 
observed climate variables reasonably well (Kalnay et al.1996; Mesinger et al., 2006). Therefore, 
in the data sparse regions, reanalysis datasets are utilised in conjunction with the observed data 
for calculating GCM rankings.   
Climate models are evaluated by performing three sets of experiments. Rankings are 
calculated by a) traditional approach considering observed data as baseline data b) weighted bin 
approach considering observed data as the baseline data and c) weighted bin approach 
considering both reanalysis and observed data as the baseline data. Linearly increasing bin 
weights are selected while adopting the weighted bin approach. Model rankings and skill scores 
obtained for temperature and precipitation in all three sections using above three approaches are 
provided in Appendix E. Top six climate models for each climate variable are highlighted in 
blue. Major inferences drawn by comparing GCM rankings in the three sections are: 
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 Skill of climate models vary spatially: It can be noted from climate model 
rankings obtained for three sections that the group of regionally efficient GCMs is 
different in different sections. Although there are instances where one single 
model is able to represented climatology really well over the entire Ontario 
province (for example, ECHAM5/MPI-OM in case of temperature), such 
instances are very rare and hence, there is no denying the fact that their skill does 
vary spatially. It also justifies our decision to make sections within Ontario while 
performing model evaluations. 
 Skill of climate models vary across climate variables: It can be noted that the set 
of efficient climate models also vary with climate variable under study. Climate 
models performing well in simulating one climate variable, doesn’t always 
simulate other climate variable well. 
 Skill of climate variables vary with the statistic under study: A distinct change in 
rankings can be noted when traditional and weighted-bin approaches are 
considered, especially in case of precipitation. This highlights the importance of 
bin-weights used in this study, which make GCM rankings more problem-
specific. 
 Adequate amount of baseline data is required for robust model evaluations: This 
inference becomes evident if we compare model rankings under the approaches 
(b) and (c) for all the three sections under study. It can be noted that model 
rankings are more stable and robust in sections 2 and 3 as compared to section 1. 
It can be reasoned that gauging station density is significantly more in sections 2 
and 3 than that in section 1 and hence, more robust model rankings are obtained in 
section 2 and 3 than in section 1. This finding highlights the importance of using 
sufficient amount of baseline data while performing model evaluations as well as 
justifies our usage of reanalysis datasets as part of baseline data while performing 
ranking experiments using approach c).         
After comparing the rankings obtained from three approaches, a set of six most efficient 
GCMs are selected for section three, corresponding to each individual climate variable. Climate 
models ECHAM5/MPI-OM, GISS-ER, GISS-EH, FGOALS-g1.0, GFDL-CM2.1 and MRI-
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CGCM2.3.2 are selected for temperature while GISS-ER, GISS-EH, ECHAM5/MPI-OM, 
UKMO-HadCM3, IPSL-CM4 and INGV- ECHAM4 are selected for precipitation.  
Future data corresponding to selected GCMs is collected for scenarios A2, B1 and A1B 
from the PCMDI archive. Historical and future data grids falling within section three are selected 
and daily average temperature and precipitation change corresponding to each GCM-scenario 
combination is calculated. Since GCMs selected for precipitation and temperature are different 
and could not be plotted under the same graph, a modified version of percentile method is used. 
Daily average precipitation and temperature change is plotted and GCM-scenario combinations 
corresponding to (or close to) 5
th
, 25
th
, 50
th
, 75
th
 and 95
th
 percentiles of total range of changes, 
are selected for precipitation and temperature. Figures 17 presents GCM-scenario combinations 
selected for temperature and precipitation for future timelines. Similar procedure is followed to 
select GCM-scenario combinations for precipitation in 2050s and 2090s. GCM-scenario 
combinations selected for precipitation and temperature in 2050s and 2090s are summarised in 
Table 3. 
Table 3 GCM-scenario combinations selected for temperature and precipitation in section 3 
Temperature Precipitation 
2050s 2090s 2050s 2090s 
GFDL-CM2.1(B1) GFDL-CM2.1(A2) GISS-ER(A1B) GISS-ER, USA(A1B) 
GISS-AOM(A1B) GFDL-CM2.1(B1) GISS-ER(A2) GISS-ER, USA(A2) 
GISS-AOM(B1) GISS-ER(A2) IPSL-CM4(B1) IPSL-CM4(B1) 
MPI- ECHAM5(A1B) IAP-FGOALS(B1) MPI-ECHAM5(A2) INGV-ECHAM4(A1B) 
MRI-CGCM2.3.2(B1) MPI-ECHAM5(A1B) INGV-ECHAM4(A2) MPI-ECHAM5(B1) 
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Figure 16. Selected GCM-scenario temperature and precipitation combinations for future timelines in section 3. Changes have been plotted for all 
the scenarios for which data is available from the CMIP3 archive.    
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Gridded daily historical climate model data corresponding to selected GCM-scenario 
combinations is spatially interpolated at 52 gauging stations lying within the Grand River 
catchment using Inverse Distance Square method. Further, historical observed data is filled-in 
with spatially interpolated reanalysis data to produce a continuous series of precipitation and 
temperature over the period of study (1960-2000). NCEP/NCAR daily precipitation data are 
available for the duration 1948-present while NARR precipitation data are available from 1979-
present. Owing to their higher resolution, NARR datasets are preferred over their NCEP/NCAR 
counterparts. Maximum and minimum temperature data is available only for the NCEP/NCAR 
data product. Therefore, daily NCEP/NCAR gridded reanalysis datasets are used to fill in gaps in 
the observed Tmean, Tmax and Tmin data for the entire period of study. For precipitation, 
interpolated daily NCEP/NCAR and NARR reanalysis precipitation datasets are used to fill-in 
the missing observed data for the period 1960 to 1978 and 1979-2000 respectively.  
Using interpolated GCM and filled-in observed historical data (for the duration 1960-2000) 
at each gauging station, daily bias-correction transfer functions are established selected GCMs. 
Obtained transfer functions are used to bias-correct historical and future GCM data at all 52 
gauging stations using statistical bias correction approach. For bias-correction of GCM 
precipitation data, Piani et al., (2010) provided reasonable limits (a<0 and 1/5<b<5) for linear 
transfer function parameters ‘a’ and ‘b’. As explained in section 2.1.4, exponential transfer 
functions are used in case these thresholds are exceeded. However, few exceptionally high or 
low values of parameters ‘a’ and ‘b’ are obtained while fitting the exponential transfer function, 
which (in most cases) produce anomalous peaks in the corrected precipitation series. Therefore, 
to ensure precise estimation of bias-corrected precipitation extremes, an additional step of 
validation of bias correction parameters is included in the precipitation bias correction process.  
The objective of transfer function validation step is to decide upon a threshold level to select 
or reject transfer function parameters for precipitation. At instances where transfer function 
parameter for a particular day crossed the threshold level, simple additive transfer functions 
(differences in means) are used in place of linear/exponential transfer functions. Different upper 
limit threshold levels are tried for parameter ‘a’ and daily transfer functions are estimated 
corresponding to each level. Obtained transfer function series is used to correct historical GCM 
precipitation data at all stations lying within Grand River catchment. Precipitation extremes 
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obtained from the bias corrected historical GCM data are compared with the extremes of the 
observed precipitation data and these steps are repeated for different threshold values of 
parameter ‘a’. The threshold level, and corresponding transfer function series for which closest 
resemblance between bias-corrected and observed precipitation extremes is observed, is selected 
to bias correct historical and future GCM precipitation values across all gauging stations within 
the catchment.  
Table 4 Upper limit threshold levels tested for parameter ‘a’ in the transfer function validation 
step 
Threshold 
level 
IPSL_CM4 MPI_ECHAM GISS_ER INGV_ECHAM4 
BC-GCM OBS BC-GCM OBS BC-GCM OBS BC-GCM OBS 
100 89.06023 135.6 83.01382 135.6 97.87032 135.6 101.3427 135.6 
150 128.0686 135.6 83.01382 135.6 97.87032 135.6 141.1488 135.6 
200 163.7529 135.6 83.01382 135.6 97.87032 135.6 196.4013 135.6 
250 205.4543 135.6 83.01382 135.6 97.87032 135.6 239.3878 135.6 
 
Results obtained from the transfer function validation step are summarised in Table 4. As 
explained before, different threshold levels (here 100, 150, 200, 250) are tried for parameter ‘a’ 
and precipitation extremes (here Pmax) of bias-corrected GCM data (denoted as BC-GCM) are 
compared with those obtained from observed data (denoted as OBS). From the obtained results, a 
threshold value of 150 is chosen for bias-correcting GCM precipitation data. It can also be 
inferred from the results that the transfer function validation step is not a necessary step in the 
bias-correction process. In fact, it is only required to screen the results from two out of four 
GCMs (i.e. for GCMs IPSL-CM4 and INGV-ECHAM4). Therefore, usage of this step rests with 
discretion of the user, if or not the obtained bias-corrected climate data seems reliable. In case of 
temperature, this transfer function validation step is not used as the bias-corrected values 
obtained are found to be within the limits.   
Monthly bias correction transfer functions obtained at each gauging station are 
disaggregated into daily timesteps using methodology explained in section 2.1.4. Daily transfer 
functions are used to modify historical and future GCM data. Procedure followed is found 
effective in correcting bias associated with all moments of the GCM data. Same can be noted 
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from Figure 18, where bin frequency distributions of observed, raw GCM and bias-corrected 
GCM historical precipitation data have been compared. It can be noted that resemblance between 
frequency distributions of model and observed precipitation data is significantly improved using 
this methodology. Significant changes in statistical properties of future raw GCM precipitation 
and temperature data are also noted. Figures 19 compares the annual maximum values of 
precipitation and mean temperature as depicted by raw and bias-corrected GCM data, at gauging 
station: Apps Mills for periods 1980-2000, 2045-2065 (2050s) and 2081-2100 (2090s). 
Significant decreases in precipitation maximums and increases in temperature maximums can be 
noted, which highlights the importance and impact of bias-correction step in the climate change 
impact analysis process.     
 
Figure 17 Change in bin distribution of climate model (GISS-ER) precipitation data after bias correction 
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Figure 18 Impact of application of bias correction on annual maximum precipitation and temperature 
climate model (MPI-ECHAM5) values. Here, Years=1 to 20 correspond to the periods 1981-2000, 2046-
2065 and 2081-2100 for historical, 2050s and 2090s data respectively 
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Historically observed and bias-corrected historical and future GCM data are used together to 
downscale future climate projected by GCMs. Following the methodology explained in section 
2.1.5, multiple additive and multiplicative CFs are used to generate future scaled temperature and 
precipitation data respectively. Total number of bins is chosen to be 100 and variable distribution 
is kept uniform across them. Generated future scaled data is imported in the KNN-CAD weather 
generator to generate ten different sets of future downscaled climate data for each GCM-scenario 
combination selected for analysis. In other words, fifty different future realisations of daily 
precipitation and mean temperature were simulated at each gauging station within the Grand 
River at Brantford catchment, for each timeline, to account for uncertainty associated with future 
climate projections. A temporal window of 14 days, block length of 10 days and interpolation 
coefficients of 0.9 are used while simulating both daily precipitation and temperature data. 
Choice of these parameters was made keeping in mind the recommendations made in King et al., 
(2012). 
Simulated future daily precipitation and mean temperature timeseries is analysed to select 
variable combinations most likely to cause hydro-climatic extremes in future. This was done 
using the scatter-plot method. Scatter-plot diagrams and hydro-climatic extremes selected for 
2050s and 2090s at one climate station (Apps Mills) is shown in Figure 20. Average daily 
precipitation and temperature values corresponding to fifty future realisations generated at Apps 
Mills for 2050s and 2090s are plotted. Realisations projecting hot-dry, cold-humid, hot-humid 
and cold-dry scenarios in future are picked using the generated scatter plot. In case of Apps 
Mills, realisations projecting hot-dry, cold-humid, hot-humid and cold-dry scenarios in 2050s 
have temperature and precipitation mean values of (12.021, 0.307), (10.775,2.363), (13.672, 
2.372) and (10.077,1.877) respectively. Similar procedure is followed for all gauging stations 
lying within the catchment. A list of means of extreme future precipitation and temperature 
combinations selected at different climate stations lying within the Grand River at Brantford 
catchment for 2050s and 2090s is provided in Appendix F.      
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Figure 190 Selection of future precipitation and temperature realisations most probable of causing hydro-
climatic extremes for climate station: Apps Mills, for 2050s and 2090s 
Future peak flows are determined by performing continuous hydrological modelling on 
selected extreme future realisations using semi-distributed hydrological model WATFLOOD. 
The model calibrated for Grand River basin for the period 2000-2005 is obtained from Dr. 
Nicholas Kouwen (Professor Emeritus, University of Waterloo). Using hourly climate data 
obtained from the GRCA, gridded precipitation and temperature datasets are developed for the 
period 1993-2000. Supplementary packages ragmet.exe and tmp.exe, made available with 
WATFLOOD, are used to do so. These gridded datasets are used in the calibrated model to 
validate the WATFLOOD model with respect to observed flow-series for the period 1993-2000 
and satisfactory results are obtained. Coefficient of determination (R-square) values for modeled 
and observed flow series obtained at four discharge stations lying within the catchment are listed 
in Table 5. Once validated, the hydrologic model is used to generate flow series for future 
timelines.   
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Table 5 Coefficient of determination values for daily and monthly historical flow series simulated by the 
hydrologic model 
Discharge stations Daily series Monthly series 
Brantford 0.675 0.795 
Galt 0.767 0.900 
West Montrose 0.832 0.921 
Shand dam 0.952 0.995 
 
Precipitation and temperature gridded data corresponding to eight combinations of hydro-
climatic and variability scenarios are generated for each future timeline. For a particular 
combination, hourly temperature series are generated following the process outlined in section 
2.2.2. Daily precipitation is internally disaggregated by the model. Hourly reservoir release 
information for most recent year (2012) is used and is considered constant over future timelines. 
Once all meteorological inputs and event files are ready, model calibrated on historical observed 
data is run with gridded future climate variable data to generate flow patterns for 2050s and 
2090s.  
Historical observed and generated future flow-series are used to obtain flood magnitude and 
return period relationships. In this study, POT method is employed to select flow peaks. 
Selection of independent peak discharge values is made using the software WETSPRO 
(Willems, 2009). The selection of independent flow peaks in WETSPRO is made using the 
following three criteria: 
 Time between the two peaks should be greater than the recession constant k (time in 
which flow becomes lower than 37% of its peak value).  
 Minimum discharge between the two peaks should be less than a fraction f of the peak 
discharge. 
 Peak discharge should be greater than the threshold discharge value qlim.  
 
Values of parameters ‘k’ and ‘f’ have been chosen as 10 and 0.37 respectively.  A 
reasonable estimate of threshold qlim is made for each flow-series following the guidelines 
mentioned in section 2.3. Mean exceedence above threshold vs. threshold value plots are 
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prepared for each flow-series to be analysed and the range of threshold domain is estimated. 
Plots generated to estimate the threshold domain for historically observed flows at Brantford is 
provided in Figure 21. To prepare these plots, mean exceedence value of flowseries crossing a 
particular threshold value is calculated and plotted against the threshold values. The process is 
repeated for several threshold values selected within the variable range. Values obtained for 
mean exceedence above threshold are plotted against mean threshold and region where a linear 
relationship exists between them is identified. An appropriate value of threshold is then decided 
within the threshold domain, so that total number of POT selections are above 3N (here, N 
denotes the number of years of available data) to satisfy the Poisson process criterion or for 
selected values to be randomly distributed over distribution space (described in section 2.3).  
 
Figure 201 Estimation of threshold domain for historically observed flows at Brantford 
Selected flow peaks are used to fit a GPD and associated parameters are estimated using L-
moments method. Flow quantiles corresponding to 2-year, 5-year, 10-year, 25-year, and 100-
year return period floods are calculated. Results obtained for historically observed and future 
flow-series are compared thereafter, to estimate probable changes in peak flow return periods 
across Grand River at Brantford.     
Threshold 
Domain 
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3.4 Results and discussion 
Flood-magnitude and return period relationships are formulated for the catchment under 
study at three discharge locations: Brantford, Galt and West Montrose. The discharge station 
Brantford is located in the lower reaches of the catchment while Galt and West Montrose are 
located in the central regions of the catchment with West Montrose located north of Galt. Flow 
magnitude and return period relationships are formulated at these discharge stations for baseline 
and future timelines (2050s and 2090s) corresponding to all the scenarios formulated before. In 
the figures 22 to 24, scenario 1-8 correspond to eight combinations of extreme hydro-climatic 
and temperature variability scenarios: Max Temp Var & Cold and Dry, Max Temp Var & Cold 
and Humid, Max Temp Var & Hot and Dry, Max Temp Var & Hot and Humid, Min Temp Var & 
Cold and Dry, Min Temp Var & Cold and Humid, Min Temp Var & Hot and Dry and Min Temp 
Var & Hot and Humid respectively. Also, historical simulation corresponds to the period 1961-
2000. 
Percent changes in flood quantiles obtained for future timelines at these three discharge 
stations are tabulated in Appendix G. A decreasing trend in peak flow quantiles is noted 
throughout the catchment, which might be linked to decreasing precipitation and increasing 
temperature trends projected for future across the catchment. However, magnitude of decrease 
varies with future scenarios considered for analysis. Anomalously high decreases are observed 
for scenarios projecting Hot and Dry climate in future. Relatively smaller and consistent 
decreases in flood quantiles are noted for other scenarios, which range between 30-60% of flood 
quantiles of the observed flow data.  
Changes in the magnitude of flood quantiles are more significant for higher return period (25 
or 100 year) events than that for lower return period events. This suggests that more significant 
impact of climate change can be expected on large extreme events than on lower extreme events.  
Another notable point is that low precipitation scenarios (for example Hot and Dry, Cold 
and Dry) project significantly higher decreases in flood quantiles than high precipitation 
scenarios (for example Cold and Humid, Hot and Humid). However, the same is not always true 
for temperature scenarios. For example, scenarios Hot and Humid and Cold and Humid project 
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similar decreases in peak flow quantiles in both timelines. This suggests that changes in peak 
flow quantiles are more sensitive to changes in precipitation than to changes in temperature.  
Peak flow quantiles are not found to be sensitive towards sub-daily scale temperature 
variability. From the results summarised in Appendix G, only minor changes (<1% in most 
cases) in flood quantiles are noted between scenarios considering or neglecting temperature 
variability on sub-daily scales. Therefore, it can be concluded that uncertainty associated with 
sub-daily temperature variability doesn’t contribute significantly towards projected changes in 
future peak flow quantiles.   
Rapid decreases in peak flow quantiles are observed till 2050s after which changes observed 
are more gradual, which suggest that the impacts gradually stabilize with time between the two 
future timelines.  
With regards to spatial variability of changes in peak flow frequencies, higher decreases are 
simulated for downstream discharge station Brantford than for upstream stations Galt and West 
Montrose, which suggests that flow regimes will be affected to a greater extent in the southern 
regions of Grand River catchment than in the northern and central regions.  
Figure 24 present the Cumulative Distribution Function (CDF) of historical observed and 
future projected peak flows at Brantford. It can be noted from the curves that return periods 
corresponding to a particular amount of flood increase in future. The increases are again, 
anomalously high for scenarios 3 and 7, which correspond to scenarios associated with hot and 
dry climate projections in future. Other scenarios are grouped close to each other and may be 
considered for making flow predictions in the catchment. Similar findings were noted for other 
discharge stations at Galt and West Montrose (refer to Appendix H for the results).  
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Figure 212 Flood magnitude-return period curves for projected flows at Brantford in 2050s 
 
Figure 23 Flood magnitude-return period curves for projected flows at Brantford in 2090s 
Above findings suggest that flooding events will be decreasing throughout the catchment in 
future. On an average, 30-60% of changes in flood peaks are predicted. Southern regions of the 
catchment are expected to face more intense impacts than northern and central regions. Changes 
can be even worse if extreme hot and dry scenarios are realised in future. 
0
100
200
300
400
500
600
700
800
900
1000
0 20 40 60 80 100
F
lo
o
d
 m
a
g
n
it
u
d
e
 
Return period 
Q-T curves (2050s) 
Historical
Scenario 1
Scenario 2
Scenario 3
Scenario 4
Scenario 5
Scenario 6
Scenario 7
Scenario 8
0
100
200
300
400
500
600
700
800
900
1000
0 20 40 60 80 100
F
lo
o
d
 m
a
g
n
it
u
d
e
 
Return period 
Q-T curves (2090s) 
Historical
Scenario 1
Scenario 2
Scenario 3
Scenario 4
Scenario 5
Scenario 6
Scenario 7
Scenario 8
64 
 
 
 
Figure 24 Cumulative distribution function curves for historical and projected future flows at Brantford  
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4 CONCLUSION 
This chapter describes the utility of proposed methodology in quantifying the impacts of 
climate change on return period of peak flows. Summary of results obtained from a case study 
performed on Grand River at Brantford is also provided. Lastly, some recommendations for 
future work in this direction are made.    
4.1 Utility of proposed methodology 
This research presents a methodology for performing Climate Change Impact Studies on 
flow regimes for a catchment. The proposed methodology focusses on addressing uncertainties 
inherent with future climate projections. Uncertainty associated with climate model selection has 
been identified as a major source of uncertainty in climate change impact studies. Therefore, 
significant efforts have been placed to select problem-specific GCMs for analysis. GCMs are 
ranked using different methodologies and most robust set of GCMs are chosen for analysis. 
From the obtained rankings, it is evident that a GCM skillfully projecting mean climatic 
conditions of a region may not necessarily project the extremes with equal skill. Therefore, 
methodologies like weighted bin factor approach, as proposed and used in this research, are 
helpful in selecting problem-specific GCMs for the region under study.  
Plotting methodologies like percentile method and the scatter-plot method have been used in 
this study to encompass uncertainty associated with future climate projections. These methods 
are utilised in this study to select appropriate GCM-scenario combinations for analysis, and 
while selecting precipitation-temperature combinations likely to produce hydro-climatic 
extremes in future. These methods cover the projected uncertainty effectively by selecting only 
the extreme scenarios or specific quantiles of projections.  
It is important to project entire distributions of climate variables accurately in future. The 
importance of doing so has been realised by the scientific community and latest methodologies 
for model evaluation, bias-correction and downscaling are focusing on projecting entire 
distributions of climate variables satisfactorily. Usage of such methodologies is necessary in 
climate change impact studies, especially when hydrologic extremes are being projected for 
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future. Analysis has been performed using Pdfs and CDFs for more realistic projection of whole 
distributions of climate variables in future. 
Climate processes are analysed at high temporal resolution in this study. GCM evaluation 
and selection, bias-correction, and downscaling are performed on daily timescales. Additional 
scenarios based on sub-daily temperature variability are introduced and linked with four extreme 
hydro-climatic scenarios to generate a group of eight future scenarios. These eight scenarios 
cover the range of uncertainty inherent in climate variables at daily and sub-daily timescales. 
Formulation of such scenarios at high temporal scale is important while studying climate change 
impact on flow regimes to account for future uncertainty associated with physical processes 
operating at fine temporal scales.  
Continuous hydrological modelling is performed using a semi-distributed hydrologic model 
to simulate future peak flows accurately.  Peak Over Threshold (POT) model is used to develop 
relationship between peak flows and recurrence interval since the number of years of historical 
and future flow-series data is found to be small. A Generalised Pareto Distribution (GPD) is used 
to fit the flow peaks crossing a particular threshold. Method of L-moments is used to estimate 
parameters of GPD. These selections are made to simulate future flow patterns and analyse 
statistical differences between flood magnitude-return period relationships obtained for historical 
and future timelines.       
 In summary, methodology used in this study tries to capture climate related uncertainty 
associated with future streamflow projections. The importance of analysing changes in entire 
distributions of climate variables at fine temporal scales has been advocated. Available 
methodologies helpful in doing so have been explored and utilised to project changes in future 
peak flow return periods across the Grand River basin.  
4.2 Results for the basin 
Continual decreases in peak flows are observed at all three discharge stations selected for the 
analysis. Changes are more significant for higher return period events than lower return period 
events. Climate change impacts on peak flow return periods are found to be more intense in 
southern region of the catchment as compared to northern and central regions. Peak flow return 
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periods are projected to increase across the entire catchment, which means that the catchment 
will be more prone to droughts than to flooding events in future.   
4.3 Future work 
The analysis presented in this thesis can be further improved by making following 
considerations:  
 While ranking GCMs, model evaluation is performed on sections showing distinct 
climate trends in the past. Identification of these sections is made subjectively by 
analysing plots showing historical climate trends across the province. Different clustering 
methodologies, for example as proposed by Mahlstein & Knutti, (2009) can be utilised in 
this regard to identify regions with distinct climatology in a more statistical manner.  
 Streamflow projection made from this analysis can be further improved by taking into 
consideration other sources of uncertainty in addition to future climate projection 
uncertainty such as: uncertainties associated with hydrological model structure, 
hydrological parameters, downscaling techniques, bias correction techniques etc.  
 Changes in land-use patterns may be considered while performing hydrological 
simulations for the catchment under study. Existing land-use has a significant role in 
simulating the flow response of catchment towards changes in climate variables. 
Projected future land-use datasets are available (for example, Hurtt et.al. 2009) and may 
be utilised while performing the hydrological modelling step. 
 An attempt is made in this study to address uncertainty associated with sub-daily 
temperature variability. Efforts should be made to study sub-daily variability by taking 
into account changes in precipitation as well.     
 The analysis presented in the thesis is performed using WRCP CMIP3 multi-model 
datasets. These datasets formed the basis of multi-model comparisons in IPCC, 2007. 
Datasets from the WRCP’s CMIP5 project have been released in November, 2012. 
Results from the CMIP5 multi-model experiments will be discussed in the fifth 
assessment report of the IPCC (AR5) and are the most extensive and reliable multi-model 
datasets available currently (Taylor, Stouffer, & Meehl, 2012). These datasets should be 
preferred over CMIP3 datasets while performing climate change impact studies in future. 
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 Condition of non-stationarity is ignored while performing this analysis. Climate models 
are evaluated on present climate; bias-correction parameters obtained for historical record 
are directly applied to correct future climate variables; hydrological parameters have been 
kept constant between historical and future timelines; hydrological model calibrated for 
present climate conditions have been used to model future flows and so on. With rapidly 
changing climatic conditions across the globe, this assumption of non-stationarity is 
under scrutiny by the scientific community (Milly et al., 2008). Therefore, efforts should 
be made in the future to fulfill the condition of non-stationarity while undertaking climate 
change impact studies. 
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APPENDICES 
Appendix A: Schematic diagram of SRES scenarios with their descriptions 
 
Figure 225 The hierarchy of SRES scenarios (taken from IPCC, 2000) 
Table 6.Description of four underlying storylines of SRES scenarios 
Storyline Description 
A1 
Rapid technological and demographic growth till mid 21
st
 century after which global 
population decreases and energy efficient systems are introduced.  Underlying theme 
is equality among regions and increased social and cultural interactions.  This 
storyline branches out into three scenario groups: A1F1, A1T and A1B based on the 
society’s inclination towards fossil, non-fossil and a balanced use of both fuels for 
technological development 
A2 
Presents a very heterogeneous world with continuously increasing population. The 
underlying theme is self-preservance and local development 
B1 
Rapid demographic growth till mid 21
st
 century after which it decreases. Focus 
thereafter is on the usage of resource-efficient technologies and towards building an 
environmentally sustainable world, however, without any additional climate 
initiatives  
B2 
Presents a world with continuously increasing population (at a rate lower than A2). 
Overall emphasis is towards building a environmentally and culturally sustainable 
environment, but only at regional or local levels 
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Appendix B: Gauging stations lying within the Grand River at Brantford catchment 
Table 7 Gauging stations where historical observed daily climate data is extracted 
Station Name Long(degrees) Lat(degrees) Elevation 
Apps mill -80.383 43.133 230.1 
Arthur -80.567 43.817 452 
Ayr -80.45 43.283 289.6 
Blue acton -80.05 43.6 365.8 
Blue corwhin -80.117 43.533 350.5 
Blue rockwood -80.117 43.583 350.5 
Blue scout -80.083 43.617 342.9 
Blue springs creek -80.117 43.633 373.4 
Brantford morell -80.283 43.15 198.1 
Burford -80.433 43.1 259.1 
Cambridge galt moe -80.317 43.33 268.2 
Cambridge-stewart -80.3 43.35 289 
Canning -80.45 43.183 259.1 
Cathcart -80.567 43.117 269.7 
Crewsons corners -80.1 43.617 358.1 
Damascus -80.483 43.917 487.7 
Drumbo -80.55 43.233 304.8 
Drumbo harrington -80.517 43.233 281.9 
Elmira -80.533 43.6 350.5 
Elora automatic climate station -80.417 43.65 376.4 
Elora rcs -80.417 43.65 376.4 
Elora research stn -80.417 43.65 376.4 
Falkland -80.45 43.133 262.1 
Fergus moe -80.38 43.702 396.2 
Fergus shand dam -80.331 43.735 417.6 
Glen allan -80.711 43.684 400 
Grand valley wpcp -80.333 43.883 464.8 
Guelph arboretum -80.217 43.55 327.7 
Guelph oac -80.233 43.517 333.8 
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Guelph oac physics dept -80.267 43.55 340.5 
Guelph turfgrass cs -80.217 43.55 325 
Haysville -80.633 43.35 320 
Hillsburgh -80.167 43.767 427 
Kitchener -80.5 43.433 320 
Kitchener city eng 1 -80.483 43.45 320 
Kitchener city eng 2 -80.483 43.45 281.9 
Kitchener owrc -80.433 43.4 321.6 
Kitchener/waterloo -80.379 43.461 342.9 
Millers lake -80.383 43.283 304.8 
Monticello -80.4 43.967 481.6 
Morriston -80.117 43.467 304.8 
Newton -80.9 43.583 373.4 
Newton -80.883 43.583 382 
Paris -80.45 43.183 266.7 
Preston -80.417 43.4 291.1 
Preston wpcp -80.35 43.383 272.8 
Salem -80.47 43.71 430 
Waldemar -80.283 43.883 449.6 
Waterloo fire hall -80.517 43.467 317 
Waterloo wellington a -80.383 43.45 317 
Waterloo wellington 2 -80.383 43.45 313.6 
Waterloo wpcp -80.517 43.483 327.7 
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Appendix C: Description of climate models considered in the analysis 
Table 8 Climate models and number of realizations of historical data considered in the analysis 
S.No Model 
Number of 
realisations of 
historical data 
considered 
Atmospheric component resolution 
Horizontal(lat x 
lon) 
Vertical (levels) 
1 BCCR-BCM2.0, 2005 1 1.9º x 1.9º L31 
2 CGCM3.1(T47), 2005 5 2.8º x 2.8º L31 
3 CGCM3.1(T63), 2005 1 1.9º x 1.9º L31 
4 CNRM-CM3, 2004 1 1.9º x 1.9º L45 
5 CSIRO-MK3.0, 2001 3 1.9º x 1.9º L18 
6 CSIRO-MK3.5, 2005 3 1.9º x 1.9º L18 
7 GFDL-CM2.0, 2005 1 2.0ºx 2.5º L24 
8 GFDL-CM2.1, 2005 1 2.0º x 2.5º L24 
9 GISS-AOM, 2004 1 3ºx 4º L12 
10 GISS-EH, 2004 1 4º x 5º L20 
11 GISS-ER, 2004 1 4º x 5º L20 
12 FGOALS-g1.0, 2004 3 2.8º x 2.8º L26 
13 ECHAM4/MPI-OM, 2005 1 1.9º x 1.9º L18 
14 INM-CM3.0, 2004 1 4º x 5º L21 
15 IPSL-CM4, 2005 2 2.5° x 3.75° L19 
16 MIROC3.2(hires), 2004 1 1.1º x 1.1º L56 
17 MIROC3.2(medres), 2004 2 2.8º x 2.8º L20 
18 ECHO-G, 1999 3 3.9ºx 3.9º L19 
19 ECHAM5/MPI-OM, 2005 2 1.9º x 1.9º L31 
20 MRI-CGCM2.3.2, 2003 5 2.8º x 2.8º L30 
21 CCSM3, 2005 7 1.4º x 1.4º L26 
22 PCM, 1998 3 2.8º x 2.8º L26 
23 UKMO-HadCM3, 1997 1 2.5º x 3.75º L19 
* Model UKMO-HadGEM1 contained only monthly precipitation data and hence was disregarded from the analysis 
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Appendix D: Stations at which hourly precipitation data is obtained from the GRCA 
Table 9 Stations at which hourly precipitation data is obtained from the GRCA 
Station_ID Station_Name Easting Northing 
1 Proton Station 538657 4890504 
2 Monticello 546796 4870194 
3 Grand Valley WPCP 553569 4859138 
4 Fergus Shand Dam 553704 4842478 
5 Elora RCS 547057 4833173 
6 Mount Forest (AUT) 520063 4870059 
7 Glen Allan 522851 4836748 
8 Elmira 537659 4831262 
9 Waterloo Wellington 549910 4810980 
10 Preston 547252 4805408 
11 Guelph Turfgrass 563292 4822199 
12 Cambridge Galt MOE 555396 4797843 
13 Stratford MOE 500013 4801541 
14 Roseville 543238 4799828 
15 Woodstock 520352 4773808 
16 Scotland 547562 4760987 
17 Brantford MOE 562370 4775914 
18 Valens 570216 4803756 
19 Middleport 578658 4774231 
20 Hagersville 576132 4757543 
21 Dunville Pumping stn. 613076 4743243 
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Appendix E: GCM rankings across three sections of Ontario 
Table 10 Comparison of GCM rankings obtained for precipitation and temperature at all three sections of Ontario  
 
Skill score (out of 1) Rank Skill score (x10-5) Rank Skill score (x10-5) Rank
bccr_bcm2_0 0.899 10 2.523 19 2.853 18
cccma_cgcm3_1 0.9 9 2.832 11 3.127 3
cccma_cgcm3_1_t63 0.907 8 2.752 14 2.984 12
cnrm_cm3 0.836 19 2.599 18 2.941 14
csiro_mk3_0 0.887 12 2.657 15 3.006 11
csiro_mk3_5 0.947 2 3.056 8 3.084 10
gfdl_cm2_0 0.896 11 2.963 10 3.195 1
gfdl_cm2_1 0.936 3 2.813 12 2.955 13
giss_aom 0.914 6 2.621 17 2.906 15
giss_model_e_h 0.568 22 3.167 6 2.699 22
giss_model_e_r 0.686 21 3.331 3 2.87 17
iap_fgoals1_0_g 0.883 14 2.481 21 2.798 20
ingv_echam4 0.848 16 3.194 5 3.144 2
inmcm3_0 0.839 18 3.237 4 3.111 5
ipsl_cm4 0.861 15 3.058 7 3.085 9
miroc3_2_medres 0.913 7 2.645 16 2.895 16
miub_echo_g 0.845 17 2.793 13 3.087 8
mpi_echam5 0.947 1 3.56 1 3.091 7
mri_cgcm2_3_2a 0.924 5 3.0272 9 3.111 4
ncar_ccsm3_0 0.885 13 2.497 20 2.840 19
ncar_pcm1 0.831 20 2.398 22 2.750 21
ukmo_hadcm3 0.935 4 3.402 2 3.110 6
Models
Observed data+traditional approach Observed data+bin scores approach
Observed and Reanalysis data+skill 
scores approach
Section 1 (Precipitation)
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Skill score (out of 1) Rank Skill score (x10-5) Rank Skill score (x10-5) Rank
bccr_bcm2_0 0.926 6 2.508 19 2.593 19
cccma_cgcm3_1 0.898 11 2.819 12 2.904 11
cccma_cgcm3_1_t63 0.905 10 2.739 14 2.823 14
cnrm_cm3 0.808 20 2.627 17 2.669 18
csiro_mk3_0 0.907 9 2.643 15 2.728 15
csiro_mk3_5 0.955 1 3.042 8 3.127 8
gfdl_cm2_0 0.896 12 2.950 10 3.035 10
gfdl_cm2_1 0.928 5 2.799 13 2.882 12
giss_aom 0.881 13 2.607 18 2.692 17
giss_model_e_h 0.587 22 3.710 2 3.255 6
giss_model_e_r 0.679 21 3.874 1 3.420 3
iap_fgoals1_0_g 0.871 14 2.467 21 2.552 21
ingv_echam4 0.847 16 3.276 6 3.277 5
inmcm3_0 0.843 17 3.378 5 3.332 4
ipsl_cm4 0.848 15 3.064 7 3.140 7
miroc3_2_medres 0.930 4 2.631 16 2.717 16
miub_echo_g 0.840 18 2.819 11 2.860 13
mpi_echam5 0.949 2 3.598 3 3.660 1
mri_cgcm2_3_2a 0.932 3 3.013 9 3.098 9
ncar_ccsm3_0 0.910 8 2.483 20 2.568 20
ncar_pcm1 0.837 19 2.384 22 2.469 22
ukmo_hadcm3 0.922 7 3.432 4 3.494 2
Models
Observed data+traditional approach Observed data+bin scores approach Observed and Reanalysis data+skill 
Section 2 (Precipitation)
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Skill score (out of 1) Rank Skill score (x10-5) Rank Skill score (x10-5) Rank
bccr_bcm2_0 0.833 14 2.463 19 2.568 19
cccma_cgcm3_1 0.884 9 2.774 12 2.878 12
cccma_cgcm3_1_t63 0.912 5 2.694 14 2.788 14
cnrm_cm3 0.741 18 2.585 17 2.688 16
csiro_mk3_0 0.901 7 2.598 15 2.703 15
csiro_mk3_5 0.927 3 2.997 8 3.082 8
gfdl_cm2_0 0.871 12 2.905 10 3.009 10
gfdl_cm2_1 0.913 4 2.754 13 2.816 13
giss_aom 0.797 17 2.562 18 2.667 18
giss_model_e_h 0.617 22 4.033 2 3.939 2
giss_model_e_r 0.666 21 4.197 1 4.103 1
iap_fgoals1_0_g 0.823 15 2.422 21 2.519 21
ingv_echam4 0.835 13 3.246 6 3.351 6
inmcm3_0 0.689 20 3.374 5 3.474 5
ipsl_cm4 0.879 10 3.021 7 3.113 7
miroc3_2_medres 0.908 6 2.586 16 2.677 17
miub_echo_g 0.810 16 2.777 11 2.880 11
mpi_echam5 0.955 1 3.553 3 3.658 3
mri_cgcm2_3_2a 0.871 11 2.968 9 3.072 9
ncar_ccsm3_0 0.937 2 2.438 20 2.542 20
ncar_pcm1 0.726 19 2.339 22 2.443 22
ukmo_hadcm3 0.895 8 3.387 4 3.491 4
Models
Observed data+traditional approach Observed data+bin scores approach Observed and Reanalysis data+skill 
Section 3 (Precipitation)
85 
 
 
 
 
 
 
 
Skill score (out of 1) Rank Skill score (x10-3) Rank Skill score (x10-3) Rank
bccr_bcm2_0 0.899 10 6.193 18 5.563 18
cccma_cgcm3_1 0.9 9 7.372 1 6.450 1
cccma_cgcm3_1_t63 0.907 8 6.531 11 5.735 14
cnrm_cm3 0.836 19 6.553 8 5.671 15
csiro_mk3_0 0.887 12 6.535 10 5.924 7
csiro_mk3_5 0.947 2 6.492 13 5.831 11
gfdl_cm2_0 0.896 11 0.688 22 5.583 17
gfdl_cm2_1 0.936 3 6.662 5 6.003 4
giss_aom 0.914 6 6.888 3 5.990 5
giss_model_e_h 0.568 22 6.856 4 6.006 3
giss_model_e_r 0.686 21 6.500 12 5.770 12
iap_fgoals1_0_g 0.883 14 6.330 16 5.558 19
ingv_echam4 0.848 16 6.568 7 5.974 6
ipsl_cm4 0.839 18 6.295 17 5.643 16
miroc3_2_hires 0.861 15 6.546 9 5.903 8
miroc3_2_medres 0.913 7 6.460 14 5.848 10
miub_echo_g 0.845 17 6.186 19 5.359 20
mpi_echam5 0.947 1 7.372 2 6.446 2
mri_cgcm2_3_2a 0.924 5 6.603 6 5.762 13
ncar_ccsm3_0 0.885 13 5.945 21 5.335 21
ncar_pcm1 0.831 20 6.008 20 5.280 22
ukmo_hadcm3 0.935 4 6.403 15 5.848 9
Section 1 (Temperature)
Models
Observed data+traditional approach Observed data+bin scores approach Observed and Reanalysis data+skill 
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Skill score (out of 1) Rank Skill score (x10-3) Rank Skill score (x10-3) Rank
bccr_bcm2_0 0.849 16 6.533 15 7.034 12
cccma_cgcm3_1 0.863 13 7.778 1 7.972 1
cccma_cgcm3_1_t63 0.882 8 6.911 8 7.055 11
cnrm_cm3 0.842 17 6.658 14 6.892 14
csiro_mk3_0 0.879 10 6.786 13 7.332 2
csiro_mk3_5 0.761 22 6.118 22 6.736 21
gfdl_cm2_0 0.916 2 7.001 5 6.880 15
gfdl_cm2_1 0.908 4 7.001 6 7.001 13
giss_aom 0.892 7 7.124 3 7.135 8
giss_model_e_h 0.861 15 6.876 10 7.259 3
giss_model_e_r 0.900 6 7.052 4 7.158 5
iap_fgoals1_0_g 0.880 9 6.877 9 7.108 9
ingv_echam4 0.810 19 6.494 16 7.156 6
ipsl_cm4 0.870 12 6.801 12 6.846 17
miroc3_2_hires 0.810 20 6.493 17 7.065 10
miroc3_2_medres 0.775 21 6.207 21 6.873 16
miub_echo_g 0.878 11 6.972 7 6.832 18
mpi_echam5 0.999 1 7.326 2 7.217 4
mri_cgcm2_3_2a 0.862 14 6.838 11 7.144 7
ncar_ccsm3_0 0.905 5 6.356 19 6.813 20
ncar_pcm1 0.910 3 6.324 20 6.518 22
ukmo_hadcm3 0.835 18 6.368 18 6.816 19
Section 2 (Temperature)
Models
Observed data+traditional approach Observed data+bin scores approach Observed and Reanalysis data+skill 
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Skill score (out of 1) Rank Skill score (x10-3) Rank Skill score (x10-3) Rank
bccr_bcm2_0 0.838 16 6.947 16 7.054 16
cccma_cgcm3_1 0.867 11 7.238 10 7.347 10
cccma_cgcm3_1_t63 0.866 13 7.154 12 7.226 12
cnrm_cm3 0.830 18 7.014 15 7.173 14
csiro_mk3_0 0.867 12 7.230 11 7.363 9
csiro_mk3_5 0.769 22 6.567 19 6.689 19
gfdl_cm2_0 0.871 10 7.091 13 7.068 15
gfdl_cm2_1 0.910 5 7.596 5 7.616 5
giss_aom 0.875 8 7.388 7 7.510 7
giss_model_e_h 0.910 4 7.705 3 7.826 3
giss_model_e_r 0.913 3 7.713 2 7.842 2
iap_fgoals1_0_g 0.915 2 7.648 4 7.734 4
ingv_echam4 0.780 21 6.489 21 6.586 21
ipsl_cm4 0.879 7 7.289 8 7.332 11
miroc3_2_hires 0.838 17 7.052 14 7.224 13
miroc3_2_medres 0.813 20 6.845 17 7.010 17
miub_echo_g 0.854 14 7.268 9 7.375 8
mpi_echam5 0.930 1 7.879 1 7.995 1
mri_cgcm2_3_2a 0.893 6 7.509 6 7.582 6
ncar_ccsm3_0 0.874 9 6.557 20 6.681 20
ncar_pcm1 0.842 15 6.161 22 6.283 22
ukmo_hadcm3 0.813 19 6.715 18 6.724 18
Models
Observed data+traditional approach Observed data+bin scores approach Observed and Reanalysis data+skill 
Section 3 (Temperature)
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Appendix F: Selected future extreme precipitation-temperature combinations  
 
Table 11 . Extreme precipitation-temperature combinations selected for gauging stations within the 
Grand River at Brantford catchment (2050s) 
Station 
Cold-Dry Hot-Humid Hot-Dry Cold-Humid 
PPT Tmean PPT Tmean PPT Tmean PPT Tmean 
Apps mill 1.877 10.077 2.373 13.672 0.290 12.021 2.363 10.775 
Arthur 2.433 8.452 2.951 12.000 0.395 10.317 3.050 9.118 
Ayr 1.882 9.954 2.499 13.581 0.297 11.946 2.421 10.699 
Blue acton 1.652 9.591 2.336 13.123 0.281 11.473 2.227 10.312 
Blue corwhin 1.682 9.667 2.388 13.202 0.289 11.604 2.199 10.360 
Blue rockwood 1.754 9.616 2.384 13.150 0.289 11.490 2.365 10.339 
Blue scout 1.639 9.575 2.267 13.140 0.291 11.484 2.183 10.247 
Blue springs creek 0.324 10.712 2.766 12.462 0.343 10.797 2.767 9.586 
Brantford morell 1.804 9.974 2.474 13.551 0.276 11.968 2.337 10.675 
Burford 1.771 10.111 2.529 13.667 0.293 12.060 2.331 10.799 
Cambridge galt 
moe 
2.243 9.063 2.845 12.596 0.342 10.968 2.867 9.751 
Cambridge-stewart 2.255 9.890 2.897 13.447 0.348 11.811 2.855 10.601 
Canning 1.832 9.926 2.596 13.486 0.277 11.878 2.575 10.667 
Cathcart 1.766 10.076 2.535 13.639 0.277 12.085 2.515 10.835 
Crewsons corners 0.319 11.356 2.668 13.127 0.325 11.462 2.631 10.273 
Damascus 1.857 9.173 2.531 12.714 0.312 11.084 2.437 9.857 
Drumbo 1.919 10.003 2.506 13.570 0.304 13.600 2.421 10.690 
Drumbo harrington 0.309 11.887 2.565 13.653 0.315 11.992 2.580 10.770 
Elmira 0.314 11.174 2.984 12.901 0.326 11.239 2.606 10.033 
Elora automatic 
climate station 
1.840 8.995 2.563 12.515 0.292 10.863 2.622 9.686 
Elora rcs 1.791 9.532 2.453 13.133 0.456 11.510 2.385 10.271 
Elora research stn 0.312 10.587 2.514 12.249 0.332 10.687 2.745 9.458 
Falkland 0.301 11.955 2.534 13.689 0.296 12.033 2.525 10.761 
Fergus moe 2.245 9.240 2.888 12.741 0.344 11.164 3.000 9.932 
Fergus shand dam 2.330 7.481 2.828 11.010 0.371 9.390 3.125 8.192 
Glen allan 2.408 7.673 3.141 11.228 0.402 9.613 3.215 8.385 
Grand valley wpcp 0.338 9.909 2.502 11.648 0.334 9.948 2.607 8.775 
Guelph arboretum 2.103 8.758 2.515 12.362 0.327 10.684 2.657 9.494 
Guelph oac 1.771 9.594 2.319 13.205 0.289 11.570 2.283 10.330 
Guelph oac physics 
dept 
0.307 10.884 2.607 12.636 0.326 10.993 2.732 9.758 
Guelph turfgrass cs 1.714 9.631 2.334 13.233 0.287 11.605 2.349 10.364 
Station Cold-Dry Hot-Humid Hot-Dry Cold-Humid 
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PPT Tmean PPT Tmean PPT Tmean PPT Tmean 
Hillsburgh 1.800 8.888 2.480 12.499 0.290 10.818 2.536 9.721 
Kitchener city eng 
1 
1.864 9.859 2.429 13.473 0.306 11.842 2.458 10.598 
Kitchener city eng 
2 
0.320 11.764 2.741 13.516 0.335 11.859 2.881 10.640 
Kitchener owrc 1.786 9.766 2.479 13.371 0.296 11.745 2.362 10.502 
Kitchener/waterloo 0.369 11.197 2.917 12.882 0.368 11.242 2.857 10.047 
Millers lake 1.843 9.657 2.669 13.282 0.299 11.625 2.646 10.381 
Monticello 2.594 6.852 3.173 10.384 0.416 8.763 3.396 7.579 
Morriston 1.845 9.695 2.612 13.247 0.288 11.646 2.433 10.431 
Newton 0.317 10.831 2.577 12.588 0.325 10.939 2.512 9.700 
Newton 1.738 9.498 2.250 13.125 0.282 11.466 2.277 10.285 
Paris 0.291 11.937 2.429 13.647 0.297 12.028 2.372 10.755 
Preston 2.166 9.840 2.898 13.429 0.336 11.750 3.126 10.555 
Preston wpcp 0.388 10.515 3.024 12.248 0.385 10.611 3.051 9.372 
Salem 1.807 9.374 2.499 12.933 0.283 11.309 2.524 10.122 
Waldemar 0.339 9.808 2.938 11.592 0.341 9.905 3.040 8.705 
Waterloo fire hall 1.798 9.892 2.406 13.406 0.306 11.798 2.427 10.560 
Waterloo 
wellington 2 
1.800 9.778 2.477 13.385 0.296 11.757 2.366 10.514 
Waterloo 
wellington A 
0.341 10.427 2.751 12.133 0.343 10.478 2.837 9.275 
Waterloo wpcp 2.335 9.850 2.861 13.440 0.354 11.810 2.873 10.567 
 
 
 
 
 
 
 
 
 
 
 
 
 
90 
 
 
Table 12 Extreme precipitation-temperature combinations selected for gauging stations within the Grand 
River at Brantford catchment (2090s) 
Station 
Cold-Dry Hot-Humid Hot-Dry Cold-Humid 
PPT Tmean PPT Tmean PPT Tmean PPT Tmean 
Apps mill 0.299 11.571 2.588 13.698 0.288 14.046 2.159 11.140 
Arthur 0.394 10.039 3.200 12.032 0.413 12.313 2.844 9.455 
Ayr 0.316 11.588 2.690 13.607 0.310 13.902 2.172 11.033 
Blue acton 0.284 11.127 2.365 13.179 0.279 13.447 1.999 10.587 
Blue corwhin 0.296 11.236 2.449 13.259 0.291 13.588 2.046 10.666 
Blue rockwood 0.294 11.183 2.377 13.206 0.286 13.441 2.066 10.615 
Blue scout 0.291 11.113 2.404 13.165 0.292 13.432 2.048 10.575 
Blue springs creek 0.332 10.467 2.904 12.405 0.340 12.723 2.520 9.911 
Brantford morell 0.303 11.644 2.459 13.570 0.291 13.982 2.028 11.054 
Burford 0.299 11.784 2.661 13.666 0.296 14.070 2.064 11.143 
Cambridge galt moe 0.370 10.542 2.949 12.673 0.356 12.963 2.509 10.096 
Cambridge-stewart 0.366 11.495 3.133 13.408 0.355 13.775 2.694 10.930 
Canning 0.301 11.574 2.543 13.559 0.304 13.900 2.161 10.978 
Cathcart 0.298 11.817 2.699 13.683 0.283 14.063 2.130 11.156 
Crewsons corners 0.341 11.184 2.577 13.167 0.323 13.434 2.362 10.580 
Damascus 0.322 10.783 2.628 12.766 0.332 13.000 2.210 10.196 
Drumbo 0.312 11.665 2.590 13.624 0.305 13.957 2.185 11.049 
Drumbo harrington 0.336 11.687 2.892 13.679 0.324 14.013 2.490 11.131 
Elmira 0.345 10.898 2.711 12.926 0.329 13.222 2.403 10.355 
Elora automatic 
climate station 
0.320 10.544 2.641 12.500 0.309 12.918 2.138 9.999 
Elora rcs 0.425 11.031 2.489 13.165 0.316 13.457 2.140 10.586 
Elora research stn 0.343 10.329 2.696 12.274 0.339 12.701 2.319 9.792 
Falkland 0.329 11.709 2.696 13.621 0.307 14.096 2.162 11.133 
Fergus moe 0.374 10.842 3.053 12.768 0.363 13.155 2.586 10.263 
Fergus shand dam 0.409 9.030 2.898 11.096 0.375 11.327 2.601 8.529 
Glen allan 0.422 9.332 2.938 11.226 0.412 11.585 2.803 8.734 
Grand valley wpcp 0.351 9.671 2.780 11.686 0.341 11.918 2.532 9.105 
Guelph arboretum 0.327 10.398 2.684 12.396 0.327 12.674 2.331 9.808 
Guelph oac 0.304 11.093 2.498 13.131 0.297 13.511 2.106 10.642 
Guelph oac physics 
dept 
0.322 10.675 2.681 12.665 0.329 12.999 2.297 10.074 
Guelph turfgrass cs 0.292 11.127 2.467 13.201 0.288 13.548 2.072 10.674 
Haysville 0.321 11.641 2.778 13.593 0.310 13.927 2.347 11.022 
Hillsburgh 0.321 10.531 2.778 12.527 0.310 12.788 2.347 9.933 
Kitchener 0.324 11.362 2.689 13.399 0.316 13.793 2.165 10.917 
Kitchener city eng 1 0.323 11.362 2.684 13.399 0.316 13.793 2.162 10.917 
Kitchener city eng 2 0.339 11.588 2.973 13.441 0.334 13.874 2.511 10.985 
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Station 
Cold-Dry Hot-Humid Hot-Dry Cold-Humid 
PPT Tmean PPT Tmean PPT Tmean PPT Tmean 
Kitchener owrc 0.296 11.265 2.513 13.403 0.299 13.695 2.136 10.817 
Kitchener/waterloo 0.383 10.942 2.972 12.872 0.376 13.237 2.673 10.375 
Millers lake 0.322 11.387 2.923 13.251 0.329 13.645 2.242 10.734 
Monticello 0.437 8.447 3.474 10.408 0.448 10.701 2.882 7.903 
Morriston 0.297 11.330 2.608 13.323 0.299 13.623 2.123 10.730 
Newton 0.339 10.578 2.542 12.534 0.334 12.901 2.234 10.065 
Newton 0.303 11.226 2.460 13.152 0.286 13.480 2.168 10.585 
Paris 0.303 11.735 2.611 13.614 0.300 14.015 2.177 11.098 
Preston 0.356 11.336 3.033 13.411 0.343 13.760 2.619 10.891 
Preston wpcp 0.417 10.282 3.137 12.209 0.405 12.584 2.803 9.722 
Salem 0.311 11.028 2.506 12.985 0.311 13.315 2.205 10.410 
Waldemar 0.367 9.576 3.233 11.618 0.364 11.840 2.633 9.036 
Waterloo fire hall 0.326 11.347 2.576 13.383 0.314 13.767 2.224 10.903 
Waterloo wellington 
2 
0.295 11.278 2.524 13.417 0.299 13.710 2.135 10.830 
Waterloo wellington 
A 
0.332 10.237 2.936 12.112 0.352 12.490 2.667 9.608 
Waterloo wpcp 0.388 11.450 2.971 13.366 0.352 13.759 2.656 10.889 
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Appendix G: Percent changes in flood quantiles projected for future timelines  
Table 13 Percent changes in 2, 5, 10, 25 and 100 year return period flood quantiles projected for 2050s and 2090s (Results have been rounded off 
to nearest the whole number) 
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Appendix H: CDFs of historical and projected future flows at Galt and West Montrose  
 
 
Figure 236 CDFs of historical and projected future flows at Galt and West Montrose 
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