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Abstract
We generalize a recent idea for constructing codes over a ﬁnite ﬁeld Fq by evaluating a
certain collection of polynomials over Fq at elements of an extension ﬁeld. We show that many
codes with the best parameters presently known can be obtained by this construction. In
particular, a new linear code, a ½40; 23; 10-code over F5 is discovered. Moreover, several
families of optimal and near-optimal codes can also be obtained by this method. We call a
code near-optimal if its minimum distance is within 1 of the known upper bound.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this paper is two-fold: First, we give a generalization of the
construction in [4]. The extension is of degree 2 in [4]. We ﬁrst do here the extensions
of degree 3 and then for any prime degree. A different approach for extensions of
arbitrary degrees using symmetric polynomials is taken in [3], which appeared after
this work was completed. Secondly, we introduce a new method of constructing
codes over an arbitrary ﬁnite ﬁeld obtained by evaluating certain polynomials at
elements of an extension ﬁeld (Section 4). In all cases, we obtain codes with
parameters which are as good as the parameters of the presently best-known codes
(some of which are optimal) on the basis of [1]. In particular, we are able to construct
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inﬁnite families of linear codes with optimal or near-optimal parameters. We call a
code near-optimal if its minimum distance is at most 1 less than the largest possible
value. We also ﬁnd a new linear code over F5 which improves the known bounds; it is
a ½40; 23; 105-code.
To motivate the construction we recall an alternative description of generalized
Reed–Solomon codes. Let 1pnpq; 1pkpn and let
Pk ¼ f f ðxÞAFq½x: deg f ðxÞokg:
Choose n distinct elements a1; a2;y; anAFq; and n non-zero (not necessarily distinct)
elements v1; v2;y; vn in Fq: The generalized Reed–Solomon code is deﬁned by
GRSqðn; kÞ ¼ fðv1f ða1Þ; v2f ða2Þ;y; vnf ðanÞÞ: f ðxÞAPkg:
It is well-known that the code GRSqðn; kÞ is a linear code with the parameters
½n; k; n 	 k þ 1q over Fq: Therefore it is an MDS code. However, its length is limited
by q: If we try to extend the length by evaluating the polynomials at elements of some
extension ﬁeld of Fq then the resulting code is no longer over Fq: The idea of the
construction described in [4] is to choose a special collection of polynomials over Fq
that return elements in Fq when they are evaluated at elements of Fq2 : We give
generalizations to this construction and show examples of codes with good
parameters obtained through the new methods.
2. Extensions of degree 3
Let Fq denote the ﬁnite ﬁeld of order q; for a prime power q: Consider the
extension FqDFq3 : Two elements a; b are said to be conjugates over Fq if they are
roots of the same irreducible polynomial over Fq; equivalently if b ¼ siðaÞ for some
integer i where s is the Frobenius map sðxÞ ¼ xq and generates the Galois group of
the extension. This is an equivalence relation on Fq3 : The conjugacy classes are of 2
types: For an element aAFq; its conjugacy class is the singleton fag and for bAFq3 	
Fq it is the set fb; bq; bq2g of size 3. Therefore, we can list the elements of Fq3 as
follows:
fa1; a1;y; aq; b1; bq1; bq
2
1 ;y; br; b
q
r ; b
q2
r g;
where the ﬁrst q elements constitute Fq and r ¼ q3	q3 :
An important part of the construction is to deﬁne a collection of polynomials over
Fq which return elements of Fq when evaluated at arbitrary elements of Fq3 :
For 0pipjpk; let
ei;j;kðxÞ ¼ xq2iþqjþk þ xq2jþqkþi þ xq2kþqiþj:
ARTICLE IN PRESS
N. Aydin, D.K. Ray-Chaudhuri / Finite Fields and Their Applications 10 (2004) 24–35 25
When we refer to the polynomial ei;j;kðxÞ; we always assume the condition
0pipjpk:
The important property of ei;j;kðxÞ is that ei;j;kðbÞAFq for any bAFq3 : This follows
from the fact that ðei;j;kðbÞÞq ¼ ei;j;kðbÞ; which can be readily veriﬁed.
Now consider the Fq-span Vm;3 of the set
Em;3 :¼ fei;j;kðxÞ: 0pipjpkpm 	 1g:
Being the Fq-span of Em;3; Vm;3 has the property that f ðbÞAFq for any fAVm;3 and
bAFq3 : To ﬁnd the dimension of Vm;3; we need to determine the size of Em;3: As the
degrees of the elements of Em;3 are all distinct, we will have dimðVm;3Þ ¼ jEm;3j: This
amounts to ﬁnding the size of the set f0pipjpkpm 	 1g: We will make use of the
following well-known combinatorial result.
Proposition 1. The cardinality of the set f0pi1pi2p?pippm 	 1g; p; mX1 is
½mp
p! ¼ ðmþp	1p Þ ¼ ðmþp	1m	1 Þ where ½mp ¼ mðm þ 1Þ?ðm þ p 	 1Þ is called ‘‘m rising
factorial p’’.
Corollary 1. The dimension of Vm;3 is
½m3
3! ¼ mðmþ1Þðmþ2Þ6 :
For 0ptpq; 1pbpr ¼ q3	q
3
and 1pmo1þ tþ3b
q2þqþ1 we deﬁne a code C3ðt; b; mÞ
over Fq as follows:
C3ðt; b; mÞ ¼ fð f ða1Þ;y; f ðatÞ; f ðb1Þ; f ðb2Þ;y; f ðbbÞÞ j fAVm;3g:
This is obviously a linear code of length n ¼ t þ bpq þ q3	q
3
¼ q3þ2q
3
over Fq:
Proposition 2. For 1pmo1þ tþ3b
q2þqþ1; the dimension of C3ðt; b; mÞ is equal to
mðmþ1Þðmþ2Þ
6
:
Proof. The claim follows from the observation that the linear map
f : Vm;3-Fnq
f-ð f ða1Þ;y; f ðatÞ; f ðb1Þ; f ðb2Þ;y; f ðbbÞÞ:
is one to one. &
Next, we estimate the minimum distance of C3ðt; b; mÞ: The method and the
calculations are similar to those used in [4].
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Proposition 3. If the characteristic of Fqa3 then the minimum distance d of C3ðt; b; mÞ
satisfies
dXn 	 1
3
ððq2 þ q þ 1Þðm 	 1Þ þmaxf3t 	 2q; 2 minf3ðm 	 1Þ; tggÞ:
Proof. Let f ðxÞ be an arbitrary polynomial in Vm;3: Write
f ðxÞ ¼
X3ðm	1Þ
s¼0
X
iþjþk¼s
0pipjpkpm	1
ai;j;kei;j;kðxÞ:
Case i:
P
iþjþk¼s
0pipjpkpm	1
ai;j;k ¼ 0 80psp3ðm 	 1Þ:
f ðxÞ ¼
X3ðm	1Þ
s¼0
X
iþjþk¼s
0pipjpkpm	1
ai;j;kei;j;kðxÞ
¼
X3ðm	1Þ
s¼0
X
iþjþk¼s
0pipjpkpm	1
ai;j;kei;j;kðxÞ
	
X3ðm	1Þ
s¼0
X
iþjþk¼s
0pipjpkpm	1
ai;j;k
0
B@
1
CAðxs þ xqs þ xq2sÞ
¼
X3ðm	1Þ
s¼0
X
iþjþk¼s
0pipjpkpm	1
ai;j;k
 ðxq2iþqjþk þ xq2jþqkþi þ xq2kþqiþj 	 xs 	 xqs 	 xq2s|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
pi;j;kðxÞ
Þ:
One veriﬁes that pi;j;kðaÞ ¼ pi;j;k 0ðaÞ ¼ 0 for any aAFq (pi;j;k 0ðxÞ denoting the deri-
vative of pi;j;kðxÞÞ so ðxq 	 xÞj pi;j;kðxÞ and ðxq 	 xÞj pi;j;k 0ðxÞ; hence ðxq 	 xÞ2j
pi;j;kðxÞ: It follows that ðxq 	 xÞ2j f ðxÞ: Let gðxÞ :¼ f ðxÞðxq	xÞ2: Then f ðbiÞ ¼ 0 if and
only if gðbiÞ ¼ 0 since bqi 	 bia0: Therefore, f ðxÞ has pdeg gðxÞ=3 roots among
fb1; b2;y; brg since gðbÞ ¼ 0 if and only if gðbqÞ ¼ 0 if and only if gðbq
2Þ ¼ 0: So,
f ðxÞ has pt þ deg gðxÞ=3 roots among fa1; a2;y; at; b1; b2;y; brg; and wtðf
ð f ðxÞÞXn 	 ðtþdeg gðxÞ=3ÞXn 	 ðtþ 1
3
ððq2þqþ1Þðm	1Þ	2qÞ ¼ n	 1
3
ððq2þqþ 1Þ
ðm 	 1Þ þ 3t 	 2qÞ:
Case ii: Let u be the smallest integer satisfying 0pup3ðm 	 1Þ;X
iþjþk¼u
0pipjpkpm	1
ai;j;ka0
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and X
iþjþk¼s
0pipjpkpm	1
ai;j;k ¼ 0 for uosp3ðm 	 1Þ:
For aAFq; f ðaÞ ¼ 0 if and only if
X3ðm	1Þ
s¼0
X
iþjþk¼s
0pipjpkpm	1
3ai;j;kas ¼ 0
if and only if
Xu
s¼0
X
iþjþk¼s
0pipjpkpm	1
3ai;j;kas ¼ 0:
So aAFq is a root of f ðxÞ if and only if it is a root of
Xu
s¼0
X
iþjþk¼s
0pipjpkpm	1
ai;j;k
0
B@
1
CAxs ¼ 0:
Hence, f ðxÞ has at most u roots in Fq; and since up3ðm 	 1Þ; it has at most
minf3ðm 	 1Þ; tg roots in fa1; a2;y; atg:
Now assume that f ðxÞ has r1 roots in fa1; a2;y; atg and r2 roots in
fb1; b2;y; bbg; then we have r1pminf3ðm 	 1Þ; tg and r1 þ 3r2pdeg f ðxÞp
ðq2 þ q þ 1Þðm 	 1Þ:
Thus,
r1 þ r2 ¼ 1
3
ðr1 þ 3r2 þ 2r1Þp1
3
ððq2 þ q þ 1Þðm 	 1Þ þ 2 minf3ðm 	 1Þ; tgÞ
and
wtðfð f ðxÞÞ ¼ n	ðr1þ r2ÞXn	1
3
ððq2þqþ1Þðm	1Þþ2 minf3ðm	1Þ; tgÞ: &
Remark 1. For the case 3jq; i.e., characteristic of Fq is 3, we modify the deﬁnition of
ei;j;kðxÞ as follows:
ei;j;k ¼ x
q2iþqjþk if i ¼ j ¼ k;
xq
2iþqjþk þ xq2jþqkþi þ xq2kþqiþj otherwise:
(
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Deﬁning the code C3ðt; b; mÞ in the same way and by arguments similar to the case
3[q; one can show that we get a code with the same length and dimension and with
the minimum distance bound
dXn 	 1
3
ððq2 þ q þ 1Þðm 	 1Þ þmaxf3t 	 q; 2 minfm 	 1; tggÞ:
3. Extensions of arbitrary prime degrees
In this section we will generalize the construction in the previous section to an
extension of an arbitrary prime degree p: We ﬁrst introduce some notation to
simplify the writing.
Consider the extension Fqp=Fq where p is a prime. There are no intermediate
extensions (strictly) between Fq and Fqp and every element b of Fqp which is not in Fq
belongs to a conjugacy class of size p: fb; bq;y; bqp	1g: There are exactly qp	q
p
such
conjugacy classes.
Let the vector ip denote the p-tuple ði1; i2;y; ipÞ of integers with
0pi1pi2p?pippm 	 1pq 	 1: Let m denote the left-cyclic-shift operation:
mði1; i2;y; ipÞ ¼ ði2; i3;y; ip; i1Þ and let mn denote the n-fold composition of m; cyclic
shift by n positions. Let
eipðxÞ ¼
Xp
j¼1
xðq
p	1;qp	2;y;1Þm jði1;i2;y;ipÞ;
where  denotes the usual dot product. Again, one can show that eipðbÞq ¼ eipðbÞ and
conclude that eipðbÞAFq for any bAFqp : Let Vm;p denote the Fq-span of all
polynomials eipðxÞ with 0pi1pi2p?pippm 	 1pq 	 1: Then for any f ðxÞAVm;p;
f ðbÞAFq and dimVm;p is ½m
p
p! ¼ ðmþp	1p Þ ¼ ðmþp	1m	1 Þ by Proposition 1. This dimension is
the same as the dimension of the space Vs;m introduced in [3, Lemma 2.4].
For 1pbpr ¼ qp	q
p
and 1pmo1þ bpðq	1Þ
qp	1 we deﬁne a code Cpðb; mÞ over Fq as
follows:
Cpðb; mÞ ¼ fð f ðb1Þ; f ðb2Þ;y; f ðbbÞÞ: fAVm;pg;
where each bi is from a distinct conjugacy class in Fqp 	 Fq: Since we do not employ
elements of Fq in this construction, the condition ð p; qÞ ¼ 1 is not necessary. This is
obviously a linear code of length n ¼ bpqp	q
p
over Fq:
Proposition 4. For 1pmo1þ bpðq	1Þ
qp	1 ; the dimension of Cpðb; mÞ is equal to ½m
p
p! :
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Proof. Similarly to Proposition 2, one veriﬁes that the linear map
f : Vm;p-Fbq;
f-ð f ðb1Þ; f ðb2Þ;y; f ðbbÞÞ
is one to one. &
Proposition 5. The minimum distance d of Cpðb; mÞ satisfies
dXb 	 m 	 1
p
 ðq
p 	 1Þ
q 	 1 :
Proof. Let f ðxÞAVm;p: Suppose f ðxÞ has r roots in fb1; b2;y; bbg; then f ðxÞ has at
least pr roots. Therefore, prpdeg f ðxÞpqp	1
q	1 ðm 	 1Þ and rpm	1p q
p	1
q	1 : The weight of
fð f ðxÞÞ is then Xb 	 rXb 	 m	1
p
qp	1
q	1 : &
Remark 2. As in Section 4.2, we could have used elements from Fq and deﬁned
Cpðb; mÞ ¼ fð f ða1Þ;y; f ðatÞ; f ðb1Þ;y; f ðbbÞÞ: fAVm;pg
for any 1ptpq and carried out the analysis for the dimension and the minimum
distance similarly.
3.1. Examples
Now we present examples of some optimal codes found by this construction. In all
of these examples, p ¼ 3; m ¼ 2 so that the dimension is 4.
1. Let q ¼ 3; b ¼ ð33 	 3Þ=3 ¼ 8 and we get an ½8; 4; 43-code which is optimal by
the Griesmer bound. By taking b ¼ 7 and 6 we also ﬁnd ½7; 4; 33 and ½6; 4; 23
codes, respectively, which are also optimal by the table [1].
2. Choosing q ¼ 4; and b ¼ ð43 	 4Þ=3 ¼ 20; a ½20; 4; 134-code is found. By checking
the table [1], this code is also optimal. Choosing b ¼ 19 and keeping the rest of
the parameters the same, we ﬁnd another optimal code; a ½19; 4; 124-code.
3. Taking q ¼ 5 and b ¼ ð53 	 5Þ=3 ¼ 40; one obtains a code with parameters
½40; 4; 305 which is optimal by the Griesmer bound.
3.2. An optimal family of three-dimensional codes
Taking p ¼ 2; m ¼ 2; and b ¼ q2	q
2
	 a with 0paoq	1
2
for odd q and aoq for
even q; one obtains codes with parameters ½n; k; dq over any ﬁeld Fq with qX3;
where n ¼ b; k ¼ 3; and dXn 	 qþ12 ¼ q
2	2q	2a	1
2 : It turns out that these give optimal
parameters.
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Proposition 6. Let a be as described, then a ½q2	q	2a
2
; 3; dXq
2	2q	2a	1
2
q-code is optimal
over any field Fq:
Proof. We show that with these parameters the equality is attained in the Griesmer
bound. It sufﬁces to show that
np
X2
k¼0
d
qk
 
¼ d þ d
q
 
þ 1: ð1Þ
Case 1: q is odd. Inequality (1) is equivalent to
q 	 1
2
p q
2 	 2q 	 2a 	 1
2q
 
:
Since q
2	2q	2a	1
2q
4q	1
2
	 1 ¼ q	3
2
for any q when aoq	1
2
; the last inequality holds.
Case 2: q is even. We note that the minimum distance can be improved to
dXq
2	2q	2a
2
in this case and we verify that the inequality in (1) is satisﬁed for
aoq: &
4. Another class of polynomial codes
We assume the notation of the previous sections and let p denote an arbitrary (but
ﬁxed) prime throughout this section. Let K be a positive integer and let PK denote
the set of all polynomials of degree strictly less than K over Fq: Then PK is a K-
dimensional vector space over Fq: Next, for an integer b such that bpq
p	q
p
we deﬁne
VK ;b ¼ f fAPK : f ðb1Þ; f ðb2Þ;y; f ðbbÞAFqg;
where as before each bi is from a distinct conjugacy class of size p in Fqp 	 Fq: It is
easy to see that VK;b is a vector space (a subspace of PK ) over Fq: We are interested
in the dimension of it. The proof of the next lemma giving the dimension of this
space for a special case uses The Chinese Remainder Theorem [2].
Lemma 1. For KXbp; the dimension of VK ;b is K 	 bp þ b:
Proof. Let miðxÞ denote the minimal polynomial of bi over Fq and let MjðxÞ ¼Q j
i¼1 miðxÞ: The degrees of all of miðxÞ’s are equal to p; hence deg MbðxÞ ¼ pb:
Note that an element f ðxÞ of PK is in VK ;b if and only if f ðb1Þ ¼ a1;
f ðb2Þ ¼ a2;y; f ðbbÞ ¼ ab for some ða1; a2;y; abÞAFbq: This holds if and only if
f ðb1Þ 	 a1 ¼ 0; f ðb2Þ 	 a2 ¼ 0;y; f ðbbÞ 	 ab ¼ 0; or equivalently we have the
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following divisibility relations:
m1ðxÞj f ðxÞ 	 a1; m2ðxÞj f ðxÞ 	 a2;y; mbðxÞj f ðxÞ 	 ab:
This means that f ðxÞ is a simultaneous solution to the set of congruences
f ðxÞ  a1 mod m1ðxÞ;
f ðxÞ  a2 mod m2ðxÞ;
^
f ðxÞ  ab mod mbðxÞ:
8>><
>>: ð2Þ
Since the polynomials miðxÞ; 1pipb; are mutually coprime, there is a solution to
the above system which is unique mod MbðxÞ by the Chinese Remainder Theorem.
To ﬁnd the dimension of VK;b; we count the number of solutions of (2) which are in
VK ;b: For every ða1; a2;y; abÞAFbq; there is a unique f ðxÞAFq½x=/MbðxÞS satisfying
(2) and all the solutions in Fq½x are of the form FðxÞ ¼ f ðxÞ þ MbðxÞtðxÞ for some
tðxÞAFq½x: A solution FðxÞ is in VK ;b if and only if deg tðxÞoK 	 pb and there are
qK	bp such polynomials. Therefore, the total number of solutions is qK	bpþb if
KXpb; and the dimension of VK;b is K 	 bp þ b: &
For K ¼ pb; let us denote VK;b by Vb whose dimension is b: Vb has a basis
consisting of b elements Eb ¼ fe1; e2;y; ebg: We can assume that the degrees of the
basis elements are distinct, because we can take each ei to be monic and if two
elements em; en have the same degree then we can replace them by em; em 	 en: So we
also assume deg e1odeg e2o?odeg eb: For a positive integer r with robp; consider
the subspace Vb;r generated by Eb 	 feb	rpþ1; eb	rpþ2;y; ebg ¼ fe1; e2;y; eb	rpg:
Note that the degree of an element in Vb;r is strictly less than pb 	 rp: Now we use the
space Vb;r to construct a class of polynomial codes.
Theorem 1. For any prime p; bpqp	q
p
; and rob
p
there exists a linear code with
parameters ½b; b 	 rp; r þ 1 over Fq:
Proof. Let
Cðm; r; bÞ ¼ fð f ðb1Þ; f ðb2Þ;y; f ðbbÞÞ; fAVb;rg:
Then it is obvious that Cðm; r; bÞ is a linear code of length b and dimension b 	 rp: It
is also not difﬁcult to see that the minimum weight is Xr þ 1 from the degree
restriction. So we get a family of codes with parameters ½b; b 	 rp; r þ 1 over Fq: &
By choosing the parameters suitably, we show that some near-optimal codes can be
obtained by this construction. By a near-optimal code we mean a code whose
minimum distance is at most one less than that of a d-optimal code.
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Example 1. Letting p ¼ 3; b ¼ q3	q
3
and r ¼ 2; we obtain a family of codes with
parameters ½b; b 	 6; 3 over any ﬁnite ﬁeld Fq: The sphere packing bound shows that
the minimum distance of a linear code with this length and dimension is at most 4 if
qX5: Therefore, this family of codes are near-optimal for qX5:
If we choose p ¼ 2; b ¼ q2	q
2
; and r ¼ 4; we obtain a code with parameters
½b; b 	 8; 5 over Fq: Again by the sphere packing bound, the minimum distance of a
linear code with this length and dimension cannot be X7 if qX59: Therefore, we
obtain another family of near-optimal codes.
If p ¼ 5; b ¼ q5	q
5
; and r ¼ 2; we obtain a ½b; b 	 10; 3q-code. Again, one checks
that the minimum distance of this code cannot be larger than 4 for qX9 by the
sphere packing bound.
4.1. The case Kobp
For KXbp we have shown that the dimension of the space VK ;b is K 	 bp þ b: For
our purposes, the complementary case Kobp is more interesting. To investigate
the dimension in that case, we note that for a polynomial f ðxÞ ¼PK	1i¼0 aixi in
Fq½x; f ðbÞAFq if and only if f qðbÞ ¼ f ðbÞ which is equivalent to
XK	1
i¼0
aiðbiq 	 biÞ ¼ 0:
Therefore, f ðbjÞAFq; 1pjpb means
PK	1
i¼0 aiðbiqj 	 bijÞ ¼ 0; 1pjpb: Equivalently,
f ðxÞAVK ;b if and only if ða1; a2;y; aK	1Þ is in the null space of the b  ðK 	 1Þ
matrix
M ¼
bq1 	 b1 b2q1 	 b21 y bðK	1Þq1 	 bK	11
bq2 	 b2 b2q2 	 b22 y bðK	1Þq2 	 bK	12
^ ^
bqb 	 bb b2qb 	 b2b y bðK	1Þqb 	 bK	1b
2
66664
3
77775:
Hence, the dimension of VK ;b is equal to the nullity of M over Fq plus 1. The matrix
M can be written as a bp  ðK 	 1Þ matrix Mq over Fq by replacing every entry as a
column vector of length p over Fq: In particular, the nullity of Mq is equal to b 	 1
when K ¼ bp:
4.2. Examples
We compute the nullity of Mq for various values of the parameters and obtain a
number of codes that have the same parameters as the presently best-known codes.
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In particular, for q ¼ 5; p ¼ 3; b ¼ 40 and K ¼ 93; we ﬁnd a code with length 40,
dimension 23 and minimum distance X10 over F5: According to [1], this is a new
linear code. We used the Computer Algebra system Maple to carry out the
computations in ﬁnite ﬁelds. Below are some of the parameters of the codes we
obtain by this construction.
Parameters of codes obtained by the method described in Section 4.1
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q p b K Parameters Comments
3 3 8 21 [8,6,2] Optimal
3 5 48 230 [48,42,3] Optimal
5 3 40 117 [40,38,2] Optimal
5 3 40 114 [40,36,3] Optimal
5 3 40 96 [40,24,9] Best-known
5 3 40 93 [40,23,10] New
5 3 40 90 [40,20,11] Best-known
5 3 40 87 [40,19,12] Best-known
5 3 40 84 [40,17,13] Best-known
5 3 40 81 [40,15,14] Best-known
5 3 40 78 [40,14,15] Best-known
5 3 39 92 [39,23,9] Best-known
5 3 38 92 [38,23,8] Best-known
7 2 21 38 [21,18,3] Optimal
7 2 21 36 [21,16,4] Best-known
7 2 21 34 [21,15,5] Best-known
7 2 21 32 [21,14,6] Best-known
7 2 21 30 [21,12,7] Best-known
7 2 21 26 [21,10,9] Best-known
7 2 21 24 [21,9,10] Best-known
7 2 20 34 [20,15,4] Best-known
7 2 20 32 [20,14,5] Best-known
7 2 20 30 [20,12,6] Best-known
7 2 19 32 [19,14,4] Best-known
7 2 19 34 [19,16,13] Optimal
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