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Zusammenfassung
Im Zuge der fortschreitenden Energiewende in Deutschland und anderen Teilen Europas und der da-
mit einhergehenden steigenden, vorrangigen Einspeisung von regenerativen Energien in das Stromnetz
mu¨ssen konventionelle Anlagen, die seinerzeit als Grund- oder Mittellast-Kraftwerke konzipiert wurden,
zunehmend starke und zahlreiche Lastwechsel abfahren. Da diese Anlagen hierfu¨r nicht ausgelegt sind,
mu¨ssen fu¨r Bestands- und Neuanlagen Konzepte zu deren Flexibilisierung erarbeitet werden. Hierfu¨r
bietet sich insbesondere die dynamische Kraftwerkssimulation an.
Im Rahmen dieser Arbeit wird der Stand der Forschung bezu¨glich dynamischer Simulationen zur
Flexibilisierung von Kraftwerken dargelegt und aufgearbeitet. Dabei wird im Speziellen auf die simulative
Optimierung des Anfahrvorgangs, die Analyse von flexibilisierenden Betriebsstrategien (insbesondere zur
Regelenergiebereitstellung) sowie auf die simulative Ermittlung der Bauteilscha¨digung bei Lastwechseln
eingegangen.
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1 Einleitung
1.1 Aktuelle Vera¨nderungen am Energiemarkt
Durch den stetigen Zubau von regenerativen Energien, insbesondere von Windkraftanlagen, durchla¨uft
der Energiemarkt aktuell zunehmend eine fundamentale Entwicklung. Diese ist gepra¨gt durch immer
gro¨ßere installierte Leistungen, deren Erzeugung jedoch wetterabha¨ngig, also weder gesichert noch zu-
verla¨ssig und pra¨zise vorhersagbar ist.
Dies betrifft weniger den durch Solarenergie erzeugten Strom, dessen Aufkommen sich mittlerweile gut
einige Tage vorhersagen la¨sst, als vielmehr die Erzeugung von Windstrom. Das Aufkommen des Windes
ist in seinem Wesen weitestgehend stochastisch und kann nur mit gro¨ßeren Unsicherheiten vorhergesagt
werden. Dies fu¨hrt zu einer Fluktuation der Erzeugung von Windstrom, die betra¨chtlich sein kann. So
kam es beispielsweise am 2. September 2003 im Bundesland Schleswig-Holstein innerhalb von Minuten zu
einem massiven Leistungsabfall im Netz. Grund hierfu¨r war, dass wegen zu hoher Windgeschwindigkeiten
fast alle Windra¨der vom Netz gehen mussten und somit eine Erzeugungskapazita¨t von 3,3GW schnell
ersetzt wurden musste (Ernst 2009).
Als weiteres Beispiel sind in Abbildung 1.1 die Einspeisungen von Solarstrom, Windstrom und kon-
ventionell erzeugtem Strom (fu¨r Anlagen mit einer Erzeugungskapazita¨t von mindestens 100MW) fu¨r
die Woche vom 22. bis zum 29. April 2013 aufgetragen. Die Gesamtlast des Netzes, die sich aus Sum-
mation der drei genannten Anteile ergibt und somit Im- und Exporte nicht beru¨cksichtigt, ist ebenfalls
dargestellt. Erkennbar ist, dass traditionelle Lastspitzen zur Mittagszeit bereits jetzt schon durch große
Anteile des Solarstroms und des Windstroms aufgelo¨st werden und dem konventionellen Kraftwerkspark
somit ha¨ufige Lastwechsel aufgebu¨rdet werden. Diese Situation wird sich aller Voraussicht nach in den
kommenden Dekaden weiter verscha¨rfen.
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Abbildung 1.1: Einpeisung von Solar-, Wind- und konventionellem Strom sowie Gesamtlast im deutschen
Stromnetz in der Woche vom 22. bis zum 29. April 2013 (EEX 2013)
1
Durch den im Erneuerbare-Energien-Gesetz (EEG) verankerten Einspeisevorrang regenerativer Ener-
gien wird das Netz den kompletten Fluktuationen im Windstrom ausgesetzt, sodass andere erzeugende
Anlagen diese ausgleichen mu¨ssen. Da die Erzeugung von Solarstrom ebenfalls nicht beeinflussbar ist,
bleiben fu¨r die Ausgleichsaufgabe im Wesentlichen nur noch konventionelle Anlagen, Speicherkraftwerke
und Laufwasseranlagen u¨brig. Letztere beiden ko¨nnen kapazita¨tsbedingt diesen Anforderungen jedoch
nur bedingt nachkommen, sodass der gro¨ßte Anteil am Ausgleich der Fluktuation von den konventionell
befeuerten Anlagen gestellt werden muss.
Aufgrund dieser Umsta¨nde sieht sich der konventionelle Kraftwerkspark vo¨llig neuen Anforderungen
gegenu¨bergestellt. Wa¨hrend es in der Vergangenheit wegen der dort herrschenden Marktbedingungen von
vordergru¨ndiger Bedeutung war, dass Anlagen in ihrem Auslegungspunkt mo¨glichst gute Betriebseigen-
schaften aufweisen, so ru¨cken nun zunehmend der flexibilisierte Betrieb in Teillasten sowie ha¨ufige und
schnelle Lastwechsel in den Vordergrund (Agora Energiewende 2012). Dies zieht steigende Anforderungen
an die Technik und Betriebsweisen von Kraftwerken nach sich. Durch ha¨ufige und schnelle Lastwechsel
werden Kraftwerke sta¨rker gescha¨digt, worauf im folgenden Abschnitt na¨her eingegangen wird.
1.2 Gradientenbeschra¨nkende Pha¨nomene
Bei schnellen Lastwechseln von konventionellen Kraftwerken, wie sie im sich a¨ndernden Regime von
Erzeugungsanlagen immer ha¨ufiger gefordert sein werden, sind einige Restriktionen zu beachten, um
große Scha¨den an den Anlagen oder das Verletzen von verbindlichen Regularien zu vermeiden. Diese
Einschra¨nkungen sind es letzten Endes, die die Lastwechselgeschwindigkeit einer konventionell befeuerten
Anlage festlegen.
Allen voran sind die thermischen Spannungen, die sich aufgrund instationa¨rer Temperaturdifferenzen
insbesondere in dickwandigen Bauteilen bei Lastwechseln ausbilden, bestimmend fu¨r mo¨gliche Lastgradi-
enten. Diese thermischen Spannungen sind umso gro¨ßer, je sta¨rker das Material Temperatura¨nderungen,
wie sie bei Lastwechseln auftreten, ausgesetzt ist. Einerseits kann dies natu¨rlich bei besonders hohen
thermischen Spannungen zum spontanen Versagen des jeweiligen Bauteils fu¨hren. Viel bedeutender ist
jedoch, dass infolge hoher thermischer Spannungen langsame Scha¨digungsvorga¨nge in den metallischen
Bauteilwa¨nden stark beschleunigt werden, was mitunter zu einem Lebensdauerverbrauch von Anlagen
fu¨hren kann, der weit u¨ber dem liegt, der im Auslegungs- und Designprozess festgelegt wurde. Eine unmit-
telbare Folge hiervon sind das vorzeitige Austauschen von hochbeanspruchten Anlagenkomponenten. Bei
diesen Scha¨digungsvorga¨ngen lassen sich im wesentlichen zwei Mechanismen unterscheiden; einerseits fu¨h-
ren langanhaltende Belastungen unter hohen Temperaturen zu sogenannten Kriechvorga¨ngen, wa¨hrend
andererseits die sogenannte low cycle fatigue (LCF), also die Ermu¨dung unter niederfrequenter Wech-
selbeanspruchung, durch wiederholte Beanspruchungsvorga¨nge induziert wird, wie sie bei Lastwechseln
auftreten (Kim u. a. 1999, Schuhbauer u. a. 2011).
Neben dieser scha¨digungsorientierten Einschra¨nkung der Lasta¨nderungsgeschwindigkeit konventionel-
ler Anlangen sind jedoch auch noch andere Randbedingungen vorhanden, zu zum Herabsetzen der mo¨g-
lichen Leistungsgradienten fu¨hren. Dies sind beispielsweise Teilprozesse innerhalb der Anlage, die so
große Zeitkonstanten haben, dass hierdurch Lastwechsel nennenswert verlangsamt werden. Prominente
Beispiele fu¨r diese Teilprozesse sind die Zuteilung und Aufmahlung der Kohle und das Aufwa¨rmen von
Dampferzeugern und Dampfturbinen beim Anfahren. Ein anderes Kriterium bei Lastwechseln ist die
Einhaltung von Emissionsgrenzwerten, was bei zu hohen Gradienten in der Feuerung ebenfalls beachtet
werden muss.
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2 Einfu¨hrung in die dynamische Kraftwerkssimulation
Da die vorliegende Arbeit einen starken Fokus auf die dynamische Simulation von Kraftwerken legt, soll
im folgenden Kapitel ein kurzer U¨berblick u¨ber die Funktionsweise und die Prinzipien dieser Methode
dargelegt werden. In der Literatur wurde dieses Thema schon vielfa¨ltig aufbereitet, wobei zwar je nach
Autor, Projekt und Zielsetzung etwas unterschiedliche Vorgehensweisen vorzufinden sind, sich jedoch
die grundlegenden Modellbildungen ha¨ufig sehr a¨hneln (Walter 2001; 2006, Ponweiser 1997, Epple u.
Leithner 2012, Flynn 2003).
2.1 Vorteile von Simulationen
Gegenu¨ber Untersuchungen an realen Anlagen bieten dynamischen Simulationen weitreichende Vorteile.
Im Allgemeinen la¨sst sich unter Zuhilfenahme simulativer Methoden eine Zeit- und Kostenersparnis
erreichen. Im Speziellen bietet die Simulation folgende Vorteile (Giglio 2004, Prabucki u. a. 2010; 2011):
 Reduktion von Prozessrisiken
 Minimierung der Dauer der Inbetriebnahme
 Bessere Optimierung der Regelstrategien
 Regleroptimierungen wa¨hrend der Design-Phase, wofu¨r in der Inbetriebnahmephase kaum noch
Zeit ist (Heim u. a. 2010)
 Simulationsgestu¨tzte Testfahrten von Anlagen, um ein einfacheres Auffinden von Fehlern zu er-
mo¨glichen
Aufgrund dieser wu¨nschenswerten Eigenschaften hat sich die dynamische Simulation in der ju¨ngeren
Vergangenheit zu einem ma¨chtigen Werkzeug in der Anlagenauslegung und -untersuchung entwickelt.
2.2 Modellbildung
Die Modellierung konventioneller Kraftwerke kann auf verschieden detaillierten Ebenen erfolgen (Epp-
le u. Leithner 2012). Allen gemein ist, dass Bilanzgleichungen1 um die verschiedenen Anlagenkompo-
nenten aufgestellt werden, die untereinander gekoppelt sind. Hinzu kommen konstitutive Gleichungen
(beispielsweise Zustandsgleichungen), die das Gleichungssystem schließen. Bei der Formulierung der Bi-
lanzgleichungen kann man nun auf ra¨umlicher Ebene unterschiedlich genau modellieren. Die einfachste
Modellbildung erreicht man ohne jegliche ra¨umliche Diskretisierung, woraus ein nulldimensionales Anla-
genmodell entsteht, das ra¨umlich lediglich durch ein algebraisches Gleichungssystem repra¨sentiert ist. Die
na¨chst feinere Stufe ist eine eindimensionale Ortsdiskretisierung, bei der Anlagenkomponenten entlang
der Stro¨mungsrichtung in Kontrollvolumen eingeteilt und fu¨r die die differentiellen Erhaltungsgleichungen
gelo¨st werden. Dieser Ansatz la¨sst sich auch auf die zweite und dritte Raumdimension erweitern, was al-
lerdings einen großen Rechenaufwand bedeutet und zudem fu¨r Analysen des zeitlichen Anlagenverhaltens
auch nur in Ausnahmefa¨llen erforderlich ist.
Wie auch auf der ra¨umlichen Ebene la¨sst sich das Anlagenverhalten auf der zeitlichen Ebene auf
unterschiedlichen Detaillierungsniveaus modellieren. Der einfachste Fall ist hierbei der stationa¨re Be-
triebszustand, bei dem keine Speicherterme in den Erhaltungsgleichungen betrachtet werden mu¨ssen.
Eine sogenannte quasistationa¨re Untersuchung beinhaltet hingegen grundsa¨tzlich zeitliche Ableitungen
1 zumeist fu¨r Masse, Impuls und Energie, seltener auch fu¨r Stoffe.
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in den Erhaltungsgleichungen, wobei jedoch bei bestimmten Anlagenkomponenten wie etwa Pumpen
oder Turbinen die Speicherwirkung als klein gegen die u¨brigen Speicherterme im System vernachla¨ssigt
wird (Epple u. Leithner 2012). Als detaillierteste Betrachtungsweise ko¨nnen davon abweichend alle in-
stationa¨ren Terme in den Erhaltungsgleichungen beibehalten und mit gelo¨st werden, was auf zeitlicher
Ebene die realistischste Modellbildung darstellt.
Neben diesen generellen Vorgehensweisen lassen sich auch fu¨r das Fluid selbst unterschiedlich realis-
tische Modellierungsstrategien verwenden. Ohne auf Details und Hintergru¨nde einzugehen, soll an dieser
Stelle erwa¨hnt werden, dass unter anderem eine homogene und eine heterogene Fluidbetrachtung mo¨glich
sind. Bei ersterer werden Mehrphasenstro¨mungen (im Kraftwerksbereich vornehmlich Dampf-/Wasser-
Stro¨mungen) als ein homogenes Fluidgemisch modelliert, wa¨hrend beim heterogenen Fluidmodell der
u¨bliche Satz an Erhaltungsgleichungen gekoppelt sowohl fu¨r die Gas- als auch die Flu¨ssigkeitsphase gelo¨st
wird. Der letztgenannte Ansatz ist hierbei weitaus realistischer, was jedoch nur bei einigen Anwendungen
ins Gewicht fa¨llt. Genauer wird hierauf in der einschla¨gigen Literatur eingegangen (beispielsweise Walter
2001).
Daru¨ber hinaus sind fu¨r verschiedene Anlagenkomponenten zusa¨tzliche Modellbildungen no¨tig, die
u¨ber die bloßen Erhaltungsgleichungen hinausgehen. Oftmals ist dies fu¨r das Teillast-Verhalten einiger
Komponenten wie Dampftrommeln, Wa¨rmetauscher und Turbinen der Fall. Auch hierzu hat es in der
Literatur zahlreiche Untersuchungen und Abhandlungen gegeben (siehe zum Beispiel Schimon u. a. 2006,
Chaibakhsh u. Ghaffari 2008). Wichtig sind insbesondere auch Differentialgleichungen, die die zeitliche
Verteilung von Wa¨rme innerhalb von Festko¨rpern beschreiben (Bracco 2010). Diese Gleichungen sind
essentiell fu¨r eine verla¨ssliche Abscha¨tzung von thermischen Spannungen und somit Scha¨digungen in
dickwandigen Anlagenbauteilen. Hierauf wird in Abschnitt 3.2 na¨her eingegangen.
2.3 Simulationsprogramme
Zur dynamischen Simulation von Kraftwerken ist derzeit eine Fu¨lle von Simulationsprogrammen vorhan-
den, die teilweise kommerziell vertrieben werden und zu einem anderen Teil im Rahmen von Forschungs-
arbeiten und akademischen Projekten entwickelt wurden.
Prominente Vertreter akademischer Eigenentwicklungen sind beispielsweise die Programmpakete MIS-
TRAL (TU Darmstadt) oder DBS (TU Wien). Als Eigenentwicklungen der freien Wirtschaft sind die
Codes KRAWAL (Siemens) und DORA (Alstom) zu nennen (Epple u. Leithner 2012). Daru¨ber hinaus
gibt es einige kommerzielle Softwarepakete, die die Full-Scale-Simulationen von Anlagen erlauben. Markt-
dominierend sind hier ASPEN und APROS, wobei ersteres einen sta¨rkeren Fokus auf verfahrenstechnische
Anwendungen legt. Ein anderes kommerzielles Projekt zur dynamischen Simulation von Kraftwerken, das
insbesondere im deutschsprachigen Raum anzutreffen ist, ist INTELLIGON (Buchenhorst u. Scheﬄer
2010).
Neben diesen spezialisierten Softwarelo¨sungen zur Untersuchung des dynamischen Verhaltens von ver-
fahrenstechnischen und energieerzeugenden Anlagen gibt es noch weitere Programmpakete und Biblio-
theken, die zur dynamischen Simulation geeignet sind. Insbesondere im akademischen Umfeld hat es viele
Projekte gegeben, bei denen die komplette Kraftwerksmodellierung und -simulation mithilfe von Matlab
und Simulink realisiert wurde (Lu 1999, Pies u. Ozana 2011, Righetti 2010, Salehi u. a. 2008). Dies hat
insbesondere den Vorteil, dass Ergebnis- und Inputdaten direkt in Matlab zur Verfu¨gung stehen und so
integriert aufbereitet und manipuliert werden ko¨nnen.
Eine international ha¨ufig fu¨r kleinere Entwicklungen herangezogene Funktionsbibliothek ist CAPE
OPEN. Diese ist frei erha¨ltlich und in eigene Entwicklungen flexibel einbindbar (Bockelie u. a. 2002).
A¨hnlich wie ASPEN ist CAPE OPEN allerdings eher auf verfahrenstechnische Problemstellungen aus-
gelegt und zudem nur fu¨r stationa¨re Berechnungen benutzbar.
Zuletzt soll an dieser Stelle noch auf die ebenfalls frei erha¨ltliche, objektorientierte Sprachbibliothek
Modelica (Flynn 2003, Casella 2002, Casella u. Leva 2003, Casella u. Pretolani 2006) eingegangen werden.
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Diese Sprache umfasst ein sehr generisches, flexibles Framework fu¨r verschiedenste technische Bereiche
wie Mechanik, Elektrotechnik, Thermodynamik, Hydraulik und einige andere. Daru¨ber hinaus lassen
sich eigene Komponenten einfach und gleichungsbasiert erstellen. Fu¨r Modelica existiert eine Reihe an
grafischen Front-Ends, wie etwa Dymola, JModelica.org oder OpenModelica, die teilweise kommerziell
vertrieben werden und eine grafische Erstellung von Modellen sowie deren dynamische Simulation erlau-
ben. Außerdem gibt es einige (nicht immer frei erha¨ltliche) Zusatzmodule fu¨r Modelica, die die Sprache
um verschiedene Funktionen erweitern. In Voraussicht auf Kapitel 3.1 ist hier insbesondere das Paket
Optimica zu nennen, dass gut integrierte Funktionen zur Optimierung dynamischer Systeme bietet.
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3 Simulative Untersuchungen zur Flexibilisierung
In der einschla¨gigen Literatur sind mannigfaltige Berichte u¨ber dynamische Simulationen von Kraft-
werksprozessen zu finden. Diese erstrecken sich u¨ber Simulationen von unterschiedlichen Anlagen wie
kohlegefeuerte oder Kombianlagen (zum Beispiel Alobaid u. a. 2012; 2009; 2008) und einzelne Anlagen-
teile, wie etwa Dampferzeuger (zum Beispiel Heim u. a. 2010) oder – noch detaillierter – Dampftrommeln
(zum Beispiel Kim u. a. 1999, Bracco 2010). Daru¨ber hinaus wurden bereits einige verschiedene Betriebs-
fa¨lle untersucht, allen voran der Anfahrvorgang (zum Beispiel Alobaid u. a. 2012; 2009; 2008).
Den meisten dieser wissenschaftlichen und technischen Berichte ist allerdings gemein, dass die Unter-
suchungen nicht prima¨r zur Steigerung der Flexibilita¨t durchgefu¨hrt wurden. Dies ist dadurch erkla¨ren,
dass das große Thema der Flexibilisierung derart aktuell ist, dass erst relativ u¨berschaubare Arbeiten
daru¨ber verfasst wurden. Die vorhandenen Arbeiten ko¨nnen nach den jeweiligen Flexibilisierungszielen
in die Kategorien
 Anfahroptimierung,
 Berechnung der Bauteilscha¨digung,
 Regelenergiebereitstellung,
 Lastwechseloptimierung und
 Mindestlastabsenkung
eingeteilt werden. In den folgenden Kapiteln werden dieser Kategorisierung folgend die unterschiedlichen
Untersuchungen und Maßnahmen erla¨utert. Aus Gru¨nden des Umfangs dieser Arbeit wird auf simulative
Untersuchungen der Mindestlast nicht weiter eingegangen.
3.1 Anfahroptimierung
Durch die in Kapitel 1.1 einleitend beschriebenen hohen Fluktuationen der Einspeisung regenerativer
Energien in das Stromnetz werden konventionelle Kraftwerke zunehmend in ein Lastregime gezwungen,
das ha¨ufiges An- und Abfahren verlangt. Dabei ist es aus wirtschaftlichen und technischen Gru¨nden
interessant, den Anfahrvorgang zu optimieren. Diese Optimierung beinhaltet verschiedene Ziele (Bertini
u. a. 2012):
 Minimieren der Anfahrzeit
 Minimieren des Brennstoffverbrauchs wa¨hrend des Anfahrens
 Maximieren der Stromerzeugung wa¨hrend des Anfahrens
 Minimieren von Emissionen
 Minimieren thermischer Spannungen
Es hat ju¨ngst in der Literatur Anstrengungen gegeben, den Anfahrvorgang von konventionell befeu-
erten Kraftwerken bezu¨glich der no¨tigen Anfahrzeit und der wa¨hrend des Anfahrvorgangs erzeugten
elektrischen Leistung zu optimieren. Das Optimieren an sich wird dabei durch einen mathematischen
Minimierungsalgorithmus bewerkstelligt.
Vor dem eigentlichen Optimierungsverfahren wird zuna¨chst der Kraftwerksprozess in entsprechenden
Simulationsprogrammen modelliert. Um die Rechenzeiten des Optimierungsalgorithmus in einem an-
nehmbaren Rahmen zu halten oder u¨berhaupt erst dessen Anwendbarkeit und Konvergenz zu sichern,
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sind die genutzten Kraftwerksmodelle jedoch zumeist vereinfacht. Diese Vereinfachungen werden einer-
seits durch eine simple Modelltopologie erreicht, die die wesentlichen Eigenschaften der realen Anlage
mo¨glichst gut abbildet (Casella u. a. 2011b). Andererseits wird versucht, Nichtlinearita¨ten des Gesamtpro-
zesses mit Linearisierungen des Modells um verschiedene, ausgewa¨hlte Betriebspunkte zu vereinfachen,
zwischen denen das Anlagenverhalten interpoliert wird (Casella u. a. 2011a). Diese Betriebspunkte werden
so gewa¨hlt, dass sie bei in Lastbereichen, die starke Nichtlinearita¨ten aufweisen, dichter beieinander lie-
gen. Da sich jedoch gerade der Anfahrprozess u¨ber sehr breite Lastba¨nder abspielt, wird der erstgenannte
Ansatz gegenu¨ber der Linearisierung des Modells zumeist vorgezogen (Kru¨ger u. a. 2001).
Nach der Modellbildung der zu untersuchenden Anlage wird dann das eigentliche Optimierungsver-
fahren angewendet. Mathematisch handelt es sich hierbei zumeist um die Lo¨sung eines sogenannten
gemischt-ganzzahligen, nichtlinearen Programmes (engl. mixed-integer nonlinear program, MINLP) (Ju¨-
des u. a. 2009). Dies ist eine eigene Klasse von Optimierungsproblemen, deren numerische Lo¨sung großen
Aufwand erfordert (Franke u. a. 2003). Die Nichtlinearita¨t des Gesamtproblems ist insbesondere den be-
schreibenden Gleichungen fu¨r den Teillast-Betrieb einzelner Komponenten (beispielsweise Kennlinien von
Wa¨rmetauschern und Pumpen) und den thermodynamischen Zustandsgleichungen geschuldet. Daru¨ber
hinaus ist das Modell nicht ganzheitlich stetig, sondern in gewissen Teilen diskret. Beispiele hierfu¨r sind
Entscheidungen, die die Topologie des Modells betreffen. Dies fu¨hrt zu einem Optimierungsproblem mit
teilweise diskreten Variablen, was erho¨hte Anforderungen an den Lo¨sungsalgorithmus stellt (Ju¨des u. a.
2009).
Allgemein wird bei dem Optimierungsverfahren eine Kostenfunktion L(t) definiert, die Abweichungen
vom (optimalen) Endzustand negativ bewertet. Ein Beispiel1 fu¨r eine solche Kostenfunktion ist nach
(Ju¨des u. a. 2009)
L(t) = α(u− uref)2 + β
(
du
dt
)2
. (3.1)
Hierin ist uref der Endzustand fu¨r die Leistung u. Wie erkennbar ist, fu¨hren sowohl die absolute Ab-
weichung vom Referenzzustand als auch starke Transienten zu einer Erho¨hung von L, also zu negativer
Bewertung. Ist das Anfahren abgeschlossen und der Zustand stationa¨r, ist L = 0. Die Koeffizienten α
und β sind hierbei Wichtungsfaktoren, deren Einfluss in der Literatur untersucht wurde (Ju¨des u. a.
2009, Lind u. Sa¨llberg 2012). Dabei ergab sich, dass der Wert von α von u¨bergeordneter Bedeutung ist.
Wird nun die Kostenfunktion u¨ber die Anfahrzeit tf integriert, ergibt sich die sogenannte Zielfunktion
ϕ =
ˆ tf
t0
L(t) dt , (3.2)
die es im Rahmen des Optimierungsprozesses zu minimieren gilt. Zur konkreten Lo¨sung des Minimie-
rungsproblems (3.2) mu¨ssen noch Randbedingungen - sogenannte Einschra¨nkungen - definiert werden, die
den Rahmen fu¨r die Optimierung festlegen. In Bezug auf stromerzeugende Anlagen werden dazu oftmals
maximale Spannungen in dickwandigen Bauteilen oder maximale Stellgeschwindigkeiten von Ventilen her-
angezogen (Casella u. a. 2011b, Lind u. Sa¨llberg 2012). In Anwendungen, bei denen der Anfahrprozess
von Kombikraftwerken untersucht wurde, wurden beispielsweise auch die Einschra¨nkungen herangezogen,
dass die Gasturbinenleistung beim Anfahren nicht sinken und eine gewisse gasturbinenseitige Lasta¨nde-
rungsgeschwindigkeit nicht u¨berschritten werden soll (Casella u. a. 2011b). Um die Einschra¨nkungen
wa¨hrend des Optimierungsprozesses korrekt anwenden zu ko¨nnen, mu¨ssen die Spannungen in den dick-
wandigen Bauteilen jedoch zeitabha¨ngig berechnet werden ko¨nnen. Hierzu ist – wie in Abschnitt 2.2
beschrieben – die Lo¨sung der Wa¨rmeleitungsgleichung fu¨r die entsprechenden Rohrwa¨nde no¨tig.
Fu¨r die hier diskutierte Modellierung und Optimierung wurde in der Literatur weitgehend die freie
1 Statt nur die Leistung u in die Kostenfunktion einzubeziehen, sind noch viele weitere Mo¨glichkeiten denkbar. Ein
Beispiel hierfu¨r wa¨re etwa der Frischdampfdruck (Casella u. a. 2011b) oder die Frischdampftemperatur (Kru¨ger u. a.
2001).
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Hochsprache Modelica zur Modellbildung der Anlage verwendet (Casella u. a. 2011a, Albanesi u. a. 2006,
Kru¨ger u. a. 2001, Franke u. a. 2003, Lind u. Sa¨llberg 2012, Lind u. a. 2012, Bertini u. a. 2010, Casella u. a.
2011b, Riemenschneider 1989, Tica u. a. 2011, Meinke u. a. 2011). Der wesentliche Grund hierfu¨r ist das
freie Paket Optimica, welches sich nahtlos in Modelica integrieren la¨sst und eine einfache, gleichungsba-
sierte Formulierung des Optimierungsproblems in Hochsprache ermo¨glicht (Casella u. a. 2011a;b, Bertini
u. a. 2012, Lind u. Sa¨llberg 2012, Lind u. a. 2012).
Im Folgenden sollen exemplarisch einige interessante Ergebnisse aus der Literatur, die auf diesem Vor-
gehen beruhen, dargelegt werden.
In (Kru¨ger u. a. 2001) wurde ein nichtlineares Modell eines Wasser-Dampf-Kreislaufes mit Naturumlauf-
Verdampfer erstellt, wobei dem Dampferzeuger besondere Aufmerksamkeit geschenkt wurde. Dies liegt
darin begru¨ndet, dass insbesondere der Frischdampfsammler, der Teil des Dampferzeugers ist, aufgrund
seiner Dickwandigkeit eine thermisch hochbeanspruchte Prozesskomponente darstellt. Selbiges gilt fu¨r
die Trommel. Zur Ermittlung der thermischen Spannung in den Bauteilen wird, wie bereits weiter oben
angedeutet, die Wa¨rmeleitgleichung fu¨r die Wand gelo¨st.
(a) Klassischer Anfahrbetrieb (b) Optimierter Anfahrbetrieb
Abbildung 3.1: Optimierungsergebnisse aus dem Modell von (Kru¨ger u. a. 2001). Von oben nach un-
ten: Brennstoffmassenstrom qm,F, Frischdampfmassenstrom qm,SH2, thermische Spannung im
Frischdampf-Sammler σSH2 und thermische Spannung in der Trommel σD.
Im Rahmen der Optimierung wurden der Brennstoffmassenstrom, die Ventilstellungen des Bypass-
Ventils und der Massenstrom zur Einspritzku¨hlung so ermittelt, dass im Endzustand ein Frischdampfzu-
stand von 150 bar und 520 °C bei einem Dampfmassenstrom von 163 kgs erreicht wird, wobei als Einschra¨n-
kungen maximale Spannungen in der Trommel und im Sammler am Dampferzeugeraustritt verwendet
wurden. Zusa¨tzlich wurde die Bedingung einer monotonen Zunahme der Frischdampfzusta¨nde gefordert
(Kru¨ger u. a. 2001).
Der so optimierte Anfahrprozess ist in Abbildung 3.1 dem unoptimierten Anfahrprozess gegenu¨berge-
stellt. Zuna¨chst ist erkennbar, dass beim optimierten Anfahren u¨ber weite Bereiche des Anfahrbetriebs
die maximalen Bauteilbeanspruchungen ausgereizt werden, was direkte Folge der Optimierung ist. Im
Falle des Sammlers am Dampferzeugeraustritt verhindert der Optimierungsprozess sogar das Auftreten
einer Spannungsspitze, die zu unzula¨ssigen Bauteilbescha¨digungen fu¨hrt. Weiter ist erkennbar, dass der
gesamte Anfahrvorgang im optimierten Fall wesentlich schneller, na¨mlich nach bereits einem Viertel der
unoptimierten Anfahrzeit, beendet ist. Wa¨hrend im unoptimierten Fall der Brennstoffmassenstrom linear
bis auf Nennlast erho¨ht wurde, ergab die Optimierung ein hiervon stark abweichendes Profil, das eine
enorme Brennstoffersparnis von etwa zwei Dritteln nach sich zieht (Kru¨ger u. a. 2001). Insgesamt konnte
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damit die Anfahrgeschwindigkeit stark optimiert werden.
Eine weitere Arbeit zur Optimierung von Anfahrvorga¨ngen ist in (Casella u. a. 2011b) zu finden.
Hier wurden Untersuchungen zur Anfahroptimierung von Kombiprozessen angestellt. Um den Aufwand
des Optimierungsproblems zu minimieren wurde das Modell des Kombiprozesses sehr stark vereinfacht:
Konkret wurde der Massenstrom und die Temperatur des Gasturbinen-Rauchgases als dynamische Rand-
bedingung vorgegeben und dessen Wa¨rme an einen einstufigen Abhitzedampferzeuger u¨bertragen. Die
Dampfturbine selbst wurde nicht modelliert, allerdings ihr Rotor, der der Wa¨rme des Frischdampfes aus-
gesetzt wird (Casella u. a. 2011b). Zur Modellierung und zur Formulierung des Optimierungsproblems
wurden die Programmpakete Modelica, JModelica.org und Optimica (vergleiche 2.3) benutzt. Als Rand-
bedingungen fu¨r das Optimierungsproblem wurden maximale thermische Spannungen und Mindest- bzw.
Maximalwerte fu¨r die Lasta¨nderungsgeschwindigkeit der Gasturbine verwendet. Aufgrund der Simplizi-
ta¨t des Modells konnte die Optimierung sehr schnell durchgefu¨hrt werden. Auf einem 2,6GHz Intel Core
2 Duo-Prozessor beno¨tigte die Rechnung nur 107 Sekunden (Casella u. a. 2011b).
Einige Ergebnisse der Optimierungsrechnungen werden in Abbildung 3.2 dargestellt. Wie in den Arbei-
ten von (Kru¨ger u. a. 2001) ist gut erkennbar, dass die maximal erlaubte Spannung von 280MPa weitest-
gehend u¨ber den ganzen Anfahrzeitraum ausgereizt wird (Abbildung 3.2a). Weiterhin ist erkennbar, dass
die Spannung nur solange auf dem maximal erlaubten Niveau verbleibt, bis 50% Gasturbinenlast erreicht
sind. Ab diesem Punkt erho¨ht sich im simulierten Modell die Rauchgastemperatur der Gasturbine nicht
mehr, sodass die Gasturbine mit maximalen Gradienten hochgefahren werden kann und gleichzeitig die
Spannung im Dampfturbinen-Rotor abnimmt. Der gesamte Anfahrvorgang ist nach etwa 4200 Sekunden
abgeschlossen (Casella u. a. 2011b). Abbildung 3.2b verdeutlicht die zeitlichen Temperaturverla¨ufe am
und im Turbinenrotor. Hier la¨sst sich gut erkennen, dass aufgrund thermischer Tra¨gheit der Rotormasse
die mittlere Temperatur der Oberfla¨chentemperatur des Rotors nur verzo¨gert folgen kann. Dies fu¨hrt
dazu, dass sich eine Temperaturdifferenz zwischen mittlerer und Oberfla¨chentemperatur ausbildet, die
ein direktes Maß fu¨r die thermischen Spannungen ist.
Fig. 3. Optimal start-up trajectories. The upper curve
shows the pressure in the evaporator, the middle
curve shows the thermal stress in the steam turbine
shaft and the lower curve shows the control input
represented by the load.
penalizing the sum of the squared deviations from the
target values, drives the system towards the desired set-
point (pevap, u) = (p
ref
evap, 1) as quickly as possible. It turns
out that the relative weight of the two deviations is not
that important, as long as normalized values having the
same order of magnitude are employed.
The main limiting factor in the start-up problem is the
constraint acting on the thermal stress in the steam tur-
bine, σ(t). In addition, inequality constraints are imposed
on the rate of change of the gas turbine load: on one hand,
the load is forbidden to decrease, in order to avoid as
much as possible the multiple cycling of the stress level
during the transient; on the other hand, it cannot exceed
the maximum rate prescribed by the manufacturer.
The start-up optimization problem is then formally stated
as:
min
u(t)
∫ tf
t0
(pevap(t)− prefevap)2 + (u(t)− 1)2 dt (4)
subject to the constraints
σ(t) ≤ σmax
u˙(t) ≤ dumin
u˙(t) ≥ 0
(5)
and to the DAEs representing the plant dynamics. The
initial state for the DAE represents the state of the plant
immediately after the connection of the electric generator
to the grid. It is assumed that the initial rotor temperature
is uniform and equal to the steam temperature, which
roughly corresponds to a warm start-up case. A more
realistic initial distribution would require modelling the
boiler and turbine start-up phases, which is beyond the
scope of this paper.
The optimization problem was solved using the direct
collocation method in JModelica.org. The algorithm was
set up to use 40 collocation points and cubic interpolation
polynomials to approximate the state profiles. Also, the
Fig. 4. Optimal start-up trajectories. The upper curve
shows the live steam temperature, the middle and
low curves show the turbine rotor surface and mean
temperatures.
control variable was approximated by a piecewise linear
function with as many segments as finite elements.
The resulting non-linear program had 22663 variables and
was solved by IPOPT in 107 seconds on a PC with a
2.60Ghz Intel Core 2 Duo processor.
The nonlinear optimization algorithm requires an initial
trajectory of all the problem variables as a first guess for
the nonlinear solvers. In this case, a reference simulation
was used, where the gas turbine load was increased from
the initial value of 15% to the final value of 100% in 10000
seconds.
The result of the optimization is shown in Figure 3. During
the first 200 seconds, the gas turbine load is increased
at the maximum allowed rate and the stress builds up
rapidly, until it reaches the target limit. Subsequently, the
load is slowly increased, in order to maintain the stress
level approximately constant at the prescribed limit. When
the 50% load level is reached, further increases of the
load do not cause additional increase of the gas exhaust
temperature, and therefore cause only small increases
of the steam temperature, due to the steam generator
dynamics. It is then possible to resume increasing the load
at the maximum allowed rate, while the stress level starts
to decrease. The full load is reached at about 4200 s.
Figure 4 show the corresponding temperature transients
in the turbine shaft: the upper curve shows the live
steam temperature, while the middle and low curves show
the turbine rotor surface and mean temperature. The
surface temperature follows the steam temperature due
to convective heat transfer phenomena, while the mean
temperature lags behind because of the large thermal
inertia of the bulk of the rotor (recall that the thermal
stress is actually proportional to the difference between
the two).
This result is qualitatively comparable to the results
obtained by Casella and Pretolani (2006) with a detailed
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(a) Frischdampfdruck (oben), maximale Spannung im
Dampfturbinenrotor (Mitte) und normierte Gastur-
binenlast (unten)
Fig. 3. Optimal s art-up trajectories. The upper curve
shows the pressure in the evaporator, the middle
curve shows the thermal stress in the steam turbine
shaft and the lower curve shows the control input
pres nted by the load.
penalizing the sum of the squared deviations from the
target values, drives the system towards the desired set-
point (pevap, u) = (p
ref
evap, 1) as quickly as possible. It turns
out that the relative weight of the two deviations is not
that important, as long as normalized values having the
same order of magnitude are employed.
The main limiting factor in the start-up problem is the
constraint acting on the thermal stress in the steam tur-
bine, σ(t). In addition, inequality constraints are imposed
on the rate of change of the gas turbine load: on one hand,
the load is forbidden to decrease, in order to avoid as
much as possible the multiple cycling of the stress level
during the transient; on the other hand, it cannot exceed
the maximum rate prescribed by the manufacturer.
The start-up optimization problem is then formally stated
as:
min
u(t)
∫ tf
t0
(pevap(t)− prefevap)2 + (u(t)− 1)2 dt (4)
subject to the constraints
σ(t) ≤ σmax
u˙(t) ≤ dumin
u˙(t) ≥ 0
(5)
and to the DAEs representing the plant dynamics. The
initial state for the DAE represents the state of the plant
immediately after the connection of the electric generator
to the grid. It is assumed that the initial rotor temperature
is uniform and equal to the steam temperature, which
roughly corresponds to a warm start-up case. A more
realistic initial distribution would require modelling the
boiler and turbine start-up phases, which is beyond the
scope of this paper.
The optimization problem was solved using the direct
collocation method in JModelica.org. The algorithm was
set up to use 40 collocation points and cubic interpolation
polynomials to approximate the state profiles. Also, the
Fig. 4. Optimal start-up trajectories. The upper curve
shows the live steam temperature, the middle and
low curves show the turbine r tor surface and mean
temperatures.
control v riable was approximated by a pi cewise linear
function with as many segments as finit elements.
Th resulting on-linear program had 22663 variables and
was solved by IPOPT in 107 seconds on a PC with a
2.60Ghz Intel Core 2 Duo processor.
The nonlinear optimization algorithm requires an initial
trajectory of all the problem variables as a first guess for
the nonlinear solvers. In this case, a reference simulation
was used, where the gas turbine load was increased from
the initial value of 15% to the final value of 100% in 10000
seconds.
The result of the optimization is shown in Figure 3. During
the first 200 seconds, the gas turbine load is increased
at the maximum allowed rate and the stress builds up
rapidly, until it reaches the target limit. Subsequently, the
load is slowly increased, in order to maintain the stress
level approximately constant at the prescribed limit. When
the 50% load level is reached, further increases of the
load do not cause additional increase of the gas exhaust
temperature, and therefore cause only small increases
of the steam temperature, due to the steam generator
dynamics. It is then possible to resume increasing the load
at the maximum allowed rate, while the stress level starts
to decrease. The full load is reached at about 4200 s.
Figure 4 show the corresponding temperature transients
in the turbine shaft: the upper curve shows the live
steam temperature, while the middle and low curves show
the turbine rotor surface and mean temperature. The
surface temperature follows the steam temperature due
to convective heat transfer phenomena, while the mean
temperature lags behind because of the large thermal
inertia of the bulk of the rotor (recall that the thermal
stress is actually proportional to the difference between
the two).
This result is qualitatively comparable to the results
obtained by Casella and Pretolani (2006) with a detailed
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(b) Frischdampf-Temperatur (blau), Temperatur auf
der Oberfla¨che des Dampfturbinen-Rotors (rot) und
dessen mittlere Temperatur (gru¨n)
Abbildung 3.2: Optimierter Anfahrbetrieb aus dem Modell von (Casella u. a. 2011b)
Insgesamt ist die mathematisch stringente Optimierung des Anfahrprozesses eine vielversprechende
Mo¨glic keit zur Beschleunigung des Anfahrens von konventionellen Anlagen. Es ero¨ffnet vielfa¨ltige Mo¨g-
lichkeiten. Denkba¨r wa¨re be spielsw ise ei e Online-Berechnung ptimaler Sollwerte fu¨r Regelungen,
um den Anfahrbetrieb realer Anlagen in Echtzeit zu optimier n. Daru¨ber hinaus wa¨re ein U¨bertragen
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der optimierungsgestu¨tzten Verfahren auf Lastwechsel oder andere dynamische Anforderungen an fossil
befeuerte Kraftwerke mo¨glich.
Nichtsdestotrotz muss beachtet werden, dass die hier diskutierten Methoden noch sehr akademischen
Charakter und in der Praxis bis dato noch keine Anwendung gefunden haben. Gru¨nde hierfu¨r sind insbe-
sondere die Optimierungsalgorithmen, die je nach Komplexita¨t der zugrundeliegenden Modelle Probleme
bei der Konvergenz. Problematisch ist auch, dass bereits bei der Modellierung der Anlage auf eine gewisse
Konformita¨t mit den Anforderungen des Algorithmus geachtet werden muss.
3.2 Simulation der Bauteilscha¨digung
Wie bereits in Abschnitt 1.2 na¨her erla¨utert wurde, ist ein wesentliches gradientenbeschra¨nkendes Pha¨-
nomen bei Lastwechseln von Kraftwerken die Ausbildung von transienten Temperaturdifferenzen in dick-
wandigen Bauteilen, die zu thermischen Spannungen und somit zu erho¨htem Lebensdauerverbrauch der
jeweiligen Bauteile fu¨hren. Hierbei sind wie schon angedeutet in Kraftwerken hauptsa¨chlich die Scha¨-
digungsmechanismen Kriechen und Low Cycle Fatigue (LCF), also Ermu¨dung durch Schwingbeanspru-
chung mit niedrigen Frequenzen, relevant.
Es hat in der Literatur vielfa¨ltig Anstrengungen gegeben, die Bauteilscha¨digungen in die dynami-
schen Simulationen mit aufzunehmen. Dies kann auf verschiedenen Ebenen der Detaillierung erfolgen.
Die einfachste Methode hierzu ist es, lediglich die Temperaturunterschiede u¨ber die Wanddicke2 in den
jeweiligen Bauteilen u¨ber die Wa¨rmeleitgleichung zeitabha¨ngig zu berechnen. Diese stellen ein direktes
Maß fu¨r die auftretenden thermischen Spannungen dar, lassen jedoch keinen quantitativen Schluss auf
die Spannungen und Scha¨digungen zu (Lind u. Sa¨llberg 2012). Um die Modellierung realistischer zu ge-
stalten und aussagekra¨ftigere Ergebnisse zu erhalten, ko¨nnen mittels der Temperaturunterschiede in den
Wa¨nden der entsprechenden Bauteilen direkt die thermomechanischen Spannungen u¨ber entsprechende
Formeln berechnet werden. Dieser Ansatz wurde in der Literatur bereits vielfa¨ltig verfolgt (Kim u. a.
1999, Casella u. a. 2011a, Albanesi u. a. 2006, Kru¨ger u. a. 2001, Franke u. a. 2003, Meinke u. a. 2011).
Geht man noch einen Schritt weiter, so lassen sich dann mithilfe dieser Ergebnisse und entsprechenden
normativen Regelwerken3 die Scha¨digungen durch Kriechen und LCF ermitteln (Schuhbauer u. a. 2011,
Bracco 2012, Zehtner 2009). Im Vergleich zu der einfachsten Methode, wo nur die Temperaturdifferen-
zen in der Wand mittels der Wa¨rmeleitgleichung zeitabha¨ngig simuliert werden, beno¨tigt das Ermitteln
der Spannungen und Scha¨digungen hieraus keinen nennenswerten rechnerischen Mehraufwand, da keine
Differentialgleichungen gelo¨st werden mu¨ssen.
Im Folgenden sollen nun exemplarisch ausgewa¨hlte Arbeiten aus der Literatur zu diesem Thema er-
la¨utert werden, um die Verfahren zu verdeutlichen.
So hat beispielsweise Kim umfangreiche, simulationsgestu¨tzte Untersuchungen u¨ber die zeitliche Ent-
wicklung von thermischen Spannungen in der Trommel eines Abhitzedampferzeugers wa¨hrend des An-
fahrvorgangs angestellt (Kim u. a. 1999). Hierfu¨r wurden die thermischen Spannungen wa¨hrend der Si-
mulation wie weiter oben geschildert aus den Temperaturdifferenzen u¨ber die Wandsta¨rke berechnet. Die
Temperatur und der Massenstrom des Gasturbinenrauchgases wurde hierbei dem Abhitzedampferzeu-
ger als dynamische Randbedingung aufgepra¨gt. Bei den Simulationen der Anfahrvorga¨nge unterschied
Kim einerseits das sequentielle Anfahren, bei dem der Abhitzedampferzeuger erst bei Gasturbinenvolllast
hochgefahren wird, und andererseits das simultane Anfahren von Gasturbine und Abhitzekessel (Kim
u. a. 1999). Daru¨ber hinaus wurden in den Simulationen verschiedene Anfahrstrategien wie beispielswei-
se das Nutzen eines Bypass-Kamins vor dem Abhitzedampferzeugers untersucht. Als maximal erlaubte
thermische Spannung wurden von Kim 180MPa definiert.
Fu¨r den sequentiellen Anfahrvorgang ohne Bypass ergaben sich die thermischen Spannungen nach
Abbildung 3.3a. Zu erkennen ist, dass an der inneren Oberfla¨che der Dampftrommel die Spannungen
2 genauer: Die Differenz zwischen mittlerer Wandtemperatur und Wandtemperatur an der (beheizten) Innenfla¨che.
3 Dies sind meist die TRD, DIN EN 12952 oder ASME BPVC.
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Fig. 2. HRSG start-up behavior for the steady gas turbine exhaust condition (800 K, 240 kg/s) without gas bypass:
(a) temperatures and steam pressure; (b) temperature distribution through wall thickness; (c) thermal stress
distribution through wall thickness.
T.S. Kim et al. / Applied Thermal Engineering 20 (2000) 977±992 985
(a) Sequentielles Anfahren ohne BypassnutzungFig. 3. Eect of the step mode gas ¯ow increase on the maximum thermal stress in case of the steady gas turbine
exhaust conditio (800 K): (a) dierent modes of HRSG inlet gas ¯ow variation; (b) steam pressure; (c) maximum
thermal stress.
T.S. Kim et al. / Applied Thermal Engineering 20 (2000) 977±992 987
(b) Sequentielles Anfahren mit stufenfo¨rmiger
Bypass-Schließung
result in a second stress peak that is higher than the ®rst one and should be avoided. Hence,
S2 must be the best single step mode bypass considering the allowable stress level. Further
favorable eect in the aspect of fatigue life can be achieved if the gas ¯ow increase process
becomes more gradual. This is exempli®ed by a double step mode increase as in S3. This case
exhibits three stress peaks, all of which are lower than the allowable limit. The maximum stress
oscillates with a very small variation in its magnitude, which seems very favorable in view of
the fatigue life.
As an extreme example of the gradual gas ¯ow increase, a ramp mode is considered. Shown
in Fig. 4 are two examples (R1 and R2) that are dierent from each other in the slope of the
mass ¯ow increase. The starting time and duration of the ramp mode ¯ow variation is
determined considering the allowable stress limit as in previous examples. A more gradual
Fig. 4. Eect of the ramp mode gas ¯ow increase on the maximum thermal stress in case of the steady gas turbine
exhaust condition (800 K): (a) dierent modes of HRSG inlet gas ¯ow variation and steam pressure; (b) maximum
thermal stress.
T.S. Kim et al. / Applied Thermal Engineering 20 (2000) 977±992988
(c) Sequentielle A fahren it rampenfo¨ miger
Bypass-Schließung
full gas ¯ow is applied. A slight modulation of the ¯ow rate during the early stage is enough to
keep the stress under the allowable limit since the original stress peak is not very high.
5. Conclusions
A program to predict the transient characteristics of the HRSG has been constructed. A
quasi-steady formulation was used for the governing equation sets and the bulk heat exchanger
model was adopted. The start-up behavior of the high-pressure part of a HRSG was analyzed.
Special focus was put on the estimation of the thermal stress in the steam drum. Three HRSG
start-up procedures (steady gas turbine without gas bypass, steady gas turbine with gas bypass,
start-up gas turbine) were simulated. The highest thermal stress occurs at the drum inner
Fig. 6. HRSG start-up behavior for the simultaneous start-up: (a) temperatures and steam pressure; (b) maximum
thermal stress.
T.S. Kim et al. / Applied Thermal Engineering 20 (2000) 977±992990
(d) Simultanes Anfahren mit und ohne Bypass
Abbildung 3.3: Ergebnisse der Anfahruntersuchungen von Kim (Kim u. a. 1999)
natu¨rlich am ho¨chsten sind, da dort die gro¨ßten Temperaturdifferenzen vorliegen. Aus diesem Grunde
wurden die nachfolgenden Untersuchungen nur anhand der maximalen thermischen Spannung an der
Innenoberfla¨che durchgefu¨hrt. Weiter ist aus Abbildung 3.3a erkennbar, dass an dieser Stelle die auf-
tretenden thermischen Spannungen beim sequentiellen Anfahren ohne Byp ss viel zu hoc sind, sod ss
von Kim in einem weiteren Schritt ein sequentielles Anfahren mit teilweiser Bypass-Nutzung simuliert
wurde. Hierbei wurde die Abgasmenge, die auf den Abhitzekessel geleitet wird, in mehreren Stufen
erho¨ht. Dies geschah so, dass sich wa¨hrend des Halt ns der M ssenstro¨me die Tem eraturdifferenzen
und somit die thermischen Spannungen bbauen ko¨nnen (Kim u. a. 1999). Diese Vorga¨nge sind in Ab-
bildung 3.3b dargestellt. Die Graphen S1 und S2 bezeichnen hierbei den Anfahrvorgang mit nur zwei
Massenstrom-Stufen, jedoch mit unterschiedlichem Umschaltzeitpunkt, wa¨hrend S3 den Anfahrvorgang
mit drei Stufen repra¨sentiert. Erkennbar ist, dass mit einer ho¨heren Stufenanzahl eine ku¨rzere Anfahrzeit
aufgrund besserer Ausnutzung der maximal erlaubten thermischen Spannung mo¨glich ist. Hieraus zog
Kim den Schluss, den Grenzfall mit unendlich vielen Stufen zu simulieren, na¨mlich eine rampenfo¨rmige
Steigerung des Rauchgasmassenstroms (Kim u. a. 1999). Das Ergebnis ist in Abbildung 3.3c dargestellt,
wobei R1 das Simulationsergebnis mit einer steileren Rampe als R2 repra¨sentiert. Erkennbar ist, dass
bei der flacheren Rampe R2 die Peaks in der Spannung weitestgehend gegla¨ttet werden ko¨nnen, was
ho¨here Bauteilscha¨digungen durch Wechselbeanspruchung vermeidet. Daru¨ber hinaus dauert in dieser
Konfiguration der Anfahrvorgang nur unwesentlich la¨nger, sodass das Anfahren mit flachen Rampen zu
bevorzugen ist (Kim u. a. 1999).
Daru¨ber hinaus wurde auch ein simultanes Anfahren von Gasturbine und Abhitzekessel von Kim un-
tersucht (Kim u. a. 1999). Die entsprechenden Ergebnisse fu¨r den Anfahrvorgang mit und ohne Bypass-
Nutzung sind in Abbildung 3.3d dargestellt. Es ist erkennbar, dass beim Anfahren ohne Bypass die
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maximale thermische Spannung nur ein wenig u¨ber der definierten Maximalspannung von 180MPa liegt,
was durch das Anfangs noch geringe Wa¨rmeangebot des Gasturbinenabgases erkla¨rt werden kann. Weiter-
hin ist aus Abbildung 3.3d ersichtlich, dass eine leichte Bypass-Regelung wa¨hrend der fru¨hen Startphase
diesen Peak in der thermischen Spannung unter dem definierten Ho¨chstwert halten kann, ohne die An-
fahrzeit nennenswert negativ zu beeinflussen.
Ein weiteres repra¨sentatives Beispiel fu¨r die simulationsgestu¨tzte Ermittlung von Bauteilscha¨den sind
die Arbeiten von Schuhbauer und seinen Mitarbeitern (Schuhbauer u. a. 2011). Hier wurde mit APROS
ein sehr detailliertes Modell eines Steinkohlekraftwerks mit sehr hohen Frischdampfparametern (700 °C,
365 bar) entwickelt. Daru¨ber hinaus wurde ein selbstentwickelter C-Code in APROS integriert, um wa¨h-
rend der Simulation in U¨bereinstimmung mit der DIN EN 12952 Bauteilscha¨digungen durch Ermu¨dung
und Kriechen zu berechnen. Damit gehen diese Arbeiten noch etwas weiter als das Vorgehen von Kim
(Kim u. a. 1999).
Im Rahmen der Untersuchungen wurde von einem typischen Kraftwerkslebenszyklus von 40 Jahren
mit etwa 150 Kaltstarts, 850 Warmstarts und 3000 Heißstarts ausgegangen, wobei die geringe Anzahl an
Kaltstarts im Rahmen der Scha¨digungsanalyse vernachla¨ssigt wurde (Schuhbauer u. a. 2011). Mithilfe des
Modells konnte somit eine Aussage u¨ber die Gesamtscha¨digung des Kraftwerks nach einem kompletten
Lebenszyklus getroffen werden. Ein Auszug der Ergebnisse dieser Untersuchung ist in Abbildung 3.4
dargestellt, wo die Gesamtscha¨digung und die jeweiligen Anteile durch Kriechen und Ermu¨dung fu¨r die
Ein- und Austrittssammler der U¨berhitzerstufen drei und vier aufgetragen sind. Erkennbar ist, dass
je nach Sammler eine Gesamtscha¨digung von etwa 35 bis 40% gegeben ist. Daru¨ber hinaus la¨sst sich
feststellen, dass die Kriechscha¨digung in den Sammlern der letzten U¨berhitzerstufe sta¨rker ausgepra¨gt
sind, was darauf zuru¨ckzufu¨hren ist, dass dort die ho¨chsten Temperaturen herrschen.
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Abbildung 3.4: Simulativ ermittelte Gesamtscha¨digungen verschiedener Sammler in einem Kraftwerkslebens-
zyklus (nach Schuhbauer u. a. 2011)
Neben der simulativen Untersuchung der Gesamtscha¨digung wurde von Schuhbauer und seinen Mitar-
beitern auch eine Sensitivita¨tsanalyse der Sammlerscha¨digungen bezu¨glich ihrer Geometrie vorgenommen
(Schuhbauer u. a. 2011). Hierbei wurden der Innen- sowie der Außendurchmesser der Sammler unabha¨ngig
voneinander variiert und mittels Simulation der Einfluss dieser A¨nderungen auf die Gesamtscha¨digung
untersucht. Die Ergebnisse dieser Analysen fu¨r den Austrittssammler der U¨berhitzerstufe drei bezie-
hungsweise vier sind in den Abbildungen 3.5a beziehungsweise 3.5b dargestellt. Betrachtet man zuna¨chst
die Ermu¨dungsscha¨den, so fa¨llt auf, dass beim Austrittssammler des U¨berhitzers drei (Abbildung 3.5a)
bei geringerer Wandsta¨rke (also bei gro¨ßerem Innendurchmesser und kleinerem Außendurchmesser) die
Ermu¨dungsscha¨digungen geringer werden. Dies ist dadurch erkla¨rbar, dass bei geringerer Wandsta¨rke
die resultierenden thermischen Spannungen bei Lastwechseln geringer ausfallen. Aufgrund der mit der
Verringerung der Wanddicke einhergehenden Strukturschwa¨chung ist allerdings die Scha¨digung durch
Kriechmechanismen zu verzeichnen, die gegenu¨ber der herabgesetzten Ermu¨dungsscha¨digung jedoch
relativ gering sind. Insgesamt scheint dieser Einfluss der Geometrie auf die Ermu¨dungsscha¨den beim
U¨berhitzer vier jedoch deutlich geringer zu sein (Abbildungen 3.5). Vielmehr sind hier die Kriechscha¨den
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aufgrund der ho¨heren Temperaturen wesentlich bedeutender, die sich infolge von herabgesetzten Wand-
sta¨rken sta¨rker auspra¨gen. Ein anderer Grund hierfu¨r ist, dass am U¨berhitzer vier ein anderer Werkstoff
zur Anwendung kam als bei U¨berhitzer drei (Schuhbauer u. a. 2011).
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Abbildung 3.5: Geometrieabha¨ngigkeit von Kriech- und Ermu¨dungsscha¨digungen in Austrittssammlern (nach
Schuhbauer u. a. 2011)
Neben der Berechnung der eigentlichen Scha¨digungen ist es natu¨rlich auch mo¨glich, die gleichen Metho-
den zur Online-Berechnung und -U¨berwachung von thermischen Spannungen in dickwandigen Bauteilen
anzuwenden. Dies kann große Vorteile gegenu¨ber der u¨blichen Differenztemperatur-Messung bieten, bei
der mithilfe von mindestens zwei Thermoelementen in verschiedenen Bereichen der Wanddicke die Tempe-
raturen gemessen und verglichen werden, was Ru¨ckschlu¨sse auf die vorliegenden thermischen Spannungen
erlaubt. Diese beiden Verfahren wurden von Lausterer miteinander verglichen (Lausterer 1997). Ein Aus-
zug seiner Ergebnisse ist in Abbildung 3.6 gegeben. In dieser ist der mit der Differenztemperatur-Messung
vorhergesagte Temperaturverlauf u¨ber die Wanddicke dem (im Rahmen numerischer Genauigkeit) exak-
ten aus der Berechnung gegenu¨bergestellt (Lausterer 1997). Anhand der Abbildung ist gut erkennbar,
dass die Messungen der Temperaturen nur eine verzo¨gerte Abscha¨tzung der Temperaturunterschiede und
somit der thermischen Spannungen liefern. Dies ist insbesondere dadurch zu begru¨nden, dass Thermo-
elemente nicht direkt an die Innenwand des Bauteils angebracht werden ko¨nnen, da die hierfu¨r no¨tigen
Bohrung die Strukturintegrita¨t zersto¨ren wu¨rden. Das fu¨hrt dazu, dass A¨nderungen in der Tempera-
tur der Innenwand erst u¨ber Wa¨rmeleitung zu dem Messpunkt gelangen. Eine weitere Konsequenz ist,
dass Temperaturspitzen nur geda¨mpft erfasst werden ko¨nnen und Gradienten bei diesem Verfahren nur
relativ schwach abbildbar sind. Dementsprechend ist die Online-Berechnung eine interessante Alternati-
ve zur Differenztemperatur-Messung, die eine wesentlich genauere Spannungsabscha¨tzung gewa¨hrleistet.
Dies birgt große Vorteile beim Anfahren und beim Lastwechseln, da mit der genauen Kenntnis der
thermischen Spannungen in kritischen Bauteilen die Lastwechsel entsprechend besser abgefahren werden
ko¨nnen. Nach Lausterer ist dieses Verfahren beispielsweise von Siemens im Großkraftwerk Mannheim im-
plementiert worden, was im Anfahrprozess Brennstoffersparnisse von 20 bis 50% erbracht hat (Lausterer
1997).
3.3 Simulation von Konzepten zur Bereitstellung von Regelleistung
Da infolge steigender Einspeisung regenerativer Energien auch die Netzstabilita¨t zunehmend volatil wird,
ist konventionellen Energieerzeugungsanlagen mehr und mehr die Aufgabe der Netzregelung auferlegt.
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Abbildung 3.6: Gegenu¨berstellung von Differenztemperatur-Messung und Berechnung der Temperaturvertei-
lung in dickwandigen Bauteilen (Lausterer 1997)
Dies ist fu¨r einen ordungsgema¨ßen Betrieb des internationalen Stromnetzes essentiell, da bereits bei rela-
tiv geringen Abweichungen von der Nennfrequenz des Netzes (in Europa 50Hz) Scha¨den bei elektrischen
Anlagen entstehen ko¨nnen.
Im Rahmen von dynamischen Simulationen zur Flexibilisierung von konventionellen Kraftwerken sind
in der Literatur gewisse Betriebsstrategien untersucht worden, die den Netzregelbetrieb zum Ziel haben.
Darunter wird die Bereitstellung von Regelleistung zur Erhaltung der Netzstabilita¨t verstanden. Diese
kann auf verschiedene Arten erfolgen. Insbesondere wird hierbei unter anderem zwischen Prima¨r- und
Sekunda¨rregelleistung unterschieden. Prima¨rregelung bezeichnet die Bereitstellung von Regelleistung von
mindestens ±2% der Anlagennennlast zur Erhaltung der Netzfrequenz von 50Hz. Diese Netzdienstleis-
tung ist no¨tig, um bei Sto¨rfa¨llen die Balance von Leistungsangebot und -nachfrage innerhalb weniger
Minuten wieder herzustellen und so das Netz stabil zu halten. Die Sekunda¨rregelleistung hingegen be-
zeichnet diejenige Leistung, die von Anlagen zur Verfu¨gung gestellt werden muss, um akuten Sto¨rfa¨llen
etwas zeitverzo¨gert nachzufahren und somit die durch Prima¨rregelung gebundene Anlagenleistung wie-
der zu entbinden (Zehtner 2009). Dieser Vorgang ist somit weniger zeitkritisch als die Bereitstellung von
Sekunda¨rregelleistung. Neben der Bereitstellung von Regelleistung gibt es auch noch andere Netzdienst-
leistungen, wie beispielsweise das Angebot von Blindleistung. Zu beachten ist, dass die herko¨mmliche
Methode zur Lasta¨nderung, na¨mlich das Erteilen eines Feuerbefehls an das Zuteiler-, Mahl- und Feue-
rungssystem, viel zu tra¨ge ist um den Anforderungen der Netzregelung nachzukommen. Daher sind fu¨r
diese Zwecke gesonderte Maßnahmen erforderlich, auf deren simulative Untersuchungen im Folgenden
na¨her eingegangen werden soll.
Zehtner hat simulationsgestu¨tzte Untersuchungen zur optimalen Bereitstellung von Netzregelleistung
angestellt (Zehtner 2009). Hierzu wurden verschiedene Konzepte analysiert, wobei die kommerzielle Soft-
ware APROS zum Einsatz kam.
Im Falle des Prima¨rregelbedarfs wurde einerseits die Mo¨glichkeit der permanenten Androsselung des
Dampferzeugers identifiziert. Diese ermo¨glicht ein schnelles Ausspeichern von zusa¨tzlichem Dampf aus
dem Kessel und somit eine kurzfristige Erho¨hung der Anlagenleistung. Allerdings fu¨hrt dieser Betrieb
zu einer permanenten Entropieerho¨hung des Mediums infolge Drosselung und somit zu Wirkungsgrad-
nachteilen. Dieser gravierende Nachteil fu¨hrte zur Favorisierung einer alternativen Betriebsstrategie zur
Bereitstellung von Prima¨rregelleistung, dem sogenannten Kondensatstopp (Zehtner 2009). Dieser kann
direkt oder indirekt erfolgen und wurde mithilfe von Simulationen ausfu¨hrlich von Zehnter untersucht.
Die Ergebnisse der Simulationen sind in Abbildung 3.7a dargestellt.
Im Falle des indirekten Kondensatstopps werden die Kondensatregelventile beziehungsweise die Kon-
densatpumpen so geregelt, dass wasserseitig eine stark reduzierte – oder sogar gar keine – Durchstro¨-
mung durch die Niederdruck-Vorwa¨rmer gegeben ist (Zehtner 2009). Dies fu¨hrt mit kurzer zeitlicher
Verzo¨gerung4 zu einer verringerten Dampfkondensation in den Vorwa¨rmern und somit zu geringeren An-
4 Die thermische Tra¨gheit der Niederdruck-Vorwa¨rmer ist aufgrund der kleinen Wandsta¨rken gering (Zehtner 2009).
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(a) Kondensatstopp-Betrieb zur Prima¨rregelung (b) Speisewasservorsteuerung zur Sekunda¨rregelung
Abbildung 3.7: Simulation und Messung von Betriebsstrategien zur Bereitstellung von Prima¨r bzw. Sekunda¨r-
regelenergie (Zehtner 2009)
zapfmassenstro¨men. Infolgedessen kann u¨ber einen begrenzten Zeitraum mehr elektrische Leistung in den
Turbinen erzeugt werden. Hierfu¨r ist kein apparativer Mehraufwand, sondern lediglich eine Anpassung in
der Leit- und Regelungstechnik no¨tig. Der indirekte Kondensatstopp ist allerdings nur u¨ber einen relativ
kurzen Zeitraum von etwa drei Minuten durchfu¨hrbar, da durch den stark verringerten Kondensatmas-
senstrom der Speisewasserbeha¨lter leergefahren wird (Zehtner 2009). Wird der Kondensatstopp-Betrieb
weiter durchgefu¨hrt, kann es aufgrund zu geringer Speisewassermassenstro¨me zu Kesselscha¨den kommen.
Hinzu kommt, dass das Zeitverhalten der Leistungssteigerung anfangs tra¨ge ist, was der großen thermi-
schen Tra¨gheit des Speisewasserbeha¨lters geschuldet ist (Zehtner 2009). In Abbildung 3.7a sind neben
den Simulationsergebnissen auch entsprechende Messungen fu¨r den indirekten Kondensatstopp-Betrieb
aufgetragen, die eine gute U¨bereinstimmung mit den Simulationsergebnissen zeigen.
Gegenu¨ber dem indirekten Kondensatstopp wurde auch der direkte untersucht. Im Vergleich zur zu-
vor erla¨uterten Variante wird hier zusa¨tzlich eine dampfseitige Absperrung der Niederdruck-Vorwa¨rmer
und eventuell auch des Speisewasserbeha¨lters vorgenommen. Hierdurch kann die anfa¨ngliche Tra¨gheit
des indirekten Kondensatstopps wesentlich verbessert werden, was kurzfristig sehr schnelle Lastwechsel
erlaubt. Allerdings wird wegen der fehlenden Dampfzustro¨mung in den Speisewaserbeha¨lter dieser noch
schneller leergefahren, sodass der direkte Kondensatstopp-Betrieb etwas ku¨rzer aufrechtzuerhalten ist
als der indirekte (Zehtner 2009). In Abbildung 3.7a ist erkennbar, dass aufgrund dieses Nachteils der
direkte Kondensatstopp etwa 30 Sekunden ku¨rzer fahrbar ist als die indirekte Variante. Zu beachten
ist, dass beim direkten Kondensatstopp verschiedene Kombinationen von Dampfabsperrungen mo¨glich
sind, die von Zehtner analysiert wurden (Zehtner 2009). Als Ergebnis konnte gewonnen werden, dass
der gro¨ßte Mehrgewinn an Dynamik das dampfseitige Abschließen des Speisewasserbeha¨lters darstellt,
da dieser eine wesentlich gro¨ßere thermische Tra¨gheit als die Niederdruck-Vorwa¨rmer aufweist (Zehtner
2009). Im Gegensatz zum indirekten Kondensatstopp sind hierbei allerdings zusa¨tzliche Ventile in den
Anzapfleitungen no¨tig.
Wa¨hrend der soeben vorgestellte Kondensatstopp-Betrieb vornehmlich zur Prima¨rregelung geeignet
ist, wurde zur Bereitstellung von Sekunda¨rregelleistung die sogenannte Speisewasservorsteuerung von
Zehtner untersucht (Zehtner 2009). Hierbei handelt es sich um eine Regelstrategie, bei der die Speisewas-
serregelung beeinflusst wird, indem der Enthalpiesollwert am Verdampferaustritt dynamisch angepasst
wird (Zehtner 2009). Dies kann gerade so erfolgen, dass bei einer Lasterho¨hung der Speisewassermassen-
strom schneller erho¨ht wird, als es die (tra¨ge) zunehmende Feuerungsleistung rechtfertigen wu¨rde. In der
Folge wird Dampferzeuger kurzfristig u¨berspeist und somit zusa¨tzlichen Frischdampf erzeugt. Hierdurch
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kann eine Sekunda¨rregelung erreicht werden (Zehtner 2009). Zu beachten ist bei dieser Betriebsstrategie
allerdings, dass die U¨berspeisung des Dampferzeugers nur soweit erfolgen darf, dass die Frischdampfpara-
meter konstant bleiben, um eine zusa¨tzliche Bauteilermu¨dung durch Spannungswechselbeanspruchung zu
vermeiden5 und auch sonst keine Gefa¨hrdung des Dampferzeugers und anderer Komponenten entsteht.
Die Simulationsergebnisse Zehtners fu¨r eine Lasta¨nderung der untersuchten Anlage von etwa 424MW
auf 450MW sind in Abbildung 3.7b gleichsam fu¨r den Betrieb mit und ohne Speisewasservorsteuerung
aufgetragen. Erkennbar ist, dass mit Vorsteuerung des Speisewassermassenstroms innerhalb der ersten
zehn Minuten eine deutlich ho¨here Dynamik erreichbar ist. Bereits nach etwa drei Minuten steht gegen-
u¨ber dem Fall ohne Vorsteuerung eine zusa¨tzliche Leistung von etwa 1,5% der Anlagennennlast fu¨r den
Zeitraum von etwa fu¨nf Minuten zur Verfu¨gung (Zehtner 2009).
3.4 Simulation des Teillastbetriebs und von Lastwechseln
Durch die steigende Einspeisung regenerativer Energien in das deutsche Stromnetz werden, wie in Ab-
schnitt 1.1 bereits ausfu¨hrlicher dargelegt wurde, die konventionellen Energieerzeugungsanlagen auch
zunehmend in ein Lastregime gezwungen, das von vielen Lastwechseln gekennzeichnet ist. Bis vor weni-
gen Jahren wurden Kraftwerke bei Ihrer Planung der Grund-, Mittel- oder Spitzenlast zugeordnet und
dann fu¨r ihren Volllastpunkt hinsichtlich ihres Wirkungsgrades optimiert. Dies wird der sich aktuell ent-
wickelnden Situation am Energiemarkt kaum noch gerecht, da auf wirkungsgradoptimierte, schnelle und
gleichzeitig lebensdauerneutrale Lastwechsel in der klassischen Auslegung der Kraftwerke weniger Wert
gelegt wurde (Kim u. a. 1999). Dementsprechend ist es von hohem Interesse, durch mo¨glichst einfache
Anpassung bestehender Anlagen die Lastwechselfa¨higkeit zu verbessern sowie Verbesserungspotenziale
fu¨r neue Anlagen zu untersuchen. Hierfu¨r bieten sich Simulationsstudien insbesondere auch aufgrund
ihrer großen Flexibilita¨t und Generizita¨t an.
Im Rahmen umfangreicher Simulationen haben Heim und seine Mitarbeiter das Verhalten eines
ALSTOM-Steinkohledampferzeugers im Lastwechselbetrieb untersucht (Heim u. a. 2010). Konkret han-
delte es sich bei dem analysierten Kessel um einen u¨berkritischen, im Zwangdurchlauf geschalte-
ten Einzug-Dampferzeuger der 800/900MW-Klasse (Heim u. a. 2010). Als Simulationsprogramm kam
APROS zum Einsatz. Zur Verbesserung der Lasta¨nderungsfa¨higkeit wurden unterschiedliche Strategien
untersucht, deren Simulationsergebnisse im Folgenden erla¨utert werden sollen.
Zuna¨chst wurde die sogenannte indirekte Feuerung und ihre Anwendbarkeit auf den vorliegenden
Dampferzeuger untersucht. Diese Maßnahme umfasst eine Zwischenspeicherung gemahlener Kohle in Si-
los, sodass der Mahlprozess, der eine sehr hohe Tra¨gheit aufweist, und die Verbrennung zeitlich entkoppelt
werden (Heim u. a. 2010). Hierbei kann bei einem Feuerungsbefehl direkt die bereits gemahlene Kohle aus
dem Silo ausgespeichert werden, wa¨hrend die das tra¨ge Mu¨hlensystem dem Feuerungsbefehl nachfa¨hrt.
Dies verspricht eine Verbesserung der Dynamik des Dampferzeugers. Das Prinzip der indirekten Feuerung
wurde von Heim und seinen Mitarbeitern modelliert und simuliert. Abbildung 3.8 zeigt die entsprechen-
den Simulationsergebnisse fu¨r einen exemplarischen Lastwechsel, wobei der Frischdampfmassenstrom
repra¨sentativ fu¨r den Lastzustand u¨ber der Zeit aufgetragen ist.
Erkennbar ist, dass die indirekte Feuerung eine wesentlich schnellere Dynamik beim Lastwechsel er-
mo¨glicht. Diese schnelle Leistungsbereitstellung kann je nach Netzanforderung auch als Regelleistung am
Regelmarkt vertrieben werden, was wirtschaftliche Vorteile fu¨r das Kraftwerk bietet. Allerdings muss
festgehalten werden, dass der Zwischensilo und mit ihm einhergehende Anlagentechnik zusa¨tzliche In-
vestitionskosten verursacht. Diese ko¨nnen sich aber am zuku¨nftigen Energiemarkt unter Umsta¨nden
auszahlen, wenn sie dazu fu¨hren, dass die Anlage aufgrund ihrer erho¨hten Lastwechselfa¨higkeit ha¨ufi-
ger vom Lastverteiler angefordert wird. Hinzu kommt, dass der Zwischenspeicher relativ klein gehalten
5 Dies la¨sst sich innerhalb gewisser Grenzen mit A¨nderungen in den Einspritzmassenstro¨men bewerkstelligen, wie Zeht-
ner mithilfe von Simulationen belegen konnte (Zehtner 2009).
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Abbildung 3.8: Vergleich von Lastwechseln eines Steinkohledampferzeugers mit und ohne indirekte Feuerung
(Heim u. a. 2010)
werden kann, da er nur zum Ausgleich der tra¨gen Dynamik der Mu¨hlenanlage und der schnellen Lastan-
forderung ausgleichen soll (Heim u. a. 2010).
Als eine alternative Mo¨glichkeit zur Verbesserung der Lasta¨nderungsfa¨higkeit wurde von Heim eine
Kombination von Speisewasservorsteuerung und Brennstoff-U¨bersteuerung analysiert (Heim u. a. 2010).
Die Speisewasservorsteuerung wurde bereits in Abschnitt 3.3 im Rahmen der Erzeugung zusa¨tzlicher Leis-
tung zur Regelenergiebereitstellung erla¨utert. Die Brennstoff-U¨bersteuerung beinhaltet, wie der Name
bereits vermuten la¨sst, eine u¨berma¨ßige Brennstoffzufuhr zum Dampferzeuger, die u¨ber dem vom Brenn-
stoffregler festgelegten Maß liegt. Beide Maßnahmen wurden in Kombination bei Lastwechseln simuliert.
Die entsprechenden Ergebnisse sind in Abbildung 3.9 dargestellt. Im linken Bereich der Abbildung ist
der Frischdampfmassenstrom bei einem Lastwechsel von 90% auf 100% u¨ber die Zeit aufgetragen, wobei
erkennbar ist, dass mit Speisewasservorsteuerung (hier auch Speisewasservorhalt genannt) und Brennstof-
fu¨bersteuerung eine Verbesserung der Dynamik unter leichtem U¨berschwingen erreichbar ist. Allerdings
ist anzumerken, dass es bei Anwendung dieser Betriebsstrategie zu Temperatursto¨rungen im Dampfer-
zeuger kommt, da voru¨bergehend das Verha¨ltnis von Speisewasser-Massenstrom und Beheizung wegen
des Eingriffs in die Brennstoff- und Speisewasserregelung6 unausgeglichen ist (Heim u. a. 2010). Diese
Temperatursto¨rungen sind im rechten Bereich von Abbildung 3.9 dargestellt. Zu erkennen ist, dass die
Sto¨rungen relativ große Betra¨ge von bis zu 6 °C erreichen und mit der Zeit nur langsam ausgeregelt
werden ko¨nnen.
Abbildung 3.9: Vergleich der Lastwechseldynamik eines Steinkohledampferzeugers mit und ohne Brennstoff-
u¨bersteuerung und Speisewasservorsteuerung (Heim u. a. 2010)
Als dritte Maßnahme zur Verbesserung der Anlagendynamik wurde eine simulative Regleroptimie-
rung vorgenommen. Hierfu¨r ist die Simulation ein sehr ada¨quates Mittel, da zeit- und kostensparend
verschiedene Regelstrategien untersucht und optimale Regelparameter ermittelt werden ko¨nnen, wo-
6 Dies geschieht im Zuge der Speisewasservorsteuerung und Brennstoffu¨bersteuerung
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fu¨r wa¨hrend der Inbetriebnahmephase neuer Anlagen oftmals nur wenig Zeit bleibt (Heim u. a. 2010).
Beispielhaft wurde von Heim und seinen Mitarbeitern die Frischdampftemperaturregelung bei sprungfo¨r-
miger A¨nderung der Feuerungsleistung optimiert. Die Ergebnisse dieser Optimierung sind in Abbildung
3.10 dargestellt. Es ist klar erkennbar, dass vor der Optimierung die Frischdampftemperatur etwa 1500
Sekunden lang einschwingt, wobei teilweise Temperaturdifferenzen von 6 °C vorliegen. Dieser Prozess
ist nach der Optimierung wesentlich unproblematischer, wo der dynamische Vorgang nach etwa 500 Se-
kunden beendet ist und Temperatura¨nderungen von lediglich 1 bis 2 °C entstehen (Heim u. a. 2010). An
diesem Beispiel wird ersichtlich, dass die simulative Regleroptimierung großes Potenzial zur Verbesserung
der Prozessfu¨hrung besitzt. Allerdings muss beachtet werden, dass im Rahmen der Simulation Stellglie-
der idealisiert wurden und zusa¨tzlich die Mess-Signale in den Simulationen unverrauscht sind, sodass
die Optimierungsergebnisse besser sein du¨rften, als in der Realita¨t erreichbar (Heim u. a. 2010). Diese
unrealistischen Idealisierungen ko¨nnen hingegen in APROS auch mit wenig Aufwand beseitigt werden:
Hier sind Stellzeiten fu¨r Stellglieder sowie ein ku¨nstliches Rauschen in Mess-Signalen einstellbar und
somit die Regelung unter realistischeren Bedingungen simulierbar.
Abbildung 3.10: Ergebnis einer simulationsgestu¨tzten Regleroptimierung am Beispiel einer Frischdampftem-
peraturregelung (Heim u. a. 2010)
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4 Zusammenfassung und Ausblick
Das Ziel der vorliegenden Arbeit war es, den aktuellen Stand der Forschung von dynamischen Simulatio-
nen zur Flexibilisierung konventioneller Anlagen aufzuzeigen. Hierzu ist einleitend die aktuelle Situation,
in der sich die Energiebranche zur Zeit befindet, dargelegt worden. Daraus wurde deutlich, dass aufgrund
zunehmender Einspeisung erneuerbarer Energien konventionelle Anlagen mehr und mehr in ein Lastre-
gime verdra¨ngt werden, das von einer hohen und nur schwer vorherzusehender Zahl von Lastwechseln
gepra¨gt ist. Fu¨r diese Betriebsweise sind hingegen diese Anlagen urspru¨nglich nicht ausgelegt worden,
woraus die Notwendigkeit der Flexibilisierung von Bestandsanlagen und Neubauten folgt.
Fu¨r die Untersuchung verschiedener Technologien und Strategien zur Flexibilisierung der konventio-
nellen Anlagen bietet sich insbesondere die dynamische Simulation aufgrund ihrer hohen Zeit- und Kos-
teneffektivita¨t an. Aus diesem Grunde sind im Rahmen dieser Arbeit nach einer kurzen Einfu¨hrung in die
dynamische Simulation von Kraftwerken verschiedene Simulationstechniken und -ansa¨tzen, die derzeit
in der Literatur diskutiert werden, aufgegriffen, erla¨utert sowie exemplarisch anhand einiger bisheriger
Simulationsergebnisse illustriert worden. Konkret handelte es sich um die dargestellten Ansa¨tze um
 die simulative Optimierung von Anfa¨hrvorga¨ngen,
 die Berechnung von transienten, thermischen Spannungen in dickwandigen Bauteilen und dem
daraus folgenden Lebensdauerverbrauch per Simulation,
 die Simulation verschiedener Betriebsstrategien zur kurzfristigen Bereitstellung von Regelleistung
fu¨r das elektrische Netz,
 Simulationen von Lastwechseln und Teillastbetrieb sowie
 die simulationsgestu¨tzte Regleroptimierung.
Anhand der vorgestellten Simulationsmethoden und -ergebnisse kann festgehalten werden, dass es be-
reits einiges Know-How und Simulationsprogramme zur dynamischen Kraftwerkssimulation zwecks Fle-
xibilisierung gibt. Insbesondere die Berechnung von Bauteilscha¨digungen, die Analyse des dynamischen
Verhaltens von Anlagen wa¨hrend Lastwechseln und Teillastfa¨llen sowie Regleroptimierungen entsprechen
dem heutigen Stand der Technik.
Grundlegend anders stellt sich die Situation jedoch im Bereich der simulativen Anfahroptimierungen
dar. Die Kopplung zwischen Simulation, Anlagenmodell und Optimierungsalgorithmus erzeugt eine hohe
Komplexita¨t des Problems, sodass es derzeit nur auf akademischer Ebene Versuche in diese Richtung
gegeben hat, die gro¨ßtenteils den Charakter eines proof of concept haben. Nichtsdestotrotz birgt diese
Mo¨glichkeit der Anlagenflexibilisierung ein sehr hohes Potenzial, sodass weitergehende Forschungsarbei-
ten in dieser Richtung von großem Interesse sind.
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