The matrix-tree theorem counts the number of spanning trees of undirected graphs as well as the number of column bases of totally unimodular matrices. Extending this theorem, Webb (2004) introduced the notion of Pfaffian pairs as a pair of totally unimodular matrices for which counting of their common bases is tractable. This paper consolidates a list of combinatorial structures that can be represented as Pfaffian pairs. This includes spanning trees, Euler tours in four-regular digraphs, arborescences, and perfect matchings in K 3,3 -free bipartite graphs. We also present a strongly polynomial-time algorithm to count maximum weight common bases in weighted Pfaffian pairs. Our algorithm makes use of Frank's weight splitting lemma on the weighted matroid intersection. We further consider the counting problem for Pfaffian pairs under group-label constraints.
Introduction
Let A be a totally unimodular (TU) matrix of size r × n, that is, any minor of A is 0 or ±1. Also suppose that A is of row-full rank. The (generalized) matrix-tree theorem claims that the number of column bases of A is equal to det AA ⊤ [17] . This can be observed by setting A 1 = A 2 = A in the Cauchy-Binet formula
where A 1 , A 2 are matrices of size r × n with common column set E and A k [J] denotes the submatrix of A k indexed by columns J ⊆ E for k = 1, 2. In case where A comes from the incidence matrix of an undirected graph, the formula (1) provides the celebrated matrix-tree theorem due to Kirchhoff [13] for counting spanning trees. From a matroidal point of view, the matrix-tree theorem is regarded as a theorem for counting bases of regular matroids, which is a subclass of linear matroids represented by TUmatrices. Indeed, regular matroids have been recognized as the largest class of matroids for which base counting is exactly tractable. For general matroids (even for binary or transversal matroids), base counting is #P-complete [8, 21] and hence approximation algorithms have been well-studied [1, 2] . Now we are interested in counting common bases of two regular matroids on the same ground set E, or equivalently, common column bases of two TU-matrices A 1 , A 2 with the same column set E. We may assume that A 1 and A 2 are r × n matrices of row-full rank. Finding one common base is the well-known (regular) matroid intersection problem. Unfortunately, counting common bases of A 1 , A 2 is intractable because it includes counting of perfect matchings in bipartite graphs, which is #P-complete [23] . As a tractable subclass of TU-matrix pairs, Webb [24] introduced the notion of Pfaffian (matrix) pairs as follows: a pair (A 1 , A 2 ) of the same size, row-full rank TU-matrices is said to be Pfaffian if (P1) det A 1 These conditions for Pfaffian pairs come from the Cauchy-Binet formula (1) . Namely, if (A 1 , A 2 ) is a Pfaffian pair, | det A 1 A ⊤ 2 | is equal to the number of common bases of A 1 and A 2 since nonzero terms of the right-hand side in (1) do not cancel out. We call this the matrix-tree theorem for Pfaffian pairs. By multiplying a row of A 1 by −1, we may assume that Pfaffian pairs satisfy (P1) without loss of generality. In addition, to make the class of Pfaffian pairs more extensive, we do not require A 1 and A 2 to be TU. Namely, a Pfaffian pair is a pair (A 1 , A 2 ) of real matrices of the same size and of row-full rank satisfying (P1). This minor extension of the definition of Pfaffian pairs would allow regular delta-matroids, which will be explained in Section 2.1, to be represented as Pfaffian pairs. One aim of this paper is to consolidate a list of discrete structures that can be represented as Pfaffian pairs. Besides the original thesis [24] of Webb, the existence and importance of the Pfaffian pairs concept do not seem to have been recognized. This concept, however, provides a general class that includes a large number of combinatorial set systems for which counting is tractable through the determinant computation. A trivial example is the base family of regular matroids. A more general class is the feasible sets of regular delta-matroids, which includes the set of Euler tours in four-regular digraphs as a special case [4] . The set of arborescences in directed graphs can also be represented as a Pfaffian pair. Another example arises from K 3,3 -free bipartite graphs, whose the number of perfect matchings can be computed through the determinant via the Pfaffian orientation [16, 19] . Webb [24] mentions only regular matroids and K 3,3 -free perfect bipartite matchings (and a part of regular delta-matroids) as examples of Pfaffian pairs. See the leftmost column in Table 1 for the inclusion relationship of these structures.
The main technical contribution of this paper is to give a deterministic, strongly polynomialtime algorithm to solve the following weighted counting problem for Pfaffian pairs.
#WCB : #Maximum Weight Common Bases
Input: An r × n Pfaffian pair P = (A 1 , A 2 ) with column set E and a column weight w : E → Z.
Output: The number of common bases that maximizes the sum of weights.
We believe that it has been implicitly recognized that one can count the number of maximum perfect matchings in K 3,3 -free bipartite graphs because a matrix representing the set of maximum perfect matchings can be easily obtained from a dual optimal solution (potentials); see [18, Proposition 2.4] for example. Counting algorithms for maximum weight spanning trees and arborescences were given by Broder-Mayr [6] and Hayashi-Iwata [11] , respectively. Their algorithms first compute dual optimal solutions of linear programming (LP) formulations and then perform graphic operations on trees constructed from the dual optimal solutions.
Our algorithm generalizes these algorithms from a matroidal viewpoint. First, we algebraically formulate the counting problem using a univariate polynomial matrix. In this formulation, the number of maximum weight common bases is obtained as the coefficient of the highest degree term in the determinant of the polynomial matrix. While we can compute the leading coefficient by a symbolic determinant computation, this yields only a pseudo-polynomial time algorithm. Instead of this, we make use of Frank's weight splitting lemma [9] , which reveals a dual structure of the weighted matroid intersection problem. Then the problem is reduced to the determinant computation of a constant matrix. The running time is the following, in which ω is the exponent in the complexity of matrix multiplication. The current best value of ω is ω = 2.3728639 [14] , whereas we obtain ω = 3 by the naive matrix multiplication.
The algebraic formulation for #WCB is derived from the following "symbolic" matrix-tree theorem. For a Pfaffian pair P = (A 1 , A 2 ), we denote by B(P ) the set of common bases of P . Theorem 1.2. Let P = (A 1 , A 2 ) be a Pfaffian pair with column set E. Introduce a variable z j for every j ∈ E and put Z := diag(z j ) j∈E . Then it holds
Theorem 1.2 can be immediately obtained from the Cauchy-Binet formula (1) and the definition of Pfaffian pairs. As further application of the symbolic matrix-tree theorem, we also give a polynomial-time algorithm for the following problem.
#GCB : #Group-Labeled Common Bases
Input: A finite abelian group Γ (represented as the multiplication table), an r × n Pfaffian pair P = (A 1 , A 2 ) with column set E, a column label ℓ : E → Γ and a target label g ∈ Γ.
Output: The number of common bases whose the product of labels is g.
In the literature of combinatorial optimization, group-label constraints are considered only for s-t paths or cycles in group-labeled graphs as a generalization of the parity constraint [3, 25] . However, it is natural to consider group-label constraints on other combinatorial structures, like common bases of Pfaffian pairs. There seems to be no previous study even on finding one feasible set satisfying group-label constraints.
We require the group Γ in #GCB to be abelian since there is no canonical way to decide an order of multiplication on common bases, unlike the s-t path case. Note that the input size of #GCB is O(|Γ| 2 + nr) since we input Γ as the multiplication table. While the oracle access model on the operation of Γ is more natural, this is indeed a hard setting as follows. Proposition 1.3. The following problem (P) is NP-complete: (P) given an operation oracle of a finite abelian group Γ, a Pfaffian pair P , a column label and g ∈ Γ, we decide if P has a common base whose product of labels is g.
Our algorithm for #GCB is quite simple: we plug in ℓ(j) for z j in the symbolic matrix-tree theorem and compute det A 1 ZA ⊤ 2 using operations on the group ring R of Γ over R, that is, the commutative ring of formal R-coefficient combinations of Γ. Then the answer is the coefficient of g in det A 1 ZA ⊤ 2 . We show the following time complexity on #GCB.
Here, O(r η+o (1) ) is the number of operations on R needed to compute the determinant of an r × r matrix over R. Using the fraction-free determinant computation algorithm by Kaltofen-Villard [12] , we obtain
where we assume that the multiplication of an r × r matrix by an r × r ζ matrix can be computed in O(r 2+o(1) ) ring operations. The best known value is η = 2.69349 using ω = 2.3728639 [14] and ζ = 0.31389 [15] . The naive matrix multiplication with ω = 3 and ζ = 0 would yield η = 16/5. In the rest of this paper, Section 2 describes examples of Pfaffian pairs arising from combinatorial problems and Section 3 presents our algorithms for #WCB and #GCB. Proposed and previous results on #WCB and #GCB are summarized in Table 1 . 
Regular Delta-matroids
Let S be a real skew-symmetric matrix indexed by a row and column set E, i.e., S ⊤ = −S. In addition, we assume that S is principally unimodular (PU), that is, principal minors of S are in {+1, 0, −1} [5] . Since S is skew-symmetric, all the principal minors of S must be 0 or +1. Define
where S[I, J] denotes the submatrix of S indexed by a row subset I and a column subset
Then D(S) △ X is called a regular deltamatroid represented by S (and X) [4, 10] . Regular delta-matroids are a generalization of regular matroids; see [5] .
Consider the regular delta-matroid D := D(S) △ X = (E, F(S) △ X) given by an n × n skew-symmetric PU-matrix S and X ⊆ E. Define A 1 := S I n and A 2 := I n I n with common column set E ∪ E, where I n is the identity matrix of size n and E is a disjoint copy of E corresponding to the right blocks of A 1 and A 2 . Note that A 1 is not necessarily TU. For J ⊆ E, denote by J the corresponding subset of E to J. Then we have the following. Proposition 2.1. P = (A 1 , A 2 ) is a Pfaffian pair. In addition, there is a one-to-one correspondence between a common base of P and a feasible set of D given by B → (B ∩ E) △ X for B ∈ B(P ).
Proof. We first show that P is a Pfaffian pair. Note that J ⊆ E ∪ E with |J| = n is a base of A 2 if and only if E \ J = J ∩ E. Let J be such a column subset and put C 1 := A 1 [J] and C 2 := A 2 [J]. By a row permutation on C 1 and C 2 , we transform C 1 and C 2 to
where p := |J ∩ E|. Note that det C 1 det C 2 does not change since the same row permutation is performed on both C 1 and C 2 . Now we have
Since S is skew symmetric and principally unimodular, P is a Pfaffian pair. In addition, this equation (2) 
Euler Tours in Four-regular Digraphs
Let G = (V, E) be a directed four-regular Eulerian graph, that is, G is strongly connected and every vertex of G is of in-degree and out-degree two. A (directed) Euler tour of G is a tour that traverses every edge exactly once. The set of all Euler tours of G is represented by a regular delta-matroid and hence by a Pfaffian pair as follows.
Any Euler tour T of G visits every vertex exactly twice as G is four-regular. For each vertex v ∈ V with incoming edges e 1 , e 2 ∈ E and outgoing edges e 3 , e 4 ∈ E, there are exactly two possibilities of the way to visit v twice, that is, T traverses e 3 just after e 1 and e 4 after e 2 , or e 4 after e 1 and e 3 after e 2 . Then fixing an Euler tour U of G, we can represent every Euler tour T of G as a vertex subset
For each vertex v ∈ V , we label two directed edges leaving v as e + v and e − v . Define a skew symmetric matrix
+1 (U traverses edges in the order of · · · e + u · · · e + v · · · e − u · · · e − v · · ·), −1 (U traverses edges in the order of · · · e + u · · · e − v · · · e − u · · · e + v · · ·), 0 (otherwise) 
where d v is the in-degree (= out-degree) of v ∈ V and t(G) is the number of r-arborescences of G with arbitrary root r ∈ V . As we explain in Section 2.3, t(G) can be formulated as the matrix-tree theorem for directed graphs. The relation between the BEST Theorem and Pfaffian pairs is left on further investigation.
Arborescences
Let G = (V, E) be a directed graph without loops and take a vertex r ∈ V . An r-arborescence, or a directed tree rooted at r, of G is an edge subset T ⊆ E such that (A1) T is a spanning tree if the orientation is ignored and (A2) the in-degree of every v ∈ V \ {r} is exactly one in T . It is well-known that r-arborescences can be represented as a pair of regular matroids as follows. Suppose that G has at least one r-arborescence. Define TU-matrices M = (M v,e ) v∈V,e∈E and R = (R v,e ) v∈V,e∈E by
for v ∈ V, e ∈ E, where ∂ + e and ∂ − e are the head and the tail of e ∈ E, respectively. Let A 1 and A 2 be the submatrices of M and R, respectively, obtained by removing the rth rows. Then T ⊆ E is a base of A 1 if and only if T satisfies (A1) and T is a base of A 2 if and only if T satisfies (A2). Hence a common base of A 1 and A 2 corresponds to an r-arborescence of G.
The matrix L := M R ⊤ is called the (directed) Laplacian matrix of G. The directed matrixtree theorem due to Tutte [22] claims that the (r, r)th cofactor of L, which is equal to det A 1 A ⊤ 2 , coincides with the number of r-arborescences of G. This implies:
Proof. If P is not a Pfaffian pair, det A 1 A ⊤ 2 is less than the number of r-arborescences due to cancellations in the Cauchy-Binet formula (1) . This contradicts the statement of the directed matrix-tree theorem.
We can directly show that P is a Pfaffian pair without the directed matrix-tree theorem; see the proof of [7, Theorem 6.35] for example. Such a proof justifies the directed matrix-tree theorem via the Cauchy-Binet formula the other way around.
K 3,3 -Free Perfect Bipartite Matchings
Let G = (U, V ; E) be an undirected bipartite graph with n := |U | = |V |. A perfect matching of G is an edge subset M ⊆ E with |M | = n such that no two disjoint edges in M share the same end. The adjacency matrix N = (N u,v ) u∈U,v∈V of G is defined by
for u ∈ U and v ∈ V . From the definition of the determinant, |det N | is a lower bound on the number of perfect matchings of G.
Consider an orientation G = (U, V ; E) of G. We define the directed adjacency matrix N = ( N u,v ) u∈U,v∈V of G as a matrix obtained from N by reversing the sign of N u,v if an edge {u, v} ∈ E is oriented from v to u in G. An orientation is said to be Pfaffian if det N (or | det N | in general) is equal to the number of perfect matchings of G. It is well-known that a bipartite graph G admits a Pfaffian orientation if and only if G does not contain K 3,3 as a "matching minor" [16] . An algorithm of Robertson-Seymour-Thomas [19] decides if G is Pfaffian-orientable and gives a Pfaffian orientation if possible in polynomial time.
Webb [24] indicated that once G is Pfaffian-oriented, we can see the set of perfect matchings of 
Counting Algorithms

Counting Maximum Weight Common Bases
We first give an algebraic formulation of #WCB using Theorem 1.2. Let P = (A 1 , A 2 ) be a Pfaffian pair with column set E. For a column weight w : E → Z, define W (x) := diag(x w(j) ) j∈E using an indeterminate x. We denote w(J) := j∈J w(j) for J ⊆ E. Lemma 3.1. The following hold:
(1) The maximum weight M of a common base of P is deg det
(2) The number of maximum weight common bases of P is equal to the coefficient of
Proof. By setting z j := x w(j) for j ∈ E in Theorem 1.2, we have
This equality completes the proof.
The naive expansion of deg det A 1 XA 2 requires pseudo-polynomial time with respect to the maximum weight. Instead, we make use of the weight splitting lemma by Frank [9] . The following is a specialized description of the weight splitting lemma for our linear (regular) matroid setting. Suppose that we have a maximum weight common base B ∈ B(P ) and the splitted weights w 1 and w 2 of w given in Lemma 3.2. Let M := w(B) be the maximum weight. We first perform row transformations on A 1 and A 2 so that A 1 [B] and A 2 [B] become the identity matrix. This operation, called pivoting, keeps (A 1 , A 2 ) being a Pfaffian pair. Using matrices
for k = 1, 2. NowÃ 1 (x) andÃ 2 (x) are polynomial matrices in x and x −1 over R. Let C 1 and C 2 be matrices consisting of the constant terms of entries inÃ 1 (x) andÃ 2 (x), respectively. The following holds for the coefficient of the leading term in det
Then we show that all the entries inÃ 1 (x) andÃ 2 (x) have nonpositive degree, which implies the claim of the lemma. Let a(x) be the (i, j)th entry inÃ k (x) for i ∈ B, j ∈ E and k = 1, 2. 
In case of linear matroid intersection, the arc set A(I) can be obtained by the elimination in O(nr ω−1 )-time. Hence we can compute B, w 1 and w 2 in O(nr ω + nr log n)-time. Other computations can be done within this time.
Counting Group-Labeled Common Bases
Next we consider #GCB for a finite abelian group Γ. We use the multiplicative notation for the operation on Γ while Γ is abelian. We first give a proof of Proposition 1.3.
Proof (of Proposition 1.3). Let G = (V, E) be a directed graph and s, t ∈ V . Let P = (A 1 , A 2 ) be the Pfaffian pair corresponding to s-arborescences of G given in Section 2.3. We define a finite abelian group Γ as the direct product of |V | − 1 copies of Z/2Z, whose index set is identified with V \ {t}. We set a label ℓ(e) ∈ Γ of every edge e ∈ E by Next suppose that we are given Γ as the multiplication table. Let R be the group ring of Γ over R, that is,
Let P = (A 1 , A 2 ) be an r × n Pfaffian pair with column set E. For a column label ℓ : E → Γ, we construct a diagonal matrix Y := diag(ℓ(j)) j∈E over R. Then we immediately obtain the following lemma from Theorem 1.2.
Lemma 3.4. The number of common bases of P whose the product of labels is g ∈ Γ is equal to the coefficient of g in det A 1 Y A ⊤ 2 . By Lemma 3.4, we can solve #GCB just by computing det A 1 Y A ⊤ 2 over R. This provides a proof of Theorem 1.4 as follows.
Proof (of Theorem 1.4). Let J h := {j ∈ E | ℓ(j) = h} for h ∈ Γ. Then
holds. Since the right-hand side of (3) is the sum of |Γ| matrix multiplications over R of size r × |J h | (h ∈ Γ), we can compute the matrix A 1 Y A ⊤ 2 in time O h∈Γ |J h |r ω−1 = O nr ω−1 .
The addition and the multiplication on R can be naively performed in O(|Γ|) and O(|Γ| 2 )time, respectively. Thus the fraction-free determinant computation algorithm [12] applied to A 1 Y A ⊤ 2 runs in O(|Γ| 2 r η+o(1) )-time. The total running time is O(nr ω−1 + |Γ| 2 r η+o (1) ). Remark 3.5. Since any finite abelian group is decomposed into the direct product of cyclic groups, the multiplication on R is essentially the (multidimensional) cyclic convolution. This implies that we can speedup the multiplication on R using fast convolution techniques like the fast Fourier transform. Remark 3.6. We can find one common base satisfying the group-label constraint by the standard search-to-decision reduction: starting from the entire column set J := E, we remove columns from J one by one so that (A 1 [J], A 2 [J]) has at least one common base with label g. This calls a counting algorithm n − r times.
