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ERROR ESTIMATES FOR DISCRETE APPROXIMATIONS OF
GAME OPTIONS WITH MULTIVARIATE DIFFUSION ASSET
PRICES
YURI KIFER*
Dedicated to the memory of Professor Hiroshi Kunita
Abstract. We obtain error estimates for strong approximations of a dif-
fusion with a diffusion matrix σ and a drift b by the discrete time process
defined recursively
XN ((n+1)/N) = XN (n/N)+N
−1/2σ(XN (n/N))ξ(n+1)+N
−1b(XN (n/N)),
where ξ(n), n ≥ 1 are i.i.d. random vectors, and apply this in order to
approximate the fair price of a game option with a diffusion asset price evo-
lution by values of Dynkin’s games with payoffs based on the above discrete
time processes. This provides an effective tool for computations of fair prices
of game options with path dependent payoffs in a multi asset market with
diffusion evolution.
1. Introduction
I encountered for the first time with the name Hiroshi Kunita around 1970
when as an undergraduate student at Moscow University I was suggested by E.B.
Dynkin to translate into Russian together with M. Taksar the seminal paper by
H. Kunita and S. Watanabe on square integrable martingales published in Nagoya
Mathematical Journal in 1967. Still, I met Hiroshi for the first time in person
only in 1995 on the 5th Gregynog Symposium when I was interested in random
dynamical systems and processes in random environment, the interest which was
motivated partially by the works on stochastic flows. Knowing about Hiroshi’s
book on stochastic flows I felt that we can find common interests and I discussed
with him the question about random positive semigroups and their random gener-
ators related to the stochastic Kolmogorov-Fokker-Planck equation which yielded
our joint paper [16] in the proceedings of the symposium. Later Hiroshi continued
working on this topic publishing [18] and [19]. In 1997 I visited Hiroshi for a month
at Kyushu University in the framework of the Japan Society for the Promotion of
Sciences.
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I met Hiroshi for the last time in December 2004 on a financial mathematics
conference at Nanzan University in Nagoya were he moved after his retirement
from Kyushu University. At the conference I presented the paper [12] about ap-
proximations of prices of game options (see [14]) in the Black-Scholes market by
prices of game options in the corresponding Cox-Ross-Rubinstein markets. This
work relied on the Skorokhod embedding of martingales into the Brownian motion
which is possible, in general, only in the one dimensional situation (see [23]) while
the multivariate situation requires another approach (see [13]). Around the time
of Nanzan conference Hiroshi also became interested in game options and together
with S.Seko he wrote the paper [20].
In the present paper we continue the line of research in [12] and [13] approxi-
mating game options whose stocks evolutions are described by multidimensional
diffusion processes. This is done constructing first strong approximations of the
diffusion by a sequence of discrete time processes estimating L2 errors of these
approximations. These processes are discrete time processes obtained recursively
for n = 0, 1, . . . , N − 1 by
XN ((n+ 1)/N) = XN (n/N) +N
−1/2σ(XN (n/N))ξ(n+ 1) +N
−1b(XN (n/N)),
where XN (0) = x0, σ and b is a matrix and a vector functions, respectively and
ξ(n), n ≥ 1 is a sequence of i.i.d. random vectors with Eξ(1) = 0. The strong ap-
proximation method enables us to redefine both the sequence ξ(n), n ≥ 1 and the
limiting diffusion dΞ(t) = σ(Ξ(t))dW (t) + b(Ξ(t))dt preserving their distributions
on a same sufficiently rich probability space so that the L2-distance between them
have the order N−δ for some δ > 0. In the second step we compare fair prices of
options with payoffs based on these discrete approximations with the fair price of
the option with the diffusion asset evolution. This is not straightforward since this
prices are given by values of the corresponding Dynkin games which depend on
sets of stopping times involved and the latter are different for the approximations
and for the limiting diffusion. The payoffs of the above game options are supposed
to be path dependent, and so free boundary partial differential equations methods
cannot help here and discrete time approximations is the only possible approach
in this situation to fair prace computations taking into account that in the dis-
crete time case we can employ the dynamical programming (backward recursion)
algorithm.
The setup of this paper is the special case of a more general discrete time setup
in our recent paper [15] but the latter paper provides a detailed proof mostly in the
continuous time averaging setup while here we deal with the more specific discrete
time setup which can be described in the more transparent way. The motivation
both for [15] and for the present paper comes, in particular, from the series of
papers [11], [1], [2] and [7] on the weak diffusion limit in averaging and from the
series of papers [4], [17], [22] and [8] on strong approximations (see [15] for more
details). The former papers yielded only weak convergence results while the latter
dealt only with approximations of the Brownian motion. We observe that in the
one dimensional case it is still possible to use an extended version of the Skorokhod
embedding into martingales which also yields error estimates for approximations
(see [3]). Approximation similar to ours appeared previously in [10] but only the
ERROR ESTIMATES FOR DISCRETE APPROXIMATIONS OF GAME OPTIONS 3
weak convergence to a diffusion was established there which, in principle, could
not provide any error estimates. The reader may compare our approach with the
well known Euler–Maruyama approximation of solutions of stochastic differential
equations (see, for instance, [21]) where ξ(n)’s are increments of the Brownian
motion. In our setup ξ(n)’s are quite general and, in particular, we can take i.i.d.
random vectors taking on only few values which can be useful in applications since
they are easier to simulate and compute than Gaussian random vectors.
2. Preliminaries and Main Results
We start with a complete probability space (Ω, F , P ), a sequence of indepen-
dent identically distributed (i.i.d.) random vectors ξ(n), n ≥ 1 and a diffusion
process Ξ solving the stochastic differential equation
dΞ(t) = σ(Ξ(t))dW (t) + b(Ξ(t))dt (2.1)
where W is the d-dimensional continuous Brownian motion while σ and b are
bounded Lipschitz continuous d × d matrix and d-dimensional vector functions,
respectively. Namely, we assume that for some constant L ≥ 1 and all x, y ∈ Rd,
|σ(x)| ≤ L, |b(x)| ≤ L, |σ(x)− σ(y)| ≤ L|x− y|, |b(x)− b(y)| ≤ L|x− y| (2.2)
where | · | denotes the Euclidean norm of a vector or of a matrix. We assume also
that
Eξ(1) = 0, E(ξi(1)ξj(1)) = δij and |ξ(1)| ≤ L almost surely (a.s.) (2.3)
where ξ(n) = (ξ1(n), . . . , ξd(n)) and δij is the Kronecker delta. Next, we consider
the sequence of discrete time processes XN , N ≥ 1 on Rd defined recursively for
n = 0, 1, . . . , N − 1 by
XN ((n+ 1)/N) = XN (n/N) +N
−1/2σ(XN (n/N))ξ(n+ 1) +N
−1b(XN (n/N))
(2.4)
where XN (0) = Ξ(0) = x0 is fixed. We extend XN to the continuous time setting
XN (t) = XN (n/N) if n/N ≤ t < (n+ 1)/N (2.5)
and without loss of generality we will assume that all our processes evolve on the
time interval [0, 1] so that n runs in (2.5) from 0 to N . The following result will
be proved in Sections 3 and 4.
Theorem 2.1. Suppose that the conditions (2.2) and (2.3) hold true and that the
probability space (Ω, F , P ) is rich enough so that there exist a sequence of i.i.d.
uniformly distributed random variables defined on it. Then for each integer N ≥
N0 = ((10
8d)24d + 1)4 there exists a d-dimensional Brownian motion W = WN
such that the strong solution Ξ = ΞN of the stochastic differential equation (2.1)
with such W and the initial condition XN (0) = Ξ(0) = x0 satisfies
E sup
0≤t≤1





where C0 = C3e
C4 + 2L2(L2 + 1) + 40L2 with C3 and C4 defined at the end of
Section 4. In particular, the Prokhorov distance between the path distributions of








We observe that though we may have to redefine the Brownian motion W for
each N separately the path distribution of the diffusion Ξ remains the same since
it is continuous and the coefficients of the stochastic differential equation (2.1) do
not change, and so we have all the time the same Kolmogorov equation and the
same martingale problem (see [24]). Clearly, the estimate (2.6) is meaningful only
for large N and we provide it for all N ≥ N0 though, of course, an explicit estimate
in (2.6) can be obtained also when 1 ≤ N ≤ N0 taking into account that then
|XN (t)| ≤ L(
√
N0L+1) and E sup0≤t≤1 |Ξ(t)|2 ≤ 5L2. Theorem 2.1 can also be de-
rived under some moment boundedness conditions rather than the uniform bounds
in (2.2) which are assumed to reduce technicalities in our exposition. Observe also
that if we consider time dependent coefficients σ(t, x) and b(t, x) Lipschitz con-
tinuous in both variables and take σ(n/N,XN (n/N)) and b(n/N,XN (n/N)) in
(2.4) in place of σ(XN (n/N)) and b(XN (n/N)), then we will obtain XN (t) which
approximates a time inhomogeneous diffusion with coefficients σ(t, x) and b(t, x)
having essentially the same error estimates as in (2.6).
Next, we will describe an application of our results to computations of values of
Dynkin’s optimal stopping games and fair prices of game options with the payoff
function having the form
RΞ(s, t) = Gs(Ξ)Is<t + Ft(Ξ)It≤s (2.7)
where Ξ is a diffusion solving the stochastic differential equation (2.1). Here,
Gt ≥ Ft and both are functionals on paths for the time interval [0, t] satisfying
certain regularity conditions specified below. Thus, if the first player stops at the
time s and the second one at the time t then the former pays to the latter the
amount RΞ(s, t). The game runs until the termination time 1 when the game stops
automatically, if it was not stopped before, and then the first player pays to the
second one the amount G1(Ξ) = F1(Ξ). Clearly, the first player tries to minimize
the payment while the second one tries to maximize it. Under the conditions below
this game has the value (see, for instance, Section 6.2.2 in [14]),





where T Ξ01 is the set of all stopping times 0 ≤ τ ≤ 1 with respect to the filtration
FΞt , t ≥ 0 generated by the diffusion Ξ or, which is the same, generated by the
Brownian motion W .
When we are talking about asset prices then usually it is assumed that they are
nonnegative, and so a diffusion with bounded coefficients maybe not a good model
for a description of evolution of these prices. It maybe more appropriate to assume
that the asset prices evolve according to the vector process described by exponents
(exp(Ξ(i)(t)), i = 1, . . . , d) where Ξ(1), . . . ,Ξ(d) are components of the vector Ξ.
Nevertheless, it will be more convenient for us to speak about the diffusion Ξ itself
and to impose conditions on the payoff functionals F and G such that exponential
functionals will be allowed which will amount to the same effect as exponents
describing the evolution of asset prices. Another important point that the fair
price of a game option equals the value of the corresponding Dynkin optimal
stopping game considered with respect to the equivalent martingale measure, i.e.
with respect to the probability for which the assets evolution is described by a
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martingale (see [14]) provided that the interest rate is supposed to be zero. When
the asset prices are given by the above exponential formula the probability P




ij(x), i = 1, . . . , d
for each x ∈ Rd. Otherwise, we have to perform all estimates with respect to
a martingale measure Q and, in particular, ξ(1), ξ(2), . . . in (2.4) should be an
i.i.d. sequence satisfying (2.3) with respect to the probability Q. According to the
Girsanov theorem (see, for instance, Section 7.4.3 in [14]),
dQ
dP











where ⟨·, ·⟩ is the inner product and the vector process ζ(s) satisfies
σ(Ξ(s))ζ(s) = b(Ξ(s)) +
1
2




Since our estimates do not depend explicitly on the probability measure once the
setup above is preserved and since there is no one preferable stock evolution model
here, we will not discuss this point further, and so, strictly speaking, we will deal
with the approximation of the Dynkin game value V Ξ and not of the fair price of
the corresponding game option, i.e. we will make estimates with respect to the
probability P and not with respect to an equivalent martingale measure which
depends on a choice of the stock evolution model.
We assume that Ft and Gt, t ∈ [0, 1] are continuous functionals on the space
Md[0, t] of bounded Borel measurable maps from [0, t] to Rd considered with the
uniform metric d0t(υ, υ̃) = sup0≤s≤t |υs − υ̃s| and there exists a constant K > 0
such that
|Ft(υ)− Ft(υ̃)|+ |Gt(υ)−Gt(υ̃)| (2.9)














Next, we will consider Dynkin’s games with payoffs based on the process XN ,
RN (s, t) = Gs(XN )Is<t + Ft(XN )It≤s. (2.11)
Denote by Fξmn, m ≤ n the σ-algebra generated by ξ(m), . . . , ξ(n) and let T ξmn
be the set of all stopping times with respect to the filtration Fξ0k, k ≥ 0 taking
on values m,m + 1, . . . , n. We allow also any stopping time to take on the value
∞, i.e. we allow players not to stop the game at all, but anyway the game is
stopped automatically at the termination time 1 and then the first player pays
to the second one the amount G1(XN ) = F1(XN ). Now the game value of the





ERN (ζ/N, η/N). (2.12)
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Theorem 2.2. Suppose that the conditions (2.9) and (2.10) as well as the condi-
tions of Theorem 2.1 hold true. Then for each δ > 0 there exists Cδ > 0 such that
for any integer N ≥ N0,





where Cδ does not depend on N and for each δ it can be estimated explicitly from
the proof in Section 5.
Since we use in Theorem 2.2 a specific construction of the diffusion Ξ from
Theorem 2.1 it is important to note that the game value V Ξ depends only on the
path distribution of Ξ, i.e. only on the diffusion coefficients σ and b, and not on
a choice of the Brownian motion in the stochastic differential equation (2.1) (see
[9]). We observe also that the main advantage in computation VN in comparison
to V Ξ is the possibility to use the dynamical programming (backward recursion)
algorithm. Namely, set VNN = F1(XN ) and recursively for n = N − 1, . . . , 1, 0,
VNn = min
(
Gn/N (XN ), max(Fn/N (XN ), E(VN,n+1|Fξ0,n))
)
. (2.14)
Then VN0 = VN (see, for instance, Section 6.2.2 in [14]). Of course, the com-
putation of conditional expectations above becomes complicated if the σ-algebras
Fξ0n are big but if we choose independent random vectors ξ(n) in (2.4) taking on
only few values then these σ-algebras contain not so many sets and the condi-
tional expectations can be computed easily. Observe also that in the particular
case when the diffusion Ξ is just a multidimensional Brownian motion, a result
similar to Theorem 2.2 was obtained in [13] where it was sufficient to consider
the standard normalized sums of random vectors ξ(n) rather than the more subtle
case of difference equations (2.4).
3. Auxiliary Estimates
Set nk = k[N
1
4 ], k = 0, 1, . . . , kN where kN = [N/[N
1
4 ]] where [·] denotes the
integral part. Define











N ))(nk+1 ∧ [Nt]− nk)
)
where kN (t) = max{k : nk ≤ Nt}.
Lemma 3.1. For any N ≥ 1,
E sup
0≤t≤1
|XN (t)− X̂N (t)|2 ≤ 136L8N−1/2. (3.2)
Proof. First, we write












































Recall that if h = h(x, y) is a bounded Borel function, G ⊂ F is a σ-algebra
and Y, Z are random variables such that Y is G-measurable and Z is independent
of G, then E(h(Y, Z)|G) = g(Y ) where g(x) = Eh(x,Z). It follows from here and
from (2.3) that M(t), 0 ≤ t ≤ 1 is a martingale. Hence, by (2.3) and the Doob
martingale inequality (see, for instance, Section 6.1.2 in [14]),
E sup
0≤t≤1







































































)∣∣∣∣ ≤ N−1/2(L2 +N−1/2L)[N 14 ] ≤ 2L2N− 14 .
These together with (3.3)–(3.5) yield (3.2). 
Next, we estimate the characteristic function of a sum of independent random
vectors which is well known but for completeness and in order to provide explicit
constants we provide the details.




⟨A(x)w,w⟩)| ≤ C1n−℘ (3.6)
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for all w ∈ Rd with |w| ≤ n℘/2 where A(x) = σ(x)σ∗(x),








Proof. Set mj = j[
√
n], j = 0, 1, . . . ,m(n), m(n) = max{j : j[
√
n] ≤ n}, yj =
σ(x)
∑
mj<l≤mj+1∧n ξ(l) and ηj = ⟨w, n














∣∣∣∣∣∣ = 0, (3.8)














∣∣∣∣Eeiηj − exp(− (mj+1 ∧ n−mj)2n ⟨A(x)w,w⟩
)∣∣∣∣ ,










|aj − bj |
whenever 0 ≤ |aj |, |bj | ≤ 1, j = 1, . . . , l.
Using (2.3) and the inequalities∣∣∣∣eia − 1− ia+ a22
∣∣∣∣ ≤ |a|3 and |e−a − 1 + a| ≤ a2 if a ≥ 0,




∣∣∣∣Eη2j − (mj+1 ∧ n−mj)n ⟨A(x)w,w⟩
∣∣∣∣+ E|ηj |3 + 14n |⟨A(x)w,w⟩|2.









n+ 1)(n−3/2L6|w|6 + 1
4
n−1L4|w|4)
and (3.6) follows. 
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Set YN,k(x) = σ(x)
∑




ξ(l). As a corollary of Lemma 3.2 we obtain:
Lemma 3.3. For any integer N ≥ 1 and k = 0, 1, . . . , kN − 1,∣∣∣∣E (exp(i⟨w, (nk+1 − nk)−1/2YN,k (XN (nkN ))⟩)
∣∣∣∣Fξ0nk)− gXN (nk/N)(w)∣∣∣∣
(3.12)
≤ C1(nk+1 − nk)−℘
for all w ∈ Rd with |w| ≤ (nk+1−nk)℘/2, where gx(w) = exp(−12 ⟨A(x)w,w⟩) and,
recall, Fξ0n = σ{ξ(1), . . . , ξ(n)}.
Proof. Since XN (
nk





nk<j≤nk+1 ξ(l) is independent of






















where fn(x,w) was defined in Lemma 3.2, and so (3.12) follows from (3.6). 
4. Strong Approximation
The strong approximations here will be based on the following result which is a
slight variation of Theorem 3 and Remark 2.6 from [22] with the additional feature
from Theorem 4.6 of [8] that we enrich the probability space by a sequence of i.i.d.
uniformly distributed random variables and not just by one such random variable
and this result follows by essentially the same proofs as in the cited above papers.
Theorem 4.1. Let {Vm, m ≥ 1} be a sequence of random vectors with values in
Rd defined on some probability space (Ω,F , P ) and such that Vm is measurable
with respect to Fm, m = 1, 2, . . . where Fm, m ≥ 1 is a filtration of sub-σ-algebras
of F . Let Gm and Hm, m = 0, 1, . . . be two increasing sequences of countably
generated sub-σ-algebras of F such that Hm ⊂ Gm ⊂ Fm for each m ≥ 1. Assume
that the probability space is rich enough so that there exists on it a sequence of uni-
formly distributed on [0, 1] independent random variables Um, m ≥ 1 independent
of ∨m≥0Gm. For each m ≥ 1, let Gm(·|Hm−1) be a regular conditional distribution





exp(i⟨w, x⟩)Gm(dx|Hm−1), w ∈ Rd.
Suppose that for some non-negative numbers νm, δm and Km ≥ 108d,∫
|w|≤Km
E











Then there exists a sequence {Wm, m ≥ 1} of Rd-valued random vectors defined
on (Ω,F , P ) with the properties
(i) Wm is Gm ∨ σ{Um}-measurable for each m ≥ 1;
(ii) Gm(·|Hm−1) is conditional distribution of Wm given σ{U1, . . . , Um−1} ∨
Gm−1, in particular, Wm is conditionally independent of σ{U1, . . . , Um−1}∨Gm−1
(and so also of W1, . . . ,Wm−1) given Hm−1, m ≥ 1;
(iii) Let ϱm = 16K
−1
m logKm + 2ν
1/2
m Kdm + 2δ
1/2
m . Then
P{|Vm −Wm| ≥ ϱm} ≤ ϱm (4.3)
and, in particular, the Prokhorov distance between the distributions L(Vm) and
L(Wm) of Vm and Wm, respectively, does not exceed ϱm.
Now, in the notations of Theorem 4.1 we set




Fk = Gk = Fξ0nk , Hk = σ{XN (
nk
N )} and gk(w|Hk−1) = gXN (nk−1N )(w) where gx
was defined in Lemma 3.3. Thus, Gk(·|Hk−1) = GXN (nk−1N )(·) where Gx is the
mean zero d-dimensional Gaussian distribution with the covariance matrix A(x)
and the characteristic function gx. By Lemma 3.3,∫
|w|≤Kk
E
∣∣E( exp(i⟨w, Vk⟩)|Gk−1)− gk(w|Hk−1)∣∣dw (4.4)
≤ C1(nk − nk−1)−℘(2Kk)d ≤ 2dC1[N
1
4 ]−1/8




24d < (nk − nk−1)℘/2. Next, for each x ∈ Rd let Θx be
a mean zero Gaussian random variable with the covariance matrix A(x). Then by






















≤ 4L2d[N 14 ]− 112d .
In order to use Theorem 4.1 we need that Kk ≥ 108d and this will hold true if
N ≥ N0 = ((108d)24d + 1)4 which is the assumption of Theorem 2.1. Now, The-
orem 4.1 provides us with random vectors {Wk, k ≥ 1} satisfying the properties
(i)–(iii), in particular, given XN (
nk−1
N ), the random vector Wk has the mean zero
Gaussian distribution with the covariance matrix A(XN (
nk−1
N )) and it is condi-
tionally independent of Gk−1 and of W1, . . . ,Wk−1 while in view of (4.4) and (4.5)
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Next, we obtain the uniform L2-bound for the difference between the sums of




(nk − nk−1)1/2(Vk −Wk).
Lemma 4.2. For any integer N ≥ N0,
E max
0≤t≤1





































and by the properties (i) and (ii) of Theorem 4.1 together with the conditional
independence of each Vl − Wl of Fl−1 ∨ σ{U1, . . . , Ul−1} given XN (nl−1N ), it is
easy to see that Mk, k = 1, 2, . . . , kN is a martingale with respect to the filtration
Fk ∨ σ{U1, . . . , Uk}, k = 1, . . . , kN . Hence, by the Doob martingale inequality
E max
1≤k≤kN






where we use also that (Vk −Wk), k = 1, . . . , kN are uncorrelated for different k’s.
Next, by the Cauchy-Schwarz inequality
E|Vk −Wk|2 = E(|Vk −Wk|2I|Vk−Wk|≤ϱk) (4.9)
+ E(|Vk −Wk|2I|Vk−Wk|>ϱk)
≤ ϱ2k + (E|Vk −Wk|4)1/2(P{|Vk −Wk| > ϱk})
1
2





Now, by (2.2) and (2.3),








4 ]E|ξ(1)|4 + [N 14 ]2(E|ξ(1)|)2
)
≤ L4(L2 + d2).
Since Wk is distributed as σ(XN (
nk−1
N ))N , where N is the d-dimensional Gaussian
random vector with the identity covariance matrix, we obtain that
E|Wk|4 ≤ 3L4d2. (4.11)
Finally, (4.7) follows from (4.8)–(4.11). 
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Next, let W (t), t ≥ 0 be a d-dimensional Brownian motion such that the in-
crements W (nk)−W (nk−1) are independent of XN (nk−1N ) for any k = 1, . . . , kN .
Then, given XN (
nk−1








and (nk − nk−1)1/2Wk, k = 1, . . . , kN have the same distributions. Moreover,
we can redefine the process ξ(n), 1 ≤ n < ∞ and choose a Brownian motion
W (s), s ≥ 0 preserving their distributions so that the joint distribution of the
sequences of pairs (Vk,Wk) and of (Vk, W̃k) will be the same and, in particular,
that (4.7) will hold true with W̃k in place of Wk. Indeed, by the Kolmogorov
extension theorem (see, for instance, [24]) such pair of processes exists if we impose
consistent restrictions on their joint finite dimensional distributions. But since the
pair of processes ξ and Wk, 1 ≤ k ≤ kN satisfying our conditions exist by Theorem
4.1 and Lemma 4.2, these restrictions are consistent and the required pair of
processes exists. From now on we will drop tilde and denote σ(XN (
nk−1
N ))(W (nk)−
W (nk−1)) by Wk which is supposed to satisfy (4.7).
Now, using the Brownian motion W (t), t ≥ 0 constructed above we consider
the new Brownian motion WN (t) = N
−1/2W (tN), 0 ≤ t ≤ 1 and introduce the
diffusion process ΞN (t), t ≥ 0 solving the stochastic differential equation (2.1)
which we write now with WN ,
dΞN (t) = σ(ΞN (t))dWN (t) + b(ΞN (t))dt, ΞN (0) = x0.
Now, we introduce the auxiliary process Ξ̂N with coefficients frozen at times nk,



























Lemma 4.3. For any integer N ≥ 1,
E max
0≤k≤kN
|ΞN (nk/N)− Ξ̂N (nk/N)|2 ≤ 32∆(N) (4.12)
where ∆(N) = N−1[N
1
4 ].
Proof. First, we write
E max
0≤k≤kN
|ΞN (nk/N)− Ξ̂N (nk/N)|2 (4.13)
≤ 2(E max
0≤k≤kN
















b(ΞN (s))− b(ΞN ([s/∆(N)]∆(N)))
)
ds.
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By the Doob martingale inequality and the Itô isometry for stochastic integrals













E|ΞN (s)− ΞN (nk−1/N)|2ds.






|ΞN (s)− ΞN ([s/∆(N)]∆(N))|2ds. (4.15)
Again, by (2.2), (2.3) and the moment inequalities for stochastic integrals










≤ 2L2∆(N)(1 + ∆(N)) ≤ 4L2∆(N)
since s ∈ [nk−1/N, nk/N ] here, and so s − nk−1/N ≤ ∆(N). Now, (4.12) follows
from (4.13)–(4.16). 
Next, we introduce another auxiliary process ΞXN defined by




















Then we can write
E sup
0≤s≤1
|X̂N (s)− Ξ̂N (s)|2 = E max
0≤k<kN (TN)
|X̂N (nk/N) (4.17)
− Ξ̂N (nk/N)|2 ≤ 2(E max
0≤k<kN (TN)
|X̂N (nk/N)− ΞXN (nk/N)|2
+ E max
0≤k<kN (T )








































In order to estimate the second term in the right hand side of (4.17) introduce
the σ-algebras Qn = F0n∨σ{W (u), 0 ≤ u ≤ n} and observe that by our construc-
tion for each k the increment W (nk+1) −W (nk) is independent of Qnk . On the


























is a martingale in k with respect to the filtration Qk, k = 1, 2, . . . , kN − 1. Thus,
by (2.2) and the Doob martingale inequality,
E max
1≤k≤m






























|ΞN (nk/N)− Ξ̂N (nk/n)|2 (4.20)
≤ 2(E max
0≤k≤kN








b(XN (nl))− b(ΞN (nl))
)
(nl+1 − nl).

































Qk = E max
0≤l≤k
|XN (nl/N)− ΞN (nl/N)|2.









where C3 = 408L
8 + 6C2 + 96 and C4 = L
2(16d + 4). By the discrete (time)
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It remains to estimate deviations of our continuous time processes within in-
tervals of time (nk/N, nk+1/N) which where not taken into account in previous
estimates, i.e. we have to deal now with
J1 = E sup0≤t≤1 |XN (t)−XN (nkN (tN))|2
and J2 = E sup0≤t≤1 |ΞN (t)− ΞN (nkN (tN))|2.
By the straightforward estimates using (2.2) and (2.4) we obtain
J1 ≤ 2∆(N)L2(L2 + 1) (4.24)
and
J2 ≤ 4(J3 + (2L)2(∆(N))2) (4.25)
where











By the Jensen (or Cauchy-Schwarz) inequality and the uniform moment esti-







































Combining (4.23)–(4.26) we complete the proof of Theorem 2.1. 
5. Dynkin Games
In view of the form of our regularity conditions (2.9) and (2.10) on the payoff
functionals F and G we will need the following exponential estimates.
Lemma 5.1. (i) For any M > 0 and an integer N ≥ 1,
max
0≤n≤N




E exp(M |X̂N (n/N)|) ≤ DXMeM |x| (5.2)
where x = XN (0) = X̂N (0) and D
X






not depend on N ;












E exp(M |X̂N (n/N)|) ≤ DXM,δeM |x|Nδ (5.4)





1/2 also does not depend on N ;
(iii) For any M > 0,
E exp(M sup
0≤t≤1
|Ξ(t)|) ≤ DΞMeM |x| and E exp(M sup
0≤t≤1
|Ξ̂N (t)|) ≤ DΞMeM |x| (5.5)


















































σij(XN (k/N))ξj(k + 1)
 .
To shorten a bit notations we set for this proof g(x) = (g1(x), . . . , gd(x)) where




















exp(N−1/2⟨g(XN (n− 1/N)), ξ(n)⟩)|Fξ0,n−1
))
.
Since |gj(x)| ≤ MdL, j = 1, . . . , d, it follows that
| exp(N−1/2⟨g(XN (n− 1/N)), ξ(n)⟩)− 1−N−1/2⟨g(XN (n− 1/N)), ξ(n)⟩ (5.8)
− 12N











exp(N−1/2⟨g(XN (n− 1/N)), ξ(n)⟩)|F0,n−1
)
(5.9)
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≤ 1 + 1
2




where we used that E(ξ(n)|F0,n−1) = Eξ(n) = 0. Continuing in the same way






























proving (5.1) while (5.2) follows in the same way.
(ii) Set Γ(y) = {|XN (n/N) − x| ≥ y}. By (i) and the exponential Chebyshev


















































Nδ + (D2M/δD2M )
1/2)
proving (5.3) while (5.4) follows in the same way.

























































 ≤ e 12M2L2d2 ,
and so the first inequality in (5.5) follows while we obtain the second one in the
same way. 
Let T ∆ be the set of all stopping times with respect to the filtration Fξ0,nk , k ≥ 0
taking on values nk, k = 0, 1, . . . , kmax where kmax = kN if kN = N/[N
1
4 ] and
kmax = kN + 1 and nkmax = N if nkN < N . Denote by Qnk the σ-algebra
Fξ0,nk ∨ σ{Ui, 1 ≤ i ≤ k} where, recall, U1, U2, . . . is a sequence of i.i.d. uniformly
distributed random variables appearing in Theorem 4.1. Let T Q be the set of
all stopping times with respect to the filtration Qnk , k ≥ 0 taking on values
nk, k = 0, 1, . . . , kmax. Next, introduce the payoffs based on X̂N (the same as in
Lemma 3.1),
R̂N (s, t) = Gs(X̂N )Is<t + Ft(X̂N )It≤s
and the Dynkin game values corresponding to the sets of stopping times T ∆ and
T Q,















Lemma 5.2. For any δ > 0 and an integer N ≥ 1,
|VN − V ∆N | ≤ DXK,δKeK|x|Nδ−
1
4 (1 + L+ L2), (5.13)
where x = XN (0), and








Proof. For any ζ ∈ T ξ0N set ζ∆ = min{nk : nk ≥ ζ} which defines a stopping time
from T ∆ satisfying
N−1ζ +∆(N) ≥ N−1ζ∆ ≥ N−1ζ. (5.15)
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Then for any ϑ > 0 there exists ζϑ ∈ T ξ0N such that
VN ≥ sup
η∈T ∆











ϑ /N, η/N)−RN (ζϑ/N, η/N))
≥ V ∆N − ϑ− sup
η∈T ∆
J1(ζϑ/N, η/N)
where for any ζ ∈ T ξ0N and η ∈ T ∆,
J1(ζ/N, η/N) = E(RN (ζ
∆/N, η/N)−RN (ζ/N, η/N)).
Since ζ∆ ≥ ζ,
RN (ζ/N, η/N) = Gζ/N (XN ) whenever RN (ζ
∆/N, η/N) = Gζ∆/N (XN ).
Hence, by (2.10) and (5.15),
RN (ζ
∆/N, η/N)−RN (ζ/N, η/N) ≤ max
(
|Gζ∆/N (XN )−Gζ/N (XN )|, (5.17)































Taking here ζϑ in place of ζ we obtain from (5.16), (5.17) and Lemma 5.1(ii) that
VN ≥ V ∆N − ϑ−DXK,δKeK|x|Nδ−
1
4 (1 + L+ L2)
and since ϑ > 0 is arbitrary we have that
VN ≥ V ∆N −DXK,δKeK|x|Nδ−
1
4 (1 + L+ L2). (5.18)
On the other hand, since the Dynkin game here has a value (see, for instance,





ERN (ζ/N, η/N) ≤ inf
ζ∈T ∆
ER(ζ/N, ηϑ/N) + ϑ (5.19)
for each ϑ > 0 and some ηϑ ∈ T ξ0N . Introducing η∆ϑ and arguing as above we
obtain that
VN ≤ V ∆N +DXK,δKeK|x|Nδ−
1
4 (1 + L+ L2)
which together with (5.18) completes the proof of (5.13).
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In order to prove (5.14) we observe that by (2.9), Lemma 3.1, Lemma 5.1(ii),
the Chebyshev and the Cauchy-Schwarz inequalities
















































Lemma 5.3. For any integer N ≥ 1,
V̂ ∆N = V̂
Q
N . (5.21)
Proof. We prove (5.21) obtaining both V̂ ∆N and V̂
Q
N by the standard dynamical
programming (backward recursion) procedure (see, for instance, Section 1.3.2 in












V̂ ∆N,k = min
(








V̂ QN,k = min
(





Since each σ-algebra σ{U1, . . . , Uk} is independent of ξ1, ξ2, . . . by the construc-
tion, i.e. it is independent of all σ-algebras Fξ0,l, l = 0,±1, . . ., and so it is inde-




) = E(V̂ ∆N,k+1|Qnk),




Next, we turn our attention to the diffusion Ξ constructed in Theorem 2.1 and
consider the corresponding Dynkin game value V Ξ given by (2.8). Set GΞnk =
σ{WN (u/N) : u ≤ nk} and observe that by the construction
GΞnk ⊂ Qnk = F
ξ
0,nk
∨ σ{Ui, 1 ≤ i ≤ k} (5.23)
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where WN is the Brownian motion constructed in Section 4. Let T Ξ∆ be the set of
all stopping times with respect to the filtration GΞnk , k ≥ 0 and T
Q
∆ be the set of
all stopping times with respect to the filtration Qnk , k ≥ 0, both taking values nk
when k runs from 0 to kmax. Set
R̂Ξ(s, t) = Gs(Ξ̂)Is<t + Ft(Ξ̂)It≤s
where the process Ξ̂ is the same as in Lemma 4.3. Set
















Lemma 5.4. For any integer N ≥ 1,







where x = Ξ(0), and







Proof. The proof is similar to Lemma 5.2 but here in place of estimates for XN
we have to use moment estimates for diffusions. Set T Ξ,N01 = {ζ : ζ/N ∈ T Ξ01}
where, recall, T Ξ01 is the set of stopping times with respect to the filtration FΞt =
σ{WN (s), s ≤ t} having values in [0, 1]. For any ξ ∈ T Ξ,N01 define ζ∆ = min{nk :









In the same way as in (5.16) we obtain that for some ζϑ ∈ T Ξ,N01 ,
V Ξ ≥ V Ξ∆ − ϑ− sup
η∈T Ξ∆
J2(ζϑ/N, η/N) (5.26)
where for any ζ ∈ T Ξ,N01 and η ∈ T Ξ∆ ,
J2(ζ/N, η/N) = E(R
Ξ(ζ∆/N, η/N)−RΞ(ζ/N, η/N)).
As in (5.17) we obtain from (2.10) and (5.15) that

















By the Cauchy-Schwarz inequality,

































≤ 8E|Ξ(nk+1/N)− Ξ(nk/N)|4 + 8E sup
nk+1/N≥s≥nk/N
|Ξ(s)− Ξ(nk/N)|4.
By the standard moment estimates for stochastic integrals




























≤ 8L4(∆(N))2(36(4/3)4 + (∆(N))2).
Combining (5.26)–(5.32) together with Lemma 5.1(iii)we obtain the required
lower bound for V Ξ − V Ξ∆ taking into account that ϑ > 0 is arbitrary. On the
other hand, since the Dynkin game has a value under our conditions (see, for
instance, [14], Section 6.2.2) we can write that




ERΞ(ζ/N, η/N) ≤ inf
ζ∈T Ξ∆
ERΞ(ζ/N, ηϑ/N) + ϑ
for any ϑ > 0 and some ηϑ ∈ T Ξ,N01 . Introducing η∆ϑ and relying on the same
arguments as above we obtain the corresponding upper bound for V Ξ − V Ξ∆ and
complete the proof of (5.24).
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Next, we obtain (5.25) by (2.9), Lemma 4.3, Lemma 5.1(iii), the Chebyshev
and the Cauchy-Schwarz inequalities,






































completing the proof of the lemma. 
Next, we introduce the new process ΨN , first recursively at the times N
−1nk
and then extending it for all t ∈ [0, T ] in the piece-wise constant fashion. Namely,
we set ΨN (0) = x and (with n0 = 0),
ΨN (N







for k = 0, 1, . . . , kmax−1. Set also ΨN (t) = ΨN (N−1nk) if N−1nk ≤ t < N−1nk+1.
Lemma 5.5. For any integer N ≥ 1,
E max
0≤k≤kmax
|Ξ(N−1nk)−ΨN (N−1nk)|2 ≤ 96∆(N) exp(24L2d). (5.34)




































(σ(Ξ(N−1nl))− σ(ΨN (N−1nl)))(WN (N−1nl+1)−WN (N−1nl))
is a martingale with respect to the filtration {GΞnk , k ≥ 0} since σ(Ξ(N
−1nl)) −
σ(ΨN (N
−1nl)) is GΞnl -measurable while WN (N
−1nl+1)−WN (N−1nl) is indepen-
dent of GΞnl .
Hence, by the Doob martingale moment inequality and by the Lipschitz conti-
nuity of σ (with the constant L),
E max
0≤k≤n
|Mk|2 ≤ 4E|Mn|2 ≤ 4L2dN−1
∑
0≤k<n
Qk(nk+1 − nk) (5.36)
where
Qn = E max
0≤k≤n
|Ξ(N−1nk)−ΨN (N−1nk)|2.
By (5.35), (5.36) and Lemma 4.3 we obtain that




Thus, by the discrete (time) Gronwall inequality (see [6]),
Qn ≤ 96∆(N) exp(24L2d∆(N)n)
and since n ≤ kmax, (5.34) follows. 
Next, we introduce the values of Dynkin games with payoffs based on the process
ΨN . Namely, we set
RΨN (s, t) = Gs(ΨN )Is<t + Ft(ΨN )It≤s,












Lemma 5.6. For any ε > 0,
V Ψ∆ = V
Ψ
Q . (5.37)
Proof. As in Lemma 5.3 we will prove (5.37) obtaining both V Ψ∆ and V
Ψ
Q by the







where V Ψ∆,kmax = FT (ΨN ) = V
Ψ
Q,kmax and for k = kmax − 1, kmax − 2, . . . , 0,
V Ψ∆,k = min
(





V ΨQ,k = min
(





For any vectors x0, x1, x2, . . . , xkmax ∈ Rd set x(0) = x0, x(t) = xk if N−1nk ≤
t < N−1nk+1 and define the functions
qkN (t)(x1, . . . , xkN (t)) = Ft(x) and rkN (t)(x1, . . . , xkN (t)) = Gt(x).
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Introduce
Φl(x1, . . . , xl) = min
(
rl(x1, . . . , xl), max(ql(x1, . . . , xl), h(x1, . . . , xl))
)
where
h(x1, . . . , xl) = EΦl+1
(





−1nl) is both Gnl and Qnl -measurable while WN (N−1nl+1)
−WN (N−1nl) is independent of both Gnl and Qnl we see by induction that
V ΨQ,l = Φl(ΨN (N
−1n1),ΨN (N




for all l = kmax, kmax − 1, . . . , 0 where Φ0 = min(F0(x0),max(G0(x0), EΦ1(x0 +
σ(x0)WN (N
−1n1))), and (5.37) follows. 
Now we can complete the proof of Theorem 2.2 writing first,




N − V ΨQ | (5.38)
+|V ΨQ − V̂ Ξ∆ |+ |V̂ Ξ∆ − V Ξ∆ |+ |V Ξ∆ − V Ξ|.
It remains to estimate |V̂ QN − V ΨQ | and |V ΨQ − V̂ Ξ∆ | = |V Ψ∆ − V̂ Ξ∆ | since all other
terms in the right hand side of (5.38) are dealt with by Lemmas 5.2–5.4. In
both remaining estimates we use the fact that the game values there are defined
with respect to the same sets of stopping times which will allow us to rely on
uniform bounds on distances between the corresponding processes. By (2.9) and
the Cauchy-Schwarz inequality,
|V̂ QN − V
Ψ









|Ft(X̂N )− Ft(ΨN )|, E sup
0≤t≤1























(|X̂N (N−1nk)|+ |ΨN (N−1nk)|)
)))1/2
.
Next, by Lemmas 3.1, 5.5 and Theorem 2.1,
E max
0≤k≤kmax














50d + 96 exp(24L2d)∆(N).
In view of the Chebyshev inequality the probability in (5.39) is also estimated by
the right hand side of (5.40).
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Similarly, by (2.9) and by Lemmas 4.3, 5.1 and 5.5,
































∆(N)(1 + 3 exp(24L2d))1/2(DΞ4K)
1/2.
Combining (5.38) together with (5.39)–(5.41) and Lemmas 5.1–5.4 we complete
the proof of Theorem 2.2. 
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