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Abstract
Performance Analysis of Iris Based Recognition System at the Matching Score Level
by
Manasi V. Ketkar
Master of Science in Electrical Engineering
West Virginia University
Natalia A. Schmid, D.SC., Chair
Over the past three years, iris based personal identification has gained considerable attention
both from research groups and government organizations. Public acceptance of this biometric
grew substantially too. Modern cameras used for iris acquisition are less intrusive compared to
earlier iris scanning devices and public awareness of system reliability is slowly developing. A
typical iris system consists of four major subsystems: (i) image acquisition, (ii) preprocessing,
(iii) encoding, (iv) decision making. Most current research is focused on redesigning preprocess-
ing and encoding techniques for iris systems. However, a framework for comprehensive analysis
of iris recognition systems or a study on how various preprocessing steps influence performance
of iris-based identification system does not exist. In this thesis, we propose a methodology to
predict performance of a large-scale iris recognition system based on a small testing database
available, using information theoretic approach.
In this work, we consider a practical setting where only matching scores are accessible for
collecting data. We assume that multiple scans from the same iris are available. We model the
matching scores, a sequence of Hamming distances, as realizations of a random process with a
number of unknown parameters. These parameters are evaluated empirically. We then design
two decision test statistics for the given matching scores. The problems of verification and
identification are stated as a binary and (M+1)-ary hypothesis testing problems, respectively.
Here M is the individual number of iris classes to be identified. The proposed models are then
applied to predict the performance of a large scale iris based recognition system from a small
amount of available data. We use empirical approach, Chernoff bound and, Large Deviations
approximation to predict the performance.
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Notation
We use the following notation and symbols throughout this thesis
(·)T : matrix transpose;
tr(·) : trace of a matrix;
·ˆ : Maximum Likelihood Estimate of a parameter;
< ·, · > : Euclidean inner product⊗
: XOR operator⋂
: AND operator
‖ · ‖ : Euclidean norm
d : Hamming Distance (Matching Score)
K : No. of copies (templates) per iris image
M : No. of individual iris classes
∼ : Statistical Distribution of a vector of data
γ : Threshold
GH : Genuine Hypothesis
IH : Imposter Hypothesis
MLE : Maximum Likelihood Estimation
P (error) : Minimum Probability of Error
FAR : False Accept Rate
FRR : False Reject Rate
ROC : Receiver Operating Characteristics
LD : Large Deviations Approximation
CB : Chernoff Bound
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Introduction
1.1 Biometric Technology
Over the years, user authentication has become an inseparable part of all transactions in-
volving human computer interaction. Most conventional modes of authentication are based on
‘what we know’ (e.g. passwords) and/or ‘what we have’ (e.g. ID card). Biometrics brings in
stronger authentication capabilities by adding a third factor - ‘who we are’ (based on our inher-
ent physiological or behavioral characteristics). Secure personal authentication and identification
are challenging problems for modern society. With the rapid development of new information
technologies, it is also essential to develop new security systems to prevent unauthorized access
and abuse. Biometric technologies are hence becoming the foundation of an extensive array of
highly protected identification and personal verification systems.
Biometrics are automated methods of recognizing a person based on a physiological or be-
havioral characteristic. In practice, this means capturing and processing an image of a unique
feature of an individual, and comparing it with a processed image captured previously. Among
the characteristics measured are face, fingerprint, hand geometry, iris, and voice. Biometric iden-
tification systems all rely upon forms of random variation among persons based on these features.
More complex is the randomness, the more pronounced features for identification; because more
dimensions of independent variation produce signatures having greater uniqueness. As in all
pattern recognition problems, the key issue here is the relation between inter-class (between two
or more classes/users) and intra-class (within a single class/user) variability [1]. Objects can be
reliably classified only if the variability among different instances of a given class is less than the
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variability between different classes. A good biometric is characterized by use of a feature that
is
1. highly unique - so that the chance of any two people having the same characteristic will be
minimal,
2. stable - so that the feature does not change over time, and
3. be easily captured - in order to provide convenience to the user and prevent misrepresenta-
tion of the feature.
1.2 Iris Recognition
The use of a biometric for identification purposes requires that the particular biometric fac-
tor be unique for each individual, that it can be readily measured and that it is invariant over
time. Biometrics such as signatures, fingerprints, voiceprints all have significant drawbacks. Al-
though signatures are cheap to acquire and easy to store, they are often impossible to identify
automatically with high assurance, and are easily forged. Electronically recorded voiceprints are
susceptible to changes in a person’s voice. Fingerprints or handprints require physical contact.
They also can be counterfeited and marred by artifacts.
Human iris on the other hand possesses great biometric advantages. The iris is part of the
middle coat of the eye. It is a thin diaphragm stretching across the anterior portion of the eye,
supported by the lens. The cornea lies in front of the iris and provides a transparent protective
coating. As an internal (yet externally visible) organ of the eye, the iris is well protected from the
environment. The evidences from clinical observations and developmental biology claim that the
structure of iris is unique to an individual and its epigenetic pattern remains stable throughout
adult life [2]. The iris also has a great advantage from mathematical stand of view. Its pattern
variability among different persons is enormous. From image processing stand of view, iris is a
complex texture. As almost a planer object, its image is relatively insensitive to small changes
in viewing angle. Finally, the ease of localizing eyes in faces, and the distinctive annular shape of
the iris, facilitate reliable and precise isolation of this feature and the creation of a size-invariant
representation. All these characteristics make iris very attractive for use as a biometric for iden-
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tifying individuals.
Image processing techniques can be employed to extract the unique iris representation from
an image of the eye and encode it into a biometric template, which can be stored in a database.
This biometric template contains a mathematical representation of the unique information con-
tained in the iris and is used to alleviate the automatic identification.
The person’s identity can be resolved either by verification or identification. Verification
involves confirming or denying a person’s claimed identity. In identification, one has to establish
a person’s identity. When a candidate wishes to be identified by an iris based recognition system,
his/her iris is first imaged and then converted to a template. This template is then compared
with each template stored in the database until either a matching template is found and the
subject is identified, or no match is found and the subject remains unidentified.
Traditional Iris Recognition System
Although prototype Iris recognition systems had been proposed earlier, it was not until the
early nineties that Cambridge researcher, John Daugman, implemented a working prototype
of an automated iris recognition system [3][4]. The major processing steps of this system are
summarized in Fig. 1.1.
Acquire Iris
Image
Define Pupillary
and Limbic Iris
Boundary
Encode and
Quantize Iris to get
IrisCode
Compare
Hamming Distance
between the
IrisCode and a
code in database
with a threshold
Decision
Fig. 1.1: Traditional Daugman’s Iris Recognition System
During the encoding step, each isolated iris pattern is first demodulated to extract its phase
information using quadrature 2D Gabor Wavelets, generating complex-valued coefficients. The
real and imaginary parts specify the coordinates of the phasor in the complex plane. Accord-
ing to J. Daugman [4], only phase information is useful for discrimination because amplitude
information is not very reliable. It depends upon extraneous factors such as imaging contrast,
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illumination, and camera gain. The angle of each phasor is quantized to one of the four quad-
rants, setting two bits of phase information. This process is repeated all across the iris with
many wavelet sizes, frequencies, and orientations, to extract 2048 bits forming an IrisCode. An
equal number of masking bits are also computed to signify whether any iris region is obscured
by eyelids, contains any eyelash occlusions, specular reflections, or poor signal to noise ratio and
thus should be ignored in the demodulation code as an artifact.
The key to iris recognition is the failure of test of statistical independence, which involves a
large number of degrees of freedom. This test virtually is guaranteed to pass whenever the phase
codes (IrisCodes) for two different eyes are compared. It uniquely fails when any iris’s phase
code is compared with another version of itself. Most existing systems evaluate the discrepancy
between two IrisCodes using Hamming distances (HD). It is defined as the number of bits at
which two IrisCodes differ from each other. After the candidate image is converted to an IrisCode
(say, codeA), it is compared with the template IrisCode in the database (say, codeB) to get the
Hamming distance as follows
HD =
‖ (codeA⊗ codeB) ∩maskA ∩maskB ‖
‖ maskA ∩maskB ‖ (1.1)
where maskA and maskB denote the masking bits generated for codeA and codeB respectively,
⊗ is the XOR operator and ∩ is the AND operator. The L2 norm (‖ ‖) is used to calculate
fractional HD as a measure of dissimilarity between the two IrisCodes, with the value of 0 for a
perfect match. The HD is then compared with a threshold to decide whether the candidate user is
a Genuine or an Imposter. Mathematically, this decision problem can be stated as a hypothesis
testing problem. With this biometric recognition problem formulated within the frameworks
of signal processing and statistical decision theory, the performance of the system is evaluated
by constructing a Receiver Operating Characteristics (ROC) curve. ROC is defined as a plot
of the False Reject Rate (FRR), which denotes the measure of likelihood that the system will
wrongly reject access to an authorized user, vs. the False Accept Rate (FAR), which indicates
the probability that the candidate will be safely accepted when it should have been rejected,
parameterized by a decision rule threshold.
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1.3 Contribution of the thesis
Since large databases are not available in practice, biometric systems are often tested on a
small amount of data. To extrapolate the performance of a small database, we setup the frame-
work for comprehensive analysis of the performance of a large scale iris-based recognition system.
This work is directed towards solving the scaling problem to bound performance of large scale
iris systems. We propose a methodology to predict performance of a large-scale iris system based
on a small testing database available using information theoretic approach.
At this stage, we consider a practical setting where matching scores in the form of HDs are
accessible for collecting the data. We assume that multiple scans from the same iris are available.
We model these matching scores, a sequence of HDs, as realizations of a Gaussian random process
with a number of unknown parameters. These unknown parameters are estimated empirically.
The problems of verification and identification are further stated as a binary and (M+1)-ary
hypothesis testing, respectively. Here M is the individual number of iris classes to be identified
and an additional ‘Imposter’ hypothesis. We design two decision test statistics for the matching
scores based on the multiple templates availability assumption. The proposed models are then
applied to predict the performance of a large-scale iris based identification systems from a small
amount of available data. We use empirical approach, Chernoff bound, and Large Deviations
asymptotic approach to predict the performance of the iris system.
1.4 Organization of the thesis
In Chapter 2, we describe the proposed model for HDs. Chapter 3 explains the proposed
decision rules for the matching scores. Chapter 4 focuses on the performance analysis of a large
scale iris recognition system. The numerical results for iris-based verification and identification
systems are presented in Chapter 5. Conclusions and future work are provided in Chapter 6 and
Chapter 7.
6Chapter 2
Proposed Matching Score Model
In Daugman’s iris-based recognition system described in Chapter 1, only a single image/template
is assumed available to characterize an iris class. The IrisCode of a candidate image is compared
against the claimed IrisCode from the database by means of calculating the average HD. The
problem of deciding if an input iris image belongs to the claimed identity is often stated as a
hypothesis testing problem, where the HD, d, plays the role of a test statistic. Given a threshold
γ, the Imposter hypothesis is accepted if d ≥ γ. Otherwise, the Imposter hypothesis is rejected.
In the following sections, we propose a model for HDs, state a set of simplifying assumptions,
and propose decision rules based on the described model for the data in Chapter 3.
2.1 Proposed Model for the Matching Scores
Iris images are first preprocessed and encoded using our Gabor filter based encoding technique
(our interpretation of J. Daugman’s algorithm), to get the IrisCodes. The steps carried out can
be briefly summarized as follows.
(a) (c)(b)
(a) Image Transformation, (b) Preprocessing, (c) Encoding
Fig. 2.1: Our interpretation of J. Daugman’s Iris Recognition System
1. An incoming image is first enhanced and transformed into a pseudo polar representation.
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2. It is encoded using Gabor filters.
3. The normalized and encoded image is quantized component-by-component to two levels
(zero/one) based on the sign of the corresponding filtered image entry. The quantized
sequence of components form IrisCode.
The IrisCode of the candidate to be recognized is then compared with a claimed template
in the database to get matching scores in the form of HD. In the following, we consider two
scenarios of verification and identification separately.
2.1.1 Verification Case
Verification is a one-to-one matching procedure. A verification problem can also be stated as
a binary hypothesis testing problem, where only two hypotheses (Genuine/Imposter) are consid-
ered. In Daugman’s iris verification system the test/candidate is declared to be Imposter if the
matching score d ≥ γ. Otherwise the Imposter hypothesis is rejected.
Modern cameras are capable of capturing more than a single snapshot over a small amount
of time during adjustment period (approx. 5 to 10 images over 2 sec. period). In this work
we propose to use all collected data of a good quality. For our analysis we make the following
practically feasible assumptions:
1. Each individual iris class in the database and the incoming candidate user are represented
by K iris scans converted into IrisCodes. The practical value of K can be 2 ≤ K ≤ 10.
However, for the purpose of analysis we assume that K can become large.
2. The matching scores in the form of HD are calculated for arbitrary cross-coupled sets of K
IrisCodes such that no same IrisCode is involved twice. This requirement reduces additional
dependencies among the matching scores.
Modeling Matching Scores
By Daugman [5], two arbitrary selected IrisCodes are strongly correlated and so are the HDs.
We model K - dimensional vectors of HDs as realizations of K - dimensional Gaussian random
vectors with correlated entries. Under Imposter hypothesis, H0, the vector d is the Gaussian
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distributed with common unknown mean for all entries µ0 and unknown covariance matrix R0.
Under Genuine hypothesis, the vector d is the Gaussian distributed with common unknown mean
for all entries µ1 and unknown covariance matrix R1 (R0 and R1 are distinct). Mathematically,
Under Imposter Hypothesis: d ∼ N (µ0 · 1, R0)
Under Genuine Hypothesis: d ∼ N (µ1 · 1, R1) (2.1)
We assume that the matrices R0 and R1 are cyclic,
Ri = σ
2
i ·

1 ρi ρi . . . ρi
ρi 1 ρi . . . ρi
...
...
. . .
...
...
ρi ρi ρi . . . 1

K×K
, i = 0, 1 (2.2)
Since the parameters of the models, (µi, σ
2
i , and ρi, i = 0, 1) are unknown, we estimate them
empirically using available data.
Parameter Estimation
We assume that N independent copies of the K-dimensional vector d are available under both
Genuine and Imposter hypotheses. Using this training data, we apply the Maximum Likelihood
estimation (MLE) method to estimate the parameters of the model [6]. The ML estimates are
given by,
µˆi =
1
KN
N∑
l=1
K∑
k=1
dk, l , σˆi
2 =
tr(Ai)
KN
(2.3)
and
ρˆi =
1TAi1− tr(Ai)
(K − 1)tr(Ai) , i = 0, 1 (2.4)
where Ai is Wishart Distributed K × K dimensional matrix with the (p, q) entry given by,
Ai(p, q) =
N∑
n=1
(dn,p − µˆi)(dn,q − µˆi)
Model Validation
To validate the proposed model for HDs, we apply a multivariate Shapiro-Wilk test for
normality [7]. The test provides the p-value statistic which denotes the goodness of fit for the
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data to the model. The null hypothesis used by the test is that the data comes from the normal
distribution. When p-value falls above the critical p-value (pcrit)= 0.05, then the null hypothesis
is accepted, and the matching scores are declared to have normal distribution. Otherwise the
null hypothesis is rejected.
2.1.2 Identification Case
Biometric identification is a process of determining person’s identity by performing matches
against multiple templates in the database. These systems are designed to determine candidate’s
identity based solely on biometric information. Identification problem is one to many matching
procedure and can be stated as (M+1)-ary hypothesis testing problem. Here M is the number
of individual iris classes to be identified and the additional Imposter hypothesis.
Suppose that the IrisCodes from M individual irises, each of length n, are collected and
stored in the database. Similar to the verification case, assume that K distinct copies of the
IrisCode are available from each iris template in the database. Denote by X(l), l = 1, ...,M , and
Y random vectors, underlying the IrisCodes of the lth individual and a candidate that submits
his/her iris for identification, respectively. Assume that a candidate is also represented by K
IrisCodes. Similar to the verification case, the K-dimensional vectors d(l) are formed by arbi-
trary coupling K realizations of X(l) with K realizations of Y and calculating corresponding K
normalized Hamming distances. These individual K-dimensional vectors of the normalized HDs
are then concatenated to form a long (M×K)-dimensional vector d. Identification problem is a
multi-hypothesis testing problem. Hence we extend the model used in verification case (2.1) to
get the matching score model for identification case.
If the candidate signature is assumed to have come from the ith iris class, then the ith vector
component d(i) in the concatenated vector d is the HD between two signatures containing
the IrisCode of the same ith iris-class and thus can be modeled as drawn from the Genuine
distribution. The remaining vector components d(j), i 6= j, j = 1, ...,M, are the HDs between
distinct IrisCodes and thus can be modeled as drawn from the Imposter distribution. The
IrisCodes forming d(i) and d(j) are correlated, partially due to the nature of the random process
underlying iris formation and partially due to the operation of filtering during encoding of iris
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images [5].
Hence under Hi (i
th user hypothesis), we assume that the vector d is Gaussian distributed with
the mean vector mi and covariance matrix Σi. The mean vector mi is a vector column of size
MK given by following
mi =
[
µ0 · 1 · · · µ1 · 1 · · · µ0 · 1
]T
MK×1
(2.5)
Note that the vector has entry µ1 · 1 on the ith position, 1 is K - dimensional vector column of
all ones.
The block cyclic covariance matrix Σi is given by
Σi =

R0 R˜0 . . . R˜0 R˜0 R˜0 . . . R˜0
R˜0 R0 . . .
...
...
... . . .
...
...
...
. . . R˜0 R˜0 R˜0 . . . R˜0
R˜0 . . . R˜0 R0 R˜0 R˜0 . . . R˜0
R˜0 . . . R˜0 R˜0 R1 R˜0 . . . R˜0
R˜0 . . . R˜0 R˜0 R˜0 R0 . . . R˜0
... . . .
...
...
...
...
. . .
...
R˜0 . . . R˜0 R˜0 R˜0 R˜0 . . . R0

MK×MK
(2.6)
where the block R1 stands on the intersection of the i
th block-column and the ith block-row.
The diagonal is composed of blocks R0 besides the block on the (i, i)
th position. The rest of the
matrix Σi is composed of R˜0, where R˜0 = σ
2
0ρ0 · (1 × 1T ). The matrices R0 and R1 have the
form given in (2.2).
Similarly, underH0 (Imposter hypothesis), the vector d is modeled to be Gaussian distributed
with the mean vector m0 and covariance matrix Σ0. The mean vector is given as
m0 =
[
µ0 · 1 · · · µ0 · 1 · · · µ0 · 1
]T
MK×1
(2.7)
with dependence only on µ0. The block cyclic covariance matrix Σ0 consists of all the diagonal
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blocks R0 and remaining block elements R˜0. Σ0 is given by
Σ0 =

R0 R˜0 . . . R˜0 R˜0 R˜0 . . . R˜0
R˜0 R0 . . .
...
...
... . . .
...
...
...
. . . R˜0 R˜0 R˜0 . . . R˜0
R˜0 . . . R˜0 R0 R˜0 R˜0 . . . R˜0
R˜0 . . . R˜0 R˜0 R0 R˜0 . . . R˜0
R˜0 . . . R˜0 R˜0 R˜0 R0 . . . R˜0
... . . .
...
...
...
...
. . .
...
R˜0 . . . R˜0 R˜0 R˜0 R˜0 . . . R0

MK×MK
(2.8)
where R0 has the same form as in (2.2) and R˜0 = σ
2
0ρ0 · (1× 1T ).
2.2 Summary
To summarize, the proposed models for the matching scores in Verification and Identification
cases are described as follows.
In Verification mode, the binary hypothesis testing problem is stated as
Under the Imposter Hypothesis: d ∼ N (µˆ0 · 1, Rˆ0)
Under the Genuine Hypothesis: d ∼ N (µˆ1 · 1, Rˆ1)
(2.9)
where Rˆ0 and Rˆ1 have the form as in (2.2) with estimated parameters from (2.3), (2.4) substituted
in it.
In Identification mode,
Under the Imposter Hypothesis: d ∼ N (mˆ0, Σˆ0)
Under ith Genuine user Hypothesis: d ∼ N (mˆi, Σˆi), i = 1, ...,M
(2.10)
where mˆ0 and mˆi have the form as in (2.7) and (2.5), respectively. And Σˆ0 and Σˆi have the same
form as in (2.8) and (2.6) respectively, with estimated parameters from (2.3), (2.4) substituted
in it.
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Chapter 3
Proposed Decision Rules
In this work, we assume that each individual iris class in the database and the incoming
candidate user are represented by K iris scans converted into IrisCodes. Also the matching scores
in the form of HDs are calculated for arbitrary cross-coupled sets of K independent IrisCodes.
Based on these practically feasible assumptions and the proposed models for the matching scores,
we design two test statistics.
1. The Average HD
2. Plug-in Log Likelihood Ratio
We describe the design of each of the test statistics in detail.
3.1 Proposed Rule 1:
The Average Hamming Distance (D-Bar)
Let d = [d1, d2, ..., dK ] be a vector of K HDs formed according to the assumptions above. The
first decision rule averages K HDs, that is,
d¯ =
1
K
K∑
k=1
dk (3.1)
To make a decision about the origin of the data, d¯ is compared with a decision threshold γ, a
design parameter. This leads to the following decision rule:
Imposter hypothesis is accepted if, d¯ ≥ γ.
Otherwise the Imposter hypothesis is rejected.
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The average HD is an intuitive test statistic. In signal processing, averaging is often used to
reduce the noise and thus to improve performance.
3.2 Proposed Rule 2:
Plug-in Log Likelihood Ratio
In this subsection, we design a plug-in log-likelihood ratio test. In ideal case, when the
distribution of the data is completely specified, log-likelihood ratio is the optimal test statistic
in the minimum P (error) or Neyman-Pearson sense. If the distribution of the data are not
completely specified, the unknown parameters of the distribution are estimated from the available
data. When the estimated parameters are substituted in the log-likelihood ratio in place of true
unknown parameters, the test becomes suboptimal, but still close to optimal. This is the main
motivation behind using log-likelihood ratio as a decision test statistic.
3.2.1 Verification Case
The plug-in log-likelihood ratio for the proposed model (2.9) is given by,
ΛK =
1
K
log
pˆ(d|GH)
pˆ(d|IH)
= − 1
2K
(d− µˆ11)T Rˆ−11 (d− µˆ11) +
1
2K
(d− µˆ01)T Rˆ−10 (d− µˆ01)
− 1
2K
log det (Rˆ1Rˆ
−1
0 )
(3.2)
where µˆi, σˆ
2
i and ρˆi, i = 0, 1 are the estimated ML parameters.
To make a decision about the origin of the data, ΛK is compared with a threshold γ =
1
K
log pi1
pi0
,
where pi1 and pi0 are prior probabilities of Genuine and Imposter hypothesis respectively. This
leads to the following decision rule:
User is declared as Imposter if, ΛK ≤ γ,
User is declared as Genuine if, ΛK > γ.
3.2.2 Identification Case
The verification case described above can be easily extended to the case of identification. In
this work, identification problem is stated as (M+1)-ary hypothesis testing problem. Here M is
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the number of individual iris classes to be identified. Let Hi and H0 be the i
th Genuine user and
Imposter hypotheses, respectively. The plug-in log likelihood test statistic in the identification
mode is a vector of log-likelihood ratios given by
ΛK =
[
ΛK(1), ΛK(2), . . . , ΛK(M)
]T
M×1
, (3.3)
with the ith entry given by,
ΛK(i) =
1
K
log
pˆ(d|Hi)
pˆ(d|H0) .
To make a decision about the origin of the candidate IrisCodes, each log-likelihood ratio in (3.3)
is compared against a common threshold γ.
The candidate IrisCode is recognized as being from the ith iris class if
ΛK(i) ≥ ΛK(j) and ΛK(i) > γ, ∀ j = 1, ...,M, j 6= i.
The IrisCode is rejected (not recognized as being from any iris class in the database) if all
components in (3.3) satisfy
ΛK(i) ≤ γ, ∀ i = 1, ...,M.
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Chapter 4
Performance Analysis
4.1 Background
Performance evaluation is an important step in designing a decision making system. In the
selection of biometrics for use in a recognition system and in the subsequent design of the system,
the predicted performance is a key consideration. In practical setting, it is of interest to derive
a single analytical expression that can be used to predict performance of a large scale system,
based on a small amount of available data.
The literature contains very few results on performance analysis of iris-based recognition
systems [2], [5], [8]. These papers perform analysis under considerably simplified conditions and
mostly focus on evaluation of FAR. In this work, we avoid simplifying the model and consider
the average probability of error as a measure of performance taking both FAR and FRR into
consideration. Since the expressions for the FAR and FRR are often hard to evaluate directly, one
can appeal to bounds and approximations. In this work, we use Chernoff Bound that is related
to a more restrictive asymptotic approach called Large Deviations [9], [10], [11] to predict the
performance of a large scale iris-based recognition system. We consider performance evaluation
for verification and identification problem separately.
4.2 Verification Case
Let H0 and H1 be the Imposter and Genuine hypotheses, respectively and pi0 and pi1 be
their respective prior probabilities, where pi0 + pi1 = 1. The total average probability of error in
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verification case can be written as
P (error) = pi1 · P (Decide H0|H1 is true) + pi0 · P (Decide H1|H0 is true) (4.1)
4.2.1 Empirical Evaluation
Using the proposed decision test statistics D-bar (3.1) and Log Likelihood ratio (3.2), we
empirically find the probability of error. We evaluate the performance for the following data
sets:
1. Simulated data,
2. Bootstrap data.
In the first case, the matching scores are simulated using the proposed model for matching
scores (2.9) under both Genuine and Imposter hypothesis. According to the D-bar test statistic,
given any threshold γ,
Imposter hypothesis is accepted if, d¯ ≥ γ.
Otherwise the Imposter hypothesis is rejected.
Similarly, according to the log-likelihood test statistic, for the threshold γ = 1
K
log pi1
pi0
,
User is declared as Imposter if, ΛK ≤ γ,
User is accepted as Genuine if, ΛK > γ.
where pi1 and pi0 are prior probabilities on the Genuine and Imposter hypotheses, respectively.
We empirically calculate FAR and FRR for the two decision rules and plot ROC curves as a
combination of FAR and FRR. We also evaluate the total probability of error using (4.1).
The bootstrap data in the second case are the data drawn randomly with replacement from
a real database [12]. Using the same D-bar and log-likelihood decision rules, we empirically
calculate the FAR and FRR for a given range of thresholds and plot a set of ROC curves.
4.2.2 Chernoff Bound
The Chernoff bound is known as a tight upper bound on the probability of error [13] and
can be found for arbitrary selected parameters K and a threshold γ. The FAR and FRR can be
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upper bounded as
FAR(γ) = P (ΛK > γ|IH) ≤ e−K·I0(K,γ),
FRR(γ) = P (ΛK ≤ γ|GH) ≤ e−K·I1(K,γ)
(4.2)
where I0(K, γ), I1(K, γ) are the Chernoff rate functions under the Imposter and Genuine
hypotheses, respectively. Note that in this case, the rate functions are functions of both K and
γ. The Chernoff rate functions under Imposter hypothesis is given by
I0(K, γ) = sup
s
[sγ − ϕ¯0(s,K)] (4.3)
where ϕ¯0(s,K) is the log-moment generating function of the test statistic in (3.2) under the
Imposter hypothesis (see appendix A for details), defined as
ϕ¯0(s,K) =
1
K
log
(
E0
[
esKΛK
])
=
(µˆ1 − µˆ0)2
2K
· 1
λ1(1)
·
[
s2λ0(1)
sλ0(1)− (s− 1)λ1(1) − s
]
− s
2K
·
[
log
λ1(1)
λ0(1)
+ (K − 1) log λ1(2)
λ0(2)
]
+
1
2K
·
[
log
λ1(1)
sλ0(1)− (s− 1)λ1(1) + (K − 1) log
λ1(2)
sλ0(2)− (s− 1)λ1(2)
]
,where
(4.4)
λ0(1) = σˆ
2
0 + (K − 1)σˆ20 ρˆ0
λ0(2) = σˆ
2
0 − σˆ20 ρˆ0
λ1(1) = σˆ
2
1 + (K − 1)σˆ21 ρˆ1
λ1(2) = σˆ
2
1 − σˆ21 ρˆ1
(4.5)
are the eigenvalues of the covariance matrices R0 and R1
And the threshold γ that gives the optimum solution for Imposter rate function is
γ =
(µˆ1 − µˆ0)2
2K
· 1
λ1(1)
·
[
s2λ0(1)
2 + 2sλ0(1)λ1(1)− s2λ0(1)λ1(1)
[sλ0(1)− (s− 1)λ1(1)]2
− 1
]
− 1
2K
log
λ1(1)
λ0(1)
− (K − 1)
2K
log
λ1(2)
λ0(2)
− 1
2
· 1
sλ0(1)− (s− 1)λ1(1) ·
[
λ0(1)− λ1(1)
K
]
− (K − 1)
2
· 1
sλ0(2)− (s− 1)λ1(2) ·
[
λ0(2)− λ1(2)
K
]
(4.6)
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Similarly, the Chernoff rate function under the Genuine hypothesis is given by
I1(K, γ) = sup
s
[sγ − ϕ¯1(s,K)] (4.7)
where ϕ¯1(s,K) is the log moment generating function under Genuine hypothesis defined as
ϕ¯1(s,K) =
1
K
log
(
E1
[
esKΛK
])
=
(µˆ1 − µˆ0)2
2K
· 1
λ0(1)
·
[
s2λ1(1)
(s+ 1)λ0(1)− sλ1(1) + s
]
− s
2K
·
[
log
λ1(1)
λ0(1)
+ (K − 1) log λ1(2)
λ0(2)
]
+
1
2K
·
[
log
λ0(1)
(s+ 1)λ0(1)− sλ1(1) + (K − 1) log
λ0(2)
(s+ 1)λ0(2)− sλ1(2)
]
(4.8)
The threshold γ that gives the optimum solution for Genuine rate function is given by
γ =
(µˆ1 − µˆ0)2
2λ0(1)K
·
[
s2λ0(1)λ1(1) + 2sλ0(1)λ1(1)− s2λ1(1)2
[(s+ 1)λ0(1)− sλ1(1)]2
+ 1
]
− 1
2K
log
λ1(1)
λ0(1)
− (K − 1)
2K
log
λ1(2)
λ0(2)
− 1
2
1
(s+ 1)λ0(1)− sλ1(1)
[
λ0(1)− λ1(1)
K
]
− (K − 1)
2
1
(s+ 1)λ0(2)− sλ1(2)
[
λ0(2)− λ1(2)
K
]
4.2.3 Large Deviations Approximation
Using the theory of large deviations, the average probability of error in (4.1) can be asymp-
totically approximated by a linear combination of two exponential functions with explicit de-
pendence on K. If the Large deviations conditions are satisfied [10], the FAR and FRR can be
approximated as follows
FAR(γ) = P (ΛK > γ|IH) ≈ G(K, γ)e−K · I0(γ),
FRR(γ) = P (ΛK ≤ γ|GH) ≈ G(K, γ)e−K · I1(γ)
(4.9)
where G(K, γ) is a slowly varying function of K and γ (often omitted in analysis) and I0(γ),
I1(γ) are the Large Deviations rate functions under the Imposter and Genuine hypotheses, respec-
tively. As K → +∞, ΛK converges to its asymptotic expected value under the two hypotheses.
The rate of convergence in our case is exponential under either hypothesis, with exponent deter-
mined by the LD rate function [9], [10], [11]. Using LD, we calculate the worst exponent once.
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Then we can predict performance of the system for an arbitrary K without recomputing the
expression in the exponent for every new value of K.
The large deviations rate function is defined as
I0(γ) = sup
s
[sγ − ϕ¯0(s)] , (4.10)
where ϕ¯0(s) is the asymptotic normalized log-moment generating function under the Imposter
hypothesis given by
ϕ¯0(s) = lim
K→+∞
1
K
log
(
E0
[
esKΛK
])
. (4.11)
Substituting expression for log-likelihood function (3.2) into (4.11) and evaluating the expec-
tation and the limit (see Appendix A for details), we obtain
ϕ¯0(s) = −s− 1
2
log
λ1(2)
λ0(2)
+
1
2
log
[
λ0(2)
sλ0(2)− (s− 1)λ1(2)
]
(4.12)
And the threshold γ which gives optimum solution for Imposter rate function is given by,
γ = −1
2
log
λ1(2)
λ0(2)
− 1
2
[
λ0(2)− λ1(2)
sλ0(2)− (s− 1)λ1(2)
]
(4.13)
The parameters σˆ2i and ρˆi, i = 0, 1 are estimated by (2.3), and (2.4).
Similarly, the rate function under Genuine hypothesis is given by
I1(γ) = sup
s
[sγ − ϕ¯1(s)] ,where (4.14)
ϕ¯1(s) is the asymptotic normalized log-moment generating function defined as
ϕ¯1(s) = lim
K→+∞
1
K
log
(
E1
[
esKΛK
])
= −s
2
log
λ1(2)
λ0(2)
+
1
2
log
[
λ0(2)
(s+ 1)λ0(2)− sλ1(2)
] (4.15)
The threshold γ that provides optimum solution for Genuine rate function and the parameters
λi(j), i = 0, 1, j = 1, 2 for Genuine hypothesis are same as in (4.13) and (4.5), respectively.
Note that the Large Deviation rate functions are not functions of K.
Therefore given the number of templates per iris class (K), for each value of threshold (γ), the
conditional probabilities FAR and FRR can be upper bounded and approximated using (4.2)
and (4.9), respectively.
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4.3 Identification Case
In the iris-based identification system, the template of a candidate user is compared with
templates of all users in the database to find the best match. If the template does not match
with any user in the database, it is declared as Imposter. Thus the identification problem is a
multi-hypothesis testing problem. We use the following two bounds to analyze the performance
of an iris-based identification system.
1. The worst case upper bound on the total probability of error
2. Union of Chernoff Bounds
4.3.1 The Worst Case Upper Bound
Let M be the total number of iris classes. Denote by H0 and Hi, i = 1, ...,M an Imposter
and the ith user hypothesis, respectively. Denote by pii, i = 0, 1, ...,M their corresponding prior
probabilities, where
∑M
i=0 pii = 1. Then the total average probability of error in the system is
given by
P (error) =
M∑
k=0
pik
M∑
l=0, l 6=k
P (decide Hl | Hk is true). (4.16)
The total probability of error in (4.16) can be upper bounded using conditional probabilities
of error for the binary hypothesis testing problem in (4.1). This results in
P (error) ≤ M(M + 1)
2
max
k,l=0,...,M, k 6=l
[
pik
pik + pil
P (error|Hbinaryk ) +
pil
pik + pil
P (error|Hbinaryl )
]
, (4.17)
Details of the derivation can be found in [14]. This bound can be further reduced to
P (error) ≤ M(M + 1)
2
max
α, k,l=0,...,M, k 6=l
[
αP (error|Hbinaryk ) + (1− α)P (error|Hbinaryl )
]
, (4.18)
where α = pik
pik+pil
.
Using the verification results, we can further write,
P (error) ≤ M(M + 1)
2
max
α
[αP (Decide H1|H0 is true) + (1− α)P (Decide H0|H1 is true)].
(4.19)
This is the worst case upper bound on the total probability of error for identification case.
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4.3.2 Union of Chernoff Bounds
To obtain a tighter result for P (error), we use Chernoff bounds on conditional error proba-
bilities. The total probability of error for identification case can be rewritten as follows
P (error) =
M∑
l=0
pil · P (error|Hl)
= pi0 ·
M∑
l=1
P(Hl|H0) +
M∑
k=1
pik · P(H0|Hk)
+
M∑
k,l=1, k 6=l
pik · P(Hl|Hk),
(4.20)
where P(Hl|Hk) is the conditional probability that the candidate is decided to have come from
Hl hypothesis when in reality Hk hypothesis is true. Each conditional probability in (4.20) has
an upper bound determined by the corresponding Chernoff rate function. Furthermore, the ex-
ponential rate for the Bayes rule in the (M+1)-ary case is determined by the minimum Chernoff
information1 among all distinct pairs of hypotheses including H0 [14].
To find the upper bound on each conditional probability P(Hl|Hk) in (4.20), we find chernoff
information which is a point of intersection of chernoff rate functions underHl andHk hypotheses.
This point is represented as a threshold (t) in (M+1)-dimensional decision region. Let L0 and L1
be the asymptotic expected values of the log-likelihood functions under Imposter and Genuine
hypotheses, respectively. Denote by I0(t) and Il(t), l = 1, ...M the Chernoff rate function
under the Imposter and the lth hypotheses, respectively. In case of P(Hl|H0), l = 1, ...M , the
point of intersection of rate functions under the Imposter and the lth hypotheses is given by
t = (0, L0, ..., L0) [14]. Therefore, the P(Hl|H0) is upper bounded as
P (Hl|H0) ≤ e−K I0(0,L0,...L0), l = 1, ...M
The conditional probability P(Hl|Hk), l, k = 1, ...M is upper bounded using Chernoff rate func-
tions under Hl and Hk hypotheses. The corresponding rate functions Il(t) and Ik(t) intersect at
1For any distributions P1 and P2, Chernoff Information is the highest achievable exponent for the probability
of error. Mathematically it is defined as
C(P1, P2) = − min
0≤λ≤1
log
(∑
x
Pλ1 (x)P
1−λ
2 (x)
)
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the point (L0+L1
2
, L0+L1
2
, L0, ..., L0). Also, the rate functions under Ik(t) and I0(t) are related as
Ik(t) = I0(t)− tk
Therefore the conditional probability P(Hl|Hk) can be upper bounded as
P (Hl|Hk) ≤ e−K I0(
L0+L1
2
,
L0+L1
2
,L0,...L0)−L0+L12
The upper bound on the probability of error in (4.20) is the union of Chernoff bound on each
of the conditional probabilities and is given by
P (error) ≤pi0
M∑
i=1
e−K·I0(0,L0,...,L0) + (1− pi0) · e−K·I0(0,L0,...,L0)
+
M∑
j=1
pij ·
M∑
i=1,i 6=j
e−K[I0(
L0+L1
2
,
L0+L1
2
,L0,...,L0)−L0+L12 ]
(4.21)
Extending the formulation in verification problem, the rate function under the Imposter
hypothesis for the identification case is given by
I0(K, t) = sup
s
[< s, t > −ϕ¯0(s, K)] (4.22)
where < ., . > denotes the Euclidean inner product2, t is a vector of thresholds and ϕ¯0(s, K) is
the log-moment generating function under the Imposter hypothesis defined as
ϕ¯0(s, K) =
1
K
log
(
E0
[
eK<s,ΛK>
])
Here s =
[
s1, s2, ..., sM
]T
and ΛK =
[
ΛK(1), ΛK(2), . . . , ΛK(M)
]T
.
Solving the above expectation and normalizing by K (see appendix for details),
ϕ¯0(s, K) =
1
2K
(
∆T ·Q−1 ·∆)
− 1
2K
[
M∑
i=1
si(mˆ
T
i · Σˆ−1i · mˆi − mˆT0 · Σˆ−10 · mˆ0) + mˆT0 · Σˆ−10 · mˆ0
]
− 1
2K
[
M∑
i=1
si log det(ΣˆiΣˆ
−1
0 ) + log det(Σˆ0Q
−1)
] (4.23)
2The Euclidean inner product is defined for Discrete-Time Signals as [15] < w,v >=
∑∞
i=−∞ wi · vi = wT · v
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where
∆ = Q
[
M∑
i=1
si
(
Σˆ−1i · mˆi − Σˆ−10 · mˆ0
)
+ Σˆ−10 · mˆ0
]
,
Q =
[
M∑
i=1
si
(
Σˆ−1i − Σˆ−10
)
+ Σˆ−10
]−1
mˆi and Σˆi, i = 1, ...,M are the mean vectors and covariance matrices under Genuine hypoth-
esis given by (2.5) and (2.6), respectively with the estimated parameters substituted in them.
Similarly, mˆ0 and Σˆ0 are the mean vector and covariance matrix under Imposter hypothesis
given by (2.7) and (2.8), respectively.
To summarize, for the identification case, given the number of users in the database (M) and
the number of templates per user (K), (4.19) and (4.21) provide the worst case upper bound
and tight Chernoff upper bound on the total probability of error. For a fixed value of the upper
bound on the probability of error and a fixed number of templates per iris class, these expressions
give the maximum number of users that the iris recognition system can handle, so that the total
error probability of the system does not exceed the fixed value. Similarly, the performance of
the recognition system for a given value of the total probability of error and a given number of
users in the system can be analyzed by varying the number of copies per iris class.
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Chapter 5
Results
All experiments were performed on two datasets:
1. the CASIA database provided by the Chinese Academy of Sciences [16]
2. a special dataset composed of infrared and visible light images collected at WVU.
The CASIA database contains frontal view iris images of 108 iris classes with 6 images per
class. The WVU database contains 20 iris classes, 4 images per class. We use images from these
datasets to generate Iriscodes and form sets of matching scores of two types:
1. without compensation for rotation, and
2. with compensation for rotation1.
The sample images from the CASIA database together with the corresponding IrisCodes are
shown in Fig. 5.1.
Iris Images
IrisCodes
Class 2 Class 3Class 1
Fig. 5.1: Example Iris Images and corresponding IrisCodes from CASIA Database
Sample images from WVU dataset together with the corresponding IrisCodes are displayed
in Fig.5.2.
1When matching a pair of IrisCodes, one of two IrisCodes was circularly shifted upto 20 pixels (20 degrees)
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Iris Images
IrisCodes
Class 2 Class 3Class 1
Fig. 5.2: Example Iris Images and corresponding IrisCodes from WVU Database
5.1 Results for CASIA Database
To convert iris images into IrisCodes, we encode images using Gabor filters and quantize
the phase of the filtered outputs to two levels. To be more precise, the following steps are
implemented:
1. Localization of region of interest - The pupil, sclera, and eyelids are segmented.
2. Normalization - The localized iris region is transformed from Cartesian co-ordinates to
doubly dimensionless polar co-ordinates.
3. Encoding - 2D Gabor wavelets are used to encode the image content that is then quantized
to two levels based on phase information of the output. The result of encoding step is
presented as a binary template called ‘IrisCode’.
5.1.1 Generating Matching Scores
Given Iriscodes for all the users and the corresponding templates, we calculate the Genuine
and Imposter matching scores. The matching scores are calculated using arbitrary cross coupled
sets of Iriscodes such that no same Iriscode is involved twice.
Imposter Matching Scores
Since there are 108 classes in the CASIA database, we compare respective templates of every
two users to calculate the Imposter HD as shown in Fig. 5.3. We form 54 vectors of HDs each of
size 6. ML estimates for Imposter distribution are then calculated using (2.3), (2.4) with K = 6
and N = 54.
to the right and to the left. The rotated IrisCode that resulted in the smallest value of the Hamming distance
between two IrisCodes is a ‘compensated for rotation’ IrisCode
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Fig. 5.3: Pairing IrisCodes to get Imposter Matching Scores
Genuine Matching Scores
The Genuine matching scores are calculated in a similar way. For a given class, we pair
neighboring templates to obtain a vector of matching scores of length 3. The coupling procedure
is as shown in Fig. 5.4.
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Fig. 5.4: Pairing IrisCodes to get Genuine Matching Scores
This results in 108 vectors of HDs each of size 3. The ML estimates of the parameters for
Genuine matching score model are calculated using (2.3), (2.4) with K = 3 and N = 108.
5.1.2 Maximum Likelihood parameter estimates
The unknown parameters in the proposed Gaussian model for Genuine and Imposter matching
scores are estimated using MLE procedure. The values of the ML estimates for parameters µˆi, σˆ
2
i
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and ρˆi, i = 0, 1 under Imposter and Genuine hypothesis are shown in Table 5.1. Note that the
Table 5.1: Maximum Likelihood Parameter Estimates: CASIA Database
(No Rotation Compensation) (With Rotation Compensation)
Genuine Imposter Genuine Imposter
µˆ1 = 0.3832 µˆ0 = 0.4613 µˆ1 = 0.3236 µˆ0 = 0.4398
σˆ21 = 0.004718 σˆ
2
0 = 2.4505 ∗ 10−4 σˆ21 = 0.0030 σˆ20 = 2.1481 ∗ 10−4
ρˆ1 = 0.1126 ρˆ0 = 0.3832 ρˆ1 = 0.1979 ρˆ0 = 0.2888
mean µˆi, i = 0, 1 and variance σˆ
2
i , i = 0, 1 for the matching score with rotation compensation is
lower than that of with no compensation for rotation.
5.1.3 Shapiro-Wilk normality test results
Shapiro-Wilk test checks the normal distribution assumption about the data by constructing
a p-value statistic. The null hypothesis for this test is that the data are normally distributed.
For the alpha level of 0.05, if the p-value of the test is less than 0.05, then the null hypothesis
that the data are normally distributed is rejected. If the p-value is greater than 0.05, then
the null hypothesis has not been rejected. To validate the fit of the Gaussian model with the
estimated parameters to the data, we apply Shapiro-Wilk test for normality [7] under Genuine
and Imposter hypothesis, separately. Table 5.2 shows the results for p-value statistic for the
Shapiro-Wilk normality test.
Table 5.2: p-values for Shapiro-wilk normality test: CASIA Database
No. of (No Rotation Compensation) (With Rotation Compensation)
Samples Genuine Imposter Genuine Imposter
K=1 0.52 0.46 0.0309 0.3234
K=3 0.2218 0.0722 0.0045 0.3046
The Critical p-value is 0.05. The results indicate that the proposed Gaussian model for the
CASIA data with no rotation compensation is not rejected and thus may provide a good fit. The
test rejects Gaussian model for genuine scores with compensation for rotation.
5.1.4 Performance Analysis: Verification Case
The performance of the iris based verification system is analyzed numerically using simulated
and bootstrapped data. Assuming the Gaussian model described in (2.9), Chernoff bound and
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Large Deviations approximation on the total probability of error are obtained.
Empirical Evaluation
Using the proposed decision rules, D-bar (3.1) and Log Likelihood ratio (3.2) with the es-
timated parameters substituted in them, we empirically calculate the FAR, FRR, and total
probability of error. We evaluate the performance using the following testing datasets:
1. Simulated data - the matching scores are simulated using the proposed Gaussian model
under the Genuine and Imposter hypotheses.
2. Bootstrap data - the matching scores are randomly selected from the training dataset.
We plot a set of ROC curves. Fig. 5.5 shows the results for K = 1, 3 obtained using simulated
and bootstrapped data when no compensation for rotation is performed.
(a) Simulated Data (b) Bootstrapped Data
Fig. 5.5: ROC curves obtained using empirical approach (no rotation compensation)
Fig. 5.6 shows the results of empirical evaluation using data compensated for rotation.
The following conclusions can be made from analyzing the results in Fig. 5.5 and 5.6:
1. In most cases, Log-Likelihood decision rule outperforms the D-bar statistic. The exclusion
is the case for K = 1 when D-bar outperforms Log-likelihood rule in some region.
2. Performance from bootstrapped data is similar to performance from simulated data. This
confirms that our model for the matching scores provides a reasonable fit to the data.
3. As the value of K increases, the recognition performance of the system improves.
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(a) Simulated Data (b) Bootstrapped Data
Fig. 5.6: ROC curves obtained using empirical approach (with rotation compensation)
Chernoff Bound and Large Deviations Approximation
The upper bound on FAR and FRR is given by (4.2)
FAR(γ) = P (ΛK > γ|IH) ≤ e−K · I0(γ,K),
FRR(γ) = P (ΛK ≤ γ|GH) ≤ e−K · I1(γ,K)
where I0(K, γ), I1(K, γ) are the Chernoff rate functions for the bound under the Imposter and
Genuine hypotheses, respectively.
Using the theory of Large Deviations, the average probability of error given by (4.1) is asymp-
totically approximated by an exponential function with explicit dependence on the estimated
parameters of the system. Under the Large Deviation approximation, the FAR and FRR can be
expressed as
FAR(γ) = P (ΛK > γ|IH) ≈ G(K, γ)e−K · I0(γ),
FRR(γ) = P (ΛK ≤ γ|GH) ≈ G(K, γ)e−K · I1(γ)
where G(K, γ) is a slowly varying function of K and I0(γ), I1(γ) are the Large Deviations rate
functions under the Imposter and Genuine hypotheses, respectively.
The Chernoff bound and Large Deviations approximation rate functions under the Genuine
and Imposter hypotheses are plotted in Fig. 5.7.
The value of the rate function at the intersection of the Genuine and Imposter rate functions
(encircled point) is called Chernoff Information. It is defined as the best achievable exponent for
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(a) Chernoff Bound Rate Function (b) Large Deviation Rate Function
Fig. 5.7: Rate functions for the bound and approximation
the approximation on the total probability of error.
Using these rate functions we find Chernoff bound and the Large Deviations approximations
on the FAR and FRR for various values of K and plot them in the form of ROC curves in Fig.
5.8.
(a) No Rotation Compensation (b) With Rotation Compensation
Fig. 5.8: ROC curves using the bound and approximation
The following conclusions can be drawn from the results in Fig.5.8:
1. ROC curves generated from Chernoff Bounds are tight.
2. ROC curves based on the Large Deviations approximation provide a loose fit for a small
value of K (K = 3) and improve as K increases (K ≥ 6). This approximation is useful
when a quick estimate of an error order has to be obtained.
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5.1.5 Performance Analysis: Identification Case
Worst Case Upper Bound
Iris-based identification problem is often stated as an (M+1)-ary hypothesis testing problem.
Here M is the total number of individual iris classes in the database. The worst case upper bound
on the total probability of error is given by
P (error) ≤ M(M + 1)
2
max
k,l=0,...,M, k 6=l
[
pik
pik + pil
P (error|Hbinaryk ) +
pil
pik + pil
P (error|Hbinaryl )
]
=
M(M + 1)
2
max
α, k,l=0,...,M, k 6=l
[
αP (error|Hbinaryk ) + (1− α)P (error|Hbinaryl )
]
,
where α = pik
pik+pil
.
The results for the verification case (binary hypothesis testing problem) are extended to get
the upper bound on the total probability of error for the identification case.
P (error) ≤ M(M + 1)
2
max
α
[αP (H1|H0) + (1− α)P (H0|H1)], (5.1)
This is the worst case upper bound on the total probability of error for the identification
problem. Using terminology from [17], we introduce the recognition rate
R =
logM
K
(5.2)
and the error exponent for the bound on P (error)
E(R) = − log (Bound on P (error))
K
(5.3)
where the bound is given by (5.1). Fig. 5.9 presents the results for the worst case upper bound
plotted as the error exponent E(R) vs. recognition rate R for various values of K.
Given the number of templates per iris class and the total error probability, Fig. 5.9 and
(5.3) specify the maximum number of iris classes that an iris recognition system may contain
such that the total probability of error does not exceed the specified value.
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(a) No Rotation Compensation (b) With Rotation Compensation
Fig. 5.9: Dependence of the error exponent E(R) on the recognition rate R
Union of Chernoff Bounds
In this section, we use the chernoff bounds on conditional probability of error, to find the
upper bound on the total P (error). Using the Chernoff bound rate function formulated in (4.21),
we evaluate the chernoff bound on the total probability of error.
P (error) ≤pi0
M∑
i=1
e−K·I0(0,L0,...,L0) + (1− pi0) · e−K·I0(0,L0,...,L0)+
M∑
j=1
pij ·
M∑
i=1,i 6=j
e−K[I0(
L0+L1
2
,
L0+L1
2
,L0,...,L0)−L0+L12 ]
For the case of M = 2 the bound is given by
P (error) ≤ pi0
2∑
i=1
e−K·I0(0,L0) + (1− pi0) · e−K·I0(0,L0) +
2∑
j=1
pij ·
2∑
i=1,i 6=j
e−K[I0(
L0+L1
2
,
L0+L1
2 )−
L0+L1
2 ]
Assuming equal prior probabilities for all the hypotheses (pij =
1
M+1
,∀j = 0, ...,M),
P (error) ≤ (pi0 + 1) · e−K·I0(0,L0) + (1− pi0) · e−K[I0(
L0+L1
2
,
L0+L1
2 )−
L0+L1
2 ]
The upper bound on the total P (error) as a function of K for M = 2 is shown in Fig.
5.10. Solving the log-likelihood ratios L0, L1 (see appendix for derivations of L0 and L1) and
corresponding rate function, we calculate the upper bound on the probability of error. Table 5.3
and 5.4 summarize the numerical results for the CASIA database with M = 2.
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Table 5.3: Chernoff bound: CASIA database (No Rotation Compensation)
K L0 L1 I0(0, L0) I0(
L0+L1
2
, L0+L1
2
) P (error)
1 -1.7281 23.7308 0.9671 17.3250 0.5069
2 -1.7731 23.5381 0.9585 15.8552 0.1955
3 -1.7959 23.4448 0.94 15.1388 0.0793
4 -1.8096 23.3897 0.9291 14.7174 0.0323
5 -1.8188 23.3533 0.9192 14.4373 0.01342
6 -1.8254 23.3275 0.9123 14.2447 5.57×10−3
10 -1.8399 23.2716 0.8979 13.8197 1.6758×10−4
20 -1.8520 23.2255 0.8813 13.4703 2.94422×10−8
Table 5.4: Chernoff bound: CASIA database (With Rotation Compensation)
K L0 L1 I0(0, L0) I0(
L0+L1
2
, L0+L1
2
) P (error)
1 -3.1558 40.0026 1.8409 33.2755 0.21094
2 -3.168 36.8288 1.8182 28.1746 0.03503
3 -3.174 35.153 1.7811 25.5976 6.3574×10−3
4 -3.178 34.1185 1.7463 24.0506 1.23×10−3
5 -3.1801 33.4153 1.7195 23.0277 2.4546×10−4
6 -3.1816 32.9065 1.698 22.2731 5.0×10−5
10 -3.1846 31.7768 1.6519 20.6743 8.89×10−8
20 -3.1868 30.8143 1.6121 19.3679 1.322×10−15
5.2 Results for WVU Database
Similar to encoding the data from CASIA database, we encode the iris images from WVU
database using a Gabor filter-based method, our interpretation of Daugman’s algorithm.
5.2.1 Maximum Likelihood parameter estimates
Table 5.5 summarizes the ML estimates of the unknown parameters for Genuine and Imposter
matching score models.
Table 5.5: Maximum Likelihood Parameter Estimates: WVU Database
(No Rotation Compensation) (With Rotation Compensation)
Genuine Imposter Genuine Imposter
µˆ1 = 0.3912 µˆ0 = 0.4610 µˆ1 = 0.3279 µˆ0 = 0.4402
σˆ21 = 0.006457 σˆ
2
0 = 2.1621 ∗ 10−4 σˆ21 = 0.0041 σˆ20 = 6.3415 ∗ 10−5
ρˆ1 = 0.2117 ρˆ0 = 0.1976 ρˆ1 = 0.2257 ρˆ0 = 0.2933
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Fig. 5.10: Upper Bound on Probability of error
5.2.2 Shapiro-Wilk normality test results
Table 5.6 shows the p-value statistic for the Shapiro-Wilk normality test for the Genuine and
Imposter matching scores. Note that for the case of K = 1 the Gaussian model is rejected when
Table 5.6: p-values for Shapiro-wilk normality test: WVU Database
No. of (No Rotation Compensation) (With Rotation Compensation)
Samples Genuine Imposter Genuine Imposter
K=1 0.5496 0.3393 0.697 0.01908
K=3 0.00544 0.0407 0.01337 0.1144
fit of Imposter data is tested. For K = 3, the Gaussian model is rejected.
5.2.3 Performance Analysis: Verification Case
We analyze the performance of our models and test statistics using empirical approach (sim-
ulated and bootstrapped data) and using the Chernoff bounds and Large Deviations approxima-
tions.
Empirical Evaluation
Fig. 5.11 compares the performance of two decision rules: the D-bar and Log-likelihood ratio
when K = 1 (a single image) and K = 3 (3 snapshots of the same iris) are used. The left panel
shows ROC’s for simulated data. the right panel shows the results for bootstrapped data. Fig.
5.12 shows similar result for the case when data are compensated for rotation.
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(a) Simulated Data (b) Bootstrap Data
Fig. 5.11: ROC using empirical approach (no rotation compensation)
(a) Simulated Data (b) Bootstrap Data
Fig. 5.12: ROC using empirical approach (with rotation compensation)
Chernoff Bound and Large Deviations Approximation
The FAR and FRR are upper bounded using Chernoff bound and approximated using Large
Deviation approximation. The resulting ROC curves are shown in Fig. 5.13.
5.2.4 Performance Analysis: Identification Case
The Worst Case Upper Bound
We further find the recognition rate and the upper bound on the error exponent. Fig. 5.14
shows the plots of the error exponent as a function of the recognition rate parameterized by K.
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(a) No Rotation Compensation (b) With Rotation Compensation
Fig. 5.13: ROC curves obtained using the bound and approximation
(a) No Rotation Compensation (b) With Rotation Compensation
Fig. 5.14: Dependence of the error exponent E(R) on the recognition rate R
Union of Chernoff Bounds
Table 5.7 and 5.8 summarize the numerical results for L0, L1 and the corresponding rate
function with M = 2.
Table 5.7: Chernoff bound: WVU database (No Rotation Compensation)
K L0 L1 I0(0, L0) I0(
L0+L1
2
, L0+L1
2
) P (error)
1 -1.61148 25.027 0.9015 20.8124 0.5399
2 -1.6281 24.5777 0.9107 20.3484 0.2152
3 -1.6388 24.3063 0.9081 20.2344 0.08889
4 -1.6463 24.1244 0.899 20.1925 0.03648
5 -1.6518 23.9941 0.8874 20.1697 0.01573
6 -1.6560 23.8960 0.8759 20.1614 6.9417×10−3
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Table 5.8: Chernoff bound: WVU database (With Rotation Compensation)
K L0 L1 I0(0, L0) I0(
L0+L1
2
, L0+L1
2
) P (error)
1 -3.1703 141.6742 2.0679 110.7071 0.1681
2 -3.2020 132.8483 1.9526 109.37 0.026733
3 -3.2199 128.2190 1.8705 108.9243 4.8618×10−3
4 -3.2313 125.3680 1.8209 108.7015 9.1331×10−4
5 -3.2393 123.4356 1.7785 108.5678 1.8276×10−4
6 -3.2452 122.0396 1.7455 108.4787 3.7626×10−5
The upper bound on the total probability of error is plotted vs. K.
Fig. 5.15: Upper Bound on the total probability of error
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Chapter 6
Conclusions
In a traditional iris-based recognition system, a single image for each iris class is used for
recognition. In this thesis, we exploited the possibility of using multiple copies of the same iris.
Modern cameras are capable of capturing more than a single snapshot over a small amount of
time during adjustment period (approx. 5 to 10 images over 2 sec. period). Therefore our
assumption of availability of multiple images from the same iris is practically feasible.
We took a model based approach and designed a suboptimal decision rule that in most cases
outperforms the traditional rule based on comparison of a HD value with a threshold. We model
the matching scores in the form of Hamming distances as realizations of Gaussian processes with
unknown parameters. These parameters are estimated using the ML estimation procedure. The
Shapiro-Wilk normality test is used to validate the model fit to the data we model. The p-values
for the CASIA and WVU databases show reasonable fit to the Gaussian model.
We designed the plug-in log-likelihood test statistic with ML estimated parameters substi-
tuted in place of unknown true parameters and evaluated its performance. In all the experiments
the designed plug-in Log likelihood test statistic outperforms d-bar decision rule, based on com-
parison of the average HD value with a threshold. The verification and identification problems
are stated as binary and (M+1)-ary hypothesis testing problems, respectively. Here M is the
total number of iris classes and an additional Imposter hypothesis. The performance of the iris-
based verification system is evaluated using empirical data. Performance of a large scale system
is predicted by invoking Chernoff bounds and Large Deviations approximation. Chernoff bound
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provides tight results. The Large Deviations theory assumes that a probability of error can be
approximated by an exponential function and deals with the asymptotic exponent, called Large
Deviations rate function. It provides an asymptotically tight expression for the convergence rate
of error probability.
The performance of identification case is analyzed by extending the results for verification
case. Influence of the number of iris classes and the number of copies of the same iris on the
recognition performance is explored.
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Chapter 7
Future Work
1. In this thesis, we assumed that collected data are of good quality. In practice, however,
quality of iris images in an acquired video sequence may vary in time. For example, a
slight move of the individual whose iris is imaged causes a smear in the image. Camera
with automatic focus often goes out of focus when object at a close distance is imaged.
The resulting image is de-focused.
In our future work, we propose to model and analyze the case when iris images collected
from the same iris class vary in their quality. It should be interesting to find a model that
provides a good fit to these data.
2. In this work, we assumed that the number of iris images collected to describe an iris class is
fixed. In practical situations, different iris classes may be represented by a different number
of iris images. In our future work, we propose to analyze how this factor influences the
performance of iris recognition system.
3. Since the Gaussian model proposed in this thesis does not always provide a good fit to the
data (especially for the case when data are compensated for rotation), the model needs to
be refined. Instead of using a Gaussian model, we propose to consider a mixture of Gaussian
distributions to model the matching scores under Genuine and Imposter hypotheses.
4. Currently, only Chernoff bound has been designed for identification case. The Large devia-
tions approximation can also be derived using the same identification problem formulation.
This will provide a quick estimate of the probability of error.
5. The analysis performed in this thesis can be further extended to evaluating the performance
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of iris-based recognition system implementing Principle Component Analysis (PCA) and
Independent Component Analysis (ICA) encoding techniques [18]. It can also be employed
to evaluate the performance of a recognition system using synthetic iris database, in which
the iris images are artificially generated and used for recognition.
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Appendix A
Derivations for Rate Functions:
Verification Case
In the verification problem,
Under Imposter Hypothesis: d ∼ N (µˆ01, Rˆ0)
Under Genuine Hypothesis: d ∼ N (µˆ11, Rˆ1)
(A.1)
where Rˆ0 and Rˆ1 have the form as in (2.2) with estimated parameters from (2.3), (2.4) substi-
tuted in it.
The plug-in log-likelihood ratio for the proposed Gaussian model for matching scores (A.1)
is given by,
ΛK =
1
K
log
pˆ(d|GH)
pˆ(d|IH)
=− 1
2K
(d− µˆ11)T Rˆ−11 (d− µˆ11) +
1
2K
(d− µˆ01)T Rˆ−10 (d− µˆ01)
− 1
2K
log det (Rˆ1Rˆ
−1
0 )
(A.2)
Using Chernoff bound, the upper bound on FAR and FRR are given by
FAR(γ,K) = P (ΛK > γ|IH) ≤ e−K · I0(γ,K),
FRR(γ,K) = P (ΛK ≤ γ|GH) ≤ e−K · I1(γ,K)
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where I0(γ,K), I1(γ,K) are the Chernoff rate functions under Imposter and Genuine hypothesis,
respectively. Under Imposter hypothesis,
I0(γ,K) = sup
s
[sγ − ϕ¯0(s,K)] (A.3)
where ϕ¯0(s,K) is the normalized log moment generating function under Imposter hypothesis
ϕ¯0(s,K) =
1
K
log
(
E0
[
esKΛK
])
(A.4)
Under Genuine Hypothesis,
I1(γ,K) = sup
s
[sγ − ϕ¯1(s,K)] (A.5)
where ϕ¯1(s,K) is the normalized log moment generating function under Genuine hypothesis
ϕ¯1(s,K) =
1
K
log
(
E1
[
esKΛK
])
(A.6)
Using the theory of large deviations, the average probability of error given by (4.1) can be
asymptotically approximated by an exponential function with explicit dependence on the esti-
mated parameters of the system. If the Large deviation conditions are satisfied, the FAR and
FRR can be approximated as
FAR(γ) = P (ΛK > γ|IH) ≈ G(K, γ)e−K · I0(γ),
FRR(γ) = P (ΛK ≤ γ|GH) ≈ G(K, γ)e−K · I1(γ)
where G(K, γ) is a slowly varying function of K and γ (often omitted in analysis), and I0(γ),
I1(γ) are the large deviation rate functions under Imposter and Genuine hypothesis, respectively.
Under Imposter hypothesis,
I0(γ) = sup
s
[sγ − ϕ¯0(s)] (A.7)
where ϕ¯0(s) is the normalized log moment generating function under Imposter hypothesis
ϕ¯0(s) = lim
K→∞
1
K
log
(
E0
[
esKΛK
])
(A.8)
Under Genuine Hypothesis,
I1(γ) = sup
s
[sγ − ϕ¯1(s)] (A.9)
where ϕ¯1(s) is the normalized log moment generating function under Genuine hypothesis
ϕ¯1(s) = lim
K→∞
1
K
log
(
E1
[
esKΛK
])
(A.10)
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A.1 Normalized Log-Moment Generating Function under
Imposter Hypothesis
ϕ¯0(s,K) =
1
K
log
(
E0
[
esKΛK
])
=
1
K
log
∫ ...∫
K−fold
es[−
1
2
(d−µˆ11)T Rˆ−11 (d−µˆ11)+ 12 (d−µˆ01)T Rˆ−10 (d−µˆ01)− 12 log det (Rˆ1Rˆ−10 )] · P0(d) · dd

where P0(d) is the probability density of d under Imposter hypothesis (H0) given by
P0(d) =
∫
...
∫
K−fold
e[−
1
2
(d−µˆ01)T Rˆ−10 (d−µˆ01)− 12 log det Rˆ0]
(2pi)K/2
· dd
Considering the expression in the exponential under the integral,
− s
2
(d− µˆ11)T Rˆ−11 (d− µˆ11) +
s
2
(d− µˆ01)T Rˆ−10 (d− µˆ01)−
s
2
log det (Rˆ1Rˆ
−1
0 )
− 1
2
(d− µˆ01)T Rˆ−10 (d− µˆ01)−
1
2
log det Rˆ0
=− s
2
(d− µˆ11)T · Rˆ−11 · (d− µˆ11) +
1
2
(d− µˆ01)T · [sRˆ−10 − Rˆ−10 ] · (d− µˆ01)
− s
2
log det (Rˆ1Rˆ
−1
0 )−
1
2
log det (Rˆ0)
=− s
2
(d− µˆ11)T · Rˆ−11 · (d− µˆ11) +
1
2
(d− µˆ01)T · [(s− 1)Rˆ−10 ] · (d− µˆ01)
− s
2
log det (Rˆ1Rˆ
−1
0 )−
1
2
log det (Rˆ0)
=− 1
2
[(d− µˆ01) + (µ0 − µ1)1]T · sRˆ−11 · [(d− µˆ01) + (µ0 − µ1)1]
+
1
2
(d− µˆ01)T · [(s− 1)Rˆ−10 ] · (d− µˆ01)−
s
2
log det (Rˆ1Rˆ
−1
0 )−
1
2
log det (Rˆ0)
=− 1
2
(d− µˆ01)T · [sRˆ−11 − (s− 1)Rˆ−10 ] · (d− µˆ01)−
1
2
(µˆ0 − µˆ1)1T · [sRˆ−11 ] · (d− µˆ01)
− 1
2
(d− µˆ01)T · [sRˆ−11 ] · (µˆ0 − µˆ1)1−
1
2
(µˆ0 − µˆ1)1T · [sRˆ−11 ] · (µˆ0 − µˆ1)1
− s
2
log det (Rˆ1Rˆ
−1
0 )−
1
2
log det (Rˆ0)
(A.11)
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Let Q−1 = [sRˆ−11 − (s− 1)Rˆ−10 ]. Therefore the expression in the exponential now reduces to
− 1
2
(d− µˆ01)T ·Q−1 · (d− µˆ01)− 1
2
(µˆ0 − µˆ1)1T · [sRˆ−11 ] · (d− µˆ01)
− 1
2
(d− µˆ01)T · (sRˆ−11 ) · (µˆ0 − µˆ1)1−
1
2
(µˆ0 − µˆ1)1T · (sRˆ−11 ) · (µˆ0 − µˆ1)1
− s
2
log det (Rˆ1Rˆ
−1
0 )−
1
2
log det (Rˆ0)
=− 1
2
[d− µˆ01− (µˆ1 − µˆ0)1 ·Q · (sRˆ−11 )1]T ·Q−1 · [d− µˆ01− (µˆ1 − µˆ0)1 ·Q · (sRˆ−11 )1]
− 1
2
(µˆ1 − µˆ0)2 · s · 1T · Rˆ−11 · 1+
1
2
(µˆ1 − µˆ0)2 · s2 · 1T · Rˆ−11 ·Q · Rˆ−11 1
− s
2
log det (Rˆ1Rˆ
−1
0 )−
1
2
log detQ+
1
2
log detQ− 1
2
log det (Rˆ0)
Substituting this expression for the exponential under the integral in (A.11), we get the
normalized log-moment generating function. Collecting all the terms involving d, completing
the squares and integrating over all values of d we get,∫
...
∫
K−fold
e−
1
2
[d−µˆ01−(µˆ1−µˆ0)1·Q·(sRˆ−11 )1]T ·Q−1·[d−µˆ01−(µˆ1−µˆ0)1·Q·(sRˆ−11 )1]− 12 log detQ
(2pi)K/2
dd
= 1
Hence the normalized log-moment generating function is given by the the remaining terms
(terms independent of d)
ϕ¯0(s,K) ==
1
K
log
[
e
s2
2
(µˆ1−µˆ0)2·1T ·Rˆ−11 ·Q·Rˆ−11 1− s2 (µˆ1−µˆ0)2·1T ·Rˆ−11 ·1− s2 log det (Rˆ1Rˆ−10 )− 12 log det (Rˆ0)Q−1
]
=
s2
2K
(µˆ1 − µˆ0)2 · 1T · Rˆ−11 ·Q · Rˆ−11 1−
s
2
(µˆ1 − µˆ0)2 · 1T · Rˆ−11 · 1
− s
2K
log det (Rˆ1Rˆ
−1
0 )−
1
2K
log det (Rˆ0Q
−1)
Let λ1(l), l = 1, ...K be the l
th eigenvalue of the covariance matrix Rˆ1 and λ0(l), l = 1, ...K
be the lth eigenvalue of the covariance matrix Rˆ0.
Recall that the matrix Q−1 in the above equations defined as
Q−1 = [sRˆ−11 − (s− 1)Rˆ−10 ]
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Let q(l), l = 1, ..., K be the eigenvalues of Q−1. We write the eigenvalues of Q−1 in terms of
eigenvalues of Rˆ0 and Rˆ1 as follows
q(l) =
s
λ1(l)
− (s− 1)
λ0(l)
Therefore, the eigenvalues of matrix Q can be written as
q˜(l) =
λ1(l) · λ0(l)
sλ0(l)− (s− 1)λ1(l)
But the covariance matrices Rˆ0 and Rˆ1 are hermitian symmetric with all the diagonal com-
ponents as σˆ2i , i = 0, 1 and all off-diagonal elements as σˆ
2
i ρˆi, i = 0, 1, respectively. Hence each
of them has only two non-zero and unique eigenvalues λ0(l) and λ1(l), l = 1, 2 given by
λ0(1) = σˆ
2
0 + (K − 1)σˆ20 ρˆ0
λ0(2) = σˆ
2
0 − σˆ20 ρˆ0
λ1(1) = σˆ
2
1 + (K − 1)σˆ21 ρˆ1
λ1(2) = σˆ
2
1 − σˆ21 ρˆ1
(A.12)
Thus solving ϕ¯0(s,K) further we get
ϕ¯0(s,K) =
s2
2K
· (µˆ1 − µˆ0)2 · λ0(1)
λ1(1)
· K
sλ0(1)− (s− 1)λ1(1) −
s
2K
· (µˆ1 − µˆ0)2 · K
λ1(1)
− s
2K
[
log
λ1(1)
λ0(1)
+ (K − 1) log λ1(2)
λ0(2)
]
− 1
2K
[
log
sλ0(1)− (s− 1)λ1(1)
λ1(1)
+ (K − 1) log sλ0(2)− (s− 1)λ1(2)
λ1(2)
] (A.13)
For Chernoff rate function in (A.3) the normalized log-moment generating function ϕ¯0(s,K)
is given by (A.13). Note that the rate function is function of both γ and K.
Under large deviation approximation, we assume K → ∞. Therefore the normalized log-
moment generating function under Imposter hypothesis (A.13) an be approximated as
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ϕ¯0(s) =
s2
2
· (µˆ1 − µˆ0)2 · λ0(1)
λ1(1)
· 1
sλ0(1)− (s− 1)λ1(1) −
s
2
· (µˆ1 − µˆ0)2 · 1
λ1(1)
− s
2
[
log
λ1(2)
λ0(2)
]
+
1
2
[
log
λ1(1)λ0(2)
sλ0(2)− (s− 1)λ1(2)
]
− 1
2
log [λ0(2)]
=
(µˆ1 − µˆ0)2
2
[
λ0(1)
λ1(1)
· s
2
sλ0(1)− (s− 1)λ1(1) −
s
λ1(1)
]
− s
2
log
[
λ1(2)
λ0(2)
]
+
1
2
log
[
λ0(2)
sλ0(2)− (s− 1)λ1(2)
]
+
1
2
log λ1(2)− 1
2
log λ0(2)
=
(µˆ1 − µˆ0)2
2
[
s(s− 1)
sλ0(1)− (s− 1)λ1(1)
]
− s− 1
2
log
[
λ1(2)
λ0(2)
]
+
1
2
log
[
λ0(2)
sλ0(2)− (s− 1)λ1(2)
]
But as K →∞⇒ λ0(1)→∞ and λ1(1)→∞. Therefore the first term
(µˆ1 − µˆ0)2
2
[
s(s− 1)
sλ0(1)− (s− 1)λ1(1)
]
→ 0
and can be neglected under Large Deviation approximation. Therefore we write the log-moment
generating function under Imposter hypothesis as
ϕ¯0(s) = −s− 1
2
log
[
λ1(2)
λ0(2)
]
+
1
2
log
[
λ0(2)
sλ0(2)− (s− 1)λ1(2)
]
This is the log-moment generating function for LD rate function.
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A.2 Threshold (γ) under Imposter Hypothesis
For Chernoff bound, the threshold γ(s,K) in (A.3) can be found to get optimum solution for
(A.3). It is given by
γ(s,K) =
d
ds
ϕ¯0(s,K)
=
(µˆ1 − µˆ0)2
2K
· 1
λ1(1)
·
[
s2λ0(1)
2 + 2sλ0(1)λ1(1)− s2λ0(1)λ1(1)
[sλ0(1)− (s− 1)λ1(1)]2
− 1
]
− 1
2K
log
λ1(1)
λ0(1)
− (K − 1)
2K
log
λ1(2)
λ0(2)
− 1
2
· 1
sλ0(1)− (s− 1)λ1(1) ·
[
λ0(1)− λ1(1)
K
]
− (K − 1)
2
· 1
sλ0(2)− (s− 1)λ1(2) ·
[
λ0(2)− λ1(2)
K
]
(A.14)
Under LD approximation, the threshold γ(s) in (A.7) can be found to get optimum solution
for (A.7). It is given by
γ(s) =
d
ds
ϕ¯0(s)
=
d
ds
(
−s− 1
2
log
[
λ1(2)
λ0(2)
]
+
1
2
log
[
λ0(2)
sλ0(2)− (s− 1)λ1(2)
])
= −1
2
log
[
λ1(2)
λ0(2)
]
+
1
2
sλ0(2)− (s− 1)λ1(2)
λ0(2)
· − λ0(2)(λ0(2)− λ1(2))
[sλ0(2)− (s− 1)λ1(2)]2
= −1
2
log
[
λ1(2)
λ0(2)
]
− 1
2
[
(λ0(2)− λ1(2))
sλ0(2)− (s− 1)λ1(2)
]
(A.15)
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A.3 Normalized Log-Moment Generating Function under
Genuine Hypothesis
The normalized log-moment generating function and threshold under Genuine hypothesis is
derived similarly.
For Chernoff bound the log-moment generating function under Genuine hypothesis is given
by
ϕ¯1(s,K) =
1
K
log
(
E1
[
esKΛK
])
=
(µˆ1 − µˆ0)2
2λ0(1)K
·
[
s2λ1(1)
(s+ 1)λ0(1)− sλ1(1) + s
]
− s
2K
[
log
λ1(1)
λ0(1)
+ (K − 1) log λ1(2)
λ0(2)
]
+
1
2
[
log
(
λ0(1)
(s+ 1)λ0(1)− sλ1(1)
)
+ (K − 1) log
(
λ0(2)
(s+ 1)λ0(2)− sλ1(2)
)]
The threshold γ(s,K) in (A.5) can be derived as follows
γ =
d
ds
ϕ¯1(s,K)
=
(µˆ1 − µˆ0)2
2λ0(1)K
·
[
s2λ0(1)λ1(1) + 2sλ0(1)λ1(1)− s2λ1(1)2
((s+ 1)λ0(1)− sλ1(1))2
+ 1
]
− 1
2K
log
λ1(1)
λ0(1)
− (K − 1) log λ1(2)
λ0(2)
− 1
2
1
((s+ 1)λ0(1)− sλ1(1))
[
λ0(1)− λ1(1)
K
]
− (K − 1)
2
1
((s+ 1)λ0(2)− sλ1(2))
[
λ0(2)− λ1(2)
K
]
Under LD approximation,
ϕ¯1(s) = −s− 1
2
log
[
λ1(2)
λ0(2)
]
+
1
2
log
[
λ0(2)
(s+ 1)λ0(2)− sλ1(2)
]
The threshold γ can be written as
γ(s) =
d
ds
ϕ¯1(s)
= −1
2
log
[
λ1(2)
λ0(2)
]
− 1
2
[
(λ0(2)− λ1(2))
(s+ 1)λ0(2)− sλ1(2)
]
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Derivation for Chernoff Rate Function:
Identification Case
The rate function under the Imposter hypothesis for identification case is given by
I0(K, γ) = sup
s
[
< s, γ > −ϕ¯0(s, K)
]
where < ., . > denotes the vector inner product and ϕ¯0(s, K) is the normalized log-moment
generating function under Imposter hypothesis defined as
ϕ¯0(s, K) =
1
K
log
(
E0
[
eK<s,ΛK>
])
Plugging in the vector of log-likelihood ratio ΛK =
[
ΛK(1) ΛK(2) . . . ΛK(M)
]T
M×1
,
s =
[
s1, s2, ..., sM
]T
, and taking the inner product, we write the normalized log-moment
generating function as follows
ϕ¯0(s, K) =
1
K
log
[
E0
[
eK(s1ΛK(1)+s2ΛK(2)+...+sMΛK(M))
]]
=
1
K
log
 ∞∫ ... ∫
−∞
eK(s1ΛK(1)+s2ΛK(2)+...+sMΛK(M)) · P0(d) · dd

=
1
K
log
 ∞∫ ... ∫
−∞
eK(s1ΛK(1)+s2ΛK(2)+...+sMΛK(M)) · e
− 1
2 [(d−mˆ0)T ·Σˆ−10 (d−mˆ0)]
(2pi)M/2 · (det Σˆ0) 12
· dd

=
1
K
log
 ∞∫ ... ∫
−∞
e[K(s1ΛK(1)+s2ΛK(2)+...+sMΛK(M))−
1
2 [(d−mˆ0)T ·Σˆ−10 (d−mˆ0)]− 12 log det Σˆ0]
(2pi)M/2
· dd

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Consider the expression in the exponential
K(s1ΛK(1) + s2ΛK(2) + ...+ sMΛK(M))− 1
2
[
(d− mˆ0)T Σˆ−10 (d− mˆ0)
]
− 1
2
log det Σˆ0
=− s1
2
(d− mˆ1)T · Σˆ−11 · (d− mˆ1) +
s1
2
(d− mˆ0)T · Σˆ−10 · (d− mˆ0)−
s1
2
log det mˆ1mˆ
−1
0
− s2
2
(d− mˆ2)T · Σˆ−12 · (d− mˆ2) +
s2
2
(d− mˆ0)T · Σˆ−10 · (d− mˆ0)−
s2
2
log det mˆ2mˆ
−1
0
− ... − sM
2
(d− mˆM)T · Σˆ−1M · (d− mˆM) +
sM
2
(d− mˆ0)T · Σˆ−10 · (d− mˆ0)
− sM
2
log det mˆMmˆ
−1
0 −
1
2
(d− mˆ0)T · Σˆ−10 (d− mˆ0)−
1
2
log det Σˆ0
=− 1
2
dT
[
s1(Σˆ
−1
1 − Σˆ−10 ) + s2(Σˆ−12 − Σˆ−10 ) + ...+ sM(Σˆ−1M − Σˆ−10 ) + Σˆ−10
]
d
+
1
2
dT
[
s1(Σˆ
−1
1 mˆ1 − Σˆ−10 mˆ0) + ...+ sM(Σˆ−1M mˆM − Σˆ−10 mˆ0) + Σˆ−10 mˆ0
]
d
+
1
2
dT
[
s1(mˆ
T
1 Σˆ
−1
1 − mˆT0 Σˆ−10 ) + ...+ sM(mˆTMΣˆ−1M − mˆT0 Σˆ−10 ) + mˆT0 Σˆ−10
]
d
− 1
2
[
s1 log det Σˆ1Σˆ
−1
0 + s2 log det Σˆ2Σˆ
−1
0 + ...+ sM log det ΣˆMΣˆ
−1
0 + log det Σˆ0
]
− 1
2
[
s1(mˆ
T
1 Σˆ
−1
1 mˆ1 − mˆT0 Σˆ−10 mˆ0) + ...+ sM(mˆTMΣˆ−1M mˆM − mˆT0 Σˆ−10 mˆ0) + mˆT0 Σˆ−10 mˆ0
]
=− 1
2
[
(d−∆)T ·Q−1 · (d−∆)]+ 1
2
(∆T ·∆)
− 1
2
[
s1(mˆ
T
1 Σˆ
−1
1 mˆ1 − mˆT0 Σˆ−10 mˆ0) + ...+ sM(mˆTMΣˆ−1M mˆM − mˆT0 Σˆ−10 mˆ0) + mˆT0 Σˆ−10 mˆ0
]
− 1
2
[
s1 log det Σˆ1Σˆ
−1
0 + s2 log det Σˆ2Σˆ
−1
0 + ...+ sM log det ΣˆMΣˆ
−1
0 + log det Σˆ0
]
(B.1)
where
∆ = Q
[
s1(Σˆ
−1
1 mˆ1 − Σˆ−10 mˆ0) + ...+ sM(Σˆ−1M mˆM − Σˆ−10 mˆ0) + Σˆ−10 mˆ0
]
and
Q =
[
s1(Σˆ
−1
1 − Σˆ−10 ) + s2(Σˆ−12 − Σˆ−10 ) + ...+ sM(Σˆ−1M − Σˆ−10 ) + Σˆ−10
]−1
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Integrating the above expression in (B.1) over all values of d, and solving,
ϕ¯0(s, K) =
1
K
log
(
E0
[
eK(s1ΛK(1)+s2ΛK(2)+...+sMΛK(M))
])
=
1
K
[
1
2
(∆T ·Q−1 ·∆)
]
− 1
2K
[
s1(mˆ
T
1 Σˆ
−1
1 mˆ1 − mˆT0 Σˆ−10 mˆ0) + ...+ sM(mˆTMΣˆ−1M mˆM − mˆT0 Σˆ−10 mˆ0) + mˆT0 Σˆ−10 mˆ0
]
− 1
2K
[
s1 log det Σˆ1Σˆ
−1
0 + ...+ sM log det ΣˆMΣˆ
−1
0 + log det Σˆ0Q
−1
]
=
1
2K
(
∆T ·Q−1 ·∆)
− 1
2K
[
M∑
i=1
si(mˆ
T
i Σˆ
−1
i mˆi − mˆT0 Σˆ−10 mˆ0) + mˆT0 Σˆ−10 mˆ0
]
− 1
2K
[
M∑
i=1
si log det(ΣˆiΣˆ
−1
0 ) + log det(Σˆ0Q
−1)
]
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Appendix C
Asymptotic Expected Values of
Likelihood Function
C.1 Under Imposter Hypothesis
Denote by L0 the asymptotic expected value of the likelihood function under Imposter hy-
pothesis. It is defined as
L0 = E0 [ΛK ] (C.1)
where E0 is the expectation under the Imposter hypothesis and ΛK is the likelihood function in
(A.2).
Substituting the likelihood function in (C.1) and solving the expectation we get
L0 = E0
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1) + 1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)− 1
2K
log det Σˆ1Σˆ
−1
0
]
= − 1
2K
log det Σˆ1Σˆ
−1
0 + E0
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1) + 1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
= − 1
2K
log det Σˆ1Σˆ
−1
0 + E0
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1)
]
+
E0
[
1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
Appendix C 57
Consider two expectations in (C.2) separately.
E0
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1)
]
=− 1
2K
E0
[
(d− mˆ0 + mˆ0 − mˆ1) · Σˆ1 · (d− mˆ0 + mˆ0 − mˆ1)
]
=− 1
2K
(
E0
[
(d− mˆ0)T · Σˆ1 · (d− mˆ0)
]
+ E0
[
(d− mˆ0)T · Σˆ1 · (mˆ0 − mˆ1)
])
− 1
2K
(
E0
[
(mˆ0 − mˆ1)T · Σˆ1 · (d− mˆ0)
]
+ E0
[
(mˆ0 − mˆ1)T · Σˆ1 · (mˆ0 − mˆ1)
])
=− 1
2K
tr
(
Σˆ0Σˆ
−1
1
)
− 1
2K
(mˆ0 − mˆ1)T · Σˆ1 · (mˆ0 − mˆ1)
And
E0
[
1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
=
1
2K
E0
[
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
=
1
2K
tr
(
Σˆ0Σˆ
−1
0
)
= 1
Therefore the asymptotic expected value of likelihood function under Imposter hypothesis is
given by
L0 = − 1
2K
log(det(Σˆ1Σˆ
−1
0 ))−
1
2K
tr
(
Σˆ0Σˆ
−1
1
)
− 1
2K
(mˆ0 − mˆ1)T · Σˆ1 · (mˆ0 − mˆ1) + 1
C.2 Under Genuine Hypothesis
The asymptotic expected value of a likelihood function under Genuine hypothesis is calculated
in a similar way as under Imposter hypothesis. Denote by L1 the asymptotic expected value of
the likelihood function under Genuine hypothesis. It is defined as
L1 = E1 [ΛK ] (C.2)
where E1 is the expectation under the Genuine hypothesis and ΛK is the likelihood function in
(A.2).
Substituting the likelihood function in (C.2) and solving the expectation we get
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L1 = E1
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1) + 1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)− 1
2K
log det Σˆ1Σˆ
−1
0
]
= − 1
2K
log det Σˆ1Σˆ
−1
0 + E1
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1) + 1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
= − 1
2K
log det Σˆ1Σˆ
−1
0 + E1
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1)
]
+
E1
[
1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
Consider two expectations in (C.3) separately.
E1
[
− 1
2K
(d− mˆ1)T · Σˆ1 · (d− mˆ1)
]
= − 1
2K
E1
[
(d− mˆ1)T · Σˆ1 · (d− mˆ1)
]
= − 1
2K
tr
(
Σˆ1Σˆ
−1
0
)
= −1
And
E1
[
1
2K
(d− mˆ0)T · Σˆ0 · (d− mˆ0)
]
=
1
2K
E1
[
(d− mˆ1 + mˆ1 − mˆ0)T · Σˆ0 · (d− mˆ1 + mˆ1 − mˆ0)
]
=
1
2K
(
E1
[
(d− mˆ1)T · Σˆ0 · (d− mˆ1)
]
+ E1
[
(d− mˆ1)T · Σˆ0 · (mˆ1 − mˆ0)
])
+
1
2K
(
E1
[
(mˆ1 − mˆ0)T · Σˆ0 · (d− mˆ1)
]
+ E1
[
(mˆ1 − mˆ0)T · Σˆ0 · (mˆ1 − mˆ0)
])
=
1
2K
tr
(
Σˆ1Σˆ
−1
0
)
+
1
2K
(mˆ1 − mˆ0)T · Σˆ0 · (mˆ1 − mˆ0)
Therefore the asymptotic expected value of likelihood function under Genuine hypothesis is
given by
L1 = − 1
2K
log(det(Σˆ1Σˆ
−1
0 )) +
1
2K
tr
(
Σˆ1Σˆ
−1
0
)
+
1
2K
(mˆ1 − mˆ0)T · Σˆ0 · (mˆ1 − mˆ0)− 1
