Abstract: To ensure the safe operation of technical processes, the occurrence of a fault has to be reliably detected for a supervisory component to react in time. We investigate the sensitivity of the measured outputs with respect to abrupt or parametric faults for polynomial hybrid systems. For this we define a sensitivity measure based on the reachable sets of the outputs. The approach allows for the consideration of discrete changes in variables as well as unknown-but-bounded parameters or output measurements. Guaranteed outer bounds of the reachable sets are derived by employing mixed-integer relaxations. Furthermore, we present an algorithm to derive an upper bound on the allowed measurement error such that the faults can be detected and isolated within a specified amount of time. The upper bounds can be used to select or optimize sensors to guarantee complete fault diagnosibility. We illustrate the proposed algorithm considering fault detection and isolation for a three tank system.
INTRODUCTION
Fault diagnosis is a central component to ensure the safe operation of technical processes. Given measurement data, possible fault scenarios are identified, which can be used to compensate for the effects of the fault. A survey of commonly used detection and diagnosis methods can be found e. g. in Patton et al. [1989] , Blanke et al. [2006] , Isermann [2006] and Ding [2008] .
A necessary requirement to initiate counteractive measures is, however, to detect the occurrence of a fault early enough and to determine precisely which fault has actually occurred. This is typically obstructed by measurement noise as well as limited accuracy or quantization effects of the sensors, which can result in a loss of diagnosability. Obviously, diagnosability improves by considering more measurements or using more accurate sensors. However, larger number and more precise measurements result often in more expensive setups and thus higher implementation and maintenance costs. And often it is still questionable whether diagnosability can actually be achieved with an extended setup. Thus, analysis methods are required to design setups with guaranteed fault diagnosability.
Often sensitivity analysis is used to understand how the system outputs are affected by the parameters, inputs and faults. In Liu et al. [2005] , e. g., a criterion is derived for linear systems to evaluate how sensitive the output has to be with respect to the input such that fault detection is possible. In Hiskens and Pai [2000] , Dang et al. [2008] the reachable sets of dynamical systems are approximated employing sensitivity analysis which can be used for safety considerations (cf. also Mitchell [2007] ).
For linear and nonlinear systems, a first-order approximation of the parametric sensitivities can easily be derived based on partial derivatives or finite differences of the output with respect to the parameters. With such firstorder sensitivity measures, however, only small (i. e. local) perturbations around a nominal parameterization can be predicted. To overcome these limitations and to provide more global and guaranteed statements for nonlinear systems, several extensions were proposed. These extensions are e. g. based on interval arithmetic (Moens and Vandepitte [2007] ) or on the set of reachable steady states (Streif et al. [2009] ). However, the aforementioned extensions do not account for abrupt changes in the system dynamics if faults like sudden power surges or pipe bursts occur.
In this contribution we present a set-based approach to determine the detectibility/diagnosability of faults that are modeled as discrete or continuous changes in polynomial systems, as described in Section 2. For this purpose, we propose a new set-based sensitivity measure (Section 4) based on reachable sets. It allows the consideration of discrete parameter changes and unknown-but-bounded initial conditions. The reachable sets are calculated using mixedinteger relaxation techniques (Section 3).
Furthermore, we present an algorithm (Section 5) to derive upper bounds on the measurement uncertainty that still allows complete fault diagnosis, which is illustrated with the three tank example in Section 6. The algorithm is employed to design suitable measurement setups, i. e. determine sensor sensitivity/accuracy at a nominal operating point and within a specified time span. After such a system design step the diagnosis itself can be performed using, for example, the method presented in Savchenko et al. [2011] .
PROBLEM SETUP
We employ a discrete time hybrid model M that incorporates all possible system faults of the considered process f ∈ F = {f 0 , . . . , f n f }, where f 0 is associated with the nominal system (faultless case). We assume that the behavior of the system is described by polynomial or rational difference equations of the form
Here x k ∈ R nx × Z dx denotes the states, p ∈ R np × Z dp uncertain but bounded parameters and w k ∈ R nw × Z dw , y k ∈ R ny × Z dy uncertain but measured inputs and outputs, respectively. The binary variable s ∈ Z ds corresponds to the faults that can abruptly occur. This notation allows for faults that can change the dynamics of the system, as well as the usage of continuous and discrete variables. We denote with s f the value of s corresponding to the fault scenario f , cf. also Savchenko et al. [2011] .
We denote with P ⊂ R np × Z dp the set with convex real subspace bounding the parameters p.
For fault diagnosis we employ the method described in Savchenko et al. [2011] that checks consistency of the models with the measurement data. In this work we modify the method, employing reachable sets to provide guarantees that the faults can be detected/isolated. For a given time window T = {t 0 , t 1 , . . . , t e } we are given an initial measurement Y t0 and some global bounds Y k for k ∈ T \ {t 0 } that are, for example, derived from physical limits of the corresponding states. For simplicity of notation these bounds are collected in
Similarly, the uncertain input measurements are given as
assuming real subspaces of W k and Y k to be convex.
The notion of reachable set is defined with respect to the initial measurement Y t0 in the following way. Definition 1. (Reachable set). Given an uncertain initial condition defined by the output measurement Y t0 for a model M. The reachable set for a fault f is the collection
We assume that uncertain initial measurement is given in the form
Hereȳ t0 represents the observed (reference) values, [−ω, ω] is the Cartesian product of intervals [−ω i , ω i ] (where ω i is the i-th elements of vector ω) and the sign ⊕ represents the Minkowski sum. This allows us to derive a sufficient condition such that given an uncertainty vector ω a fault can be detected: Definition 2. (Completely detectable fault).
The fault f ∈ F is called completely detectable in m steps for an initial condition Y t0 if the sets
This definition can be extended also to the case that a fault can be isolated:
Given these definitions, we consider the following problems. Problem 1. Derive a guaranteed outer approximation of the reachable sets Y(f ) for all f ∈ F. Problem 2. Derive an upper bound on the measurement uncertainty ω such that the fault f is completely detectable (resp. diagnosable).
In the next section we present a method to derive an outerapproximation of the reachable sets based on Rumschinski et al. [2010a] and Savchenko et al. [2011] .
BOUNDING REACHABLE SETS
We find an outer approximation of the reachable sets introduced in Definition 1 by formulating a nonlinear feasibility problem.
Following Rumschinski et al. [2010a] and Savchenko et al. [2011] , we consider the following feasibility problem representing the model (1):
where X k denotes a given set with convex real subspace bounding the states. The set S ⊂ Z ds denotes a collection of admissible values for the variable s. Remark 1. The bounds X k can be either derived based on the physical limits of the states, or from conservation principles and can be arbitrary large. However tighter bounds are preferable in practice since they improve the bounding procedure (see Rumschinski et al. [2010a] ).
The set Y t0 defines the initial conditions of M and the feasible points of F (Y t0 , S) are related to the reachable set in the following way: Theorem 1. The projection of the feasible points of F (Y t0 , {s f }) onto the space of output variables y k for k ∈ T is the reachable set Y(f ) of the model M with the initial condition defined by Y t0 .
The proof follows directly from the construction of F (Y t0 , S) with S = {s f }.
In practice it is not always possible to determine an exact solution of the feasibility problem F (Y t0 , S), due to the nonlinearities present. However, we will show in the next section that it is possible to address a relaxed version instead of the original feasibility problem for polynomial/rational systems to find conditions that satisfy Definition 2 and Definition 3. As a consequence of the relaxation, the reachable sets will be outer approximated. 
Problem Relaxation
For the considered system class it is possible to relax F (Y t0 , S) into a convex semidefinite or linear program. As in Savchenko et al. [2011] we will employ here a mixedinteger linear relaxation. This allows us to handle significantly larger problems than the semidefinite formulation, since efficient mixed-integer linear solvers are available nowadays (i. a. Gur [2010] ). For the overview of the necessary relaxation steps we refer to Savchenko et al. [2011] .
Based on the relaxation, the feasibility problem can be formulated as a mixed-integer linear program of the form:
Here, the variable matrix X is composed of the products of the variables that appear in the initial formulation, as well as additional variables added for higher order terms. For simplicity we denote the overall number of these variables as n ξ . We relax the conditions rank(X) = 1 and tr(X) ≥ 1 with the weaker constraint X ≥ 0. Here X ⊂ R n ξ ×n ξ denotes the space of the matrix variable X, where entries that correspond to the products of discrete variables will be treated as discrete variables. The set I indicates the equality constraints G and H of the original problem F (Y t0 , S) as well as equality constraints that connect additional variables to the initial ones. Remark 2. Due to the relaxation, the solution space increases compared to F (Y t0 , S). This might lead to the wrong inclusion of a faulty model in the fault candidate set. However, as the relaxation is conservative, the true reachable points will not be excluded from the reachable set, e. g. the result is conservative. The introduction of the constraints BXB T ≥ 0 aims at reducing this conservatism (see Lasserre [2001] ).
Considering a dual formulation of M ILP (Y t0 , {s f }) we can discard regions of Y that do not contain solutions of the primal problem using a weak duality theorem (see e. g. Savchenko et al. [2011] ). Hence, by employing this principle we can obtain an outer approximation of the feasible region. This set projected on the space of the output variables y k will form an outer approximation of the reachable set Y(f ).
We employ the obtained outer bounds of the reachable sets to present next a sensitivity definition that allows us to derive an upper bound on the maximal tolerable measurement error, see Problem 2.
SET-BASED SENSITIVITY ANALYSIS
Sensitivity analysis studies the influence of the system variables (i. e. inputs, initial conditions, or parameters) on states or outputs (cf. Saltelli et al. [2000] ). A commonly used sensitivity measure is based on the finite difference
where S F D k (i, j) denotes the sensitivity of the i-th component of the output y with respect to the j-th parameter. ∆p j = p + ∆pe j where e j is the j-th unit vector.
To investigate the influence of a fault s, this definition is clearly not applicable anymore as a change in the binary variable s cannot be treated as a small parametric change ∆s j . Furthermore, as we consider uncertain measurements of the output, defining the deviation with respect to the nominal output is not as straightforward.
We present therefore a similar definition, capable of handling the aforementioned difficulties by defining sensitivity of the fault models in terms of reachable sets.
Let us denote with y
] the projection of the reachable set Y k (f j ) onto the subspace of variable y i k including the measurement uncertainty. We use the deviation of this set from the reachable set of the faultless model as a measure of sensitivity of the output variable to the fault f j . To this end, we introduce the function
It measures the deviation normalized over the union of both reachable sets. Here µ denotes the standard Lebesgue measure and represents the symmetric set difference. Note that the denominator of (3) normalizes the sensitivity such that different output components can be compared with each other. This, in turn, restricts the application of such a measure to cases, when the uncertainty ω is nonzero, so that the sets y i k (f j ) will have nonempty interiors. Remark 3. For the introduced setup the Lebesgue measure is the interval length of the considered set or the sum of the interval lengths if the considered set is disjoint. In case of strongly coupled outputs it can be beneficial to consider them as a single multidimensional variable. Our definition is easily expandable to account for such a scenario, whereas the measure µ will then correspond to the hypervolume. Considering (3) one can construct for every k ∈ T the sensitivity matrix S k :
The sensitivity measure (3) represents a similar concept to the distance between output measurements in (2). Hence, for the matrix in (4) we employ the eigenvalue method described in Quaiser and Mönnigmann [2009] to derive sensitivity information on the faults. Namely, to derive an upper bound on the allowed measurement uncertainty we rank the sensitivity of the faults. To do so, we construct a matrix K = S × S T , where S = [S t1 , S t2 , . . . , S te ] and determine its eigenvalues, that represent the influence of the faults on the outputs of the system.
ALGORITHM
In this section we propose an algorithm that employs the notion of sensitivity derived in Section 4 to find small enough bounds on the measurement disturbances such that Definition 2 or Definition 3 can be applied.
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Notice that the value of S k (i, j) has a range of [0, 1] . The value 0 means that the projections of the reachable sets onto y i are equal, whereas the value 1 implies that these projections have disjoint interiors. Using Definition 2 we can state, that faults in our system will be completely detectable by the time point t e , if for every fault scenario f j there will be a variable y i and a time instance k ≤ t e such that the value of S k (i, j) is equal to 1. Remark 4. It is clear, that if the projections of two sets have disjoint interiors, the sets themselves will also have disjoint interiors. The opposite statement is however not true. Hence, considering only one dimensional projections is rather conservative. To account for this multidimensional variables can be introduced for the strongly coupled fault scenarios, cf. also Remark 3.
We compose an algorithm that refines the uncertainty within the set of initial conditions Y t0 until all the faults are detectable by the time point t e :
Algorithm 1 (Upper bounds on the measurement uncertainty for fault detection)
(1) Initiate with
• collection of fault scenarios
• time horizon T (2) Find outer approximations of reachable sets Y(f ) for each f ∈ F 0 (3) Calculate the sensitivity matrix S (4) Set F 0 = F 0 \ f j for every fault scenario f j for which there exists a time instance k and a variable y i k with S k (i, j) = 1 (5) check F 0
• if F 0 is empty, exit • otherwise leave only those rows of S corresponding to F 0 (6) Calculate the matrix K = S T × S (7) Calculate the minimal eigenvalue of K and the corresponding eigenvector e K (8) Calculate e S = S · e K (9) Refine initial conditions Y t0 decreasing the uncertainty bound ω i that corresponds to the highest value e i S (10) Return to step (2) This algorithm derives the set of initial conditions Y t0 that are sufficient to detect all the faults by the time instance t e .
Note, that the conservatism described in Remark 4, and the fact that Algorithm 1 compares outer approximations of reachable sets, guarantee complete fault detectability according to Definition 2.
The proposed algorithm can be easily modified to ensure complete diagnosability. According to Definition 3 we must separate reachable sets not only between fault scenarios and a faultless model, but also between different fault scenarios. This is achieved by setting each of the fault scenarios as the reference model in the construction of S k (i, j). Then the algorithm is iteratively called with other fault scenarios, transferring the resulting measurement bounds Y t0 as the starting point for the next iteration.
THREE-TANK EXAMPLE
In this section we illustrate the proposed method considering the three-tank system described in Sainz et al. [2002] and depicted in Fig. 1 . Starting with initial uncertain bounds on the states of the system, we employ the algorithm from Section 5 until we find the uncertain bounds that allow complete detectability of the considered two faults. The reachable sets are estimated with the ADMIT Toolbox (Streif et al. [2012] ) that uses the method described in Section 3.
System Description
The system consists of three tanks with areas A i connected by valves, an inflow q P , an outflow q 3 and a possible leakage q L 2 . H 1 , H 2 and H 3 denote the measured waterlevels. If the maximum allowed height h max = 0.6m for H 1 is reached, q P will be set to zero. The switching conditions are modeled using state-dependent binary variables. We assume for reasons of simplicity that under operating conditions the fill levels satisfy the constraints H 1 ≥ H 2 ≥ H 3 . Incorporating the cases for H 1 < H 2 or H 2 < H 3 can be done with additional discrete switching conditions. We consider two fault scenarios, first (f 1 ) when the valve V 23 gets clogged and its throughput is reduced by 20 percent. As a second fault (f 2 ) we consider the leakage q L 2 in the second tank with an outflow of 20 percent of the outflow q 3 . As in Savchenko et al. [2011] , we aggregate all the faulty scenarios in a single model using two binary switches (s 1 , s 2 ) ∈ {0, 1} 2 .
A mathematical description of the system is given by the following nonlinear differential equationṡ
with Fig. 1 . Three-tank system.
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The binary variables can be described in the following form
s 2 = 1, Tank 2 leaking, 0, Tank 2 sealed, that can be easily represented via a set of mixed-integer linear constraints.
Note that (8) contains non-polynomial parts, that can be reformulated by introducing 4 additional states and the following constraints
SqrtH i and ∆H i,i+1 are then used to replace the corresponding square root terms in (8).
We apply Euler discretization to the equations (5)- (7), setting a step size of 5 seconds, and consider two time windows with terminal time indices t e ∈ {4, 12}.
The parameters are not assumed to be known, however their values are considered bounded (see Table 1 ). We consider that all three water levels can be measured, i. e. y In the formulation (5)- (8) the nominal behavior of the system (f 0 ) is described by setting the variables (s 1 , s 2 ) = (0, 0), i. e. when the valve V 23 is not clogged and tank 2 is not leaking. The clogging of the valve (fault f 1 ) is modelled by setting (s 1 , s 2 ) = (1, 0) and the leakage in tank 2 (fault f 2 ) corresponds to the values (s 1 , s 2 ) = (0, 1).
Next we apply Algorithm 1 to find the values of ω that lead to complete detection/diagnosis of each fault.
Computational Results and Discussion
On each iteration of Algorithm 1 we derive the sensitivity matrix for the corresponding measurement uncertainty levels ω. With the matrix K we compose the vector e S that suggests the direction in which better measurements are required. We reduce the measurement uncertainty ω i corresponding to the highest value of the vector e S by half as the result of each iteration of the algorithm until the constraints of Definition 2 are fulfilled.
The application of Algorithm 1 for 4 time steps (i. e. t e = 4) is given in Table 2 . As H 1 is less sensitive to the faults considered than H 2 or H 3 , we reduce the uncertainties ω 2 and ω 3 to achieve complete fault detection. To study the influence of the time window length on uncertainties required for complete fault detection, we apply Algorithm 1 for 12 time steps (i. e. t e = 12). As seen in Table 3 , for this scenario the algorithm terminates earlier, thus allowing larger uncertainty ω. In summary, we showed that within the given time window we are able to find the measurement uncertainty ω such that all faults will be detected and isolated.
CONCLUSION
In this contribution we introduced a set-based approach to measure the sensitivity of the output with respect to abrupt or parametric faults. The approach permits to derive bounds on the maximal tolerable measurement uncertainty such that all faults can still be detected and isolated.
We defined sensitivity as the deviation of reachable sets for the fault scenarios with respect to the nominal model while taking measurement uncertainties and uncertain parameters into account. To calculate the outer bounds of the reachable sets an approach similar to Rumschinski et al. [2010a] , Savchenko et al. [2011] was used to outer approximate the reachable sets using output measurements only for the initial time instance. The derived algorithm iteratively improves the measurement uncertainty bounds to find the level of uncertainty that still guarantees detection/diagnosis of each fault. We demonstrated for a three tank system, that the algorithm finds uncertainty bounds that lead to complete diagnosability of the faults for different measurement window lengths.
As outer approximations of the reachable sets were employed for our algorithm, we achieved conservative but guaranteed results for detection and diagnosis of the faults. Several improvements to reduce the conservatism are possible. For example, considering less conservative relaxations of the feasibility problem will lead to stricter solutions. In this work a mixed-integer linear formulation was chosen since highly efficient M ILP -solvers are available nowadays. However, other relaxations such as semidefinite relaxations are possible (see e. g. Rumschinski et al. [2010b] ). Also, considering projections of reachable sets with respect to more than one variable at once could reduce the conservatism of the final sensitivity measures in case of strongly coupled variables.
