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Abstract
We prove a sharp Shwarz{type lemma for meromorphi funtions with spherial
derivative uniformly bounded away from zero. As a onsequene we dedue an
improved quantitative version of a reent normality riterion due to Grahl & Nevo
[9℄ and Steinmetz [15℄, whih is asymptotially best possibe. Based on a well{
known symmetry result of Gidas, Ni & Nirenberg for nonlinear ellipti PDEs,
we relate our Shwarz{type lemma to an assoiated nonlinear dual boundary
extremal problem. As an appliation we obtain a generalization of Beurling's
extension of the Riemann mapping theorem for the ase of the spherial metri.
1 Introduction
Let M(D ) denote the set of all meromorphi funtions in the unit disk D of the
omplex plane C . Marty's fundamental normality riterion [12℄, see also [14,
x3.3℄, says that a family F  M(D ) is normal if and only if the family of spherial
derivatives
f
℄
(z) :=
jf
0
(z)j
1 + jf(z)j
2
of all f 2 F is loally bounded (above) in D . Some years ago, J. Grahl and S. Nevo
[9℄ proved the surprising result that for any  > 0 the family
F

:=
n
f 2 M(D ) : f
℄
(z)   for all z 2 D
o
;
onsisting of all meromorphi funtions in D with spherial derivative uniformly
bounded from below, is also normal.
The original proof in [9℄ is fairly involved and is based on a sophistiated appliation
of Zalman's lemma [16℄. Combining the result of Grahl and Nevo with Marty's
riterion shows that a uniform lower bound for f
℄
has to result in a loally uniform
upper bound for f
℄
. In fat, suh an upper bound has been given by Steinmetz [15℄,
who proved that
f
℄
(z) 
1
 (1  jzj
2
)
2
; z 2 D ; f 2 F

: (1.1)
The approah in [15℄ is based on the elementary theory of omplex dierential equa-
tions and leads in partiular to a simple proof of the result of Grahl and Nevo. Reent
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work of Grohn [10℄ shows that for  > 0 suÆiently small there are funtions f 2 F

suh that
lim inf
jzj!1

1  jzj
2

2
f
℄
(z) > 0 :
In these ases the estimate (1.1) is therefore asymptotially sharp as jzj ! 1 up to
a multipliative positive onstant, but the exat value of the multipliative onstant
is urrently unkown.
The main purpose of this paper is to prove a sharp Shwarz{type lemma for funtions
in the lasses F

, that is, a sharp form of inequality (1.1) for the point z = 0 inluding
a preise desription of the extremal funtions. The proof is deeptively simple and
only uses the minimum priniple for superharmoni funtions. This Shwarz lemma
immediately yields not only the normality riterion of Grahl and Nevo, but also leads
to sharpenings of the quantitative upper bound (1.1) for f
℄
. An additional advantage
of our method is that it automatially gives a lower bound for f
℄
(z), whih is sharp
for z = 0. Those \interior" extremal funtions, whih maximize or minimize the
spherial derivative of all funtions in F

at the enter of the unit disk, turn out to
be exatly the solutions of a \dual boundary extremal problem", sine they minimize
the spherial derivative of all funtions in F

on the entire unit irle. This is the
ontent of Theorem 3.2, whih follows from our Shwarz{type lemma in ombination
with a elebrated result of Gidas, Ni and Nirenberg [8℄ onerning positive solutions
of ertain semilinear ellipti PDEs. As an appliation we establish a generalization
of Beurling's extension of the Riemann mapping theorem for a lass of geometrially
faithful boundary onditions with quadrati growth, see Theorem 3.4.
Classial Shwarz Lemma Shwarz Lemma for F

Class of Funtions f : D ! C holomorphi f 2 M(D ) loally univalent
Boundary Condition lim sup
jzj!1
jf(z)j  1 lim inf
jzj!1
f
℄
(z)  
Extremal Problem max jf
0
(0)j min =max f
℄
(0)
Boundary Behaviour lim
jzj!1
jf(z)j = 1 lim
jzj!1
f
℄
(z) = 
(Extremal Funtions)
Table 1: Classial Shwarz Lemma vs. Shwarz Lemma for F

We also reonsider Steinmetz' method and with the help of a renement of the
standard Shwarz lemma for bounded holomorphi funtions, we prove that one an
replae the onstant 1 in the numerator of (1.1) by  0:38 at least asymptotially by
showing that for every f 2 F

,
lim sup
jzj!1

1  jzj
2

2
f
℄
(z) 
3 
p
5
2

0:38

:
2
The paper onludes with a simple diret proof of the Grahl{Nevo normality riterion
and a quantitative normality result for rational funtions in F

based on a Bernstein{
type inequality for rational funtions due to Borwein and Erdelyi [5℄.
There are several open problems surrounding the Shwarz lemma for the lass F

.
Some of them are mentioned expliitly in the text.
Aknowledgement. The authors would like to thank J. Grahl, J. Grohn and S. Nevo
for helpful disussions.
2 The Schwarz lemma for the class F

Theorem 2.1 (Shwarz lemma for F

)
Let  > 0 and suppose that f 2 F

with f(0) = 0. Then the following hold.
(a)   1=2.
(b) jf
0
(0)j 
1 +
p
1  4
2
2
.
() jf
0
(0)j 
1 
p
1  4
2
2
.
Equality holds in either ase if and only if f(z) = z with  2 C suh that
jj = 1 in (a) ; jj =
1 +
p
1  4
2
2
in (b) ; jj =
1 
p
1  4
2
2
in () :
In partiular, f 2 F
1=2
if and only if f(z) = z for some jj = 1.
Theorem 2.1 (b) gives an upper bound for the derivative at the origin, so it an be seen
as a Shwarz{type lemma for meromorphi funtions. Reall that the standard way
of proving the Shwarz lemma for holomorphi funtions f : D ! D with f(0) = 0
is to apply the maximum priniple to the auxiliary funtion g(z) := f(z)=z. If f is
meromorphi in D with f(0) = 0, then we an no longer apply the maximum priniple
to g. However, the quantity g
℄
is well{dened and log g
℄
is atually superharmoni
away from the set C
g
of ritial points of g. In fat, h := log g
℄
saties Liouville's
equation
h =  4e
2h
in D n C
g
;
as it is well{known and as a short omputation shows. Hene we an employ the
minimum priniple for log g
℄
. To relate log g
℄
to log f
℄
and to avoid the ritial points
of g, it seems slightly more useful to onsider
v
f
(z) := log
jf
0
(z)j
1 +



f(z)
z



2
3
instead of log g
℄
. We now make a simple, but ruial observation: If f is loally
univalent as in Theorem 2.1, then v
f
is a smooth funtion on D and, sine
v
f
(z) = log g
℄
(z) + log





f
0
(z)
g
0
(z)





;
the funtion v
f
is superharmoni on the entire unit disk D with v
f
=  4g
℄
(z)
2
.
The proof of Theorem 2.1 is now pratially idential to the standard proof of the
Shwarz lemma; it only uses v
f
(z) instead of f(z)=z as the auxiliary funtion and we
ompare v
f
with
u
f
:= log f
℄
:
Proof of Theorem 2.1. Fix 0 < r < 1 and onsider
u
f
(z) = log f
℄
(z) = log
jf
0
(z)j
1 + jf(z)j
2
and w
r
(z) := log
jf
0
(z)j
1 +



f(z)
z
r



2
:
As explained above, both funtions are superharmoni on D . Sine u
f
= w
r
on
jzj = r, the minimum priniple applied twie implies
inf
jzjr
u
f
(z) = inf
jzj=r
u
f
(z) = inf
jzj=r
w
r
(z) = inf
jzjr
w
r
(z)  w
r
(0) :
Letting r ! 1, we obtain with v
f
= w
1
that
log   inf
z2D
u
f
(z) = inf
z2D
v
f
(z)  v
f
(0) ; (2.1)
or, equivalently,
  inf
z2D
f
℄
(z) 
jf
0
(0)j
1 + jf
0
(0)j
2
: (2.2)
In other \words",
jf
0
(0)j
2
  jf
0
(0)j+   0 :
Now, the quadrati funtion %(x) := x
2
  x+  has the zeros
1
p
1  4
2
2
;
so it takes on nonpositive values if and only if   1=2. In addition,
1 
p
1  4
2
2
 jf
0
(0)j 
1 +
p
1  4
2
2
: (2.3)
If equality holds on either side, then equality holds in both inequalities of (2.2) and so
in (2.1), and the minimum priniple shows that v
f
is onstant. Hene 0 = v
f
(z) =
 4g
℄
(z)
2
in D , where g(z) = f(z)=z. This implies that g is onstant, so f(z) = z
for some  2 C . Clearly, jj = (1 
p
1  4
2
)=(2). If  = 1=2, then equality holds
in (2.3) with jf
0
(0)j = 1. This ompletes the proof.
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Remark 2.2
Part (a) of Theorem 2.1 has been proved earlier by Grahl and Nevo [9, Theorem 3℄
and Steinmetz [15℄ using dierent methods.
Corollary 2.3
Let  > 0 and f 2 F

. Then the following hold.
(a)   1=2.
(b) f
℄
(0) 
1 +
p
1  4
2
2
.
() f
℄
(0) 
1 
p
1  4
2
2
.
Equality holds in either ase if and only if f(z) = T (z) where T is a rigid
motion of the Riemann sphere and  2 C suh that
jj = 1 in (a) ; jj =
1 +
p
1  4
2
2
in (b) ; jj =
1 
p
1  4
2
2
in () :
In partiular, F
1=2
is preisely the set of rigid motions of the Riemann sphere.
Proof. Apply Theorem 2.1 to T
 1
Æ f , where T is a rigid motion of the Riemann
sphere whih maps 0 to f(0). Note that (T
 1
Æ f)
℄
= f
℄
.
This result gives rise to the following problem.
Problem 2.4
Fix  2 (0; 1=2). Find for xed z
0
2 D
S
+

(z
0
) := max
f2F

f
℄
(z
0
) and S
 

(z
0
) := min
f2F

f
℄
(z
0
) :
We note that the problem of nding S
+

(z
0
) has already been raised by Steinmetz
[15℄ and that Corollary 2.3 provides a solution to Problem 2.4 for the ase z
0
= 0.
In Setion 4 we present upper bounds for S
+

(z
0
) whih improve the estimate (1.1).
However, the exat values of S


(z
0
) for z
0
6= 0 remain undetermined.
3 The Schwarz lemma and nonlinear boundary value problems
In this setion we show that the interior extremal problem solved in Theorem 2.1
an be related to a \dual" nonlinear boundary extremal problem. This establishes
a link between the Shwarz lemma for F

and a lass of boundary value problems
arising in onformal geometry whih have rst been investigated by Beurling [4℄.
The point of departure is the following peuliar property of the extremal funtions
in Corollary 2.3:
Theorem 3.1
Let  > 0 and f 2 M(D ) loally univalent. Then the following are equivalent:
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(a) lim
jzj!1
f
℄
(z) = .
(b)   1=2 and f(z) = T (z) with a rigid motion T of the Riemann sphere
and
jj =
1
p
1  4
2
2
: (3.1)
Proof. (b) =) (a): This is just a omputation.
(a) =) (b): This is a simple appliation of a rather deep result of Gidas, Ni and
Nirenberg [8℄, whih has beome a standard tool in ellipti PDE, in ombination
with a nonlinear version of the Shwarz reetion priniple, see [13℄. Let f 2 M(D )
be loally univalent and satisfy ondition (a). By [13, Theorem 1.8℄, we infer that f
has a meromorphi ontinuation to an open neighborhood of the losed unit disk D .
This shows that
u(z) := log f
℄
(z)  log 
is a C
2
{funtion on D suh that
u =  4
2
e
2u
on D and u = 0 on D : (3.2)
By the minimum priniple, the superharmoni funtion u is positive on D . Hene
Theorem 1 in [8℄ fores u to be radially symmetri,
u(z) = v(r) (r = jzj)
for some stritly dereasing funtion v : [0; 1℄! [0;1). It is now a simple matter to
see that all radially symmetri solutions of the boundary value problem (3.2) have
the form
u(z) = log
jj
1 + jj
2
jzj
2
  log  (3.3)
with  2 C as in (3.1). For onveniene, we indiate the main steps. Sine
u(z) =
1
r
(rv
0
(r))
0
;
where r = jzj and
0
indiates dierentiation with respet to r, we need to nd all
stritly dereasing solutions v 2 C
2
([0; 1℄) of
(rv
0
(r))
0
=  4
2
r e
2v(r)
on [0; 1℄ ; v(1) = 0 :
We substitute r = e
x
and obtain for w(x) := v(e
x
) + x + log(2) the initial value
problem
w
00
(x) =  e
2w(x)
on ( 1; 0℄ ; w(0) = log(2) :
This ODE has 2w
0
(x) as an integrating fator, so

w
0
(x)
2

0
=  

e
2w(x)

0
:
6
Integrating from x = a to x = t and using that
lim
a! 1
w
0
(a) = lim
a! 1
e
a
v
0
(e
a
) + 1 = 1
as well as
lim
a! 1
w(a) =  1 ;
we arrive at
w
0
(t)
2
= 1  e
2w(t)
on ( 1; 0℄ :
In partiular, w(t)  0 for all t 2 ( 1; 0℄ and
w
0
(t) = 
q
1  e
2w(t)
:
The resulting two ODEs (one for eah sign) are separable and an be solved by
elementary integration. This leads to expliit formulas for w(t) and ultimately shows
that the solutions u(z) to (3.2) have the form (3.3).
Theorem 3.2 (The Shwarz lemma for F

and a dual boundary extremal problem)
Let  > 0 and F 2 F

. Then the following are equivalent.
(a) F is extremal for one of the interior extremal problems
max
f2F

f
℄
(0) or min
f2F

f
℄
(0) :
(b) F is extremal for the boundary extremal problem
min
f2F

lim inf
z!
f
℄
(z) for every  2 D :
The proof of Theorem 3.2 is by now obvious beause we have identied all funtions
F 2 F

with property (a) in Corollary 2.3 and those with property (b) in Theorem
3.1 in an expliit way. It would be desirable to have a diret proof of the fat that
(a) and (b) are equivalent.
Problem 3.3
Theorem 3.2 roughly says that every f 2 F

that maximizes/minimizes f
℄
at the
origin atually minimizes f
℄
on the entire unit irle. Now suppose that f 2 F

maximizes/minimizes f
℄
over the set F

at a point z
0
6= 0. Does f
℄
have a orre-
sponding boundary extremal property on (part of) the unit irle ?
We are now in a position to relate the Shwarz lemma for the lass F

(Theorem
2.1) with Beurling's well{known extension of the Riemann mapping theorem (see
[1, 2, 4, 6, 3, 7℄). Denote by H
0
(D ) the set of all holomorphi funtions g : D ! C
with g(0) = 0 and g
0
(0) > 0. For a given positive, ontinuous and bounded funtion
 : C ! R, Beurling [4℄ onsidered the nonlinear boundary value problem
1
lim
jzj!1

jg
0
(z)j   (g(z))

= 0 (3.4)
1
This is a \Riemann{Hilbert{Poinare problem".
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and showed that this problem always admits univalent solutions g 2 H
0
(D ). In
fat, Beurling even showed that there is always a kind of \maximal" resp. \mini-
mal" univalent solution. In order to nd the \minimal" univalent solution, Beurling
onsidered the set of univalent \supersolutions" of (3.4),
B

:=
(
g 2 H
0
(D ) univalent




lim inf
jzj!1

jg
0
(z)j   (g(z))

 0
)
;
and proved in a rst step that there is a unique funtion g

2 B

suh that
g

0
(0) = inf
g2B

g
0
(0) :
In a seond step, he then showed that this \minimal" supersolution is in fat a solu-
tion of the boundary value problem (3.4). It appears that for Beurling's method the
assumption that  is bounded (or at least of sublinear growth as in [1℄) is fairly es-
sential. Now, it is easy to see that Beurling's set of supersolutions for the unbounded
funtion


(w) := 

1 + jwj
2

an be written as
B


=
(
g 2 H
0
(D ) univalent




lim inf
jzj!1
jg
0
(z)j
1 + jg(z)j
2
 
)
and hene
B


 F

:
Therefore, Corollary 2.3 implies that for any  2 (0; 1=2℄ there is a unique funtion
g

2 B


(in fat, g

(z) =
1 
p
1 4
2
2
z) suh that
g
0

(0) = inf
f2F

f
℄
(0)  inf
g2B


g
0
(0)  g
0

(0) ;
and g

is obviously a solution to Beurling's boundary value problem (3.4) for  = 

.
Clearly, an analogous result holds for the unique funtion in B


whih maximizes
g
0
(0) for all g 2 B


. By Theorem 3.2, these two solutions are the only two solutions
to (3.4) for  = 

! To put it dierently, Corollary 2.3 and Theorem 3.2 provide an
extension of Beurling's results at least for the spei funtion
(w) = 

(w) = 

1 + jwj
2

;   1=2 ;
whih is of quadrati and not merely sublinear growth.
For onveniene, we state these onsiderations as a theorem, whih as we have seen
is now merely a restatement of Theorem 3.2.
Theorem 3.4 (The Beurling{Riemann mapping theorem for the spherial metri)
Suppose that  > 0 and onsider the boundary value problem
lim
jzj!1

jg
0
(z)j   

1 + jg(z)j
2
 
= 0 (3.5)
for g 2 H
0
(D ).
8
(a) If  < 1=2, then (3.5) has exatly two loally univalent solutions g

2 H
0
(D )
given by
g

(z) =
1
p
1  4
2
2
z :
These solutions are univalent and they are the uniquely determined ex-
tremal funtions for the extremal problems
max
g2B


g
0
(0) and min
g2B


g
0
(0) :
(b) If  = 1=2, then g(z) = z is the only loally univalent solution g 2 H
0
(D ) of
(3.5).
() If  > 1=2, then (3.5) has no loally univalent solution in H
0
(D ).
We note that parts of Theorem 3.4 have been proved earlier by dierent means, see
e.g. [1, 2, 7, 11℄. The essential new ingredient is the uniqueness statement in part
(a), whih ultimately omes from the Gidas{Ni{Nirenberg theorem.
Remark 3.5
In all of our results, the restrition to loally univalent funtions is essential. The
reason is that log f
℄
is superharmoni only for loally univalent funtions f 2 M(D ),
so the minimum priniple an be applied and shows that
F

=
(
f 2 M(D ) loally univalent : lim inf
jzj!1
f
℄
(z)  
)
In fat, the larger lass
G

:=
(
f 2 M(D ) : lim inf
jzj!1
f
℄
(z)  
)
is not even a normal family in view of the following example.
Example 3.6
Let
g
n
(z) :=
z
1=n
2
+ z
2
:
Clearly g
n
2 M(D ) and a straightforward omputation leads to
g
℄
n
(z) =
j1=n
2
  z
2
j
j1=n
2
+ z
2
j
2
+ jzj
2

1  1=n
2
2 + 2=n
2
+ 1=n
4
and hene g
n
2 G

for any  2 (0; 1=2) for all but nitely many n. However it
is readily heked that g
n
(0) = 0 but lim
n!1
zg
n
(z) = 1 on the puntured unit disk
D n f0g. Hene none of the families G

,  2 (0; 1=2), is a normal family.
In ontrast, the families F

are normal ([9, 15℄). This is more or less immediate from
Theorem 2.1 and will be explored in more detail in the next setion.
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4 Normal families and growth estimates
By preomposing f 2 F

with unit disk automorphisms, Corollary 2.3 implies that
eah of the families F

is a normal family:
Corollary 4.1
Let  > 0. Then for any f 2 F

,
1 
r
1  4
2

1 jz
0
j
1+jz
0
j

2
2 (1  jz
0
j)
2
 f
℄
(z
0
) 
1 +
r
1  4
2

1 jz
0
j
1+jz
0
j

2
2 (1  jz
0
j)
2
; z
0
2 D : (4.1)
Proof. We may assume f(z
0
) = 0. Then it is immediate that the funtion
g(z) := f

z + z
0
1 + z
0
z

belongs to the family F
(1 jz
0
j)=(1+jz
0
j)
and f
℄
(z
0
) = (1 jz
0
j
2
)
 1
g
℄
(0), so Corollary 2.3
leads to (4.1).
Remark 4.2
Compared to the estimate (1.1) due to Steinmetz [15℄ the right{hand inequality in
(4.1) is better for jz
0
j lose to 0, but weaker for jz
0
j lose to 1.
The following result gives a simultaneous sharpening of both upper bounds in (1.1)
and (4.1) as well as a orresponding lower bound. Instead of preomposing f 2 F

with a unit disk automorphism S and onsidering (f ÆS)
℄
as in the proof of Corollary
4.1 we now onsider again the two auxiliary funtions
log
jf
0
(z)j
1 + jf(z)j
2
and log
jf
0
(z)j
1 +



f(z)
z



2
;
and preompose f and f
0
with the same unit disk automorphism.
Theorem 4.3
Suppose that f 2 F

for some  > 0. Then
1 
q
1  4
2
(1  jz
0
j
2
)
2
2 (1  jz
0
j
2
)
2
 f
℄
(z
0
) 
1 +
q
1  4
2
(1  jz
0
j
2
)
2
2 (1  jz
0
j
2
)
2
; z
0
2 D : (4.2)
These estimates are sharp if and only if z
0
= 0.
Note that
1 +
q
1  4
2
(1  jz
0
j
2
)
2
2 (1  jz
0
j
2
)
2
<
1
(1  jz
0
j
2
)
2
; z
0
2 D ;
so (4.2) improves (1.1) slightly. Also (4.2) is sharper than (4.1).
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Proof. We employ the two auxiliary funtions
u
f
(z) = log f
℄
(z) and v
f
(z) := log
jf
0
(z)j
1 +



f(z)
z



2
:
In order to prove (4.2) we may assume f(z
0
) = 0 and let
S(z) =
z + z
0
1 + z
0
z
:
Fix 0 < r < 1 and onsider
u
f
(S(z)) = log f
℄
(S(z)) = log
jf
0
(S(z))j
1 + jf(S(z))j
2
and w
r
(z) := log
jf
0
(S(z))j
1 + jf(S(z))r=zj
2
:
As explained above, both funtions are superharmoni on D . Sine u
f
Æ S = w
r
on
jzj = r, the minimum priniple applied twie implies
inf
jzjr
u
f
(S(z)) = inf
jzj=r
u
f
(S(z)) = inf
jzj=r
w
r
(z) = inf
jzjr
w
r
(z)  w
r
(0) :
Letting r ! 1, we get
log   inf
z2D
u
f
(z) = inf
z2D
u
f
(S(z)) = inf
z2D
w
1
(z)  w
1
(0) : (4.3)
or, equivalently,
  inf
z2D
f
℄
(z) 
jf
0
(z
0
)j
1 + (1  jz
0
j
2
)
2
jf
0
(z
0
)j
2
:
Hene


1  jz
0
j
2

2
jf
0
(z
0
)j
2
  jf
0
(z
0
)j+   0 :
This implies
1 
q
1  4
2
(1  jz
0
j
2
)
2
2 (1  jz
0
j
2
)
2
 jf
0
(z
0
)j 
1 +
q
1  4
2
(1  jz
0
j
2
)
2
2 (1  jz
0
j
2
)
2
: (4.4)
If equality holds on either side, then equality holds in both inequalities of (4.3) and
the minimum priniple shows that w
1
is onstant. Noting that
w
1
=  4h
℄
(z)
2
for h(z) :=
f(S(z))
z
;
we get that h is onstant and hene f(S(z)) = z for some  2 C . Now, using again
that
w
1
(z) = log
j(f Æ S)
0
(z)j
1 + j(f Æ S)(z)=zj
2
  log jS
0
(z)j
is onstant, we see that S
0
is onstant and therefore z
0
= 0. Hene (4.2) is sharp only
for z
0
= 0.
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Remark 4.4
The estimate (4.2) of Theorem 4.3 as well as inequality (1.1) both lead to
lim sup
jz
0
j!1

1  jz
0
j
2

2
S
+

(z
0
) 
1

: (4.5)
Steinmetz [15℄ has posed the problem whether
lim sup
jz
0
j!1

1  jz
0
j
2

S
+

(z
0
) <1 ? (4.6)
This turns out not to be the ase. As we have already remarked, a reent result of
Grohn [10, Theorem 3℄ shows that there is a funtion
f 2
[
>0
F

suh that
inf
n2N

1  jz
n
j
2

2
f
℄
(z
n
) > 0 (4.7)
for some sequene (z
n
) in D with jz
n
j ! 1. In fat, it is shown in [10℄ that there is
suh a funtion for any uniformly separated sequene (z
n
) in D . Hene, for suÆiently
small values of  > 0 inequality (4.5) is sharp up to a multipliative onstant. On
the other hand, the set F
1=2
onsists only of rigid motions of the Riemann sphere by
Corollary 2.3, so one has S
+
1=2
(z
0
) = 1. This leads to the following problem.
Problem 4.5
Let  2 (0; 1=2). Find the value of
S

:= lim sup
jzj!1

1  jzj
2

2
S
+

(z) :
In partiular, is it true that S

> 0 for every  2 (0; 1=2) ?
By (4.5) we have
S

 1= :
The next result says that here one an replae 1 by
1
2

3 
p
5

 0:38 :
Theorem 4.6
Let  2 (0; 1=2). Then for any f 2 F

,
f
℄
(z
0
) 
0

q
4 + jz
0
j
2
  jz
0
j
2
1
A
2
1
 (1  jz
0
j
2
)
2
; z
0
2 D : (4.8)
In partiular,
S


3 
p
5
2
:
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The proof is based on the following simple Shwarz{Pik type lemma.
Lemma 4.7
Suppose that z
0
2 D n f0g and w : D ! D is a holomorphi funtion suh that
w(z
0
) = 0 and w
00
(z
0
) = 0. Then
jw
0
(z
0
)j 
q
4 + jz
0
j
2
  jz
0
j
2 (1  jz
0
j
2
)
:
Equality an hold only if w is a Blashke produt of degree 2.
In the proof we will identify all the extremal funtions semi{expliitly. We intention-
ally have exluded the ase z
0
= 0 in Lemma 4.7.
Proof. Write
w(z) =
z   z
0
1  z
0
z
g(z)
for some holomorphi funtion g : D ! D and note that g(D )  D . Then w
00
(z
0
) = 0
is equivalent to
g
0
(z
0
) =  
z
0
1  jz
0
j
2
g(z
0
) : (4.9)
The Shwarz{Pik lemma applied to g implies
1  jg(z
0
)j
2
1  jz
0
j
2
 jg
0
(z
0
)j =
jz
0
j
1  jz
0
j
2
jg(z
0
)j ;
whih is equivalent to
jg(z
0
)j 
q
4 + jz
0
j
2
  jz
0
j
2
() jw
0
(z
0
)j 
q
4 + jz
0
j
2
  jz
0
j
2 (1  jz
0
j
2
)
:
Again by the Shwarz{Pik lemma, we see that equality ours if and only if g is a
unit disk automorphism suh that (4.9) holds.
Proof of Theorem 4.6. In view of Corollary 2.3 we may assume that z
0
6= 0. We
rst losely follow the proof of (1.1) in [15℄. We may as well assume f(z
0
) = 0. Sine
f 2 M(D ) is a loally univalent meromorphi funtion its Shwarzian derivative
S
f
(z) =
 
f
00
(z)
f
0
(z)
!
0
 
1
2
 
f
00
(z)
f
0
(z)
!
2
is holomorphi in D and we an write
f =
w
1
w
2
with holomorphi funtions w
1
; w
2
: D ! C both of whih are solutions of the linear
seond order ODE
w
00
+
S
f
(z)
2
w = 0 (4.10)
13
normalized in suh a way that the Wronskian is onstant,
w
0
1
w
2
  w
1
w
0
2
= 1 :
In partiular, we get
f
℄
(z) =
1
jw
1
(z)j
2
+ jw
2
(z)j
2
and f
℄
(z
0
) =
1
jw
2
(z
0
)j
2
= jw
0
1
(z
0
)j
2
:
Sine f
℄
(z)  , the rst identity shows that w :=
p
w
1
is a holomorphi selfmap of
the unit disk with w(z
0
) = 0 and
w
00
(z
0
) =  
S
f
(z
0
)
2
w(z
0
) = 0 ;
sine S
f
is holomorphi. Hene we are in a position to apply Lemma 4.7 and obtain
f
℄
(z
0
) = jw
0
1
(z
0
)j
2
=
jw
0
(z
0
)j
2


0

q
4 + jz
0
j
2
  jz
0
j
2
1
A
2
1
 (1  jz
0
j
2
)
2
:
Remark 4.8
Using the standard Shwarz{Pik lemma
jw
0
(z
0
)j 
1
1  jz
0
j
2
instead of the \improved" Shwarz{Pik type Lemma 4.7 in the last step of the
preeding proof gives the less preise inequality
f
℄
(z
0
) 
1
 (1  jz
0
j
2
)
2
;
i.e., inequality (1.1). This is exatly Steinmetz' proof [15℄ of (1.1). It does not fully
use the fat that S
f
is holomorphi.
5 Concluding remarks
Remark 5.1
We rst observe that another simple proof of the Grahl{Nevo normality riterion is
available. Let us set
F
;0
:= ff 2 F

: f(0) = 0g :
It is lear that for any f 2 F

and any z 2 D ;
jf
0
(z)j  f
℄
(z)  ; (5.1)
and by the fundamental normality test [14, p. 74℄ the family onsisting of derivatives
of funtions f 2 F

is a normal family; note that this also follows from the plain
14
fat that the family of reiproals of derivatives of funtions f 2 F

ontains only
funtions analyti in the unit disk and is also uniformly bounded above there by
(5.1). Now sine for any f in F
;0
we have
z
Z
0
f
0
(t)dt = f(z) ;
we obtain (see e.g. Lemma 8 in [9℄) that F
;0
is a normal family. We dene for eah
f 2 F

,
F (z) :=
8
>
>
>
>
>
<
>
>
>
>
>
:
f(z)  f(0)
1 + f(0)f(z)
if f(0) 2 C
1
f(z)
otherwise ,
so F belongs to F
;0
. Now let ff
n
g be a sequene in F

. Then F
n
2 F
;0
for eah n
and therefore fF
n
g has a subsequene fF
n
k
g whih onverges uniformly on ompat
subsets of D . If ff
n
k
(0)g does not onverge to the point at innity, then passing
to a further subsequene if neessary, we may assume that ff
n
k
(0)g  C and that
f
n
k
(0)!  2 C . Hene the sequene ff
n
k
g is ompatly onvergent in D beause
f
n
k
(z) =
F
n
k
(z) + f
n
k
(0)
1  f
n
k
(0)F
n
k
(z)
:
A similar line of reasoning is available if ff
n
k
(0)g does onverge to the point at innity
and we may therefore onlude that F

is a normal family.
Remark 5.2
It is sometimes possible to give straightforward proofs of the normality of spei
sublasses of F

. Let P
n
denote the lass of omplex polynomials of degree at most
n and R
n
the lass of rational funtions f = p
n
=q
n
with p
n
2 P
n
and
q
n
(z) =
n
Y
j=1
(z   z
j
)
where the points z
j
are xed one for all with jz
j
j > 1 . We set
jjf jj = sup
z2D
jf(z)j :
Aording to an estimate of Borwein and Erdelyi [5℄,
jf
0
(z)j  K(z)jjf jj for any jzj = 1
with
K(z) =
n
X
j=1
jz
j
j
2
  1
jz
j
  zj
2
and learly
K(z) 
n
X
j=1
jz
j
j+ 1
jz
j
j   1
:= k
n
:
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In partiular, if f 2 F

\ R
n
and if jf(z
0
)j = jjf jj for some jz
0
j = 1, then
 
jf
0
(z
0
)j
1 + jf(z
0
)j
2
 k
n
jf(z
0
)j
1 + jf(z
0
)j
2
:
It follows that =k
n
 1=2 and
jjf jj = jf(z
0
)j 
k
n
2
0

1 +
v
u
u
t
1 
4
2
k
2
n
1
A
:
The family F

\R
n
is therefore uniformly bounded on the unit disk and in partiular
normal there.
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