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SOME SHARP RESTRICTION THEOREMS
FOR HOMOGENEOUS MANIFOLDS
Laura De Carli and Alex Iosevich
Introduction: Let M denote a submanifold of Rn+l of codimension l. Let R denote a
restriction operator
(0.1) Rf(η) =
∫
e−i〈x, η〉f(x)dx, η ∈M, f ∈ S(Rn+l).
We wish to find an optimal range of exponents p such that
(0.2) ||Rf ||L2(M, dσ) ≤ Cp||f ||Lp(Rn+l),
where dσ is a compactly supported measure on M .
When M is a codimension one surface in Rn+1 with non-vanishing Gaussian curvature,
the estimate (0.2) is well understood. A celebrated result due to Stein and Tomas says that if
M has non-vanishing Gaussian curvature, then the estimate (0.2) holds with p = 2(n+2)
n+4
. In
higher dimensions the situation is more complicated. When M is a codimension two surface
in Rn+2 satisfying a non-degeneracy assumption, the estimate (0.2) holds with p = 2(n+4)n+8 .
(See [MC] and Theorem A in the Section 2 below). However, a sharp necessary and sufficient
condition is not currently available.
It should also be noted that even in codimension one, the more general (Lp, Lq) estimates
for the restriction operator are not fully understood, except in the dimension two. (See [St]
for a detailed discussion). We shall not address this issue here.
The purpose of this paper is to establish the estimate (0.2) in the case when
M = {(x, xk+1, ..., xk+l) : xk+1 = φ1(x), ..., xk+l = φl(x)},
where φj ∈ C
∞(Rn\0) is homogeneous of degree mj ≥ 1.
Let F [dσ] denote the Fourier transform of dσ. By a theorem of Greenleaf (see [Gr]), the
inequality (0.2) holds for p =
2(l + γ)
2l + γ
if
(0.3) |F [dσ](Rζ)| ≤ C(1 +R)−γ , ζ ∈ Sn+1.
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We shall see below that isotropic Fourier transform estimates do not yield the sharp
restriction theorem in codimension two or higher (see e.g [MC]). It should be noted that
even in codimension one, it is not known whether the exponent given by Greenleaf’s theorem
is sharp.
The best possible isotropic rate of decay of F [dσ] for the homogeneous manifoldM defined
above is − nmaxj{mj} . An application of Greenleaf’s theorem yields the estimate (0.2) with
(0.4) p0 =
2(n+ lm)
n+ 2lm
,
where m = maxj{mj}.
However, the following homogeneity argument due to Knapp suggests that the optimal
exponent for the estimate (0.2) is
(0.5) p0 =
2(m1 + ...+ml + n)
n+ 2(m1 + ...+ml)
.
Indeed, let R denote the restriction operator defined above. Let fˆδ = h, where h is the
characteristic function of a rectangle in Rn+l with sides of lengths (1, 1, · · · 1, C, ..., C), C
large.
Then
(0.6) ‖fδ‖p ≈ δ
(1−1/p)(n+m1+...+ml) and ‖Rfδ‖2 ≈ δ
n/2.
Hence (0.2) can only hold if p ≤
2(n+m1 + ...+ml)
n+ 2(m1 + ...+ml)
.
We will establish the estimate (0.2) for a homogeneous manifold M , with the exponent
p0 given by Knapp’s homogeneity argument, under a variety of conditions on the level sets
of the graphing functions φ1, φ2, ..., φl.
Our main results are the following. The first result gives us a good description of L2
restriction theorems for two-dimensional submanifolds in codimension 2 given as graphs
of homogeneous polynomials. (Please see Definition 2.1 and 2.2 below for the precise de-
scription of finite type. Please see Definition 2.8 below for the description of the order of
vanishing along a line.)
Theorem I. (See Theorem 2.9 in Section 2). Let
(0.7) S = {(x1, x2, x3, x4) : x3 = φ1(x1, x2), x4 = φ2(x1, x2), }
where φ1, φ2 ∈ C∞(R2) are homogeneous polynomials of degree m1 and m2 respectively,
(m1 ≥ m2 ≥ 2). Suppose that there exists a non-zero constant c such that φ1(x)|{x:φ2(x)=1}
=
c. Let Z0 = {(x1, x2) : φ2(x1, x2) = 0}, Z1 = {(x1, x2) : ▽φ2(x1, x2) = (0, 0), and Z2 =
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{(x1, x2) : Hφ2(x1, x2) = 0}, where Hφ2 denotes the determinant of the hessian matrix of
φ2. Suppose that the curve {x : φ2(x) = 1} is of finite type m at each point of Z2 ∩ {x :
φ2(x) = 1} and that φ2 vanishes of order ≤ M along the lines contained in Z0 ∪ Z1. Then
(0.2) holds for every p < p0, where p0 is the sharp exponent
(0.8)
m1 +m2 + 2
m1 +m2 + 1
,
if m1 +m2 ≥ max
{
2M
(
1 +
m1
m2
)
, 2m
}
. Furthermore (0.2) holds with
(1) p < max
{
2(1 +M(1 + m1
m2
)
1 + 2M(1 + m1m2 )
,
2(m+ 1)
2m+ 1
}
if min{2M(1 + m1
m2
), 2m} ≤ m1 + m2 <
max{2M(1 + m1m2 ), 2m},
(2) p < min
{
2(1 +M(1 + m1m2 )
1 + 2M(1 + m1m2 )
,
2(m+ 1)
2m+ 1
}
if 4 ≤ m1 +m2 < min{2M(1 +
m1
m2
), 2m}.
The following result answers a question posed by Fulvio Ricci about the restriction theo-
rems for manifolds given as graphs of quadratic monomials. The proof relies on the precise
asymptotics of the Fourier transforms of certain distributions obtained by Shintani (see [TS],
and Lemma 3.3 below). It has been brought to our attention that this result is implied by
a theorem announced in the Bulletin of the AMS by Gerd Mockenhaupt (see [GM]). We
enclose the proof for reader’s convenience, and to motivate the related results proved in this
paper. (See e.g. Theorem III below).
Theorem II. (See Theorem 3.1 below). Let S = {(x, xn+1, ..., xn+l) ∈ Rn+l : xn+1 =
φ1(x), ..., xn+l = φl(x)}, where l =
n(n+1)
2 , and the φj denote the distinct monomials of
degree 2. Then the estimate (0.2) holds with the sharp exponent p0 =
2(n+2)
2n+3 .
The following result generalizes Theorem II to manifolds given as joint graphs of smooth
functions of higher order of homogeneity. The proof relies on the non-isotropic decay esti-
mates for the associated Fourier transform of the surface carried measure. The observation
that the non-isotropic decay estimates are useful to obtain sharp restriction theorems in
codimension > 1 is not new. See for example the work of M.Christ ([MC]) and E.Prestini
([P]).
Theorem III. (See Theorem 3.2 below). Let S denote a compact piece of the manifold
{(x, xn+1, ..., xn+l) ∈ Rn+l : xn+1 = φ1(x), ..., xn+l = φl(x)},where φj ∈ C∞(Rn/0) is
homogeneous of degree m ≥ 2n. Suppose that no linear combination of the φj ’s vanishes on
a subset of postive measure of Sn−1. Let Φ(x) = (φ1(x), ..., φl(x)). Suppose that Φ(ω) 6=
(0, ..., 0), ω ∈ Sn−1. Then the estimate (0.2) holds with the sharp exponent
(0.9) p0 =
2(n+ lm)
n+ 2lm
.
4 LAURA DE CARLI AND ALEX IOSEVICH
Many of our results are based on the non-isotropic decay estimates for the associated
Fourier transform of the surface carried measure. A sample result is the following.
Theorem IV. (See Theorem 1.1B below) Let S = {(x, xn+1, ..., xn+l) ∈ Rn+l : xn+1 =
φ1(x), ..., xn+l = φl(x)}, where each φj ∈ C∞(Rn/0) is homogeneous of degree m ≥ 2n. Let
Φ(x) = (φ1(x), ..., φl(x)). Let Φλ(x) = 〈Φ(x), λ〉. Let
(0.10) F (ξ, λ) =
∫
ei〈x,ξ〉+λ1φ1(x)+...+λlφl(x))ψ(x)dx,
where ψ is a smooth cutoff function. Then
(0.11) |F (ξ, λ)| ≤ C
∫
Sn−1
|Φλ(ω)|
− n
m dω.
This paper is organized as follows. In Section 1 we will prove some estimates related
to the decay of the Fourier transform of the surface carried measure. In particular, we
will estimate the decay of the Fourier transform of the surface carried measure, in any
codimension, in terms of the integrability of the multiplicative inverses of the graphing
functions φj restricted to the unit sphere. Using this technique we shall also obtain an
accurate non-isotropic estimate for the Fourier transform of the surface carried measure in
the case when every graphing function has the same homogeneity.
In Section 2 we will apply the results of Section 1 along with the results of M. Christ
([MC]), E. Prestini ([P]), and a variety of scaling arguments to obtain a sharp estimate (0.2)
with the exponent p0 given by (0.5).
In Section 3 we will use the non-isotropic estimates from Section 1 to study restriction
theorems in the case when every graphing function is homogeneous of the same degree
m ≥ 2.
Section 1
The decay of the Fourier transform of the surface carried measure
We will need the following definitions. (See e.g. [Gr], [MC]).
Nonvanishing Gaussian curvature: Let Σ be a submanifold of RN+1 of codimension
1 equipped with a smooth compactly supported measure dµ. Let J : Σ→ SN be the usual
Gauss map taking each point on Σ to the outward unit normal at that point. We say that
Σ has everywhere nonvanishing Gaussian curvature if the differential of the Gauss map dJ
is always nonsingular.
Strong curvature condition: Let S be a submanifold of Rn+l of codimension l equipped
with a smooth compactly supported measure dµ. Suppose that S is a joint graph of smooth
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functions g1, g2,...,gl, where gj : R
n → R. Let Nx0(S) denote the l-dimensional space of
normals to S at a point x0. We say that S satisfies the strong curvature condition (SCC) if
for all x0 ∈ S in some neighborhood of the support of dµ,
(1.1) detD2(ν1g1(x) + ν2g2(x) + ...+ νlgl(x)) 6= 0, ∀ν ∈ Nx0 ,
where D2 denotes the Hessian matrix.
N-curvature condition: Let S ∈ Rn+l be defined as above. We say that S satisfies the
N -curvature condition if the rank of the Hessian matrix in (1.1) is greater than or equal to
N everywhere.
Our main results are the following.
Theorem 1.1A. Let S = {(x, xn+1, ..., xn+l) ∈ Rn+l : xn+1 = φ1(x), ..., xn+l = φn+l(x)},
where φj ∈ C∞(Rn\0) is homogeneous of degree mj ≥ 2. Suppose that no φi is a constant
multiple of any φj for i 6= j. Suppose that (φj)
−1 ∈ Lρj (Sn−1), 0 < ρj ≤
n
mj
. Let µ denote
the number of distinct mj ’s. Suppose that
n
mj
≤ 1µ+1 for each j. Let λ = (λ1, ..., λl), and
define
(1.2) F (ξ, λ) =
∫
ei(〈x,ξ〉+λ1φ1(x)+...+λlφl(x))ψ(x)dx,
where ψ is a smooth cutoff function.
Then
(1.3) |F (ξ, λ)| ≤ C(1 + |ξ|+ |λ|)−ρ,
where ρ = minj{ρj}.
Theorem 1.1B. Let S = {(x, xn+1, ..., xn+l) ∈ R
n+l : xn+1 = φ1(x), ..., xn+l = φl(x)},
where each φj ∈ C∞(Rn/0) is homogeneous of degree m ≥ 2. Let Φ(x) = (φ1(x), ..., φl(x)).
Let Φλ(x) = 〈Φ(x), λ〉. Let F (ξ, λ) be defined as in (1.2). Then
(1.6) |F (ξ, λ)| ≤ C
∫
Sn−1
|Φλ(ω)|
− n
m dω.
Lemma 1.2. Let S ∈ Rn+l and F (ξ, λ) be defined as above. Let
(1.7) F0(ξ, λ) =
∫
ei(〈x,ξ〉+λ1φ1(x)+...+λlφl(x))ψ0(x)dx,
where ψ0 is a smooth cutoff function supported away from the origin, and each φj ∈
C∞(Rn\0) is homogeneous of degree m ≥ 2. Suppose that
(1.8) |F0(ξ, λ)| ≤ C(1 + |ξ|+ |λ|)
−γ
, γ > 0.
Then
(1.9) |F (ξ, λ)| ≤ C(1 + |ξ|+ |λ|)
− n
maxj{mj} ,
if γmaxj{mj} ≥ n.
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Lemma 1.3. Let S ∈ Rn+l be defined as above. Suppose that S|{xn+j1=1,xn+j2=1,...,xn+js=1},
1 ≤ s < l, is an (n− s)-dimensional submanifold of codimension l, of the hyperplane
{(x, xn+1, ..., xn+l) : xn+j1 = 1, ..., xn+js = 1},
satisfying the N -curvature condition. Let F0(ξ, λ) be defined as in (1.7). Then
(1.10) |F0(ξ, λ)| ≤ C(1 + |ξ|+ |λ|)
−N2 .
Lemma 1.4. Let S ∈ Rn+l be defined as above with l = 2. Suppose that there exists
a constant c, such that φ1|{x:φ2(x)=1} ≡ c. Suppose that m1 6= m2. Suppose that Hφ1,
the Hessian matrix of φ1, has rank ≥ 2 away from the origin. Suppose that φ1(ω) 6= 0,
ω ∈ Sn−1. Let F0(ξ, λ) be defined as in (1.7). Then
(1.11) |F0(ξ, λ)| ≤ C(1 + |ξ|+ |λ|)
− 12 .
Lemma 1.5. Let S ∈ Rn+l be defined as in lemma 1.4, with n = l = 2. Then the assump-
tions of Theorem B (see Section 2) are satisfied at every x 6= (0, 0) iff φ2(ω) 6= 0, ω ∈ S1,
and the level set {x : φ2 = 1} has non-vanishing Gaussian curvature.
Proof of Theorem 1.1A. We shall prove the theorem under the assumption that all the
mj ’s are distinct. The general statement follows by combining the terms with the same
homogeneity. Recall that
(1.12) F (ξ, λ) =
∫
ei(〈x,ξ〉+λ1φ1(x)+...+λlφl(x))ψ(x)dx,
where without loss of generality ψ is radial, and each φj ∈ C∞(Rn) is homogeneous of
degree mj ≥ 2.
Let Ω =
{
ω ∈ Sn−1 : |φ1(ω)| >
1
|λ1|
, ..., |φl(ω)| >
1
|λl|
}
.
Let
(1.13) F (ξ, λ) =
∫
x
|x|
∈Sn−1\Ω
+
∫
x
|x|
∈Ω
= FSn−1\Ω + FΩ.
Taking absolute values inside the integral we see that
(1.14) |FSn−1\Ω(ξ, λ)| ≤ C|S
n−1\Ω|,
which by Chebyshev’s inequality is bounded by
(1.15) Cmax
j
{
|λj |
−ρj
∫
Sn−1
|φj(ω)|
−ρjdω
}
≤ C|λ|−ρ,
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for |λ| large.
Let ψ0 ∈ C∞0 (R) be supported in the interval [
1
2
, 4], such that ψ0 ≡ 1 inside [1, 2], and
(1.16)
∞∑
k=0
ψ0(2
ks) ≡ 1.
Let
(1.17) F kΩ(ξ, λ) =
∫ ∫
ei(r〈ω,ξ〉+λ1r
m1φ1(ω)+...+λlr
mlφl(ω))ψ0(2
kr)rn−1drdω.
A change of variables sending r → 2−kr shows that
(1.18) F kΩ(ξ, λ) = 2
−nkF 0Ω(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl).
Let A = {1, 2, ..., l}.
We must estimate
(1.19)
∞∑
k=0
2−nk|F 0Ω(2
−nkξ, 2−m1kλ1, ..., 2
−mlkλl)| =
∑
B⊂A
IB,
where
(1.20)
IB =
∑
{λjφj(ω)≤2
mjk, j∈B, λjφj(ω)>2
mjk, j /∈B}
2−nk|F 0Ω(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl)| =
∑
S{B,≤}
⋂
S{B,>}
2−nk|F 0Ω(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl)|.
To estimate each IB we shall need the fact that the curve (r, r
m1 , ..., rml) has non-
vanishing curvature and torsion away from the origin, so long as all themj ’s are distinct. An
elementary van der Corput type estimate shows that the Fourier transform of the measure
carried by this curve decays of order − 1l+1 . We shall also use the fact that F
0
Ω is bounded.
More precisely,
(1.21) |IB| ≤
∫
Ω
C ∑
S{B,≤}
2−nk
+
C ∑
S{B,>}
2−nk
∑
j∈B
2−mjk|φj(ω)λj|
− 1l+1
 dω ≤
max
j∈A
|λj |
− n
mj
∫
Ω
|φj(ω)|
− n
mj dω,
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provided that nmj ≤
1
l+1 , for each j ∈ A.
Moreover,
(1.22) |λj |
− n
mj
∫
Ω
|φj(ω)|
− n
mj dω = |λj |
−ρj
∫
Ω
|φj(ω)|
−ρj |φj(ω)λj|
ρj−
n
mj dω ≤
|λj|
−ρj
∫
Sn−1
|φj(ω)|
−ρjdω,
since ρj ≤
n
mj
.
Hence, the expression (1.21) is bounded by
(1.23) max
j∈A
|λj |
−ρj
∫
Sn−1
|φj(ω)|
−ρjdω ≤ C(|λ|)−ρ,
for |λ| large.
This completes the proof if |ξ| ≤ C|λ|. However, if this is not the case, the gradient
of the phase function 〈x, ξ〉 + λ1φ1(x) + ... + λlφl(x) is bounded away from zero, and an
integration by parts argument (see [St], p.364) shows that |F (ξ, λ)| ≤ CN1 + |ξ|+ |λ|
−N
,
for any N > 0.
Proof of Theorem 1.1B. Let λ = tν = t(ν1, ..., νl). Let Φν(x) = 〈Φ(x), ν〉. We rewrite
F (ξ, λ) in the form
(1.24)
∫
ei(〈x,ξ〉+tΦν (x))ψ(x)dx,
where ψ is a smooth cutoff function. Let Ω = {ω ∈ Sn−1 : |Φν(ω)| >
1
t }. Let
(1.25) F (ξ, λ) =
∫
x
|x|
∈Sn−1\Ω
+
∫
x
|x|
∈Ω
= FSn−1\Ω + FΩ.
Taking the absolute values inside the integral, we see that
(1.26) |FSn−1\Ω(ξ, λ)| ≤ C|S
n−1\Ω| = C|{ω ∈ Sn−1 : |Φ−1ν (ω)| > t}|,
which by Chebyshev’s inequality is bounded by
(1.27) t−
n
m
∫
|Φν(ω)|
− n
m dω.
Let ψ0 ∈ C∞0 (R) be supported in the interval [
1
2
, 4], such that ψ0 ≡ 1 inside [1, 2], and
(1.28)
∞∑
k=0
ψ0(2
ks) ≡ 1.
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Let
(1.29) F kΩ(ξ, λ) =
∫ ∫
ei(r〈ω,ξ〉+tr
mΦν(ω))rn−1ψ0(2
kr)dωdr.
A change of variables sending r → 2−kr shows that F kΩ(ξ, λ) = 2
−nkF 0Ω(2
−kξ, 2−mkλ).
We must estimate
(1.30)
∞∑
k=0
2−nk|F 0Ω(2
−kξ, 2−mkλ)| =
∑
{tΦν(ω)≤2mk}
+
∑
{tΦν(ω)>2mk}
= I + II.
To estimate II we shall use the fact that away from zero the Fourier transform of the
measure supported on the curve (r, rm) decays of order −12 . To estimate I we shall just use
the fact that F 0Ω is bounded. More precisely,
(1.31) |I| ≤ C
∫
Ω
∑
{tΦν(ω)≤2mk}
2−nkdω ≤ Ct−
n
m
∫
|Φν(ω)|
− n
m dω,
and
(1.32) |II| ≤ C
∫
Ω
∑
{tΦν(ω)>2mk}
2−nk|2−mkΦν(ω)t|
− 12 dω ≤ Ct−
n
m
∫
Ω
|Φν(ω)|
− n
m dω,
as long as m ≥ 2n.
This completes the proof if |ξ| ≤ C|λ|. However, if this is not the case, the gradient of
the phase function 〈x, ξ〉+ λ1φ1(x) + ...+ λlφl(x) is bounded away from the origin, and an
integration by parts argument (see [St], p.364) shows that |F (ξ, λ)| ≤ CN (1 + |ξ|+ |λ|)
−N
,
for any N > 0.
Proof of Lemma 1.2. Let
(1.33) Fk(ξ, λ) =
∫
ei(〈x,ξ〉+λ1φ1(x)+...+λlφl(x))ψ0(2
kx)dx.
A change of variables sending x→ 2−kx shows that
(1.34) Fk(ξ, λ) = 2
−nkF0(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl).
Let A = {1, 2, ..., l}. We must estimate
(1.35)
∞∑
k=0
2−nk|F0(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl)| =
∑
B⊂A
IB,
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where
(1.36) IB =
∑
{|λj |≤2
mjk, j∈B, |λj |>2
mjk, j /∈B}
2−nk|F0(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl)| =
∑
S{B,≤}
⋂
S{B,>}
2−nk|F0(2
−kξ, 2−m1kλ1, ..., 2
−mlkλl)|.
Using the assumed decay of F0, and the fact that, in particular, F0 is bounded, we get
(1.37) |IB| ≤ C1
∑
S{B,≤}
2−nk + C2
∑
S{B,>}
2−nk
∑
j /∈B
2−mjk|λj |
−γ ≤
(1.38) Cmax
j∈A
|λj|
− n
mj ≤ C|λ|
− n
maxj{mj} ,
as long as maxj{mj} ≤ nγ.
This completes the proof if |ξ| ≤ C|λ|. However, if this is not the case, the gradient
of the phase function 〈x, ξ〉+ λ1φ1(x) + ...+ λlφl(x) is bounded away from the origin. An
integration by parts argument, (see [St], p.364), shows that |F (ξ, λ)| ≤ CN (1 + |ξ|+ |λ|)
−N
,
for any N > 0.
Proof of lemma 1.3. Assume that xn+j1 = xn+1, · · ·xn+js = xn+s. In what follows we will
denote x ∈ Rn by (x′, x′′), with x′ ∈ Rs, x′′ ∈ Rn−s and by Jx′(f) (resp. Jx′′(f)) and D2x′g
(resp. D2x′′g) the Jacobian of a function f(x
′, x′′) and the Hessian matrix of a function
g(x′, x′′) computed with respect to the x′ (resp. x′′) variables. Let φ = (φ1, ..., φs).
Take P on the support of dσ such that φ(P ) = (1, 1, ..., 1). Since S|{xn+1=1,···xn+s=1} is by
assumption a submanifold of codimension l of the hyperplane {(x, xn+1, · · · , xn+l) : xn+1 =
1, · · ·xn+s = 1}, the Jacobian of the function φ, J(φ), has rank s at P .
There is no loss of generality if we assume that Jx′φ(P ) is the identity in the space of
s× s matrices, and that Jx′′φ(P ) = 0
By the implicit function theorem there exists a smooth function ψ(x′′) : Rn−s → Rs such
that φ(ψ(x′′), x′′) ≡ 1 in a neighborhood of P ′′.
An application of the chain rule yields:
(1) Jφ(ψ(x′′), x′′) = Jx′φ(ψ(x
′′), x′′) × Jψ(x′′) + Jx′′φ(ψ(x
′′), x′′) ≡ 0, which implies
that Jψ(P ′′) = 0,
(2) ∂∂ xs+jJψ(P
′′) + ∂∂ xs+jJx
′′φ(P ) = 0 for every j ≤ n+ s, and
(3) D2(φs+j)(ψ(x
′′), x′′)|x′′=P ′′
=
∑s
k=1
∂
∂ xk
φs+j(ψ(x
′′), x′′)|x′′=P ′′D
2(ψk)(P
′′)
+D2x′′φs+j(ψ(x
′′), x′′) for every j ≤ n− s.
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¿From (2) we have that, for every k ≤ s, the Hessian matrix of ψk at P ′′, D2ψk(P ′′), is
−D2x′′φk(P
′′), and from (3) that D2x′′φs+j(P ) can be written as a linear combination of the
Hessian matrices of the functions ψk and of the Hessian matrix of φs+j(ψ(x
′′), x′′) at P ′′.
Let Φ = 〈x, ξ〉+λ1φ1+ · · ·λlφl denote the phase function of F as in (1.2). By the above
remark, D2x′′Φ(P ) can be written as a linear combination of the Hessian matrices of the
functions ψk(x
′′) and the function φs+j(ψ(x
′′), x′′) at P ′′. Since S|{xn+1=1,···xn+s=1} satisfies
the N -curvature condition, the rank of every linear combination of the above matrices is N
for every λ 6= 0. This shows that the rank of the Hessian matrix of Φ is ≥ N and hence
that (1.9) holds.
Proof of Lemma 1.4. A theorem of Littman ([L]) says that if a surface in codimension one
has at least k non-vanishing principal curvatures, then the Fourier transform of the surface
carried measure decays of order −k2 . The proof of that theorem shows that F0 has the
required decay if the rank of the Hessian matrix of the phase function Φ(x) = 〈x, ξ〉 +
λ1φ1(x) + λ2φ2(x) is ≥ 1 for every x on the support of χ and for every (λ1, λ2) 6= (0, 0).
We observe now that φ1(x) ≡ cφ
m1
m2
2 (x). Indeed, if φ2(x0) 6= 0, then φ2
(
x0
φ2(x0)
1
m2
)
=
1, and since φ1|{φ2(x)=1} ≡ c, then φ1
(
x0
φ2(x0)
1
m2
)
=
φ1(x0)
φ2(x0)
m1
m2
= c. Then φ1(x0) =
cφ2(x0)
m1
m2 for every x0 ∈ Rn such that φ2(x0) 6= 0. But the argument that we have just
used shows that φ2(x0) 6= 0 iff φ1(x0) 6= 0. Hence φ1(x) = cφ2(x)
m1
m2 for every x ∈ Rn.
By the chain rule,
(1.39) Di,jφ1(x) = c
m1
m2
Di,jφ2(x)φ2(x)
m1
m2
−1
+ c
m1
m2
(
m1
m2
− 1
)
Di(φ2)Dj(φ2)φ2(x)
m1
m2
−2
,
for i, j,≤ n. Then
(1.40) D2(Φ)(x) =
(
λ2 + cλ1
m1
m2
φ2(x)
m1
m2
−1
)
D2(φ2)(x)+
cλ1
m1
m2
(
m1
m2
− 1
)
φ2(x)
m1
m2
−2
(D1(φ2)(x)▽ (φ2)(x) · · ·Dn(φ2)(x)▽ (φ2)(x)) .
Let P be a point on the support of χ. If we set λ2 + cλ1
m1
m2
φ2(P )
m1
m2
−1 = 0, we ob-
serve that D2(Φ)(P ) equals a matrix whose rank is 1 if and only if ▽(φ2)(P ) 6= (0, · · · , 0),
φ2(P )
m1
m2
−2 6= 0, and zero elsewhere. Since we assumed that φ2 doesn’t vanish away from
the origin, Euler’s homogeneity relations guarantee that ▽(φ2)(P ) doesn’t vanish. Conse-
quently, the rank of D2(Φ)(P ) is at most 1.
To show that D2(Φ)(P ) cannot be zero, we observe that if this were the case we would
have
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(1.41)
−
(
λ2 + cλ1
m1
m2
φ2(P )
m1
m2
−1
)
cλ1
m1
m2
(
m1
m2
− 1
)
φ2(P )
m1
m2
−2
D2φ2(P ) = (D1(φ2)(P )▽ (φ2)(P )...Dn(φ2)(P )▽ (φ2)(P )) .
The coefficient which multiplies D2φ2(P ) cannot be zero because the matrix on the right-
hand side has rank one. On the other hand, the matrix on the left-hand side has rank ≥ 2
by assumption, hence the equality in (1.41) can never hold.
This concludes the proof of the theorem.
Proof of Lemma 1.5. After perhaps rotating and dilating the coordinates, we can work in a
neighborhood of the point (0, 1).
Since there exists a constant c such that φ1|{x:φ2=1} ≡ c, φ1 ≡ cφ
m2
m2
2 . (See proof of
Lemma 1.4).
By the chain rule Di,jφ1(x1, x2) =
(1.42)
m1
m2
Di,jφ2(x1, x2)φ2(x1, x2)
m1
m2
−1 +
m1
m2
(
m1
m2
− 1
)
Di(φ2)Dj(φ2)φ2(x1, x2)
m1
m2
−2,
for i, j,≤ 2.
Observe that by Euler’s homogeneity relations
(1) D1(φ2)(0, 1) = m2φ2(0, 1),
(2) D2(φ2)(0, 1) =
1
m2−1
D12φ2(0, 1), and
(3) D11(φ2)(0, 1) = m2(m2 − 1)φ2(0, 1).
In order to show that the sufficient condition of Theorem 1.1B is verified, we must show
that the determinant of the matrix J(x, y), whose rows are ▽(x
2
1
2
D11φ1(0, 1)
+
x22
2 D22φ1(0, 1)+x1x2D12φ1(0, 1)) and▽(
x21
2 D11φ2(0, 1)+
x22
2 D22φ2(0, 1)+x1x2D12φ2(0, 1)),
is not a square. A direct computations shows that the discriminant of the determinant of
J(x1, x2) is
(1.43)
m21(
m1
m2
− 1)2
(m2 − 1)2
(φ2(0, 1))
2(
m1
m2
−1)[det(H(φ2))(0, 1)]
2,
which doesn’t vanish by the assumptions on φ2. Hence, J
−a is integrable for a < 1. This
concludes the proof of the lemma.
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Section 2
Restriction theorems-Scaling
We will need the following results.
Theorem A (M. Christ ([MC])). Let
(2.1) S = {(x, xn+1, xn+2) ∈ R
n+2 : xn+1 = g1(x), xn+2 = g2(x)},
where gj ∈ C∞(Rn).
Suppose that (0.2) holds with p0 =
2(n+4)
n+8 . Then for every k ≤
n
2 and every θ, the
expression
(2.2)
(
d
dθ
)k (
detD2(cos(θ)g1(x) + sin(θ)g2(x))
)
does not vanish.
Theorem B (E. Prestini ([P])). Let
(2.3) S = {(x, xn+1, ..., x2n) ∈ R
n+n : xn+1 = g1(x), ..., x2n = gn(x)},
where gj ∈ C∞(Rn). Let Gj denote the quadratic part of the Taylor expansion of gj.
Suppose that the vectors
{
▽
(
∂
∂xi
Gj
)
(0)
}
i≤n
j≤n
span Rn. Let J(x) denote the determinant
of the matrix (▽xG1, ...,▽xGn). Suppose that J
−a ∈ L1(Sn−1), for any a < 1. Then (0.2)
holds with p0 =
6
5 .
Note that when n = 2, the assumptions of Theorem B are equivalent to the necessary
condition (2.2) in Theorem A. In particular, the conditions of Theorem B are necessary and
sufficient in that case.
Before stating our main results, we need to introduce the following definitions.
Definition 2.1. Let Γ : I → R2, where I is a compact interval in R, and Γ is smooth.
We say that Γ is finite type if 〈(Γ(x)− Γ(x0)), µ〉 does not vanish of infinite order for any
x0 ∈ I, and any unit vector µ.
We will also need a more precise definition to specify the order of vanishing at each point.
Let a0 denote a point in the compact interval I. We can always find a smooth function γ,
such that in a small neighborhood of a0, Γ(s) = (s, γ(s)), where s ∈ I.
Definition 2.2. Let Γ be defined as before. Let Γ(s) = (s, γ(s)) in a small neighborhood of
a0. We say that Γ is finite type m at a0 if γ
(k)(a0) = 0 for 1 ≤ k < m, and γ(m)(a0) 6= 0.
Our main results are the following.
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Lemma 2.3. Let S = {(x, xn+1, · · · , xn+l ∈ Rn+l : xn+1 = φ1(x), · · · , xn+l = φn(x)},
where each φj ∈ C∞(Rn/{0}), homogeneous of degree mj ≥ 1. Let dσ denote a compactly
supported smooth measure on S, and let dσ0 = χ(x)dσ, where χ(x) is a smooth cutoff func-
tion supported away from the origin. Let Tf(x) = f ∗ d̂σ and let T0f(x) = f ∗ d̂σ0. Suppose
that T0 : L
q0(Rn+l) → Lq
′
0(Rn+l) is a bounded operator. Then T : Lp0(m1,···ml)(Rn+l) →
Lp
′
0(m1,···ml)(Rn+l) is a bounded operator, where
(2.4) p0(m1, · · · , ml) =
2(n+m1 + · · ·+ml)
n+ 2(m1 + · · ·+ml)
,
as long as p0(m1, · · · , ml) ≤ q0.
Theorem 2.4. Let
(2.5) S = {(x, xn+1, ..., xn+l) : xn+1 = φ1(x), ..., xn+l = φl(x)},
where φj ∈ C∞(Rn\0) is homogeneous of degree mj ≥ 2. Suppose that S satisfies the
assumptions of Theorem 1.1A. Then the estimate (0.2) holds with
(2.6) p0 =
2(l + ρ)
2l + ρ
.
Theorem 2.5. Let
(2.7) S = {(x, xn+1, ..., xn+l) : xn+1 = φ1(x), ..., xn+l = φl(x)},
where φj ∈ C∞(Rn\0) is homogeneous of degree mj ≥ 2. Suppose that S satisfies the
assumptions of the Lemma 1.3. Then the estimate (0.2) holds with the sharp exponent
(2.8) p0 =
2(n+m1 + ...+ml)
n+ 2(m1 + ...+ml)
,
provided that (m1 + ...+ml) ≥
2ln
N .
Theorem 2.6. Let
(2.9) S = {(x, xn+1, xn+2) : xn+1 = φ1(x), xn+2 = φ2(x)}, n > 2,
where φj ∈ C∞(Rn\0) is homogeneous of degree mj ≥ 2. Suppose that there exists a non-
zero constant c, such that
φ1|{x:φ2(x)=1} ≡ c.
Suppose that φ1(ω) 6= 0, ω ∈ Sn−1. If the rank of the Hessian matrix of φ1 is ≥ 2, then
(0.2) holds with p0 =
2(m1+m2+n)
n+2(m1+m2)
, provided that m1 +m2 ≥ 4n.
In order to introduce the Theorem 2.9 below, we need the following result which was
stated and proved by the second author in ([I2]).
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Lemma 2.7. Let Z0 = {(x1, x2) : P (x1, x2) = 0}. Let Z1 = {(x1, x2) : ▽P (x1, x2) =
(0, 0)}. Let Z2 = {(x1, x2) : HP (x1, x2) = 0}, where HP (x1, x2) denotes the determinant
of the Hessian matrix of P . Then for each j = 0, 1, 2, Zj = {(0, 0)}
⋃⋃Nj
k=1Lk, where each
Lk is a line through the origin, and Nj <∞. Moreover, Z1 = Z0
⋂
Z2.
Proof of Lemma 2.7. Let Pj denote the partial derivative of P with respect to xj . Since
P is homogeneous of degree m, Pj is homogeneous of degree m − 1, and HP (x1, x2) is
homogeneous of degree 2(m − 2). By homogeneity, if Zj contains a point (x1, x2), it also
contains a line through the origin containing that point. Since P is a polynomial, there can
be at most a finite number of such lines. This proves the first assertion of the lemma.
By the Euler homogeneity relations,
mP (x1, x2) = x1P1(x1, x2) + x2P2(x1, x2),
(2.10) (m− 1)P1(x1, x2) = x1P11(x1, x2) + x2P12(x1, x2),
and
(m− 1)P2(x1, x2) = x1P21(x1, x2) + x2P22(x1, x2),
where the {Pjk} denote the second partial derivatives. Hence, Z0 ⊂ Z1. If we write the
equations for P1 and P2 in matrix form we see that (m − 1) △ P (x1, x2) is obtained by
applying the Hessian matrix of P to the vector (x1, x2). Hence, Z2 ⊂ Z1. Putting these
observations together we see that Z0
⋂
Z2 ⊂ Z1.
Suppose that both P and HP vanish along a line through the origin, which without loss
of generality we take to be the x1-axis. Then mP (x1, 0) = x1P1(x1, 0). This implies that
P1(x1, 0) = 0. Also, (m − 1)P1(x1, 0) = x1P11(x1, 0). This implies that P11(x1, 0) = 0.
P2(x1, 0) = x1P12(x1, 0). By assumption,
(2.11) HP (x1, 0) = P11(x1, 0)P22(x1, 0)− P
2
12(x1, 0) = 0.
Since P11(x1, 0) = 0, we must conclude that P12(x1, 0) = 0, which implies that P2(x1, 0) = 0.
This proves that ▽P (x1, 0) = (0, 0) and hence that Z1 ⊂ Z0
⋂
Z2. This completes the proof
of the lemma.
We shall need the following definition:
Definition 2.8 Let f ∈ C∞(R2). We say that f vanishes of order M along the line
L = {(x1, x2) : x1 = s1t, x2 = s2t, t ∈ R} if M is the largest positive integer so that
f(s1t, s2t) = t
Mg(t), where g ∈ C∞(R2) is allowed to vanish only at the origin.
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Theorem 2.9. Let S = {(x1, x2, x3, x4) : x3 = φ1(x1, x2), x4 = φ2(x1, x2), } where φ1,
φ2 ∈ C∞(R2) are homogeneous polynomials of degree m1 and m2 respectively, (m1 ≥ m2 ≥
2). Suppose that there exists a non-zero constant c such that φ1(x)|{x:φ2(x)=1}
= c. Let Z0,
Z1, Z2 be defined as in Lemma 2.7 with respect to φ2. Suppose that the curve {x : φ2(x) = 1}
is of finite type m at each point of Z2 ∩ {x : φ2(x) = 1} and that φ2 vanishes of order ≤M
along the lines contained in Z0 ∪ Z1. Then (0.2) holds for every p < p0, where p0 is the
sharp exponent
(2.12)
m1 +m2 + 2
m1 +m2 + 1
,
if m1 +m2 ≥ max
{
2M
(
1 +
m1
m2
)
, 2m
}
. Furthermore (0.2) holds with
(1) p < max
{
2(1 +M(1 + m1m2 )
1 + 2M(1 + m1
m2
)
,
2(m+ 1)
2m+ 1
}
if min{2M(1 + m1m2 ), 2m} ≤ m1 + m2 <
max{2M(1 + m1m2 ), 2m},
(2) p < min
{
2(1 +M(1 + m1m2 )
1 + 2M(1 + m1m2 )
,
2(m+ 1)
2m+ 1
}
if 4 ≤ m1 +m2 < min{2M(1 +
m1
m2
), 2m}.
Proof of Lemma 2.3. Let
(2.13) d̂σ(ξ, λ) =
∫
Rn
ei(〈x, ξ〉+λ1φ1(x)+···+λlφl(x))ψ(x)dx,
where ψ(x) is a cutoff function. Let ρ be a cutoff function supported in the interval (1, 2)
such that
∑+∞
j=0 ρ(2
jt) = 1 for every t, and let
(2.14) d̂σj(ξ, λ) =
∫
Rn
ei(〈x, ξ〉+λ1φ1(x)+···+λlφl(x))ρ(2jt)dx.
If we make the change of variables sending x→ 2−jx we can write:
(2.15) d̂σj(ξ, λ) = 2
−jnd̂σ0(2
−jξ, 2−m1jλ1, · · ·2
−mljλl).
Let τj denote the nonisotropic dilation
(2.16) τjf(ξ, λ1, · · · , λl) = f(2
jξ, 2m1jλ1, · · · , 2
mljλl).
Then
(2.17) d̂σj ∗ f = 2
−nj(τ−j d̂σ0 ∗ f)(ξ, λ) = 2
−nj(τ−j d̂σ0 ∗ (τ−jτjf))(ξ, λ).
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A change of variables shows that τ−j d̂σ0 ∗ (τ−jτjf) = 2j(n+m1+···ml)τ−j(d̂σ0 ∗ τjf).
It follows that
(2.18) ||d̂σj ∗ f ||q′0
= 2−nj+j(n+m1+···ml)||τ−j(d̂σ0 ∗ τjf)||q′0
=
= 2j(m1+···ml)2
j
q′
0
(n+m1+···ml)
||d̂σ0 ∗ (τjf)||q′0
≤
≤ C2j(m1+···ml)2
j
q′
0
(n+m1+···ml)
||τjf ||q0 = C2
j(m1+···ml)2
j
(
1
q′
0
− 1
q0
)
(n+m1+···ml)
||f ||q0 .
The series
∞∑
j=1
||d̂σj ∗ f ||q′0
converges, provided that
(2.19) m1 + · · ·ml +
(
1
q′0
−
1
q0
)
(n+m1 + · · ·ml) < 0,
which yields
(2.20) q0 <
2(n+m1 + · · ·ml)
n+ 2(m1 + · · ·ml)
.
This concludes the proof of the lemma.
Proof of Theorem 2.4. The application of Greenleaf’s theorem (see (0.3) above) yields the
result.
Proof of Theorem 2.5. Let F0 be defined as in (1.7). By Lemma 1.3
(2.21) |F0(ξ, λ)| ≤ C(1 + |ξ|+ |λ|)
−N2 .
By a theorem of Greenleaf, (see (0.3) above), the inequality (0.2) holds with q0 =
2(2l+N)
4l+N
.
An application of Lemma 2.3 completes the proof.
Proof of Theorem 2.6. Let F0 be defined as in (1.7). By Lemma 1.4
(2.22) |F0(ξ, λ)| ≤ C(1 + |ξ|+ |λ|)
− 12 .
Applying Greenleaf’s theorem as above we get q0 =
10
9 . An application of Lemma 2.3
completes the proof.
Proof of Theorem 2.9. Let Σ be the level set {x : φ2(x) = 1}, and let
(2.23) d̂σ(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x) dx,
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where χ is a smooth cutoff function. Let Z0, Z1 and Z2 be defined as in Lemma 2.7 with
respect to φ2. Recall that Z0 ∪ Z1 ∪ Z2 is the union of a finite number of lines through the
origin.
Let {Γj(x)}j≤N1 and {Tj(x)}j≤N2 be two finite families of cones in R
2 with the following
properties:
i) Each Γj(x) contains exactly one line of Z0 ∪Z1, and each Tj(x) contains exactly one line
of Z2
ii) Γj ∩ Γi = {0, 0} if i 6= j, Tj ∩ Ti = {0, 0} if i 6= j, and Γj ∩ Ti = {0, 0}.
Let αj be the characteristic function of Γj and let βj be the characteristic function of Tj .
Then
d̂σ(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x)
 N1∑
j=1
αj(x)
 dx+
(2.24)
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x)
 N2∑
j=1
βj(x)
 dx+
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x)
1− N1∑
j=1
αj(x)−
N2∑
j=1
βj(x)
 dx = d̂σ1 + d̂σ2 + d̂σ3.
We first consider
(2.25) d̂σ3(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))η˜(x)χ(x) dx,
where we have set η˜(x) = 1−
∑N1
j=1 αj(x)−
∑N2
j=1 βj(x). On the support of η˜ the curvature
of Σ = {x : φ2(x) = 1} never vanishes and φ2 vanishes only at zero.
We recall that by the Stein-Tomas observation, (0.2) is equivalent to the inequality
(2.26) ||d̂σ ∗ f ||Lp′(R4) ≤ Cj ||f ||Lp(R4).
Let ρ be a smooth cutoff function supported in the interval (1, 2), such that
∑+∞
j=0 ρ(2
jt) ≡ 1.
Let
(2.27) d̂σ3,j(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))ρ(2jx)η˜(x) dx.
The assumptions of Lemma 1.5 are satisfied on the support of ρ(2jx)η(x), hence the
inequality (2.26) holds for the measure dσ3,j with p =
6
5 . Since the sharp exponent p0
cannot exceed 6
5
, the estimate (2.26) holds for p ≤ p0, provided that m1 +m2 ≥ 4.
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If we make the change of variables sending x→ 2−jx, and if we observe that η˜ is invariant
with respect to dilations, we see that
d̂σ3,j(ξ, λ) = 2
−2j
∫
R2
ei(〈2
−jx ξ〉+λ12
−m1jφ1(x)+λ22
−m2jφ2(x))ρ(x)η˜(x) dx =
(2.28) 2−2j d̂σ3,0(2
−jξ, 2−m1jλ1, 2
−m2jλ2).
Without loss of generality we can replace η˜ by a function η ∈ C∞(Rn/{0}), homogeneous
of degree zero, whose support coincides with the support of η˜.
Let τj denote the nonisotropic dilation
(2.29) τjf(ξ, λ1, λ2) = f(2
jξ, 2m1jλ1, 2
m2jλ2).
Then
(2.30) d̂σ3,j ∗ f = 2
−2j(τ−j d̂σ3,0 ∗ f)(ξ, λ1, λ2) = 2
−2j(τ−j d̂σ3,0 ∗ (τ−jτjf))(ξ, λ1, λ2).
A change of variables shows that τ−j d̂σ3,0 ∗ (τ−jτjf) = 2j(2+m1+m2)τ−j(d̂σ3,0 ∗ τjf). It
follows that
||d̂σ3,j ∗ f ||p′ = 2
−2j+j(2+m1+m2)||τ−j(d̂σ3,0 ∗ τjf)||p′ =
(2.31) = 2j(m1+m2)2
j
p′
(2+m1+m2)||d̂σ3,0 ∗ (τjf)||p′ ≤
≤ C2j(m1+m2)2
j
p′
(2+m1+m2)||τjf ||p = C2
j(m1+m2)2
j
(
1
p′
− 1
p
)
(2+m1+m2)||f ||p.
The series
∞∑
j=1
||d̂σ3,j ∗ f ||p′ converges, provided that
(2.32) m1 +m2 +
(
1
p′
−
1
p
)
(n+m1 +m2) < 0,
which yields p < p0. Hence the measure dσ3 satisfies the inequality (2.26) with p < p0.
We consider now d̂σ2(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x)
 N2∑
j=1
βj(x)
 dx.
Let
(2.33) d̂µ(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x)βj(x) dx,
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where j ≤ N2 is fixed.
In the proof of lemma 1.4 we observed that φ1(x)|Σ
= c implies that φ1(x) = cφ2(x)
m1
m2
for every x ∈ R2. Observe that Σ is star-shaped with respect to the origin, because if
x0 ∈ Σ, then for every t ≤ 1, φ1(tx0) = t
m1 ≤ 1. In the polar coordinates associated to Σ,
(2.34) d̂µ(ξ, λ1, λ2) =
∫
Σ
∫ +∞
0
ei(r〈ω ξ〉+cλ1r
m1+λ2r
m2 )rχ(rω)βj(ω) dr dω.
Without loss generality χ is radial. Consider the (unique) point of Z2 ∩ Σ ∩ Tj , which can
be taken to be (0, 0). Suppose that Σ∩Tj is supported in a sufficiently small neighborhood
of (0, 0). Since Σ is finite type m, it can be written as the graph of a smooth function
ψ(t) = tmg(t), where g(0) 6= 0, and
(2.35) d̂µ(ξ, λ1, λ2) =
∫
R
∫ +∞
0
ei(rtξ1+rt
mg(t)ξ2+cλ1r
m1+λ2r
m2 )rχ(r)βj(t, t
mg(t)) dr dt.
Let ρ ∈ C∞(R2) be supported in ( 14 , 4), such that ρ ≡ 1 in (1, 2), and
∑+∞
j=1 ρ(2
jt) ≡ 1. Let
(2.36) d̂µj(ξ, λ1, λ2) =
∫
R
∫ +∞
0
ei(rtξ1+rt
mg(t)ξ2+cλ1r
m1+λ2r
m2 ) ρ(2jt)χ(r)rdr dt.
The integral with respect to t is supported over a dyadic piece of Σ where the Gaussian
curvature does not vanish. By Lemma 1.5 and the Stein-Thomas observation, the estimate
(2.26) holds for the measure dµj , for p ≤ p0, with a constant Cj .
In order to estimate Cj we make a change of variables in the expression for d̂µj setting
s = 2jt. We have
(2.37)
d̂µj(ξ, λ1, λ2) = 2
−j
∫
R
∫ +∞
0
ei(r2
−jsξ1+r2
−mjsmg(2−jt)ξ2+cλ1r
m1+λ2r
m2 )χ(r) ρ(s)rdr ds.
Let τj be the nonisotropic dilation
τj(f)(x1, x2, x3, x4) = f(2
−jx1, 2
−mj x2, x3, x4) and let
(2.38) d̂µ˜j =
∫
R
∫ +∞
0
ei(rsξ1+rs
mg(2−jt)ξ2+cλ1r
m1+λ2r
m2 )χ(r) ρ(s)rdr ds.
Then
(2.39) d̂µj ∗ f = 2
−j(τj(d̂µ˜j) ∗ f) = 2
−j(τj(d̂µ˜j) ∗ τj(τ−jf)).
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A change of variables shows that τj(d̂µ˜j) ∗ τjτ−jf= 2j(m+1)τj(d̂µ˜j ∗ τ−jf), and that
||τjψ||Lq(R4) = 2
j
(m+1)
q ||ψ||Lq(R4) for every ψ ∈ L
q(R4) and q ≥ 1. Then we can write the
following string of inequalities:
||d̂µj ∗ f ||Lp′(R4) = 2
jm||τj(d̂µ˜j ∗ τ−jf)||Lp′(R4) =
(2.40) 2jm+j
(m+1)
p′ ||d̂µ˜j ∗ τjf ||Lp′(R4) ≤ 2
jm+j
(m+1)
p′ Cj ||τjf ||Lp(R4) =
2jm+j(m+1)(
1
p′−
1
p )Cj ||f ||Lp(R4).
We must prove that the constants Cj in the above expression are uniformly bounded. In
fact the sum
+∞∑
j=1
||d̂µj ∗f ||Lp′(R4) converges if m+(m+1)
(
1
p′
− 1
p
)
< 0, hence if p < 2(m+1)
2m+1
.
Since 2(m+1)2m+1 ≥ p0 when m1 +m2 ≥ 2m, the estimate (2.26) holds for the measure dµ, and
consequently for the measure dσ2, for p ≤ p0, provided that m1 + m2 ≥ 2m, and with
p = 2(m+1)2m+1 if m1 +m2 < 2m.
¿From the proof of the theorem of Greenleaf it follows that the bounds for the con-
stants Cj depend on a finite number of derivatives of the phase function of d̂µ˜j , Φj(r, s) =
rsξ1 + rs
mg(2−jt)ξ2 + cλ1r
m1 + λ2r
m2 . Since Φj is a smooth function, then, for j large,
DβΦj(r, s) ≈ Dβ(rsξ1 + rsmg(0)ξ2 + cλ1rm1 + λ2rm2). This shows that the constant Cj ’s
are uniformly bounded.
We now consider d̂σ1(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+λ1φ1(x)+λ2φ2(x))χ(x)
 N1∑
j=1
αj(x)
 dx.
Fix j ≤ N1. After perhaps a rotation of coordinates we may assume that φ2|Γj
vanishes
along the x2 axis. Then φ2(x1, x2) can be written as x
M
1 g(x1, x2), where g does not vanish
on the x2 axis, (except perhaps at the origin), if Γj ∩ S1 is small enough.
Let
(2.41) d̂µ(ξ, λ1, λ2) =
∫
R2
ei(〈x ξ〉+cλ1x
γM
1 g(x)
γ+λ2x
M
1 g(x))χ(x)αj(x) dx,
where we have set γ = m1
m2
. Let ρ ∈ C∞(R2) be a cutoff function supported in ( 1
4
, 4), such
that ρ ≡ 1 in (1, 2) and
∑+∞
j=1 ρ(t) ≡ 1. Let
(2.42) d̂µj(ξ, λ) =
∫
R2
ei(〈x ξ〉+cλ1x
γM
1 g
γ(x)+λ2x
M
1 g(x))ρ
(
2j
x1
x2
)
χ(x) dx.
The above integral is defined over a cone of R2 where the curvature of Σ never vanishes,
and φ2 vanishes only at the origin.
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Let ρ0 ∈ C∞(R2) be supported in (
1
4 , 4), such that ρ ≡ 1 in (1, 2), and
∑+∞
k=0 ρ0(2
kt) ≡ 1.
Let
(2.43) d̂µj,k(ξ, λ) =
∫
R2
ei(〈x ξ〉+cλ1x
γM
1 g
γ(x)+λ2x
M
1 g(x))ρ
(
2j
x1
x2
)
ρ0(2
kx) dx.
The assumptions of Lemma 1.5 are satisfied on the support of ρ0(2
kx)ρ
(
2j x1x2
)
, and hence
the estimate (2.26) holds for the measure dµj,k with p ≤ p0.
If we make the change of variables sending x→ 2−kx,
d̂µj,k(ξ, λ) = 2
−2k
∫
R2
ei(〈2
−kx ξ〉+λ12
−m1kφ1(x)+λ22
−m2kφ2(x))ρ
(
2j
x1
x2
)
ρ0(x) dx =
(2.44) 2−2kd̂µj,0(2
−kξ, 2−m1kλ1, 2
−m2kλ2).
Let τk denote the nonisotropic dilation
(2.45) τkf(ξ, λ1, λ2) = f(2
kξ, 2m1kλ1, 2
m2kλ2).
Then
(2.46) d̂µj,k ∗ f = 2
−2k(τ−kd̂µ0,k ∗ f)(ξ, λ1, λ2) = 2
−2k(τ−kd̂µ0,k ∗ (τ−kτkf))(ξ, λ1, λ2).
A change of variables shows that τ−kd̂µj,k ∗ (τ−kτkf) = 2k(2+m1+m2)τ−k(d̂µj,k ∗ τkf). It
follows that
||d̂µj,k ∗ f ||p′ = 2
−2k+k(2+m1+m2)||τ−k(d̂µj,k ∗ τkf)||p′ =
(2.47) = 2k(m1+m2)2
k
p′
(2+m1+m2)||d̂µj,k ∗ (τkf)||p′ ≤
≤ C2k(m1+m2)2
k
p′
(2+m1+m2)||τkf ||p = C2
k(m1+m2)2
k
(
1
p′
− 1
p
)
(2+m1+m2)||f ||p.
The series
∞∑
k=1
||d̂µj,k ∗ f ||p′ converges, provided that
(2.48) m1 +m2 +
(
1
p′
−
1
p
)
(n+m1 +m2) < 0,
which yields p < p0. The above argument shows that we can assume that the measure dµj is
supported away from zero. Hence, by Lemma 1.5 and the above observation, the inequality
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(2.26) holds for the measure dµj , for p ≤ p0, with a constant Cj . In order to estimate Cj
we perform the change of variables in (2.42) sending x1 → 2−jx1, x2 → x2. We obtain
(2.49) d̂µj(ξ1, ξ2, λ1, λ2) = 2
−j d̂µ˜j(2
−jξ1, ξ2, 2
−Mγjλ1, 2
−Mjλ2),
where we have set
(2.50) d̂µ˜j(ξ, λ) =
∫
R2
ei(〈x ξ〉+cλ1x
γM
1 g
γ(2−jx1,x2)+λ2x
M
1 g(2
−jx1,x2))ρ
(
x1
x2
)
χ(2−jx1, x2) dx.
Let τj be the nonisotropic dilation τjf(x1, x2, x3, x4) = f(2
−jx1, x2, 2
−Mγjx3, 2
−Mj x4).
Then
(2.51) d̂µj ∗ f = 2
−j(τj(d̂µ˜j) ∗ f) = 2
−j(τj(d̂µ˜j) ∗ τj(τ−jf)).
A change of variables shows that
(2.52) τj(d̂µ˜j) ∗ τj(τ−jf) = 2
j(1+M(1+γ))τj(d̂µ˜j ∗ τ−jf),
and that ||τjg||Lq(R4) = 2
j
(1+M(1+γ))
q ||g||Lq(R4) for every q ≥ 1. Then we can write the
following string of inequalities:
||d̂µj ∗ f ||Lp′(R4) = 2
j(M(1+γ))||τj(d̂µ˜j ∗ τ−jf)||Lp′(R4) =
(2.53) 2jM(1+γ)+j
(1+M(1+γ))
p′ ||d̂µ˜j ∗ τjf ||Lp′(R4) ≤ 2
j(M(1+γ))+j
M(1+γ)+1
p′ Cj ||τjf ||Lp(R4) =
2jM(1+γ)+j(M(1+γ)+1)(
1
p′−
1
p )Cj ||f ||Lp(R4).
If we show that the constants Cj in the above expression are uniformly bounded then we
are done. In fact the sum
+∞∑
j=1
||d̂µj ∗ f ||Lp′(R4) converges if
M(1 + γ) + (M(1 + γ) + 1)
(
1
p′ −
1
p
)
< 0 hence if
(2.54) p <
2(1 +M(γ + 1))
1 + 2M(γ + 1)
.
Since 2(1+M(γ+1))1+2M(γ+1) ≥ p0 whenm1+m2 ≥ 2M(1+γ), the estimate (2.26) holds for the measure
dµ, and consequently for the measure dσ1, with p < p0, provided that m1+m2 ≥ 2M(1+γ),
and with p < 2(1+M(γ+1)1+2M(γ+1) if 4 < m1 +m2 < 2M(1 + γ).
By a theorem of Greenleaf the bounds for the constants Cj in (2.53) depend only on a
finite number of derivatives of the phase function of d̂µ˜j , Φj(x) = (cλ1x
γM
1 g
γ(2−jx1, x2) +
λ2x
M
1 g(2
−jx1, x2)) Since the above function is smooth, then, for j large, D
βΦj(x) ≈
Dβ(cλ1x
γM
1 g
γ(0, x2) + λ2x
M
1 g(0, x2)). This shows that the constants Cj are uniformly
bounded, thus concluding the proof of the theorem.
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Section 3
Restriction theorems- Non-isotropic estimates
Theorem 3.1. Let S = {(x, xn+1, ..., xn+l) ∈ Rn+l : xn+1 = φ1(x), ..., xn+l = φl(x)},
where l = n(n+1)
2
, and the φj denote the distinct monomials of degree 2. Then the estimate
(0.2) holds with the sharp exponent p0 =
2(n+2)
2n+3
.
Theorem 3.2. Let S denote a compact piece of the manifold {(x, xn+1, ..., xn+l) ∈ Rn+l :
xn+1 = φ1(x), ..., xn+l = φl(x)},where φj ∈ C∞(Rn/0) is homogeneous of degree m ≥ 2n.
Suppose that no linear combination of the φj’s vanishes on a subset of postive measure of
Sn−1. Let Φ(x) = (φ1(x), ..., φl(x)). Suppose that Φ(ω) 6= (0, ..., 0), ω ∈ Sn−1. Then the
estimate (0.2) holds with the sharp exponent p0 given by (0.4).
Remark 1. The restriction m ≥ 2n in Theorem 3.2 is not necessary. In fact, using the
techniques in ([IS]), one can prove Theorem 3.2 under the weaker restriction m ≥ n.
Remark 2. Theorem 3.2 implies the natural generalization of Theorem 3.1 to the case where
l = Cm+n−1m , (C
a
b =
a!
b!(a−b)! ), and the φj are the disitinct monomials of degree m.
Proof of Theorem 3.1. Let λ = (λ1, · · · , λl), and let
d̂σ(ξ, λ) =
∫
Rn
ei(〈x ξ〉+λ1φ1+···λlφl(x))dx.
Let Aλ be the matrix associated to the quadratic form λ1φ1(x) + · · ·λlφl(x), and
(3.1) d̂σ(ξ, λ) =
∫
Rn
ei(〈x ξ〉+〈x, Aλx〉)dx.
Thus, d̂σ(ξ, λ) is the Fourier transform of ei〈x, Aλx〉, and an easy generalization of the well-
known formula for the Fourier transform of the Gaussian functions, (see e.g.[WR] pg. 186),
yields
(3.2) d̂σ(ξ, λ) =
(2pi)
n
2
|detAλ|1/2
e−
i
2 〈ξ, A
−1
λ
ξ〉+ pii4 sign(Aλ).
Let
(3.3) Kz(ξ, λ) = ψ(z)det(Aλ)
zd̂σ(ξ, λ) = ψ(z)(2pi)
n
2 |detAλ|
z−1/2e−
i
2 〈ξ, A
−1
λ
ξ〉+ pii4 sign(Aλ),
with
(3.4) ψ(z) = (2pi)nz+
n(n+1)
2 Πn−1j=0 Γ
−1(z + 1 +
j
2
)e−ipi
n
2 (z+
n+1
2 ),
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where Γ is the standard Gamma function. Let Tz(f)(ξ, λ) = (f ∗Kz)(ξ, λ).
We will prove that Tz is an continuous family of operators when Re(z) ∈ [−
n+1
2
, 1
2
], is
analytic when Re(z) ∈ (−n+12
1
2), and that
i) ||Tz(f)||L∞(Rn) ≤ C1(z)||f ||L1(Rn), when Re(z) =
1
2 ,
ii) ||Tz(f)||L2(Rn) ≤ C2(z)||f ||L2(Rn), when Re(z) = −
n+1
2 ,
iii) C1(z) and C2(z) have at most exponential growth with respect to Im(z).
Stein’s analytic interpolation theorem (see e.g. [So]) will then imply that
Tz : L
p0(Rn+l) → Lp0′(Rn+l) is a bounded operator when z = 0. Since Tz(f) = f ∗ d̂σ,
the Stein-Thomas observation (see the proof of Theorem 2.9) implies the conclusion of our
theorem.
To prove (i) we observe that when z = 12 + iy, with y ∈ R, then
Kz(ξ, λ) = d̂σ(ξ, λ)det(Aλ)
1
2+iyψ( 12 + iy) is bounded by C1(y) = pi
n
2 |ψ( 12 + iy)|. By the
Hausdorff -Young inequality we have that ||f ∗K1+iy||∞ ≤ C1(y)||f ||1. (i) is then satisfied,
and one can check, using Stirling’s formula, that C1(y) has at most exponential growth.
To prove (ii) it is enough to show that |K̂z| is a bounded function when Re(z) = −
n+1
2 .
To compute the the Fourier transform of Kz(ξ, λ) with respect to ξ, Fξ(Kz)(x, λ), we use
again the formula (3.3) obtaining
(3.5) Fξ(Kz)(x, λ) = ψ(z)|detAλ|
zei〈x, Aλx〉.
Hence
(3.6) K̂z(x, x
′) = ψ(z)
∫
Rl
ei(〈x
′, λ〉+〈x, Aλx〉)det(Aλ)
zdλ,
where we have set x′ = (xn+1, · · ·xn+l). We recall that the above identities hold in distri-
bution sense.
Since the phase of the above integral is a linear function of λ, we reduce to computing
the Fourier transform of det(Aλ)
z. We need the following lemma (see [TS], pg. 48).
Lemma 3.3. Let VR be the space of the real and symmetric matrices and let Vi ⊂ VR be
the subset of the matrices with i positive and n − i negative eigenvalues. Let Gi(z) be the
distribution
(3.7) Gi(z)(f) =
∫
Vi
f(Y )|det(Y )|zdY
where dY is the standard Euclidean measure on VR. Then the distribution Gi(z), viewed as
a function of z, has analytic continuation to a meromorphic function in the whole complex
plane satisfying
(3.8) Ĝi(z) = ψ
−1(z)
n∑
j=0
ci,j(z)Gj
(
−z −
n+ 1
2
)
,
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where ψ is as in (3.4) and the Ci,j(z) are bounded coefficients.
¿From the above formula we deduce that, modulo bounded constants,
(3.9) F(det(Aλ)
z)(η) = ψ−1(z)det(Aη)
−z−n+12 ,
where the above formula holds in distribution sense. Since Re(z) = n+12 , the above is a
bounded function of η. This shows that K̂z is a bounded function of (x, x
′), and completes
the proof of the theorem.
Proof of Theorem 3.2. Let
(3.10) d̂σ(ξ, λ) =
∫
Rn
ei(〈x ξ〉+λ1φ1(x)+λlφl(x))χ(x) dx,
where χ is a smooth cutoff function. By Theorem 1.1B we can write
(3.11) d̂σ(ξ, λ) = B˜(ξ, λ)
where |B˜(ξ, λ)| ≤
∫
Sn−1
dω
|
∑l
j=1 φj(ω)λj |
n
m
.
Let
(3.12) B(λ) =
∫
Sn−1
dω
|
∑l
j=1 φj(ω)λj|
n
m
,
Kz(ξ, λ) = d̂σ(ξ, λ)B
z(λ)ψ(z),
with
ψ(z) = Γ−1(−
zn
2m
+
1
2
)Γ−1(−
nz
m
+ l),
where Γ is the standard Gamma function. Let Tz(f)(ξ, λ) = (f ∗Kz)(ξ, λ).
We will prove that Tz is a continous family of operators when Re(z) ∈ [−1,
lm
n ], is analytic
when Re(z) ∈ (−1, lmn ), and that
i) ||Tz(f)||L∞(Rn) ≤ C1(z)||f ||L1(Rn), when Re(z) = −1,
ii) ||Tz(f)||L2(Rn) ≤ C2(z)||f ||L2(Rn), when Re(z) =
ml
n ,
iii) C1(z) and C2(z) have at most exponential growth with respect to Im(z).
Stein’s analytic interpolation theorem (see e.g. [So]) will then imply that
Tz : L
p0(Rn+l) → Lp0′(Rn+l) is a bounded operator when z = 0. Since Tz(f) = f ∗ d̂σ,
Stein-Thomas observation (see the proof of Theorem 2.9) implies the conclusion of our
theorem.
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To prove the estimate (i) we observe that when z = −1 + iy, with y ∈ R, then
Kz(ξ, λ) = d̂σ(ξ, λ)B
iy−1(λ)ψ(−1 + iy) is bounded by C1(y) = C|ψ1(−1 + iy)|. By the
Haussdorf -Young inequality we have that ||f ∗K1+iy||∞ ≤ C1(y)||f ||1. The estimate (i) is
then satisfied, and one can check using Stirling’s formula that C1(y) has at most exponential
growth.
To prove the estimate (ii) it is enough to show that K̂z is a bounded function when
Re(z) = mln . Since dσ is a finite measure it is enough to prove that ψ(z)B̂
z(λ) is bounded.
Let X(ω) be the vector defined by the equation
l∑
j=1
λjφj(ω) = 〈λ, X(ω)〉. Then
(3.13) B̂z(y) = ψ(z)
∫
Rl
(∫
Sn−1
dω
|〈λ, X(ω)〉|
n
m
)z
ei〈λ, y〉dλ.
Since B̂z(y) is homogeneous of degree zero with respect to y, we can assume |y| = 1.
In polar coordinates with respect to λ, with λ = rη, we have
(3.14) B̂z(y) = ψ(z)
∫ +∞
0
r−
n
m
z+l−1
∫
Sl−1
(∫
Sn−1
e
i
z
r〈η, y〉dω
|〈η, X(ω)〉|
n
m
)z
dηdr.
Let χ(r) ∈ C∞(R) be such that χ(r) ≡ 1, when r ∈ (0, 1), and χ(r) ≡ 0 when r ∈ (2, +∞).
Let
(3.15) B̂z,M (y) = ψ(z)
∫ +∞
0
r−
n
m
z+l−1χ
( r
M
)∫
Sl−1
(∫
Sn−1
e
i
z
r〈η, y〉dω
|〈η, X(ω)〉|
n
m
)z
dηdr.
We will prove that B̂z,M is bounded by a constant C independent ofM and that B̂z,M → B̂z
in distribution sense as M → ∞. ¿From the above it follows that B̂z is bounded. Indeed,
since the balls are sequentially compact in the weak ∗ topology in L∞(Rl), there exists
a sequence {B̂z,Mj}j∈N ⊂ {B̂z,M} which converges to a bounded function in the weak
∗ topology of L∞, and hence converges also in distribution sense. Consequently, B̂z =
limj→+∞ B̂z,Mj , which is a bounded function.
Recalling that by assumption the vector X(ω) is never zero on Sn−1, we can construct an
orthogonal matrix Aω with the property that Aω
X(ω)
|X(ω)| = (1, 0, · · · , 0). The first row of Aω
is X(ω)
|X(ω)|
and the other rows are a set of l − 1 vectors which, togeter with X(ω)
|X(ω)|
, determine
an orthonormal basis of Rl for every ω ∈ Sn−1.
We make the change of variables η → Atωη in the expression for B̂M,z. Since Aω is
orthogonal, the change of variables maps Sl−1 into itself and the determinant of the Jacobian
matrix of the transformation is 1. We obtain
B̂z,M (y) = ψ(z)
∫ +∞
0
r−
n
m
z+l−1χ
( r
M
)∫
Sl−1
(∫
Sn−1
|X(ω)|
n
m
|〈η, AωX(ω)〉|
n
m
e
i
z
r〈η,Aωy〉dω
)z
dηdr
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(3.16) = ψ(z)
∫ +∞
0
r−
n
m
z+l−1χ
( r
M
) ∫
Sl−1
1
|η1|
nz
m
(∫
Sn−1
|X(ω)|
n
m e
i
z
r〈η,Aωy〉dω
)z
dηdr.
The integral with respect to ω is a continous function of r, η, y, say F (r, η, y). In particular
F (0, η, y) =
∫
Sn−1
|X(ω)|
n
m dω <∞.
Since Re(z) ≥ l by assumption, we can check that we can compute at least l−1 derivatives
of F (r, η, y)z with respect to r and η. Then
B̂z,M (y) = ψ(z)
∫ +∞
0
r−
n
m
z+l−1χ
( r
M
)∫
Sl−1
1
|η1|
nz
m
F z(r, η, y)drdη =
(3.17) ψ(z)
∫ +∞
0
r−
n
m
z+l−1χ
( r
M
)∫ 1
−1
∫
{|η′|=(1−|η1|2)
1
2 }
F z(r, η, y)
|η1|
nz
m
drdη1dη
′.
Here we set η = (η1, η
′), and we let dη′ be the measure on the (l − 2)-dimensional sphere
{|η′| = (1 − |η1|2)
1
2 }. If we make a change of variables in the above integral letting η′ →
(1− |η1|2)
1
2 η′, we get
B̂z,M(y) = ψ(z)
∫ +∞
0
r−
n
m
z+l−1χ
( r
M
)∫ 1
−1
(1− |η1|2)
l−2
2
|η1|
nz
m
×
(3.18)
∫
Sl−2
F z(r, η1, η
′(1− |η1|
2)
l
2 , y)dη1dη
′.
We recall that the distribution
r−
n
m
z+l−1
Γ(l − nzm )
is an entire function of z which coincides with
the Dirac distribution δ0 when z =
ml
n
, and that the distribution
|η1|
−nz
m
Γ(− zn2m +
1
2 )
is an entire
function of z which coincides with the (k−1)th derivative of the Dirac distribution δ0 when
l = 2k+1 and z = ml
n
. With that in mind we consider a smooth function ρ(t) which is ≡ 1
when t ∈ (0, 14 ) and is ≡ 0 when t ∈ (
3
4 , 1), and we write
(3.19)
B̂z,M (y) = ψ(z)
(∫ 1
−1
ρ(η21) · · ·+
∫ 1
−1
(1− ρ(η21)) · · ·
)
= ψ(z)I1(z,M, y) + ψ(z)I2(z,M, y).
Since
(3.20) (1− ρ(η21))(1− η
2
1)
l−2
2
∫
Sl−2
F z(r, η1, η
′(1− |η1|
2)
l
2 , y)dη′dη1 = F2(r, η1)
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is bounded and continous with respect to r and η1, we can write
(3.21) ψ(z)I2(z,M, y) = Γ
−1(−
zn
2m
+
1
2
)χ
( r
M
)∫ 1
−1
F2(r, η1)dη1
∣∣∣
r=0
.
Thus |ψ(z)I2(z,M, y)| is bounded by a constant with does not depend on M and has at
most exponential growth with respect to Im(z).
We shall now estimate ψ(z)I1(z,M, y). By our previous observations, the function
(3.22) ρ(η21)(1− η
2
1)
l−2
2
∫
Sl−2
F z(r, η1, η
′(1− |η1|
2)
l
2 , y)dη′dη1 = F1(r, η1)
can be differentiated l−1 times with respect to η1 and its derivatives are continous functions
of r. Then, if l = 2k + 1,
(3.23) ψ(z)I1(z,M, y) =
dk−1
dη1
(
χ
( r
M
)
F1(r, η1)
) ∣∣∣
η1=r=0
.
If l 6= 2k + 1, and if h = [ Re(l)2 ] we use the formula (3) in [GS], pg. 51, obtaining:
I1(z,M, y) = χ
( r
M
)∫ +∞
0
η
−nz
m
1
(
F1(r, η1) + F1(r, −η1)−
(3.24) 2
(
F1(r, 0) +
η21
2!
∂2
∂η1
F1(r, 0) + · · ·+
η2h1
(2h)!
∂2h
∂η1
F1(r, 0)
))
dη1∣∣∣
r=0
Thus, |ψ(z)I1(z,M, y)| is bounded by a constant which does not depend on M . This shows
that K̂z,M is bounded by a uniform constant. An easy adaptation of the above argument
shows that K̂z,M converges to K̂z in distribution sense as M →∞.
This completes the proof of the theorem.
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