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DECODING RAUZY INDUCTION: AN ANSWER TO
BUFETOV’S GENERAL QUESTION
JON FICKENSCHER
Abstract. Given a typical interval exchange transformation, we may natu-
rally associate to it an infinite sequence of matrices through Rauzy induction.
These matrices encode visitations of the induced interval exchange transfor-
mations within the original. In 2010, W. A. Veech showed that these matrices
suffice to recover the original interval exchange transformation, unique up to
topological conjugacy, answering a question of A. Bufetov. In this work, we
show that interval exchange transformation may be recovered and is unique
modulo conjugacy when we instead only know consecutive products of these
matrices. This answers another question of A. Bufetov. We also extend this
result to any inductive scheme that produces square visitation matrices.
1. Introduction
Interval exchange transformations (IET’s) are invertible piece-wise translations
on an interval I. They are typically defined by a permutation π on {1, . . . , n} and
a choice of partitioning of I into sub-intervals I1, . . . , In with respective lengths
λ1, . . . , λn. The sub-intervals are reordered by T according to π.
Rauzy induction, as defined in [6], is a map that sends an IET T on I to its
first return T ′ on I ′ ⊂ I for suitably chosen I ′. For almost every1 IET T , Rauzy
induction may be applied infinitely often. This yields a sequence T (k), k ≥ 0, of
IET’s so that each transition T (k−1) 7→ T (k) is the result of a Rauzy induction. To
each step we may define a visitation matrix Ak so that (Ak)ij counts the number
of disjoint images of the intervals I
(k)
j in I
(k−1)
i before return to I
(k). It is part of
the general theory of IET’s that the initial π and the sequence of Ak’s define T
uniquely up to topological conjugacy. In preparation for [1], A. Bufetov posed the
following.
Question 1 (A. Bufetov). Given only the sequence of Ak’s, can the initial permu-
tation π be determined and is it unique?
In response, W. A. Veech gave an affirmative answer in [10, Theorem 1.2].
This allowed A. Bufetov to ensure the injectivity of a map that intertwines the
Kontsevich-Zorich cocycle with a renormalization cocycle (see the remark ending
Section 4.3.1 in [1]).
However, if another induction scheme was used to get visitation matrices, we may
not know each individual Ak. For instance, we may follow A. Zorich’s acceleration
of Rauzy induction (see [14]) or choose to induce on the first interval I1. In either
of these cases, our visitation matrix B will actually be a product A1 · · ·AN of the
Ak’s realized by Rauzy induction. Motivated by this, we say that a sequence Bℓ,
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1For every appropriate pi and Lebesgue almost every λ = (λ1, . . . , λn) ∈ Rn+.
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ℓ ∈ N, is a product of the Ak’s if there exist an increasing sequence of integers kℓ,
ℓ ≥ 0, so that k0 = 0 and Bℓ = Akℓ−1+1Akℓ−1+2 · · ·Akℓ for each ℓ ≥ 1. We now are
able to pose Bufetov’s second, more general, question.
Question 2 (A. Bufetov). Given instead a sequence Bℓ, ℓ ∈ N, of products of the
Ak’s, can the initial permutation π still be determined and is it unique?
This work is dedicated to answering this second question and its generalizations.
We answer in the affirmative by our main results. Extended Rauzy induction is
more general than regular Rauzy induction and is discussed in Section 2.5 before
Lemma 2.15.
Main Theorem 1. If B1, B2, B3, . . . are consecutive matrix products defined by an
infinite sequence of steps of (extended) Rauzy induction, then the initial permutation
π is unique.
Recently, J. Jenkins proved this result in [3] for the 3 × 3 matrix case. He then
explored the 4× 4 case numerically.
In the most general case, we call the inductions on I ′ ) I ′′ ) I ′′ ) . . . an
admissible induction sequence if the n × n visitation matrices Ak from T (k−1) to
T (k) are well-defined. We then are able to answer Bufetov’s question in a much
broader setting.
Main Theorem 2. If visitation matrices B1, B2, B3, . . . are defined by an admis-
sible induction sequence, then the initial permutation π is unique.
Outline of Paper. In Section 2 we establish our notation and provide known
results concerning IET’s and related objects as well as general linear algebra. In
particular, the anti-symmetric matrix Lπ is defined given π, and this matrix plays a
central role here. In Section 3 the Perron-Frobenius eigenvalue and eigenvector are
discussed. The main argument of that section is Corollary 3.5, which says that the
Perron-Frobenius eigenvector cannot be in the nullspace of any linear combination
Lπ − cLπ′ for permutations π, π′ and scalar c. Section 4 begins with a reduction
of Main Theorem 1 to a special case, stated as the Main Lemma. The section
ends with a proof of the Main Lemma. Section 5 reduces Main Theorem 2 to
Main Theorem 1 by Lemma 5.1. This lemma states that any admissible induction
sequence must arise from extended Rauzy induction. Appendix A provides further
results concerning admissibility and induced maps which lead to the proof of Lemma
5.1 in Appendix B.
2. Definitions
An interval or sub-interval is of the form [a, b) for a < b, i.e. a non-empty subset
of R that is closed on the left and open on the right. If I = [a, b) is an interval,
|I| = b−a denotes its length. For a set C, #C denotes its cardinality. A translation
φ : I → J for intervals I and J is any function that may be expressed as φ(x) = x+c
for constant c. If ψ : C → D is a function and E ⊆ C we use the notation φE to
mean the image of E by ψ, or ψE = {φ(c) : c ∈ E} ⊆ D. For λ ∈ Rn+, or a vector
in Rn with all positive entries, |λ| = λ1 + . . . λn denotes the 1-norm of λ.
2.1. Permutations and a Matrix. The notations in this section describe either
standard definitions from algebra or standard literature on interval exchange trans-
formations. Let Sn be the set of all permutations on {1, . . . , n}, i.e. bijections on
{1, . . . , n}.
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Definition 2.1. The irreducible permutations on {1, . . . , n}, S0n, is the set of π ∈
Sn so that π{1, . . . , k} = {1, . . . , k} iff k = n.
Definition 2.2. For π ∈ Sn, the anti-symmetric n× n matrix Lπ is given by
(Lπ)ij =


1, i < j and π(i) > π(j),
−1, i > j and π(i) < π(j),
0, otherwise,
1 ≤ i, j,≤ n.
The proof of the Main Theorem requires that no distinct π, π′ ∈ S0n satisfy
Lπ = Lπ′ . This is given by the next result.
Lemma 2.3. The map from Sn to the set of n× n matrices given by
π 7→ Lπ
is injective.
Proof. The result follows immediately from the relationship
π(i)− i =
∑
π(j)≤π(i)
1−
∑
k≤i
1 =
n∑
j=1
χπ(i)≥π(j)(j)− χi≥j(j) =
n∑
j=1
(Lπ)ij ,
for all i ∈ {1, . . . , n}, where χ is the indicator function. 
The final two definitions simply fix notation of established concepts from linear
algebra and will be used without remark for what follows.
Definition 2.4. If L is an n× n matrix, NL will denote its nullspace, i.e.
NL = {v ∈ C
n : Lv = 0}.
For π ∈ S0n, Nπ = NLπ .
Definition 2.5. If L is an n× n anti-symmetric matrix, (·, ·)L is the bilinear form
associated to L given by
(u, v)L = u
∗Lv,
where the last value is treated as a scalar. For π ∈ S0n, (·, ·)π = (·, ·)Lπ .
2.2. Interval Exchange Transformations. An interval exchange transformation
T is an invertible transformation on an interval that divides the interval into sub-
intervals of lengths λ1, . . . , λn and reorders them according to π. We will assume
n ≥ 2, as T is the identity if n = 1.
More precisely, for fixed π ∈ S0n and λ ∈ R
n
+, let βj =
∑
i≤j λi for 0 ≤ j ≤ n
and I = [0, βn), where β0 = 0 and βn = |λ|. For each interval Ij = [βj−1, βj), then
T restricted to Ij is just translation by a value ωj . If the j
th interval is in position2
π(j) after the application of T , then ωj =
∑
π(i)<π(j) λi −
∑
k<j λk. We see that
ω = Lπλ.
Definition 2.6. The interval exchange transformation (IET) defined by (π, λ),
T = Iπ,λ, is a map I → I defined piece-wise by
T (x) = x+ ωj , for x ∈ Ij ,
1 ≤ j ≤ n.
2Many texts on interval exchange transformations let pi(j) describe the interval in position j
after the application of T .
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We restrict our attention to π ∈ S0n when defining an IET. Indeed, if π ∈ Sn\S
0
n
then there exists k < n so that T [0, βk) = [0, βk). In this case we may reduce to
studying T restricted to [0, βk) and [βk, βn) separately.
Definition 2.7. IET T = Iπ,λ satisfies the infinite distinct orbit condition or
i.d.o.c.3 iff each orbit OT (βj) = {T kβj : k ∈ Z}, 1 ≤ j < n, is infinite and the
orbits are pairwise distinct.
If λ is rationally independent, meaning c1λ1+ · · ·+ cnλn = 0 has a solution with
ci’s integers iff c1 = · · · = cn = 0, then T = Iπ,λ is an i.d.o.c. IET. Therefore, T is
is i.d.o.c. for fixed π and Lebesgue almost every λ ∈ Rn+.
Lemma 2.8 (Keane [4]). If T is an i.d.o.c. IET on I, then for any sub-interval
J ⊆ I,
⋃∞
k=0 J = I, and for any x ∈ I the orbit OT (x) is infinite and dense.
2.3. Admissible Inductions. Consider any interval I ′ ⊆ I for IET T = Iπ,λ,
π ∈ S0n and λ ∈ R
n
+. Informally, we will call I
′ admissible if the induced map
T ′ is an IET on n intervals and an n × n visitation matrix A is well defined. Let
r(x) = min{k ∈ N : T kx ∈ I ′} be the return time of x ∈ I ′. Then the induced
transformation for T on I ′ is denoted by T |I′ and is given by
T |I′(x) = T
r(x)(x)
for each x ∈ I ′.
Definition 2.9. Let T = Iπ,λ be an i.d.o.c. n-IET on I. The sub-interval I
′ ⊆ I
is admissible for T if there exists a partition of I ′ into n consecutive sub-intervals
I ′1, I
′
2, . . . , I
′
n so that for each 1 ≤ i ≤ n:
(1) r(x) = r(x′) for each x, y ∈ I ′i, letting ri be this common value,
(2) for each 0 ≤ k < ri, T restricted to T kI ′i is a translation,
(3) for each 0 ≤ k < ri, T kI ′i ⊆ Ij for some 1 ≤ j ≤ n.
The n× n visitation matrix A is given by Aij = #{0 ≤ k < ri : T kI ′j ⊆ Ii}.
This definition of admissible is equivalent to the one given in [2, Section 3.3] for
i.d.o.c. T . It follows that if I ′ is admissible for T , then T ′ = T |′I is an n-IET, and
λ = Aλ′
where T ′ = Iπ′,λ′ and λ′j = |I
′
j | for 1 ≤ j ≤ n.
Remark 2.10. Consider i.d.o.c. T on I with I ′′ ⊆ I ′ ⊆ I. It is a consequence that
any of the two following statements imply the third:
(1) I ′ is admissible for T on I,
(2) I ′′ is admissible for T on I,
(3) I ′′ is admissible for T ′ on I ′, where T ′ is the induction of T on I ′.
Also, if A1 is the visitation matrix of the induction from I to I
′ and A2 is the
visitation matrix of the induction from I ′ to I ′′, then the product A1A2 is the
visitation matrix of the induction from I to I ′′.
Please refer to Appendix A for a more thorough discussion of admissible induc-
tions. For example, Lemma A.2 proves the remark assuming the first statement
and one other holds.
3This is also known as the Keane Condition.
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2.4. Rauzy Induction. Rauzy induction was defined in [6], and we see that it is
defined as an admissible induction over an appropriately chosen sub-interval I ′. We
recall the definition here and discuss some results relevant for our work.
For π ∈ S0n, let m = π
−1(n) denote the interval placed last by π. Assume that
λn 6= λm and let I
′ = [0, βn−min{λm, λn}). The induced transformation T
′ = T |I′
is also an IET and we give the description below for T ′ = Iπ′,λ′ . If λn > λm, then
π′(i) =


π(i), π(i) < π(n),
π(n) + 1, π(i) = n,
π(i) + 1, π(i) > π(n),
and λ′i =
{
λn − λm, i = n,
λi, i < n,
for 1 ≤ i ≤ n. If λn < λm, then instead
π′(i) =


π(i), i ≤ m,
π(n), i = m+ 1,
π(i− 1), i > m+ 1,
and λ′i =


λi, i < m,
λm − λn, i = m,
λn, i = m+ 1,
λi−1, i > m+ 1,
for 1 ≤ i ≤ n.
Definition 2.11. Consider T defined by π and λ with m as above. If λn > λm,
the change from T to T ′ is a move of Rauzy induction of type 0. If λn < λm, the
change from T to T ′ is a move of Rauzy induction of type 1. If λn = λm, Rauzy
Induction is not well defined.
For fixed π ∈ S0n, the condition λn = λm is of zero Lebesgue measure in R
n
+.
Given π and the type of Rauzy induction ε, we may define the visitation matrix
A = A(π,ε) as given in Definition 2.9. If ε = 0, then
Aij =


1, i = j,
1, i = n, j = m,
0, otherwise,
and if ε = 1, then
Aij =


1, i = j < m,
1, j = i+ 1 > k,
1, i = n, j = m,
0, otherwise.
Suppose we may act by N consecutive steps of Rauzy induction on T = Iπ,λ, and
let T, T ′, T ′′, . . . , T (N) be the resulting IET’s at each step where T (k) = Iπ(k),λ(k) .
Let εk be the type of induction from T
(k−1) to T (k). If
B = A(π,ε1)A(π′,ε2) · · ·A(π(N−1),εN )
then λ = Bλ(N).
We may verify that if A = Aπ,ε and π
′ is the result of the type ε induction on
π, then A∗LπA = Lπ′ . For a proof of this with different notation, see [11, Lemma
10.2]. It follows that if B is defined by N consecutive steps of induction with initial
permutation π and ending at π(N), then
(1) B∗LπB = Lπ(N) .
We finish this section by answering a question: for which IET’s can Rauzy induction
be applied infinitely many times? See Section 4 of [13] for a treatment of this result.
Lemma 2.12. If π ∈ S0n, λ ∈ R
n
+ and T = Iπ,λ, then the following are equivalent:
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(1) T is i.d.o.c., and
(2) T admits infinitely many steps of Rauzy induction.
The following is shown in Sections 1.2.3–1.2.4 of [5].
Lemma 2.13. If T = Iπ,λ admits infinitely many steps of Rauzy induction and
Ak = A(π(k),λ(k)) are the corresponding matrices, then for each j ∈ N there exists
k0 = k0(j) ∈ N so that for all k > k0,
A[j,j+k] = AkAk+1 · · ·Aj+k
is a matrix with all positive entries.
2.5. Left Rauzy Induction. Left Rauzy induction was defined in [9] and describes
inducing on T = Iπ,λ by I ′ = [min{λ1, λm′}, |λ|), where m′ = π−1(1) for π ∈ S0n
and λ ∈ Rn+. In other words, instead of removing a sub-interval from the right
as in (right) Rauzy induction, we remove one from the left. We will give the
explicit definitions and then show how this type of induction relates to (right)
Rauzy induction.
Definition 2.14. Left Rauzy induction is the result of taking the first return of
T = Iπ,λ on I ′ as defined above. The induction is type 0˜ iff λ1 > λm′ and type 1˜ iff
λ1 < λm′ . The induction is not well defined if λ1 = λm′ .
Let T ′ = Iπ′,λ′ be the resulting IET by this induction (up to a translation so
that I ′ begins at 0). If the induction is type 0˜, then
π′(i) =


π(1)− 1, i = m′,
π(i)− 1, 1 < π(i) < π(i),
π(i), π(i) ≥ π(1),
and λ′i =
{
λ1 − λm′ , i = 1,
λi, i > 1.
Likewise, if the induction is type 1˜, then
π′(i) =


π(i + 1), i < m′ − 1,
π(1), i = m′ − 1,
π(i), i ≥ m′,
and λ′i =


λi+1, i < m
′ − 1,
λ1, i = m
′ − 1,
λm′ − λ1, i = m
′,
λi, i > m
′.
Let τn be given by
τn(i) = n− i for 0 ≤ i ≤ n.
For π ∈ S0n, let πτ be given by
πτ = τn+1 ◦ π ◦ τn+1,
noting that πτ ∈ S
0
n as well. If ε˜π is the result of type ε˜ induction on π and επτ is
the result of type ε induction on πτ , then
ε˜π = (επτ )τ .
For λ ∈ Rn+, let λτ be given by
(λτ )i = λτn+1(i).
If ε˜λ and ελτ are defined analogously to ε˜π and επτ , then
ε˜λ = (ελτ )τ .
We define the n× n permutation matrix Pn by
(Pn)ij =
{
1, i = τn+1(j),
0, otherwise,
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then we see that Aπ,ε˜ = PnAπτ ,εPn, where Aπ,ε˜ is the visitation matrix that satisfies
λ = Aπ,ε˜ · ε˜λ. Furthermore,
Lπ = PnLπτPn,
and so A∗π,ε˜LπAπ,ε˜ = Lε˜π as a direct consequence.
Therefore, if A1, . . . , AN are visitation matrices given by consecutive steps of ex-
tended Rauzy induction, i.e. left and/or right Rauzy induction, and B = A1 · · ·AN
is the product, then
B∗LπB = Lπ(N)
where π is the initial permutation and π(N) is the resulting permutation after the
N steps.
The proof of the following is a modification of Lemma 2.13 and has a similar
proof. However, the notation from [5] is significantly different and will not be
included here.
Lemma 2.15. If T = Iπ,λ admits infinitely many steps of extended Rauzy in-
duction and Ak are the corresponding matrices, then for each j ∈ N there exists
k0 = k0(j) ∈ N so that for all k > k0,
A[j,j+k] = AkAk+1 · · ·Aj+k
is a matrix with all positive entries.
2.6. Veech’s result for Nπ. The main result in this section is shown in [8, Lemma
5.7]. Please refer to that work as well as [7] for the original definitions and proofs.
Consider each π ∈ S0n to be extended so that π(0) = 0 and π(n + 1) = n + 1.
Note that πτ respects this extension as well. Let σπ be a function on {0, . . . , n}
given by
σπ(i) = π
−1(π(i) + 1)− 1,
as in [7]. Let Σ(π) be the partition of {0, 1, . . . , n} given by orbits of σπ. For each
S ∈ Σ(π), let bS ∈ Zn be given by
(bS)i = χS(i − 1)− χS(i).
It was shown in [8, Lemma 5.3] that
#Σ(π) = dimNπ + 1,
and [8, Proposition 5.2] states that
span{bS : S ∈ Σ(π)} = Nπ .
Lemma 2.16 (Veech [8]). For π ∈ S0n and ε ∈ {0, 1}, there exists a bijection
ε : Σ(π)→ Σ(επ) so that
A(π,ε)bS = bεS
for each S ∈ Σ(π).
Recall τn, τn+1 and P = Pn from the previous section. By direct computation,
we see that
σπτ = τn ◦ σ
−1
π ◦ τn,
and so Σ(πτ ) = τnΣ(π).
Corollary 2.17. For π ∈ S0n and ε ∈ {0, 1}, there exists a bijection ε˜ : Σ(π) →
Σ(επ) so that
A(π,ε˜)bS = bε˜S
for each S ∈ Σ(π).
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Proof. For each S ∈ Σ(π) and 1 ≤ i ≤ n,
(PbS)i = (bS)n+1−i
= χS(n− i)− χS(n+ 1− i)
= χτnS(τn(n− i))− χτnS(τn(n+ 1− i))
= χτnS(i)− χτnS(i− 1)
= −(bτnS)i.
And so
A(π,ε˜)bS = PA(πτ ,ε)PbS = −PA(πτ ,ε)bτnS .
By Lemma 2.16 we continue,
−PA(πτ ,ε)bτnS = −Pbε(τnS) = bτn(ε(τnS)).
Therefore the desired bijection is ε˜ = τn ◦ ε ◦ τn. 
2.7. Invariant Spaces. For n× n matrix B, a subspace V ⊆ Cn is B-invariant if
BV ⊆ V . If B is invertible then V is B-invariant iff BV = V . An eigenbasis of B
for V is a basis {u1, . . . , um} of V so that each uj is an eigenvector for B. Recall
that an eigenvector for B is a non-zero vector u with a corresponding eigenvalue
α such that u ∈ NBpα for some p ∈ N where Bα = B − αI for identity matrix I.
The lemma and corollary in this section allow us to find an eigenbasis for Cn that
includes bases of invariant subspaces. The definition that follows then correctly
associates to a B-invariant subspace eigenvalues.
Lemma 2.18. Let B be an n × n matrix and V,W ⊆ Cn be subspaces such that
W ⊆ V and V,W are each B-invariant. There exists an eigenbasis {u1, . . . , um}
of B of V so that {u1, . . . , um′} is a basis for W , m′ = dimW .
Corollary 2.19. If V,W ⊆ Cn are B-invariant subspaces, m = dimV and m′ =
dimW , then there exists an eigenbasis {u1, . . . , un} of B for Cn such that
• {un−m−m′+ℓ+1, . . . , un−m′+ℓ} is a basis for W ,
• {un−m′+1, . . . , un−m′+ℓ} is a basis for V ∩W ,
• {un−m′+1, . . . , un} is a basis for W ,
where ℓ = dim(V ∩W ).
Definition 2.20. If V ⊆ Cn is B-invariant, and α1, . . . , αm are the respective
eigenvalues for the eigenbasis in the previous lemma or corollary, then they are the
eigenvalues of B over V .
3. The Perron-Frobenius Eigenvalue
We begin with a specific case of a fundamental result. See [12, Theorem 0.16]
for a more general version of this theorem.
Theorem (Perron-Frobenius Theorem). If B is a positive matrix, then there exists
positive eigenvalue α for B so that for all other eigenvalues α′ of B, α > |α′|.
Furthermore, there exists a positive eigenvector u for B with eigenvalue α and any
eigenvector u′ for B with eigenvalue α is a scalar multiple of u.
We call α the Perron-Frobenius eigenvalue such a positive vector u a Perron-
Frobenius eigenvector. If B is a positive integer matrix, then α > 1. Corollary 3.3
tells us that u is not in Nπ for any π ∈ S0n. Then Corollary 3.5 forbids u from
being in NL for any non-zero matrix L = Lπ − cLπ′ . Finally, Corollary 3.7 tells us
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that for a fixed eigenbasis {u1, . . . , un} of B with u1 = u there exists a unique uj
so that (u1, uj)π 6= 0.
Definition 3.1. An extended Rauzy cycle at π is a finite sequence of consecutive
steps of extended Rauzy induction that begins and ends at π.
Lemma 3.2. If B is described by an extended Rauzy cycle at π ∈ S0n, then there
exists a basis {b1, . . . , bm} of Nπ and p ∈ N so that
Bpbi = bi,
for each i ∈ {1, . . . ,m}.
Proof. As in Section 2.6, let bS for S ∈ Σ(π). By applying Lemma 2.16 and
Corollary 2.17 to the product B, we have a bijection d on Σ(π) so that BbS = bdS
for each S ∈ Σ(π).
Let p be any power such that dp is the identity on Σ(π), and choose the b1, . . . , bm
as a subset of the bS ’s that form a basis of Nπ. Then for any i ∈ {1, . . . ,m},
Bpbi = B
pbS = bdpS = bS = bi,
where bi = bS. 
Corollary 3.3. Let B be given by an extended Rauzy cycle at π. If β1, . . . , βm are
the eigenvalues of B over Nπ, π ∈ S0n, then each βj is a root of unity. Furthermore,
if B is a positive integer matrix with Perron-Frobenius eigenvalue α > 1, then
{β1, . . . , βm} ∩ {α, 1/α} = ∅.
Lemma 3.4. If L = Lπ − cLπ′ for distinct π, π′ ∈ S0n and real c, then there exists
i such that row i of L is non-zero and either non-positive or non-negative.
Proof. We consider the value of c. If c ≤ 0, then the first row of L is at least the
first row of Lπ. The claim then holds for i = 1. If c > 1 and L
′ = Lπ′ −
1
c
Lπ then
L = −cL′. If we find a non-zero row for L′, then the same row satisfies the claim
for L (but with the opposite sign). We therefore consider two remaining cases:
0 < c < 1 and c = 1.
If 0 < c < 1, let i satisfy π(i) = n. Because π ∈ S0n, i < n. Then if i > j,
Lij = (Lπ)ij − c(Lπ′)ij = −c(Lπ′)ij ≥ 0.
If i < j,
Lij = (Lπ)ij − c(Lπ′)ij = 1− c(Lπ′)ij > 0.
Therefore row i is non-zero and is non-negative.
If c = 1, then let i be such that π(i) 6= π′(i) and that maximizes π(i). Let k ≤ n
be the position of i in π, i.e. k = π(i). Note that π′(i) < k. If π(j) > k, then
π(j) = π′(j) and so
(Lπ)ij = (Lπ′)ij ⇒ Lij = 0.
If π(j) < k and i > j, then
Lij = (Lπ)ij − (Lπ′)ij = −(Lπ′)ij ≥ 0.
If π(j) < k and i < j, then
Lij = (Lπ)ij − (Lπ′)ij = 1− (Lπ′)ij ≥ 0.
Row i of L is non-negative, and we must verify that it is non-zero. Let i′ 6= i satisfy
π′(i′) = k. By definition, π(i′) < π(i) and π′(i′) > π′(i). Either
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• i < i′ and so (Lπ)ii′ = 1 and (Lπ′)ii′ = 0, or
• i > i′ and so (Lπ)ii′ = 0 and (Lπ′)ii′ = −1.
Therefore, Lii′ = 1 and row i of L is non-zero. 
Corollary 3.5. If v is a positive vector, then it does not belong to the nullspace of
L = Lπ − cLπ′
for distinct π, π′ ∈ S0n and complex c.
Proof. Suppose c is real. By Lemma 3.4, there exists a row i that is non-zero and
non-negative (resp. non-positive). Therefore (Lv)i > 0 (resp. (Lv)i < 0) and
so Lv 6= 0. If c is non-real, then by Lemma 3.4 the real vector Lπ′v is non-zero.
Therefore
Lv = (Lπ − cLπ′)v
must have a non-zero imaginary component and cannot be zero. 
Lemma 3.6. Let B∗LB = L for anti-symmetric matrix L and matrix B. If u, u′
are eigenvectors of B with corresponding eigenvalues α, α′, and (u, u′)L 6= 0, then
αα′ = 1.
Proof. Recall that the order of eigenvalue u with eigenvalue α is the minimum
p ∈ N so that u ∈ NBpα , Bα = B − αI. We proceed by induction, first on the order
of u and then on the sum of the orders of u and u′.
If u, u′ are both true eigenvectors, i.e. order 1, then
(u, u′)L = (Bu,Bu
′)L = αα
′(u, u′)L,
and αα′ = 1 as (u, u′)L 6= 0 by assumption.
If u is higher order and u′ is order 1, let w be defined by Au = αu+w and note
that w is one order lower than u for the same eigenvalue α. Then
(u, u′)L = (Bu,Bu
′)L = αα
′(u, u′)L + α
′(w, u′)L.
If (w, u′)L 6= 0, then the claim follows by induction. If (w, u′)L = 0, then the claim
follows just as in the base case.
If u, u′ are both of higher order, let w be defined as before and let w′ be defined
by Bu′ = α′u′ + w′. Then (u, u′)L = (Bu,Bu
′)L which is the sum
αα′(u, u′)L + α
′(w, u′)L + α(u,w
′)L + (w,w
′)L.
If any term but the first is non-zero, then the claim follows by induction. Note that
(v, v′)L = (v′, v)L. If only the first term is non-zero, then the claim is verified as
before. 
Corollary 3.7. Let B∗LB = L for anti-symmetric matrix L and positive matrix
B. Let u1, . . . , un an eigenbasis for B with respective eigenvalues α1, . . . , αn such
that un−m+1, . . . , un forms a basis of NL of dimension m < n. If α1 > 0 is the
Perron-Frobenius eigenvalue with positive eigenvector u1 (in particular u1 /∈ NL),
then there is a unique j ≤ n − m so that (u1, uj)L 6= 0. This is also the unique
j ≤ n−m so that αj = 1/α1.
Proof. The final claim follows from the first by Lemma 3.6. Because u1 /∈ NL,
there must exist uj so that (u1, uj)L = c 6= 0. By Lemma 3.6, αj = 1/α1. Because
uj /∈ NL, j ≤ n−m.
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Suppose by contradiction there exists j′ 6= j so that (u1, uj′)L = c′ 6= 0. Again
j′ ≤ n − m and by Lemma 3.6, αj′ = αj . If there exists i 6= 1 so that either
(ui, uj′)L 6= 0 or (ui, uj)L 6= 0, then αi = α1, a contradiction to the simplicity of
the Perron-Frobenius eigenvalue. Therefore (uk, uj)L is non-zero iff k = 1 and the
same statement holds for (uk, uj′)L.
Let u = c′uj − cuj′ and note that
(u1, u)L = c
′(u1, uj)L − c(u1, uj′)L = c
′c− cc′ = 0.
Because (uk, u)L = 0 for k 6= 1, c ∈ NL. This implies a linear dependence between
uj, uj′ and un−m+1, . . . , un, a contradiction. 
4. Proof of Main Theorem 1
Main Lemma. If B˜ is a positive matrix defined by an extended Rauzy cycle, then
the initial permutation π ∈ S0n is unique.
Proof of Main Theorem 1. Let B1, B2, . . . be the matrix products defined by an
infinite sequence of extended Rauzy induction steps, and assume by contradiction
that there exist distinct π, π′ ∈ S0n such that infinite induction steps beginning at
π and π′ each exist and define the Bk’s. There exist πk’s and π
′
k’s, k ∈ N0, so that
π0 = π, π
′
0 = π
′ and for each k ∈ N,
B∗kLπk−1Bk = Lπk and B
∗
kLπ′k−1Bk = Lπ′k .
Because the Bk’s are invertible and by Lemma 2.3, Lπk 6= Lπ′k by induction on k
and so πk 6= π′k for all k ∈ N0 and are uniquely determined by π, π
′ and the Bk’s.
There exist distinct π˜, π˜′ ∈ S0n so that πk = π˜ and π
′
k = π˜
′ simultaneously for
infinitely many k. By Lemma 2.13 we may choose such k0, k1 so that k0 < k1 and
B˜ = Bk0+1Bk0+2 · · ·Bk1 is positive. Therefore B˜ is a positive matrix defined by an
extended Rauzy cycle at π˜ and also an extended Rauzy cycle at π˜′. By the Main
Lemma π˜ = π˜′, a contradiction. 
Proof of Main Lemma. Suppose B˜ is a positive integer matrix that is described by
two extended Rauzy cycles: one each at distinct π˜, π˜′ ∈ S0n. Then by equation (1),
B˜∗Lπ˜B˜ = Lπ˜ and B˜
∗Lπ˜′B˜ = Lπ˜′ .
Let m = dim(Nπ˜), m
′ = dim(Nπ˜′) and ℓ = dim(Nπ˜ ∩ Nπ˜′). Using Corollary 2.19,
let {u1, . . . , un} be an eigenbasis for B with respective eigenvalues α1, . . . , αn such
that
• α1 > 1 is the Perron-Frobenius eigenvalue and u1 is positive,
• {un−m−m′+ℓ+1, . . . , un−m′+ℓ} is a basis for Nπ˜ ,
• {un−m′+1, . . . , un−m′+ℓ} is a basis for Nπ˜ ∩Nπ˜′ , and
• {un−m′+1, . . . , un} is a basis for Nπ˜′ .
Because u1 is not in Nπ˜ there must exist a unique j ≤ n + ℓ − m − m′ so that
(u1, uj)π˜ 6= 0 by Corollary 3.7. By Corollary 3.3 this is also the unique 1 ≤ j ≤ n so
that αj = 1/α1. It follows that (u1, ui)π˜′ 6= 0 iff i = j as well, and j ≤ n+ℓ−m−m′.
Let c1 = (u1, uj)π˜ , c2 = (u1, uj)π˜′ and L = Lπ˜ −
c1
c2
Lπ˜′ . For i 6= j,
(u1, ui)L = (u1, ui)π˜ −
c1
c2
(u1, ui)π˜′ = 0−
c1
c2
0 = 0
and
(u1, uj)L = (u1, uj)π˜ −
c1
c2
(u1, uj)π˜′ = c1 −
c1
c2
c2 = 0.
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This implies that u1 ∈ NL, a contradiction to Corollary 3.5. 
5. Proof of Main Theorem 2
The following result is proven in [2, Theorem 4.3] under different notation. A
proof is provided in Appendix B.
Lemma 5.1. Let T : I → I be an i.d.o.c. n-IET. Then J ( I is admissible iff the
induction realized by J is given by consecutive steps of extended Rauzy induction.
Definition 5.2. An admissible induction sequence for T = Iπ,λ : I → I is a
sequence I ′, I ′′, . . . , I(k), . . . so that the induction from I(k−1) to I(k) is admissible
for each k.
By Lemma A.3, it follows that |I(k)| → 0 as k →∞ for any admissible induction
sequence. We say that B1, B2, . . . are defined by an admissible induction sequence
I ′, I ′′, . . . if for each k Bk is the visitation matrix the induction of T
(k−1) on I(k),
where T (k) is the induction of T on I(k), or equivalently T (k) is the induction of
T (k−1) on I(k).
Proof of Main Theorem 2. A sequence of matrices B1, B2, . . . defined by an ad-
missible induction sequence must be given by products of Ak’s given by extended
Rauzy induction by Lemma 5.1. The result then follows from Main Theorem 1. 
Appendix A. Admissibile Inductions
We will give a construction of the induced map given by T : I → I over sub-
interval I ′ ( I. Let T = Iπ,λ, π ∈ S0n and λ ∈ R
n
+, be an i.d.o.c. n-IET with
sub-intervals Ii = [βi−i, βi), 1 ≤ i ≤ n, where we recall βi =
∑
j≤i λj for 0 ≤ i ≤ n.
Also, recall the return time r(x) of x ∈ I ′ to I ′ = [a′, b′) by T .
Given x ∈ I ′, we describe how to construct the sub-interval I ′x ⊆ I
′ so that
(1) x ∈ I ′x,
(2) for each z, z′ ∈ I ′x, r(z) = r(z
′),
(3) for each 0 ≤ k < r(x), T restricted to T kI ′x is a translation,
(4) for each 0 ≤ k < r(x), there exists j = j(k) so that T kI ′x ⊆ Ij , and
(5) I ′x is the maximal sub-interval with these properties.
Compare properties 2–4 with those of intervals I ′i for admissibility in Definition 2.9.
Observe that for any sub-interval [c, d) such that [c, d) ⊆ Ij for some j, T re-
stricted to [c, d) is a translation. Also, T [c, d) ⊆ Ij′ for some j′ iff (c, d)∩T−1D = ∅
where
D = {β1, . . . , βn−1}.
Let a(x) be the minimum y ∈ I ′ ∩ [0, x] so that
• r(z) = r(x) for all z ∈ [y, x], and
• for each 0 ≤ k < r(x), T k[y, x] ⊂ Ij for some j = j(k).
It is an exercise to see that
x− a(x) = min{T kx− z : 0 ≤ k < r(x), z ∈ D′ ∩ [0, T kx]},
where D′ = {a′, b′, 0} ∪ {β1, . . . , βn−1}. Therefore, either a(x) = a′ or a(x) =
T−r(z)z for some z ∈ D′, where r−(z) = min{k ∈ N0 : T
−kz ∈ (a′, b′)}. Likewise,
let b(x) be defined by
b(x)− x = min{z − T kx : 0 ≤ k < r(x), z ∈ ({|λ|} ∪ D′) ∩ [T kx, |λ|]},
GENERAL BUFETOV 13
and note that b(x) ∈ (I ′ ∪ {b′}) ∩ [x, |λ|] is the maximum value y so that
• r(z) = r(x) for all z ∈ [x, y), and
• for each 0 ≤ k < r(x), T k[x, y) ⊂ Ij for some j = j(k).
Either b(x) = b′ or b(x) = a(x′) for some x′ > x.
Let I ′x = [a(x), b(x)) for each x ∈ I
′. Because I ′y = I
′
x for each y ∈ I
′
x,
PI′ = {I
′
x : x ∈ I
′}
is a partition of I ′. If PI′ = {I
′}, then T is periodic and cannot be and i.d.o.c.
IET. Therefore #PI′ ≥ 2.
Lemma A.1. For i.d.o.c. n-IET T : I → I and sub-interval I ′ ⊆ I, if m = #PI′
then n ≤ m ≤ n+ 2.
Proof. Let DI′ = {a′}∪{T−r−(z)z : z ∈ D′} and γj = T−r−(βj)βj for 0 ≤ j < n. As
discussed in the previous paragraphs, a(x) ∈ DI′ for each x. Furthermore, a(z) = z
for each a ∈ DI′ . Therefore #PI′ = #DI′ . Because T is i.d.o.c., T ℓβj = βj′ iff
j = π−1(1), j′ = 0 and ℓ = 1. It follows that γ0 = γπ−1(1) and γj 6= γj′ for distinct
j, j′ > 0. Therefore #(DI′ \ {a′}) ≥ n− 1, or #PI′ ≥ n, and #(DI′ \ {a′}) ≤ n+ 1
or #PI′ ≤ n+ 2. 
We order and name the sub-intervals in PI′ as I ′1, . . . , I
′
m. We call this the
natural decomposition of I ′ by T ′ = T |I′, and I ′ is admissible iff m = n. The next
statement proves that T |I′′ = (T |I′)|I′′ , under appropriate choices of T , I ′ and I ′′,
and the natural decompositions agree with this identity.
Lemma A.2. Let T = Iπ,λ be an n-IET defined on I with sub-intervals I1, . . . , In
and let ∅ ( I ′′ ( I ′ ( I be sub-intervals. If T ′ = T |I′ with natural decomposition
I ′1, . . . , I
′
m of I
′, T ′′ = T |I′′ with natural decomposition I
′′
1 , . . . , I
′′
m′ of I
′′ and S =
T ′|I′′ with the natural decomposition J ′1, . . . , J
′
m′′ of I
′′, then m′′ = m′ and J ′i = I
′′
i
for all 1 ≤ i ≤ m′.
For x ∈ I ′, let q(x) = (j0, . . . , jr(x)−1) be the ordered r(x)-tuple given by T
kx ∈
Ijk for 0 ≤ k < r(x). Note that I
′
1, . . . , I
′
m is the natural decomposition of I
′ by T ′
iff the following statements hold:
(1) q(x) = q(y) for all x, y ∈ I ′i, 1 ≤ i ≤ m, and
(2) q(x) 6= q(y) if x ∈ I ′i and y ∈ I
′
i′ for i 6= i
′.
The definition of q(x) coincides with a return word when considering an IET by its
natural symbolic coding. See [4] for an introduction to this coding. Because these
tuples are constant on each I ′i, let qi = q(x) for any x ∈ I
′
i.
Proof of Lemma A.2. Let qi’s be the return words of I
′ in I of T , q′i’s be the return
words of I ′′ in I of T ′ and q′′i ’s the return words of I
′′ in I ′ of S. Let qiqi′ denote
the concatenation of the tuples qi and qi′ , meaning
qiqi′ = (j0, . . . , jr−1, j
′
0, . . . , j
′
r′−1)
where qi = (j0, . . . , jr−1) and qi′ = (j
′
0, . . . , j
′
r′−1).
Let q˜i, 1 ≤ i ≤ m′′, be given by
q˜i = qj0qj1 · · · qjr−1
where q′′i = (j0, . . . , jr−1). These are the return words for the J
′
i ’s in I by T . The
lemma follows from two claims: each q˜i equals q
′
j for some j = j(i) and q˜i 6= q˜i′
for i 6= i′. The first claim follows as for any x ∈ J ′i and k ∈ N0, if T
kx ∈ I ′j′ then
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T k+k
′
x ∈ Ij′′
k′
for each 0 ≤ k′ < rj′ , where qj′ = (j′′0 , . . . , j
′′
rj′−1
). The second claim
holds because q′′i 6= q
′′
i′ and qj 6= qj′ for i 6= i
′ and j 6= j′. 
Lemma A.3. Let T = Iπ,λ, π ∈ S0n and λ ∈ R
n
+, be an i.d.o.c. n-IET. If
I ′, I ′′, I ′′′, . . . , I(k), . . . , k ∈ N, are admissible sub-intervals so that ∅ ( I(k) ( I(k−1)
for each k ∈ N, then either J =
⋂∞
k=1 I
(k) is empty or consists of one point.
Proof. Suppose by contradiction that J is contains an open interval and therefore
is a sub-interval of I by possibly removing the right endpoint. Let J1, . . . , Jm be
the natural decomposition of T |J . By Lemma A.1, m ≤ n+2. Because m is finite,
ε = min{|Ji| : 1 ≤ i ≤ m} > 0 is well-defined. Fix k0 ∈ N so that |I
(k0)| < |J |+ ε/2
and let T ′ = T |I(k0) . By Lemma A.2, J1, . . . , Jm is the natural decomposition of
T ′ restricted to J . By Lemma 2.8, because J ( I(k0) there must exist Ji with
return time in I(k) greater than 1. In this case T (k) acts on Ji by translation and
T (k)Ji ⊆ I(k) \ J . However, this implies that |Ji| < ε/2, a contradiction. 
Appendix B. Admissibility and Extended Rauzy Induction
Proof of Lemma 5.1. Suppose that J = [a, b) is not given by extended Rauzy induc-
tion, and let S = T |J be the induced map with natural decomposition J1, . . . , Jm.
We will construct a sub-interval I ′ of I with induced T ′ = T |I′ so that I ′ = [a′, b′)
is given by steps of extended Rauzy induction and if T ′ = Iπ′,λ′ then
(2) a′ ≤ a < a′ +min{λ′1, λ
′
i0
} and b′ −min{λ′i1 , λ
′
n} < b ≤ b
′,
where i0, i1 satisfy π
′(i0) = 1 and π
′(i1) = n. Because J is not realized by extended
Rauzy induction, at most one equality may occur. We then will show that J is not
admissible for I ′, which shows our claim by Lemma A.2.
Initially, let I ′ = I and so J ⊆ I ′ trivially. Given our definitions, suppose the
inequalities for a and a′ do not hold for I’. We then perform left Rauzy induction
on T |I′ and replace I ′ by this new sub-interval, noting that a′ will increase. If the
inequalities between b and b′ do not hold, then we act by right Rauzy induction
and replace I ′ with this new sub-interval. Note that J ⊆ I ′ still holds after each
step. This process must terminate at our desired I ′, otherwise we have constructed
an infinite properly nested sequence of admissible intervals that each contain J , a
contradiction to Lemma A.3.
Given I ′ and J so that inequalities (2) hold, J1, . . . , Jm is the natural decompo-
sition from T ′ on J and the natural decomposition from T on J as well by Lemma
A.2. If a = a′, then m = n+ 1 and
Ji =


I ′i , i ≤ i1,
I ′i1 \ (T
′)−1I ′n, i = i1,
(T ′)−1I ′n, i = i1 + 1,
I ′i−1, i1 < i ≤ m,
by direct computation. Similarly, m = n + 1 if b = b′. If both a > a′ and b < b′,
then analogous computations will hold unless i0 = n and i1 = 1, or π
′ is standard.
In this case, each I ′i is a sub-interval in the natural decomposition of J for
1 < i < n with return time 1. Let J ′1 = I
′
1 ∩J and J
′
n = I
′
n ∩J . Both J
′
1 ∩ (T
′)−2J ′n
and J ′n ∩ (T
′)−2J ′1 are sub-intervals in the decomposition of J with return time
2. Because T ′ is i.d.o.c., (T ′)2J ′1 6= J
′
n and (T
′)2J ′n 6= J
′
1. Therefore, there must
be at least one more sub-interval of J in (J ′1 \ (T
′)−2J ′n) ∪ (J
′
n \ (T
′)−2J ′1) and so
m > n. 
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