Let {X n : n ∈ Z d } be a weakly dependent stationary field with maxima M A := sup{X i : i ∈ A} for finite A ⊂ Z d and M n := sup{X i : 1 ≤ i ≤ n} for n ∈ N d . In a general setting we prove that P(M (n,n,...,n) ≤ v n ) = exp(−n d P(X 0 > v n , M An ≤ v n )) + o(1), for some increasing sequence of sets A n of size o(n d ). For a class of fields satisfying a local mixing condition, including m-dependent ones, the theorem holds with a constant finite A replacing A n . The above results lead to new formulas for the extremal index for random fields.
Introduction
Let us consider a d-dimensional stationary random field {X n : n ∈ Z d } with its partial maxima M A := sup{X i : i ∈ A} defined for finite A ⊂ Z d . We also put M j,n := sup{X i : j ≤ i ≤ n} and M n := M 1,n , for j, n ∈ Z d . Our goal is to study the asymptotic bahaviour of P(M N(n) ≤ v n ) as n → ∞, for {v n } ⊂ R and N(n) → ∞ ∞ ∞ coordinatewise.
In the case d = 1, when {X n : n ∈ Z} is a stationary sequence, the well known result of O'Brien [16, Theorem 2.1] states that P(M n ≤ v n ) = exp(−n P(X 0 > v n , M p(n) ≤ v n )) + o(1),
for some p(n) → ∞ satisfying p(n) = o(n), under a broad class of circumstances. For m-dependent {X n } we can set p(n) := m in formula (1), as Newell [15] shows. It follows that the extremal index θ for {X n }, defined by Leadbetter [13] , if exists, equals
where p(n) = m in the m-dependent case. We recall that the extremal index θ ∈ [0, 1] is interpreted as the reciprocal of the mean number of high threshold exceedances in a cluster. Formula (2) for θ may be treated as an answer to the question: Asymptotically, what is the probability that a given element of a cluster of large values is its last element on the right?
Looking for formulas analogous to (1) and (2) for arbitrary d ∈ N + , one can try to answer the properly formulated d-dimensional version of the above question. This point is realized in Sections 3 and 4. In Section 3 we prove the main result; we establish that in a general setting, for N(n) fulfilling (4), the approximation P(M N(n) ≤ v n ) = exp −n d P X 0 > v n , M A(p(n)) ≤ v n + o(1)
holds with A(p(n)) ⊂ {0, . . . , p 1 (n)} × d l=2 {−p l (n), . . . , p l (n)} defined by (9), where p(n) → ∞ ∞ ∞ satisfies p(n) = o(N(n)) and some other rate of growth conditions. For d = 1 we have A(p(n)) = {1, 2, . . . , p(n)} and formula (3) simplifies to (1) . Section 4 is devoted to considerations concerning the notion of the extremal index for random fields and a generalization of (2) is proposed there. In Section 5 the results from Sections 3 and 4 are applied to describe the asymptotics of partial maxima for the moving maximum field.
In Section 6 we focus on m-dependent fields and present a corollary of the main theorem, which generalizes the aforementioned Newell's [15] theorem for m-dependent sequences. We also compare the obtained result with the limit theorem for m-dependent fields proven by Jakubowski and Soja-Kukieła [11, Theorem 2.1].
The author is not aware of any paper providing a d-dimensional generalization of O'Brien's result (1) like Theorem 3.1 with so handy and immediate conclusion for m-dependent fields. The only general theorem known to her, proven by Turkman [17, Theorem 1] , is not well applicable in the m-dependent case. Some other results on the topic were given in special cases: in the 2-dimensional Gaussian setting by French and Davis [9] ; for 2-dimensional moving maxima ane moving averages by Basrak and Tafro [3] ; for m-dependent and max-m-approximable fields by Jakubowski and Soja-Kukieła [11] ; for regularly varying fields by Wu and Samorodnitsky [18] . The proof of Theorem 3.1 presented in the paper, despite of being achieved independently, is similar to the proof of [9, Lemma 4].
Preliminaries
An element n ∈ Z d is often denoted by (n 1 , n 2 , . . . , n d ) and n is its sup norm. We write i ≤ j and n → ∞ ∞ ∞, whenever i l ≤ j l and n l → ∞, respectively, for all l ∈ {1, 2, . . . , d}. We put 0 := (0, 0, . . . , 0), 1 := (1, 1, . . . , 1) and ∞ ∞ ∞ := (∞, ∞, . . . , ∞).
In our considerations {X n : n ∈ Z d } is a d-dimensional stationary random field. We ask for the asymptotics of P(M N(n) ≤ v n ), as n → ∞, for N = {N(n) : n ∈ N} ⊂ N d such that N(n) → ∞ ∞ ∞ and N * (n) := N 1 (n)N 2 (n) · · · N d (n) ∼ n d (4) and {v n : n ∈ N} ⊂ R.
We are interested in weakly dependent fields. In the paper we assume that
is satisfied for some r n → ∞ and all k n → ∞ such that k n = o(r n ), with
Applying the classical fact (see, e.g., O'Brien [16] ):
(a n ) n − exp(−n(1 − a n )) → 0 as n → ∞, for a n ∈ [0, 1],
we get that (5) implies
Above, p l (n) = o(N l (n)) for all l ∈ {1, 2, . . . , d}, which we briefly denote p(n) = o(N(n)).
Remark 2.1. Weak dependence in the sense of (5) is guaranteed by, e.g., Cw-mixing defined by Leadbetter and Rootzén [14] (see Proposition 3.2 ibid.) or Condition B N 1 (v n ) introduced by Jakubowski and Soja-Kukieła [12] .
For technical needs of further sections, we define the set A(p) ⊂ Z d for arbitrary p ∈ N d as follows
where ≺ denotes the lexicographic order in Z d . We have i ≺ j iff i = j and i k < j k for the first k where i k and j k differ.
Main theorem
In the following, the main result of the paper is presented. The asymptotic behaviour of P(M N(n) ≤ v n ), as n → ∞, for weakly dependent {X n } and for {N(n)} and {v n } as in Section 2 is described.
then, for every {k n } as above,
holds with p(n) and A(p(n)) given by (6) and (9), respectively.
Remark 3.2. If (5) holds for some k n → ∞, then (10) is implied by the condition
This follows from (8) and the inequality
The proof of the theorem generalizes the reasoning proposed by O'Brien [16, Theorem 2.1] for sequences. In the paper dedicated to 2-dimensional Gaussian fields, French and Davis [9, Lemma 4] , under assumption (12), present arguments similar to ours and leading to a formula analogous to (11) . A way of dividing the event {M p(n) > v n } into p * (n) := p 1 (n)p 2 (n) · · · p d (n) mutually exclusive events, which are similar in some sense, plays a key role in the following proof.
Proof of Theorem 3.1. Let the assumptions of the theorem be satisfied. Then, as we have already noted, (8) holds. Dividing the set {M p(n) > v n } into p * (n) = p 1 (n)p 2 (n) · · · p d (n) disjoint sets, by monotonicity and stationarity, we obtain that
which combined with (8) and the fact that k d n p * (n) ∼ n d gives
In the second step of the proof, we shall show that the inequality reverse to (13) also holds. It is sufficient to consider the case P(M N(n) ≤ v n ) → γ, for some γ ∈ [0, 1], and we do so. Since γ = 0 is excluded by assumption (10) and for γ = 1 the proven inequality is obvious, we focus on γ ∈ (0, 1). Let us choose {t n } ⊂ N + so that t n → ∞ and t n = o(k n ). Put s(n) := (⌊N 1 (n)/t 1 (n)⌋, ⌊N 2 (n)/t 2 (n)⌋, . . . , ⌊N d (n)/t d (n)⌋) and s * (n) := s 1 (n)s 2 (n) · · · s d (n). Since t n = o(r n ), (8) holds with k n replaced by t n and p(n) replaced by s(n). Also p(n) = o(s(n)) and s(n) = o(N(n)). Moreover, for the sets
we obtain that
Applying (8) twice, we get
and, consequently,
Now, observe that
by property (14), subadditivity and monotonicity of probability, and, finally, by stationarity of {X n }. Applying (8) with (k n , p(n)) replaced by (t n , s(n)) and the fact that t d n s * (n) ∼ n d , we conclude that
Since inequalities (13) and (15) are both satisfied, the proof is complete. (16) given below is a multidimensional counterpart of the local mixing Condition D (m+1) (v n ) defined in [5] for sequences and it is satisfied by, e.g., m-dependent fields (see Section 6.1). Corollary 3.3. Let the assumptions of Theorem 3.1 be satisfied. Then
where k n → ∞ is such that k n = o(r n ).
We point out that Corollary 3.3 reforms a faulty formula proposed by Ferreira and Pereira [8, Proposition 2.1]; see [11, Example 5.5] .
Remark 3.4. In Theorem 3.1, one can replace A(p(n)) by
and establish the modified theorem in a fully analogous way. Remark 3.6. It is worth noting that translation invariant linear orders on the set of indices Z d , in particular the lexicographic order ≺, play a significant role in considerations (by, e.g., Basrak and Planinić [4] , Wu and Samorodnitsky [18] ) on the extremes of regularly varying fields.
Extremal index
In this section, we apply the results given in Section 3 to establish formulas (18) and (19) for the extremal index θ for random fields. We refer to Choi [6] or Jakubowski and Soja-Kukieła [11] for definitions and some considerations on the extremal index in the multidimensional setting.
Here, we present a method of calculating θ ∈ [0, 1] satisfying
whenever such θ exists. Let us observe that, according to (7) , we have
and moreover, by Theorem 3.1,
for N(n), v n and p(n) satisfying appropriate assumptions. Hence, provided that
condition (17) is satisfied if and only if
Formula (18), allowing computation of extremal indices θ for random fields, is a multidimensional generalization of (2). In the special case, when assumption (16) is satisfied, it is easy to show that formula (18) simplifies to the following one:
The above formulas are in line with the interpretation of θ as the reciprocal of the mean number of high threshold exceedances in a cluster. Indeed, they answer the question: What is the asymptotic probability that a given element of a cluster is the distinguished element of the cluster?, where the distinguished element in a cluster is the greatest one with respect to the lexicographic order ≺. Such identification of a unique representative for each cluster is called declustering, declumping or anchoring and has much in common with compound Poisson approximations (see, e.g., [1, 2, 4] ).
Remark 4.1. Formula (18) justifies the following definition of the runs estimatorθ R N(n) for the extremal index θ:
with S n denoting the number of exceendances over v n in the set {k ∈ Z d : 1 ≤ k ≤ N(n)}.
Example: moving maxima
Below, we use the results from Sections 3 and 4 to describe the asymptotics of partial maxima for the moving maximum field. We note that approaches to the problem using different methods can be found in Basrak and Tafro [3] or Jakubowski and Soja-Kukieła [11] . In the following, {Z n } is an array of i.i.d. random variables satisfying
for some index α > 0 and slowly varying function L, and
We define a n := inf{y > 0 : P(|Z 0 | > y) ≤ n −d } and v n := a n v with fixed v > 0. Then
Let us consider the moving maximum field {X n } defined as
where c j ∈ R, not all equal to zero, satisfy
From Cline [7, Lemma 2.2] it follows that the field {X n } is well defined and, with q := 1 − p,
We want to apply Theorem 3.1 to describe the asymptotics of partial maxima. To do this, let us observe that the exponent in (11) satisfies
as n → ∞, where the second equality follows from (23) combined with the choice of {v n } and the last one is a consequence of the independence of Z j for j ∈ Z d . Note that we have
Moreover, for p min (n) := min{p l (n) : 1 ≤ l ≤ d} and for q(n) ∈ N chosen so that q(n) → ∞, q(n) ≤ p min (n)/2 and q(n) d n d P(max{c i Z 0 : i > p min (n)/2} > v n ) → 0, it follows that
The first summand on the right-hand side tends to zero due to the choice of q(n) and the second one tends to zero by properties (22), (23) and the definition of v n . We conclude that (1))+o (1) .
To complete the above calculation, it is sufficient to observe that
with c + := max i∈Z d max{c i , 0} and c − := max i∈Z d max{−c i , 0}. By (11) we obtain
Applying formula (18) and property (23), we calculate the extremal index of {X n } as follows
whenever the denominator is positive, which is the only interesting case.
Maxima of m-dependent fields
In this section we focus on m-dependent fields. We recall that {X n } is called m-dependent, for some m ∈ N, if the families {X i : i ∈ U } and {X j : j ∈ V } are independent for all pairs of finite sets U, V ⊂ Z d satisfying min{ i − j : i ∈ U, j ∈ V } > m. Let us assume that {X n } is m-dependent and satisfies (10) for some sequence {v n } ⊂ R. Then, it is easy to show that condition (12) holds too (see [11, Remark 4.2] ). Below, we present two methods that can be applied to calculate the limit of P(M N(n) ≤ v n ). A direct connection between them can be given and we illustrate it in the case d = 2.
First method
The first of the presented methods is a consequence of the main result presented in the paper. Since the field {X n } is m-dependent, it satisfies (5) for each k n → ∞ such that k n = o(r n ), for some r n → ∞ (see, e.g., [11] ). Moreover, the inequality
holds with the right-hand side tending to zero by (12) . From Corollary 3.3 we obtain that P M N(n) ≤ v n = exp −n d P(X 0 > v n , M A((m,m,...,m)) ≤ v n + o(1).
(24)
Second method
The second formula comes from Jakubowski and Soja-Kukieła [11, Theorem 2.1]. It states that, under the above assumptions on {X n }, we have
This result is a consequence of the Bonferroni-type inequality from Jakubowski and Rosiński [10, Theorem 2.1].
Comparison
For d = 1, both of the formulas simplify to the well-known result of Newell [15] :
Each of them allows us to describe the asymptotic behaviour of maxima on the base of tail properties of joint distribution of a fixed finite dimension. To apply the first method, one uses the distribution of the (1 + d j=1 m(2m + 1) j−1 )-element family {X n : n ∈ {0} ∪ A((m, m, . . . , m))}. To involve the second method, one bases on the distribution of the (m + 1) d -element family {X n : 0 ≤ n ≤ (m, m, . . . , m)}.
Below, a link between the two formulas is described. To avoid annoying technicalities, we focus on d = 2. First, let us notice that Summarizing, we have confirmed that both presented methods lead to the same result.
