Estimating the cardinality (i.e., the number of answers) of conjunctive queries is extensively used in data management systems. This problem is particularly difficult in RDF systems since queries over RDF data are navigational and thus tend to involve many joins. In this paper we present a new technique for estimating the cardinality of conjunctive queries in RDF. We use a summary of an RDF graph as a synopsis that we interpret using a possible world semantics. We formalise the estimation problem as computing the expectation of query cardinality over all RDF graphs represented by the summary, and we present a closed-form formula for computing the expectation of arbitrary queries. We also discuss approaches to RDF graph summarisation. Finally, we show empirically that our cardinality technique is more accurate and more consistent, often by orders of magnitude, than several state-of-the-art approaches.
INTRODUCTION
The Resource Description Framework (RDF) [23] data model is often used in applications where developing a rigid schema is either infeasible or undesirable. An RDF graph is a set of triples of the form ⟨s, p, o⟩, where s, p, and o are objects called resources; by viewing triples as directed labelled edges, an RDF graph corresponds to an ordinary directed labelled graph. SPARQL [18] is the standard RDF query language. Conjunctive queries (also known as basic graph patterns) are the basic type of SPARQL queries, and estimating their cardinality (i.e., the number of answers) is an important problem. For example, estimates are used to determine the cost of query plans, so estimation accuracy directly influences plan quality [26] . Thus, cardinality estimators are key components of most RDF systems.
Cardinality estimation has a long tradition in databases. It is usually solved by summarising a database to different kinds of synopses that can be used to accurately estimate the cardinality of certain queries. One-dimensional synopses, such as one-dimensional histograms [20, 33] and wavelets [28] , can summarise one attribute of one relation, so they can be used on queries involving one selection on a single relation. Multidimensional synopses, such as multidimensional histograms [1, 6, 16, 34] , multidimensional wavelets [8, 13] , discrete cosine transforms [24] , and kernel methods [15] , can summarise several attributes of one relation, so they can be used on queries involving several selections on a single relation. Schema-level synopses, such as graphical models [14, 40] , sampling * This work was done while the author was working at the University of Oxford.
WWW'18, April 2018, Lyon, France 2018. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 https://doi.org/10.1145/nnnnnnn.nnnnnnn [2, 41] , TuG synopses [36] , and statistical views [5, 11, 38] can summarise several attributes over different relations, but they often require a join schema that identifies the supported joins.
Queries whose cardinality cannot be estimated using the available synopses are typically broken into subqueries that can be estimated, and partial estimates are combined using ad hoc assumptions [4, 12] : the independence assumption assumes that each selection or join affects the query answers independently, the preservation assumption assumes that each attribute value of a relation participating in a join is present in the join result, and the containment assumption assumes that, for each pair of joined attributes, all values of one attribute are contained in the other attribute. However, these assumptions usually do not hold in practice and thus introduce estimation errors that compound exponentially with the number of joins [21] . Due to the graph-like nature of RDF, queries in RDF often navigate over paths and thus contain many (self-)joins (ten or more are not rare). Techniques that aim to address these specifics of RDF either just adapt relational approaches [19, 31, 37] or focus on particular types of queries (e.g., star or chain queries) [30] and fall back to the ad hoc assumptions for other types of queries. Hence, as we show in Section 6, accurately estimating the cardinality of complex RDF queries remains challenging.
To address these issues, in Section 3 we propose a new, principled technique for estimating the cardinality of conjunctive queries over RDF data. Our technique is based on graph summarisation-the process of compressing a graph by merging its vertices. Summaries have already been used for graph exploration [29, 39] , fast approximate graph analytics [25, 35] , and query processing [7] . In Section 3, we introduce a specific kind of summary that we use as a schemalevel synopsis for RDF data. Following LeFevre and Terzi [25] , we interpret a summary using a possible world semantics as a family of RDF graphs represented by the summary. We formalise the cardinality estimation problem as computing the expectation of the query cardinality across this family, and so our approach does not require any ad hoc assumptions. Finally, we show how to determine the probability that the estimation error exceeds a given bound. To the best of our knowledge, this is the first approach that can provide such guarantees for arbitrary queries.
In Section 4 we present formulas for computing the expected cardinality and its variance. Our formulas can handle queries of the form SELECT * WHERE { BGP } for BGP a basic graph pattern, which form the core of SPARQL. Note that, without DISTINCT, projecting variables in the SELECT clause does not affect the query cardinality.
To apply our framework in practice, effective graph summarisation algorithms are needed. Any summarisation algorithm can be used with our technique in principle, but some will fit our framework better than others: we intuitively expect that a good summary arXiv:1801.09619v1 [cs.DB] 29 Jan 2018 should merge vertices participating in similar connections. Hence, algorithms for unlabelled graphs [25, 29, 35] are unlikely to work well on RDF, where links are inherently labelled. We experimented with an adaptation of the SNAP [39] technique to RDF, but it produced very large summaries. A recently proposed RDF-specific summarisation technique seems very promising, but its computational complexity seems very high [7] . Thus, in Section 5 we present a new graph summarisation approach. In the first step, we use a simple notion of similarity based on the labels on the edges that resources occur in. If the resulting summary is not sufficiently small, in the second step we further merge resources based on the similarity of the connections resources participate in.
In Section 6 we present the results of an extensive evaluation on LUBM, WatDiv, and DBLP benchmarks with 55 M to 109 M triples, and 15 to 103 queries. We compared the accuracy of our technique against RDF-3X [31] and the characteristic sets technique [30] (both specifically targeting RDF data), PostgreSQL (which uses one-dimensional histograms), and SystemX (a prominent commercial RDBMS that combines histograms with dynamic sampling); we considered both triple table and vertical partitioning for storing RDF in RDBMSs. We show that our technique is generally more accurate than the related approaches, often by orders of magnitude.
The proofs of all of our technical results are given in full in the appendices.
DEFINITIONS AND NOTATION
We now recall the relevant definitions and notation. RDF vocabulary consist of resources, which are URIs (i.e., abstract entities) or literals (i.e., concrete values described by datatypes such as xsd:string or xsd:integer). A term is a resource or a variable. An (RDF) atom is a triple of the form ⟨s, p, o⟩, where s, p, and o are terms called the subject, predicate, and object, respectively. An (RDF) triple is a variable-free atom. An (RDF) graph is a finite set of triples.
A substitution π is a mapping of variables to terms; the domain and range of π are dom(π ) and rng(π ), respectively; varrng(π ) is the set of all variables in rng(π ); and π is empty if dom(π ) = ∅. Let Z be a term, an atom, or a set of atoms. Then, π (Z ) is obtained from Z by replacing each occurrence of x ∈ dom(π ) in Z with π (x); if Z is a set of atoms, then π (Z ) is also a set and does not contain duplicates. Moreover, res(Z ), var(Z ), and term(Z ) are the sets of resources, variables, and terms occurring in Z , respectively. SPARQL [18] is a standard query language for RDF. Its syntax is very verbose, so we use a more compact notation that captures basic SPARQL queries of the form SELECT * WHERE { BGP }. SPARQL variables are written as ?x, but we drop the question mark and reserve (possibly indexed) letters x, y, and z for variables. A conjunctive query (CQ) q is a finite set of atoms. A substitution π is an answer to q on an RDF graph G if dom(π ) = var(q) and π (q) ⊆ G; moreover, ⟦q⟧ G is the set of all answers to q on G, and the cardinality of q on G is the size of ⟦q⟧ G . For technical reasons, we allow q to be empty, in which case ⟦q⟧ G contains just one empty answer.
These definitions are compatible with the ones by Pérez et al. [32] ; however, since we consider only CQs without variable projection, we simplify the notation and treat the query as a finite set of atoms.
The q-error is often used to measure precision of cardinality estimates [30] : if a query returns N answers and its cardinality is estimated as E, the q-error of the estimate is e = max(N ′ /E ′ , E ′ /N ′ ), where N ′ = max(N , 1) and E ′ = max(E, 1). Intuitively, the q-error shows the difference in the orders of magnitude between a real cardinality N and its estimation E, regardless of whether E overor undershoots N . We use N ′ and E ′ instead of N and E in the definition of q-error in order to avoid division by zero, as well as to prevent artificially high q-error values when E < 1.
Let n ≥ m > 0 be integers. Then, n m = n! m!(n−m)! is the binomial coefficient, (n) m = n(n − 1) . . . (n − m + 1) is the falling factorial, and [m, n] is the set of all integers between m and n (inclusive).
CARDINALITY ESTIMATION FRAMEWORK
To obtain a synopsis that can estimate the cardinality of a query without ad hoc assumptions, we must 'compress' our input RDF graph while preserving as much of its structure as possible. This has been achieved in related settings using graph summarisation [7, 25, 29, 35, 39] , and in this section we adapt graph summaries so they can estimate CQ cardinality in a principled way.
Consider the input graph G in Figure 1 where employees are connected to their cars and managers, and resources are assigned to classes (using the rdf :type predicate) as shown in the legend. A summary S of G is obtained by merging the resources of G into buckets as shown using dotted boxes; for example, employees e 1 and e 2 are replaced by bucket b 1 , and e 3 and e 4 by another bucket b 3 . In contrast to the existing approaches, in our approach each edge in S is labelled with the number of edges of G that collapse due to merging. For example, the manages edge from e 1 to e 2 collapses into a self-loop on b 1 of weight 1, and the edges from e 1 to e 3 and from e 2 to e 4 collapse into an edge from b 1 to b 3 of weight 2.
Our objective is to estimate the cardinality of a CQ q on G using S, rather than G. To this end, we interpret S using the 'possible worlds' semantics [25] : we assume that S represents with equal probability each graph G ′ that summarises as S-that is, if we replace the resources of G ′ with buckets in the same way as when we constructed S from G, we obtain S. Thus, S represents the input graph G, but, due to the loss of information in summarisation, it represents other graphs as well. In Figure 1 , in addition to G, summary S also represents graphs G 1 and G 2 . We then estimate the cardinality of q on G as the expected cardinality of q over all graphs represented by S. Instead of the assumptions mentioned in Section 1, we thus use a consistent semantic interpretation of S.
We next formalise our notion of a summary. We do not talk of a 'summary of an input graph G': we view a summary as a synopsis that represents a family of graphs. In Section 5, we shall present techniques for constructing a summary from an input graph G. Definition 3.1. A summary S = ⟨H, w, µ⟩ is a triple where H is an RDF graph called the summarisation graph, w : H → N is a weight function assigning a positive natural number to each triple in H , and µ is a surjective summarisation function from a finite set of resources dom(µ) to res(H ). The resources of res(H ) are called buckets.
For Z a term, an atom, or a set of atoms, µ(Z ) is obtained from Z by replacing each resource d ∈ res(Z ) ∩ dom(µ) with µ(d); if Z is a set, then µ(Z ) is a set as well (i.e., duplicates are removed). Moreover, the S-size s[b] of a bucket b ∈ res(H ) and the S-size s[⟨b 1 Figure 1 : An example RDF graph G (a), its summary S (b), and example graphs G 1 and G 2 that also summarise as S (c)
While buckets in histograms record value ranges, in our approach µ explicitly associates buckets with resources; this is needed as there is no natural notion of a range of RDF resources. In Figure 1 ,
, and µ is identity on all remaining resources, all of which occur in G as a predicate or the object of a triple whose predicate is rdf :type (such as owns, rdf :type, or Van).
The size of a bucket b is the number of resources mapped to b; in our example, We now estimate the cardinality of a CQ q as the expected cardinality of q over all graphs represented by S. We also introduce the related, natural notion of cardinality variance. 
Please note that E q,S is not necessarily a natural number. For example, if q is a variable-free query, then |⟦q⟧ G | is equal to the number of graphs in R S that contain q; since |⟦q⟧ G | ≤ |R S | is always satisfied, E q,S is a rational number satisfying 0 ≤ E q,S ≤ 1.
Using E q,S and σ 2 q,S , we can bound from above the probability P (e ≥ ε) that the q-error of the estimate exceeds a given amount ε as shown in Theorem 3.5. Intuitively, for a graph G ′ chosen from R S uniformly at random, P (e ≥ ε) is the probability that E q,S over-or underestimates |⟦q⟧ G ′ | by a factor larger than ε; we can equivalently express this by saying that P (e ≥ ε) · |R S | is the number of such graphs G ′ . We show in Section 6.6 that P (e ≥ ε) is often small even for ε as low as 10, so in such cases there is good chance that the cardinality of q on our input graph is close to E q,S . Theorem 3.5. Let q be a CQ and let S be a summary such that E q,S ≥ 1. Then, for each ε > 1 and for e the q-error of estimating the cardinality of q as E q,S , we have
If ε ≥ E q,S holds additionally, then the numerator ε · σ q,S on the right-hand side of the inequality can be replaced with σ q,S .
COMPUTING THE EXPECTATION
Given a CQ q and a summary S = ⟨H, w, µ⟩, we can compute E q,S by iterating over all graphs in R S , but this is impractical since the number of such graphs is exponential in |H |. In this section, we present formulas that compute E q,S in time polynomial in |H |.
Intuition
Our formulas are quite complex, so we first discuss the intuitions using the summary S for Figure 1 and several example queries. We first explain how to compute E q,S for variable-free queries, which is the basic element of our approach. Let
and it is zero otherwise; thus, the numerator of E q 1 ,S is equal to the number of graphs in R S that contain all atoms of q 1 (i.e., that contain q 1 as a subset). Triples f 1 and f 2 of the query are summarised as h 1 = ⟨b 1 , manages, b 3 ⟩ and h 2 = ⟨b 3 , owns, b 4 ⟩; for readability, let w i = w[h i ] and s i = s[h i ] for i ∈ {1, 2}. Now every expansion of h 1 is determined by a choice of w 1 triples from s 1 possibilities, so there are a total of s 1 w 1 expansions of h 1 . Moreover, each expansion of h 1 that contains f 1 is obtained by choosing f 1 and the remaining w 1 − 1 triples from s 1 − 1 possibilities; thus, a total of s 1 −1 w 1 −1 expansions of h 1 contain f 1 . Analogously, h 2 has s 2 w 2 expansions, of which s 2 −1 w 2 −1 contain f 2 . Now a key observation is that f 1 and f 2 are summarised as distinct triples; consequently, the expansions of h 1 and h 2 are independent, and so the total number of expansions of h 1 and h 2 , and the number of expansions containing both f 1 and f 2 , are given by the product of the above factors. Finally, the expansions of each triple h ∈ H \ {h 1 , h 2 } are independent from and thus irrelevant to q 1 , so they do not affect E q 1 ,S . Hence, we get
Next, we demonstrate how to deal with variables in the query, so let q 2 = {⟨x, manages, y⟩, ⟨y, owns, z⟩}. For each G ′ ∈ R S and each π ∈ ⟦q 2 ⟧ G ′ , query π (q 2 ) does not contain variables, so we can compute E π (q 2 ),S just as for q 1 , and then compute E q 2 ,S by summing the contribution of each π . Enumerating all π would be inefficient, but note that, for each π ∈ ⟦q 2 ⟧ G ′ , there exists τ ∈ ⟦µ(q 2 )⟧ H such that µ(π (x)) = τ (x) for all x ∈ dom(π ); we say that τ expands into π . Thus, for each τ , we can compute E π (q 2 ),S for just one prototypical substitution π that τ expands into, and then multiply E π (q 2 ),S by the number of expansions of τ . Evaluating µ(q 2 ) on H produces
For τ 1 , we can select, say, π = {x → e 1 , y → e 3 , z → c 3 } as a prototypical expansion of τ 1 ; then π (q 2 ) = q 1 , and so E π (q 2 ),S = 0.25. Moreover, since τ 1 maps both atoms of q 2 to distinct triples in H , each expansion π of τ 1 does the same; thus, we can obtain all such π by expanding each variable in dom(τ 1 ) independently, and so
Thus, τ 1 contributes to E q 2 ,S by 8 · 0.25 = 2. We compute the contributions of τ 2 and τ 3 analogously as 2 3 · 1·1 4·4 = 0.5 and 2 3 · 2·1 4·4 = 1. By summing all contributions we get E q 2 ,S = 2 + 0.5 + 1 = 3.5.
Generalising to any CQ q, formula (1) sums the contribution of each τ ∈ ⟦µ(q)⟧ H : the first factor counts the expansions of τ to a prototypical π , and the second one counts the contribution of π .
However, formula (1) is correct only if each answer to µ(q) in H maps all atoms of µ(q) to distinct triples in H . Consider a query q 3 = {⟨e 3 , owns, x⟩, ⟨e 3 , owns, y⟩}, so ⟦µ(q 3 )⟧ H contains answers
Answers τ 1 and τ 2 map the atoms of µ(q 3 ) to distinct triples in H , so their contributions are given by (1) as 2 · 2 · 2 2·2 · 1 2·2 = 0.5. In contrast, τ 3 maps both atoms of µ(q 3 ) to h 3 = ⟨b 3 , owns, b 4 ⟩, so τ 3 expands into two kinds of π . First, π can map both atoms of q 3 to the same triple (e.g., ⟨e 3 , owns, c 4 ⟩ ∈ G 2 ). Then π (q 3 ) contains just one atom, so E π (q 3 ),S = w [h 3 ]/s[h 3 ] = 2/4 = 0.5; also, x and y are mapped to the same value in each such π , so the number of such π is N 1 = s[τ 3 (x)] = 2. Second, π can map the atoms of q 3 to distinct triples. Then, each expansion of h 3 containing π (q 3 ) corresponds to a choice of w[h 3 ] − 2 triples out of s[h 3 ] − 2 possibilities, so
expansions of τ 3 , and N 1 = 2 of these map x and y to the same resource; thus, N 2 − N 1 = 2 expansions of τ 3 map x and y to distinct resources;
and so τ 3 contributes to E q 3 ,S by N 1 · 0.5 + (N 2 − N 1 ) · 0.167 = 1. 33 . Finally, answer τ 4 maps both atoms of µ(q 3 ) to the same triple h 4 = ⟨b 3 , owns, b 2 ⟩, but no expansion of τ 4 contains two triples since w[h 4 ] = 1; thus, we consider only s[τ 4 (x)] = 2 expansions π of τ 4 , each mapping both atoms of q 3 to the same triple and thus contributing by E π (q 3 ),S = 1/2 = 0.5; hence, τ 4 contributes to E q 3 ,S by 2 · 0.5 = 1. Finally, we get E q 3 ,S ≈ 0.5 + 0.5 + 1.33 + 1 = 3.33.
Formalisation
For this section, we fix a consistent summary S = ⟨H, w, µ⟩, a CQ q with res(q) ⊆ dom(µ), and an arbitrary total order ≤ on terms where d ≤ x holds for each resource d and each variable x.
We first introduce a notion of a partition of q. Intuitively, a partition groups the atoms of q into disjoint sets, and it describes the 'type' of answer to q on graphs in R S where all atoms from each such group are mapped to the same triple.
The term graph G P for P contains all terms from term(q) as vertices, and undirected edges between terms s 1 and s 2 , p 1 and p 2 , and o 1 and o 2 for each u ∈ P and all atoms ⟨s 1 ,
The partition base B for q is the set of all unifiable partitions of q. The partial order ⪯ on B is defined so that, for P, P ′ ∈ B, relationship P ⪯ P ′ holds iff, for each u ∈ P, there exists u ′ ∈ P ′ with u ⊆ u ′ .
For P, P ′ ∈ B with P ⪯ P ′ , a chain from P to P ′ of length ℓ ≥ 0 is a sequence P = P 0 , . . . , P ℓ = P ′ of partitions from B where P i−1 ≺ P i holds for i ∈ [1, ℓ]; moreover, C e (P, P ′ ) and C o (P, P ′ ) are the numbers of chains from P to P ′ of even and odd length, respectively; finally, K(P, P ′ ) = C e (P, P ′ ) − C o (P, P ′ ).
Note that ∅ is the only unifying partition of q = ∅. Moreover, C e (P, P) = 1 and C o (P, P) = 0 for each P ∈ B, so K(P, P) = 1.
Let q 3 = {a 1 , a 2 } for a 1 = ⟨e 3 , owns, x⟩ and a 2 = ⟨e 3 , owns, y⟩ be as in Section 4.1. Then, P 1 = {{a 1 }, {a 2 }} and P 2 = {{a 1 , a 2 }} are the unifiable partitions of q 3 : partition P 1 represents the answers to q 3 on graphs in R S that map a 1 and a 2 to distinct triples, and P 2 represents the answers that map a 1 and a 2 to the same triple; the latter is captured by γ P 2 = {y → x } (assuming x ≤ y). Also, P 1 ≺ P 2 and K(P 1 , P 2 ) = −1 show that the answers to q 3 satisfying P 2 are exactly the answers to q 3 minus the answers to q 3 that satisfy P 1 .
For an answer τ to µ(q) on H and an appropriate partition P, we define coefficients N τ (P) and F τ (P) as follows. 
Set B τ contains all partitions of B satisfied by τ . For P ∈ B τ , let
In our example, γ P 2 (x) = γ P 2 (y) and τ 1 (x) τ 1 (y) imply that P 2 is not satisfied by τ 1 , which intuitively means that no expansion of τ 1 can match the atoms of q 3 as required by P 2 . Moreover,
the expansions of τ 3 that comply with γ P 1 and γ P 2 , respectively; thus, the number of expansions of τ 3 complying with just P 1 is
The contribution of each expansion of τ 3 matching the atoms of q 3 to distinct triples is
Thus, to compute E q,S , we evaluate µ(q) in H and, for each answer τ , we combine F τ (P) and N τ (P ′ ) as in the following theorem. Enumerating all τ corresponds to query answering and is thus polynomial in |H |, and the size of B τ does not depend on H ; hence E q,S can be computed in time polynomial in |H |. 
Theorem 4.4 shows how to compute the variance of the cardinality of query q, and it is proved using the well-known fact that We next introduce the notion of µ-unification-free queries, where no two distinct atoms can ever be mapped to the same triple. Proposition 4.6 shows that, for such queries, the simpler formula (1) correctly computes the expectation E q,S . Definition 4.5. Atoms a 1 and a 2 are unifiable if a substitution κ exists such that κ(a 1 ) = κ(a 2 ). Query q is µ-unification-free if no two distinct atoms of µ(q) are unifiable; otherwise, query q is µ-unifiable.
Proposition 4.6. Formula (1) correctly computes E q,S when q is a µ-unification-free query.
Queries q 1 and q 2 from Section 4.1 are µ-unification-free, while q 3 is not. Moreover, query q 4 = {⟨e 3 , owns, x⟩, ⟨e 4 , owns, y⟩} is also not µ-unification-free: its atoms unify after applying µ to q 4 . Note that queries used in practice often consist of atoms of the form ⟨t, r , t ′ ⟩ and ⟨t, rdf :type, r ⟩ where t and t ′ are terms and r is a distinct resource; then, such queries are unification-free whenever each such resource r is assigned to a distinct bucket.
If q is µ-unification-free, then P = {{a i } | a i ∈ q} is the only unifiable partition of q, so the estimation formula simplifies to (1) . In particular, P ′ in the last sum in Theorem 4.3 can in such cases only be P, so the summation reduces to N τ (P)-the first product of (1). Moreover, the atoms of µ(q) cannot be equated, so # h = 1 for each h ∈ τ (µ(q)); thus, F τ (P) reduces to the second product of (1).
SUMMARISING RDF GRAPHS
As we have mentioned in Section 1, reusing existing graph summarisation techniques proved challenging: some produced summaries that did not lead to accurate cardinality estimates, and others could not be efficiently applied to large graphs. We thus developed a new summarisation approach consisting of two steps we describe next.
Typed Summary
To obtain a coarse measure of resource similarity, we assign to each
which is a tuple consisting of four components described next.
The most important component of t d is the class type C(d) of d, which is the set defined as follows:
One can intuitively expect that a summary whose buckets contain, say, both people and cars, is unlikely to provide good cardinality estimates. Thus, our summarisation approaches will put resources d 1 and d 2 into the same bucket only if C(d 1 ) = C(d 2 ) holds. A similar idea has been used in query answering over ontologies [9] .
Sets O(d) and I (d) describe the outgoing and incoming connections of d. Let ⟨p 1 , . . . , p k ⟩ be an arbitrary ordering of the predicates in G different from rdf :type; then, we could capture the outgoing connections of d by a vector ⟨n 1 , . . . , n k ⟩, where each n i is the number of the outgoing connections from d for predicate p i . This, however, is likely to create too many types: resources in an RDF graph are unlikely to have exactly the same outgoing connections with the same cardinalities. We thus represent the cardinality information using histograms. For each predicate p i , we compute the set out p i that, for each resource d j occurring in G in subject position, contains a pair ⟨d j , |{o ∈ res(G) such that ⟨d j , p i , o⟩ ∈ G}| ⟩ associating d j with the number of resources that d j is connected to via property p i . We sort the pairs in out p i by the value of their second component into a list ⟨d 1 , n 1 ⟩, . . . , ⟨d N , n N ⟩. Finally, given a predetermined number J i of histogram buckets (not to be confused with summary buckets) for p i , we create a histogram for out p i : for w = ⌈N /J i ⌉, the first bucket contains resources d 1 , . . . , d w and has ID 1, the second bucket contains resources d w +1 , . . . , d 2w and has ID 2, and so on. Thus, each bucket contains resources with similar outgoing frequencies for p i , and the difference between bucket IDs is indicative of the bucket similarity. Then, the outgoing type O(d) of a resource d is the vector ⟨O 1 , . . . , O k ⟩, where each O i is the ID of the bucket that d was assigned to in the histogram for p i . The incoming type I (d) of d is defined analogously. The numbers of buckets can be selected independently for each predicate and direction: it is reasonable to use a larger number of buckets if the relevant frequencies vary significantly across resources.
Finally, we also identify highly connected groups of resources: one can intuitively expect that such resources should be assigned to the same bucket. To this end, we divide the resources into a predetermined number of partitions of roughly the same size while minimising the number of edges between partitions using the algorithms by Karypis and Kumar [22] . The partition type P(d) of a resource d is the partition to which d was assigned to.
Thus, if the types t d 1 and t d 2 of resources d 1 and d 2 are the same, then d 1 and d 2 occur in the same classes (or datatypes), have comparable outgoing and incoming frequencies for all predicates, and belong to the same highly connected component of the RDF graph; hence, we can expect d 1 and d 2 to be similar. Thus, we define the typed summary S = ⟨H, w, µ⟩ of an RDF G as follows: for each resource d ∈ res(G), if d occurs in G in triples of the form ⟨s, d, o⟩ or ⟨s, rdf :type, d⟩, we let µ
Finally, we define H = µ(G) and adjust the function w accordingly.
Summary Refinement by MinHashing
If a typed summary is large, we compress it further by iteratively merging buckets with similar connections to other buckets, and merging types whose class and partition components are identical, and incoming and outgoing type components are similar.
To identify similar buckets in a summary S, we define the vicinity V S (b) of a bucket b ∈ res(H ) as the union of the following sets:
is indicative of the similarity of b 1 and b 2 . This is captured by the Jaccard index [27] of b 1 and b 2 , which is defined as
Thus, we can naïvely reduce the size of S by repeatedly merging the pair of buckets b 1 and b 2 with maximal J S (b 1 , b 2 ), but this is impractical for two reasons. First, computing J S (b 1 , b 2 ) requires iterating over V S (b 1 ) and V S (b 2 ), which can be large. Second, the number of pairs of b 1 and b 2 can be large in even moderately sized summaries. We address the first problems using MinHashing [27] , which uses fixed-sized signatures to approximate J S (b 1 , b 2 ). Given two integer parameters m and n, we generate a MinHash scheme F of size m × n, which is an m × n matrix of hash functions chosen uniformly at random with replacement. Each F [i, j] maps elements of V S (b) (i.e., pairs of resources) to natural numbers. The signature of a bucket b ∈ res(H ) on F and S is the
is a good approximation of the Jaccard index of buckets b 1 and b 2 [27] . 
is likely to be high, so all pairs of buckets in Bin are likely to be similar [27] .
Algorithm 1 uses these ideas to compute a summary of a graph G. It takes as arguments a set of types T covering all resources of G. The for i := 1 to m do 11:
13:
for Bin ∈ Bins such that |Bin| ≥ 2 do 14:
Choose some b ∈ Bin 15:
if sizeBefore − |H | ≤ (|H | − target) · 0.01 then 21: Merge similar types in T 22: if no merge has happened then return S algorithm first converts G into a trivial summary S (line 3) where H = G and µ(d) = d for each d ∈ res(G), and then it computes the sets B t of buckets of type t for each t ∈ T (line 4). The algorithm next enters a loop (lines 5-22) that merges buckets of the same type. It returns S if the number of edges in H is in the required space budget (line 6); otherwise, it considers each type t ∈ T (lines [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and computes the signature of each bucket b ∈ B t (line 9). For each row i of the signature (lines 10-17), the algorithm applies locality sensitive hashing to each bucket b ∈ B t (line 12) and adds b to a bin. The number of bins is not predetermined, which reduces collisions. Finally, for all bins containing at least two buckets, all buckets in the bin are scheduled to be merged into one designated bucket b (lines [13] [14] [15] [16] [17] . Locality sensitive hashing ensures that similar buckets are likely to end in the same bin, but this is not guaranteed so the standard algorithm would merge b ′ and b only if the estimatê J S (b, b ′ ) is above a particular threshold. We skip this step for two reasons: the quadratic step of computingĴ S (b, b ′ ) for all pairs of buckets in a bin can be prohibitive, and the chance that dissimilar buckets are assigned to the same bin is small since we do not limit the number of bins. After all signature rows have been considered, the merges are applied to the summary (line 19). Finally, if the size of S has not been reduced sufficiently, then the types in T are too specific to allow further merges, so the algorithm merges similar types in T (line 21) to allow further reducing in the size of S.
Let t and t ′ be types whose outgoing and incoming types are ⟨O 1 , . . . , O k ⟩ and ⟨O ′ 1 , . . . , O ′ k ⟩, and ⟨I 1 , . . . , I k ⟩ and ⟨I ′ 1 , . . . , I ′ k ⟩. Then, t and t ′ can be similar only if their class and partition types coincide, and their similarity J (t, t ′ ) is the average of the generalised Jaccard indexes [27] of their outgoing and incoming types:
.
Merging t and t ′ produces t ′′ with the class and partition types same as t and t ′ , outgoing type
, and an analogous incoming type; we also set
To merge the types in line 21, the algorithm first groups the types by their class and partition type. Ideally, we would merge the most similar pairs within each such group, but computing the similarity of each pair in the group would be prohibitively expensive. Instead, the algorithm selects 500 pairs at random, computes their similarity, and merges the most similar pair if their similarity is at least 50%. This process is repeated until the size of T is reduced by 20% (if possible), which then allows for further merging of buckets.
Choosing the Parameters
To recapitulate, our algorithm is parametrised by (i) the number of buckets for the incoming and outgoing histograms per predicate, (ii) the number of partitions, (iii) the target size of the summary, and (iv) the size of the MinHash scheme m × n (if used). Standard techniques can be used to choose the number of buckets, such as the Freedman-Diaconis rule [10] . We found it reasonable to partition a graph into 10 partitions, and fall back to just one partition if more than 20% of the edges are cut. We also identified m = 20, n = 2, and target sizes in the order of tens of thousands as reasonable defaults.
EXPERIMENTAL EVALUATION
We implemented our techniques in a prototype system called Sum-RDF. 1 The system is written in Java. It evaluates queries over graphs stored in RAM using left-deep index nested loop joins. We evaluated our system with three distinct objectives. First, we compared the accuracy of the estimates produced by SumRDF and several stateof-the-art RDF and relational systems. Second, we investigated the impact of the correct handling of µ-unifiable queries; these correspond to self-joins and are difficult to estimate. Third, we evaluated the usefulness of the bounds provided by Theorem 3.5. We ran our experiments on a Dell computer with 96 GB of RAM, Fedora 22, and two Xeon X5667 processors with 16 physical cores.
Test Data
We used three well-known RDF benchmarks shown in Table 1 . We group queries by their shape as linear, star, snowflake (joined stars), and complex (e.g., cyclic). For each group, we show the number of all queries, the number of µ-unifiable queries, and the minimal and maximal numbers of atoms in a query. Each query is assigned an ID. All datasets and queries are available on the SumRDF Web site.
LUBM [17] is a synthetic benchmark comprising a data generator, an OWL 2 DL ontology, and 14 test queries. The ontology must be taken into account for the queries to produce results, so we 1 http://www.cs.ox.ac.uk/isg/tools/SumRDF/ generated an RDF graph with 500 universities and extended it with triples implied by the ontology, thus obtaining 91.1 M triples. The 14 queries are relatively simple, and are all µ-unification-free, so we additionally handcrafted 24 queries, five of which are µ-unifiable.
WatDiv [3] is another synthetic benchmark designed to stress-test RDF systems. We used its data generator to obtain an RDF graph with 108.9 M triples. The benchmark also includes three queries and 17 query templates with one parameter, and a generator that replaces the parameter with resources from the RDF graph. We instantiated each query template into five concrete queries and, if the parameter was not in the class position, we obtained one more query by replacing the parameter with a fresh variable. We thus obtained 103 queries overall, all of which are µ-unification-free.
DBLP is a bibliography database that was converted into an RDF graph of 55.5 M triples. We used six queries already been considered in the literature [42] , and we handcrafted nine additional queries. We thus obtained 15 queries, eight of which are µ-unifiable.
Constructing the Summaries
LUBM can be easily partitioned into ten partitions, and the numbers of connections do not vary much across resources so we used just one bucket per histogram. The typed summary for LUBM contained fewer than 15,000 edges, so the refinement step was not needed. In contrast, WatDiv and DBLP could not be effectively partitioned, so we used just one partition type, and we manually selected between one and 64 histogram buckets per predicate. The typed summaries were large so we further refined them using m = 20, n = 2, and target of 45,000 for WatDiv and 30,000 for DBLP. Table 1 shows that each graph was compressed by a factor more than 1,000.
Comparison Systems
We evaluated our system against a portfolio of the following four systems, which represent the state of the art in open-source and commercial (RDF) data management.
RDF-3X
[31] v0.3.7 is a state of the art RDF system whose cardinality estimator was specifically tailored to RDF and was shown to outperform the related approaches.
C-SET is the characteristic sets technique [30] that specifically targets RDF and pays particular attention to star queries. There is no publicly available implementation of this technique, so we reimplemented it ourselves. It was shown to outperform the approach by Stocker et al. [37] , so we did not test the latter separately.
PostgreSQL v9.4.5 uses a conventional cardinality estimator with one-dimensional histograms. Statistics collection was automatic.
SystemX is a commercial RDBMS. 2 Its highly tuned cardinality estimator operates in two modes: in the static mode the system uses statistics collected automatically prior to estimation, and in the dynamic mode it can sample the data during estimation if the estimate accuracy is low. We used the maximum sampling level.
To store RDF data into RDBMSs, we replaced all resources with unique integers, and then we considered two storage modes. First, we stored all triples in one ternary triple table, so all queries amount to self-joins over this Table 1 : Dataset, summary, and query statistics data by storing ⟨s, rdf :type, o⟩ as tuple ⟨s⟩ in a unary relation o, and ⟨s, p, o⟩ with p rdf :type as tuple ⟨s, o⟩ in a binary relation p.
Using multiple tables generally allows for more accurate statistics collection. We thus obtained a total of eight comparison systems: RDF-3X, C-SET, two (P-T and P-V) PostgreSQL variants, and two static (XS-T and XS-V) and two dynamic (XD-T and XD-V) Sys-temX variants. For systems other than C-SET, we obtained their cardinality estimates using their EXPLAIN facility. Figure 3 shows the q-error distribution per dataset and system, thus summarising the results of our accuracy experiments on all 156 test queries. Each bar chart shows the percentages of the queries with q-error in the intervals from the legend. Each box plot groups the q-errors per system: the box shows the lower and upper quartiles of the q-error, the line dividing the box shows the median, the line whiskers show the minimum and maximum, and the diamond mark shows the average. Please note that the maximum q-errors sometimes fall beyond the shown portion of the y axis. As one can see from the figure, SumRDF outperforms the other systems by several orders of magnitude on LUBM and WatDiv. On DBLP, it exhibits the best maximum and average q-errors, and SystemX with dynamic sampling is the only system that provides comparable performance. We conjecture the latter to be due to selections in queries: if a query contains a resource that has not been captured accurately using histograms, more accurate statistics are obtained on demand. Overall, our technique considerably improves the state of the art in cardinality estimation of RDF queries.
Accuracy Experiments
We noticed no pattern in the systems' behaviour on queries with q-error above 10: each system undershoots on some, but overshoots on other queries. Different variants of the same system often differ greatly on the same query; for example, P-T might overshoot while P-V would undershoot, and similarly for SystemX. Also, for each dataset and system, there is a query where the system is most accurate, but SumRDF is never the least accurate.
Atoms of the form ⟨x, rdf :type, C⟩, whose presence in the query does not affect the query answers, were a common source of estimation errors. In C-SET, P-T, and XS-T, such atoms impose a selection on the rdf :type property that is combined using independence assumption, which usually leads to a significant underestimation.
We further analysed difficult queries, where SumRDF exhibited a q-error above 10. Five queries of LUBM have q-errors between 750 and 1,000; three are triangular and two are cyclic. Nine queries of WatDiv have q-error between 10 to 20, and all of these contain one or two selections. Finally, on DBLP, three queries have q-errors between 10 and 20, and additional five have q-errors above 20; all are either cyclic or have up to three selections. Thus, queries Table 3 : The q-error for µ-unifiable queries containing cycles and/or selections are sometimes hard for Sum-RDF. However, most systems exhibited a q-error above 10 on these queries as well. SystemX with dynamic sampling performed better on acyclic queries with selections: the system would additionally sample whenever the statistics were insufficiently precise.
Impact of µ-Unification
Formula (1) for µ-unification-free queries does not require computing the partition base for the query, so the formula should be easier to evaluate than the general formula from Theorem 4.3. Hence, we investigated whether using the general formula improves estimation accuracy. Table 3 compares the q-error of the estimate computed using formula (1) with the q-errors of all other systems (including SumRDF) for all µ-unifiable queries. WatDiv does not occur in the table since all of its queries are µ-unification-free.
As one can see, µ-unifiable queries tend to be difficult: for each query, at least one system exhibits a q-error above 900. However, handling µ-unifiable queries correctly reduces the maximum error by two orders of magnitude, and it also considerably improves the median and the average. Finally, SumRDF considerably outperforms all other systems on all aggregate metrics, apart from the median of XD-V, whereas the aggregate metrics of formula (1) seem similar to P-V. Thus, our principled approach to µ-unifiable queries contributes substantially to estimation accuracy. 
SumRDF
RDF 
Probabilistic Error Bounds
For ε equal to 10, 100, and 1,000, Table 2 shows the bound on the probability of q-error exceeding ε computed as stated in Theorem 3.5. The probabilities (expressed as percentages) are grouped into five intervals. Each table cell shows the number of queries in the interval, and in parentheses the number of queries where the q-error indeed exceeds ε. For example, on LUBM, there are 20 queries for which the probability of q-error being larger than 10 is less than 1%, and for two of these the q-error is larger than 10. We could not compute σ q,S in several cases: query q ∪ ρ(q) from Theorem 4.4 is always µ-unifiable and tends to be very complex. Moreover, Theorem 3.5 does not apply to queries with E q,S < 1. The numbers in parentheses next to each dataset name show the number of queries on which we could compute P (e ≥ ε).
Already for ε = 10, we can correctly bound with 99% certainty the estimates for 18 out of 29 LUBM queries, 15 out of 48 WatDiv queries, and two out of three DBLP queries. With ε = 100, we cover 75% of LUBM, 87% of WatDiv, and all of the DBLP queries. These results suggest that the confidence bounds provided by Theorem 3.5 are indeed very useful. In our future work, we shall incorporate them into query planning algorithms so that a planner can prefer plans with higher confidence cardinality estimates.
CONCLUSION AND OUTLOOK
We presented a new approach for estimating the cardinality of CQs on RDF graphs. Our approach is based on graph summarisation and it formalises the estimation problem based on a precise 'possible worlds' semantics. Our technique can also provide statistical confidence for an estimate, even for arbitrarily shaped, complex CQs. Finally, we showed experimentally that our approach outperforms state of the art RDF and relational cardinality estimators.
We see many exciting opportunities for future work. On the theoretical side, supporting range queries should be easy, but adding DISTINCT and aggregation is likely to be more involved. We shall also try to incorporate further information about the data and thus reduce the number of graphs represented by a summary. On the practical side, we shall further analyse the sources of errors and develop ways of computing more precise summaries, possibly by incorporating variants of dynamic sampling. We shall also investigate how to update the summary without recomputing it from scratch when the underlying graph is updated. 
A PROOF FOR SECTION 3
In this appendix, we prove Proposition 3.3 and Theorem 3.5.
A.1 Proof of Proposition 3.3
To prove Proposition 3.3, we start by defining the inverse of the summarisation function µ in a summary S = ⟨H, w, µ⟩.
Definition A.1. For S = ⟨H, w, µ⟩ a summary, the inverse function µ − of µ maps each bucket b ∈ res(H ) and each triple h ∈ H as follows: 
Proof. Let S = ⟨H, w, µ⟩ be a summary. Then, by Definition 3. distinct such sets G h . So, we can count the total number of RDF graphs in R S as shown in Equation (2). □ A.2 Proof of Theorem 3.5
Theorem 3.5. Let q be a CQ and let S be a summary such that E q,S ≥ 1. Then, for each ε > 1 and for e the q-error of estimating the cardinality of q as E q,S , we have
Proof. First, note that since ε > 1,
so the additional inequality implies the main one. Therefore, it is enough to prove the first bound for the case when E q,S > ε > 1 and the second bound for the case when ε ≥ E q,S ≥ 1. We do this in the rest of the proof.
Let E q,S > ε > 1. The inequality e = max max(|⟦q⟧ G |, 1) max(E q,S , 1)
, max(E q,S , 1)
and, since E q,S > ε > 1, to
Therefore, since ε · E q,S − E q,S > E q,S − E q, S /ε,
The last step follows from Chebyshev's inequality P |⟦q⟧ G | − E q,S ≥ k · σ q,S ≤ 1 k 2 for k = (ε −1)·E q, S ε ·σ q, S . This immediately implies the required bound
Let now ε ≥ E q,S ≥ 1. The inequality e < ε is again equivalent to
and, since ε ≥ E q,S ≥ 1, to |⟦q⟧ G | < ε · E q,S . Therefore,
The last step follows from Chebyshev's inequality for k = (ε −1)·E q, S σ q, S
. This immediately implies the required bound
This concludes the proof of the theorem. □
B PROOFS FOR SECTION 4
In this appendix, we prove Theorems 4.3 and 4.4, and Proposition 4.6. For the rest of this section, we fix an arbitrary consistent summary S = ⟨H, w, µ⟩ and a CQ q such that res(q) ⊆ dom(µ).
B.1 Properties of the Partition Base
We start by formalising the properties of the unifiable partitions of q that were intuitively outlined in Section 4.1. To this end, we first define the notion of an expansion w.r.t. a partition P of an answer τ to µ(q) over H .
Definition B.1. Let τ be an answer to µ(q) on H and let P ∈ B τ be a partition. A substitution π with dom(π ) = var(q) and rng(π ) ⊆ dom(µ) is a τ -expansion to P if, for each x ∈ var(q),
(1) π (x) ∈ µ − (τ (x)), (2) γ P (x) ∈ var(q) implies that π (x) = π (γ P (x)), (3) γ P (x) ∈ res(q) implies that π (x) = γ P (x). Then, exp τ (P) contains each τ -expansion to P, and exp ≺ τ (P) contains each π ∈ exp τ (P) for which no P ′ ∈ B τ exists such that P ≺ P ′ and π ∈ exp τ (P ′ ).
Proposition B.2. For each answer τ to µ(q) on H and each partition P ∈ B τ , the following properties hold: (P1) for each π ∈ exp τ (P), exactly one partition P ′ ∈ B τ exists such that P ⪯ P ′ and π ∈ exp ≺ τ (P ′ ), (P2) for each π ∈ exp ≺ τ (P) and all atoms a, a ′ ∈ q, there exists u ∈ P with a, a ′ ∈ u if and only if π (a) = π (a ′ ).
Proof. For the rest of this proof, we let τ be an arbitrary answer to µ(q) on H . Property (P1) Since B τ is finite and ⪯ is a partial order on B τ , for each P ∈ B τ and each π ∈ exp τ (P), there exists a partition P ′ ∈ B τ such that P ⪯ P ′ and π ∈ exp ≺ τ (P ′ ). Hence, we next show that exp ≺ τ (P 1 ) ∩ exp ≺ τ (P 2 ) = ∅ for all distinct partitions P 1 , P 2 ∈ B τ . Consider two arbitrary distinct partitions P 1 , P 2 ∈ B τ . By the definition of exp ≺ τ (P 1 ) and exp ≺ τ (P 2 ), if P 1 ≺ P 2 or P 2 ≺ P 1 holds, we then have exp ≺ τ (P 1 ) ∩ exp ≺ τ (P 2 ) = ∅. Thus, in the rest of this proof, we consider the case in which P 1 ⊀ P 2 and P 2 ⊀ P 1 . Let ≈ be the smallest equivalence relation on (the atoms of) q such that a ≈ a ′ for all atoms a, a ′ ∈ q such that a, a ′ ∈ u for u ∈ P i with i ∈ [1, 2] . Then, let P be the set of all the equivalence classes of ≈. Since P 1 and P 2 are partitions of q and ≈ is an equivalence relation on the atoms of q, we have that P is a partition of q as well. By the definition of ≈, for each i ∈ [1, 2] and each u ∈ P i , there exists an equivalence class of ≈ that contains each atom in u; thus, we have that P i ⪯ P. By the initial assumptions, we have that P 1 P 2 , P 1 ⊀ P 2 , and P 2 ⊀ P 1 ; therefore, we also have that P 1 ≺ P and P 2 ≺ P. We next show that P ∈ B τ and, for each π ∈ exp τ (P 1 ) ∩ exp τ (P 2 ), we have that π ∈ exp τ (P). Please note that this suffices to show that exp ≺ τ (P 1 ) ∩ exp ≺ τ (P 2 ) = ∅ since P 1 ≺ P and P 2 ≺ P. Consider an arbitrary substitution π with dom(π ) = var(q) and rng(π ) ⊆ dom(µ) such that π ∈ exp τ (P 1 ) ∩ exp τ (P 2 ). Since π is a τexpansion to P 1 and P 2 , for each x ∈ var(q), we have that τ (x) = µ(π (x)). Next, let G P be the term graph for P defined in Definition 4.1. To prove that π is a τ -expansion to P, we first show that, for all terms s, t ∈ term(q) such that s reaches t in G P , we have that π (s) = π (t). To this end, we show that the following property holds for all atoms a, a ′ ∈ q:
(A1) a ≈ a ′ implies that π (a) = π (a ′ ).
To prove auxiliary property (A1), we proceed by induction on the number of steps required to derive a ≈ a ′ . For the base case, the empty relation ≈ 0 clearly satisfies the property. For the inductive step, consider an arbitrary relation ≈ n obtained in n steps that satisfies the property; we show that the same holds for all the equivalences derivable from ≈ n . Since the equality relation = is reflexive, symmetric, and transitive, the derivation of a ≈ n+1 a ′ due to reflexivity, symmetry, or transitivity clearly preserves the required property. So, we next consider an arbitrary i ∈ [1, 2] , a set u ∈ P i , and two atoms a, a ′ ∈ u, so that we derive a ≈ n+1 a ′ . Let a = ⟨s, p, o⟩ and let a ′ = ⟨s ′ , p ′ , o ′ ⟩. Then, by the definition of G P i , terms s, p, and o reach s ′ , p ′ , and o ′ in G P i , respectively. Thus, by the definition of γ P i , we also have that
. By properties (2) and (3) in Definition B.1, we have that π (a) = π (a ′ ), as required.
Please note that G P is obtained by adding an undirected edge between s 1 and s 2 , p 1 and p 2 , and o 1 and o 2 for each u ∈ P and all atoms ⟨s 1 , p 1 , o 1 ⟩, ⟨s 2 , p 2 , o 2 ⟩ ∈ u. By the definition of P, we have that ⟨s 1 , p 1 , o 1 ⟩ ≈ ⟨s 2 , p 2 , o 2 ⟩ for each such pair of atoms. So, because the equality relation = is reflexive, symmetric, and transitive, property (A1) implies that π (s) = π (t) for all terms that are reachable in G P .
Since π (s) = π (t) for all s, t ∈ term(q) such that s reaches t in G P , partition P is unifiable, and so P ∈ B. We next show that P is satisfied by τ and that π satisfies conditions (2) and (3) in Definition B.1. For x ∈ var(q) a variable, we next consider two cases.
• Assume that γ P (x) is a variable y ∈ var(q). By the definition of γ P , we have that x reaches y in G P , and so π (x) = π (y). Since τ (x) = µ(π (x)) and τ (y) = µ(π (y)), we conclude that τ (x) = τ (y). • Assume that γ P (x) is a resource d ∈ res(q). By the definition of γ P , we have that x reaches d in G P , and so π (x) = d. Since τ (x) = µ(π (x)), we conclude that τ (x) = µ(d).
Therefore, P is satisfied by τ and π satisfies conditions (2) and (3) in Definition B.1; thus, π is a τ -expansion to P, as required. Property (P2) Let P ∈ B τ be a partition and let π ∈ exp ≺ τ (P) be a τ -expansion; we show that, for all a, a ′ ∈ q, there exists u ∈ P with a, a ′ ∈ u if and only if π (a) = π (a ′ ).
(⇒) By properties (2) and (3) in Definition B.1 and by Definition 4.1 of γ P , we have that π (a) = π (a ′ ) for each u ∈ P and all a, a ′ ∈ u, as required.
(⇐) For the sake of a contradiction, assume that two atoms a, a ′ ∈ q exist such that π (a) = π (a ′ ), but no u ∈ P exists such that a, a ′ ∈ u. Then, let P ′ be the partition of q such that, for all a 1 , a 2 ∈ q, there exists u ′ ∈ P ′ such that a 1 , a 2 ∈ u ′ if and only if π (a 1 ) = π (a 2 ). Please note that, by the definition of P ′ , a set u ′ ∈ P ′ exists such that a, a ′ ∈ u ′ .
We first show that P ≺ P ′ . To this end, consider an arbitrary u ∈ P and two arbitrary atoms a 1 , a 2 ∈ u. Because π is a τ -expansion to P, we have that π (a) = π (a ′ ), and so a set u ′ ∈ P ′ exists such that a 1 , a 2 ∈ u ′ . Thus, we have that P ⪯ P ′ . Furthermore, by the initial assumption, there exists no u ∈ P such that a, a ′ ∈ u; hence, we also have that P ≺ P ′ .
By the construction of P ′ , we have that π (s) = π (t) for all terms s, t ∈ term(q) such that s reaches t in G P ′ . So, P ′ is a unifiable partition of q and satisfies properties (2) and (3) of Definition B.1. Since π is a τ -expansion to P, we have that τ (x) = µ(π (x)) for each x ∈ var(q); thus, P ′ is satisfied by τ and π is a τ -expansion to P ′ . This is a contradiction, since P ≺ P ′ and π ∈ exp ≺ τ (P). □
B.2 Counting Expansions
We next show how one can effectively count, given an answer τ to µ(q) over H and a partition P ∈ B τ , the number of τ -expansions to P. To this end, we first an auxiliary lemma. 
Proof. Let P and P ′ be as specified in the lemma. By Definition 4.1, we have that −K(P, P ′ ) = −(C e (P, P ′ ) − C o (P, P ′ )) = C o (P, P ′ ) − C e (P, P ′ ).
Because P and P ′ are distinct partitions, by Definition 4.1 of a chain from P to P ′ , the number of even chains from P to P ′ in B can be computed by summing, for each P ′′ ∈ B with P ≺ P ′′ and P ′′ ⪯ P ′ , the number of odd chains from P ′′ to P ′ in B. Similarly, the number of odd chains from P to P ′ in B can be computed by summing, for each P ′′ ∈ B with P ≺ P ′′ and P ′′ ⪯ P ′ , the number of even chains from P ′′ to P ′ in B. Hence, we have that 
Proof. Let τ be as specified in the lemma, and let ⪯ τ be the restriction of ⪯ to B τ .
We first prove Equation (4). To this end, consider a partition P ∈ B τ . By Definition B.1 of a τ -expansion to P, each π ∈ exp τ (P) can vary only on the variables occurring in the range of γ P . Furthermore, for each x ∈ varrng(γ P ), we have that π (x) ∈ µ − (τ (x)) and |µ − (τ (x))| = s[τ (x)]; thus, there are N τ (P) = x ∈varrng(γ P ) s[τ (x)] distinct τ -expansions to P.
We next prove Equation (5) by induction on ⪯ τ . Base case. Consider an arbitrary partition P ∈ B τ that is ⪯ τ -maximal. We then have that exp ≺ τ (P) = exp τ (P); furthermore, by Equation (4), we have that |exp τ (P)| = N τ (P). In addition, we have that P ⪯ τ P ′ K(P, P ′ ) · N τ (P ′ ) = K(P, P) · N τ (P). Finally, by Definition 4.1 of K, we have that K(P, P) = 1; so, Equation (5) holds.
Inductive
Step. Consider an arbitrary P ∈ B τ and assume that, for each P ′′ ∈ B τ with P ≺ τ P ′′ , we have that
we show that the same holds for P. By the definition of exp ≺ τ (P), we have that exp ≺ τ (P) = exp τ (P) \ P ≺ τ P ′′ exp τ (P ′′ ). By Proposition B.2, for each π ∈ P ≺ τ P ′′ exp τ (P ′′ ), exactly one partition P ′′ ∈ B τ exists such that P ≺ τ P ′′ and π ∈ exp ≺ τ (P ′′ ). Therefore, we have that
By Equation (4), we have that |exp τ (P)| = N τ (P). So, by the inductive hypothesis, we can compute |exp ≺ τ (P)| as follows.
By Lemma B.3, for each P ′ ∈ B τ with P ≺ τ P ′ , we have that P ≺ τ P ′′ ⪯ τ P ′ K(P ′′ , P ′ ) = −K(P, P ′ ); thus, we have that
Finally, by Definition 4.1 of K, we have that K(P, P) is 1, so the following holds: We are now ready to prove the correctness of the formulae for computing E q,S given in Theorem 4.3 and Proposition 4.6.
Proof. Let n, k, m be natural numbers as specified in the lemma. By the definition of binomial coefficient, we have that
By using the standard laws of arithmetics, we then have that (n − k)! · m! n! · (m − k)! = m · · · (m − k + 1) n · · · (n − k + 1) = (m) k (n) k .
□ Lemma B.6. Let τ be an answer to µ(q) over H and let P ∈ B τ be a partition. The following holds for each π ∈ exp ≺ τ (P):
Proof. Let τ and P be as specified in the lemma. Consider an arbitrary substitution π ∈ exp ≺ τ (P) and let q π = π (q); we show that F τ (P) = E q π ,S . Note that, for each a ∈ q π , we have that var(a) = ∅ and res(a) ⊆ dom(µ).
By the definition of τ -expansion, we have that τ (x) = µ(π (x)) for each x ∈ var(q), and so µ(q π ) = τ (µ(q)). Because P is satisfied by τ , for each u ∈ P and all atoms a, a ′ ∈ u, we have that τ (µ(a)) = τ (µ(a ′ )); so, τ (µ(u)) is a set consisting of a single triple from H . In the following, for each triple h ∈ τ (µ(q)), let # h ∈ N be as specified in Definition 4.2.
By property (P2) of Proposition B.2, for all atoms a, a ′ ∈ q, we have that π (a) = π (a ′ ) if and only if there exists u ∈ P with a, a ′ ∈ u. That is, there is a one-to-one correspondence between the triples in q π and the sets in P. So, for each triple h ∈ τ (µ(q)), we have that # h = |{u ∈ P | τ (µ(u)) = {h}}| = |{ f ∈ q π | µ(f ) = h}|.
By Definition 3.4 of expectation, we have that
By the initial assumption, S is consistent; so, |R S | > 0 and E q π ,S is well-defined. Next, let N = G ∈R S |⟦q π ⟧ G |. Since q π is a variable-free, |⟦q π ⟧ G | is either 0 or 1; thus, N is the number of graphs G ∈ R S with q π ⊆ G. By To prove the lemma, we next consider two alternative cases.
(Case 1) Assume that a triple h ∈ τ (µ(q)) exists such that |# h | > w[h]; so F τ (P) = 0. By Equation (7), # h is the number of triples in q π that µ maps onto h. So, there is no graph G that satisfies both properties (B) and (C) above, and thus N = 0 and E q π ,S = 0. Therefore, F τ (P) = E q π ,S and the lemma holds.
(Case 2) Assume that # h ≤ w[h] for each h ∈ τ (µ(q)); so
Each graph G ∈ R S with q π ⊆ G can be generated by independently choosing, for each h ∈ H , a subset G h of µ − (h) such that |G h | = w[h] and G h contains each f ∈ q π with µ(f ) = h. Please recall that s[h] is the size of µ − (h). Next, we show how to compute, for each h ∈ H , the number N h of distinct such sets by considering two alternative cases.
• Assume that h ∈ τ (µ(q)). By Equation (7), there are precisely # h distinct triples f ∈ q π such that µ(f ) = h, and so
• Assume that h τ (µ(q)). Hence, no triple f ∈ q π exists such that µ(f ) = h. So, we have that
Therefore, we can compute N as follows:
By the definition of expected answer, we then have that .
Finally, by Lemma B.5, we have that
□
We are now ready to prove Theorem 4.3. Proof. In the rest of this proof, for each substitution π with dom(π ) = var(q) and rng(π ) ⊆ dom(µ), we let q π = π (q); furthermore, let P 0 = {{a} | a ∈ q} be a partition of q. By Definition 4.1 of partition base, we have that P 0 ∈ B; in addition, for each answer τ µ(q) on H , we have that P 0 ∈ B τ ; finally, for each P ∈ B, we have that P 0 ⪯ P.
Consider an arbitrary G ∈ R S ; because S is consistent, such G exists. Then, |⟦q⟧ G | is the number of substitutions π with dom(π ) = var(q) and rng(π ) ⊆ dom(µ) such that q π ⊆ G. Since G ∈ R S , for each such π , the substitution τ such that τ (x) = µ(π (x)), for each x ∈ dom(π ), is an answer to µ(q) on H . In addition, we have that π ∈ exp τ (P 0 ). So, by Definition 3.4 of expected number of answers, the following holds:
By Proposition B.2, we have that exp τ (P 0 ) = P ∈B τ , P 0 ⪯P exp ≺ τ (P). Then, because P 0 ⪯ P for each P ∈ B τ , we have that
So, by the definition of E q π ,S , we can compute E q,S as follows:
By Lemma B.6, we then have that E q,S = τ ∈⟦µ(q)⟧ H P ∈B τ π ∈exp ≺ τ (P ) F τ (P).
Finally, Proposition B.4 shows how to count the number of ⪯-maximal τ -expansions, so we can rewrite E q,S as follows:
E q,S = τ ∈⟦µ(q)⟧ H P ∈B τ F τ (P) · P ′ ∈B τ , P ⪯P ′ K(P, P ′ ) · N τ (P ′ ).
As pointed out in Section 4.2, Proposition 4.6 follows immediately from Theorem 4.3.
B.4 Proof of Theorem 4.4
We next show that our method for computing σ q,S is correct.
Theorem 4.4. Identity σ 2 q,S = E q∪ρ(q),S − E 2 q,S holds, where ρ is a substitution mapping each variable in var(q) to a fresh variable.
Proof. Let ρ be a substitution mapping each variable in var(q) to a fresh variable, and let q ′ = ρ(q). We first show that equation (9) holds for each RDF graph G ∈ R S . |⟦q⟧ G | 2 = |⟦q ∪ q ′ ⟧ G | (9) To this end, consider an arbitrary graph G ∈ R S . Then, |⟦q⟧ G | 2 is the cardinality of the set Pairs that contains each pair ⟨π , π ′ ⟩ of substitutions mapping the variables of q to dom(µ) such that {π (q), π ′ (q)} ⊆ G. But then, Equation (9) holds because the set of answers to q ∪ q ′ over G contains precisely, for each pair ⟨π , π ′ ⟩ ∈ Pairs, one distinct substitution κ π, π ′ from var(q) ∪ var(q ′ ) to dom(µ). Such κ π, π ′ can be obtained from π and π ′ by setting, for each x ∈ var(q), κ π, π ′ (x) = π (x) and κ π, π ′ (ρ(x)) = π ′ (x).
We are now ready to prove the theorem. By Definition 3.4 of variance, we have that
By using Equation (9) and by manipulating summations in the usual way, we can express σ 2 q,S as follows.
By Definition 3.4 of expectation, we then have that σ 2 q,S = E q∪q ′ ,S − 2 · E 2 q,S + E 2 q,S = E q∪q ′ ,S − (E q,S ) 2 , and so the theorem holds. □
