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Abstract 
Imaging of electrophysiological activity in the brain plays a critical role in 
neuroscience research. Shown by emerging neuroimaging studies, rhythmic oscillations 
in electrophysiology reflect important functional changes in the brain. More importantly, 
the mapping of electrophysiological neural signals can serve as a diagnostic tool for 
neurological diseases. One typical example is the electroencephalography (EEG) 
technique, which has been established as a core component of pre-surgical evaluation in 
epilepsy treatment. However, despite the recent advances of functional neuroimaging 
techniques, a non-invasive, high resolution, electrophysiological imaging approach still 
remains challenging. In the clinical application of epilepsy, there is not an established 
protocol that can image, non-invasively, the electrophysiological signals during the most 
important epileptic event – epileptic seizures. The present dissertation research aims at 
developing electrophysiological imaging approaches with focus on the rhythmic activity 
in pathological and normal brains. Towards this goal, we have developed a 
spatiotemporal EEG imaging method, which is suited to image dynamic changes of ictal 
discharges during epileptic seizures. As evaluated in a group of epilepsy patients in 
clinical environment, such a non-invasive seizure imaging approach could potentially 
translate into a more precise and less risky pre-surgical imaging tool for epilepsy 
diagnosis. In addition to the direct impact of seizures, we have studied the 
electrophysiological changes in the widespread brain networks. The spatial and spectral 
features of EEG rhythms can reflect important correlation with the impact of seizures and 
the change of cognitive functions. The electrophysiological imaging in epilepsy, 
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therefore, can serve as a useful tool in a pathological model to study cognition and 
consciousness in human brains. In order to achieve higher spatial resolution, we also 
improved the EEG source imaging by adding a multimodal component of functional 
MRI. From all the results we have obtained so far in these studies, it is suggested that the 
spatiotemporal EEG source imaging has the potential to improve clinical diagnosis and 
treatment of neurological disorders. It can also advance our understanding of basic 
neuroscience questions.  
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Chapter 1  Introduction 
1.1 Overview 
During the past several decades, the emerging neuroimaging techniques have 
significantly improved our ability to observe and understand the most complicated organ 
in human – brain. Techniques have been developed to measure neural activity in different 
scales, from a single-cell level to a system or network level. One of the most important 
advancements should be attributed to our improved capability of non-invasive 
neuroimaging. By accessing the anatomical and functional information of the brain 
without the need to open the skull, the study subjects of neuroimaging research have been 
broadened from invasive models (animals or patients with brain surgery or injury) to 
normal healthy individuals. 
Human electroencephalography (EEG), since firstly measured by Hans Berger in 
1929 (Berger, 1929), was soon established as one of the major non-invasive 
electrophysiological mapping tools. EEG measures electrical signals originating from 
synchronized activity of cortical neurons by non-invasive scalp electrodes. A similar 
electromagnetic mapping tool magnetoencephalography (MEG) measures the magnetic 
signals generated by synchronized neurons. EEG and MEG have high temporal resolution 
to track the instantaneous dynamics of underlying neural activity and a full coverage of 
the brain to locate the position of the sources. However, because of the many tissues 
between the sources and sensors, the EEG/MEG signal is blurred in space. Their 
application is limited by the fact that EEG and MEG cannot directly measure signals 
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from the source space in the brain but rather from sensors residing far-field. One type of 
model-based imaging technique, known as electromagnetic source imaging (Baillet et al., 
2001; He and Liu, 2008; Michel et al., 2004), has been pursued to reconstruct brain 
activity in the source space from the scalp measurement. Such a source imaging 
technique improves the spatial aspects of EEG and MEG by the ability to localize the 
brain sources non-invasively.  The spatial resolution of EEG and MEG source imaging 
has been further improved by integrating multimodal information from other imaging 
modalities with high spatial resolution, for example, the functional magnetic resonance 
imaging (fMRI). However, the pursuit of a noninvasive functional neuroimaging 
technique has never been ended, because of the fact that there is not a single imaging 
modality that can achieve high spatial resolution and high temporal resolution at the same 
time.  
In addition to its role in neuroscience research, EEG is a very important clinical 
tool, especially in the diagnosis and treatment of epilepsy (Engel et al., 2008; Plummer et 
al., 2008; Rosenow and Luders, 2001). Instead of a single cause or pathology, epilepsy is 
in fact a syndrome that can be induced by various reasons and can have a broad impact 
on different areas and functions of the brain. Manifestations in behaviors can be 
excessive uncontrolled movements, loss or decreased consciousness and responsiveness 
to external stimulations, and other impaired cognitive functions, such as deficits in 
memory, receptive and expressive speeches, and orientation (Arthuis et al., 2009; Englot 
et al., 2010; Guye et al., 2006; Lee et al., 2002; Lux et al., 2002). Despite the fact that 
epilepsy is one of the oldest diseases recognized in human history (Littre, 1849), the 
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cause of epilepsy and the neural mechanisms for different behavioral changes have never 
been well understood. As a result, an optimal treatment to cure epilepsy has never been 
well established. The current treatments of epileptic seizures include anti-epileptic drugs, 
surgical resection, or interventional neural modulation.  
In order to conduct a surgery to cure epilepsy, the most important diagnostic 
preparation is a pre-surgical evaluation (Rosenow and Luders, 2001) to delineate the 
epileptogenic zone, which is the brain region indispensable for the generation of epileptic 
seizures. Before the discovery of human EEG, the localization of epileptic activity 
depended almost solely on patients’ symptoms. The discovery of human EEG in the late 
1920s (Berger, 1929) opened an era of neurophysiological imaging in the treatment and 
diagnosis of epilepsy (Gibbs et al., 1936; Goldensohn, 1966; Hunter and Jasper, 1949). 
Today, neuroimaging techniques, either anatomical imaging or functional imaging, have 
become the dominant diagnostic tools in routine clinical practice. Several imaging 
protocols have been established in the past several decades. The anatomical imaging is 
mostly conducted by the magnetic resonance imaging (MRI), which noninvasively 
localizes the structural abnormalities (Henry et al., 2011; Rosenow and Luders, 2001). 
The structural abnormalities, if confirmed by functional imaging or neurological tests, 
have a high chance to be the pathological origin of epilepsy. Functional neuroimaging 
techniques such as single photon emission computerized tomography (SPECT), positron 
emission tomography (PET) and functional MRI (fMRI) measure signals carried in blood 
flow and indirectly reflect the neuronal activity in epilepsy patients (Blumenfeld et al., 
2009; Gotman et al., 2005; Grouiller et al., 2011; Grouiller et al., 2011; Laufs et al., 2007; 
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Spencer, 1994; Tyvaert et al., 2008). Intracranial EEG (iEEG) measures cortical electrical 
activity by invasive electrodes chronically implanted in the brain. Although these 
imaging methods have been revolutionarily improved in the past a hundred years, our 
ability to detect the epileptogenic zone as the surgery target is still limited. The existing 
neuroimaging techniques are more or less restricted by their inherent limitations: the lack 
of functional information of MRI and the low spatial resolution of SPECT and PET. 
Neuroimaging of the epileptic brain still remains a critical challenge that limits the 
success rate of the epilepsy surgery.  
 
1.2 Motivation 
As discussed above, the scalp EEG provides a non-invasive approach to measure 
the neural electrophysiological activity with a high temporal resolution. Although many 
other neuroimaging techniques have emerged, the advantages of EEG, including non-
invasiveness, direct measurement of electrophysiology, and high temporal resolution, 
make EEG an important neuroimaging tool for neuroscience research and clinical 
diagnosis. The application of EEG, however, is highly restricted by its relatively far 
distance from the underlying brain sources. Therefore, a source imaging technique, which 
bridges the gap between the far-filed sensors and the sources, can significantly improve 
our ability to noninvasively image and understand the functions of the brain.  
Neural activity that is evoked by a well-designed stimulation or other tasks has 
been extensively studied using noninvasive imaging approaches including EEG and 
MEG. However, recently, increasing studies and findings have suggested the importance 
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of continuous rhythmic activities in the brain. The continuous rhythmic activity in the 
brain can represent fundamental activity and communication to maintain baseline brain 
functions (Laufs et al., 2003; Mantini et al., 2007; Raichle et al., 2001). It can be 
associated with behavioral or cognitive changes in different tasks (Feige et al., 2005; 
Klimesch, 1999), and can also be correlated with unpredicted neurophysiological changes 
in neurological diseases (Engel et al., 2008). The importance of spatiotemporal imaging 
of continuous rhythmic activity using EEG and MEG (Gross et al., 2001; Van Veen et al., 
1997) is increasingly recognized, but the methods and algorithms are less established 
than the imaging of evoked activity.  
The history of the application of EEG in epilepsy is almost as long as the history 
of EEG itself (Berger, 1933; Gibbs et al., 1936; Goldensohn, 1966; Hunter and Jasper, 
1949). In the clinical setting, the EEG waveforms, especially those during seizures, are 
visually inspected or analyzed in the sensor space by experienced neurologists. Such a 
process uses a very limited amount of information from EEG, and can only 
approximately locate the epileptic activity. Source imaging techniques have been 
introduced for the localization of epileptic activity (Brodbeck et al., 2011; Knowlton et 
al., 2008; Knowlton et al., 2009). However, as discussed in the last paragraph, the 
modeling and spatiotemporal imaging of continuous ictal discharges during seizures 
(Assaf and Ebersole, 1997; Boon et al., 2002) remains challenging. Ictal discharges are 
spatiotemporal signals that can change in the time domain, frequency domain and spatial 
domain. The complexity of the spatiotemporal process represents the difficulty for 
seizure imaging.  
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To fulfill the needs to model and image continuous electrical activity in the 
normal, and more importantly in the diseased brains, the present dissertation research 
investigated spatiotemporal source imaging approaches to improve the localization ability 
of noninvasive EEG. To address the most critical challenges for such an imaging 
approach and its clinical and neuroscience applications, this dissertation research 
particularly focuses on the following questions. The first is how to model and image the 
spatiotemporal process of electrophysiology during a continuous period of time in the 
normal brain, or more importantly in the epileptic brain during seizures. As a potential 
diagnostic tool, what is the clinical applicability of such a non-invasive spatiotemporal 
seizure imaging method? Or in order words, how is the performance of such a method in 
comparison with other established clinical routines? Epileptic seizures are known to 
impact widespread brain areas, and as a result, can cause various behavioral and 
cognitive manifestations. In this context, can we use noninvasive imaging approaches to 
study the broad and continuous impact of seizure activity over the brain? Is there a 
certain electrophysiological feature correlated with the behavioral and cognitive changes 
in epileptic patients? And lastly, source imaging approaches can improve the spatial 
resolution of EEG and MEG to a centimeter or even smaller scale. Can we further 
improve the resolution of the spatiotemporal imaging by adding a multimodal component 
from other neuroimaging tools?  
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1.3 Scope of the dissertation 
This dissertation addresses these questions and describes the research outcomes 
that we have obtained through method development, and clinical and neuroscience 
investigations. Experiments were conducted in epilepsy patients suffering from 
medically-intractable epilepsy as well as normal healthy subjects.  
In chapter 2, we present a background review of the fundamentals of EEG, source 
imaging and other non-invasive neuroimaging techniques. After that, we briefly review 
the historic and current roles of EEG and other neuroimaging techniques in the diagnosis 
and treatment of epilepsy. 
In chapter 3, we report a high-resolution EEG recording technique and a 
spatiotemporal imaging algorithm, particularly for the dynamic imaging of ictal 
discharges during seizures. The applicability of such a monitoring and imaging protocol 
was tested in patients suffering from medically intractable epilepsy. The performance of 
the non-invasive imaging was evaluated against the most invasive procedures: resective 
surgery and intracranial EEG.  
In chapter 4, we present the electrophysiological changes in epilepsy patients with 
different levels of cognitive deficits. We observed the phenomenon in which after 
epileptic seizures, EEG rhythms in the low-frequency band changed in widespread brain 
networks beyond the extent of the epileptogenic zone. This phenomenon accompanied 
the different levels of cognitive dysfunctions in epilepsy patients, which may be an 
electrophysiological representation of the broad impact of epileptic seizures.  
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In chapter 5, we describe a novel EEG-fMRI integrated imaging algorithm for the 
imaging of continuous rhythmic activity. This algorithm utilizes the strategies of EEG-
informed fMRI analysis and fMRI-weighted source imaging to achieve high resolution in 
both temporal and spatial domains, which could potentially benefit clinical application of 
neuroimaging. The method was evaluated through a series of computer simulations and 
preliminary experimental studies in normal healthy subjects.   
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Chapter 2  Background 
2.1  Origin of EEG/MEG 
EEG/MEG signals are mainly generated from net synaptic activity of cortical 
pyramidal cells (Baillet et al., 2001; Engel et al., 2008; He and Liu, 2008; Hämäläinen et 
al., 1993). These types of neurons are organized in columns, with their cell bodies 
residing in deep layers and their dendrites reaching out to surrounding neurons in 
superficial layers of cortex. Because of this organization, the pyramidal cells are aligned 
in parallel to each other and perpendicular to the local cortical surface. The human brain 
has about 1011 neurons. A 6 cm2 of human cortical tissue could have 60,000,000 neurons 
and 600 macrocolumns (~100,000 pyramidal cells) (Engel et al., 2008; Szentagothai, 
1979). EEG and MEG sensors measure far-field signals from the scalp, which is not the 
behavior of an individual neuron or even of an individual column, but the synchronized 
activation of columns of many thousands of pyramidal cells.  
There are two types of synapses (Engel et al., 2008; Hämäläinen et al., 1993), 
excitatory synapses mostly on the dendrites and inhibitory synapses on cell bodies. When 
a neuron is excited by other neurons, the excitatory post-synaptic potential (EPSP) 
produces a primary current from the cell body to the dendritic trees, in addition to a 
secondary current distributed in the extracellular tissue to form a closed loop of current 
(Baillet et al., 2001; Engel et al., 2008; Hämäläinen et al., 1993).  Input from the 
inhibitory synapses, on the other hand generates an inhibitory post-synaptic potential 
(IPSP) at the local cell body. The currents and post-synaptic potentials, driven by large 
number of synchronized neurons, are believed to be the main origin of EEG/MEG 
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signals. Sensitivity to this relatively large-scale brain activity makes EEG/MEG suitable 
to investigate system-level neural behaviors and the interactions between different 
cortical networks. The understanding of the behavior of a single or multiple neurons, 
such as the neuronal firing requires single-unit recording or multi-unit recording.  
The net synaptic activity of synchronized pyramidal cells, when viewed from a 
distance (e.g., from scalp sensors), approximates a dipole (Fig. 2.1), which is a 
mathematical model with a current flow between a sink and a source. The dipole is 
located within local cortical gray matter. The direction of the dipole is perpendicular to 
the local cortical surface, consistent with the organization of cortical pyramidal cells. 
This produces an approximation of a “dipole layer” which mathematically models the 
distribution of cortical currents generated by columns of pyramidal cells.  
 
 
Figure 2.1 The overview of a source imaging problem (He et al., 2011 © 2011 IEEE) 
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2.2 EEG/MEG source imaging 
The dipole, as a mathematical model of synchronized pyramidal cells, is a basic 
as well as the most popular source model used in EEG/MEG source imaging. The 
“source” here can be a single dipole, multiple dipoles, or a dipole layer with dipoles 
uniformly distributed within the source space. The purpose of EEG/MEG source 
imaging, from a mathematical perspective, is to estimate the location, magnitude and 
distribution of the dipoles from noninvasive scalp EEG/MEG measurements. The 
EEG/MEG source imaging, as a model-based approach, consists of a forward problem 
(from sources to sensors) and an inverse problem (from sensors to sources). 
 
2.2.1 Forward problem  
The forward problem creates a model that links a known underlying brain source 
with the scalp measurement. When a unit dipole at a certain location with a certain 
orientation is activated, the electromagnetic signals will propagate through the head 
volume conductor before reaching the scalp sensors. To accurately build the forward 
model of such a process, it is important to understand how dipoles distribute within the 
brain (source model) and how the conductive property changes over the pathway of 
electromagnetic signals (volume conductor model).  
Although the dipole model is the most commonly used source model in EEG 
source imaging, different assumptions about the source space and orientation of dipoles 
can be made. The discrete dipole model (Fig2.2 D) assumes a single dipole or a known 
number of dipoles representing the whole brain’s activity (Cuffin, 1995; He et al., 1987; 
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Kavanagk et al., 1978; Scherg and Von Cramon, 1985). Under the discrete dipole model, 
each dipole can have 6 parameters: 3 location parameters and 3 moment parameters. The 
discrete dipole model is used for dipole fitting, a popular EEG source imaging approach. 
However, the number of dipoles should be known or pre-defined before solving the 
dipole fitting problems. The distributed source model, on the other hand, assumes 
thousands of dipoles that are uniformly distributed within the source space, each of which 
represents a unit of source (i.e., columns of pyramidal cells). The first type of distributed 
source model assumes dipoles that are uniformly distributed within the 3-dimensional 
(3D) brain volume (Hamalainen and Sarvas, 1989) and therefore is called the 3D 
distributed source model (Fig. 2.2F). Under the 3D source model, the brain volume is 
parcellated into thousands of small cubes, each of which is a unit containing a dipole 
source. The orientation of a dipole is unconstrained. Another widely used type of 
distributed source model is called the cortical current density (CCD) model (Dale and 
Sereno, 1993) because of the utilization of the concept of “dipole layer” as described in 
Section 2.1 (Fig. 2.2E). The CCD model assumes that dipoles are uniformly distributed 
within the cortical gray matter, aligned parallel to surrounding dipoles, and oriented 
perpendicular to the local cortical surface.  Under the CCD model, the cortical surface is 
parcellated into thousands of small triangles, each of which is a unit containing a dipole 
source. The orientation of each dipole can be constrained to be perpendicular to the local 
cortical surface.  
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Figure 2.2 The volume conductor models and source models used for EEG or MEG 
source imaging problems. (A) single sphere model, (B) three-layer spherical model, (C) 
Boundary Element Model (BEM). (D) discrete dipole model, (E) Cortical Current 
Density model (CCD), and (F) 3D volume distributed source model.  
 
The head volume conductor model can be as simple as a single spherical model 
(Fig. 2.2A), which uses a sphere to represent the shape of the head and assumes uniform 
conductivity within the sphere. Later during the development of source imaging 
techniques, the complexity of the structures and the variation of conductivity of different 
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tissues have been increasingly considered. A three-layer spherical model (Fig. 2.2B) uses 
three spheres to represent the layers of the skin, skull and brain and assumes 
homogeneous conductivity within each layer. The spherical model can be improved by 
fitting the spheres to each individual’s structures. The spherical model has still been 
widely used, especially for MEG applications (Baillet et al., 2001). Taking advantage of 
the modern MRI techniques, more detailed volume conductor models have been 
developed based on the Boundary Element Method (BEM) and Finite Element Method 
(FEM). The BEM model (Fig. 2.2C) uses realistically shaped surfaces (e.g. reconstructed 
from MRI) to separate the head into three compartments of skin, skull and brain, and 
assumes homogeneous conductivity within each layer (Fuchs et al., 1998; Hamalainen 
and Sarvas, 1989; He et al., 1987). According to previous human studies, the conductivity 
of the three layers of the skin, the skull and the brain can be approximated by 0.032, 
0.0165 and 0.032 S/M, respectively (Lai et al., 2005; Zhang et al., 2006). The BEM 
model incorporates model accuracy and reasonably computational efficiency, and it has 
been widely used for EEG source imaging. The FEM model allows the best 
approximation to the realistic geometry and conductivity of different tissues (Wolters et 
al., 2006; Yan et al., 1991). The inhomogeneity of conductivity and the anisotropy of 
tissues can be considered in the model. The FEM model, however, is the most 
computationally demanding model.  
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2.2.2 Inverse problem  
Based on the forward modeling of distributed source models, the scalp recording 
and underlying dipole sources can be linked through a linear system:  
        2.1 
where Y is a vector of scalp measurements from M sensors . X is a 
source vector of N sources . An element  is the magnitude of the ith 
dipole at a known location  in the source model. L is a pre-modeled leadfield matrix 
created in the step of forward modeling. Column i of the leadfield matrix  is the scalp 
potential pattern generated by a unit dipole at location . The solution of an inverse 
problem is the estimation of source vector . The scalp potentials  
generated by activated dipoles , when summed over the scalp,  best 
approximates the real measurement Y.  
 In a distributed source model, thousands of dipoles can be used to represent the 
distribution of pyramidal cells. However, the number of scalp measurements is limited by 
the possible physical recording sites. Modern EEG/MEG systems can have 32, 64, 128, 
256 or even more channels, which are still significantly smaller than the number of 
unknown sources. Because of the imbalance between the unknown sources and the 
known measurements, the EEG/MEG inverse problem is highly ill-posed and lacks a 
unique solution (Baillet et al., 2001; He and Liu, 2008; Michel et al., 2004).  
EEG/MEG inverse solutions or inverse operators , however, have been 
developed in an attempt to obtain an “optimal” solution instead of a unique solution 
(Baillet et al., 2001; He and Liu, 2008; Michel et al., 2004). Hamalainen et al. (1984) 
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proposed the Minimum Norm (MNE) solution for the estimation of 3D distributed 
sources. The MNE solves an inverse problem with a least energy assumption. It estimates 
the approximation of source  with a minimum L2 norm (min ) constraint. The 
minimum norm estimate therefore is also known as the L2 norm solution. Different 
inverse solutions have been developed by modifying the constraint term to incorporate 
various biophysical assumptions. Some of the popular methods are the low resolution 
electromagnetic tomography (LORETA) algorithm (Pascual-Marqui et al., 1994), the 
local autoregressive average (LAURA) algorithm (Menendez et al., 2001), the FOcal 
Underdetermined System Solver (FOCUSS) (Gorodnitsky and Rao, 1997), and other 
sparse source imaging methods (Matsuura and Okabe, 1995; Ou et al., 2009), or 
statistical variations of these methods (Pascual-Marqui, 2002). One category of widely 
used methods - weighted minimum norm (WMN) allows for the integration of 
physiological priors derived from other independent information source. With the 
strategy of weighting, the WMN solution can favor certain spatial locations. For example, 
the depth-weighted minimum norm compensates for the deep sources (Wang et al., 
1992), which otherwise can be disfavored by MNE. The fMRI-weighted minimum norm 
integrates spatial information obtained from fMRI, and therefore can gain the high spatial 
resolution from fMRI (Liu et al., 1998).   
 The EEG/MEG source imaging problem can thus be summarized into two steps, 
one step of estimating the leadfield matrix L, and the other step of estimating the source 
distribution   from the scalp measurement Y. The source imaging problem with forward 
modeling and inverse solution can be illustrated by the flow chart in Fig. 2.1 
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2.2.3 Dipole localization, sub-space, and beamforming methods 
Dipole localization is a solution to inverse problems based on the discrete dipole 
model. In the model, a single or multiple dipoles equivalently represent the synchronized 
activity in the whole brain. In a dipole fitting problem, the location and momentum of a 
single dipole or a pre-defined number of dipoles can be estimated by solving optimization 
problems. Because there are no more than 6 unknown parameters associated with one 
dipole, in most cases the dipole fitting problem is an over-determined problem. 
Equivalent dipole localization has been widely used for the reconstruction of 
spatiotemporal brain activity (Cuffin, 1995; He et al., 1987; Kavanagk et al., 1978; 
Scherg and Von Cramon, 1985). However, a single or a few equivalent dipoles might be 
oversimplified for the representation of distributed cortical pyramidal cells, which as 
discussed above are organized in a way that could change with the local structures of the 
cortex. The location of the dipole source might be estimated, whereas the distribution of 
the activity cannot be simply interpreted from dipole localization results. In addition, in a 
dipole fitting problem, a prior knowledge of dipole number is necessary but in fact cannot 
be easily obtained.  
Other source imaging methods that are based on dipole models include the 
multiple signal classification (MUSIC) (Mosher et al., 1992), the recursively applied and 
projected MUSIC (RAP-MUSIC) (Mosher and Leahy, 1999) and the first principal 
vectors (FINES) approach (Ding et al., 2007). These subspace-based methods scan the 
dipoles in the entire source space in order to find the ones best explain the scalp 
measurements.  
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Another popular source imaging method known as beamforming is adapted from 
radar signal processing techniques. A beamformer is a spatial filter constructed as a 
weighted linear combination of sensors. The spatial filter selectively filters signals from 
one region of interest in the source space while suppress interference originated 
elsewhere (Gross et al., 2001; Sekihara et al., 2001; Van Veen et al., 1997). 
Spatiotemporal imaging can be achieved by scanning the entire source space and 
performing a beamformer filter on each location at a time. The spatial filter is region-
customized, and therefore each region of interest has a different beamformer spatial filter.  
 
2.2.4 Localization of evoked and continuous activity 
Evoked activity such as event-related potential (ERP) has been extensively 
studied using EEG or MEG source imaging techniques. Because of the low signal to 
noise ratio of EEG, ERP is commonly calculated as the average of EEG signals recorded 
during hundreds of identical events, such as repeated visual stimulations or 
somatosensory stimulations. The average across repeated events can preserve the brain 
activity evoked by the external stimulations, while cancel noises that are independent to 
the events. From the ERP at a certain time instant , the source distribution   can 
be estimated by solving an inverse problem of   or by dipole fitting.  
The spatiotemporal imaging of rhythmic activity in a relatively long period of 
time, however, is not as well studied as ERP in EEG. Recently, the importance of 
continuous activity has been more widely recognized. The resting state or background 
activity, which was more or less ignored before, has been demonstrated to show 
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spontaneous fluctuations in hemodynamics as well as in electrophysiology (Raichle et al., 
2001; Laufs et al., 2003; Mantini et al., 2007). During tasks, different rhythms in EEG 
can carry important information about attention, memory, somatosensory, and other 
cognitive processes (Klimesch, 1999; Yuan et al., 2008; Yuan et al., 2010). In the 
diseased brain, spontaneous and unpredicted rhythmic activity can reflect the brain 
structures that are affected progressively by neurological diseases (Engel et al., 2008; 
Englot et al., 2010). In order to image continuous neural activity, a strategy of instant-by-
instant source imaging, as used in ERP data, is less attractive. Because of the low signal 
to noise ratio of EEG, without averaging, the source estimation at each time point can be 
highly affected by noises. In a relatively long period of time, the calculation of inverse 
problems of all the time points can be computationally inefficient. Spatiotemporal 
imaging methods, such as dipole localization (Cuffin, 1995; He et al., 1987; Kavanagk et 
al., 1978; Scherg and Von Cramon, 1985) and beamforming (Gross et al., 2001; Sekihara 
et al., 2001; Van Veen et al., 1997) have been used to image the electrophysiological 
changes over time. Recently, methods have been developed to focus on certain frequency 
bands or spectral features of interest, because of the fact that frequencies in EEG can be 
associated with important brain functions (Klimesch, 1999; Yuan et al., 2008; Yuan et al., 
2010). A simple example is a short-time-window based method (Worrell et al., 2000; 
Yuan et al., 2008), which transforms the windowed time course into Fourier space and 
uses the frequencies of interest to estimate the source distribution. Such a time-window-
based method, however, loses temporal resolution. Compared to well-studied source 
imaging approaches for event-related EEG/MEG, nowadays, a spatiotemporal imaging of 
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continuous rhythmic activity, with high resolution and reasonable computation 
efficiency, still remains challenging.  
 
2.3 Integration of EEG and fMRI 
Functional MRI is a MRI-based neuroimaging technique that detects 
hemodynamic signals associated with brain activity. The most common form of fMRI 
measures the change of the blood oxygen level dependent (BOLD) contrast MRI signals, 
which is contributed by the variation of cerebral blood flow (CBF), cerebral blood 
volume (CBV) and the cerebral metabolic rate of oxygen (CMRO2). Although these 
vascular signals are tightly correlated with the neural activity, these signals reflect neural 
activity in an indirect manner. Understanding the neurovascular coupling relationship that 
underlies the generation of fMRI signals, therefore, is crucial for the interpretation of 
fMRI data. Recent studies have investigated the relationship between BOLD signals and 
electrophysiological signals through invasive methods (in animals or in epileptic 
patients). The BOLD signal change is better explained by the local field potential (LFP) 
of many synchronized neurons rather than the neuronal firing by individual or multiple 
neurons (Logothetis et al., 2001; Mukamel et al., 2005). In line with the invasive 
investigations, non-invasive EEG-fMRI studies have also revealed a tight correlation 
between BOLD and EEG/MEG signals (Debener et al., 2005; Feige et al., 2005; 
Goldman et al., 2002; Liu et al., 2010; Oakes et al., 2004).  
Based on the modern MRI technique, fMRI is a non-invasive procedure, which 
requires no surgical intervention or injection of agents. Since the early effort in 1990s 
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(Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992), this relatively young 
imaging technique has become one of the major functional neuroimaging tools, especially 
in neuroscience research. Similar to other MRI techniques, the fMRI measure of neural 
activity is characterized by high spatial resolution, which can distinguish functional 
changes on a millimeter scale. Recent development of high-field MRI has further 
improved our ability to visualize functional changes in deep and fine structures. 
However, in opposed to the high resolution in the spatial domain, the fMRI signal has 
temporal resolution much lower than the time scale of neuronal activity. The nature of the 
blood flow signals highly restricts the BOLD-fMRI’s capability to track the rapid 
changes of neurons   
It has been widely recognized that EEG and fMRI are featured with 
complementary advantages and limitations: high temporal resolution but low spatial 
resolution of EEG, in contrast to high spatial resolution but low temporal resolution of 
fMRI. The complementary features of the two imaging methods have motivated the 
development of multimodal integration of EEG and fMRI, in a hope to obtain a 
neuroimaging approach with high resolution in both the spatial and temporal domains. 
Most commonly, EEG and fMRI signals are combined through an EEG-informed fMRI 
analysis or an fMRI-weighted EEG source imaging. The first strategy of EEG-informed 
fMRI analysis (Debener et al., 2005; Feige et al., 2005; Goldman et al., 2002; Gotman et 
al., 2005) uses EEG signals to form a temporal regressor, and then scans the brain to find 
activated/deactivated fMRI signals that can be explained by the electrophysiological 
signatures. This strategy is based on the assumption that neuronal signals measured by 
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EEG and the vascular signals measured by fMRI are correlated in the time domain. The 
second strategy of the fMRI-weighted EEG source imaging (Liu et al., 1998; Liu and He, 
2008) uses fMRI map as a spatial weighting or mask for solving EEG source imaging 
problems. This strategy is based on the assumption that the neuronal signals measured by 
EEG and the vascular signals measured by fMRI are overlapped in the spatial domain. 
The integrated EEG-fMRI imaging incorporates the information from both EEG and 
fMRI, and is designed to provide high resolution in time and space simultaneously.  
 
2.4 EEG and epilepsy 
Epilepsy is a common chronic neurological disorder that affects about 50 million 
people worldwide. According to a report by the World Health Organization (WHO) in 
2009 (http://www.who.int/mediacentre/factsheets/fs999), about 0.4 – 1% of the general 
population are affected by epilepsy and the number can increase to 0.6 – 1% in 
developing countries. An annual increase of new cases is around 40 – 70 per 100,000 
people in developed countries and twice as high in developing countries. Epilepsy causes 
disease burden not only because of early death but also because of life-long disability and 
illness. The burden of epilepsy accounts for around 0.5% of the burden of all the diseases 
in the world, and contributes even more significantly to the burden caused by disability 
(Leonardi and Ustun, 2002). In addition to the measurable burdens, epileptic patients 
suffer more social and economic impacts. The discrimination, misunderstanding and 
social stigma can be worse than the disease itself.   
  23 
The record of epilepsy in human history can be traced back for 3000 years. It is 
one of the oldest recognized diseases in human history, during which epilepsy has long 
been considered as a “Sacred Disease” (Eadie and Bladin, 2001). A less spiritualized 
understanding of epilepsy also began early. The first formal record to describe the 
pathological origin of epilepsy can be traced back to 400 B.C., when the Greek physician 
Hippocrates attributed the symptoms of epilepsy to pathological causes in his book of On 
the Sacred Disease: 
“The disease is in my opinion no more divine than any other; it has the same 
nature as other diseases, and the cause that gives rise to individual diseases. It is also 
curable, no less than other illnesses, unless by long lapse of time it be so ingrained as to 
be more powerful than the remedies that are applied  
The brain is the cause of this affliction...” (Foyaca-Sibat, 2011; Littre, 1849) 
 
2.4.1 Epilepsy and symptoms 
Despite the early efforts of scientific investigations, the supernatural perspectives 
of epilepsy dominated people’s understanding for thousands of years. The modern 
medical era of epilepsy did not begin until the 19th century, when epilepsy was studied 
on a pathological and anatomical basis. Pioneered by the work of John Hughlings 
Jackson, the origins of epilepsy have been attributed to the “occasional, sudden, 
excessive, rapid and local discharges of gray matter” (Jackson, 1873). Such a definition 
holds true and is widely used nowadays. An important contribution of the 19th century is 
the discovery of the connection between seizure semiology and cortical localizations, 
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which led to the beginning of the “era of the symptomatogenic zone” (Rosenow and 
Luders, 2001). Early epilepsy surgeries were conducted and cured patients using the 
seizure semiology to determine the brain tissues to be resected in the surgery. After more 
than 200 years, today, a systematic semiology-to-localization connection has been 
established and the seizure semiology is considered as an indispensable component for 
the diagnosis in epilepsy treatment (see (Blair, 2012; Rosenow and Luders, 2001) for 
review).  
One special type of seizure symptoms is the loss of consciousness and 
responsiveness during and after seizures. Whether consciousness is impaired or not has 
been widely used for the classification of seizures. As proposed by the International 
League Against Epilepsy (ILAE) (Commission of ILAE 1981), partial seizures can be 
categorized to simple partial seizures and complex partial seizures, with the former 
preserving and the latter impairing normal consciousness. The mechanisms underlying 
the loss of consciousness in epileptic seizures, however, have never been well 
understood. Back to the 19th century, Jackson attributed the cognitive deficits to “the 
very highest nervous centers of the cerebral hemisphere” (Jackson et al., 1931). Today, 
anatomical and functional dysfunctions in brain regions directly or indirectly impacted by 
epileptic seizure are believed to be the neural origin of the altered consciousness in 
seizures. For example, in temporal lobe seizures, the verbal-memory functions of the 
temporal lobe (Kelley et al., 1998) have been used to explain the memory deficits and 
impairments of expressive and receptive speeches (Lux et al., 2002). Other hypotheses of 
seizure-induced loss of consciousness include but are not limited to the disruption of 
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subcortical arousal systems (Blumenfeld et al., 2009), dysfunction of neocortical 
networks that are crucial for higher-order information processing (Blumenfeld et al., 
2004; Englot et al., 2010; Lee et al., 2002; Lux et al., 2002), and abnormal 
communication between brain regions (Arthuis et al., 2009; Guye et al., 2006).  
 
2.4.2 Epilepsy and electrophysiology 
Soon after human EEG was discovered by Hans Berger in 1929 (Berger, 1929), a 
series of studies measured epileptic activity in the scalp EEG (Berger, 1933; Gibbs et al., 
1936). The scalp EEG distinguished differences between locations and time periods. 
Such a finding of the location-correlated EEG features raised the interest to delineate 
electrophysiologically “Where do epileptic seizures start” (Gibbs et al., 1936). In fact, 
the position of EEG as an important monitoring and localization tool in epilepsy 
diagnosis has been established since then and has not been changed fundamentally over 
the decades. The prototype of modern video EEG monitoring was also developed during 
this era, when simultaneous EEG and video recording of behaviors was proposed 
(Goldensohn, 1966; Hunter and Jasper, 1949).  Through decades of clinical practice, the 
noninvasiveness of the scalp EEG allows its application to every patient without concerns 
of risks. Using scalp electrodes, we can obtain a full coverage of the brain and therefore 
gain a whole picture of the electrical activity in different locations. However, scalp EEG 
has relatively low resolution and sensitivity to the underlying brain activity because of 
the barriers (e.g., skull, skin) and distance between the sources and the sensors.  
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In an attempt to achieve more precise electrophysiological mapping, the invasive 
form of EEG – intracranial EEG (iEEG) has been applied to the epilepsy treatment since 
the 1950s (Ajmone-Marsan and Van Buren, 1958; Rosenow and Luders, 2001). The 
iEEG measures brain activity through electrodes implanted over the cortical surface (e.g., 
electrocorticography - ECoG) or inserted into the deep structures (e.g., depth electrodes), 
and therefore allows the recording without the barriers of the skull and skin. However, 
because of the risks and expenses associated with invasive procedures, iEEG is always 
considered as the last choice if all the other non-invasive measurements or tests cannot 
converge to a conclusive diagnosis.  
The recording of EEG, either non-invasively or invasively, has been commonly 
used to localize or lateralize critical brain regions involved in epilepsy. The epileptic 
activity of the most importance is the ictal discharges during seizures, because the 
ultimate goal of any epilepsy treatment is to stop or significantly reduce the frequency of 
seizures. Nowadays, scalp and intracranial EEG are the only clinical tools that have fine 
temporal resolution to track the fast dynamics of ictal discharges. The EEG measurement 
is capable of distinguishing the seizure onset zone, where a clinical seizure is generated, 
from the widespread epileptic network. The recording and localization of interictal spikes 
has also been widely studied in epilepsy patients. An interictal spike is a transient 
discharge with pointed peak clearly distinguishable from background activity. Interictal 
spikes are generated from the irritative zones and will not develop any clinical symptoms. 
In many cases, the location and extent of the irritative zones provide important 
information about the location of the seizure onset zone. However, a precise correlation 
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between the interictal events and the clinical seizure onset zone remains unclear (Marsh 
et al., 2010).  
In addition to the ictal discharges and interictal spikes that have been studied 
since the 1930s, various biomarkers in the epileptic brain have been explored extensively 
using new recording and analysis techniques. One important finding recently is the 
abnormal rate of the high-frequency EEG oscillations in the epileptogenic zone versus 
other regions. Studies found that transient high-frequency events, such as ripple (100-250 
Hz) and fast ripple (250-500 Hz) oscillations, tended to increase in the seizure onset zone 
of epileptic patients (Blanco et al., 2011; Zijlmans et al., 2012). Removing the regions of 
high frequency oscillations may lead to better surgical outcome (Blanco et al., 2011; 
Zijlmans et al., 2012). As opposed to the localization value of the high-frequency 
components, the low-frequency EEG oscillations have been more related with the 
behavioral and cognitive changes in epileptic patients. Slow waves during postical period 
or resting state in the temporal lobe of seizure onset (Hufnagel et al., 1995; Jan et al., 
2001; Panet-Raymond and Gotman, 1990; Tao et al., 2011) have long been reported. In 
addition to the epileptogenic zone, recent iEEG studies have found abnormal slow 
oscillations in the fronto-parietal regions in seizure types that impair consciousness but 
not seizure types that preserve consciousness (Blumenfeld et al., 2004; Englot et al., 
2010).  A possible connection between the neocortical fronto-parietal slow waves and the 
altered consciousness level may explain the behavioral changes in epilepsy patients. 
Another important biomarker is the functional connectivity change in the epileptic brain, 
which represents the excessive or insufficient communications between different parts of 
  28 
the brain. Abnormal connectivity in the epileptogenic zone versus other regions was 
found during seizures and even during resting state (Wilke et al., 2011). Such a 
correlation with the surgery target (e.g., epileptogenic zone), suggests the localization 
value of the connectivity measure. Outside the epileptogenic zone, over-synchronized 
connectivity between subcortical arousal systems and neocortical fronto-parietal 
networks has also been found. Because of the importance of the two structures in 
maintaining normal consciousness, the excessive synchronization has been hypothesized 
as an explanation for altered consciousness in epileptic patients (Arthuis et al., 2009; 
Guye et al., 2006).  
 
2.4.3 Epilepsy and pre-surgical evaluation  
In the clinical practice, antiepileptic drugs are usually the first choice of treatment 
for patients suffering from epileptic seizures. In a majority of the treated patients, their 
seizures can be cured or significantly reduced. However, about 30% of the patients will 
continue to have uncontrolled seizures despite optimal medication therapy. For this 
subset of patients with medically-intractable epilepsy, resective surgery becomes one of 
the remaining curative options. In order to achieve optimal surgical outcome in surgery in 
which patients become seizure free post-operatively, the epileptogenic zone has to be 
completely removed or disconnected.  
The pre-surgical evaluation includes a series of neurological tests and 
neuroimaging protocols performed prior to the surgery. The purpose is firstly to evaluate 
patients’ candidacy that whether a patient is a good surgical candidate, and then to 
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determine the brain tissues to be resected in the surgery. Seizure semiology, long-term 
video EEG and iEEG monitoring described earlier in this chapter are three important 
components of the routine pre-surgical evaluation. Seizures are infrequent, sudden and 
spontaneous activity, which usually happen without clear predictive signs. The capability 
of long-term recording thus is extremely important to reliably capture the infrequent ictal 
events. Nowadays, the EEG and iEEG are the only two electrophysiological monitoring 
tools that allow for continuous monitoring for more than 24 hours. Another 
electromagnetic imaging technique similar with EEG is the Magnetoencephalography 
(MEG) (Hämäläinen et al., 1993). Its applicability to localize the epileptic activity has 
been extensively studied and demonstrated in large patient groups (Knowlton et al., 2008; 
Knowlton et al., 2009; Stefan et al., 2003). However, the hardware of MEG requires 
patients to maintain still during the recording. Such an inflexible recording environment 
restricts the recording time and therefore makes it impossible to reliably capture seizure 
activity. For this reason, MEG has been used most commonly for the localization of the 
interictal spikes and functional eloquent brain instead of ictal discharges.  
The development of MRI techniques is a breakthrough in the neuroimaging field. 
In the diagnosis of epilepsy, the MRI provides a way to non-invasively access the 
anatomical changes and abnormalities in the brain. The fast-developing high-field MRI 
technique has further improved the resolution to image subtle and deep structural changes 
in epileptic brains (Henry et al., 2011). If the MRI, scalp EEG and other neurological 
tests can converge to a conclusive surgical plan, the invasive EEG monitoring can be 
avoided. Recently, functional neuroimaging techniques with minimum invasiveness such 
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as SPECT, PET and fMRI have been explored in a hope that the hemodynamic signal 
change can reflect the neural activity in the epileptogenic zone. These techniques 
identified epileptic networks showing positive and negative responses to the epileptic 
activity (Blumenfeld et al., 2009; Grouiller et al., 2011; Laufs et al., 2007; Spencer, 1994; 
Tyvaert et al., 2008), however the low temporal resolution of the hemodynamic signals 
limits their ability to distinguish the seizure onset zone from the widespread epileptic 
network involved in the propagation of seizures.  
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Chapter 3   EEG monitoring and dynamic seizure imaging 
3.1 Introduction 
 For patients suffering from medically intractable epilepsy, surgical treatment 
provides a curative solution that may stop or significantly reduce the frequency of 
seizures. To achieve optimal surgical outcome, in which a patient become seizure free, 
the epileptogenic zone has to be completely removed or disconnected (Rosenow et al., 
2001). Therefore, a pre-surgical evaluation, which aims to delineate the epileptogenic 
zone, is crucial for achieving a successful surgical outcome. 
 Scalp EEG, as discussed in the last two sections, has been established as one of 
the important diagnostic tools for the pre-surgical evaluation of epilepsy. It has the 
advantages of non-invasiveness, low risk and low cost compared to iEEG. At the same 
time, scalp EEG shares the excellent temporal resolution of iEEG. It is the only non-
invasive pre-surgical mapping tool that measures the electrophysiological onset and the 
rapid development of seizures. Other functional neuroimaging techniques (Blumenfeld et 
al., 2009; Grouiller et al., 2011; Knowlton et al., 2008; Tyvaert et al., 2008; Vitikainen et 
al., 2009) such as SPECT, PET and fMRI have been useful to identify the epileptic 
networks, but their lack of temporal resolution restricts their ability to separate the 
primary seizure focus from propagated areas.  
 Nevertheless, scalp EEG has not been considered an imaging tool but rather a 
scalp mapping tool. Its intrinsic limitations include low spatial resolution (typically 19-32 
electrodes for clinical EEG) and indirect correlation with underlying neural generators 
due to volume conduction effect. Simple visual inspection of EEG waveforms, which is 
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commonly conducted in clinical practice, remains inadequate for the precise delineation 
of the seizure onset zone (SOZ). Having been studied intensively in the past decades, 
non-invasive source imaging (Baumgartner and Pataraia, 2006; Plummer et al., 2008) 
techniques have gradually been considered as a possible tool for surgery guidance, 
particularly with the recent development of high-resolution recording techniques, such as 
dense-array EEG (Brodbeck et al., 2011; Holmes et al., 2010; Koessler et al., 2010; Lantz 
et al., 2003) and MEG (Knowlton et al., 2008; Knowlton et al., 2009; Stefan et al., 2003). 
Most of the studies or applications have utilized signals recoded during interictal period 
(Brodbeck et al., 2011; Knowlton et al., 2008; Knowlton et al., 2009; Plummer et al., 
2008; Stefan et al., 2003) as opposed to ictal period (Assaf and Ebersole, 1997; Assaf et 
al., 2003; Boon et al., 2002; Ding et al., 2007), because of the fact that the recording of 
seizures by some modern techniques (e.g. MEG) and the source imaging of dynamic ictal 
discharges have remained challenging. However, although the localization of interictal 
events is helpful, the precise correlation of neural sources of these events with the clinical 
SOZ remains unclear (Marsh et al., 2010). Non-invasive recording and imaging of 
electric sources during seizures is therefore a missing, but essential, aspect of the pre-
surgical evaluation.  
In this chapter, we describe a high-resolution seizure imaging protocol for 
potential application in pre-surgical planning of the epilepsy treatment. We developed a 
76-electrode EEG system for long-term video EEG monitoring. We have also developed 
a novel dynamic seizure imaging algorithm that is particularly designed for 
spatiotemporal imaging of ictal rhythmic discharges. To evaluate the clinical 
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performance of such a noninvasive imaging tool, we studied a large group of patients 
with medically intractable epilepsy. In the group of patients, the source imaging results, 
derived non-invasively, were compared with iEEG recordings and/or resective surgery 
outcomes. Through this comparison, we sought to determine (i) the degree to which the 
non-invasive seizure imaging agrees with the clinical information obtained through 
invasive procedures; and (ii) whether the dense-array recording technique improves the 
performance of seizure imaging. 
 
3.2 Development of dynamic seizure imaging approach 
The dynamic seizure imaging (DSI) approach consists of steps of: (i) source 
separation of ictal EEG in the sensor space, (ii) localization of neural generators of 
seizure components, and (iii) source-recombination in the source space of the brain to 
form a spatiotemporal imaging. This method was designed particularly for the imaging of 
spatiotemporal signals, which in the context of epilepsy can be the spatiotemporal ictal 
discharges during epileptic seizures. The method of DSI can be illustrated as a flowchart 
in Fig. 3.1.  
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Figure 3.1 Schematic flow chart of the Dynamic Seizure Imaging (DSI) approach. It 
consists of steps of (i) source separation in the sensor space, (ii) localization of seizure 
components, and (iii) source re-combination in the source space to form a spatiotemporal 
imaging (Adapted from Yang et al., 2011).  
 
3.2.1 Source separation  
As discussed in chapter 2, according to EEG forward modeling, spatiotemporal 
EEG signal Y can be related with underlying brain activity S through a linear system:  
       3.1 
where Y is a  signal matrix (  is the number of electrodes and  is the number of 
time points), S is a  source matrix (  is the dimension of source space), B is a 
noise matrix, and L is a  lead field matrix. In this chapter, we calculated the lead 
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field matrix using the boundary element method (Fuchs et al., 1998; Hamalainen and 
Sarvas, 1989; He et al., 1987) and a 3D distributed source model.  
Seizure EEG measures ictal discharges, which evolve through time, space and 
frequency (Jung et al., 2009; Nam et al., 2002; Patel et al., 2008) plus measurement noise, 
moving artifacts and other background brain oscillations (Jung et al., 2000; Urrestarazu et 
al., 2004). To analyze such complicated signals, independent component analysis (ICA) 
was used to decompose seizure EEG into a series of temporally independent but spatially 
fixed components as follows (Delorme and Makeig, 2004): 
       3.2 
where  is the number of independent components (ICs), and  is the spatial map of 
the ith IC, and  is the time course of the ith IC. Assuming  out of the  ICs are 
associated with seizure activities, the scalp measurement generated by seizures 
becomes .  
 
3.2.2 Component selection  
Seizure activities are characterized by abnormal synchrony of discharges. The 
dynamic signal in the time and frequency domains can be observed in both IC time 
courses (Nam et al., 2002; Patel et al., 2008; Jung et al., 2009) and the scalp EEG signals. 
As such, the time-frequency similarity between the ICs and the original EEG signals was 
used for the selection of seizure components. From the ICA analysis, the ICs with 
artifactual origins, such as eye blinks, eye movements and muscle activity, were rejected 
(Jung et al., 2000; Jung et al., 2009; Urrestarazu et al., 2004). The EEG signals can be de-
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noised by removing the artifactual components and back-projecting the signal 
components to EEG time courses. From the de-noised EEG signals, we computed the 
spectrogram of each channel. We picked the 15 channels with the largest spectral power 
in the frequency band of the ictal rhythms. We then selected a subset of these 15 channels 
whose spectral power after the seizure onset was statistically significantly stronger than 
that prior to the seizure onset. The mean spectrogram of these selected channels was 
considered as the spectrogram of original EEG (EEG-spectrogram). A spectrogram was 
then computed for each IC (IC-spectrogram). Correlations between each IC-spectrogram 
and the EEG-spectrogram were calculated. Statistical significance of the correlation 
between the EEG-spectrogram and each IC-spectrogram was calculated by a 
nonparametric statistical test using a surrogate method (Palus and Hoyer, 1998; Theiler et 
al., 1992). In the test, surrogate datasets were created from EEG signal and each IC time 
course so that their mutual correlations were not preserved. In each surrogate step, 
correlation between a new EEG-spectrogram and a new IC-spectrogram was computed. 
From the surrogated datasets, a distribution of correlation values can be obtained, from 
which components with statistically significant correlations with the EEG-spectrogram 
can be selected and considered as seizure components.  
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Figure 3.2 ICA separates ictal EEG into a series of independent components. (A) 
Spatial maps, time courses and spectrograms of two components identified from one 
frontal lobe seizure (sz) indicated the spatial, temporal and spectral features of the ictal 
discharges. (B) The maximal seizure component in another seizure of the same patient, 
which identified very similar spatial, temporal and spectral features (Adapted from Yang 
et al., 2011). (C) Two components identified from a temporal lobe seizure indicated 
temporal lobe focus. (D) Delta and theta band activity is most common in temporal lobe 
seizures.  
 
ICA separated the seizure components from the background and noise of EEG. 
Fig. 3.2 shows several example ICs we identified from seizure EEG data. Fig. 3.2A-B 
shows a patient with frontal lobe epilepsy. Two components identified from one seizure 
of the patient (Fig. 3.2A) displayed increased rhythmic oscillations at about 15Hz at the 
seizure onset, which later progressed to an alpha-band discharge. This time-frequency 
evolution pattern of the ictal rhythmic discharges can be visualized in both IC time 
courses and their spectrograms in Fig. 3.2A, and was consistent with the independent 
observation reported by clinical epileptologists. The maximal seizure component 
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identified from another seizure of this patient (Fig. 3.2B) displays similar spatial, 
temporal and spectral features. Fig. 3.2C showed two components identified from a 
temporal lobe seizure of another patient. The spectrograms displayed alpha-band 
oscillation and the scalp maps indicated left temporal focus of the seizure activity. Delta-
band (1-4 Hz) and theta-band (4-7 Hz) oscillations are most common in temporal lobe 
seizures. Fig. 3.2 D-E showed the maximal seizure components identified from two 
temporal lobe seizures from two different patients. Their spectrograms showed rhythmic 
oscillations varied over time in the delta and theta bands, and their scalp maps indicated 
strong electrical activity in the left and right temporal regions.  
 
3.2.3 Source re-combination 
 From the selected components, an inverse solution of the de-noised EEG signal Y 
can be approximated as:  
      3.3 
where 
         3.4 
is the inverse solution of each seizure component. The estimation of the spatiotemporal 
signal  is approximated by a linear summation of the ICs in the source space, which can 
be seen as an inverse process of ICA. Different source imaging techniques based on 
distributed source model can be used to estimate the inverse operator , such as the 
algorithms of minimum norm (Hamalainen and Sarvas, 1989), low resolution 
electromagnetic tomography (LORETA) (Pascual-Marqui et al., 1994), sLORETA-
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weight minimum norm (SWARM) (Wagner et al., 2007), or fMRI-weighted minimum 
norm (Liu et al., 1998). Given the estimated spatiotemporal source signal , source 
distribution can be displayed at different time instant or in different time window.  
 
 
 
Figure 3.3 Estimated source at seizure onset (yellow to orange color bar) in comparison 
with surgically resected region (green) and iEEG recordings (Yang et al., 2011). 
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We tested the noninvasive DSI imaging approach in a small group of eight 
patients using surgical resection as the reference. In each patient who underwent resective 
surgery followed by a post-operative MRI scan, the brain tissues resected were 
determined from the post-operative MRI. Fig. 3.3 shows the source distribution at the 
seizure onset time. The estimated source of a frontal lobe seizure was reconstructed in a 
3D brain model (Fig. 3.3, PT1 - yellow to orange color bar). A surgical excision was 
performed from the anterior left frontal lobe of this patient. A significant portion of the 
estimated source was localized to the epileptogenic focus resected in the left frontal lobe 
(Fig. 3.3, green voxels). The estimated source maximum was located within the 
surgically resected zone. The patient was rendered seizure free following surgery, which 
suggests that the estimated source was co-localized with the resected region and also the 
epileptogenic zone. The estimated sources of the other 7 patients (Fig. 3.3) were localized 
using DSI to the left or right temporal lobe. Among these patients, three (patient 2-4) 
were implanted with intracranial electrodes (Fig. 3.3, spherical dots). Independent visual 
interpretation of the iEEG reported by clinical epileptologists identified these seizures’ 
onsets recorded by temporal lobe electrodes (Fig. 3.3, red dots). It can be observed that 
the DSI localization in the three patients was consistent with or in adjacent to the clinical 
gold standard iEEG. Among the 7 patients, six (patient 2, 3, 5-8) underwent resective 
surgery and were rendered seizure-free after 1 year follow-up. In each of the 13 seizures 
analyzed in this group, significant overlap was observed between the estimated SOZ and 
surgically resected region. Patient 4, who did not undergo resective surgery, had SPECT 
scans as part of the pre-surgical evaluation. SPECT analysis suggested several adjacent 
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foci of ictal hyperperfusion in the right temporal lobe (Fig. 3.3, green voxels), which may 
also serve as an evidence of right temporal lobe seizure.  
 
 
 
Figure 3.4  Dynamic seizure imaging over time reveals the development and propagation 
of seizures (Yang et al., 2011).  
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The DSI spatiotemporal imaging also reconstructs propagated activity after 
seizure onset. Shown in Fig. 3.4, from the estimated spatiotemporal source activity , 
time-varying source power in each voxel was calculated as the spectral power of the ictal 
rhythms during 1-s time window. The source power distribution over the ictal period 
suggested the propagation of seizure activity from a focal location to extended regions 
ipsi-laterally or contra-laterally. 
 
3.3 Clinical evaluation in operated or invasively-monitored patients 
The ultimate goal of developing a noninvasive seizure imaging protocol is to 
improve the clinical diagnosis and treatment of epilepsy. In this chapter, we developed a 
high-resolution EEG monitoring protocol, in combination with the dynamic seizure 
imaging approach. In order to test the clinical applicability and performance of such a 
non-invasive seizure imaging protocol, we systematically evaluated the protocol in a 
large group of epilepsy patients who underwent at least one invasive procedure: resecitve 
surgery or iEEG chronic monitoring as illustrated in Fig. 3.5.  
 
3.3.1 Patients 
We studied 30 adult patients who underwent pre-surgical evaluation at Mayo 
Clinic, Rochester, MN. The study was approved by the Institutional Review Board (IRB) 
of the University of Minnesota (Minneapolis, MN) and the IRB of Mayo Clinic 
(Rochester, MN). All patients gave written informed consent before entering the study.  
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Figure 3.5 The patients were studied using a protocol consisting of a long-term high-
resolution EEG monitoring and a spatiotemporal seizure imaging. The results were 
evaluated by comparing the results with invasive procedures, such as the outcome of 
resective surgery or intracranial EEG (Adapted from Yang et al., 2011).  
 
Patients were selected to the study if they ultimately underwent at least one 
invasive procedure: (i) resective surgery and a post-operative follow-up of at least 12 
months; (ii) a long-term invasive iEEG monitoring. Among the 30 patients, 15 of them 
had iEEG and 24 of them underwent resective surgery. After the surgery, 15 patients 
became seizure free (ILAE 1-2 outcome according to the International League Against 
Epilepsy - ILAE) and 9 patients had recurrent seizures (ILAE 3-5 outcome) according to 
their most recent follow-up. Patients, if not seizure free, may undergo other surgical 
procedures such as Vagus Nerve Stimulation (VNS). For these patients, although the 
outcome can be followed up several years ago, they were still considered as non-seizure-
free cases. The surgery site, outcomes and iEEG monitoring results are shown in Table 
3.1.  
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Table 3.1   30 adult patients were studied in order to test the clinical applicability of a 
non-invasive seizure imaging protocol. The patients were selected if they at least 
underwent one invasive procedure.  
* Follow up of the resective surgery was conducted in 2011 or 2012 according to ILAE 
system. The ILAE outcome score is collected annually and can change every year.  
 
 
3.3.2 High-resolution EEG and data acquisition 
We used a 76-channel EEG system (XLTEK, Natus Medical Incorporated, CA, 
USA) for patient monitoring as an alternative to traditional 19- or 32-channel EEG.  A 
total number of 76 individual electrodes were attached to the patient’s scalp according to 
a 10-10 montage. The 76-channel dense-array EEG was continuously recorded as 
conventional long-term EEG for two days or even longer. The EEG signals were 
recorded with a 1-70 Hz band pass filter and a 500-Hz sampling rate. The EEG was 
carefully reviewed by experienced clinical epileptologists and clinical seizures were 
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identified. For each seizure, we segmented the ictal epoch with a short preictal period. 
Ictal EEG segments of different seizures of a same patient were concatenated if their 
electrophysiological features during seizures were similar. 
In addition to the dense-array EEG, a MRI scan was conducted as part of the pre-
surgical evaluation on each patient who participated in the study. If a patient had 
resective surgery, another anatomical MRI scan may be taken 3-4 months post-
operatively. If a patient had chronic iEEG monitoring, a CT scan was taken in order to 
determine the location of the implanted electrodes. 
 
3.3.3 Evaluation in epilepsy patients 
Evaluation by invasive iEEG 
In the 15 patients who underwent iEEG monitoring, the iEEG waveforms were 
carefully reviewed by experienced epileptologists. The iEEG electrodes involved in the 
seizure onset were determined by visual inspection. Each patient underwent a CT scan 
while the electrodes were implanted. The locations of the iEEG electrodes were 
segmented from CT images and co-registered with the pre-operative MRI images. We 
then compared the dynamic seizure imaging results with the seizure onset zone delineated 
by iEEG (iEEG-SOZ) in order to determine how the non-invasive seizure imaging 
deviates from the invasive recording.  
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Figure  3.6 (A)   DSI source estimation at seizure onset period in comparison with iEEG 
and resection in three example patients. Spectrograms are shown from regions of interest 
(ROIs). (A) One patient with left temporal lobe seizure without propagation to the right 
temporal lobe. (B) One patient with extra-temporal lobe seizure. And (C) another patient 
with temporal lobe seizure in consistent with resection.  
 
Fig. 3.6A shows a patient with temporal lobe seizures. We plotted the spectral 
power distribution of the ictal rhythms in one-second time window at the seizure onset in 
the source space (Fig. 3.6A, red to yellow color bar). The DSI localized the seizure onset 
to the left temporal lobe, which agreed with the iEEG-SOZ (Fig. 3.6A depth electrodes 
marked by blue). We then computed the spectrograms of source waveforms in two 
regions of interests (ROIs), one in the left temporal lobe and the other near a depth 
electrode in the right temporal lobe. The spectrograms (Fig. 3.6A) of the two ROIs 
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indicated that the left temporal lobe was activated after the seizure onset and it showed 
alpha-band (8-12 Hz) ictal discharges, whereas the right temporal lobe was not activated 
throughout the ictal period. According to the visual inspection of iEEG, the ictal 
discharges started in the left temporal lobe (Fig. 3.6A, blue electrodes as iEEG-SOZ) and 
remained in the left hemisphere (Fig. 3.6A purple electrodes as propagation) without 
propagating to the contralateral temporal lobe (Fig. 3.6A, gray electrodes as inactive 
throughout the seizure). The spatiotemporal imaging of DSI indicated a similar 
propagation pattern as revealed by iEEG. Fig. 3.6B shows a patient with extra-temporal 
lobe seizure in which the patient’s seizure showed short-term fast oscillations before the 
behavioral onset. The DSI localized the fast oscillations to a focal region in the right 
hemisphere (Fig. 3.6B) without propagation to other areas, which agreed with iEEG 
measurements (Fig. 3.6B, blue electrodes). The spectrogram from an ROI including this 
focal region (Fig. 3.6B) showed a fast oscillation in the beta frequency band.  
We computed the localization error as the minimal distance between the estimated 
source maximum to all the electrodes involved in the iEEG-SOZ. The localization error 
for all 15 patients that underwent iEEG recording was around 2cm. However, there were 
two cases in which the DSI identified sources at regions without iEEG coverage. The 
patient was not seizure free at the most recent follow-up. The DSI results suggest more 
iEEG coverage of the brain which may be beneficial for pre-surgical planning. By 
removing these two cases, the mean localization error was about 1.4 times of the spatial 
resolution of iEEG (Fig. 3.7), as the inter-electrode distance of iEEG electrodes is around 
1cm. We then conducted source imaging from the original EEG data using a frequency-
  48 
domain method (Worrell et al., 2000; Yuan et al., 2008; Yuan et al., 2010), which 
transforms the windowed time course of original EEG into Fourier space and uses the 
dominant ictal frequency to estimate the source distribution. Using the original EEG data, 
confounding components such as background brain signals were included for the source 
analysis. Therefore, the localization error using this method (Fig. 3.8A) in comparison 
with iEEG is significantly larger than the DSI method (p<0.01).  
The location of the epileptogenic zone (e.g., mesial temporal, neocortical 
temporal, extra-temporal region) represents different level of difficulty for surgery 
treatment or for neuroimaging. In the studied patients, we categorized the patients into 
groups of neocortical temporal lobe seizure onset (neo-TL), medial temporal lobe seizure 
onset (med-TL) and extra-temporal lobe seizures (extra-TL), if their seizure onset was 
recorded respectively by surface temporal electrodes (grids and strips), depth electrodes, 
or surface extra-temporal electrodes. The resultant localization error was smaller (Fig. 
3.7) in cases where seizures started from the superficial portion of the cortex (neo-TL and 
extra-TL) but relatively larger in seizure recorded by depth electrodes. However, because 
the number of patients in each group is small, the statistical difference between different 
groups cannot be reliably tested.  
 
Evaluation by resective surgery 
Fig. 3.6C shows a patient with temporal lobe seizures. The DSI localized the 
seizure onset to the right temporal lobe. The patient underwent a right temporal 
lobectomy (Fig. 3.6C, green volume) and became seizure free after the surgery. The 
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estimated source overlaps with the resected region (Fig. 3.6C, green volume) and the DSI 
maximum was localized within the boundary of the resection. The seizure free outcome 
indicates the co-localization of the epileptogenic zone with the surgically-removed 
region, and therefore the DSI source.  
 
 
Figure 3.7   The localization error (LE) of the source imaging results in comparison with 
the seizure onset zone delineated by iEEG in all the patients without two outliers 
(estimated source localized in the region without iEEG coverage), patients with seizure 
onset in the neocortical-temporal (blue), medial-temporal (red), and extra-temporal 
(orange) regions. The error bar in this chapter represents the standard deviation of the 
mean of each group.  
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Figure 3.8 Comparison of dynamic seizure imaging (DSI) results with the frequency-
domain method applied on original EEG (indicated as EEG source imaging – ESI here). 
(A) Localization error in comparison with iEEG (eLE) in all the patients with iEEG 
recordings excluding two outliers. (B) Localization error (LE) in comparison with 
resection in the group of patients with seizure free outcome. 
 
There were 24 patients who underwent resective surgery and had at least one-year 
follow up (Table 3.1). The ILAE score is taken annually and therefore can track the 
change of surgery outcomes over time. But here we used the ILAE score obtained most 
recently to determine their surgery outcomes and to group patients. In most cases, 
patients underwent a post-operative MRI scan 3-4 months after the surgery, allowing for 
the segmentation of the resected regions from the post-operative MRI. Some patients who 
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underwent a standard temporal lobectomy did not undergo a post-operative MRI. In these 
patients, the surgically removed regions were determined according to the description in 
the surgery notes. We computed a localization error as the distance from the estimated 
source maximum to the boundary of the resected volume, in order to quantify how the 
DSI source deviates from the surgically removed regions.  
In the group of 24 patients, the mean localization error using non-invasive seizure 
imaging was around 1cm. However in the subset of patients who became seizure free, the 
localization error was less than 0.6cm, which is much smaller. A patient becoming 
seizure free or not is an indication of whether the patient’s epileptogenic zone was 
completely removed. Among the 24 patients, 15 of them had ILAE 1-2 outcome at the 
most recent follow-up, which means they became seizure free for at least one year. The 
other group of patients had ILAE 3-5 outcome at the most recent follow-up. The 
reduction of seizure frequency indicated that a significant part of the critical epileptic 
network may be removed or disconnected. However, the occurrence of seizures after the 
surgery indicated that the epileptogenic zone was not removed completely. In the group 
of patients who became seizure free, the localization error was significantly smaller than 
that in the group of patients who obtained suboptimal surgical outcomes (p<0.05). When 
the frequency-domain method (Worrell et al., 2000; Yuan et al., 2008; Yuan et al., 2010) 
was applied to the original EEG data in the seizure free group (Fig. 3.8B), the resultant 
localization error was larger than that of the DSI method (p<0.05). 
 
 
  52 
High-resolution vs. low-resolution EEG 
We used 76-channel EEG in the studied cohort, as opposed to the 32-channel or 
19-channel EEG commonly used in clinical settings for the monitoring of epilepsy 
patients. To compare the imaging capability of different electrode densities, we down 
sampled the scalp electrodes from 76 to 32 and 19. We then solved the inverse problems 
using the each electrodes configuration. Note here, the down-sampling of the electrodes 
was conducted during the step of inverse problems. The 76-channel information was still 
used for ICA and component selection. So the imaging accuracy of 32- and 19-channel 
systems was partly contributed by the increased spatial sampling of the dense-array 76-
channel system.    
In the patients who underwent iEEG monitoring or resective surgery, the 
localization error increased as the number of electrode decreased. In the patients who 
underwent iEEG monitoring (Fig. 3.9A), without the two outliers, the difference was 
statistically significant between the 76-channel, 32-channel and 19-channel. In the subset 
of patients who underwent surgery and became seizure free (Fig. 3.9B), the difference 
was also statistically significant between the 76-channel, 32-channel and 19-channel. In 
the subset of patients with recurrent seizures (not shown here), the difference between the 
76-channel and 32-channel however was not as significant as that in the seizure-free 
cases. This may be caused by the fact that the resected region is not a good 
approximation of the epileptogenic zone if the patients were not seizure free. Therefore, 
the reference (e.g., resection) itself may introduce localization error, making the effect of 
channel numbers less significant.   
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Figure 3.9 The performance of source imaging using 76- (blue), 32- (red), and 19- 
(green) electrodes, in patients who had (A) intracranial EEG monitoring and (B) resective 
surgery and became seizure free.  
 
To quantify the difference between two distributions, we then defined a volume 
localization error (vLE), which is the mean distance between each pair of voxels in two 
volumes: one in the DSI delineated source volume  and the other in the resected volume 
, as: 
      3.5 
Note that, a volume can have a volume distance to itself, because each pair of voxels 
within the volume has distance between them. For the resected volume, the value is: 
                             3.6 
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The percentage of change of volume localization error is:  
     3.7 
The volume of the estimated source  changes when different thresholds are applied. We 
used a threshold that gave a same size volume as the resected region . Therefore, the 
vLE quantifies the distance between the estimated source volume and the resected 
volume when the two volumes are equalized. This distance measurement is an indication 
of the performance if the same volume is resected based on the source imaging results. 
This volume localization error therefore quantifies how the two volumes or distributions 
deviate from each other. In the seizure-free group, the volume localization error increased 
as the number of channels decreased. The differences of the localization accuracy 
between 76 channel, 32 channel and 19 channel systems also demonstrated that 
increasing the number of scalp sensors would benefit the estimation of the distribution of 
seizure sources.  
 
3.4 Discussion 
In this chapter, we developed and evaluated the clinical applicability of a high-
resolution EEG monitoring and a non-invasive seizure imaging protocol. In the studied 
cohort, the 76-channel dense-array EEG successfully replaced the conventional 19- or 32-
channel systems for routine long-term EEG video monitoring. In addition to seizure 
recording, the dynamic seizure imaging algorithm achieves the localization of ictal 
discharges in concordance with the most invasive procedures: invasive recording of iEEG 
and/or the brain tissues removed in the surgery. In general, the degree to which the source 
imaging results agreed with the resection was associated with an increased likelihood of a 
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seizure free post-operative outcome.  Increase the number of scalp electrodes from 19 and 
32 to 76 also significantly improved the performance of the source imaging. 
 In the past a few decades, the development of non-invasive neuroimaging 
techniques has significantly improved our ability to localize epileptic sources for pre-
surgical evaluation (Brodbeck et al., 2011; Rosenow and Luders, 2001; Spencer, 1994). 
MRI provides a way to non-invasively access anatomical abnormalities. High-field MRI 
further improves the resolution to delineate subtle and deep structural changes (Henry et 
al., 2011). Functional neuroimaging techniques (e.g., SPECT, PET and fMRI) have also 
been utilized to image the slow hemodynamic signal change in the epileptic network 
(Blumenfeld et al., 2009; Grouiller et al., 2011; Spencer, 1994; Tyvaert et al., 2008). 
However, despite the rapid development of neuroimaging techniques, there lacks a 
functional imaging protocol that is non-invasive and fast enough to track the neural 
activity in a millisecond time scale.  
EEG and MEG source imaging techniques represent the recent advancement to 
image electrophysiological brain activity through non-invasive approaches (Plummer et 
al., 2008). With the recent development of high-resolution recording techniques, such as 
MEG and dense-array EEG, the localization of interictal activities has been more 
frequently considered as a potential clinical tool to assist the pre-surgical evaluation 
(Brodbeck et al., 2011; Knowlton et al., 2008; Knowlton et al., 2009; Stefan et al., 2003). 
However, it is also well known that the irritative zone defined by inter-ictal spikes do not 
reliably determine the minimum region of brain tissue that must be resected in order to 
render the patient seizure free (Marsh et al., 2010). Fewer studies have investigated the 
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source imaging of seizures (Assaf and Ebersole, 1997; Boon et al., 2002; Ding et al., 
2007), and only recently has seizure source imaging from high-resolution EEG/MEG 
recording been investigated (Assaf et al., 2003; Holmes et al., 2010; Koessler et al., 
2010). This is partially due to the fact that the recording of seizures requires long-term 
monitoring (e.g., 2-3 days) in a relatively flexible recording environment. The MEG 
techniques, however, cannot be easily adapted to such a long-term application. For 
patients with less frequent seizures, the monitoring time can be even longer, which can be 
also challenging for some dense-array EEG systems (Holmes et al., 2010). In this 
chapter, we described an EEG system which increased the scalp sampling sites by 
increasing the number of scalp electrodes. However, instead of using a cap or a net with 
integrated electrodes, we used individual electrodes that have been commonly used for 
clinical EEG monitoring. The 76-channel system, therefore, closely resembles the clinical 
EEG that has been tested through decades of practice. In the studied cohort, the 76-
channel EEG successfully captured seizures in all patients.  
In addition to the recording, the mathematical modeling and imaging of dynamic 
seizure activity represents another difficulty of seizure imaging. Source imaging 
techniques, such as dipole localization (Assaf and Ebersole, 1997), sub-space scanning 
methods (Ding et al., 2007), time-instant- or short-window- or microstate-based source 
imaging techniques (Holmes et al., 2010; Lantz et al., 2001; Worrell et al., 2000) have 
been developed in order to track the dynamics of seizure activity. In this chapter, we used 
a dynamic seizure imaging algorithm to image the spatiotemporal features of the seizure 
activity. The change of ictal discharges in the spatial, temporal and frequency domain 
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were all considered. The non-invasive imaging from the dense-array EEG recording is 
capable of reconstructing the pattern of the way in which a seizure starts and develops, in 
concordance with the measurement or evaluation obtained through the most invasive 
procedures - resective surgery and iEEG. The source imaging results in the seizure-free 
group agreed with the surgical resection significantly more than that of patients who 
continued to have uncontrolled seizures. The statistical difference between the two 
groups suggests that patients have a higher chance to achieve optimal surgical outcome if 
the brain tissue near the estimated source is removed.  
The invasive monitoring of iEEG is the current clinical golden standard. 
However, its invasiveness restricts the number of patients who can receive such an 
electrophysiological brain imaging. In this chapter, however, we suggests a non-invasive 
approach which provides spatiotemporal imaging in a spatial domain similar with iEEG 
but with increased spatial coverage. In the studied cohort, this non-invasive approach 
localizes the seizure onset zone in concordance with iEEG. Considering the iEEG has 
relatively low spatial resolution (inter-electrode distance is about 1cm), the brain region 
between electrodes can be poorly sampled. The localization error (Fig. 3.7) was therefore 
contributed not only by the errors of source imaging but also by the low spatial resolution 
of iEEG. The close approximation of the source imaging results to iEEG invasive 
measurement suggests the localization value of this non-invasive seizure imaging 
approach. Its non-invasive nature allows for the application of such an 
electrophysiological seizure imaging approach to every patient for pre-surgical 
evaluation. If an agreement was achieved between this non-invasive electrophysiological 
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imaging, MRI and other neuroimaging or neurological tests, the proportion of patients 
who must go to invasive recording can be significantly decreased. In two cases, our 
source imaging results were localized to the brain regions without iEEG coverage, and 
the patients were not seizure free after the resection of the iEEG-SOZ. The discrepancy 
may be caused by the fact that scalp EEG can miss small activity recorded by iEEG. 
However, it may also suggest that there were critical regions of the brain not well covered 
by iEEG. In fact, the performance of iEEG significantly relies on how well the extent of 
electrode sampling could cover the seizure onset zone or epileptogenic zone. Priori 
information from non-invasive measurement or neurological tests is extraordinarily 
important for the guidance of the electrodes’ placement (Knowlton et al., 2009). The 
present non-invasive seizure imaging protocol provides full coverage of the brain. With 
this priori information obtained by this noninvasive protocol, there is a higher chance to 
obtain complete coverage of the epileptogenic network, and as a result improve the 
diagnostic yield of iEEG.  
The localization accuracy in the studied cohort differs in patients with superficial 
or deep seizure onset zones. The source imaging deviates less from the iEEG if the 
activity was recorded by surface temporal or extratemporal electrodes (grids or strips), 
but relatively more from the iEEG if the activity was recorded by depth electrodes. This 
may be caused by the fact that EEG source imaging, as a non-invasive modeling method, 
is more sensitive to superficial activity, and therefore would favor the estimation of 
sources close to the surface of the brain. It may also be caused by the poor spatial 
coverage of depth electrodes. The depth electrodes usually cover 1-D space in the deep 
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temporal lobe structures, and the chance of incomplete coverage and sampling of the real 
seizure source is prevalent. Activity in a depth electrode likely represents strong activity 
in surrounding tissues rather than activity at the electrode itself. However, because the 
number of patients in each group is small, the observation of the difference may not have 
enough statistical power. 
Over the past thirty years, numerous studies have been conducted to support an 
advanced high-resolution form of non-invasive electromagnetic recording (e.g. dense-
array EEG (Gevins, 1993) and MEG (Hämäläinen et al., 1993). Theoretical and 
experimental studies suggested recordings from approximately 100 scalp sites for a good 
spatial sampling rate and a stable spatial representation (Spitzer et al., 1989; Srinivasan et 
al., 1996). In the clinical realm, while standard EEG monitoring still uses conventional 
19-to-32-electrode montages, recent adoption of high-resolution EEG/MEG for the pre-
surgical localization of partial epilepsy has increased in popularity. One EEG study 
(Lantz et al., 2003) revealed in a group of interictal discharges that the localization 
accuracy can be significantly improved by increasing the number of EEG electrodes from 
31 to 63, yet only slightly improved by increasing the number from 63 to 123. According 
to these previous studies, increasing the channel number to 76, as in our system, provides 
significantly more spatial detail for the localization of epileptic sources. We evaluated the 
seizure imaging results using 76, 32 and 19 electrodes in a relatively large group of 
patients. We found that increasing the number of scalp electrodes significantly improve 
the localization accuracy in comparison with invasive procedures. The 76-channel EEG 
performed the best in terms of the localization of the onset of ictal discharges. The 
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increased implementation time could be a potential disadvantage of high-density EEG. 
However, it only required an average of 60 minutes to mount the 76 electrodes by two 
experienced medical staff, compared to 30 minutes using a 32-channel clinical EEG. 
Recent studies have reported a fast-capping EEG technique for which the preparation 
time can be as short as 15 minutes (Holmes et al., 2010). Such a technique however is 
limited by relatively shorter recording time due to the fact that patient usually cannot 
comfortably wearing the device for more than 2 to 3 days (Holmes et al., 2010). The 76-
channle recording protocol, on the other hand, used similar electrodes with the 
conventional clinical EEG whose feasibility of long-term monitoring has been 
demonstrated over several decades’ worth of clinical practice. Considering the benefits of 
having such a non-invasive high-resolution electrophysiological imaging approach, and 
the fact that the clinical long-term monitoring usually lasts for at least two days, the 
increased 30 minutes preparation time is minimal.   
 
In conclusion, this chapter describes a non-invasive seizure imaging protocol 
consists of the high-resolution EEG monitoring and the dynamic seizure imaging 
approach. This protocol provides a way to non-invasively access electrophysiological 
abnormalities during seizures. The concordance of this non-invasive imaging approach 
with iEEG and surgical outcome suggests a potential position for such an approach in 
routine pre-surgical evaluation, from mainly two aspects: (i) aiding the implant of iEEG 
electrodes to improve the localization yield and accuracy of iEEG, and in some cases (ii) 
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assisting the non-invasive localization of the epileptogenic region as a potential 
alternative for the invasive long-term iEEG monitoring. 
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Chapter 4  Epilepsy and consciousness 
4.1 Introduction 
 Loss of normal brain functions is one of the most common symptoms 
accompanying epileptic seizures. Partial seizures can be divided into simple partial 
seizures and complex partial seizures, with the former preserving and the latter impairing 
normal responsiveness or consciousness (Commission of ILAE 1981). Partial seizures 
can occasionally develop into secondarily generalized seizures, which recruit widespread 
brain regions (Blumenfeld et al., 2009; Engel, 1989) and can induce deep 
unconsciousness. In temporal lobe seizures, the most common form of epilepsy, patients 
have a significant chance of experiencing loss of responsiveness and consciousness 
(Arthuis et al., 2009; Engel, 1989; Englot et al., 2010; Lee et al., 2002). After the 
termination of seizures, there can be a postictal period (Fisher and Schachter, 2000; 
Hammers et al., 2007), during which patients may experience confusion, decreased 
responsiveness, memory deficits, disorientation, and other cognitive deficits (Fisher and 
Schachter, 2000). The postictal state is the time in which the brain recovers from the 
trauma caused by seizures before regaining normal functions. This abnormal state can 
last anywhere from minutes to hours, and is generally longer in the case of more severe 
seizures, such as generalized seizures.  
 The phenomenon of loss of consciousness and responsiveness has been 
investigated in several different models, such as coma (Bickford and Butt, 1955), 
anesthesia (Alkire et al., 2008), and slow-wave sleep(Alkire et al., 2008; Hofle et al., 
1997; Massimini et al., 2005). Studies have suggested that loss of consciousness can be 
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associated with abnormal subcortical/cortical activity, the breakdown of subcortical-to-
cortical and cortical-to-cortical integration, or the loss of discriminable firing patterns that 
code higher-order information processing (Alkire et al., 2008; Hofle et al., 1997; 
Massimini et al., 2005). In temporal lobe epilepsy, anatomical and functional 
abnormalities have been found, either permanently or temporarily. In patients with 
epilepsy-induced cognitive dysfunctions, studies have found altered functions of temporal 
cortex, subcortical structures, and corticothalamic connectivity (Arthuis et al., 2009; 
Blumenfeld et al., 2009; Guye et al., 2006; Lux et al., 2002). In addition to the 
dysfunctions of the epileptogenic network, recent neuroimaging studies have discovered 
decreased activity in neocortical fronto-parietal regions in epileptic brains. SPECT and 
fMRI measured decreased cerebral blood flow (CBF) and blood-oxygen-level 
dependence (BOLD) signals, respectively, in the fronto-parietal cortex, overlapping with 
the default mode network, during different types of epileptic activities (Bai et al., 2010; 
Gotman et al., 2005; Grouiller et al., 2011; Laufs et al., 2006; Siniatchkin et al., 2010). 
This deactivation occurs during seizures and persists into the postictal period 
(Blumenfeld et al., 2009).  
 EEG and intracranial EEG studies have recorded abnormal slow-wave activity in 
patients with seizure-induced dysfunctions. Postictal (Hufnagel et al., 1995; Jan et al., 
2001) or background (Panet-Raymond and Gotman, 1990; Tao et al., 2011) slow waves 
in the temporal lobe have commonly been measured in epileptic patients. The postictal 
slowing has a significant chance of lateralizing to the temporal lobe of seizure onset 
(Hufnagel et al., 1995; Jan et al., 2001). Not until recently has the presence of neocortical 
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slow-wave activity in the fronto-parietal lobe been implicated to seizure induced 
behavioral changes. Recent iEEG studies have recorded increased slow waves in lateral 
fronto-parietal electrodes during ictal and postictal periods. The elevation of slow-wave 
activity, especially delta-band activity (<4Hz), was correlated with behavioral changes in 
simple partial and complex partial seizures (Blumenfeld et al., 2004; Englot et al., 2010). 
However, iEEG lacks the spatial coverage that is necessary to investigate slow-wave 
activity in the whole brain. The cortical coverage from iEEG depends on the placement 
of the electrode array, which can vary significantly between patients. The implanted 
electrodes usually cover the epileptogenic zone (e.g., bi-lateral temporal lobes in 
temporal lobe epilepsy) to a suitable extent, as the delineation of the epileptogenic is of 
most clinical importance. However, other cortical areas, such as the medial and lateral 
fronto-parietal cortex, may be poorly sampled by the iEEG array.  
In this chapter, we used dense-array scalp EEG to study postictal slow-wave 
activity in a group of 28 patients with temporal lobe seizures. The seizures were 
categorized to simple partial, complex partial and secondarily generalized seizures 
according to behavioral changes during and after seizures. Previous studies have 
demonstrated that the behavioral and cognitive changes, deactivation of metabolic 
signals, and elevation of slow-wave activity can persist into the postictal states 
(Blumenfeld et al., 2004; Blumenfeld et al., 2009; Englot et al., 2010; Fisher and 
Schachter, 2000). We studied the postictal period in order to focus the analysis on slow 
waves, while excluding the active portion of ictal rhythmic discharges. We used dense-
array EEG and the EEG source imaging technique to reconstruct the common spatial 
  65 
distribution of slow waves across the group of patients, despite the difference between 
individuals. We further investigated the variation of spectral and spatial features of 
postictal EEG signals in simple partial, complex partial and secondarily generalized 
seizures.   
 
4.2 Methods and materials 
4.2.1 Patients and data acquisition 
 We studied 28 adult patients who underwent a pre-surgical evaluation for 
medically intractable temporal lobe epilepsy at the Mayo Clinic in Rochester, MN. The 
study was approved by the IRB of the University of Minnesota (Minneapolis, MN) and 
the Mayo Clinic (Rochester, MN). All patients gave written informed consent before 
entering the study.  
Each patient underwent long-term dense-array EEG monitoring using a 76-
channel system (XLTEK, Natus Medical Incorporated, CA, USA). A total number of 76 
individual electrodes were attached to the scalp according to a 10-10 montage. The EEG 
signals were recorded with a 1-70 Hz band pass filter and a 500-Hz sampling rate. 
Patients were selected for the analysis if the epileptogenic zone involved the left or right 
temporal lobe, as determined by successful resective surgery, iEEG measurement, and/or 
ictal scalp EEG. Detailed information of patients studied, including their surgical 
outcome, iEEG and EEG measurements can be found in Table 4.1.  
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Seizure free / Intracranial EEG (n =23) Surgery EEG 
15 11 1 3 2 
Sz  free  
(> 1 yr) Ictal iEEG 
Interictal 
iEEG 
> 50% reduction 
(> 1 yr) Ictal  
EEG 
Ictal EEG Ictal EEG 
Sz free: seizure free after the resection of part of the temporal lobe; >50% 
reduction: ILAE 3-4 outcome; Ictal iEEG: intracranial EEG measured seizure 
onset in temporal lobe; Interictal iEEG: intracranial EEG measured interictal 
events in temporal lobe; Ictal EEG: scalp EEG measured seizure onset in temporal 
lobe 
 
Table 4.1 Patients and their surgical outcome / iEEG / EEG indicating temporal lobe 
seizures 
 
4.2.2 Behavioral analysis 
In order to determine whether patients experienced any impairment in 
responsiveness or consciousness, they were presented with questions, simple commands, 
and a memory phrase, such as "remember purple banana". After the seizure they were 
asked to recall the memory phrase. If patients did not respond to questions or commands, 
or were unable to recall a memory phrase, they were classified as having complex partial 
seizures. If patients were fully alert and appropriately responsive throughout the event 
and recalled the memory phrase, they were classified as having simple partial seizures. 
Seizures that had developed to secondary generalization were also identified if ictal 
discharges propagated to a wide-spread portion of the brain after a short period of focal 
activation. The identification of the secondarily generalized seizures agreed with the 
symptoms recorded by videos or clinical notes.  
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4.2.3 Data analysis 
The continuous EEG was reviewed by experienced epileptologists and EEG 
technicians. For each patient, seizures were identified and the end of each seizure was 
considered as the EEG offset of ictal rhythmic discharges.  In some seizures, the offsets 
were difficult to decipher because of pronounced artifacts before and after the seizures 
terminated. In these cases, the seizure offset was determined as the time when the 
artifacts or noise subsided. Seizure duration, defined as the time from seizure onset to 
offset, varied significantly between patients. In studied cohort, the mean seizure duration 
was 75±37 s for simple partial, 90±41 s for complex partial, and 210±165 s for 
secondarily generalized seizures. Approximately one minute of post-ictal EEG was 
segmented following the seizure offset. Electrodes and periods of EEG signals with 
significant artifacts and noise were removed from the analysis. In patients with fewer 
seizures, relatively longer postictal EEG periods were segmented. In the postictal period 
of secondarily generalized seizures, there can be a period of suppression of widespread 
brain areas, during which the EEG signal is “quiet” and “smooth” with a substantial 
decrease of voltage (Blumenfeld et al., 2004). Following this suppression can be a “burst-
and-suppression” pattern, in which bursts of slow wave activity are seen once every 
several seconds. In these cases, we analyzed the postictal EEG on average 75 seconds 
after the seizure offset (can be shorter or longer because of the variation of the 
suppression period between patients) with slow waves or the burst-and-suppression 
pattern, because this pattern contains large amplitude slow waves and resembles slow-
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wave bursts that have been observed in other states of altered consciousness, such as 
anesthesia (Alkire et al., 2008; Liu et al., 2011).  
The analysis of the postictal EEG is summarized by the schematic flow chart 
displayed in Fig. 4.1. The postictal EEG of each seizure was first filtered using a 1-30 Hz 
band-pass filter. For each patient, postictal EEG segments of the same seizure types 
(simple partial, complex partial or secondarily generalized) were concatenated and 
submitted to extended infomax ICA (Delorme and Makeig, 2004). Each independent 
component (IC) can be represented by a spatial map that indicates the source location, as 
well as a time course that represents the source temporal dynamics. The ICs with extra-
cerebral origins such as eye blinks, eye movements and muscle activity were rejected 
(Jung et al., 2000). Dipolar sources were fitted to the spatial map of each of the remaining 
ICs (Delorme and Makeig, 2004). Components that could not be explained by dipolar 
sources (with a residual variance of more than 25%) were rejected (Delorme and Makeig, 
2004; Jung et al., 2009). The remaining ICs were considered physiologically plausible 
signal ICs (Debener et al., 2006; Makeig et al., 2002; Nam et al., 2002; Yang et al., 
2010), representing rhythmic activities of the functional networks in the postictal brain. 
The EEG signals can be de-noised by removing the artifactual ICs and regenerating EEG 
time courses.  
Two indices - relative spatial delta power  (with r indicating ‘spatial’) and 
relative spectral delta power  (with f indicating ‘spectral’) were used to measure 
the spatial and spectral features of the delta-band activity in the different seizure types. A 
Fast Fourier transform (FFT) was used to calculate the spectral properties of each time 
  69 
courses. The spectral power of a frequency band was determined by integrating the 
spectral power within the frequency band. The power of delta band activity was 
calculated by integrating spectral power from 1-4 Hz.  
 
Figure 4.1 Schematic flow chart of the data analysis protocol. Two indices, relative 
spatial delta power  and relative spectral delta power , were used to quantify 
the spatial and spectral features of postictal EEG. ICA and EEG source imaging were 
used to find the spatial distribution of postictal slow waves. IC = Independent 
Component; PT = Patient.  
 
The first index of delta power, , measures the delta power in one region 
normalized by the maximum across regions. From the de-noised EEG, the EEG sensors 
can be grouped by their scalp locations into N regions (e.g., frontal region vs. temporal 
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region). The relative spatial delta power of one region is , where  is 
the mean delta power of a region and  is the maximum mean delta power amongst 
all regions. The  is a ratio in the range of [0, 1] which reflects the spatial  delta 
distribution. The  can be also calculated for ICs, as the scalp maps of ICs indicate 
different cortical distributions. When N ICs are derived for a seizure, the  
  for each IC is calculated as , where is the delta 
power of an IC and  is the maximum delta power of all ICs. The index of relative 
spatial delta power could also be affected by an increase or decrease of total EEG power, 
which would affect all frequency bands including 1-4Hz. 
The second index of delta power, , measures the delta power relative to the 
total spectral power from 1-30Hz. For a time course , the relative spectral delta 
power can be calculated as , where  is spectral power of the time course 
in the delta band (1-4 Hz) and  is the spectral power in the band of 1-30 Hz. In this 
way, the relative spectral delta power can be calculated for the time course of an EEG 
channel or for the time course of an independent component. The relative spectral delta 
power, , and relative spatial delta power, , thus measure different aspects of 
EEG signals, as the former measures how the EEG power shifts in the frequency domain 
and the latter measures how the EEG power shifts in the spatial domain.  
We studied the postictal EEG of three types of seizures: simple partial, complex 
partial and secondarily generalized seizures. From de-noised EEG, the  and  
were calculated for electrodes covering different regions. The group means of the two 
indices in each region were calculated for each seizure type. Derived from ICA analysis, 
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the ICs of all seizures were then clustered using the k-means clustering technique (Seber, 
1984; Spath, 1985). The scalp map and dipole location for each IC were inputs for the k-
means clustering, and the squared Euclidean distance was used as the distance function of 
the k-mean cluster (Delorme and Makeig, 2004; Seber, 1984; Spath, 1985). We first 
separated the signal components into 20 clusters using the k-means clustering technique, 
then combined components with similar scalp potential distributions into left/right 
temporal, left/right frontal, orbito-frontal, dorsal medial frontal, central-parietal, left/right 
parietal, and occipital clusters. The  and  were also calculated for each IC. 
The group means of the two indices were calculated for each seizure type within each 
cluster.  
The cortical source distribution of a cluster was computed by solving the EEG 
inverse problem to estimate a source distribution from the cluster’s centroid. Each 
cluster’s centroid map was the averaged scalp map of all components in a cluster. We 
used a standard head model provided by the Montreal Neurological Institute (MNI) 
(Collins et al., 1998), a realistic boundary element model consisting of three conductive 
layers of skin, skull and brain (Fuchs et al., 1998; Hamalainen and Sarvas, 1989; He et 
al., 1987), and a cortical current density source model (Dale and Sereno, 1993). A 
sLORETA-weighted minimum norm (SWARM) source imaging algorithm (Wagner et 
al., 2007) was utilized to estimate a cortical source distribution for each cluster. The 
cortical distributions of different clusters were displayed and overlapped on a MNI cortex 
model to visualize the slow-wave network.  
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The patients included in this chapter had left temporal, right temporal or bi-lateral 
temporal lobe seizure onset. In the previously mentioned analysis, the difference between 
seizures with left temporal lobe onset and right temporal lobe onset was not considered. 
Therefore the difference caused by the effect of seizure onset is not accounted for in the 
group analysis. We therefore specify this analysis and the associated results as L-R (Left-
Right-not-specified) analysis. In order to divide the EEG responses into the ipsilateral 
hemisphere and contralateral hemisphere of the seizure onset zones, we also performed 
an IL-CL (IpsiLateral-ContraLateral-specified) analysis. In patients with right temporal 
lobe seizure onset, the EEG signals were changed so the ipsilateral activity was displayed 
on the left side and the contralateral activity was displayed on the right side. The group-
level relative spatial delta power and relative spectral delta power, and slow-wave source 
distribution were also computed for the IL-CL analysis. 
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Figure 4.2 An example of EEG wave 
forms in a complex partial seizure. 
Following the termination of the ictal 
discharges (0-s), a postictal period 
differed with the preictal period 
because of the appearance of increased 
slow waves. The slow waves persist 
even after 50-s of the seizure offset. 
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4.3 Results – spectral and spatial shifts of postictal EEG 
We studied the post-ictal EEG recordings of 22 simple partial, 60 complex partial, 
and 18 secondarily generalized seizures. Fig. 4.2 shows an example EEG in a complex 
partial seizure. Following the termination of the ictal discharges (Fig. 4.2, 0-s), the EEG 
signal differed from the preictal state. The postictal EEG included increased low-
frequency activity lateralized to the ipsilateral hemisphere of seizure onset.  
 
4.3.1 Global spectral shift of postictal EEG  
We first examined the  in EEG during four different behavioral conditions 
(the postictal periods of simple partial, complex partial, and secondarily generalized 
seizures, and baseline). The relative spectral delta power, as defined in the methods 
section, measures the percentage of the delta-band power relative to the 1-30 Hz total 
spectral power in a time course. From the de-noised EEG signals, the mean  was 
calculated for electrodes covering the left/right temporal, frontal, central, parietal and 
occipital regions, respectively. The relative spectral delta power (Fig. 4.3) showed 
increased activity in the delta band accompanying the increased severity of seizures. 
Secondarily generalized seizures showed the highest relative spectral delta power, 
followed by complex partial seizures and simple partial seizures. The statistical 
significance of the difference between seizure types was tested using an unpaired t-test. 
The difference of   was statistically significant between simple partial and complex 
partial seizures (p<0.005), simple partial and generalized seizures (p<0.0005), and 
complex partial and generalized seizures (p<0.05). The relative spectral delta power was 
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also computed in a one minute uninterrupted background EEG of each patient (Fig. 4.3, 
Gray shaded area shows the  of baseline). The value of  in simple 
partial seizures was no much greater than that of the baseline state, whereas complex 
partial and secondarily generalized seizures both showed greater  than the baseline 
EEG.  
 
 
Figure 4.3 Relative spectral delta power, fRelδ, of the left temporal (LT), right temporal 
(RT), frontal (F), central (C), parietal (P) and occipital (O) electrodes in the postictal 
EEG of simple partial seizures (SP), complex partial seizures (CP) and secondarily 
generalized seizures (GEN). The average baseline relative spectral delta power of all 
regions is indicated by a gray dotted line and the standard deviation is indicated by a 
gray-shaded area. 
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Although the relative spectral delta power changed substantially across different 
conditions, the variation among temporal, frontal, central, parietal, and occipital regions 
within each condition was relatively small (Fig.4.3). The spectral shift to lower 
frequencies in different seizure types appears to be a global effect including widespread 
regions of the brain. 
 
4.3.2 Regional spatial shift of slow waves 
We then examined the regional variation and spatial distribution of postictal slow 
waves for the three seizure types. Fig. 4.4 A shows the clustered components with group-
level relative spatial delta power for the IL-CL (IpsiLateral-ContraLateral-specified) 
analysis. The relative spatial delta power, as defined in the methods section, is a spatial 
index quantifying the delta power of a region/IC normalized by the maximum across 
regions/ICs. The clusters in Fig. 4.4 A are ordered by the mean value of  of 
complex partial seizures in each cluster.  
For postictal EEG of simple partial seizures, the ipsilateral temporal region 
displayed the highest   (Fig. 4.4A, 9th cluster). However, for complex partial and 
secondarily generalized seizures, the postictal EEG  decreased in the ipsilateral 
temporal region but increased in other regions, especially frontal regions (Fig. 4.4A, 1st, 
2nd, 4th and 7th clusters). We presented the clusters in two different categories. The first 
category included clusters (Fig. 4.4A, 1st-8th clusters) that showed higher mean  in 
complex partial seizures than in simple partial seizures. In these clusters, the most 
prominent slow waves were seen in the frontal regions. The frontal slow waves were 
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lateralized to the ipsilateral hemisphere in complex partial seizures (Fig. 4.4A, 1st cluster 
vs. 7th cluster), but were stronger in medial-frontal region in secondarily generalized 
seizures (Fig. 4.4A, 2nd cluster). The contralateral temporal region (Fig. 4.4A, 3rd 
cluster) displayed a larger  in complex partial than in simple partial seizures, which 
is consistent with the previous observation that complex partial seizures have a higher 
chance of affecting both temporal lobes (Englot et al., 2010; Lux et al., 2002). The cluster 
with medial centro-parietal focus (Fig. 4.4A, 5th cluster) also showed slow waves, but the 
difference between the three types of seizures was minimal. Other clusters, such as 
parietal clusters (Fig. 4.4A, 6th and 8th clusters), appeared in a small number of patients.   
The second category of clusters (Fig. 4.4A, 9th-10th clusters) showed higher 
for simple partial seizures than for complex partial seizures. The ipsilateral 
temporal cluster (Fig. 4.4A, 9th cluster) displayed the largest 
 
than any other 
clusters for simple or complex partial seizures. However, the value of 
 
in this 
cluster was much smaller in complex partial than in simple partial seizures. The occipital 
cluster (Fig. 4.4A, 10th cluster) also appeared most frequently in simple partial seizures. 
This cluster displayed the highest relative spectral alpha power than all other clusters (the 
alpha power was not shown here). The occipital cluster was not involved in further 
source analysis, as it is likely associated with the occipital alpha rhythm, which is 
common in resting state EEG.  
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Figure 4.4 IL-CL (IpsiLateral-ContraLateral) analysis. (A) Clustered components ordered 
by the mean rRelδ of complex partial seizures in each cluster. The first category of the 1st 
to 8th clusters showed relatively higher rRelδ in complex partial than in simple partial 
seizures. Whereas the second category of the 9th -10th showed higher rRelδ in simple 
partial than in complex partial seizures. Clusters with left-, medial-, and right- 
orbitofrontal foci were combined into an orbito-frontal cluster, and clusters with temporal 
and posterior temporal foci were combined into a temporal cluster for presentation 
purposes. However, these clusters were analyzed separately for subsequent source 
analysis. If a patient did not display an IC in a certain cluster, the value of rRelδ for this 
patient in the cluster was defined as 0. The group mean of rRelδ, thus represents both the 
magnitude rRelδ and the frequency of occurrence of a certain cluster in the patient group.   
(B) The mean relative spectral delta power fRelδ in each cluster. Note that we did not 
assign a 0 value for fRelδ of patients not present within a certain cluster. The group level 
mean thus only represents the magnitude of fRelδ but not the frequency of occurrence a 
cluster within patients.  
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Figure 4.5 IL-CL (IpsiLateral-ContraLateral) source analysis. (A) Cortical slow-wave 
distribution of the 1st-8th clusters as shown Fig. 3, which had higher rRelδ in complex 
partial than in simple partial seizures (CP>SP), and (B) the ipsilateral and contralateral 
temporal (CP_TL) slow-wave distribution. The source maps of clusters are weighted by 
their relative rRelδ of complex partial seizures, summed and displayed on the cortex 
model. In secondarily generalized seizures (Sec. Generalized Szs), the slow-wave 
distribution (C) showed similar spatial coverage. Note that for this analysis the left side 
denotes the ipsilateral side to seizure onset while the right denotes the contralateral side.  
The color bar is scaled to the maximal value of each category as shown in Fig. 4.4. 
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The source imaging results (Fig. 4.5) further localized the clusters of postictal 
slow waves to anatomical structures. The source distribution (Fig. 4.5A) of the first 
category of clusters displayed higher  in complex partial and generalized seizures 
than in simple partial seizures. The source distribution of each cluster was weighted by 
the mean  of complex partial seizures and superposed on the cortical surface of a 
MNI cortex model (Fig. 4.5A). These clusters recruit the lateral frontal, prefrontal, and 
dorsal medial frontal cortex, with spread to the contralateral temporal and parietal cortex. 
In Fig. 4.5B, we displayed the source maps of the ipsilateral temporal cluster of the 
second category, for which  was higher for simple partial seizures (Fig. 4.4A), 
along with that of the contralateral temporal cluster. Consistent with Fig. 4.4A, the slow 
waves in the ipsilateral hemisphere (Fig. 4.5 A-B) were higher than those in the 
contralateral hemisphere. Secondarily generalized seizures showed a similar location of 
slow-wave activity (Fig. 4.5C). However, the regional  differed in magnitude 
between complex partial and secondarily generalized seizures, as the  in the frontal 
region was higher for generalized seizures than for complex partial seizures (Fig. 4.4A).  
To visualize the difference of the  between the two types of partial seizures, 
the source map of each cluster was weighted by the difference of the  between 
complex and simple partial seizures. The weighted source maps of each cluster were then 
summed in the source space and plotted on the cortical surface (Fig. 4.6). Only positive 
values (complex partial seizures larger than simple partial seizures) are displayed in Fig. 
4.6. Consistent with the scalp maps (Fig. 4.4A), the most prominent differences were 
  81 
seen in the lateral frontal, prefrontal, and medial frontal cortex, with spread to the 
contralateral temporal and parietal cortex.  
 
 
Figure 4.6 IL-CL (IpsiLatral-ContraLateral) source analysis. (A) Cortical source 
distribution of the difference between complex partial seizures and simple partial 
seizures. Each cluster’s map was weighted by the rRelδ of complex partial seizures 
subtracted by simple partial seizures. Only positive source distribution (complex partial 
seizures larger than simple partial seizures) was displayed. Note that for this analysis the 
left side denotes the ipsilateral side to seizure onset while the right denotes the 
contralateral side. 
 
Fig. 4.8 shows the results of the L-R (Left-Right-not-specified) analysis. For the 
postictal EEG of simple partial seizures, the left/right temporal region displayed the 
highest  (Fig. 4.8A, 8th and 9th cluster). However, for complex partial and 
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secondarily generalized seizures, the  decreased in temporal regions but increased 
most prominently in clusters with frontal focuses (Fig. 4.8A). 
 
 
Figure 4.7 The rRelδ of electrodes covering ipsilateral temporal (i-TL), contralateral 
temporal (c-TL), ipsiltaterl frontal (i-FL), contralateral frontal (c-FL), and midline frontal 
(zF) regions. The difference between simple partial (SP), complex partial (CP) and 
secondary generalized seizures (GEN) and different regions were statistically tested. The 
p-value of each individual test is shown in the table. 
 
The most prominent differences in the regional distribution of postictal slow 
waves for the different types of seizures were in temporal and frontal regions. From the 
de-noised EEG, we further calculated the  for electrodes covering the temporal and 
frontal regions. An unpaired t-test was conducted to test the statistical significance of the 
difference between seizure types. Fig. 4.7 shows that the  in the ipsilateral temporal 
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region decreased from simple partial to complex partial to secondarily generalized 
seizures. However, the  in frontal regions increased from simple partial to complex 
partial and generalized seizures. These differences were statistically significant and the p-
value of each individual test can be found in Fig. 4.7. A paired t-test was also conducted 
to test the statistical significance of the difference between ipsilateral and contralateral 
temporal regions and between ipsilateral and contralateral frontal regions. The ipsilateral 
temporal and frontal regions displayed higher  than the contralateral temporal and 
frontal regions, respectively, in partial seizures (p<0.05). The differences between the 
two hemispheres, however, were not significant in secondarily generalized seizures.  
 
 
Figure 4.8 L-R (Left-Right) analysis. (A) Clustered components ordered by the mean 
relative spatial delta power rRelδ of complex partial seizures in each cluster. (B) The 
mean relative spectral delta power fRelδ in each cluster. Note that in this figure, the left 
side of a scalp map denotes the left and the right side of a scalp map denotes the right.  
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4.4 Discussion 
This chapter investigated the spectral and spatial differences of the postictal EEG 
in simple partial, complex partial and secondarily generalized seizures. Associated with 
the increased severity of seizures, we found a ‘global’ elevation of the relative spectral 
delta power (delta-band power relative to 1-30 Hz total power) over widespread brain 
regions. In addition to the ‘global’ spectral shift, we found a ‘regional’ difference, in 
which the relative spatial delta power (delta-band power in one region normalized by the 
maximum across regions) decreased in the ipsilateral temporal region but increased in 
other regions, especially the frontal region, in complex partial and secondary generalized 
seizures. The postictal slow-wave network recruits the temporal, lateral frontal, dorsal 
medial frontal and prefrontal cortex, with spread to the parietal regions. This network 
partially overlaps with fronto-parietal cortical regions, which have previously shown 
decreased CBF/BOLD during epileptic activities (Bai et al., 2010; Gotman et al., 2005; 
Grouiller et al., 2011; Laufs et al., 2006; Siniatchkin et al., 2010).   
 
Spatial distribution of slow waves 
Dysfunctions in the temporal lobe, as well as disruptions of sub-cortical 
structures, have long been associated with seizure-induced cognitive problems. The 
verbal-memory functions of the temporal lobe (Kelley et al., 1998) may explain the 
memory deficits and impairments of expressive and receptive speech that are frequently 
observed in temporal lobe seizures (Lux et al., 2002). However, temporal lobe 
dysfunctions alone cannot fully explain the loss of consciousness, which requires 
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interaction between the subcortical system and the neocortical fronto-parietal regions 
(Arthuis et al., 2009; Guye et al., 2006). Recent SPECT/fMRI studies have discovered 
CBF/BOLD activation in sub-cortical structures (Blumenfeld et al., 2009; Lee et al., 
2002) accompanied with CBF/BOLD deactivation in the fronto-parietal cortex (Bai et al., 
2010; Gotman et al., 2005; Grouiller et al., 2011; Laufs et al., 2006; Siniatchkin et al., 
2010). Consistent with these neuroimaging studies, iEEG studies have recorded fronto-
parietal slow waves in epileptic seizures that impair consciousness (Blumenfeld et al., 
2004; Englot et al., 2010). Studies have hypothesized a “network inhibition” mechanism 
(Englot et al., 2010), in which sub-cortical structures send inhibitory output to neocortical 
neurons and induce the suppression of consciousness. A reciprocal cortico-subcortical 
connection is also possible, and the neocortex may have an active role in the suppression 
of consciousness (Alkire et al., 2008). In the chapter, we focused solely on the cortical 
slow waves, so the connection between the cortex and subcortical structures cannot be 
examined.  
To improve the spatial coverage of iEEG, we used dense-array EEG and source 
imaging techniques to reconstruct a whole-brain distribution of the slow-wave activity. In 
line with previous studies, but with more spatial coverage, our results indicated that 
cortical slow waves were most prominent in the temporal (Blumenfeld et al., 2004; 
Hufnagel et al., 1995; Jan et al., 2001) and lateral frontal cortex (Englot et al., 2010). In 
addition to these regions, we found prominent slow waves in the medial portion of the 
frontal cortex (Blumenfeld et al., 2004, Englot et al., 2010), especially in generalized 
seizures. The frontal slow-wave pattern resembles the pattern that has been observed 
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during slow-wave sleep (Dang-Vu et al., 2008), which suggests that the postictal 
behavioral change may have some similar neural substrates to slow-wave sleep. The 
anatomical distribution of the slow waves (Fig. 4.5, 4.6) partially overlaps with the 
regions that showed a decrease in CBF during the partial activation, generalization, and 
postictal periods in a similar cohort of epilepsy patients (Blumenfeld et al., 2009). The 
slow-wave distribution also partially overlaps with the “default mode network”, a 
network known to show decreased activity in attention-demanding or goal-directed tasks 
(Fox et al., 2005; Raichle et al., 2001). The default mode network is known to be 
associated with abnormal activity or connectivity in many other mental disorders (Broyd 
et al., 2009). The consistency of results between multiple imaging modalities (EEG, 
iEEG and SPECT) and the functional importance of these cortical regions suggests a 
connection between cortical slow waves and inhibited consciousness and responsiveness 
in epileptic seizures.  
The slow waves during the ictal period, as suggested by previous iEEG studies, 
carry important information in correlation with consciousness. The slow waves and 
hemodynamic signal changes during the ictal period, however, can persist into postictal 
period in similar regions (Blumenfeld et al., 2004; Blumenfeld et al., 2009; Englot et al., 
2010; Fisher and Schachter, 2000). It is possible that the spectral and spatial features 
found in postictal EEG could also reflect some of the features of ictal slow waves. We 
limited the study of slow waves to the postictal period, because the scalp EEG measures 
signals of relatively low frequency. In temporal lobe seizures, the measured ictal activity 
is usually in the theta or delta band, which may also contribute to the spectral power we 
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are interested in.  We studied the postictal EEG here in order to avoid the inclusion of 
significant ictal rhythms. This represents a limitation of this chapter. In order to study the 
instantaneous impact of seizures, the spectral and spatial features of ictal slow waves 
must be studied separately and further pursued in future work. 
 
Slow waves, spectral & spatial shifts 
In the studied patients, we observed a trend of ‘global’ spectral shift ( 
 ) to low frequency in seizure types that affect responsiveness and consciousness 
(Fig. 2). The relative spectral delta power was highest for generalized seizures, the 
second highest for complex partial seizures, and the lowest for simple partial seizures. 
The relative spectral delta power for simple partial seizures did not differ as significantly 
from that of the baseline EEG signal as the other two seizure types. These results suggest 
that the brain might be brought into a ‘global’ ‘slower’ state in the postictal period for 
seizures associated with loss of consciousness. This spectral power shift to the lower 
frequency band resembles the wide synchronization of low-frequency oscillations in the 
anesthetic brain (Alkire et al., 2008; Hudetz and Imas, 2007; Liu et al., 2011). The burst-
and-suppression pattern observed in the postictal EEG of generalized seizures can also be 
found in deep anesthesia (Alkire et al., 2008; Hudetz, 2006; Liu et al., 2011). Therefore 
some of the neural mechanisms of altered consciousness in seizures may be similar to 
those of anesthesia. Previous studies of anesthesia have postulated that during period of 
unconsciousness, the brain was engaged in certain hyper-synchronous, but stereotypic 
  88 
patterns (Alkire et al., 2008; Hudetz, 2006; Liu et al., 2011). During this time, the brain 
can lose the information capacity (Alkire et al., 2008) to process cognitive functions. 
In addition to the global spectral shift is a ‘regional’ difference between various 
regions as quantified by the relative spatial delta power. The relative spatial delta power 
increased prominently in frontal regions but decreased in the ipsilateral temporal region 
in seizure types that affect consciousness. The complex partial and secondarily 
generalized seizures may share similar spatial locations underlying the slow-wave 
activity. This similarity, despite the differences in consciousness between the seizure 
types, suggests that it may not be the spatial location, but rather the spectral and regional 
magnitude that distinguish between complex partial and generalized seizures. Previous 
neuroimaging findings have suggested a similar phenomenon in which common 
anatomical structures were involved in the hemodynamic deactivation during seizures 
with partial activation, generalized activation (Blumenfeld et al., 2009) and absence 
seizures (Bai et al., 2010).  
In the ipsilateral temporal region, the relative spatial delta power was reduced in 
complex partial seizures compared to simple partial seizures (Fig. 4.4A, Fig. 4.7). The 
postictal EEG of simple partial seizures may reflect a brain state similar to a baseline 
state, as the relative spectral delta power in simple partial seizures was no much greater 
than that of the resting state baseline (Fig. 4.4B). In such a close-to-baseline state, the 
epileptognic zone (ipsilateral temporal lobe) may show strong interictal activity, which 
could elevate the total EEG power and therefore the 1-4 Hz component of the total EEG 
power. This is a limitation of the relative spatial delta index, as it can be affected by the 
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increase or decrease of total EEG power. The occipital cluster also appeared most 
frequently in simple partial seizures. Because it had the highest relative spectral alpha 
power, it is likely associated with the occipital alpha rhythm, which is common in resting 
state. This also suggests that the postictal state of simple partial seizures more closely 
resembles the normal resting state than complex partial or generalized seizures.  
 
Clinical implications  
The differences in slow-wave activity found in simple partial, complex partial and 
secondarily generalized seizures may provide insights into a more quantitative evaluation 
of responsiveness and consciousness during and following seizures. The current practice 
of behavioral analysis relies significantly on the language and motor abilities of patients 
(Commission of ILAE 1981). It can be difficult to clearly distinguish whether 
unresponsiveness is caused by dysfunctions of consciousness, language, or motor 
processing (Lux et al., 2002). The spectral and spatial delta power change may provide 
quantitative information to aid behavioral testing in epilepsy treatment. This method can 
avoid language-motor-associated biases, as it is entirely data-driven. However, a 
systematic perspective study, including detailed behavioral testing, is needed in order to 
delineate different types of cognitive dysfunctions and their electrophysiological 
representations. Recent studies have used more complicated behavioral scores (Arthuis et 
al., 2009), which can distinguish the impairment of different functions. In addition to 
conducting more detailed behavioral testing, it will be important in future studies to 
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acquire behavior information over time to track the behavioral and associated 
electrophysiological changes throughout the ictal and postictal periods.    
The difference in slow waves between the two hemispheres showed lateralization 
and localization values of postictal EEG. The ipsilateral hemisphere (e.g., ipsilateral 
temporal and frontal regions) displayed higher delta power than that of the contralateral 
hemisphere in the postictal EEG of partial seizures. Analysis of post-ictal slow wave 
activity could therefore supplement other noninvasive localization tools for the pre-
surgical evaluation of epilepsy treatment.  
 
Technical considerations 
The elevation of temporal lobe slow waves was observed in the studied cohort. 
This is consistent with previous studies of temporal lobe postictal slow waves (Hufnagel 
et al., 1995; Jan et al., 2001). However, previous intracranial EEG studies measured less 
elevation of slow waves in the epileptogenic zone compared to other regions (Englot et 
al., 2010). It is possible that the temporal lobe tissue around the epileptogenic zone still 
generates synchronized slow waves. These signals can be recorded by scalp EEG because 
scalp sensors measure the summed activity from a large area of the brain. The signals 
may not be recorded by iEEG implanted in the epileptogenic zone as iEEG measures 
signals directly from the vicinity of the electrodes. It is also possible that there are 
relatively higher-frequency components in the temporal lobe, such as interictal events, 
superposed onto slow waves. This may explain why the ipsilateral temporal lobe 
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component had the highest EEG power in simple partial seizures while the relative 
spectral delta power was not much larger than the resting baseline.  
In the postictal EEG, the orbito-frontal activity, when projected onto the scalp 
sensors, is mixed with the electrooculography (EOG) activity that is generated by eye 
blinks and movements. ICA may not be able to completely separate the two signals. In 
order to remove eye-blink artifacts in our analysis (Jung et al., 2000), we visually 
reviewed all of the IC time courses. Components with brief and large-amplitude peaks 
that were distinct from the background EEG were identified. They were then compared to 
the original EEG waveforms to determine whether the signal was consistent with the eye-
blinks (brief, large monopolar potentials) observed in the EEG. Lastly, we examined the 
scalp maps of the selected components to see if the signal had a focus in the far frontal 
electrodes. We cannot exclude the possibility that some of the slow waves may have been 
rejected because they were superimposed in the components that represented the eye 
blink signals. Therefore, the orbito-frontal components studied here may be under-
estimated, and the delta power in this cortical region may be even higher than that 
derived here.  
 
In conclusion, in the postictal EEG of temporal lobe seizures, in this chapter we 
found (i) a global spectral power shift to low frequencies, and (ii) a spatial power shift to 
the frontal regions associated with increased severity of seizures (from simple partial to 
complex partial and secondarily generalized seizures). The spectral and spatial shifts of 
slow-waves suggest a possible connection between behavioral states and 
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electrophysiological changes. Epileptic seizures provide a pathological model 
(Blumenfeld et al., 2009; Englot et al., 2010; Lux et al., 2002) to study consciousness, 
responsiveness, and other cognitive functions, in addition to other more frequently used 
models, such as slow-wave sleep (Alkire et al., 2008; Hofle et al., 1997; Massimini et al., 
2005) and anesthesia (Alkire et al., 2008; Hudetz and Imas, 2007; Liu et al., 2011).  
- 
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Chapter 5  Multimodal spatiotemporal neuroimaging 
5.1 Introduction 
Numerous efforts have been made in an attempt to improve the imaging 
resolution of functional neuroimaging in the spatial domain and temporal domain. EEG 
and MEG measure the scalp electromagnetic field generated by neuronal currents. They 
have millisecond temporal resolution capable of capturing neuronal level activity, but 
relatively low spatial resolution. FMRI, on the other hand, detects hemodynamic changes 
accompanying neural activity, most commonly through measuring blood oxygen level 
dependent (BOLD) contrast MR signals (Bandettini et al., 1992; Kwong et al., 1992; 
Ogawa et al., 1992). The fMRI technique has high spatial resolution but low temporal 
resolution, as complementary to EEG and MEG (for reviews, see (Dale and Halgren, 
2001; He and Lian, 2002; He and Liu, 2008)).  
 EEG-fMRI multimodal imaging techniques have been developed in a hope to 
combine the fine temporal resolution of EEG and the fine spatial resolution of fMRI. 
EEG and fMRI signals are most commonly integrated through fMRI-weighted source 
imaging or EEG-informed fMRI analysis. As an early effort of Liu et al (1998), the fMRI 
map in correlation with tasks was used as a spatial weighting in the EEG/MEG source 
analysis. It is capable of incorporating high spatial resolution of fMRI into EEG/MEG 
source imaging. However, the EEG/MEG and fMRI are generated and measured at 
significantly different temporal scales. Therefore, it remains a challenge to use sluggish 
fMRI signal to explain transient EEG/MEG phenomena that may not necessarily arise at 
the same time (Liu and He, 2008). The EEG- (or MEG-) informed fMRI analysis 
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(Goldman et al., 2002; Gotman et al., 2005; Laufs et al., 2003; Vulliemoz et al., 2010), on 
the other hand, uses EEG temporal information to delineate fMRI maps in correlation 
with specific electrophysiological signatures. In most of the previous studies, the 
temporal regressors are calculated from either a single channel or the global field power 
of EEG. The EEG/MEG signals, as limited by the low spatial resolution represent mass 
neural response not necessarily originated from a given location where the BOLD signal 
is being measured. An improved strategy has been developed to use independent 
component analysis (ICA) to separate signals in the sensor space and use an independent 
time series to conduct the EEG-informed fMRI analysis (Debener et al., 2006; Feige et 
al., 2005). However, EEG-informed fMRI analysis alone may fail to differentiate brain 
regions with signals similar in hemodynamics but different in electrophysiology.   
In this chapter, we describe a data-driven method for the integration of EEG (or 
MEG) and fMRI, by combining both the EEG (or MEG)-informed fMRI analysis and the 
fMRI-constrained EEG (or MEG) source imaging. While this method is applicable to 
either EEG-fMRI or MEG-fMRI integrative analysis, we focus on EEG-fMRI analysis to 
illustrate the merits of the proposed method, and shall call the proposed approach the 
EEG-fMRI reciprocal neuroimaging.  
 
5.2 Methods and materials 
  The key concept of the EEG-fMRI reciprocal neuroimaging method is illustrated 
in Fig. 5.1. It contains five steps: 1) ICA is applied to multi-channel EEG data to obtain a 
number of temporally independent components (ICs). 2) The time course of each IC is 
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used to derive a temporal regressor for an EEG-informed fMRI analysis, 3) The fMRI 
map, corresponding to each IC, is further used as a spatial prior to constrain the EEG 
source estimation through fMRI-weighted source imaging. 4) The estimated sources are 
re-combined in the source space, giving rise to a spatiotemporal source imaging.  
 
Figure 5.1 Diagram of the EEG-fMRI reciprocal neuroimaging approach. It consists of 
steps of (1) ICA; (2) IC-informed fMRI analysis; (3) fMRI-constrained IC source 
imaging; (4) Source re-combination; (5) Further analysis using the spatiotemporal 
imaging can be conducted.  
 
5.2.1 EEG-fMRI reciprocal neuroimaging algorithm 
As discussed in previous chapters, the EEG measurement can be separated into 
independent components as: 
               5.1 
In addition of removing artifacts and noises, we can further separate brain 
electrophysiological sources by selecting ICs with spatial or time-frequency features 
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associated with certain aspects of neural activities (Debener et al., 2005; Debener et al., 
2006; Makeig et al., 2002; Nam et al., 2002).  
Neural activity can be associated with BOLD fMRI signal through a 
hemodynamic response function (HRF). In this chapter, we assume a linear 
neurovascular coupling relationship, where the BOLD fMRI response can be predicted by 
the power of local synaptic current convolved with a canonical HRF. Considering the 
time course iT  of IC as the temporal dynamics of a group of synchronized neurons, an 
fMRI regressor iF can be derived as:  
HRFTF ⊗= )( ii g
      
5.2 
where )( ig T  is a function of iT , representing the functional linkage between the neural 
signal and fMRI signal. Here, we use the power of neural activity ( 2)( iig TT = ) and 
band-pass filtered activity ( ∑
=
=
max
min
),()(
f
ii tfg PT , where ),( tfiP  spectral power at 
frequency f  and time t ). Various linear or nonlinear neurovascular coupling models 
(Büchel et al., 1998; Kilner et al., 2005; Mukamel et al., 2005) can be easily incorporated 
by defining the function )( ig T  and by changing the HRF. 
Fitting each iF to fMRI time series using general linear model (GLM) analysis 
gives rise to a map iR  that highlights the regions, in which the hemodynamic response 
(or modulation) is temporally consistent with the electrophysiological response (or 
modulation) of the i-th IC of EEG (Friston et al., 1994; Friston et al., 1998). The IC-
specific fMRI map iR  can be represented by a 1×XN  vector, and integrated with IC 
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scalp map iQ  by solving an fMRI-weighted EEG inverse problem. The absolute value of 
each element in iR  represents the fMRI weighting assigned to an equivalent dipole at the 
location where fMRI is measured. Knowing lead field matrix L, EEG topography iQ  and 
fMRI weighting iR , we can derive an IC-specific source estimation iSˆ  ( Ni ~1= ) by 
solving an optimization problem:   
2122 ||ˆ||||ˆ||min iSii SCQSL −+− λ
    
5.3 
where λ  is a regularization parameter estimated using L-curve function (Hansen and 
O’Leary, 1993), and SC  is an XX NN ×  source covariance matrix, where the i-th 
diagonal element incorporates the fMRI weighting iR  (Liu et al., 1998; Liu and He, 
2008). The spatio-temporal source activity Xˆ  can be derived as:  
      5.4 
The reconstructed spatio-temporal source activity Xˆ  is a TX NN ×  matrix. 
Further time series analysis can be conducted based on the estimation, such as 
connectivity analysis in the source space or single-trial analysis.  One example is the 
phase synchronization value (PSV) to estimate brain functional connectivity between 
different regions (Lachaux et al., 1999; Lachaux et al., 2000; Rodriguez et al., 1999). 
Assuming time courses aXˆ  (row a  of the matrix Xˆ ) and bXˆ  (row b  of Xˆ ) are extracted 
from two cortical regions, the PSV analysis starts with filtering the time courses with 
Morlet wavelets (Lachaux et al., 1999; Lin et al., 2004) , the outcomes of which are time-
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frequency complex ),( ftWa  and ),( ftWb . The phase difference ),( ftba−θ between the 
cortical regions a  and b  can be calculated by (Lachaux et al., 1999): 
),(),(),( ftftft baba φφθ −=−
    
5.5 
[ ])),(Re(/)),(Im(tan),( 1 ftWftWft iii −=φ                                            
where ),( ftiφ is the estimated phase value at a cortical voxel, Im indicates the 
imaginary part and Re indicates the real part of a complex number. In continuous data, 
PSV has been proposed as a numerical indicator of functional connectivity, which 
calculates the variability of phase difference between two time series across successive 
time-window δ (Lachaux et al., 2000). PSV can be defined as a function of time t  and 
frequency f  as:  
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5.6 
The significance test can be conducted by a nonparametric statistical test, which 
randomly generates a group of new time series and calculating the PSV between the new 
series and the original signal (Lachaux et al., 1999; Lachaux et al., 2000). The proportion 
of these PSVs higher than the original PSV at time t  indicates the chance of false 
positive for a significance level (Lachaux et al., 1999; Lachaux et al., 2000). 
 
5.2.2 Computer simulations 
 A series of computer simulations were conducted to evaluate the performance of 
the method. In the computer simulations, we used a realistically shaped BEM created 
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from high resolution anatomical T1 images ( 3111 mm×× ). The head volume was 
separated into three compartments: the brain, the skull and the scalp. Their conductivity 
values were set to be 0.33 S/m, 0.0165 S/m and 0.33 S/m, respectively (Lai et al., 2005; 
Zhang et al., 2006). To model the neuronal distribution, a cortical current density source 
model was used. Several thousand equivalent current dipoles were positioned evenly on 
the folded cortical surface (Dale and Sereno, 1993). The orientations of the dipoles were 
fixed to be perpendicular to local cortical surface.  
 We firstly tested the capability of the method of imaging continuously oscillatory 
activity. We simulated nine sources belonging to three functional networks (Fig. 5.2A). 
These simulated source locations have been reported to be largely involved in neural 
oscillatory activities during resting state (Laufs et al., 2003; Mantini et al., 2007). Ninety-
second waveforms with dominant alpha or beta oscillations were assigned to the nine 
sources (see Fig. 5.2 for details). As illustrated in Fig. 5.2B, sources had synchronized 
temporal oscillations within the same network, but were temporally de-synchronized 
across different networks. The 9th source was simulated as a confounding source. It was 
assigned a waveform in the same frequency band and modulation pattern with the sources 
in network 1. But it was de-synchronized with any other sources during the entire time 
period. From the simulated source locations and waveforms, scalp EEG signals were 
simulated and sampled every 1 millisecond. Gaussian white noise with maximum signal-
to-noise-ratio (SNR) of 3 was added to the simulated EEG signals. The BOLD fMRI 
signal was generated at every brain voxel by convolving the simulated source power with 
an HRF function. Gaussian white noise with maximum SNR of 10 was added to the 
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simulated fMRI signal as well as other brain voxels where there are no neural activities. 
ICA was applied to decompose the simulated EEG data. Artifactual components were 
removed based on their scalp maps and time courses (Iriarte et al., 2003; Jung et al., 
2000; Urrestarazu et al., 2004). The total power ( 2T)T( iif = ) of each source IC was 
fitted into a GLM fMRI analysis. A statistical threshold with p<0.005 was used. After the 
stepwise source reconstruction, the spatial locations, time-frequency features and 
connectivity patterns were compared with the simulation setting.  
In the second simulation, three current dipoles (Fig. 5.2C) were placed at discrete 
cortical regions along the right hemisphere visual pathway. Typical waveforms were 
assigned to these dipoles to simulate event-related responses. The source waveforms were 
repeated twice per second during 30-second task blocks (Fig. 5.2D) interleaved with 30-
second control blocks during which alpha band oscillations (8 – 12 Hz) were randomly 
generated. Scalp EEG was simulated based on the source configuration and Gaussian 
white noise was added the same way as described in the 1st simulation. Event-related 
source activities were estimated from the simulated fMRI and EEG data by using the 
proposed method, in comparison with the simulation setting.  
 
5.2.3 Eyes-open-eyes-closed experiment 
 To further assess the performance of the proposed approach in imaging 
continuously oscillatory activity, we conducted a pilot human experiment using an eyes-
open-eyes-closed paradigm. A healthy subject (male, age 27) was recruited to participate 
in the human experiment under the approval of the Institutional Review Board at the 
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University of Minnesota. Written informed consent was obtained before the experiment. 
During a period of 3.5 minutes, the subject laid quietly in the dark MR scanner. EEG 
recording and fMRI scanning started with the subject’s eyes closed. Every 30 seconds, 
the subject was given an aural signal to open or close his eyes. In the eyes-open 
conditions, the subject was instructed to gaze at a central fixation point.  
 
 
Figure 5.2 Illustration of the simulation settings. In the first simulation, (A) Nine sources 
within three networks (color coded) were simulated. (B) The synchronization patterns 
within and across of these three networks were modeled so that sources within each 
network were synchronized during the “Sync” blocks and de-synchronized in the control 
blocks. In the 1st network (red), 11-Hz EEG signal extracted from a resting eyes-closed 
experiment was assigned to source 1. It was further shifted for certain phase delays and 
assigned to the sources 2-6. Sources in network 2 (green) were synchronized at 17 Hz. 
The source 9 in network 3 (blue) was designed as a confounding source. It was assigned 
an alpha signal filtered from a Gaussian white noise. In the second simulation, (C) three 
current dipole sources were simulated. (D) The event-related paradigm including three 
30-s task blocks interleaved by four 30-s control blocks. During an “on” block, the 
stimulus (red arrow) was repeated every 500 ms to induce repeated single-trial responses. 
During an “off” block, alpha oscillations were randomly generated. 
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 During the experiment, EEG and fMRI data were simultaneously acquired. The 
MRI and fMRI data were collected on a 3-T MRI system (Siemens TrioTim, Siemens, 
Germany). The high resolution anatomical MRI dataset was acquired using the following 
parameters: TR/TE = 2530ms/4ms, voxel size 3111 mm××= . The T2*-weighted 
functional images were acquired from 24 slices covering the whole brain using the 
following parameters: TR/TE = 1200ms/30ms, voxel size 3433 mm××= , flip angle = 45. 
The fMRI images were preprocessed by the slice scan time correction, motion correction, 
spatial smoothing (FWHM = 4) and high-pass temporal filtering (BrainVoyager QX, 
Brain Innovation, Netherlands).  EEG signals were collected using a 64-channel MR-
compatible system (BrainAmp MR 64 plus, BrainProducts, Germany) and referenced at 
FCZ. Gradient artifact and cardiac ballistic artifact were removed from the raw EEG data 
by means of template subtraction (Vision Analyzer, Brain Products, Germany). The EEG 
data were then down-sampled (250 Hz) and band-pass filtered (1 ~ 30 Hz).  
It is well known that alpha-band EEG signal changes most predominantly in eyes-
closed condition versus eyes-open condition. This design thereby experimentally 
generates a modulation of oscillatory activity. To image the spatial and temporal patterns 
of this rhythmic modulation, we selected ICs showing alpha-band spectral power change 
with significant correlation with the experimental paradigm. The power of each 8-12-Hz-
band-pass filtered IC time course was used to calculate an IC-specific fMRI regressor. 
The regressor derived from each IC was fitted into a GLM fMRI analysis. A statistical 
threshold with p<0.005 was used. The spatial and temporal patterns of the oscillatory 
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activity modulated by the alternation of the eyes-open and eyes-closed conditions were 
reconstructed. The cortical synchrony between different voxels was estimated.  
 
5.3 Simulation and experimental results 
5.3.1 Continuously oscillatory activity 
In the first simulation, five source ICs were derived after noisy components were 
excluded. Fig. 5.3A shows their scalp maps (right) and spectrograms (left).  The 
spectrograms here were calculated by a wavelet-based time-frequency analysis. The 
spatial map of each IC was consistent with a certain combination of the scalp potential 
maps generated by individual sources. As such, an IC scalp potential map was a 
summation of a subset of the simulated sources. The oscillatory signal modulations were 
revealed by the spectrograms: alpha-band oscillations from posterior and medial frontal 
channels; beta-band oscillations from central parietal channels. These rhythmic signal 
modulations were in agreement with the simulation setting (illustrated in Fig. 5.2B). 
The fMRI regressors (Fig. 5.3B) were derived from the IC time courses. The 
regressors corresponding to the first three ICs (Fig. 5.3B orange box) displayed similar 
patterns, regardless of their temporal independence captured by EEG in a fine time scale. 
Similarly, the 4th and 5th ICs (Fig. 5.3B blue box) showed similar regressors. As a result, 
the fMRI maps in correlation with these similar regressors derived from distinct ICs 
showed almost identical populations of neural sources. For instance, the fMRI map 
corresponding to the 1st IC (Fig. 5.3C, red-to-yellow color bar) showed a spatial pattern 
covering the posterior and frontal cortical regions, which was similar with the fMRI maps 
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obtained for the 2nd and 3rd ICs (not shown). The fMRI maps corresponding to the 5th 
(Fig. 5.3C dark-blue-to-light-blue color bar) and 4th (not shown) ICs identified the same 
central parietal cortical regions. These results indicate that the IC-related fMRI maps lack 
the ability to distinguish sources with independent neuronal temporal features but similar 
hemodynamic temporal dynamics, which is caused by the low temporal resolution of 
fMRI signals.  
Each above mentioned fMRI map related to each IC was applied as a spatial 
constraint to the reconstruction of the cortical current density distribution that generated 
the associated IC scalp potential map. The estimated source distributions (Fig. 5.3D) 
inherited high spatial resolution from fMRI signal. Furthermore, it was possible to 
distinguish neural activity generated by distinct ICs (color coded in Fig. 5.3D), which 
failed to be clarified by IC-informed fMRI analysis (Fig. 5.3C).   
A spatiotemporal brain imaging was achieved by the EEG-fMRI integrated 
imaging. A fast Fourier transformation (FFT) was used to transform the estimated time 
course at each cortical voxel to a frequency spectrum. The power of 8-12 Hz and 12-28 
Hz were plotted on the same cortical surface, giving rise to the cortical distributions of 
the alpha-band (Fig. 5.4A, red-to-yellow color bar) and beta-band power (Fig. 5.4A, 
dark-blue-to-light-blue color bar), respectively, which is consistent with the simulation 
settings. Spectrograms extracted at simulated source locations (Fig. 5.4A) successfully 
reveal the rhythmic modulation patterns consistent with the simulation settings.  
 
  105 
 
 
Figure 5.3 Intermediate results of simulation 1. (A) IC scalp potential maps (right 
column) and spectrograms of the IC time courses (left column). The first three ICs show 
alpha-band oscillations, and the other two ICs show beta-band oscillations. (B) fMRI 
regressors derived from IC time courses. The regressors in the orange box and blue box 
share similar temporal patterns. (C) IC-informed fMRI maps corresponding to the 1st 
(red color bar) and 5th ICs (blue color bar). The fMRI map in correlation with the 1st IC 
highlights posterior and medial frontal brain regions. The fMRI map in correlation with 
the 5th IC shows central parietal response. (D) fMRI-constrained EEG source imaging of 
the selected ICs. The source distributions corresponding to the five ICs are illustrated in 
different colors according to the color bar shown on the left.  
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We further evaluated the inter-cortical synchronization by extracting the 
estimated source time course from a seed region (region 1 as illustrated in Fig. 5.2A; red 
line circled in Fig. 5.4A) and then computing the phase relations between this time course 
and those from other regions of interest (ROIs) (regions 2-9 as illustrated in Fig. 5.2A). 
The phase plot (Fig. 5.4B, left) indicates synchronized phase difference between the seed 
region and the 6th ROI within the alpha band. The PSV curve at 11 Hz (Fig. 5.4B, 
bottom) shows a significant phase-synchronization between these two regions during 
periods of 5s~35s and 55s~85s. De-synchronization between the seed point and the 7th 
(Fig. 5.4C) and 9th ROIs (Fig. 5.4D) were also reflected in the corresponding PSV 
estimates, which were both under the significance level. Collectively, these results render 
a functional connection pattern (Fig. 5.4A, middle panel): ROIs 2-6 (Fig. 5.4A connected 
with the seed region by solid lines) were synchronized with the seed region during the 
simulated “Sync” blocks, and the ROIs 7-9 (Fig. 5.4A, connected with the seed region by 
dotted lines) were de-synchronized with the seed region over time. The results were in 
agreement with the simulation settings. The 9th ROI was simulated as a confounding 
source. It was designed with similar modulation pattern with the seed region and ROIs 2-
6, but was de-synchronized with any other sources.  
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Fig 5.4 Spatiotemporal imaging and estimation of phase relations. (A) Alpha (red-to-
yellow color bar) and beta (dark-blue-to-light-blue color bar) power distribution 
visualized on the inflated cortical surface. Estimated source spectrograms are shown 
close to the simulated source locations. The central panel depicts the functional networks 
estimated through phase synchronization analysis. ROIs 2-6 were synchronized (pink 
solid lines) with the seed region (red solid line circled) and ROIs 7-9 were de-
synchronized (dotted lines) with the seed region. (B-D) Phase plots (upper) and PSV 
curves (lower) estimated between the seed region and ROIs 6, 7 and 9, respectively. Only 
the 6th ROI shows synchronization with the seed region at a synchronized phase delay. 
1% statistical significance value was marked by the red dotted lines.  
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5.3.2 Event-related neural responses 
In the second simulation, temporally uncorrelated source waveforms (Fig. 5.5B 
cross lines) were assigned to the three cortical locations as illustrated in Fig. 5.2D. Time 
delays between these event-related waveforms were used to model their different 
responding times. Event-related source waveforms and distributions were derived by 
averaging the estimated spatiotemporal activities with respect to the event onsets. Fig. 
5.5A shows the event-related cortical source distributions at three peak latencies. The 
cortical voxels with the maximal amplitudes in these spatial source distributions at the 
peak latencies were defined as estimated source locations. Fig. 5.5B plots the event-
related waveforms (solid lines) at the estimated source locations in comparison with the 
real source waveforms (cross lines). The spatial patterns, as well as the temporal 
morphology of the real sources, were well retained in the estimation. These results 
suggest high spatial specificity and high temporal precision of the proposed approach in 
imaging the event-related source activity.  
To further evaluate the proposed approach in various conditions, we assigned a 
variety of other waveforms to the three simulated dipoles, as used in Liu and He (2008). 
Event-related waveforms were reconstructed at estimated source locations for temporally 
overlapped sources (Fig. 5.5C), transient neural activity (Fig. 5.5D), rhythmic oscillations 
(Fig. 5.5E-F), and waveforms gained from real human data (Fig. 5.6G). For all these 
source configurations, the results indicate tight correlations between the estimated 
temporal dynamics and the real source waveforms.  
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Fig 5.5 Event-related spatiotemporal source estimates. We first assigned temporally 
uncorrelated waveforms to the simulated dipoles and derived (A) cortical current 
distributions at three peak latencies. (B) Estimated event-related waveforms at three 
estimated source locations (solid lines) in comparison with the real source wave forms 
(cross lines). We then tested various complex source configurations, and showed the 
estimated event-related waveforms for (C) temporally overlapped sources, (D) transient 
neural response, (E) rhythmic activity with the same phase but different frequencies, (F) 
rhythmic activity with same frequency but different phase (G) waveforms extracted from 
real human data. The labels on the left of the graphs are the amplitude of the simulated 
source waveforms while the labels on the right are the amplitude of the estimated 
waveforms.  
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5.3.3 Experimental results 
As shown in Fig. 5.6A, six ICs drawn from EEG data showed alpha spectral 
power modulated by the eyes-open-eyes-closed experimental paradigm. These selected 
ICs and the simultaneously recorded fMRI data were used to image the spatiotemporal 
pattern of the modulated alpha activity. In order to display the alpha spectral power 
distribution, we calculated FFT of the estimated time course of each voxel, and plotted 
the resultant alpha band spectral power on the inflated cortical surface (Fig. 5.6B). The 
alpha activity was mainly originated from the occipital visual area, the parieto-occipital 
sulcus and in part from the precentral gyrus of the right hemisphere. The estimated 
cortical location of the alpha modulation is consistent with previously reported fMRI and 
EEG/MEG studies (Feige et al., 2005; Goldman et al., 2002; Gross et al., 2001; Laufs et 
al., 2003). Detailed 3.5-minute temporal information can be drawn from different cortical 
regions. For instance, spectrograms were plotted for two ROIs (Fig. 5.6B, green circled) 
located on the left hemisphere (Fig. 5.6C) and right hemisphere (Fig. 5.6D). Both of the 
highlighted ROIs show alpha activity increased in eyes-closed conditions versus eyes-
open conditions. The time-frequency phase relation (Fig. 5.6E) and the 8-12 Hz PSV 
curves (Fig. 5.6F) show increased phase-synchronization in the alpha-band in the eyes-
closed conditions versus eyes-open conditions. The increased synchronization was also 
observed between other imaged regions, but was not shown here. 
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Fig 5.6 Experimental results in a human subject. Six ICs (A) show correlated alpha band 
activity with the eyes-open-eyes-closed paradigm. The box marked with “O” denotes the 
eyes-open conditions. Based on the EEG-fMRI reciprocal imaging results, (B) alpha 
spectral power distribution was plotted on the inflated cortical surface. Time courses 
were extracted from two ROIs (green circled) and spectrograms were calculated for the 
left hemisphere ROI (C) and right hemisphere ROI (D). Phase differences (E) and the 8-
12 Hz PSV curve (F) between the two ROIs were calculated. Both suggest increased 
synchronization in eyes-closed conditions versus eyes-open conditions.  
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5.4 Discussion  
 In this chapter, we describe the EEG-fMRI reciprocal neuroimaging approach. 
The “reciprocal” here indicates the sequential use of EEG-informed fMRI imaging and 
fMRI-constrained EEG source imaging to integrate EEG and fMRI signals. Our 
simulation and experimental results have demonstrated that the method is well suited for 
the spatiotemporal imaging of neural activity. The high resolution in time and space will 
allow us to further investigate continuous neural activities and large-scale neural 
interactions in different brain conditions.   
 The basis of EEG-fMRI integration is the neurovascular coupling between the 
electrophysiological signals – EEG and the hemodynamic signals – fMRI. Recent studies 
have conducted parallel (or simultaneous) measurements of invasive EEG and BOLD 
fMRI in animal models or patients with intracranial EEG. Studies have revealed tight 
correlation between BOLD signal and local field potential (LFP) measured from the same 
location (Arthurs et al., 2000; Logothetis et al., 2001; Mukamel et al., 2005). In a human 
study, Mukamel et al (2005) found correlation between a spatially localized BOLD 
increase (or decrease) with the regional modulation of oscillatory activities measured in 
LFP. Scalp EEG, although measures signals by electrodes sitting outside of the skull, are 
believed to share the common electrophysiological origins with LFP signals. In line with 
these studies, simultaneous EEG-fMRI studies have demonstrated correlated relationship 
between EEG and fMRI signals in various EEG-informed fMRI or fMRI-weighted EEG 
imaging studies (Debener et al., 2006; Goldman et al., 2002; Liu et al., 1998). In this 
chapter, we developed this EEG-fMRI imaging approach based on the assumptions that 
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the neural electrophysiological change measured by EEG and the hemodynamic change 
measured by BOLD fMRI are coupled in time and overlapped in space.  
 
Source separation and space-time separation 
ICA has been considered as a data-driven tool to divide neural activity into 
groups, with temporal behaviors coherent within each group but independent across 
groups (Makeig et al., 2002). Importantly, it also serves to decompose spatio-temporal 
signals into representations in a time-by-space format, which allows for a separation of 
the temporal and spatial aspects of neural activity. Previous studies have demonstrated 
that the linear neurovascular coupling assumption can be applied to interpret the temporal 
relationship between the IC time courses and BOLD fMRI responses (Calhoun et al., 
2006; Debener et al., 2006; Eichele et al., 2009; Feige et al., 2005). Spatial 
correspondence has also been reported between the IC scalp maps and fMRI maps 
(Debener et al., 2005). Taking advantages of ICA, we can target a single group of sources 
at a time. A time-space-separated strategy can be utilized, through which EEG and fMRI 
signals are integrated in the time domain and the spatial domain in two sequential steps.  
The interpretation of components derived from ICA analysis remains an important 
question in many ICA related studies. ICA has been used to identify artifactual 
components (Jung et al., 2000; Iriarte et al., 2003; Urrestarazu, et al., 2004), and more 
importantly, physiologically plausible components, such as the modulation of rhythmic 
activities (Feige et al., 2005; Nam et al., 2002) and single-trial neural activities (Makeig 
et al., 2002; Debener et al., 2005, 2006). Here, we selected components according to their 
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spatial and time-frequency features. Components showing time-frequency features of 
interest (e.g. modulation of alpha rhythmic discharges associated with behavioral 
changes) were selected, which allows the imaging of continuous rhythmic activity as well 
as its modulation patterns.  The selection criterion in the EEG-fMRI reciprocal imaging 
framework can be changed according to different experimental designs and different 
temporal or spectral features of interest.   
 
EEG-informed fMRI analysis  
The EEG-informed fMRI analysis has been used extensively in order to find 
hemodynamic signals related to certain electrophysiological features. Although an 
assumption of linear neurovascular coupling using canonical HRF has been most 
commonly made, studies have also explored many linear or non-linear mathematical 
models to explain the neurovascular coupling between EEG and fMRI signals. 
Differences between locations, frequencies, normal and pathological brains can change 
the correlation between the electrophysiological signals and hemodynamic signals (Bai et 
al., 2010; Büchel et al., 1998; De Munck et al., 2007; Kilner et al., 2005). Although we 
used a linear neurovascular coupling assumption in the simulation and experimental 
studies, the EEG-fMRI reciprocal imaging framework discussed in this chapter is not 
limited to a single neurovascular coupling assumption. It can be generalized to any linear 
or non-linear relationships by deriving fMRI regressors from various mathematical 
models (Büchel et al., 1998, Kilner et al., 2005; De Munck et al., 2007; Bai et al., 2010).  
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By using the EEG-informed fMRI analysis, we are able to study continuous 
rhythmic activity in task-free conditions, such as the spontaneous neural activity and its 
modulation (Laufs et al., 2003; Mantini et al., 2007). However, EEG-informed fMRI 
analysis alone may impose insufficient spatial constraints on physically plausible source 
locations (He and Liu, 2008). This can be caused by the inherent difference in the 
temporal resolutions between EEG and fMRI. As our results suggest, fMRI maps lack the 
temporal specificity to differentiate brain regions, of which the temporal patterns are 
similar in hemodynamics but different in electrophysiology.  
 
fMRI-weighted EEG source imaging 
Therefore, we used the spatial information from EEG to achieve better spatial 
specificity through a sequential step of fMRI-weighted source imaging. Our results show 
that brain regions indistinguishable through EEG-informed fMRI analysis can be 
differentiated through the subsequent step of the fMRI-weighted source imaging.  
The co-localization between EEG and fMRI signals have been found in various 
animal and human models (Arthurs et al., 2000; Debener et al., 2005; Logothetis et al., 
2001; Mukamel et al., 2005). However, EEG and fMRI measure different aspects of the 
neural activity. EEG sources can be invisible in fMRI and fMRI sources can be invisible 
in EEG (He and Liu, 2008; Liu and He, 2008). To enhance robustness of the source 
imaging against EEG-fMRI mismatch, recent studies have developed fMRI-weighted 
source imaging algorithms using partial fMRI weighting (Liu et al., 1998), or EEG-
fMRI-combined weighting (Liu and He, 2008). In the framework of the EEG-fMRI 
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reciprocal imaging approach, the issue of the EEG-fMRI mismatch can be considered by 
changing the way that fMRI constraints are applied in the step of fMRI-weighted source 
imaging.  
 
Continuous spatiotemporal imaging  
The EEG-fMRI reciprocal imaging framework provides a way to image the 
continuous change of rhythmic activity. The reconstructed source imaging has high 
temporal resolution from EEG and high spatial resolution from fMRI. Such a high-
resolution spatiotemporal imaging can be further applied to different neuroscience 
studies, such as the study of functional networks or single-trial activity. More 
significantly, it allows us to focus the source imaging on certain time-frequency features 
of interest, or in order words, certain modulation patterns of oscillatory activity (Gross et 
al., 2001; Lin et al., 2004). External stimulations, cognitive tasks, or spontaneous 
behavioral changes can modulate different frequency components of the neural 
electrophysiological signals. The capability of imaging these modulated activities would 
help us to better understand the correspondence between different behavioral states and 
the underlying neural mechanisms.  
 In a simple example in this chapter, we estimated the alpha-band modulation in 
correlation with the behavioral changes (eye open vs. eye close). The spatial distribution 
of the alpha modulation in the parieto-occipital cortex agrees with previous EEG-fMRI 
(Feige et al., 2005; Goldman et al., 2002) and EEG/MEG studies (Gross et al., 2001; Hari 
et al., 1997). The alpha amplitude and phase-synchronization increased in the eyes-closed 
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conditions and decreased in the eyes-open conditions. Previous studies have suggested 
that visual attention network communicates by neural phase-synchronization (Gross et 
al., 2004; Womelsdorf et al., 2007). Accompanying the variation of visual attention, 
alpha modulation has been consistently observed in parieto-occipital brain (Foxe et al., 
1998; Worden et al., 2000). In line with these studies, the modulation of the alpha activity 
and its phase-synchronization described in this chapter may suggest a significant change 
of visual attention demands in the parieto-occipital network. The eyes-closed resting state 
requires minimum demand of visual attention, and the parieto-occipital network is 
characterized by high synchronization. Such synchronization in the visual attention 
network may be suppressed with eyes open, as neurons responsible to different visual 
fields may compete for attentional resources even in the absence of visual stimuli (Smith 
et al., 2000). This hypothesis, although being speculative, does provide a plausible 
interpretation on our data that alpha amplitudes and phase-synchronization were larger 
during eye-closed periods than during eye-open periods.  
 
In summary, in this chapter we described an EEG-fMRI “reciprocal” integrated 
imaging method, which utilizes the EEG-informed fMRI analysis, and fMRI-weighted 
source imaging. The approach offers a model-based framework to integrate fMRI and 
EEG, and provides high resolution in both time and space. A unique contribution of the 
approach lies in its capability of imaging continuously rhythmic activities and their 
modulation patterns. Such high-resolution spatiotemporal neuroimaging approach would 
be a useful tool for various neuroscience studies to understand the spontaneous neural 
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oscillations, correspondence between neural rhythmic activity and behavioral changes, 
and the connection between various cortical areas and networks. In pathological 
conditions, such as epilepsy, most of the brain activity is spontaneous (e.g., interictal 
spikes, seizures). Using a continuous EEG-fMRI imaging technique would significantly 
improve our ability to image the brain networks involved in the diseases, which would 
benefit the treatment of individual patient or improve our knowledge about the 
mechanisms of the diseases. However, before the method can be applied in pathological 
models, the neurovascular coupling in different pathological models need to be 
systematically investigated.  
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Chapter 6 Conclusions and perspectives 
6.1 Conclusions 
Non-invasive functional neuroimaging techniques have been actively investigated 
in human subjects since the discovery of EEG in the late 1920s (Berger, 1929). 
Tremendous efforts have been made in order to improve the temporal and spatial 
resolutions of non-invasive approaches. Along this line, EEG and MEG source imaging 
(Baillet et al., 2001; Hamalainen and Sarvas, 1989; Michel et al., 2004), fMRI 
(Bandettini et al., 1992; Kwong et al., 1992; Ogawa et al., 1992), and multimodal EEG-
fMRI imaging (Dale and Halgren, 2001; He and Liu, 2008; Liu et al., 1998) have 
improved our capability of noninvasive imaging to a resolution with a millimeter scale in 
space and a millisecond scale in time. While neuroimaging techniques have been 
extensively used in neuroscience research, it is, to a lesser extent, applied to clinical 
diagnoses and treatments. An important application of functional neuroimaging 
techniques in the diseased brain is the pre-surgical evaluation of epilepsy. Collectively, 
information from multiple independent modalities, such as semiology, neuroimaging, and 
neurological tests, provides clues to delineate a surgical plan. The current pre-surgical 
imaging procedure has noninvasive components including the imaging of anatomy 
(MRI), imaging of hemodynamic and metabolic responses (SPECT, fMRI, PET), and 
scalp mapping of electrophysiological signals (Engel et al., 2008; Rosenow and Luders, 
2001). A potential trend in the clinical investigations is to include the localization of 
interictal activity from EEG or MEG as an imaging tool. However, with the many 
established neuroimaging protocols, there still lacks an established non-invasive 
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component that can image electrophysiological signals during seizures. The development 
of such a component can be extraordinarily important, because the seizure is the most 
clinically important event in epilepsy patients, the cure of which is the ultimate goal of 
any epilepsy treatment.  
In the present dissertation research, we developed a non-invasive seizure imaging 
protocol, which combines high-resolution EEG recording and spatiotemporal source 
imaging. By testing the new protocol in epilepsy patients, we demonstrated the feasibility 
of the high resolution EEG recording protocol for clinical long-term monitoring. The 
extended recording time is crucial for capturing spontaneous and infrequent seizure 
events. We then evaluated the capability of the spatiotemporal EEG seizure imaging 
approach by information obtained through the most invasive procedures: resective 
surgery and chronic invasive recording of iEEG. The concordance with the invasive 
results suggests the clinical feasibility of such a noninvasive electrophysiological seizure 
imaging protocol. It is widely applicable to every patient because of its noninvasiveness. 
As a potential pre-surgical evaluation tool, it can be used as priori information to assist 
the implant of iEEG electrodes. If it is consistent with other non-invasive neuroimaging 
or neurological tests, the proportion of patients that must undergo invasive iEEG 
monitoring can be reduced. By adding this seizure imaging component, the non-invasive 
neuroimaging aspect of the pre-surgical evaluation in epilepsy can be significantly 
enhanced.  
Epileptic seizures impact widespread brain networks beyond the extent of the 
epileptogenic zone. As a result, patients can experience a variety of manifestations in 
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behaviors. One common phenomenon is the loss or decrease of consciousness and 
responsiveness to the external world (Arthuis et al., 2009; Englot et al., 2010; Guye et al., 
2006; Lee et al., 2002; Lux et al., 2002). In the analysis of abnormal slow-wave rhythms 
following epileptic seizures, we found changes of cortical electrophysiology 
corresponding to the different levels of cognitive deficits in epileptic patients. In line with 
previous neuroimaging and intracranial EEG studies (Lux, et al., 2002; Lee et al., 2002; 
Englot et al., 2010; Arthuis et al., 2009; Guye et al., 2006), yet providing more cortical 
coverage, our results suggest that widespread neocortical regions are affected by seizures. 
The spectral shifts to lower-frequency and the spatial shifts to neocortical regions (most 
prominently to frontal regions) outside of the epileptogenic zone may be an 
electrophysiological representation of the impact of epileptic seizures on the brain. These 
changes in slow rhythms may also be related to the altered cognitive functions in epilepsy 
patients.  
Although continuous spatiotemporal imaging can be achieved noninvasively by 
EEG source imaging techniques, by adding multimodal information from other 
modalities, the spatial and temporal resolutions can be significantly improved. In the 
dissertation research, we also developed an EEG-fMRI integrated imaging approach, 
which combines the temporal resolution of EEG and spatial resolution of fMRI. We have 
shown in our computer simulations and experimental study in normal healthy subjects 
that we are able to reconstruct the continuous rhythmic activities, as well as their 
modulation that corresponds to the behavioral changes. Such a high-resolution 
spatiotemporal imaging technique can be important for neuroscience research. Potential 
  122 
applications also include the localization of the epileptic networks in epilepsy patients 
(Grouiller et al., 2011; Laufs et al., 2007; Tyvaert et al., 2008).   
In summary, the present dissertation research developed and evaluated the 
spatiotemporal source imaging approaches for the non-invasive localization of dynamic 
neural activity in the diseased and normal brains. An evaluation has been conducted in 
patient groups in order to test the clinical applicability of such a pre-surgical noninvasive 
seizure imaging tool. An investigation has been conducted to study the widespread 
impact of epileptic seizures on the brain and, as a result, on the behaviors and cognitions 
of epilepsy patients. The spatial resolution has been further improved by adding the 
component of fMRI through an EEG-fMRI integrated imaging framework. All of the 
results that were obtained suggest the importance of noninvasive spatiotemporal 
neuroimaging approaches for solving clinical problems and for investigating 
neuroscience questions. Furthermore, an improved understanding of neurological 
diseases and their mechanisms would help us to develop and deliver curative treatments 
of neurological diseases.  
 
6.2. Perspectives 
In addition to the development and progress obtained in the present dissertation 
research, there are remaining challenges, which also represent opportunities for future 
improvement of techniques and clinical applications.   
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Prospective clinical studies 
We have demonstrated the feasibility and accuracy of the noninvasive, 
spatiotemporal seizure imaging approach through comparison against invasive 
procedures in a retrospective study. However, before applying a new neuroimaging 
method to clinical routines, prospective studies of large groups of patients are crucial in 
order to design a protocol that is most suitable for clinical applications. It is important, in 
these prospective studies, to include the noninvasive seizure imaging protocol into the 
routine evaluation of epilepsy patients. The results of noninvasive seizure imaging need 
to be presented in the pre-surgical conference, during which neurologists and 
neurosurgeons determine surgical plans based on the information obtained through 
various pre-surgical diagnostic resources. Surgical plans, including both the plan to 
implant intracranial electrodes as well as the plan to resect brain tissues, shall be 
determined twice. The first plan is determined based on conventional procedures without 
EEG seizure imaging results. The second plan is determined with the EEG seizure 
imaging results. Possible outcomes of the two plans can be the same, which indicates that 
EEG source imaging is consistent with conventional procedures. The outcomes can also 
be the determination of more or less iEEG coverage or resection, which indicates that 
EEG source imaging provides additional information to the conventional procedures. In 
optimal cases, when EEG source imaging confirms with anatomical MRI and other 
noninvasive neurological tests, patients can go to resection without the need of another 
surgery to implant iEEG. The difference between the outcomes of the two plans will 
show the extent to which such a noninvasive seizure imaging protocol can change the 
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conventional clinical practice of the surgical treatment of epilepsy. The yield and 
accuracy of the resultant iEEG recording and the success rate of surgery will be important 
measures to determine the significance and the added value of such a new protocol to the 
routine pre-surgical evaluation.  
 
Behavioral testing systems in epilepsy 
The study of the slow waves and consciousness in the current dissertation research is also 
limited by the retrospective nature of the study. The current practice to determine the 
consciousness of patients during partial seizures is very limited with classification to only 
two categories: simple partial seizures and complex partial seizures (Commission of 
ILAE 1981). Such a classification cannot distinguish the cause of the cognitive 
dysfunctions (e.g., consciousness vs. memory, languages, and motor functions) or 
different levels of impairment of consciousness. These behavioral measures, however, are 
extremely important for a quantitative evaluation of their correlation with 
electrophysiology. A fine-scale score and a time-varying system to evaluate the 
behavioral and cognitive changes of patients would improve the current practice and 
management of patients. Because seizures are one of the very few pathological models to 
study consciousness, a well-established behavioral testing system would also 
significantly improve our ability to investigate and understand the consciousness process 
in humans.  
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Neurovascular coupling in pathological models 
The EEG-fMRI integrated imaging methods have been widely used in the 
investigation of normal and diseased brains. In the dissertation research, we proposed a 
framework to integrate EEG and fMRI information, and demonstrated the approach using 
a linear neurovascular coupling model. However, the neurovascular coupling between 
EEG and fMRI signals is not well understood, especially in pathological conditions. The 
EEG-informed fMRI analysis in epilepsy patients identified the epileptogenic zone, as 
well as activation or deactivation in more fundamental brain networks (Blumenfeld et al., 
2009; Gotman et al., 2005; Grouiller et al., 2011; Laufs et al., 2007). The hemodynamic 
response function in epilepsy patients can be different than that of normal healthy 
subjects, and can also change from location to location (Bai et al., 2010). Therefore, 
before the implementation and interpretation of the EEG-fMRI integrated imaging in 
epilepsy patients, systematic studies are necessary in order to investigate how the EEG 
and fMRI signals correlate in time and overlap in space. The EEG-fMRI imaging 
framework we proposed was designed to incorporate various neurovascular coupling 
models, and therefore can be suited to study different activities if the relationship 
between EEG and fMRI signals is well understood.  
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