Partial regularity for the Navier–Stokes equations with a force in a Morrey space  by Kukavica, Igor
J. Math. Anal. Appl. 374 (2011) 573–584Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Partial regularity for the Navier–Stokes equations with a force
in a Morrey space
Igor Kukavica
Department of Mathematics, University of Southern California, Los Angeles, CA 90089, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 19 February 2010
Available online 25 August 2010
Submitted by R. Manásevich
Keywords:
Navier–Stokes equation
Partial regularity
Morrey space
In the paper, we address the partial regularity of solutions of the Navier–Stokes system.
Earlier, we have proved that the one-dimensional parabolic Hausdorff measure of the
singular set is zero under the assumption that the force f belongs locally to L5/3. Here
we prove the same statement under a more general assumption that the Morrey norm in
L10/75/7 of the force is suﬃciently small. We do so by establishing a fractional integration
theorem using the Morrey spaces and by a suitable iteration using a localized version of
the Morrey norm.
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1. Introduction
The goal of this paper is to address the partial regularity of solutions of the 3D Navier–Stokes equations
∂tu − u + ∂ j(u ju) + ∇p = f ,
∇ · u = 0 (1.1)
under minimal assumptions on the force.
In [19,21], Scheffer initiated the theory of partial regularity for the NSE by estimating the Hausdorff dimension of the sin-
gular set (for earlier results on partial regularity of solutions of elliptic systems, cf. [7]). In a classical paper [1], Caffarelli,
Kohn, and Nirenberg proved that the one-dimensional parabolic Hausdorff measure of the singular set equals zero under
the condition f ∈ L5/2+δ for δ > 0 (cf. also [6,11,13,18,20] for partial regularity results in the time variable). Alternative
proofs were later given by Lin [14] and Vasseur [26] under the same assumption on the force (see also [12]). In [15], La-
dyzhenskaya and Seregin proved the CKN partial regularity result (i.e., that the parabolic Hausdorff measure of the singular
set is zero) under the condition that the force belongs to a parabolic Morrey space L21+δ where 0 < δ < 4 (cf. (2.2) below
for the deﬁnition). We note that this Morrey space is in the same scaling class as L5/2+δ0 , where δ0 = 5δ/2(4− δ), the space
treated in [1].
In our recent paper [8], we have found an easier proof of the CKN result which connects the approach of [1] with
a fractional integration theorem for Morrey spaces. By [8], the CKN partial regularity result holds under the assumption
f ∈ L5/3+δ where δ > 0. The deﬁnition of the regular point has to be changed from the requirement of local bounded-
ness u to the requirement that u locally belongs to a Serrin’s class L5. The regularity when the force is smooth under
the local condition u ∈ Lst Lrx with 2/s + 3/r = 1 is due to Serrin and Struwe [22,24] when r < 3 and to Escauriaza et al.
[4] in the diﬃcult case r = 3. In [9], we proved the CKN partial regularity theorem under the borderline assumption
f ∈ L5/3.
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tion that the force f belongs to a borderline Morrey space L10/75/7 . Already in [9] we proved that the set of points where
the solution (u, p) does not belong to a borderline Morrey space has the one-dimensional parabolic Hausdorff measure
equal to zero. However, the approach from [8–10] cannot be used to prove that u belongs to a Serrin class of regular-
ity.
In the present paper, we prove that if (u, p) belongs to a local regularity class from [9], then the difference of the
velocity from a small regular solution is locally bounded; for the statement, cf. Theorem 2.1 below. This completes the
partial regularity theory for forces f ∈ L10/75/7 with a small Morrey norm. (Note that the exponent 10/7 is needed to make
sense of the integral
∫
f uφ in the deﬁnition of a suitable weak solution.) The main improvement over the strategy used in
[8,10] is that the local iteration is not performed with the Lebesgue norms but rather with a localized version of the Morrey
norm M , introduced in (2.11) below.
The paper is organized as follows. The main result is stated in Theorem 2.1 below, with Theorem 2.2 containing the par-
tial regularity result from [9]. The proof is based on a sequence of lemmas of independent interest; in particular, Lemma 2.3
contains a fractional integration theorem involving parabolic Morrey spaces. Lemma 2.5 provides a local existence result for
a solution with a force with a small Morrey norm L10/75/7 . Lemma 2.6 is a technical lemma on bootstrapping the order of
vanishing for the functional θ which is, further below in Lemma 2.7, a sum of the localized Morrey norms of the veloc-
ity and the pressure; the localized Morrey norms are introduced in (2.11) below. The main step in the proof of the main
theorem is Lemma 2.8, which shows local boundedness of the difference of velocities.
2. Notation and the main theorem
Let D ⊆R3×R be open, bounded, and connected. A pair (u, p) is a suitable weak solution of the Navier–Stokes equations
if it satisﬁes
(i) u ∈ L∞t L2x(D) ∩ L2t H1x (D) and p ∈ L5/3(D),
(ii) f ∈ L10/7loc (D) is divergence free,
(iii) the Navier–Stokes equations (1.1) are satisﬁed in D , i.e,∫∫
uk(∂tφ + φ + u j∂ jφ)dx+
∫∫
p∂kφ dx = −
∫∫
fkφ dx, k = 1,2,3
for all φ ∈ D(D), and
(iv) the local energy inequality holds in D , i.e.,∫
|u|2φ|T + 2
∫∫
R3×(−∞,T ]
|∇u|2φ 
∫∫
R3×(−∞,T ]
(|u|2(φt + φ) + (|u|2 + 2p)u · ∇φ + 2(u · f )φ) (2.1)
for all φ ∈ C∞0 (D) such that φ  0 in D and almost every T ∈R.
The condition (ii) is needed so that the last term on the right of (2.1) is well deﬁned. First, we set up the necessary
notation. For (x0, t0) ∈Rn ×R, let
Q ∗r (x0, t0) = Br(x0) ×
(
t0 − r2, t0 + r2
)
be the parabolic cylinder centered at (x0, t0), and let
Qr(x0, t0) = Br(x0) ×
(
t0 − r2, t0
)
be the parabolic cylinder with the top label point (x0, t0). We abbreviate Qr = Qr(0,0) and Q ∗r = Q ∗r (0,0).
For a measurable function v , write
‖v‖Lqλ = sup(x,t)∈Rn×R supρ>0
1
ρλ/q
‖v‖Lq(Q ∗ρ(x,t)) (2.2)
and let Lqλ be the parabolic Morrey space consisting of measurable functions v such that ‖v‖Lqλ < ∞, identifying functions
which are equal a.e. For a set V ⊆ R3 ×R, denote
‖v‖Lqλ(V) = ‖vχV‖Lqλ (2.3)
where χV is the characteristic function of V , and let Lqλ(V) be the set of measurable functions v on V such that‖v‖ q < ∞.Lλ(V)
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we denote as (x0, t0) ∈ R, if there exists r0 > 0 such that
1
r5/3
( ∫∫
Q ∗r (x,t)
|u|10/3 +
∫∫
Q ∗r (x,t)
|p|5/3
)
μ0
for all (x, t) ∈ Q ∗r0(x0, t0) and r ∈ (0, r0]. The set of singular points is denoted by S = D\R. In [9], we proved that the
parabolic Hausdorff measure of S equals zero. Our main theorem, stated next, justiﬁes the terms “regular” and “singular”.
Theorem 2.1. There exists a suﬃciently small universal constant μ0 > 0 with the following property. If (x0, t0) ∈ R and
‖ f ‖L10/75/7 (Q ∗μ(x0,t0)) μ
where μ ∈ (0,μ0], then there exists a strong integral solution (u f , p f ) of
∂tu − u + ∂ j(u ju) + ∇p = g,
∇ · u = 0
in R3 × R, where g and f coincide in Q ∗μ(x0, t0), such that u − u f is locally bounded in a neighborhood of (x0, t0), and p − p f is
locally in the space L5/3t L
∞
x in a neighborhood of (x0, t0).
For the meaning of the strong integral solution, cf. Lemma 2.5 below.
In the proof of Theorem 2.1, we shall not need the assumption (iv); however, (iv) is needed for Theorem 2.2 below. We
note that by Hölder’s inequality, we have ‖ f ‖L10/75/7 (V)  C‖ f ‖L10/3(V) .
For completeness, we restate one of the main results from [9] estimating the parabolic Hausdorff dimension of the set S
when the local L10/75/7 norm of the force f is suﬃciently small.
Theorem 2.2. (See [9].) There exists a constant 
∗ > 0 with the following property: If (x0, t0) ∈ D and there exists r0 > 0 such that
‖ f ‖L10/7(Q ∗r (x,t))  
∗r1/2
for (x, t) ∈ Q ∗r (x0, t0) and r ∈ [0, r0], and if
limsup
r→0+
1
r
∫
Qr(x0,t0)
|∇u|2  
∗
then (x0, t0) ∈ R.
Note that the above statement implies P1(S) = 0 where P1 denotes the one-dimensional parabolic Hausdorff mea-
sure [1]. From [1], recall that P1(S) = 0 means that for every 
 > 0 there exist points (xi, ti) ∈ R3 × R and ri > 0 for
i = 1,2, . . . such that ∑∞i=1 ri < 
 and S ⊆⋃∞i=1 Qri (xi, ti).
Lemma 2.3. Let n ∈ N, and assume that g ∈ Lpμ(Rn × R) ∩ Lqλ(Rn × R), where 1 q  p < ∞ and λ,μ ∈ [0,n + 2) with p > 1.
Deﬁne
h(x, t) =
∫∫
Rn×R
g(y, s)dy ds
(|x− y| + |t − s|1/2)n+2−α
where α > 0. Assume that q < (n + 2− λ)/α. Then for
p˜ = p
1− qα/(n + 2− λ) (2.4)
we have h ∈ Lp˜μ(Rn ×R) and
‖h‖Lp˜μ  C‖g‖
1−p/p˜
Lqλ
‖g‖p/p˜Lpμ
where the constant C depends on α, λ, q, p, and μ.
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u(x, t) =
∫∫
G(x− y, t − s) f (y, s)dy ds
where G(x, t) = (4πt)−3/2 exp(−|x|2/4t) is the Gaussian kernel, is well deﬁned and
‖u‖L30/75/7  C‖ f ‖L10/75/7 .
Lemma 2.3 for the case μ = 0 was proven in [10]. It states that under all the conditions in the lemma, we have
‖h‖L p˜  C‖g‖1−p/p˜Lqλ ‖g‖
p/p˜
Lp (2.5)
with p˜ as in (2.4).
We note that an analogous statement also holds with the classical Morrey spaces replacing the parabolic Morrey spaces
in Lemma 2.3. For a measurable function g :Rn → R, deﬁne
‖g‖Mqλ = supx∈Rn supρ>0
1
ρλ/q
‖g‖Lq(Bρ(x)).
Then the following statement holds.
Theorem 2.4. Let g ∈ Mpμ(Rn) ∩ Mqλ(Rn) where 1 q p < ∞ and λ,μ ∈ [0,n) with p > 1. Deﬁne
h(x) =
∫
Rn
g(y)dy
|x− y|n−α
where α > 0. Assume q < (n − λ)/α. Then for p˜ = p/(1− qα/(n − λ)) we have h ∈ L p˜(Rn) and
‖h‖Mp˜μ  C‖g‖
p/p˜
Mpμ
‖g‖1−p/p˜Mqλ
where the constant C depends on α, λ, q, and p.
For other properties of classical Morrey spaces cf. [2,3,16,17,25].
Proof of Lemma 2.3. Fix r > 0. For (x, t) ∈ Q ∗r , write
h0(x, t) =
∫∫
Q ∗2r
|g(y, s)|dy ds
(|x− y| + |t − s|1/2)n+2−α
and
hk(x, t) =
∫∫
Q ∗
2k+1r\Q
∗
2kr
|g(y, s)|dy ds
(|x− y| + |t − s|1/2)n+2−α
for k = 1,2, . . . . Then, by the μ = 0 version of the lemma proven in [10], i.e. by (2.5), we have
‖h0‖L p˜(Q ∗r )  C‖g‖
1−p/p˜
Lqλ
‖g‖p/p˜Lp(Q ∗2r)  C‖g‖
1−p/p˜
Lqλ
(
rμ/p‖g‖Lpμ
)p/p˜
 Crμ/p˜‖g‖1−p/p˜Lqλ ‖g‖
p/p˜
Lpμ
(2.6)
while for (x, t) ∈ Q ∗r and k ∈ N,
∣∣hk(x, t)∣∣ C
(2kr)n+2−α
‖g‖L1(Q ∗
2k+1r\Q
∗
2kr
)
 C
(2kr)n+2−α
(
2kr
)n+2−(n+2)(1−p/p˜)/q−(n+2)/p˜‖g‖1−p/p˜Lq(Q ∗
2k+1r)
‖g‖p/p˜Lp(Q ∗
2k+1r)
whence
∣∣hk(x, t)∣∣ Ck γ ‖g‖1−p/p˜Lq ‖g‖p/p˜Lp , (x, t) ∈ Q ∗r(2 r) λ μ
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γ = −α + n + 2
q
− (n + 2)p
qp˜
+ (n + 2)
p˜
− λ
q
+ λp
qp˜
− μ
p˜
.
Using
p
p˜
= 1− qα
n + 2− λ
we get γ = (n + 2− μ)/p˜. We thus obtain
∣∣hk(x, t)∣∣ C
(2kr)(n+2−μ)/p˜
‖g‖1−p/p˜Lqλ ‖g‖
p/p˜
Lpμ
, k ∈N.
Summing up the geometric series, we get for (x, t) ∈ Q ∗r
∞∑
k=1
∣∣hk(x, t)∣∣ C
r(n+2−μ)/p˜
‖g‖1−p/p˜Lqλ ‖g‖
p/p˜
Lpμ
and thus∥∥∥∥∥
∞∑
k=1
∣∣hk(x, t)∣∣
∥∥∥∥∥
L p˜(Q ∗r )
 Crμ/p˜‖g‖1−p/p˜Lqλ ‖g‖
p/p˜
Lpμ
.
Using also (2.6), we obtain
‖h‖L p˜(Q ∗r )  Crμ/p˜‖g‖
1−p/p˜
Lqλ
‖g‖p/p˜Lpμ
and the lemma follows. 
Lemma 2.5. Assume that f is divergence-free and
‖ f ‖L10/75/7  
.
If 
 ∈ (0, 
0] where 
0 is a suﬃciently small universal constant, then there exists a unique strong integral solution (v,q) of the system
∂tu − u + u · ∇u + ∇p = f ,
∇ · u = 0 (2.7)
with the initial condition u(·,0) = 0 for which ‖u‖L30/75/7  C
 and ‖p‖L15/75/7  C

2 .
A solution is strong integral if u(·, t) = 0 for t < 0 and
u = N1(u,u) + N2
where
N1(u, v)k =
∫∫
∂i K jk(x− y, t − s)ui(y, s)v j(y, s)dy ds
with K jk(y, s) = (δ jk + R j Rk)G(y, s) for s > 0 and K jk(y, s) = 0 otherwise, and
N2 =
∫∫
G(x− y, t − s) f (y, s)dy ds
(cf. [5]). Above, Ri stands for the i-th Riesz transform.
Proof of Lemma 2.5. Using
∣∣∂i K jk(x, t)∣∣ C
(|x| + √t )4 , i, j,k ∈ {1, . . . ,n}, (x, t) ∈R
3 ×R
[23] and Lemma 2.3, we get
∥∥N1(u, v)∥∥L30/7  C‖uv‖L15/7  C‖u‖L30/7‖v‖L30/7 .5/7 5/7 5/7 5/7
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‖N2‖L30/75/7  C‖ f ‖L10/75/7 .
All the assertions, except the pressure estimate, then follow by applying the standard ﬁxed point argument. For the pressure
estimate, we use an approach from [17]. The pressure p is obtained from u by the formula
p(x, t) = Ri R j(vij)
where vij = uiu j . Let Hij be the singular integral kernel of Ri R j . For r > 0, we have
p(x, t) = p0(x, t) +
∞∑
k=1
pk(x, t)
where
p0(x, t) = P.V.
∫
B2r(x0,t0)
Hij(x− y, t)vij(y, t)dy
and
pk(x, t) =
∫
B2k+1r(x0,t0)\B2kr(x0,t0)
Hij(x− y, t)vij(y, t)dy.
First, using the Calderón–Zygmund theorem, we have
‖p0‖L15/7(Q ∗r (x0,t0))  C‖v‖L15/7(B2r(x0,t0)×(t0−r2,t0+r2))
 Cr1/3‖v‖L15/75/7  Cr
1/3‖u‖2L30/75/7 .
On the other hand, for k ∈ N,
‖pk‖L15/7(Q ∗r (x0,t0))  Cr7/5‖pk‖L15/7t L∞x (Q ∗r (x0,t0))
 Cr
7/5
(2kr)3
‖v‖
L15/7t L
1
x (B2k+1r(x0)×(t0−r2,t0+r2))
 Cr
7/5
(2kr)7/5
‖v‖
L15/7t L
15/7
x (B2k+1r(x0)×(t0−r2,t0+r2))
 Cr
7/5
(2kr)16/15
‖v‖L15/75/7 =
Cr1/3
216k/15
‖v‖L15/75/7 
Cr1/3
216k/15
‖u‖2L30/75/7 .
Summing up the geometric series, we obtain
‖p‖L15/7(Q ∗r (x0,t0))  Cr1/3‖u‖2L15/75/7
and the desired pressure estimate follows. 
Lemma 2.6. Let 
 > 0 and C0,α,β, r0 > 0. Assume that θ : (0, r0] → [0,∞) satisﬁes
θ(κr) C0καθ(r) + C0

κβ
θ(r), 0 < r  r0
for κ ∈ (0, κ0], where κ0 ∈ (0,1/2]. Then for every γ ∈ (0,α), there exist C1, r1, 
0 > 0 which depend on α, β , r0 , C0 , κ0 , and θ(r0)
such that 0 < 
  
0 implies
θ(r) C1rγ
for r ∈ (0, r1).
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0 > 0 for which C02β
0/κβ1 
(κ1/2)γ /2. Then for all κ ∈ (κ1/2, κ1) and 
 ∈ (0, 
0], we have
θ(κr0) C0καθ(r0) + C0

κβ
θ(r0) C0κα1 θ(r0) +
C02β

κ
β
1
θ(r0)
 1
2
(
κ1
2
)γ
θ(r0) + 1
2
(
κ1
2
)γ
θ(r0) =
(
κ1
2
)γ
θ(r0).
Iterating this further, we get
θ
(
κmr0
)

(
κ1
2
)γm
θ(r0), m ∈N. (2.8)
Now, choose r1 ∈ (0, r0) so small that(
log
r0
r1
)(
1
log(1/κ1)
− 1
log(2/κ1)
)
 1.
Let r ∈ (0, r1) be arbitrary. Then(
log
r0
r
)(
1
log(1/κ1)
− 1
log(2/κ1)
)
 1
and thus there exists m ∈N such that
log(r0/r)
log(2/κ1)
m log(r0/r)
log(1/κ1)
.
Hence,(
κ1
2
)m
r0  r  κm1 r0 (2.9)
and thus there exists κ ∈ [κ1/2, κ1] such that r = κmr0. Using (2.8), we get
θ(r) = θ(κmr0)
(
κ1
2
)γm
θ(r0)
(
r
r0
)γ
θ(r0)
where we used (2.9) in the last step. 
Let (u f , p f ) be the solution of the Navier–Stokes equations for t  t0 − r20 in the sense of Lemma 2.5 with the force
f χQ ∗r0 (x0,t0) . The differences u˜ = u − u f and p˜ = p − p f satisfy
∂t u˜ − u˜ + u f · ∇u˜ + u˜ · ∇u f + u˜ · ∇u˜ + ∇ p˜ = f˜ ,
∇ · u˜ = 0 (2.10)
where f˜ ≡ 0 on Q ∗r0(x0, t0). In order to treat this equation, we introduce a localized version of the Morrey norms. For a
function g and parameters p ∈ [1,∞], λ ∈ [0,5], r0 ∈ (0,∞], and r1 ∈ (0,∞], denote
M(x0,t0)(g, p, λ, r0, r1) = sup
(x,t)∈Q ∗r0 (x0,t0)
sup
r∈(0,r1)
1
rλ/p
‖g‖Lp(Q ∗r (x,t)) (2.11)
with the label point (x0, t0) omitted if it coincides with the origin. This quantity may be compared with the local Morrey
norm (2.3). Clearly,
M(x0,t0)(g, p, λ, r0, r1) ‖g‖Lpλ(Q ∗r0+r1 (x0,t0)).
Now, we claim
‖g‖Lpλ(Q ∗r0 (x0,t0))  M(x0,t0)(g, p, λ, r0, r0). (2.12)
Without loss of generality, we may assume that (x0, t0) = (0,0) and g ≡ 0 on (Q ∗r0 )c . Now, let (x, t) ∈ R3 ×R and r > 0 be
arbitrary. We shall prove
I = 1
λ/p
‖g‖Lp(Q ∗r (x,t))  M(g, p, λ, r0, r0). (2.13)r
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to verify that
Q ∗r0 ∩ Q ∗r (x1, t1) ⊇ Q ∗r0 ∩ Q ∗r (x, t)
which gives
I  1
rλ/p
‖g‖Lp(Q ∗r (x1,t1)).
We may thus without loss of generality assume that (x, t) ∈ Q ∗r0 . Now, if r  r0, then
I = 1
rλ/p
‖g‖Lp(Q ∗r (x,t))  M(g, p, λ, r0, r0).
If r  r0, then
I  1
rλ/p
‖g‖Lp(Q ∗r0 ) 
1
rλ/p0
‖g‖Lp(Q ∗r0 )  M(g, p, λ, r0, r0)
and (2.13) is established.
Lemma 2.7. Let (u, p) be a solution of (2.10), i.e.,
∂tu − u + u f · ∇u + u · ∇u f + u · ∇u + ∇p = 0,
∇ · u = 0 (2.14)
in Q ∗r0 such that M(u,10/3,5/3, r0, r0),M(p,5/3,5/3, r0, r0) < ∞. For r ∈ (0, r0/2], denote
θ(r) = M
(
u,
10
3
,
5
3
, r, r
)
+ M
(
p,
5
3
,
5
3
, r, r
)
. (2.15)
Then
θ(κr) Cκ4/5θ(r) + C
κ
θ(ρ)2 + C
κ
M
(
u f ,
10
3
,
5
3
, r, r
)
θ(r) (2.16)
for κ ∈ [0,1/2] and r ∈ [0, r0/2].
Proof. Let 0 < r < ρ/2. Fix η0 ∈ C∞0 (Q ∗1 , [0,1]) such that η0 ≡ 1 in Q ∗3/4, and denote
η(x, t) = η0
(
x
ρ
,
t
ρ2
)
.
Let v = ηu = (ηu1, ηu2, ηu3); also, denote U = χQ ∗ρu and U f = χQ ∗ρu f . Then
∂t vk − vk = −∂ j(U j vk) − ∂k(ηp) − ∂ j(U f j vk) − ∂ j(v jU f k) + U jUk∂ jη + p∂kη
+ U f jUk∂ jη + U jU f k∂ jη + Uk(ηt + η) − 2∂ j(Uk∂ jη)
from where
vk(x, t) = −
∫∫
∂ jG(x− y, t − s)(U j vk + U f j vk + U f kv j)(y, s)dy ds
+
∫∫
G(x− y, t − s)(U jUk∂ jη + U f jUk∂ jη + U jU f k∂ jη + p∂kη + Uk(ηt + η))(y, s)dy ds
− 2
∫∫
∂ jG(x− y, t − s)(Uk∂ jη)(y, s)dy ds −
∫∫
∂kG(x− y, t − s)(ηp)(y, s)dy ds
= I1(x, t) + I2(x, t) + I3(x, t) + I4(x, t) (2.17)
where G(x, t) = (4πt)−n/2 exp(−|x|2/(4πt)) for t > 0 and G(x, t) = 0 otherwise. Below, we shall use the pointwise bound
max
{∣∣G(x, t)∣∣, (|x| + √t )∣∣∇G(x, t)∣∣} C(|x| + √t )3 , (x, t) ∈R
3 ×R.
For I1, we use Lemma 2.3 with μ = 0 to obtain
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1/2
L10/3(Q ∗ρ)
‖v‖1/2
L10/3(Q ∗ρ)
‖U‖1/2L10/35/3 (Q ∗ρ)‖v‖
1/2
L10/35/3 (Q ∗ρ)
+ C‖U f ‖1/2L10/3(Q ∗ρ)‖v‖
1/2
L10/3(Q ∗ρ)
‖U f ‖1/2L10/35/3 (Q ∗ρ)‖v‖
1/2
L10/35/3 (Q ∗ρ)
 C‖U‖1/2
L10/3(Q ∗ρ)
‖v‖1/2
L10/3(Q ∗ρ)
M
(
U ,
10
3
,
5
3
,ρ,ρ
)1/2
M
(
v,
10
3
,
5
3
,ρ,ρ
)1/2
+ C‖U f ‖1/2L10/3(Q ∗ρ)‖v‖
1/2
L10/3(Q ∗ρ)
M
(
U f ,
10
3
,
5
3
,ρ,ρ
)1/2
M
(
v,
10
3
,
5
3
,ρ,ρ
)1/2
whence
‖I1‖L10/3(Q ∗r )  Cρ1/2M
(
v,
10
3
,
5
3
,ρ,ρ
)(
M
(
U ,
10
3
,
5
3
,ρ,ρ
)
+ M
(
U f ,
10
3
,
5
3
,ρ,ρ
))
.
In order to bound I2, note that the integrand in the deﬁnition of I2 vanishes on Q ∗3ρ/4 whenever (x, t) ∈ Q ∗r . Therefore, for
(x, t) ∈ Q ∗r ,
∣∣I2(x, t)∣∣ C
ρ
∫∫
Q ∗ρ\Q ∗3ρ/4
(|U |2 + |U f ||U | + |p| + ρ−1|U |)(y, s)
(|x− y| + √t − s )3 dy ds
 C
ρ4
∫∫
Q ∗ρ\Q ∗3ρ/4
(|U |2 + |U f ||U | + |p| + ρ−1|U |)(y, s)dy ds
from where, using Hölder’s inequality,
‖I2‖L10/3(Q ∗r )  Cr3/2‖I2‖L∞(Q ∗r ) 
Cr3/2
ρ4
∥∥|U |2 + |U f ||U | + |p| + ρ−1|U |∥∥L1(Q ∗ρ)
 Cr
3/2
ρ2
∥∥|U |2 + |U f ||U | + |p|∥∥L5/3(Q ∗ρ) +
Cr3/2
ρ3/2
‖U‖L10/3(Q ∗ρ)
 Cr
3/2
ρ2
(‖U‖2L10/3(Q ∗ρ) + ‖U‖L10/3(Q ∗ρ)‖U f ‖L10/3(Q ∗ρ) + ‖p‖L5/3(Q ∗ρ)
)+ Cr3/2
ρ3/2
‖U‖L10/3(Q ∗ρ)
whence
‖I2‖L10/3(Q ∗r )  C
r3/2
ρ
M
(
U ,
10
3
,
5
3
,ρ,ρ
)(
M
(
U ,
10
3
,
5
3
,ρ,ρ
)
+ M
(
U f ,
10
3
,
5
3
,ρ,ρ
))
+ C r
3/2
ρ
(
M
(
p,
5
3
,
5
3
,ρ,ρ
)
+ M
(
U ,
10
3
,
5
3
,ρ,ρ
))
.
Analogously,
‖I3‖L10/3(Q ∗r ) 
Cr3/2
ρ3/2
‖U‖L10/3(Q ∗ρ).
Finally, we need to bound I4(x, t) = −
∫∫
∂kG(x− y, t− s)(ηp)(y, s)dy ds. Taking the divergence of the ﬁrst equation in (2.14),
we get
−p = ∂i j(uiu j) + 2∂i j(uiu f j) = ∂i j V i j
where Vij = uiu j + 2uiu f j . Therefore,
−(ηp) = ∂i j(ηVij) − Vij∂i jη + 2∂ j(Vij∂iη) + pη − 2∂ j(p∂ jη)
and thus
ηp = Ri R j(ηVij) + N ∗
(
(∂i jη)Vij
)− 2∂ jN ∗ (Vij∂iη) − N ∗ (pη) + 2∂ jN ∗ ((∂ jη)p)
= π1 + π2 + π3 + π4 + π5 (2.18)
where N(x) = −1/4π |x| is the Newtonian potential. Denote
Jm(x, t) = −
∫∫
∂kG(x− y, t − s)πm(y, s)dy ds, m = 1, . . . ,5
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J1(x, t) =
∫∫
∂kRi R jG(x− y, t − s)(ηuiu j + 2ηuiu f j)(y, s)dy ds.
Since
∣∣∂kRi R jG(y, s)∣∣ C
(|y| + √s )4 , i, j,k = 1,2,3
by [23], the upper bound for J1 is the same as that for I1. As in [10], we rewrite
J2(x, t) =
t∫
−∞
(
Hk(·, s) ∗ (Vij∂i jη)(·, s)
)
(x)ds
where Hk(y, s) = (∂kG(·, s) ∗ N)(x). It is straight-forward to check that
max
{∣∣Hk(x, t)∣∣, (|x| + √t )∣∣∇Hk(x, t)∣∣} C
(|x| + √t )2 , k = 1,2,3.
We thus get
∣∣ J2(x, t)∣∣ C
3∑
i, j=1
∫∫
(|u|2 + |u||u f |)(y, s)
(|x− y| + √t − s )3
∣∣∂i jη(y, s)∣∣dy ds
and the estimate for J2 is the same as the one for I2 leading to
‖ J2‖L10/3(Q ∗r )  C
r3/2
ρ
M
(
U ,
10
3
,
5
3
,ρ,ρ
)(
M
(
U ,
10
3
,
5
3
,ρ,ρ
)
+ M
(
U f ,
10
3
,
5
3
,ρ,ρ
))
.
The upper bound for J3 is the same as that for J2. For J4, we have
∣∣ J4(x, t)∣∣ C
3∑
i, j=1
∫∫
(|pη|)(y, s)
(|x− y| + √t − s )2 dy ds
whence by analogous arguments as before,
‖ J4‖L10/3(Q ∗r ) 
Cr3/2
ρ2
‖p‖L5/3(Q ∗ρ).
The estimate for J5 is the same. Collecting the above inequalities and dividing by r1/2 leads to
1
r1/2
‖v‖L10/3(Q ∗r ) 
C
κ
M
(
U ,
10
3
,
5
3
,ρ,ρ
)
M
(
v,
10
3
,
5
3
,ρ,ρ
)
+ C
κ
M
(
U f ,
10
3
,
5
3
,ρ,ρ
)
M
(
v,
10
3
,
5
3
,ρ,ρ
)
+ CκM
(
p,
5
3
,
5
3
,ρ,ρ
)
+ CκM
(
U ,
10
3
,
5
3
,ρ,ρ
)
(2.19)
where
κ = r
ρ
.
In order to obtain an estimate for the pressure, we use the representation (2.18). By the Calderón–Zygmund theorem, we
get
‖π1‖L5/3(Q ∗r )  C
3∑
i, j=1
‖ηUij‖L5/3(Q ∗r )  C‖u‖2L10/3(Q ∗ρ) + C‖u‖L10/3(Q ∗ρ)‖u f ‖L10/3(Q ∗ρ).
For the second term π2, we have
‖π2‖L5/3(Q ∗r )  Cr9/5‖π2‖L5/3t L∞x (Q ∗r ) 
Cr9/5
ρ3
‖U‖
L5/3t L
1
x (Q
∗
ρ)
 Cr
9/5
ρ9/5
‖U‖
L5/3x,t (Q
∗
ρ)
 Cr
9/5
9/5
(‖u‖2L10/3(Q ∗ρ) + ‖u‖L10/3(Q ∗ρ)‖u f ‖L10/3(Q ∗ρ)
)ρ
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1
r
‖π2‖L5/3(Q ∗r ) 
Cκ4/5
ρ
(‖u‖2L10/3(Q ∗ρ) + ‖u‖L10/3(Q ∗ρ)‖u f ‖L10/3(Q ∗ρ)
)
.
The same bound holds for π3. Now, for π4, we have
‖π4‖L5/3(Q ∗r )  Cr9/5‖π4‖L5/3t L∞x (Q ∗r ) 
Cr9/5
ρ3
‖p‖
L5/3t L
1
x (Q
∗
r )
 Cr
9/5
ρ9/5
‖p‖L5/3(Q ∗r ).
The same estimate holds for π5. In summary,
1
r
‖p‖L5/3(Q ∗r ) 
C
κ
(
1
ρ1/2
‖u‖L10/3(Q ∗ρ)
)2
+ C
κ
(
1
ρ1/2
‖u‖L10/3(Q ∗ρ)
)(
1
ρ1/2
‖u f ‖L10/3(Q ∗ρ)
)
+ Cκ4/5
(
1
ρ
‖p‖L5/3(Q ∗ρ)
)
.
(2.20)
The inequalities (2.19) and (2.20) are for the cylinders centered at (0,0). By translation, we conclude that they also hold
when the center point is an arbitrary (x1, t1) ∈ Q ∗r0/2. Therefore,
1
r1/2
‖v‖L10/3(Q ∗r (x1,t1)) 
C
κ
M(x1,t1)
(
U ,
10
3
,
5
3
,ρ,ρ
)
M(x1,t1)
(
v,
10
3
,
5
3
,ρ,ρ
)
+ C
κ
M(x1,t1)
(
U f ,
10
3
,
5
3
,ρ,ρ
)
M(x1,t1)
(
v,
10
3
,
5
3
,ρ,ρ
)
+ CκM(x1,t1)
(
p,
5
3
,
5
3
,ρ,ρ
)
+ CκM(x1,t1)
(
U ,
10
3
,
5
3
,ρ,ρ
)
(2.21)
and
1
r
‖p‖L5/3(Q ∗r ) 
C
κ
M(x1,t1)
(
u,
10
3
,
5
3
,ρ,ρ
)2
+ C
κ
M(x1,t1)
(
u,
10
3
,
5
3
,ρ,ρ
)2
M(x1,t1)
(
u f ,
10
3
,
5
3
,ρ,ρ
)2
+ Cκ4/5M(x1,t1)
(
p,
5
3
,
5
3
,ρ,ρ
)
. (2.22)
Using (2.19) and introducing R = 2ρ and renaming κ = r/R , we get
M
(
u,
10
3
,
5
3
, r, r
)
 C
κ
M
(
u,
10
3
,
5
3
, R, R
)
M
(
u,
10
3
,
5
3
, R, R
)
+ C
κ
M
(
u f ,
10
3
,
5
3
, R, R
)
M
(
u,
10
3
,
5
3
, R, R
)
+ CκM
(
p,
5
3
,
5
3
, R, R
)
+ CκM
(
u,
10
3
,
5
3
, R, R
)
while (2.20) implies
M
(
p,
5
3
,
5
3
, r, r
)
 C
κ
M
(
u,
10
3
,
5
3
, R, R
)2
+ C
κ
M
(
u,
10
3
,
5
3
, R, R
)
M
(
u f ,
10
3
,
5
3
, R, R
)
+ Cκ4/5M
(
p,
5
3
,
5
3
, R, R
)
.
Both inequalities hold if 0 < 4r < R  r0/2. Now, with θ deﬁned in (2.15), we ﬁnally obtain (2.16) for all r > 0 as in the
statement. 
Lemma 2.8. Let (u, p) be a solution of (2.14) in Q ∗r0 . Then there exists 
 > 0 such that if ‖ f ‖L10/75/7 (Q ∗r1 )  
 for some r1 > 0, then there
is a neighborhood V of (0,0) such that u ∈ L∞(V) and p ∈ L5/3t L∞x (V).
Proof. Assume that 
 > 0 is suﬃciently small; then using Lemmas 2.7 and 2.6 we may decrease r1 > 0 so that
M
(
u,
10
3
,
5
3
, r, r
)
+ M
(
p,
5
3
,
5
3
, r, r
)
 Cr3/5, r  r1.
Therefore,
u ∈ L10/3(Q ∗r )11/3 1
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p ∈ L5/38/3
(
Q ∗r1
)
.
Now, with the notation of the proof of Lemma 2.7, we use the decomposition (2.17). In order to treat I1, observe that
U v ∈ L5/311/3(Q ∗ρ) and U f v ∈ L15/819/8(Q ∗ρ) and thus we get by (2.5) (with 0  r  ρ  r1/C ) I1 ∈ L105/16(Q ∗r ). On other hand
for I2 and I3 we simply have I2, I3 ∈ L∞(Q ∗r ). Writing I4 = J1 + J2 + J3 + J4 + J5 as in the proof of Lemma 2.6, we get
J1 ∈ L105/16(Q ∗r ) and J2, J3, J4, J5 ∈ L∞(Q ∗r ). Therefore, we conclude u ∈ L105/16(Q ∗r ). Using the pressure identity (2.18),
we obtain
p ∈ L5/3t L∞x
(
Q ∗r2
)+ L105/32(Q ∗r2)
for every r2 < r. Now, we use Young’s inequality and obtain u ∈ L∞(Q ∗r3) and p ∈ L5/3t L∞x (Q ∗r3 ) for some r3 < r2 and the
lemma is established. 
Proof of Theorem 2.1. The theorem follows by a direct application of Lemma 2.8. 
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