INTRODUCTION
============

Deluges of satellite-derived ocean products not only provide an unprecedented golden opportunity for in-depth research but also demonstrate the urgent need to develop useful methods to explore time-series observation. Sea surface temperature (SST) is one of the ocean products that has the most extended history and a critical parameter to help people understand scientific questions in physical/biological oceanography and atmosphere-ocean interaction. Since becoming relatively easy to measure from space with high accuracy, SST has been widely used to reveal various critical oceanic phenomena, e.g., tropical instability wave (TIW) ([@R1]). Traditional statistical analyses in previous studies have limitations in model complexity in addressing events that are complicated by nature.

As one of the most popular and influential deep learning (DL) techniques and the improved version of an artificial neural network, the deep neural network (DNN) technique adopts deep network architectures and efficient weight-shared convolutional layers ([@R2], [@R3]). This technique allows a DNN-based DL model to be substantially more complex than traditional statistical models. It can more effectively mine complicated rules deeply hidden in a time series of multidimensional observation data by training on a large amount of known sample data. The applications of DL models in oceanography and other fields of geosciences are still in their infancy ([@R4]--[@R6]). The similarities between SST pattern forecasting and video frame prediction inspire us to believe that DL technology offers promise for building new data-driven models to study oceanic phenomena.

Recently, considerable attention has focused on using both site-specific and site-independent artificial neural network models to forecast SSTs. A site-specific model uses separate artificial neural network models to predict SSTs at different sites ([@R7]). The model considers the site difference but has high computational costs and requires sufficient training data at each location. In contrast, the more efficient site-independent models use the same model for all sites ([@R8], [@R9]). Two oceanic phenomena represented by the SST patterns could still be related to each other even if these two phenomena are at two relatively remote sites. For example, the SST patterns at two distant sites could still always be associated with TIWs that have large wavelengths of hundreds to thousands of kilometers ([@R10]--[@R16]). However, all these recent models forecast a future SST at one site only based on the prior SST series at this forecast site or its very close neighboring sites without considering the information hidden in the SST series at the other remote locations ([@R7]--[@R9]).

Pacific TIW, a prominent prevailing oceanic phenomenon in the eastern equatorial Pacific Ocean, is characterized as cusp-shaped waves propagating westward at both flanks of the equatorial Pacific cold tongue. Estimations for the TIW wavelengths, periods, and phase speeds have been generated from various data sources, therein having typical values of 600 to 2000 km, 15 to 40 days, and 17 to 86 km/day ([@R10]--[@R16]). Forecasting TIWs is challenging because of the high complexity. TIWs affect heat, mass, and momentum transport in the ocean dynamics ([@R15]--[@R19]), air-sea ([@R20]) and biophysical ([@R21]--[@R23]) interactions, climate change ([@R24]--[@R26]), among others, and, conversely, are also affected by these processes in turn. Using physical equation--based numerical modeling to study TIWs, one needs to consider complicated processes to make the models more realistic, which is a difficult task.

In this study, we mainly developed a purely data-driven model to predict SST variation. Our data-driven model is based on the DL technology and named the DL model for brevity. The DL model consists of a DNN and a bias correction map (see [Fig. 1](#F1){ref-type="fig"}). The DL model can automatically learn rules of SST pattern spatial-temporal variations associated with TIWs from satellite data and avoids explicitly modeling various complicated processes with physical equations. The DL model was tested for 9 years that did not overlap with the training period.

![Architecture of our DL SST forecast model.\
The model consists of a DNN and a time-independent bias correction map, both of which were determined by the samples during the training period. The model receives SST maps at the previous and current time steps and then outputs the SST map at the future time step. The DNN has four stacked composite layers, each of which receives SST maps at different resolutions and has four cascaded convolutional layers. The bias correction map is added to the DNN output to obtain the forecasted SST map.](aba1482-F1){#F1}

In the literature, people also developed several statistical and artificial intelligence models for forecasting different ocean parameters: waves, precipitation, polar sea ice, sea surface height, SST, etc. ([@R7]--[@R9], [@R27]--[@R31]). We compared our DL results against three popular ones, including the site-specific linear regression model, the multilayer perceptron model, and the long short-term memory model. The site-specific linear regression model is very efficient for modeling linear relationships with a simple form and was independently applied to different forecast sites here. The multilayer perceptron model, inspired by biological neural networks, has a robust fitting capability when relationships are nonlinear. The long short-term memory model is a recently developed type of recurrent neural network and has become one of the most popular networks for sequence modeling. Compared with the three models (the detailed comparisons are given in the Supplementary Materials), the DL has better performance.

We used the DL model to describe TIWs. As will be shown later, the DL model successfully made the short-term (5-day) forecast of the SST field associated with TIWs, and captured the propagation of TIWs. Our study shows the strong potential of DL technology for forecasting fields of complicated oceanic phenomena.

RESULTS
=======

Data for training and testing the DL model
------------------------------------------

The blended daily global SST version 5.0 products from Remote Sensing Systems were used to build and test our DL model. These gridded SST products are made from measurements by both spaceborne microwave sensors (of Tropical Rainfall Measuring Mission Microwave Imager, Advanced Microwave Scanning Radiometer-E/-2, WindSat Polarimetric Radiometer, and Global Precipitation Measurement Microwave Imager) and infrared sensors (of Moderate Resolution Imaging Spectroradiometer-Terra/-Aqua and VIIRS-NPP). We extracted data in the eastern equatorial Pacific Ocean from 10°S to 10°N and 180°W to 120°W. The resolution is 9 km × 9 km; however, we reduced it to 18 km × 18 km by spatial box averaging, and the total number of grids is 116 × 348. The SST data span 13 years between 2006 and 2019, and we divided this period into two nonoverlapping periods from 1 January 2006 to 31 December 2009 and from 1 January 2010 to 31 March 2019. The first 4 years of data were used to train our DL model. The second 9 years of data were used to test the performance of our DL model. Because TIWs are internally generated ocean waves with time scales of approximately 15 to 40 days, we set our DL model time step to 5 days. The time series of the SST maps at the previous 13 and current time steps (i.e., the 1st to 14th steps) were used to forecast the SST map at the next future time step (the 15th step). Therefore, the data dimension is 15. We then shifted the time series 1 day at a time to build the second, third, fourth, etc., SST map series. In each time series, the SST maps at the first 14 steps were input to the DL model, and the SST map at the 15th step was used as the ground truth to validate the DL model forecast. Collectively, we obtained 1391 and 3307 samples of SST map series during the training and testing periods, respectively.

Our data-driven DL SST forecast model
-------------------------------------

As shown in [Fig. 1](#F1){ref-type="fig"}, the DL model consists of a trained multiscale DNN and a time-independent bias correction map. We make the next-time-step SST forecast using satellite SST maps at the previous 13 and current time steps. For example, the forecast on 12 September 2010 is made using 14 satellite SST maps at a 5-day interval between 4 July \... 2 September and 7 September. The DNN has four stacked composite layers, each of which processes the input SST map series at different spatial resolutions. We designed this multiscale network architecture, considering that the SST patterns are related to each other within a vast area of the ocean. The idea of a multiscale scheme has achieved notable successes in the field of computer vision, e.g., DNN applications in semantic segmentation ([@R32]). We also considered the natural differences among different sites, so we further corrected the DNN forecast by adding the bias correction map to get the DL-forecasted SST map. The DL model was trained and tested in two nonoverlapping periods of 4 years (2006 to 2009) and 9 years (2010 to 2019). More details on the DL model development are given in Methods.

Accuracy during the testing period
----------------------------------

The temporal trends of root mean square error (RMSE) and bias of the DL model were calculated sample by sample from the forecasting errors at all grids during the testing period of 9 years and presented in [Fig. 2 (A and B)](#F2){ref-type="fig"}. In general, the RMSE and bias are stable, fluctuating between 0.15° to 0.45°C and −0.15° to 0.15°C, respectively. As will be shown later, the RMSE peaks occur during the TIW seasons caused by the TIW-induced fast SST pattern variation. The RMSE and bias spatial distributions of the DL model were calculated grid by grid from the forecasting errors of all samples during the testing period and are given in [Fig. 2 (C and D)](#F2){ref-type="fig"}. The RMSE is higher in the cold tongue area than in the other region. This high RMSE is due to the large SST spatial gradient and fast temporal variation of the cold tongue. The global RMSE and bias of all grids and all samples in the study area during the testing period are 0.29° and −0.01°C, respectively.

![Accuracy of DL model during the testing period.\
(**A**) Temporal trend of RMSE, (**B**) temporal trend of bias, (**C**) spatial distribution of RMSE, and (**D**) spatial distribution of bias. The RMSE and bias temporal trends were calculated sample by sample from the forecasting errors at all grids. The RMSE and bias spatial distributions were calculated grid by grid from the forecasting errors of all samples.](aba1482-F2){#F2}

SST pattern forecast of TIW motion
----------------------------------

[Figure 3 (A to F)](#F3){ref-type="fig"} shows the satellite and forecasted SST maps at three consecutive time steps during the testing period (see movie S1 for satellite and forecasted SST maps at more time steps). One of the most prominent SST patterns along the equatorial ocean is the cusp-shaped characteristic of TIWs that propagate westward with irregular deformations. The SST maps match closely in shape.

![Satellite and DL-forecasted SST maps at three consecutive time steps (12, 17, and 22 September 2010) with an interval of 5 days.\
We make the next-time-step SST forecast using satellite SST maps at the previous 13 and current time steps. For example, the forecast on 12 September 2010 is made using 14 satellite SST maps at a 5-day interval between 4 July \... 2 September and 7 September. (**A** to **C**) Satellite SST maps at the three time steps and those forecasted by the DL model (**D** to **F**).](aba1482-F3){#F3}

The outputs at the three consecutive time steps of the four composite layers in [Fig. 1](#F1){ref-type="fig"} are visualized from the first (bottom) to the fourth (top) stack level of the DNN (fig. S1). For clarity, the coarser resolutions at higher levels are converted to the original resolution by nearest-neighbor interpolation, and the outputs are linearly normalized to \[−1, 1\] by using the minimum and maximum values of the outputs as two ends. All the outputs present the maps visually relevant to the satellite SST maps in [Fig. 3 (A to C)](#F3){ref-type="fig"} and show the signal of westward propagation. These maps are the TIW spatial-temporal features extracted by the DNN with the rules automatically learned from the samples during the training period of 4 years. The DNN used the features to forecast the motion of the TIWs.

The meridional averages (MAs) of the satellite and forecasted SST maps were calculated. We estimated the speed of the SST pattern westward propagation on the basis of the maximum detrended cross-correlation along the equator between the MAs at the current time step and the next time step (see Methods). [Figure 4A](#F4){ref-type="fig"} shows the estimated speeds within a normal speed range of 0 to 100 km/day ([@R10]--[@R16]). The forecasted SST pattern propagation speed (green solid curve) is in good agreement with that (deep brown dashed curve) estimated from the satellite/satellite SST MA pairs. TIWs are generated by the barotropic and baroclinic instability processes due to the meridional and vertical shear of the equatorial currents ([@R12], [@R33], [@R34]). Consequently, TIWs are active/inactive during boreal fall/spring, as the current shear is stronger/weaker. During TIW seasons, the motion of the SST pattern is dominated by the TIWs. The forecasted SST pattern propagation speed can be considered as the TIW speed. However, during the no- or weak-TIW seasons, the SST pattern is inert, with no apparent westward motion. The RMSE of the DL model is more significant during the TIW seasons ([Fig. 2A](#F2){ref-type="fig"}) due to the fast SST pattern variation.

![TIW westward propagation speed during the testing period.\
The speed is estimated on the basis of the maximum detrended cross-correlation along the equator between the satellite MAs at the current time step and the satellite or forecasted MAs at the next time step (see Methods). (**A**) Speed at the whole 20° latitude band. The speed estimated from satellite/satellite SST MA pairs is denoted by deep brown dashed curve. The forecasted speed estimated from satellite/DL-forecasted SST MA pairs is denoted by green solid curve. The daily Niño3.4 index data are denoted by orange dotted curve. March 12, 2010 is the first day to be forecasted. (**B**) Distribution of speeds at 2° latitude bands estimated from satellite/satellite SST MA pairs and (**C**) distribution of forecasted speeds at 2° latitude bands estimated from satellite/DL-forecasted SST MA pairs. The white blanks represent outliers beyond the normal range of 0 to 100 km/day.](aba1482-F4){#F4}

The daily Niño3.4 index data provided by the KNMI (the Royal Netherlands Meteorological Institute) Climate Explorer are also overlaid in [Fig. 4A](#F4){ref-type="fig"} (orange dotted curve). We can see that the Niño3.4 index values and the forecasted TIW speed values are 180° out of phase. During the major El Niño event from 2014 to 2016, the TIW speed values were almost zero due to the weakening of meridional SST gradients. This fact is also consistent with the mooring and Argo float measurements from 2000 to 2010, where TIW kinetic energy and occurrence probability were negatively correlated with the Niño3.4 index ([@R18]). After removing the speed outliers beyond the normal range of 0 to 100 km/day, the correlation coefficient between the speed values estimated from satellite/satellite SST MA pairs and the Niño3.4 index values is −0.38. The *P* value, 95% confidence interval, and sample size are 0.0000, (−0.41, −0.35), and 2882, respectively. The corresponding numbers for the forecasted speed values are −0.53, 0.0000, (−0.55, −0.50), and 3235.

The TIW westward propagation speeds at 2° latitude bands are shown in [Fig. 4 (B and C)](#F4){ref-type="fig"}. We can see that the distributions estimated from the satellite/satellite and satellite/forecasted SST MA pairs are consistent with each other and have similar temporal fluctuations during TIW seasons, resembling the curves in [Fig. 4A](#F4){ref-type="fig"}. Moreover, the speeds near the equator are higher than those at higher latitudes. All these calculation results are consistent with the previous findings because TIWs at different latitudes are dominated by different dynamical mechanisms and propagate at different speeds determined by equatorial wave processes ([@R14], [@R16]).

Recursive forecasting
---------------------

The DL model can also work recursively. In this way, we used the previous 12 satellite SSTs, the current satellite SST, and the forecasted SST (at the first recursive step) to generate the SST forecast at the next future time step (the second recursive step) and then used the previous 11 satellite SSTs, the current satellite SST, and the two forecasted SSTs to generate the SST forecast at the further next future step (the third recursive step). Recursively, we made the SST forecasts at the subsequent time steps (the fourth, fifth, sixth, etc., recursive steps).

For the recursive forecasting, the global RMSE and bias of the DL model from recursive steps 1 to 30 (i.e., 5 to 150 days after the current time step) are given in [Fig. 5](#F5){ref-type="fig"}. The accuracy of the DL model degrades with time because of a loss of the actual satellite SST input. It should be noted that after 14 recursive steps, there is no satellite SST at the model input. Even then, the RMSE is still smaller than 0.80°C at the 15th recursive step. The bias magnitude of the DL model is also lower than 0.10°C at the 30th recursive step.

![Trends of global RMSE and bias of DL model implemented recursively concerning the number of recursive steps.\
(**A**) RMSE and (**B**) bias. In the recursive manner, the model-forecasted SST at a future time step is fed back to the model input to make the SST forecast at the next future time step. The recursive steps from 1 to 30 are 5 to 150 days after the current time step. After 14 recursive steps, there is no satellite SST map at the model input, and all input SST maps are forecasted SST maps. The global RMSE and bias of the DL model at each recursive step were calculated from the forecasting errors of all samples at all grids (green solid curve). The DL model was also compared with a long short-term memory (LSTM) model (cyan solid curve), a multilayer perceptron model (magenta dash-dotted curve), and a site-specific linear regression (SSLR) model (blue dashed curve). The detailed comparisons are given in the Supplementary Materials.](aba1482-F5){#F5}

An instance of the recursively forecasted SST maps at the three subsequent time steps after the final time step in [Fig. 3](#F3){ref-type="fig"} is given in [Fig. 6](#F6){ref-type="fig"}. We can see that although actual satellite SST maps at the model input become less due to more recursive steps, the DL model can still forecast the general westward motion of the TIWs.

![Satellite SST maps and those recursively forecasted by DL model at the three consecutive time steps (27 September and 2 and 7 October 2010) subsequent to the final time step in [Fig. 3](#F3){ref-type="fig"}.\
The final time step in [Fig. 3](#F3){ref-type="fig"} is the first recursive step here, and the three subsequent time steps are the second to fourth recursive steps. (**A** to **C**) Satellite SST maps at the three time steps and those forecasted in the recursive manner by the DL model (**D** to **F**).](aba1482-F6){#F6}

Comparison with other models
----------------------------

We comprehensively compared the DL model with the other three models, including analyzing their RMSE/bias temporal trends and spatial distributions. Our DL model achieves higher accuracy than all three models. Moreover, unlike the DL model, the three models fail to forecast TIW motion (see section S1 for details).

DISCUSSION
==========

TIW is one of the essential and complicated oceanic phenomena, acquiring energy from nonlinear and chaotic hydrodynamic instabilities and propagating with large-shape distortions and deformations. The TIW-related SST field inextricably interacts with various oceanic, air-sea, biophysical, climate change, and processes. So, it is a critical factor when studying many relevant phenomena. Physical equation--based numerical modeling for TIWs requires not only high spatial resolution but also realistic parameterizations of the complex processes. As a result, substantial difficulties exist in realistically simulating TIWs. However, rules behind complicated oceanic phenomena are deeply hidden in the time series of observation data itself and need to be dug up. Thus, the trend of quickly increasing volumes of satellite remote sensing big data and the powerful DL technology offer a promising alternative for modeling complicated oceanic phenomena with the difficulties circumvented, which is purely data-driven as we did for TIW in this study. However, this aspect has hardly been explored so far. Our DL model accurately forecasted the spatial-temporal variation of the SST field and the propagation of TIWs that are consistent with actual satellite observations. TIW speeds are higher on the equator than at higher latitudes.

The excellent performance of the DL model demonstrates the feasibility, effectiveness, and strong potential of the DNN technique for forecasting fields of oceanic phenomena. DL forecasts can be directly driven by actual observation data and avoid the complicated procedure of numerical forecast models, including various physical equations, model approximations/parameterizations, and huge computational resource requirements. A DL model can generate accurate forecasts with prior information of very few physical parameters, e.g., only satellite SST data in our case. The model can be readily modified and implemented to process other gridded satellite remote sensing data such as sea surface wind, sea surface height, and chlorophyll-α field data. Most of the DL model is spent on the learning procedure of the DNN during the process of iteratively optimizing the adjustable weights. This procedure can easily speed up by combining with emerging hardware techniques such as Compute Unified Device Architecture. Once the DNN is trained and the bias correction map is constructed, the DL model can efficiently generate forecasts without any iteration and thus runs very fast. In our study, it took only approximately 1 min to complete the SST field forecast of the whole testing period of 9 years on a regular desktop computer. As a data-driven technique, sufficient data are always an essential requirement of the DNN technique whenever training a DNN or using it for ocean forecasting. This requirement and the excellent learning ability of DNNs match the ever-increasing volume of ocean satellite data generated in the remote sensing big data era.

While artificial neural network--based ocean forecasts have drawn a lot of attention ([@R5], [@R7]--[@R9]), some explorations were also made to atmospheric field forecasts very recently ([@R35], [@R36]). In the studies, the DL models were built and tested on simulation data of general circulation models and reanalysis data and achieved promising results ([@R35], [@R36]). With the improvement of network architecture, complicated phenomena can be more effectively forecasted by DL models, such as the newest advances in the forecast of El Niño--Southern Oscillation events ([@R5]) and the short-term predictions of tropical cyclone track and intensity ([@R37], [@R38]). A combination of DL technology and physical models is also essential ([@R4]), and recent advances have been well reviewed on the topic of artificial intelligence for remote sensing and numerical weather prediction applications, which are instructive and inspirational ([@R38]).

The growing error of the DL model with increasing recursive steps is to be reduced, if we want to recursively use the DL model for accurate forecasts at more future steps. Data assimilation could provide some cues in this aspect. In our study, we only used a single one DL model to make a forecast. Ensemble learning, which is widely used to boost performances of classification models in the field of machine learning, can generate an ensemble DL forecast model and should be one of the future endeavors in the DL ocean forecast field.

Our study extends the usage of ocean satellite data, enriches the application of DL technology in oceanography, and could promote the multidisciplinary research in this aspect, which is still in its infancy.

METHODS
=======

Architecture and training of the DL model
-----------------------------------------

As shown in [Fig. 1](#F1){ref-type="fig"}, our DL model is composed of a multiscale DNN and a time-independent bias correction map. The DNN consists of four stacked composite layers, each of which has four cascaded convolutional layers. The SSTs in the area are generally in the range of 16° to 34°C, and we rescaled them to \[−1, 1\]. After the rescaling, the SST maps were down-sampled three times with a 2 × 2 average pooling and then fed to the corresponding composite layers at different stack levels, which process the SST maps at different spatial resolutions. The lower the stack level, the higher the resolution. The output of each composite layer except the bottom composite layer was up-sampled and fed to the higher-resolution composite layer at the lower stack level. The input of the DNN consists of 14 SST maps at the previous 13 and current time steps. The input SST map at the present time step is more correlative to the future SST map. Thus, in each composite layer, the input SST map at the current time step was also directly linked to the last convolutional layer along with the up-sampled output of the lower-resolution composite layer at the upper stack level. The activations of the first three convolutional layers of each composite layer are a rectified linear unit function due to its advantages such as cheaper computation cost and better gradient propagation ([@R39]). Except for the bottom composite layer, the activation of the last convolutional layer of each composite layer is a tanh function. The tanh function scales the output of each composite layer to \[−1, 1\] to match the input range of the higher-resolution composite layer where the output is fed after the up-sampling. The activation of the last convolutional layer of the bottom composite layer is a linear function. The linear function makes the DNN output unbounded. The four convolutional layers of each composite layer include 8, 16, 32, and 1 channels. The kernel sizes of the four convolutional layers of the top composite layer are all 3 × 3. For the other composite layers, the kernel sizes are 5 × 5, 3 × 3, 3 × 3, and 5 × 5.

For a general network layer dealing with map input and output, a site in the output map is connected with multiple sites, named the receptive field, in the input map. Thus, the value at the output site is only dependent on the values within the receptive field rather than the whole input map. In other words, the receptive field decides the extent of the spatial dependence of the value at the output site. For a convolutional layer, the values at the nearby input sites of an output site are weighted by the convolutional kernel parameters and then combined to obtain the value at the output site. Thus, the receptive field size is the same as the kernel size. For a composite layer consisting of cascaded convolutional layers, the receptive field can be easily found by recursion of the receptive fields of the convolutional layers (see fig. S2 for examples). The receptive field of the composite layer can be enlarged by down-sampling the input with an average pooling layer before feeding the input information to the composite layer. Then, the output can be up-sampled to recover the resolution. SST variations at different sites are highly related to each other due to the evolution of large-scale oceanic phenomena. Hence, when forecasting SST at a site, we used prior SST series at additional neighboring sites in the broader area centered at the forecast site. For this purpose, we enlarged the receptive field of the composite layer by adopting the multiscale scheme. After three times of down- and up-sampling among the four composite layers, the side length of the receptive field of the DNN increases approximately 12 times to 2900 km, which is sufficiently large to cover the entire study object, i.e., the TIW.

The samples of the SST map series during the training period are divided into two datasets with a ratio of 3:1 for training and validation. To avoid the receptive field of the DNN extending beyond the input area, we set the input area larger than that of the output (forecast) area. The following loss function is used for optimizing the DNN.$$\text{Loss} = \sum\limits_{k = 1}^{K}\sum\limits_{(m,n) \in \text{Grids}_{\text{output}}}\left( \text{SST}_{\text{output}}^{(k)}(m,n) - \text{SST}_{\text{true}}^{(k)}(m,n) \right)^{2}$$where $\text{SST}_{\text{true}}^{(k)}(m,n)$ is the true SST (satellite SST) at the 15th (last) time step of the *k*th sample of the training or validation dataset at the grid (*m*, *n*) of the output area, and $\text{SST}_{\text{output}}^{(k)}(m,n)$ is the forecasted SST at the same time step output by the DNN. Grids~output~ denotes the set of the grids of the output area, and *K* is the total number of samples in the dataset. The parameters of the DNN were optimized over 2500 epochs by the Adam algorithm ([@R40]) to minimize the loss on the training dataset. The loss during the optimization of the DNN is shown in fig. S3. However, to avoid the overfitting of the optimization on the training dataset, we adopted the parameter values with the minimum loss on the validation dataset in the optimization process. The optimization was carried out on an NVidia Quadro M4000 GPU (8 GB of memory) with the Compute Unified Device Architecture technique. It took 129 epochs to achieve the optimal parameters with the minimum loss on the validation dataset, corresponding to approximately 114 min of computing time.

Convolutional layers are site-independent because their parameters, or their kernels, are shared across their input sites. Average pooling layers and up-sampling layers are also site-independent and have no optimizable settings. Thus, the DNN is site-independent. However, the local variation rule of the SST pattern in the forecasted area may have site differences due to differences in environment background, e.g., the approximately time-independent general SST trend of being higher/lower to the west/east in the equatorial Pacific Ocean. Therefore, a time-independent but site-dependent SST map is used to correct the DNN output in the DL model. This SST map is the spatial distribution of the bias correction of the DNN. The optimized DNN was applied to all the samples during the training period, and the bias was estimated at each grid to obtain the bias correction map (see the bottom right of [Fig. 1](#F1){ref-type="fig"}). This map was added to the DNN output to get the forecasted SST map, as shown in [Fig. 1](#F1){ref-type="fig"}.

After the DL model is developed, running it is very efficient; it only takes approximately 1 min to generate the SST pattern forecast of all the samples during the testing period on a regular desktop computer.

Estimation of SST pattern zonal speed from the DL model
-------------------------------------------------------

The westward propagation of the SST pattern was found in the MAs of the SST maps during TIW seasons. The signal overlies the approximately linear zonal trend of SST being colder in the eastern part of the forecast area and warmer in the western region. An instance of two zonal sequences of SST MAs at the longitudes of the grids of the forecast area and at two consecutive time steps is given in fig. S4. The first sequence (blue) is the MAs of the satellite SST map, and the second sequence (red) is those of the forecasted SST map after a one-time step (5 days). After the linear zonal trend of the SST MAs is removed, the westward propagating signal becomes more evident. The cross-correlations of the two sequences of detrended SST MAs are calculated at the discrete zonal lags. The discrete zonal lag with the maximum cross-correlation and its two neighboring discrete zonal lags are found. The cross-correlations at the three discrete zonal lags are interpolated by a quadratic curve, and the zonal lag with the quadratic curve reaching its peak is considered as the exact zonal lag with the maximum cross-correlation between the two detrended SST MA sequences. In mathematical form, this is$$\text{lag}_{\text{exact}} = \frac{1}{2} \cdot \frac{y_{1}\left( {\text{lag}_{2}}^{2} - {\text{lag}_{3}}^{2} \right) + y_{2}\left( {\text{lag}_{3}}^{2} - {\text{lag}_{1}}^{2} \right) + y_{3}\left( {\text{lag}_{1}}^{2} - {\text{lag}_{2}}^{2} \right)}{y_{1}\left( \text{lag}_{2} - \text{lag}_{3} \right) + y_{2}\left( \text{lag}_{3} - \text{lag}_{1} \right) + y_{3}\left( \text{lag}_{1} - \text{lag}_{2} \right)}$$where lag~1~, lag~2~, and lag~3~ are the three discrete zonal lags, and *y*~1~, *y*~2~, and *y*~3~ are the corresponding cross-correlations. Last, the propagation speed can be obtained by dividing the exact zonal lag by the time interval.
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