Introduction
Recent advances in sensing, computing and communication technologies coupled with the need to continuously monitor physical phenomena have led to the development of Wireless Sensor Networks (WSNs). WSN consist of four main components: A radio, a processor, sensors and battery. A WSN is formed by densely deployed sensor nodes in an application area. In most deployments, the sensor nodes have self-organizing capabilities, to form an appropriate structure in order to collaboratively perform a particular task. Wireless Sensor Networks (WSNs) is a class of wireless ad hoc networks in which sensor nodes collect, process, and communicate data acquired from the physical environment to an external Base Station (BS)..The key constraints in the development of WSNs are limited battery power, cost, memory limitation, limited computational capability, and the physical size of the sensor nodes. Due to the severe energy constraints of large number of densely deployed sensor nodes, it requires a suite of network protocols to implement various network control and management functions such as synchronization, node localization, and network security. Wireless Sensor Networks are found suitable for applications such as surveillance, precision agriculture, smart homes, automation, vehicular traffic management, habitat monitoring, and disaster detection. Routing in wireless sensor networks differs from conventional routing in fixed networks in various ways: There is no infrastructure, wireless links are unreliable, sensor nodes may fail, and routing protocols have to meet strict energy saving requirements.
The traditional routing protocols have several shortcomings when applied to WSNs, which are mainly due to the energy-constrained nature of such networks. In this paper, we attempt to overcome limitations of the wireless sensor networks such as: limited energy resources, varying energy consumption based on location, high cost of transmission, and limited processing capabilities which forms the basic draw backs while sending or receiving data packets during routing. Besides maximizing the lifetime of the sensor nodes, it is preferable to distribute the energy dissipated throughout the wireless sensor network in order to minimize maintenance and maximize overall system performance while routing. In wireless sensor networks each node do not save a fixed energy, even the shortest path of the network takes a huge energy which leads to the permanent failure and reduce the lifetime of the network. So energy efficiency and distance should be consider as major criteria for optimized path selection.
II. Literature Survey
The optimization of network parameters for a WSN routing process to provide maximum network lifetime might be considered as a combinatorial optimization problem. Many researchers have recently studied the collective behavior of biological species such as ants as an analogy providing a natural model for combinatorial optimization problems. Selcuk Okdem et al [1] developed routing using ant colony optimization (ACO) . Ant colony optimization (ACO) algorithms simulating the behavior of ant colony have been successfully applied in many optimization problems such as the asymmetric traveling salesman, vehicle routing , and WSN routing. Singh et al. [2] proposed an ant based algorithm for WSN routings. However, this algorithm does not consider the main specifics of WSN structures, including energy related issues. Zhang et al. [3] proposed ant based algorithms for WSNs; their study includes three routing algorithms named SC, FF, and FP. The algorithms are successful with initial pheromone settings to have a good system start-up, but the SC and FF algorithms are not quite effective in latency, while providing better energy efficiency. Besides, the FP algorithm, while providing high success rates of data delivery, consumes much higher energy than the FC and FF algorithms. The Energy Efficient Ant Based Routing Algorithm for WSNs (EEABR) [4] , based on a ACO meta heuristic, is another proposed ant based algorithm to maximize the lifetime of WSNs. The algorithm uses a good strategy considering energy levels of the nodes and the lengths of the routed paths. Heinzelman et al [5] developed a cluster based routing scheme called Low Energy adaptive cluster in hierarchy In LEACH the role of the cluster head is periodically transferred among the nodes in the network in order to distribute the energy consumption. The performance of LEACH is based on rounds. Then, a cluster head is elected in each round. For this election, the number of nodes that have not been cluster heads and the percentage of cluster heads are used. Once the cluster head is defined in the setup phase, it establishes a TDMA schedule for the transmissions in its cluster This scheduling allows nodes to switch off their interfaces when they are not going to be employed. The cluster head is the router to the sink and it is also responsible for the data aggregation. As the cluster head controls the sensors located in a close area, the data aggregation performed by this leader permits to remove redundancy. A centralized version of this protocol is LEACH-C [6] . This scheme is also based on time rounds which are divided into the set-up phase and the steady-phase. In the set-up phase, sensors inform the base station about their positions and about their energy level. With this information, the base station decides the structure of clusters and their corresponding cluster heads. Since the base station posses a complete knowledge of the status of the network, the cluster structure resulting from LEACH-C is considered an optimization of the results of LEACH Lindsey et al [7] developed a Power-Efficient Gathering in Sensor Information Systems (PEGASIS) . It is considered an optimization of the LEACH algorithm. Rather than classifying nodes in clusters, the algorithm forms chains of the sensor nodes. Based on this structure, each node transmits to and receives from only one closest node of its neighbors. With this purpose, the nodes adjust the power of their transmissions The node performs data aggregation and forwards it the node in the chain that communicates with the sink. In each round, one node in the chain is elected to communicate with the sink. The chain is constructed with a greedy algorithm. Ayan Chakraborty et al [8] proposed a genetic algorithm inspired routing protocol(GROUP) which shows enhanced performance in terms of energy efficiency and network life time over another schemes.
In this paper, we proposed a particle swarm optimization based routing(PSOR).PSOR algorithm is designed to maximize the lifetime of WSNs. The algorithm uses a good strategy considering energy levels of the nodes and the lengths of the routed paths. In this paper, we have compared the performance results of our PSOR approach to the results of the Genetic algorithm. Various differently sized networks are considered, and our approach gives better results than Genetic algorithm(GROUP) [ 8] in terms of energy consumption. The main goal of our study was to maintain network life time at a maximum, while discovering the shortest paths from the source nodes to the base node using a particle swarm based optimization technique called PSO, Furthermore instead of forming greedy chain or cluster of chain, which may not always ensure minimum energy dissipation, we make use of intelligent particle swarm based optimization Particle swam optimization is an inspiration from the flocking birds. Here also we have multiple search agents that try to search for the global minima in the fitness landscape a shukla et al [9] , just like the GA [10] .The result obtained by PSOR shows encouraging improvement over Genetic Algorithm[GROUP], PEGASIS ,LEACH and ACO.The PSOR algorithm was implemented in network simulator 2 for ubuntu platform.
The rest of the paper is organized as follows: section 2 PSO , section 3 Proposed Routing Algorithm using PSO , Section 4Simulation Section 5 Experimental result and enhancement, Section 6 Conclusion and Future work..
III. Particle Swarm Optimization
The particle swarm optimization algorithm, originally introduced in terms of social and cognitive behavior by Kennedy and Eberhart (1995) [11] , solves problems in many fields, especially engineering and computer science. The individuals, called particles henceforth, are flown through the multidimensional search space with each particle representing a possible solution to the multi-dimensional optimization problem. Each solution's fitness is based on a performance function related to the optimization problem being solved. The movement of the particles is influenced by two factors using information from iteration-toiteration as well as particle-to-particle. As a result of iteration-to-iteration information, the particle stores in its memory the best solution visited so far, called pbest, and experiences an attraction towards this solution as it traverses through the solution search space. As a result of the particle-to particle interaction, the particle stores in its memory the best solution visited by any particle, and experiences an attraction towards this solution, called gbest , as well. The first and second factors are called cognitive and social components, respectively .After iteration, the pbest and gbest are updated for each particle if a better or more dominating solution (in terms of fitness) is found. This process continues, iteratively, until either the desired result is converged upon, or it is determined that an acceptable solution cannot be found within computational limits. For an n dimensional search space, the ith particle of the swarm is represented by an n-dimensional vector, Xi= (xi1 ,xi2 .....xin ) .
The velocity of this particle is represented by another n dimensional vector Vi = (vi1; vi2...... vin )T. The previously best visited position of the ith particle is denoted as Pi = (pi1, pi2,........pin ) T. `g' is the index of the best particle in the swarm. The velocity of the ith particle is updated using the velocity update equation (2.1) and (2.2) are the initial version of PSO algorithm. A constant, Vmax, is used to arbitrarily limit the velocities of the particles and improve the resolution of the search. Further, the concept of an inertia weight was developed to better control exploration and exploitation. The motivation was to be able to eliminate the need for Vmax . The inclusion of an inertia weight (w) in the particle swarm optimization algorithm was first reported in the literature in 1998 (Shi and Eberhart, 1998) [13] . The resulting velocity update equation becomes: v id = w * vid + c1 r1( pid -xid) + c2r2( pgd-xid) (2.3) Eberhart and Shi (2000) [12] indicate that the optimal strategy is to initially set w to 0.9 and reduce it linearly to 0.4, allowing initial exploration followed by acceleration toward an improved global optimum.
IV. Proposed Routing Algorithm Using Pso :
Particle swarm optimization is mainly a computational method that optimizes a problem by iteratively trying to improve a candidate solution with regard to given measure of quality. For solving any optimization problem we have to first formulate the problem according to optimization problem. In this proposed algorithm we have to choose the best path according to fitness value which is according to the minimum distance to be travelled by a data up to base node, since we are dealing with energy efficient routing ,more the distance more the energy will be lost in sending data. So to calculate fitness value we are using PSO and generating an optimum path taking consideration in all sensor nodes.
A) FITNESS FUNCTION
To find optimize path using PSO ,we need to find the fitness value of each path .This fitness value will be used to select the local best and global best for PSO. The path having minimum fitness value will be the best optimal solution. Fitness value = dist(i,j) + dist(j,base) (3.2.1) where i , j are the node distance.
B) REPRESENTATION
As the PSO equation given in above equation 2.1 and equation 2.2 works on real number values ,but for generating path it is easier to use natural number system so we are using Shortest positioning index to make node position very simple, In shortest position indexing the values are sorted from minimum value to maximum value and position is given accordingly. To find best optimal path with least energy usage we have used Particle Swarm Optimization (PSO).We set an initial solution by selecting a random number of solutions from the set of x! solutions ; x is the total number of solutions. After getting initial random solutions we calculate fitness value of each solution, according to equation ( 3.2.1).After that we calculate best among the entire solution and set it as initial global and local best.PSO update equation is used to update old solution and generate new solutions and their nodes are calculated. These solutions along with their nodes are then used to find the fitness value of each solution. The process will be repeated till the given iteration is satisfied. Based on this continuous iteration and fitness value the solution which is better is replaced than its other solutions.
V. Simulation
The scenario was simulated using network simulator (NS2) [13] based on network topology.25 wireless sensor nodes were deployed onto 50x50 m 2 grid as shown in fig 1. The Particle swarm optimization routing algorithm is implemented under NS2.Program is written in OTcl programming language. 
VI. Experimental Result And Discussion
This section focuses on the efficiency of the proposed algorithm PSOR with the Genetic Algorithm [10] . This section shows the experimental results and the parameters setting of the proposed algorithm.
A)
EXPERIMENTAL SETUP For every algorithm there are some control parameters which are used for efficient working. The first control parameter is maximum number of population or solutions which we have taken its value to be 30 .The next parameter in our experiment is number of sensor nodes which we have taken as 30 nodes. Another control parameter is number of iteration, which we have taken in our experiment is 3000 .The fourth control parameter is number of random solution to be chosen, which in this experiment we have taken 30.The next control parameter is the value of c1 and c2 which we have taken as 2 for both. And inertia weight w is also a parameter and we have taken its value as 0.7. The comparison of the results are with the genetic algorithm result where in the experiment the crossover probability of GA taken is 0.7.We have keep on changing the parameter of number of nodes, number of random solutions and iterations, to keep on observing the fitness value and compare the results with the fitness value of GA. Here we are provided with different number of nodes and comparing it with fitness value of PSOR with GA. 
B) EXPERIMENTAL RESULTS.

VII. Conclusion And Future Enhancement:
In this paper we proposed a novel scheme for sensor networks which results in energy efficient routing across the network. The concept of this model is based on the fact is greater the distance travelled to send data more is the consumption of sensor energy. The algorithm is done by using concept of PSO . Our results prove that after a considerable optimum path can be calculated using PSO which shows better result than GA giving us best routing path with least distance to be travelled. As future work this PSO can be hybrid with existing algorithm ,it may perform better than the existing.
