Abstract. The problem of finding an approximation to a geometric line by a discrete line using pixels is ubiquitous in computer graphics applications. We show that this discrete line problem in R n+1 , for grids of any shape, is equivalent to a geometry problem in R n concerning the minimization of the distance that a certain type of closed polygonal path wanders from the origin. This geometry problem is solved completely in dimension 1 (corresponding to 2-dimensional grids), and two simple and efficient algorithms provide near optimum solutions in higher dimensions.
1.
Introduction. This paper concerns a geometry problem in n-dimensional Euclidean space motivated by the drawing of a discrete line with pixels. The generation of such line segment raster images is ubiquitous in computer graphics applications, the first such algorithm due to Bresenham [1, 5] . In 2001, Bresenham wrote:
I was working in the computation lab at IBM's San Jose development lab. A Calcomp plotter had been attached to an IBM 1401 via the 1407 typewriter console. [ The algorithm] was in production use by summer 1962, possibly a month or so earlier. Programs in those days were freely exchanged among corporations so Calcomp (Jim Newland and Calvin Hefte) had copies. When I returned to Stanford in Fall 1962, I put a copy in the Stanford comp center library. A description of the line drawing routine was accepted for presentation at the 1963 ACM national convention in Denver, Colorado. It was a year in which no proceedings were published, only the agenda of speakers and topics in an issue of Communications of the ACM. A person from the IBM Systems Journal asked me after I made my presentation if they could publish the paper. I happily agreed, and they printed it in 1965.
The Bresenham algorithm was designed for rectangular grids in the plane. More recent applications in visualization of 3-dimensional medical image data and in global image processing have led to an interest in nonrectangular grids, for example the hexagonal grid, and in higher-dimensional grids. That is the motivation for this paper. There has also been an interest in issues not directly addressed in this paper, for example efficient implementation of algorithms [2, 3] , discrete approximation of curves [6] , and alternate approaches to constructing discrete lines [7] .
The discrete line problem. Given two points a and b in R n+1 , the discrete line problem is to find a discrete line, in terms of cells (pixels), that is in some sense the best approximation to the Euclidean line ab. To precisely formulate the problem, let the points of a lattice L represent the "centers" of the cells in our (n + 1)-dimensional grid. By a lattice in R n+1 we mean the set of all integer linear combinations of n + 1 linear independent vectors. The cells are the Voronoi cells of the lattice, the Voronoi cell at lattice point x being the set of points at least as close to x as to any other lattice point in L. Each Voronoi cell is a polytope P , and the grid is obtained by translation of P by the lattice L.
Two lattice points will be considered neighbors if their respective Voronoi cells share a common facet. Given lattice points a and b, define a discrete line joining a and b as a sequence a = u 1 , . . . , u N = b of lattice points (cells) such that u i and u i+1 are neighbors for i = 1, . . . , N − 1. This is a reasonable definition, especially in situations in which the cells can be viewed at variable resolutions-multiscale. This is the point of view taken in [4] . For a discrete line to be a "good approximation" to the geometric line ab, the discrete line should be as "short" as possible and as "close" as possible to the geometric line. More precisely, we impose the following requirements:
A. the length N should be minimum, and B. of all such discrete lines a = u 1 , . . . , u N = b of minimum length, the points u k should be chosen so as to minimize
where d(u k , ab) is the orthogonal distance from u k to ab. The above optimization problem will be referred to as the discrete line problem.
In section 2 a geometry problem is posed concerning minimization of the distance that a certain type of closed polygonal path wanders from the origin. This geometry problem in R n is shown to be equivalent to the discrete line problem in R n+1 . The remainder of the paper concerns this "wandering path problem." After definitions and preliminary results in section 3, sections 4 and 6 contain two simple and efficient algorithms whose output is close to an optimum solution of the wandering path problem. An optimum solution is found for the dimension 1 case in section 5, which implies a complete solution to the discrete line problem for any grid in dimension 2. Theorems 10, 11, and 12 provide upper bounds on the output of Algorithms 1, 1.1, and 2, respectively.
The wandering path problem.
A geometry problem in R n will be posed which is equivalent to the discrete line problem in R n+1 . Consider any set V of vectors in R n . A V -multiset is a finite ordered multiset W = (w 1 , w 2 , . . . , w N ) of elements from V . If we set
Then w(P ) is the furthest that path P wanders from the origin.
The case of interest for our application is where V is a set of exactly n + 1 vectors in R n satisfying the following two properties: 1. each subset of n vectors in V is linearly independent, and 2. there exists a closed V -path. Note that condition 2 is equivalent to the existence of a set
A set V satisfying properties 1 and 2 will be called a basic set. This paper concerns minimizing w(P ) over all closed V -paths P . In other words, we seek a closed V -path that stays as close as possible to the origin. Define
Call w(V ) the optimum wandering distance for V . A closed path that realizes this distance will be called an optimum wandering path. The problem of finding the optimum wandering distance and optimum wandering path will be referred to as the wandering path problem.
For the closed V -path P = (0, −4, +2, −2, 4, 0), we have w(P ) = 4. In fact this is an optimum wandering path for V , so w(V ) = 4. A complete solution to the wandering path problem for the 1-dimensional case appears in section 5. As will be shown below, this implies a complete solution to the discrete line problem in two dimensions.
The optimum wandering path (0 = u 0 , u 1 , u 2 , . . . , u 11 = 0) is shown in Figure 1 , where the labels indicate the indices. The vectors of V are successively added in the order
Relation between the discrete line and the optimum wandering path problems. Recall that the discrete line problem is to find a sequence a = u 1 , . . . , u N A. VINCE 
Then the lattice points a, u 1 , u 2 , . . . , u N = b form a discrete line joining a and b. Moreover, the number N = v ∈V m v is the length of a shortest discrete line joining a and b.
To solve the discrete line problem it remains to satisfy condition (B). To find the orthogonal distance d(u k , ab) from each of the points u k to the line ab, let H be the n-dimensional hyperplane orthogonal to vector b − a, and let proj H denote the orthogonal projection onto H. 
indicated by the shaded hexagons in Figure 2 . Proof. 
It readily follows that L is a sublattice of the lattice generated by the vectors
The following is a converse of Lemma 5. 
First algorithm.
The first result in this section is a lower bound on the optimum wandering distance. The first of two algorithms for the wandering path problem is then presented. The input is a basic set V , the output a closed V -path that is near optimum.
Proposition 9. If V is a basic set, then
Proof. Let v ∈ V be an element that realizes the maximum in max v∈V |v|, and let u and u be two consecutive points in an optimum wandering path such that v = u − u . By the triangle inequality 2 w(V ) ≥ |u| + |u | ≥ |v|.
Although this lower bound is somewhat trivial, it is, in a sense, best possible. For the following family in R 2 , for example, the bound is achieved:
where k ≥ 2 is an integer and 0 < β ≤ √ 3. In this case the optimum wandering path is
where v 0 , v 1 is repeated k time on each side of v 2 . Then
In Algorithm 1 below, the notation C v stands for the polyhedral cone spanned by the vectors in V \ {v}:
.
Then C v is a copy of C v translated by −x 0 . It follows from Lemma 6 that v∈V C v = R n , and therefore
Theorem 10. If V is a basic set with modulus m(V ), then Algorithm 1 finds a closed V -path P of length m(V ) with
where the maximum is taken over all choices of signs ±. Proof. Note that (2) insures that the main step in the algorithm (find a v ∈ V such that u i ∈ C v ) is always possible.
Let D be the zonotope generated by V ; in other words, Remark 2. In section 5 it will be shown that Algorithm 1 always finds an optimum wandering path in the 1-dimensional case. This is not necessarily true in higher dimensions, although finding examples is not completely trivial. In dimension 2 consider the basic set consisting of the following three vectors:
Algorithm 1 produces a closed wandering path P of length m = 65 with w(P ) = 5 √ 2 ≈ 7.07, where the point of P furthest from the origin is (5, 5) . However, the optimum wandering path Q (of the same length 65) has w(Q) = √ 41 ≈ 6.40, where the point furthest from the origin is (5, 4) . Another example is the 2-dimensional example 
The optimum wandering path for V is shown in Figure 1 .
Remark 3. Algorithm 1 for the wandering path problem implies a corresponding algorithm for the discrete line problem. To obtain a solution to the discrete line problem from the wandering path problem, what is required is a closed V -path P of the same length N as the discrete line. By (1), the length N of the discrete line is also the length of some closed wandering V -path. Corollary 3 then implies that N is a multiple of m(V ). According to Theorem 10, the output of Algorithm 1 is a closed V -path P 0 of length m(V ). Therefore it suffices to take for P the path P 0 concatenated with itself N/m(V ) times, in which case w(P ) = w(P 0 ).
A discussion of the upper bound on w(V ) given in Theorem 10 is postponed until Algorithm 2 is introduced in section 6. In that section the bounds for the two algorithms are compared. The output of Algorithm 1 is a closed V -path P 0 of length m(V ). If Conjecture 4 is true, then the same can be said of the optimum wandering path. 
The wandering
Proof. Algorithm 1.1 is exactly the 1-dimensional case of Algorithm 1 in the previous section. In this case the modulus m(V ) = |a| + |b|. Theorem 10 then implies that Algorithm 1.1 finds a closed V -path P of length |a| + |b| with w(P ) ≤ , or a point even further from the origin . Thus
6. Second algorithm. Our second algorithm for the wandering path problem is a "greedy" algorithm, choosing at each step the vector that brings the path closest to the origin. 
Remark 4. The translation by −u i0 in Algorithm 2 is sometimes necessary. An example in dimension 2 is V = {(1, 3), (2, 1), (−1, −2)}. The V -path (0 = u 0 , u 1 , u 2 , . . . , u 10 = u 1 ) found by Algorithm 2 is shown in Figure 4 . The labels indicate the order in which the points of the path are found by Algorithm 2. In this case i 0 = 1. The output from Algorithm 2 is the closed V -path that starts and ends at u 1 (labeled 1 in the figure). This V -path is translated so that u 1 sits at the origin.
If V is a basic set, then by Lemma 6 the convex hull of V is an n-simplex Δ := Δ(V ) containing the origin. For v ∈ V let Δ v denote the n-simplex with vertex set V ∪ {0} \ {v}. For any n-simplex Δ, let R(Δ) denote its circumradius.
Theorem 12. If V is a basic set, then Algorithm 2 finds a closed V -path that is contained in a ball of radius
Before proving Theorem 12 several more remarks are in order. Remark 5. Unlike Theorem 10, Theorem 12 does not state the length of the constructed path. We conjecture that the length is the modulus m(V ). Cramer's rule provides a determinantal formula for the circumradius R(Δ k ). Let M k = (v ij ), and let M kjt denote the result of replacing the jth column of M k by the coordinatewise square of the tth column of M k . Then
A similar formula is easily obtained for R(Δ) by translating one vertex to the origin.
Remark 7. The following theorem allows the upper bound max{R(Δ), R(Δ v ) | v ∈ V } in Theorem 12 to be simplified to max{R(Δ v ) | v ∈ V } in the 2-dimensional case. We conjecture that the statement is true for a simplex Δ of arbitrary dimension n ≥ 2, but the proof given below for a triangle does not seem to extend to higher dimensions. it is not hard to show that O is, in fact, the orthocenter of Δ, the intersection of the three altitudes.) Let S be the circumscribed circle of (AO B), which we have proved has center C .
Let Q be an arbitrary point inside Δ. The three line segments AO , BO , CO subdivide Δ into three (some perhaps degenerate) triangles. Without loss of generality, assume that Q lies in triangle AO B. Let R Q be the circumradius of (AQB), and let Q be the point of intersection (inside Δ) of S with the line L through Q perpendicular to AB. The intersection of the perpendicular bisectors of the three line segments AB, AQ , Q B is C , the center of the circle S. The circumcenter D of AQB lies on the ray OC because D is the intersection of the perpendicular bisectors of the three sides of (AQB), and OC is the perpendicular bisector of side AB. On line L, the point Q is closer to line AB than is Q . It easily follows that
Remark 8. There is the question of which of the two algorithms, Algorithm 1 or 2, gives the better result. Often they both find the optimum wandering path. Consider the following examples in R 2 , where the basic set is V = {v 0 , v 1 , v 2 }: It is not always the case that both algorithms find an optimum wandering path. It was noted in Remark 2 of section 4 that in neither of the following two examples does Algorithm 1 find an optimum wandering path. However, Algorithm 2 does find an optimum wandering path in both cases:
For the first example, the optimum wandering path found using Algorithm 2 is shown in Figure 1 , while the nonoptimum path found by Algorithm 1 is shown in Figure 3 . For the second example, Algorithm 2 finds an optimum wandering path P 2 of length 65 with w(P 2 ) = w(V ) = √ 41 ≈ 6.40, less than w(P 1 ) = 5 √ 2 ≈ 7.07 for the closed V -path P 1 of the same length found by Algorithm 1.
On the other hand, there are examples for which Algorithm 1 finds an optimum wandering path while Algorithm 2 does not. For example, let V = {v 0 , v 1 , v 2 }, where Because {0 = u 0 , u 1 , u 2 , . . .} is a bounded set and is a set of lattice points in L (by Lemma 5), it follows that there is a point of the constructed V -path that appears at least twice in this sequence. If u i0 is the first such point, then the closed V -path P = (u i0 , u i0+1 , u i0+2 , . . . , u i0 ) is contained in a ball or radius max v∈V R(Δ v ).
