- (3) solve essentially all conjectures on this subject proposed by C. R. Johnson some 20 years ago. We also extend these results in two different directions, namely univariate characteristic polynomials of matrix tuples and multivariate real stable polynomials, respectively.
Introduction and Main Results
Let A and B be matrices of order n. For a subset S of {1, . . . Conjecture 1 (Johnson [8] ). If A and B are Hermitian matrices of the same order and A is positive semidefinite then the polynomial η(zA, −B) has all real zeros.
Let α 1 ≤ α 2 ≤ · · · ≤ α n and β 1 ≤ β 2 ≤ · · · ≤ β m be the zeros of two univariate polynomials with real zeros only. These zeros are interlaced if they can be ordered so that either
Conjecture 1 was subsequently refined by Johnson [9] and also independently by Bapat [1] to the following generalization of the classical Cauchy-Poincaré theorem stating that the eigenvalues of a Hermitian matrix and those of any of its degeneracy one principal submatrices interlace.
Conjecture 2 (Johnson [9] , Bapat [1] We note that as originally formulated in [8, 9] the assumptions of Conjectures 1-2 actually required A to be positive definite. In [9] it was further conjectured that if A is positive definite and B is Hermitian then η(zA, −B) has as many positive, negative and zero roots as the inertia of B would suggest. More precisely, given a univariate polynomial p(z) with all real roots denote by ι + (p(z)), ι − (p(z)) and ι 0 (p(z)) the number of positive, negative and zero roots of p(z), respectively. For any such polynomial we may then define its "inertia" as
Conjecture 3 (Johnson [9] ). If A and B are Hermitian n × n matrices and A is positive definite then ι(η(zA, −B)) = ι(η(zI, −B)) (= ι(det(zI − B))).
A successful approach to Conjectures 1-2 has so far remained elusive and only some special cases have been dealt with in the literature. For instance, Conjecture 1 has been verified for n = 3 in [11] (albeit in a rather complicated way) and in [1] , where Conjectures 1 and 2 were shown to hold when both A and B are tridiagonal. These results were subsequently generalized in [5, 6] to matrices whose graph is a tree or a cycle. Except for considerable empirical evidence (cf. [9] ) not much seems to be known concerning Conjecture 3.
In §2 we prove Conjectures 1-3 in full generality. In §3 we give an application to symmetrized Fischer products (Corollary 1) and we extend Conjecture 1 in two different directions, namely univariate characteristic polynomials of matrix tuples (Theorem 2) and multivariate real stable polynomials (Theorem 3).
Proofs
As we shall see, Conjectures 1-3 follow from a general theory developed in an ongoing series of papers [3, 4] where we study generalizations of the notion of "realrootedness" to several variables.
A nonzero univariate polynomial with real coefficients is called hyperbolic if all its zeros are real while a univariate polynomial f (z) with complex coefficients is called stable if f (z) = 0 for all z ∈ C with Im(z) > 0. Hence a univariate polynomial with real coefficients is stable if and only if it is hyperbolic. These classical concepts have several natural extensions to multivariate polynomials. Here as well as in [3] we are concerned with the most general notion of this type, which may be defined as follows.
If in addition f has real coefficients it will be referred to as real stable. We denote by H n (C) and H n (R) the set of stable and real stable polynomials, respectively.
Thus f is stable (respectively, real stable) if and only if for all α ∈ R n and v ∈ R n + the univariate polynomial f (α + vt) is stable (respectively, hyperbolic). For 1 ≤ k ≤ n − 1 we may expand the polynomial f (z 1 , . . . , z n ) ∈ C[z 1 , . . . z n ] in the variables z k+1 , . . . , z n as
Moreover, if f ∈ H n (R) and β = α + e j for some standard generator e j of the lattice Z n−k then
for all a, b ∈ R.
Proof. A fundamental property of the class of (real) stable polynomials is that it is closed under taking partial derivatives, see e.g. [3] . Hence
and since g(z 1 , . . . , z k , ǫz k+1 , . . . , ǫz n ) ∈ H n (C) ∪ {0} for any ǫ > 0 (cf. [3] ) it follows from Hurwitz' theorem that T k (α; f ) ∈ H k (C) ∪ {0}, which proves (2.1). Note that
If f ∈ H n (R) then by the above one also has g ∈ H n (R) ∪ {0}. It is known that partial differential operators of the type
preserve (real) stability, see [3] . Hence for all a, b ∈ R one has
By applying again Hurwitz' theorem we get
which proves (2.2).
We shall also use a classical theorem which is often attributed to Obreschkoff, see e.g. [10] . The final tool we need for our proofs of Conjectures 1-3 is the following simple albeit fundamental proposition, see [3] . 
Relabel the variables as t → z 1 and z j → z j+1 for 1 ≤ j ≤ n. Then
and the conclusion follows from Lemma 1 and Obreschkoff's theorem.
Proof of Conjecture 3. Set ι 0 (η(zI, −B)) = r ∈ N and note that
As already noted in [9] using the above expression and the fact that det(A[S]) > 0 for all A > 0 and S ⊆ {1, . . . , n} it may be easily proven that ι 0 (η(zA, −B)) = r for any positive definite matrix A. Note also that for all Hermitian matrices B and positive definite matrices A one has deg(η(zA, −B)) = n since det(A) > 0. Suppose now that ι + (η(zA, −B)) = ι + (η(zI, −B)) for some A > 0. Let A(t) = (1 − t)I + tA, t ∈ [0, 1], be a homotopy between I and A. We may write η(zA(t), −B) as
where p(t, z) is a polynomial of degree n − r and p(t, 0) = 0 for all t ∈ [0, 1]. Since ι + (p(0, z)) = ι + (p(1, z)) at least one zero of p(t, z) will pass through the origin as t runs from 0 to 1. By Hurwitz' theorem we must therefore have p(T, 0) = 0 for some T ∈ [0, 1], contrary to the assumption that p(t, 0) = 0 whenever 0 ≤ t ≤ 1.
Some consequences and generalizations
Given a matrix A of order n and 0 ≤ k ≤ n define the k-th symmetrized Fischer product associated with A by
and the corresponding k-th average Fischer product
Corollary 1. If A is a positive definite n × n matrix then its average Fischer products satisfy
From the above proofs of Conjectures 1 and 3 we have that all roots of the polynomial η(zA, −A) are real and positive. Applying the Newton inequalities, see e.g. [7] , we immediately get (b), and from the Maclaurin inequalities [7] we then get (c).
It is well known that property (b) and the fact that
is unimodal, i.e., it is weakly increasing until it reaches a peak after which it is weakly decreasing. Since clearly S k (A) n k=0 is also symmetric -that is, S k (A) = S n−k (A) for 0 ≤ k ≤ n -part (a) follows. In a different direction, we may generalize Conjecture 1 and Proposition 1 to produce new examples of multivariate real stable polynomials in the following way. 
