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A method is presented to compute approximate solutions for eigenequations in quantummechanics with
an arbitrary kinetic part. In some cases, the approximate eigenvalues can be analytically determined and
they can be lower or upper bounds. A semiclassical interpretation of the generic formula obtained for the
eigenvalues supports a new deﬁnition of the effective particle mass used in solid state physics. An ana-
lytical toy model with a Gaussian dependence in the momentum is studied in order to check the validity
of the method.
 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
The envelope theory [1–6] is a powerful method to obtain
approximate solutions, eigenvalues and eigenstates, of eigenequa-
tions in quantum mechanics. It has been rediscovered and
developed recently under the name of the auxiliary ﬁeld method
[7–12]. Both techniques are equivalent [13], but they were intro-
duced from completely different starting points. Let us assume that
the Hamiltonian H can be written as (in the following, we will work
in natural units ⁄ = c = 1)
H ¼ TðpÞ þ VðrÞ; ð1Þ
with p = jpj and r = jrj. Such a form is relevant to one-body and
two-body systems. The basic idea is to replace this Hamiltonian H
by another one eH which is solvable, the eigenvalues of eH being
optimized to be as close as possible to those of H. Following the
structure of the Hamiltonian, the approximate eigenvalues (i) can
be upper or lower bounds, or not to have a variational character;
(ii) can be obtained on a closed-form expression, or only numeri-
cally computed. In the most favorable case, an analytical bound,
the dependence of the eigenvalues on parameters of the Hamilto-
nian and the quantum numbers can be determined, giving deep in-
sights about the structure of the solutions and a reliable estimation
of the spectrum. Even in the less favorable situation, a non-varia-
tional numerical approximation, it is possible to check easily and
rapidly more elaborate numerical computations.
At the origin, the method has been developed for Schrödinger
equations [1,7], and afterward it has been extended for the semi-
relativistic kinematics [2,8]. The purpose of this work is to general-
ize the technique to arbitrary kinetic operators. This is motivated-NC-ND license.by the existence of non-standard kinetic energies in some physical
problems, for instance in atomic physics (non-parabolic dispersion
relation) [14] or in hadronic physics (particle mass depending on
the relative momentum) [15]. Another motivation is to support
the new deﬁnition of the effective particle mass proposed in Refs.
[14,16–18].
The generic method to compute approximate solutions of a
Hamiltonian with a non-standard kinetic part is presented in Sec-
tion 2. As this work is a generalization of the one described in Ref.
[12], the main equations are worked out without too many details.
In Section 3, a semiclassical interpretation of the generic equations
is given. In order to check the validity of the method, an analytical
toy model with a Gaussian form for the kinetic part is solved and
the formula obtained is compared with numerical solutions in Sec-
tion 4. Concluding remarks are given in Section 5.
2. General equation
The envelope theory is generalized here to treat potential and
kinetic parts on the same footing. The idea is to replace the Ham-
iltonian (1) by the following one
eH ¼ eT þ eV ; ð2Þ
with
eT ¼ p2
2m
þ TðJðmÞÞ  JðmÞ
2
2m
; ð3Þ
and
eV ¼ qPðrÞ þ VðIðqÞÞ  qPðIðqÞÞ: ð4Þ
m and q are two real parameters, and we assume that the following
functions are well-deﬁned
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0ðxÞ
P0ðxÞ ;
JðxÞ ¼ L1ðxÞ; LðxÞ ¼ x
T 0ðxÞ :
ð5Þ
The kinematics of eH is nonrelativistic, P(x) is an auxiliary poten-
tial, and a prime denotes the derivative. An eigenvalue of this Ham-
iltonian is given by
Eðm;qÞ ¼ TðJðmÞÞ  JðmÞ
2
2m
þ VðIðqÞÞ  qPðIðqÞÞ þ ðm;qÞ; ð6Þ
where (m,q) is an eigenvalue of the nonrelativistic Hamiltonian
HNR ¼ p
2
2m
þ qPðrÞ: ð7Þ
Kinetic and potential parts are treated in a similar way, but with
x2 which is the counterpart of P(x) and 1/(2m) which is the counter-
part of q. The approximation to an eigenvalue of the genuine Ham-
iltonian is given by E(m0,q0) for which
@Eðm;qÞ
@m

m0 ;q0
¼ @Eðm;qÞ
@q

m0 ;q0
¼ 0: ð8Þ
Within these conditions, using the envelope theory [2–4], it can
be shown that eT is tangent to T and eV is tangent to V. The novelty
in this paper is the application of the method to both T and V. The
comparison theorem [19,20] implies that, if eT P T and eV P V for
all values of the arguments, then the eigenvalues of eH are upper
bounds of the corresponding eigenvalues of H. Reciprocally, ifeT 6 T and eV 6 V for all values of the arguments, then the eigen-
values of eH are lower bounds. In other cases, no guarantee exists
about the variational character of the approximations. A simple cri-
teria to determine if a bound exists is given in Refs. [2–4] for the
potential, but it can be also used for the kinetic part. Let us deﬁne
two functions h and g such that
TðxÞ ¼ hðx2Þ and VðxÞ ¼ gðPðxÞÞ: ð9Þ
If h00(x) and g00(x) are both concave (convex) functions, E(m0,q0) is
an upper (lower) bound of the genuine eigenvalue. If T(p) / p2
(V(r) / P(r)), the variational character is solely ruled by the convex-
ity of g(x) (h(x)).
The method is only interesting if the auxiliary potential P(x) al-
lows analytical solutions for (7). Practically, this restricts the choice
to a power law
PðrÞ ¼ sgnðkÞ rk with 0 – k > 2: ð10Þ
Within this condition, q and m are always positive quantities,
and (m,q) can be written under the form [1,7]
ðm;qÞ ¼ kþ 2
2k
ðjkjqÞ2=ðkþ2Þ Q
2
m
 !k=ðkþ2Þ
; ð11Þ
where Q is a global quantum number. It is exactly known only for
the Coulomb interaction (k = 1, Q = n + l + 1) and the harmonic po-
tential (k = 2, Q = 2 n + l + 3/2). If k = 1, Q is known only for l = 0
states and is equal to 2(an/3)3/2, where an is the (n + 1)th zero of
the Airy function Ai. The choice between k = 1, 1 or 2, can be dic-
tated by the possibility to obtain an upper or a lower bound. An
example is given in Section 4. For arbitrary values of k, simple
and good analytical approximations can be found in Ref. [7]. But,
if Q is not computed with a sufﬁcient accuracy, the variational char-
acter of solutions cannot be guaranteed.
After some algebra, constraints (8), with P(r) given by (10), re-
duce to
ðjkjQ kÞ 2kþ2ðq0m0Þ
2
kþ2 ¼ p20; ð12Þ
ðjkjQkÞ 2kþ2ðq0 m0Þ
k
kþ2 ¼ jkjrk0; ð13Þwhere r0 = I(q0) and p0 = J(m0). From (12) and (13), we can deduce
that r0 p0 = Q. Taking into account this result, plus the relations
q0 ¼ Kðr0Þ ¼ V 0ðr0Þ= jkj rk10
 
and m0 = L(p0) = p0/T0(p0), (12) and
(13) can be written in the more compact form (16). After some alge-
bra, the approximate eigenvalue E(m0,q0) given by (6) with the
parameterization (11) can be greatly simpliﬁed into (14). Finally,
the approximate solution is given by the following set of equations
E ¼ Tðp0Þ þ Vðr0Þ; ð14Þ
p0 ¼
Q
r0
; ð15Þ
p0T
0ðp0Þ ¼ r0V 0ðr0Þ: ð16Þ
The parameter r0 can then be interpreted as a mean distance be-
tween the particles and p0 as a mean momentum per particle. Both
parameters depend on the quantum numbers via Q. The value E
can be a (upper or lower) bound following the convexity of func-
tions h(x) and g(x), as explained above. Let us note that the only
trace of the particular exponent k is contained in the value of Q,
and that (16) is the translation into the variables r0 and p0 of the
generalized virial theorem [21]. The system (14)–(16) is similar
to the systems (3.2)–(3.4) in Ref. [11] and (15)–(17) in Ref. [12],
but here the form of the kinetic part is arbitrary. From the symme-
try of Eqs. (14)–(16) under the swap of p0 and r0 variables, it is clear
that a Hamiltonian and its Fourier transform are characterized by
the same solutions.
Let us note jm0,q0i an eigenstate of the nonrelativistic Hamilto-
nian HNR given by (7) with m = m0 = p0/T0(p0) and q ¼ q0 ¼ V 0ðr0Þ=
jkjrk10
 
. Such a state is an approximation of the corresponding
eigenstate of H [9]. Using the Hellmann–Feynman theorem [22]
as in Ref. [7], it can be shown that
hm0;q0jp2jm0;q0i ¼ p20; ð17Þ
hm0;q0jrkjm0;q0i ¼ rk0: ð18Þ
This conﬁrms the interpretation of parameters r0 and p0 as
mean values.
If a power law is not used for the auxiliary potential P(r), it can
be shown that the eigenvalue E is still given by (14). But the equa-
tions of deﬁnition for r0 and p0 cannot be put under the simple
forms (15) and (16).
3. Semiclassical interpretation
In Refs. [14,16–18], an effective particle mass meff is deﬁned by
the relation p =meff v, where v is the group velocity of the associ-
ated wave packet. It follows then that
meff ¼ p dT
dp
 1
: ð19Þ
Using this deﬁnition, a semiclassical interpretation of the
system (14)–(16) is possible. Let us look at a two-body system. If
Ti(pi) is the kinetic energy for the ith particle, the kinetic energy
for two particles can be written T1(p0) + T2(p0) = T(p0), where p0 is
the module of the common momentum in the center of mass
frame. With the effective mass (19), we have
meffi ¼
p0
T 0iðp0Þ
; ð20Þ
and the speed of the ith particle is given by v i ¼ T 0iðp0Þ. As in Ref.
[12], let us assume a classical circular motion for the two particles
(see Fig. 1). The centripetal force Fi acting on the ith particle is given
by
Fi ¼ meffi
v2i
ri
¼ p0
T 0iðp0Þ
ri
: ð21Þ
Fig. 1. Classical circular motion of two particles in the center of mass frame.
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Fig. 2. Eigenvalues  of (26) with z = 2, as a function of k. By increasing energy, the
eigenvalues correspond to (n,l) = (0,0), (0,1) and (1,0). Dots: accurate numerical
solutions; Solid black lines: lower bound (27) with Q = 2n + l + 3/2; Dashed gray
lines: approximation (28) with k 1 and Q = 2n + l + 3/2 (harmonic oscillator).
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constraints, r0 = r1 + r2 and v1/r1 = v2/r2, imply that
r0 ¼ ri T
0ðp0Þ
T 0iðp0Þ
: ð22Þ
If the force acting on the ith particle comes from the potential
V(r) generated by j, then F1 = F2 = V0(r0). (21) and (22) can be recast
into the form (16), and it is obvious than Eq. (14) gives the mass of
the system. A semiclassical quantiﬁcation of the total orbital angu-
lar momentum gives r0 p0 = l + 1/2, and we obtain a system very
similar to (14)–(16). Moreover, the computation of the effective re-
duce mass gives
leff ¼ m
eff
1 m
eff
2
meff1 þmeff2
¼ p0
T 0ðp0Þ
¼ m0; ð23Þ
which is the optimal mass parameter in HNR given by (7). All this
supports (19) as a good deﬁnition for the effective mass.4. A toy model
In this section, we solve a simple toy model in order to check
the relevance of the method. Let us consider the following Hamil-
tonian with a Gaussian form for the kinetic part and a power-law
potential
H ¼ rm exp p
2
2 m2
 
þ sgnðzÞ a rz; ð24Þ
where a > 0, 0– zP 1, and where the parameter m plays the role
of a mass. Indeed, for a weak interaction (amz+1), H reduces to an
ordinary Schrödinger Hamiltonian
H ! rmþ rp
2
2m
þ sgnðzÞ arz þ O p
4
m2
 
: ð25Þ
The parameter r = 1 or 2 is the number of particles (arbitrary
positive value of r can also be considered to study the duality rela-
tions between different many-body systems [10]). Such a Hamilto-
nian is not realistic but it has been chosen because (i) it admits an
analytical lower bound (see below); (ii) it reduces to the well
known case (25) in a well-deﬁned limit; (iii) accurate numerical
solutions are not easy to obtain (see below). Let us note that the
situation is similar for the logarithmic potential. It is more conve-
nient to work with the conjugate dimensionless variables x = (a/
(rm))1/zr and q = (rm/a)1/z p for the dimensionless Hamiltonian
Hd = H/(rm) given by
Hd ¼ expðk q2Þ þ sgnðzÞ xz
with k ¼ 1
2
a
rmzþ1
 2=z
: ð26Þ
The corresponding eigenvalues are noted  = E/(rm).Using the set of Eqs. (14)–(16), the following approximate solu-
tion can be found
app ¼ exp zþ 22 W0ðYÞ
 
1þ zþ 2
z
W0ðYÞ
	 

;
with Y ¼ 2
zþ 2
jzj
2
kz=2Qz
 2=ðzþ2Þ
ð27Þ
whereW0(z) is the main branch of the Lambert function (also called
Omega function or product logarithm) [23]. For a weak interaction
(k 1 for z > 0, k 1 for z < 0), we can write
app  1þ zþ 2z
jzj
2
kz=2Qz
 2=ðzþ2Þ
: ð28Þ
This limit is exact for z = k = 2 (harmonic oscillator case) or for
z = k = 1 (Coulomb case).
The numerical solutions of (26) have been computed with the
three-dimensional Fourier grid Hamiltonian method [24–26]
which is particularly well suited for this type of Hamiltonian. This
numerical procedure is equivalent to an expansion in a special ba-
sis [27] and implies the computation of Hamiltonian matrix ele-
ments. Because of the exponential function in (26), these matrix
elements can be huge numbers and they must be computed with
a very high accuracy to obtain stable and accurate eigenvalues.
Since h(x) is convex in this case, we can only obtain a lower
bound by choosing a value of k in such a way that g(x) is also con-
vex. This obviously implies k 6 z. Using k = 1, 1 or 2, we have
checked the variational character of (27) and its accuracy for vari-
ous power laws and the logarithmic potential.
Here, only the case z = 2 is presented on Fig. 2 for the best lower
bound, obtained with Q = 2n + l + 3/2 (we are in the situation
P(x) = V(x) = x2). This value of z is chosen because the limit (28) is
exact in this case. This allows a relevant comparison with the
numerical results and the bounds. Moreover, the Fourier transform
of the Hamiltonian (26) is then a Schrödinger Hamiltonian with a
Gaussian potential which can be numerically solved with usual
methods. This has been performed to test our numerical treatment
with the three-dimensional Fourier grid Hamiltonian method. One
can see that the lower bound is quite good and more accurate that
the harmonic oscillator approximation when k increases.5. Concluding remarks
The envelope theory (or equivalently the auxiliary ﬁeld meth-
od) is a method to compute approximate solutions (generally
upper or lower bounds) of Hamiltonians of the form H = T(p) + V(r),
C. Semay / Results in Physics 2 (2012) 114–117 117where the kinetic part T is a nonrelativistic [1,7] or a semirelativis-
tic one [3,12]. In this paper, it is shown that the method can be
used for arbitrary forms of T. The idea is to replace the Hamiltonian
H by another one eH ¼ eT þ eV which is solvable, and with eT and eV
respectively tangent to T and V. Provided eT is a nonrelativistic ki-
netic operator and eV a power-law potential, the approximate
eigensolutions can be easily computed by solving a set of three
equations which have a natural semiclassical interpretation. Nev-
ertheless, the computation is a full quantum one since eigenvalues
and eigenstates are obtained for a well-deﬁned global quantum
number Q.
A priori, this method can be applied to a wide variety of Hamil-
tonians relevant for various domains, from atomic to hadronic
physics. With a good choice of the power law, the value of Q is ana-
lytically known and the eigenvalues obtained can be upper or low-
er bounds of the genuine energies. If numerical approximations
can be easily computed, closed-form formulae can even be ob-
tained for some particular Hamiltonians. The toy model studied
here with a harmonic potential and a Gaussian kinetic operator
is in the most favorable situation: a quite accurate analytical lower
bound is obtained giving deep insights about the structure of the
solutions.
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