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ABSTRACT 
New inclusion theorems for the Frobenius-eigenvector y of a nonnegat ive  
irreducible matr ix  A are proved. 
1. EINLEITUNG 
Nach dem bekannten Satz von Perron-Frobenius i t der Spektralradius 
p(A) einer nichtnegativen, irreduziblen N × N-Matrix A = (aij) ein 
einfacher Eigenwert von A, und es gibt einen zugehSrigen positiven Eigen- 
vektor 
Y = (Yl . . . . .  yN)T> O. 
Ist x = (x 1 . . . . .  xN) T > 0 eine N~herung des durch 
max Y~ = 1 
i=l,...,N Xi 
normierten Eigenvektors y, so kann man das Problem, y mit Hilfe eines 
e E [0, 1) durch 
xi ~ Yi ~ (1 - -  e)xi, i = 1 . . . .  , N ,  (1) 
einzuschlieBen, auf das folgende einfache Problem zurtickfiihren: Gesucht 
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ist eine von den Elementen von A abhiingige (mSglichst kleine) Zahl s, 
die den mittels 
max Yi = 1 
i 
normierten Eigenvektor y durch 
l~y i>/1  - -e ,  
einschlieBt. (1) ist niimtich zu 
l~z i~ l - -e ,  
~[quivalent, wobei 
z = (zl . . . . .  zN) r>O,  
der durch 
max z i = 1 
i 
(2) 
(Ay) j  = (Ay)k 
- - ,  i , k  = 1 . . . .  ,N ,  (4) 
Y~ Yk 
stat t  vonder  Eigenwertgleichung Ay = p(A)y auszugehen und damit  die 
Benutzung von EinschlieBungss~tzen fiir p(A) zu umgehen. 
2. EIN HILFSSATZ 
Ft ihrt  man die Bezeichnungen 
N 
ri :=  ~ aik, i = 1 , . . . ,  N,  
k=l  
r : = min ri, R : = max r~, 
i i 
normierte positive Eigenvektor von X- lAX,  X :  = (xi6,~), ist. 
Den EinschlieBungen (3), die in Arbeiten von Ostrowski [4], Brauer 
[1], Wetter l ing [6], Elsner [2] und Hadeler  [3] zu finden sind, sollen in 
dieser Arbeit  weitere hinzugeftigt werden, die diese z. T. verbessern. Die 
dabei verwendete Idee besteht einfach darin, von 
i=  1 , . . . ,N ,  
Yl 
Z i "--~- __  
X i  
i = 1 . . . . .  N, (3) 
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ein, so gibt R -  re in  Mal3 daftir an, wie weir sich ( I /R ) .  A von einer 
zei lenstochastischen Matr ix - -  einer Matr ix mi t  Ze i lensummen eins - -  
unterscheidet.  Solche Matr izen haben den E igenvektor  e = (1 . . . . .  1) T, 
daher kann  man Absch~itzungen (3) mit  s = O(R -- r) erwarten.  
s und  t seien Indizes mi t  
ys = rain Yk, Yt = max Yk. 
k k 
Der E igenvektor  y werde nach (2) durch 
y ,  = 1 (5) 
normiert .  Dann ist (3) / iquivalent  zu ~ ~ e, wobei  
B:= 1 - -y~ (6) 
gesetzt werde. 
F i ihrt  man die GrSBen 
Bk:=yk- -ys=yk- - l+B,  k=l  . . . . .  N, (7) 
ein, so gilt 
Bt =~7, ~ = 0 und  0~<Bk~B< 1, k = 1 . . . . .  N. (8) 
LEMMA 1. Es  gilt 
Ys - -  Yt -~- 2/ ,, a~_  ark = 0.1 (9) 
Beweis. Benutze (4) ftir i = s, k = t: 
y,(Ay)s  = ys(Ay)t.  
Dann liefern (5), (6) 
N N 
~_,k=l a~kyk _ ~_, atkyk. 
1 - -~  k=l 
N N 
' E '=E.  
k~l  k=l  
k~s,t 
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Unter Benutzung yon Yk = ~k + 1 --  ~ [aus (7)] und (8) ergibt sich 
N N 
r s+ ~ask l~k_  - - r t - -  ~atk (~7- -~) ,  
k=l  ~] k=l  
N 
k=l  - -~]  
N 
- -  Yt - -  ats~ - -  Z '  a tk (~ - -  ~]k) 
k=l  
und hieraus (9). • 
3. E INSCHL IESSUNGSSATZE 
Man setze 
/ i ;(~) "= min ai j  + ~aj i  + (a;k~ + ~k(aik - -  a j , ) )  • 
O~-7/k-~<~ k=l  
k#i, j  
Das Minimum wird ftir ~k = 0 oder ~k = ~ angenommen, je nachdem 
aik > a~-k oder a~k < a~-k: 
] i j (~)  = . r l  ~ a i j  -~ ~]aji -4- ~ min(aik, ajk) • 
= 
Man erkennt 
/,j(~/) />0 ftir i , i  = 1 . . . .  ,N  (10) 
und im Falle ~ # 0 
/ij(~) = 0<:>aij = a j i  = a jk"  a l ,  = O, k = 1 . . . . .  N ,  k# i, j. (11) 
Ftir die folgenden EinschlieBungss~tze mul3 dieser Fall ausgeschlossen 
werden, wir verlangen tiber die Irreduzibilit~tt yon A hinaus: 
(V) Es gebe kein Paar  (i, j) mit i # j und 
al j  = aj l  = a jk"  aik = O, k # i, j. 
Wir setzen jetzt 
gi;(~) := ri - -  r j  + / i~(~) .  
Ein Vergleich von g,t(~) mit  (9) zeigt 
gs,(~]) ~ 0. (12) 
BOUNDS FOR THE POSIT IVE  E IGENVECTOR 355 
Sei 
:= {(i,i): rl < rj}. 
Dann liegt (s, t) in ~ ,  falls ~7 # 0 -- wie man aus (11), (12) und (V) schlieBt. 
Gilt also ftir ein e ~> 0 
gi~(e) ~0 ffiralle ( i , ? ' )~ ,  
so auch gs,(e) /> 0, und man kann aus (12) 
folgern, da gs,(~) wegen (V) in r /streng monoton w~ichst. 
Beachtet man noch 
l ~ yi > /1 - -~,  i=1  . . . . .  N, 
so haben wir folgenden EinschlieBungssatz bewiesen: 
SATZ 1. Sei A eine nichtnegative, irreduzible Matrix, die (V) er/iillt. 
Far ein e >/0 gelte 
r i - - r J+  l ea i J+  e a j i+  ~'min(a ik ,  ask) />0 (13) 
k=l  
[iir alle (i, i) E ~.  
Dann gilt ]iir den durch (2) normierten positiven E igenvektor y = (Yl . . . . .  Y 2v) T 
die Einschlieflung (3). 
Zur Best immung des kleinsten ~, das (13) erftillt, mtissen I 12 quadra- 
tische Gleichungen gel6st werden. Eine groBe Anzahl yon gr6beren, aber 
i iberschaubaren EinschlieBungen der Form (3) erh~tlt man, wenn man 
(13) durch andere hinreichende Bedingungen ersetzt. 
Dazu dient der folgende Satz - -  ein Korollar yon Satz 1: 
SATZ 2. Unter den Voraussetzungen yon Satz 1 gdte 
a~m 1 := min  ai j  , 
(~,j)e~ ri -- ri 
2 1~ [ gibt die Anzahl der Elemente von ~ an. 
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r ~< m2 := min [aj, q- ~ ' f= l  min(aik, ajk)] 
( i , j )e~ r j  - -  r i 
und /iir ein e >/0  sei 
8 
- - a  + ez >/1.  (14) 
1 - -e  
Dann gilt die Einschlieflung (3). 
Sicher gewinnt man aus Satz 2 die sch~rfste EinschlieBung ftir a = ml 
und T = m2. Ersetzt man ml, m2 durch untere Schranken a, z, so werden 
die Absch/itzungen umso gr6ber, je kleiner a und z: 
Im Fal le einer posit iven Matrix A z. B. kann mit der posit iven Zahl 
m := min{aij, i # ]'} 
~n 
a-R_  r , ~-=0 
gesetzt werden. Dann ffihrt (14) auf 
RB/"  
e R - -  r + m (Ostrowski [4]), 
w/thrend a = T = m/ (R  -- r) eine bessere Absch/itzung von Brauer [11 liefert. 
Als weitere einfache Verbesserung bietet sich die Wahl  yon 
m 
a R- - r '  
(N - -  1)m 
R- - r  
an, die auf 
1 
e=2(N_  1 )m[R- - r+Nm--V(R- - r - -Nm)  ~+4m(R- r ) ]  (15) 
ftihrt. 
Bei , , fast-zeilenstochastischen" Matrizen ( I /R) .  A, d. h. bei kleinem 
R - -  r, wird der Nenner 1 - -  e in (13) nur wenig zu einer besseren Ab- 
sch/itzung beitragen, w/ihrend er sonst im Fal le ml > 0 nichttr iv iale 
Schranken (e < 1) erzwingen kann. Ersetzt  man ihn durch eins, so 
erh/ilt man als weiteres Korol lar von Satz 1 mit  der nach (V) posit iven 
Zahl 
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~Yt 3 :=  min 
(i,j),E~ ?~j -- ri 
'N 
Eaij .3f_ aj i ~_ E k=l min(a ik ,  ajk)] 
den 
SATZ 3. Unter den Voraussetzungen von Satz 1 gilt (3) /iir iedes 
1 
E ~m.  
m3 
Ein/ach zu berechnende obere Schranken yon 1/m 3 sind 
(16) 
R- - I "  
N.  m 
(17) 
]iir positive Matrizen A und 
R- - r  
sk : = min ajk, 
]alls mindestens ein sk positivist. 
Durch eine einfache Rechnung zeigt man 
Er~ + r j -  ~N la;~ _ aj~l ]
m a/> min 
( i , j )~ 2(r~. - -  ri) 
(18)  
so dab in (16) und damit  in (3) 
21r; - -  r,I 
e = max (19) 
'eJ r i  + r~ - -  ~=1 laik - -  a,kt 
gesetzt werden kann. Zum Vergleich mit (19) bietet sich eine Absch~itzung 
von Hadeler [3; an: 
2(R - -  r) 
= . (20) 
R 2 - -  max 
i,j k=l ri rj 
4. ZUSAMMENFASSUNG UND BEISPIELE 
Die sch~irfste der hier bewiesenen Einschliel3ungen (3) ist die aus Satz 1, 
weniger scharf, dafi ir aber einfacher zu handhaben sind (17) und (18), aber 
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auch (15). (20) kann besser und schlechter als die Einschliel3ung aus 
Satz 1 sein. Nichttriviale EinschlieBungen (e < 1) lassen sich in allen 
Fiillen ftir hinreichend kleines R --  r angeben, im Falle yon ml > 0 auch 
bei beliebiger Gr613e von R --  r, z. B. bei positiven Matrizen durch (15). 
Unsere und die zum Vergleich herangezogenen Einschliel3ungen sind 
im Gegensatz u denen in der Arbeit yon Ostrowski [51 vonder  Art 
= O(R  - -  r) 
und daher auf solche Matrizen zugeschnitten, fiir die eine gute N~iherung 
fiir den Eigenvektor bekannt ist. Fiir Matrizen mit R - -  r >> 1 sind die 
Abschiitzungen von Ostrowski E5] sicher dann vorzuziehen, wenn ml = 0. 
BEISPIELE. 
(1) A = 4 
4 
Dann ist ~ = {(1, 3), (2, 3)}; r = 11, R = 12, und die Einschliel3ung (3) 
gilt mit 
e ~ 0.5 (Ostrowski), e ~ 0.36 (Brauer), e ~ 0.29 (15) 
e~0.124(Satz2mi ta=ml  = 1, v =m2 =8)  
~ 1/3 (17), e ~ 1/9 (18), e ~ 1/7 (19) 
~ 1/9 (Satz 3 mi te  = 1/m3),  e ~ 0.09 (Satz 1) und 
e ~ 0.131 EHadeler (20)J. 
(2) A = (i0 ) 8 7021 =~ ~ = {(1,3), (1,4), (2,3), (2,4)} 
r= 10, R= l l .  
A ist nicht positiv, die Abschiitzungen von Ostrowski, Brauer, (15) und 
(17) sind nicht anwendbar. Wit erhalten 
e~0.13(Satz l ) ,e~0.17  (Satz2mi ta= m 1 = 2, v = m 2 =3)  
e ~< 1/7 (Satz 3 mit m3 = 7), e ~< 1/2 (18), 
e ~ 1/3 (Hadeler). 
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