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Abstract:With the rapid development of computer and the Internet，especially in the era of big data，some enterprises
has accumulated a lot about their operation and finance data． Since the data is numerous and complicated，if we use the
traditional logistic regression to build up the enterprise credit risk，the performance usually isn’t good． In this paper，we
propose network-logistic model based on considering the network relationship among variables，via penalized method to
conduct variable selection and parameters estimation simultaneously． Simulation results show that network-logistic model
performs better than other compared methods． Finally，we apply it to forecast enterprise’s credit risk，under considering
the network relationship between financial indicators，select significant variables and build up a suitable credit risk
forecasting model for Chinese enterprises．


























第 33 卷第 4 期 方匡南等:基于网络结构 Logistic模型的企业信用风险预警 ·51·
适合我国国情的企业信用风险预警方法。
二、文献综述




















家 ST公司和非 ST公司作为样本，采用 Z-score方法
对上市公司财务危机预警问题进行了实证研究。鲜












































假设有独立同分布的观测值 (xi，yi)，i = 1，2，
…，n，其中 xi 是解释变量，yi 是二元离散被解释变
量，即 yi ∈{0，1}，则 Logistic线性回归模型为:
log pβ(xi)
1 － pβ(xi




xTi βi + εi，i = 1，2，…，n。
采用网络结构 Logistic模型对 β进行估计:
β^ = arg minβ
－ l(β)
n + Pλ1，λ2，γ(β{ }) (1)
其中，l(β)是 Logistic回归的似然函数，即:
l(β)= (Xβ)Ty － 1Tn log［1n + exp(Xβ)］ (2)
Pλ1，λ2，γ(β)是由 MCP 惩罚和网络结构惩罚两
部分构成的惩罚函数，即:




ρ( β j ;λ1，γ)
+ 12 λ2 ∑1≤j≤k≤p aij (β j － sjkβk)
2 (3)
式(3)中，ρ(t;λ1，γ)= λ1∫ t0 ［1 － x /(γλ1)］+




素，sij = sgn(aij)。MCP 惩罚项是对回归系数稀疏
性的惩罚，通过控制 λ1 和 γ，对回归系数 β^ 进行压











系数 βi 而固定其他系数 β j(j≠ i)，j = 1，2，…，p 不
变，寻找 βi 的最优值使目标函数达到最小。遍历每
一回归系数寻找最优 β^。重复上述过程直到 β^ 收敛。
为了与 CD算法对应，本文对目标函数做如下整理:
Ｒ(βk)= － l(β)/n + ρ( βk ;λ1，γ)
+ 12 λ2 ∑1≤j ＜ k≤p ajk (βk － sjkβ j)
2 (4)
其中:
－ l(β)/n = 1n(1
T







ρ( βk ;λ1，γ)= λ1 βk －
β2k
2( )γ I( βk ＜ λ1γ)
+
λ21γ
2 I( βk ＞ λ1γ)
1
2 λ2 ∑1≤j ＜ k≤p ajk (βk － sjkβ j)
2






(1)初始化 β，令 β = (0，…，0)。
(2)对于 k = 0，1，…，p
若 xTk(y － pβ_k)+ λ2∑
j≠k
akjβj ＜ λ1，则 βk = 0。
否则，βk = argmin［Ｒ(βk)］。
(3)重复步骤(2)直到该过程收敛。
其中，pβ_k 为 βk = 0，y = 1 的概率值，
xTk(y － pβ_k)+ λ2∑
j≠k




方法计算量太大，以及基于 AIC /BIC 准则将忽略掉
网络结构惩罚项使 λ2 趋于 0 的情况，本文提出了双
层参数选择法。具体方法如下:
(1)设定 λ2 取值范围，在每一个 λ2 值 下采用
AIC /BIC准则选择最优 λ1 的值，形成参数对(λ1，
λ2);
(2)采用 CV参数选择法，选择最优参数对。
双层参数选择方法既避免了 AIC /BIC 准则对
参数 λ2 处理上的偏误，相比 CV参数选择法又减少
了计算复杂度。本文以 k-fold为例说明计算复杂度
的减少，采用 CD 算法重复次数作为计算复杂度的
度量。设备选参数 λ1 的个数为 L1，备选参数 λ2 的
个数为 L2，对于单纯的 k-fold 方式选择参数，计算
复杂度为 kL1L2，而采用双层变量选择法计算复杂度
为 L2(L1 + k)。
对于正则化参数 γ，就 MCP 模型而言 Zhang
(2010)［12］建议采用 γ = 2 /(1 － max j≠k x' jxk /n)，
而在 Breheny 和 Huang(2011)［13］的模拟中建议 γ =
3，并且该文还试了几个不同的值，得出的结论基本




Logistic 模型、MCP Logistic 模型、SCAD Logistic 模
型、LASSO Logistic模型的优劣。数值分析模型为:
log p(Y = 1 | X)
1 － p(Y = 1 | X{ }) = ηβ(X)= XTβ (5)
本文共进行了两组模拟，分别设置了两组不同
的真实系数结构，详见例 1 和例 2。本文利用双层
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参数选择法选择调和参数，其备选集合为 λ1 ∈{k·
10 l:k = 1，3，5，…，9;l = …，－ 1，1，…}，λ2 ∈{k·
10 l:k = 1，2，3，…9;l = …，－ 1，1，…}。由于模型结
果对正则化参数不敏感，考虑计算的简便性取正则
参数 γ = 5。取样本容量 n = 100，每种情况重复 100
次试验。为了比较本文提出的网络结构 Logistic 模





例 1:设除常数项外自变量个数为 p，p ∈ {50，
100，200}，真实回归系数取 β = (0，1，1，…，1，0，…，
0) ，真实模型的显著变量个数为 25 个，且取值都为
1。除常数项外，自变量服从标准正态分布，且每 5
个自变量为一组，组内自变量 xi 与 xj 之间的相关系
数为 ρ i －j ，ρ∈{0. 5，0. 9}，组间变量相互独立①。
例 2:设除常数项外自变量个数为 p，p ∈ {50，
100，200}，真实回归系数取 β = (0，1，…，1，－ 3，
…，－ 3，1，…，1，－ 3，…，－ 3，1，…，1，0，…，0)。除
常数项外，共 25个显著变量，每 5个为 1组，第 1组、
第 3组、第 5组变量的系数均为 1，第 2组、第 4组变
量的系数均为 － 3，其余变量系数均为 0。自变量服
从标准正态分布，组内自变量 xi 与 xj 之间的相关系
数为 ρ i －j ，ρ∈{0. 5，0. 9}，组间变量相互独立②。
例 1、例 2 的模拟结果反映出网络结构 Logistic
模型识别的显著变量个数较其他模型更接近真实情







































每股 每股收益 X1 营运 营业周期(天 /次) X26
指标 每股净资产 X2 能力 存货周转率(次) X27
每股营业收入 X3 存货周转天数(天 /次) X28
每股营业利润 X4 应收账款周转率(次) X29
每股资本公积金 X5 应收账款周转天数(天 /次) X30
每股盈余公积金 X6 应付账款周转率(次) X31
每股公积金 X7 应付账款周转天数(天 /次) X32
每股未分配利润 X8 流动资产周转率(次) X33
每股留存收益 X9 固定资产周转率(次) X34
每股经营活动现金流量 X10 股东权益周转率(次) X35
每股净现金流量 X11 总资产周转率 X36
资产 资产负债率 X12 成长 每股收益增长率 X37
结构 非流动资产 /总资产 X13 能力 营业收入增长率 X38
固定资产比率 X14 净利润增长率 X39
股东权益 /全部投入资本 X15 净资产增长率 X40
权益乘数 X16 资产总计相对年初增长率 X41
营运资金 X17
盈利 净资产收益率 X18 偿债 流动比率 X42
能力 资产报酬率 X19 能力 速动比率 X43
资产净利率 X20 产权比率 X44
投入资本回报率 X21 股东权益 /负债合计 X45
销售净利率 X22 有形净值债务率 X46
销售成本率 X23 经营净现金流量 /负债合计 X47
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(二)准确率对比与变量选择
将财务指标进行标准化之后，利用传统的全变
量 Logistic 模型、LASSO Logistic 模型、MCP Logistic
模型、SCAD Logistic 模型和本文提出的网络结构
Logistic模型进行建模与预测分析。首先，将样本数





































表 2 网络结构 logistics模型系数估计结果
变量 系数 变量 系数 变量 系数
X0 － 2. 7439 X8 － 0. 2548 X22 － 0. 3462
X1 － 0. 3307 X9 － 0. 2354 X23 0. 3265
X2 － 0. 3226 X18 － 0. 3583 X24 0. 3339
X4 － 0. 3248 X19 － 0. 3491 X37 － 0. 3252
X5 － 0. 3948 X20 － 0. 3459 X40 － 0. 3838










数及模型预测准确率，表 4 是利用网络结构 Logistic
回归对全部 88 家大型上市公司的变量的筛选结果









全变量 LASSO SCAD MCP 网络结构
显著变量个数 49 13. 90 5. 94 5. 48 12. 71
－ (2. 15) (1. 15) (1. 04) (6. 90)
准确率 66. 40 88. 50 90. 46 90. 17 90. 87
(10) (6. 4) (5. 1) (4. 7) (5. 3)
表 4 大型上市公司网络结构 logistics模型系数估计结果
变量 系数 变量 系数 变量 系数
X0 － 2. 4554 X9 － 0. 2138 X24 0. 2716
X1 － 0. 2704 X18 － 0. 2967 X25 － 0. 2926
X2 － 0. 2488 X19 － 0. 2903 X37 － 0. 2939
X4 － 0. 2670 X20 － 0. 2824 X38 － 0. 2687
X5 － 0. 2754 X21 － 0. 2876 X39 － 0. 3240
X7 － 0. 2700 X22 － 0. 2782 X40 － 0. 2952
X8 － 0. 2252 X23 0. 2628 X41 － 0. 2845
六、结论
本文在考虑变量间网络结构关系基础上提出了
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