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SUMMARY
This paper reports results of an extensive analysis of statistical demand functions for food using household
survey data and aggregate time-series data on food consumption in the USA and The Netherlands. Using
the model put forward by Tobin (1950) for survey data, we ®nd that socio-economic information on the
composition, education, and status of households adds little to the explanation of food consumption. The
income elasticity of food consumption decreases over time in the USA but increases in The Netherlands.
Applying multivariate cointegration analysis to the time-series data, we ®nd that strict price homogeneity,
structural stability, and weakexogeneityof prices have to be rejected statisticallyat conventional signi®cance
levels, whereas weak exogeneity of food consumption cannot be rejected. The long-run income elasticity
tends to decrease over time for US data and is roughly constant for Dutch data. The ®ndings corroborate
earlier ®ndings for the survey data. The rejection of price exogeneity is consistent with Tobin's model which
treats prices as endogenous. #1997 John Wiley & Sons, Ltd.
J. Appl. Econ., 12, 615±645 (1997)
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1. INTRODUCTION
This paper reports the results of an extensive analysis of statistical demand functions for food
using household expenditure survey data and aggregate time-series data on food consumption in
the USA and The Netherlands (see Magnus and Morgan, 1995, hereafter denoted as MM). Our
aim has been to analyse and assess the model put forward by Tobin (1950) applying recently
developed econometric methods to both the original Tobin data and the additional data provided
to us by MM. More speci®cally, we analysed the survey data separately and jointly and tested
whether the impact of other socioeconomic variables (see e.g. Schokkaert, 1983) than those
included by Tobin in his model is signi®cant. We assessed the stability through time of the
®ndings for the various surveys. Because the Dutch survey data were censored, we also estimated
the food demand functions for The Netherlands using the Tobit estimator. When analysing
aggregate food consumption through time, we paid attention to the non-stationarity of the series
which were generally found to be integrated of order one with the exception of food prices and
the de¯ator of income in The Netherlands which were found to be integrated of order two. For
the USA the post-World War II data suggest that there is one cointegration relationship between
food consumption, income, food prices, and the de¯ator of income. Weak exogeneity of the two
price series with respect to the parameters of the cointegration vector has to be rejected, whereas
consumption and income were found to be weakly exogenous with respect to the long-run
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6200 MD Maastricht, The Netherlandsparameters. The structural stability of the model for the four variables, consumption, income
and the two price series, has to be rejected. Homogeneity of degree zero of the food demand
functions has to be rejected as well. For The Netherlands, similar conclusions were reached with
the exception that the two price series appear as I(2) processes. After transforming into an I(1)
model, there is some evidence in favour of a single cointegration relationship interrelating
consumption, income, relative prices, and the change in food prices. Structural stability has to be
rejected for The Netherlands as well. There are some signs that the instability concerns the short-
run dynamics parameters rather than the long-run relationship.
The ®ndings of the analysis of aggregate time-series corroborate the results for the survey data
in the sense that the latter also yield dierent results for dierent surveys. The income elasticity
estimated from the survey data for the USA decreases from about 0.61 to approximately 0.39
over a period ranging from 1941 to 1972. For The Netherlands the income elasticity is found to
increase from 0.34 to 0.47 between the surveys of 1980 and 1988. Socioeconomic variables others
than household size and income appeared not to be signi®cant in the analysis of survey data.
The paper is organized as follows. In Section 2, we report the results of the analysis of the
survey data. Section 3 contains the ®ndings of the time-series analyses. Also, a comparison of
the survey and time-series analyses is given and forecasts based on the time-series models are
reported. Section 4 presents conclusions. A summary of the logbook is given in an appendix.
2. ANALYSIS OF SURVEY DATA
2.1. The Model
The basic model used to analyse the survey data is Tobin's (1950) original family food demand
function which reads as follows
ln cit  b0  b1 ln yit  b2 ln nit  eit 1
where cit denotes the quantity of food consumed by family i in year t, yit is disposable family
income, nit is the number of persons in the family (household size), and eit is a disturbance term.
The bj's are unknown parameters assumed to be constant.
Our choice of speci®cation was based both on prior criteria (including matters of convenience)
and on data-analytic criteria. A priori, we required a parameterization invariant with respect to
arbitrary measurement units. In view of the tasks set by MM, and for the sake of comparability
with Tobin's own work, the parameterization should preferably include the income elasticity and
allow for a natural formulation of the `homogeneity postulate' as a restriction on the parameter
space. Log-linearity of the speci®cation was especially attractive to preserve Tobin's aggregation
logic, and also in prevision of the cointegration analyses of the time-series. Since Tobin's log-
linear demand equation satis®ed all these prior requirements we decided to tentatively adopt it as
a working hypothesis.
This basic speci®cation was subjected to a data-analytic control. We investigated its stability,
and found shifts across surveys and over time. We tested for non-linearity and omitted factors by
augmenting the regressions with socioeconomic (mostly categorical) variables as well as square
and cubic income terms, and with RESET tests. The additional regressors did not signi®cantly
improve the statistical ®t and did not resolve the shifts of parameters over time. As contending
models we investigated the semilogarithmic model of Prais and Houthakker (1955), and the
Working (1943) and Leser (1963) Engel curve relating the budget share of food to the logarithm
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and in spite of allowing fora non-constant (mostly decreasing) income elasticity theystill revealed
similar instability over time. Unfortunately, no income growth or wealth data were available in
the surveys; cf. Tobin's Figure 1. This precluded the integration of permanent income/life cycle
theory, and is probably the single most important shortcoming of the surveys.
In sum, we found that Tobin's speci®cation, slightly adapted and extended, was a priori more
convenient and empirically not worse (in particular, not less stable) than the other speci®cations
envisaged. We therefore maintained Tobin's speci®cation as our working hypothesis, splitting the
sample period into two subperiods when necessary to resolve instability. We note that although
ourspeci®cationsearchwaspartlydata-instigated,itdidnotamounttopost-datamodelconstruc-
tion, since hypotheses instigated byan earlier data set were systematically tested on later data sets.
2.2. The US Budget Surveys
We begin with the US budget surveys (BSs) from 1941, 1950, 1960±61, and 1972±3. In obvious
notation we call them BS41, BS50, BS60 and BS72. The data are grouped by household size and
income class, with the number of income classes varying from 6 to 12. The actual number of
households sampled is given per group for BS50 only; for the three other surveys, simple
approximations are based on the total sample size and on the estimated distribution of incomes
and household sizes provided. Our cross-sectional analysis was carried out in four major steps.
First, we reproduced and reworked Tobin's original calculations for BS41. Second, we estimated
similar regressions for all four BSs, with only slight extensions. Third, we evaluated the adequacy
of equation (1) by variable addition tests. Fourth, to test the constancy of the income elasticity,
we re-estimated the models for the four BSs jointly as a system of independent equations linked
by a coecient constraint.
The ®rst step in our analysis was, naturally, to reproduce Tobin's calculations (which, as was
the practice at the time, used logarithms to the base 10). Tobin excluded the open-ended upper
income classes from his analysis, to account for the fact that `the reported observations are
arithmetic rather than geometric means' (p. 117). Thus he kept to 37 observations rather than the
total of 40 available from BS41.
There are two possibly related problems with Tobin's regression. First, the data are in the form
of sample averages for household groups of very dierent sizes. This calls for a heteroscedasticity
correction by weighted least squares (WLS). Second, there are two unmistakable outliers.
Izan (1980) suggested deleting or unweighting them. One notable development since the time
of Tobin's paper is that of diagnostic checks. For instance, Tobin's OLS regression yields a White
test statistic of 13.470 (0.019) (asymptotic p-value from w2 (5) in parentheses); and a Jarque±Bera
statistic of 19.939 (0.000) (asymptotic p-value from w2 (2)). Both tests bear out the non-
conformity of the OLS residuals with the standard assumptions. But a straightforward applica-
tion of WLS, with the square root of group sample size as the weight, resolves the excessive
diagnostics and brings the estimates remarkably close to Izan's (1980) estimates with the outliers
left out. For instance, the WLS income elasticity is 0.615, compared to Tobin's value of 0.561
(OLS with outliers in) and Izan's estimate of 0.628 (OLS with outliers out); White's statistic
becomes 10.076 (0.344) (asymptotic p-value from w2 (9)); Jarque±Bera's statistic is down to 0.349
(0.840) (asymptotic p-value from w2 (2)). We conclude that WLS renders the exclusion of outliers
(or Izan's scheme for unweighting them, for that matter) unnecessary. More diagnostics, based
on the full data set, will be presented in Table I.
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remarked (p. 122) `the erratic nature of the lowest-income observations' in some surveys, and
attributed it to the treatment of food received in kind by poor families. As a more modern
explanation we suggest the lack of proxies for permanent income or wealth. Savings and other
reserves are resources of special importance to households experiencing a temporary gap in
earnings and therefore reporting unusually low current incomes. In his own data, Tobin did not
®nd it necessary to treat the lowest-income class dierently from the rest. Nevertheless, it turns
out that large positive residuals mostly correspond to the lowest-income groups. These observa-
tions led us to include a dummy variable for the lowest-income class in subsequent regressions.
Starting on a second major step of cross-sectional analysis, we unsealed the more recent data
and estimated similar regressions for all four BSs with both OLS and WLS. WLS visibly reduced
but did not wholly eliminate heteroscedasticity. The WLS estimates are reported in Table I.
HINC and HSIZE denote household income and household size; CLASS1 denotes the dummy
variable for the lowest income class. The coecients have the expected signs and magnitudes.
A striking feature is the evolution of the income elasticity through time. It decreases mono-
tonically in the successive surveys, from 0.61, through 0.55, 0.54, to 0.39. Conversely, the elast-
icity with respect to household size almost doubles, from 0.24 to 0.45, indicating a fall in the
economies of family scale.
From the diagnostics reported in Table I, it appears that WLS does not eliminate hetero-
scedasticity altogether. Therefore the standard errors are made heteroscedasticity-consistent aÁ la
Table I. Estimates of Tobin's model for US budget surveys
Survey BS41 BS50 BS60 BS72
(a) Constant 1.532 2.246 2.134 3.440
(0.187) (0.081) (0.069) (0.127)
ln HINC 0.610 0.551 0.543 0.386
(0.025) (0.011) (0.009) (0.014)
ln HSIZE 0.236 0.292 0.332 0.454
(0.023) (0.015) (0.008) (0.013)
CLASS1 0.076 0.140 0.060 0.118
(0.066) (0.086) (0.048) (0.047)
(b) Sample size 40 54 58 72
R2 0.9987 0.9998 0.9998 0.9995
Ramsey RESET w2(1) 0.000 1.079 1.879 8.397
(0.996) (0.299) (0.171) (0.004)
Jarque±Bera w2(2) 0.697 17.510 2.087 1.121
(0.706) (0.000) (0.352) (0.571)
White (all terms) w2(13) 7.036 47.075 40.428 31.444
(0.900) (0.000) (0.000) (0.003)
LM1 (®tted values) w2(1) 0.557 1.138 4.735 1.822
(0.455) (0.286) (0.030) (0.177)
LM2 (CLASS1) w2(2) 1.843 44.885 25.078 14.117
(0.398) (0.000) (0.000) (0.001)
Dependent variable: ln FOOD.
Weighting variable: square root of group size.
Restriction across surveys: none.
Panel (a): estimated coecients (heteroscedasticity-consistent standard errors in parentheses).
Panel (b): diagnostics (asymptotic p-values in parentheses when applicable).
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calculated only after the Tilburg conference following a suggestion by M. McAleer. The ®rst,
LM1, is a `one-degree-of-freedom' test of signi®cance of a regression of the squared residuals on
the squared ®tted values. The second, LM2, is the analogous signi®cance test for the two `White'
terms representing the regressor CLASS1 (weighted and weighted-squared). Both illustrate that
heteroscedasticity mainly takes the form of a few extreme residuals in the lowest-income groups.
In the third step of our analysis, adequacy of speci®cation was tested further by variable
addition. One-term Ramsey RESET tests are reported in Table I; high-order terms mattered
little. Additional regressors considered are the percentage of home owners, and the average age
and years of education of household heads. These variables are available for three surveys, BS50
to BS72. Dummies for the upper (open-ended) income classes and for the upper family-size
groups were also tried out. None of these additional explanatory variables was retained, as
they were found to have no consistent and signi®cant eects (even when tested jointly). Further-
more, to test the sensitivity of the estimates, income was replaced by total consumption. Total
consumption gives a higher elasticity and a closer ®t, but does not seem to alter other coecients
in important ways.
Finally, joint weighted estimation was carried out, treating the four BSs as a system of
independent equations (with uncorrelated disturbances and dierent residual variances).
Constraining the income elasticities to be equal across the four BSs then yielded a common
estimate of 0.53, and a likelihood ratio statistic of 267.8 (0.000) (w2(3) under the null). The
equality restriction is rejected at any sensible level of signi®cance. In view of the strength of this
rejection, no attempt was made at testing the equality of the other coecients. Table II presents
p-values of tests of the equality of income elasticities in successive pairs of BSs. Whereas BS50
and BS60 are rather close, BS41 and BS72 are clearly dierent.
Table II. Testing equality of income elasticities in dierent US budget surveys
e41  e50 e50  e60 e60  e72
e41  e50 0.0367 0.0374 0.0000
e50  e60 0.6122 0.0000
e60  e72 0.0000
Entries are the p-values of the w2-statistics testing the equalities indicated in both margins; et
represents the income elasticity for BSt (t  41; 50; 60; 72).
2.3. The Budget Surveys for The Netherlands
The three Dutch budget surveys present rather dierent data problems. The 1965 survey data are
grouped by urbanization degree, household size, and income class. There are only two income
classes, and no income data are available. We therefore had to use total consumption
expenditures as a proxy for disposable income. The variable HSIZE was not well de®ned, and
was replaced by the number of adult-equivalents (ADULTEQ). In addition to the variables in
model (1), we included a dummy variable for rural areas. A second dummy variable for urban
areas (there is a third category of households living in the three largest cities Amsterdam,
Rotterdam, and The Hague) did not have a signi®cant eect. The WLS total expenditure
elasticity is 0.41, a value which comes close to a simple average of the income elasticities for BS60
and BS72 for the USA. A similar comment can be made about the eect of household size on
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positive impact (0.071) on the level of food expenditures.
The 1980 and 1988 survey data sets (henceforth BS80 and BS88) are much richer. They provide
ungrouped data for, respectively, 2859 and 1950 households. Unfortunately, for privacy reasons,
the income and consumption data are censored. In the BS80 and BS88, income is censored above
D¯. 80,000 and replaced by the average of higher incomes (D¯. 97,300 in 1980 and D¯. 100,800 in
1988). As to consumption, the upper ®ve percentiles are censored and replaced by the average of
higher consumption. For BS80 and BS88, the 95th percentiles are D¯. 13,030 and D¯. 14,686.6,
respectively, whereas average consumption in the upper ®ve percentiles is D¯. 17,670 and D¯.
17,078.3, respectively. Scatter plots for BS80 and BS88 given in Figures 1 and 2 (not in logs) show
how the data are censored. Two lines are drawn in the ®gures: the 458 line, on which all income is
consumed for food, and the overall OLS regression line, which is suggestive of the downward bias
of the overall OLS slope.
In BS80 and BS88, negative food consumption expenditures are reported in some instances
whereas in many other cases food consumption expenditures are incredibly low. One explanation
oered is that consumption diers from consumption expenditure because of inventory holding
or domestic production. In our analysis, for obvious practical reasons non-positive consumption
expenditures have been treated as missing. Unfortunately, with respect to food, no information is
provided on whether the household is involved in farm production or food trading. Identi®cation
of farmers might be useful to explain some extreme negative residuals in the food expenditure±
income relationship.
To deal with the censoring of the consumption data, we use the Tobit estimator (see Tobin,
1958). The households with censored income (orcensored income and consumption) are excluded
from the sample. Estimation results are presented in Table III. The Tobit estimates of the income
elasticity are 0.34 in 1980 and 0.47 in 1988. Fortunately, the dierences between the Tobit and the
corresponding OLS estimates are very small. Therefore, the bias resulting from censoring appears
Figure 1. Dutch 1980 budget survey, scatter plot
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households were actually censored. The proportionality of the probability limits for the dierent
coecients established by Greene (1981) and Chung and Goldberger (1984) is visible in the
estimates, but not, however, in the value of the proportional correction. Under multivariate
normality, this should amount to the inverse of the sample proportion of non-limit observations,
increasing the coecients by 4 to 5%. Actual changes are of the order of 1%.
Figure 2. Dutch 1988 budget survey, scatter plot




ln HINC 0.340 0.467
(0.019) (0.025)






Number of included observations 2801 1810
Number of non-limit observations 2674 1737
% non-limit 95.5 96.0
FOOD censoring limit (H¯.) 13,030 14,686.60
OLSÐR2 0.475 0.502
Estimation method: `TOBIT' maximum likelihood.
Dependent variable: ln FOOD.
Household inclusion condition: 0 < HINC 480;000:
Asymptotic standard errors in parentheses.
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head of household is between 35 and 64 years. Arguably it measures the eect on food
consumption of the age of the children, rather than the eect of the age of the household head
herself.
We note that speci®cations including as additional regressors dummy variables for the age
class, education level, and socioeconomic status of the head of household have been investigated.
These variables were not found to have highly signi®cant eects on food consumption expendi-
tures in BS80 and BS88. Therefore, the results are not reported here.
2.4. Conclusion
From the investigation of both the American and Dutch BSs, we conclude ®rst that the income
elasticity of food expenditures has changed over time. In the USA it decreased between 1941 and
1972. In The Netherlands it increased between 1980 and 1988. The Dutch ®gure for BS65 is not
comparable. (In other instances, ®gures based on total expenditures were higher than those based
on income.) Estimated values of the income elasticity range between 0.33 and 0.61 for the
dierent speci®cations used and for the dierent BSs.
Second, besides household income and size, few other socioeconomic variables were found to
be of importance for explaining food consumption expenditures. These ®ndings corroborate the
model put forward by Tobin (1950) in the cross-sectional dimension.
In contrast to Tobin (1950), Izan (1980), Maddala (1971), and Chetty (1968), we must,
however, conclude that it is not in this analysis advisable to pool the cross-sections and time-
series information. Rather, since many more BSs have taken place than those available here
(in The Netherlands, one every year since 1978), it would be possible to study the temporal
evolution of Tobin's model in much further detail and, perhaps, with more information con-
cerning the income dynamics.
In the next section, a closer look at the temporal stability of the food demand relation will be
taken based on the aggregate time-series data.
3. TIME-SERIES ANALYSIS
3.1. The Model
The discussion of household surveys in the previous section naturally focused on the income
elasticity of food expenditure. With time-series the emphasis partly shifts toward price elasticities
and the `homogeneity postulate'. Our line of attack is ®rst to study the dynamic properties of the
most relevant series. Considering that Tobin's food consumption was measured as a quantity
index, and that the aggregation is with respect to both households and goods, we opted for
relating food consumption to `real' (or de¯ated) income and the corresponding general price
index (or de¯ator). Depending on the exact speci®cation of the consumer's constrained
optimization problem, the income de¯ator ideally takes the form of some weighted average of all
prices. Unfortunately, the series It mentioned by Tobin (see his notes to Table 5, p. 131) is not
available for the purposes of the experiment nor is there information about the weight of food
prices in It (Tobin's w, ibid.). After examining the share of food in total expenditures for the years
in which expenditure data were available (1929±41), we decided to approximate the series It
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pnf t  NFPt=100 (in terms of the MM series):
pyat  025  pft  075  pnf t t  1913;...;1941
 025FPt=100  075NFPt=100
2
The weight 0.25 is a value which seems representative of the food expenditure share when it
becomes available in 1929. (It also equals the average food expenditure share for the extended
sample period 1929±89.) The series pyat will be used as the income de¯ator for the period 1913±
41 in the next subsection. It is constructed within the information set available to Tobin in 1950,
but without doubt Tobin would rather have used the proper It series.
Fixed weights ignore shifts in the relative importance of food and non-food goods, like those
bound to occur in wartime. It would be preferable to take account of such shifts. Indeed, from
1929 onwards the MM information pack provides aggregate expenditure data relevant for
weighing food and non-food prices. We de®ne
pyt  wt  pft  1 ÿ wt  pnf t t  1929;...; 1989 3
where (in terms of the MM series) pft  FPt=100; pnf t  NFPt=100, and
wt 
AGGEXPFt=FPt
AGGEXPFt=FPt  AGGEXPt ÿ AGGEXPFt=NFPt
4
In words, wt measures the share of (de¯ated) aggregate food expenditures in (de¯ated)
aggregate total expenditures. The constructed series pyt will be used in Section 3.3 as the best
available income de¯ator for the period 1949±89.
From time plots of the dierent series, it appears quite implausible that they represent
stationary variables. Our empirical analysis will therefore be conducted in the framework of
cointegrated systems, more speci®cally, in the Gaussian maximum likelihood framework of
Johansen (1991, 1995).
In the case where all the series are I(1), we consider the vector autoregressive error correction




GiDxtÿi  Gxtÿ1  m0  m1t  et t  1;...T 5
where et denotes a k-dimensional normal variate with mean zero and non-singular, p.d.s.
covariance matrix S, m0 is a vector of constant terms, and m1 denotes the slope coecients of the
linear trend. We assume (1) that rank G  r 4 k so that G can then be written as ab
0 where both
a and b are (k  r) matrices of full column rank, and (2) that a0
?I ÿ G1 ÿ ... ÿ Gpb? has full
rank, with a? and b? k  k ÿ r) matrices of full rank which are orthogonal to a and b,
respectively. The second assumption rules out I(2) processes, a point to which we shall return
later. The r rows of b
0 are the rcointegrating vectors while the elements of a are the factor loadings,
i.e. the weights of the dierent cointegrating vectors in the dierent equations.
Once the number of cointegrating relationships has been determined using likelihood ratio
tests proposed by Johansen (1991), particular hypotheses on a and/or b can be tested using w2 LR
tests. If the cointegrating space is of dimension one, then the normalization is sucient to ensure
STATISTICAL DEMAND FUNCTIONS FOR FOOD 623
#1997 John Wiley & Sons, Ltd. J. Appl. Econ., 12, 615±645 (1997)identi®cation, and the hypothesis of long-run price homogeneity is a testable restriction, namely
that the price coecients in the cointegrating vector sum to zero. If more than one cointegration
vector is found among I(1) variables, then the identi®cation of a long-run food demand relation
requires some identi®cation restrictions (see, for example, Johansen and Juselius, 1994). If price
homogeneity is used as an identifying restriction, it is no longer a testable hypothesis.
Note that in an I(1) system the issue of weak exogeneity with respect to the long-run para-
meters can also be addressed, using likelihood ratio or LM tests (see, inter alia, Johansen, 1992;
Boswijk and Urbain, 1996; Urbain, 1992). This will enable us to evaluate the decision of Tobin to
retain food prices as the endogenous variable and to treat food expenditures as exogenous.
Finally, following Hansen and Johansen (1993), we will use the VECM framework to investigate
the parameter constancy of the long-run relationships found in our analysis.
A word of caution is in order concerning the small samples that are used in these time-series
analyses. Although some (con¯icting) Monte Carlo evidence exists in the literature, it must be
stressed that the behaviour of the estimators and test statistics we use may be seriously aected by
the smallness of the available samples. One should always bear this in mind and we will as often
as possible recognize the problem by using small-sample corrections which have been argued to
provide less distorted versions (in terms of empirical size and power) of the test statistics we use.
3.2. The Tobin Time-Series Data: 1913±41
The empirical analysis is ®rst conducted on the data of Tobin (1950), except that his non-food
price index (Qt) is replaced by the ®xed-weights income de¯ator pyat de®ned in equation (2). In
this subsection, the ct will denote the quantity index of per capitafood consumption (MM's series
TOBPCFC, Tobin's St); yt per capita disposable income (MM's TOBPCY, Tobin's Y0
t; and pf t
the food price index (MM's TOBFP, Tobin's Pt).
The vector of variables to be analysed is thus given by the four-dimensional vector
xt  ln ct; ln
yt
pyat
; ln pft; ln pyat
 0
and the sample period covers the years 1913±41. Given the extremely small sample available unit
root tests are not reported in detail, although we point out that the two price terms may be I(2)
series according to Dickey±Fuller tests, while Phillips±Perron statistics favour the I(1)ness of all
the retained series.
After some preliminary investigation a VECM with p  2 was retained as providing the best
description of the dynamic interrelationships in the data. Given that the series clearly exhibit
linear trend components, the speci®cation of the deterministic part is retained as an unrestricted
(drift) constant in the short-run dynamics and a linear trend in the cointegration space, excluding
herewith the existence of quadratic trends in the data.
We ®rst investigate the presence of I(2) components in this system using the sequences of
likelihood ratio test statistics recently proposed by Paruolo (1996) which provide a way to
determine simultaneously the cointegration rank (r), the number of I(1) common trends (s1) and
the number of I(2) common trends (s2). These tests are found to reject all I(2) hypotheses at the
5% level.
Our analysis will thus be based on an I(1) system. Although the likelihood ratio tests corrected
for the small-sample eect do not detect a single cointegrating vector, the uncorrected trace test
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H0 Eigenvalue lmax Trace l
corr
max Tracecorr
r  0 0.6216 26.24b 48.73a 18.46 34.29
r4 1 0.4979 18.60b 22.49 13.09 15.83
r4 2 0.1132 3.24 3.89 2.28 2.74
r4 3 0.0238 0.65 0.65 0.46 0.46
ln ct ln yt=pyt
ÿ 
ln pft ln pyt
Coint. Vect.: b 1.000 ÿ0306 0.295 ÿ0410
a-vector ÿ0330 1.402 2.030 0.956
t-value ÿ150 (1.49) (1.86) (1.47)
Diagnostics ln ct ln yt=pyt
ÿ 
ln pft ln pyt
AR(1-2) 0.99 1.08 0.51 0.06 F(2,16)
ARCH(1) 1.52 0.16 0.00 1.59 F(1,16)
Jarque±Bera 0.41 3.42 1.13 1.34 w2(2)
Hypothesis tests
Homogeneity HH
0 7.11 p-value: 0.01 w2(1)
Weak exo. ln ct Hwe1
0 1.73 p-value: 0.19 w2(1)
Renormalized coint. vect.
ln ct ln yt=pyt
ÿ 
ln pft ln pyt
b 2.826 ÿ0935 1.000 ÿ1394
a-vector 0.000 0.577 0.825 0.457
t-value Ð (2.26) (2.89) (2.72)
Notes: a Signi®cant at the 5% level.
b Signi®cant at the 10% level.
Critical values for both the Trace and the lmax tests are taken from Johansen (1995).
Tracecorr and l
corr
max are computed using the small sample correction advocated by Boswijk and Franses (1992) which
consists of premultiplying the usual statistics by T ÿ kp=T where T is the sample size, k the number of equations in the
VECM, and p the lag length.
and maximum eigenvalue test are signi®cant at a 5% and 10% level, respectively. We opted for
assuming one cointegrating vector. Since deterministic cointegration could not be rejected, the
model was speci®ed with an unrestricted constant term in the short-run dynamics. The results are
presented in Table IV.
In spite of the similar magnitudes of the two price coecients, price homogeneity is rejected
statistically at the 1% signi®cance level. What causes this rejection must remain an open question
here. A further interesting result is that the LR test for the weak exogeneity of ln ct reinforces
Tobin's hypothesis that food consumption may be treated as exogenous. Indeed, ln ct
appears weakly exogenous in this system with respect to the long-run parameters and the
loadings. We re-estimate the long-run relationship under this hypothesis and normalize it on the
food price to get results that can be directly compared to Tobin's original ®ndings (last panel of
Table IV). The long-run relation can also be renormalized on food expenditures ln ct; however,
because of our ®nding that ln ct is weakly exogenous, we are reluctant to give the ordinary
economic interpretation to the elasticities in the resulting equation. (The implied values are 0.33
for the income, ÿ035 for the food price, and 0.49 for the general price level elasticities.)
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The same analysis is now conducted on the extended US data set, which covers the period 1929±
89. The notation is changed as little as possible, but the series used in this subsection dier
somewhat from Tobin's and are de®ned as follows: for ct, de¯ated per capita personal food
expenditures (MM's series AGGEXPF divided by POP and de¯ated by FP); for yt, per capita
disposable personal income (MM's AGGY divided by POP); and for pft, the food price index
(MM's FP/100). The series pyt is the variable-weights income de¯ator de®ned in equation (3).
The basic vector of variables is now
xt  ln ct; ln
yt
pyt
; ln pft; ln pyt
 0
Some preliminary analyses suggested a split in two rather dierent subperiods: 1929±48 and
1949±89. The suggestion of a shift in the behaviour of the series is so strong, and the estimates
for the complete period so implausible, that we only report results for the post-war subsample,
1949±89.
UnitroottestsareambiguousbuttendtofavourI(1)processes.Asinthepreviousanalysis,alag
length of two periods was retained in the VECM and a linear but no quadratic trend was allowed
in the model. Paruolo's likelihood ratios tests for integration indices show that if we base our
analysisstrictlyonthe5%levelasymptoticcriticalvalues,thehypothesesr  1ands2  1cannot
be rejected, which would imply the existence of one common I(2) trend. However, with a slightly
higher signi®cance level all I(2) hypotheses would be rejected as in the pre-war data set. Although
this issue might deserve further investigation we pursued the analysis under the assumption that
the series are well described as I(1) processes. The I(1) system is therefore estimated and Table V
reports the outcome of the standard I(1) analysis. Contrary to the results for the pre-war data set,
the absence of a linear trend in the cointegration space, e.g. the hypothesis of deterministic
cointegration HDC
0 , is easily rejected. The price homogeneity assumption, HH
0 , is again rejected
statistically although the price coecients have similar magnitudes. It is interesting to note that
income and food consumption have equal coecients with opposite signs, which could be
interpreted as a unit long-run income elasticity. This stands in sharp contrast to the pre-war
results, and substantiates the splitting of the extended sample. The estimated long-run relation
renormalized on the food prices is also reported.
Note that the weak exogeneity of both price terms with respect to the long-run parameters is
rejected, while ln ct and lnyt=pyt appear as the weakly exogenous variables in the system. As in
the pre-war data, a dynamic conditional model for food expenditure given the remaining
variables will not have a signi®cant error correction term, and is therefore not the best basis for
the analysis of any long-run relationships involving food expenditures. Accordingly, the cointe-
gration vector reported in the bottom panel of Table V is normalized on the food price variable.
(Renormalizing on food expenditures in any case, one gets elasticities of 1.00 for income, ÿ059
for food prices, and 0.49 for the general price level.)
One issue which up to now has not been explicitly addressed is the issue of parameter
constancy. As was pointed out in the analysis of the budget surveys, the US income elasticity did
not seem to remain constant over the years. Although one should be very careful, given the
apparent weak exogeneity of food expenditures, when comparing these time-series results with
those for the budget surveys, it may be important to analyse the potential parameter non-
constancy of our time-series results and particularly of our ®nal estimates of the cointegration
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subsamples. It may appear more natural to investigate the potential parameter non-constancy by
considering a recursive analysis of the VECM such as proposed by Hansen and Johansen (1993).
The analysis can be conducted in two dierent model representations: one representation where
all the parameters are allowed to change, a second where the likelihood function is concentrated
with respect to the short-run dynamics parameters so that only the long-run parameters are
allowed to change over time.
We use the sub-sample 1948±64 for initialization so that the reported recursive analysis covers
the sample 1965±89. A ®rst informative graphical representation is provided by the recursively
computed (signi®cant) eigenvalues which determine the cointegrating rank. Figure 3 reports the
time path of the largest eigenvalue with its 95% con®dence bounds computed using a non-
parametric Bartlett kernel estimator. It appears that although there is some slight downward
trend in its evolution, this eigenvalue remains signi®cantly dierent from zero for the entire
sample, reinforcing the evidence in favour of a unique cointegrating vector.
Table V. I(1) AnalysisÐextended US data set (1949±89)
H0 Eigenvalue lmax Trace l
corr
max Tracecorr
r0 0.7083 50.51a 78.77a 40.66a 63.39a
r4 1 0.3350 16.72 28.26 13.46 22.75
r4 2 0.1816 8.22 11.54 6.61 9.29
r4 3 0.0778 3.32 3.32 2.68 2.68
ln ct ln yt=pyt
ÿ 
ln pft ln pyt Trend
Coint. Vect.: b 1.000 ÿ1072 0.616 ÿ0734 0.019
a-vector ÿ0214 ÿ0037 ÿ1550 ÿ0993
t-value ÿ109 (0.82) (1.51) (2.02)
Diagnostics ln ct ln yt=pyt
ÿ 
ln pft ln pyt
AR(1-2) 0.30 3.60a 1.91 4.60a F(2,29)
ARCH(1) 0.57 0.29 0.04 0.24 F(1,29)
Jarque±Bera 0.88 1.43 2.57 1.80 w2(2)
Hypothesis tests
Det. coint HDC
0 24.51a p-value: 0.00 w2(1)
Homogeneity HH
0 19.31a p-value: 0.00 w2(1)
Unit inc. el. HU
0 1.04 p-value: 0.31 w2(1)
Weak exo. ln ct Hwe1
0 0.87 p-value: 0.35 w2(1)
Weak exo. lnyt=pyt Hwe2
0 0.02 p-value: 0.89 w2(1)
Weak exo. ln pft Hwe3
0 14.36a p-value: 0.00 w2(1)
Weak exo. ln pyt Hwe4
0 13.26a p-value: 0.00 w2(1)
Renormalized Coint. Vect.
ln ct ln yt=pyt
ÿ 
ln pft ln pyt Trend
b 1.705 ÿ1705 1.000 ÿ1178 0.029
Sd. err. (0.099) (0.099) Ð (0.017) (0.0001)
a 0.000 0.000 ÿ1094 ÿ0664
t-value Ð Ð ÿ515 ÿ487
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parameters for a given (and ®xed) cointegration rank. For this purpose we use recursively com-
puted approximate likelihood ratio statistics for known cointegration vectors, as proposed by
Johansen and Juselius (1992), where the full sample estimates are chosen as the known vector.
Figure 4 presents the time path of these LR tests scaled by their 95% critical values. The dashed
Figure 3. Recursive eigenvalueÐpost-war US data set
Figure 4. Recursive LR testsÐpost-war US data set
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estimates and the cointegration relations are recursively estimated, whereas the solid line
represents the LR tests when all parameters are recursively estimated. One interesting conclusion
from this analysis is that although parameter constancy can be rejected for our model, it seems
that ®xing the short-run dynamics parameters and then estimating recursively the long-run
parameters generates a situation in which the parameter constancy can no longer be rejected. It is
tempting to interpret this as a situation where the observed non-constancy mainlyoriginates from
the short-run dynamics of the system.
Finally, we also computed the recursive estimates of the cointegrating vector components and
the loadings. Parameter constancy cannot be maintained although we found a fairly constant
behavior in the last part of the sample, namely the period 1977±89. The weak exogeneity of ln ct
and lnyt=pyt appears as a constant feature over the whole sample since their loadings remain
insigni®cant throughout.
3.4. The Dutch Data: 1948±88
A similar analysis is now conducted using the time-series data for The Netherlands covering
the period 1948±88, that is, a sample of 41 observations. The construction of de¯ated per capita
series from the available data set is relatively straightforward: MM series p11t is used as a de¯ator
for food consumption v11t, and p1t is used as an approximate de¯ator for income AGGYt;
both are expressed per capita using POPt. Thus we de®ne ct  100  v11t=p11t  POPt; yt 
AGGYt=POPt; pft  p11t=100; and pyt  p1t=100.
As previously, unit root tests yield ambiguous results but tend to favour I(1) processes
although again the price terms could be equally well characterized as I(2) processes. The inte-
gration indices of the series are therefore analysed using Paruolo's likelihood ratio tests. The
results are reported in Table VI and are based on a VECM with two lags. The two lags are
necessary to eliminate signs of dynamic misspeci®cation. For the deterministic part of the model
we again allow for linear but no quadratic trends in the data. The LR tests have been calculated
for all values of r and s1  k ÿ r ÿ s2. Testing sequentially increasingly less restricted hypotheses
by starting from the most restricted case (r  0; s1  0 and s2  5) the calculated statistics show
that we cannot reject, at the 5% level, the presence of I(2) series in our system. In particular the
Table VI. I(2) IndicesÐDutch data series (1948±88)
k ÿ r r Q(s2,r)
4 0 183.86 130.33 90.54 79.40
(116.3) (91.4) (73.0) (58.0)
3 1 Ð 106.38 57.97 45.07
(70.9) (51.4) (38.8)
2 2 Ð Ð 33.25 20.57
(36.1) (22.6)
1 3 Ð Ð Ð 14.28
(12.9)
s2 4 3 2 1
Notes: Q(s2,r) are Paruolo's (1996) LR tests for integration indices.
95% asymptotic critical values in parentheses.
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non-cointegrated I(2) common trends.
From a graphical inspection the two price series are suspected to be I(2). Dierent routes are
therefore worth considering. Either we pursue the analysis of the I(2) system in terms of
multicointegration or we modify our framework. We opted for the pragmatic alternative. Since










; D ln pft
 0
which can be reasonably assumed to be a vector of I(1) series. The practical advantage of this
formulation is that it enables us to test for price homogeneity in the long run without imposing it
in the short-run dynamics, thanks to the inclusion of both the relative price index lnpft=pyt and
food price in¯ation D ln pft.
Computing Paruolo's LR tests for the integration indices shows that all I(2) hypotheses can
now be rejected at the 5% level so that we may proceed with the analysis of the Dutch data set in
an I(1) framework, allowing for linear trends and excluding quadratic trends. Results are
reported in Table VII.
Fixing the lag length of the VECM to two, there is some evidence of, at most, one cointegrating
vector, and the computed LR test statistic for the deterministic cointegration hypothesis HDC
0
does not reject that hypothesis. Imposing this restriction, we obtain coecients with economic-
ally meaningful signs and magnitudes. The results are reported in the bottom panel of Table VII,
where it is also shown that price homogeneity (i.e. excluding D ln pft from the long-run relation)
is ®rmly rejected by the data.
The reader will notice that, once again, the weak exogeneity of food expenditures (ln ct) with
respect to the long-run parameters cannot be rejected; in fact, only the food price in¯ation
D ln pft is clearly not exogenous. So once again, we avoid normalizing the reported cointegration
vector on food expenditures in Table VII. (Renormalizing on ln ct in any case, one obtains
elasticities of 0.48 for income, and ÿ017 for the relative food price.)
The last issue we want to investigate before the forecasting exercise is the issue of parameter
constancy. The tools are the same as for the extended US data set. We use the subsample 1948±64
for initialization so that the reported recursive analysis covers the sample 1965±89. The
recursively computed (signi®cant) eigenvalue which determines the cointegrating rank, the
recursively computed trace test statistics, the recursively computed approximate likelihood ratio
statistics for known cointegration vectors, and the evolution of the recursive estimates of the
cointegrating vector components and the loadings yield strong evidence of parameter instability.
The cointegrating rank appears to be one over the whole sample period but the ®rst eigenvalue
displays an important shift around 1976.
3.5. Forecasting the Demand for Food in The Netherlands (1989±2000)
The third task assigned by MM was to provide forecasts for the post-sample period 1989±2000.
In constructing these forecasts, we tried as far as possible to take into account the empirical
®ndings of the preceding subsection. These are essentially related to the non-stationary food
expenditures (which seem well characterized as an I(1) process), the possible presence of
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whether one can really gain much, in terms of forecast accuracy, by imposing cointegration
restrictions for forecasting purposes has been often discussed in the literature; see Clements and
Hendry (1995) who, for instance, report Monte Carlo results showing that the advantage of
imposing cointegration restrictions is inversely related to the sample size.
We computed forecasts of the natural log of per capita food consumption expenditures in The
Netherlands. The models used are a VAR(1) for the ®rst dierences with an intercept and atrend,
a VAR(1) for the ®rst dierences with an intercept only, a VECM(2) with an unrestricted
intercept and a VECM(2) with an unrestricted intercept and a linear trend restricted to lie in the
cointegration space. For comparison purposes, and given that our results for the Dutch data set
were not clear-cut, we also computed forecasts based on a simple univariate random walk with
drift and an ARIMA(1,1,1) process. In Figure 5 and Table VIII we present the forecasts for the
period 1989±2000.
Table VII. I(1) AnalysisÐDutch data set (1948±88)
H0 Eigenvalue lmax Trace l
corr
max Tracecorr
r0 0.5138 27.10b 59.23b 21.63 46.76
r4 1 0.3456 16.11 31.83 12.72 25.13
r4 2 0.2098 8.95 15.72 7.06 12.41
r4 3 0.1632 6.77 6.77 5.34 5.34




D ln pft Trend
Coint. Vect.: b 1.000 ÿ0299 ÿ0103 ÿ1179 ÿ0007
a-vector 0.083 0.373 ÿ0011 0.728
t-value (0.56) (1.72) ÿ008 (4.29)





AR(1-2) 0.77 2.28 5.10a 5.47a F(2,26)
ARCH(1) 0.004 0.06 5.66a 0.15 F(1,26)
Jarque±Bera 0.33 3.38 3.82 2.67 w2(2)
Hypothesis tests
Det. coint HDC
0 3.69 p-value: 0.05 w2(1)
Homogeneity HH
0 10.99a p-value: 0.00 w2(1)
Weak exo. ln ct Hwe1
0 0.22 p-value: 0.64 w2(1)
Weak exo. lnyt=pyt Hwe2
0 1.51 p-value: 0.22 w2(1)
Weak exo. ln pft=pyt Hwe3
0 0.0001 p-value: 0.94 w2(1)
Weak exo. D ln pyt Hwe4
0 7.46a p-value: 0.01 w2(1)
Restricted and renormalized Coint. Vect.




D ln pf t Trend
b ÿ1168 0.557 ÿ0203 1.000 0.000
Sd. err. (0.187) (0.093) (0.098) (0.000) Ð
a 0.000 ÿ0545 0.000 ÿ0459
t-value Ð ÿ286 Ð ÿ251
Notes: See Table IV.
STATISTICAL DEMAND FUNCTIONS FOR FOOD 631
#1997 John Wiley & Sons, Ltd. J. Appl. Econ., 12, 615±645 (1997)Figure 5. Forecasting Dutch food expenditures: 1989±2000
632 D. DE CROMBRUGGHE, F. C. PALM AND J.-P. URBAIN
J. Appl. Econ., 12, 615±645 (1997) #1997 John Wiley & Sons, Ltd.For both the VARs and the VECM the vector of variables retained is
x







; D ln pft
 0
Notice that in each case the forecasts were based on per capita expenditures transformed into
natural logarithms. We also present 95% forecast intervals taking into account only the variance
of the error process. Although these are wide they still underestimate the uncertainty of our
forecasts.
4. CONCLUSIONS
In this paper we have analysed household budget survey and aggregate time-series information
on the demand for food in the USA and The Netherlands using econometric models put forward
by Tobin (1950). After some speci®cation testing, we decided to maintain throughout the analysis
Tobin's basic functional form with only slight extensions. The conclusions from the empirical
analyses are as follows.
Table VIII. Forecasting Dutch demand for food: 1989±2000
R.W. ARIMA (1,1,1) VECM2cst VECM2trend VAR 1cst VAR1trend
1989 0.9960 0.9954 0.9827 0.9907 0.9804 0.9868
(0.96, 1.04) (0.96, 1.03) (0.95, 1.02) (0.96, 1.02) (0.95, 1.02) (0.95, 1.02)
1990 1.0124 1.0122 0.9919 1.0127 0.9869 1.0027
(0.96, 1.07) (0.96, 1.07) (0.95, 1.04) (0.97, 1.06) (0.94, 1.04) (0.95, 1.06)
1991 1.0291 1.0285 0.9972 1.0333 0.9894 1.0169
(0.96, 1.10) (0.96, 1.09) (0.94, 1.06) (0.98, 1.09) (0.93, 1.06) (0.95, 1.09)
1992 1.0460 1.0456 1.0012 1.0546 0.9924 1.0328
(0.97, 1.13) (0.97, 1.12) (0.93, 1.07) (0.99, 1.12) (0.92, 1.07) (0.95, 1.12)
1993 1.0632 1.0626 1.0047 1.0764 0.9947 1.0494
(0.97, 1.16) (0.98, 1.15) (0.93, 1.09) (1.00, 1.16) (0.91, 1.08) (0.96, 1.15)
1994 1.0807 1.0802 1.0076 1.0972 0.9962 1.0661
(0.98, 1.19) (0.99, 1.18) (0.92, 1.10) (1.01, 1.19) (0.90, 1.10) (0.96, 1.18)
1995 1.0985 1.0978 1.0104 1.1177 0.9973 1.0834
(0.99, 1.21) (1.00, 1.21) (0.92, 1.11) (1.03, 1.21) (0.90, 1.11) (0.97, 1.21)
1996 1.1166 1.1159 1.0131 1.1378 0.9976 1.1009
(1.00, 1.24) (1.01, 1.23) (0.91, 1.12) (1.04, 1.24) (0.89, 1.11) (0.98, 1.23)
1997 1.1349 1.1341 1.0155 1.1576 0.9974 1.1188
(1.01, 1.27) (1.02, 1.26) (0.91, 1.13) (1.06, 1.27) (0.88, 1.12) (0.99, 1.26)
1998 1.1536 1.1528 1.0178 1.1775 0.9966 1.1369
(1.02, 1.30) (1.03, 1.29) (0.91, 1.14) (1.07, 1.29) (0.88, 1.13) (1.00, 1.29)
1999 1.1726 1.1717 1.0198 1.1973 0.9951 1.1554
(1.03, 1.33) (1.04, 1.32) (0.91, 1.15) (1.09, 1.32) (0.87, 1.13) (1.01, 1.32)
2000 1.1919 1.1910 1.0218 1.2172 0.9931 1.1742
(1.04, 1.36) (1.05, 1.35) (0.90, 1.16) (1.10, 1.34) (0.86, 1.14) (1.02, 1.35)
Note: The table reports the implied forecasts for the mean food expenditure per capita in 1000 HFL (constant 1951
prices) per year. Corresponding 95% con®dence intervals are provided in parentheses. These are computed by
appropriately transforming the point and interval forecasts obtained from our models for the natural logs of the
variables. The one-step-ahead forecast of the level of food expenditure is for example given by ~ cT1jT 
expg ln cT1jT  ^ s2=2 where g ln cT1jT is the one-step-ahead point forecast of the natural log of food expenditures
and ^ s Ä its associated standard error.
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household size (extended by including a dummy variable for the lowest income class) performs
remarkably well. Other socioeconomic variables were found not to improve signi®cantly the
explanation of household food consumption. The use of weighted least squares suces to solve
the outlier problem exposed by Izan (1980).
Second, the income elasticities vary through time. For the USA, the estimated income elasticity
is found to decrease over time. For The Netherlands there is also evidence of time-dependence,
but the pattern of the time-variation is less clear-cut. This ®nding is much in line with the
structural instability of the parameters of the time-series models. Therefore it does not seem at
this point wise to pool time-series and BS data.
Third, the sign and size of income elasticity estimates from BSs and time-series information are
similar.
Fourth, while requiring appropriate methodological treatmentÐat least in principleÐthe
censoring of the food consumption and income data in the BSs for The Netherlands turns out to
lead to only a small bias in practice.
Fifth, the aggregate time-series were found to be non-stationary. With the exception of the two
price series for The Netherlands, the time-series appear to be integrated of order one. Price series
for The Netherlands were found to be I(2), but relative prices appear to be I(1), so that the model
for The Netherlands was formulated in terms of relative prices.
Sixth, for the data originally used by Tobin (1950) one cointegration relationship is found and
the long-run homogeneity hypothesis of food demand with respect to prices is statistically
rejected. Food consumption may in fact be considered as weakly exogenous for the long-run
parameters, a ®nding which corroborates an assumption made by Tobin (1950).
Seventh, for the extended set of data for the USA (1929±89), the analysis was restricted to the
post-war period. One cointegration relationship was found. Long-run price homogeneity was
statistically rejected. Again, food consumption and real income may be considered as being
weakly exogenous whereas weak exogeneity of prices has to be rejected. Parameter constancy has
to be rejected as well. When we ®x the parameters of the short-run dynamics, the constancy of the
long-run parameters is no longer rejected. The conclusion about the structural instability of the
parameters in the time-series models is in line with the ®nding of a varying income elasticity
across BSs.
Eighth, to account for the integration of order two of prices for The Netherlands, the time-
series model was formulated in terms of relative prices and food price in¯ation. The conclusions
are similar to those for the USA. At most one cointegration relationship was found. Price
homogeneity in the long run was statistically rejected. Weak exogeneity of food consumption
with respect to the long-run parameters cannot be rejected. Parameter stability appears to be an
issue as well for The Netherlands.
Ninth, the forecasts obtained using various time-series models are rather similarand unprecise.
Finally, we look back on a very instructive experiment in applied econometrics with apprecia-
tion for the organizers and also admiration for the meticulous and lucid quality of the empirical
work that Professor James Tobin did almost half a century ago.
APPENDIX: LOGBOOK
Our aim was to follow the list of tasks set by MM as closely as practically feasible and we
projected the following plan. First (1), we had to reproduce and perhaps elaborate further upon
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Third (3), we would investigate the relationship between food consumption and income in the
longer US time-series. The fourth intended step (4) was to check on the realism of pooling the
cross-sectional and time-series information and, in the armative, to evaluate the bene®ts of
pooling. Next, steps (2)±(4) were to be repeated for The Netherlands (MM Task 2(a)) and the
®ndings were to be compared to those for the USA (MM Task 2(b)). Finally, we planned to
produce the requested forecasts and to conduct policy-relevant analysis as indicated (MM Tasks
3 and 4). The outline of the paper still partly re¯ects our initial intentions, although due to
unfavourable outcomes (on the question of pooling) and data limitations (especially with regard
to the policy questions), some steps were somewhat curtailed. In practice, we proceeded as
follows.
January±February 1996
Reproduction of Tobin's estimates for both BS41 and time-series 1912±48. For BS41, re-
estimation of Tobin's model with slightly corrected and/or extended data; application of WLS,
resolving Izan's outliers. For Tobin's time-series data, exploratory estimation of simple con-
ditional dynamic models of food expenditures. No stable and signi®cant (both economically and
statistically) long-run equilibrium relationship was found. Construction of an income de¯ator
series for Tobin's time-series data for the purpose of testing the homogeneity hypothesis. System-
cointegration analysis of Tobin's time-series data, tests of price homogeneity, tests of weak
exogeneity. Comparison with alternative approaches to cointegration.
March±April 1996
Estimation of Tobin's model for all four US BSs (separately), with OLS and WLS. Weighting
variable is the square root of either the number of households sampled (BS50) or an
approximation thereof (BS41, BS60, BS72). WLS clearly reduces heteroscedasticity. Regular
peaks remain in the residuals, corresponding to the extreme (esp. lowest) income classes.
Introduction of dummy CLASS1 for the lowest income class. Additional regressors tried but not
retained: HOMEOWN (% homeowners at year end), EDUHH (average years of education of
household head), AGEHH (average age of household head) (these three not available for BS41);
dummies for the upper (open-ended) income classes and for the largest household size. Final
regressions were rerun with TOT(al)CON(sumption) replacing income to test the sensitivity of
the coecients. Joint estimation of the same model for all four US BSs with the income
elasticities restricted to be equal across surveys. Strong rejection of the restriction. Exploratory
analysis of the extended US time-series data set (single-equation ECM/ADL models), without
much success on the long-run equilibrium front. Oddities keep emerging from the series Qt
( NFP); hence, inquiry with MM concerning the availability of more original information
(since Tobin, p. 131, in his notes to Table 5, mentions an initial series It and quantity weights w
and 1 ÿ w which are not part of the data provided). Construction of income de¯ator series for the
longer US time-series data set for the purpose of testing the homogeneity hypothesis.
Cointegration analysis of the full US time-series data. Investigation of practical issues such as
lag length and speci®cation of the deterministic components. Tests of weak exogeneity, homo-
geneity and analysis of parameter constancy. In view of lack of time invariance, decision to
work on a sub-sample covering the period 1949±89. Using the (as yet uncorrected) Dutch time-
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models); these were rather unsuccessful in the same sense as before. System cointegration
analysis, tests of weak exogeneity, homogeneity, parameter constancy.
May±July 1996
Dutch BS65: Tobin's model is estimated with income (which is unavailable) replaced by total
consumption (v1), household size (which is not well de®ned) replaced by ADULTEQ(uivalents),
and a dummy RURAL (for URB  3) included as a regressor. Additional dummies used but not
retained: DURBAN (for URB  2) and DHINC (for HINC  2). Dutch BS80 and BS88:
discovery that incomes and food expenditures are censored (the data concern individual
households). Estimation of Tobin model by OLS with and without the censored observations,
with relatively small dierences. For BS80, various dummies for the age, education level, and
socioeconomic status of the head of household were tried, but not found to be signi®cant, with
one exception: MIDAGE (for 1 < AGEHH < 5). Finally, only MIDAGE was retained (arguably
measuring the eect on food consumption of the age of the children, rather than the eect of the
age of the household head herself). Dutch BS80 and BS88: Tobit `ML' estimation of the model
including MIDAGE (with outcomes almost identical to OLS). Receipt of corrected Dutch time-
series. New cointegration analysis and formal comparison of alternative dynamic speci®cations.
Discovery of the possible I(2)-character of the price series. I(2) analysis of the Dutch time-series
data. Issue of weak exogeneity of food expenditures and homogeneity for the Dutch case.
Parameter constancy analysis. Similar I(2) analyses for both the extended US and the original
Tobin time-series data which led us to maintain the assumptions of I(1) prices for these data sets.
Forecasting exercise using both univariate and multivariate models. Examination of policy
issues. Production of the ®nal report.
The computations on the budget surveys were carried out with the econometric programs
EVIEWS 1.0, LIMDEP 6.0 and TSP 4.3; for the time-series analyses, use was made of four
packages: PCGIVE/PCFIML 8.0, RATS420, GAUSS 3.2.14, and EVIEWS 1.0.
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COMMENTS BY PROFESSOR KENNETH F. WALLIS (University of Warwick)
The Maastricht team do a very thorough job within the general approach I noted above (on the
Dundee Report1), and have also revised their paper after the Tilburg conference to a greater
extent than other teams, so several of my initial comments no longer apply. In this comment I
focus on the task assigned to me as an assessor, namely `to understand why paper A gets dierent
results from paper B', and compare the analyses of the USA budget surveys by Dundee and
Maastricht. I gratefully acknowledge the assistance of Marga Peeters in this exercise.
For the years 1941, 1950, 1960 and 1972, Maastricht report decreasing income elasticities and
reject the hypothesis of constancy. Dundee present a range of income elasticities foreach year, for
g  05, 07 and 10 in the Izan weighting scheme (they comment that `there is some variation in
1 Note by Editors: These comments refer to both this report and to the Dundee Report by Song, Liu and Romilly.
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indicate that heteroscedasticity is apparent in the data: Maastricht initially look at OLS-residual
graphs; Dundee apply the White test; both then use weighted least squares (WLS). Their analyses
dier in that: (i) dierent weighting schemes are used and (ii) a dummy variable is included for
the lowest income class by Maastricht. We assess whether these two dierences are the (only)
reason for the dierent ®ndings, and undertake some diagnostic checking on heteroscedasticity.
Seven sets of regression results, obtained with STATA, are presented in Table CI. Column (1)
contains OLS results. Columns (3) and (5) reproduce the main WLS results reported by




and Izan weights. Column (2) presents the 
m
p
-WLS results reported by Dundee in their logbook, which are similar to the Maastricht
results in column (3), but without the dummy variable CLASS1. In reproducing the Dundee
results in column (5), it appears that they carried out WLS without weighting the constant, as
noted above (see my comments on the Dundee Report), and corrected results for the Izan
weighting scheme are presented in column (4). Column (6) presents corresponding WLS results
with the inclusion of the CLASS1 dummy variable found to be important by Maastricht.
Concentrating on the income elasticities, the pattern over the four years is 0.585, 0.517, 0.534
and 0.348 in column (2) and 0.605, 0.551, 0.542 and 0.386 in column (3). This comparison
shows that the monotonically declining pattern emphasised by Maastricht is due to the inclusion
of the CLASS1 dummy. In column (2), where the dummy variable is omitted, the decline is not
monotonic. This result also holds under the Izan scheme: income elasticities decrease
monotonically when the dummy is included (0.596, 0.553, 0.549 and 0.366 in column (6)), but
not otherwise (0.586, 0.496, 0.541 and 0.337 in column (4)). Comparison between the two
weighting schemes (take (2) and (4) or (3) and (6)), shows that the elasticity patterns are quite
similar across schemes. After all, `wrong' weights, including the case of equal weights as in OLS,
nevertheless produce unbiased estimators in the classical linear regression model.
To test the constancy of the income elasticity over the four years, we estimate pooled
regressions. First the hypothesis that the income elasticity is the same across all four years is
clearly rejected by a likelihood ratio test against the alternative of four dierent income
elasticities. This result is obtained irrespectively of the dierent weighting schemes and whether
or not the CLASS1 dummy is included. As the results in Table CI indicate that parameter
estimates for 1941, 1950 and 1960 are rather close in almost all cases, a constant income elasticity
for these three years, but not for 1972, is next tested. Likelihood ratio statistics do not reject this
model against the general model, again irrespective of weighting scheme or the dummy variable,
although conventional critical values may not be appropriate since the formulation of this
hypothesis is clearly the result of a prior peek at the data. The common income elasticity is about
0.57 across the ®rst three surveys, considerably higher than the 1972 value of 0.38. These results
add some precision to the Maastricht result, rejecting constancy over the four years. In summary,
the dierence in ®ndings of the two teams seems not to be due to dierences in weighting schemes
or the inclusion of a dummy variable. Results reported by Dundee that indicate near-constancy
seem to be in error.
Let us ®nally return to the question of heteroscedasticity. Table CI includes the `venerable'
Goldfeld-Quandt test statistic, which seems to have become unfashionable. Ordering the data by
income, the error variance at high incomes is compared with that at low incomes (with about
20 observations in each group). This ordering in any event seems more informative than the
ordering in the supplied data®le, and it was dicult to see in plots previously presented by
Maastricht that WLS `visibly reduces heteroscedasticity', as was claimed. Indeed, the use of the
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(1) (2) (3) (4) (5) (6) (7)









 (Izan) (Izan) (Izan)
1941
k 1.806 1.727 1.570 1.711 0.592 1.635 1.488
(0.192) (0.146) (0.184) (0.160) (0.217) (0.192) (0.132)
a 0.572 0.585 0.605 0.586 0.760 0.596 0.618
(0.026) (0.021) (0.025) (0.022) (0.021) (0.025) (0.018)
d 0.260 0.227 0.226 0.249 0.190 0.248 0.230
(0.038) (0.022) (0.022) (0.028) (0.051) (0.028) (0.025)
CLASS 1 0.072 0.055
(0.053) (0.075)
R2 0.95 0.99 0.99 0.99 0.98 0.99 0.98
s.e. 0.14 1.70 1.68 0.14 0.25 0.18 0.09
G-Q(14, 15) 1.05 0.61 0.59 1.11 1.69 1.06 1.87
White 11.70 11.75 13.51 5.84 6.71 24.94 19.62
#obs 40 40 40 40 40 40 38
reported D/M D M D
1950
k 2.864 2.529 2.246 2.759 1.316 2.272 2.823
(0.160) (0.102) (0.118) (0.137) (0.145) (0.151) (0.158)
a 0.486 0.517 0.551 0.496 0.696 0.553 0.493
(0.019) (0.013) (0.015) (0.016) (0.014) (0.018) (0.019)
d 0.260 0.291 0.292 0.269 0.381 0.262 0.239
(0.025) (0.016) (0.015) (0.020) (0.038) (0.017) (0.023)
CLASS 1 0.140 0.252
(0.037) (0.052)
R2 0.94 0.99 1.00 0.99 0.99 0.99 0.94
s.e. 0.12 0.84 0.75 0.13 0.23 0.10 0.10
G-Q(18, 18) 1.03 0.40 0.35 0.92 1.12 0.67 1.09
White 27.86 3.98 44.50 28.01 11.71 29.55 27.39
#obs 54 54 54 54 54 54 51
reported D D M D
1960
k 2.263 2.206 2.140 2.160 0.838 2.088 1.947
(0.212) (0.082) (0.089) (0.138) (0.176) (0.159) (0.152)
a 0.531 0.534 0.542 0.541 0.728 0.549 0.573
(0.025) (0.010) (0.011) (0.016) (0.015) (0.018) (0.018)
d 0.308 0.335 0.333 0.317 0.303 0.318 0.269
(0.034) (0.012) (0.011) (0.020) (0.040) (0.021) (0.024)
CLASS 1 0.072 0.064
(0.041) (0.069)
R2 0.91 1.00 1.00 0.99 0.98 0.99 0.96
s.e. 0.17 1.16 1.13 0.14 0.27 0.14 0.11
G-Q(17, 18) 0.46 0.49 0.42 0.55 0.56 0.28 0.50
White 26.83 18.10 23.64 42.67 10.30 43.24 29.55
#obs 59 59 59 59 59 59 57
reported D D M D
(Table continues on next page)
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weights is seen to drive the G-Q statistic further away from one in all four years. In general, it
indicates less heteroscedasticity than does the White statistic, a result that can be reconciled by
recalling that White's test is a more general test of misspeci®cation, sensitive to a range of
departures including wrong functional form. Inspection of Dundee's scatter diagrams of log C
against log Y for the three later years, referred to in Section 2 of their paper, suggests that there is
scarcely a heteroscedasticity problem at allÐat least, none that remains after the log trans-
formationÐbut there may be a small number of outliers, and these are deleted in the ®nal
column of Table CI. The general evidence of the White statistic, which contrasts with that of the
G-Q statistic, suggests that alternative functional forms should be investigated. In the version of
their paper presented at the Tilburg conference, the Maastricht team agreed that such a study
`might be worthwhile'.
COMMENTS BY PROFESSOR MICHAEL MCALEER (University of Western Australia)
The purpose of this valuable paper by the authors from Maastricht is to report the `results of an
extensive analysis of statistical demand functions for food using household expenditure survey
data and time-series data on aggregate food consumption in the USA and The Netherlands.'
Indeed, the nature of the analysis is extensive, and there is much to commend in this paper.
The approach to econometric modelling is predominantly classical, with extensive use of
graphical analysis, tests and diagnostics to examine the auxiliary assumptions. Clear and concise
Table CI. (Continued)
(1) (2) (3) (4) (5) (6) (7)









 (Izan) (Izan) (Izan)
1972
k 3.958 3.792 3.440 3.892 1.538 3.617 3.824
(0.126) (0.101) (0.134) (0.105) (0.241) (0.112) (0.130)
a 0.330 0.348 0.386 0.337 0.646 0.366 0.346
(0.014) (0.012) (0.015) (0.011) (0.019) (0.012) (0.015)
d 0.455 0.453 0.454 0.457 0.470 0.462 0.445
(0.017) (0.015) (0.014) (0.013) (0.048) (0.012) (0.017)
CLASS 1 0.118 0.169
(0.032) (0.038)
R2 0.95 0.99 0.99 0.99 0.95 0.99 0.96
s.e. 0.09 2.07 1.90 0.10 0.38 0.09 0.09
G-Q(24, 24) 1.24 0.72 0.57 1.20 0.73 0.93 1.12
White 20.37 3.96 18.65 32.88 4.97 34.99 20.36
# obs 72 72 72 72 72 72 70
reported D D M D
Notes:
`Izan' weights are juij1=2  05
ÿ1
`G-Q' is the Goldfeld-Quandt F-statistic based on the indicated (lower income, higher income) subsample sizes. The error
variance of the higher income subsample is always in the numerator of the statistic.
`White' is his w2 heteroscedasticity test statistic, as used by Dundee, but also including the cross-product term and the
dummy variable where relevant. The degrees-of-freedom are six in columns (3) and (6) and ®ve elsewhere.
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form, use of alternative explanatory variables, including dummy variables (there seems to have
been a judicious and abundant use of dummy variables in the paper, even though not all of
the dummy variables were subsequently found to be signi®cant), checking for outliers and
heteroscedasticity, testing for unit roots and cointegration, examining parameter constancy, and
pooling of data. The strengths of the paper far outweigh any weaknesses.
The paper uses modern econometric time-series methods, the reference list is current, and the
strengths and limitations of the various techniques are clearly understood and appreciated by the
authors. In addition to presenting a sophisticated time-series approach to data analysis, there is a
detailed and credible logbook, which enables an appreciation of the sequential nature of the
modelling exercise undertaken by the authors. The presentation of a substantial number of tables
of empirical results, a reasonably wide range of diagnostics, and ®gures for the USA and Dutch
budget surveys, and USA and Dutch post-war time-series data, permit a number of important
questions to be answered empirically.
Sensible warnings about the small sample limitations of some of the modern time-series
methods are also provided, with useful suggestions regarding small sample corrections (some of
the samples used are extremely small). [Having said that, the authors demonstrate a preference
for the uncorrected trace and maximum eigenvalue likelihood ratio test statistic results for
cointegration over their small sample corrected counterparts in Section 3.2 because of a
preference for having one cointegrating vector over none.] Although the paper is concerned with
statistical and econometric techniques, the modelling of short-run and long-run economic
relationships is also examined carefully. Economic variables are taken as given, but the statistical
signi®cance of socio-economic information of households is also investigated. The issue of
appropriate functional forms is examined, albeit brie¯y. A clear and precise summary of the
empirical conclusions is given. Moreover, a highly readable presentation by the three co-authors
suggests the research was a joint eort.
Six econometric and time-series computer software packages have been used in the empirical
analysis, three for the computations on the budget surveys and four for the time-series analysis
(one package was used for both sets of data). Such a large number probably sets some kind of
record for use of software packages on a single research paper.
The basic model (2.1) involves a largely uncritical use of Tobin's (1950) original Cobb-
Douglas family food demand function. The authors explain their choice of speci®cation in terms
of prior criteria and data-analytic criteria. These criteria include convenience (by which is
presumably meant computational considerations), ease of interpretation of the coecients as
elasticities, ease in the formulation and testing of the homogeneity postulate, a need to preserve
Tobin's aggregation logic, strict comparability with Tobin's original formulation, and `also in
prevision of the cointegration analyses of the time-series'. Convenience would not seem to be a
major issue when there are numerous equivalently simple models available, each with ease of
interpretation of coecients as elasticities (although perhaps not in terms of testing homo-
geneity). Since tests of unit roots and cointegration are not known to be robust to alternative data
transformations, the choice of data transformation can also have signi®cant eects on the out-
comes of such tests.
Emphasising that `One notable development since the time of Tobin's paper is that of diag-
nostic checks', various diagnostics, such as the addition of polynomials of income and Ramsey's
RESET test of functional form misspeci®cation, are presented by the authors to check the
speci®c functional form used. Perhaps surprisingly, the range of diagnostics provided does not
STATISTICAL DEMAND FUNCTIONS FOR FOOD 641
#1997 John Wiley & Sons, Ltd. J. Appl. Econ., 12, 615±645 (1997)include direct and computationally simple tests of the linear and logarithmic functional forms
against each other (perhaps due to their not being available on the numerous software packages
used?) The authors also investigated the semilogarithmic model and report that they found the
statistical ®t to be similar to that of the logarithmic speci®cation. Given the emphasis in the paper
on the sensitivity of the empirical results to the assumptions made, it would have been useful to
examine this issue at greater length.
An important issue is raised by the authors regarding the absence of income and wealth data in
the surveys, which `precluded the integration of permanent income/life cycle theory, and is
probably the single most important shortcoming of the surveys'. With reference to Tobin's
concerns with the top and bottom income classes in the surveys, the authors suggest, as a more
modern explanation, `the lack of proxies for permanent income or wealth'. There has been much
theoretical and empirical research in the area of the rational expectations life-cycle, permanent
income hypothesis, and substantial empirical results from cross-section and time-series studies
point to there being an excess sensitivity of consumption to current disposable income. However,
it is not entirely clear whether these empirical results arise because of the failure of the perfect
capital markets assumption, which leads to liquidity constrained consumers being unable to
smooth out their consumption plans over time, or through a lack of certainty leading to con-
sumers being unable to behave according to the life-cycle, permanent income hypothesis. It is,
therefore, still an unresolved issue from an empirical perspective. The data needed to resolve this
issue are far more than income growth and wealth, and include consumer debt and eective tax
rates, which are not readily available either in national income accounts or consumer surveys.
The construction of a (seemingly arbitrary) ®xed-weights average of food prices and non-food
prices used in constructing the price de¯ator yields a variable which replaces Tobin's non-food
price index, `Q' (not to be confused with Tobin's `q'). Although `pya' might not provide the most
appealing abbreviation, it is probably far more clear than `Q', at least to economists.
In concluding, the authors state their `admiration for the meticulous quality of the empirical
work that Tobin did almost half a century ago'. It is impossible for anyone who has had the
pleasure of reading the original Tobin article to disagree with such sentiments.
COMMENTS BY PROFESSOR ANTON P. BARTEN (Catholic University of Leuven)
This paper reads with pleasure. The authors apply the tools of modern econometrics to the Tobin
experiments of about half a century ago with great care. Basically, their results are not that much
dierent from Tobin's, which is a comforting thought for the elderly and somewhat
disappointing for the young.
One of the issues which leaves the reader somewhat unhappy is that of the order of inte-
gration of the variables in the case of the time-series applications. After some experimentation
the authors consider their time-series to be I(1). The exception is the series of the prices which
is (perhaps) I(2), which is consistent with the I(1) nature of relative prices. Why should
economic time-series be I(1)? No explanation is oered. Is this because the fundamental
relationships are in terms of changes rather than levels? Is it because of the I(1) nature of
exogenous entities like population or the accumulation of knowledge? Orare our data taken from
a time-series with very large wavelengths? In the latter case the I(1) nature is just an optical
illusion. For someone educated in a deductive approach to applied econometrics, merely taking
the I(1) nature of the time-series as a matter of fact is too inductive. One lacks a theoretical
justi®cation.
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demand in physical terms does not change if income in money terms and the prices change by the
same (positive) factor. The rejection of the homogeneity postulate is not unique for the present
exercise. The homogeneity property of demand derives from the invariance of the budget set for
equiproportional changes in income and prices because it is de®ned in the y/p space. Invariance
is almost a tautology. Its rejection is puzzling. Is it an optical illusion, i.e. are the test statistics
too easily rejecting? Is it a consequence of incomplete speci®cation? Otherwise said, is it the
econometrics that is wrong or is it the economics that is incorrect? Perhaps a microeconomic
experiment might shed some light on this dilemma.
A ®nal remark. The authors have done a ®ne job which does justice to the high quality of the
original paper by Tobin.
REPLY BY D. DE CROMBRUGGHE, F. C. PALM AND J.-P. URBAIN
First of all, we want to thank the discussants for their thoughtful comments on the initial and the
current version of our paper. The comments on the previous version allowed us to clarify a
number of issues and to reduce the length of the paper by focusing it more on features which were
found to be of importance by the discussants and which dierentiate our paper from those of
other teams. We agree with many comments made by the discussants. Issues of disagreement and
questions raised in the discussion will be addressed in this reply.
We appreciate the precision added to our results by Ken Wallis' extensive comparative analyses
which con®rm our conclusion that the equality of income elasticities across USA surveys has to
be rejected at any sensible level of signi®cance.
On the question of heteroscedasticity, however, we continue to believe that correcting
for group size adds precision to the results and can be motivated on both theoretical and
empirical grounds. A priori, one expects that weighted least squares (WLS) correcting for group
size accounts for heteroscedasticity arising from the use of group averages. Empirically, this
correction leadsto the expected reduction in heteroscedasticityas Figure R1 illustrates. Figure R1
is the plot to which Ken Wallis refers in his comment. It exhibits the WLS residuals for the 1941
USA budget survey, unweighted as well as weighted. The series are plotted in the order in which
they were provided by MM, that is, ®rst by increasing household size and second by increasing
income class. The bands in the graph R1 correspond to +1 standard error of regression (SER).
The graph of the unweighted residuals shows, in particular, two very conspicuous outliers (about
®ve SERs), which are precisely those that bothered Izan (1980) so much. When weighted these
`outliers' are much less conspicuous and only one attains twice the value of the SER. It is also
useful to point out that the White test statistic for heteroscedasticity and the Bera-Jarque test
statistic for normality are not signi®cantly dierent from zero when based on WLS, whereas
based on OLS both statistics allow but for one conclusion, i.e. to reject the model.
In the later surveys, WLS also seems to alleviate heteroscedasticity somewhat. Although
homoscedasticity is rejected (and for BS50 normality too), this rejection is less extreme than with
OLS. Recall that the numbers of households sampled were not generally available but approxi-
mated.
The White statistics reported by Wallis dier from ours for computational reasons. Wallis
included respectively ®ve and six regressors in the auxiliary regressions while we include all
thirteen non-collinear regressors, squares and cross-products (only CLASS1 could not be
squared). There is one more source of discrepancy: we have one observation less than Wallis in
BS60 (58 rather than 59), because we treat the negative income ®gure as a missing value.
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extensive account (in the spirit of the experiment) of dummies used throughout the manyanalyses
needed to check the appropriateness of our model. We entirely agree with him that a thorough
analysis of the consumption behaviour of households possibly facing liquidity and other
constraints requires datawhich are not readilyavailable in national income accounts orconsumer
surveys. While we ®nd his suggestion appealing and worthwhile to pursue in order to better
understand consumer behaviour, we would like to point out that we had a much more modest
extension of the model in mind, namely to investigate to what extent a dynamic version of the
model would explain some of the outliers. It is a stylised fact in budget surveys that `survey data
often show households, particularly poor households, spending more than they earn. [....] Such
an eect is predicted by random measurement error; the slope of the regression function of
consumption on mismeasured income is biased towards zero, generating apparent dissaving at
low incomes, and apparent saving at high incomes.' (Deaton (1992, pp. 138±139)). It would be
Figure R1. USA 1941 budget survey. Actual, ®tted and residual series calculated by WLS (MM's corrected
and extended BS41 data, cf. Table 1)
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J. Appl. Econ., 12, 615±645 (1997) #1997 John Wiley & Sons, Ltd.worthwhile to study these issues in a more thorough way, going beyond the use of dummy
variables for some income classes.
In response to Anton Barten's concern about the I(1)-ness of the variables expressed in real
terms we emphasise that we carried out detailed statistical and graphical analyses of the time-
series. These analyses support the hypothesis that the variables expressed in real terms have a unit
root. On theoretical grounds, the I(1) property follows from some present-value and inter-
temporal optimisation models. For instance, for a utility function with constant absolute risk
aversion parameter under normality and income uncertainty, consumption follows a random
walk with drift parameter. Similarly, as shown by Hall (1978), if the interest rate is constant and
equal to the discount rate, consumption follows a martingale. Deaton (1992) discusses several
models of consumption involving the martingale property.
Also, the literature (see e.g. Banerjee et al. (1993, p.96)) lends support to the view that in the
presence of some doubts between the appropriateness of the (sharp) unit root or the near-unit
root assumption, asymptotics relying on the unit root-hypothesis provide better guidance than
the standard asymptotics for stationary (near-unit root) processes. The problem of whether or
not to rely on the assumption of I(1)-ness may be circumvented by adopting statistical methods
that do not require an accurate classi®cation of the variables in the model into I(1) and I(0)
variables (see e.g. Phillips (1995), among others).
Finally, we share Anton Barten's concern about the rejection of the price homogeneity of
demand. We do not have a good explanation that goes beyond the reasons for this ®nding
mentioned in the many studies that lead to the same puzzling conclusion. We agree with Barten
that a microeconomic experiment might shed some light on this dilemma. Price homogeneity
seems to be an issue that deserves more attention than it presently gets. For the time-series data,
the aggregation issue might deserve further attention in this respect too.
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