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Abstract 
Cache memories serve as accelerators to improve the performance of modern microprocessors. Caches are 
vulnerable to soft errors because of technology scaling. So it is important to provide protection mechanisms against 
soft errors. Tag comparison is critical in cache memories to keep data integrity and high hit ratio. Error correcting 
codes (ECC) are used to enhance reliability of memory structures. The previous solution for cache access is to 
decode each cache way to detect and correct errors. In the proposed architecture ECC delay is moved to the non-
critical path of the process by directly comparing the retrieved tag with the incoming new information which is 
encoded as well, thus reducing circuit complexity. For the efficient computation of hamming distance, butterfly 
weight accumulator is proposed to reduce latency and complexity further. The proposed architecture checks whether 
the incoming data matches the stored data. The proposed architecture reduces the latency and hardware complexity 
compared with the most recent implementation. 
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1. Introduction 
  Cache memories are utilized for the low-latency access for data and instruction memory. Caches store instructions 
and data that are frequently used during operations. Microprocessors will first check whether a piece of information 
is in a cache. 
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  For that the address of the information in the cache is compared to all the cache tags that might contain that 
address. If the information is found there then there is a cache hit otherwise there will be cache miss. In the case of 
cache miss the piece of information will be found from the main memory, but it will simply take longer [1]. Caches 
must be designed in such a way to have as low latency as possible, or the components will be disqualified from 
serving as accelerators and the overall performance of the whole system will be deteriorated. 
 
  The reliability of cache memory is affected by soft errors. Soft errors can corrupt the instruction and data in the 
cache memory. Soft errors are not reproducible and can cause malfunctions in the hardware. Errors in cache memory  
can easily circulate into the processor registers and other memory elements. Soft errors in digital circuits are 
mitigated using large number of techniques [3]. To combat against soft errors cache memories use error protection 
mechanisms such as parity codes and SEC-DED (single-bit error correction and double-bit error detection) codes. 
 
  The caches, in addition to data and instructions store tag field to identify each cache line. Caches have to operate 
with low latency, the use of error correcting codes (ECC) is challenging because complex error protection schemes 
for tag bits can increase the latency [2]. 
 
  Data comparison circuits are widely used in cache memories to perform tag matching. Data comparison is usually 
in the critical path of the pipeline stage that is devised to increase the performance of the system. The flow of the 
succeeding operations is determined by the output of the comparison. Protection using ECC increases the latency. 
 
  In cache, the tag directory is protected with ECC. When an access is made to the cache, the cache tag directory is 
accessed first. After retrieving the tag the encoded data go through ECC decoders and ECC correction logic before it 
is compared with tag field of the incoming address [4]. In this case, critical path is too long in cache systems 
designed for high speed access. 
 
  Another solution for matching problem is encode and compare method. In this method the incoming data is 
encoded and compared with the retrieved data that is encoded [6]. Complex decoding from the critical path is 
eliminated. The method does not look whether the retrieved data is exactly same as the incoming tag. Instead it looks 
whether the retrieved data is in the error correctable range of the codeword of the incoming data [7]. 
 
  In this paper a new technique to efficiently implement tag matching in cache memory is presented. Here the 
comparison of the tag is done in parallel with the encoding process to generate parity. The latency and complexity 
for tag matching is reduced considerably. 
  
2. Related Work 
  Tag arrays are typically protected with error correcting codes. Soft errors in tag bits cause pseudo hits and pseudo 
misses. Pseudo hit is a hit that is actually a miss in the absence of soft error is called pseudo hit. Pseudo hit lead to 
use the incorrectly matched data and is likely to propagate into other elements of the system. Pseudo miss is a miss 
that is actually a hit when there is no error [5]. In this case data is fetched from main memory producing 
performance degradation. To protect data and tag bits error correcting codes are used. When the tag array is 
protected with error correcting codes the latency is increased due to ECC logic. Many techniques have been 
presented to perform tag matching. 
2.1 Decode and compare method 
  The tag array is protected with error correcting codes. Here the encoded data is read from the tag array first. As in 
Fig. 1 the encoded data go through ECC decoders and ECC correction logic before it is compared with tag of the 
incoming address. 
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Fig. 1. Decode and compare architecture 
   The k-bit tag is stored in the form of an n-bit code word after being encoded by (n k) code. Decoding and 
correction before being compared with the incoming tag increases the critical path in a cache designed for high 
speed access. The total cache access time is the sum of the tag array access time, time to decode and correct, time 
needed for tag comparison and the time to select the matched way of the tag array. In the case of a cache miss, the 
incoming tag is encoded by ‘ECC Gen’ logic and used to replace the way. 
2.2. Encode and compare method 
  To resolve the drawbacks of decode and compare method, encode and compare method is presented. In this 
method the ECC decoding and correction is removed from the critical path. For data comparison the absolute value 
of the stored information are not important, but rather the relative value to the incoming data is important for 
comparison result. This method has three steps.1) encode the incoming data 2) calculate the Hamming distance 3) 
compare the distance with the Tmax and Rmax. Let Tmax and Rmax denote the maximally correctable and 
detectable errors respectively. 
 
  Given an input data v, and its encoded form is denoted as V. The retrieved codeword from memory is denoted as 
U. Thus the hamming distance is d=dist (V, U). The above mentioned step 3 has the following outcomes. 
    
d=0,                              U is valid and equals to V 
 
d ≠ 0 and d ≤  Tmax    U equals to V with errors 
 
Tmax < d ≤ Rmax           U has uncorrectable error 
 
d > Rmax                                U is not equal to V 
 
   The encode and compare architecture is presented in Fig.2. The two tags are matched if d is in either the first or 
the second ranges. Maintaining the error correcting capability the decoder is removed from the critical path by 
introducing an encoder. Encoder is much simpler than the encoder. Thus the complexity overhead significantly 
reduces for this architecture. 
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Fig. 2. Encode and Compare architecture 
 
 
 
 
 
 
  
Fig. 3. SA based architecture for encode and compare method 
  Since the above method needs to compute the hamming distance, [6] presented a circuit to compute the hamming 
distance. The circuit in Fig.3 performs XOR operations for every pair of bits in X and Y so as to generate a vector 
representing the bitwise distance of two code words. The subsequent half adders (HAs) are used to count the number 
of ones in two adjacent bits in the vector. The number of ones is accumulated by passing through the following SA 
tree. 
 
  In the saturated adder tree, the accumulated value z is saturated to Rmax + 1 if it exceeds Rmax. The final 
accumulated value indicates the range of d. The SA can be replaced with the parallel counter circuit. It is a multiple 
input circuit that counts the number of active input responses in the binary coded form. Using parallel counter to get 
accurate sum would increase the latency especially for two words that differ a lot. So saturated adder is preferred. 
But the compulsory saturation needs additional logic circuitry, the complexity of SA is higher than conventional 
adders. 
3. Proposed  Architecture 
  In this section a new architecture that can reduce the latency and complexity for tag matching by using the concept 
of systematic codes is presented. In the encode compare method using SA, the comparison of two code words are 
done after the incoming tag is encoded. The data part of a systematic code word is immediately available for 
matching operation but the parity part is available after the encoding operation. By using this concept encoding  
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Fig. 4. Proposed architecture for tag matching 
process to generate the parity parts and tag comparison can be done in parallel. The architecture for computing 
hamming distance contains multiple butterfly formed weight accumulators.  The proposed architecture is shown in 
the Fig.4. 
 
  BWA count the number of ones among input bits.BWA consist of multiple stags of half adders. Each output bit of 
a HA is associated with a weight. The half adders in a stage are connected in a butterfly form so as to accumulate 
carry bits and sum bits of the upper stage separately. If an output bit of a half adder is set, the number of ones among 
the input bits in the paths reaching the HA is equal to the weight of the output bit. 
 
  In Fig.5 (a) for example if the carry bit of the shaded half adder is set, the number of ones among the input bits i.e., 
A,B,C and D is 2. At last stage of Fig.6 (a) the number ones among the input bits is calculated as, 
݀ ൌ ͺܫ ൅ Ͷሺܬ ൅ ܭ ൅ܯሻ ൅ ʹሺܮ ൅ ܰ ൅ ܱሻ ൅ ܲ 
   We need the range of hamming distance, not the precise value so again it is possible to simplify the circuit. For 
example when Rmax = 1 two or more than two ones among the input bits can be regarded as the same case that is in 
the fourth range. We can replace several half adders with simple OR gate tree, as in Fig .5 (b). This is an advantage 
over SA. 
 
  The overall architecture is explained in detail here. The bitwise difference vector for either data or parity bits is 
generated by each XOR stage. Hamming distance is computed using the BWA. Each BWA is in the revised form as 
in Fig.5 (b) and generates an output from the OR gate tree and several weight bits from the HA trees. 
 
   In the interconnection such outputs are fed into the second level. The output of the OR gate tree is connected to the 
OR gate tree at the second level. The remaining weight bits are connected to the second level BWAs according to the 
weights. Each BWA at the next level is associated with a weight of a power of two that is less than or equal to Pmax, 
Where Pmax is the largest power of two that is not greater than Pmax + 1. As the weight bits associated with the 
fourth range are all ORed in the revised butterfly weight accumulators, the powers of two that are larger than Pmax 
will be avoided. 
 
  For example (8, 4) SEC-DED is considered. The circuit is shown in Fig .6. Here Rmax = 2 , Pmax = 2 so there are 
only two butterfly weight accumulators  associated with weights two and one at the second level. Bits of weight 4 
fall in the fourth range so they all are ORed. The remaining bits associated with eights 2 or 1 are connected to  
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Fig. 5. a) General structure b) new architecture for matching of ECC- protected data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                     Fig. 6. First and second level circuits for (8, 4) code 
corresponding BWAs. No hardware complexity is introduced here. Decision unit performs the tag matching by 
considering the four ranges of hamming distance. The functionality is specified by the truth table by taking the 
outputs of the previous circuits as inputs. U and V cannot set simultaneously so such terms are included as don’t 
care terms in Table 1.  
 
   One of the BWA at the first level finishes earlier than that of the other, some components ate second level may 
start earlier. Similarly some BWAs or the OR gate tree at the next level may provide their output earlier to the 
decision unit so that unit can begin its operation without waiting for all its inputs. Here the critical path becomes 
shorter. 
 
  The proposed BWA can be developed using modified XOR gate. The conventional XOR gate consists of 5 gates. 
The modified XOR gate has one gate less than that of conventional XOR gate. The modified half adder will have 
two gates less than that of conventional half adder. The modified XOR gate and half adder are shown in Fig.7.The 
area of the proposed BWA can be decreased by reducing the number of gates. 
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Fig. 7. The modified XOR gate and half adder. 
4. Results 
The proposed architecture is coded in verilog and simulated using Xilinx ISE design suite 14.7. The results 
obtained are compared with the previous architectures. From the results it is evident that proposed architecture is 
effective in reducing the latency as well as complexity. The critical path of HA consist of only one gate while that of 
SA consist of several gates so the proposed architecture achieves lower latency than SA based architecture. The 
simulation results of the encode and compare architecture with BWA and modified BWA are shown in Fig.8 and 9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Simulation Result of the Encode and Compare Architecture with BWA 
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Fig. 9. Simulation Result of the Encode and Compare Architecture with Modified BWA 
 
                                    Table 1.  Performance analysis 
 
 
 
 
5. Conclusion and Future work 
   A new architecture for matching the tags protected with ECC is presented. The proposed architecture examines 
whether the incoming tag matches the stored tag if certain number erroneous bits are corrected. The results shows 
that proposed architecture can significantly reduce area and power overheads. More importantly, the delay which is 
a key factor in caches is also reduced. In the proposed architecture only single error is corrected and double error is 
detected. In future error detection and correction range can be increased and compared its performance with the 
proposed architecture. 
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Architecture No. of slices used Delay (ns)        Power(mW) 
Decode and compare      950    50.72     1941 
Encode and compare (SA)      790    43.82                 1752 
Encode and compare (BWA) 
Encode and compare     
(Modified BWA) 
     620 
     591 
   43.22 
   36.42 
    1230 
    970 
