Introduction

23
The circadian clock and the cell cycle are two periodic processes that cohabit in many types 24 of living cells. In single mammalian cells, circadian clocks consist of autonomous feedback 25 loop oscillators ticking with an average period of about 24h 1 , and controlling many 26 downstream cellular processes 2 . In conditions of high proliferation such as those found in 27 cultured cells or certain tissues, the cell-cycle progresses essentially continuously and can 28 thus be abstracted as an oscillator with an average period matching the cell doubling time. 29
Both processes fluctuate due to intra-cell molecular noise, as well as external fluctuations. 30
While the precision of the circadian period is typically about 15% in fibroblast cells 1 , the 31 cell cycle can be more variable depending on the conditions and cell lines 3, 4 . Interestingly, 32 previous work showed that the two cycles can mutually interact 1 , which may then lead, as 33 theory predicts, to synchronized dynamics 5, 6 and important physiological consequences 34 such as cell-cycle synchrony during liver regeneration 7 . In tissue-culture cells, which are 35 amenable to systematic microscopy analysis, it was found that the phase dynamics of two 36 oscillators shows phase-locking 5, 6 , defined by a rational rotation number : such that 37 cycles of one oscillator are completed while the other completes 8. 38
Concerning the nature of those interactions, the influence of the circadian clock on cell-39 cycle progression and division timing has been shown in several systems 7,9-13 . In contrast, 40
we showed in mouse fibroblasts that the cell cycle strongly influences the circadian 41 oscillator 5 , which was also investigated theoretically and linked with DNA replication in 42 bacteria 14 . In addition, human cells can switch between a state of high cell proliferation 43 with a damped circadian oscillator, to a state of low proliferation but robust circadian 44 rhythms, depending on molecular interactions and activities of cell cycle and clock 45 regulators 15 . 46 Here, we exploit the fact that the two coupled cycles evolve on a low dimensional and 47 compact manifold (the flat torus) to fully characterize their dynamics. In particular, starting 48 from a generic stochastic model for the interacting phases combined with fluorescence 49 microscopy recordings from thousands of individual cells, we obtained a data-driven 50 reconstruction of the coupling function describing how the cell cycle influences the 51 circadian oscillator. This coupling phase-locks the two oscillators in a temperature-52 independent manner, and only few of the deterministically predicted phase-locked states 53
were stable against inherent fluctuations. Moreover, we established that the coupling 54 between the two oscillators is conserved from mouse to human, and can override systemic 55 synchronization signals such as temperature cycles. Finally, we showed in a physiological 56 context how this coupling explains why mammalian tissues with different cell proliferation 57 rates have shifted circadian phases. 58
Results
59
A data-driven reconstruction of the phase dynamics and coupling of two biological 60 oscillators
61
To study the phase dynamics of the circadian and cell cycle oscillators, we reconstructed a 62 stochastic dynamic model of the two coupled oscillators from single-cell time-lapse 63 microscopy traces of a fluorescent Rev-Erb-α-YFP circadian reporter 1, 5 . 64 
114
Influence of the cell cycle on the circadian phase progression
115
In mouse embryonic fibroblasts (NIH3T3), we showed that due to the coupling, circadian 116 periods decrease with temperature in dividing cells, but not in quiescent cells 5 . To further 117 understand how temperature influences the interaction between the two oscillators, we re-118 analyzed NIH3T3 traces (24-72h long) obtained at 34°C, 37°C, and 40°C 5 . From those, we 119 found that both the inferred coupling functions and phase densities at the three 120 temperatures were very similar, with almost identical 1:1 phase-locked orbits 121
( Supplementary Fig. 2a-c) . We therefore modeled the coupling as temperature-122 independent and re-constructed a definitive ( , ) from traces at all temperatures ( Fig.  123 2a, Supplementary Fig. 2d ). Unlike the localized coupling assumed in our previous work 5 , 124 this function shows a diffuse structure mainly composed of two juxtaposed diagonal 125 stripes: one for phase acceleration (red), and one, less structured, for deceleration (blue). 126
The slopes of these stripes are about one, however, the phase velocity varies along the 127 stripes, which justifies using a 2D parameterization of the coupling function. 128
The phase density for a fixed cell-cycle period of 22h (corresponding to the mean cell-cycle 129 periods in the full dataset) ( 
154
The inferred coupling predicts phase dynamics in perturbation experiments
155
The reconstructed model allows us to simulate the circadian phase dynamics in function of 156 the cell-cycle period, which is relevant as the cells display a significant range of cell-cycle 157 lengths ( Supplementary Fig. 3a ). In the deterministic system, we find 1:1 phase-locking 158 over a range of cell-cycle times varying from 19h to 27h, showing that the cell cycle can 159 both globally accelerate and slow down circadian phase progression (Fig. 3a) . The attractor 160 shifts progressively to the right in the phase-space, yielding a circadian phase at division 161 ranging from ≈ 0.7×2 at division when ! = 19ℎ to ≈ 0.9×2 when ! = 27ℎ. Since 162 the attractor for different cell-cycle periods shifts, the circadian phase velocity profile also 163 changes ( Supplementary Fig. 3b ). To validate the predicted shifts, we experimentally 164 subjected cells to perturbations inducing a large variety of cell-cycle periods, and compared 165 the observed circadian phase to the model prediction at three different cell-cycle phases, 166
revealing an excellent agreement, with no additional free parameters (Fig. 3b) . 167
The simulations also clearly revealed multiple phase-locked states (Arnold Tongues) (1:2, 168 1:1, 2:1, 3:1, etc.) ( 
195
Fluctuations extend 1:1 phase-locking asymmetrically
197
To understand the differences between the simulated deterministic system and observed 198 cell traces, we simulated the stochastic dynamics (Equation 1). We then compared 199 measured data trajectories stratified by cell-cycle period ( Fig. 4a ) with deterministic ( NIH3T3 cells also expressing a Bmal1-Luc luminescent reporter 23 (Fig. 5a ). To compare 225 NIH3T3 and U2OS-Dual cells, we used our previous methods to segment, track and 226 annotate traces obtained from 72h time-course under different conditions: at 34°C and at 227 37°C for cells with synchronized and non-synchronized circadian cycles 5 (Fig. 5b) . 228
Similarly to NIH3T3 cells, the division events of non-synchronized U2OS-Dual cells grown 229 at 37°C occurred 4.96 ± 2.6 h before a peak in the circadian fluorescent signal (Fig. 5c) , 230
indicating that the cell cycle and the circadian clock interact. To investigate the 231 directionality of this interaction, we tested, like in NIH3T3 cells 5 , whether the circadian 232 clock phase could influence cell-cycle progression by resetting the circadian oscillator 233 using dexamethasone (dex), a well-established circadian resetting cue 24 that does not 234 perturb the cell-cycle 1 . We found the expected resetting effect of dex on the circadian phase 235 by the density of peaks in reporter levels during the first 10h of recording, but with 236 unnoticeable effects on the timing of the first division (Fig. 5d) . However, the circadian 237 peak following the first division occurred systematically around 5h after the division in 238 both conditions, suggesting that cell division in U2OS can reset circadian phases and 239 overwrite dex synchronization. Synchronization of the circadian clocks for dex-vs non-240 treated cells was expectedly higher for dex and gradually decreased to reach the level of 241 the untreated cells (Fig. 5e) , contrasting with the generally lower synchronization of cell 242 divisions in both conditions. To then test if the cell cycle could influence the circadian clock, 243
we lengthened the cell-cycle period by growing cells at 34°C and compared with 37°C. 244
Interestingly, cells at 34°C showed a longer circadian period compared to 37°C (Fig. 5f) , 245 unlike the temperature compensated circadian periods (~25h) in non-dividing cells (Fig.  246   5a, g-h) . 247
Thus, similarly to mouse NIH3T3 cells, the coupling directionality is predominantly from 248 the cell cycle to the circadian clock. In fact, the reconstructed coupling function for U2OS-249
Dual cells grown at 37°C (Fig. 5i) is structurally similar to that obtained in mouse 250 fibroblasts (Fig. 2a) 
273
Circadian oscillations in dividing cells lose entrainment to temperature cycles
274
In mammals, circadian clocks in tissues are synchronized by multiple systemic signals 25 . In 275 fact, temperature oscillations mimicking those physiologically observed can phase-lock 276 circadian oscillators in non-dividing (contact-inhibited) NIH3T3 cells in vitro 26 . To study 277 how the found interactions influence temperature entrainment, we applied temperature 278 cycles (24h period ranging from 35.5°C to 38.5°C) to U2OS cells growing at different rates 279 (plated at different densities) and monitored population-wide Bmal1-luc signals (Fig. 6a) . 280
Since temperature impacts the enzymatic activity of the luciferase 27 , we first corrected the 281 signal for this systematic effect (Supplementary Information). We found that, 282 independently of initial densities, as the populations reach confluency (which takes longer 283 for initial low density), the phases and amplitudes become stationary, showing 1:1 284 entrainment (Fig. 6b, c and Supplementary Fig. 5a ). During the initial transients, emerging 285 circadian oscillations in non-confluent cells showed phases that were already stationary, at 286 least once cell numbers were sufficiently high to obtain reliable signals. 287
As cell confluence increases, the proportions of cells which stop cycling (exit to G0) 288 increases 28 . We therefore hypothesized that the observed phase and amplitude profiles in 289
Bmal1-luc signals (Fig. 6b, c) originate from a mixture of two populations: an increasing 290 population of non-dividing cells (G0) showing 'normal' entrainment properties, and 291 dividing cells. We considered three scenarios for the dividing cells: i) the circadian 292 oscillators in dividing cells adopt the same circadian profile as non-dividing entrained cells; 293 ii) are not entrained; or iii) are entrained, but with a different phase compared to non-294 dividing cells (Supplementary Fig. 5b ). These scenarios can be distinguished by the 295 predicted phase and amplitude profiles (Supplementary Fig. 5c ). Clearly, the measured 296 profiles for U2OS-Dual cells favored the second scenario, suggesting that circadian 297 oscillators in dividing cells do not entrain to the applied temperature cycles. 298 299 
311
Expression levels of proliferation genes explain tissue-specific circadian phases
312
Our findings suggest that phases or amplitudes of circadian clocks in organs in vivo might 313 be influenced by the proliferation state of cells in the tissue. To test this, we first studied 314 which cellular processes correlate with circadian clock parameters in different mouse 315 tissues. A study of mRNA levels in twelve adult (6 weeks old males) mouse tissues revealed 316 that clock phases span 1.5 hours between the earliest and latest tissues (Fig. 6d) 29,30 , an 317 effect which is considered large in chronobiology since even period phenotypes of core 318 clock genes are often smaller 2,31,32 . Using those data, we noticed that the mean mRNA levels 319 across tissues of many genes correlated with the phase offsets (Supplementary Table 1) . 320
However, gene functions related to cell proliferation stood out as the most strongly 321 enriched (Fig. 6f, Supplementary Table 1) . Among those genes, the levels of known markers 322 of cell proliferation such as Mki67 or Myc were strongly correlated with the phase offsets 323 (Fig. 6g-h, Supplementary Table 1) . Amplitudes, on the other hand, were not correlated 324 with proliferation genes, but rather with neuronal specific genes, as expected owing to the 325 damped rhythms present in those tissues (Fig. 6i, Supplementary Table 1 ) 30 . Thus, even 326 basal level of proliferation observed in normal tissues could explain the dephasing of the 327 circadian clock, hence suggesting a physiological role for the described interaction of the 328 cell cycle and circadian clocks. 329
330
Discussion
331
A goal in quantitative single-cell biology is to obtain data-driven and dynamical models of 332 biological phenomena in low dimensions. In practice, the heterogeneity and complex 333 physics underlying the emergence of structure and function in non-equilibrium living 334 systems, as well as the sparseness of available measurements pose challenges. Here, we 335 studied a system of two coupled biological oscillators, sufficiently simple to allow data-336 driven model identification, yet complex enough to exhibit qualitatively distinct dynamics, 337
i.e. p:q states and quasi-periodicity. This revealed that the coupling of cell cycle and 338 circadian oscillators only depends weakly on temperature, and is also conserved from 339 mouse to human cells. The coupling predicted multiple phase-locked states that showed 340 different levels of stability against fluctuations. In a physiological context, the cell 341 proliferation status in mouse tissues explained tissue-specific circadian phases. 342
In the coupled cell cycle and circadian oscillator system, phase-locked states different from 343 1:1 have been observed, despite the fact that oscillator theory 33 , as well as specific models 344 of this system in cyanobacteria 34 , indicate that noise tends to destabilize higher order 345 phase-locking. In single cyanobacteria cells, a transition from 1:1 to 2:1 was found when 346 growth rates were increased under constant light, which was modeled as caused by the 347 unilateral and localized influence of the circadian clock on the cell-cycle progression, such 348 that the 2:1 state corresponded to two cell divisions every 24h 11 . While multiple attractors, 349 notably 1:1 and 3:2, were observed in NIH3T3 cells under transient dexamethasone 350 stimulation 6 , we here report 1:2 states for long cell-cycle times under steady, unstimulated, 351 conditions. Unlike other deterministically predicted state, such as 2:1, which were less 352 stable against noise and rarely observed, 1:2 was sufficiently robust and observed in cells. 353
In fact, we found that noise extended the range of our 1:1 tongue, but asymmetrically, i.e. In practice, we used an EM algorithm, by iteratively optimizing the function ( , ′) over 418 its first argument, where can be written as follow: 419
That is, , ! corresponds to the expected value of the log-likelihood of the data with 420 respect to the posterior probabilities of the hidden phases (latent variables), computed 421 using the current parameter ! . This process guarantees a monotonous convergence of the 422 log-likelihood, although a global maximum is not necessarily reached 44 . 423
To control for the many parameters !" , we added regularization constraints for both the 424 smoothness and sparsity: 425
This expression is also guaranteed to converge 45 . 426 
