Abstract-
I. INTRODUCTION
Array signal processing has been a topic of considerable interest. A number of high-resolution DOA estimation algorithms have been developed, including MUSIC, ESPRIT, and MODE. (see, e.g., [4] , [5] , [7] , and the references therein). There have also been considerable developments on the accuracy of these techniques (see, e.g., [6] ).
More recently, there has been interest in developing algorithms that assume some a priori signal knowledge to improve DOA estimation capability [1] , [2] . This interest is motivated by applications in which partial knowledge of the incoming signals is a reasonable assumption. One such application is mobile telecommunications, where incoming signals of interest have known preamble sequences that can be exploited to improve DOA estimation accuracy and/or decrease computational cost.
One attractive algorithm for DOA estimation of known signals is the decoupled maximum likelihood (DEML) method [2] . The DEML method is a large sample ML algorithm that is computationally efficient because the nonlinear minimization step in the algorithm decouples into a set of 1-D minimizations. The DEML algorithm in [2] is based on the assumption that the desired signals are uncorrelated with one another, and the algorithm breaks down when the signals are strongly correlated. In this correspondence, we extend the DEML algorithm to handle coherent signals impinging on the array. The modification, which we term coherent decoupled maximum likelihood (CDEML), is also a large sample ML algorithm, and its nonlinear minimization step also decouples into a set of minimizations of smaller dimension.
II. SIGNAL MODEL AND PROBLEM FORMULATION
The array output vector x x x(t) is modeled as x x x(t) = A A A( )s s s(t) + n n n(t) (1) where x x x(t) 2 C m21 is the received data vector, s s s(t) 2 C d21 is the incident signal vector, and n n n(t) 2 We make the following assumptions in the derivation of the algorithm. Assumption 2: The noise n n n(t) is circularly symmetric zero-mean
Gaussian with second-order moments E[n n n(t)n n n 3 (s)] = Q t; s E[n n n(t)n n n
where (1) 3 denotes complex conjugate transpose. The noise covariance matrix Q is assumed to be positive definite but is otherwise unknown.
Assumption 3:
The impinging signals s s s(t) are scaled versions of a set of c known sequences fy1(t); 1 1 1 ; yc(t)g. In other words s s s(t) = 0 0 0y(t)
where y(t) = [y 1 (t); 1 1 1 ; y c (t)] T , and 0 0 0 is a (d 2 c) matrix. The source signals y k (t) are assumed to be "quasistationary" [3] , that is, the "covariance matrix" of y(t) given by
is well defined. We assume R yy > 0 and that the source signals and noise vectors are uncorrelated so that R yn = 0, with R yn defined similarly to Ryy. 
where each 
where Q = R xx 0 R yx R 01 yy R 3 yx , B = R yx R 01 yy , R yy = 1=N N t=1 y(t)y(t) 3 , and R xx and R yx similarly defined. Equation (9) is a large sample ML estimator for a general Ryy matrix and involves a nonlinear minimization of dimension 2d. If we further assume that R yy is diagonal, which is a common situation in communications, the minimization of (9) decouples into the c minimization problems where (1) y is the Moore-Penrose pseudo inverse of a matrix. Substituting (11) into (10), we arrive at the following cost function for
Once k is found from (12), the amplitude estimates k are obtained from (11). We remark that the above algorithm is consistent; this follows from the consistency of the exact ML and the asymptotic equivalence of the CDEML and ML methods. 
The d k values of giving the lowest local minima of f() can then be used as the initial estimate of k . This 1-D cost function is similar to a spectral MUSIC estimator for DOA's. Note also that for d k = 1, f() is exactly the function to be minimized in (12).
For uniform linear arrays (ULA's), i.e., arrays with uniformly spaced identical sensors, the d k -dimensional search in (12) can be reduced to a polynomial root-finding operation using a technique similar to that developed in [7] .
IV. STATISTICAL ANALYSIS
In this section, we state some results on the statistical properties of the CDEML algorithm. The asymptotic statistical properties of the parameter estimates are stated in Theorem 1. Theorem 2 gives the CRB for the corresponding signal model. Theorem 3 states that the CDEML algorithm is asymptotically efficient for diagonal R yy .
The proofs of the theorems in this section are generalizations of the corresponding proofs in [2] , and for the sake of brevity, they are omitted here. Let us define the (3d 2 1) vector of real coefficients to be estimated as
Theorem 1: If R yy is diagonal, then the normalized asymptotic (large N) covariance matrix of is given by
H 01 VH 01 If R yy is diagonal, it can be shown that the right-hand sides of (15) and (16) are asymptotically equivalent, giving us the following theorem.
Theorem 3: When R yy is diagonal, the CDEML algorithm is asymptotically statistically efficient.
V. NUMERICAL EXAMPLES
We examine the performance of CDEML for a uniform linear array with 10 elements, spaced half a wavelength apart. the CRB approaches the single-source CRB. Again, the simulation performance agrees closely with the statistical theory. Fig. 3 illustrates the performance of the algorithm when the coherent signals have substantially different received powers. In this case, we have two source signals; one signal arrives in two directions: a strong signal (0 dB) at 0 to simulate a direct path and a weaker signal at 10 to simulate a weak multipath signal. The power of the multipath signal is varied between 050 and 010 dB with respect to the direct-path coherent signal. When the multipath source is of moderate power (020 to 010 dB) the three-source statistical theory is accurate, and the CDEML algorithm performance agrees closely with the CRB. For a weaker multipath signal (035 to 020 dB), the CDEML variances increase from their predicted values.
For very low signal powers of the multipath signal, Fig. 3 shows the effect of overestimating the number of signals in the model. In this region, the signal model is practically that of two uncorrelated signals because the multipath signal can be considered absent. The algorithm is thus using an incorrectly large model order (3 instead of 2). The weaker signal has variance corresponding to a completely random DOA. The stronger source RMSE approaches that of the CRB corresponding to a single uncorrelated signal (i.e., the lowest solid CRB line). The simulation RMSE's of the direct-path source are about 2-3 dB above this line; the increased variance results from assuming a model order that is too high for this signal environment. Simulations repeated on this case, for very weak multipath signal power values and using a model order of 2, verify that the CDEML algorithm DOA RMSE for both strong signals are close to that of the lowest solid line on the figure. 
I. INTRODUCTION
In adaptive filtering, the LMS algorithm has been widely accepted as a reasonable compromise between complexity, robustness, and speed for many applications. The basic system identification setup is given by C(n) =C(n 0 1) + e(n)X(n); e(n) =y(n) 0 d(n) (1) where C(n) coefficient vector X(n) input vector y(n) output value at time n e(n) error signal defined as the difference between the output y(n) = X T (n)C(n0 1) and the desired output at instant n. In (1), the assumption is that it is possible to compute e(n) fast enough to use it to update the coefficient C(n 0 1) to obtain C(n).
However, this may not be feasible for a wide variety of reasons, resulting in an unavoidable delay between the availability of d(n) and the corresponding update of the filter coefficients [4] . A more realistic description of the LMS algorithm is given by C(n) = C(n 0 1) + e(n 0 D)X(n 0 D): (2) This is the delayed LMS (DLMS) studied recently in [1] - [4] . It was shown in [1] and [2] that even though a small delay may have minimal effects on the overall performance, it definitely reduces the bound on the step size required for the stability of the adaptive algorithm.
The convergence of the algorithm was shown to be slightly slower than the LMS. As D increases, deterioration of the adaptive filter performance increases. LMS adaptation also runs into problems in other nonideal situations. Finite-precision implementations as well as spectrally insufficient inputs or feedback across the adaptive filter Manuscript received April 23, 1994; revised June 21, 1996. The associate editor coordinating the review of this paper and approving it for publication was Dr. Virginia L. Stonick.
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have been shown to result in "parameter drift" [7] . In this case, the filter coefficients grow without bound away from the optimum values. "Leakage" in the update equation was proven to be effective in controlling parameter drift [7] . The leaky LMS (LLMS) equation is described by C(n) = (1 0 )C(n 0 1) + e(n)X(n):
This update equation is derived based on minimizing an augmented instantaneous square error function
where is a measure of the leakage introduced. Since the norm of the coefficient vector is minimized along with the error squared, the algorithm ensures that the coefficients do not drift (depending on the value of leakage ). This modification to the performance measure to be minimized by the adaptive filter leads to a "biased" optimum with small bias for low .
The delay problem discussed earlier for the LMS still exists for the LLMS. The LDLMS algorithm is given by C(n) = (1 0 )C(n 0 1) + e(n 0 D)X(n 0 D): (5) In this correspondence, we will discuss the effect of the delay on the overall performance of the LLMS. First, general expressions for stability bounds and steady-state excess error formula for the leaky delayed LLMS (LDLMS) are derived. Results for regular, leaky, or DLMS are special cases of these expressions. Finally, results are confirmed through simulations.
II. CONVERGENCE OF LDLMS ALGORITHM
In this section, the convergence of the LDLMS algorithm is studied based on the mean square error. The update equation of the LDLMS is rewritten as C(n) = C(n 0 1) + e(n 0 D)X(n 0 D) (6) where = 1 0 . Equation (6) can be reformulated in terms of coefficient error vector (n) as follows:
where e opt (n) = e(n)0e opt , C opt is the optimum coefficient vector, and (n) = C(n) 0 C opt . Taking the expected value of both sides of (7) and using the independence assumption [6] on X(n), eopt(n), and (n), we get
where H is the input correlation matrix, and h:i denotes ensemble averaging. Using the standard decoupling transformation in (8)
1053-587X/97$10.00 © 1997 IEEE where V is an orthonormal matrix, the columns of which are the eigenvectors of H, and 3 is a diagonal matrix with the diagonal elements corresponding to the eigenvalues of H, we obtain hW(n)i = hW (n 0 1)i 0 3hW(n 0 D 0 1)i 0 (1 0 )R opt :
The first two terms on the right-hand side of (10) 
III. LDLMS STABILITY BOUNDS ON STEP SIZE
The denominator of (12) has an infinite number of terms. However, in the region of stability, is normally small. Hence, terms of order higher than 4 decay quickly. The stability bound on the step size is found by determining the value of that makes the denominator of (12) equal to zero. 
and max is easily obtained by setting the denominator of (13) to zero. However, for moderately large values of D, the second-order 1 x is the kurtosis of x and is defined as x = hx 4 i= hx 2 i 2 term in in (12) has to be retained. Then, the maximum step size that constitutes the upper bound on is given by These bounds on the step size have been verified for different leakage values by computer simulations and were proven close to the theoretical ones [7] . Fig. 2 shows the approximate theoretical bound in (13) compared with the experimental ones for the LDLMS stability bound. It can be seen from Fig. 2 that as increases, max increases. Table I summarizes the stability bound as a function of both delay and leakage. As expected, for = 0, the stability bound decreases as D increases. However, as leakage is introduced ( > 0), the step-size bound for the same delay is increased, showing that leakage, in some sense, compensates for the reduction in stability bound caused by a nonzero delay. The entries in Table I are obtained by evaluating (13).
IV. SIMULATION EXAMPLES
Analysis based on LDLMS has to be employed whenever a delay in update of the adaptive algorithm is unavoidable and tap-wandering or tap-drift exists. As an illustrative example, consider the case of a system identification problem where the input does not have sufficient spectral excitation eventually leading the DLMS to drift problems. This will degrade the performance of the DLMS algorithm [1] . To counteract this parameter drift in the DLMS algorithm, the LDLMS is employed. Both the adaptive and unknown filters have the same filter length N. 
