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Abstract
Emerging wireless communications systems aim to flexible and efficient usage ofradio spectrum in order to increase data rates. The ultimate goal in this field is a
cognitive radio. It employs spectrum sensing in order to locate spatially and temporally
vacant spectrum chunks that can be used for communications. In order to achieve
that, flexible and reconfigurable transceivers are needed. A software-defined radio can
provide these features by having a highly-integrated wideband transceiver with minimum
analog components and mostly relying on digital signal processing. This is also desired
from size, cost, and power consumption point of view. However, several challenges
arise, from which dynamic range is one of the most important. This is especially true
on receiver side where several signals can be received simultaneously through a single
receiver chain. In extreme cases the weakest signal can be almost 100 dB weaker than
the strongest one. Due to the limited dynamic range of the receiver, the strongest
signals may cause nonlinear distortion which deteriorates spectrum sensing capabilities
and also reception of the weakest signals. The nonlinearities are stemming from the
analog receiver components and also from analog-to-digital converters (ADCs). This is
a performance bottleneck in many wideband communications and also radar receivers.
The dynamic range challenges are already encountered in current devices, such as in
wideband multi-operator receiver scenarios in mobile networks, and the challenges will
have even more essential role in the future.
This thesis focuses on aforementioned receiver scenarios and contributes to modeling
and digital suppression of nonlinear distortion. A behavioral model for direct-conversion
receiver nonlinearities is derived and it jointly takes into account RF, mixer, and
baseband nonlinearities together with I/Q imbalance. The model is then exploited in
suppression of receiver nonlinearities. The considered method is based on adaptive
digital post-processing and does not require any analog hardware modification. It is able
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to extract all the necessary information directly from the received waveform in order
to suppress the nonlinear distortion caused by the strongest blocker signals inside the
reception band.
In addition, the nonlinearities of ADCs are considered. Even if the dynamic range
of the analog receiver components is not limiting the performance, ADCs may cause
considerable amount of nonlinear distortion. It can originate, e.g., from undeliberate
variations of quantization levels. Furthermore, the received waveform may exceed the
nominal voltage range of the ADC due to signal power variations. This causes uninten-
tional signal clipping which creates severe nonlinear distortion. In this thesis, a Fourier
series based model is derived for the signal clipping caused by ADCs. Furthermore,
four different methods are considered for suppressing ADC nonlinearities, especially
unintentional signal clipping. The methods exploit polynomial modeling, interpolation,
or symbol decisions for suppressing the distortion. The common factor is that all the
methods are based on digital post-processing and are able to continuously adapt to
variations in the received waveform and in the receiver itself. This is a very important
aspect in wideband receivers, especially in cognitive radios, when the flexibility and
state-of-the-art performance is required.
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CHAPTER 1
Introduction
Wireless communications systems are continuously present in our daily lives. Nomatter if it is business or pleasure, the amount of wirelessly transferred data is
exponentially increasing. The current smart phones are able to take photos with the
resolution of tens of megapixels and shoot high-bitrate 4K videos which people want
to share immediately on social media. Also cloud services are more popular than ever
for file backups and for everyday teamwork. These are examples of many current and
forthcoming applications that require wireless communications systems with higher and
higher data rates in both, downlink and uplink, directions. How to develop more and
more efficient, yet reliable, systems and devices for these needs?
1.1 Background and Research Motivation
A traditional way of increasing data rates in wireless communications systems is to use
more bandwidth. However, this is typically limited by the fact that the radio spectrum
is a scarce resource. On the other hand, it has been shown that there are considerable
temporal and spatial variations in the spectrum usage [49, 120]. This means that the
spectral efficiency of communications waveforms should be as high as possible, but it is
also very important that the spectrum usage on the whole is efficient and flexible.
Software-defined radio (SDR) is a modern concept for enabling flexible and recon-
figurable transceivers [26,62,75]. These desired features are achieved by implementing
most of the transceiver functionalities using digital signal processing (DSP). The SDR
hardware platform is exactly what is needed for cognitive radios (CRs) which, in turn,
make the efficient and flexible spectrum usage possible [64,71]. A CR device sense the
characteristics of its spectral environment and intelligently adapt its radio waveforms
so that it can use temporarily and/or spatially vacant frequency channels. In a typical
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scenario, the CR device is communicating as a secondary user without affecting the
licensed or primary operation on the considered frequency band. The CR concept has
been a remarkable research topic for over a decade. However, it is still far from being
a mature technology. Industry is still looking for business opportunities in CRs and
regulators are requiring strict reliability [83]. In addition to network level challenges, a
CR will require the best available wideband SDR hardware.
Not only in SDRs but also in other communications systems, the current trend
is towards flexible wideband radio receivers where selectivity is mainly implemented
in digital domain. In addition to flexibility, this is motivated by cost efficiency and
integrability which are offered by, e.g., direct-conversion receiver (DCR) architecture
[75, 89]. This drives the development towards multicarrier/multiradio receivers where
several carriers are received simultaneously through a single wideband receiver chain.
In this context, the multicarrier does not refer to a modulation method but in general
comprises multiple carriers that can be individual. Similarly, the multiradio refers to
the reception of carriers with different radio access technologies. However, this kind
of scenario sets stringent requirements for the linearity of receiver components such
as amplifiers and mixers [90]. The requirements are basically stemming from the fact
that modern communications waveforms tend to have high peak-to-average power ratio
(PAPR) [25]. In addition, the even more important reason is that the simultaneously
received carriers may have considerably different power levels which requires large
dynamic range from the receiver. Otherwise, nonlinear distortion is caused to the
received composite waveform which is likely to deteriorate the detection of the weakest
carriers [25, 110]. In addition to receiver components, it is also very important that
analog-to-digital converters (ADCs) have enough spurious-free dynamic range (SFDR)
due to the same aforementioned reasons. ADCs have remarkably improved during the
recent years when taking into account SFDR, sampling rate, resolution, and power
consumption as a whole, but still the ADC might be the bottleneck of the wideband
receiver [55,70]. It is also worth noting that many modern radar systems employ similar
receiver architectures and analog-to-digital (A/D) interfaces as communications systems.
Therefore, radar receivers suffer from similar dynamic range challenges [96,115].
Analog hardware development is always needed in order to make better and better
components from the cost, size, power consumption, and performance point of view.
For instance, there are lots of recent development in the analog design of blocker-
tolerant wideband receivers [28, 101]. However, on top of that, DSP algorithms can give
a major performance boost. This is typically referred as digitally-assisted analog or
DSP-enhanced radio frequency (RF). Furthermore, DSP allows the usage of technology,
such as the DCR architecture, which has been previously disregarded due to the poor
performance [89]. Therefore, advances in DSP algorithms for suppressing receiver and
ADC impairments, especially nonlinearities, are extremely important in putting the
CR into practice and also in improving other wideband communications and radar
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receivers. In fact, the potential of the DSP algorithms is twofold. On one hand, it is
possible to push the receiver performance beyond the current state-of-the-art analog
hardware. On the other hand, DSP can relax the hardware requirements on systems
where the state-of-the-art performance is not required and therefore makes it possible
to use smaller, less power consuming, and lower cost devices.
1.2 Thesis Scope and Objectives
The main objectives of the thesis are novel contributions to the modeling and digital
suppression of nonlinearities in wideband radio receivers and A/D interfaces. The
modeling requires understanding of the essential physical mechanisms of analog receiver
components and considering them from the system-level perspective. In this manner,
the nonlinearity models are potentially helpful for the suppression of nonlinear distortion
and are still simple enough for practical implementations. Various nonlinear distortion
suppression methods are proposed, since it is partially system and hardware specific issue
what is the most feasible approach. Essentially, all the developed methods are evaluated
with computer simulations and also with real analog hardware measurements. Most
of the methods are fully digital meaning that analog hardware modifications are not
needed and, what is more, the methods require only minimal amount of a priori signal
information or no information at all for distortion suppression purposes. In general, the
thesis mainly focuses on adaptive DSP approaches for wideband multicarrier/multiradio
DCRs, CR sensing receivers, and wideband A/D interfaces. Although, the main scope is
on wireless communications systems, many aspects are also applicable to radar systems
which employ similar receiver architectures and ADCs.
1.3 Outline and Main Contributions of the Thesis
In general, this thesis discusses about nonlinear distortion in wideband radio receivers
and A/D interfaces, contributing to nonlinearity modeling and especially to digital
nonlinear distortion suppression. Essentially this is all about the dynamic range of
the received waveforms and related receiver requirements. Therefore, dynamic range
challenges are discussed in Chapter 2 which is followed by the description of essential
nonlinearities in DCRs and A/D interfaces in Chapter 3. The technical contributions of
the thesis are presented in Chapters 3–6 after which the thesis is concluded in Chapter 7.
In short, the main contributions of the thesis are the following.
• A cascaded receiver nonlinearity model is derived which jointly takes into account
the interactions between RF, mixer, and baseband (BB) nonlinearities together
with in-phase/quadrature (I/Q) imbalance. The model is presented in Chapter 3
and is originating from [P8].
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• The cascaded model is exploited in adaptive interference cancellation (AIC) method
which is able to digitally suppress nonlinear receiver distortion caused by strong
blocker signals. The AIC method is described in Chapter 4 together with per-
formance results obtained with DCR hardware measurements. The topic is also
considered in [P7–P9].
• A general Fourier series based signal clipping model for I/Q ADCs is derived in
Chapter 5. It can be used to analyze separately each distortion order caused by
unintentional I/Q ADC clipping in radio receivers. The modeling is related to
[P2,P6].
• Several digital post-processing methods are proposed for the suppression of ADC
nonlinearities including integral nonlinearity (INL) and especially clipping. The
methods include AIC, enhanced adaptive interference cancellation (E-AIC), maxi-
mum selection interpolation (MSI), and decision-aided iterative clipping distortion
suppression. These are discussed in Chapter 6 and also in [P1–P5].
Publications [P1–P9] provide additional details and more performance examples com-
pared to what is discussed in this thesis summary. The mathematical notation of the
thesis summary has been slightly changed from the associated publications. The rea-
sons for that are twofold. Some variables have been changed to avoid overlap between
chapters. On the other hand, some equations have been modified to have potentially
more intuitive form. These modifications should provide a coherent and fluent reading
experience.
1.4 Author’s Contributions to the Publications
In general, D.Sc. Jaakko Marttila and Prof. Mikko Valkama have contributed to all
publications [P1–P9] by sharing their ideas, solving problems, and providing other
support during the research phase as well as when preparing the publication manuscripts.
In [P1–P6,P9], the author of this thesis has been the main contributor for mathemat-
ical derivations, simulations, measurements, and composing the publications. Related
to the MSI method presented in [P3], M.Sc. Vesa Lehtinen shared his knowledge about
polyphase structures and helped in filter design. D.Sc. Toni Levanen provided his ex-
perience on turbo coding and channel estimation during the algorithm development of
[P5] and also when the author was performing the related simulations.
D.Sc. Michael Grimm is the first author of [P8] and the publication is also related to
the topic of his monograph doctoral dissertation [38]. He performed all the measurements
and most of the simulations of [P8]. However, this thesis also includes previously
unpublished measurement results, solely made by the author of this thesis, using different
RF hardware. The author of this thesis considerably contributed to the mathematical
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derivation of the cascaded receiver nonlinearity model and also to the development of
the nonlinearity suppression structure of [P8]. The final proposed suppression structure
was an iterative process of pen-and-paper work as well as initial computer simulations.
The author substantially contributed to this process. The author also participated to
the writing of the manuscript although D.Sc. Michael Grimm was in charge. The author
used the work presented in [P8] as a basis for [P9] and extended it by also considering
calibration-based inverse modeling. The author performed all the simulations while
D.Sc. Michael Grimm and Prof. Reiner Thomä provided constructive comments for the
manuscript.
In [P7], all the simulations were performed by the author. M.Sc. Semu Mäkinen,
D.Sc. Marko Kosunen, and Prof. Jussi Ryynänen shared their expertise on spectrum
sensing and provided measurement-based spectrum sensing results from Otaniemi area,
Espoo, Finland. They also partially contributed to the initial composition of the
manuscript.
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CHAPTER 2
Dynamic Range Challenges
in Modern Radio Receivers
Modern wireless communications and radar systems employ wideband DCRs dueto their flexibility, cost efficiency and integrability [75,89,92]. A block diagram
of DCR architecture is presented in Figure 2.1. The RF front-end filters and amplifies
the RF waveform captured by the antenna. The filtering is not used for strict channel
selection but rather to prevent out-of-band signals entering the receiver. In the wideband
receiver, the reception band may contain several signals for which the actual channel
selection is performed later in digital domain. In order to improve the integrability of
the receiver, some current structures completely omit the RF filter [27, 58]. After the
low-noise amplifier (LNA), the RF waveform is down-converted to BB using an I/Q
mixer. The lowpass filtering is employed to avoid aliasing in the A/D conversion and
BB amplification is used for properly matching the received waveform to the full scale
(FS) range of the ADC. As indicated in Figure 2.1, the term radio receiver is used in
this thesis to refer to the whole analog receiver chain before the A/D interface. Both
signal branches, I and Q, require their own ADC which are together called an I/Q ADC.
After digitizing the waveform, the digital post-processing takes place. This includes DSP
algorithms for suppressing nonlinear distortion and I/Q imbalance which are stemming
from the components highlighted with different colors in Figure 2.1. The nonlinearities
are discussed more in Chapter 3. The digital post-processing also includes all the
traditional receiver processing such as channel selection filtering, channel equalization,
signal demodulation, etc.
The following sections discuss the dynamic range challenges in this kind of wideband
receivers. Various practical scenarios are considered from the spectrum access, spectrum
sensing, and radars point of view. The purpose is to highlight the challenges that exist in
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Figure 2.1: Conceptual wideband direct-conversion receiver block diagram highlighting the
main sources of nonlinearity and I/Q imbalance.
the current and emerging real-world systems. Several DSP solutions for these challenges
are then proposed later in the thesis.
2.1 Spectrum Access
In mobile cellular systems, the limited linearity of mobile devices is easy to understand
due to their restricted size and cost. Nevertheless, the receiver nonlinearity can also be a
great challenge in uplink. A wideband multicarrier/multiradio base station receiver can
simultaneously receive several weak and strong signals through a single receiver chain.
This kind of scenario is visualized in the spectrum illustrations of Figure 2.2. Due to the
insufficient receiver and ADC linearity, the strong signals on Channels 2 and 4 are causing
nonlinear distortion on top the weak signal on Channel 3 which practically deteriorates
the demodulation of the weak signal. In practice, the dynamic range in the received
waveform can be tens of dBs. For example, the specifications of Global System for
Mobile Communications (GSM), Universal Mobile Telecommunications System (UMTS),
and Long-Term Evolution (LTE) define blocker test scenarios requiring at least 70 dB
SFDR and in reality the worst case scenarios can be even more challenging [2–4]. More
nonlinearity requirements are considered, e.g., in [47]. In the uplink case, the blockers
may originate from nearby or even co-located transmitters belonging to another cellular
network operator or to completely another kinds of wireless systems. Therefore, the
power levels of the blocker signals are uncontrollable from the base station receiver point
of view. It is also worth noting that the blocker problem may be frequent since the base
station receiver is stationary whereas, in downlink, the blocker situations for a mobile
device are typically temporary, possibly a few percents of the operating time, due to the
movements of the mobile.
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Figure 2.2: Spectrum illustration of nonlinear distortion caused by receiver and ADC compo-
nents due to limited dynamic range. Two strong signals are causing nonlinear distortion on top
of the weak signal on Channel 3 and also to empty Channels 1 and 5.
Even if all the analog components in the receiver provides otherwise satisfactory
performance, the bottleneck may be the A/D interface and possibly the automatic
gain control (AGC) in front of it [120]. The FS range of the ADC should be used in
order to maximize signal-to-noise ratio (SNR), but exceeding the FS range immediately
causes clipping which is a very strong nonlinearity and quickly deteriorates the receiver
performance [29,111].
The dynamic range challenges in receivers stand out even more when dynamic
spectrum access (DSA) is considered [77]. In short, DSA means increasing the efficiency
of spectrum usage by exploiting spatiotemporally vacant frequency channels. This
is the target especially in CRs which are expected to provide ultimate frequency-
agility by accessing the vacant spectrum chunks, white spaces, which can be widely
scattered in frequency domain. The hardware challenges are considered in more detail
in [20, 74, 77, 90, 120]. Typical applications are broadband access and wireless local area
networks (WLANs) exploiting, e.g., white spaces in television frequency spectrum [36,51].
The non-contiguous spectrum access is also a timely topic in mobile communications since
carrier aggregation is used in LTE Advanced [1]. Basically this means that challenging
dynamic range situations will occur in uplink as well as in downlink communications.
Yet another aspect related to dynamic range challenges is that even own transmitter
may seriously interfere with the receiver of the same device. This is possible, e.g., in
multimode transceivers supporting several wireless communications standards. When
the uplink frequency band of one standard is close the downlink band of another
standard, the strong transmitted signal is likely to cause nonlinear distortion in the
co-located receiver due to, e.g., limited duplexer attenuation. However, the transmitted
signal is known in the device and it is possible to suppress it in the receiver [42]. In
fact, this can be considered as a step towards full-duplex radios where transmitting
happens simultaneously with the reception at the same center frequency. This naturally
requires suppression of own transmitted signal in the receiver. Full-duplex radios are an
interesting topic of its own and are not explicitly discussed further in this thesis. The
interested reader is referred to [66,67].
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2.2 Spectrum Sensing
An essential function in CRs is spectrum sensing. This is the key enabler for flexible
spectrum-aware communications. The spectrum sensing practically means acquiring
information from the environment in order to determine if there exist temporarily vacant
spectrum chunks to be exploited for secondary user communications. Being one of the
most challenging CR issues, an extremely large amount of different kinds of spectrum
sensing algorithms have been proposed in recent years [12, 121, 122]. In the simplest
form, spectrum sensing means measuring received energy on a certain frequency band
and compare it to a predetermined noise threshold in order to tell if there is a signal
or not. More advanced spectrum sensing algorithm can, e.g., exploit certain features of
communications signals such as cyclostationarity.
The limited SFDR of the receiver and ADCs also makes the spectrum sensing
very challenging [74, 93–95],[P7]. The nonlinear distortion affects different types of
sensing algorithms in different manners which are easiest to describe using an example.
Considering the scenario of Figure 2.2, the task of a spectrum sensing algorithm is to
determine which channels are vacant and which are occupied by the primary users. Due
to the strong signals on Channels 2 and 4, it is easy to sense that those are occupied.
However, due to the nonlinear distortion on Channels 1 and 5, an energy detector would
sense that those are occupied. This is called a false alarm. On the other hand, the
energy detector would correctly sense that Channel 3 is occupied since adding more
energy, nonlinear distortion in this case, means that the energy is even more above the
noise threshold.
If a cyclostationary feature detector is used, the spectrum sensing results may be
different than when using the energy detector in the scenario of Figure 2.2. Most probably
also the feature detector would detect that Channels 1, 2, 4, and 5 are occupied. The
false alarms on Channels 1 and 5 are caused due to the fact that the nonlinear distortion
can have the same cyclic features as the signal from which the distortion is originating.
However, the sensing result of Channel 3 depends on the situation. For instance, if
the strong signals on Channels 2 and 4 have same cyclic features and the signals are
synchronized, then Channel 3 would be detected as occupied. Alternatively, if the strong
signals have different cyclic features, the weak signal on Channel 3 may be masked by
the nonlinear distortion and the channel is sensed to be vacant. This situation is called
missed detection and is typically considered very harmful since using the channel would
interfere with the primary user signal.
In addition to communications systems, spectrum sensing is also needed in electronic
warfare (EW) [108]. An EW system may need to scan several gigahertz of electromagnetic
spectrum when trying to sense or even detect communications waveforms. Extremely
large signal dynamics are likely occur and DSP could be used to suppress nonlinear
distortion occurring in the receiver in order to sense even the weakest signals.
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Figure 2.3: Conceptual range-Doppler map illustrating two real targets and several false
targets due to nonlinear distortion and I/Q imbalance in pulse-Doppler radar receiver and A/D
interface.
2.3 Radars
Although not being in the main focus of the thesis, it is worth discussing here shortly that
also many radar systems suffer from similar dynamic range challenges as communications
receivers [96]. Due to the effective radar signal processing, even very weak nonlinearity
components may become visible from the noise. Typically the bottleneck in radar
receivers is the linearity of the A/D interface because commonly used superheterodyne
receivers are providing very good selectivity and also otherwise excellent performance.
However, nowadays also in radar development, there is an increasing interest to employ
direct-conversion receivers due to their integrability and generally excellent size and cost
efficiency [115]. This means the same nonlinearity and I/Q imbalance challenges as in
communications receivers. Therefore, also in radar systems there are a need for effective
digital post-processing algorithms for suppressing nonlinear distortion. Due to the same
receiver architecture and similar A/D interfaces, many distortion suppression algorithms
designed for communications systems, such as ones discussed in this thesis, may turn
out to be useful also in modern radar systems.
A pulse-Doppler radar can be considered as a practical example [96]. Large SFDR is
required in the receiver in order to reliably detect small high-speed targets. A conceptual
illustration of two targets in a range-Doppler map is given in Figure 2.3 which is a
typical way of illustrating the velocities and distances of the targets. Due to the receiver
and ADC nonlinearities as well as I/Q imbalance, also several false targets appear. In
practice, I/Q imbalance causes a false target with the same velocity (Doppler frequency)
but with opposite sign. Nonlinearities, in turn, cause false targets with higher velocities,
and possibly with opposite sign, such as the false targets with triple velocity in Figure 2.3
due to the third-order nonlinearity.
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CHAPTER 3
Nonlinear Distortion in
Direct-Conversion Receivers
and Analog-to-Digital
Interfaces
Wideband receivers tend to be sensitive to nonlinear distortion caused by variousreceiver components. This applies especially to DCRs which have minimal analog
selectivity. This chapter discusses in detail the most essential nonlinearity sources of
DCRs. Section 3.1 deals with analog components and models their nonlinearities in one
using a cascaded polynomial model derived originally in [P8]. ADC nonlinearities are
separately covered in Section 3.2. Many aspects covered in this chapter are also applicable
to other receiver architectures such as superheterodyne. The receiver nonlinearity model
would require some changes but all the theory related to ADCs would be directly
applicable to superheterodyne receivers.
3.1 Receiver Nonlinearities
Behavior of a receiver can be modeled in various ways depending on the purpose of the
model. For example, when designing a circuit, it is essential to model accurately the
behavior of each component on circuit level [54,91]. However, this may be an unsuitable
approach for some other purposes due to the complexity and the amount of information
needed about the components. In digital suppression of receiver nonlinearities, for
instance, the target is to use a model that is computationally simple, but still accurate
13
NONLINEAR DISTORTION IN DIRECT-CONVERSION RECEIVERS AND
ANALOG-TO-DIGITAL INTERFACES
enough, and of which parameters are undemanding to obtain. This is discussed more in
Chapter 4.
The following Subsections 3.1.1–3.1.3 form together the cascaded nonlinearity model
illustrated in Figure 3.1. It is a behavioral system-level model which is able to capture
the essential nonlinear behavior of a DCRs as is shown in Chapter 4 and [P8] with
hardware measurements. The derived model also serves as the basis for the receiver
linearization algorithm discussed in Chapter 4.
3.1.1 RF Nonlinearities
In DCRs, RF nonlinearities are mostly originating from an LNA as depicted in Figure 2.1.
Although ideal amplifiers always have linear relationship between the input and output
voltage, real-world amplifiers can achieve that only within very limited voltage range.
A strong input signal saturates amplifier electronics and desired amplifier gain cannot
be achieved [48, 61, 92]. This means nonlinear input-output relationship which causes
nonlinear distortion, i.e. additional frequency components, to the output signal of the
amplifier. In practice, due to the highly varying signal levels, it is not possible to avoid
nonlinear behavior without sacrificing the amplifier efficiency [25,61,92].
In general, a nonlinear device featuring memory effects can be modeled on system
level using Volterra series which can be thought as a Taylor series with memory [61, 92].
However, in practice, due to the extensive number of parameters in Volterra series, it
is better to find a model of which complexity lies between Volterra and Taylor series.
Various such models exist in the literature [61,82,92]. Using a generalized Hammerstein
model [82], the LNA output can be expressed as
yRF(t) = b1(t) ∗ xRF(t) + b2(t) ∗ x2RF(t) + b3(t) ∗ x3RF(t) + . . . , (3.1)
where ∗ denotes convolution operator, xRF(t) is the bandpass signal in the LNA input
and b1(t), b2(t), b3(t), . . . are impulse responses modeling memory effects separately for
each nonlinearity term. Widely adopted convention of BB equivalent signal models are
used in this thesis where possible [19,92]. Hence, xRF(t) can be presented as
xRF(t) = 2Re[x(t)ejωct] = x(t)ejωct + x∗(t)e−jωct, (3.2)
where x(t) is the complex BB equivalent signal of xRF(t) and ωc = 2pifc is the angular
center frequency. In addition, ( · )∗ denotes complex conjugate and j is the imaginary
unit. It is worth noticing that x(t) can contain anything from a single tone to several
individual carrier waveforms at different complex intermediate frequencies (IFs). In the
latter multicarrier down-conversion case, ωc corresponds to the center frequency of the
total RF signal to be down-converted. Moreover, x(t) can be written in two equivalent
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Figure 3.1: Cascaded nonlinearity model for direct-conversion receivers considering third-order
RF and baseband nonlinearities in the presence of mixer and baseband I/Q imbalance. All
stages are illustrated with power spectra of a two-tone signal.
forms so that
x(t) = A(t)ejφ(t) = xI(t) + jxQ(t), (3.3)
where A(t) and φ(t) are the total envelope and phase of the overall down-converted RF
signal x(t). In the second form, xI(t) = A(t) cos[φ(t)] and xQ(t) = A(t) sin[φ(t)] refer
to the corresponding composite I and Q signals (real and imaginary part), respectively.
By definition, the envelope is therefore A(t) = |x(t)| =
√
x2I (t) + x2Q(t) and the phase
φ(t) = arctan[xQ(t)/xI(t)].
The model in (3.1) can be simplified, if it is desired to model only the terms that
are within the reception band after down-conversion in the input of the ADC. In most
systems, the new frequency components produced by even-order RF nonlinearities are
far away from ωc and therefore straightforward to filter out. This can be illustrated by
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expressing the second-order term of (3.1) with the help of (3.2), which leads to
x2RF(t) = 2A(t) + x2(t)ej2ωct + [x∗(t)]2e−j2ωct. (3.4)
It is apparent that the new frequency content appears around zero frequency and ±2ωc,
but there is no term referring to the interesting band at ωc. Although this typically
guarantees that even-order distortion does not appear inside the reception band, there is
one exception: if xRF(t) contains several strong carriers having large frequency separation
and the RF front-end is wide enough to receive all of them. It is then possible that even-
order intermodulation distortion (IMD) components may fall inside the reception band,
but even in that case, modern LNA topologies can alleviate the problem [90,105,114].
The most crucial RF nonlinearities are of odd order, because new frequency com-
ponents are generated around ωc. In typical RF front-ends, third-order nonlinearity is
usually the strongest one. Higher orders tend to be below the receiver noise floor when
operating clearly below the saturation level of the LNA (see Section 4.2). Therefore, a
simplified RF nonlinearity model can be written as
y′RF(t) = a1xRF(t) + a2x3RF(t), (3.5)
where a1 is a coefficient referring to the linear gain of the LNA and a2 expresses the
relative level of the third-order distortion. The coefficients a1 and a2 must be complex in
order to model also AM/PM distortion of the LNA and not only AM/AM distortion [61].
The model in (3.5) is memoryless in order to simplify the following analysis and its
notation. Memory effects can be taken into account later by replacing the nonlinearity
term coefficients with filters making the model more accurate for wideband systems.
This approach is used, e.g., in AIC which is discussed in Section 4.2. The coefficients in
(3.5) have also direct relation to input-referred third-order intercept point (IIP3) which
is a common way to measure nonlinearity through a two-tone test [24, 48, 61, 92]. For
the RF nonlinearity, IIP3 can be expressed in dBm as
IIP3RF,dBm = 10 log10
(
4
3
∣∣∣∣a1a2
∣∣∣∣10002R
)
, (3.6)
where R is the reference resistance relating voltage values to power values. The simplified
RF nonlinearity model is also shown in Figure 3.1 and illustrated with a two-tone example.
Furthermore, the latter term in (3.5), i.e. the nonlinearity contribution, can also be
expressed as
a2x
3
RF(t)
= a2{x(t)ejωct + x∗(t)e−jωct}3
= a2{x3(t)ej3ωct + [x∗(t)]3e−j3ωct + 3A2(t)x(t)ejωct + 3A2(t)x∗(t)e−jωct}.
(3.7)
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The new frequency content around ωc generated by the RF nonlinearity is due to the
term 3A2(t)x(t)ejωct. The other terms in (3.7) do not hit the BB when the I/Q down-
conversion is performed and those are filtered out by the lowpass filters in the BB stage
of the DCR (see Figure 2.1). Consequently, the essential BB equivalent form of the RF
nonlinearity model (3.5) is
y(t) = yI(t) + jyQ(t) = a1x(t) + 3a2A2(t)x(t), (3.8)
when the BB filtering is taken into account. The nonlinear term 3a2A2(t)x(t) causes IMD
within the frequency band of x(t) and also around it. This is because it is a third-order
term and hence it has triple the bandwidth compared with x(t). The third-order nature
is evident since A2(t)x(t) = x2(t)x∗(t). Equations for yI(t) and yQ(t) can be written
separately as
yI(t) = a1xI(t) + 3a2A2(t)xI(t) (3.9a)
yQ(t) = a1xQ(t) + 3a2A2(t)xQ(t). (3.9b)
It is worth noticing that (3.9a) and (3.9b) are not completely independent. This is
because both contain A2(t) which depends on xI(t) and xQ(t).
After the LNA, the RF signal goes into a wideband I/Q mixer which down-converts
the signal to BB. In practice, the down-conversion is not ideal and some I/Q imbalance
occurs which causes mirror frequencies into y(t). The I/Q imbalance is caused by
the relative amplitude mismatch gm between I and Q branches as well as the phase
mismatch φm. In general, I/Q imbalance can be time-dependent and frequency-selective,
but these details are omitted at this point to simplify the analysis and notation here.
However, those can be taken into account by extending the overall cascaded nonlinearity
model derived in Subsection 3.1.3. A comprehesive presentation of I/Q imbalance is
provided in [11] and references therein. Based on the aforementioned description, the
model for the I/Q imbalance of the down-conversion stage is
y˜(t) = k1y(t) + k2y∗(t), (3.10)
with the complex coefficients
k1 =
1
2
(
1 + gme−jφm
)
, (3.11a)
k2 =
1
2
(
1− gmejφm
)
. (3.11b)
It is easy to see that the model does not affect the signal in the case of perfect I/Q
balance (gm = 1, φm = 0), because k1 = 1 and k2 = 0. The RF-distorted signal with
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mixer I/Q imbalance y˜(t) = y˜I(t) + jy˜Q(t) can also be expressed as
y˜I(t) = yI(t), (3.12a)
y˜Q(t) = gm cos(φm)yQ(t)− gm sin(φm)yI(t). (3.12b)
The mixer I/Q imbalance model is also shown in Figure 3.1 and its input and output
power spectra are illustrated with a two-tone signal. It is important to notice that
in addition to the mirror image of the original signal x(t), also the RF nonlinearity
components are mirrored. In general, the strength of the mirror components depend on
gm and φm. This is typically expressed with the image rejection ratio (IRR) of the I/Q
mixer which is defined in dB as
IRRm,dB = 20 log10
∣∣∣∣k1k2
∣∣∣∣. (3.13)
This is a useful figure since it describes how many dBs below the mirror frequency
components are in relation to the original frequency components. Typical IRR values in
DCRs are from 25 dB to 40 dB without any DSP [10,92]. Although I/Q imbalance itself
is not a receiver nonlinearity, it fundamentally affects the nonlinear distortion created
by the succeeding BB components as is seen in the following subsection.
3.1.2 Mixer and Baseband Nonlinearities
After the I/Q down-conversion, the signal encounters BB nonlinearities which occur
in physically distinct I and Q branches as indicated in Figure 2.1. Therefore, I and Q
nonlinearities are independent of each other. This is one of the main differences between
RF and BB nonlinearities. Other difference is that also harmonics may fall inside the
reception band, because the signal is on BB and hence individual carriers have only a
relatively small IF.
The generalized Hammerstein model for BB nonlinearities can be written as
yI,BB(t) = c1I(t) ∗ y˜I(t) + c2I(t) ∗ y˜2I (t) + c3I(t) ∗ y˜3I (t) + . . . , (3.14a)
yQ,BB(t) = c1Q(t) ∗ y˜Q(t) + c2Q(t) ∗ y˜2Q(t) + c3Q(t) ∗ y˜3Q(t) + . . . , (3.14b)
where c1I(t), c2I(t), . . . and c1Q(t), c2Q(t), . . . are impulse responses modeling memory
effects separately for each nonlinearity term in I and Q branch, respectively. Modeling I
and Q branches separately is justified due to the aforementioned physical structure. Typ-
ically all BB components have slightly different characteristics due to process variations
and therefore c1I(t), c2I(t), . . . and c1Q(t), c2Q(t), . . . are not equal which is sometimes
called impulse response mismatch [11]. This causes BB I/Q imbalance to the signal.
Furthermore, it is important to notice that (3.14a) and (3.14b) essentially model together
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Mixer and BB Nonlinearity Model
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Figure 3.2: Simplified BB nonlinearity model for direct-conversion receivers considering
essential third-order mixer and baseband nonlinearities individually for I and Q branches.
Nonlinear effects and I/Q imbalance due to unequal I and Q branch coefficients are illustrated
with the power spectrum of a two-tone signal.
the nonlinearities of all baseband components, such as amplifiers and ADCs, as well as
mixer nonlinearities since the I/Q mixer outputs are at down-converted frequencies. This
is an approximation that should hold reasonable well for any properly designed DCR.
In the strict sense, the nonlinearities of each component should be modeled separately
and then cascaded together which would result in an impractically large model.
The BB nonlinearity model in (3.14) can be simplified further as was the case with
the RF nonlinearities. Modeling only third-order distortion is typically enough to capture
the most significant distortions. Even-order BB distortion is typically located inside
the reception frequency band, but it is highly attenuated due to practical analog circuit
design solutions, such as differential signaling [54,56,91,92]. Hence, the simplified BB
model can be expressed as
y′I,BB(t) = a3Iy˜I(t) + a4Iy˜3I (t), (3.15a)
y′Q,BB(t) = a3Qy˜Q(t) + a4Qy˜3Q(t), (3.15b)
for the BB distorted signal y′BB(t) = y′I,BB(t) + jy′Q,BB(t) when a3I, a3Q, a4I, and a4Q
are real-valued scalar coefficients. Figure 3.2 illustrates how a two-tone signal is affected
by the simplified BB nonlinearity model. In order to emphasize the BB effects, RF
nonlinearities and mixer I/Q imbalance are omitted in this figure. This corresponds to
replacing y˜I(t) and y˜Q(t) with xI(t) and xQ(t), respectively, in (3.15). Figure 3.2 shows
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Table 3.1: All frequency components generated by the cascaded nonlinearity model listed from
the lowest to the highest frequency (column-wise from top to bottom and from left to right)
when excited with a two-tone signal having frequencies f1 and f2. The scenario is visualized in
Figure 3.1.
Components
around −3fIF
Components
around −fIF
Components
around fIF
Components
around 3fIF
3f1 − 6f2 4f1 − 5f2 5f1 − 4f2 6f1 − 3f2
2f1 − 5f2 3f1 − 4f2 4f1 − 3f2 5f1 − 2f2
f1 − 4f2 2f1 − 3f2 3f1 − 2f2 4f1 − f2
−3f2 f1 − 2f2 2f1 − f2 3f1
−f1 − 2f2 −f2 f1 2f1 + f2
−2f1 − f2 −f1 f2 f1 + 2f2
−3f1 −2f1 + f2 −f1 + 2f2 3f2
−4f1 + f2 −3f1 + 2f2 −2f1 + 3f2 −f1 + 4f2
−5f1 + 2f2 −4f1 + 3f2 −3f1 + 4f2 −2f1 + 5f2
−6f1 + 3f2 −5f1 + 4f2 −4f1 + 5f2 −3f1 + 6f2
that the BB nonlinearities generate distortion around fIF and −3fIF. Due to the unequal
nonlinearity model coefficients, a3I 6= a3Q and a4I 6= a4Q, also mirror components are
created around −fIF and 3fIF. Taking into account the whole cascaded model (including
RF nonlinearities, mixer I/Q imbalance and BB nonlinearities) as indicated in (3.15),
even more components are produced. This is illustrated in the bottom right spectrum of
Figure 3.1. In total, there are 40 frequency components when a two-tone signal is used
as an input. The exact frequencies of these components are listed in Table 3.1. This is a
theoretical result and it is good to remember that in practice many of these components
are below the noise floor.
3.1.3 Cascaded Nonlinearity Model
This subsection analyzes more carefully the cascaded nonlinearity model derived in
previous subsections. Although (3.15) and the associated equations contain all the
necessary information, it is not straightforward to see the exact nonlinearity structure it
causes. The cascaded nonlinearity model becomes much easier to interpret when it is
written out using x(t). In this context, complex equations are more intuitive and, in the
end, also more concise. Further details on separate I and Q presentations can be found
from [P8]. In complex form, (3.15) is first expressed as
y′BB(t) = δ1y(t) + δ2[y∗(t)]3 + δ3|y(t)|2y(t) + δ4y∗(t) + δ5y3(t) + δ6|y(t)|2y∗(t), (3.16)
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where δ1, δ2, . . . , δ6 are auxiliary variables containing different combinations of a3I, a4I,
a3Q, a4Q, k1, and k2. These are defined in Table 3.2 with and without I/Q imbalance.
Now the cascaded nonlinearity model can be written in terms of x(t) resulting
y′BB(t) = δ1λ1x(t) + δ4λ∗1x∗(t)
+ (δ1λ2 + δ3λ3)A2(t)x(t) + (δ4λ∗2 + δ6λ∗3)A2(t)x∗(t)
+ δ2λ4[x∗(t)]3 + δ5λ∗4x3(t)
+ δ3λ5A4(t)x(t) + δ6λ∗5A4(t)x∗(t)
+ δ2λ6A2(t)[x∗(t)]3 + δ5λ∗6A2(t)x3(t)
+ δ3λ7A6(t)x(t) + δ6λ∗7A6(t)x∗(t)
+ δ2λ8A4(t)[x∗(t)]3 + δ5λ∗8A4(t)x3(t)
+ δ3λ9A8(t)x(t) + δ6λ∗9A8(t)x∗(t)
+ δ2λ10A6(t)[x∗(t)]3 + δ5λ∗10A6(t)x3(t),
(3.17)
where λ1, λ2, . . . , λ10 are auxiliary variables with different combinations of a1 and a2
which are defined in Table 3.3.
The most important aspect in (3.17) is that the essential nonlinearity structure is
more visible. First of all, two cascaded third-order nonlinearities create terms up to ninth
order. If x(t) contains only a single carrier around fIF, then (3.17) can be interpreted
so that the terms containing x(t) create new signal content around fIF whereas the
terms containing [x∗(t)]3 create signal content around −3fIF. If any mixer and/or BB
I/Q imbalance occur, there are also terms including x∗(t) and x3(t) which create signal
content around −fIF and 3fIF, respectively. This means that without any I/Q imbalance
every other term in (3.17) reduces to zero (the latter one on each row). Additionally,
the cascaded nonlinearity model also contains different powers of A(t). These can be
interpreted as spectral re-growth of the nonlinearity term content. For example, the
term A2(t)x(t) has triple the bandwidth compared to x(t). It is worth noticing that if
x(t) consists of several carriers with different complex IFs, the interpretations of the
model becomes more complicated because the intermodulation between the carriers is
not directly visible from (3.17) although the equation is modeling the IMD correctly.
As a summary, all the nonlinearity terms of the cascaded nonlinearity model are listed
in Table 3.4 and the contribution of each term is illustrated with a spectrum using a
two-tone example.
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Table 3.2: Auxiliary variables δ1, δ2, . . . , δ6 for the cascaded nonlinearity model.
Without any I/Q imbalance Including only BB I/Q imbalance
δ1 = a3I+a3Q2 δ1 =
a3I+a3Q
2
δ2 = a4I+a4Q8 δ2 =
a4I+a4Q
8
δ3 = 3a4I+a4Q8 δ3 = 3
a4I+a4Q
8
δ4 = 0 δ4 = a3I−a3Q2
δ5 = 0 δ5 = a4I−a4Q8
δ6 = 0 δ6 = 3a4I−a4Q8
Including both mixer and BB I/Q imbalance
δ1 = a3I+a3Q2 k1 +
a3I−a3Q
2 k
∗
2
δ2 = a4I−a4Q8
[
k32 + 3(k∗1)
2
k2
]
+ a4I+a4Q8
[
(k∗1)
3 + 3k∗1k22
]
δ3 = 3a4I−a4Q8
[
k21k2 + |k2|2k∗2 + 2|k1|2k∗2
]
+ 3a4I+a4Q8
[
k∗1(k∗2)
2 + |k1|2k1 + 2|k2|2k1
]
δ4 = a3I+a3Q2 k2 +
a3I−a3Q
2 k
∗
1
δ5 = a4I−a4Q8
[
k31 + 3k1(k∗2)
2
]
+ a4I+a4Q8
[
(k∗2)
3 + 3k21k∗2
]
δ6 = 3a4I−a4Q8
[
k1k
2
2 + |k1|2k∗1 + 2|k2|2k∗1
]
+ 3a4I+a4Q8
[
(k∗1)
2
k∗2 + |k2|2k2 + 2|k1|2k2
]
Table 3.3: Auxiliary variables λ1, λ2, . . . , λ10 for the cascaded nonlinearity model.
λ1 = a1
λ2 = 3a2
λ3 = a1|a1|2
λ4 = (a∗1)3
λ5 = 3a21a∗2 + 6|a1|2a2
λ6 = 9(a∗1)2a∗2
λ7 = 9a∗1a22 + 18a1|a2|2
λ8 = 27a∗1(a∗2)2
λ9 = 27a2|a2|2
λ10 = 27(a∗2)3
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Table 3.4: All the terms generated by the cascaded nonlinearity model.
# Term Interpretation Example spectrum I/Q representation
1 x(t) Original undistorted
signal
3fIF
f
-3fIF -fIF fIF0
xI(t) + jxQ(t) = x(t)
2 A2(t)x(t) 3rd-order IMD
3fIF
f
-3fIF -fIF fIF0
x3I (t) + jx
3
Q(t)
= 34A
2(t)x(t)
+ 14 [x
∗(t)]3
3 [x∗(t)]3 3rd-order harmonics
3fIF
f
-3fIF -fIF fIF0
4 A4(t)x(t) 5th-order IMD
3fIF
f
-3fIF -fIF fIF0
[x3I (t) + jx
3
Q(t)]A
2(t)
= 34A
4(t)x(t)
+ 14A
2(t)[x∗(t)]3
5 A2(t)[x∗(t)]3 IMD of 3rd-order
harmonics (5th order)
3fIF
f
-3fIF -fIF fIF0
6 A6(t)x(t) 7th-order IMD
3fIF
f
-3fIF -fIF fIF0
[x3I + jx
3
Q]A
4(t)
= 34A
6(t)x(t)
+ 14A
4(t)[x∗(t)]3
7 A4(t)[x∗(t)]3 IMD of 3rd-order
harmonics (7th order)
3fIF
f
-3fIF -fIF fIF0
8 A8(t)x(t) 9th-order IMD
3fIF
f
-3fIF -fIF fIF0
[x3I + jx
3
Q]A
6(t)
= 34A
8(t)x(t)
+ 14A
6(t)[x∗(t)]3
9 A6(t)[x∗(t)]3 IMD of 3rd-order
harmonics (9th order)
3fIF
f
-3fIF -fIF fIF0
+ complex conjugates of all the above terms if any I/Q imbalance occurs in the mixer and/or BB.
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3.2 Analog-to-Digital Converter Nonlinearities
ADCs are inherently nonlinear devices. This is true even in ideal case since quantization
is a nonlinear operation [37, 54, 91]. Therefore the number of quantization bits sets
fundamental limits for the amplitude accuracy. In Figure 3.3, ideal quantization is
illustrated with a blue dash line. However, signal-to-quantization-noise ratio (SQNR)
also depends on sampling rate because oversampling reduces the amount of quantization
noise inside the desired signal band. This is typically formulated as
SQNRdB = 6.02B + 1.76 + 10 log10(L) (3.18)
for a FS sinusoidal signal when ADC resolution is B bits and L is the oversampling
factor [54]. The required oversampling factor can be further optimized by exploiting
quantization noise shaping which is used in sigma-delta ADCs [54,103]. However, sigma-
delta ADCs and their imperfections are omitted from this thesis due to the size of the
topic. It is thoroughly discussed in [78,103] and references therein.
In the most general level, a typical ADC consists of a sample-and-hold circuit
followed by a quantizer [7, 54, 76, 91]. Since even ideal ADCs are nonlinear, typically
ADC nonlinearities refer to the nonlinear behavior that is only occurring in non-ideal
ADCs. This includes, e.g., unintentional deviations of the quantization levels from the
ideal ones and improper input signal conditioning. These topics are covered within this
subsection. It is also important to understand that, in addition to the nonlinearities,
real-world ADCs tend to have also other non-idealities, such as sample-and-hold circuit
impairments and sampling clock jitter [54, 63, 76]. However, these non-idealities are
outside the scope of the thesis.
Various ADC architectures exist which all have their advantages and disadvantages
in different applications [7, 54, 76, 91]. However, most of them can be characterized
with standardized performance metrics [50]. From the nonlinearities point of view,
especially important are differential nonlinearity (DNL) and INL, because those describe
unintentional deviations of the quantization levels. More specifically, INL expresses the
difference between the actual and ideal code transition thresholds. An example is shown
in Figure 3.3. After correcting static gain and offset, INL can be defined as
INL[l] = T [l]− Tideal[l]
Qideal
(3.19)
for the output code index l [50]. For a B-bit ADC, l = 0, 1, . . . , 2B−1. INL is commonly
measured in least significant bits (LSBs), but sometimes also in percentage of ADC FS
or in absolute value (volts or amperes) [50, 76]. It is also worth being aware that in
addition to (3.19) also slightly different definitions for INL exist [50,76,91].
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Figure 3.3: Example of ideal and non-ideal quantization levels for an unipolar quantizer
having B = 3bits. The illustration highlights both differential and integral nonlinearities as
well as clipping.
After correcting static gain, DNL defines the relative difference between the actual
code bin width Q[l] and the ideal code bin width Qideal. Therefore
DNL[l] = Q[l]−Qideal
Qideal
(3.20)
for the output code index l, where Q[l] = T [l+1]−T [l]. Note that the widths of the first
and the last code bin, Q[0] and Q[2B − 1], are not generally defined [50]. A situation
where DNL[l] = −1LSB is called a missing code which means that the specific output
code l never appears at the ADC output. This situation is also illustrated in Figure 3.3,
where the code 101 is a missing code. Figure 3.4 shows an example of measured DNL in
LSBs for a 12-bit ADC over the whole FS range. DNL is relatively small here due to
the calibration of the ADC. The important point is that DNL typically looks random
and does not seem to have any specific structure. However, DNL actually contains
correlated and uncorrelated part. This becomes evident when looking at the INL of the
same ADC in Figure 3.4. The INL clearly has a structure and this is specifically due to
the correlated part of the DNL, because INL can be thought as a running sum of DNL
corrected by the gain error [76].
For modeling purposes, INL can be further divided into three parts
INL[l, ω] = INLHCF[l] + INLLCF[l, ω] + INLnoise[l, ω], (3.21)
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Figure 3.4: Example of measured DNL and INL from a 12-bit ADC [50], c© 2011 IEEE.
namely high code frequency (HCF), low code frequency (LCF), and noise part [15,16,43,
81]. The model also includes angular frequency ω in order to take into account frequency
selectivity which is a realistic assumption for wideband ADCs. The LCF part gives
polynomial shape for the INL and in frequency-selective case it can be modeled with a
Hammerstein model. The HCF part mainly models the quantizer imperfections, which
depend on the ADC (quantizer) architecture, and therefore INLHCF[l] is approximately
frequency independent [15,16,43]. The HCF can be modeled as piecewise linear on top
of which there is additive noise INLnoise[l, ω]. More details on how ADC architecture
affects on INL can be found from [88]. As can be concluded from (3.19) and (3.21),
INL can be measured and also compensated in various ways without exact knowledge
of the underlying circuit structure, see, e.g., [72] and references therein. This makes
INL a convenient concept since it can originate from various sources, e.g., from the
generation of reference voltages and comparator non-idealities [76, 91]. The cascaded
receiver nonlinearity model derived in Section 3.1 also covers the INLLCF[l, ω] part of
the INL due to the polynomial structure.
Compared with DNL/INL, much more severe nonlinear distortion can occur in ADCs
due to the signal clipping [7, 29,68,76,111]. As indicated by Figure 3.3, an ADC has a
certain analog input voltage range within which the analog input signal is digitized as
desired. Anytime the input signal is outside this voltage range, it gets clipped. Formally,
l =
{
0 ∀xIN ≤ Qideal/2,
2B − 1 ∀xIN > xFS − 3Qideal/2,
(3.22)
for the ADC input voltage xIN when the ADC FS voltage range is from 0 to xFS.
Although typically receivers are designed so that clipping would not occur, it is not
always possible to avoid improper input signal conditioning. Received signal power
may change very rapidly due to changes in signal propagation environment (fading etc.)
and also because of suddenly appearing strong blocker signals [28, 110, 120]. In these
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Figure 3.5: Input-output characteristics of different clipping concepts.
situations, the AGC of the receiver may not follow fast enough the changes in signal
dynamics and clipping occurs. In general, high PAPR of received waveform makes it
challenging to optimally utilize the FS range of the ADC [25]. SNR is maximized when
the FS range is fully utilized, but exceeding it immediately causes clipping which means
strong nonlinear distortion for the signal.
As a clarification for the terminology, Figure 3.5 is provided. A 1-bit quantizer
is basically a limiter (Figure 3.5a) which only preserves the sign information of the
input signal. On the other hand, multi-bit quantizers have hard clipping input-output
characteristics (Figure 3.5b) as defined in (3.22). This means that an ideal ADC produces
linear output (apart from quantization) within FS input range but outside the range
the output is heavily nonlinear. This differs from amplifiers and many other analog
components that typically follow the soft clipping curve illustrated in Figure 3.5c. There
the output is weakly nonlinear already with input levels that still do not completely
saturate the component. Therefore, the concepts of second- and third-order intercept
points as well as 1-dB compression point are much more useful for amplifiers than for
ADCs [7]. However, it is possible to derive, among others, IIP3 for ADC if needed, e.g.,
in receiver link budget analysis [57]. It is also worth noting that the clipping terminology
is not strictly defined in the literature. Sometimes, e.g., the limiter is called hard clipping
and the hard clipping is called soft clipping or hard limiter. More about ADC clipping
modeling is discussed in Chapter 5.
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CHAPTER 4
Digital Suppression of
Receiver Nonlinearities
The main focus of the chapter is on AIC which is a purely DSP-based feed-forwardalgorithm for suppressing receiver nonlinearities. It is able to extract, directly from
the received signal itself, all the information it needs for the suppression of nonlinear
distortion. Therefore, AIC adapts itself during the signal reception according to any
changes in nonlinearities or signal scenario. Using AIC for the suppression of receiver
nonlinearities is also discussed in [P8] and more applications are considered in [P7, P9].
4.1 Background and State of the Art
In order to minimize the amount of nonlinear distortion in a receiver, it is good to avoid
the generation of the distortion in the first place. One this kind of distortion avoidance
approach is proposed in [77]. According to the proposal, excessive distortion is avoided
in CR by tuning RF front-end filter parameters in optimal manner based on spectrum
sensing results. Also [74] discusses about avoiding nonlinear distortion in CR receivers
by considering the spectral locations of strong blocker signals. Since avoiding nonlinear
distortion is difficult in practice, other kind of ideology is to let the distortion occur
and then cancel it out. Adaptive cancellation methods, mainly focusing on even-order
distortion, have been proposed, e.g., in [23, 32, 35]. The method in [35] replicates the
occurring second-order distortion and subtracts it from the signal after the mixer. On
the contrary, [23] digitizes low-frequency distortion with a secondary receiver branch
and uses it for second-order distortion cancellation by means of DSP. The proposal
in [32] employs adaptive DSP algorithm to introduce intentional mismatch in a mixer so
that second-order distortion is cancelled. In addition, a technique for cancelling strong
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blockers in RF front-end is proposed [27]. In SDR context, [101] considered both analog
and digital methods to suppress strong out-of-band blockers which could fall on top of
the desired signal due to harmonic mixing. A common feature for all aforementioned
approaches is that additional hardware is needed in the receiver or at least some specific
requirements are set to analog receiver components.
AIC is able suppress nonlinear distortion with DSP without any additional analog
hardware. Originally the AIC concept was proposed in [106,114] for suppressing receiver
nonlinearities. The aforementioned references together with [105] essentially cover both
the RF and BB receiver nonlinearities, but do not explicitly consider their joint effects
as in Section 3.1. The complete receiver chain linearization using AIC is also discussed
in [38–40] along with applicability to scenarios such as spectrum sensing with energy
detection and coexisting GSM networks, especially concerning GSM-Railway (GSM-R).
Effects of RF front-end nonlinearities to spectrum sensing with energy detectors and
cyclostationary feature detectors for vestigial single sideband signals are considered
in [94]. AIC is proposed for suppressing nonlinear distortion and consequently improving
the detection performance. Further mathematical analysis and additional detection
improvement methods are given by the same authors in [95]. Compared to AIC, a
very similar post-processing method is also proposed in [73] for suppressing nonlinear
distortion stemming from the RF receiver front-end. Another kind of adaptive post-
processing method is considered in [31] for linearizing a single bandlimited signal by
exploiting the nonlinear distortion outside the signal band.
Introducing one or more additional receiver branches in order to provide reference
information for AIC is proposed in [58–60,124]. Separate reception of a desired signal
and a blocker signal with distinct receiver chains followed by AIC after A/D conversion
is proposed in [124]. In [58, 59], the regeneration of nonlinear distortion is performed in
analog side on a secondary receiver branch and then AIC is employed in digital domain.
This idea has been developed further in [60] which exploits several receiver branches
for nonlinearity regeneration in order to also suppress high-order distortion. Although
these approaches require additional analog receiver components, they have potential for
better distortion suppression in extreme situations. In addition, it is possible to suppress
nonlinear distortion stemming from blockers outside the digitized frequency band which
cannot be done with the original purely digital AIC. In general, it can be concluded
that the vast variety of AIC-related publications clearly indicates the versatility of the
AIC concept.
4.2 Adaptive Interference Cancellation
This section provides detailed description of AIC concept in its pure digital form. In other
words, all the processing is performed for the digitized received signal without a need
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Figure 4.1: Block diagram for AIC suppressing nonlinear receiver distortion. Conceptual
spectra exemplify the processing in scenario where a strong two-tone blocker signal causes
nonlinear distortion especially on top of the weak modulated signal.
for any additional analog hardware. The nonlinear distortion suppression performance
is verified by the conducted RF laboratory measurements.
4.2.1 Algorithm Description
This description of AIC algorithm focuses on scenario where it is desired to suppress
nonlinear receiver distortion from the whole reception band, which is useful, e.g., in
spectrum sensing receivers. It is also possible to clean only a specific sub-band, but this
scenario is not considered until Subsection 4.2.2 in which the most important practical
aspects regarding AIC are highlighted. Figure 4.1 describes AIC by means of a block
diagram and simple conceptual spectrum illustrations. The spectra show an example
case where a strong two-tone signal is received together with a weak modulated signal
(Spectrum 1). Due to the receiver nonlinearities, the two-tone blocker causes distortion
especially on top of the weak signal. The received and digitized waveform is denoted
with v˜(n) and is illustrated in Spectrum 2 of Figure 4.1.
The AIC processing begins with a band-split stage as depicted in Figure 4.1. The
signal v˜(n) is split into a main branch d(n) and a reference branch xˆ(n). The main
branch (Spectrum 4) contains all the received signal content except the blocker(s) where
as the reference branch (Spectrum 5) contains only the blocker(s). The splitting is
performed with appropriate bandpass (reference branch) and bandstop (main branch)
filters which are illustrated in Spectrum 3.
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Next step in the AIC processing is a nonlinearity modeling stage. The basic idea
here is to regenerate the nonlinear distortion occurred in the receiver using xˆ(n) in the
reference branch and then subtract it from the main branch in order to suppress the
nonlinear distortion in d(n). The nonlinearity modeling is performed with the help of
reference nonlinearities matching the distortion structure in the received signal. The
reference nonlinearities can be, e.g., some of the terms from Table 3.4 which are applied
to xˆ(n). This is illustrated in Spectrum 6. Then the nonlinearity estimates are filtered
with a blocker filter which attenuates the frequency content on blocker band(s), see
Spectrum 7. This is done to match the estimates better to d(n) which do not have
any content on blocker band(s) due to the band-split filtering. The fundamental reason
for this blocker filtering on both branches is to avoid strong signal correlation on the
blocker(s) which could heavily bias adaptive filter (AF) learning. The AFs are used here
to match the regenerated nonlinear distortion to the received signal. This must be done
because the reference nonlinearities itself does not have correct amplitude nor phase.
In the simplest case, the AF means a single complex coefficient for each nonlinearity
term. However, if the receiver have considerable frequency selectivity, the single complex
coefficients should be replaced with multitap filters. The filter adaptation can be done
with various algorithms minimizing the power of the remainder of the main branch
signal d(n) and the regenerated distortion e(n). One option is to use the traditional
least-mean-square (LMS) algorithm [45,52] which, among other options, are discussed
later in this subsection.
After successfully subtracting the regenerated distortion e(n) with appropriate
weights (adaptive filters) from d(n), a cleaner received signal is achieved. Due to
the blocker filtering, this cleaned signal x˜(n) does not contain the original blocker(s)
as illustrated in Spectrum 8. If it is desired that also the blocker(s) is/are passed to
next processing stages, the blocker(s) can be added back after the AIC processing as
illustrated with a dash line on the right side of Figure 4.1, resulting Spectrum 9.
The whole AIC processing can be aided by coarse spectrum sensing as shown in
Figure 4.1. The basic idea is to locate the strongest blockers, if this information is
not available a priori. The specific parameters of interest are bandwidths and center
frequencies of the blockers which are required for designing the band-split filters. These
parameters are straightforward to extract, e.g., in frequency domain using energy
detection. This is rather undemanding task since the interest is only on strongest signals
in contrast to more traditional spectrum sensing where typically even the weakest signals,
near the noise floor, are of interest [12,121,122]. The filter designing here is a traditional
digital filter optimization task which is exhaustively discussed in various DSP books,
e.g., in [45,52]. One practical approach is to have a bank of pre-designed prototype filters
for different blocker bandwidths and then use them according to the blocker scenario at
hand. Tuning the center frequency of the filters is straightforward since it can be done by
multiplying the impulse response of the filter with an exponential tone signal having the
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Figure 4.2: Band-split and nonlinearity modeling stages of AIC for suppressing RF and BB
nonlinearities as well as mixer and BB I/Q imbalance in a direct-conversion receiver.
targeted center frequency. Other purpose of use for the coarse spectrum sensing could be
estimation of what kind of nonlinear functions are needed in the nonlinearity modeling
stages. This kind of estimation can be done by comparing strongest distortion locations
to the strongest blocker locations. However, this should be backed up by following the
learned AFs to verify that each nonlinearity term in the model is useful. This kind of
adaptive nonlinearity term selection helps in optimizing the computational complexity
with respect to the hardware and signal scenario at hand.
In general, the optimal nonlinearity modeling structure for AIC depends on the analog
receiver hardware and signal scenarios. It is possible to achieve very good suppression
performance also with a pre-selected fixed nonlinearity modeling structure. One potential
structure for suppressing RF and BB receiver nonlinearities as well as I/Q imbalance is
shown in Figure 4.2 and was originally proposed in [P8]. The impulse responses of the
complex band-split filters are denoted with vectors hCBS and hCBP, referring to bandstop
and bandpass filters, respectively. The real version of the same bandstop filter is denoted
with hRBS. The proposed nonlinearity modeling stage includes five parallel branches
implementing the most dominant distortion terms in optimized manner. In fact, these
terms are the first three terms from Table 3.4 and their complex conjugates, excluding
the direct term xˆ(n) itself. Using the cascaded nonlinearity model derived in Section 3.1,
it can be observed that with realistic gain and IIP3 values, the first three terms are
the most dominant ones. This is verified by an example of relative term powers shown
in Figure 4.3 by using (3.17) without any I/Q imbalance. The essential information
and mathematical notation of the selected terms are gathered in Table 4.1, where Aˆ(n)
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Figure 4.3: Relative powers of the cascaded nonlinearity model terms with a two-tone input
when RF gain is 20 dB, RF IIP3 is 0 dBm, and BB IIP3 is 30 dBm. The relative power compares
the power of the strongest frequency component of the nonlinearity term to the power of one of
two tones in Term 1 (linear term). The term numbering is in accordance with Table 3.4.
denotes the envelope of xˆ(n). The structure of Figure 4.2 is optimized in a sense that the
real filter hRBS is employed, where possible, instead of the complex one and it is completely
omitted from the branches where no blocker filtering is necessary. Furthermore, Term 1
is associated with strictly-linear (SL) adaptive filtering which means that a complex AF
is to be found for xˆ∗(n). Term 2, in turn, employs widely-linear (WL) adaptive filtering
since typically also its complex conjugate causes essential nonlinearity contribution
in DCRs. WL means that Aˆ2(n)xˆ(n) and Aˆ2(n)xˆ∗(n) both have their own separate
complex AFs [5,10,11]. This is the case also for Term 3. However, the computational
complexity is smaller if reduced-complexity widely-linear (RC-WL) adaptive filtering is
exploited. To be more specific, WL filtering would mean finding complex AFs wx3(n)
and wx3c(n) for the complex term xˆ
3(n) and for its complex conjugate, but RC-WL is
exploiting the fact that it is equivalent to find complex AFs wx3I (n) and wx3Q(n) for the
real and imaginary parts of xˆ3(n) and hence reduce computational complexity [11,85].
Formally,
wx3(n) ∗ xˆ3(n) +wx3c(n) ∗ [xˆ∗(n)]3 = wx3I (n) ∗ Re[xˆ
3(n)] +wx3Q(n) ∗ Im[xˆ
3(n)], (4.1)
which is based on the fact that
wx3I (n) = Re[wx3(n)] + Re[wx3c(n)] + j
{
Im[wx3(n)] + Im[wx3c(n)]
}
, (4.2a)
wx3Q(n) = Im[wx3c(n)]− Im[wx3(n)] + j
{
Re[wx3(n)]− Re[wx3c(n)]
}
. (4.2b)
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Table 4.1: Selected terms for the nonlinearity modeling stage of AIC.
Term # Equation Filtering Vector notation Adaptive filters
Term 1 xˆ∗(n) SL sx∗ (n) wx∗ (n)
Term 2 Aˆ2(n)xˆ(n) WL s
A2x
(n), s
A2x∗ (n) wA2x(n),wA2x∗ (n)
Term 3 xˆ3(n) RC-WL sx3I (n), sx3Q (n) wx3I (n),wx3Q (n)
Hence, RC-WL is a very convenient concept. However, it cannot be applied for Term 2
because Aˆ2(n)xˆ(n) should be filtered with hRBS (to avoid correlation with the original
blocker) but its complex conjugate Aˆ2(n)xˆ∗(n) should not be filtered (to avoid filtering
out essential components from the blocker mirror band). This forces to use WL instead
of RC-WL for Term 2.
As mentioned earlier, AF learning can be done in numerous ways. A typical sample-
wise adaptive algorithm is LMS and its many variations. Also, e.g., recursive least
squares (RLS) could be used. Although RLS is more complex than LMS, it converges
faster. In general, the adaptive algorithms have trade-offs between solution accuracy,
convergence rate, and computational complexity [45,52]. Optimal block-wise least squares
(LS) solution is also possible to use in some communications systems. For example,
orthogonal frequency-division multiplexing (OFDM) signals are typically processed
block-wise in frequency domain anyway, so block-wise AF learning is a logical choice. As
an example, RC-WL LMS is shown here using the notation from Figure 4.2. It is proven
in [85] that RC-WL LMS has the same complexity as SL LMS while also achieving the
same mean square error and convergence rate. First, signals from all five distortion
branches are combined into the vector s(n) so that
s(n) =
[
sx∗(n), sA2x(n), sA2x∗(n), sx3I (n), sx3Q(n)
]T
, (4.3)
where individual s-vectors include filtering with hRBS, if indicated in Figure 4.2. The AF
length isMf meaning that also the length of each individual s-vector isMf and therefore
the length of s(n) is 5Mf . Each individual s-vector contain the nth sample followed
by Mf − 1 previous samples, e.g., sx∗(n) = [xˆ∗(n), xˆ∗(n− 1), . . . , xˆ∗(n−Mf + 1)]T.
Similarly, also AFs are gathered in a single vector w(n), namely,
w(n) =
[
wx∗(n),wA2x(n),wA2x∗(n),wx3I (n),wx3Q(n)
]T
. (4.4)
Now, the LMS adaptation of all AFs is straightforward. If no a priori information is
available, the combined AF vector is initialized with zeros, i.e.,
w(0) = 05Mf×1. (4.5)
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Then, the combined AF-filtered output is
e(n) = wH(n)s(n) (4.6)
for all n = 0, 1, 2, . . . , which is then used in the error calculation step as
x˜(n) = d(n)− e(n). (4.7)
As a final step, the AFs are updated so that
w(n+ 1) = w(n) + diag(µ)x˜∗(n)s(n), (4.8)
where diag( · ) converts the vector to a diagonal matrix. The LMS step sizes are
in vector µ consisting of an Mf -length step-size vector for each distortion branch,
i.e., µ = [µx∗ ,µA2x,µA2x∗ ,µx3I ,µx3Q ]
T. In this general notation, each AF-tap of each
nonlinearity branch may have its own step size. For example, the first branch have
step sizes µx∗ = [µx∗(0), µx∗(1), . . . , µx∗(Mf − 1)]T. For more convenient tuning of the
step sizes, normalized least-mean-square (NLMS) can be used [45]. LMS and NLMS
algorithms are identical except that NLMS step sizes are scaled with respect to powers
of the distortion branch signals. Formally, the whole combined NLMS step-size vector is
µN =
 µx∗(0)
βx∗ +
∥∥∥sx∗(n)∥∥∥2 ,
µx∗(1)
βx∗ +
∥∥∥sx∗(n)∥∥∥2 , . . . ,
µx3Q(Mf − 1)
βx3Q +
∥∥∥sx3Q(n)∥∥∥2
, (4.9)
where additional selectable constants βx∗ , βA2x, βA2x∗ , βx3I , and βx3Q are used to prevent
the denominator of (4.9) to be close to zero.
4.2.2 Practical Aspects
Previous subsection described AIC for suppressing nonlinear receiver distortion from
the whole reception band. It is also possible to focus on suppressing nonlinear distortion
from a specific sub-band in order to enhance demodulation of a weak individual IF carrier
under influence of strong neighboring blocker signals. This is a realistic scenario, e.g., in
systems with flexible digital channel selection. This kind of processing requires only a
simple change to the AIC structure of Figure 4.2 in which the bandpass filter should be
replaced with a bandstop filter and the bandstop filters are changed to bandpass filters.
Effectively this means that the sub-band of interest is picked with the bandpass filter
in the main branch and rest of the reception band is used for modeling the nonlinear
distortion in the reference branch. This approach does not necessarily require the
knowledge of blocker locations and bandwidths (coarse spectrum sensing) since all the
signal content outside the target band is used in the reference branch. However, the
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performance of the approach may be further enhanced by passing only the strongest
blockers into the nonlinearity modeling stage. Practically this means bandpass filtering
for the blockers as in the whole reception band cleaning scenario. In this manner, the
amount of unwanted received nonlinear distortion passing into the nonlinearity modeling
stage is reduced.
It is important to highlight here that AIC is capable of performing efficiently in
multi-blocker scenarios. The reference branch signal xˆ(n) can contain more than one
blocker. This is put into practice, e.g., by designing hCBP to have multiple passbands.
Other option is to design own bandpass filter for each blocker and then sum them
together to form xˆ(n). Since nonlinearity modeling terms, such as ( · )3, are basically
sample-wise operations, it does not matter if xˆ(n) contains one or multiple blockers.
The nonlinear distortion is anyway produced correctly. Therefore, unlike claimed in [38],
AIC is inherently able to model the IMD between the blockers using the structure shown
in Figure 4.2. There is no need for any additional nonlinearity modeling branches due to
multiple blockers and hence the computational complexity of AIC is almost independent
of the number of blockers. Only the band-split stage may be slightly more complicated
when filtering multiple blockers.
Regarding the nonlinearity modeling stage of AIC, it is important to make sure that
sample rate is high enough during the processing. Originally the nonlinear distortion
occurs in the analog part of the receiver where aliasing cannot happen and hence it
is also essential to avoid aliasing when modeling the distortion in digital domain. For
example, if the sampling rate of the ADC is fs and the same rate is used throughout
the digital processing, maximum received blocker frequency can be then fs/6 in order
to avoid aliasing of third-order nonlinearities. Naturally, it would be desired to support
blocker frequencies until fs/2 and this is possible by temporarily increasing the sample
rate during the nonlinearity modeling of Figure 4.2. It should be emphasized that this
is required only in the digital processing and does not affect the actual sampling rate
of the ADC. A straightforward rule would be that the digital modeling of third-order
nonlinearities needs interpolation to the sample rate of 3fs in order to avoid aliasing
since those can have triple bandwidth. However, the requirement can be loosened by
accepting aliasing to the frequencies higher than fs/2. This means that third-order
nonlinearities can be modeled using the sample rate of 2fs and still all the harmful
aliasing to frequencies between −fs/2 and fs/2 is avoided. This principle is illustrated in
Figure 4.4. Generally, qth-order nonlinearities require at least the sample rate of q+12 fs.
For high distortion orders, this yields to significantly smaller sample rate compared to
the nominal qfs sample rate required to completely avoid aliasing.
It is also good to understand that Figure 4.2 provides only one possible nonlinearity
modeling structure. It may be too complex or too simple for some applications. However,
it is straightforward to reduce or increase the number of parallel branches in nonlinearity
modeling. As discussed on previous subsection, in some systems it may be even feasible
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Figure 4.4: Digital modeling of nonlinear receiver distortion requires increased sample rate
in order to avoid harmful aliasing. For third-order nonlinearities, aliasing is totally avoided
by having sample rate of 3fs, but even 2fs is enough to avoid harmful aliasing on the original
received signal band.
to adaptively select the appropriate nonlinearity terms during signal reception. In
general, the nonlinearity modeling branches may contain any nonlinearities matching
to the used hardware. For DCRs, the good starting point is the terms mentioned
in Table 3.4 and similarly also even-order terms. If even higher degree of freedom
is desired, literature provides plenty of options, see, e.g., [69] and references therein.
Although the aforementioned reference is concentrating on power amplifiers (PAs),
some of the nonlinearity models may also be applicable to amplifiers in receivers. For
PAs, [69] is showing that very accurate modeling results are obtain using envelope
memory polynomials which, in short, means polynomials considering both the current
signal envelope value and also its previous values.
Yet another practical aspect about AIC is that the processing may not have to be
running all the time during the signal reception. If there is practically no nonlinear
distortion and therefore high signal-to-noise-and-distortion ratio (SNDR), AIC should
be turned off. The reasons are twofold. First of all, computing power is saved when
unnecessary processing is avoided. Secondly, AIC may in some cases even deteriorate
already good SNDR. This may stem, e.g., from nonlinearity modeling mismatches or
errors in learned AFs due to the fact that the considered blocker signals are not strong
compared to other signals.
In order to efficiently use AIC, it is good to understand its limitations. Those are
considered in the following list.
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• Out-of-band blockers: AIC cannot suppress distortion stemming from blockers
that are outside the digitized reception band although their distortion would fall
inside the reception band. Only the distortion stemming from blockers present
in the nonlinearity modeling stage of AIC can be suppressed. Since AIC is fully
digital, it does not have access to the blockers that are outside the digitized
reception band.
• Blocker in-band distortion: The nonlinear distortion inside the blocker bands
affects the nonlinearity modeling since the modeling uses the received blockers as
a reference. AIC performs well if the amount of nonlinear distortion inside the
blocker bands is on decent level.
• Blocker in-band distortion suppression: Although AIC is able to suppress
nonlinear distortion from the whole reception band, this does not include the
blocker bands. In the nonlinearity modeling stage, hCBS is used as a blocker filter to
attenuate frequency content at the blocker bands and hence the received nonlinear
distortion is not suppressed from the blocker bands. As depicted in Figure 4.1,
blockers can be added back in the end of AIC processing, but the blockers contain
all the original in-band distortion. This is typically not a problem even if it is
desired to demodulate the blocker signals. Since blockers are the strongest signals,
they also have the best SNDR among all the received signals.
• Filter transition bands: The suppression performance is generally rather limited
on the transition bands of the band-split filters hCBP and hCBS. This may be a
problem if there is a very weak signal right next to a strong blocker signal. To
a certain extent this can be compensated by increasing the filter order and thus
making the transition bands narrower still achieving enough stopband attenuation.
• Nonlinearity term correlation: The selected nonlinearity modeling terms
may affect the convergence of AF learning. If several nonlinearity terms have
contribution on same frequencies, they have time-domain correlation which may
make the adaptation of AFs more challenging since the adaptation is based on the
common x˜(n).
However, in general, it can be said that AIC is very favorable algorithm since it is
fully digital and does not require any additional analog hardware. This makes it
possible to implement AIC also in already existing receivers. Furthermore, Exact a
priori information about analog receiver components is not needed and AIC is able to
continuously track changes, e.g., due to component aging, temperature variations or
deliberate gain tuning.
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Table 4.2: Parameters of the measured signal scenario.
Parameter Value
General
Center frequency 1800MHz
Reception bandwidth 100MHz
Desired
signal
Type LTE uplink / SC-FDMA
Bandwidth 10MHz
Intermediate frequency −15MHz
Subcarrier modulation 16-QAM
Blockers
Type LTE downlink / OFDMA
Bandwidth 10MHz
Intermediate frequencies 10MHz and 35MHz
Subcarrier modulation 16-QAM
AIC
Adaptation NLMS
Nonlinearity terms xˆ∗(n), Aˆ2(n)xˆ(n), Aˆ2(n)xˆ∗(n), Re[xˆ3(n)], Im[xˆ3(n)]
Length of adaptive filters 2 taps
NLMS step sizes
µx∗ =
[0.03
0.03
]
, µA2x =
[2
2
]
, µA2x∗ =
[0.4
0.4
]
,
µx3I
=
[0.001
0.001
]
, µx3Q
=
[0.2
0.2
]
NLMS constants
βx∗ = 10−4, βA2x = 10−13, βA2x∗ = 10−13,
βx3I
= 10−15, βx3Q = 10
−14
4.2.3 Measurement Examples
This subsection provides new, previously unpublished, RF measurement results for
suppressing receiver nonlinearities using AIC exactly as described in Subsection 4.2.1. A
cellular network uplink scenario is considered where a wideband base station is trying to
receive a weak signal under influence of two strong blocker signals originating from other
networks. The essential parameters are gathered in Table 4.2. In the measurements,
the composite analog RF waveform consisting of the aforementioned signal scenario is
generated with a vector signal transceiver [84]. The waveform PAPR is 11 dB which can
be considered as a high number but, at the same time, it is also a realistic number for
wideband multicarrier reception scenarios. The RF waveform is then fed into a realistic
DCR which is comprised of an external LNA [46] followed by a pre-commercial base
station receiver hardware.
The received digitized waveform is illustrated in Figure 4.5 when the average power
in the LNA input is −26 dBm. Due to the receiver nonlinearities and I/Q imbalance,
the strong blockers cause IMD and mirror-image distortion which partially fall on top
of the weak desired signal. When AIC employed, a substantial amount of distortion
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Figure 4.5: Illustration of the considered signal scenario when the average power in the LNA
input is −26 dBm. AIC is able to considerably suppress the distortion stemming from receiver
nonlinearities and I/Q imbalance.
is suppressed. From the weak desired signal point of view, SNDR is enhanced from
−0.75 dB to 16.2 dB meaning that symbol error ratio (SER) is improved from 70% to
0.7%. Another kind of view to AIC is given in Figure 4.6 by illustrating the input-output
characteristics of the whole receiver chain with and without AIC. The characteristics
have been calculated using the original generated waveform and the received digitized
waveform. It is clear that AIC is able to make the receiver more linear. However, even
after AIC, fully linear characteristics are not obtained. This is due to the fact that AIC
does not suppress nonlinear distortion from the blocker signal bands as is discussed in
Subsection 4.2.2. Nevertheless, the nonlinear distortion is effectively suppressed from
other signal bands which is essential. Although the nonlinearity may seem small in this
linear presentation for the overall waveform, it has a significant effect for the weak signal
since the overall dynamic range is tens of dBs.
In this currently considered scenario, the two-tap AFs of AIC are adapted using
NLMS and their adaptation behavior is shown in Figure 4.7. Here, the magnitude
of the first tap of each AF is plotted as a function of sample index n. For example,
the magnitude of the first tap of wx∗(n) is denoted with
∣∣wx∗,1(n)∣∣. In the measured
receiver hardware set-up, the LNA is the main source of IMD whereas the rest of the
receiver mainly produces mirror-image distortion but practically no IMD. This is the
reason for the smooth adaptation of wx∗(n) and wA2x(n). The other three nonlinearity
terms are below the noise floor and therefore those are not relevant in this case, which
is seen as less stable AF adaptation behavior. However, the adaptation still produces
values that are in the ball park of the optimal LS solutions. In practice, these last
three nonlinearity terms could be omitted when using AIC for this particular receiver,
but those are considered here in order to illustrate many of the aspects discussed in
Subsection 4.2.2.
Figure 4.8 provides a broader view to the AIC performance. In the considered signal
scenario, the powers of the two blockers are varied while keeping the power of the weak
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Figure 4.6: Input-output characteristics for the whole receiver chain (I branch) obtained using
the original generated waveform and the received digitized waveform when the average power
in the LNA input is −26 dBm.
 
 
LS
NLMS
∣ ∣ w x3 Q
,1
(n
)∣ ∣
Sample Index
∣ ∣ w x3 I
,1
(n
)∣ ∣
Sample Index
∣ ∣ w A
2
x
∗ ,
1
(n
)∣ ∣
Sample Index
∣ ∣ w A
2
x
,1
(n
)∣ ∣
Sample Index
∣ ∣ w x∗
,1
(n
)∣ ∣
Sample Index
×105×105
×105×105×105
0 0.5 1 1.5 20 0.5 1 1.5 2
0 0.5 1 1.5 20 0.5 1 1.5 20 0.5 1 1.5 2
0
30
60
90
120
150
0
10
20
30
0
50
100
150
200
0
1000
2000
3000
4000
5000
0
0.0025
0.005
0.0075
0.01
Figure 4.7: Adaptation of the first tap of the adaptive filters using NLMS. Also the optimal
LS solution is shown for reference.
desired signal fixed. The results illustrate the SNDR and SER of the weak desired signal
before and after AIC. Significant gain is achieved in wide power range. For example,
if the target is maximum of 1% SER, it is possible to tolerate approximately 15 dB
stronger blockers when using AIC in this signal scenario. However, for the very low
received signal powers, AIC does not provide any gain since practically there is not any
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Figure 4.8: Performance of AIC illustrated with SNDR and SER of the weak desired signal
when the power of the blockers is varied.
nonlinear distortion. In fact, from the SNDR and SER point of view, AIC may even
slightly decrease the performance as can be seen on the left side of Figure 4.8. However,
this is not critical since the SER is still so low that zero bit error ratio (BER) would be
achieved. In practice, it is beneficial to bypass AIC when SNDR is high because this
also decreases power consumption due to the decreased computational load.
More measured performance examples, with different hardware and signal scenarios,
are given in [P8] using a SDR USRP N210 with a wideband WBX front-end [33, 34].
In addition, [P7] shows how AIC is able to enhance spectrum sensing reliability of
energy detectors and cyclostationary feature detectors under the influence of receiver
nonlinearities. Conceptual differences and performance comparison between AIC and a
calibration-based post-inverse method for suppressing DCR nonlinearities are discussed
in [P9].
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CHAPTER 5
Fourier Series Based
Clipping Model for
Analog-to-Digital
Converters
When input signal level is outside the full-scale range of an ADC, the signal isclipped. This causes severe nonlinear distortion which may block the whole
signal reception. In order to better understand the structure of clipping distortion, a
mathematical model is derived here through Fourier analysis. The derivations are based
on [P2] and [P6]. The clipping model also has potential in providing information for
clipping distortion suppression purposes.
5.1 General Clipping Model
An I/Q ADC, consisting of separate converters for I and Q branches, is assumed in
the following ADC clipping model. This is illustrated in Figure 5.1. Quantization and
sampling are omitted from the model in order focus on the clipping phenomenon itself.
In practice, sampling is likely to cause aliasing due to the high-order distortion the ADC
clipping is causing. The derived clipping model is directly applicable for discrete-time
signals although it is not explicitly denoted in the equations.
The I/Q ADC input signal is generally defined as
v(t) = V (t)ejθc(t) = V (t) cos θc(t) + jV (t) sin θc(t) = vI(t) + jvQ(t), (5.1)
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vI(t)
vQ(t)
v˜I(t)
v˜Q(t)
Out
In
Out
In
Figure 5.1: Illustration of an I/Q ADC from clipping modeling point of view. I and Q branch
have separate converters and therefore signal clipping is also occurring independently.
where V (t) is the signal envelope of v(t) and θc(t) = ωct+ φv(t) consists of the angular
center frequency ωc and the signal phase φv(t). As illustrated in Figure 5.1, the input-
output characteristics are of hard clipping type. Within the limits of the linear region,
i.e. within the ADC FS range, the I/Q ADC clipping model output is the same as the
input. Outside the linear region, the output always equals to the higher or lower clipping
level. Formally, the I/Q ADC clipping model output is expressed as
v˜I(t) =

vI(t), CL,I ≤ vI(t) ≤ CH,I
CH,I, vI(t) > CH,I
CL,I, vI(t) < CL,I,
(5.2a)
v˜Q(t) =

vQ(t), CL,Q ≤ vQ(t) ≤ CH,Q
CH,Q, vQ(t) > CH,Q
CL,Q, vQ(t) < CL,Q,
(5.2b)
where CH,I, CL,I are the higher and lower clipping level for the I branch, respectively,
where as CH,Q, CL,Q are the clipping levels similarly for the Q branch. In continuation,
it is further assumed that CH,I ≥ 0, CL,I ≤ 0, CH,Q ≥ 0, and CL,Q ≤ 0. This is the most
general definition for I/Q ADC clipping as it allows the clipping to be non-symmetric
with respect to zero and unequal in I and Q branches. Another point worth highlighting
is that the I/Q ADC clipping is a memoryless phenomenon. In other words, signal
clipping depends only on the instantaneous signal level independently of previous signal
levels.
The target here is to derive a clipping model that expresses the I/Q ADC output
signal v˜(t) = v˜I(t) + jv˜Q(t) using Fourier series. This way it is possible to examine
separately the different orders of clipping distortion. The basics of Fourier series are
explained, e.g., in [19,52]. In addition, [19] presents Fourier analysis for a limiter in case
of real bandpass signals. In a certain sense, the modeling in this chapter can be seen
as a significant extension of the analysis in [19]. By the definition of complex Fourier
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3pi
2
pipi
2
0−pi2
θc
V cos θc
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CL,I
−rH,I rH,I
pi−rL,I rL,I+pi
(a) I Branch Clipping
3pi
2
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2
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V sin θc
CH,Q
CL,Q
−rL,Q
rH,Q pi−rH,Q
rL,Q+pi
(b) Q Branch Clipping
Figure 5.2: Illustration of I and Q branch clipping for ADC input signals vI(t) and vQ(t) as a
function of angle θc when time t is held fixed. In addition, the integration intervals for deriving
clipping model Fourier coefficients have been marked.
series, the I/Q ADC output signal can be written as
v˜(t) =
∞∑
m=−∞
dm(t)ejmθc(t), (5.3)
where dm(t) = dm,I(t) + jdm,Q(t) are Fourier coefficients. Due to the instantaneous
nature of clipping, the Fourier coefficients are defined to be time-dependent. By using
the general definitions of Fourier series separately for I and Q branches, the coefficients
can be found with
dm,I(t) =
1
2pi
∫
2pi
v˜I(t)e−jmθc(t) dθc(t), (5.4a)
dm,Q(t) =
1
2pi
∫
2pi
v˜Q(t)e−jmθc(t) dθc(t). (5.4b)
It is important to note here that the Fourier coefficient definitions above are calculated
by integrating with respect to θc(t). This way it is possible to exploit the fact that v(t)
can be seen as a periodic function of θc (with a period of 2pi) when the time is held
fixed. Therefore, θc(t) itself nor v(t) does not have to be periodic in time. Another way
to look at this concept is to consider that in a single moment of time the signal v(t) can
basically have any value depending on V (t) and θc(t). In general level it is difficult say
anything about V (t) other than V (t) ≥ 0. However, ejθc has period of 2pi and hence all
the possible values of θc can be covered by considering only a single period of 2pi. The I
and Q branch clipping as a function of θc is visualized in Figure 5.2.
In order to solve the integrals in (5.4a) and (5.4b), the integration interval of 2pi
should be divided into five shorter intervals as illustrated in Figure 5.2. The division is
done according to the points where the function crosses clipping levels. These points
are straightforwardly defined using the well-known trigonometric identities. In order
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Table 5.1: Auxiliary variables, r’s and s’s, for the I/Q ADC clipping model.
rH,I(t) = arccos
C˜H,I(t)
V (t)
rL,I(t) = arccos
−C˜L,I(t)
V (t)
rH,Q(t) = arcsin
C˜H,Q(t)
V (t)
rL,Q(t) = arcsin
−C˜L,Q(t)
V (t)
sH,I(t) = sin
(
rH,I(t)
)
=
√
1−
(
C˜H,I(t)
V (t)
)2
sL,I(t) = sin
(
rL,I(t)
)
=
√
1−
(
C˜L,I(t)
V (t)
)2
sH,Q(t) = cos
(
rH,Q(t)
)
=
√
1−
(
C˜H,Q(t)
V (t)
)2
sL,Q(t) = cos
(
rL,Q(t)
)
=
√
1−
(
C˜L,Q(t)
V (t)
)2
to keep the notation concise, auxiliary variables rH,I(t), rL,I(t), rH,Q(t), and rL,Q(t) are
defined according to the left column of Table 5.1. Now, the Fourier coefficient equations
(5.4a) and (5.4b) can be rewritten as
dm,I(t) =
1
2pi
 −rH,I(t)∫
−pi/2
vI(t)e−jmθc(t) dθc(t) +
rH,I(t)∫
−rH,I(t)
CH,Ie
−jmθc(t) dθc(t)
+
pi−rL,I(t)∫
rH,I(t)
vI(t)e−jmθc(t) dθc(t) +
rL,I(t)+pi∫
pi−rL,I(t)
CL,Ie
−jmθc(t) dθc(t)
+
3pi/2∫
rL,I(t)+pi
vI(t)e−jmθc(t) dθc(t)
,
(5.5a)
dm,Q(t) =
1
2pi
 −rL,Q(t)∫
−pi/2
CL,Qe
−jmθc(t) dθc(t) +
rH,Q(t)∫
−rL,Q(t)
vQ(t)e−jmθc(t) dθc(t)
+
pi−rH,Q(t)∫
rH,Q(t)
CH,Qe
−jmθc(t) dθc(t) +
rL,Q(t)+pi∫
pi−rH,Q(t)
vQ(t)e−jmθc(t) dθc(t)
+
3pi/2∫
rL,Q(t)+pi
CL,Qe
−jmθc(t) dθc(t)
.
(5.5b)
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Due to the fact that the domain of arcsin(x) and arccos(x) is −1 ≤ x ≤ 1, the clipping
model above is assuming that the signal envelope V (t) is always clipped (or at the
clipping level) from above and below simultaneously in I and Q branches. Naturally,
nothing compels clipping to occur in I and Q branches or especially from above and
below at the same time. This restriction in the clipping model is avoided by modifying
the clipping levels. All clipping levels that are not exceeded for a certain t, should be
set equal to ±V (t) which means that the value is within the defined domain but not
limited by the clipping level. Formally,
C˜H,I(t) =
{
CH,I, ∀t : V (t) ≥ CH,I
V (t), ∀t : V (t) < CH,I,
(5.6a)
C˜L,I(t) =
{
CL,I, ∀t : V (t) ≥ −CL,I
−V (t), ∀t : V (t) < −CL,I,
(5.6b)
C˜H,Q(t) =
{
CH,Q, ∀t : V (t) ≥ CH,Q
V (t), ∀t : V (t) < CH,Q,
(5.6c)
C˜L,Q(t) =
{
CL,Q, ∀t : V (t) ≥ −CL,Q
−V (t), ∀t : V (t) < −CL,Q.
(5.6d)
After derivations, the Fourier coefficients dm(t) are denoted in piecewise manner for
different m’s as given in (5.7a)–(5.7d). For m = 0 :
d0(t) =
1
pi
{
V (t)
(
sL,I(t)− sH,I(t)
)
+ C˜H,I(t)rH,I(t) + C˜L,I(t)rL,I(t)
+ j
[
V (t)
(
sL,Q(t)− sH,Q(t)
)
+ C˜H,Q(t)
(
pi
2 − rH,Q(t)
)
+ C˜L,Q(t)
(
pi
2 − rL,Q(t)
)]}
,
(5.7a)
for m = ±1 :
dm(t) =
V (t)
2 ± 12pi
{
V (t)
[
rL,Q(t)∓ rL,I(t) + rH,Q(t)∓ rH,I(t)
]
+ C˜H,Q(t)sH,Q(t)± C˜H,I(t)sH,I(t)− C˜L,Q(t)sL,Q(t)∓ C˜L,I(t)sL,I(t)
}
,
(5.7b)
for m = ±2,±4, . . . :
dm(t) =
1
pim(m2−1)
{
mV (t)
[
sH,I(t) cos
(
mrH,I(t)
)− sL,I(t) cos(mrL,I(t))]
− C˜H,I(t) sin
(
mrH,I(t)
)− C˜L,I(t) sin(mrL,I(t)) (5.7c)
+ j
[
mV (t)
[
sH,Q(t) cos
(
mrH,Q(t)
)− sL,Q(t) cos(mrL,Q(t))]
+ C˜H,Q(t) sin
(
mrH,Q(t)
)
+ C˜L,Q(t) sin
(
mrL,Q(t)
)]}
,
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and for m = ±3,±5, . . . :
dm(t) =
1
pim(m2−1)
{
mV (t)
[
sH,I(t) cos
(
mrH,I(t)
)
+ sL,I(t) cos
(
mrL,I(t)
)
+ sH,Q(t) sin
(
mrH,Q(t)
)
+ sL,Q(t) sin
(
mrL,Q(t)
)]
(5.7d)
− C˜H,I(t) sin
(
mrH,I(t)
)
+ C˜L,I(t) sin
(
mrL,I(t)
)
− C˜H,Q(t) cos
(
mrH,Q(t)
)
+ C˜L,Q(t) cos
(
mrL,Q(t)
)}
.
The Fourier coefficients above also take advantage of the additional auxiliary variables
sH,I(t), sL,I(t), sH,Q(t), and sL,Q(t) which are defined in the right column of Table 5.1.
The notation of ± and ∓ in (5.7) is used so that the upper signs in an equation are
valid at the same time and correspondingly the lower signs.
In summary, the clipped output signal of an I/Q ADC can be expressed with a Fourier
series according to (5.3) using the Fourier coefficients from (5.7). The derived model
provides a convenient frequency-domain interpretation for the clipping phenomenon.
This is stemming from the fact that each m refers to the mth harmonic of ωc. The
Fourier coefficient definitions in (5.7) may look complicated, but in the end those just
provide a single weighting factor for each harmonic of ωc.
The whole clipping concept is better illustrated using a simulated example. This is
provided in Figure 5.3. The waveform is a band-limited OFDM signal with bandwidth
of 8MHz and center frequency of 10MHz. The signal has 8192 subcarriers of which
6817 are active while the subcarrier modulation is 64-QAM. The high sample rate of
200MHz is used in order to illustrate the most essential clipping distortion without
aliasing. Channel effects, transceiver impairments and noise are omitted to focus on
the clipping phenomenon itself. The upper part of Figure 5.3 shows the first 200
samples of the time-domain waveform. On top of the original signal there is plotted
the clipped signal when the clipping levels are CH,I = 1.4, CL,I = −0.6, CH,Q = 0.8,
and CL,Q = −0.7. In addition, there is also time-domain illustration of one of the most
dominant clipping distortion component m = −3. This is possible to plot separately
due to the derived clipping model. It shows excellently the instantaneous nature of
clipping: there is distortion only when either I or Q signal or both are clipped, i.e.,
when the signal envelope is clipped. Below the time-domain illustrations of Figure 5.3,
there is the power spectral density (PSD) of the original signal together with the clipped
signal PSD. With the help of the derived clipping model, different distortion orders are
highlighted separately in the bottom part of the figure. Equal clipping in I and Q branches
would cause odd-order clipping distortion so that every other order has an opposite
sign, i.e, m = +1,−3,+5,−7, . . ., but unequal clipping between I and Q causes also
additional mirror terms, m = −1,+3,−5,+7, . . ., to appear. The even-order distortion,
m = 0,±2,±4, . . ., is due to the non-symmetry of the clipping with respect to zero. The
exact Fourier coefficients in the simpler cases are considered in the following section.
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Figure 5.3: Example of an OFDM signal having center frequency of 10MHz clipping levels
being CH,I = 1.4, CL,I = −0.6, CH,Q = 0.8, and CL,Q = −0.7. Part of the time-domain
waveform is shown on the top and below are spectrum illustrations. In addition to original and
clipped signal, a few distortion orders are plotted separately using the derived clipping model.
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5.2 Simplified Clipping Models
In practice, I/Q ADCs are typically implemented as a single integrated circuit. Therefore,
the I and Q branch converters can be matched relatively well. The matching reduces
the amount of clipping distortion seen in the output of the I/Q ADC. This also brings
possibilities to simplify the general clipping model derived in the previous section.
First simplification to consider is to have equal clipping in I and Q branches, but
still allow the clipping to be non-symmetric with respect to zero. This means that it is
enough to determine two clipping levels, the higher and lower one, which are equal for I
and Q, namely CH and CL. The definition of Fourier series is exactly the same as in
Section 5.1, but now the Fourier coefficient equations reduce to
dm(t)=

1+j
pi
[
V (t)
(
sL(t)− sH(t)
)
+ C˜H(t)rH,I(t) + C˜L(t)rL,I(t)
]
, m=0
V (t) + 1pi
[
V (t)
(−rL,I(t)− rH,I(t))
+C˜H(t)sH(t)− C˜L(t)sL(t)
]
,
m=+1
1−j
pim(m2−1)
{
mV (t)
[
sH(t) cos
(
mrH,I(t)
)− sL(t) cos(mrL,I(t))]
−C˜H(t) sin
(
mrH,I(t)
)− C˜L(t) sin(mrL,I(t))}, m=±2,±6, . . .
1+j
pim(m2−1)
{
mV (t)
[
sH(t) cos
(
mrH,I(t)
)− sL(t) cos(mrL,I(t))]
−C˜H(t) sin
(
mrH,I(t)
)− C˜L(t) sin(mrL,I(t))}, m=±4,±8, . . .
2
pim(m2−1)
{
mV (t)
[
sH(t) cos
(
mrH,I(t)
)
+ sL(t) cos
(
mrL,I(t)
)]
−C˜H(t) sin
(
mrH,I(t)
)
+ C˜L(t) sin
(
mrL,I(t)
)}
,
m=−3,+5, . . .
0, m=−1,+3, . . .
(5.8)
where sH(t) = sH,I(t) = sH,Q(t) and sL(t) = sL,I(t) = sL,Q(t). Logically, also the clipping
levels are modified similarly as in the general case which means that C˜H(t) = C˜H,I(t) =
C˜H,Q(t) and C˜L(t) = C˜L,I(t) = C˜L,Q(t). Comparing the Fourier coefficients in (5.8)
with the general ones in (5.7), it is easy to notice that every other odd distortion order
(m = −1,+3,−5, . . . ) are not created due to the Fourier coefficient being zero. This is
because, for these particular orders, equal clipping distortion contributions in I and Q
branches cancel each other out. This can also be interpreted so that due to equal I and
Q branch clipping there are no mirror images. The even orders are different in nature
since they always occur symmetrically on both sides of zero frequency. A graphical
illustration is given in Figure 5.4. It is showing exactly the same OFDM signal scenario
as in Figure 5.3, but now the clipping is identical in I and Q branch so that CH = 1.4
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Figure 5.4: Example of an OFDM signal having center frequency of 10MHz clipping levels
being CH = 1.4 and CL = −0.6. On top of the clipped signal, the most essential distortion
orders are plotted separately according to Fourier coefficients in (5.8).
and CL = −0.6. The spectrum illustration verifies the lack of every other odd distortion
order (m = −1,+3,−5, . . . ).
The next simplification to the clipping model is to assume clipping to be symmetrical
with respect to zero. However, this zero-symmetric clipping is let to be unequal in I and
Q branches which have clipping levels CI and CQ, respectively. This makes the Fourier
coefficients to reduce to
dm(t)=

0, m=0,±2,±4, . . .
V (t)
2 ± 1pi
[
V (t)
(
rQ(t)∓ rI (t)
)
+ C˜Q(t)sQ(t)± C˜I (t)sI(t)
]
, m=±1
2
pim(m2−1)
{
mV (t)
[
sI(t) cos
(
mrI (t)
)
+ sQ(t) sin
(
mrQ(t)
)]
−C˜I (t) sin
(
mrI (t)
)− C˜Q(t) cos(mrQ(t))}, m=±3,±5, . . .
(5.9)
where rI (t) = rH,I(t) = rL,I(t) and rQ(t) = rH,Q(t) = rL,Q(t) as well as sI(t) = sH,I(t) =
sL,I(t) and sQ(t) = sH,Q(t) = sL,Q(t). Since clipping is now zero-symmetric, the
modified clipping levels for calculation purposes are C˜I (t) = C˜H,I(t) = −C˜L,I(t) and
C˜Q(t) = C˜H,Q(t) = −C˜L,Q(t). As can be seen from (5.9), even distortion orders does
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Figure 5.5: Example of an OFDM signal having center frequency of 10MHz clipping levels
being CI = 1.0 and CQ = 0.8. On top of the clipped signal, the most essential distortion orders
are plotted separately according to Fourier coefficients in (5.9).
not appear due to the zero-symmetry of clipping. However, all odd orders have non-zero
Fourier coefficients. Figure 5.5 illustrates this scenario using the same OFDM signal
example as in previous illustrations, but now CI = 1.0 and CQ = 0.8. As expected,
only odd-order distortion appears. The power levels of m = −1,+3,−5, . . . relative
to m = +1,−3,+5, . . . power levels depend on the inequality of CI and CQ. Very
small inequality on clipping levels indicates low power levels of m = −1,+3,−5, . . .
components.
If CI = CQ = C, the clipping is identical in I and Q branches. In addition, the
clipping is symmetric with respect to zero. This is the most simple I/Q ADC clipping
case and leads to Fourier coefficients
dm(t) =

0, m = 0,±2,±4, . . .
0, m = −1,+3,−5, . . .
V (t) + 2pi
[
C˜(t)s(t)− V (t)rI (t)
]
, m = +1
4
pim(m2−1)
[
mV (t)s(t) cos
(
mrI (t)
)− C˜(t) sin(mrI (t))], m = −3,+5,−7, . . .
(5.10)
where s(t) = sI(t) = sQ(t). It is evident that only clipping distortion of orders
m = +1,−3,+5,−7, . . . appear. Figure 5.6 shows once again the same OFDM sig-
nal example, but this time the clipping level is C = 1.0. Since significant aliasing
does not occur, the different clipping distortion orders are easily distinguishable in the
spectrum. However, the amount of clipping distortion is huge even in the simplest
case and it can significantly harm the reception of signals. Different digital approaches
to suppress clipping distortion in the A/D interface of a radio receiver is discussed in
Chapter 6.
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Figure 5.6: Example of an OFDM signal having center frequency of 10MHz clipping level
being C = 1.0. On top of the clipped signal, the most essential distortion orders are plotted
separately according to Fourier coefficients in (5.10).
Table 5.2: Summary of different clipping scenarios for an I/Q ADC.
Scenario Clipping levels Fourier
coefficients
Non-symmetric clipping
unequally in I and Q
CH,I 6= −CL,I, CH,Q 6= −CL,Q
CH,I 6= CH,Q, CL,I 6= CL,Q
(5.7)
Non-symmetric clipping
equally in I and Q
CH,I 6= −CL,I, CH,Q 6= −CL,Q
CH = CH,I = CH,Q, CL = CL,I = CL,Q
(5.8)
Zero-symmetric clipping
unequally in I and Q
CI = CH,I = −CL,I, CQ = CH,Q = −CL,Q
CH,I 6= CH,Q, CL,I 6= CL,Q
(5.9)
Zero-symmetric clipping
equally in I and Q
C = CH,I = −CL,I = CH,Q = −CL,Q (5.10)
Different clipping scenarios for an I/Q ADC are summarized in Table 5.2. It is
always possible to use the most general model of (5.7), but in appropriate cases the
simplified models (5.8)–(5.10) may be more straightforward to use and computationally
less complex. The simplified models also have more potential for extracting information
for clipping distortion suppression purposes due to the lower number of variables.
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CHAPTER 6
Digital Suppression of
Analog-to-Digital
Converter Nonlinearities
This chapter considers several methods for suppressing ADC nonlinearities by digitalmeans in radio receivers. The focus is on scenarios where multiple signals are
concurrently received with a single receiver. In addition to INL suppression, suppressing
unintentional receiver-side signal clipping occurring in I/Q ADC is considered here in
detail. The methods and results are based on [P1–P5].
6.1 Background and State of the Art
ADC post-correction, in general, is a very extensively researched topic. Typical ap-
proaches include look-up tables (LUTs), dithering, and black-box modeling [13, 72].
Recent developments also combine a static LUT with model-based dynamic correction in
order to suppress INL in wideband applications [16,80,116]. The challenge in many INL
suppression methods is that extensive off-line calibration is required. It is acceptable in
stable operation conditions such as in measurement and instrumentation applications.
However, many wireless radio systems are in continuously changing environments. This
is due to, e.g., mobile terminal movement, time-varying channel, dynamic user alloca-
tions, and temperature variations. Therefore, real-time adaptive methods are desired
for suppressing INL of ADCs in communications receivers. Section 6.2 considers AIC
for reducing INL in a wideband reception scenario consisting of multiple signals with
large dynamic range.
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It is important to highlight here the difference between deliberate transmitter-side
clipping and unintentional receiver-side clipping. Clipping is one of the most often
considered methods for reducing signal PAPR in radio transmitters [53,65]. The idea
is to clip the signal to avoid transmitter components to cause nonlinear distortion
and concurrently maximize the PA efficiency. This is typically done by limiting the
amplitude of the digital complex waveform to be transmitted. Then, on the receiver
side, the clipping distortion is suppressed by using an appropriate method such as
the ones proposed in [6, 22, 104, 123]. In this scenario, the clipping is a deliberate
operation which can be controlled very accurately and an optimal clipping level can be
chosen considering the trade-off between the amount of PAPR reduction and introduced
clipping distortion. The clipping level information is delivered to the receiver and
therefore clipping distortion suppression can be done in effective manner. It has been
shown that clipping or other transmitter-side memoryless nonlinearities can improve the
performance of OFDM systems when signal detection is performed in optimal manner
in the receiver [41].
This thesis is related to nonlinearities of receivers and A/D interfaces which means
that the unintentional receiver-side clipping is in the focus here. Suppressing ADC
clipping distortion is challenging since the clipping is time-varying and uncontrollable.
Depending on the suppression methods, it may be difficult to estimate the radio channel,
clipping levels or other essential parameters. The channel estimation problem with
nonlinearly distorted pilots is addressed, e.g., in [109]. In [118], Kalman filter based
approach is considered for clipped OFDM signals when the clipping level is unknown.
In addition to aforementioned estimation challenges, the clipping distortion suppression
may be limited by the channel/receiver noise. These aspects are discussed more in the
following sections. Compared to PAPR reduction methods, the digital suppression of
unintentional ADC clipping is a less discussed topic in the current literature. Never-
theless, ADC clipping due to high PAPR of OFDM signals is acknowledged in [97].
Two digital post-processing methods are proposed to suppress ADC clipping distortion
in OFDM systems. The first method exploits clipping distortion in empty subcarriers
whereas the second one is based on statistical properties of Gaussian signals and noise.
Another kind of, more general, ADC clipping suppression method is proposed in [113].
It exploits oversampling A/D conversion and interpolation to recover clipped samples.
This is discussed more in Section 6.4 together with another interpolation-based method
proposed in [P3]. Yet another kind of ADC clipping suppression method is proposed
in [112]. It exploits data from two physically separated sensors in cooperative manner
to suppress the clipping distortion.
Although this thesis considers digital post-processing methods for suppressing ADC
clipping, it is worth knowing that also more hardware-oriented approaches exist. For
instance, ADCs with deliberately non-uniform quantization characteristics can be ex-
ploited [102]. One practical companding example is presented in [117] where a com-
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pressing switched-capacitor filter is used in front of an ADC with a digital expanding
decoder. Together this combination is shown to provide 12 dB more dynamic range in a
WLAN receiver.
6.2 Adaptive Interference Cancellation
The concept of AIC is thoroughly discussed in Chapter 4 for suppressing receiver
nonlinearities. Here in this chapter, AIC is applied to ADC nonlinearities. The only
difference in AIC implementation between receiver and ADC nonlinearities is in the
nonlinearity modeling stage. As discussed in Section 3.2, the LCF part of INL typically
has a polynomial shape and therefore it can be conveniently modeled in the nonlinearity
modeling stage of AIC. A receiver has separate ADCs for I and Q branches which means
that both ADCs have their own INL behavior. Therefore also the nonlinearity model
should consider them separately. In addition, the INL shape depends on the physical
structure of the ADC and this determines what kind of a polynomial model should be
employed [76, 88]. In general, terms xˆ2I (n), xˆ3I (n), ... and xˆ2Q(n), xˆ3Q(n), ... can be used in
the nonlinearity modeling stage of AIC for INL suppression. Here, xˆ(n) = xˆI(t)+ jxˆQ(t)
refers to the band-split stage output signal in the reference branch. In very wideband
cases, also frequency selectivity should be considered by using multi-tap AFs in AIC.
Figure 6.1 shows a simulation example of INL suppression by using I/Q AIC. The
considered signal scenario consists of five signals with different IFs, bandwidths and power
levels. The signal of interest is the weak quadrature phase shift keying (QPSK) signal at
3MHz. Other four signals, especially the strongest one at −1MHz, are interfering with
the weak QPSK signal due to the INL of the I/Q ADC. In the simulation, a commercial
10-bit I/Q ADC [8] is considered and it is simulated with the behavioral model provided
by the manufacturer [17]. AIC is employed here to suppress nonlinear ADC distortion
from the signal band of interest at 3MHz by using the third-order terms xˆ3I (n) and xˆ3Q(n)
in the nonlinearity modeling stage. After AIC, the SNDR of the weak signal at 3MHz is
enhanced from 6.4 dB to 10 dB. This snapshot example works as a proof of concept that
the LCF part of the INL can be reduced using a low-order polynomial model. Therefore,
it is essentially included in the BB part of the cascaded receiver nonlinearity model
discussed in Section 3.1 and is straightforward to extend if also even-order nonlinearities
are of concern. In addition, this means that using AIC to jointly suppress INL and
receiver nonlinearities is feasible and also simple.
Much more challenging nonlinearity to suppress is ADC clipping. It cannot be
considered as a weak nonlinearity. However, AIC still have potential in suppressing
clipping distortion. Based on Chapter 5, clipping in I/Q ADC mostly causes odd-order
nonlinear distortion. Therefore, proper terms to consider in the nonlinear distortion
modeling stage of AIC are xˆ3I (n), xˆ5I (n), xˆ7I (n), ... and xˆ3Q(n), xˆ5Q(n), xˆ7Q(n), .... Due to
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Figure 6.1: Simulation example about reducing the INL of an I/Q ADC using AIC. The
upper part of the figure shows the distorted signal spectrum after A/D conversion and the
lower part shows demodulated signal constellations for the weak QPSK signal at 3MHz before
and after AIC.
the fact that clipping is a strong nonlinearity, it is typically not enough to model only
third-order distortion but also higher orders are needed. In addition to the polynomial
modeling, there is also an alternative approach. It is possible to model the clipping
distortion by clipping the time-domain waveform xˆ(n) appropriately in the nonlinearity
modeling stage of AIC. This is extremely simple from the computational complexity
point of view since a single clipping operation (in I and Q branches) models all the
required distortion terms. However, the real challenge is to accurately estimate the
clipping levels in the receiver during its operation. Due to the strong nonlinear nature of
clipping, a small error in the clipping level estimate may significantly affect the clipping
distortion suppression performance. Other challenge in AIC is the nonlinear distortion
inside the blockers bands, which affects the nonlinearity modeling accuracy since it is
based on received blocker signals. Stronger clipping means more distortion inside the
blocker bands and hence this fundamentally limits how strong clipping distortion can be
suppressed with AIC. It is worth noting that this limitation exist independent of which
nonlinearity modeling approach is chosen.
Performance example of AIC in suppressing clipping distortion is given later in
Subsection 6.4.2 with laboratory measurements using commercial I/Q ADC hardware.
In order to compare AIC with its alternatives, two other methods are introduced first in
Sections 6.3 and 6.4.
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Figure 6.2: Block diagram for E-AIC suppressing nonlinear distortion stemming from the
main ADC. Conceptual spectra exemplify the processing in scenario where a strong two-tone
blocker signal causes nonlinear distortion especially on top of the weak modulated signal and
E-AIC is focused on cleaning the weak signal band.
6.3 Enhanced Adaptive Interference Cancellation
The ideology of E-AIC is motivated by the fundamental limitation of AIC that the
distortion suppression performance may reduce due to the excessive amount of nonlinear
distortion inside the blocker bands which affects the nonlinearity modeling accuracy. This
is a potential risk especially during ADC clipping which can generate lots of nonlinear
distortion. E-AIC alleviates this challenge by introducing a secondary ADC. It is fed
with the attenuated version of the received signal which is going through the main ADC.
The attenuation should guarantee that clipping does not occur or at least the clipping
is milder in the secondary ADC. Therefore, there is also less nonlinear distortion inside
the blocker bands and by using this signal in the nonlinearity modeling stage, more
accurate modeling results can be obtained.
The whole E-AIC concept is depicted in Figure 6.2. Compared with the original AIC
concept (Figure 4.1), the only concrete difference is that the reference branch signal is
obtained by using the secondary ADC. In addition, the simplified spectrum illustrations of
Figure 6.2 depict suppressing nonlinear distortion from the weak modulated signal band
where as the similar spectrum illustrations of Figure 4.1 show nonlinearity suppression
for the whole reception band.
Since E-AIC requires a secondary ADC, it cannot be considered as fully digital
approach. However, the requirements for the additional analog hardware are very low.
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The secondary AIC can have poorer specifications, especially lower resolution, than the
main ADC which makes the secondary ADC less expensive and less power hungry. This
is possible since the target is to digitize only the strongest blockers with the secondary
ADC and hence it does not need to have dynamic range to capture any weak signals.
The E-AIC ideology could also be extended to suppression of receiver nonlinearities. In
that case, a whole secondary receiver chain would be needed in which attenuated version
of the received signal suffers less from nonlinearities and therefore is able to provide
more linear perception of the blockers for the E-AIC nonlinearity modeling stage.
Performance example of E-AIC in suppressing clipping distortion is given later in
Subsection 6.4.2 with laboratory measurements using commercial I/Q ADC hardware.
The example compares E-AIC with the other methods discussed in Sections 6.2 and 6.4.
6.4 Maximum Selection Interpolation
This section involves multirate signal processing and polyphase structures. Introduction
to these topics are given, e.g., in [44,52]. When a digitized waveform contains clipped
samples, it is known that those are erroneous and can be considered as lost samples. One
traditional approach is to use interpolation to replace the lost samples with estimates
obtained from adjacent non-clipped samples that are more reliable. This is especially
potential approach if the signal happens to be band-limited and oversampled. Figure 6.3a
gives an example of a received waveform obtained with oversampling A/D conversion
during which the waveform is clipped. The oversampled waveform can be represented
as a polyphase decomposition [52]. Therefore each polyphase branch is depicted with a
different color and symbol in Figure 6.3a. In the oversampled waveform, consecutive
samples contain redundant information which means that a clipped sample can be
recovered based on the corresponding samples in other polyphase branches. This is
possible by employing fractional delay filters [79]. In Figure 6.3a, e.g., the clipped
samples in Branch 1 can be recovered by exploiting Branches 2, 3, and 4.
6.4.1 Algorithm Description
Based on the aforementioned concept, MSI method is proposed in [P3] for suppressing
ADC clipping distortion. The block diagram of the MSI method is given in Figure 6.3b.
A received band-limited signal is digitized with an oversampling ADC and after that
the polyphase decomposition is formed. There are L polyphase branches when the
oversampling factor is L. It is essential to know which samples are clipped and which
are not. Clipping detection is typically straightforward since many ADCs provide out-of-
range indicator (see, e.g., [9]). All non-clipped samples can be passed through without
any special processing which in practice means filtering with a filter corresponding
to a pure delay. For a clipped sample, other polyphase branches provide estimates.
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Figure 6.3: (a) Example of a received clipped waveform obtained with an ADC having
oversampling factor of 4. The polyphase branches are depicted with different colors and
symbols. (b) Block diagram of maximum selection interpolation method which recovers clipped
samples by using fractional delay filters.
The decision logic then selects the best estimate among the branches by selecting the
one having the largest absolute value. The selected estimate then replaces the clipped
sample in the oversampled waveform. If there would be only a single clipped sample, the
selected estimate would provide very reliable results. However, the estimates are poorer
if there are more than L− 1 consecutive clipped samples in the oversampled waveform.
The same applies also if there are clipped samples in all polyphase branches within the
length of the polyphase branch filter. This problem can be alleviated by iterating the
interpolation processing several times as indicated in Figure 6.3b. In this manner, more
accurate estimates are obtained since more and more information is extracted from the
adjacent samples. The logic behind this is the following. In the first iteration round the
totally unreliable clipped samples are replaced with more accurate estimates. Then in
the second iteration round there are no clipped samples anymore and this allows even
more accurate estimates to be found. However, it is worth noting that the maximum
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absolute value selection criterion does not guarantee convergence. Therefore, excessive
iteration should be avoided. The whole MSI processing, including iteration, is performed
for the oversampled signal. After the processing the sample rate can be reduced as
indicated by the down-sampling block on the right side of Figure 6.3b.
The polyphase branch filters of MSI can be designed using various approaches.
For example, all-pass filters implementing desired fractional delays for all polyphase
branches could be used. Another approach is to first design a lowpass finite impulse
response (FIR) filter of which passband corresponds to the bandwidth of the received
band-limited signal. This essentially corresponds to a typical decimation filter having
the normalized bandwidth of 1L . The impulse response of this FIR filter is denoted with
hp = [hp(0), hp(1), hp(2), . . . ]T. Then the actual polyphase branch filters are obtained
as a polyphase decomposition of hp. Formally, the impulse responses of the polyphase
branch filters are
hp,0 = [hp(0), hp(L), hp(2L), . . . ]T, (6.1a)
hp,1 = [hp(1), hp(L+ 1), hp(2L+ 1), . . . ]T, (6.1b)
...
hp,L−1 = [hp(L− 1), hp(2L− 1), hp(3L− 1), . . . ]T. (6.1c)
The clipping detection entity in Figure 6.3b assigns the impulse response hp,0 always for
the polyphase branch containing the clipped sample of interest and the other impulse
responses accordingly to other polyphase branches. For example, if the clipped sample
of interest is in the second polyphase branch, the Filters 1, 2, . . . , L of Figure 6.3b are
hp,L−1,hp,0,hp,1, . . . ,hp,L−2, respectively.
6.4.2 Performance Evaluation and Comparison With Other
Methods
The performance of the MSI method is evaluated with laboratory measurements using
a commercial 14-bit I/Q ADC [9]. The results are presented in Figure 6.4. The signal
scenario contains five modulated signals with different IFs, bandwidths, and power levels
resulting in PAPR of 7 dB for the overall waveform. The sampling rate is 64MHz in
order to provide enough oversampling for MSI method. The time- and frequency-domain
illustrations of Figure 6.4 shows the effect of I/Q ADC clipping when the clipping level
is 6 dB above the average power of the overall waveform.
The bottom part of Figure 6.4 compares the clipping distortion suppression perfor-
mance of several methods by showing SNDR gain results as a function of clipping ratio
(clipping level with respect to average signal power level). The SNDR gain indicates that
how much the suppression method is able to enhance the SNDR of the weak signal at
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Figure 6.4: Measured clipping distortion suppression results using a 14-bit I/Q ADC hardware.
Time- and frequency-domain plots illustrates the effect of clipping when the clipping level is
6 dB above the average power level of the overall waveform. The bottom figure shows SNDR
gain for the weak signal at 3MHz using different clipping distortion suppression methods.
Tomioka method refers to [113].
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3MHz. The performance of MSI method is compared with another interpolation-based
method proposed by T. Tomioka et al. in [113]. For both methods 32-tap polyphase
branch filters are used and four iteration rounds are performed. Based on the results,
the MSI method gives more SNDR gain than Tomioka’s although the computational
complexity of the MSI method lower. This is stemming from the fact that MSI does not
require preliminary polynomial spline interpolation stage which is used in Tomioka’s
method to decrease estimation error due to multiple clipped samples involved in the
estimation process. Additionally, MSI uses carefully designed polyphase branch filters
whereas Tomioka’s method employs truncated sinc functions. It is generally known that
using a truncated sinc impulse response provides poor stopband attenuation [44,119].
Furthermore, MSI and Tomioka’s method have different decision logic for the estimate
selection which also affects the performance. However, the practical performance of both
methods is limited by other ADC nonlinearities.
Figure 6.4 also provides SNDR gain results for AIC and E-AIC when third-, fifth-,
and seventh-order nonlinearities are used in the nonlinearity modeling stage. The
E-AIC methods employs 7-bit secondary I/Q ADC with 7-dB input attenuation. In
practice, the secondary I/Q ADC was implemented by using the same 14-bit I/Q
ADC hardware during the measurements and then digitally reducing the resolution to
seven bits afterwards. According to the SNDR gain results, both AIC and E-AIC are
outperforming the interpolation-based methods. This is mainly because AIC and E-AIC
are able to suppress, in addition to clipping, also other nonlinearities of third-, fifth-,
and seventh-order. E-AIC is even able to almost reach the ideal AIC performance. Here
the ideal AIC refers to AIC when a perfect undistorted signal is used in the reference
branch. It is natural for all the methods that SNDR gain is lower for mild clipping levels
(8–10 dB) since there is not much clipping distortion to be suppressed.
6.5 Decision-Aided Iterative Clipping Distortion
Suppression
An I/Q ADC clipping distortion suppression method considered in this section is specif-
ically targeted for multiuser/multichannel OFDM systems. The clipping distortion is
gradually suppressed using an iterative process in which data symbol/bit decisions are
exploited. Since demodulation of multiuser data is required, the suppression method is
more suitable to be implemented in base stations for uplink scenarios, but also downlink
scenarios may be possible on cooperative communications systems. The decision-aided
iterative clipping distortion suppression method has been originally proposed in [P4, P5].
It is based on the PAPR reduction scheme considered in [22,123], but essential modifica-
tions have been needed to make it suitable for suppressing I/Q ADC clipping distortion.
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6.5.1 Algorithm Description
An OFDM symbol to be transmitted can be expressed in time domain at BB as
u(t) = 1√
N
N
2 −1∑
k=−N2
Uke
j2pikt/Ts , 0 ≤ t ≤ Ts, (6.2)
where Uk is the complex data symbol in subcarrier (SC) k and Ts is the OFDM symbol
duration. The OFDM symbol includes NA active SCs while the oversampling factor
is J and hence the total number of SCs is N = JNA. The SC indices are denoted
with a set Ω = {−N2 ,−N2 + 1, . . . , N2 − 1}. The active SCs carry the data symbols
Uk, k ∈ ΩA = {−NA2 , . . . ,−1, 1, . . . , NA2 } whereas inactive SCs contain zeros so that
Uk = 0, k ∈ Ω \ ΩA. Cyclic prefix (CP) is omitted from the equations for notational
convenience. It does not have any influence on I/Q ADC clipping due to the memoryless
nature of clipping. However, CP is included in the simulations and measurements
discussed later in this section since it is essential to avoid intersymbol interference due
to a frequency-selective channel.
The top part of Figure 6.5 illustrates a typical OFDM transmitter. The data bits
in vector b are first turbo encoded and interleaved resulting in the coded bits c(Uk)1,...,M ,
k ∈ ΩA, where M denotes the number of bits in a data symbol. Those bits are then
mapped to data symbols Uk, k ∈ ΩA after which the time-domain signal with CP is
formed and transmitted on the radio channel.
The decision-aided iterative clipping distortion suppression method for an OFDM
receiver is illustrated among typical OFDM processing on the bottom part of Figure 6.5.
Generally, the received waveform in the I/Q ADC input is v(t) = vI(t) + jvQ(t) =
h(t) ∗ u(t) +w(t), where h(t) is the radio channel impulse response and w(t) is additive
white Gaussian noise. The I/Q ADC clips the signal according to (5.2). Assuming
clipping to be zero-symmetric, the clipping levels are CI and CQ. The clipping levels
can also be expressed with respect to the signal power, called clipping ratios, so that
γI =
CI√
Pv,I
and γQ =
CQ√
Pv,Q
, (6.3)
where Pv,I and Pv,Q are the average power levels of the non-clipped signals in I and
Q branches. These clipping ratios describe how strong the clipping actually is for the
received signal. The clipping distortion suppression method described here relies on
Bussgang’s theorem [18] which has been proven to be an adequate model for clipping
distortion [86, 87, 100]. According to the theorem, clipping attenuates the signal v(t)
and causes additive clipping distortion which is uncorrelated with the non-clipped v(t).
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Formally, the I/Q ADC output is
v˜I(nTs) = αIvI(nTs) + dc,I(nTs), (6.4a)
v˜Q(nTs) = αQvQ(nTs) + dc,Q(nTs), (6.4b)
where αI and αQ are the scaling factors and the additive clipping distortion is denoted
with dc,I(nTs) and dc,Q(nTs). The model assumes vI(nTs) and vQ(nTs) to be Gaussian
and hence the scaling factors are related to clipping ratios in the following manner
αI =
E[vI(nTs)v˜I(nTs)]
E[vI(nTs)vI(nTs)]
= erf
(
γI√
2
)
, (6.5a)
αQ =
E[vQ(nTs)v˜Q(nTs)]
E[vQ(nTs)vQ(nTs)]
= erf
(
γQ√
2
)
, (6.5b)
where the error function is
erf(x) = 2√
pi
x∫
0
e−t
2
dt. (6.6)
Details for deriving (6.5) are given in [21,86,100]. Furthermore, the I/Q ADC output
(6.4) can be expressed as a complex signal
v˜(nTs) = αIvI(nTs) + dc,I(nTs) + j[αQvQ(nTs) + dc,Q(nTs)]
= α1v(nTs) + α2v∗(nTs) + dc(nTs)
= α1v(nTs) + z(nTs),
(6.7)
where α1 = (αI + αQ)/2, α2 = (αI − αQ)/2, the complex clipping distortion dc(nTs) =
dc,I(nTs) + jdc,Q(nTs), and the total complex clipping distortion z(nTs) = α2v∗(nTs) +
dc(nTs). It is straightforward to see from (6.7) that the original non-clipped v(nTs) can
be recovered using v˜(nTs), if good enough estimates of α1 and z(nTs) are obtained. This
is the fundamental idea behind the clipping distortion suppression method considered
in this section.
As illustrated in Figure 6.5, the received clipped OFDM signal is first processed
in a conventional manner including CP removal, transformation to frequency domain,
channel equalization, mapping symbols to bits, deinterleaving, and finally decoding. Due
to the clipping distortion, obtained data bit estimates bˆ may not be perfect. However,
if reasonable amount of bit estimates are good, it is possible to enhance the the poor bit
estimates through to following clipping distortion suppression processing. First, the bit
estimates are used for regenerating an estimate of the received signal with and without
clipping. The clipping distortion estimate is then the difference of those two received
signal estimates. After that, the clipping distortion estimate is subtracted from the
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distortion suppressing receiver. The unintentional clipping distortion is produced by the I/Q
ADC due to improper input signal conditioning.
original received signal. Now there should be less clipping distortion in the received
signal and it provides more reliable bit estimates. This, in turn, provides more accurate
clipping distortion estimate and hence the whole processing can be iterated in order to
obtain more and more reliable bit estimates. The following paragraphs provide more
detailed mathematical description of the clipping distortion suppression method. Its key
steps are also summarized in Table 6.1.
The following mathematical notation considers only a single OFDM symbol for
simplification. The clipping distortion suppression is anyway performed subcarrier-wise
and thus it can be implemented with almost any processing block length. In practical
receiver, the processing block length may be one or more OFDM symbols depending on
the implementation of the conventional receiver functions such as channel equalization,
deinterleaving, and channel decoding. For reference, the received signal without clipping
is expressed in frequency domain after I/Q ADC and after removing CP as
Vk = HkUk +Wk, k ∈ Ω, (6.8)
where Hk is the channel gain and Wk is the additive white Gaussian noise for the kth
SC. On the other hand, if I/Q ADC clipping occurs, the frequency-domain signal is then
V˜k = α1Vk + α2V ∗−k +Dc,k
= α1(HkUk +Wk) + α2(H∗−kU∗−k +W ∗−k) +Dc,k
= α1HkUk + Zk + α1Wk + α2W ∗−k, k ∈ Ω,
(6.9)
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Table 6.1: Algorithm for the decision-aided iterative clipping distortion suppression.
Initialization: for all k ∈ ΩA
1. Set i = 0, αˆ(0)1 = 1, and Zˆ
(0)
k
= 0
2. Obtain channel estimates Hˆ(i)
k
using signal Vˆ (i)
k
= (1/αˆ(i)1 )(V˜k − Zˆ
(i)
k
)
3. Perform channel equalization as Vˆ (i)
k
/Hˆ
(i)
k
4. Demap symbols Vˆ (i)
k
/Hˆ
(i)
k
to bits, deinterleave, and decode to obtain output data bits bˆ(i)
Iteration: Increase i by one and do the following steps for all k ∈ ΩA
5. Create Uˆ(i)
k
based on the coded bits cˆ
(U(i−1)
k
)
1,...,M (hard) or L
(
cˆ
(U(i−1)
k
)
1,...,M
)
(soft)
6. Estimate clipping ratios γˆ(i)I and γˆ
(i)
Q as well as attenuation factor αˆ
(i)
1
7. Clip Hˆ(i−1)
k
Uˆ
(i)
k
according to γˆ(i)I and γˆ
(i)
Q in time domain to produce
ˆ˜V (i)
k
8. Calculate clipping distortion estimate Zˆ(i)
k
= ˆ˜V (i)
k
− αˆ(i)1 Hˆ
(i−1)
k
Uˆ
(i)
k
9. Remove the distortion from the received signal, i.e., Vˆ (i)
k
= (1/αˆ(i)1 )(V˜k − Zˆ
(i)
k
)
10. Obtain new channel estimates Hˆ(i)
k
using signal Vˆ (i)
k
11. Perform channel equalization as Vˆ (i)
k
/Hˆ
(i)
k
12. Demap symbols Vˆ (i)
k
/Hˆ
(i)
k
to bits, deinterleave, and decode to obtain output data bits bˆ(i)
where the total clipping distortion is Zk = α2H∗−kU∗−k +Dc,k, k ∈ Ω. This follows the
notation of (6.7). As shown in Figure 6.5, before the clipping distortion suppression,
conventional OFDM processing is performed, i.e., the received data symbols V˜k, k ∈ ΩA
are equalized, mapped to soft bits, deinterleved, and finally decoded. The channel
equalization is based on the channel estimates Hˆk, k ∈ ΩA which is considered in more
detail in Subsection 6.5.2.
The first step in the clipping distortion suppression is to acquire an estimate of the
originally transmitted signal, namely, Uˆk, k ∈ Ω using the bit estimates after turbo
decoder as indicated in Figure 6.5. In order to implement this, it is not necessary to
re-encode the data bit estimates bˆ, but the soft-coded bit estimates L(cˆ(Uk)1,...,M), k ∈ ΩA,
can be used directly from the turbo decoder output after interleaving to obtain soft
symbol estimates. Here, cˆ(Uk)1,...,M refers to the hard bit estimates related to the data
symbol Uk and L
(
cˆ
(Uk)
1,...,M
)
denotes log-likelihood ratio values for cˆ(Uk)1,...,M [14, 30, 98].
Another, less complex, option is to obtain hard symbol estimates by using the hard bit
estimates cˆ(Uk)1,...,M . Both options, soft and hard symbol estimates, are considered in the
performance evaluation in Subsection 6.5.3. Since an estimate of the received signal
without clipping is needed, the estimate of the transmitted signal is exposed to the
channel estimates, i.e., HˆkUˆk, k ∈ ΩA.
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The next step is to obtain a regenerated version of the clipped received signal, namely
ˆ˜Vk, k ∈ ΩA. The clipping is performed in time domain using the clipping ratio estimates
γˆI and γˆQ since the true clipping ratios, γI and γQ, are not known. The clipping ratio
estimates γˆI and γˆQ can be calculated similarly as in (6.3) by first approximating the
required parameters. The clipping levels CI and CQ should be fairly accurately known
from the FS range of the ADC or then the clipping levels can be deduced from the
maximum values in the clipped received signal. The average power levels of the non-
clipped signals, Pv,I and Pv,Q, can be estimated from the hard symbol estimates Uˆk,
k ∈ Ω. After obtaining ˆ˜Vk, k ∈ ΩA, it is used for extracting the clipping distortion
estimate
Zˆk = ˆ˜Vk − αˆ1HˆkUˆk, k ∈ ΩA. (6.10)
This is exploiting Bussgang’s theorem as was discussed earlier related to (6.7). The
estimated scaling factor αˆ1 = (αˆI + αˆQ)/2 is calculated according to (6.5) using γˆI and
γˆQ. The final processing step involves enhancing the received signal using the clipping
distortion estimate. Formally, the signal after clipping distortion suppression is
Vˆk =
1
αˆ1
(
V˜k − Zˆk
)
, k ∈ ΩA. (6.11)
This signal is then used in the next iteration round starting with the channel estimation
and equalization. Clipping distortion suppression performance improves in every iteration
since all the estimates are improved. In practice, the maximum performance is determined
by the noise involved in the I/Q ADC clipping Wk, k ∈ Ω, and also by the accuracy of
the estimates γˆI, γˆQ, and Hˆk, k ∈ Ω.
6.5.2 Channel Estimation and Equalization
There are vast amount of ways to obtain the channel estimates and it is also partially
system- and standard-specific issue. Therefore, this subsection does not try to cover
all the possible aspects of channel estimation and equalization, but rather provides an
example of a possible approach. It is also employed in the simulations and measurements
discussed in the next subsection regarding the performance evaluation of the clipping
distortion suppression method.
It is considered here that the active SC set ΩA contains evenly distributed pilot SCs
denoted with a set ΩP . This means that the data SCs form a set ΩD = ΩA \ΩP . Fol-
lowing the traditional zero-forcing channel equalization principle, the channel estimates
can be calculated for the pilot SCs as
HˆP,k =
Vˆk
Uk
, k ∈ ΩP . (6.12)
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These estimates are then used to acquire channel estimates for the data SCs ΩD using
interpolation. This can be done by inserting zeros between HˆP,k, k ∈ ΩP so that there is
a zero for each ΩD and the filtering with a properly designed FIR lowpass interpolation
filter. In practice, the bandwidth of the lowpass filter corresponds to the original data
bandwidth. It is worth noting that since HˆP,k, k ∈ ΩP are in frequency domain, also
the interpolation is performed there. It means that the zero-padded channel estimates
are convolved with the impulse response of the lowpass filter in frequency domain.
After the first clipping distortion suppression iteration round, there are data symbol
estimates which can be exploited in the channel estimation together with the pilot
symbols. Since some symbol errors are probable, all the data-symbol-based channel
estimates may not be as reliable as the pilot-based channel estimates. One approach
proposed in [P5] is to take into account the symbol reliabilities p(Uk), k ∈ ΩA, when
obtaining the channel estimates. Exploiting both the data symbol estimates and pilots,
the channel estimates can be calculated as
Hˆk =
p(Uk)
2 HˆD,k +
[
1− p(Uk)2
]
HˆP,k, k ∈ ΩA, (6.13)
where the data-symbol-based estimates are HˆD,k = Vˆk/Uˆk, k ∈ ΩD. The data-symbol-
based estimates are not needed for the pilot SCs and therefore p(Uk) = 0, k ∈ ΩP . For
the data SCs, the reliabilities are calculated as
p(Uk) =
M∏
ι=1
exp
[
cˆ
(Uk)
ι L
(
cˆ
(Uk)
ι
)]
1 + exp
[
L(cˆ(Uk)ι )] , k ∈ ΩD. (6.14)
In optimal situation, (6.13) and (6.14) are recalculated on every iteration round. However,
some optimization in computational complexity can be achieved, if the recalculation is
not performed for the most realiable SCs.
Due to the clipping distortion and zero-forcing channel equalizer, there can be
extremely large amplitude values in the output of the equalizer. These large values cause
problems for the soft symbol demapper assuming Gaussian noise. Therefore, the large
amplitude values, which are known to be erroneous anyway, should be limited before fed
into the soft symbol demapper. A reasonable amplitude limit for the channel equalizer
output is
Vmax,eq = max
r
∥∥Ψr∥∥+ 3.29√2 σn, (6.15)
where Ψr, r = 1, 2, . . . , 2M , denotes all the possible values in the symbol alphabet and σn
is the standard deviation of the Gaussian noise w(t). The scaling factor 3.29√2 corresponds
to the 99.9% confidence level of complex Gaussian distribution [125].
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In general, it can be said that I/Q ADC clipping limits the channel estimation
accuracy. On the other hand, the accuracy of the channel estimates affects the clipping
distortion suppression since it is based on data bit decisions. More research is needed to
find an optimal channel estimation approach when I/Q ADC clipping occurs.
6.5.3 Performance Evaluation
The performance of the decision-aided iterative clipping distortion suppression method is
evaluated in an uplink scenario of two users in adjacent channels. Each user is individually
experiencing a block-fading extended Vehicular A channel of ITU Radiocommunication
Sector (ITU-R) [107]. The signal of User 1 is 15 dB weaker than the signal of User 2
when those are simultaneously received by a base station receiver. The composite signal
of two users gets unintentionally clipped in the I/Q ADC of the receiver and especially
the weaker User 1 suffers from the clipping distortion originating from its own signal and
also from the signal of User 2. This scenario is first simulated and then also evaluated
with laboratory measurements. The essential parameters are collected in Table 6.2.
Furthermore, the simulated scenario is illustrated in Figure 6.6. The time-domain plot
illustrates the composite waveform of Users 1 and 2 before and after clipping when the
clipping ratio is γ = γI = γQ = 6dB. The spectrum plot before clipping illustrates
the effect of the simulated frequency-selective channel whereas the lower spectrum plot
indicates the deteriorating effect of clipping, especially for User 1.
Figure 6.7a illustrates how the average BER of User 1 improves from iteration to
iteration when the clipping distortion suppression method is employed. The two curves
represent the average BER before and after the turbo decoder when the clipping ratio is
γ = 6dB. The SNR for User 1 is 21.9 dB. The arrows indicate the information flow in
the receiver, namely D refers to decoding process whereas F means the feedback stage
containing the clipping distortion suppression. It can be concluded that the clipping
distortion effectively deteriorates the turbo decoder performance, but by suppressing
the clipping distortion, it is possible to achieve BER that is close to the BER of the
non-clipped signal. As discussed in Subsection 6.5.1, the performance of the non-clipped
case cannot be exactly achieved due to the noise of the received signal and inaccuracies in
estimating the clipping ratio γ and the channel estimates Hˆk, k ∈ ΩA. The significance
of the noise as a limiting factor in clipping distortion suppression increases when SNR
is poor. The situation becomes more challenging also when clipping is stronger as in
Figure 6.7b where γ = 2dB. The clipping distortion suppression still radically enhances
the performance, but more iteration rounds are needed in order to achieve the best
possible BER.
More insight into, how the clipping ratio affects the BER of User 1, is given in
Figure 6.8a. It is clear that the average BER is poorer when strong clipping occurs (γ is
small). This is especially true since only five iterations of clipping distortion suppression
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Table 6.2: Parameters of the multiuser uplink scenario.
Parameter Value
Number of users 2
FFT size 2048
Active subcarriers per user 512
Scattered pilots per user 64
CP length 116 (128 samples)
Sampling rate 30.72MHz
Subcarrier spacing 15 kHz
Subcarrier modulation 16-QAM (M = 4)
Channel profile Extended ITU-R Vehicular A [107]
Channel codec Turbo codec (Max-Log-MAP) [14,30,98]
Coding rate 12
Coded block length 3584 bits (2 OFDM symbols)
Decoding iterations Max. 5
Clipping suppression iterations 5 or 10
is performed here, although more iterations could be beneficial when clipping is strong.
Furthermore, Figure 6.8a also illustrates the effect of channel estimation accuracy by
comparing the performance when using perfect channel knowledge (True CH) and when
channel estimation is performed as described in Subsection 6.5.2 (Est. CH). There is
practically no difference when clipping is mild, but the channel estimation is limiting
the performance when clipping is strong. This conclusion can be made because the SNR
of User 1 before clipping is 21.9 dB for all the clipping ratios.
Finally, measurement-based results with real hardware are given in Figure 6.8b. The
same two-user scenario is considered and also here the SNR of User 1 is 21.9 dB. The
fading channel model is digitally applied to the digital transmit waveform which is then
converted to analog domain using a baseband signal generator [99]. After that, the
waveform is digitized and clipped with a 14-bit I/Q ADC [9]. Figure 6.8b shows that the
clipping distortion suppression method perform successfully also in real measurements.
It can be also concluded that the performance is almost the same regardless of whether
hard or soft data symbol estimates are used for received signal regeneration in the
feedback branch.
More simulation results and discussion on computational complexity of the clipping
distortion suppression method is given in [P5]. In addition, a modified version of the
method is proposed in which the clipping distortion suppression is iterated on symbol
level and only in the end, after all iterations, the enhanced data symbols are decoded.
This significantly decreases the computational complexity but, according to the results,
without considerably affecting the performance.
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Figure 6.6: Time- and frequency-domain illustrations of the simulated multiuser uplink
scenario. Each user individually experience block-fading extended ITU-R Vehicular A channel.
In the base station receiver, the composite signal of two users gets unintentionally clipped by
an I/Q ADC, the clipping ratio being γ = 6dB.
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Figure 6.7: Simulated average BER of User 1 as a function of clipping distortion suppres-
sion iterations for two different clipping ratios. Iteration round 0 refers to original received
signal without clipping distortion suppression. Arrows indicate the decoding (D) and clipping
suppression feedback (F) stages.
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Figure 6.8: Average BER of User 1 as a function of clipping ratio γ in (a) simulations and
(b) laboratory measurements. The number of clipping distortion suppression iterations is five.
77

CHAPTER 7
Conclusions
This concluding chapter highlights the key aspects and the main results of the thesis.Due to the vast variety of quickly evolving systems employing wideband radio
receivers, optimal yet practical state-of-the-art modeling and digital suppression of
nonlinear distortion in the receivers and A/D interfaces require continuous research
efforts. Therefore, the potential directions for further research is discussed in the second
section of this chapter.
7.1 Main Results
This thesis contributes to system-level modeling of nonlinearities in DCRs and A/D
interfaces. The purpose of the models is to provide understanding to the nonlinearity
phenomena themselves and especially to help suppressing nonlinear distortion in multi-
carrier/multiradio receivers and A/D interfaces. A cascaded receiver nonlinearity model
was derived based on polynomials for considering the joint effects of RF, mixer and BB
stages. This cascaded modeling is important since the RF distortion becomes further
distorted by BB nonlinearities and I/Q imbalance. Although the full cascaded model is
rather long, it has a very logical structure since every nonlinearity term can be related
to a certain spectral location and bandwidth. Furthermore, the model coefficients are
related to gains, IIP3s, and IRRs of different stages and therefore it is straightforward to
analyze which of the model terms are relevant. It was shown with realistic parameters
that significant portion of the terms were below the receiver noise floor and the model
can be considerably shortened. The cascaded model was specifically derived for DCRs,
but the same approach with small changes could be applied also for other receiver
architectures, such as superheterodyne.
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Another model introduced in this thesis was a general signal clipping model for
I/Q ADCs. It is based on Fourier series with time-dependent Fourier coefficients. The
model works as a tool to analyze the clipping distortion in frequency domain. Since
clipping causes many different nonlinearity orders, it is convenient that each order can
be considered separately. The derived model provides exact weights and spectral shapes
for all nonlinearity orders. The model clearly shows how zero-symmetric clipping equally
in I and Q branch ADCs causes only odd-order distortion and every other order is on the
negative side of the complex spectrum. Furthermore, the model shows that unequal I/Q
clipping causes mirror-image interference to appear and, what is more, non-symmetric
clipping with respect to zero creates also even-order distortion. The clipping model is
valid for any receiver architecture employing I/Q ADCs. It is also valid for all traditional
uniform ADC architectures.
The thesis also provided several methods for suppressing nonlinear distortion in
wideband radio receivers and A/D interfaces. The performance of the methods has been
verified with simulations and also with RF laboratory measurements using real hardware.
AIC method was shown to be a very versatile approach for suppressing many kinds of
nonlinearities. First of all, it is a fully digital adaptive post-processing method requiring
minimal a priori information about the receiver itself or the signal scenario. This makes
it easy to implement and it may also be applicable to already existing systems. By
exploiting the aforementioned cascaded receiver nonlinearity model, AIC is able to jointly
suppress nonlinear distortion of RF and BB stages as well as I/Q imbalance. It was
also shown to be able to reduce nonlinear distortion caused by the INL of the ADC.
Moreover, by using an appropriate nonlinearity model, AIC was shown to suppress also
unintentional I/Q ADC clipping distortion. Generally, AIC is applicable to multicarrier
reception scenarios where strong blockers are causing nonlinear distortion all over the
reception band. However, AIC is not capable of suppressing distortion stemming from
blockers that are outside the reception band and also it does not suppress the distortion
in the blockers themselves.
In addition to AIC, also several other distortion suppression methods were proposed
for unintentional receiver-side I/Q ADC clipping. A modified version of the AIC, called
E-AIC, was shown to provide superior clipping distortion suppression performance due
to its less distorted reference signal obtained by an additional low-resolution ADC.
Without any additional analog hardware, an interpolation-based clipping distortion
suppression method, called MSI, also provided rather good performance. However, it
requires that the A/D conversion is of oversampling type. Furthermore, a decision-aided
iterative clipping distortion suppression method was shown to provide very promising
performance in an OFDMA signal scenario. In general, it can be concluded that even
strong nonlinear distortion, such as I/Q ADC clipping, can be suppressed to a certain
extent by digital means. It is, however, a system-specific issue what is the most effective
and practical method.
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7.2 Further Development
The derived cascaded receiver nonlinearity model provides a good frame to include also
other receiver impairments. This joint model could be then used for impairment mitiga-
tion. In general, it is an interesting topic to study further how the proposed distortion
suppression methods perform when there are other dominating receiver impairments,
e.g., phase noise.
The Fourier series based I/Q ADC clipping model is convenient for analyzing sep-
arately each distortion order the clipping is causing. Future research could consider
how the model can be efficiently exploited in clipping distortion suppression. This could
include, e.g., extracting information about the non-clipped signal envelope or clipping
levels.
Since AIC has proven its versatility, it would definitely be interesting to develop it
further. For instance, there exist vast amount of different nonlinearity models in the
current literature of which feasibility could be evaluated from the AIC point of view.
The real question is that is it possible to find more robust and more accurate nonlinearity
models matching to the analog receiver hardware which would provide better distortion
suppression performance without excessively increasing the computational complexity.
Another interesting question is that what is the optimal spectrum sensing approach
for providing information about blocker bandwidths and center frequencies needed for
AIC band-split stage filtering. In this context, the optimality should be considered from
the accuracy and computational complexity point of view. This study item could also
include developing an algorithm for optimal automatic selection of nonlinearity modeling
terms based on the spectrum sensing results and the previously found adaptive filters
coefficients.
The decision-aided iterative clipping distortion suppression method requires accurate
channel estimation which is challenging due to clipping. Further research is needed
to determine an optimal channel estimation approach under unintentional I/Q ADC
clipping. The iterative method was concluded to be effective for OFDMA scenarios, but
in the future, also other scenarios could be considered.
In general, digital nonlinearity suppression methods have been shown to be very
effective and typically outperforming purely analog implementations. However, if even
better performance is desired, DSP should work in close cooperation with the analog
receiver parts. The tasks that are challenging for analog circuits, should be performed
in digital domain, but similarly also digitally challenging tasks may be feasible in analog
domain. In practice, this leads to advanced digitally-controlled analog circuits. Naturally,
this raises challenges in many levels, e.g., the analog and digital structures should be
designed together due to the inherent interactions. However, this combination may
provide synergies in the future that cannot be achieved by any other means, but it
requires ultimate understanding from both, analog and digital, worlds.
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Abstract—This article addresses the reduction of analog-to-digital 
(A/D) converter nonlinearities in radio receivers using digital 
signal processing (DSP). The main focus is on wideband A/D 
conversion where a collection of different waveforms at different 
frequency channels is digitized as a whole. The overall dynamic 
range in such composite signal can easily be in the order of tens 
of dB’s, especially in the emerging cognitive radio type develop-
ments, and the nonlinear distortion due to strong carriers can 
easily block the weaker signal bands. In this article, DSP-based 
post-processing is proposed and demonstrated for reducing the 
effects of A/D converter integral nonlinearities (INL), stemming 
from unintentional deviations in the quantization intervals, as 
well as clipping due to improper input conditioning in wideband 
radio receiver context. 
Keywords-A/D converter; radio receiver; nonlinear distortion; 
integral nonlinearity; clipping; interference cancellation 
I.  INTRODUCTION 
One of the main trends in designing and implementing ra-
dio transmitters and receivers for different wireless systems is 
to implement more and more of the transceiver functionalities 
using DSP [1]. In such transceiver implementations, especially 
on the receiver side, the performance of the A/D interface can 
easily become of a limiting factor to the whole receiver per-
formance, particularly in cases where the dynamic range of the 
digitized waveform is high [2]-[5]. One fundamental issue is 
the inherent trade-off between resolution (number of bits) and 
speed (sampling rate), which is fairly well understood in the 
existing literature [6]-[8]. Other important issues in radio 
receiver context are signal distortion due to sampling jitter and 
A/D converter nonlinearities [2]-[8]. 
In this article, we focus on the A/D converter nonlinearity 
aspects. This is becoming an increasingly important issue in the 
emerging wireless systems, like IMT-Advanced [9], in which 
the spectrum allocation of individual terminals can be strongly 
scattered over a wide range of frequencies. In such cases, and 
also in more traditional radio systems in which most of the 
selectivity filtering in the terminal is implemented using DSP, 
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the dynamic range of the digitized signal can be tens of dB’s 
(even 50-60 dB). Similar or even more challenging input 
conditions are also expected in the emerging cognitive radio 
type developments where the available spectrum chunks can be 
heavily scattered over several hundreds of MHz total band-
width. In this kind of scenarios, any nonlinearities in the A/D 
converter can cause severe intermodulation distortion (IMD) 
due to strong incoming signals which can easily block the weak 
desired signal bands [3]-[5]. Practical sources of nonlinearities 
in A/D converters are, e.g., integral and differential nonlineari-
ty (INL and DNL) stemming from the unintentional deviations 
in the consecutive quantization levels, and clipping type distor-
tion due to improper input signal conditioning (crossing the 
converter full scale voltage range). 
Correction of A/D converter nonidealities has generally 
been studied rather widely in the literature, see, e.g., [2], [6], 
[10] and the references therein. Typical post-processing solu-
tions are based on either look-up table methods or black-box 
modeling and identification type approaches. Most of these 
methods require specific off-line calibration signals and are thus 
mainly designed for measurement and instrumentation purposes 
in which the operating environment is typically very stable. On 
the radio terminal side, on the other hand, the operating condi-
tions of the used electronics components as well as also the 
received waveform characteristics can both be easily heavily 
time-varying, implying that off-line calibration based approach-
es are not directly applicable. In this article, building on proper 
nonlinearity modeling, on-line DSP-based post-processing for 
reducing the intermodulation distortion in wideband A/D conver-
ters is proposed. Adaptive filtering based approach utilizing 
adaptive interference cancellation (AIC) is deployed and demon-
strated to be able to considerably reduce the effects of INL and 
clipping at the weak desired signal bands in wideband radios. 
Compared to the existing literature, the proposed approach has 
the benefit of being able to tune the correction capabilities on a 
received packet-by-packet basis to the most sensitive (weak) 
parts of the received spectrum. This is seen very critical in the 
emerging future cognitive radio type developments. 
II. A/D CONVERTER NONLINEARITIES IN RADIOS 
In an ideal quantizer, based on the number of bits B , the 
overall full scale (FS) voltage range of the converter is un-
iformly divided into quantization levels. This is illustrated in 
Fig. 1. One source of nonlinear distortion, other than ordinary 
uniform quantization noise, is then coming from unintentional 
deviations of the quantization levels from the nominal ones [6], 
[10], [13]. This can be further divided into differential nonli-
nearity (DNL) and integral nonlinearity (INL). DNL refers to 
the differences in the actual codewidths (relative to ideal 
codewidth) while INL refers to the corresponding differences 
in consecutive quantization thresholds. Mathematically these 
are given by [6], [13] 
 ( )( ) trueQ k QDNL k
Q
−=  (1) 
and  
 ( ) ( )( ) trueT k T kINL k
Q
−=  (2) 
where Q  denotes the nominal quantization step (code width), 
k  is the output code index and ( )T k  denotes the nominal 
quantization threshold for code k . While DNL characteristics 
from output code to another can be typically fairly random, the 
INL behavior can have more deterministic shape [6], [10]. An 
example of typical INL as a function of the converter output 
code is given in Fig. 2.  
Another clear source of nonlinear distortion is related to the 
input signal conditioning of the incoming signal relative to the 
converter full scale voltage FS. Any input dynamics exceeding 
the FS voltage range will essentially be clipped by the quantiz-
er, i.e., 
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 (3) 
where INx  denotes the converter input voltage and a FS 
voltage range of 0 ... FSx  is assumed. This is also illustrated in 
Fig. 1. 
In radio receivers, both DNL and INL as well as clipping 
will cause intermodulation distortion [3], [6], [7], [11]. The 
dominant part of such distortion or spurious components is 
stemming from the deterministic INL behavior and also from 
possible clipping. Here both of these are essentially modeled 
using polynomial modeling of the form 
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 (4) 
which is then followed by an ideal quantizer. This is illustrated 
in Fig. 3 and is a fairly established modeling approach in the 
literature, see, e.g., [6], [10]-[12]. Typically the 2nd, 3rd, 5th 
and 7th order components are the most dominant ones. In case 
of clipping, fixed-order polynomial approximations (with odd 
orders) apply only within a given finite input dynamics [11].  
For more details on clipping modeling with bandpass signals, 
refer to [14]. 
III. DIGITAL POST-PROCESSING 
In this Section, stemming partially from the earlier studies 
related to receiver mixer and low noise amplifier (LNA) 
nonlinearities in [15] and [16], an adaptive interference cancel-
lation based post-processing method is proposed for removing 
the intermodulation distortion due to A/D converter nonlineari-
ties from the weak signal bands. A conceptual block-diagram is 
given in Fig. 4. First band-split filtering is applied to a block of 
digitized samples such that the most sensitive (weak) signal 
bands are isolated from the rest of the sampled signal spectrum 
(including the strong blocking signals). Then, for a given weak 
signal band, the interfering IMD frequencies are regenerated 
using polynomial signal processing and filtered using an 
adaptive filter whose output(s) are subtracted from the weak 
signal band. The coefficients of the adaptive filter stage are  
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Fig. 1. Principal illustration of ideal and nonideal quantization with 3B =
bits. Both differential and integral nonlinearities (DNL, INL) as well as
clipping are shown. 
 
Fig. 2. Measured INL characteristics of 10-bit A/D converter AD9218 [17] as
a function of output code k . 
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Fig. 3. Modeling A/D converter nonlinearities as a cascade of a memoryless
polynomial followed by an ideal quantizer. 
 
controlled such that the interference power at the weak signal 
band is minimized. The characteristics of the polynomial signal 
processing block, in turn, depend directly on the order of the 
IMD components being cancelled. In practice, different order 
IMD components can be processed either in parallel or serial 
manner, depending on the amount of computational resources, 
each having its own adaptive filter coefficients. 
The overall coefficient adaptation, degrees of IMD being 
cancelled as well as the design of the band-split filtering stage 
can be controlled on a received packet-by-packet basis using an 
outer-loop control mechanism. This can be done based on 
coarse measurements of the spectrum density of the received 
packet using, e.g., FFT. Based on this spectrum sensing, the 
band-split filter characteristics are first tuned to isolate the most 
sensitive signal bands. Furthermore sensing the locations of the 
strongest signal energy levels (relative to the weak bands) gives 
the basis for choosing the IMD orders being cancelled. After 
this outer loop processing, the actual adaptive filter coefficients 
are controlled using e.g. the well-known least-mean-square 
(LMS) algorithm to minimize the IMD power at the overall 
output signal. These will be demonstrated in the following. 
IV. EXAMPLES AND OBTAINED RESULTS 
In this Section, practical examples are given to demonstrate 
the applicability of the proposed post-processing concept. Both 
INL as well as clipping effects are demonstrated and commer-
cially available A/D converters are used in the experiments, 
covering both simulated as well as measured data. 
A. Simulation Experiment for INL Reduction 
Here a 10-bit off-the-shelf A/D converter [17] is experi-
mented whose INL characteristics are shown in Fig. 2. An 
example received waveform consisting of 5 frequency channels 
with different channel bandwidths and power levels is dep-
loyed whose spectrum is illustrated in Fig. 5. The overall 
dynamic range in this experiment is in the order of 60 dB. The 
A/D converter sampling frequency is 32 MHz (both I and Q 
rails) and a converter model [18] provided by the component 
vendor is deployed in the simulations. In this example, 3rd 
order IMD of the strongest signal located at around -1 MHz is 
falling on top of the weak signal located at 3 MHz due to the 
INL. Example demodulated signal constellations without and 
with proposed digital post-processing are illustrated in the 
lower part of Fig. 5 for the weak QPSK signal located at 3 
MHz. In the post-processing implementation, plain cubic 
operators are used as the polynomial signal processing blocks, 
independently for both I and Q branches, to regenerate the 
interfering IMD frequencies. Furthermore, independent single-
tap adaptive filters are used then to weight and subtract the 
IMD estimates from the weak signal band. The well-known 
LMS algorithm is used in adaptive filter implementation with 
an adaptation block size of 5,000 samples. Clearly the proposed 
processing is able to reduce the intermodulation distortion 
effects considerably at the weak signal band. 
B. Clipping Mitigation Using Measured Signals 
Next the case of waveform clipping due to improper A/D 
converter input conditioning is demonstrated. Here realistic 
radio signal laboratory measurements combined with true-world 
14-bit commercial A/D converter board [19] are used, instead of 
computer simulations, to emphasize practicality. For simplicity, 
2 channel input waveform is used whose spectrum is illustrated 
in Fig. 6 together with the actual time-domain waveform cha-
racteristics. The used sampling frequency is 16 MHz for the I 
and Q rails. State-of-the-art laboratory signal generators are 
deployed to generate the measurement waveforms, and blocks 
of the digitized I and Q signals are stored into memory and 
loaded into PC for post-processing implementation. 
Due to clipping, part of the energy of the strong signal 
at -1 MHz is falling on top of the weaker signal located at 
3 MHz, which is again a QPSK signal. The digitized signal is 
next processed using the proposed post-processing targeting to 
reduce the IMD due to clipping from the weaker signal band. 
In this case, due to the nature of the clipping process, 3rd, 5th 
and 7th order operators are used in the reference generation, all 
being further weighted with separate two-tap adaptive filters 
and subtracted from the weak signal observation. Again LMS 
algorithm is used to control the adaptive filter parameters. The 
corresponding demodulated signal constellation of the weak 
signal is illustrated in Fig. 7, both without compensation (left 
part) and with compensation (right part). Clearly the post-
processing is again able to reduce the distortion at the weak 
signal band in a considerable manner. 
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Fig. 4. Adaptive interference cancellation based digital post-processing scheme to reduce A/D converter nonlinear distortion at a weak signal band originating
from strong blocking signals. In above, only a single IMD frequency is depicted on top of the weak signal for illustration purposes. 
V. CONCLUSIONS 
This article addressed the A/D converter nonlinear distortion 
with special emphasis on wideband radio receivers with high 
dynamic range for the digitized signal. Adaptive interference 
cancellation based digital post-processing was proposed to 
reduce the intermodulation distortion from the weak signal 
bands, stemming from either converter integral nonlinearity or 
input clipping (converter saturation), and originating from 
strong blocking signals. Both computer simulations and labora-
tory measurements based examples were used to demonstrate 
the applicability of the proposed post-processing, with commer-
cially available A/D converters. The obtained results indicate 
that the observable signal-to-noise-and-distortion ratio (SNDR) 
at the weak signal bands can be considerably improved using 
the proposed technique. Future work will include more com-
plete performance measurements and evaluations, and building 
a real-time prototype implementation using FPGA’s. 
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Fig. 5. Upper part: Spectrum of the received signal with 5 frequency channels 
and 60 dB dynamic range, 10-bit A/D converter. Lower part: Demodulated 
signal constellations of the weak QPSK signal at 3 MHz without and with 
post-processing.  
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Fig. 6. Upper part: Measured time-domain digitized waveform  under clipping 
(black) and the corresponding ideal unclipped waveform (gray). Lower part: 
Spectrum of the measured waveform under clipping. Third-order IMD of the 
stronger signal at -1 MHz is masking the weaker signal at 3 MHz. 14-bit A/D 
converter was used. 
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Fig. 7. Measured demodulated signal constellations of the weak QPSK signal 
at 3 MHz without and with post-processing under clipping. 
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Modeling and mitigation of nonlinear
distortion in wideband A/D converters
for cognitive radio receivers
markus alle’n, jaakko marttila and mikko valkama
This article discusses the reduction of nonlinearities in analog-to-digital (A/D) converters using digital signal processing
(DSP). Also modeling of certain essential nonlinearities is considered in detail. The main focus is on wideband radio receivers,
such as the emerging cognitive radio applications, where a collection of signals at different frequency channels is converted to
digital domain as a whole. Therefore, the overall dynamic range can easily be in the order of tens of dBs and thus even mild
nonlinear distortion can cause strong carriers to block weaker signal bands. In this article, a mathematical model for clipping
distortion due to improper input signal conditioning is derived through Fourier analysis. Additionally, stemming from the
analysis an adaptive DSP-based post-processing method for reducing the effects of clipping and integral nonlinearity (INL)
in A/D converters is presented with illustrative examples using both computer simulations and laboratory radio signal
measurements.
Keywords: A/D converter, Cognitive radio receiver, Nonlinear distortion, Integral nonlinearity, Clipping, Interference cancelation
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I . I NTRODUCT ION
Nowadays a trend in radio transceiver development is toward
multi-standard designs where more and more of the function-
alities are implemented with digital signal processing (DSP).
Therefore, the number of separate transmitter and receiver
chains can be reduced and manufacturing costs are decreased
[1]. From the receiver point of view, this means using a simple
architecture, e.g., low-IF or direct conversion receiver where a
single mixing stage is employed. Only coarse ﬁltering is per-
formed in analog domain, so the received signal has high
bandwidth throughout the receiver analog signal processing
chain and thus requires special considerations, e.g., about
linearity issues, when designing components for the receiver
[1–3]. This is particularly true if the incoming signal has
high dynamic range, e.g., due to several independent radio
signals on different frequency bands.
These aspects are ultimately culminated under the
so-called cognitive radio concepts, in which the given radio
hardware is to be utilized and reconﬁgured to access any avail-
able radio system and also to carry out the communication at
any available sub-parts or chunks of the overall radio spec-
trum, the overall processed bandwidths being in the several
hundreds of MHz range [3–5]. In such scenarios, the perform-
ance requirements for the sampling and A/D conversion stage
become extremely stringent.
Aforementioned receiver considerations imply that the A/
D converter is likely to become the limiting component for the
performance of the receiver due to strict requirements regard-
ing to dynamic range, resolution, and sampling speed [2–5].
The inherent trade-off between the last two has been discussed
in detail in the existing literature [6–9]. In the mobile terminal
side, also power dissipation constraints limit the possible
analog-to-digital (A/D) converter choices. Other important
issues in radio receiver context are signal distortion caused
by sampling jitter and A/D converter nonlinearities [2–9].
This article focuses on the A/D converter nonlinearity
aspects from the modeling and DSP-based mitigation points
of view. This issue has increasing interest due to the emerging
wireless systems, such as IMT-Advanced [10], in which the
spectrum allocation of individual terminals can be strongly
scattered over a wide range of frequencies. Hence, the
dynamic range of the signal to be digitized can be in the
order of tens of dBs (even 50–60 dB). In such scenarios, any
nonlinearities in the A/D converter can cause severe intermo-
dulation distortion (IMD). This is because the incoming signal
contains strong signal bands which can, without doubt, block
weaker desired signal bands if the IMD is falling on top of the
weak bands [2–5]. In practice, considerable sources of nonli-
nearities in A/D converters are, e.g., differential and integral
nonlinearity (DNL and INL) [6] as well as clipping. The
DNL and INL are originating from unintentional deviations
of the quantization levels, whereas clipping is stemming
from improper input signal conditioning, i.e., exceeding the
full scale (FS) voltage range of the A/D converter. The clipping
phenomenon is deeply analyzed in this article by proposing a
mathematical model based on Fourier-type analysis with
time-variant coefﬁcients.
Mitigation of A/D converter nonidealities has gained
growing interest in recent years and, in general, it has been
covered rather extensively in the literature, e.g., [4, 6, 11, 12]
and the references therein. Typically, the proposed mitigation
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solutions are based on digital post-processing exploiting
look-up tables or black-box modeling with identiﬁcation
stage(s). These kinds of approaches usually require accurate
off-line calibration and are therefore mainly suitable for very
stable operation environment, such as measurement and
instrumentation applications. The situation is quite different
in wireless radio systems, especially in mobile terminals,
where operating conditions of the electronic components
can vary considerably. In addition, the received waveform
characteristics are likely to be heavily time varying, e.g., due
to channel conditions, mobile terminal movement, and user
allocations. Therefore, off-line calibration based or static com-
pensation approaches are not directly applicable. This article
discusses proper techniques for modeling A/D converter non-
linearities and then presents an on-line digital post-processing
method based on adaptive ﬁltering for reducing nonlinear dis-
tortion in wideband A/D converters. Adaptive interference
cancelation (AIC) method is shown to noticeably reduce the
effects of INL and clipping at weak signal bands in the pres-
ence of strong blocking signals. AIC is very dynamic approach
being able to adapt its characteristics on a received
packet-by-packet basis and thus it can concentrate its whole
potential for removing the distortion from the most sensitive
signal bands. In the emerging cognitive radio-type appli-
cations [3], this kind of ability to adapt is especially critical.
Notice also that similar interference cancelation techniques
have been proposed and demonstrated for reducing nonlinear
distortion of mixers and low noise ampliﬁers in wideband
receiver context in [13] and [14]. Furthermore, to the best
of our knowledge, the only prior-art contribution in the
ﬁeld of clipping mitigation in radio receivers is the one by
Tomioka et al. [15]. This will be used as a reference technique
in the performance evaluations.
The rest of the article is organized as follows. Section II
describes typical nonlinearities that are limiting the perform-
ance of wideband A/D converters. After that, a Fourier-
analysis-based model for zero-symmetric clipping is proposed
in Section III. The model gives a basic description of the clip-
ping behavior and it is then used as grounds for the AIC
method proposed in Section IV. Then in Section V, concrete
performance examples are given for the proposed post-
processing method. Finally, Section VI concludes the article.
I I . TYP ICAL NONL INEAR I T I ES
IN A/D CONVERTERS
In ideal quantization, the overall FS input voltage range of the
converter is uniformly divided into quantization levels accord-
ing to the number of bits B. This is illustrated in Fig. 1 for an
unipolar quantizer. In addition to ordinary uniform quantiza-
tion noise, one reason for nonlinear distortion is unintentional
deviations of the quantization levels from the ideal ones [6, 11,
16]. This phenomenon can be described by means of DNL and
INL. DNL refers to the relative difference between the actual
code width Q(k) and the ideal code width Qideal. INL, for
one, deﬁnes the difference between the actual and ideal code
transition threshold, i.e., T(k) and Tideal(k), respectively.
Mathematically, these are given by [6, 16]
DNL(k) = Q(k)− Qideal
Qideal
(1)
and
INL(k) = T(k)− Tideal(k)
Qideal
, (2)
where k denotes the output code index having values between
0 and 2B21. Another interpretation for INL is thinking it as
integral of the DNL. Although DNL behavior from output
code to another is typically fairly random, the INL behavior
can have more deterministic shape [6, 11]. A real-life
example of typical INL error as a function of converter
output code is shown in Fig. 2. As proposed in [12], INL
can be further divided to three separate parts for modeling
purposes so that
INL(T(k)) = INLHCF(T(k))+ INLLCF(T(k))
+ INLNoise(T(k)),
(3)
where INLHCF(T(k)), INLLCF(T(k)), and INLNoise(T(k)) refer to
a high code frequency (HCF), a low code frequency, and a
noise component, respectively. The LCF part describes slow
ﬂuctuation which is evident, e.g., in Fig. 2. Additionally, the
HCF component depicts rapid architecture-dependent varia-
tions, usually modeled as piecewise linear, on top of the
LCF. Finally, the noise is part of the INL which is not
described by LCF or HCF.
Another potential source of severe nonlinear distortion is
clipping due to the improper input conditioning of the incom-
ing signal. It is probable that automatic gain control of the
receiver cannot react fast enough all the time if the incoming
signal has large peak-to-average power ratio (PAPR). In an
A/D converter any input dynamics exceeding the FS voltage
range will essentially be limited by the quantizer, i.e.,
k = 0 ∀xIN ≤ Qideal/2,
2B−1 ∀xIN . xFS − 3Qideal/2,
{
(4)
where xIN denotes the converter input voltage and an FS
voltage range of 0. . .xFS is assumed. The clipping behavior
of quantizer is also illustrated through a transfer function in
Fig. 1.
Fig. 1. Principal illustration of quantization levels for ideal and nonideal
unipolar quantizer with B ¼ 3 bits. Both differential and integral
nonlinearities (DNL, INL) as well as clipping are shown.
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Both DNL and INL as well as clipping will cause IMD in
radio receivers, which can be especially harmful in wideband
cases [2, 6, 7, 17]. Signiﬁcant part of the spurious components
due to IMD are originating from the LCF component of INL
and especially from clipping (if taking place). For interference
cancelation purposes, described in Section IV, both of these
can be modeled with polynomial equation
x′IN = g(xIN ) = a0 + a1xIN + a2x2IN + a3x3IN + . . . (5)
followed by an ideal quantizer (in cascade) as illustrated
in Fig. 3. It is shown also in [12] that LCF component of
INL can be represented with a polynomial as in (5).
Additionally, it is shown in the literature that the polynomial
model is applicable for many nonlinearity-related issues [6,
11, 17, 19]. For the clipping modeling it is proposed in [20].
When considering INL, the low order, such as second, third,
and fourth, distortion components are usually the most domi-
nant ones, but the exact impact of the orders varies between
A/D converter structures [6, 12]. In case of symmetric
clipping, only odd order distortion is generated. This is
mathematically shown in the next section.
I I I . MATHEMAT ICAL MODEL FOR
CL I PP ING
In this section, a mathematical model for zero-symmetric1
hard clipping is derived through Fourier analysis. It allows,
e.g., analyzing the impact of different distortion orders separ-
ately from the amplitude and phase point of view. Altogether
the target of the analysis is to understand and model the
impact of A/D converter clipping in cases where the overall
waveform dynamics of the incoming signal is dominated by
a strong noninteresting blocking carrier or carriers. More
speciﬁcally, a model that reveals the induced IMD at weak
signal bands is derived, which to the best of our knowledge
cannot be found from the existing literature of the ﬁeld.
Then the derived intermodulation model is also used in
Section IV to develop digital post-processing-based interfer-
ence cancelation techniques for reducing the signal distortion
induced by clipping at weak signal bands.
For simplicity of presentation, it is assumed that only a
single analytic bandpass signal, being located at intermediate-
frequency (IF) fc after initial downconversion, is entering
the converter. This is illustrated in Fig. 4. The time-domain
waveform is ﬁrst written in the general I/Q bandpass signal
notation as
vIN(t) = A(t) cos uc(t)+ jA(t) sin uc(t)
= vIN ,I(t)+ jvIN,Q(t), (6)
where A(t) is the envelope of the signal and uc(t) consists of
angular frequency vc and phase f(t) so that uc(t) ¼ vct +
f(t). Due to the instantaneous nature of clipping, its effects
have to be considered sample-by-sample basis. At time
instances when the signal envelope A(t) does not exceed clip-
ping level V0, the output signal vOUT(t) equals to vIN(t).
Otherwise vIN(t) gets clipped. Hence, the output signal is
deﬁned ﬁrst as
vOUT (t) = vIN(t) ∀t:|A(t)| , V0,vCL(t) ∀t:|A(t)| ≥ V0,
{
(7)
where vCL(t) describes the clipped parts of the signal. Now,
let us ﬁrst consider only the I branch of vCL(t), denoted with
vCL,I(t), to simplify the notation. According to the deﬁnition
of symmetric hard clipping, vCL,I(t) can be written as
vCL,I(t) =
vIN,I(t), |VIN,I(t)| , V0,
+V0, VIN,I(t) ≥ V0,
−V0, VIN,I(t) ≤ −V0,
⎧⎨
⎩ (8)
at time instances when |A(t)| ≥ V0.
Fourier series can be deployed to model the behavior of
vCL,I(t). The whole model is heavily time dependent due to
variations in the signal envelope A(t). Therefore, Fourier
Fig. 3. A cascade structure consisting of a memoryless polynomial and an
ideal quantizer for modeling A/D nonlinearities such as INL and clipping.
Fig. 4. Principal illustration of the clipping distortion due to improper input
signal conditioning in the analog-to-digital converter (ADC). An analytic
bandpass signal at center frequency of fc causes odd order nonlinear
distortion due to zero-symmetric clipping.
Fig. 2. Measured typical INL error curve of 10-bit A/D converter AD9218 [18]
as a function of output code k.
1To be speciﬁc, we assume in the analysis that the converter voltage
range is located symmetrically w.r.t. zero and that the input waveform
has no bias.
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coefﬁcients an,I(t) have to be also time varying as a function of
A(t). From the deﬁnition of Fourier series it can be derived that
vCL,I(t) =
∑1
n=1
|2an,I(t)| cos (nuc(t)+ arg an,I(t)), (9)
where
an,I(t) = 12p
∫
2p
vCL,I(t)e
−jnuc(t)duc(t). (10)
For a single time instant the function uc(t) has one speciﬁc
value. All the possible values of uc(t) are within the period of
2p as formulated in (10). Note that it is not required that
uc(t) nor vIN(t) is periodic in time. The periodicity exploited
in (10) is stemming from the fact that vCL,I(t) can be seen as
a periodic function of uc when time is held ﬁxed. This is illus-
trated in Fig. 5 with an example choice of integration intervals
that can be used in further derivation of the Fourier coefﬁ-
cients. By taking advantage of the condition Acos(uc) ¼ V0
and the deﬁnition in (8), the equation of Fourier coefﬁcients
can be written as
an,I(t) = 12p
∫−arccos(V0/A(t))
−p/2
vIN,I(t)e
−jnuc(t)duc(t)
⎡
⎢⎣
+
∫arccos(V0/A(t))
−arccos(V0/A(t))
V0e
−jnuc(t)duc(t)
+
∫p−arccos(V0/A(t))
arccos(V0/A(t))
vIN,I(t)e
−jnuc(t)duc(t)
+
∫arccos(V0/A(t))+p
p−arccos(V0/A(t))
−V0e−jnuc(t)duc(t)
+
∫(3p/2)
arccos(V0/A(t))+p
vIN,I(t)e
−jnuc(t)duc(t)
⎤
⎥⎦.
(11)
After rather straightforward derivations, the ﬁnal form of
equation for the Fourier coefﬁcients is deﬁned in three parts
where auxiliary variable rI(t) ¼ arccos (v0/A(t)) is used. The
Fourier coefﬁcients are given by
an,I = A(t)2 −
A(t)
p
rI(t)+ V0
p
NameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
1− V0
A(t)
( )2√
(12)
for n ¼+1,
an,I(t) = −2V0 sin (nrI(t))
pn(n2 − 1)
+ 2n
NameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
A2(t)− V20
√
cos (nrI(t))
pn(n2 − 1)
(13)
for n ¼+3,+5,+7,. . . and
an,I(t) = 0 (14)
for n ¼ 0,+2,+4, . . . .
It is justiﬁed to assume same clipping level V0 also for the Q
branch, because voltage ranges of two A/D converters can be
matched relatively well in practice. This is especially true when
dual A/D converter architecture is used. Based on this
assumption and exploiting the symmetry of Fourier series
for I/Q signal, the model for complex vCL(t) can be written as
vCL(t) =
∑1
n=−1
2an,I(t)e
jnuc(t),
n = (−1)k−1(2k−1) and k [ N\{0}.
(15)
This ﬁnal form of the model shows that symmetric hard clip-
ping creates only odd order distortion and for an I/Q signal
every second odd distortion order is negative.
As an illustrative example, Fig. 6 shows spectra of an arbi-
trary complex bandpass signal at center frequency of 10 MHz
before and after zero-symmetric clipping. The distortion of
odd orders is clearly identiﬁable at frequencies around 230,
50, 270 MHz etc. A short block of time domain behavior of
the signal (I branch) is illustrated in Fig. 7. Furthermore, the
third order distortion (n ¼ 23) of the clipped signal is
plotted according to (15) which corresponds to the distortion
around 230 MHz in Fig. 6. It is clearly visible that nonlinear
distortion appears only at time instances when the envelope of
the original waveform is clipped. It can be also seen that the
third-order distortion waveform has (three times) higher
center frequency than the original signal.
In general, the model in (15) gives an analytical closed-
form description for the intermodulation components
caused by clipping around different integer multiples of the
center frequency of the incoming blocking carrier. In the
next section, this modeling is used as the basis to develop
DSP techniques to reduce this intermodulation energy from
the weak signal bands. For computation simplicity, the
mapping between the complex envelopes of the original block-
ing signal band (after clipping, n ¼ 1) and the different IMD
products (n ¼ 23, 5, 27, 9, . . .) is approximated using poly-
nomials. This will be described in more details below.
Fig. 5. A real bandpass signal vCL,I(t) drawn as a function of uc consisting of
angular frequency and phase when time t is held ﬁxed so that the signal
envelope A(t) can be considered to be constant. In addition, one possible
choice of integration intervals 1–5 for deriving the Fourier coefﬁcients is
illustrated based on clipping level V0.
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I V . ADAPT IVE INTERFERENCE
CANCELAT ION
This section describes a digital post-processing method based
on AIC for reducing IMD caused by A/D converter nonlinea-
rities. The main principle of AIC is stemming from the earlier
studies related to receiver mixer and low noise ampliﬁer
nonlinearities in [13, 14] and more A/D converter related
considerations described initially in [21].
A conceptual block diagram is presented in Fig. 8 including
simpliﬁed spectrum ﬁgures. Due to nonlinearities in A/D con-
verter the digitized signal contains IMD which is illustrated in
spectrum B of Fig. 8 with two blocker signals and a weak signal
band (see spectrum A). First step is to apply band-split
ﬁltering to a block of samples in order to separate the
weakest, i.e., the most sensitive signal band(s) from the rest
of the sampled spectrum which includes strong blocking
signals. The separation is illustrated with spectrums C and
D in Fig. 8. Target is to regenerate the IMD components at
the weak signal band by using the separated signal containing
the strong blocking signals. This is done with polynomial
signal processing which models the nonlinearity according
to (5). Then target ﬁlter is used to pass only the distortion
at the weak signal band. The outcome is illustrated in
spectrum E of Fig. 8. The characteristics of the nonlinearity
modeling block depend directly on the order of the IMD
components being canceled and thus varies between different
situations and applications.
The last step of AIC is to use an adaptive ﬁlter for the
regenerated distortion signal before subtracting it from the
weak signal band of the original band-split ﬁltered signal.
The adaptive ﬁlter coefﬁcient(s) are deﬁned in such a
manner that the interference power at the weak signal band
is minimized. The ideal situation is visualized in spectrum F
of Fig. 8. The ﬁlter coefﬁcient adaptation can be implemented
using, e.g., the well-known least-mean-square (LMS) algor-
ithm which is simple enough to be used in actual real-time
systems [22]. From the practical point of view, each order of
IMD has its own adaptive ﬁlter coefﬁcient(s) and the overall
processing can be carried out either in parallel or serial
manner. This choice obviously has effect on processing
speed and the amount of required computational resources.
In addition, an outer-loop control mechanism can be used
to manage the overall system on a received packet-by-packet
basis. It controls the overall coefﬁcient adaptation, degrees
of IMD to be canceled, and the design of the band-split ﬁlter-
ing stage. This can be achieved using, e.g., FFT in order to
make coarse measurements of the spectrum density of the
received packet after A/D conversion. Then according to
these measurements, the band-split ﬁlter properties are
tuned to isolate the most sensitive signal bands.
Furthermore, the basis for choosing the IMD orders being
canceled is obtained by sensing the locations of the strongest
signal energy levels with respect to the weak bands.
The exact implementation of the proposed AIC method
for clipping mitigation is illustrated in Fig. 9 starting from
the digitized signal denoted with r(n). The index n refers to
samples inside one packet. In general, the mathematical nota-
tion is so that the real and the imaginary parts of the vector x
are marked with xI and xQ, respectively. The lengths of ﬁlters
ha, hb, and wl are Ma, Mb, and Mw, respectively. In the
band-split ﬁltering stage the weak signal band is separated
using pre-designed ﬁlter ha, which is tuned according to
parameters given by the coarse spectrum sensing block.
Therefore, the signal containing the weak signal band is
deﬁned as
d(n) = hTa ra(n), (16)
where ra(n) ¼ [r(n), r(n 2 1), . . . , r(n 2Ma)]T. The ﬁlter hb
is used to form a signal containing all the spectral content
outside the weak signal band and it is then used to generate
L different reference signals for removing distortion of
different orders. For example, the lth order distortion is
Fig. 6. Upper spectrum illustrates an arbitrary communications signal at the
center frequency of 10 MHz. After zero-symmetric clipping of the signal
(lower spectrum) the distortion of odd orders is clearly visible.
Fig. 7. Upper part: a block of time domain waveform of the communications
signal (shown in Fig. 6) before and after zero-symmetric clipping. Lower part:
third-order distortion due to the clipping.
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described with
vl(n) = Re[hTb rb(n)]l + jIm[hTb rb(n)]l, (17)
where rb(n) ¼ [r(n), r(n 2 1), . . . , r(n 2 Mb)]T. Because
only the distortion at the weak signal band is of interest,
the signal is ﬁltered with the target ﬁlter ha and the
outcome is
ul(n) = hTa vl(n), (18)
where the lth-order distortion signal vector is vl(n) ¼ [vl(n),
vl(n 2 1), . . . , vl(n 2Ma)]
T. After that, adaptive ﬁlters wl,I
and wl,Q are applied separately for the real and the imaginary
parts of the distortion signal ul(n). The overall output of the
adaptive ﬁlter stage is deﬁned as
yl(n) = wTl,I(n) ul,I(n)+ jwTl,Q(n) ul,Q(n), (19)
where ul,I(n) ¼ [ul,I(n), ul,I(n 2 1), . . . , ul,I(n 2 Mw)]T and
ul,Q(n) ¼ [ul,Q(n), ul,Q(n 2 1), . . . , ul,Q(n 2Mw)]T.
When using LMS for ﬁnding the ﬁlter coefﬁcients for the
adaptive ﬁlters, the algorithm goes as follows. Here, only the
I branch of the lth-order distortion ﬁlter adaptation is
described. Algorithm for the Q branch and all the other distor-
tion orders are implemented in a similar manner. In the
beginning, all the coefﬁcients are set to zero, i.e.,
wl,I(0) = 0. (20)
All reference branches are using the overall output e(n) for the
adaptation. For the I branch it is deﬁned as
eI(n) = dI(n− D)−
∑(L+1)/2
i=2
y2i−1,I(n), (21)
where D is a delay required for the reference signal processing.
The actual coefﬁcient update for the I branch of the lth-order
distortion ﬁlter is then
wl,I(n+ 1) = wl,I(n)+ mlul,I(n)eI(n), (22)
where ml is the LMS step-size parameter for the lth-order
distortion branch.
Fig. 8. AIC method for reducing A/D converter nonlinear distortion at a weak signal band originating from considerably stronger blocking signals. The lower
branch regenerates the distortion caused by the strong signals and subtracts it from the weak signal band. In the simpliﬁed spectrum ﬁgures above, only a
single intermodulation component is drawn on top of the weak signal for illustration purposes.
Fig. 9. Mathematical notation for the proposed AIC method in case of clipping compensation. The input r(n) is a digitized signal from the A/D converter and the
enhanced output signal is denoted with e(n).
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V . PERFORMANCE EXAMPLES OF
THE D IG I TAL POST -PROCESS ING
METHOD
This section is devoted to demonstrate the applicability of the
AIC concept for removing A/D converter nonlinearities. Both
INL and clipping effects are considered in separate examples.
The performance studies are based on commercially available
A/D converters.
A) INL reduction experiment
In this performance example, a commercial 10-bit A/D con-
verter [18] is deployed whose INL behavior is shown in
Fig. 2. The experiment is conducted as a computer simulation
where the chosen A/D converter is simulated using a behav-
ioral model [23] provided by the component vendor. The
test signal used in this example consists of ﬁve separate fre-
quency channels with different channel bandwidths and
power levels as illustrated in Fig. 10. The overall dynamic
range of the test signal is approximately 60 dB and PAPR is
5 dB. Sampling frequency of 32 MHz is used in the A/D con-
version for both I and Q branch. The target signal in the detec-
tion, and therefore in the interference cancelation, is the weak
signal at 3 MHz (downconverted) center frequency which is a
QPSK modulated waveform with roughly 1 MHz bandwidth.
The other signals shown in the spectrum simply act as sources
of interference.
Due to the INL in the A/D converter, third-order IMD of
the strongest signal located at center frequency of 21 MHz
is falling on top of the weak signal with center frequency of
3 MHz. In the lower part of Fig. 10 signal constellations of
the demodulated weak QPSK signal is shown without and
with AIC processing. In the implementation of the AIC,
only third order is used to model the nonlinearity indepen-
dently for I and Q branches. Additionally, in the adaptive
ﬁlter stage, single-tap ﬁlters are used to scale the regenerated
IMD before being subtracted from the weak frequency
channel. The ﬁlter coefﬁcient adaptation is implemented
using the LMS algorithm with an adaptation block length of
5000 samples.
It is evident from the provided constellations in Fig. 10 that
the AIC method is able to reduce the IMD considerably.
In this example, the signal-to-noise-and-distortion ratio
(SNDR) in the weak signal band is enhanced from 6.4 to
10 dB by using the AIC. The SNDR is here calculated as a
ratio of the useful signal power to the combined power of
noise and distortion components at the band of interest.
However, the performance is limited due to quantization
noise and also since AIC is only able to remove the LCF
part of INL. Different kind of approach would be required
in order to remove the HCF part of INL [12].
B) Clipping mitigation experiment
This experiment demonstrates signal clipping caused by
improper A/D converter input conditioning. Real laboratory
measurements are used in order to verify the clipping behavior
in practice. A commercial 14-bit A/D converter [24] with
evaluation board (illustrated in Fig. 11) is used among necess-
ary laboratory equipment. Spectrum of the test signal for this
experiment is shown in upper part of Fig. 12 and it consists of,
as in the previous case, ﬁve frequency channels with different
bandwidths and power levels, the overall dynamic range being
50 dB. PAPR for the test signal is 7 dB and used sampling fre-
quency is 64 MHz for I and Q branches. State-of-the-art lab-
oratory signal generators are used for generating composite
measurement waveform. Power of the waveform in the A/D
converter input is adjusted so that the signal is clipped 5 dB
above the average power level of the test signal. After A/D
conversion, blocks of the digitized I and Q signals are trans-
ferred from the memory of evaluation board to PC for post-
processing purposes. Again the target signal in the detection
is the weak QPSK waveform at 3 MHz IF-frequency.
In this example, especially third-order IMD of the strong
signal located at 21 MHz is falling on top of the weak
signal located at 3 MHz due to clipping of the waveform.
This is shown in the lower spectrum plot in Fig. 12. AIC is
applied to remove the IMD, and the constellations of the
detected weak signal are presented in Fig. 13 without compen-
sation (left side) and with compensation (right side). To take
into account the nature of clipping, third-, ﬁfth-, and
seventh-order operators are used in AIC method for regener-
ating the distortion. Then single-tap adaptive ﬁlters are used
for proper weighting and, again, the LMS algorithm is
Fig. 10. INL reduction experiment. Upper part: spectrum of the test signal
with ﬁve frequency channels after the 10-bit A/D converter. Lower part:
demodulated signal constelations of the weak QPSK signal at 3 MHz
without and with AIC.
Fig. 11. A commercial 14-bit A/D converter [24] with its evaluation board
employed in the clipping mitigation experiment.
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deployed for the ﬁlter coefﬁcient adaptation. After adaptive
ﬁltering the regenerated IMD is subtracted from the weak
signal band.
It is clearly visible also in this experiment that AIC can sig-
niﬁcantly reduce IMD on the weak signal band. SNDR of the
weak signal band is improved from 0.3 to 8.8 dB when AIC is
used in this example. One limitation for the post-processing
performance is the quality of the distortion regeneration.
That is because the strong signals are also distorted to some
extent due to clipping and thus they are not the same as the
originals where the IMD to the weak signal band is originating
from.
C) Further performance considerations
The amount of nonlinear distortion in the clipping case
depends on how much the signal is clipped, i.e., strong clip-
ping reduces the inband SNDR signiﬁcantly. However, the
proposed AIC method is able to provide considerable gain
by removing distortion. Fig. 14 illustrates that gain as a func-
tion of clipping level in the example case described in the pre-
vious subsection. Here the clipping level is deﬁned as a
number of dBs above the average power level of the test
signal. The results in Fig. 14 are averaged over 20 random
realizations of the test signal to obtain reliable performance
statistics. The performance of the AIC is rather steady in
case of strong or medium clipping, but the gain decreases
when there is only very mild clipping. This is stemming
from the fact that there is not so much distortion to remove
in the ﬁrst place. The 10-dB clipping level in Fig. 14 represents
a situation where clipping happens very rarely. Then it is
better to bypass the whole AIC stage to decrease the power
consumption of the receiver. For concrete comparison to
other techniques, Fig. 14 also shows the performance of a
state-of-the-art clipping mitigation technique based on inter-
polation by Tomioka et al. [15]. When using real laboratory
equipment instead of computer simulations, as is the case
here, the proposed AIC method is clearly performing better.
In highly time-varying conditions, such as cognitive radio
receivers, one of the key issues is the adaptation speed of the
post-processing. Fig. 15 illustrates how the adaptive ﬁlter coef-
ﬁcients behave when LMS algorithm is used in the clipping
mitigation experiment described in the previous subsection.
Because the overall output e(n) is used for the adaptation,
an overall balance among the different order ﬁlter coefﬁcients
can be found. The sudden change in the adaptation direction
of the third-order ﬁlter coefﬁcient in Fig. 15 is stemming from
the dependence between different distortion orders. In other
words, the ﬁfth- and seventh-order reference signals contain
partially same frequencies as the third-order reference
signal. It should be noted that Fig. 15 is not trying to illustrate
Fig. 12. Clipping experiment using laboratory measurements. Upper part:
spectrum of the test signal prior to A/D conversion. Lower part: the signal
spectrum after 14-bit A/D converter when clipping level is 5 dB above the
average power level.
Fig. 13. Corresponding demodulated signal constllations of the weak QPSK
signal at center frequency of 3 MHz without and with AIC in the clipping
experiment.
Fig. 15. LMS adaptation of the adaptive ﬁlter coefﬁcients for I branch in the
clipping mitigation experiment.
Fig. 14. SNDR gain provided by the proposed AIC method in the clipping
mitigation experiment. Clipping level is deﬁned as a number of dBs above
the average power level of the test signal. Performance of a state-of-the-art
technique based on interpolation by Tomioka et al. [15] has been used as a
reference.
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the optimal performance of the AIC method, but acts more
as a proof of concept. It is a well known fact that, e.g.,
recursive-least-squares (RLS) algorithm can provide signiﬁ-
cantly better adaptation speed [22, 25]. All adaptive ﬁltering
algorithms provide a certain trade-off between adaptation
speed and accuracy. For example, normalized LMS [22],
Gauss–Newton RLS [25], and fast approximate RLS [26] are
proposed in the literature.
V I . CONCLUS ION
This article focused on the A/D converter nonlinearities from
the wideband radio receiver point of view where the signal to
be digitized may have very large dynamics. Mathematical
model for zero-symmetric clipping due to improper input
signal conditioning was proposed based on Fourier series
with time-variant coefﬁcients. Furthermore, DSP-based AIC
method was presented for reducing nonlinear distortion, orig-
inating from strong blocker signals, at weak signal bands. It
was demonstrated through both computer simulations and
laboratory measurements using commercially available A/D
converters that the presented method is able to signiﬁcantly
reduce IMD stemming from input signal clipping and A/D
converter INL.
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Abstract—The cognitive radio concept has gained widespread 
interest to avoid spectral scarcity in next generation mobile 
communications systems. However, there are major challenges 
from the radio transceiver electronics point of view. This paper 
addresses the analog-to-digital converter saturation problem 
due to highly-varying signal conditions in wideband cognitive 
radio receivers. Two different post-processing approaches are 
proposed here to mitigate this nonlinear distortion. Their per-
formance is compared to current state-of-the-art methods using 
laboratory radio signal measurements with commercially avail-
able hardware.1 
I. INTRODUCTION 
Several recent studies have indicated that there are consi-
derable temporal and spatial variations (i.e., inactivity) in the 
truly realized radio spectrum utilization [1]. This offers room 
for intelligent or cognitive radio (CR) devices, being able to 
sense the characteristics of their spectral environment and 
flexibly adapt their own radio waveforms, to communicate 
over the spatially and/or temporally unused spectral chunks as 
secondary users without affecting the licensed or primary op-
eration.  However, one major bottleneck related to the dep-
loyment of CR devices is the implementation of the needed 
radio transmitters and receivers [2]-[4]. The used radios 
should operate over extremely wide bandwidths, covering 
possibly several decades of radio spectrum as a whole, and be 
able to sense and communicate under extreme dynamic range 
conditions (possibly up to 100 dB). Especially for analog radio 
frequency (RF) modules and analog-digital (A/D) interfaces, 
the requirements on the sensitivity and linearity are essentially 
pushed way beyond the reach of state-of-the-art radio elec-
tronics [5], [6]. 
In a wideband receiver, with this kind of dynamics in the 
received signal, any nonlinearity in the receiver can be crucial 
from the weak signal point of view. The weak desired signal 
can be lost if, e.g., intermodulation distortion (IMD) from a 
strong blocking signal falls on this frequency band [1]. This is 
the main scenario discussed in this paper from the A/D con-
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verter (ADC) nonlinearity point of view. The source of nonli-
nearity is here assumed to be waveform clipping in the input 
of the ADC of a radio receiver due to improper signal condi-
tioning. This is a probable case in a wideband receiver, where 
multiple high-power blocking signals can be present causing 
large fluctuations in the instantaneous signal dynamics [7]. 
ADC nonidealities, and related mitigation methods, have 
been widely discussed in the current literature, but most of the 
proposed methods demand calibration or offline characteriza-
tion [8]-[11], which is not usually feasible for mobile receiv-
ers. Clipping, as a phenomenon, also differs from the other 
nonlinearities because look-up table based compensation is 
not possible. This is because there is no information left about 
the original waveform behavior during clipping. 
In Section II, this paper proposes an enhanced adaptive in-
terference cancellation (E-AIC) method which is an online 
post-processing technique and thus appropriate for mobile 
devices. Compared to our earlier adaptive interference cancel-
lation (AIC) method [12], [13], it requires an additional ADC 
but its performance is significantly better. The secondary 
ADC is allowed to have low resolution and thus it can be very 
low-cost. Notice that conceptually similar ideas of using alter-
nate or additional analog signal branches have been proposed 
in [14] for receiver LNA and mixer linearization. 
Section III, in turn, proposes a different kind of approach 
to mitigate clipping distortion by recovering the clipping 
waveform using interpolation. The proposed maximum selec-
tion interpolation (MSI) technique is partly based on the inter-
polation method proposed by T. Tomioka et al. [15]. Howev-
er, the MSI performs better due to more optimized filter de-
sign, lower computational complexity and different kind of 
decision logic. In Section IV, all the discussed methods are 
compared using radio signal laboratory measurements with 
commercially available hardware. Finally, Section V con-
cludes the paper. 
II. ENHANCED ADAPTIVE INTERFERENCE CANCELLATION 
METHOD 
In the A/D conversion context, the original AIC method 
for reducing nonlinear distortion was discussed in [12] and 
[13]. From the clipping distortion mitigation point of view, it 
has a limited performance due to the distorted reference sig-
nal. This problem is bypassed in the E-AIC method, which is 
proposed in this section. 
The working principle of E-AIC is illustrated in Fig. 1 
with simplified spectrum examples. Due to improper input 
signal conditioning the received signal (see spectrum figure A) 
is unintentionally clipped in the main ADC and thus the IMD 
of the strong blocker signals is falling on top of the weak sig-
nal. The band-split filter removes the out-of-band spectral 
content and the distorted weak signal is shown in spectrum D 
(for simplification only a single IMD component is shown 
here). Concurrently, the input signal is digitized with a low-bit 
ADC using proper attenuation to prevent clipping (see spec-
trum B). Here only the strongest blocking signals are of inter-
est to create an accurate reference signal for interference can-
cellation. The band-split filter preserves only the signal con-
tent outside the weak signal band as shown in spectrum C. The 
purpose of the nonlinearity modeling block is to regenerate the 
IMD present in the weak signal band based on the polynomial 
model of the form 
 3 5ref 3 ref 5 refˆ ...s c s c s= + +  (1) 
where refs  and refsˆ  are the reference signal before and after 
the nonlinearity modeling, respectively. Equation (1) is as-
suming zero-symmetric clipping, but non-symmetric clipping 
(contains DC offset prior to clipping) can be taken into ac-
count by adding also even powers to the model. After the 
modeling stage, the target filter is used to select only the dis-
tortion located at the weak signal band (see spectrum E). The 
coefficients 3 5, ,...c c  are found using an adaptive filter, which 
can be implemented, e.g., using the LMS algorithm. After 
that, the regenerated distortion is subtracted from the weak 
signal in order to remove the clipping-induced intermodula-
tion distortion. The compensated signal without the distortion 
is illustrated in spectrum F. 
The coarse spectrum sensing block in Fig. 1 represents the 
outer-loop control mechanism which manages the nonlinearity 
modeling stage and all the filters according to the locations of 
the most sensitive frequency bands. The required location in-
formation can be acquired rather straightforwardly in frequen-
cy domain. This functionality brings additional flexibility to 
the proposed compensation technique and actually it is a fun-
damental requirement in cognitive radio solutions. 
III. CLIPPING COMPENSATION USING INTERPOLATION 
In a digitized waveform all the clipped samples can be 
thought as lost samples and interpolation is one way to replace 
those with better estimates. Fig. 2 (a) illustrates a waveform 
after oversampling A/D conversion. Due to the oversampling 
the waveform can be represented as a polyphase decomposi-
tion which is shown in Fig. 2 (a) using different colors and 
symbols for samples in different polyphase branches. The 
fundamental idea behind the proposed interpolation method is 
based on the fact that the subsequent samples in the oversam-
pled waveform contain redundant information, i.e., a clipped 
sample in one polyphase branch can be recovered based on the 
corresponding samples in other branches using a proper frac-
tional delay filter. In Fig. 2 (a) this would mean that we can 
recover the clipped samples in Branch 1 using samples in 
Branches 2, 3 and 4. 
The block diagram of the proposed MSI method is shown 
in Fig. 2 (b). After the oversampling A/D conversion the poly-
phase decomposition is formed. Unclipped samples can be 
passed through intact meaning that they are filtered with a 
filter corresponding to a pure delay. When there is a clipped 
sample in one polyphase branch, the other branches provide 
estimates to replace the clipped sample. After that, the deci-
sion logic chooses the estimate that has the largest absolute 
value and the chosen estimate replaces the clipped sample in 
the oversampled waveform. This overall procedure inside the 
interpolation processing block (see the gray box in Fig. 2 (b)) 
can be iterated several times to achieve more accurate results. 
The iteration essentially means that more and more informa-
tion about the clipped sample is extracted from the other sam-
ples. This is stemming from the fact that usually there are 
clipped samples involved in the estimation calculation mean-
ing that the estimate is not perfect. However, in the next itera-
tion round we have better estimates for all the clipped samples 
involved in calculating new estimates. After all the interpola-
tion processing is carried out, the enhanced signal is down-
sampled as shown in Fig. 2 (b). 
In the proposed MSI method, the polyphase branch filters 
are formed by first designing a low-pass FIR filter of which 
pass-band corresponds to the non-oversampled signal band-
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Fig. 1. Enhanced adaptive interference cancellation (E-AIC) method for reducing A/D converter clipping distortion at a weak signal band stemming from 
high-power blocking signals. Simplified spectra illustrate the processing flow using only a single intermodulation component as an example. 
width, i.e., the normalized bandwidth of the pass-band is 1/L, 
where L is the oversampling factor. If the overall impulse re-
sponse is ,( )h n  the branch filters are 
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The clipping detection box in Fig. 2 (b) is responsible for as-
signing right impulse response for every polyphase branch. 
The assignment depends on the location of the clipped sample, 
i.e., the filter 0( )h n  should be always in the branch where the 
current clipped sample is. For example, if the clipped sample 
is in the second branch, the Filters 1, 2, …, L in Fig. 2 (b) 
would be 1 0 1 2( ), ( ), ( ),..., ( ),L Lh n h n h n h n− −  respectively. 
IV. MEASUREMENT RESULTS 
This Section provides performance results from laboratory 
radio signal measurements using a commercial 14-bit ADC 
[16] and post-processing methods implemented in software. 
Both E-AIC and MSI methods are applied to the same test 
signal to obtain comparable results. In addition, performance 
of our original AIC method [12], [13] and Tomioka’s interpo-
lation technique [15] are given as a reference. Due to the li-
mited amount of hardware reserved for the measurements, the 
low-bit ADC in E-AIC method is realized with the same 
14-bit ADC and then the resolution is reduced by software. 
The used test signal before and after clipping is illustrated 
in Fig. 3 both in time and frequency domain. It consists of five 
separate frequency bands with different bandwidths and power 
levels the overall dynamic range being in the order of 45 dB as 
a practical example case. The peak-to-average power ratio 
(PAPR) of the test signal is 7 dB before clipping and the sam-
pling rate is 64 MHz for I and Q branches. Clipping level of 
6 dB over the average power level of the test signal is chosen 
in Fig. 3 to demonstrate clipping phenomenon in time and 
frequency domain. Especially the strong blocker at -1 MHz is 
causing third order IMD to the weak signal band around 
+3 MHz which is considered to be the band of interest. 
The performances of the post-processing methods are 
compared using signal-to-noise-and-distortion ratio (SNDR) 
gain as a figure-of-merit. The SNDR gain is defined as a rela-
tion of SNDRs of the weak signal band (around +3 MHz) be-
fore and after applying the post-processing method. The re-
sults with different clipping levels are shown in Fig. 4. Four 
iteration rounds were performed for interpolation techniques 
(MSI and Tomioka) using 32-tap polyphase branch filters to 
achieve the presented results. The proposed MSI method is 
clearly performing better although its complexity is smaller 
than Tomioka’s. This is because MSI doesn’t require the pre-
liminary polynomial interpolation stage used in Tomioka’s 
method (see [15] for details). In addition, MSI employs a 
properly designed FIR filter whereas Tomioka’s method uses 
a truncated sinc function. From the performance point of view, 
also the decision logic for branch selection has a great effect. 
However, the performance of both interpolation methods is 
limited due to other ADC nonidealities which affect the esti-
mation accuracy. 
In AIC and E-AIC methods third, fifth and seventh order 
nonlinearities were modeled to obtain the results in Fig. 4. 
Both are performing better than the interpolation techniques, 
because AIC and E-AIC are able to remove any kind of nonli-
near distortion regardless of its source (like mixer and LNA 
nonlinearities in practice) whereas the interpolation can only 
consider the clipping distortion. The proposed E-AIC method 
is almost able to reach the ideal AIC performance level when 
a 7-bit secondary ADC is used with 7-dB input attenuation. 
Here the ideal AIC means that third, fifth and seventh order 
nonlinear distortion is removed using a perfect reference sig-
nal. The low SNDR gain with clipping levels 8-10 dB can be 
explained with the fact that there is not much distortion to 
remove at first place due to very mild clipping. Other reasons 
for the limited performance gains are inaccuracies in the non-
linearity modeling as well as in adaptive filter coefficients. 
 
 (a) (b) 
Fig. 2. (a) Illustration of a clipped waveform with oversampling factor of 4. Each polyphase branch has been depicted with different symbol and color.
(b) Block diagram of the proposed maximum selection interpolation (MSI) method. A/D converter samples the input L times the rate of the final desired 
sampling rate. Polyphase filters provide estimates for a clipped sample and the decision logic chooses the estimate which has the highest absolute value to 
replace the clipped sample. 
V. CONCLUSIONS 
This paper focused on the saturation problem of ADCs 
stemming from highly-varying signal dynamics in wideband 
cognitive radio receivers. Two post-processing techniques 
were proposed to compensate the nonlinear distortion in a 
clipped signal. Their performance were verified using labora-
tory radio signal measurements and both the techniques 
showed significant improvement in performance compared to 
the current state-of-the-art methods in the literature. 
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ABSTRACT 
Large input signal dynamics is an essential problem in modern 
wideband communication receivers such as cognitive radios. If the 
receiver front-end and analog-to-digital interface cannot respond 
to varying conditions, a high amount of nonlinear distortion is 
caused due to the clipping. This paper proposes a robust digital 
signal processing method to iteratively remove unintentional clip-
ping distortion in OFDM receivers. Using computer simulations it 
is shown that the symbol error ratio of a heavily clipped signal in a 
fading channel situation can be reduced practically to the level of 
an equivalent non-clipped signal. In other words, the proposed 
method can remove all the essential clipping distortion. 
1. INTRODUCTION 
In modern wideband cognitive radio receivers, unintentional signal 
clipping is a potential problem due to the highly variable signal 
dynamics. This is partially stemming from the high peak-to-
average power ratio (PAPR) of modern communication wave-
forms. Other crucial cause for the variable signal dynamics in a 
cognitive radio front-end is high-power transmissions of adjacent-
channel users. This paper proposes a novel decision-aided iterative 
approach for digitally compensating unintentional clipping of ana-
log-to-digital (A/D) converters in a scenario where multiple users 
are transmitting orthogonal frequency division multiplexing 
(OFDM) signals. The focus is particularly on the case where the 
reception of a weak signal is compromised due to the high amount 
of clipping distortion stemming from a considerably stronger adja-
cent-channel signal. 
In the current literature, there are just a few digital signal 
processing methods for reducing unintentional signal clipping oc-
curring on the receiver side [1], [2], [3]. All of them are rather 
general methods and do not take into account the specific proper-
ties of OFDM signals. On the other hand, OFDM-related clipping 
mitigation methods in the current literature focus on deliberate 
clipping to reduce signal PAPR on the transmitter side [4], [5], [6]. 
These methods assume that the exact clipping level is known, 
which is a fair assumption when the clipping is intentional. How-
ever, this paper proposes a method against unintentional clipping, 
which means that also the occurred clipping level has to be esti-
mated. Another challenge in this scenario is the channel estimation 
since the clipping occurs after the signal has propagated through 
the radio channel. 
The proposed method is based on the idea that bit decisions can 
be exploited to create an estimate of the clipping distortion in the 
received signal. In the literature, decision-based approaches have 
been found to be successful for mitigating many RF impairments, 
e.g., phase noise [7], [8]. The method proposed in this paper is 
using the PAPR reduction scheme discussed in [5], [6] as a starting 
point, and extends that to the challenging case of receiver clipping 
in the presence of neighboring channels. This paper shows through 
computer simulations that the proposed method is robust against 
different kind of estimation errors and is able to extensively re-
move clipping distortion. 
The rest of the paper is organized as follows. Section 2 gives 
the basics of modeling the clipping of OFDM signals relying on the 
results provided in the current literature. Based on this signal mod-
eling, Section 3 proposes a novel clipping compensation approach. 
Its performance is analyzed with computer simulations in Section 4 
and finally Section 5 draws conclusions. 
2. CLIPPING OF OFDM SIGNALS 
One OFDM symbol with  subcarriers (SC) has  
active SCs and  denotes the oversampling factor. All SC indices 
are defined as a set .  The 
active SCs contain a sequence of complex data symbols  
.  Zero padding is used so 
that , .  Now the baseband OFDM symbol is 
defined as 
  (1) 
where  is the OFDM symbol duration. This model does not 
include the cyclic prefix (CP), which is required for a successfully 
working OFDM system in frequency-selective fading scenarios. 
The CP is omitted from the mathematical notation of the paper to 
make it simpler. This is justified since the CP does not have any 
significance in the presented analysis. However, due to the impor-
tance of CP in practical systems, it is implemented in the simula-
tions shown in Section 4. 
This paper assumes that the signal clipping in the A/D conver-
sion stage can be approximated with a zero-symmetric hard clip-
ping. Denoting a general received signal by  
,  where  is the channel impulse response 
and  denotes additive noise, the clipped received signal 
 is given by 
  (2) 
for the I branch and similarly for the Q branch. Here  is the 
maximum acceptable input level of the A/D converter and it is 
assumed to be equal for both branches. In practice, it is convenient 
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to define the clipping level as a ratio of  and the average power 
level of the complex signal before clipping .  Therefore, the 
clipping level  is defined as 
  (3) 
However, it is not very simple to directly apply the clipping 
model in (2) for clipping compensation purposes. Therefore, this 
paper models clipping distortion using Bussgang’s theorem [9]. 
This has already been shown to be an appropriate approach [10], 
[11]. Clipping is a memoryless nonlinearity and assuming  to 
be Gaussian, it is possible to write according to Bussgang’s theo-
rem that the clipped version is then 
  (4) 
This means that the clipping attenuates the original signal with a 
factor  and additionally causes additive clipping distortion ,  
which is uncorrelated with .  It is shown in [12] that the attenu-
ation factor is 
  (5) 
in the case where  and  are Gaussian. 
3. DECISION-AIDED ITERATIVE CLIPPING 
COMPENSATION APPROACH 
Subsection 3.1 introduces the clipping compensation algorithm in 
general. After that Subsection 3.2 discusses about details of imple-
mentation in multi-user scenarios. 
3.1 Algorithm Description 
The whole OFDM transmission chain is illustrated with a block 
diagram in Figure 1. For simplification, the figure shows only one 
transmitter although the proposed compensation algorithm on the 
receiver side is able to jointly process the data of several users as is 
discussed in Subsection 3.2. In order to simplify the notation of the 
algorithm description, only one OFDM symbol duration is consi-
dered in the equations. This is reasonable since the clipping com-
pensation can be performed individually for every OFDM symbol. 
If the received signal gets clipped in the A/D converter (ADC) 
due to the improper input signal conditioning, the resulting clipping 
distortion can be mitigated as shown in Figure 1. The basic idea is 
that the received signal is first detected in a traditional manner. 
Then, an estimate of the received signal with and without clipping 
is generated based on the obtained bit decisions. An estimate of the 
clipping distortion can be found by subtracting the estimate of the 
non-clipped signal from the clipped one. Now, this estimated clip-
ping distortion can be removed from the original received signal 
and the signal is detected again. In the following paragraphs, the 
compensation approach is described in more detailed manner and 
Table 1 summarizes the key steps. 
In ideal case, the received signal would be digitized without 
any clipping. After A/D conversion, CP removing and taking FFT, 
this frequency-domain signal can be expressed as 
  (6) 
where  and  are the channel gain and the additive white 
Gaussian noise term for the th  SC, respectively. On the other 
hand, in case of clipping, the received signal in frequency domain 
(see Figure 1) is 
  (7) 
as defined according to Bussgang’s theorem in (4). Before starting 
the clipping compensation procedure, the data symbols are detected 
using , .  This is illustrated with the “equalization + 
detection” block in Figure 1. This stage also includes channel esti-
mation and compensation using pilot SCs since it is an essential 
requirement for the symbol detection. The channel gain estimates 
for active SCs are denoted with , .  Finally, the output 
bits are obtained after deinterleaving and decoding. 
In the first stage of the clipping compensation, the detected 
output bits are used to regenerate the transmitted OFDM signal. 
Since this is an estimate of the sent data, the frequency-domain 
signal is denoted as ,  in Figure 1. The signal is then 
exposed to the estimated channel and clipping process in order to 
regenerate the clipped received signal. The clipping regeneration is 
performed in time domain using the estimated clipping level ,  
 
Figure 1 – Block diagram of the overall OFDM system for one transmitter and receiver. ADC on the receiver side causes undesired clipping 
distortion, which can be removed using the proposed method. Capital letters denote frequency domain signals at different stages. 2280
which can be obtained by estimating (3), i.e., by checking the abso-
lute maximum level of the signal after ADC ( )  and calculating 
the average power level of ,  ( ).  The time domain 
clipping process essentially creates a signal that can be expressed 
in frequency domain as , ,  where  
is the estimate of the attenuation factor. From ,  it is 
possible to extract the clipping distortion estimate ,  by 
removing the wanted signal part. The lowest branch in Figure 1 is 
illustrating this by generating a non-clipped but attenuated estimate 
of the received signal, namely , ,  where  is 
calculated from (5) using .  Now the estimate of the clipping 
distortion ,  can be obtained as 
  (8) 
The out-of-band clipping distortion is ignored since the processing 
focuses only to active SCs  as implied in (8). Finally, the esti-
mated clipping distortion is removed from the received signal 
,  to provide cleaner signal 
  (9) 
for a new round of channel estimation and symbol detection. If (7) 
is substituted in (9), the estimate of the received signal without 
clipping can be written as 
  (10) 
From this form it is easy to see that having exactly correct esti-
mates  and ,  will produce totally non-clipped sig-
nal, which is equivalent to (6). 
Errors in the first symbol detection cause that all the clipping 
distortion is not removed on the first round. By iterating, the com-
pensation process will produce better and better estimate of the 
clipping distortion and therefore symbol detection results improve. 
In every iteration, new channel estimates , ,  clipping 
level ,  and attenuation factor  are calculated. 
3.2 Multi-User Aspects 
The proposed compensation approach is applicable both in uplink 
(UL) and downlink (DL) scenarios, but there are certain differences 
in case of multiple users. In DL direction, the sequence 
,  consists of symbols belonging to several users. In 
order to compensate clipping distortion in the best possible manner, 
the mobile receiver should be able to process the symbols of all 
users and estimate the channel over the whole band. This increases 
the amount of required processing compared to the case where the 
mobile concentrates only on its dedicated band. 
Also in UL direction the sequence ,  contains sym-
bols of several users. Additionally, channel estimates ,  
have to be obtained piecewise since different users have different 
channels. The UL scenario is more feasible than DL from the im-
plementation point of view, because the base station processes the 
signals of every user in any case even if there is no clipping com-
pensation. In addition, base stations have more computing power 
making more complex DSP algorithms viable. 
4. SIMULATION RESULTS 
Presented computer simulations consider an UL scenario of two 
individual users whose signals propagate through different realiza-
tions of extended ITU-R Vehicular A channel [13]. It is assumed 
that the channels stay static over ten OFDM symbols. The average 
received signal power for User 1 is 15 dB less than for User 2. Both 
signals contain 512 active SCs of which every eighth SC is used as 
a pilot. Thus for the composite signal processed on the receiver 
side 1024. It is also assumed that the oversampling factor 
2.  The sampling rate in the simulations is 30.72 MHz, SC 
spacing is 15 kHz, and the SC modulation for both users is 
16-QAM. Channel coding and interleaving are not used in the si-
mulations since they are not on the main focus of this paper. Thus 
only raw symbol decisions are used in the iterative processing. 
Figure 2 illustrates the overall simulation scenario in time and fre-
quency domains when 6  and PAPR for the overall wave-
form is 10.5 dB. 
Table 1 – The proposed receiver clipping compensation algorithm. 
Initialization: for  
1. Set ,   and  
2. Obtain  from  
3. Detect/decode  after channel compensation 
Iteration: Increase  by one and do the following steps 
for  
1. Create  based on the decoded bits 
2. Estimate  and  
3. Clip  in time domain to create  
4. Calculate  
5. Remove distortion, i.e.,  
6. Obtain  from  
7. Detect/decode  after channel compensation 
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Figure 2 – Upper part: piece of the real branch signal illustrated in 
time domain before and after clipping, the clipping level being 
6 dB above the average power level of the signal. Lower part: spec-
trum illustration of the signal before and after clipping. Frequency 
bands corresponding to Users 1 and 2 are denoted in the spectrum. 2281
Raw symbol error ratios (SER) for User 1 and 2 as a function 
of compensation iteration rounds are presented in Figure 3 for the 
scenario described earlier. All the results are averaged over 10,000 
OFDM symbols, i.e., 1,000 independent channel realizations. Itera-
tion round 0 refers to the received uncompensated signal. Using 
ideal channel estimates and non-clipped signal, the lower bound for 
SER in this scenario can be found. As shown in Figure 3, the pro-
posed compensation algorithm is able to remove almost all the 
clipping distortion from the signal in case of perfect channel know-
ledge. There is a difference between SERs of User 1 and 2 because 
the signal of User 1 is more attenuated and therefore more affected 
by the noise. Here the average received signal-to-noise ratio (SNR) 
is defined as 
  (11) 
where  is user index. For User 1  and 
for User 2 .  In the case shown in Figure 3, 
26 dB,  and 41 dB, .  
In the simulations, the channel estimates for the data SCs are 
calculated using linear interpolation between pilot SCs. The ac-
quired channel estimates are heavily affected by the clipping distor-
tion and hence it takes several iterations to minimize SER. Howev-
er, the proposed algorithm is robust enough to successfully remove 
most of the clipping distortion although there are channel estima-
tion errors. In Figure 3, the performance gap between the non-
clipped results with and without ideal channel knowledge is due to 
the limited accuracy of the used channel estimation method (pilot 
interpolation), which is not in any way related to the clipping phe-
nomenon. 
As more and more clipping distortion can be removed from the 
received signal by every iteration, also the channel estimates be-
come more accurate. This is illustrated in Figure 4 where the mean 
square error (MSE) of the channel estimates is plotted subcarrier-
wise. In this particular simulation scenario, the proposed algorithm 
is able to decrease the MSE approximately by 15 dB. The MSE 
after the compensation is very close to the ideal performance of the 
used channel estimation approach, which is illustrated with the 
MSE plot of non-clipped signal in Figure 4. Noticeable edge beha-
vior in the figure is stemming from the applied channel estimation 
scheme. The distinct MSE peaks are due to the lack of pilot SCs on 
the right side of both user bands. The channel estimate provided by 
the last pilot SC is used as such for the remaining data SCs. 
Another way to present the performance of the proposed clip-
ping compensation algorithm is subcarrier-wise clipping distortion 
ratio (CDR). It describes the ratio of received signal power and 
clipping distortion power. Hence, the definition is 
 .  (12) 
In Figure 5, the CDR results are shown for the previously described 
case before and after 10 iterations of the clipping compensation. 
Especially on the first iteration round, the clipping distortion 
heavily affects the channel estimation accuracy which leads to 
symbol detection errors. If there are a lot of detection errors, the 
clipping distortion estimate is poor and it takes a considerable 
amount of iterations to make the received signal any cleaner. This 
can be seen from Figure 6, where SER results are plotted as a func-
tion of clipping level after ten iterations of the clipping compensa-
tion. It can be concluded from Figure 6 that heavy clipping causes 
the channel estimation accuracy to decrease so much that the clip-
ping compensation algorithm is unable to remove all the clipping 
distortion within 10 iterations. However, if the channel is known 
perfectly, the proposed clipping compensation algorithm performs 
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Figure 3 – SERs as a function of compensation iteration rounds for 
Users 1 and 2 when the clipping level is 6 dB over the average 
power level of the signal and average received SNR is 26 dB for 
User 1 and 41 dB for User 2. Iteration round 0 refers to uncompen-
sated signal. 
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Figure 4 – Subcarrier-wise mean square error of channel estimates 
for both users before clipping compensation and after ten iterations 
of the proposed compensation. MSE for the non-clipped signal 
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Figure 5 – Subcarrier-wise clipping distortion ratio for the case 
where clipping level is 6 dB over the average signal power level. 2282
better in extreme clipping situations. This is also verified by Fig-
ure 7, which illustrates SERs after 10 iterations of the clipping 
compensation as a function of average received SNR of User 1. On 
average, the received SNR of User 2 is 15 dB more. In addition to 
channel estimation accuracy, also the accuracy of the clipping level 
estimate  has effect on the compensation performance. However, 
the effect is rather small in the simulations, if the error in  is 
within ±0.5 dB.  This conclusion was obtained from a simulation, 
where  dB  and the value of  was intentionally varied. 
5. CONCLUSION 
This paper proposed a novel iterative method for removing unin-
tentional clipping occurring in the A/D converter of a wideband 
OFDM receiver. The method was shown to be able to remove al-
most all the clipping distortion even in extreme conditions and 
therefore recover the performance to the level of non-clipped sig-
nals. It was found out that under heavy clipping the compensation 
performance is mostly limited by the accuracy of the channel esti-
mation. In the future, it should be studied, if it is possible to take 
the clipping phenomenon better into account in the channel estima-
tion process. 
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In modern wideband communication receivers, the large input-signal dynamics is a fundamental problem. Unintentional signal
clipping occurs, if the receiver front-end with the analog-to-digital interface cannot respond to rapidly varying conditions. This
paper discusses digital postprocessing compensation of such unintentional clipping in multiband OFDMA receivers. The proposed
method iterativelymitigates the clipping distortion by exploiting the symbol decisions. The performance of the proposedmethod is
illustrated with various computer simulations and also verified by concrete laboratory measurements with commercially available
analog-to-digital hardware. It is shown that the clipping compensation algorithm implemented in a turbo decodingOFDM receiver
is able to remove almost all the clipping distortion even under significant clipping in fading channel circumstances. That is to say, it
is possible to nearly recover the receiver performance to the level, which would be achieved in the equivalent nonclipped situation.
1. Introduction
Modern wideband radio receivers, such as cognitive radios,
are setting significant challenges for the design of the receiver
front-end. One of the key issues is to have enough dynamic
range [1, 2]. Current communication waveforms tend to
have a high peak-to-average-power ratio (PAPR), which
makes it challenging to optimize the usage of power amplifier
on the transmitter side, and it can also increase the required
dynamic range in the receiver. Moreover, the reception be-
comes even more challenging, if a wide frequency band with
several independent signals is received with a single receiver
front-end and A/D interface. Those independent signals
can have considerably diﬀerent power levels and hence the
required dynamic range is not determined only by the PAPR
of a single-user signal but by the dynamic range of the overall
received waveform [3, 4]. The power diﬀerence between two
independent signals in mobile environment can be several
tens of dBs, which is a particularly important issue to take
into account in cognitive radios. Due to the continuously
changing conditions, the automatic gain control (AGC) of
the receiver might not be able to follow the signal dynamics.
Especially the suddenly appearing strong adjacent-channel
signals, with no power control from secondary (cognitive)
radio point of view will cause problems. The AGC failure
causes too high input level for the A/D converter and there-
fore the amplitude of the digitized waveform is saturated,
that is, the highest signal peaks are clipped. This causes
considerable signal distortion especially at the weak signal
bands due to intermodulation of strong input components.
This paper discusses the compensation of unintentional
receiver clipping occurring in A/D converters using digital
postprocessing. More specifically, the focus is on orthogonal
frequency division multiplexing- (OFDM-) based multiple
access scheme, noted in the literature as OFDMA. The
reception of a weak signal can be seriously compromised
in the presence of a stronger adjacent-channel signal, be-
cause clipping causes relatively high amount of nonlinear
distortion to the weak signal band of interest. The current
literature has only a very limited number of publications
proposing digital signal processing methods for reducing
unintentional clipping taking place on the receiver side [5–
7]. The aforementioned references contain rather general
methods, which can be applied to diﬀerent kinds of com-
munication systems. Nevertheless, a compensation method,
which is designed for a certain system, can perform better
from the accuracy or computational complexity point of
view. Therefore, this paper specifically focuses on OFDM,
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which is widely used in emerging radio systems, and the
receiver clipping compensation methods are likely to be
needed. Currently, most of the OFDM-related clipping com-
pensation algorithms in the literature concentrate on delib-
erate clipping to reduce signal PAPR on the transmitter
side [8–10]. These methods are not directly applicable to
mitigate clipping occurring on the receiver since the exact
clipping level is not known in the case of unintentional
clipping. In addition, the receiver-side clipping case is more
challenging, because it happens after the radio channel and
hence interferes with the channel estimation.
The proposed receiver clipping compensation method
relies on the idea that most of the bit decisions made on
the receiver are still correct and hence they can be exploited
in clipping distortion estimation. This kind of decision-
based digital compensation methods have been proposed
in the literature for mitigation of various RF impairments,
for example, phase noise [11, 12] and power amplifier
nonlinearity [13]. This paper extends the work initiated in
[14], which uses the PAPR reduction scheme of [9, 10]
as a starting point and then modifies it to be suitable for
the challenging task of removing unintentional receiver-
side clipping. This paper provides more thorough signal
modeling, performance analysis, and considers the use of
turbo codec as well as more advanced channel estimation
than what is presented in [14]. Additionally, the performance
of the receiver clipping compensationmethod is verified with
laboratory measurements employing commercially available
A/D hardware. The results show that the proposed receiver
clipping compensation method eﬀectively mitigates the
clipping distortion, is robust against various estimation
errors, and is implementable with reasonable hardware costs
in practice.
The remainder of the paper is organized as follows. Sec-
tion 2 provides background information about the modeling
of A/D converter clipping and also defines the notation used
in the paper to express OFDM(A) signals. Section 3 then
introduces the postprocessing algorithm for compensating
clipping distortion and discusses its implementation details.
The performance of the proposed algorithm is carefully stud-
ied in Section 4 using computer simulations. In addition,
practical laboratory measurements with real A/D hardware
are used to verify the functionality of the algorithm. After
that, the computational complexity of the algorithm in
general is discussed. Section 5 finishes the paper by drawing
conclusions.
2. Received OFDM Signal Model and
Clipping Phenomenon
This paper considers the traditional OFDM signal model,
where the transmitted baseband OFDM symbol in time
domain is first expressed as
x(t) = 1√
N
N/2−1∑
k=−N/2
Xke
j2πkt/Ts , 0 ≤ t ≤ Ts, (1)
where Xk is the kth complex data symbol (subcarrier k)
and Ts is the OFDM symbol duration. This OFDM symbol
I/Q ADC
ADC
(clipping)
ADC
(clipping)
From I/Q
down-
conversion
yI (t)
yQ(t)
y˜I (nTs)
y˜Q(nTs)
Figure 1: Illustration of an I/Q A/D converter, which contains
separate converters for the I and Q branches of the received
downconverted signal y(t) = yI(t) + j yQ(t).
contains NA active subcarriers (SC) and has an oversampling
factor J . Therefore, the total amount of SCs is N = JNA and
the SC indices are expressed as a set Ω = {−N/2,−N/2 +
1, . . . ,N/2 − 1}. The active SCs carry the data symbol
sequence Xk, k ∈ ΩA = {−NA/2, . . . ,−1, 1, . . . ,NA/2},
whereas the nonactive SCs contain zeros, that is, Xk = 0, k ∈
Ω \ ΩA. It is worth noticing that the presented OFDM
signal model does not include cyclic prefix (CP), which is
required in practice to avoid intersymbol interference in
frequency-selective mobile environments. This paper omits
the CP from the mathematical notation in order to make
it simpler. This simplification does not aﬀect the presented
clipping analysis in any way, because clipping is amemoryless
phenomenon. On the other hand, the CP is taken into
account in the proposed receiver structures of Section 3 and
in the simulations of Section 4 due to the CP’s essential role
in implementations of practical communication systems.
A zero-symmetric hard-clipping model is a simple but
accurate way to characterize signal clipping in receiver A/D
converters. Let us first define a general received waveform
as y(t) = yI(t) + j yQ(t) = h(t) ∗ x(t) + w(t), where the
noisew(t) is added to the convolution of the channel impulse
response h(t) and the transmitted signal x(t). After an I/Q
A/D converter (see Figure 1), clipping occurring separately in
both branches, the discrete-time received signal is y˜(nTs) =
y˜I(nTs)+ j y˜Q(nTs), where the zero-symmetric hard-clipping
model determines that
y˜I(t) =
⎧
⎪⎪⎨
⎪⎪⎩
yI(t),
∣∣yI(t)
∣∣ < V0,I
V0,I , yI(t) ≥ V0,I
−V0,I , yI(t) ≤ −V0,I ,
y˜Q(t) =
⎧
⎪⎪⎨
⎪⎪⎩
yQ(t),
∣∣yQ(t)
∣∣ < V0,Q
V0,Q, yQ(t) ≥ V0,Q
−V0,Q, yQ(t) ≤ −V0,Q,
(2)
where V0,I and V0,Q denote the maximum output levels of
the A/D converters of I and Q branches, respectively. Often
in practice, a convenient way to express the clipping level
of the signal is needed, but V0,I (V0,Q) by itself is not very
descriptive if nothing about the signal is known. Therefore,
the common practice is to define the clipping level using a
ratio of V0,I (V0,Q) and the average branch power level of
Journal of Electrical and Computer Engineering 3
the nonclipped signal Pin,I (Pin,Q). In other words, the
clipping level for I branch γI can be written in the form of
γI = V0,I√
Pin,I
, (3)
and similarly
γQ = V0,Q√
Pin,Q
, (4)
for the Q branch. These variables give a precise understand-
ing of how intensely the signal branch is actually clipped.
In addition, it can be concluded from (3) and (4) that
the clipping level γ is diﬀerent for I and Q branches, if
the maximum input levels of the converters are diﬀerent
(V0,I /=V0,Q) or the branch signal powers are not equal
(Pin,I /=Pin,Q). Notice that even thoughV0,I andV0,Q are most
likely designed to be equal, unavoidable implementation
tolerances of two physical separate converter circuits are
indeed likely to cause small relative deviations between them.
The clipping phenomenon removes the highest signal
amplitudes and hence causes nonlinear distortion. This
process defined in (2) is not directly invertible. Therefore,
another kind of approach is required for compensating the
clipping distortion, especially at weak signal bands. This
paper exploits Bussgang’s theorem [15] for the compensation
purpose. It has already been proven to be an adequate
way to model the clipping distortion [14, 16–18]. Basically,
Bussgang’s theorem states that the clipping attenuates the
received signal y(nTs) with a factor α and also causes additive
clipping distortion d(nTs), which is uncorrelated with the
nonclipped y(nTs). Therefore, the clipped signal branches
can be expressed as
y˜I(nTs) = αI yI(nTs) + dI(nTs),
y˜Q(nTs) = αQyQ(nTs) + dQ(nTs),
(5)
when for modeling purposes yI(nTs) and yQ(nTs) are
assumed to be Gaussian. Here, αI and αQ depend on γI
and γQ, respectively. For the corresponding complex signal
y˜(nTs), it can be written that
y˜(nTs) = αI yI(nTs) + dI(nTs) + j
[
αQyQ(nTs) + dQ(nTs)
]
= α1y(nTs) + α2y∗(nTs) + d(nTs)
= α1y(nTs) + z(nTs),
(6)
where α1 = (αI + αQ)/2, α2 = (αI − αQ)/2, complex clip-
ping distortion d(nTs) = dI(nTs) + jdQ(nTs), and total
interference z(nTs) = α2y∗(nTs) + d(nTs). In the general
case with unequal clipping levels in the I and Q branches, the
total interference z(nTs) contains both the nonlinear clipping
distortion d(nTs) and the conjugate signal interference
α2y∗(nTs), which in the frequency domain corresponds to
mirror-frequency interference. In the special case of identical
clipping levels for both branches, γI = γQ = γ, the
attenuation factor is α = αI = αQ and, therefore, α1 = α and
α2 = 0. This means that the general complex signal model
presented in (6) reduces to
y˜(nTs) = αy(nTs) + d(nTs), (7)
which is in accordance with the traditional Bussgang’s theo-
rem for a complex signal.
Even a clipping model as simple as (6) or (7) is justified
due to the memoryless nature of the clipping phenomenon.
In addition, the model is linear and hence straightforward
to utilize in clipping compensation purposes as described
in Section 3. In short, if α1 and z(nTs) can be estimated,
recovery of the nonclipped signal y(t) is simple using (6).
The Gaussianity assumption for yI(nTs) and yQ(nTs) also
makes it possible to derive concise equations for αI and αQ,
namely,
αI = E
[
yI(nTs) y˜I(nTs)
]
E
[
yI(nTs)yI(nTs)
] = erf
(
γI√
2
)
,
αQ = E
[
yQ(nTs) y˜Q(nTs)
]
E
[
yQ(nTs)yQ(nTs)
] = erf
(
γQ√
2
)
.
(8)
Here the error function erf(x) is defined as
erf(x) = 2√
π
∫ x
0
e−t
2
dt. (9)
The details related to the derivation of (8) are presented in
[19].
3. Iterative Decision-Aided
Method for Compensating Unintentional
Receiver Clipping
This section proposes a compensation algorithm for remov-
ing signal distortion caused by unintentional clipping in
the A/D interface of an OFDM receiver. First, the basic
compensation idea and its justification through mathe-
matical analysis are described in Section 3.1 with the help
of a block diagram presented in Figure 2. After that, the
most essential details from the implementation point of
view are discussed in Section 3.2. Unintentional clipping is
most likely to happen in multiuser/multiband situations.
Therefore, Section 3.3 deals with the multiuser aspects of the
compensation algorithm implementation from the uplink
(UL) and downlink (DL) point of view.
3.1. The Compensation Algorithm. On top part of Figure 2,
a traditional OFDM transmitter exploiting turbo coding is
illustrated. After channel coding and interleaving, the coded
bits c(Xk)1,...,M , k ∈ ΩA, are mapped to data symbols Xk, k ∈ ΩA,
and then the time-domain signal with a CP is formed to be
sent on the radio channel. Here, M denotes the number of
bits in one data symbol. Figure 2 also illustrated two diﬀerent
receiver options for implementing the proposed clipping
compensation algorithm. In other words, the purpose of
Figure 2 is to illustrate the proposed receiver structures
in a simplified manner. It does not present system-level
hierarchy, where there are several users and, therefore, several
transmitters and receivers. However, the proposed clipping
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Figure 2: Undesired clipping distortion is caused by the A/D converter on the receiver side. Block diagrams of traditional OFDM transmitter
and two alternative receivers implementing the proposed clipping compensation algorithm are illustrated. In Receiver A, bits are decoded on
every compensation iteration round whereas Receiver B first iterates the clipping compensation on symbol level and only in the end decodes
the information bits.
compensation algorithm is able to jointly process multiuser
data inside one receiver as is discussed in Section 3.3.
Receiver A in Figure 2 presents the first proposition of
this paper on how to remove the clipping distortion caused
by the A/D interface of the receiver. In brief, the received and
digitized signal is first detected in a conventional manner,
that is, transformed to frequency domain, equalized, mapped
to bits, deinterleaved, and decoded. Now, the decoded
bits are exploited in the clipping compensation feedback
loop by generating an estimate of the received signal with
and without clipping. Based on (6), an estimate of the
clipping distortion in the original received signal can be
obtained by subtracting the scaled nonclipped estimate of
the received signal from the clipped one. After that, the
clipping distortion estimate can be subtracted from the
original received signal in order to enhance it and obtain
better detection results. Then, the whole process is iterated,
because a better clipping distortion estimate can be obtained
based on the enhanced detection results. Receiver B in
Figure 2 implements this same clipping compensation idea,
but the symbol demapper, deinterleaver, and turbo decoder
are now located outside the clipping compensation loop.
Hence, the computational complexity is greatly reduced since
the data is kept on symbol level until the end of the clipping
compensation iterations and after that the turbo decoder is
used only once. The trade-oﬀ is that without turbo decoding,
there are likely to be more symbol errors and, therefore, the
clipping distortion estimate is not as accurate as it could be.
The following paragraphs describe the proposed clipping
compensation algorithm in details by providing the exact
mathematical notation. The key steps are also summarized
in Algorithms 1 and 2 for Receiver A and B, respectively.
It is worth noticing that only one OFDM symbol duration
is considered in the equations in order to simplify the
notation. The clipping compensation can be done separately
for each OFDM symbol and hence the simplified notation
does not omit any important details. However, in practice,
the processing block length may be longer than one OFDM
symbol due to the other receiver functions such as channel
decoding, deinterleaving, and equalization, but this does not
aﬀect the execution of the clipping compensation, which is
performed subcarrierwise.
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Initialization: for all k ∈ ΩA
(1) Set i = 0, α̂(0)1 = 1 and Ẑ(0)k = 0
(2) Obtain channel estimates Ĥ (i)k using signal
Ŷ
(i)
k = (1/α̂(i)1 ) (Y˜k − Ẑ(i)k )
(3) Channel equalization: Ŷ (i)k /Ĥ
(i)
k
(4) Demap symbols Ŷ (i)k /Ĥ
(i)
k to bits, deinterleave and
decode to obtain output data bits b̂(i)
Iteration: Increase i by one and do the following steps for all
k ∈ ΩA
(5) Create X̂ (i)k based on the coded bits ĉ
(X(i−1)k )
1,...,M (hard) or
L(ĉ
(X(i−1)k )
1,...,M ) (soft)
(6) Estimate clipping levels γ̂(i)I and γ̂
(i)
Q as well as
attenuation factor α̂(i)1
(7) Clip Ĥ (i−1)k X̂
(i)
k according to γ̂
(i)
I and γ̂
(i)
Q in time
domain to produce ̂˜Y
(i)
k
(8) Calculate clipping distortion estimate
Ẑ
(i)
k = ̂˜Y
(i)
k − α̂(i)1 Ĥ (i−1)k X̂ (i)k
(9) Remove the distortion from the received signal, that is,
Ŷ
(i)
k = (1/α̂(i)1 )(Y˜k − Ẑ(i)k )
(10) Obtain new channel estimates Ĥ (i)k using signal Ŷ
(i)
k
(11) Channel equalization: Ŷ (i)k /Ĥ
(i)
k
(12) Demap symbols Ŷ (i)k /Ĥ
(i)
k to bits, deinterleave and
decode to obtain output data bits b̂(i)
Algorithm 1: Key steps of the proposed receiver clipping compensation algorithm for Receiver A.
Initialization: for all k ∈ ΩA
(1) Set i = 0, α̂(0)1 = 1 and Ẑ(0)k = 0
(2) Obtain channel estimates Ĥ (i)k using signal
Ŷ (i)k = (1/α̂(i)1 )(Y˜k − Ẑ(i)k )
(3) Channel equalization: Ŷ (i)k /Ĥ
(i)
k
Iteration: Increase i by one and do the following steps for all
k ∈ ΩA
(4) Detect Ŷ (i−1)k /Ĥ
(i−1)
k to obtain symbols X̂
(i)
k
(5) Estimate clipping levels γ̂(i)I and γ̂
(i)
Q as well as
attenuation factor α̂(i)1
(6) Clip Ĥ (i−1)k X̂
(i)
k according to γ̂
(i)
I and γ̂
(i)
Q in time
domain to produce ̂˜Y
(i)
k
(7) Calculate clipping distortion estimate
Ẑ(i)k = ̂˜Y
(i)
k − α̂(i)1 Ĥ (i−1)k X̂ (i)k
(8) Remove the distortion from the received signal, that is,
Ŷ (i)k = (1/α̂(i)1 )(Y˜k − Ẑ(i)k )
(9) Obtain new channel estimates Ĥ (i)k using signal Ŷ
(i)
k
(10) Channel equalization: Ŷ (i)k /Ĥ
(i)
k
After iteration:
(11) Demap symbols Ŷ (i)k /Ĥ
(i)
k to bits, deinterleave and
decode to obtain output data bits b̂(i)
Algorithm 2: Key steps of the proposed receiver clipping compensation algorithm for Receiver B.
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If the signal is received perfectly without clipping in the
A/D interface, it can be written as
Yk = HkXk +Wk, k ∈ Ω (10)
in frequency domain after removing CP and taking FFT. In
(10), Hk is the channel gain and Wk is the additive white
Gaussian noise component for the kth SC. In other words,
this equation represents the ideal case for reference. However,
if the A/D converter clips the signal, the frequency-domain
version of it is then
Y˜k = α1Yk + α2Y∗−k +Dk
= α1(HkXk +Wk) + α2
(
H∗−kX
∗
−k +W
∗
−k
)
+Dk
= α1HkXk + Zk + α1Wk + α2W∗−k, k ∈ Ω,
(11)
as can be derived from (6). This signal is also illustrated in
Figure 2. In (11), Zk = α2H∗−kX∗−k + Dk, k ∈ Ω, which
essentially means that unequal clipping levels γI and γQ
cause mirror-subcarrier interference (α2H∗−kX
∗
−k, k ∈ Ω) in
addition to the clipping distortion (Dk, k ∈ Ω). However,
if γI = γQ, then α2 = 0 and thus Zk = Dk, k ∈ Ω.
Because all the interference in Zk, k ∈ Ω, stems from the
clipping phenomenon, it is called clipping distortion in the
rest of the paper. As shown in Figure 2, prior to the clipping
compensation, the data symbols Y˜k, k ∈ ΩA are equalized,
mapped to soft bits, deinterleaved, and then decoded. In
the channel equalization stage, the channel gain estimates
Ĥk, k ∈ ΩA, for active SCs are obtained based on pilot
SCs. Section 3.2 contains more discussion about the channel
estimation.
In the first step of the clipping compensation, Receiver A
uses the bit estimates after the turbo decoder to regenerate
the originally transmitted OFDM signal. All the decoded bits
may not be correct and, therefore, it is possible that the
regenerated signal does not exactly match the transmitted
signal. Hence, the regenerated signal is called the estimate
of the transmitted signal and it is denoted as X̂k, k ∈ Ω,
in Figure 2. The data bit estimates b̂ are not re-encoded
in the clipping compensation feedback loop, but rather
the soft-coded bit estimates L(ĉ(Xk)1,...,M), k ∈ ΩA, from the
turbo decoder output (after interleaving) are used. Here,
ĉ(Xk)1,...,M are hard bit estimates related to the symbol Xk
and L(ĉ(Xk)1,...,M) are the log-likelihood ratio (LLR) values for
the bit estimates ĉ(Xk)1,...,M . It is possible to generate either
hard or soft symbol estimates and hence both options are
studied in Section 4. In Receiver B, it is enough to obtain
hard symbol estimates using directly the channel equalizer
output. This way, the symbol demapping, channel decoding,
and symbol mapping process can be avoided during the
clipping compensation process. Since channel decoding is
usually the most complex process in the receiver chain,
significant savings in computational complexity and latency
can be achieved if the channel decoder is located outside the
clipping compensation loop. From this point onward, both
the Receiver A and B proceed in the same way.
The estimate of the transmitted signal is exposed to
the estimated channel and then to the estimated clipping
process (separately for I and Q branches) in order to obtain
a regenerated version of the clipped received signal ̂˜Yk, k ∈
ΩA. The clipping process is performed in time domain using
the estimated clipping levels γ̂I and γ̂Q, which should be as
close as possible to the clipping levels originally occurred
in the A/D converter during the reception of the signal.
The knowledge of the exact clipping levels γI and γQ is not
available, but the estimates γ̂I and γ̂Q can be calculated as
shown in (3). Here, the maximum output levels of the A/D
converter V0,I and V0,Q are approximated by following the
absolute maximum level of the corresponding signal branch
after the A/D converter. An estimate of Pin,I and Pin,Q can
be calculated from the hard symbol estimates X̂k, k ∈ Ω.
The clipping process performed in time domain essentially
produces a signal, which according to Bussgang’s theorem
can be written in frequency domain as ̂˜Yk = α̂1ĤkX̂k +
Ẑk, k ∈ ΩA, where α̂1 is the estimate of the attenuation
factor. Now, the clipping distortion estimate Ẑk, k ∈ ΩA can
be extracted from ̂˜Yk, k ∈ ΩA, by removing the attenuated
desired signal part α̂1ĤkX̂k, k ∈ ΩA, from it. This estimated
desired signal can easily be produced from the nonclipped
version of the regenerated received signal as illustrated with
the lower branch in the clipping compensation loop in
Figure 2 (both in Receivers A and B). That is to say, the
estimate of the clipping distortion Ẑk, k ∈ ΩA, is calculated
as
Ẑk = ̂˜Yk − α̂1ĤkX̂k, k ∈ ΩA, (12)
where α̂1 = (α̂I + α̂Q)/2 is calculated from (8) using γ̂I and
γ̂Q. The out-of-band clipping distortion can be ignored and
this is easy to do by processing only the active SCs ΩA, as
indicated in (12). Now, the last step in clipping compensation
is to improve the received signal Y˜k , k ∈ ΩA, by removing
the estimated clipping distortion Ẑk, k ∈ ΩA, from it. The
compensated signal is expressed as
Ŷk = 1
α̂1
(
Y˜k − Ẑk
)
, k ∈ ΩA, (13)
and it is used as a starting point for a new processing round,
which begins with the channel estimation and equalization.
One way to show the validity of the clipping compen-
sation approach is to substitute (11) into (13). This leads to
the equation that expresses the estimate of the received signal
without clipping as
Ŷk = α1
α̂1
(HkXk +Wk)
+
1
α̂1
(
Zk − Ẑk
)
+
α2
α̂1
W∗−k, k ∈ ΩA.
(14)
If exactly correct estimates α̂1 and Ẑk, k ∈ ΩA, can be
achieved, all essential clipping distortion is thus removed.
This is straightforward to see from (14), because with
the correct estimates, it reduces to the form of (10) plus
additional scaled mirror-subcarrier noise (α2/α̂1)W∗−k, k ∈
ΩA. However, it is impossible to actually produce exactly
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correct clipping estimate, because the noise Wk, k ∈ Ω,
gets also clipped in the A/D converter, but the model cannot
reproduce the clipping distortion term of the noise.
In practice, it is usually the case that there are errors in the
symbol estimates X̂k, k ∈ ΩA, on the first processing round.
This leads to the inaccurate clipping distortion estimate and,
therefore, all the distortion is not removed from the received
signal on the first round. However, on every processing
iteration round the symbol estimates get better since more
and more accurate estimate of the clipping distortion can be
obtained. In other words, the compensation algorithmworks
in the desired manner, if high enough portion of the initial
symbol estimates are correct. In order to make the proposed
algorithm work in the best possible manner, all the estimated
parameters should be recalculated on every iteration. This
means the estimates of the channel Ĥk, k ∈ ΩA, the clipping
levels γ̂I and γ̂Q as well as the attenuation factor α̂1.
The receiver clipping compensation discussed in this
paper has similarities with the deliberate transmitter-
clipping compensation presented, for example, in [9] and
[10] as well as to the power amplifier nonlinearity com-
pensation in [13]. However, there are several fundamental
diﬀerences, which can be analyzed comparing the afore-
mentioned references to the equations shown in Sections 2
and 3 of this paper. Using consistent notation, the received
signal under deliberate transmitter clipping can be expressed
as Y˜k = Hk(αXk + Dk) + Wk, k ∈ Ω. When compared to
(11), it is evident that the role of the channel is diﬀerent.
In the transmitter clipping case, the clipping is applied
before transmission and hence the channel estimation in the
receiver is less challenging compared to the receiver clipping
case. It is shown in Section 4 that the channel estimation is
severely interfered in the receiver clipping case, if clipping
compensation is not used. Another essential diﬀerence is the
clipping model itself. In the deliberate transmitter clipping,
the amplitude of a complex signal is limited, that is,
∣∣x˜(t)
∣∣ =
⎧
⎨
⎩
|x(t)|, |x(t)| ≤ V0,
V0, |x(t)| > V0,
(15)
where as the receiver clipping means that the I and Q signal
branches are clipped separately as expressed in (2). This
means that it is possible in the receiver clipping case that
diﬀerent clipping levels take place in I and Q branches.
Nevertheless, since our signal modeling takes it into account,
the clipping compensation with unequal clipping levels is
possible as verified in Section 4.
3.2. Implementation Details. In this paper, a zero-forcing
channel equalizer is used for simplicity. The channel esti-
mates Ĥk, k ∈ ΩA, are obtained using part of the active
SCs ΩA, as pilots, which are denoted here as ΩP . These
are evenly distributed among the data SCs ΩD = ΩA \ ΩP
so that every Lth SC is a pilot. The channel estimates of
pilot SCs are ĤP,k = Ŷk/Xk, k ∈ ΩP , which are exploited
to obtain channel estimates for the data SCs using low-
pass interpolation. This means that, first, L− 1 zeros are
inserted between every pilot SC channel estimate. Then, a
properly designed FIR lowpass interpolation filter is used
to obtain the channel estimates for data SCs. The width of
the passband of the interpolation filter corresponds to the
original data bandwidth and, therefore, the mean-squared
error (MSE) of the interpolated SCs is minimized assuming
that the pilot SC channel estimates are correct. As the channel
estimation is performed in frequency domain, the use of
interpolation filter means calculating convolution between
the impulse response of the interpolation filter and the zero-
padded channel estimates of the pilots in frequency domain.
From the second clipping compensation iteration round
onward, also the symbol estimates from the previous itera-
tion round can be exploited in the channel estimation task.
Due to the symbol errors, purely data-symbol-based channel
estimation may give poorer results than the estimation using
pilots. Therefore, a heuristic approach, which combines these
two methods, is proposed in this paper. In the combining,
the channel estimates are weighted with the corresponding
symbol reliabilities p(Xk), k ∈ ΩA, so that the channel
estimates after combining are
Ĥk = p(Xk)2 ĤD,k +
(
1− p(Xk)
2
)
ĤP,k, k ∈ ΩA, (16)
where ĤD,k = Ŷk/X̂k, k ∈ ΩD are the channel estimates
obtained from the latest data symbol estimates and ĤP,k, k ∈
ΩA, are the latest channel estimates obtained using pilots.
The estimates ĤD,k , k ∈ ΩP for pilot SCs are not needed
since (16) implicates that Ĥk = ĤP,k, k ∈ ΩP . This is
guaranteed by setting p(Xk) = 0, k ∈ ΩP . For the data
symbols, the reliabilities are calculated as
p(Xk) =
M∏
j=1
exp
[
ĉ(Xk)j L
(
ĉ(Xk)j
)]
1 + exp
[
L
(
ĉ(Xk)j
)] , k ∈ ΩD. (17)
This data-symbol-based estimation is used in Receiver A.
Since the LLR values for the bits are not calculated in
Receiver B in every iteration, it uses only the pilot-based
channel estimation. One variation of the data-symbol-based
channel estimation proposed above would be such that a
certain threshold is used for the symbol reliabilities. In other
words, only the symbols which are reliable enough, let us say
p(Xk) > 0.95, are used in the channel estimation. However,
this variation of the proposed channel estimation technique
is omitted from the performance analysis of Section 4 and is
left for future studies.
The output of the zero-forcing channel equalizer should
be limited so that the maximum amplitude is
Vmax,eq = max
r
‖Ar‖ + 3.29√2 σn, (18)
where Ar , r = 1, . . . , 2M denotes all the possible symbols
from the used alphabet and σn is the standard deviation of
the complex noise w(t), which is assumed to be Gaussian.
The factor of 3.29 corresponds to the 99.9% confidence level
of one-dimensional Gaussian distribution and, therefore,
the standard deviation of the complex noise has to be
scaled with
√
2. The amplitude limit of the equalizer output
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does not have to be exactly what is proposed in (18), but
significantly too tight or loose limit aﬀects decoding results.
The reason to use such an amplitude limiter after the channel
equalizer is the soft symbol demapper defined based on
an assumption of Gaussian noise. The clipping distortion
and the channel equalizer cause interference peaks, which
degrade the performance of the soft symbol demapper. In
this paper, it is chosen to set the LLR values of the bits related
to the amplitude-limited symbols to zero. This is justified,
because if there is a significant distortion term present in
a symbol, all the usable information carried by the symbol
has already been lost. The main target in the limiting of the
equalizer output is to tell the decoder which symbols are
very unreliable due to the channel fading or unintentional
clipping, but in the same time avoid aﬀecting the symbols
which are spread only because of the Gaussian noise.
The channel codec used in this paper is a turbo codec
[20] with a generator matrix:
G =
[
1
1 5
1 3
]
. (19)
The used interleavers are bit-wise S-interleavers [21] for
which the distance parameter is defined as S = √U/2, where
U is the length of the unit to be interleaved. In channel
interleaving, the unit is the whole coded block (Uout). Inside
the turbo encoder/decoder, the length of the interleaved unit
is equal to one uncoded data block (Uin). This is defined as
Uin = R(Uout − 2m)	, where m = 3, is the memory length
of the component encoder and the term 2m is due to the
unpunctured termination bits [22]. Diﬀerent coding rates
are achieved by puncturing the parity bits, which is done
based on [22]. The turbo decoder uses the Max-Log-MAP
algorithm for decoding, and it does not have a correction
function for the max-operator [23]. The iteration of turbo
decoding is stopped based on the hard-data-aided (HDA)
criterion presented in [24].
3.3. Multiuser Considerations. Since the proposed receiver
clipping compensation method is very general, it can be
used both in UL and DL directions. However, there are
some essential diﬀerences when a multiuser scenario is
concerned. In DL direction, the data symbol sequence
Xk, k ∈ ΩA, contains symbols, which belong to several
individual mobile users. A single mobile receiver should
be able to process, in addition to its own data, also the
symbols of neighboring users in order to exploit the clipping
compensationmethod in an optimal manner. This is because
of the nonlinear behavior of clipping, which causes that
part of the clipping distortion is stemming from outside
the frequency band of the user. If the signal power for the
neighboring users is higher than for the interested user, the
amount of clipping distortion can be very high. Therefore,
joint clipping compensation processing of all neighboring
users is preferable. The challenge in the implementation of
the clipping compensation in mobile receiver is that the
amount of signal processing is significantly increased when
the symbols of neighboring users are processed and the
channel estimation is performed over the whole frequency
band instead of concentrating on one user only as the mobile
receiver usually does. The proposed Receiver B model is
especially suitable for DL direction due to its considerably
lower computational complexity but still relatively good
performance, as shown in Section 4.1. One way to decrease
the computational burden even more is to exploit cooper-
ative interference cancellation among the users so that they
exchange information of their own data and interference
using short-range communications. For example, spatial
correlation of the channels can be exploited, if users are close
to each other.
Similarly as in the DL direction, also in the UL scenario
the data symbol sequence Xk, k ∈ ΩA, contains data of
multiple users. Furthermore, in UL, a band-wise channel
estimation for each user must be performed individually,
since the diﬀerent mobile signals have propagated through
diﬀerent channels. Therefore, the channel estimate sequence
Ĥk, k ∈ ΩA, is not continuous. In general, the imple-
mentation of the clipping compensation method is more
viable in the UL scenario since the base station has to
receive and process the signals of all users anyway. Hence,
including the clipping compensation processing is not going
to excessively increase the computational complexity. On
the other hand, modern base stations can also have vast
amount of computing power, which makes complex digital
signal processing algorithms feasible. Due to its higher
computational complexity, Receiver A model is proposed for
the UL direction. More discussion of the receiver complexity
and performance can be found in Section 4.1.
4. Performance Results for the Clipping
Compensation Approach
In this section, the performance of the proposed receiver-
side clipping compensation algorithm is analyzed and dis-
cussed in details. This is done using a UL scenario with
two individual users in the block-fading extended ITU-R
Vehicular A channel [25]. First, Section 4.1 analyzes the per-
formance of the clipping compensation algorithm through
computer simulations. After that, Section 4.2 considers the
same scenario using laboratory measurements with real A/D
hardware. Finally, Section 4.3 presents analysis of computa-
tional complexity for Receivers A and B in the considered
scenario.
Since an UL scenario is considered, both users experience
diﬀerent realizations of the fading channel. Here, it is also
assumed that the channels stays static for ten consecutive
OFDM symbols, which makes possible to average obtained
channel estimates over this period. The channel conditions
are set so that the average received power level for User 1
is 15 dB less than for User 2. In this section, it is assumed
that there is perfect delay and frequency alignment between
the users. The most essential parameters of the simulated
scenario are collected into Table 1. Both users have 512 active
SCs of which every eighth is a pilot (L = 8). Therefore,
NA = 1024 in the receiver side, when the composite signal
of two users is processed. The pilot power is adjusted so that
it corresponds to the average power of the data symbols.
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Table 1: Parameters for the simulated uplink multiuser scenario.
Parameter Value
Number of users 2
FFT size N 2048
Active subcarriers per user 512
Scattered pilots per user 64
CP length 128 samples
Sampling rate 30.72 MHz
Subcarrier spacing 15 kHz
Subcarrier modulation 16-QAM (M = 4)
Channel profile Extended ITU-R Veh. A [25]
Channel codec Turbo codec (Max-Log-MAP)
Coding rate R 1/2
Coded block length Uout 3584 bits (2 OFDM symbols)
Decoding iterations Max. 5
Clipping comp. iterations I 5 (or 10)
Clipping level γ 0–10 dB
SNR for User 1 SNR1 16–36 dB
Both users have 16-QAM as an SC modulation and hence
M = 4. The oversampling factor used is J = 2 and the
overall sampling rate is 30.72MHz, which results in the SC
spacing of 15 kHz. The length of CP is (1/16)N = 128
samples. On average, the PAPR of the composite signal of
two users is 10.1 dB. For the channel coding, the turbo codec
is used and its coded block length is Uout = 3584 bits,
meaning that two consecutive OFDM symbols form one
coded block. Coding rate of R = 1/2 is used and hence
Uin = 1789 bits. In every clipping compensation iteration,
the turbo decoder is allowed to do five decoding iterations,
if not stopped earlier based on the HDA criterion. In the
following, five clipping compensation iterations (I = 5)
have been performed in all cases, if not specifically stated
otherwise. In practical receiver, unnecessary iterations can be
avoided, to decrease the amount of computation, by stopping
iterations for the user, if its bit-error ratio (BER) goes to
zero before the maximum amount of iterations has been
performed. This can be checked, for example, by exploiting
the cyclic redundancy check (CRC).
4.1. Simulation Results. Figure 3 gives an overall illustration
of the above-defined scenario, when the clipping level γ =
6 dB occurs. For simplicity, equal clipping levels γI =
γQ = γ are assumed in this section, if not otherwise stated.
Figure 3(a) shows a piece of the real branch signal before
and after clipping. Correspondingly, Figure 3(b) illustrates
the received waveform in frequency domain before and after
clipping. It is clearly visible that the weak User 1 suﬀers from
the nonlinear clipping distortion stemming from the band of
the considerably stronger User 2.
The progress of the clipping compensation process for
User 1 is illustrated in Figure 4 when Receiver A is used for
the case shown in Figure 3. The BER results are averaged over
20,000 OFDM symbols, that is, 2000 independent channel
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Figure 3: (a) Time domain illustration of the real part of the
received signal before and after clipping, γ = 6dB (b) spectrum
of the received signal before clipping (c) spectrum of the signal after
clipping.
realizations, as is done also for all the other performance
figures in this Section. In this paper, BER is calculated for
the data bits b. Figure 4 shows that the proposed clipping
compensation algorithm is able to almost reach the BER
of the nonclipped signal, which represents here the error
floor. For the nonclipped signal, perfect channel knowledge
is used in order to present the ideal reference case whereas
the channel estimation proposed in Section 3.2 is used in
the clipping compensation. Figure 4 also illustrates the
information flow inside the receiver. Decoding arrow (D)
refers to the turbo decoding process and feedback arrow
(F) denotes the process where bit decisions are exploited to
remove clipping distortion from the received signal. It can
be seen from Figure 4 that the turbo decoder cannot reduce
the BER of the noncompensated signal very much due to
the significant amount of clipping distortion. Nonetheless,
the clipping compensation method is still able to reduce
the amount of distortion, and in the next iteration, the
turbo decoder reduces the BER more. This means that
the clipping compensation performs well even without
turbo decoding and thus the Receiver B model is justified.
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Figure 4: Average BER as a function of clipping compensation
iterations for User 1 using Receiver A when SNR1 = 21.9 dB and
(a) γ = 6 dB or (b) γ = 2 dB. Iteration round 0 corresponds to
the noncompensated signal. Arrows refers to the decoding (D) and
compensation feedback (F) stages.
A detailed performance comparison between Receiver A and
B is given later in this Section. For the results shown in
Figure 4, the average received signal-to-noise ratio (SNR) for
User 1 is 21.9 dB whereas for User 2 it is 36.9 dB. Here, the
average received SNR is defined using the average signal and
noise powers on the user frequency band, that is,
SNRu =
E
[∑
k∈ΩA,u |HkXk|2
]
E
[∑
k∈ΩA,u |Wk|2
] , (20)
where u is the user index, ΩA,1 = {−NA/2, . . . ,−1} for
User 1 and ΩA,2 = {1, . . . ,NA/2} for User 2. By comparing
Figures 4(a) and 4(b), it can be concluded that stronger
clipping requires more compensation iterations rounds, but
eventually most of the clipping distortion is removed.
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Figure 5: Example realization of the received constellation for User
1 before and after clipping compensation in Receiver A when γ =
6 dB and SNR1 = 21.9 dB.
An example of the received constellation before and after
the clipping compensation for User 1 is provided in Figure 5
to visually illustrate the reduction of clipping distortion
due to the applied compensation method. This matches
with the cases shown in Figures 3 and 4. In addition to
BER results, one way to illustrate the performance of the
clipping compensation method is the subcarrier-wise signal-
to-clipping-distortion ratio (SCDR), which is defined as
SCDRk =
E
[
|Yk|2
]
E
[∣∣∣Ŷk − Yk
∣∣∣
2
] , k ∈ ΩA. (21)
It describes how much there is clipping distortion compared
to the ideal nonclipped situation. Figure 6 shows SCDR
results for both users when γ = 6dB, which is the same case
that is considered in Figures 3–5. It can be seen from Figure 6
that in this particular case the amount of clipping distortion
is decreased over 20 dB for both users. It should be kept in
mind that SCDR values are relative. User 1 has considerably
more clipping distortion than User 2 in the beginning
and hence the improvement in SCDR has much more
significant eﬀect for User 1. Naturally, the employed channel
estimation approach has a finite accuracy, but this is a minor
matter compared to the fact that the receiver-side clipping
aﬀects the pilots and, therefore, notably distorts the channel
estimates. On the other hand, the clipping compensation also
eﬀectively enhances the channel estimates. The subcarrier-
wise channel estimation MSE is given in Figure 7 for the
currently discussed case of γ = 6 dB. This figure verifies
that the clipping compensation without a doubt improves
the channel estimates. The channel estimation MSE for the
nonclipped signal in Figure 7 illustrates the error floor for
this particular channel estimation method and noise level.
The relatively high error on the sides of the user bands is
stemming from the interpolation filter transients.
In order to provide a wider view of the clipping compen-
sation performance, Figure 8 illustrates the simulated BER
results for User 1 as a function of occurred clipping level
when SNR1 = 21.9 dB. The same figure also provides a
comparison between the proposed channel estimation and
perfect channel knowledge. Although the channel estimation
works well when γ > 4 dB, the channel estimates gets
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Figure 6: Subcarrier-wise signal-to-clipping-distortion ratio when
γ = 6 dB, SNR1 = 21.9 dB and SNR2 = 36.9 dB. The results are
obtained after 5 clipping compensation iterations using Receiver A.
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Figure 7: Mean squared error of channel estimates when γ = 6 dB,
SNR1 = 21.9 dB and SNR2 = 36.9 dB. The results are obtained after
5 clipping compensation iterations using Receiver A.
significantly poorer if heavier clipping occurs. Because the
input SNR is the same for all clipping levels, it can be
concluded that the channel estimation accuracy is limited
due to the clipping distortion and not because of the noise.
These results were obtained after five clipping compensation
iterations, which does not guarantee that BER is always min-
imized. Under heavy clipping, additional iterations would
provide lower BER to some extent, but there is always a
certain error floor despite the number of iterations. Another
support for this issue is provided in Figure 9, where the
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Figure 8: Performance of the clipping compensation for User 1 as
a function of clipping level when SNR1 = 21.9 dB. The results are
obtained after 5 clipping compensation iterations using Receiver A.
BER of User 1 is illustrated as a function SNR1 for clipping
levels γ = 6 dB and γ = 2 dB. From here, it can be seen
that the clipping compensation performs decently, if the
noise level and the clipping level are reasonable. The limited
channel estimation accuracy due to the heavy clipping can
be seen in Figure 9(b) by comparing the BER curves in cases
of estimated channel and perfect channel knowledge. This
means that the clipping compensation method is able to
recover the BER almost to the level of nonclipped signal
even under heavy clipping, if the channel estimation could
be performed accurately. The limitations of the channel
estimation can be relieved to some extend by increasing the
number of compensation iterations, but in order tominimize
the number of iterations, the optimal channel estimation
approach under clipping is an interesting topic for future
research. Figure 10 shows the BER of User 1 separately for
every clipping compensation iteration round when γ = 6 dB.
From here, it can be concluded that almost the maximum
performance is achieved within only three iterations. The
rapid saturation of the performance is also observable from
Figure 4(a) whereas stronger clipping would require a few
iterations more. It is desirable to minimize the number of
iterations since it directly aﬀects the processing time of the
clipping compensation per code block and thus also the
overall latency of the receiver.
One interesting question: does the performance of
the clipping compensation method change if soft symbol
estimates are used instead of the hard ones. Figures 11 and
12 show that the performance for User 1 using Receiver A
is practically the same for hard and soft symbol estimates.
It is worth clarifying that the soft symbol estimates are
used only for the regeneration of the transmitted signal
12 Journal of Electrical and Computer Engineering
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Figure 9: Performance of the clipping compensation for User 1 as a
function of average received SNR for clipping levels (a) 6 dB and
(b) 2 dB. The results are obtained after 5 clipping compensation
iterations using Receiver A.
in the compensation feedback loop. The channel estimates
ĤD,k, k ∈ ΩD, and the estimate of Pin are always obtained
using the hard symbol estimates, because the soft symbol
estimates would give misleading results. For a deliberate
transmitter clipping compensation, it is reported in [10]
that the soft symbol estimates lead to equal or even worse
performance compared to the hard symbol estimates. Based
on Figures 11 and 12, it can be stated that the hard
symbol estimates should be used in Receiver A, since the
soft symbol estimates would only unnecessarily increase the
computational load. Another comparison made in Figures
11 and 12 is between Receivers A and B. Even though
the computational complexity of Receiver B is significantly
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Figure 11: Performance comparison between Receivers A and B for
User 1 as a function of clipping level when SNR1 = 21.9 dB and 5
compensation iterations is performed.
lower, it performs only marginally worse than Receiver A
with all the clipping levels and SNRs studied. Therefore, the
Receiver B model is suggested especially for mobile receivers.
In practice, one option would be to consider a hybrid of
Receiver A and B. This means first iterating the clipping
compensation on the symbol level until the performance
saturates, then perform the turbo decoding, and finally do
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Figure 12: Performance comparison between Receivers A and B for
User 1 as a function of average received SNR when 5 compensation
iterations is performed and clipping level is (a) 6 dB or (b) 2 dB.
one more clipping compensation iteration as well as the final
turbo decoding. This would provide a compromise between
the performance and computational complexity.
Generally in this section, equal clipping levels in I and
Q branches are assumed. However, the proposed clipping
compensation algorithm completely supports unequal clip-
ping levels as discussed in Sections 2 and 3. This feature
is desired, since in practice there can be slight diﬀerences
between the A/D converters of I and Q branch. In addition,
other imbalances of analog circuitry can also aﬀect the
clipping levels. Figure 13 presents BER results for a clipping
compensation example, where γI = 6 dB and γQ = 3 dB.
The 3-dB diﬀerence in clipping levels can be considered to
be a rather extreme situation but is used for demonstration
purposes. However, the clipping compensation algorithm is
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Figure 13: Performance comparison between Receivers A and B
with channel estimation for User 1 as a function of average received
SNR when 5 compensation iterations is performed and the clipping
levels for I and Q branches are γI = 6 dB and γQ = 3 dB.
able to perform very well as can be seen from Figure 13.
There is only a slight performance decrease compared to
the Figure 12(a), where equal clipping levels (γ = 6 dB)
are assumed. The small performance decrease is expected,
because stronger clipping is more challenging to compensate
as was shown in Figure 8.
4.2. Laboratory Measurement Experiment. The same two-
user scenario used in the simulations of the previous Section
is also used in laboratory measurements in order to provide
comparable results. Only diﬀerence is that 10,000 OFDM
symbols (instead of 20,000) are used in averaging the BER
results due to the slowness of performing the measurements.
The complete measurement setup is illustrated in Figure 14.
First, a composite waveform of two users is created with a PC.
Also the fading channel model is applied to the waveform
already on the PC and noise is added so that the SNR of
the overall waveform is 31 dB. This corresponds to the case
used in the simulations, where SNR1 = 21.9 dB and SNR2 =
36.9 dB were calculated. This digital waveform is then sent
to the baseband signal generator [26] in order to convert
it to the analog domain. The communication interface
between the PC and the signal generator is implemented
with TCP/IP. The typical spurious free dynamic range of the
used signal generator with a 14-bit D/A converter is 83 dBc
[26]. Therefore, it can be assumed that the signal generator
does not significantly change the generated waveform. The
analog waveform is then fed to the 14-bit A/D converter
[27] using balanced coaxial cable connection. The output
voltage of the signal generator is adjusted so that it exceeds
the maximum voltage level of the A/D converter input and
the waveform gets clipped. The digitized clipped waveform
is then read from the buﬀer memory of the A/D converter
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Figure 14: Laboratory measurement set-up. A signal waveform
with fading channel is generated using the PC and fed to the
baseband signal generator [26] to create an analog waveform. The
output power of the signal generator is adjusted so that the signal
is clipped in the A/D converter [27]. The digitized signal is then
collected to the PC for clipping compensation.
board to the PC using USB interface. Finally, the PC applies
the proposed iterative clipping compensation method to the
clipped waveform. The other signal generator shown on the
lower left corner of Figure 14 is used to feed sampling clock
signal for the A/D converter. The sampling rate is 30.72MHz
as specified in Table 1. There is also a reference clock signal
between the signal generators to synchronize their internal
oscillators.
The amount of noise and distortion the measurement
setup creates can be obtained by running the measurements
with a low voltage level so that the waveform does not clip in
the A/D converter. The estimated SNR after measurements
for the overall nonclipped waveform was 30.87 dB. In order
to take also the distortion into account, the signal-to-noise-
and-distortion ratio (SNDR) for the frequency band of user
u is defined as
SNDRu =
E
[∑
k∈ΩA,u |HkXk|2
]
E
[∑
k∈ΩA,u
∣∣∣Y˜k −HkXk
∣∣∣
2
] . (22)
Using the measured nonclipped waveform, it was observed
that SNDR1 = 21.7 dB and SNDR2 = 36.5 dB. Figure 15
illustrates the clipping compensation results for User 1 in
the laboratory measurement cases in which the occurred
clipping is 5–10 dB. These are average estimated clipping
levels for certain output voltage levels of the signal generator
since the exact knowledge of clipping levels is not available.
By comparing the BERs before and after the clipping com-
pensation in Figure 15, it can be concluded that considerable
gain is obtained. In addition, the performance diﬀerence
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Figure 15: Laboratory measurement results for User 1 when
SNDR1 = 21.7 dB and 5 clipping compensation iterations is
performed.
between Receivers A and B is small as was indicated in the
simulations of Section 4.1.
4.3. Computational Complexity of Clipping Compensation.
Preceding Sections show that, in many cases, Receiver A
and B provide rather similar performance. However, there
is a significant diﬀerence in computational complexity. This
is more formally shown in Table 2, which provides rough
estimates of required real additions and multiplications per
data symbol in the scenario discussed in Section 4. The num-
bers of operations are only suggestive since they are strongly
depending on implementation platform in practice and the
way how the particular functions are carried out. Only the
usage of hard symbols estimates in clipping compensation is
considered in this Section, because the usage of soft symbols
does not change any main conclusions drawn here.
The channel estimation in Receiver A is more complex
than the one of Receiver B, because it has to calculate the
symbol reliabilities in (17) and combine estimates as defined
in (16). For pilot-based channel estimates, the length of
the used interpolation filter is 65 and L = 8 is considered
in Table 2. The complexity of the turbo decoder is defined
in [28] using the so-called equivalent additions meaning
that computational costs of all mathematical and logical
operations are expressed as multiples of one real addition
operation. The same principle is adapted to all parts of
Table 2 where needed. The complexity of FFT and IFFT
operations are assumed to be as defined in [29].
As can be concluded from Table 2, the most complex
part of the receivers is the turbo decoder. Receiver A uses
the symbol demapper and turbo decoder in every clipping
compensation iteration, that is, I times in total, whereas
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Table 2: Rough estimate for computational complexity of the clipping compensation per data symbol expressed with real addition and real
multiplication operations.
Operation Additions Multiplications
Scaling with 1/α̂1 0 2
Channel estimation (Receiver A) 13M + 17 20 +M
Channel estimation (Receiver B) 14 16
Channel equalization 0 4
Soft symbol demapping 27M · 2M 3M · 2M
Turbo decoding 2130MR 0
Apply channel estimate to
symbol estimate (ĤkX̂k)
0 4
IFFT (2N log2N)/((1− 1/L)NA) (N log2N)/((1− 1/L)NA)
Clipping (2N)/((1− 1/L)NA) 0
Scaling with α̂1 0 2
FFT (2N log2N)/((1− 1/L)NA) (N log2N)/((1− 1/L)NA)
Calculating Ẑk and subtracting
it from Y˜k
4 0
Estimating α̂1 (3N − 1)/((1− 1/L)NA) (N + 7)/((1− 1/L)NA)
Total (Receiver A)
[((5 + 4log2N)N − 1)/((1− 1/L)NA)
+(27 · 2M + 2130R + 13)M + 21]I
[((1 + 2log2N)N + 7)/((1− 1/L)NA)
+(1 + 3 · 2M)M + 32]I
Total (Receiver B)
[((5 + 4log2N)N − 1)/((1− 1/L)NA) + 18]I
+(27 · 2M + 2130R)M
[((1 + 2log2N)N + 7)/((1− 1/L)NA) + 28]I
+3M · 2M
Receiver B uses them only once. Therefore, Receiver B can
be considered to be noticeably less complex. When using the
parameter values from Table 1 and five clipping compensa-
tion iterations, it can be calculated from Table 2 that Receiver
A requires 30865 additions and 1403multiplications per data
symbol whereas Receiver B needs only 6638 additions and
595 multiplications.
5. Conclusions
This paper discussed the compensation of unintentional
clipping occurring in the A/D converter of a radio receiver.
A digital postprocessing compensation method iteratively
exploiting the symbol decisions and clipping distortion
regeneration was proposed for multiband OFDMA receivers.
The performance of the method was carefully studied in
fading channel circumstances using computer simulations
and also verified using concrete laboratory measurements
with real A/D hardware. It was shown that it is possible to
recover the system performance under significant clipping
almost to the level of a nonclipped situation. The perfor-
mance is mostly limited by the accuracy of the channel
estimation, which is compromised under heavy clipping.
Although it cannot be avoided that the clipping interferes
with the channel estimation, it should be studied in the
future what is the optimal channel estimation scheme under
heavy unintentional clipping. This paper also discussed the
complexity of the proposed clipping compensation. It was
proven that it is possible, without considerably decreasing
the performance, to iterate the compensation process on
symbol level and perform the symbol demapping and
channel decoding only once after finishing the clipping
compensation. This way the computational complexity of the
receiver signal processing can be kept at reasonable level.
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Abstract—Emerging wireless communications concepts, such as 
cognitive radio, bring various challenges in the implementation 
of radio receivers. One of the concerns is the dynamic range of 
the receiver front-end, which might be insufficient in certain 
situations, e.g., if strong blocker signals are present concurrently 
with weaker interesting signals. Overdrive of the receiver front-
end causes signal clipping and therefore considerable amount of 
nonlinear distortion is created. This paper derives a general 
parametric clipping model using time-dependent Fourier series 
and analyses the model in different clipping scenarios. The pa-
per also proposes a method to exploit the derived model in a 
radio receiver for digital post-processing in order to mitigate 
unwanted clipping distortion. 
I. INTRODUCTION1 
Dynamic range is one of the main concerns in emerging wide-
band radio receivers for wireless communications, the ultimate 
example being a cognitive radio [1], [2]. Partially the require-
ment for high dynamic range is due to the modern communi-
cation waveforms, which tend to have high peak-to-average 
power ratio [3]. However, even more important reason is that 
wideband radio receivers suffers from a blocker problem [4]. 
It is possible that the receiver front-end is not selective enough 
to attenuate out-of-band blockers, which may cause inband 
interference because of receiver nonlinearities. Other scenario 
is a wideband receiver digitizing several signals at once, 
which may cause high-power signals to block weaker signals 
due to the receiver nonlinearities. Strong blocker signals can 
overdrive the A/D interface and therefore induce signal clip-
ping, which heavily distorts the received waveform causing a 
vast amount of nonlinear distortion. 
This paper proposes that time-dependent Fourier series can 
be used to model clipping occurring in the A/D interface of a 
radio receiver. Similar approach is also proposed in [5], but it 
considers only zero-symmetric clipping occurring equally in I 
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and Q branches of a complex signal. In this paper, the clipping 
model is expanded to cover also more realistic scenarios, 
where clipping is non-symmetric w.r.t. zero and unequal in I 
and Q branches. This is important since real radio receivers 
suffer from non-idealities such as DC offset and I/Q imbal-
ance [6]. The derived clipping model is useful for understand-
ing better the clipping phenomenon and nonlinear distortion it 
causes. In addition, this paper proposes a clipping mitigation 
technique based on the derived parametric model. 
II. A GENERAL CLIPPING MODEL 
A homodyne receiver architecture is a typical structure for 
modern communications receivers. A complex signal compris-
ing I and Q branches are separately digitized using two A/D 
converters, which together are called an I/Q ADC. This is de-
picted in Fig. 1. Due to the differences in A/D converters and 
other electrical components, the clipping may occur different-
ly in I and Q branches. Hence the following clipping model is 
physically well-grounded. 
The input signal for the I/Q ADC in Fig. 1 is defined here 
as an analytic bandpass signal 
 ( ), ,( ) ( ) ( ) ( ) ,c
j t
IN IN I IN Qv t v t jv t A t e
θ= + =  (1) 
where ( ) [0,1]A t ∈  is the normalized signal envelope and 
( ) ( )c ct t tθ ω ϕ= +  includes angular frequency cω  and phase 
( ).tϕ  Signal ( )INv t  gets clipped, if it exceeds the full-scale 
range of the I/Q ADC. Therefore, the clipped output signal of 
the I/Q ADC is , ,( ) ( ) ( ),OUT OUT I OUT Qv t v t jv t= +  where 
 
, , , ,
, , , ,
, , ,
( ), ( )
( ) , ( )
, ( ) ,
IN I L I IN I H I
OUT I H I IN I H I
L I IN I L I
v t V v t V
v t V v t V
V v t V
⎧⎪ ≤ ≤⎪⎪⎪= >⎨⎪⎪ <⎪⎪⎩
 (2) 
 
 
, , , ,
, , , ,
, , ,
( ), ( )
( ) , ( )
, ( ) .
IN Q L Q IN Q H Q
OUT Q H Q IN Q H Q
LQ IN Q LQ
v t V v t V
v t V v t V
V v t V
⎧⎪ ≤ ≤⎪⎪⎪= >⎨⎪⎪ <⎪⎪⎩
 (3) 
As can be seen from (2) and (3), clipping levels are defined 
separately for I and Q branches. In order to create even more 
general model, for both branches the higher clipping levels 
, ,,  [0,1]H I H QV V ∈  and the lower clipping levels 
, ,,  [ 1, 0]L I L QV V ∈ −  are described independently. 
Signal clipping causes nonlinear distortion to the signal 
and different distortion orders can be modeled separately us-
ing time-dependent Fourier series. Hence, the output signal 
can be written as 
 ( )( ) ( ) ,cjm tOUT m
m
v t a t e θ
∞
=−∞
= ∑  (4) 
where , ,( ) ( ) ( )m m I m Qa t a t ja t= +  are the time-dependent 
Fourier coefficients. The same approach is also used in [5], 
but this paper expands the model to more general case, where 
clipping is non-symmetric w.r.t. zero and the clipping levels 
are unequal in I and Q branches. Fig. 2 illustrates the signal 
clipping as a function of cθ  over a period of 2π  and therefore 
covers all the possible values cθ  can have at a certain time 
moment .t  Generally, the Fourier coefficients for I branch are 
calculated as 
 ( ), ,
2
1
( ) ( ) d ( ).
2
cjm t
m I OUT I ca t v t e t
θ
π
θπ
−= ∫  (5) 
As shown in Fig. 2, the integration period is divided into five 
parts, i.e., the I branch Fourier coefficients are 
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and similarly the Q branch Fourier coefficients are 
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where the following auxiliary variables are utilized: 
 ,, ( )( ) arccos ,
H IV
H I A t
r t =  (8) 
 ,, ( )( ) arccos ,
L IV
L I A t
r t
−=  (9) 
 ,, ( )( ) arcsin ,
H QV
H Q A t
r t =  (10) 
 ,, ( )( ) arcsin .
L QV
L Q A t
r t
−=  (11) 
In addition, the following auxiliary variables are introduced to 
make subsequent equations more concise: 
 ( ) ( ), 2, , ( )( ) sin ( ) 1 ,H IVH I H I A ts t r t= = −  (12) 
 ( ) ( ), 2, , ( )( ) sin ( ) 1 ,L IVL I L I A ts t r t= = −  (13) 
 ( ) ( ), 2, , ( )( ) cos ( ) 1 ,H QVH Q H Q A ts t r t= = −  (14) 
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Fig. 2. Illustration of signal clipping for I and Q branches. Signals are
presented as a function of the instantaneous angle cθ  over one period of 
2 ,π  i.e., the model covers all the possible values of .cθ  
, ( )IN Iv t
, ( )IN Qv t
, ( )OUT Iv t
, ( )OUT Qv t
 
Fig. 1. Communication receivers typically use an I/Q ADC, which consists of 
two separate analog-to-digital converters. Input-output characteristics are 
depicted in the block diagram in order to illustrate the clipping phenomenon.
 ( ) ( ), 2, , ( )( ) cos ( ) 1 .L QVLQ L Q A ts t r t= = −  (15) 
The final form of Fourier coefficients after calculating the 
integrals are shown on the bottom of the page, where time 
index t  is omitted in order to make the presentation more 
concise. Additionally, the equations for the Fourier coeffi-
cients are represented (on the bottom of the page) in a case, 
where clipping is non-symmetric w.r.t. zero but equal in I and 
Q branches. Notation of ±  and ∓  is used in such a manner 
that the upper signs in an equation are valid at the same time 
and correspondingly the lower signs. An important note about 
the model is that it is assuming, for all ,t  that ,( ) ,H IA t V≥  
, ,( ) , ( )H Q L IA t V A t V≥ ≥ −  and ,,( ) L QA t V≥ −  i.e., the sig-
nal envelope is always clipped or at the clipping level. When 
this is not the case (the signal envelope is not clipping at the 
moment), the corresponding clipping levels should be set 
equal to ( ),A t±  depending if it is the higher (+ ) or the lower 
(− ) clipping level, for computational purposes. When the 
envelope is equal to clipping level, it means that the signal is 
not clipped, but the clipping model is still valid and hence the 
model can be used also for the unclipped signal parts by tun-
ing the clipping levels as described. In practice, e.g. in clip-
ping mitigation,  it is often unnecessary to apply the model for 
unclipped signal parts since obviously .( ) ( )OUT INv t v t=  
Simplifications of the clipping model can be carried out 
even further by considering a case, where clipping is zero-
symmetric but unequal in I and Q branches, i.e., IV =  
, , , , ,,  ,  ( ) ( )H I L I Q H Q LQ I L IV V V V V r t r t= − = = − = =  
, , , , ,( ),  ( ) ( ) ( ),  ( ) ( ) ( ),H I Q LQ H Q I L I H Ir t r t r t r t s t s t s t= = = =
, ,( ) ( ) ( ).Q LQ H Qs t s t s t= =  Then the Fourier coefficients can 
be presented in a form of 
( )
(
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2
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2
2
( 1)
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1
( ) ( ) ,
0, 0, 2, 4, ...
( ) ( )cos( ( ))
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A t
Q I
Q Q I I
m
I Im m
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Q Q
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V s t V s t
m
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s t mr t
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π
π −
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∓
(16) 
The most simple case (also presented in [5]) is the one, where 
zero-symmetric clipping occurs equally in I and Q branches, 
i.e., ,  ( ) ( ) ( ).I Q I QV V V s t s t s t= = = =  It follows that the 
Fourier coefficients are then 
2
2
4
( 1)
( ) ( ) ( ) ( ) , 1
0, 0, 2, 4,...
0, 1, 3, 5,...
( )
( ) ( )cos( ( )) 3, 5, 7, ...
sin( ( )) ,
I
m
m m
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m
m
a t
mA t s t mr t m
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π −
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(17) 
Due to the symmetry and equality of the clipping levels, the 
last case presented in (17) provides the most simple model. 
This is stemming from the fact that only odd-order nonlinear 
distortion is caused. To be more specific, there is distortion 
only on every other odd order, i.e., on +1, –3, +5, –7,... as de-
fined in (17). 
 
For general case (non-symmetric w.r.t. zero and unequal clipping in I and Q branches): 
{ }
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III. CLIPPING MITIGATION 
The derived clipping model can also be used for clipping miti-
gation purposes, e.g., in a radio receiver. From the received 
signal ,( )OUTv t  it is possible to extract the estimate of ,0, ( )Ia t  
which is here denoted as 0,ˆ ( )Ia t  and corresponds to the signal 
content around 0 Hz. The extraction can be done, e.g., using a 
narrow lowpass filter. If reliable estimates of the angular fre-
quency cω  and the phase ( )tϕ  can be obtained, then the only 
unknown variable in the equation of the sent signal ( ),INv t  
see (1), is the signal envelope ( ).A t  
In the derivation of the envelope estimate ,ˆ( )A t  the well-
known infinite series representations 
 
2 3
1 1 ...
2 8 16
x x x
x− = − − − −  (18) 
3 5 71 1 3 1 3 5
arccos ...
2 2 3 2 4 5 2 4 6 7
x x x
x x
π ⋅ ⋅ ⋅= − − − − −⋅ ⋅ ⋅  (19) 
are employed. A rough estimate of ( )A t is obtained using only 
the first two terms of (18) and (19). In case of non-symmetric 
but equal clipping in I and Q, the envelope estimate is 
 
2 2
0,
ˆ( ) .
ˆ(2 ( ) )
L H
I H L
V V
A t
a t V Vπ
−= − −  (20) 
After calculating ,ˆ( )A t  the values can be used in (1) to obtain 
an estimate of unclipped signal. It is worth noticing that (20) is 
exploiting the fact that ,0, ( ) 0Ia t ≠  when clipping is not 
symmetric w.r.t. zero. In a real hardware, this can considered 
to be a rather realistic assumption. The estimator in (20) re-
quires knowledge about the clipping levels and these can be 
estimated in practice as shown, e.g., in [7]. 
IV. SIMULATION EXAMPLE AND COMPENSATION 
PERFORMANCE 
Fig. 3 shows a simulation example of a QPSK signal, which is 
clipped non-symmetrically but equally in I and Q branches. 
The original signal has a center frequency of 10 MHz and 
oversampling ratio of 256 is used here only for illustrational 
purposes, i.e., to show the clipping distortion without aliasing. 
The clipped signal has new frequency content around zero 
(among others), but not at -10 MHz, 30 MHz, -50 MHz, ... and 
therefore matches with the clipping model derived in Sec-
tion II for non-symmetric but equal I and Q clipping. 
The bottom part of Fig. 3 illustrates the spectrum after the 
signal has been reconstructed using the mitigation technique 
proposed in Section III, when perfect estimates of ,cω  ( )tϕ  
and clipping levels are assumed. It can be seen that the strong-
est distortion components are considerably suppressed. For 
example, the third order distortion is here suppressed by 
17 dB. However, due the rough approximations made in the 
derivation of (20), the clipping mitigation is not perfect. More 
accurate estimates of ˆ( )A t  could be obtained, but then also an 
increase in computational complexity is expected. 
V. CONCLUSION 
The paper derived a general signal clipping model using time-
dependent Fourier series and also proposed a simple clipping 
mitigation method based on the derived model. The mitigation 
technique showed promising performance for clipping distor-
tion suppression and has potential for even better perfor-
mance, if combined with other clipping mitigation techniques 
or if the derived Fourier model is exploited even more exten-
sively. 
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Fig. 3. Simulation example of a QPSK signal, which gets clipping non-
symmetrically w.r.t. zero but equally in I and Q branches. The clipping 
distortion is then mitigated using the proposed method. 
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Abstract—Reliable spectrum sensing ability is a key factor in
cognitive radios. However, there are many aspects that impact the
sensing reliability. One important aspect is impairments in the
cognitive radio receiver hardware. Received signals tend to have
high dynamic range which drives the receiver to the nonlinear
zone. This may cause nonlinear distortion falling to the sensing
band and therefore either triggers a false alarm or missed detec-
tion. This paper specifically focuses on the digital compensation of
sensing receiver LNA nonlinearities which are typically the most
significant sources of nonlinearity. The proposed method is able to
notably remove nonlinear distortion from the received signal and
thus spectrum sensing algorithms become more reliable. With the
help of simulations, this is shown not only for a classical energy
detector but also for a cyclostationary feature detector.
Index Terms—Cognitive radio, interference cancellation, low-
noise amplifier, nonlinear distortion, spectrum sensing
I. INTRODUCTION
Spectrum sensing is one central ingredient in cognitive radio
systems to identify temporally or spatially vacant frequencies
for opportunistic radio communications [1]. In order to scan
large frequency bands in varying conditions, stringent require-
ments are set for sensing receiver hardware [2]. Presence of
strong signals can make it difficult to sense neighboring bands
due to the limited dynamic range of receiver front-end. Be-
cause of limited filtering, especially low-noise amplifier (LNA)
nonlinearities can cause distortion to an empty frequency band
and falsely trigger the sensing algorithm [3]. If energy detector
is used, the additional power of the nonlinear distortion
causes a false alarm. On the other hand, also more advanced
spectrum sensing algorithms, such as feature detectors [4],
suffer from receiver nonlinearities. This is due to the fact that
the nonlinear distortion contains similar features as the signal
where it originates from. This typically causes a false alarm. In
addition, a strong noncyclic signal causes noncyclic nonlinear
distortion, which may mask the weak cyclic signal to be sensed
with feature detectors and therefore a missed detection is also
possible.
This work was supported by the Finnish Funding Agency for Technology
and Innovation (Tekes) under the project "Enabling Methods for Dynamic
Spectrum Access and Cognitive Radio," The Academy of Finland under the
project 251138 "Digitally-Enhanced RF for Cognitive Radio Devices", Aus-
trian Competence Center in Mechatronics (ACCM), and Tampere University
of Technology Graduate School.
This paper exploits the fully digital compensation ap-
proach introduced in [5], [6], specifically tailored for direct-
conversion sensing receiver. A similar approach, but with
additional hardware, is proposed in [7]. This paper shows
that the fully digital approach is feasible also for cognitive
radios. The emphasis is on proving that the selected approach
enhances the performance and reliability of spectrum sensing
algorithms. This is rather self-evident for energy detectors, but
the performance of cyclic feature detectors is more compli-
cated to predict. This is because a reduction in the distortion
power does not always guarantee that the cyclic features of the
distortion are removed. This topic is analyzed in detail with
computer simulations in this paper.
The rest of the paper is structured as follows. First, Sec-
tion II discusses about receiver nonlinearity effects from the
spectrum sensing point of view and provides some concrete
examples. Section III gives the description of the nonlin-
earity compensation algorithm and then Section IV provides
computer simulation results of spectrum sensing performance.
Finally, Section V concludes the paper.
II. RF NONLINEARITY CHALLENGES IN SPECTRUM
SENSING
A cognitive radio receiver employing direct-conversion ar-
chitecture is illustrated in Fig. 1. The LNA after the antenna
is typically the main source of odd-order nonlinear distortion
although other components also have their contribution. The
distortion deteriorates spectrum sensing performance by caus-
ing significant amount of false alarms. This problem has been
confronted in real-world spectrum sensing devices [8].
The main contribution of different nonlinear components
can be categorized in terms of order of nonlinearity, and prob-
ability of caused false detection. Second-order nonlinearity in
the down-conversion and following stages will fold energy
from all the channels containing a signal. Cyclostationary
features of, e.g., an OFDM modulated signal will be preserved
while signal undergoes second-order distortion. Furthermore,
if the signals present are from the same system having the
same OFDM symbol length and cyclic prefix length, all the
folded signals will contribute on energy on the same cyclic
frequency, therefore resulting in cumulative error mechanisms
for both the energy and cyclostationary feature detectors.
However, because the even-order nonlinearity of the receiver
0°
90°
A/D
A/D
Nonlinearity 
Compen-
sation
Spectrum 
Sensing
Fig. 1. Block diagram for cognitive radio receiver employing direct-
conversion principle.
can be made sufficiently good with careful circuit design, and
because presence of multiple strong carriers simultaneously
is not so likely, accumulation of second-order nonlinearity
products is not usually the primary source of false detections
in cognitive radio spectrum sensors [2], [9]. In addition, even-
order distortion terms of RF components fall far away from the
original center frequency and are filtered out by the lowpass
filters after down-conversion.
Third-order nonlinearity products also cause false detection
through self-modulation and intermodulation. The contribution
of self- and intermodulation to energy detection is evident,
but for cyclostationary feature detectors the false detection
mechanism is not so straightforward. In the third-order inter-
modulation, the prerequisites for the false detection to occur in
cyclostationary feature detector is that the two strong signals
of the same system coexist and the signals are synchronized
so that the cyclic prefixes overlap. The contribution of the
intermodulation to the cyclostationary feature is proportional
to probabilities of coexistence and synchronization.
The mechanisms for false detections due to third-order
self-modulation is similar to the error mechanism of second-
order distortion, but instead of zero frequency, third-order self-
modulation causes leakage of strong signals to the adjacent
channels. As for second-order nonlinearity, cyclostationary
features are preserved and contribution to cyclic frequency
component is cumulative for the signals with same features.
Taking into account the targeted sensitivity level of the spec-
trum sensor, the third-order linearity should be better than for
the receivers of current systems. In other words, a typical
feature detector is able to work reliably even if the SNR is
negative, but the linearity of current systems has not been
designed for such scenarios. On the other hand, improving
the linearity performance beyond the state of the art with
the circuit design techniques is very challenging. Based on
the aforementioned observations, this paper concentrates on
the digital compensation of third-order self-modulation in
spectrum sensors for cognitive radios.
A measurement-based example is provided in Fig. 2, where
spectrum sensing results using cyclostationary feature detec-
tion algorithm [10] for DVB-T channels in different measure-
ment locations are shown. Channels 44, 45, 46, and 53 are
truly occupied due to the DVB-T broadcast and the spectrum
sensing algorithm detects them as expected. However, some
other channels are also falsely claimed to be occupied. This
is because the broadcast signals are strong, especially in the
northern coast area, and therefore it causes nonlinear distortion
in the receiver, which then obfuscates the spectrum sensing.
Fig. 2. Illustration of spectrum sensing results of DVB-T measurements in
Otaniemi area, Espoo, Finland. Broadcast transmitters use channels 44, 45
46, and 53. Some of the channels are falsely detected as occupied due to the
nonlinear distortion caused by the spectrum-sensing receiver itself, especially
in the northern coast area where the broadcast signals are strong.
TABLE I
SYSTEM CALCULATION EXAMPLE FOR THE IMPACT OF ADJACENT
CHANNEL SIGNAL THIRD-ORDER INTERMODULATION DISTORTION
Input noise power -105 dBm
Input blocker signal power -35 dBm
LNA gain 15 dB
LNA noise figure 5 dB
LNA IIP3 -10 dBm
Output IMD3 power -70 dBm
Output noise power -85 dBm
IMD3 above noise 15 dB
It is easy to show with a receiver system-level calcula-
tion that strong neighboring channels can cause considerable
amount of nonlinear distortion. An example calculation is
provided in Table I. It assumes a DVB-T signal with 8 MHz
bandwidth and -35 dBm power level at receiver input, which
is considered to be realistic, e.g., in [11]. Given the LNA
specifications, it can be calculated that LNA third-order in-
termodulation distortion (IMD3) power in the LNA output is
-70 dBm. The noise level in the LNA output being -85 dBm,
the IMD3 is thus 15 dB above the noise floor. In practice,
only portion of the IMD3 power falls to the potentially empty
adjacent channel. However, it is typically still enough to trigger
the sensing algorithms.
The LNA input can be written as
xRF(t) = 2Re[x(t)e
jωct] = x(t)ejωct + x∗(t)e−jωct, (1)
where ωc is the angular center frequency and x(t) is the
complex baseband equivalent signal for xRF(t). If the LNA
is modeled with a third-order memoryless polynomial model,
the LNA output is
yRF(t) = a1xRF(t) + a2x
3
RF(t), (2)
Reference Branch
Main Branch
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ADC
LMS( )2( )*
To 
Spectrum 
Sensing
Fig. 3. Block diagram for digital compensation of third-order RF nonlinearity.
where a1 and a2 are complex coefficients. By substitut-
ing (1) into (2), it is straightforward to derive that the
nonlinear distortion around the original center frequency is
3a2x
2(t)x∗(t)ejωct. Therefore, the baseband equivalent model
for the third-order RF nonlinearity is
y(t) = a1x(t) + 3a2x
2(t)x∗(t), (3)
which can be exploited in the digital compensation of RF
nonlinearities.
III. COMPENSATION OF RF FRONT-END NONLINEARITIES
By removing third-order nonlinear RF distortion from the
band of interest, the sensing reliability can be increased sig-
nificantly. The compensation approach employed in this paper
originates from [5], [6], developed originally for classical
communications receivers for enhancing demodulation. Here it
is specifically used for compensating third-order RF distortion
as shown in Fig. 3.
After digitization, the signal is split into two branches. The
main branch contains the sensing band. The reference branch
contains the strong blocker signal or even more than one
blocker signal. The nonlinear distortion in the band of interest
is stemming from the blockers, which are now exploited to re-
generate the distortion by applying the reference model ( )2( )∗
in accordance with (3). Then filtering is applied to pick up
only the regenerated distortion falling on the band of interest.
Finally an adaptive algorithm, such as LMS, is employed to
control the amplitudes and phases of the regenerated distortion
products such that distortion cancellation is as accurate as
possible. After compensating the nonlinear distortion from the
band of interest, the cleaned signal is then fed to the spectrum
sensing algorithm.
IV. SIMULATION RESULTS FOR COMPENSATION
PERFORMANCE
In this section, a simulation example is given for a DVB-T
sensing scenario. Two channels are considered to be occupied
by strong DVB-T signals, which act as blockers and drives
the receiver front-end to the nonlinear region. This is causing
nonlinear distortion to the channel between the blockers. In
simulations, only third-order RF nonlinearity caused by an
LNA is considered and it is modeled as described in (3).
Simulation parameters are given in Table II. In all power
calculations 1 Ω nominal load is assumed. The gain of the
remaining receiver chain, down to the ADC input, is assumed
to be properly controlled such that ADC full-scale voltage
range is properly utilized without clipping. Fig. 4 illustrates
TABLE II
SIMULATION PARAMETERS
Sampling rate 40 MHz
Quantization 12 bits
ADC analog input range ±1 V
Channel bandwidth 8 MHz
Number of blocker signals 2
Number of subcarriers 8192
Number of active subcarriers 6817
Guard interval 1/8
Subcarrier modulation 64-QAM
LNA gain 15 dB
LNA IIP3 -10 dBm
Receiver noise figure 9 dB
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Fig. 4. Spectrum illustrations before and after digital compensation of
nonlinear distortion when the average LNA input power is -15 dBm. The
channel in the middle is empty in this example, i.e., all the energy is due to
the noise and nonlinear distortion leaking from the neighboring channels.
the spectrum of the signal scenario. In the input of the LNA,
the average power is -15 dBm, which consists of two blocker
signals. The channel in the center from -4 to +4 MHz is
vacant, but after the LNA it contains nonlinear distortion
from the neighboring channels. The compensation algorithm
described in Section III is employed to remove the distortion.
The compensation outcome is also shown in Fig. 4. In this
particular example, the compensation algorithm is able to
reduce the power of nonlinear distortion by 22 dB within the
channel used for spectrum sensing.
The compensation algorithm performance is more generally
depicted in Fig. 5 where false alarm probability is given as a
function of LNA input power for an energy detector as well
as for a cyclic feature detector. The set false alarm probability
for the detectors is 0.05. However, there is uncertainty in the
calculated threshold level of the energy detector due to the
implementation inaccuracies (filters etc.) and hence the false
alarm probability can fall to zero in Fig. 5. From the false
alarm point of view, the gain achieved with the nonlinearity
compensation is approx. 10 dB in input power for the en-
ergy detector. The gain can be interpreted as dynamic range
extension for the receiver. The results show similar dynamic
range extension for the cyclic feature detector. It means that
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Fig. 5. False alarm simulation results as a function of LNA input power for
cyclic feature detector (cyc.) and for energy detector (ener.) before and after
nonlinearity compensation.
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Fig. 6. Nonlinearity compensation gain as a function of LNA input power.
The compensation gain is defined as a relationship between the distortion
power levels before and after compensation.
the nonlinear distortion is reduced enough so the detector is
not finding the false cyclic features of the distortion anymore.
The dashed line curve illustrates cyclic detector behavior for
a perfectly linear reference receiver. It is noteworthy that the
cyclic detector false alarm probability is high for high input
power levels even in the linear receiver. This is due to the fact
that in high SNR scenarios the quantization noise becomes
significant and triggers the detector because the quantization
noise contains the cyclic features of the blockers.
Fig. 6 shows how much the compensation algorithm is
able to reduce the distortion power in the sensing band. With
low input signal levels there is no nonlinear distortion to be
removed so the compensation gain is zero. With very strong
input signals, the compensation performance decreases due to
the self-distortion of the blockers. Signal detection probability
is illustrated in Fig. 7 for both detectors before and after the
nonlinearity compensation when the LNA input power for the
blocker signals is -22 dBm. The dashed line shows cyclic
feature detector performance in the case of perfectly linear
LNA. The nonlinearity compensation is able to recover the
cyclic feature detector performance close to linear LNA case,
which maximizes the detector reliability.
V. CONCLUSION
The paper discussed how spectrum sensing receiver nonlin-
earities, especially stemming from an LNA, can deteriorate the
sensing performance. A digital nonlinearity compensation was
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Fig. 7. Signal detection probability as a function of primary user SNR in
the LNA input when the average input blocker power is -22 dBm.
used to enhance the sensing performance for energy and cyclic
feature detectors. With the help of computer simulations it was
shown that clear dynamic range extension can be achieved for
both type of detectors using the digital compensation.
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Abstract—Software-defined radio technology is experiencing
more and more attention in modern communication and radar
systems. The main practical challenge in deploying such tech-
nology is related to achieving sufficient linearity and spurious-
free dynamic range in the RF front-end, especially in low-cost
mass-product devices. This paper focuses on the analysis and
digital mitigation of nonlinear distortion in software-defined
radio devices, building on wideband multicarrier/multiradio
direct-conversion receiver principle where a wide collection of
radio frequencies is I/Q down-converted as a whole. A complete
behavioral model for the total nonlinear distortion of the whole
receiver chain is first derived, taking into account the third-order
nonlinear distortion effects in all individual components, namely
RF low-noise amplifier, I/Q mixer and baseband I/Q amplifiers.
Stemming from this modeling, adaptive digital feed-forward lin-
earization structure is then developed, to efficiently mitigate the
joint nonlinear distortion of the whole receiver. The effectiveness
of this approach is verified through extensive simulations and
actual RF system measurements with a commercially available
software defined radio platform, which clearly outperforms the
existing state-of-the-art methods that do not jointly consider RF
and baseband nonlinearities.
Index Terms—Cognitive radio, software-defined radio, adap-
tive signal processing, linearization techniques, nonlinear distor-
tion, interference cancellation, intermodulation distortion
I. INTRODUCTION
THE commercial availability of various software-definedradio (SDR) platforms has provided an easy way for
experimental radio system research with a highly flexible RF
interface. This plays an important role in communications and
passive radar applications. Multiradio basestation transceivers
in mobile cellular radio systems, with capability of simultane-
ous transmission and reception at multiple cellular bands and
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access technologies, form a good example of potential SDR
deployment scenarios. In this kind of flexible RF spectrum use,
obtaining sufficient linearity and spurious-free dynamic range
(SFDR) is one of the biggest challenges [1], especially if one
wideband RF chain is deployed, instead of multiple parallel
RF chains. Similar challenges are faced in wideband cognitive
radio (CR) sensing receivers, as discussed, e.g., in [2] when
trying to extract wideband instantaneous radio environment
knowledge.
This paper focuses on nonlinear distortion and SFDR chal-
lenges in wideband multicarrier/multiradio direct-conversion
receivers (DCRs) where a wide collection of radio frequencies
is in-phase/quadrature (I/Q) down-converted as a whole. In
contrast to the transmitter side, the perspective on nonlinear
distortion at receiver side is fundamentally different. In trans-
mitters, especially when simultaneously transmitting multiple
carriers of a single or possibly even multiple radio access
technologies through a single power amplifier (PA), there
are big challenges with obtaining sufficient linearity [3]. In
wideband multiradio receivers, however, nonlinear distortion
problems are even more challenging due to the presence of
multiple unknown signals, with different power levels and
dynamics due to the specific propagation conditions. As the
dynamic range within the overall down-converted frequency
range can be in the order of 60–100 dB [1], [2], such wideband
receivers are extremely prone to any imperfections in the
RF analog components. In general, essential receiver RF
impairments include DC offsets due to self-mixing, oscillator
phase noise, I/Q imbalance, and nonlinear distortions [1]. In
particular, I/Q imbalance and nonlinear distortion effects of the
receiver components can severely degrade the demodulation
performance at weak signal bands, and also heavily affect the
reliability of spectrum monitoring or sensing in CR [2], [4]–
[8]. In multiradio receivers, the most challenging scenarios
arise when the same wideband RF chain is simultaneously
receiving multiple GSM, UMTS/WCDMA and LTE carriers,
and some of them are close to the maximum allowed blocking
signal level whereas some others are close to the receiver
sensitivity level. In these kind of scenarios, the intermodulation
distortion (IMD) of strong blocking carriers can easily mask
the weaker signals, thus requiring extreme linearity from the
receiver. Similar challenges exist in wideband CR sensing
receivers, where some of the primary user signals can be close
to the thermal noise floor, but should still be identified in
the presence of other strong co-existing signals. Additionally,
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strong nonlinear distortion can cause false alarms in spectrum
sensing when a vacant channel contains the distortion and is
falsely interpreted as being occupied by a primary user [7].
Compared to conventional receiver architectures with multiple
intermediate frequency (IF) stages, most of the selectivity in
DCR front-ends is implemented at the baseband (BB) or only
in digital domain in favor of flexibility and operation over
a wide bandwidth. Therefore, linearity and dynamic range
requirements are extremely stringent.
In this paper, we address the modeling and digital mitigation
of nonlinear distortion of all the essential RF analog compo-
nents of a wideband DCR. In the existing literature, mitigating
receiver nonlinear distortion by means of BB digital signal
processing has been proposed in [9], [10], and subsequently
followed in [7], [11]–[15], among others. Furthermore, specific
even-order distortion mitigation in classical narrowband DCR
context is addressed in [16]. In all these works, specific refer-
ence models of considered nonlinear components are applied,
either in analog or digital domain, to regenerate considered
distortion products and to subtract them from the received
signal. Previous works [7], [9], [10], [12], [13], [17] all focus
on specific receiver component only, namely RF low-noise
amplifier (LNA), BB amplifiers or analog-to-digital converter
(ADC), whereas [14] provides specific application of distortion
mitigation to interference scenarios in GSM downlink. Fur-
thermore, customized analog receiver designs were proposed
in [11] and [12] to overcome specific limitations of entirely
digital processing based approaches.
According to the best knowledge of the authors, however,
modeling and mitigation of the nonlinearities induced by a
complete DCR chain, including RF LNA, I/Q mixer and BB
I/Q amplifiers, as well as their interaction with mixer I/Q im-
balance is missing from the existing state-of-the-art literature.
As all these components behave in a nonlinear manner in prac-
tice, understanding and being able to mitigate the joint nonlin-
ear distortion effects are seen critical and therefore addressed
in this paper. Contrary to conventional spectral regrowth
around the distortion-producing signal, distortion products in
DCRs are created by RF and BB receiver components and
may fall within the BB bandwidth. Thus, we first derive the
complete behavioral model for the total nonlinear distortion,
which takes into account the third-order nonlinear distortion of
the RF LNA, I/Q imbalance of the I/Q mixer, and third-order
nonlinear distortion of the mixer and BB amplifiers. Individual
component modeling is kept at third-order level since third-
order distortion is the most dominant one in practice, and the
presentation and notations are also simplified. Notice, however,
that from the total receiver distortion modeling perspective,
up to ninth-order distortion modeling is supported by joint
modeling of RF and BB distortion. Stemming from this mod-
eling, efficient DSP-based linearization structure, together with
practical adaptive filtering based learning algorithms, are then
developed. All the signal processing developments are non-
data-aided (blind), as in general received signals are unknown
due to unknown modulating data and unknown propagation
conditions. Thus, the developed linearization can be carried
out in the very first stages of the receiver digital front-end,
prior to any modulation- or system-specific processing and
carrier-/timing synchronization. This is a substantial practi-
cal benefit, compared to data-aided approaches, since heavy
nonlinear distortion can also easily hinder the operation of,
e.g., synchronization algorithms. Finally, extensive computer
simulation results, as well as actual RF system measurements
with commercial SDR platform, namely Universal Software
Radio Peripheral (USRP) [18], are provided. Based on the
obtained results, the developed linearization scheme clearly
outperforms the existing reference methods, which can only
suppress the effects of individual receiver components. Thus,
the developed linearization solution can be seen as one key
enabling technique towards practical deployment of SDR
technology with digitally-enhanced wideband RF front-ends.
The outline of the remainder of the paper is as follows.
In the following Section II, nonlinear distortion effects and
mirror-frequency interference created in the DCR chain are
discussed and modeled in detail, first component-wise and
then accumulated into a total composite model. Based on
that joint model, Section III then develops the proposed
digital mitigation architecture and associated parameter learn-
ing algorithms. Simulation and RF measurement results are
presented and analyzed in Section IV, whereas Section V
gives further discussions, result analysis, and outlook on future
work. Finally, conclusions are drawn in Section VI.
II. NONLINEAR DISTORTION ANALYSIS IN WIDEBAND
DIRECT-CONVERSION RECEIVERS
This section gives a detailed description of nonlinearities
occurring in DCRs and a derivation of a complete mathemat-
ical model, combining RF and BB stage nonlinearities.
A. Receiver Architecture and Signal Scenario of Interest
DCRs have become more popular due to their inherent
advantages over superheterodyne receivers [1], [19]. The DCR
architecture is compact since the frequency translation from
RF to BB is performed by a single mixing stage. The direct
down-conversion allows signal amplification and filtering at
BB, therefore, decreasing power consumption and simplifying
image rejection. Altogether, these benefits ease the implemen-
tation of the whole receiver as a monolithic integrated circuit
and decrease its manufacturing cost. However, DCRs suffer
from the RF and BB impairments, such as I/Q imbalance and
nonlinear distortion, as discussed in Section I.
Fig. 1 depicts a basic block diagram of a DCR with quadra-
ture down-conversion, which generally consists of analog
RF, mixer, analog BB, and digital post-processing stages. In
practice, analog RF and BB stages suffer from unavoidable
nonlinear behavior. Distortions that are created at the RF
amplifier are typically dominating distortions created at the BB
stages. However, they depend on the deployed components.
In addition, the RF filtering provides very low selectivity.
Thus, strong out-of-band signals can easily enter the front-end
amplification and mixing stages. Beside receiver nonlinearity,
I/Q imbalance of the mixer and the BB I/Q branches cause
distorting mirror signal components that may interfere with
other useful signals.
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Fig. 1. Conceptual direct-conversion receiver block diagram. In wideband
receiver scenario, multiple carriers and possibly also radio access technologies
are received simultaneously, and selectivity filtering is implemented in the
digital parts.
The most challenging case in deploying the direct-
conversion radio architecture is the wideband multicar-
rier/multiradio scenario where the down-converted signal con-
tains multiple carriers of multiple co-existing radio access
technologies, throughout the whole receiver chain through the
A/D interface. This kind of scenario leads to high dynamic
range signal configurations with weak and strong signals si-
multaneously present. It is then likely that nonlinear distortions
caused by strong signals fall on top of weak desired signals
or leak into free frequency bands in case of CR sensing
receiver. In CR context, free frequency bands are typically
called white spaces [4]. Receiver distortion may mask a white
space so that spectrum sensing algorithms falsely consider
it to be occupied, which causes the CR to be less efficient
from the spectrum exploitation point of view. Since multiple
signals from different sources may, in general, arrive at the
antenna input, mitigation of distortions created in the receiver
becomes more challenging than in a transmitter, where the
signal sources are well-known inside the device. Therefore,
proper modeling of DCRs is essential to clean the whole BB
from all distortions stemming from the strong input signals.
B. RF Nonlinearities
In this paper, BB equivalent signal modeling is used as it is
notationally convenient and widely adopted convention [20].
The received bandpass signal xRF(t) can be presented as
xRF(t) = 2Re[x(t)e
jωct] = x(t)ejωct + x∗(t)e−jωct, (1)
where ωc is the angular center frequency of the total RF
signal to be down-converted and x(t) is the corresponding BB
equivalent signal of xRF(t) ((·)∗ denotes complex conjugate).
Notice that in this notation, in case of wideband multicarrier
down-conversion, the BB equivalent signal x(t) contains all
individual carrier waveforms at different complex IFs. Fur-
thermore, x(t) is defined as
x(t) = A(t)ejφ(t) = xI(t) + jxQ(t), (2)
where A(t) and φ(t) are the total envelope and phase of the
overall down-converted RF signal x(t), whereas xI(t) and
xQ(t) denote the corresponding composite I and Q signals,
respectively. The signal model (2) provides a starting point
for modeling RF and BB nonlinearities of DCRs. This leads
to the structure shown in Fig. 2, where also simplified BB
equivalent spectra are illustrated, with only one active carrier
for visualization purposes. Next, more detailed modeling of
the RF LNA nonlinearities is addressed.
From the actual RF signal perspective, the RF nonlinearities
can be modeled using a generalized Hammerstein model
yRF(t) = b1(t) ∗ xRF(t) + b2(t) ∗ x2RF(t) + . . . , (3)
where b1(t), b2(t), b3(t), . . . are impulse responses for each
nonlinearity order taking memory effects into account [21]. In
practice, (3) models the nonlinear behavior of the LNA in the
RF stage. Using this notation, the input of the LNA in Fig. 1 is
xRF(t) and the output is yRF(t). While (3) provides the general
model, it is possible to simplify it and still capture the most
essential behavior of the DCR. Even-order RF nonlinearities
produce new frequency components, which are in most cases
far away from ωc and thus most likely to be filtered out. For
example, an equation obtained from (1) and (3) for the second-
order nonlinearity
x2RF(t) = 2x(t)x
∗(t) + x2(t)ej2ωct + [x∗(t)]2e−j2ωct (4)
illustrates the new frequencies appearing around ±2ωc and
DC (zero frequency), but no IMD components are created
within the interesting RF bandwidth around ωc. However, IMD
contained in xRF(t) cannot be seen directly from (4). These
even-order RF IMD components are usually not harmful,
except if the RF front-end is extremely wideband and xRF(t)
consists of several strong signals, which are far away from
each other [2]. Even in this case, the even-order effects
are not significant when proper circuit design methodologies
providing high second-order intercept points are employed [2],
[22]. In addition, the even-order nonlinearities induce spectral
content around DC, such as 2x(t)x∗(t) = 2A2(t) in (4), but it
can be removed effectively with AC-coupling or filtering [2],
[23]. Odd-order nonlinearities are, however, more critical since
they cause new frequency components near ωc, i.e., within the
total frequency band of interest. In practice, the third-order
nonlinearity is usually the strongest and the only one among
the RF nonlinearity orders that appears clearly above the noise
level. Therefore, a simplified RF nonlinearity model
y′RF(t) = a1xRF(t) + a2x
3
RF(t) (5)
is considered here, in which memory effects are omitted for
notational simplicity and hence scalar coefficients a1 and a2,
instead of filters b1(t) and b3(t), are used. This leads to
the widely-used memoryless polynomial model [10], [24].
The lack of memory simplifies the notation in this analysis
so that the most essential interpretations of the nonlinearity
phenomenon can be made more easily. The memory effects
are then taken into account later in the next section when
impairment mitigation is discussed. The coefficients a1 and a2
are chosen to be complex in order to model AM/PM distortion
of the LNA [24].
To further analyze the new spectral content by the third-
order RF nonlinearity, the latter term of (5) can be written as
a2x
3
RF(t) = a2{x(t)ejωct + x∗(t)e−jωct}3
= a2{x3(t)ej3ωct + [x∗(t)]3e−j3ωct
+ 3x2(t)x∗(t)ejωct + 3x(t)[x∗(t)]2e−jωct}.
(6)
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Fig. 2. Cascaded model considering third-order RF and BB nonlinearities in the presence of mixer and BB I/Q imbalance. Due to the generality of the
nonlinearity models, they also take mixer nonlinearities into account. The spectrum illustrations are sketched for BB equivalent signals matching to the
mathematical modeling in the paper, and only a single carrier is shown for visualization purposes.
From (6) it is apparent that there is only one term that causes
new frequency content around ωc, i.e., 3a2x2(t)x∗(t)ejωct.
The effective RF nonlinearity contribution comes from this
particular term since it is shifted to the BB in the I/Q down-
conversion stage whereas the other three terms in (6) do not
hit the BB and are hence filtered out. Therefore, the essential
BB equivalent form of (5) after the BB filtering becomes
y(t) = yI(t) + jyQ(t)
= a1x(t) + 3a2x
2(t)x∗(t)
= a1x(t) + 3a2A
2(t)x(t)
= a1x(t) + 3a2z(t).
(7)
The second-last form of (7) is stemming from the fact that
x(t)x∗(t) = |x(t)|2 = A2(t). An auxiliary variable z(t) is
introduced here to denote the RF distortion contribution and
make some of the further equations easier to interpret. The
real and imaginary parts of y(t) can be written as
yI(t) = a1xI(t) + 3a2[x
3
I (t) + xI(t)x
2
Q(t)]
= a1xI(t) + 3a2A
2(t)xI(t)
= a1xI(t) + 3a2zI(t),
(8a)
yQ(t) = a1xQ(t) + 3a2[x
2
I (t)xQ(t) + x
3
Q(t)]
= a1xQ(t) + 3a2A
2(t)xQ(t)
= a1xQ(t) + 3a2zQ(t).
(8b)
It is worth noticing that the term 3a2A2(t)x(t) only causes
distortion around the center frequency of x(t). However, the
bandwidth of the distortion is wider than of x(t), because of
the multiplication with the squared envelope A2(t).
After the LNA, the signal goes through a wideband I/Q
down-conversion stage as depicted in Fig. 1. In practice, an
I/Q mixer cannot provide exactly 90° phase shift as desired but
sustains a phase mismatch of φm (rad). Additionally, the I/Q
mixer suffers from a relative amplitude mismatch gm between
the I and Q branches. These mismatches cause I/Q imbalance,
which is seen as mirroring of frequency content of y(t). More
detailed information about I/Q imbalance can be found in [25],
[26], and references therein. The I/Q imbalance of the down-
conversion stage is here modeled as
y˜(t) = k1y(t) + k2y
∗(t), (9)
where the complex mismatch coefficients are
k1 =
(
1 + gme
−jφm) /2, (10a)
k2 =
(
1− gmejφm
)
/2. (10b)
With perfect I/Q balance, gm = 1, φm = 0 and hence k1 = 1,
k2 = 0. The RF-distorted signal with I/Q imbalance y˜(t) =
y˜I(t) + jy˜Q(t) can now be expressed as
y˜I(t) = yI(t), (11a)
y˜Q(t) = gm cos(φm)yQ(t)− gm sin(φm)yI(t). (11b)
The results presented in (8) and (11) are important in a sense
that y˜(t) is the signal distorted by both RF nonlinearities
and mixer I/Q imbalance, and hence describes their joint
impact. More specifically, the signal at this point contains
the intermodulation distortion created by the RF LNA and its
mirror image symmetrically around zero-frequency, as well as
the actual mirror image of the ideal signal. These are illustrated
in Fig. 2. Next, the I and Q signals become further distorted
through mixer and baseband nonlinearities. This is elaborated
further in the following subsection.
C. Mixer and Baseband Nonlinearities
BB nonlinearity modeling differs from RF nonlinearities in
such a way that in the BB there are physically separate I and
Q branches in which the nonlinearities occur independently.
In general, for the distorted BB signal yBB(t) = yI,BB(t) +
jyQ,BB(t), the generalized Hammerstein model is
yI,BB(t) = c1I(t) ∗ y˜I(t) + c2I(t) ∗ y˜2I (t) + . . . , (12a)
yQ,BB(t) = c1Q(t) ∗ y˜Q(t) + c2Q(t) ∗ y˜2Q(t) + . . . , (12b)
where c1I(t), c2I(t), c3I(t), . . . and c1Q(t), c2Q(t), c3Q(t), . . .
are impulse responses for each nonlinearity order in the I
and Q branches. This model basically takes into account
all the nonlinearities of BB components shown in Fig. 1,
specifically amplifiers and ADCs, and also mixers since the
I/Q mixer outputs are already at down-converted frequencies.
In the following, the term “BB nonlinearities” is used to
cover these as a whole. There are different impulse responses
for I and Q polynomials, because nonlinearities themselves
can be different in the I and Q branches since those contain
GRIMM et al.: JOINT MITIGATION OF NONLINEAR RF AND BASEBAND DISTORTIONS IN WIDEBAND DIRECT-CONVERSION RECEIVERS 5
physically separate components in practice. Furthermore, BB
circuit components in the I and Q branches typically have
slightly different gain characteristics, which introduce I/Q im-
balance. In general, this I/Q imbalance is frequency-dependent
as discussed in [25], [26].
Similar to the RF nonlinearities, simplifications to the BB
model are justifiable. Only the third-order BB nonlinearity is
considered here as it describes the most significant distortions.
Even-order distortions are very weak due to efficient circuit
design solutions such as differential signaling [27]. In typical
DCRs, signaling behind the LNA is performed symmetrically,
i.e., by using two signals that are ideally 180° out of phase.
The differential voltage can be written as Vdiff = V+−V−. By
writing down (12a) or (12b) for V+ and V− and computing
the differential voltage Vdiff, it can be shown that even-
order terms cancel out, whereas odd-order terms increase by
factor two [27]. However, even-order cancellation by differ-
ential signaling requires a symmetrical layout and matched
amplifiers to ensure perfect balance among the signals. The
minor importance of even-order distortions is also presented
by the measurements in Section IV. Furthermore, higher odd-
order distortions are typically masked by noise in practice.
Therefore, the simplified model becomes
y′I,BB(t) = a3Iy˜I(t) + a4Iy˜
3
I (t), (13a)
y′Q,BB(t) = a3Qy˜Q(t) + a4Qy˜
3
Q(t), (13b)
where the real-valued scalar coefficients a3I, a3Q, a4I, and a4Q
are used, instead of the filters c1I(t), c1Q(t), c3I(t), and c3Q(t).
This means that the memory effects are omitted in this analysis
phase similar to the RF nonlinearities in (5). However, the
forthcoming digital mitigation signal processing in Section III
is devised such that also frequency-dependent effects can be
tackled. The obtained complete nonlinearity model, combining
RF and BB nonlinearities with I/Q imbalances, is visualized
with a block diagram in Fig. 2.
D. Model Interactions and Interpretations
First, assuming perfectly balanced I/Q mixer, i.e. y˜(t) =
y(t), Equations (13a) and (13b) can be further modified by
substituting yI(t) and yQ(t) from (8a) and (8b) so that
y′I,BB(t) = a3Ia1xI(t) + 3a3Ia2zI(t)
+ a4Ia
3
1x
3
I (t) + 9a4Ia
2
1a2x
2
I (t)zI(t)
+ 27a4Ia1a
2
2xI(t)z
2
I (t) + 27a4Ia
3
2z
3
I (t)
= a3I[a1 + 3a2A
2(t)]xI(t)
+ a4I[a
3
1 + 9a
2
1a2A
2(t)
+ 27a1a
2
2A
4(t) + 27a32A
6(t)]x3I (t),
(14a)
y′Q,BB(t) = a3Qa1xQ(t) + 3a3Qa2zQ(t)
+ a4Qa
3
1x
3
Q(t) + 9a4Qa
2
1a2x
2
Q(t)zQ(t)
+ 27a4Qa1a
2
2xQ(t)z
2
Q(t) + 27a4Qa
3
2z
3
Q(t)
= a3Q[a1 + 3a2A
2(t)]xQ(t)
+ a4Q[a
3
1 + 9a
2
1a2A
2(t)
+ 27a1a
2
2A
4(t) + 27a32A
6(t)]x3Q(t).
(14b)
The expressions in (14) clearly show the interaction between
the RF and BB stages. In other words, the BB nonlinearities
are affecting the original signal as well as the RF distortion
components and, therefore, more elaborate and complicated
total intermodulation profile is created. It is noteworthy that
some of the new frequency components would not appear, if
RF and BB nonlinearities were modeled independently, i.e.,
in (12a) and (12b) there would be xI(t) and xQ(t) instead of
y˜I(t) and y˜Q(t). It is noteworthy that (14a) and (14b) can be
also written as
y′I,BB(t) = 27a4Ia
3
2x
9
I (t) + 81a4Ia
3
2x
7
I (t)x
2
Q(t)
+ 27a4Ia1a
2
2x
7
I (t) + 81a4Ia
3
2x
5
I x
4
Q
+ 54a4Ia1a
2
2x
5
I (t)x
2
Q(t) + 9a4Ia
2
1a2x
5
I (t)
+ 27a4Ia
3
2x
3
I (t)x
6
Q(t) + 27a4Ia1a
2
2x
3
I (t)x
4
Q(t)
+ 9a4Ia
2
1a2x
3
I (t)x
2
Q(t) + (a4Ia
3
1 + 3a3Ia2)x
3
I (t)
+ a3Ia23xI(t)x
2
Q(t) + a3Ia1xI(t),
(15a)
y′Q,BB(t) = 27a4Qa
3
2x
9
Q(t) + 81a4Qa
3
2x
2
I (t)x
7
Q(t)
+ 27a4Qa1a
2
2x
7
Q(t) + 81a4Qa
3
2x
4
I x
5
Q
+ 54a4Qa1a
2
2x
2
I (t)x
5
Q(t) + 9a4Qa
2
1a2x
5
Q(t)
+ 27a4Qa
3
2x
6
I (t)x
3
Q(t) + 27a4Qa1a
2
2x
4
I (t)x
3
Q(t)
+ 9a4Qa
2
1a2x
2
I (t)x
3
Q(t)
+ (a4Qa
3
1 + 3a3Qa2)x
3
Q(t) + a3Qa1xQ(t)
+ 3a3Qa2x
2
I (t)xQ(t).
(15b)
These equations are obtained using only xI(t) and xQ(t)
instead of the envelope A(t). From (15a) and (15b) it can
be seen directly that the third-order nonlinearities in the RF
and BB cause distortion components of up to ninth order. Due
to the space limitations and extensive amount of terms (46
instead of 13), the I/Q imbalanced version of (15) is omitted
here. However, the I/Q imbalance effects are considered in
the next paragraph with the aid of complex equations, which
contain the same information in more concise form.
The complex representation of (13a) and (13b), i.e.,
y′BB(t) = y
′
I,BB(t)+ jy
′
Q,BB(t) is useful from the analysis point
of view, because it reveals how the distortion components are
spectrally distributed in relation to the original signal. In the
general form with the I/Q imbalance included, the complete
distorted signal is as written in (16) (next page). As y(t)
comprises the original signal and its RF distortion components,
both have also mirror components, i.e. y∗(t), if mixer and/or
BB I/Q imbalance occurs. In addition, the BB nonlinearities
cause third-order terms, y3(t) and [y∗(t)]3, which contribute to
the harmonics and IMD of the original down-converted signal
and associated RF distortion components. There is also another
pair of third-order terms stemming from the BB nonlinearities,
namely y2(t)y∗(t) and y(t)[y∗(t)]2. These represent further
spreading around the already existing frequency components
similarly as is discussed in the previous subsection for the RF
distortions. It is noteworthy that the mixer I/Q imbalance has
essential impact as it propagates to all aforementioned terms.
If perfect I/Q mixer balance (k1 = 1, k2 = 0) is assumed, the
expression in (16) shortens significantly from the coefficients’
perspective, but the number of y-terms stays the same. This
6 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. ?, NO. ?, ? 2013
is seen by writing the signal explicitly as
y′BB(t) =
a3I + a3Q
2
y(t) +
a3I − a3Q
2
y∗(t)
+
a4I − a4Q
8
y3(t) +
a4I + a4Q
8
[y∗(t)]3
+
3a4I + 3a4Q
8
y2(t)y∗(t)
+
3a4I − 3a4Q
8
y(t)[y∗(t)]2.
(17)
This form illustrates well how the BB I/Q imbalance affects
the signal in the presence of nonlinearities. Notice that in case
of perfect I/Q balance (both the mixer and BB), the number
of terms in (17) reduces to three, namely y(t), [y∗(t)]3, and
y2(t)y∗(t).
Table I provides a summary of the terms produced by
the cascaded nonlinearity model without any kind of I/Q
imbalance. In other words, the tabulated terms stem from
y(t), [y∗(t)]3, and y2(t)y∗(t). The time variable (t) and all
coefficients for the terms are omitted from Table I to enhance
readability. The first column lists all nine terms using x(t) and
z(t). In the second column, the same terms are written using
x(t) and its envelope A(t). This form shows very intuitively
the spectral contribution of each term separately as x(t) means
contributions around the original center frequency whereas
(x∗)3 refers to the opposite side of the spectrum with three
times the original center frequency and triple the bandwidth.
Different powers of A(t) refer to the spreading with respect to
the original bandwidth. The last column of Table I indicates
the relationships between the complex terms and separate I and
Q branch processing. It is noteworthy that each term having
separate I and Q processing corresponds to two complex terms.
In addition, any I/Q imbalance in the mixer or BB results in
another nine terms, which are the complex conjugates of the
ones shown in Table I.
III. PROPOSED MITIGATION ARCHITECTURE FOR
CASCADED NONLINEARITY
The digital nonlinearity mitigation approach proposed in
this paper bases its foundation on the adaptive interference
cancellation concept originally presented in [9], [10]. However,
[9] and [10] consider only either RF or BB nonlinearities but
not their joint effect, and are thus clearly limited in perfor-
mance as shown by the nonlinearity analysis in the previous
TABLE I
ALTERNATIVE FORMS FOR THE TERMS PRODUCED BY THE CASCADED
NONLINEARITYMODEL WITHOUT I/Q IMBALANCE
# z = x2x∗ A2 = xx∗ I/Q Representation
1 x x xI + jxQ = x
2 z A2x
x3I + jx
3
Q =
1
4
(x∗)3 + 3
4
A2x
3 (x∗)3 (x∗)3
4 x2z∗ A4x
x2I zI + jx
2
QzQ =
1
4
A2(x∗)3 + 3
4
A4x
5 (x∗)2z∗ A2(x∗)3
6 x∗z2 A6x
xIz
2
I + jxQz
2
Q =
1
4
A4(x∗)3 + 3
4
A6x
7 x∗(z∗)2 A4(x∗)3
8 z2z∗ A8x
z3I + jz
3
Q =
1
4
A6(x∗)3 + 3
4
A8x
9 (z∗)3 A6(x∗)3
section. This section discusses in detail how the nonlinearity
model from the previous section can be exploited for joint
distortion mitigation purposes. Additionally, the differences
between spectrum sensing and individual IF carrier demod-
ulation scenarios are highlighted from the mitigation structure
point of view. First, Subsection A explains the mitigation
concept in detail and Subsection B then provides a practically
implementable mitigation structure based on that concept.
A. Mitigation Concept
The basic mitigation principle is illustrated in Fig. 3 in case
of spectrum sensing scenario, where the goal is to eliminate
the distortions from the whole reception bandwidth in order
to enhance the spectrum sensing [2], [4], [7]. This model is
also valid in multicarrier/multiradio basestation receiver that
is designed to demodulate all the down-converted carriers
simultaneously. After digitalization, the received signal y′BB(n)
goes through a band-splitting stage, which divides the signal
into a main path d(n) and a reference path xˆ(n). The main
path contains the signal after the bandstop filter of the band-
splitting stage, i.e., all the signal content except the strongest
blocker(s). Correspondingly, the reference path contains only
the strongest blocker(s) and regenerates the total nonlinear dis-
tortion stemming from them. Finally, the regenerated distortion
is subtracted from the main path signal d(n) in order to remove
the distortions. In the reference path, the receiver RF and BB
y′BB(t) =
{
a3I + a3Q
2
k1 +
a3I − a3Q
2
k∗2
}
y(t) +
{
a3I + a3Q
2
k2 +
a3I − a3Q
2
k∗1
}
y∗(t)
+
{
a4I − a4Q
8
[
k31 + 3k1(k
∗
2)
2
]
+
a4I + a4Q
8
[
(k∗2)
3
+ 3k21k
∗
2
]}
y3(t)
+
{
a4I − a4Q
8
[
k32 + 3(k
∗
1)
2
k2
]
+
a4I + a4Q
8
[
(k∗1)
3
+ 3k∗1k
2
2
]}
[y∗(t)]3
+
{
a4I − a4Q
8
3
[
k1
2k2 + |k2|2k∗2 + 2|k1|2k∗2
]
+
a4I + a4Q
8
3
[
k∗1(k
∗
2)
2 + |k1|2k1 + 2|k2|2k1
]}
y2(t)y∗(t)
+
{
a4I − a4Q
8
3
[
k1k
2
2 + |k1|2k∗1 + 2|k2|2k∗1
]
+
a4I + a4Q
8
3
[
(k∗1)
2k∗2 + |k2|2k2 + 2|k1|2k2
]}
y(t)[y∗(t)]2
(16)
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Fig. 3. Principal cascaded adaptive digital mitigation structure for cascaded RF and BB nonlinearities with mixer and BB I/Q imbalance.
nonlinearities and also I/Q imbalance are modeled as discussed
in Section II in order to create the needed distortion estimates.
The coefficients a˜1, a˜2, a˜3I, a˜3Q, a˜4I, a˜4Q, k˜1, and k˜2 refer to
the estimates of the ideal coefficients without tilde (˜ ) used
in Section II. The mitigation structure is only able to remove
the distortion stemming from the strong blocker(s) in xˆ(n).
Therefore, it does not take into account the intermodulation
between the blocker(s) in xˆ(n) and some weaker signals in
d(n). However, this is not a relevant limitation in practice,
because these IMD components are always relatively weak.
It is worth noticing that the bandstop filter of the main
path filters out the strongest blocker(s), which is desirable
in order to provide the best possible circumstances for the
adaptive filters to converge. However, in some systems it
might be desirable to have the strongest blocker(s) present
after mitigating the distortions, e.g., if they are communication
signals of interest. This is accomplished by adding back the
blocker(s) after mitigation. In practice, this means adding
the bandpass filter output xˆ(n) to the output of the entire
mitigation structure as is indicated by the dashed arrow line
at the top of Fig. 3. This optional feature is employed in the
examples of Section IV as is obvious from its spectrum figures.
With slight modifications, the mitigation structure in Fig. 3
can be used for enhancing weak individual IF carrier de-
modulation. In this scenario, the motivation is to remove
distortions from a certain narrow band, which contains a weak
signal of interest suffering from interference stemming from
strong neighboring signals. Here, the narrowband signal refers
to an information-bearing signal that does not occupy the
entire reception bandwidth, but there are also neighboring
signals digitized at the same time, e.g., for flexible digital
channel selection filtering purposes. In practice, the cleaning
of the certain band means that the bandstop filters in Fig. 3
should be changed to bandpass filters and correspondingly also
the bandpass filter should be replaced with an appropriate
bandstop filter. Thus, the signal band of interest is selected
with the bandpass filter and the bandstop filter is then selecting
the rest of the bandwidth for modeling the distortion. However,
it is also possible to use a bandpass filter instead of the
bandstop filter to pick up the strongest blockers and only use
them for modeling the distortion to the band of interest. This
would be preferable in a sense that those blockers are causing
most of the interference. Also, the distortion regeneration
would be more accurate since less distortion is passed to
the modeling stage, which would cause additional distortion
components not actually present in the received signal.
Designing the bandsplit filters needed in the mitigation
structure is omitted from this paper as this is essentially a
classical digital filter optimization task for given requirements.
This depends on the specific use case, the receiver structure,
and the desired complexity of the implementation. A general
guideline is that the strongest blocker(s) should be extracted
and used in the reference path for the distortion regeneration.
This is because the strongest blockers cause also the strongest,
and therefore, potentially the most harmful distortion. The
selection of the strongest blocker(s) can be based, e.g., on
a simple energy detector decisions. It is possible to select
only a single blocker and design the filters with only one
passband/stopband. However, it is equally feasible to select
more than one blocker with a multiband filter. This is basically
a matter of filter design and does not affect the processing in
the reference path in any way, i.e., the nonlinearity modeling
structure remains the same.
Although the structure in Fig. 3 explains conveniently the
mitigation concept, it has one severe practical limitation. It
works perfectly if the exact coefficients are known a priori.
However, this is usually not the case in practice. Online
adaptation of the coefficients is thus desired and even required
in SDR applications. However, the coefficient adaptation can-
not be done directly with this structure, because there are
cascaded coefficients that should be adapted simultaneously.
For example, if RF nonlinearity coefficients a˜1 and a˜2 are
adapted alone, they converge to optimal values for completely
removing the frequency components having RF nonlinearity
contribution. However, as the analysis in Section II shows,
the same frequency components have also BB nonlinearity
contribution, which should not be removed. This is because
it becomes difficult to adapt the BB nonlinearity coefficients
a˜3I, a˜3Q, a˜4I, and a˜4Q, when some of the BB distortion com-
ponents are not anymore in the signal to be cleaned. The
same problem occurs if the BB distortion is removed before
the RF distortion. The common frequency content in the RF
and BB distortions implies time-domain correlation between
the distortion components when they originate from the same
original blocker(s). It is known that this type of correlation
affects the adaptation process [28]. In addition, inefficiency
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Fig. 4. Parallel adaptive digital mitigation structure for cascaded RF and BB
nonlinearities with mixer and BB I/Q imbalance.
of removing only either RF or BB distortions is illustrated
in Subsection IV-B with a two-tone simulation example. This
motivates us to further develop the mitigation structure, as
outlined in Subsection III-B below.
B. Practical Mitigation Structure
Since the online adaptation of cascaded nonlinearity coeffi-
cients is not feasible, the mitigation structure of Fig. 3 has to
be modified so that all the coefficients can be adapted simulta-
neously. This becomes possible when the RF nonlinearity and
mixer I/Q imbalance blocks are moved in parallel with the
BB nonlinearity block in the reference generation processing.
In principle, this means separate parallel branches for all the
distortion terms derived in Subsection II-C. However, further
optimization to reduce complexity can be performed since
not all the terms are relevant in practice. The final proposed
mitigation structure is illustrated in Fig. 4 and is explained
in the following paragraphs in more detail. The complex
bandpass, real bandstop, and complex bandstop filters are
denoted by hCBP, h
R
BS, and h
C
BS, respectively. In addition, please
note that true multitap adaptive filters (AFs) are also now
deployed, to support frequency-selective nature (memory) of
associated nonlinearities.
Only the most important distortion terms and their complex
conjugates should be selected from Table I for the mitigation
structure. There are two reasons for that: 1) less terms means
smaller computational burden, and 2) very weak terms are
buried below the receiver noise level, which makes them
negligible and impedes the convergence of AFs. Therefore, this
paper proposes to use the terms in Table II for the mitigation,
which should be enough for any practical DCR. The terms
follow from the derivations in Section II, but hats (ˆ) are
used to indicate that these are calculated from xˆ(n), which is
the output of the filter hCBP containing the blocker(s). In fact,
xˆ(n) is only an estimate of the distortion-producing blocker(s),
which also suffer(s) from in-band distortion.
We first discuss the role of the different essential terms
on intuitive level, and describe the exact learning methods
then later in Subsection III-C. Term 1 is usually the strongest
TABLE II
SELECTED TERMS FOR PARALLEL MITIGATION STRUCTURE
Term # Equation Filtering Vector Notation
Term 1 xˆ∗(n) SL sx∗ (n)
Term 2 zˆ(n) WL sz(n), sz∗ (n)
Term 3 xˆ3(n) WL-RC sx3I (n), sx3Q
(n)
and its power level is easy to estimate from the power level
of xˆ(n) and image rejection ratio (IRR) of the receiver.
Third column of Table II indicates whether the terms should
have strictly-linear (SL), widely-linear (WL), or reduced-
complexity widely-linear (WL-RC) filtering. In general, the
term “widely-linear” refers to processing where both direct
and conjugated signals are processed and finally summed
together [26], [29]. Regarding Term 1, SL filtering means
that the mitigation structure finds complex AF coefficients
for xˆ∗(n). Term 2 is important since it has contributions
from both RF and BB nonlinearities. If any I/Q imbalance
occurs, the complex conjugate of Term 2 is also significant.
Therefore, WL filtering is applied for Term 2 meaning that
separate complex AFs for zˆ(n) and zˆ∗(n) are deployed. After
generating zˆ(n), it has to be filtered with hRBS in order to
remove spectral content from the original blocker frequency
band. This is necessary since otherwise the adaptive algorithm
would be misadjusted as d(n) does not have any content
in the original blocker frequency band. Regarding zˆ∗(n), it
is not necessary to use hRBS, because it does not contain
energy in the original blocker frequency band anyway. The
WL filtering is also used for Term 3, which stems from the BB
nonlinearity. Both xˆ3(n) and [xˆ∗(n)]3 should be filtered with
hRBS. Therefore, it is actually possible to reduce the complexity
of finding AFs for these terms by exploiting the WL-RC
approach, which is discussed later in this subsection.
The selected terms in Table II are justified, because they
cover the strongest distortion terms. In addition, the terms
do not have much spectral overlapping. This is important
since all the nonlinear distortion originates from the same
blocker(s) and thus has also time-domain correlation, as
mentioned earlier. By minimizing the spectral overlapping of
the distortion terms, the time-domain correlation between the
distortion terms is minimized. This feature is important for the
convergence of adaptive algorithms used for finding the AFs.
Terms 4–9 from Table I are not used in the mitigation
structure of Fig. 4 because they are negligible when receiver
nonlinearities have physically realistic values. The minimal
contribution of those terms is easy to understand, because
they are 5th, 7th, and 9th order terms, whereas others have a
maximum order of three. However, the order of importance for
the meaningful terms can slightly vary. This claim is based on
our own experiments as discussed in Section IV. In the end, the
receiver noise level usually dictates which terms are negligible
and which are not. Overall, the mitigation structure in Fig. 4
is a carefully found compromise between the implementation
complexity and the achievable mitigation performance, and
is directly stemming from the nonlinear distortion analysis
provided in Section II. More discussion and examples about
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the mitigation is provided in Section IV.
It is also important to understand that the sample rate
used during the mitigation processing limits the nonlinearity
modeling possibilities. If the ADC has the sampling rate fs
and the same rate is used also in the mitigation structure, the
original blocker frequencies must be less than fs/6 in order
to model the third-order nonlinearities correctly, i.e., without
aliasing. This limitation comes from the fact that third-order
nonlinear distortion occupies three times the original signal
bandwidth. Naturally, aliasing does not occur in the analog
BB of the receiver and, therefore, it has to be avoided also in
the distortion modeling in digital domain. The limitation can
be avoided by temporarily increasing the sample rate in digital
processing while applying the nonlinearities in the mitigation
branches of Fig. 4.
C. Practical Least-Mean-Square Based Learning Rules
The impulse response length, say M , of the AFs for
all the distortion terms in Fig. 4 depends on the memory
effects of the receiver front-end. The analysis in Section II
considers memoryless situation (M = 1) to keep it concise.
However, using M > 1 in the proposed mitigation structure is
straightforward in practice and typically required as discussed
in Subsection IV-E. According to our experiments, small M
should be enough in many applications. However, if large
M is required for proper modeling, sparse delay tap filters
may provide better accuracy with lower complexity than the
traditional non-sparse AFs described in this subsection [30].
As the goal of the mitigation is in general to minimize the
spurious energy, the adaptation of the AFs can be performed,
e.g., by using the least-mean square (LMS) algorithm or any
similar adaptive algorithm [28]. The WL version of the LMS
algorithm is extensively exploited in the current literature as
discussed in [29] and references therein. Finding two complex
AFs for a signal using the WL LMS would imply an increased
computational complexity compared to the SL version of the
LMS. However, it is possible to reduce the complexity of the
WL LMS to that of the SL LMS. It is proven in [31] that
the WL-RC LMS is able to provide the same mean-square
error and convergence rate while reducing the computational
complexity to the level of the SL LMS. Due to these pleasant
features, the reduced-complexity WL LMS is also exploited
in this paper as is indicated in Fig. 4. The intuition behind
the reduced complexity is the fact that instead of finding two
complex AFs for a complex signal it is equivalent to finding
complex AFs for the real and imaginary parts of the signal
[26], [31]. That is to say, finding filters wx3(n) and wx3c (n)
for
wx3(n) ∗ xˆ3(n) +wx3c (n) ∗ [xˆ∗(n)]3 (18)
is equivalent to finding filters wx3I (n) and wx3Q(n) for real and
imaginary parts of xˆ3(n), i.e.,
wx3I (n) ∗ Re[xˆ3(n)] +wx3Q(n) ∗ Im[xˆ3(n)]. (19)
This is valid because the relationships between the filters are
wx3I (n) =Re[wx3(n)] + Re[wx3c (n)]
+ j{Im[wx3(n)] + Im[wx3c (n)]}
(20a)
wx3Q(n) = Im[wx3c (n)]− Im[wx3(n)]
+ j{Re[wx3(n)]− Re[wx3c (n)]}
(20b)
The computational complexity is smaller in (19), because two
complex filters are applied for real-valued signals instead of
complex-valued signals as is the case in (18).
Due to the WL filtering of Terms 2 and 3, there are in total
five distortion branches in the mitigation architecture of Fig. 4.
For joint coefficient learning purposes, the distortion branch
signals are combined into one vector s(n), namely
s(n) =
[
sx∗(n), sz(n), sz∗(n), sx3I (n), sx3Q(n)
]T
, (21)
where the subscripts indicate the distortion branches. Term 1
vector is sx∗(n) = [xˆ∗(n), xˆ∗(n− 1), . . . , xˆ∗(n−M + 1)]T,
where M is the AF length. The vectors sz(n), sx3I (n),
and sx3Q(n) also include filtering with h
R
BS and hence
sz(n) = [zˆfilt(n), zˆfilt(n− 1), . . . , zˆfilt(n−M + 1)]T, where
zˆfilt(n) refers to the filtered version of zˆ(n). Similar notation
applies to sx3I (n) and sx3Q(n). Also the AFs are combined into
one vector, namely
w(n) =
[
wx∗(n),wz(n),wz∗(n),wx3I (n),wx3Q(n)
]T
, (22)
where the subscript indicates the corresponding distortion
branch and each individual AF has length of M . Notice that
it is also very straightforward to deploy different AF lengths
for different distortion terms, if e.g. RF and BB amplifier(s)
contain different levels of frequency-selectivity.
The complete joint LMS algorithm for all the coefficients
of the mitigation structure in Fig. 4 can be then formulated as
follows. First, the AF vector w is initialized as
w(0) = 05M×1, (23)
if no a priori information is available, e.g., through device
measurements. For all n = 0, 1, 2, . . . the combined AF output
is
e(n) = wH(n)s(n). (24)
Then the error calculation step is
x˜(n) = d(n)− e(n) (25)
and finally the AF update is given by
w(n+ 1) = w(n) + diag(µ)x˜∗(n)s(n), (26)
where diag(·) denotes a function for converting a vector
to a diagonal matrix. The step-size vector µ contains a
different step size for every distortion branch, i.e., µ =
[µx∗ , µz , µz∗ , µx3I , µx3Q ], where the subscripts indicate the cor-
responding distortion branches.
Normalized least-mean square (NLMS) can in practice pro-
vide more robust convergence behavior and eases the tuning
of the step sizes [28]. Therefore, this approach is used in
the mitigation examples of Section IV. The only difference
between LMS and NLMS is that the step sizes are scaled with
the squared Euclidean norm of the corresponding signal vector
and with a selectable coefficient. Consequently, the step-size
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vector for NLMS is
µN =
 µx∗
αx∗ + ‖sx∗(n)‖2
, . . . ,
µx3Q
αx3Q +
∥∥∥sx3Q(n)∥∥∥2
 , (27)
where the additional selectable constants are
α = [αx∗ , αz, αz∗ , αx3I , αx3Q ]. These constants are included
due to numerical difficulties in case the power of the distortion
estimates is very low and the denominator in (27) is close to
zero.
D. Computational Complexity
The computational complexity for creating the distortion
estimates consists of 16 real multiplications and 8 real sum-
mations used in the complex-valued power operations shown
in Fig. 4. In parallel, the cost of the adaptation is defined
by the AF length M . For a single iteration of complex LMS
the required operations are 8M + 2 real multiplications and
8M real summations in the SL and WL-RC cases [31]. With
complexity of a conventional LMS AF being 2M+1 complex
multiplications and 2M complex summations per iteration
[28], the WL LMS takes 16M + 2 real multiplications and
16M real summations [31]. When combined according to
Table II, the overall complexity with the LMS adaptation
is 32M + 6 real multiplications and 32M real summations.
Employing complex NLMS algorithm introduces an additional
burden of 2M real multiplications and M real summations for
calculating the squared euclidean norm and 1 real division
and 1 real summation for finally scaling the step-size, per
distortion estimate. Thus, the final number of operations for
the adaptations is 42M real multiplications, 5 real divisions
and 21 real summations.
On top of this, there is the computational cost of the
five filters applied in the mitigation structure. There are two
complex-valued filters operating on complex-valued signals
(namely, hCBP and h
C
BS) and one real-valued filter (h
R
BS) op-
erating once on a complex-valued signal and twice on a real
valued signal, as shown in Fig. 4. Assuming all the filters
are of order P and direct-form finite impulse response (FIR)
structure (P multiplications and P − 1 summations for real
filter and real signal), this introduces 12P real multiplications
and 4P + 8(P − 1) = 12P − 8 real summations assuming
direct convolution. This cost can, however, be reduced, e.g.,
by precomputing the fast Fourier transforms (FFTs) of the
filters and doing the filtering in frequency domain, if efficient
FFT implementation is available. The details of filtering opti-
mization are not considered herein and can be further checked,
e.g., from [32].
Finally, the number of real multiplications, summations and
divisions is summarized in Table III. In addition, the delay of
the proposed algorithm, being P+M , is in practice dictated by
the filter order P because it is usually significantly higher than
the AF order M . A practical field-programmable gate array
(FPGA) implementation of purely digital mitigation algorithm
but considering only the RF LNA nonlinearity and hence being
a greatly simplified setup, can be found in [15].
TABLE III
THE NUMBER OF REAL MULTIPLIERS, REAL ADDERS AND REAL
DIVIDERS USED IN THE MITIGATION STRUCTURE
Operation # Ops. Muls Adds Divs
Ref. Modeling 16 8 -
SL LMS 1 8M + 2 8M -
WL LMS 1 16M + 2 16M -
WL-RC LMS 1 8M + 2 8M -
NLMS Scaling 5 10M + 5 5M + 5 5
Static Filtering 5 12P 12P − 8 -
Overall 12P + 42M + 27 12P + 37M + 5 5
AWGN
BB3I
BB3Q FFT
I/QRF3 AlgorithmImbal.
Mitigationx y
′
BB x˜
Fig. 5. Simulation architecture for performance evaluation of the mitigation
algorithm in MATLAB.
IV. PERFORMANCE SIMULATIONS AND MEASUREMENTS
This section provides simulation and measurement results
which evaluate the performance of the proposed mitigation
architecture for the cascaded third-order nonlinearities with
I/Q imbalance. We also provide explicit comparisons to RF-
only and BB-only mitigation approaches, reported earlier in
literature, to illustrate and quantify the achievable gain from
the proposed joint processing.
A. Simulation Setup
First, simulations of a complete receive chain are performed
in MATLAB. The basic architecture is illustrated in Fig. 5.
Signal generation and processing take place at BB equivalent
level. First, the input signal passes the additive white Gaussian
noise (AWGN) source, the RF nonlinearity, the I/Q imbalance
block, and the BB nonlinearity. All these components are
applied to mimic the DCR front-end. In the blocker signal
simulations, the signal-to-noise ratio (SNR) is 61 dB for the
entire BB bandwidth of 25MHz. The IRR is set to 30 dB,
a value being realistic for an integrated DCR front-end [1].
The total composite signal, including noise and distortions, is
then further processed by the mitigation algorithm presented
in Subsection III-B.
Two-tone signals and binary phase shift keying (BPSK)
modulated signals have been generated as input signals, in
order to verify the algorithm with continuous wave and
modulated signals. Throughout the paper, simplified signal
configurations have been applied that do not consider de-
tection of a specific information signal. Instead, results are
interpreted from wideband nonlinear distortion mitigation use
case perspective. Hence, the complete BB spectrum needs to
be cleaned from distortions and only the strong input signal(s)
should be left after mitigation. This is achieved by adding
the original blocker(s) back to the output of the mitigation
structure, as discussed in Section III.
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Single-tap complex AFs are used in the simulations, as also
the deployed circuit components models are memoryless. After
mitigation, block-wise FFT with 1024 points is applied to
analyze and illustrate the remaining nonlinear distortion. In the
following subsections, the last one of 29 FFT blocks is shown
in which the convergence of the coefficients is guaranteed.
As a figure of merit, the mitigation gain for the BPSK
case is computed as the reduction in average signal power
outside the original input (blocker) frequency band. Also
the mirror-image band is excluded from the mitigation gain
calculations as the focus is on the reduction in nonlinear
distortion power. For the two-tone case, average suppression
of nonlinear distortion components is used as a figure of merit,
meaning that average power decrease only on the specific fre-
quencies containing the nonlinear distortion is considered. For
measurements, this means the average power decrease on the
third-order distortion components whereas in the simulations
also the mirrors of these components are taken into account
as they also appear above the noise floor (see Fig. 7).
B. Two-tone Blocker Input
In order to demonstrate the most relevant distortion esti-
mates, the power levels of Terms 1–6 (as listed in Table I)
are next studied by means of a two-tone simulation. To keep
the illustration simple, mirror images are not included in
this particular example. In order to visualize all terms with
respect to their power level, noise has been excluded in this
particular simulation. Fig. 6a depicts the distortion estimates
for dominating RF nonlinearity, i.e., having |a2| > |a4|. Vector
a in the caption of Fig. 6 is defined as a = [a1, a2, a3, a4],
where a3 = a3I = a3Q and similarly for a4. The applied pa-
rameters correspond to the ones defined in Table IV. In Fig. 6,
Term 2 is stemming from both the RF and BB distortion
whereas the other terms are due to the BB nonlinearity only,
as discussed in Sections II and III. Variable xˆ (Term 1) depicts
the BB spectrum of the filtered blocker signal that serves as
an input for the reference nonlinearity. It is apparent that the
Terms 2 and 3 are the most significant ones in this case. It
is sufficient to consider common spectral content of multiple
terms by only one term, as the AF adapts the term to the total
distortion at these frequencies. Thus, only those distortions
of higher-order terms need to be considered that have not
been covered by lower-order terms. However, in this case,
frequency components added by Terms 4–6 are 80 dB or more
below the input power level and, therefore, likely to be masked
by noise in practice. In addition, SNR of a typical ADC is
approx. 60–80 dB depending on its resolution, hence making
all terms below −80 dBFS to disappear below quantization
noise. Fig. 6b illustrates then the power levels for dominating
BB nonlinearity case, i.e., |a2| < |a4|. The same parameters
values from Table I are used, but the gain and input-referred
third-order intercept point (IIP3) of the RF stage are applied
now for the BB and vice versa in order to make the BB
dominating. In Fig. 6b, Term 2 and Term 3 are almost equally
strong, but still these two terms are the most significant. The
observations support the analysis in Sections II and III, and
are assumed to be valid for practical values of RF and BB
nonlinearities.
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Fig. 6. Power levels of distortion estimates with (a) dominating RF nonlin-
earity a = [5.62,−(84351 + j74391), 3.16,−1588.7] and (b) dominating
BB nonlinearity a = [3.16,−1588.7, 5.62,−(84351 + j74391)]. For
simplification, mirror terms are not visualized.
TABLE IV
PARAMETERS OF THE TWO-TONE SIMULATION
IIP3 RF −10 dBm
GRF 15 dB
IIP3BB +6 dBm
GBB 10 dB
Pinput −30 dBm
a [5.62,−(84351 + j74391), 3.16,−1588.7]
gm 0.99
}
IRR ≈ 30 dB
φm 0.0628 =̂ 3.6°
µ [1, 1, 0.01, 1, 1]
α [10−9, 10−8, 10−4, 10−9, 10−8]
The parameters for the actual performance simulations,
including also mirror effects, are summarized in Table IV,
where the coefficients of the nonlinearity models and the
I/Q imbalance coefficients are taken into account according
to (7), (13a), (13b), and (9). It is noteworthy that phase
distortions created by LNA and mixer are considered by
complex coefficients a2, k1, and k2. The coefficients a1 . . . a4
have been computed based on practical values for gain and
IIP3 of the RF and BB amplifiers [12].
Fig. 7a illustrates the BB spectrum with a two-tone in-
put before and after proposed mitigation. With the two-
tone input, 16 signal components are created in total due
to the receiver nonlinearities and I/Q imbalance. The mirror
images appear 30 dB below the original tones, whereas the
strongest distortion components due to the nonlineaties are
36 dB below the original tones. First, the two-tone signal
12 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. ?, NO. ?, ? 2013
After Mitigation
Before Mitigation
R
el
at
iv
e
Po
w
er
(d
B
)
Baseband Frequency (MHz)
BB Distortions
(Mirror+TT)
Mirror-Frequency
BB Distortions
RF+BB Distortions
TT Input
−10 −5 0 5 10−100
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
(a)
After Mitigation
Before Mitigation
R
el
at
iv
e
Po
w
er
(d
B
)
Baseband Frequency (MHz)
BB Distortions
(Mirror+TT)
Mirror-Frequency
BB Distortions
RF+BB Distortions
TT Input
−10 −5 0 5 10−100
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
(b)
After Mitigation
Before Mitigation
R
el
at
iv
e
Po
w
er
(d
B
)
Baseband Frequency (MHz)
BB Distortions
(Mirror+TT)
Mirror-Frequency
BB Distortions
RF+BB Distortions
TT Input
−10 −5 0 5 10−100
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
(c)
Fig. 7. Simulation results with two-tone input and mitigation with (a) the
proposed cascaded model, (b) RF-only model, and (c) BB-only model.
is distorted by the RF amplifier, causing IMDs nearby the
original baseband-equivalent frequency at 2.6MHz (center of
the two tones). Second, mirror components of the original
tones and the RF distortion components appear due to down-
converting mixer I/Q mismatches. Third, the original tones
plus the RF distortions and their respective mirror components
are all further distorted by the BB I and Q nonlinearities. This
creates distortions at the third harmonic zone of the original
signal on the left side of the spectrum around −7.8MHz and
adds distortion around the original tones. In addition, the BB
nonlinearity causes harmonics and IMD originating from the
mirror components which then appear as low-power tones
around +7.8MHz. Furthermore, the BB distortions can have
respective mirror components, if there is I/Q imbalance in the
BB branches, although these components are very likely to
remain below the noise floor in practice. In fact, the mirror
components of the main RF and BB distortions are mitigated
with the WL filters in the proposed structure if they do appear.
Furthermore, AM/PM distortion caused at the RF amplifier
[24] and phase mismatch introduced by the mixer are taken
× 103
× 103
Samples
Im[x3]
z∗x∗
Re[x3]z
LSNLMS
0 1 2 3 4 5 6 7 8 9 10
0 1 2 3 4 5 6 7 8 9 10
0
5
10
15
0
10
20
30
40
50
60
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0
5
10
15
0
50
100
150
Fig. 8. Adaptation of the filter coefficients with two-tone input (magnitude
of complex coefficients).
into account by the complex implementation of the AFs.
In this example setting, the average suppression of nonlinear
distortion components with the proposed joint processing is
32.6 dB for Fig. 7a, fully canceling all distortion and mirror
components. Fig. 8 illustrates the adaptation of the AFs using
NLMS algorithm, as discussed in Subsection III-B. NLMS
has been selected instead of conventional LMS as it usually
provides more robust convergence behavior [28]. In addition,
the selection of the step size is more simple due to the
normalization to the power of the distortion estimates, which
may vary by several orders of magnitude. The deployed NLMS
parameters are given in Table IV. In Fig. 8, the magnitudes of
the adapted complex coefficients are shown together with the
corresponding least squares (LS) solutions for the coefficients
which are indicated with dashed lines. Basically, there is a
good match between the steady-state solution of the adapted
coefficients and the LS solutions. The coefficients are con-
verged after approx. 3000 samples.
In order to further demonstrate the significance of the cas-
caded nonlinearity model for mitigation performance, simula-
tions with only the RF or only the BB model for mitigation are
shown for the two-tone input. In the observation generation,
however, the same full cascaded model is used as earlier,
mimicking a realistic analog DCR front-end. In Fig. 7b, only
the mirror image of the original signal and RF distortions
have been treated (Terms xˆ∗ and zˆ). Further distortions at
the BB have not been taken into account here, i.e., there are
no distortions estimates for mitigating the components, e.g.,
in the third harmonic zone. In Fig. 7c, on the other hand,
only the mirror image of the original signal and the third-
order nonlinearity at the BB are considered (Terms xˆ∗, Re[xˆ]3,
and Im[xˆ]3). The poor performance of the BB-only model is
due to the fact that it is unable to take into account the RF
distortion, which partially appears at the same frequencies as
BB distortion. In addition, the BB-only model is unable to take
into account harmonics and IMD of the mirror image. Only
if the RF and mixer distortion is mild, the BB-only model is
GRIMM et al.: JOINT MITIGATION OF NONLINEAR RF AND BASEBAND DISTORTIONS IN WIDEBAND DIRECT-CONVERSION RECEIVERS 13
(d
B
) Ideal
Cascaded
BB-only
RF-only
−50 −48 −46 −44 −42 −40 −38 −36 −34 −32 −300
5
10
15
20
25
30
35
(a)
(d
B
)
Input Power (dBm)
−50 −48 −46 −44 −42 −40 −380
5
10
15
20
25
30
35
(b)
Fig. 9. Average suppression of nonlinear distortion components for different
mitigation models, obtained with (a) simulated and (b) measured data.
able to perfectly remove all the occurring BB distortion [9].
Therefore, the cascaded nonlinearity model proposed in this
paper clearly outperforms the RF-only and BB-only models
considered in the current literature.
The average suppression of nonlinear distortion components
vs. the power of the two-tone input achieved with the different
models, and the ideal suppression, indicating how much spu-
rious power has been added due to receiver nonlinearity, are
illustrated in Fig. 9a. With the deployed analog components,
there is almost no IMD generated up to input power −46 dBm
and the mirror-frequency interference x∗ is dominating. All the
models include mitigation of the mirror with Term 1, hence,
equal mirror suppression is achieved at these low power levels.
Therefore, the mirror band is excluded from the mitigation
gain calculations in order to better show the suppression of
nonlinear distortion. With rising input power, the generated
RF and BB distortions raise in Fig. 9a, and some suppression
is achieved with the RF-only and BB-only models. However,
the BB-only model is performing poorly due to the strong RF
nonlinearity, which only partially accommodates the same fre-
quencies. The cascaded model follows the ideal suppression,
indicating that all nonlinear distortion products plus mirror
terms are essentially canceled. To sum up, the total cascaded
model provides much better performance than the RF-only
or BB-only nonlinearity model because of their fundamental
shortcomings. Using the BB-only model, i.e., the third-order
term of the I and Q reference signal, is exactly the procedure
followed in the state-of-the-art literature [7], [9], while RF
LNA oriented results are reported in [12]. These results show
that proper modeling of the underlying receiver architecture
is essential to achieve improved mitigation performance in a
broad variety of applications.
C. BPSK Blocker Input
The results with the BPSK input are shown in Fig. 10.
The BPSK signal is generated with a raised-cosine pulse-
shaping filter, with a roll-off factor of 0.5 and a symbol
rate of approx. 788 ksym/s. These numbers have been chosen
arbitrarily to generate a simple modulated blocker signal with
approx. 1MHz bandwidth. The parameters for the BPSK
simulation are otherwise exactly the same as for the two-tone
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Fig. 10. Simulation results with BPSK input and mitigation with the proposed
cascaded model.
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complex coefficients).
case summarized in Table IV. The root-mean-square power has
been chosen to be equal to that in the two-tone case, whereas
the peak-to-average power ratio (PAPR) of the BPSK signal
is higher than that of the two-tone (PAPRBPSK = 4.1 dB vs.
PAPRTT = 3.01 dB). It should be noted that the peak values
are important in determining the level of distortion. Fig. 11
illustrates the adaptation of the coefficients using NLMS. The
steady-state value is again reached at approx. 4000 samples,
resulting in a mitigation gain of 20.4 dB. The results with
BPSK input verify that the proposed algorithm is able to
mitigate distortions induced by modulated blocker waveforms.
D. High-PAPR Input Signals
Especially in CR applications, typically high PAPR is
encountered. Besides the fact that modern communications
waveforms tend to have high PAPR, also receiving multiple
low-PAPR signals with one receiver chain will cause the
overall waveform to have high PAPR. As discussed in Subsec-
tion III-A, the proposed nonlinearity mitigation algorithm is
able to handle situations with multiple blocker signal carriers
while the computational complexity stays almost the same.
This is due to the fact that only the band-splitting stage filters
have to be designed to have multiple passbands while the
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Fig. 12. Simulation with two single-carrier signals (pi/4-QPSK and 64-QAM)
at −30.67 dBm, PAPR = 7.54 dB, and mitigation with proposed cascaded
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Fig. 13. Simulation with a WCDMA input at −31.89 dBm, PAPR =
10.95 dB, and mitigation with proposed cascaded model.
nonlinearity modeling and adaptation stay the same.
In order to verify the feasibility of the approach under
high-PAPR conditions, two more simulation examples (two
single-carrier signals, one WCDMA signal) are illustrated in
Fig. 12 and Fig. 13 providing a mitigation gain of 20.9 dB
and 16.6 dB, respectively. In order to make the simulation
scenarios even more realistic, a frequency-selective Extended
ITU Vehicular A channel is used [33]. Essentially the channel
does not affect the mitigation performance, but may slightly
increase fluctuations in AF coefficient adaptation behavior. The
channel effects are discussed more in Section V.
The nonlinearity mitigation algorithm is able to handle
high-PAPR waveforms since the nonlinearity modeling itself
is not depending on PAPR. Therefore, it is justified to say
that the proposed algorithm is suitable and effective in CR
applications. However, it is worth noticing that challenges
due to the amplifier saturation or ADC clipping may occur in
practice. If the signal is pushed to the highly nonlinear region
of the receiver, the nonlinearity modeling should be changed
drastically and hence the proposed algorithm as it is may
not provide the optimal mitigation performance. The changes
to the nonlinearity modeling could include, e.g., higher than
third-order polynomials. Nevertheless, this problem is funda-
mentally challenging as part of the signal information is lost
in saturation/clipping process.
E. Experimental Evaluation with RF Measurements
Real-world measurements are also conducted to demonstrate
and verify the mitigation capabilities of the proposed solution
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Fig. 14. Sketch of the two-tone and BPSK measurement setup.
with true RF signals and components. The automated setup
for the experiments with the aforementioned signal scenarios
is illustrated in Fig. 14. A vector signal generator of type
Rohde & Schwarz SMU200A is used to generate the two-
tone and BPSK signals. Before running measurements with
an SDR under test, the spectral purity of the generator was
checked with a conventional spectrum analyzer, as signal
generators also exhibit a limited linearity. The generator itself
has an SFDR better than 70 dB, i.e. a very clean signal can
be provided to the device under test. The SDR USRP N210
with the wideband WBX front-end [18] is used as a receiver.
Signal generator and receiver are synchronized using a 10MHz
reference signal, enabling coherent sampling for precise power
measurements.
The WBX is a typical DCR front-end with a low-IF archi-
tecture, providing a tuning range from 70MHz to 2.2GHz.
That is, from the perspective of a single signal of interest,
the waveform is I/Q down-converted to a low-IF first, and
subsequently down-converted to zero-IF in the digital domain.
This is performed by a numerically controlled oscillator on an
FPGA if the desired center frequency is not directly within
the frequency grid of the analog local oscillator. The analog
BB bandwidth of the daughterboard is 40MHz, however, the
transferable bandwidth to the host computer is limited to
25MHz due to the gigabit Ethernet interface. The nonlinear
behavior of the WBX front-end is already known from prior
studies [7]. The IIP3 of the total receiver including RF, BB
and ADC nonlinearity is 13.8 dBm on average, indicating
a very good linearity in general. Moreover, the power of
nonlinear distortions is independent from the chosen center
frequency. The WBX has been chosen among a variety of
USRP daughterboards as it provides a low noise figure (NF) of
5 dB, allowing observation of different distortion components.
Fig. 15a illustrates the mitigation performance achieved
with a two-tone input. The tone frequencies are the same as in
simulations and have been chosen within the grid of the 1024-
point FFT. The generator power and the PAPR of the signal
are −39 dBm and 3.06 dB, respectively. The center frequency
of the receiver is 200MHz, the BB bandwidth being 25MHz.
By using two taps for the AFs, the average suppression
of nonlinear distortion components is 25.4 dB in Fig. 15a.
The additional taps have been introduced, because the real
receiver suffers from memory effects that are excluded in the
simulations. The obtained suppression of nonlinear distortion
components at different input power levels for the two-tone
case are illustrated in Fig. 9b. Compared to simulations, RF
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Fig. 15. Mitigation performance achieved with measured data in case of
(a) two-tone input (at −39 dBm) and (b) BPSK input (at −44 dBm).
distortion is milder in measurements, explaining the relatively
high suppression obtained by the BB-only model. However,
the cascaded model still provides the best performance.
Similar mitigation performance is achieved with the BPSK
signal shown in Fig. 15b. Here, the center frequency and the
BB bandwidth are 570MHz and 25MHz, respectively. The
BPSK signal has been generated with the same parameters
as used in simulations, and the generator power and PAPR
are −44 dBm and 3.35 dB, respectively. A mitigation gain of
7.1 dB is achieved using two taps for each AF.
To sum up, the co-existence of RF and BB distortions
has been verified through real-world measurements, demon-
strating the effectiveness of the proposed cascaded model.
The suppression of the different distortion components is
significantly better with the joint mitigation of the RF and
BB stage nonlinearities, compared to the previous solutions
presented in the literature which employ a model for only
either of the stages. Moreover, joint mitigation of nonlinear
distortions and corresponding mirror components due to I/Q
imbalance has been demonstrated by measurements. Thus,
the proposed mitigation method provides a high-performance
linearization solution for complete wideband DCR chains,
enabling flexible sensing and processing of the RF spectrum
in radio communication and radar devices.
V. RESULTS AND DISCUSSION
The results presented in Section IV show a very good match
between the cascaded model in simulations and the real behav-
ior in measurements. This confirms that the cascaded model
addresses the most relevant distortions created by the DCR
architecture. Thus, a complete model has been found capturing
all essential distortions in the receiver chain. In general, only
distortions that are created by the reference model can be
mitigated with the AFs. In prior works, either distortions at RF
or BB have been considered, but not together in a joint model.
Adding more taps to the AF would not compensate for this
inaccuracy, since only the provided reference signal content
is filtered. In addition, mitigation of the mirror-frequency
interference due to the I/Q imbalance is also properly handled
in the proposed structure.
However, the proposed algorithm still has some limitations.
First, purely digital mitigation can only be performed, if the
distortion-producing signals are also received at the BB, i.e.,
only distortions by the interferers inside the A/D conversion
band can be handled. Distortions created by the interferers
out of the digitized bandwidth cannot be reproduced. The
low RF selectivity typical for SDRs makes that even more
difficult. This limitation has been solved in [11] by integrating
an RF nonlinearity model into the RF front-end. In this case,
all possible distortions that appear at the full receiver RF
bandwidth are included, and only those falling into the desired
BB are further processed in the digital domain. However, this
solution requires considerable amount of additional hardware
to be implemented on chip. An alternative would be to use an
ADC with a higher sampling rate or parallel A/D interfaces,
each digitizing a subset of the total receiver bandwidth. It is
likely that ADCs with higher sampling rates will be feasible in
the future due to fast-growing technology for digital circuits.
On the other hand, purely digital mitigation has significant
benefits. As desired and reference signals are obtained from
a single A/D chain, both signals are perfectly aligned and the
additional mismatch reported in [11] does not occur. Moreover,
very flexible implementation of the algorithm on an FPGA or
digital signal processor can be achieved without employing
additional hardware. Thereby, runtime reconfigurability of
filter characteristics, step sizes, and other parameters of the
algorithm is realizable and perfectly meets the SDR concept.
Second, in-band distortions on top of the main distortion-
producing signals at the BB, which are considered in the
mitigation structure, cause an error for the distortion estimates,
and thus reduce the mitigation performance. However, it has
been found that the limitations set by these distortions can be
alleviated by increasing the AF lengths. The same applies in
the case of memory effects in receivers. In general, longer AFs
can compensate mismatches between the real hardware and the
simplified mitigation model to a certain extent. However, using
a model that mimics the real situation as closely as possible
is essential as has been shown in this paper.
Third, the achievable mitigation performance depends on the
filter characteristics of the band-splitting stage, as discussed
in Subsection III-A. In order to provide a clean reference
signal for the nonlinearity modeling and AF stages, the filters
need to have sufficient stopband attenuation. Moreover, filter
characteristics are application-specific and depend on actual
center frequency and bandwidth of the desired and blocker
signals at hand. If the channel allocation is known to be static,
re-tuning of the filters can be done based on simple energy
detector decisions about strong signals currently being present.
In case of dynamic carrier allocation with varying center
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frequencies and bandwidths, e.g., for multicarrier signals, the
correct filter cut-off frequencies can be defined via FFT. This
is the typical scenario considered for CRs [2], [4], [7].
In Section IV, the efficiency of the nonlinearity mitigation
algorithm is successfully verified in AWGN channels through
simulations and RF measurements with cable connections. In
addition, the performance is verified with more realistic high-
PAPR signals in frequency-selective channel conditions in
Subsection IV-D. The mitigation architecture stays essentially
the same if the input signal level is varying due to a realistic
radio channel with fading phenomena. The optimal coefficients
for the AFs depend solely on the receiver hardware and its
nonlinear behavior. Therefore, the optimal AF coefficients do
not depend on input signal or channel variations. However,
in practice, the adaptation of the AF coefficients is affected
by the input signal power level variations, e.g., due to the
channel fading. If the signal is in the linear region of the
receiver, it is challenging to obtain the AF coefficients for the
receiver nonlinearity. Other extreme case is when the signal is
strongly saturating or clipping and the AF coefficient adaption
is interfered because the nonlinearity model does not take
into account the very strong nonlinear behavior. In [34], it
has been shown through extensive system-level simulations
for RF nonlinearities that this kind of nonlinearity mitigation
algorithm can be applied even under demanding frequency-
selective and fast-fading channels while providing a consid-
erable mitigation performance. Other important conclusion
is that it is beneficial to bypass the nonlinearity mitigation
algorithm when the signal-to-interference ratio is already high
without the mitigation [13], [34]. This way power consumption
is reduced and it is also guaranteed that the nonlinearity
mitigation algorithm does not limit the overall performance.
VI. CONCLUSIONS
In this paper, a novel approach for modeling the RF and BB
distortions created in wideband DCR chain has been presented.
Compared to prior work, a more complete model has been
developed, taking into account the most significant distor-
tions created by a DCR. This allows for cleaning the entire
BB signal from nonlinear distortions and mirror-frequency
interference. The design of a digital feed-forward mitigation
algorithm, that incorporates the cascaded BB model, has
been addressed in detail. Simulation results with the two-
tone and BPSK-modulated signals were presented to show
the effectiveness of this approach that provides a significant
performance improvement over previous solutions. Moreover,
the RF and BB distortions in real-world RF measurements
have been successfully mitigated, hence proving that both
types of nonlinear distortions really co-exist and confirming
applicability of the proposed mitigation architecture in prac-
tice. Finally, significant enhancement in the linearity of the
front-end has been achieved, allowing for simple and low-
cost receiver architectures for SDR and CR. Furthermore,
the presented algorithm is generally applicable for wideband
DCRs and is not restricted to the SDR. Our future work will
address, e.g., methods to relax the burden on the A/D interface,
through alternative analog or hybrid analog-digital reference
generation methods combined with reference ADC.
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Abstract—Wideband radio receivers provide the flexibility
desired in many communications applications and are the key el-
ement in cognitive radios and software-defined radios in general.
However, multi-channel reception scenarios tend to have high
dynamic range which set hard-to-reach requirements for receiver
linearity. This paper proposes a calibration-based digital post-
inverse model for wideband receiver linearization and compares
it with adaptive interference cancellation. Their advantages and
disadvantages are highlighted together with numerical perfor-
mance results in challenging non-contiguous spectrum access
scenario. Both methods are waveform-independent, which make
them applicable to many systems, but they have different trade-
offs when linearization accuracy, computational complexity and
real-time capability are compared. Therefore selecting the best
method is highly system-specific matter.
Index Terms—Interference cancellation, inverse modeling, non-
linear distortion, spectrum access, spectrum sensing
I. INTRODUCTION
Wideband radio receivers and especially the ones employing
direct-conversion architecture have gained more and more
attention during the last decade. This is due to their flexibility,
cost efficiency, and integrability [1], [2]. Wideband receivers
are attractive in many emerging software-defined radio and
cognitive radio applications as well as in traditional cellular
communications networks. However, wideband multi-channel
reception scenarios set stringent receiver linearity requirements
and these cannot be always met even with state-of-the-art
receiver hardware [3], [4].
In practice, the linearity problems have been encountered,
e.g., in field measurements with mobile spectrum sensing
devices [5], [6]. Due to the limited dynamic range of the
receiver, significant amount of nonlinear distortion is caused to
vacant channels or on top of weak signals, if there are strong
neighboring signals present at the same time. This deteriorates
This work was supported by the Finnish Funding Agency for Technology
and Innovation (Tekes) under the project "Enabling Methods for Dynamic
Spectrum Access and Cognitive Radio" within TRIAL technology programme,
The Academy of Finland under the project 251138 "Digitally-Enhanced RF
for Cognitive Radio Devices", Austrian Competence Center in Mechatronics
(ACCM), and Tampere University of Technology Graduate School.
spectrum sensing reliability in case of energy detection as well
as when more advanced techniques, such as feature detectors,
are utilized.
In some systems, the spectrum sensing problems can be
avoided using a centralized database for providing information
about vacant channels [7], [8]. However, spectrum access itself
may be challenging due to the receiver nonlinearities. Espe-
cially non-contiguous spectrum access is challenging because
there might be strong blocking signals between the desired
channels causing nonlinear distortion [3], [4].
In mobile cellular radio systems, limited linearity of mobile
devices is evident from their restrictions in size and cost.
However, receiver nonlinearity challenges exist also in uplink
communications. It is desired that wideband multi-standard
base-stations are able to concurrently receive weak and strong
signals with a single receiver chain. In addition, there might be
strong blocking signals from co-located or nearby transmitters.
For example, GSM, UMTS, and LTE specifications define
blocker test scenarios which require at least 70 dB spurious-
free dynamic range [9]–[11]. In reality, worst case scenarios
can be even more challenging.
As shown by the aforementioned use cases, the nonlin-
earities of wideband receivers are crucial to be considered
in order to create practical, more flexible and commercially
attractive communications systems, especially when cognitive
radio paradigm is exploited. The most prominent approach
to tackle the nonlinearity problem is the use of digital post-
processing. With behavioral modeling, versatile algorithms can
be developed, which are applicable to many different kinds of
systems. As one promising approach for receiver linearization,
this paper proposes calibration-based post-inverse method.
The principle itself is well known in the current literature
[12]–[14], but a practical structure for receiver nonlinearity
inverse model is an important aspect of this paper. Essential
contribution is also comparison with another potential method
called adaptive interference cancellation (AIC) [6], [15]–[17].
This is important since the methods have much in common, but
have also some fundamental differences which may prevent or
make possible their usage on certain applications.
The remainder of the paper is organized as follows. Sec-
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Fig. 1. Conceptual direct-conversion receiver block diagram highlighting
the components which are considered as sources of nonlinearity and I/Q
imbalance in this paper.
tion II presents mathematical modeling of receiver nonlineari-
ties and discusses their effect on spectrum sensing and access.
Section III introduces two nonlinearity compensation methods,
namely AIC and calibration-based post-inverse. Performance
simulation results and compensation method comparison are
given in Section IV. Finally, the paper is concluded in Sec-
tion V.
II. RECEIVER NONLINEARITY CHALLENGES IN
SPECTRUM SENSING AND ACCESS
This paper considers wideband direct-conversion receiver
due to its integrability, cost-effectiveness, and general pop-
ularity. Fig. 1 illustrates a conceptual block diagram of a
direct-conversion receiver. Components which are essential
sources of nonlinearity and/or I/Q imbalance are highlighted.
RF, mixing, and baseband (BB) stages are cascaded in reality
and therefore proper nonlinearity modeling requires taking into
account their joint effect.
The nonlinearity modeling discussed in this section follows
the concept described in [15]. Starting point is the received
bandpass signal at the input of the low-noise amplifier (LNA),
which has not been distorted by the receiver yet. Its BB
equivalent version is
x(t) = A(t)ejφ(t), (1)
which consist of the envelope A(t) and phase φ(t). Please
notice that in this paper x(t) represents the overall received
signal which may consist of several individual waveforms at
different complex intermediate frequencies (IFs).
The RF distortion caused by the LNA is modeled here with a
third-order polynomial. The essential part of the RF distortion
can be modeled as
y(t) = a1x(t) + 3a2A
2(t)x(t), (2)
where a1 and a2 are complex coefficients describing the non-
ideal LNA behavior and y(t) is the BB equivalent LNA output.
This models the intermodulation distortion (IMD) around
the original carrier. Third-order RF nonlinearity also causes
harmonics, but those are typically far away from the original
carrier and since straightforward to filter out.
In I/Q down-conversion stage, the mixer causes some I/Q
imbalance. It is classically modeled as follows:
y˜(t) = k1y(t) + k2y
∗(t), (3)
TABLE I
ALL THE TERMS GENERATED BY THE CASCADED NONLINEARITY MODEL
Terms Conjugate
Terms
Interpretation
x(t) x∗(t) Original undistorted signal
A2(t)x(t) A2(t)x∗(t) 3rd-order IMD
[x∗(t)]3 x3(t) 3rd-order harmonics
A4(t)x(t) A4(t)x∗(t) 5th-order IMD
A2(t)[x∗(t)]3 A2(t)x3(t) IMD of 3rd-order harmonics (5th order)
A6(t)x(t) A6(t)x∗(t) 7th-order IMD
A4(t)[x∗(t)]3 A4(t)x3(t) IMD of 3rd-order harmonics (7th order)
A8(t)x(t) A8(t)x∗(t) 9th-order IMD
A6(t)[x∗(t)]3 A6(t)x3(t) IMD of 3rd-order harmonics (9th order)
where k1 =
(
1 + gme
−jφm) /2 and k2 = (1− gmejφm) /2,
which are based on gain mismatch gm and phase mismatch
φm (in rad). Perfect I/Q balance would be achieved with
gm = 1 and φm = 0. The mixer I/Q imbalance brings on mirror
images of both the original signal x(t) and its RF distortion.
After the mixer, the following analog stages are separate
for the I and Q branches of the signal. This may cause some
additional I/Q imbalance. In addition, the mixer and BB stages
cause nonlinear distortion. Their effects are considered here
together with a single model. Signal y˜(t) after the third-
order BB nonlinearity is denoted with yBB(t) = B(t)ejθ(t) =
yI,BB(t) + jyQ,BB(t) and can be defined as
yI,BB(t) = a3Iy˜I(t) + a4Iy˜
3
I (t), (4a)
yQ,BB(t) = a3Qy˜Q(t) + a4Qy˜3Q(t), (4b)
where real coefficients a3I, a3Q, a4I, and a4Q describe the
nonlinear behavior independently for I and Q branches. This
leads to the overall cascaded nonlinearity model comprising
third-order RF and BB nonlinearities as well as the essential
I/Q imbalance behavior.
The signal after all aforementioned cascaded impairments,
yBB(t), can also be written using the undistorted signal x(t).
The equation consist of 18 different terms and for the sake
of presentation clarity, the terms are tabulated in Table I. The
first column lists the terms generated by the cascaded third-
order RF and BB nonlinearities without any I/Q imbalance.
The second column contains the terms generated if either
mixer or BB I/Q imbalance or both occur. All the terms have
a different weighting factor, which is a combination of a1,
a2, a3I, a3Q, a4I, a4Q, k1, and k2. However, these weighting
factors are omitted from Table I in order to keep it concise.
Further details can be found from [15]. Typically, many of
these 18 terms are buried under the noise floor and do not
have to be considered in practice. However, it is easy to
conceptually interpret the meanings of all the terms. They
can be divided in two categories: IMD around the original
IF and harmonics/IMD around triple the original IF (third-
order harmonics zone). The exponent of the envelope A(t) is
proportional to the bandwidth of the distortion.
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Fig. 2. Block diagram illustrating the principle of AIC method for receiver linearization. Conceptual spectra illustrate the processing flow for one weak
signal and one strong blocking signal.
TABLE II
TERMS USED IN AIC FOR NONLINEARITY MODELING
Terms Interpretation
xˆ∗(n) Mirror image of the undistorted signal
A2(n)xˆ(n) 3rd-order IMD
A2(n)xˆ∗(n) Mirror image of 3rd-order IMD
[xˆ∗(n)]3 3rd-order harmonics
xˆ3(n) Mirror image of 3rd-order harmonics
The power of the distortion caused by receiver nonlinearities
is proportional to the power of the signal. Therefore strong
signals may cause significant amount of distortion to neigh-
boring channels which can interfere with spectrum sensing.
The interference impact is two-fold. On the one hand, the
distortion may cause false alarms in energy detectors and also
in cyclostationary feature detectors, if the distortion possess
similar features as the original signal [6]. On the other hand,
the distortion may mask weak signals so that feature detectors
are not able to discover them, i.e., missed detections are
caused.
Receiver nonlinearities may cause problems even if the
spectrum sensing is not necessary. Vacant channels might be
known, e.g., due to a priori information from a centralized
database. However, spectrum access is challenging due to the
receiver nonlinearities, if strong adjacent-channel signals are
concurrently present. This is especially true in case of non-
contiguous spectrum access, if the strong blocking signals
are located between the exploited non-contiguous spectrum
chunks.
III. COMPENSATION OF RECEIVER NONLINEARITIES
This section gives descriptions of two feasible methods for
receiver linearization. First method adaptively finds a receiver
nonlinearity model for cancelling nonlinear distortion, where
as second method uses calibration signal to find post-inverse
model for receiver nonlinearities.
A. Adaptive Interference Cancellation
AIC principle is described in [15] as it is also employed in
this paper. The basic idea is illustrated with a block diagram
in Fig. 2. A digitized signal is split into main branch and
reference branch. The latter one contains only the blockers
whereas the main branch all the other received signal content
except the blockers. The nonlinear distortion generated by the
received front-end is re-generated in the reference branch by
applying in parallel different polynomial terms to the blockers.
In order to avoid over-complicated system, only the essential
terms are used from the overall model described in Section II.
The selected nonlinearity terms for the AIC are listed in
Table II. Notation xˆ(t) refers to the estimate of x(t) which
is obtained with the bandpass filter shown in Fig. 2. The
re-generated nonlinear distortion is then subtracted from the
main branch thus compensating the nonlinear distortion in the
received signal. Proper adaptive weights (or filters in case
of nonlinearities with memory) can be found by using, e.g.,
the classical least-mean square (LMS) algorithm. If blocker
signals are also desired to be received, they can be added back
to the main branch signal after the processing as suggested by
the dashed line in Fig. 2.
B. Calibration-Based Post-Inverse
In general, the effect of polynomial nonlinearity can be
compensated with a post-inverse model. However, finding an
exact inverse can be challenging and typically even simple
polynomials have inverses of infinite order [13], [14]. For
compensating receiver nonlinearities, this paper proposes using
a post-inverse having terms listed in Table III. These terms
are based on receiver modeling described in Section II. Only
the most essential terms are selected to limit the complexity.
Compared to the AIC terms in Table II, inverse modeling
requires also the linear signal term and higher order IMD
term. The principle of the proposed post-inverse processing
is shown in Fig. 3. During the normal receiver operation, the
received distorted signal after ADC is fed to the post-inverse
nonlinearity model which then outputs the less distorted signal.
The weights (or filters in case of nonlinearities with memory)
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Fig. 3. Block diagram illustrating the principle of calibration-based post-
inverse for receiver linearization. Conceptual spectra illustrate the processing
flow for one weak signal and one strong blocking signal.
TABLE III
TERMS USED IN INVERSE NONLINEARITY MODELING
Terms Interpretation
yBB(n) Distorted signal
y∗BB(n) Mirror image of distorted signal
B2(n)yBB(n) 3rd-order IMD
B2(n)y∗BB(n) Mirror image of 3rd-order IMD
[y∗BB(n)]
3 3rd-order harmonics
y3BB(n) Mirror image of 3rd-order harmonics
B4(n)yBB(n) 5th-order IMD
of the post-inverse nonlinearity model are adapted using a
calibration signal. This can be done during the idle periods in
the reception. Using the transmitter, the calibration signal is
fed to the receiver front-end. Due to the known calibration sig-
nal, the weights/filters of the post-inverse nonlinearity model
can be found using, e.g., the LMS algorithm. In principle,
the calibration signal can be any wideband signal that the
transmitter can properly generate and the digital version of
it is known by the receiver.
IV. SIMULATION RESULTS FOR COMPENSATION METHOD
COMPARISON
Simulations examples in this section focus on a wideband
OFDM mobile receiver capable of non-contiguous spectrum
access. All essential simulation parameters are given in Ta-
ble IV. A two-tone calibration signal with -27 dBm average
power at the receiver input is used by the inverse method in
all the simulations presented here.
First example considers two 10-MHz wide blocker signals
at down-converted center frequencies of 10 MHz and 30 MHz,
average received signal power being -33 dBm. Spectrum illus-
tration is given in Fig. 4. The mirror images of the blockers can
be seen at -10 MHz and -30 MHz. The IMD of the blockers
is widely spread around the spectrum. It consists of spreading
around the center frequencies of the blockers and also IMD
caused by interaction between the blockers. The latter IMD
can be partially seen as a spreading around -10 MHz. In the
simulations, the weights for the nonlinearity models in both
TABLE IV
SIMULATION PARAMETERS
Parameter Value
LNA gain 15 dB
LNA IIP3 -10 dBm
Mixer IRR 30 dB
Baseband gain 35 dB
Baseband IIP3 5 dBm
Sampling rate 80 MHz
Quantization 12 bits
Channel bandwidth 10 MHz
OFDM subcarrier spacing 15 kHz
Number of active subcarriers 600
Subcarrier modulation 16-QAM
Guard interval 1/4
compensation methods are found with block least-squares in
order to make the results as well comparable as possible. Fig. 4
illustrates also how well the compensation methods are able
to remove the distortion. The post-inverse method performs
slightly better due to the usage of calibration signal. AIC
reference signal suffers from inband distortion of the blockers,
because the reference is extracted from the received distorted
signal. In addition, reference signal extraction causes degraded
compensation performance at blocker band edges due to the
bandpass filter transition bands.
Second example has two weak signals at center frequencies
-20 MHz and 0 MHz in addition to the blockers of the previous
example. This scenario is shown in Fig. 5. It is evident from
the spectrum that reception of the weak signals is impossible
due to the vast amount of nonlinear distortion. However, both
compensation methods are performing well enough so that the
weak signals are clearly observable from the spectrum.
In order to provide wider view on the performance of the
compensation methods, distortion rejection ratio (DRR) is used
as a figure of merit. It is defined as
DRR =
S +N
D
, (5)
where S, N , and D are signal, noise, and distortion powers,
respectively. Fig. 6 presents wideband DRR as a function
of receiver signal power. Wideband DRR means that the
values are calculated for the whole 80-MHz reception band
excluding blocker signal bands. Received signal power is
stated as average power of the whole received waveform in
the LNA input. Weak signals are always having the same
-80 dBm average power per channel, but the power of the
blockers is varied. It is also interesting look at DRR of a
specific signal band. These narrowband DRR values are given
in Fig. 7 for the weak signal bands. When blocker power
increases, the uncompensated narrowband DRR decreases and
eventually there is more distortion power than useful signal
power. The calibration-based post-inverse method is able to
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Fig. 4. Spectral illustration of nonlinearity compensation performance with
two blocker signals having down-converted center frequencies 10 MHz and
30 MHz, average received signal power being -33 dBm.
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Fig. 5. Spectral illustration of nonlinearity compensation performance with
two weak signals having down-converted center frequencies -20 MHz and
0 MHz concurrently with two blocker signals (at 10 MHz and 30 MHz),
average received signal power being -33 dBm.
provide similar DRR values for both weak signals where as
AIC gives slightly lower DRR for the weak signal around
0 MHz. This is because AIC uses bandpass filter to pick
the blockers and the compensation is not perfect in the filter
transition band where the weak signal is partially located.
In the provided examples, both compensation methods are
performing well. However, these methods have some fun-
damental differences which indicates that it is application
specific issue which one is more suitable. AIC is able to
adapt its model coefficients continuously during the normal
receiver operation and is therefore able to quickly follow
the changes in nonlinearities, which may happen due to the
variations in environmental conditions such as in temperature.
On the other hand, AIC extracts a reference signal from the
received distorted signal, which decreases the accuracy of
−70 −60 −50 −40 −30 −20
−40
−30
−20
−10
0
10
20
30
Received Signal Power (dBm)
W
id
eb
an
d 
DR
R 
(dB
)
 
 
Uncompensated
AIC
Inverse
Fig. 6. Wideband distortion rejection ratio as a function of received
signal power. The whole reception band excluding blockers are considered
in wideband DRR.
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Fig. 7. Narrowband distortion rejection ratio as a function of received signal
power. Narrowband DRR considers only a specific weak signal band.
the interference cancellation. The post-inverse method uses
calibration signal which guarantees more accurate nonlinearity
modeling. However, the calibration cannot be done during the
normal receiver operation. Other difference is that the post-
inverse method removes distortion from the whole reception
band whereas AIC is able to only cancel distortion outside the
blocker bands. This may be a problem only if also the blocker
signals are desired to be demodulated by the receiver. From
the complexity point of view, the post-inverse method is more
simple since it does not use the bandpass and bandstop filters
required in AIC. Furthermore, the post-inverse method does
not require the knowledge about blocker band locations and
bandwidths.
It is worth noticing that the coefficients in the calibration-
based post-inverse model are independent of the received sig-
nal power, at least up to the calibration signal power. However,
they depend on the receiver front-end nonlinearities and gains.
Therefore the calibrated post-inverse model coefficients are di-
rectly valid only for certain receiver front-end configuration. If,
e.g., amplifier gains are adjusted, also the optimal post-inverse
model coefficients may change. One option is to calibrate
different set of inverse-model coefficients for different receiver
front-end configurations. Other option is to calibrate only once,
but weight the inverse-model coefficients properly according
to the gain adjustments. In both options, some knowledge
about the receiver front-end configuration is required. This is
a reasonable requirement because, e.g., the receiver gains are
typically digitally controlled and therefore information about
gain changes is available for the compensation method.
V. CONCLUSION
This paper discussed and developed digital post-processing
methods for linearizing wideband radio receivers in order
to enhance wideband non-contiguous spectrum sensing and
access. Two methods, adaptive interference cancellation and
calibration-based post-inverse, were compared with computer
simulations in challenging non-contiguous spectrum access
scenario with strong blocking signals. The post-inverse method
is able to provide better linearization performance, but is
only suitable for applications where calibration periods are
allowed. Adaptive interference cancellation method is able
to work without calibration, but is computationally more
complex. However, both methods are waveform-independent
and therefore applicable to wide variety of systems.
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