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Abstract. We present the new results on stability and semi-classical limit in a semiconductor
full quantum hydrodynamic (FQHD) model with non-flat doping profile. The FQHD model can
be used to analyze the thermal and quantum influences on the transport of carriers (electrons
or holes) in semiconductor device. Inspired by the physical motivation, we consider the initial-
boundary value problem of this model over the one-dimensional bounded domain and adopt
the ohmic contact boundary condition and the vanishing bohmenian-type boundary condition.
Firstly, the existence and asymptotic stability of a stationary solution are proved by Leray-
Schauder fixed-point theorem, Schauder fixed-point theorem and the refined energy method.
Secondly, we show the semi-classical limit results for both stationary solutions and global solu-
tions by the elaborate energy estimates and the compactness argument. The strong convergence
rates of the related asymptotic sequences of solutions are also obtained.
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1 Introduction
In the mathematical modeling of the nano-size semiconductor devices (e.g. HEMTs,
MOSFETs, RTDs and superlattice devices ), the quantum effects (like particle tunneling
through potential barriers and particle buildup in quantum wells) take place and can not
be simulated by classical hydrodynamic models. Therefore, the quantum hydrodynami-
cal (QHD) equations are important and dominative in the description of the motion of
electrons or holes transport under the self-consistent electric field.
The QHD conservation laws have the same form as the classical hydrodynamic equa-
tions (for simplicity, we treat the flow of electrons in the self-consistent electric field for
unipolar devices): 

∂tn + ∂xkjk = 0, (1.1a)
∂tjl + ∂xk(ukjl − Pkl) = n∂xlφ−
jl
τm
, l = 1, 2, 3, (1.1b)
∂te + ∂xk(uke− ulPkl + qk) = jk∂xkφ+ Ce, (1.1c)
λ2∆φ = n−D(x), (1.1d)
where n > 0 is the electron density, u = (u1, u2, u3) is the velocity, j = (j1, j2, j3) is the
momentum density, P = (Pkl) is the stress tensor, φ is the self-consistent electrostatic
potential, e is the energy density, q = (q1, q2, q3) is the heat flux. Indices k, l equal 1, 2, 3,
and repeated indices are summed over using the Einstein convention. Equation (1.1a)
expresses conservation of electron number, (1.1b) expresses conservation of momentum,
and (1.1c) expresses conservation of energy. The last terms in (1.1b) and (1.1c) represent
electron scattering (the collision terms may include the effects of electron-phonon and
electron-impurity collisions, intervalley and interband scattering), which is modeled by
the standard relaxation time approximation with momentum and energy relaxation times
τm > 0 and τe > 0. The energy relaxation term Ce is given by
Ce = − 1
τe
(
1
2
n|u|2 + 3
2
n(θ − θL)
)
,
where θ > 0 is the electron temperature and θL > 0 is the temperature of the semiconduc-
tor lattice in energy units. The transport equations (1.1a)∼(1.1c) are coupled to Poisson’s
equation (1.1d) for the self-consistent electrostatic potential, where λ > 0 is the Debye
length, D = Nd − Na is the doping profile, Nd > 0 is the density of donors, and Na > 0
is the density of acceptors.
The QHD equations (1.1a)∼(1.1c) are derived as a set of nonlinear conservation laws
by a moment expansion of the Wigner-Boltzmann equation [31] and an expansion of the
thermal equilibrium Wigner distribution function to O(ε2), where ε > 0 is the scaled
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Planck constant. However, to close the moment expansion at the first three moments, we
must define, for example, j, P , e and q in terms of n, u and θ. According to the closure
assumption [6], up to order O(ε2), we define the momentum density j, the stress tensor
P = (Pkl), the energy density e and the heat flux q as follows:
j = nu, Pkl = −nθδkl + ε
2
2
n∂xk∂xl lnn,
e =
3
2
nθ +
1
2
n|u|2 − ε
2
4
n∆ lnn, q = −κ∇θ − 3ε
2
4
n∆u,
with the Kronecker symbol δkl and the heat conductivity κ > 0. The quantum correction
to the stress tensor was first stated in the semiconductor context by Ancona and Iafrate
[1] and Ancona and Tiersten [2]. Since
ε2
2
div(n(∇⊗∇) lnn) = ε2n∇
(
∆
√
n√
n
)
,
it can be interpreted as a force including the Bohm potential ε2∆
√
n/
√
n [5]. The quan-
tum correction to the energy density was first derived by Wigner [31]. The heat con-
duction term consists of a classical Fourier law −κ∇θ plus a new quantum contribution
−3ε2n∆u/4 which can be interpreted as a dispersive heat flux [7, 11]. For details on the
more general quantum models for semiconductor devices, one can refer to the references
[12, 23, 33].
Interestingly, most quantum terms cancel out in the energy equation (1.1c). In fact, by
substituting the above expressions for Ce, j, P , e and q into (1.1), a computation yields
the multi-dimensional full quantum hydrodynamic (FQHD) model for semiconductors as
follows.

nt + div(nu) = 0, (1.2a)
(nu)t + div(nu⊗ u) +∇(nθ)− ε2n∇
(
∆
√
n√
n
)
= n∇φ− nu
τm
, (1.2b)
nθt + nu · ∇θ + 2
3
nθdivu− 2
3
div(κ∇θ)
−ε
2
3
div(n∆u) =
2τe − τm
3τmτe
n|u|2 − n(θ − θL)
τe
,(1.2c)
λ2∆φ = n−D(x). (1.2d)
Comparing with the classical full hydrodynamic (FHD) model, the new feature of the
FQHD model is the Bohm potential term
−ε2n∇
(
∆
√
n√
n
)
3
in the momentum equation (1.2b) and the dispersive velocity term
−ε
2
3
div(n∆u)
in the energy equation (1.2c). Both of them are called quantum correction terms (or
dispersive terms) and belong to the third-order derivative terms of the system (1.2).
Recently, the study concerning the semiconductor quantum models and the related
quantum systems has become popular. Ju¨ngel and Li [14, 15] investigated the one-
dimensional unipolar isentropic QHD model with the Dirichlet-Neumann boundary con-
dition and the flat doping profile. The authors proved the existence, uniqueness and
exponential stability of the subsonic stationary solution for the quite general pressure-
density function. Nishibata and Suzuki [24] reconsidered this QHD model with isother-
mal simplification and the vanishing bohmenian-type boundary condition. The authors
generalized Ju¨ngel and Li’s results to the non-flat doping profile case and also discussed
the semi-classical limit for both stationary and global solutions. Hu, Mei and Zhang [9]
generalized Nishibata and Suzuki’s results to the bipolar case with non-constant but flat
doping profile. Huang, Li and Matsumura [10] proved the existence, exponential stability
and semi-classical limit of stationary solution of Cauchy problem for the one-dimensional
isentropic unipolar QHD model. Li and Yong [21] studied the nonlinear diffusion phe-
nomena on the Cauchy problem of the one-dimensional isentropic bipolar QHD model.
The authors proved the algebraic stability of the diffusion waves.
In multi-dimensional case, Ju¨ngel [13] first considered the unipolar stationary isother-
mal and isentropic QHD model for potential flows on a bounded domain. The existence
of solutions was proved under the assumption that the electric energy was small com-
pared to the thermal energy, where Dirichlet boundary conditions were addressed. This
result was then generalized to bipolar case by Liang and Zhang [19]. Unterreiter [30]
proved the existence of the thermal equilibrium solution of the bipolar isentropic QHD
model confined to a bounded domain by variational analysis, and the semi-classical limit
is carried out recovering the minimizer of the limiting functional. This result recently was
developed by Di Michele, Mei, Rubino and Sampalmieri [22] to a new model of the bipo-
lar isentropic hybrid quantum hydrodynamics. Regarding the unipolar QHD model for
irrotational fluid in spatial periodic domain, the global existence of the dynamic solutions
and the exponential convergence to their equilibria were artfully proved by Li and Marcati
in [18]. Remarkably, the weak solutions with large initial data for the quantum hydrody-
namic system in multiple dimensions were further obtained by Antonelli and Marcati in
[3, 4]. Li, Zhang and Zhang [20] investigated the large-time behavior of solutions to the
initial value problem of the isentropic QHD model in the whole space R3 and obtained
4
the algebraic time-decay rate, and further showed in [34] the semi-classical and relaxation
limits of global solutions. Recently, Pu and Guo [27] studied the Cauchy problem of a
quantum hydrodynamic equations with viscosity and heat conduction in the whole space
R
3. The global existence around a constant steady-state and semi-classical limit of the
global solutions were shown by the energy method. This result was developed by Pu and
Xu [28], the authors obtained the optimal convergence rates to the constant equilibrium
solution by the pure energy method and negative Sobolev space estimates.
However, all of these research results more or less have some limitations from both
physical and mathematical points of view. Actually, in practical applications, the semi-
conductor quantum models should be treated under the following physically motivated
settings which make the mathematical analysis more difficult:
(1) The model system should be considered on a bounded domain Ω and be supple-
mented by physical boundary conditions.
(2) In realistic semiconductor devices, the doping profile will be a non-flat function of
the spatial variable. For instance, it has two steep slops in n+ − n− n+ diodes [6].
Therefore, we should assume the continuity and positivity only to cover the actual
devices. Namely,
D ∈ C(Ω), inf
x∈Ω
D(x) > 0. (1.3)
(3) To study the FQHD model which includes the quantum corrected energy equation is
essentially significant for understanding the quantum transport of the hot carriers in
semiconductor devices. The new feature is that one has to investigate both thermal
and quantum effects in the more complex model system than the various simplified
models.
In this paper, under the above physical principle settings (1)∼(3), we will study the
FQHD model (1.2) in one space dimension with τm = τe = κ = λ = 1. Namely, we
consider 

nt + jx = 0, (1.4a)
jt +
(
j2
n
+ nθ
)
x
− ε2n
[(√
n
)
xx√
n
]
x
= nφx − j, (1.4b)
nθt + jθx +
2
3
nθ
(
j
n
)
x
− 2
3
θxx − ε
2
3
[
n
(
j
n
)
xx
]
x
=
1
3
j2
n
− n(θ − θL), (1.4c)
φxx = n−D(x), ∀t > 0, ∀x ∈ Ω := (0, 1), (1.4d)
with the initial condition
(n, j, θ)(0, x) = (n0, j0, θ0)(x), (1.5)
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and the boundary conditions
n(t, 0) = nl, n(t, 1) = nr, (1.6a)(√
n
)
xx
(t, 0) =
(√
n
)
xx
(t, 1) = 0, (1.6b)
θ(t, 0) = θl, θ(t, 1) = θr, (1.6c)
φ(t, 0) = 0, φ(t, 1) = φr, (1.6d)
where the boundary data nl, nr, θl, θr and φr are positive constants. The vanishing
bohmenian-type boundary condition (1.6b) means that the quantum Bohm potential van-
ishes on the boundary, which is derived in [6, 26] and is also physically reasonable. The
other boundary conditions in (1.6) are called ohmic contact boundary condition. In or-
der to establish the existence of a classical solution, we further assume the initial data
(n0, j0, θ0) is compatible with the boundary data (1.6a)∼(1.6c) and nt(t, 0) = nt(t, 1) = 0,
namely,
n0(0) = nl, n0(1) = nr, θ0(0) = θl, θ0(1) = θr,
j0x(0) = j0x(1) =
(√
n0
)
xx
(0) =
(√
n0
)
xx
(1) = 0. (1.7)
An explicit formula of the electrostatic potential
φ(t, x) =Φ[n](t, x)
:=
∫ x
0
∫ y
0
(
n(t, z)−D(z))dzdy +
(
φr −
∫ 1
0
∫ y
0
(
n(t, z)−D(z))dzdy
)
x, (1.8)
follows from (1.4d) and (1.6d).
In consideration of the solvability of the system (1.4), the following properties
inf
x∈Ω
n > 0, inf
x∈Ω
θ > 0, (1.9a)
inf
x∈Ω
S[n, j, θ] > 0, where S[n, j, θ] := θ − j
2
n2
(1.9b)
attract our main interest. The condition (1.9a) means the positivity of the electron density
and temperature. The other one (1.9b) is called the subsonic condition . Apparently, if
we want to construct the solution in the physical region where the conditions (1.9) hold,
then the initial data (1.5) must satisfy the same conditions
inf
x∈Ω
n0 > 0, inf
x∈Ω
θ0 > 0, inf
x∈Ω
S[n0, j0, θ0] > 0. (1.10)
The strength of the boundary data, which is defined by
δ := |nl − nr|+ |θl − θL|+ |θr − θL|+ |φr|, (1.11)
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plays a crucial role in the proofs of our main results in what follows.
The first aim in this paper is to investigate the existence, uniqueness and asymptotic
stability of the stationary solution satisfying the following boundary value problem,

j˜x = 0, (1.12a)
S[n˜, j˜, θ˜]n˜x + n˜θ˜x − ε2n˜
[(√
n˜
)
xx√
n˜
]
x
= n˜φ˜x − j˜, (1.12b)
j˜θ˜x − 2
3
j˜θ˜
(
ln n˜
)
x
− 2
3
θ˜xx − ε
2
3
[
n˜
(
j˜
n˜
)
xx
]
x
=
1
3
j˜2
n˜
− n˜(θ˜ − θL), (1.12c)
φ˜xx = n˜−D(x), ∀x ∈ Ω, (1.12d)
and
n˜(0) = nl, n˜(1) = nr, (1.13a)(√
n˜
)
xx
(0) =
(√
n˜
)
xx
(1) = 0, (1.13b)
θ˜(0) = θl, θ˜(1) = θr, (1.13c)
φ˜(0) = 0, φ˜(1) = φr. (1.13d)
The second aim in the present paper is to study the singular limit as the scaled
Planck constant ε > 0 tends to zero in both the stationary problem (1.12)∼(1.13) and
the transient problem (1.4)∼(1.6). Formally, we let ε = 0 in the model system (1.4) and
its stationary counterpart (1.12), respectively, we then obtain the following limit systems.
The limit transient system can be written as

n0t + j
0
x = 0, (1.14a)
j0t +
(
(j0)2
n0
+ n0θ0
)
x
= n0φ0x − j0, (1.14b)
n0θ0t + j
0θ0x +
2
3
n0θ0
(
j0
n0
)
x
− 2
3
θ0xx =
1
3
(j0)2
n0
− n0(θ0 − θL), (1.14c)
φ0xx = n
0 −D(x), ∀t > 0, ∀x ∈ Ω, (1.14d)
and is supplemented by the same initial and ohmic contact boundary conditions with
(1.5) and (1.6),
(n0, j0, θ0)(0, x) = (n0, j0, θ0)(x), (1.15)
and
n0(t, 0) = nl, n
0(t, 1) = nr, (1.16a)
θ0(t, 0) = θl, θ
0(t, 1) = θr, (1.16b)
φ0(t, 0) = 0, φ0(t, 1) = φr. (1.16c)
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We call the limit system (1.14) as the full hydrodynamic (FHD) model for semiconductor
devices. The limit stationary system is the stationary version of the FHD model (1.14),
it can be written by

j˜0x = 0, (1.17a)
S[n˜0, j˜0, θ˜0]n˜0x + n˜
0θ˜0x = n˜
0φ˜0x − j˜0, (1.17b)
j˜0θ˜0x −
2
3
j˜0θ˜0
(
ln n˜0
)
x
− 2
3
θ˜0xx =
1
3
(j˜0)2
n˜0
− n˜0(θ˜0 − θL), (1.17c)
φ˜0xx = n˜
0 −D(x), ∀x ∈ Ω, (1.17d)
and is supplemented by the same ohmic contact boundary condition with (1.13),
n˜0(0) = nl, n˜
0(1) = nr, (1.18a)
θ˜0(0) = θl, θ˜
0(1) = θr, (1.18b)
φ˜0(0) = 0, φ˜0(1) = φr. (1.18c)
Throughout the rest of this paper, we will use the following notations. For a nonneg-
ative integer l ≥ 0, H l(Ω) denotes the l-th order Sobolev space in the L2 sense, equipped
with the norm ‖ · ‖l. In particular, H0 = L2 and ‖ · ‖ := ‖ · ‖0. For a nonnegative integer
k ≥ 0, Ck(Ω) denotes the k-times continuously differentiable function space, equipped
with the norm |f |k :=
∑k
i=0 supx∈Ω |∂ixf(x)|. The positive constants C, C1, · · · only de-
pend on nl, θL and |D|0. If the constants C, C1, · · · additionally depend on some other
quantities α, β, · · · , we write C(α, β, · · · ), C1(α, β, · · · ), · · · . The notations Xlm, Ylm and
Z denote the function spaces defined by
Xlm([0, T ]) :=
m⋂
k=0
Ck([0, T ];H l+m−k(Ω)),
Ylm([0, T ]) :=
[m/2]⋂
k=0
Ck([0, T ];H l+m−2k(Ω)), for m, l = 0, 1, 2, · · · ,
Z([0, T ]) := C2([0, T ];H2(Ω)).
The limit problems (1.14)∼(1.16) and (1.17)∼(1.18) have been studied by Nishibata
and Suzuki [25]. The authors obtain the existence, uniqueness and asymptotic stability
of the stationary solution. The corresponding results are stated in the following lemmas.
Lemma 1.1 (Existence and uniqueness of the limit stationary solution, [25]). Let the
doping profile and the boundary data satisfy conditions (1.3) and (1.18). For arbitrary
positive constants nl and θL, there exist three positive constants δ1, c and C such that if
δ ≤ δ1, then the BVP (1.17)∼(1.18) has a unique solution (n˜0, j˜0, θ˜0, φ˜0) satisfying the
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condition (1.9) in the space C2(Ω)× C2(Ω)×H3(Ω) × C2(Ω). Moreover, the stationary
solution satisfies the estimates
0 < c ≤ n˜0, θ˜0, S[n˜0, j˜0, θ˜0] ≤ C, |j˜0|+ ‖θ˜0 − θL‖3 ≤ Cδ, |(n˜0, φ˜0)|2 ≤ C. (1.19)
Lemma 1.2 (Stability of the limit stationary solution, [25]). Let the doping profile
and the boundary data satisfy conditions (1.3) and (1.16). Assume that the initial data
(n0, j0, θ0) ∈
[
H2(Ω)
]3
and satisfies the conditions (1.7) and (1.10). For arbitrary pos-
itive constants nl and θL, there exist three positive constants δ2, γ1 and C such that if
δ+‖(n0− n˜0, j0− j˜0, θ0− θ˜0)‖2 ≤ δ2, then the IBVP (1.14)∼(1.16) has a unique global so-
lution (n0, j0, θ0, φ0) satisfying the condition (1.9) in the space X2([0,∞))×
[
X11([0,∞))∩
H2loc(0,∞;L2(Ω))
]×[Y2([0,∞))∩H1loc(0,∞;H1(Ω))]×Z([0,∞)). Moreover, the solution
verifies the additional regularity φ0 − φ˜0 ∈ X22([0,∞)) and the decay estimate
‖(n0 − n˜0, j0 − j˜0, θ0 − θ˜0)(t)‖2 + ‖(φ0 − φ˜0)(t)‖4
≤ C‖(n0 − n˜0, j0 − j˜0, θ0 − θ˜0)‖2 e−γ1t, ∀t ∈ [0,∞). (1.20)
Now, we are in the position to state the main results in this paper. Firstly, the exis-
tence and uniqueness of the quantum stationary solution is summarized in the following
theorem.
Theorem 1.3 (Existence and uniqueness of the quantum stationary solution). Suppose
that the doping profile and the boundary data satisfy conditions (1.3) and (1.13). For
arbitrary positive constants nl and θL, there exist three positive constants δ3, ε1(≤ 1) and
C such that if δ ≤ δ3 and 0 < ε ≤ ε1, then the BVP (1.12)∼(1.13) has a unique solution
(n˜ε, j˜ε, θ˜ε, φ˜ε) ∈ H4(Ω) ×H4(Ω) ×H3(Ω) × C2(Ω) satisfying the condition (1.9) and the
uniform estimates
0 < b2 ≤ n˜ε ≤ B2, 0 < 1
2
θL ≤ θ˜ε ≤ 3
2
θL, (1.21a)
‖n˜ε‖2 + ‖(ε∂3xn˜ε, ε2∂4xn˜ε)‖+ |φ˜ε|2 ≤ C, (1.21b)
|j˜ε|+ ‖θ˜ε − θL‖3 ≤ Cδ, (1.21c)
where the positive constants B and b are defined as follows
B :=
3
2
√
nl e
2|D|0/θL , b :=
1
2
√
nl e
−(B2+2|D|0)/θL . (1.22)
The asymptotic stability of the quantum stationary solution is stated in the next
theorem.
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Theorem 1.4 (Stability of the quantum stationary solution). Assume that the doping
profile and the boundary data satisfy conditions (1.3) and (1.6). Let the initial data
(n0, j0, θ0) ∈ H4(Ω) × H3(Ω) × H2(Ω) and satisfies the conditions (1.7) and (1.10).
For arbitrary positive constants nl and θL, there exist four positive constants δ4, ε2,
γ2 and C such that if 0 < ε ≤ ε2 and δ + ‖(n0 − n˜ε, j0 − j˜ε, θ0 − θ˜ε)‖2 + ‖(ε∂3x(n0 −
n˜ε), ε∂3x(j0− j˜ε), ε2∂4x(n0− n˜ε))‖ ≤ δ4, then the IBVP (1.4)∼(1.6) has a unique global so-
lution (nε, jε, θε, φε) satisfying the condition (1.9) in
[
Y4([0,∞)) ∩H2loc(0,∞;H1(Ω))
] ×[
Y3([0,∞)) ∩ H2loc(0,∞;L2(Ω))
] × [Y2([0,∞)) ∩ H1loc(0,∞;H1(Ω))] × Z([0,∞)). More-
over, the solution verifies the additional regularity φε − φ˜ε ∈ Y24([0,∞)) and the decay
estimate
‖(nε − n˜ε, jε − j˜ε, θε − θ˜ε)(t)‖2
+ ‖(ε∂3x(nε − n˜ε), ε∂3x(jε − j˜ε), ε2∂4x(nε − n˜ε))(t)‖+ ‖(φε − φ˜ε)(t)‖4
≤ C
(
‖(n0 − n˜ε, j0 − j˜ε, θ0 − θ˜ε)‖2
+ ‖(ε∂3x(n0 − n˜ε), ε∂3x(j0 − j˜ε), ε2∂4x(n0 − n˜ε))‖
)
e−γ2t, ∀t ∈ [0,∞). (1.23)
It is naturally expected that the solution (nε, jε, θε, φε) of the quantum system (1.4) ap-
proaches the solution (n0, j0, θ0, φ0) of the limit system (1.14) as ε tends to zero. To justify
this expectation, we first consider the convergence of the stationary solutions. Precisely,
we show that the quantum stationary solution (n˜ε, j˜ε, θ˜ε, φ˜ε) of the BVP (1.12)∼(1.13)
converges to the limit stationary solution (n˜0, j˜0, θ˜0, φ˜0) of the BVP (1.17)∼(1.18) as ε
tends to zero. Then, we further study the convergence of the global solutions. The former
result is summarized in the following theorem.
Theorem 1.5 (Semi-classical limit of the stationary solutions). Suppose that the same
conditions in Lemma 1.1 and Theorem 1.3 hold. For arbitrary positive constants nl and
θL, there exist two positive constants δ5 and C such that if δ ≤ δ5, then for all 0 < ε ≤ ε1
(where ε1 is given in Theorem 1.3) the following convergence estimate
‖n˜ε − n˜0‖1 + |j˜ε − j˜0|+ ‖θ˜ε − θ˜0‖2 + ‖φ˜ε − φ˜0‖3 ≤ Cε, (1.24a)
holds true. Furthermore,
∥∥(∂2x(n˜ε − n˜0), ε∂3xn˜ε, ε2∂4xn˜ε, ∂3x(θ˜ε − θ˜0), ∂4x(φ˜ε − φ˜0))∥∥→ 0, as ε→ 0. (1.24b)
The semi-classical limit of the transient problem is stated in the next theorem.
Theorem 1.6 (Semi-classical limit of the global solutions). Assume that the same con-
ditions in Lemma 1.2 and Theorem 1.4 hold. For arbitrary positive constants nl and θL,
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there exist four positive constants δ6, γ3, γ4 and C such that if
ε+ δ + ‖(n0 − n˜ε, j0 − j˜ε, θ0 − θ˜ε)‖2
+
∥∥(ε∂3x(n0 − n˜ε), ε∂3x(j0 − j˜ε), ε2∂4x(n0 − n˜ε))∥∥ ≤ δ6, (1.25)
then the following convergence estimates
‖(nε − n0, jε − j0, θε − θ0)(t)‖1 + ‖(φε − φ0)(t)‖3 ≤ Ceγ3tε1/2, ∀t ∈ [0,∞), (1.26a)
and
sup
t∈[0,∞)
(
‖(nε − n0, jε − j0, θε − θ0)(t)‖1 + ‖(φε − φ0)(t)‖3
)
≤ Cεγ4 (1.26b)
hold true.
Now, we illustrate the main ideas and the key technical points in the proofs of the
above theorems. Firstly, we apply the Schauder fixed-point theorem to solve the stationary
problem (1.12)∼(1.13). To this end, we heuristically construct a fixed-point mapping
T , see (2.7), through a careful observation on the structure of the stationary FQHD
model (1.12). Roughly speaking, in order to deal with the Bohm potential term in the
stationary momentum equation (1.12b), we introduce a transformation w˜ :=
√
n˜ and
reduce the stationary momentum equation to a parameter-dependent semilinear elliptic
equation of the second order with the nonlocal terms by using the vanishing bohmenian-
type boundary condition (1.13b). In order to treat the dispersive velocity term in the
stationary energy equation (1.12c), the desired mapping T has to be defined by solving
two carefully designed nonlocal problems (P1) and (P2) in turn, see (2.8) and (2.10).
The unique solvability of both (P1) and (P2) can be proved by using the Leray-Schauder
fixed-point theorem and energy estimates. This ensure that the mapping T is well-defined.
During the proof, the main difficulty is to establish the uniform (in ε) estimates (2.9) and
(2.11).
Secondly, the existence of the global-in-time solution and the asymptotic stability of
the stationary solution can be proved by the standard continuation argument based on
the local existence and the uniform a priori estimate. Similar to the stationary problem,
we also introduce a transformation w :=
√
n to conveniently deal with the Bohm potential
term in the momentum equation (1.4b). The local existence result is proved by combining
the iteration method with the energy estimates. The unique solvability of the linearized
problem (3.7)∼(3.9) used to design the iteration scheme is shown in Appendix by Galerkin
method, where we have used the existence result in [24] for a fourth order wave equa-
tion. The uniform a priori estimate is established by refined energy method. The proof is
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very complicated due to the non-flatness of the stationary density and the appearance of
the dispersive velocity term in the perturbed energy equation (3.15c). During the proof,
we find that the spatial derivatives of the perturbations (ψ, η, χ, σ) can be bounded by
the temporal derivatives of the perturbations (ψ, η, χ) with the help of the special struc-
ture of the perturbed system (3.15), see (3.65). Therefore, we only need to establish the
estimates of the temporal derivatives of the perturbations (ψ, η, χ) by using the homoge-
neous boundary condition (3.19). We also find the interplay of the dissipative-dispersive
effects in the FQHD model. Roughly speaking, the Bohm potential term in the perturbed
momentum equation (3.15b) contributes the quantum dissipation rate ‖ε∂kt ψxx(t)‖, see
(3.74). The dispersive velocity term in the perturbed energy equation (3.15c) contributes
the extra quantum dissipation rate ‖ε∂kt ψtx(t)‖, see (3.80). The dissipative property of
the dispersive velocity term plays a crucial role to close the uniform a priori estimate
(3.21).
Finally, we justify the semi-classical limit for both the stationary solutions and global
solutions by using the energy method and compactness argument. For stationary solu-
tions, in order to overcome the difficulties arising from the non-flatness of the stationary
density, we need to introduce the transformations z˜ε := ln n˜ε and z˜0 := ln n˜0. In addi-
tion, we also have to technically estimate a bad integral term I2 during establishing the
error estimate of the stationary temperature error variable Θ˜ε. Actually, we find that the
quantum stationary current density j˜ε and the limit stationary current density j˜0 possess
the same explicit formula (2.5) due to the vanishing bohmenian-type boundary condition.
Based on this fact, we can successfully overcome the difficulty in estimating the integral
term I2, see (4.21). For global solutions, we have to pay more attention on the influences
of the quantum corrected energy equation (4.59), see (4.72) and (4.83) for example, the
computations are very complicated. In the proof, the semi-classical limit of the stationary
solutions plays important role.
The paper is organized as follows. In Section 2, we prove the existence and uniqueness
of the stationary solution. Section 3 is devoted to the global existence and stability
analysis. In Subsection 3.1, we show the local existence. In Subsections 3.2∼3.5, we
reformulate the problem and establish the uniform a priori estimate. Section 4 is devoted
to the verification of the semi-classical limit. In Subsection 4.1, we discuss the stationary
case. In Subsection 4.2, we study the non-stationary case.
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2 Existence and uniqueness of the stationary solution
In this section, we show Theorem 1.3. The proof is based on the Schauder fixed-point
theorem (see Corollary 11.2 in [8]), the Leray-Schauder fixed-point theorem (see Theorem
11.3 in [8]) and the energy method.
Proof of Theorem 1.3. Since the proof is complicated, we divide it into several steps
for clarification.
Step 1. Reformulation of the problem . It is convenient to make use of the transfor-
mation w˜ :=
√
n˜. Inserting this transformation into the system (1.12), dividing the the
equation (1.12b) by w˜2 and integrating the resultant on [0, x) and then using the bound-
ary condition (1.13), applying the Green formula to the equation (1.12d) together with
the boundary condition (1.13d), via the necessary calculations, the above procedures yield
the following BVP with a constant current density j˜ (which will be determined later, see
(2.5) below),

ε2w˜xx = h(w˜, θ˜), (2.1a)
2
3
θ˜xx − j˜θ˜x + 2
3
j˜θ˜(ln w˜2)x − w˜2(θ˜ − θL) = g(w˜, θ˜; ε), x ∈ Ω, (2.1b)
with boundary conditions
w˜(0) = wl, w˜(1) = wr, (2.2a)
θ˜(0) = θl, θ˜(1) = θr, (2.2b)
where
F (a1, a2, a3) :=
a22
2a21
+ a3 + a3 ln a1, wl :=
√
nl, wr :=
√
nr, (2.3a)
φ˜(x) = G[w˜2](x) :=
∫ 1
0
G(x, y)(w˜2 −D)(y)dy + φrx, G(x, y) :=

x(y − 1), x < yy(x− 1), x > y ,
(2.3b)
h(w˜, θ˜) := w˜
[
F (w˜2, j˜, θ˜)− F (nl, j˜, θl)− φ˜−
∫ x
0
θ˜x ln w˜
2dy + j˜
∫ x
0
w˜−2dy
]
, (2.3c)
g(w˜, θ˜; ε) := −1
3
j˜2
w˜2
+
ε2
3
j˜
(
12w˜3x
w˜3
− 14w˜xw˜xx
w˜2
+
2w˜xxx
w˜
)
. (2.3d)
Next, taking value x = 1 in the equation (2.1a) and using the boundary condition
(1.13), we obtain the current-voltage relation
F (nr, j˜, θr)− F (nl, j˜, θl)− φr −
∫ 1
0
θ˜x ln w˜
2dy + j˜
∫ 1
0
w˜−2dy = 0. (2.4)
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Easy to see, the the equation (2.4) is a quadratic equation on j˜. Based on the subsonic
condition (1.9), we can uniquely solve j˜ provided w˜, θ˜ are given and the strength param-
eter δ is small enough. Precisely, the constant stationary current density j˜ satisfies the
following explicit formula
j˜ = J [w˜2, θ˜] := 2
(
b¯+
∫ 1
0
θ˜x ln w˜
2dy
)
K[w˜2, θ˜]−1, (2.5)
K[w˜2, θ˜] :=
∫ 1
0
w˜−2dy +
√(∫ 1
0
w˜−2dy
)2
+ 2
(
b¯+
∫ 1
0
θ˜x ln w˜2dy
)(
n−2r − n−2l
)
,
b¯ := φr − θr + θl − θr lnnr + θl lnnl.
It is obvious that the BVP (2.1)∼(2.2) combined with the explicit formulas (2.5) and
(2.3b) is equivalent to the original BVP (1.12)∼(1.13) under the transformation n˜ = w˜2
for positive smooth solution (w˜, θ˜).
Step 2. Construction of the fixed-point mapping. From now on, we focus on the unique
solvability of the BVP (2.1)∼(2.2). The system (2.1) is a one-dimensional semilinear
nonlocal elliptic system with a singular parameter ε ∈ (0, 1] in the principal part of its
first component equation (2.1a). To solve it, we adopt the conventional framework based
on the Schauder fixed-point theorem.
Observing the structure of the system (2.1), we can construct the fixed-point mapping
appropriately by the following procedure.
Firstly, we introduce a closed convex subset U [N1, N2] in the Banach space C2(Ω)
below, where N1 and N2 are positive constants to be determined later (see (2.59) below),
U [N1, N2] :=
{
q ∈ C2(Ω)
∣∣∣ ‖q − θL‖1 ≤ N1δ, ‖qxx‖ ≤ N2δ, q(0) = θl, q(1) = θr}.
(2.6)
Next, we define the fixed-point mapping
T : U [N1, N2] −→ H3(Ω)
q 7−→ Q (2.7)
by solving the following two problems in turn. For any fixed q ∈ U [N1, N2], we firstly
solve the problem (P1):
(P1)
{
ε2uxx = h(u, q), x ∈ Ω, (2.8a)
u(0) = wl, u(1) = wr. (2.8b)
For problem (P1), we claim the following fact, its proof will be given in the next step.
Claim 1. For given q ∈ U [N1, N2], if δ and ε are small enough, then
(P1) has a unique solution u = u[q] ∈ H4(Ω) satisfying the following uniform
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estimate with respect to ε, that is,
0 < b ≤ u(x) ≤ B, (2.9a)
‖u‖2 + ‖(ε∂3xu, ε2∂4xu)‖ ≤ C, (2.9b)
where the positive constants b and B are given by (1.22), and the positive
constant C only depends on nl, θL and |D|0.
Based on the Claim 1, for given function pair (u, q), we further solve the problem (P2):
(P2)


2
3
Qxx − JQx + 2
3
J∗(ln u
2)xθL +
2
3
J(ln u2)x(Q− θL)
−u2(Q− θL) = g(u, q; ε), x ∈ Ω, (2.10a)
Q(0) = θl, Q(1) = θr, (2.10b)
where J := J [u2, q] and J∗ := 2
(
b¯ +
∫ 1
0
Qx ln u
2dx
)
K[u2, q]−1. For problem (P2), we also
have a claim, its proof will be given in the Step 4.
Claim 2. For given (u, q) in Claim 1, if δ is small enough, then (P2) has
a unique solution Q ∈ H3(Ω) satisfying the following uniform estimate with
respect to ε, that is,
‖Q− θL‖1 ≤ C1δ + C2(b, B,N1)δ2, (2.11a)
‖Qxx‖ ≤ C3(b, B,N1)δ, (2.11b)
‖Qxxx‖ ≤ C4(b, B,N1, N2)δ, (2.11c)
where the positive constant C1 only depends on nl, θL and |D|0.
Step 3. Proof of Claim 1. Now, we begin to solve (P1). In order to avoid vacuum
u = 0, we consider a truncation problem (tP ) induced by (P1):
(tP )
{
ε2uxx = h(uαβ, q), x ∈ Ω, (2.12a)
u(0) = wl, u(1) = wr, (2.12b)
where
uαβ := max
{
β,min{α, u}}, 0 < 1
2
b =: β < α := 2B.
This problem can be solved by Leray-Schauder fixed-point theorem. To this end, we define
a fixed-point mapping T1 : r 7→ R over H1(Ω) by solving the linear problem:{
ε2Rxx = h(rαβ , q), x ∈ Ω, (2.13a)
R(0) = wl, R(1) = wr. (2.13b)
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In fact, for given q ∈ U [N1, N2] and r ∈ H1(Ω), the right-side h(rαβ, q) ∈ H1(Ω). Thus,
the linear BVP (2.13) has a unique solution R =: T1r ∈ H3(Ω) by the standard theory of
the elliptic equations. In addition, the mapping T1 is a continuous and compact mapping
from H1(Ω) into itself. Next, we show that there exists a positive constant M1 such that
‖v‖1 ≤ M1 for an arbitrary v ∈
{
f ∈ H1(Ω) | f = λT1f, ∀λ ∈ [0, 1]
}
. We may assume
λ > 0 as the case λ = 0 is trivial. It is sufficient to show that ‖v‖1 ≤ M1 for v satisfying
the following problem {
ε2vxx = λh(vαβ, q), x ∈ Ω, (2.14a)
v(0) = λwl, v(1) = λwr. (2.14b)
Performing the procedure∫ 1
0
(2.14a)× (v − λw¯)dx, where w¯(x) := wl(1− x) + wrx,
and using the Young inequality, the mean value theorem, the formula (2.5) and the esti-
mate |h(vαβ , q)| ≤ C, where C is a positive constant which only depends on α, β, nl, θL,
and |D|0. If δ is small enough, then these computations yield the desired estimate
‖v‖1 ≤ C
(
1 +
1
ε
)
=:M1. (2.15)
Based on the estimate (2.15), we can directly apply the Leray-Schauder fixed-point the-
orem to the mapping T1, and see that T1 has a fixed-point u = T1u ∈ H3(Ω) which is a
strong solution to the truncation problem (tP ).
Next, we can further provide a maximum principle argument for any strong solution
u to the truncation problem (tP ). Consequently, this result can help us to remove the
truncation in (tP ) and show that the solution u to the truncation problem (tP ) exactly
is a solution to the problem (P1).
We first establish the upper bound of uαβ. Before doing this, we note that if δ is small
enough, then q ∈ U [N1, N2] implies
0 <
1
2
θL ≤ q(x) ≤ 3
2
θL, ‖qx‖ ≤ N1δ, ‖qxx‖ ≤ N2δ. (2.16)
Now, we can establish the upper bound of uαβ by choosing the appropriate test functions
in H10 (Ω). To this end, we define n¯ := max{nl, nr} > 0, and perform the procedure∫ 1
0
−(2.12a)×
(
ln
u2αβ
n¯
)k
+
dx, k = 1, 2, 3, · · · , where (·)+ := max{0, ·}. (2.17)
The computations in terms of this procedure yield that∫ 1
0
−ε2uxx
(
ln
u2αβ
n¯
)k
+
dx =
∫ 1
0
−h(uαβ, q)
(
ln
u2αβ
n¯
)k
+
dx. (2.18)
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The left-side of (2.18) can be estimated as follows by integration by parts,
(2.18)l =
∫ 1
0
ε2ux
[(
ln
u2αβ
n¯
)k
+
]
x
dx
=
∫ 1
0
2ε2k
[(uαβ)x]
2
uαβ
(
ln
u2αβ
n¯
)k−1
+
dx ≥ 0. (2.19)
Based on the expression (2.3c), the estimate (2.16) and the Young inequality, we can
estimate the right-side of (2.18) as follows, where J¯ := J [u2αβ, q] satisfying the estimate
|J¯ | ≤ C(α, β,N1)δ. Namely,
(2.18)r =
∫ 1
0
−uαβ
[
F (u2αβ, J¯ , q)− F (nl, J¯ , θl)−G[u2αβ]
−
∫ x
0
qx ln u
2
αβdy + J¯
∫ x
0
u−2αβdy
](
ln
u2αβ
n¯
)k
+
dx
=
∫ 1
0
−uαβ
[
F (u2αβ, J¯ , q)− q ln n¯ + q ln n¯− F (nl, J¯ , θl)−G[u2αβ ]
−
∫ x
0
qx ln u
2
αβdy + J¯
∫ x
0
u−2αβdy
](
ln
u2αβ
n¯
)k
+
dx
=−
∫ 1
0
uαβq
(
ln
u2αβ
n¯
)k+1
+
dx
+
∫ 1
0
(
φrx−
∫ 1
0
G(x, y)D(y)dy− J¯
∫ x
0
u−2αβdy +
J¯2
2nl
)
uαβ
(
ln
u2αβ
n¯
)k
+
dx
+
∫ 1
0
(
θl lnnl − q ln n¯ + θl − q +
∫ x
0
qx ln u
2
αβdy
)
uαβ
(
ln
u2αβ
n¯
)k
+
dx
+
∫ 1
0
(∫ 1
0
G(x, y)︸ ︷︷ ︸
≤0
u2αβ(y)dy −
J¯2
2u4αβ
)
uαβ
(
ln
u2αβ
n¯
)k
+
dx
≤−
∫ 1
0
1
2
θLuαβ
(
ln
u2αβ
n¯
)k+1
+
dx+
∫ 1
0
(
C(N1)δ + |D|0
)
uαβ
(
ln
u2αβ
n¯
)k
+
dx
+
∫ 1
0
C(N1)δuαβ
(
ln
u2αβ
n¯
)k
+
dx+ 0
≤−
∫ 1
0
1
2
θLuαβ
(
ln
u2αβ
n¯
)k+1
+
dx+
∫ 1
0
2|D|0uαβ
(
ln
u2αβ
n¯
)k
+
dx if δ ≪ 1
=−
∫ 1
0
1
2
θLuαβ
(
ln
u2αβ
n¯
)k+1
+
dx+
∫ 1
0
2|D|0 2
θL
θL
2
uαβ
(
ln
u2αβ
n¯
)k
+
dx
=−
∫ 1
0
1
2
θLuαβ
(
ln
u2αβ
n¯
)k+1
+
dx+
∫ 1
0
1
2
θLuαβ
(
ln
u2αβ
n¯
)k
+
4|D|0
θL︸ ︷︷ ︸
by Young inequality
dx
≤−
∫ 1
0
1
2
θLuαβ
(
ln
u2αβ
n¯
)k+1
+
dx
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+∫ 1
0
1
2
θLuαβ
[
k
k + 1
(
ln
u2αβ
n¯
)k+1
+
+
1
k + 1
(
4|D|0
θL
)k+1]
dx
=− 1
k + 1
1
2
θL
∫ 1
0
uαβ
(
ln
u2αβ
n¯
)k+1
+
dx+
1
k + 1
1
2
θL
(
4|D|0
θL
)k+1 ∫ 1
0
uαβ︸︷︷︸
≤α
dx
≤ θL
2(k + 1)
[
−
∫ 1
0
uαβ
(
ln
u2αβ
n¯
)k+1
+
dx+ α
(
4|D|0
θL
)k+1]
. (2.20)
Inserting (2.19) and (2.20) into (2.18), we have the estimate∫ 1
0
√
n¯
(
ln
u2αβ
n¯
)k+1
+
dx ≤
∫ 1
0
uαβ
(
ln
u2αβ
n¯
)k+1
+
dx ≤ α
(
4|D|0
θL
)k+1
, (2.21)
which implies ∥∥∥∥
(
ln
u2αβ
n¯
)
+
∥∥∥∥
Lk+1(Ω)
≤
(
α√
n¯
) 1
k+1 4|D|0
θL
, k = 1, 2, 3, · · · . (2.22)
Let k →∞ in (2.22), we immediately obtain∥∥∥∥
(
ln
u2αβ
n¯
)
+
∥∥∥∥
L∞(Ω)
≤ 4|D|0
θL
. (2.23)
Note that [ln(u2αβ/n¯)]+ is nonnegative, then the estimate (2.23) implies that
uαβ ≤
√
n¯e2|D|0/θL ≤ B, if δ ≪ 1. (2.24)
Using the similar argument, we can establish the lower bound of uαβ. To this end, we
define n := min{nl, nr} > 0, and perform the procedure∫ 1
0
−(2.12a)× 1
uαβ
(
ln
u2αβ
n
)2k−1
−
dx, k = 1, 2, 3, · · · , where (·)− := min{0, ·}. (2.25)
The computations in terms of this procedure yield that∫ 1
0
−ε2 uxx
uαβ
(
ln
u2αβ
n
)2k−1
−
dx =
∫ 1
0
−h(uαβ , q)
uαβ
(
ln
u2αβ
n
)2k−1
−
dx. (2.26)
The left-side of (2.26) can be estimated as follows by integration by parts,
(2.26)l =
∫ 1
0
ε2ux
[
1
uαβ
(
ln
u2αβ
n
)2k−1
−
]
x
dx
=
∫ 1
0
ε2ux
(
1
uαβ
)
x
(
ln
u2αβ
n
)2k−1
−
dx+
∫ 1
0
ε2
ux
uαβ
[(
ln
u2αβ
n
)2k−1
−
]
x
= −
∫ 1
0
ε2
[
(uαβ)x
uαβ
]2[(
ln
u2αβ
n
)2k−1
−
− 2(2k − 1)
(
ln
u2αβ
n
)2k−2
−
]
dx
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≥ 0. (2.27)
The right-side of (2.26) can be estimated as follows,
(2.26)r =
∫ 1
0
−
[
F (u2αβ, J¯ , q)− F (nl, J¯ , θl)−G[u2αβ]
−
∫ x
0
qx ln u
2
αβdy + J¯
∫ x
0
u−2αβdy
](
ln
u2αβ
n
)2k−1
−
dx
=
∫ 1
0
−
[
F (u2αβ, J¯ , q)− q ln n + q ln n− F (nl, J¯ , θl)−G[u2αβ]
−
∫ x
0
qx lnu
2
αβdy + J¯
∫ x
0
u−2αβdy
](
ln
u2αβ
n
)2k−1
−
dx
=−
∫ 1
0
q
(
ln
u2αβ
n
)2k
−
dx
+
∫ 1
0
[
φrx+
∫ 1
0
G(x, y)(u2αβ −D)(y)dy − J¯
∫ x
0
u−2αβdy +
J¯2
2nl
+ θl lnnl − q ln n + θl − q +
∫ x
0
qx ln u
2
αβdy −
J¯2
2u4αβ
](
ln
u2αβ
n
)2k−1
−
dx
≤−
∫ 1
0
1
2
θL
(
ln
u2αβ
n
)2k
−
dx−
∫ 1
0
(
C(N1)δ +B
2 + |D|0
)(
ln
u2αβ
n
)2k−1
−
dx
≤−
∫ 1
0
1
2
θL
(
ln
u2αβ
n
)2k
−
dx−
∫ 1
0
(
B2 + 2|D|0
)(
ln
u2αβ
n
)2k−1
−
dx if δ ≪ 1
=−
∫ 1
0
1
2
θL
(
ln
u2αβ
n
)2k
−
dx−
∫ 1
0
(
B2 + 2|D|0
) 2
θL
θL
2
(
ln
u2αβ
n
)2k−1
−
dx
=−
∫ 1
0
1
2
θL
(
ln
u2αβ
n
)2k
−
dx+
∫ 1
0
1
2
θL
[
−
(
ln
u2αβ
n
)
−
]2k−1
2
(
B2 + 2|D|0
)
θL︸ ︷︷ ︸
by Young inequality
dx
≤−
∫ 1
0
1
2
θL
(
ln
u2αβ
n
)2k
−
dx
+
∫ 1
0
1
2
θL
{
2k − 1
2k
[
−
(
ln
u2αβ
n
)
−
](2k−1)· 2k
2k−1
+
1
2k
[
2
(
B2 + 2|D|0
)
θL
]2k}
dx
=
θL
4k
{
−
∫ 1
0
(
ln
u2αβ
n
)2k
−
dx+
[
2
(
B2 + 2|D|0
)
θL
]2k}
. (2.28)
Inserting (2.27) and (2.28) into (2.26), we have the estimate∥∥∥∥
(
ln
u2αβ
n
)
−
∥∥∥∥
L2k(Ω)
≤ 2
(
B2 + 2|D|0
)
θL
, k = 1, 2, 3, · · · . (2.29)
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Let k →∞ in (2.29), we immediately obtain∥∥∥∥
(
ln
u2αβ
n
)
−
∥∥∥∥
L∞(Ω)
≤ 2
(
B2 + 2|D|0
)
θL
. (2.30)
Note that [ln(u2αβ/n)]− is nonpositive, then the estimate (2.30) implies that
uαβ ≥ √ne−(B2+2|D|0)/θL ≥ b, if δ ≪ 1. (2.31)
Combining (2.24) with (2.31), we have b ≤ uαβ ≤ B, which means uαβ = u. This gives
the existence result of the problem (P1). Differentiating the equation (2.8a) and using
the regularity u ∈ H3(Ω) to obtain the desired regularity u ∈ H4(Ω) in Claim 1.
Before proving the uniqueness result of the problem (P1), we need to establish the
uniform estimate (2.9) with respect to ε ∈ (0, 1] for any H4-solution u of (P1). To this
end, the estimate (2.9a) can be proved similarly as the above derivation of uαβ = u.
Furthermore, performing the procedure∫ 1
0
[
(2.8a)× 1
u
]
x
× uxdx, (2.32)
we have ∫ 1
0
ε2
(
uxx
u
)
x
uxdx =
∫ 1
0
[
2
(
q − J
2
u4
)
ux
u
+ qx − ϕx + J
u2
]
uxdx, (2.33)
where J := J [u2, q] and ϕ(x) := G[u2](x). The left-side of (2.33) can be estimated by
using integration by parts,
(2.33)l = −
∫ 1
0
ε2
(uxx)
2
u
dx ≤ 0. (2.34)
Based on the estimates (2.9a), (2.16) and |J | ≤ C(b, B,N1)δ, the right-side of (2.33) can
be estimated as follows provided δ is small enough,
(2.33)r ≥
θL
2B
‖ux‖2 − C(B, θL)‖(qx, ϕx)‖2 − J
(
1
wr
− 1
wl
)
≥ θL
2B
‖ux‖2 − C, (2.35)
where the positive constant C only depends on nl, θL and |D|0. We have used the elliptic
estimate ‖ϕ‖2 ≤ C(‖u2 − D‖ + ‖φrx‖) in the last inequality of (2.35). Inserting (2.34)
and (2.35) into (2.33), we get
‖ux‖ ≤ C, (2.36)
where the positive constant C only depends on nl, θL and |D|0 and is independent of
ε ∈ (0, 1].
Performing the procedure∫ 1
0
[
(2.8a)× 1
u
]
x
×
(
uxx
u
)
x
dx, (2.37)
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and using integration by parts, we get
∫ 1
0
ε2
[(
uxx
u
)
x
]2
dx+
∫ 1
0
2S
(
uxx
u
)2
dx
= −
∫ 1
0
(
2S
u
)
x
uxuxx
u
dx−
∫ 1
0
qxx
uxx
u
dx+
∫ 1
0
(u2 −D)uxx
u
dx+
∫ 1
0
2J
u4
uxuxxdx, (2.38)
where S := q − J2/u4. The left-side of (2.38) can be estimated as
(2.38)l ≥
θL
2B2
‖uxx‖2. (2.39)
The right-side of (2.38) can be estimated by Ho¨lder, Sobolev and Cauchy-Schwarz in-
equalities as
(2.38)r ≤ C|ux|0‖ux‖‖uxx‖+ C(‖qxx‖+ ‖u2 −D‖+ ‖ux‖)‖uxx‖
≤ C(‖ux‖2 + 2‖ux‖‖uxx‖)1/2‖uxx‖+ C‖uxx‖
≤ µ‖uxx‖2 + Cµ(‖ux‖2 + 2‖ux‖‖uxx‖) + C‖uxx‖
≤ µ‖uxx‖2 + Cµ(1 + ‖uxx‖) (2.40)
where we have used the estimate (2.36). The positive constant Cµ only depends on nl,
θL, |D|0 and µ, where µ is a small number and will be determined later. Inserting (2.39)
and (2.40) into (2.38), and let µ ≪ 1, we obtain ‖uxx‖2 ≤ C(1 + ‖uxx‖). Solving this
inequality with respect to ‖uxx‖ to obtain the estimate
‖uxx‖ ≤ C, (2.41)
where the positive constant C only depends on nl, θL and |D|0 and is independent of
ε ∈ (0, 1].
Substituting the uniform estimates (2.9a), (2.36) and (2.41) in the equality (2.38), we
have the estimate ε‖(uxx/u)x‖ ≤ C. Note that
ε∂3xu = εu
(
uxx
u
)
x
+ ε
uxuxx
u
.
We immediately get the following uniform estimate
‖ε∂3xu‖ ≤ C. (2.42)
Furthermore, applying ∂2x to the equation (2.8a) and taking the L
2-norm of the resul-
tant equality, we finally have the following uniform estimate
‖ε2∂4xu‖ ≤ C. (2.43)
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From the estimates (2.9a), (2.36), (2.41), (2.42) and (2.43), we have established the
desired uniform estimate (2.9b) with respect to ε ∈ (0, 1] for any strong solution u to
(P1).
Based on the uniform estimate (2.9), now we can prove the uniqueness of solution to
(P1) by the energy method. To this end, we assume that u1 and u2 are two solutions
to (P1). Let zi := ln u
2
i , Ji := J [e
zi , q], Si := q − J2i /e2zi, ϕi := G[ezi ], i = 1, 2. Taking
the difference J1 and J2, and applying the mean value theorem and (2.9a) to the explicit
formula (2.5), we have
|Ji| ≤ C(b, B,N1)δ, |J1 − J2| ≤ Cδ‖zx‖, (2.44)
where z := z1 − z2 and C is a positive constant which only depends on nl, θL and |D|0.
Due to the procedure [
(2.8a)× 1
u1
]
x
−
[
(2.8a)× 1
u2
]
x
(2.45)
and the transformation ui = e
zi/2, the difference z satisfies
−
(
J21
e2z1
− J
2
2
e2z2
)
z1x + S2zx − ε
2
2
[
zxx +
z21x
2
− z
2
2x
2
]
x
= (ϕ1 − ϕ2)x −
(
J1
ez1
− J2
ez2
)
. (2.46)
Multiplying (2.46) by zx, integrating the resultant equality and using the boundary con-
ditions
zi(0) = lnnl, zi(1) = lnnr,
(
zixx +
z2ix
2
)
(0) =
(
zixx +
z2ix
2
)
(1) = 0 (2.47)
to obtain that∫ 1
0
S2z
2
xdx+
∫ 1
0
ε2
2
z2xxdx+
∫ 1
0
(ez1 − ez2)z︸ ︷︷ ︸
≥0
dx
=
∫ 1
0
(
J21
e2z1
− J
2
2
e2z2
)
z1xzxdx−
∫ 1
0
ε2(z1x + z2x)
4
zxzxxdx−
∫ 1
0
(
J1
ez1
− J2
ez2
)
zxdx. (2.48)
The left-side of (2.48) can be estimated as
(2.48)l ≥
θL
4
‖zx‖2 + ε
2
2
‖zxx‖2, (2.49)
where we have used the estimates (2.16), (2.9) and (2.44). The right-side of (2.48) can
be estimated by Ho¨lder, Poincare´ and Cauchy-Schwarz inequalities and by the estimates
(2.9) and (2.44) as
(2.48)r ≤ C
(
|J1 − J2|‖zx‖+ |J2|‖z‖‖zx‖
)
+ Cε2‖zx‖‖zxx‖
≤ C(B, b,N1)δ‖zx‖2 + ε
2
4
‖zxx‖2 + Cε2‖zx‖2
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=
(
C(B, b,N1)δ + Cε
2
)
‖zx‖2 + ε
2
4
‖zxx‖2. (2.50)
Substituting (2.49) and (2.50) in (2.48), we see from letting δ and ε small enough that
‖z‖2 ≤ 0. Thus we have shown u1 ≡ u2. This complete the proof of Claim 1.
Step 4. Proof of Claim 2. For given function pair (u, q) in the Claim 1, we discuss the
unique solvability of the problem (P2) by Leray-Schauder fixed-point theorem and energy
method again. To this end, we define a fixed-point mapping T2 : q1 7→ Q1 over H1(Ω) by
solving the linear problem,

2
3
Q1xx − JQ1x + 2
3
J1∗(ln u
2)xθL +
2
3
J(ln u2)x(q1 − θL)
−u2(Q1 − θL) = g(u, q; ε), x ∈ Ω, (2.51a)
Q1(0) = θl, Q1(1) = θr, (2.51b)
where J := J [u2, q] and J1∗ := 2
(
b¯ +
∫ 1
0
q1x ln u
2dx
)
K[u2, q]−1. In fact, for given (u, q)
in the Claim 1 and q1 ∈ H1(Ω), the linear problem (2.51) is uniquely solvable in H3(Ω)
owing to the standard theory of the elliptic equations. By using the standard argument,
we can further show that the mapping T2 is continuous and compact from H1(Ω) into
itself. Hence, it is sufficient to show that there exists a positive constant M2 such that
‖Θ‖1 ≤ M2 for any Θ ∈
{
f ∈ H1(Ω) | f = λT2f, ∀λ ∈ [0, 1]
}
. We may assume λ > 0 as
the case λ = 0 is trivial. Namely, for the function Θ verifying

2
3
Θxx − JΘx + 2
3
λJ∗(lnu
2)xθL +
2
3
λJ(ln u2)x(Θ− θL)
−u2(Θ− λθL) = λg(u, q; ε), x ∈ Ω, (2.52a)
Θ(0) = λθl, Θ(1) = λθr, ∀λ ∈ [0, 1], (2.52b)
J := J [u2, q], J∗ := 2
(
b¯+
∫ 1
0
Θx lnu
2dx
)
K[u2, q]−1,
we need to show the estimate ‖Θ‖1 ≤M2.
Substituting Θλ := Θ − λθ¯ into the equation (2.52a), where θ¯(x) := θl(1 − x) + θrx,
multiplying the resultant equation by Θλ and integrating it by parts over the domain Ω
give
2
3
‖Θλx‖2 + b2‖Θλ‖2
≤− 2
3
λθLJ∗
∫ 1
0
Θλx ln u
2dx−
∫ 1
0
[
2
3
λJ ln u2
(
Θ2λ
)
x
+ JΘλxΘλ
]
dx
− 2
3
λJ
∫ 1
0
ln u2
[
(λθ¯ − θL)Θλ
]
x
dx− λ
∫ 1
0
[
Jθ¯x + u
2(θ¯ − θL) + g(u, q; ε)
]
Θλdx
≤− 4λθL
3K[u2, q]
(
b¯+
∫ 1
0
(
Θλx + λθ¯x
)
ln u2dx
)∫ 1
0
Θλx ln u
2dx+ C(b, B,N1)δ‖Θλ‖21
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+ µ‖Θλ‖21 + C(µ, b, B,N1)δ2
(
δ2 + ‖λθ¯ − θL‖2
)
+ C(µ, b, B)δ2
≤− 4λθL
3K[u2, q]
(∫ 1
0
Θλx ln u
2dx
)2
︸ ︷︷ ︸
≤0
+
[
µ+ C(b, B,N1)δ
]‖Θλ‖21
+ C(µ, b, B,N1)δ
2
(
δ2 + ‖λθ¯ − θL‖2
)
+ C(µ, b, B, θL)δ
2
≤[µ+ C(b, B,N1)δ]‖Θλ‖21 + C(µ, b, B,N1)δ2(δ2 + ‖λθ¯ − θL‖2)
+ C(µ, b, B, θL)δ
2, (2.53)
where we have used the expression (2.3d), the estimates (2.9) and |J | ≤ C(b, B,N1)δ, and
the Young inequality. Taking µ and δ small enough in (2.53), we have
‖Θλ‖21 ≤ C(b, B, θL)δ2 + C(b, B,N1)δ2
(
δ2 + ‖λθ¯ − θL‖2
)
, (2.54)
which immediately means that
‖Θ‖1 =‖Θλ + λθ¯‖1 ≤ ‖Θλ‖1 + λ‖θ¯‖1
≤
√
C(b, B, θL) + C(b, B,N1)(1 + θ2L) + 2θL =:M2. (2.55)
Thus, the mapping T2 has a fixed point Q = T2Q ∈ H3(Ω) by Leray-Schauder fixed-point
theorem and the elliptic regularity theory. Hence, we have shown the existence of the
solution Q to the problem (P2).
The uniqueness of the solution Q follows from the energy method. Let Qi ∈ H1(Ω),
i = 1, 2 be two solutions to (P2) corresponding to the same function pair (u, q). Define
Q¯ := Q1 −Q2, which satisfies

2
3
Q¯xx − JQ¯x + 4θL
3K[u2, q]
(∫ 1
0
Q¯x lnu
2dx
)
(ln u2)x
+
2
3
J(ln u2)xQ¯− u2Q¯ = 0, x ∈ Ω, (2.56a)
Q¯(0) = Q¯(1) = 0. (2.56b)
Multiplying the equation (2.56a) by −Q¯ and integrating the resultant equality over Ω. In
a similar way as the derivation of (2.53), we have
2
3
‖Q¯x‖2 + b2‖Q¯‖2 ≤− 4θL
3K[u2, q]
(∫ 1
0
Q¯x lnu
2dx
)2
+ C(b, B,N1)δ‖Q¯‖21
≤C(b, B,N1)δ‖Q¯‖21. (2.57)
Taking δ small enough in (2.57), we see that ‖Q¯‖21 ≤ 0. Thus we have proven Q1 ≡ Q2.
On the other hand, letting Θ = Q and λ = 1 in the estimate (2.54), we obtain
‖Q− θL‖1 ≤‖Q− θ¯‖1 + ‖θ¯ − θL‖1
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≤C(b, B, θL)δ + C(b, B,N1)δ
(
δ + ‖θ¯ − θL‖
)
+ ‖θ¯ − θL‖1
≤C(b, B, θL)δ + C(b, B,N1)δ2
=C1δ + C2(b, B,N1)δ
2, (2.58)
which exactly is the desired estimate (2.11a). Solving the equation ∂kx(2.10a) with respect
to ∂kxQxx for k = 0, 1 and directly taking the L
2-norm, we get the desired estimates
(2.11b) and (2.11c) with the aid of the estimates (2.9), (2.58) and |J |, |J∗| ≤ C(b, B,N1)δ.
Consequently, the proof of Claim 2 is completed.
Step 5. End of the proof. Firstly, based on the estimate (2.11) we can determine the
constants N1 and N2 by letting
N1 := 2C1, N2 := C3(b, B, 2C1). (2.59)
If δ is small enough, that is,
δ ≤ C1
C2(b, B, 2C1)
,
then we see from the estimate (2.11) that T maps U [N1, N2] into itself. Combining the
estimates (2.9) and (2.11) with the Sobolev compact embedding theorem, via a standard
argument, we see that the mapping T is continuous in the norm of C2(Ω) and the image
T (U [N1, N2]) is precompact in C2(Ω). Therefore, applying the Schauder fixed-point the-
orem to the mapping T : U [N1, N2] → U [N1, N2], we obtain a fixed-point θ˜ ∈ U [N1, N2]
of the mapping T . According to the construction of the mapping T above, we can easily
see that (w˜ := u[θ˜], θ˜) is a desired solution to the BVP (2.1)∼(2.2).
In addition, the solution (n˜, j˜, θ˜, φ˜) to the original BVP (1.12)∼(1.13) is constructed
from the the solution (w˜, θ˜) to the BVP (2.1)∼(2.2). In fact, we define a function n˜ := w˜2,
the constant j˜ := J [w˜2, θ˜] and a function φ˜ := G[w˜2], where J [·, ·] and G[·] are given in
(2.5) and (2.3b). Then, we see that (n˜, j˜, θ˜, φ˜) ∈ H4(Ω) × H4(Ω) × H3(Ω) × C2(Ω) is a
desired solution to the BVP (1.12)∼(1.13). Moreover, this stationary solution satisfies
the condition (1.9) and the estimate (1.21), thanks to the estimates (2.9) and (2.11).
Finally, using the same methods in Step 3 and Step 4, we can prove the local uniqueness
of the stationary solution (n˜, j˜, θ˜, φ˜) to the BVP (1.12)∼(1.13) if the parameters δ and ε
are small enough and the solution additionally satisfies (1.9) and (1.21). The computations
are standard but tedious, we omit the details.
3 Asymptotic stability of the stationary solution
In this section, we show Theorem 1.4 by applying the standard continuation argument
based on the local existence result and the uniform a priori estimate. To simplify the
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notations, we remove the superscript ε and denote the solution (nε, jε, θε, φε) in Theorem
1.4 as (n, j, θ, φ).
3.1 Local existence
In this subsection, we discuss the existence of the local-in-time solution. The proof is
based on the iteration method and the energy estimates.
It is also convenient to make use of the transformation w :=
√
n in the IBVP
(1.4)∼(1.6). Then, we derive the equivalent IBVP for (w, j, θ, φ) as follows

2wwt + jx = 0, (3.1a)
jt + 2S[w
2, j, θ]wwx +
2j
w2
jx + w
2θx − ε2w2
(
wxx
w
)
x
= w2φx − j, (3.1b)
w2θt + jθx +
2
3
w2θ
(
j
w2
)
x
− 2
3
θxx − ε
2
3
[
w2
(
j
w2
)
xx
]
x
=
1
3
j2
w2
− w2(θ − θL),(3.1c)
φxx = w
2 −D(x), ∀t > 0, ∀x ∈ Ω, (3.1d)
with the initial condition
(w, j, θ)(0, x) = (w0, j0, θ0)(x), w0 :=
√
n0, (3.2)
and the boundary conditions
w(t, 0) = wl, w(t, 1) = wr, (3.3a)
wxx(t, 0) = wxx(t, 1) = 0, (3.3b)
θ(t, 0) = θl, θ(t, 1) = θr, (3.3c)
φ(t, 0) = 0, φ(t, 1) = φr. (3.3d)
In the following discussion, we borrow the ideas in the papers [24, 25] which have
shown the local existence theorems for the isothermal QHD model and the FHD model.
Also, see [16, 17] for the general hyperbolic-elliptic coupled systems.
Now we are in the position to state the local existence.
Lemma 3.1. Suppose that the initial data (w0, j0, θ0) ∈ H4(Ω)×H3(Ω)×H2(Ω) and the
boundary data satisfy the compatible condition
w0(0) = wl, w0(1) = wr, θ0(0) = θl, θ0(1) = θr,
j0x(0) = j0x(1) = w0xx(0) = w0xx(1) = 0 (3.4)
and the condition
inf
x∈Ω
w0 > 0, inf
x∈Ω
θ0 > 0, inf
x∈Ω
S[w20, j0, θ0] > 0. (3.5)
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Then there exists a constant T∗ > 0 such that the IBVP (3.1)∼(3.3) has a unique so-
lution (w, j, θ, φ) ∈ [Y4([0, T∗]) ∩ H2(0, T∗;H1(Ω))] × [Y3([0, T∗]) ∩ H2(0, T∗;L2(Ω))] ×[
Y2([0, T∗]) ∩H1(0, T∗;H1(Ω))
]× Z([0, T∗]) satisfying
inf
x∈Ω
w > 0, inf
x∈Ω
θ > 0, inf
x∈Ω
S[w2, j, θ] > 0. (3.6)
To show Lemma 3.1, we first study the linear IBVP for the unknowns (wˆ, jˆ, θˆ)

2wwˆt + jˆx = 0, (3.7a)
jˆt + 2S[w
2, j, θ]wwˆx +
2j
w2
jˆx + w
2θˆx − ε2w2
(
wˆxx
w
)
x
= w2φx − j, (3.7b)
w2θˆt + jθˆx +
2
3
(
j
w2
)
x
w2θˆ − 2
3
θˆxx − ε
2
3
[
w2
(
j
w2
)
xx
]
x
=
1
3
j2
w2
− w2(θˆ − θL),(3.7c)
φ := Φ[w2], ∀t > 0, ∀x ∈ Ω, (3.7d)
with the initial condition
(wˆ, jˆ, θˆ)(0, x) = (w0, j0, θ0)(x), (3.8)
and the boundary conditions
wˆ(t, 0) = wl, wˆ(t, 1) = wr, (3.9a)
wˆxx(t, 0) = wˆxx(t, 1) = 0, (3.9b)
θˆ(t, 0) = θl, θˆ(t, 1) = θr, (3.9c)
where the function φ is defined by (1.8). Let the functions (w, j, θ) in the coefficients in
(3.7) satisfy
(w, j, θ)(0, x) = (w0, j0, θ0)(x), ∀x ∈ Ω, (3.10a)
w ∈ Y4([0, T ]) ∩H2(0, T ;H1(Ω)), j ∈ Y3([0, T ]) ∩H2(0, T ;L2(Ω)),
θ ∈ Y2([0, T ]) ∩H1(0, T ;H1(Ω)), (3.10b)
w(t, x), θ(t, x), S[w2, j, θ](t, x) ≥ m, ∀(t, x) ∈ [0, T ]× Ω, (3.10c)
‖w(t)‖24 + ‖j(t)‖23 + ‖(wt, θ)(t)‖22 + ‖jt(t)‖21 + ‖(wtt, θt)(t)‖2
+
∫ t
0
‖(wttx, jtt, θtx)(τ)‖2dτ ≤M, ∀t ∈ [0, T ], (3.10d)
where T , m and M are positive constants. We denote by X(T ;m,M) the set of functions
(w, j, θ) satisfying (3.10), and we abbreviate X(T ;m,M) by X(·) without confusion. The
property of φ is that
φ ∈ Z([0, T ]), ‖∂itφ(t)‖22 ≤M, ∀t ∈ [0, T ], i = 0, 1, 2.
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Then the next lemma means that for suitably chosen constants T , m andM , the set X(·)
is invariant under the mapping (w, j, θ) 7→ (wˆ, jˆ, θˆ) defined by solving the linear IBVP
(3.7)∼(3.9). We discuss the solvability of this linear problem in Appendix. Since the next
lemma is proved similarly as in [24, 25], we omit the proof.
Lemma 3.2. Under the same assumptions in Lemma 3.1, there exist positive constants T ,
m andM with the following property: If (w, j, θ) ∈ X(·), then the linear IBVP (3.7)∼(3.9)
admits a unique solution (wˆ, jˆ, θˆ) in the same set X(·).
Using Lemma 3.2, we can show Lemma 3.1.
Proof of Lemma 3.1. We define the approximation sequence {(wk, jk, θk)}∞k=0 by let-
ting (w0, j0, θ0) = (w0, j0, θ0) and solving

2wkwk+1t + j
k+1
x = 0, (3.11a)
jk+1t + 2S[(w
k)2, jk, θk]wkwk+1x +
2jk
(wk)2
jk+1x + (w
k)2θk+1x
−ε2(wk)2
(
wk+1xx
wk
)
x
= (wk)2φkx − jk, (3.11b)
(wk)2θk+1t + j
kθk+1x +
2
3
(
jk
(wk)2
)
x
(wk)2θk+1 − 2
3
θk+1xx
−ε
2
3
[
(wk)2
(
jk
(wk)2
)
xx
]
x
=
1
3
(jk)2
(wk)2
− (wk)2(θk+1 − θL), (3.11c)
φk := Φ[(wk)2], ∀t > 0, ∀x ∈ Ω, (3.11d)
with the initial condition
(wk+1, jk+1, θk+1)(0, x) = (w0, j0, θ0)(x), (3.12)
and the boundary conditions
wk+1(t, 0) = wl, w
k+1(t, 1) = wr, (3.13a)
wk+1xx (t, 0) = w
k+1
xx (t, 1) = 0, (3.13b)
θk+1(t, 0) = θl, θ
k+1(t, 1) = θr, (3.13c)
Thanks to Lemma 3.2, the sequence {(wk, jk, θk)}∞k=0 is well defined and contained
in X(·). Consequently, (wk, jk, θk) satisfies the estimates (3.10c) and (3.10d). Next,
applying the standard energy method to the system satisfied by the difference (wk+1 −
wk, jk+1−jk, θk+1−θk), we see that {(wk, jk, θk)}∞k=0 is the Cauchy sequence inY2([0, T∗])×
Y1([0, T∗]) ×
[
Y2([0, T∗]) ∩ H1(0, T∗;H1(Ω))
]
for small enough 0 < T∗ ≤ T . In showing
28
this fact, we obtain the estimates of the higher-order derivatives in the time variable t and
then rewrite them into those in the spatial variable x by using the linear equations. Thus,
there exists a function (w, j, θ) ∈ Y2([0, T∗])×Y1([0, T∗])×
[
Y2([0, T∗])∩H1(0, T∗;H1(Ω))
]
such that (wk, jk, θk) → (w, j, θ) strongly in Y2([0, T∗]) × Y1([0, T∗]) ×
[
Y2([0, T∗]) ∩
H1(0, T∗;H
1(Ω))
]
as k →∞. Moreover, it holds (w, j) ∈ [Y4([0, T∗])∩H2(0, T∗;H1(Ω))]×[
Y3([0, T∗])∩H2(0, T∗;L2(Ω))
]
by the standard argument (see [24, 25] for example). Define
φ := Φ[w2] by the limit function w and the explicit formula (1.8), we see that (w, j, θ, φ)
is the desired solution to the IBVP (3.1)∼(3.3). Notice that this solution also satisfies
(3.6).
3.2 A priori estimate
To show the asymptotic stability of the stationary solution (w˜, j˜, θ˜, φ˜), we introduce the
perturbations around the stationary solution (w˜, j˜, θ˜, φ˜) below
ψ(t, x) := w(t, x)− w˜(x), η(t, x) := j(t, x)− j˜,
χ(t, x) := θ(t, x)− θ˜(x), σ(t, x) := φ(t, x)− φ˜(x). (3.14)
Taking the difference between the transient system (1.4) and the stationary system
(1.12) via the following procedure
(1.4a)− (1.12a), (1.4b)/w2 − (1.12b)/w˜2, (1.4c)− (1.12c), (1.4d)− (1.12d),
we can derive the perturbed system for the perturbations (ψ, η, χ, σ) as

2(ψ + w˜)ψt + ηx = 0, (3.15a)[
η + j˜
(ψ + w˜)2
]
t
+
1
2
{[
η + j˜
(ψ + w˜)2
]2
−
(
j˜
w˜2
)2}
x
+ χ
[
ln(ψ + w˜)2
]
x
+θ˜
[
ln(ψ + w˜)2 − ln w˜2
]
x
+ χx − ε2
[
(ψ + w˜)xx
ψ + w˜
− w˜xx
w˜
]
x
= σx −
[
η + j˜
(ψ + w˜)2
− j˜
w˜2
]
,(3.15b)
(ψ + w˜)2χt − 2
3
χxx +
2
3
θ˜ηx − 4j˜θ˜
3w˜
ψx
−ε
2
3
{
(ψ + w˜)2
[
η + j˜
(ψ + w˜)2
]
xx
− w˜2
(
j˜
w˜2
)
xx
}
x
= H(t, x), (3.15c)
σxx = (ψ + 2w˜)ψ, (3.15d)
where the right-side term of the perturbed energy equation (3.15c) is defined by
H(t, x) :=
4θ˜(ψ + w˜)x
3(ψ + w˜)
η − w˜2χ+H1(t, x), (3.16)
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and
H1(t, x) :=
4χ(ψ + w˜)x
3(ψ + w˜)
η − (ψ + 2w˜)(χ + θ˜ − θL)ψ
− (χ + θ˜)xη − j˜χx − 2ηx
3
χ +
4j˜θ˜(ψ + w˜)x
3w˜2
ψ +
4j˜(ψ + w˜)x
3(ψ + w˜)
χ
+
4j˜θ˜(ψ + 2w˜)(ψ + w˜)x
3w˜2(ψ + w˜)
ψ +
η + 2j˜
3(ψ + w˜)2
η − j˜
2(ψ + 2w˜)
3w˜2(ψ + w˜)2
ψ. (3.17)
The initial and the boundary conditions to the system (3.15) are derived from (1.5), (1.6)
and (1.13) as
ψ(0, x) = ψ0(x) := w0(x)− w˜(x), η(0, x) = η0(x) := j0(x)− j˜,
χ(0, x) = χ0(x) := θ0(x)− θ˜(x), (3.18)
and
ψ(t, 0) = ψ(t, 1) = 0, (3.19a)
ψxx(t, 0) = ψxx(t, 1) = 0, (3.19b)
χ(t, 0) = χ(t, 1) = 0, (3.19c)
σ(t, 0) = σ(t, 1) = 0. (3.19d)
Theorem 1.3 and Lemma 3.1 ensure the local existence of the solution (ψ, η, χ, σ) to
the IBVP (3.15)∼(3.19). It is summarized in the next corollary.
Corollary 3.3. Suppose that (ψ0, η0, χ0) ∈ H4(Ω) × H3(Ω) × H2(Ω) and (ψ0 + w˜, η0 +
j˜, χ0 + θ˜) satisfies (3.4) and (3.5). Then there exists a constant T∗ > 0 such that the
IBVP (3.15)∼(3.19) has a unique solution (ψ, η, χ, σ) ∈ [Y4([0, T∗])∩H2(0, T∗;H1(Ω))]×[
Y3([0, T∗]) ∩ H2(0, T∗;L2(Ω))
] × [Y2([0, T∗]) ∩ H1(0, T∗;H1(Ω))] × Y24([0, T∗]) with the
property that (ψ + w˜, η + j˜, χ+ θ˜) satisfies (3.6).
To show the global existence of the solution, the key step is to derive the a priori
estimate (3.21) for the local solution in Corollary 3.3. The next three subsections are
devoted to the proof of Proposition 3.4, where the following notations are frequently
used.
Nε(T ) := sup
t∈[0,T ]
nε(t), nε(t) := ‖(ψ, η, χ)(t)‖2 + ‖(ε∂3xψ, ε∂3xη, ε2∂4xψ)(t)‖. (3.20)
Proposition 3.4. Let (ψ, η, χ, σ) be a solution to the IBVP (3.15)∼(3.19) which be-
longs to
[
Y4([0, T ]) ∩ H2(0, T ;H1(Ω))
] × [Y3([0, T ]) ∩ H2(0, T ;L2(Ω))] × [Y2([0, T ]) ∩
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H1(0, T ;H1(Ω))
]×Y24([0, T ]). Then there exist positive constants δ0, C and γ such that
if Nε(T ) + δ + ε ≤ δ0, then the following estimate holds for t ∈ [0, T ],
nε(t) + ‖σ(t)‖4 ≤ Cnε(0)e−γt, (3.21)
where C and γ are two positive constants independent of δ, ε and T .
Using the Sobolev inequality, the estimate (1.21), the perturbed system (3.15) and the
notation (3.20), we can derive some frequently used estimates in the next lemma. Since
the proof is straightforward and tedious, we omit the details.
Lemma 3.5. Under the same assumptions as in Proposition 3.4, the following estimates
hold for t ∈ [0, T ],
|w˜|1 +
∣∣(ε1/2w˜xx, ε3/2w˜xxx)∣∣0 ≤ C, |j˜|+ |θ˜ − θL|2 ≤ Cδ, (3.22)
|(ψ, η, χ)(t)|1 +
∣∣(ε1/2ψxx, ε1/2ηxx, ε3/2ψxxx, ψt, ηt)(t)∣∣0 ≤ CNε(T ), (3.23)
‖∂itσ(t)‖2 ≤ C
[
‖∂itψ(t)‖+
i(i− 1)
2
Nε(T )‖ψt(t)‖
]
, i = 0, 1, 2, (3.24)
‖σtx(t)‖ ≤ ‖η(t)‖, ‖σ(t)‖4 ≤ C‖ψ(t)‖2, (3.25)
‖∂lxηx(t)‖ ≤ C‖ψt(t)‖l, ‖∂lxψt(t)‖ ≤ C‖ηx(t)‖l, l = 0, 1, 2, (3.26)
‖ηtx(t)‖ ≤ C‖(ψt, ψtt)(t)‖, ‖ηtxx(t)‖ ≤ C‖(ψtt, ψtx, ψttx)(t)‖, (3.27)
where the positive constant C is independent of δ, ε and T .
3.3 Basic estimate
In this subsection, we derive the following basic estimate.
Lemma 3.6. Suppose the same assumptions as in Proposition 3.4 hold. Then there exist
positive constants δ0, c and C such that if Nε(T ) + δ + ε ≤ δ0, it holds that for t ∈ [0, T ],
d
dt
Ξ(t) + cΠ(t) ≤ CΓ(t), (3.28)
where
Ξ(t) :=
∫ 1
0
{[
1
2w2
η2+ θ˜w2Ψ
(
w˜2
w2
)
+ε2ψ2x+
1
2
σ2x
]
+
3w2
4θ˜
χ2−α
(
j
w2
− j˜
w˜2
)
σx
}
dx, (3.29)
here α ∈ (0, 1) is a small constant which will be determined later and Ψ(s) := s− 1− ln s
for s > 0,
Π(t) := ‖(ψ, εψx, η, χ, χx)(t)‖2, (3.30)
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and
Γ(t) :=
(
Nε(T ) + δ + ε
3/2
)‖(ψx, ηx)(t)‖2 + ε3‖(ψxx, ηxx)(t)‖2. (3.31)
Furthermore, if α is small enough, then the following equivalent relation holds true,
c‖(ψ, η, χ, εψx)(t)‖2 ≤ Ξ(t) ≤ C‖(ψ, η, χ, εψx)(t)‖2, (3.32)
where the constants c and C are independent of δ, ε and T .
Proof. Firstly, multiplying the equation (3.15b) by η and applying Leibniz formula to
the resultant equality together with the equations (3.15a) and (3.15d), we obtain
∂t
[
1
2w2
η2 + θ˜w2Ψ
(
w˜2
w2
)
+ ε2ψ2x +
1
2
σ2x
]
+
1
w˜2
η2 +
2w˜x
w
χη + χxη = ∂xR1(t, x) +R2(t, x),
(3.33)
where
R1(t, x) := σσtx + ση − θ˜
(
lnw2 − ln w˜2
)
η + ε2
[(
wxx
w
− w˜xx
w˜
)
η + 2ψtψx
]
, (3.34)
R2(t, x) :=− η + 2j˜
2w4
ηηx − 1
2
[(
j
w2
)2
−
(
j˜
w˜2
)2]
x
η
− 2ψx
w
χη + θ˜x
(
lnw2 − ln w˜2
)
η +
(w + w˜)j
w2w˜2
ψη + ε2
w˜xx
w˜w
ψηx. (3.35)
Applying the estimates (3.22)∼(3.23) and Cauchy-Schwarz inequality to (3.35), we have
the following pointwise estimate
R2(t, x) ≤ C
(
Nε(T ) + δ + ε
3/2
)|(ψ, η, ψx, ηx)(t, x)|2. (3.36)
In addition, multiplying the equation (3.15c) by 3χ/(2θ˜) and applying Leibniz formula
to the resultant equality, we obtain
∂t
(
3w2
4θ˜
χ2
)
+
3w˜2
2θ˜
χ2 +
1
θ˜
χ2x −
2w˜x
w
ηχ− ηχx = ∂xR3(t, x) +R4(t, x), (3.37)
where
R3(t, x) :=
1
θ˜
χχx − ηχ+ ε
2
2θ˜
[
w2
(
j
w2
)
xx
− w˜2
(
j˜
w˜2
)
xx
]
χ, (3.38)
R4(t, x) :=
2ψx
w
ηχ− 3ηx
4θ˜
χ2 +
θ˜x
θ˜2
χχx +
2j˜
w˜
ψxχ+
3
2θ˜
H1(t, x)χ
+
ε2θ˜x
2θ˜2
[
w2
(
j
w2
)
xx
− w˜2
(
j˜
w˜2
)
xx
]
χ− ε
2
2θ˜
[
w2
(
j
w2
)
xx
− w˜2
(
j˜
w˜2
)
xx
]
χx.
(3.39)
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Applying the estimates (3.22)∼(3.23) and Cauchy-Schwarz inequality to (3.39) together
with (3.53) for k = 0, we have the following pointwise estimate
R4(t, x) ≤C
(
Nε(T ) + δ + ε
3
)|(ψ, η, ψx, ηx)(t, x)|2
+ Cε|(χ, χx)(t, x)|2 + Cε3|(ψxx, ηxx)(t, x)|2. (3.40)
Since the stationary density w˜ is non-flat, see (3.22), we have to capture the dissipation
rate of the perturbed density ψ in establishing the basic estimate. To this end, multiplying
the equation (3.15b) by −σx and applying Leibniz formula to the resultant equality, we
obtain
−∂t
[(
j
w2
− j˜
w˜2
)
σx
]
+θ˜(w+w˜)
(
lnw2−ln w˜2
)
ψ+
w + w˜
w
ε2ψ2x+σ
2
x = ∂xR5(t, x)+R6(t, x),
(3.41)
where
R5(t, x) := θ˜
(
lnw2 − ln w˜2
)
σx − ε2
(
wxx
w
− w˜xx
w˜
)
σx + ε
2w + w˜
w
ψxψ, (3.42)
R6 :=−
(
j
w2
− j˜
w˜2
)
σtx +
1
2
[(
j
w2
)2
−
(
j˜
w˜2
)2]
x
σx +
(
lnw2
)
x
χσx
− θ˜x
(
lnw2 − ln w˜2
)
σx + χxσx +
(
j
w2
− j˜
w˜2
)
σx + ε
2 (w + w˜)ψ
w2
ψ2x
− ε2 w˜xx(w + w˜)
ww˜
ψ2 + ε2
(w + w˜)w˜x
w2
ψxψ − ε2 (w + w˜)x
w
ψxψ. (3.43)
Similarly, we also have the pointwise estimate
R6(t, x) ≤(µ+ Cδ)|σx(t, x)|2 + C
(
Nε(T ) + δ
)|(ψ, ψx, ηx)(t, x)|2
+ Cµ|(χ, χx, η)(t, x)|2 + C|(η, σtx)(t, x)|2 + C
(
Nε(T ) + ε
)|(ψ, εψx)(t, x)|2,
(3.44)
In particular, applying the mean value theorem to the second term on the left-side of
(3.41), and using the estimates (3.22)∼(3.23), the second and the third terms on the
left-side of (3.41) can be further treated as
(the 2nd and 3rd terms) ≥ c|(ψ, εψx)(t, x)|2, (3.45)
and the quantity in the first term on the left-side of (3.41) can be estimated as∣∣∣∣−
(
j
w2
− j˜
w˜2
)
σx
∣∣∣∣ ≤ C|(ψ, η, σx)(t, x)|2. (3.46)
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Substituting (3.44) and (3.45) into (3.41), letting µ and Nε(T ) + δ + ε be small enough,
we have
−∂t
[(
j
w2
− j˜
w˜2
)
σx
]
+ c|(ψ, εψx)(t, x)|2 ≤∂xR5(t, x) + C|(σtx, η, χ, χx)(t, x)|2
+ C
(
Nε(T ) + δ
)|(ψx, ηx)(t, x)|2. (3.47)
Finally, from the following procedure∫ 1
0
[
(3.33) + (3.37) + α(3.47)
]
dx,
where α is an arbitrary positive constant to be determined, we obtain
d
dt
Ξ(t) +
∫ 1
0
(
1
w˜2
η2 +
3w˜2
2θ˜
χ2 +
1
θ˜
χ2x
)
dx+ cα‖(ψ, εψx)(t)‖2
≤
∫ 1
0
[
R2(t, x) +R4(t, x)
]
dx+ Cα‖(σtx, η, χ, χx)(t)‖2 + Cα
(
Nε(T ) + δ
)‖(ψx, ηx)(t)‖2,
(3.48)
where we have used the fact∫ 1
0
∂x
[
R1(t, x) +R3(t, x) + αR5(t, x)
]
= 0, (3.49)
which follows from the boundary conditions (3.19). Applying the estimates (3.22), (3.25),
(3.36), (3.40) and (3.46) to the inequality (3.48), and then letting α and Nε(T )+ δ+ ε be
sufficiently small. These procedures yield the desired estimates (3.28) and (3.32).
3.4 Higher order estimates
This subsection is devoted to the derivation of the higher order estimates. In order to
use the homogeneous boundary condition (3.19), we first establish the estimates of the
temporal derivatives of the perturbations (ψ, η, χ). And then, we find that the spatial
derivatives of the perturbations (ψ, η, χ, σ) can be bounded by the temporal derivatives
of the perturbations (ψ, η, χ) with the help of the special structure of the perturbed
system (3.15). To justify the above mentioned computations, we need to use the mollifier
arguments with respect to the time variable t because the regularity of the local solution
(ψ, η, χ) is insufficient. However, we omit these arguments since they are standard.
It is convenient to intoduce the notations
A−1(t) := ‖(ψ, η, χ, χx)(t)‖,
Ak(t) := A−1(t) +
k∑
i=0
‖(∂itψt, ∂itψx, ε∂itψxx)(t)‖, k = 0, 1.
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Differentiating (1.4b) with respect to x and multiplying the result by 1/w. Similarly,
differentiating (1.12b) with respect to x and multiplying the result by 1/w˜. Furthermore,
taking the difference between the two resultant equalities and substituting the equations
(3.15a) and (3.15d) in the resultant equation. Then applying the operator ∂kt for k = 0, 1
to the result, we obtain the equation
2∂kt ψtt−2θ˜∂kt ψxx + ε2∂kt ψxxxx + 2∂kt ψt − w˜∂kt χxx − 2w˜xx∂kt χ
=
2(η + j˜)
(ψ + w˜)3
∂kt ηxx −
2(η + j˜)2
(ψ + w˜)4
∂kt ψxx + 2χ∂
k
t ψxx + ψ∂
k
t χxx
+ ε2
(k + 1)ψxx + 2w˜xx
ψ + w˜
∂kt ψxx + ∂
k
t P (t, x) +Ok(t, x), k = 0, 1, (3.50)
where
P (t, x) :=− (ψ + w˜)(ψ + 2w˜)ψ − (w˜2 −D)ψ − 2(ψ + w˜)
2
x(χ+ θ˜)
(ψ + w˜)w˜
ψ
+
2w˜2x
w˜
χ+ 4w˜xχx − 2(ψ + w˜)xσx
+ θ˜xxψ +
6(ψ + w˜)2x(η + j˜)
2
(ψ + w˜)5w˜5
[
w˜5 − (ψ + w˜)5]+ 6w˜2x(η + 2j˜)
w˜5
η
− 2(η + j˜)
2
[
w˜4 − (ψ + w˜)4]
(ψ + w˜)4w˜4
w˜xx − 2(η + 2j˜)η
w˜4
w˜xx − ε
2w˜2xx
(ψ + w˜)w˜
ψ
+
6(ψ + 2w˜)x(η + j˜)
2
w˜5
ψx +
2(χ+ θ˜)
w˜
ψ2x +
2(ψ + 2w˜)xχ
w˜
ψx + 4(χ+ θ˜)xψx
− 2
ψ + w˜
ψ2t +
2
(ψ + w˜)3
η2x −
8(ψ + w˜)x(η + j˜)
(ψ + w˜)4
ηx + 2
(
2w˜xθ˜
w˜
− φ˜x
)
ψx,
and
O0(t, x) := 0, O1(t, x) :=− 6(η + j˜)
(ψ + w˜)4
ψtηxx +
2
(ψ + w˜)3
ηtηxx +
8(η + j˜)2
(ψ + w˜)5
ψtψxx
− 4(η + j˜)
(ψ + w˜)4
ηtψxx + 2χtψxx + ψtχxx − ε
2(ψxx + 2w˜xx)ψxx
(ψ + w˜)2
ψt.
According to (3.22)∼(3.27), we show the estimate
‖∂kt P (t)‖+ ‖Ok(t)‖ ≤C‖(∂kt ψ, ∂kt χ, ∂kt χx)(t)‖
+ C
(
Nε(T ) + δ + ε
1/2
)‖(∂kt ψt, ∂kt ψx, ∂kt η)(t)‖, k = 0, 1, (3.51)
where C is a positive constant independent of δ, ε and T . In deriving the L2-norm estimate
of ‖∂kt P (t)‖, we have used the equation (1.12b) and the estimate (3.22) to deal with the
coefficient of the last term in the expression of P (t, x) as∣∣∣∣∣2
(
2w˜xθ˜
w˜
− φ˜x
)∣∣∣∣∣ =
∣∣∣∣∣2
[
2j˜2
w˜5
w˜x − θ˜x + ε2
(
w˜xx
w˜
)
x
− j˜
w˜2
]∣∣∣∣∣ ≤ C(δ + ε1/2).
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Applying the operator ∂kt for k = 0, 1 to (3.15c), we have
(ψ + w˜)2∂kt χt −
2
3
∂kt χxx +
2
3
θ˜∂kt ηx −
4j˜θ˜
3w˜
∂kt ψx
= ∂xVk(t, x) + ∂ktH(t, x) + Lk(t, x), k = 0, 1, (3.52)
where
Vk(t, x) :=ε
2
3
∂kt
{
(ψ + w˜)2
[
η + j˜
(ψ + w˜)2
]
xx
− w˜2
(
j˜
w˜2
)
xx
}
=
ε2
3
∂kt ηxx −
2ε2j˜
3w˜
∂kt ψxx + ∂
k
t K(t, x), k = 0, 1, (3.53)
K(t, x) := ε
2
3
[
− 4(ψ + w˜)x
ψ + w˜
ηx +
6(ψ + w˜)2x
(ψ + w˜)2
η − 6j˜(ψ + 2w˜)(ψ + w˜)
2
x
(ψ + w˜)2w˜2
ψ
+
6j˜(ψ + 2w˜)x
w˜2
ψx − 2(ψ + w˜)xx
ψ + w˜
η +
2j˜(ψ + w˜)xx
(ψ + w˜)w˜
ψ
]
, (3.54)
L0(t, x) := 0, L1(t, x) := −2(ψ + w˜)ψtχt. (3.55)
For convenience, we further calculate the ∂xVk(t, x) as
∂xV0(t, x) =
ε2
3
ηxxx − 2ε
2j˜
3w˜
ψxxx +
2ε2j˜w˜x
w˜2
ψxx + ∂xK(t, x)︸ ︷︷ ︸
=:K1(t,x)
, (3.56)
and
∂xV1(t, x) =
ε2
3
ηtxxx − 2ε
2(η + j˜)
3(ψ + w˜)
ψtxxx +K2(t, x), (3.57)
where
K2(t, x) := ε
2
3
[
−4(ψ + w˜)x
ψ + w˜
ηtxx +
4(ψ + w˜)xηxx
(ψ + w˜)2
ψt − 4ηxx
ψ + w˜
ψtx
+
10(ψ + w˜)2x
(ψ + w˜)2
ηtx − 20(ψ + w˜)
2
xηx
(ψ + w˜)3
ψt +
20(ψ + w˜)xηx
(ψ + w˜)2
ψtx
− 6(ψ + w˜)xx
ψ + w˜
ηtx +
6(ψ + w˜)xxηx
(ψ + w˜)2
ψt − 6ηx
ψ + w˜
ψtxx
− 12(ψ + w˜)
3
x
(ψ + w˜)3
ηt +
36(η + j˜)(ψ + w˜)3x
(ψ + w˜)4
ψt − 36(η + j˜)(ψ + w˜)
2
x
(ψ + w˜)3
ψtx
+
14(ψ + w˜)x(ψ + w˜)xx
(ψ + w˜)2
ηt − 28(η + j˜)(ψ + w˜)x(ψ + w˜)xx
(ψ + w˜)3
ψt
+
14(η + j˜)(ψ + w˜)xx
(ψ + w˜)2
ψtx +
14(η + j˜)(ψ + w˜)x
(ψ + w˜)2
ψtxx
− 2(ψ + w˜)xxx
ψ + w˜
ηt +
2(η + j˜)(ψ + w˜)xxx
(ψ + w˜)2
ψt
]
. (3.58)
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According to (3.22)∼(3.27), we further show the estimates
‖H(t)‖ ≤ C‖(η, χ)(t)‖+ C(Nε(T ) + δ)‖(ψ, χx)(t)‖, (3.59)
‖∂tH(t)‖+ ‖L1(t)‖ ≤ C‖(ηt, χt)(t)‖+ C
(
Nε(T ) + δ
)‖(ψt, ψtt, ψtx, χtx)(t)‖, (3.60)
‖K(t)‖ ≤ Cε3/2‖(ψ, ψt, ψx, η)(t)‖, (3.61)
‖∂tK(t)‖ ≤ Cε3/2‖ψt(t)‖ + Cε2‖(ψtt, ψtx, ηt)(t)‖+ C
(
Nε(T ) + δ
)
ε‖εψtxx(t)‖, (3.62)
‖K1(t)‖ ≤ Cε1/2‖(ψ, η)(t)‖+ Cε3/2‖(ψt, ψx)(t)‖+ Cε2‖(ψtx, ψxx)(t)‖, (3.63)
‖K2(t)‖ ≤ Cε1/2‖(ψt, ηt)(t)‖+ Cε3/2‖(ψtt, ψtx)(t)‖+ Cε‖(εψttx, εψtxx)(t)‖, (3.64)
where the positive constant C is independent of δ, ε and T .
The following lemma is important for the strategy in which we establish the a priori
estimate (3.21). This means that the spatial derivatives of the perturbations (ψ, η, χ) can
be controlled by their temporal derivatives.
Lemma 3.7. Under the same assumptions as in Proposition 3.4, the following equivalent
relation holds for t ∈ [0, T ],
c
(
A1(t) + ‖χt(t)‖
) ≤ nε(t) ≤ C(A1(t) + ‖χt(t)‖), (3.65)
where the two positive constants c and C are independent of δ, ε and T .
Proof. We only show the right-side inequality in (3.65) because the left-side inequality
in (3.65) can be established by the similar method and the corresponding computations
are much easier than the right-side one. According to the definitions of the notations
nε(t), A−1(t), A0(t) and A1(t), and using the estimates (3.22)∼(3.27), (3.51) with k = 0,
(3.59) and (3.63), the equation (3.50) with k = 0, the equation (3.52) with k = 0 and the
equality (3.56), we have
nε(t) =‖(ψ, η, χ)(t)‖2 + ‖(ε∂3xψ, ε∂3xη, ε2∂4xψ)(t)‖
≤CA1(t) + ‖ε2∂4xψ(t)‖+ ‖χxx(t)‖+ ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖
=CA1(t) + ‖χxx(t)‖+ ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖
+
∥∥∥[(3.50)r|k=0 − (2ψtt − 2θ˜ψxx + 2ψt − w˜χxx − 2w˜xxχ)](t)∥∥∥
≤CA1(t) + ‖χxx(t)‖+ ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖
+ C‖(ψt, ψtt, ηxx, P, χ, χx, χxx, ψxx)(t)‖
≤C(A1(t) + ‖χxx(t)‖+ ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖)
=C
(
A1(t) + ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖
)
+ C
∥∥∥∥− 32
[
− (ψ + w˜)2χt − 2θ˜
3
ηx +
4j˜θ˜
3w˜
ψx +
ε2
3
∂3xη −
2ε2j˜
3w˜
∂3xψ +K1 +H
]
(t)
∥∥∥∥
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≤C(A1(t) + ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖)+ C(A1(t) + ‖χt(t)‖+ ε‖ε∂3xψ(t)‖)
≤C(A1(t) + ‖χt(t)‖+ ‖ψxx(t)‖+ ‖ε∂3xψ(t)‖). (3.66)
Moreover, multiplying the equation (3.50) with k = 0 by −ψxx and integrating by
parts with using the boundary condition (3.19b), we obtain
θL‖ψxx(t)‖2 + ‖ε∂3xψ(t)‖2
≤−
∫ 1
0
[
(3.50)r|k=0 − (2ψtt + 2ψt − w˜χxx − 2w˜xxχ)
]
ψxxdx
≤[µ+ C(Nε(T ) + δ + ε3/2)]‖ψxx(t)‖2 + Cµ‖(ψt, ψtt, ψtx, χ, χx, χxx, P )(t)‖2
≤[µ+ C(Nε(T ) + δ + ε3/2)]‖ψxx(t)‖2 + Cµ(A21(t) + ‖χxx(t)‖2)
≤[µ+ C(Nε(T ) + δ + ε3/2)]‖ψxx(t)‖2 + Cµ(A21(t) + ‖χt(t)‖2 + ε2‖ε∂3xψ(t)‖2), (3.67)
Let µ and Nε(T ) + δ + ε small enough, the inequality (3.67) implies
‖ψxx(t)‖+ ‖ε∂3xψ(t)‖ ≤ C
(
A1(t) + ‖χt(t)‖
)
(3.68)
Substituting (3.68) into (3.66), we have nε(t) ≤ C(A1(t) + ‖χt(t)‖).
For convenience of later use, we estimate the L2-norm of ∂kt ηt for k = 0, 1 in the next
lemma.
Lemma 3.8. Under the same assumptions as in Proposition 3.4, the following estimates
hold for t ∈ [0, T ],
‖ηt(t)‖ ≤ C‖(ψ, η, χ, χx, ψx)(t)‖+C
(
Nε(T )+ δ
)‖ψt(t)‖+Cε1/2(A1(t)+ ‖χt(t)‖), (3.69)
and
∂tηt = ε
2wψtxxx + Y1(t, x), (3.70a)
‖Y1(t)‖ ≤C‖(ψ, η, χ, χx, ψt, ψx, ψtx, χtx)(t)‖
+ C
(
Nε(T ) + δ + ε
1/2
)‖(ψtt, εψxx, εψtxx)(t)‖, (3.70b)
where Y1(t, x) is given by (3.73) and the positive constant C is independent of δ, ε and T .
Proof. Solving the equation (3.15b) with respect to ηt, we have
ηt = ε
2w2
(
wxx
w
− w˜xx
w˜
)
x
+ Y (t, x), (3.71)
where
Y (t, x) :=
2j
w
ψt − w
2
2
[(
j
w2
)2
−
(
j˜
w˜2
)2]
x
− w2χ( lnw2)
x
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− w2θ˜( lnw2 − ln w˜2)
x
− w2χx + w2σx − w2
(
j
w2
− j˜
w˜2
)
. (3.72)
Taking the L2-norm of (3.71) directly, and applying the estimates (3.22), (3.23), (3.25)
and (3.68) to the resultant equality, we obtain the desired estimate (3.69).
Next, differentiating the equation (3.71) with respect to the time variable t, we get
the equality (3.70a), where Y1(t, x) is defined by
Y1(t, x) :=− ε2wxψtxx − ε2wxxxψt + 2ε
2wxxwx
w
ψt
− ε2wxxψtx + 2ε2wψt
(
wxx
w
− w˜xx
w˜
)
x
+ ∂tY (t, x). (3.73)
Similarly, taking the L2-norm of (3.73) directly, and applying the estimates (3.22), (3.23),
(3.25), (3.27), (3.68) and (3.69) to the resultant equality, we have the desired estimate
(3.70b).
Now, we begin to derive the higher order estimates to complete the a priori estimate
(3.21). From the following lemma, we can see that the Bohm potential term in the
momentum equation contributes the quantum dissipation rate ‖ε∂kt ψxx(t)‖.
Lemma 3.9. Suppose the same assumptions as in Proposition 3.4 hold. Then there exist
positive constants δ0, c and C such that if Nε(T ) + δ + ε ≤ δ0, it holds that for t ∈ [0, T ],
d
dt
Ξ
(k)
1 (t) + cΠ
(k)
1 (t) ≤ CΓ(k)1 (t), k = 0, 1, (3.74)
where
Ξ
(k)
1 (t) :=
∫ 1
0
[(
∂kt ψ
)2
+ 2∂kt ψt∂
k
t ψ
]
dx, Π
(k)
1 (t) := ‖(∂kt ψx, ε∂kt ψxx)(t)‖2,
Γ
(k)
1 (t) := ‖(∂kt ψt, ∂kt ψ, ∂kt χ, ∂kt χx)(t)‖2 +
(
Nε(T ) + δ + ε
1/2
)
A2k(t), (3.75)
and the constants c and C are independent of δ, ε and T .
Proof. Multiplying the equation (3.50) by ∂kt ψ and integrating the resultant equality by
parts over the domain Ω = (0, 1) together with the homogeneous boundary conditions
(3.19), we get
d
dt
Ξ
(k)
1 (t) +
∫ 1
0
[
2θ˜
(
∂kt ψx
)2
+
(
ε∂kt ψxx
)2]
dx = I(k)1 (t), k = 0, 1, (3.76)
where the integral term I(k)1 (t) is defined by
I(k)1 (t) :=
∫ 1
0
{
2
(
∂kt ψt
)2 − 2θ˜x∂kt ψx∂kt ψ − (w˜x∂kt χx∂kt ψ + w˜∂kt χx∂kt ψx)
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+ 2w˜xx∂
k
t χ∂
k
t ψ +
(
6wxj
w4
∂kt ηx∂
k
t ψ −
2ηx
w3
∂kt ηx∂
k
t ψ −
2j
w3
∂kt ηx∂
k
t ψx
)
−
[
8wxj
2
w5
∂kt ψx∂
k
t ψ −
4jηx
w4
∂kt ψx∂
k
t ψ −
2j2
w4
(
∂kt ψx
)2]
−
[
2χx∂
k
t ψx∂
k
t ψ + 2χ
(
∂kt ψx
)2]− (ψx∂kt χx∂kt ψ + ψ∂kt χx∂kt ψx)
+ ε2
(k + 1)ψxx + 2w˜xx
w
∂kt ψxx∂
k
t ψ +
(
∂kt P +Ok
)
∂kt ψ
}
dx. (3.77)
According to the estimates (3.22), (3.23), (3.27), (3.51) and (3.69), and then using Cauchy-
Schwarz, Young and Ho¨lder inequalities, we have the estimates∫ 1
0
[
2θ˜
(
∂kt ψx
)2
+
(
ε∂kt ψxx
)2]
dx ≥ cΠ(k)1 (t), (3.78)
and
I(k)1 (t) ≤2‖∂kt ψt(t)‖2 + Cδ‖(∂kt ψx, ∂kt ψ)(t)‖2 + µ‖∂kt ψx(t)‖2 + Cµ‖(∂kt χx, ∂kt ψ)(t)‖2
+ C‖(∂kt χ, ∂kt χx, ∂kt ψ)(t)‖2 + C
(
Nε(T ) + δ
)‖(∂kt ψ, ∂kt ψx, ∂kt ηx)(t)‖2
+ Cε1/2‖(∂kt ψ, ε∂kt ψxx)(t)‖2 + C‖(∂kt P,Ok, ∂kt ψ)(t)‖2
≤µ‖∂kt ψx(t)‖2 + Cµ‖(∂kt ψt, ∂kt ψ, ∂kt χ, ∂kt χx)(t)‖2
+ C
(
Nε(T ) + δ + ε
1/2
)
A2k(t). (3.79)
Substituting (3.78) and (3.79) into (3.76) and taking µ small enough, we obtain the desired
estimate (3.74).
Next, the following lemma is the most difficult part in establishing the higher order
estimates. From this lemma, we can find that the dispersive velocity term in the energy
equation contributes the extra quantum dissipation rate ‖ε∂kt ψtx(t)‖, see (3.94). It plays a
similar role like the additional dissipation rate ‖χtx(t)‖ contributed by the diffusion term
in the energy equation, see (3.114).
Lemma 3.10. Suppose the same assumptions as in Proposition 3.4 hold. Then there exist
positive constants δ0, c and C such that if Nε(T ) + δ + ε ≤ δ0, it holds that for t ∈ [0, T ],
d
dt
Ξ
(k)
2 (t) + cΠ
(k)
2 (t) ≤ CΓ(k)2 (t), k = 0, 1, (3.80)
where
Ξ
(k)
2 (t) :=
∫ 1
0
{(
∂kt ψt
)2
+
(
θ − j
2
w4
)(
∂kt ψx
)2
+
1
2
(
ε∂kt ψxx
)2
− 3w
3
2
∂kt χ∂
k
t ψt − k
[
9w5ε
8
χt
(
εψtxx
)
+
3w4ε2
8
(
εψtxx
)2]}
dx,
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Π
(k)
2 (t) := ‖(∂kt ψt, ε∂kt ψtx)(t)‖2, Γ(k)2 (t) :=
(
µ+Nε(T ) + δ + ε
1/2
)‖∂kt ψx(t)‖2 +Υ(k)(t),
Υ(0)(t) := Cµ‖(ψ, η, χ, χx)(t)‖2 +
(
Nε(T ) + δ + ε
1/2
)‖(ψtt, ψtx, εψxx, εψtxx, χt)(t)‖2,
Υ(1)(t) := Cµ‖(χt, χtx)(t)‖2 + ‖(ψ, η, χ, χx, ψt, ψx)(t)‖2
+
(
Nε(T ) + δ + ε
1/2
)‖(ψtt, εψxx, εψtxx)(t)‖2, (3.81)
and the constants c and C are independent of δ, ε and T . Here µ is an arbitrary positive
constant to be determined and Cµ is a generic constant which only depends on µ.
Proof. Multiplying the equation (3.50) by ∂kt ψt and integrating the resultant equality by
parts over the domain Ω together with the homogeneous boundary conditions (3.19), we
get
d
dt
∫ 1
0
[(
∂kt ψt
)2
+
(
θ − j
2
w4
)(
∂kt ψx
)2
+
1
2
(
ε∂kt ψxx
)2]
dx
+ 2‖∂kt ψt(t)‖2 −
∫ 1
0
w∂kt χxx∂
k
t ψtdx = I(k)2 (t), k = 0, 1, (3.82)
where the integral term I(k)2 (t) is given by
I(k)2 (t) :=
∫ 1
0
{[
− 2
(
θ − j
2
w4
)
x
∂kt ψx∂
k
t ψt +
(
θ − j
2
w4
)
t
(
∂kt ψx
)2]
+ 2w˜xx∂
k
t χ∂
k
t ψt +
2j
w3
∂kt ηxx∂
k
t ψt + ε
2 (k + 1)ψxx + 2w˜xx
w
∂kt ψxx∂
k
t ψt
+
[
∂kt P (t, x) +Ok(t, x)
]
∂kt ψt
}
dx (3.83)
and can be estimated by the standard method as follows
I(k)2 (t) ≤C(Nε(T ) + δ)
(‖(∂kt ψt, ∂kt ψx)(t)‖2 + ‖χt(t)‖2k)
+ µ‖∂kt ψt(t)‖2 + Cµ‖∂kt χ(t)‖21
+ C(Nε(T ) + δ)‖(∂kt ψt, kψtx)(t)‖2
+ Cε1/2‖(∂kt ψt, ε∂kt ψxx)(t)‖2
+ µ‖∂kt ψt(t)‖2 + Cµ‖(∂kt ψ, ∂kt χ, ∂kt χx)(t)‖2
+ Cµ
(
Nε(T ) + δ + ε
1/2
)‖(∂kt η, ∂kt ψt, ∂kt ψx)(t)‖2
≤2µ‖∂kt ψt(t)‖2 + Cµ‖(∂kt ψ, ∂kt χ, ∂kt χx)(t)‖2
+ Cµ
(
Nε(T ) + δ + ε
1/2
)(‖(∂kt η, ∂kt ψt, ∂kt ψx, ε∂kt ψxx)(t)‖2 + ‖χt(t)‖2k), (3.84)
with the aid of the estimates (3.22), (3.23), (3.27) and (3.51), and the Ho¨lder, Young and
Sobolev inequalities.
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Now, we have to deal with the last integral term on the left-side of the equality (3.82).
It is the most difficult part in the proof due to the dispersive velocity term in the energy
equation and the Bohm potential term in the momentum equation. Precisely, solving the
equation (3.52) with respect to ∂kt χxx and substituting the result in the last integral term
on the left-side of (3.82) give
−
∫ 1
0
w∂kt χxx∂
k
t ψtdx =
∫ 1
0
w
3
2
[
− w2∂kt χt −
2
3
θ˜∂kt ηx +
4j˜θ˜
3w˜
∂kt ψx
+ ∂xVk(t, x) + ∂ktH(t, x) + Lk(t, x)
]
∂kt ψtdx
=−
∫ 1
0
3
2
w3∂kt χt∂
k
t ψtdx−
∫ 1
0
wθ˜∂kt ηx∂
k
t ψtdx
+
∫ 1
0
2wj˜θ˜
w˜
∂kt ψx∂
k
t ψtdx+
∫ 1
0
3
2
w∂xVk(t, x)∂kt ψtdx
+
∫ 1
0
3
2
w
[
∂ktH(t, x) + Lk(t, x)
]
∂kt ψtdx
=T
(k)
1 (t) + T
(k)
2 (t) + T
(k)
3 (t) + T
(k)
4 (t) + T
(k)
5 (t). (3.85)
The integrals T
(k)
2 (t), T
(k)
3 (t) and T
(k)
5 (t) are relatively easier to be estimated than to deal
with the integrals T
(k)
1 (t) and T
(k)
4 (t). Before treating them one by one, we first derive the
following equality which follows from the equation (3.15a),
∂kt ψtt = −
1
2w
∂kt ηtx + Bk(t, x), k = 0, 1, (3.86)
where
B0(t, x) := 1
2w2
ψtηx, B1(t, x) := 1
w2
ψtηtx − 1
w3
ψ2t ηx +
1
2w2
ψttηx,
satisfying the estimate
‖Bk(t)‖ ≤ CNε(T )‖(∂kt ψt, ψt)(t)‖. (3.87)
Now, we begin to estimate T
(k)
l (t), l = 1, · · · , 5. Firstly, using the estimates (3.22),
(3.23), (3.59) and (3.60), the equation (3.15a) and the Young inequality, via the standard
computations, we have
T
(k)
2 (t) + T
(k)
3 (t) + T
(k)
5 (t) ≥
∫ 1
0
wθ˜
(
2w∂kt ψt + k2ψ
2
t
)
∂kt ψtdx− Cδ‖(∂kt ψt, ∂kt ψx)(t)‖2
− µ‖∂kt ψt(t)‖2 − Cµ‖(∂kt ψ, ∂kt η, ∂kt χ, ∂kt χx)(t)‖2
− kCµ(Nε(T ) + δ)‖(ψtt, ψtx)(t)‖2
≥c‖∂kt ψt(t)‖2 − C‖(∂kt ψ, ∂kt η, ∂kt χ, ∂kt χx)(t)‖2
− C(Nε(T ) + δ)‖∂kt ψx(t)‖2. (3.88)
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In addition, we continue to estimate T
(k)
1 (t) by using (3.86), (3.87) and the integration
by parts.
T
(k)
1 (t) =−
d
dt
∫ 1
0
3w3
2
∂kt χ∂
k
t ψtdx+
∫ 1
0
9w2ψt
2
∂kt χ∂
k
t ψtdx+
∫ 1
0
3w3
2
∂kt χ∂
k
t ψttdx
≥− d
dt
∫ 1
0
3w3
2
∂kt χ∂
k
t ψtdx− CNε(T )‖(∂kt ψt, ∂kt χ)(t)‖2
+
∫ 1
0
3w3
2
∂kt χ
[
− 1
2w
∂kt ηtx + Bk(t, x)
]
dx
≥− d
dt
∫ 1
0
3w3
2
∂kt χ∂
k
t ψtdx− CNε(T )‖(∂kt ψt, ψt, ∂kt χ)(t)‖2
+
∫ 1
0
3w2
4
∂kt χx∂
k
t ηtdx+
∫ 1
0
3wwx
2
∂kt χ∂
k
t ηtdx, k = 0, 1. (3.89)
Moreover, we have to separately deal with the last two terms on the right-side of (3.89)
for k = 0 and k = 1. In fact,∫ 1
0
3w2
4
χxηtdx ≥ −µ‖ηt(t)‖2 − Cµ‖χx(t)‖2, for k = 0, (3.90a)
∫ 1
0
3w2
4
χtx∂tηtdx =
∫ 1
0
3w2
4
χtx
[
ε2wψtxxx + Y1(t, x)
]
dx
=−
∫ 1
0
3w3ε2
4
χtxxψtxxdx−
∫ 1
0
9w2wxε
4
χtx(εψtxx)dx+
∫ 1
0
3w2
4
χtxY1dx
≥
∫ 1
0
9w3ε2
8
[
− w2χtt − 2
3
θ˜ηtx +
4j˜θ˜
3w˜
ψtx + ∂xV1 + ∂tH + L1
]
ψtxxdx
− Cε‖(εψtxx, χtx)(t)‖2 − µ‖Y1(t)‖2 − Cµ‖χtx(t)‖2
≥−
∫ 1
0
9w5ε2
8
χttψtxxdx+
∫ 1
0
9w3ε2
8
∂xV1ψtxxdx
− Cε‖(ηt, ψt, ψtt, ψtx, εψtxx)(t)‖2 − µ‖Y1(t)‖2 − Cµ‖χtx(t)‖2
≥− d
dt
∫ 1
0
9w5ε
8
χt(εψtxx)dx− d
dt
∫ 1
0
3w4ε2
8
(εψtxx)
2dx
− Cε‖(ηt, ψt, ψtt, ψtx, εψttx, εψtxx)(t)‖2
− µ‖Y1(t)‖2 − Cµ‖χtx(t)‖2, for k = 1, (3.90b)
where we have used the equality (3.70a), the equation (3.52) with k = 1, the estimates
(3.27) and (3.60), the Cauchy-Schwarz inequality, and the following computations,
−
∫ 1
0
9w5ε2
8
χttψtxxdx =− d
dt
∫ 1
0
9w5ε
8
χt(εψtxx)dx+
∫ 1
0
45w4ψtε
8
χt(εψtxx)dx
+
∫ 1
0
9w5ε2
8
χtψttxxdx
43
=− d
dt
∫ 1
0
9w5ε
8
χt(εψtxx)dx+
∫ 1
0
45w4ψtε
8
χt(εψtxx)dx
−
∫ 1
0
45w4wxε
8
χt(εψttx)dx−
∫ 1
0
9w5ε
8
χtx(εψttx)dx
≥− d
dt
∫ 1
0
9w5ε
8
χt(εψtxx)dx− Cε‖(εψttx, εψtxx, χtx)(t)‖2, (3.91)
and ∫ 1
0
9w3ε2
8
∂xV1ψtxxdx
=
∫ 1
0
9w3ε2
8
(
ε2
3
ηtxxx − 2ε
2j
3w
ψtxxx +K2
)
ψtxxdx
≥−
∫ 1
0
3w3ε2
8
(
2wψttxx + 4wxψttx + 4ψ
2
tx + 4ψtψtxx + 2wxxψtt
)
ψtxxdx
+
∫ 1
0
(
3ε4
8
w2j
)
x
ψ2txxdx− Cε‖(K2, εψtxx)(t)‖2
≥− d
dt
∫ 1
0
3w4ε2
8
(εψtxx)
2dx− Cε‖(ηt, ψt, ψtt, ψtx, εψttx, εψtxx)(t)‖2, (3.92)
with the aid of the equality (3.57), the equation (3.15a), the integration by parts, the esti-
mates (3.22), (3.23) and (3.64), and the Sobolev, Ho¨lder and Cauchy-Schwarz inequalities.
Similarly, we continue to estimate the last term on the right-side of (3.89) as follows∫ 1
0
3wwx
2
χηtdx ≥ −µ‖ηt(t)‖2 − Cµ‖χ(t)‖2, for k = 0, (3.93a)
∫ 1
0
3wwx
2
χt∂tηtdx =
∫ 1
0
3wwx
2
χt
(
ε2wψtxxx + Y1
)
dx
≥−
∫ 1
0
(
3w2wxε
2
2
χt
)
x
ψtxxdx− µ‖Y1(t)‖2 − Cµ‖χt(t)‖2
≥− Cε1/2‖(εψtxx, χtx)(t)‖2 − µ‖Y1(t)‖2 − Cµ‖χt(t)‖2, for k = 1.
(3.93b)
Next, we estimate the integral T
(k)
4 (t) by using the integration by parts and the equality
(3.53),
T
(k)
4 (t) =−
∫ 1
0
(
3
2
w∂kt ψt
)
x
Vkdx
=−
∫ 1
0
3
2
w∂kt ψtxVkdx−
∫ 1
0
3
2
wx∂
k
t ψtVkdx
≥−
∫ 1
0
3
2
w∂kt ψtx
(
ε2
3
∂kt ηxx −
2ε2j˜
3w˜
∂kt ψxx + ∂
k
t K
)
dx
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− Cε‖(∂kt η, ∂kt ψ, ∂kt ψt, ∂kt ψx, ε∂kt ψtx, ε∂kt ψxx)(t)‖2
≥−
∫ 1
0
wε2
2
∂kt ψtx∂
k
t ηxxdx
− C(Nε(T ) + δ + ε1/2)‖(∂kt η, ∂kt ψ, ∂kt ψt, ∂kt ψx, ε∂kt ψtx, ε∂kt ψxx)(t)‖2
=
∫ 1
0
wε2
2
∂kt ψtx
(
2w∂kt ψtx + 2wx∂
k
t ψt + k4ψtψtx
)
dx
− C(Nε(T ) + δ + ε1/2)‖(∂kt η, ∂kt ψ, ∂kt ψt, ∂kt ψx, ε∂kt ψtx, ε∂kt ψxx)(t)‖2
≥
∫ 1
0
w2
(
ε∂kt ψtx
)2
dx
− C(Nε(T ) + δ + ε1/2)‖(∂kt η, ∂kt ψ, ∂kt ψt, ∂kt ψx, ε∂kt ψtx, ε∂kt ψxx)(t)‖2
≥c‖ε∂kt ψtx(t)‖2 − C
(
Nε(T ) + δ + ε
1/2
)‖(∂kt η, ∂kt ψ, ∂kt ψt, ∂kt ψx, ε∂kt ψxx)(t)‖2,
(3.94)
where we have used the equation (3.15a) and the estimates (3.61)∼(3.62).
Finally, substituting (3.84), (3.85), (3.88), (3.89), (3.90), (3.93) and (3.94) into (3.82),
applying the estiamtes (3.69) and (3.70b) to the resultant inequality, making µ and
Nε(T ) + δ + ε small enough and rewriting the result as a unified form in k = 0, 1, we
obtain the desired estimate (3.80).
In order to close the uniform a priori estimate, we continue to derive the higher order
estimates of the perturbed temperature χ. The dispersive velocity term in the energy
equation makes the corresponding computations more complex.
Lemma 3.11. Suppose the same assumptions as in Proposition 3.4 hold. Then there exist
positive constants δ0, c and C such that if Nε(T ) + δ + ε ≤ δ0, it holds that for t ∈ [0, T ],
d
dt
Ξ3(t) + cΠ3(t) ≤ CΓ3(t), (3.95)
where
Ξ3(t) :=
∫ 1
0
(
1
3
χ2x +
2θ˜
3
ηxχ
)
dx, Π3(t) := ‖χt(t)‖2,
Γ3(t) := µ‖ψx(t)‖2 + CµA2−1(t) +
(
Nε(T ) + δ + ε
)(
A21(t) + ‖χtx(t)‖2
)
, (3.96)
and
d
dt
Ξ4(t) + cΠ4(t) ≤ CΓ4(t), (3.97)
where
Ξ4(t) :=
∫ 1
0
w2
2
χ2tdx, Π4(t) := ‖χtx(t)‖2,
45
Γ4(t) := ‖(ψ, η, χ, χx, ψx, χt)(t)‖2 +
(
Nε(T ) + δ + ε
)(
A21(t) + ‖εψttx(t)‖2
)
, (3.98)
and the constants c and C are independent of δ, ε and T . Here µ is an arbitrary positive
constant to be determined and Cµ is a generic constant which only depends on µ.
Proof. Multiplying the equation (3.52) with k = 0 by χt and integrating the resultant
equality by parts over Ω together with the boundary conditions (3.19), we get
d
dt
Ξ3(t) +
∫ 1
0
w2χ2tdx = I3(t), (3.99)
where the integral term I3(t) is defined by
I3(t) :=
∫ 1
0
[
−
(
2θ˜x
3
ηtχ+
2θ˜
3
ηtχx
)
+
4j˜θ˜
3w˜
ψxχt + ∂xV0(t, x)χt +H(t, x)χt
]
dx, (3.100)
and can be estimated as
I3(t) ≤
∫ 1
0
∂xV0(t, x)χtdx+ (µ+ Cδ)‖ηt(t)‖2 + Cµ‖(χ, χx)(t)‖2
+ Cδ‖(ψx, χt)(t)‖2 + µ‖χt(t)‖2 + Cµ‖H(t)‖2
≤
∫ 1
0
∂xV0(t, x)χtdx+ (µ+ δ + ε)‖χt(t)‖2
+ µ‖ψx(t)‖2 + CµA2−1(t) + C
(
Nε(T ) + δ + ε
)
A21(t), (3.101)
with the aid of the estimates (3.22), (3.59) and (3.69), the Ho¨lder and Young inequalities.
Furthermore, applying the integration by parts and the equality (3.53) with k = 0 to the
first integral term on the right-side of (3.101), we have∫ 1
0
∂xV0(t, x)χtdx =−
∫ 1
0
V0(t, x)χtxdx
=−
∫ 1
0
(
ε2
3
ηxx − 2ε
2j˜
3w˜
ψxx +K(t, x)
)
χtxdx
≤Cε‖(ηxx, εψxx, χtx)(t)‖2 + ‖K(t)‖‖χtx(t)‖
≤Cε‖(ψ, η, ψt, ψx, ψtx, εψxx, χtx)(t)‖2
≤Cε(A21(t) + ‖χtx(t)‖2), (3.102)
with the aid of the estimates (3.26) and (3.61), the Ho¨lder and Cauchy-Schwarz inequal-
ities. Substituting (3.102) into (3.101), we obtain
I3(t) ≤ (µ+ δ + ε)‖χt(t)‖2 + CΓ3(t). (3.103)
On the other hand, it is easy to see that∫ 1
0
w2χ2tdx ≥ cΠ3(t). (3.104)
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Substituting (3.103) and (3.104) into (3.99), and letting µ and Nε(T ) + δ + ε sufficiently
small, we have proved the desired estimate (3.95).
Next, multiplying the equation (3.52) with k = 1 by χt and integrating the resultant
equality by parts over Ω together with the boundary conditions (3.19), we get
d
dt
Ξ4(t) +
2
3
Π4(t) = I4(t), (3.105)
where the integral term I4(t) is given by
I4(t) :=
∫ 1
0
[
wψtχ
2
t +
(
2θ˜x
3
ηtχt +
2θ˜
3
ηtχtx
)
+
4j˜θ˜
3w˜
ψtxχt + ∂xV1(t, x)χt +
(
∂tH + L1
)
(t, x)χt
]
dx, (3.106)
and can be estimated as
I4(t) ≤
∫ 1
0
∂xV1(t, x)χtdx+ C
(
Nε(T ) + δ
)‖(ψtx, χt)(t)‖2
+ µ‖χtx(t)‖2 + Cµ‖ηt(t)‖2 +
(‖∂tH(t)‖+ ‖L1(t)‖)‖χt(t)‖
≤
∫ 1
0
∂xV1(t, x)χtdx+
[
µ+ C(Nε(T ) + δ)
]‖χtx(t)‖2
+ Cµ‖(ηt, χt)(t)‖2 + C(Nε(T ) + δ)‖(ψt, ψtt, ψtx)(t)‖2, (3.107)
with the aid of the estimates (3.22), (3.23) and (3.60), the Ho¨lder and Young inequalities.
Furthermore, applying the integration by parts and the equality (3.53) with k = 1 to the
first integral term on the right-side of (3.107), we have∫ 1
0
∂xV1(t, x)χtdx =−
∫ 1
0
V1(t, x)χtxdx
=−
∫ 1
0
(
ε2
3
ηtxx − 2ε
2j˜
3w˜
ψtxx + ∂tK(t, x)
)
χtxdx
≤Cε‖(εηtxx, εψtxx, χtx)(t)‖2 + ‖∂tK(t)‖‖χtx(t)‖
≤Cε(‖χtx(t)‖2 + ‖ηt(t)‖2 + A21(t) + ‖εψttx(t)‖2), (3.108)
with the aid of the estimates (3.27) and (3.62), the Ho¨lder and Cauchy-Schwarz inequal-
ities. Substituting (3.108) into (3.107) together with the estimate (3.69), we obtain
I4(t) ≤
[
µ+ C(Nε(T ) + δ + ε)
]‖χtx(t)‖2 + C(Nε(T ) + δ + ε)(A21(t) + ‖εψttx(t)‖2)
+ Cµ‖(ηt, χt)(t)‖2
≤[µ+ C(Nε(T ) + δ + ε)]‖χtx(t)‖2 + CµΓ4(t). (3.109)
Substituting (3.109) into (3.105), and letting µ and Nε(T ) + δ + ε sufficiently small, we
have shown the desired estimate (3.97).
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3.5 Decay estimate
Based on the basic estimate (3.28) and the higher order estimates (3.74), (3.80), (3.95)
and (3.97), it is not difficult to find that we have captured the strong enough dissipation
mechanism to show the decay estimate (3.21) in Proposition 3.4.
Proof of Proposition 3.4. From the procedure
(3.28) + β
[
α(3.74) + (3.80)
]∣∣∣
k=0
+ β
[
(3.95) + β(3.97)
]
+ β3
[
α(3.74) + (3.80)
]∣∣∣
k=1
,
where α is the positive constant in (3.29) and β is another positive constant, both of them
will be determined later, we have the energy inequality
d
dt
E(t) + D(t) ≤ 0, ∀t ∈ [0, T ], (3.110)
where the total energy E(t) is defined by
E(t) := Ξ(t)+β
[
αΞ
(0)
1 (t)+Ξ
(0)
2 (t)
]
+β
[
Ξ3(t)+βΞ4(t)
]
+β3
[
αΞ
(1)
1 (t)+Ξ
(1)
2 (t)
]
, (3.111)
and the total dissipation rate D(t) is given by
D(t) :=
[
cΠ(t)− CΓ(t)
]
+ β
{
α
[
cΠ
(0)
1 (t)− CΓ(0)1 (t)
]
+
[
cΠ
(0)
2 (t)− CΓ(0)2 (t)
]}
+ β
{[
cΠ3(t)− CΓ3(t)
]
+ β
[
cΠ4(t)− CΓ4(t)
]}
+ β3
{
α
[
cΠ
(1)
1 (t)− CΓ(1)1 (t)
]
+
[
cΠ
(1)
2 (t)− CΓ(1)2 (t)
]}
. (3.112)
Substituting the specific definitions (3.29)∼(3.31), (3.75), (3.81), (3.96) and (3.98) into
(3.111) and (3.112), and then taking α, µ, β and Nε(T ) + δ + ε sufficiently small in the
following order 0 < Nε(T ) + δ + ε ≪ β3 ≪ β2 ≪ β ≪ µ ≪ α ≪ 1, via the elaborate
calculations, we obtain the estimates
c
(
A21(t) + ‖χt(t)‖2
) ≤ E(t) ≤ C(A21(t) + ‖χt(t)‖2), (3.113)
and
D(t) ≥c(A21(t) + ‖χt(t)‖2 + ‖(χtx, εψttx)(t)‖2)
≥c(A21(t) + ‖χt(t)‖2), (3.114)
D(t) ≤C(A21(t) + ‖χt(t)‖2 + ‖(χtx, εψttx)(t)‖2),
where the positive constants c and C are independent of δ, ε and T .
Applying (3.113) and (3.114) to the inequality (3.110), we see that there exists a
positive constant γ which is independent of δ, ε and T such that the following inequality
holds,
d
dt
E(t) + 2γE(t) ≤ 0, ∀t ∈ [0, T ]. (3.115)
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Finally, applying Gronwall inequality to (3.115) and using the elliptic estimate (3.25) and
the equivalent relations (3.113) and (3.65), we have the desired decay estimate (3.21).
Once Proposition 3.4 is proved, Theorem 1.4 immediately follows.
Proof of Theorem 1.4. The existence of the global-in-time solution to the initial-
boundary value problem (1.4)∼(1.6) follows from the continuation argument with Corol-
lary 3.3 and Proposition 3.4. The decay estimate (1.23) is derived by the transformations
n = w2, n˜ = w˜2 and the estimate (3.21).
4 Semi-classical limit
In this section, we prove Theorem 1.5 in Subsection 4.1 and Theorem 1.6 in Subsection
4.2, respectively.
4.1 Stationary case
In this subsection, we discuss the semi-classical limit of the stationary solutions based
on the existence and uniqueness results in Lemma 1.1 and Theorem 1.3. Since both of
the quantum stationary density n˜ε and the limit one n˜0 are non-flat, it is convenient to
introduce the logarithmic transformations z˜ε := ln n˜ε and z˜0 := ln n˜0 in the following
discussion. We also introduce the error variables as follows
Z˜ε := z˜ε − z˜0, J˜ ε := j˜ε − j˜0, Θ˜ε := θ˜ε − θ˜0, Φ˜ε := φ˜ε − φ˜0. (4.1)
These quantities (z˜ε, j˜ε, θ˜ε, φ˜ε), (z˜0, j˜0, θ˜0, φ˜0) and (Z˜ε, J˜ ε, Θ˜ε, Φ˜ε) satisfy the following
properties
Z˜ε ∈ H10 (Ω) ∩ C2(Ω), Θ˜ε ∈ H10 (Ω) ∩H3(Ω), Φ˜ε ∈ H10 (Ω) ∩ C2(Ω), (4.2)[
z˜εxx +
(z˜εx)
2
2
]
(0) =
[
z˜εxx +
(z˜εx)
2
2
]
(1) = 0, (4.3)
the estimates
ln c ≤ z˜0(x) ≤ lnC, 0 < c ≤ θ˜0(x) ≤ C, |j˜0|+ ‖θ˜0 − θL‖3 ≤ Cδ, |(n˜0, φ˜0)|2 ≤ C,
(4.4)
2 ln b ≤ z˜ε(x) ≤ 2 lnB, 0 < θL
2
≤ θ˜ε(x) ≤ 3θl
2
, |j˜ε|+ ‖θ˜ε − θL‖3 ≤ Cδ,
‖z˜ε‖2 + ‖(ε∂3xz˜ε, ε2∂4xz˜ε)‖+ |φ˜ε|2 ≤ C, ∀ε ∈ (0, ε1], (4.5)
49
and the equations
S[ez˜
0
, j˜0, θ˜0]z˜0x + θ˜
0
x = φ˜
0
x − j˜0e−z˜
0
, (4.6)
S[ez˜
ε
, j˜ε, θ˜ε]z˜εx + θ˜
ε
x −
ε2
2
[
z˜εxx +
(z˜εx)
2
2
]
x
= φ˜εx − j˜εe−z˜
ε
, (4.7)
S[ez˜
ε
, j˜ε, θ˜ε]z˜εx−S[ez˜
0
, j˜0, θ˜0]z˜0x+ Θ˜
ε
x− Φ˜εx−
ε2
2
[
z˜εxx+
(z˜εx)
2
2
]
x
= −
(
j˜εe−z˜
ε− j˜0e−z˜0
)
, (4.8)
j˜εθ˜εx − j˜0θ˜0x −
2
3
(
j˜εθ˜εz˜εx − j˜0θ˜0z˜0x
)
− 2
3
Θ˜εxx +
ε2
3
j˜ε
(
z˜εxxx − 2z˜εxxz˜εx
)
=
1
3
[
(j˜ε)2e−z˜
ε − (j˜0)2e−z˜0
]
−
[
ez˜
ε
(θ˜ε − θL)− ez˜0(θ˜0 − θL)
]
, (4.9)
Φ˜εxx = e
z˜ε − ez˜0, ∀ε ∈ (0, ε1] (4.10)
due to the boundary conditions (1.13) and (1.18), the estimates (1.19) and (1.21), and
the equations (1.12) and (1.17).
Proof of Theorem 1.5. Firstly, we prove the convergence rate (1.24a) in ε ∈ (0, ε1].
Note that if δ is small enough, we have known that the quantum stationary current density
j˜ε = J [ez˜
ε
, θ˜ε] is defined by the explicit formula (2.5). Furthermore, the limit stationary
current density j˜0 can also be written by the same formula (2.5) as j˜0 = J [ez˜
0
, θ˜0].
Therefore, the following estimate
|J˜ ε| = |j˜ε − j˜0| ≤ C
(
δ‖Z˜ε‖+ ‖Θ˜εx‖
)
≤ C
(
δ‖Z˜εx‖+ ‖Θ˜εx‖
)
. (4.11)
follows from the straightforward computations with the formula (2.5), the estimates (4.4)
and (4.5).
Multiplying the equation (4.8) by Z˜εx and integrating the resultant equality over the
domain Ω, we obtain∫ 1
0
(
S[ez˜
ε
, j˜ε, θ˜ε]z˜εx − S[ez˜
0
, j˜0, θ˜0]z˜0x
)
Z˜εxdx−
∫ 1
0
Φ˜εxZ˜εxdx
=
ε2
2
∫ 1
0
[
z˜εxx +
(z˜εx)
2
2
]
x
Z˜εxdx−
∫ 1
0
Θ˜εxZ˜εxdx−
∫ 1
0
(
j˜εe−z˜
ε − j˜0e−z˜0
)
Z˜εxdx. (4.12)
By virtue of integration by parts, the boundary conditions (4.2) and (4.3), the equation
(4.10), the Young and Ho¨lder inequalities, the mean value theorem and the estimates
(4.4), (4.5) and (4.11), the left-side of (4.12) can be estimated as follows
(4.12)l =
∫ 1
0
(
S˜εz˜εx − S˜0z˜0x
)
Z˜εxdx+
∫ 1
0
Φ˜εxxZ˜εdx
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=∫ 1
0
[(
S˜ε − S˜0
)
z˜εx + S˜
0Z˜εx
]
Z˜εxdx+
∫ 1
0
(
ez˜
ε − ez˜0
)
(z˜ε − z˜0)︸ ︷︷ ︸
≥0
dx
≥ θL
4
‖Z˜εx‖2 +
∫ 1
0
(
S˜ε − S˜0
)
z˜εxZ˜εxdx
≥ θL
4
‖Z˜εx‖2 − µ‖Z˜εx‖2 − Cµ‖Θ˜ε‖2 − Cδ‖(Z˜εx, Θ˜εx)‖2
≥ θL
8
‖Z˜εx‖2 − C‖Θ˜ε‖21, (4.13)
where we have used the notation S˜ε := S[ez˜
ε
, j˜ε, θ˜ε] for any ε ∈ [0, ε1] and the following
estimate
|(S˜ε − S˜0)(x)| ≤ |Θ˜ε(x)|+ Cδ|J˜ ε|+ Cδ2|Z˜ε(x)|, ∀x ∈ Ω. (4.14)
Similarly, we further estimate the right-side of (4.12) as follows
(4.12)r =
ε2
2
∫ 1
0
[
z˜εxx +
(z˜εx)
2
2
]
x
Z˜εxdx−
∫ 1
0
Θ˜εxZ˜εxdx−
∫ 1
0
(
j˜εe−z˜
ε − j˜0e−z˜0
)
Z˜εxdx
≤− ε
2
2
∫ 1
0
[
z˜εxx +
(z˜εx)
2
2
]
Z˜εxxdx+ ‖Z˜εx‖‖Θ˜εx‖+ C|J˜ ε|‖Z˜εx‖+ Cδ‖Z˜ε‖‖Z˜εx‖
≤Cε2
∫ 1
0
(
|z˜εxx|+ |z˜εx|2
)
|Z˜εxx|dx+
(
Cδ + µ
)‖Z˜εx‖2 + Cµ‖Θ˜εx‖2
≤Cε2
(
‖z˜εxx‖+ 1
)
‖Z˜εxx‖︸ ︷︷ ︸
≤C
+
(
Cδ + µ
)‖Z˜εx‖2 + Cµ‖Θ˜εx‖2
≤Cε2 + (Cδ + µ)‖Z˜εx‖2 + Cµ‖Θ˜εx‖2. (4.15)
Substituting (4.13) and (4.15) into (4.12), and letting δ and µ small enough, we have
‖Z˜ε‖21 ≤ C‖Θ˜ε‖21 + Cε2, (4.16)
where we have used the Poincare´ inequality ‖Z˜ε‖ ≤ C‖Z˜εx‖.
Next, multiplying the equation (4.9) by Θ˜ε and integrating the resultant equality over
the domain Ω, we obtain
−2
3
∫ 1
0
Θ˜εxxΘ˜
εdx+
∫ 1
0
[
ez˜
ε
(θ˜ε − θL)− ez˜0(θ˜0 − θL)
]
Θ˜εdx
= −ε
2
3
j˜ε
∫ 1
0
(
z˜εxxx − 2z˜εxxz˜εx
)
Θ˜εdx+
2
3
∫ 1
0
(
j˜εθ˜εz˜εx − j˜0θ˜0z˜0x
)
Θ˜εdx
−
∫ 1
0
(
j˜εθ˜εx − j˜0θ˜0x
)
Θ˜εdx+
1
3
∫ 1
0
[
(j˜ε)2e−z˜
ε − (j˜0)2e−z˜0
]
Θ˜εdx
(4.17)
= I1 + I2 + I3 + I4.
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By the same fashion used to derive the estimate (4.16), the left-side of (4.17) can be
estimated as
(4.17)l =
2
3
‖Θ˜εx‖2 +
∫ 1
0
[(
ez˜
ε − ez˜0
)
(θ˜ε − θL) + ez˜0Θ˜ε
]
Θ˜εdx
≥ 2
3
‖Θ˜εx‖2 + c‖Θ˜ε‖2 − Cδ‖(Z˜ε, Θ˜ε)‖2
≥ c‖Θ˜ε‖21 − Cδ‖Z˜ε‖2. (4.18)
We further estimate the integrals Ii (i = 1, 2, 3, 4) on the right-side of (4.17) one by one,
I1 =
ε2
3
j˜ε
∫ 1
0
z˜εxxΘ˜
ε
xdx+
2ε2
3
j˜ε
∫ 1
0
z˜εxz˜
ε
xxΘ˜
εdx
≤ 1
3
ε2|j˜ε|‖z˜εxx‖‖Θ˜εx‖+
2
3
ε2|j˜ε||z˜εx|0‖z˜εxx‖‖Θ˜ε‖
≤ Cε2‖Θ˜ε‖1 ≤ Cε2‖θ˜ε − θL + θL − θ˜0‖1
≤ C
(
‖θ˜ε − θL‖1 + ‖θ˜0 − θL‖1
)
ε2
≤ Cε2. (4.19)
It is easy to estimate I3 + I4 by the standard computations, that is,
I3 + I4 ≤ Cδ‖(Z˜ε, Θ˜ε)‖21. (4.20)
However, we need to pay more attention to the integral I2 due to the non-flatness of z˜
ε,
I2 =
2
3
∫ 1
0
(
j˜εθ˜εz˜εx − j˜0θ˜0z˜0x
)
Θ˜εdx
=
2
3
∫ 1
0
(
J˜ εθ˜εz˜εx + j˜0Θ˜εz˜εx + j˜0θ˜0Z˜εx
)
Θ˜εdx
=
2
3
∫ 1
0
[
J˜ ε(θ˜ε − θL + θL)z˜εx + j˜0z˜εxΘ˜ε + j˜0θ˜0Z˜εx]Θ˜εdx
=
2θL
3
J˜ ε
∫ 1
0
Θ˜εz˜εxdx+
2
3
∫ 1
0
[(
θ˜ε − θL
)
z˜εxJ˜ ε + j˜0z˜εxΘ˜ε + j˜0θ˜0Z˜εx
]
Θ˜εdx
= −2θL
3
J˜ ε
∫ 1
0
Θ˜εxz˜
εdx+
2
3
∫ 1
0
[(
θ˜ε − θL
)
z˜εxJ˜ ε + j˜0z˜εxΘ˜ε + j˜0θ˜0Z˜εx
]
Θ˜εdx
≤ −2θL
3
J˜ ε
∫ 1
0
Θ˜εxz˜
εdx
+
2
3
(
|θ˜ε − θL|0|z˜εx|0|J˜ ε|‖Θ˜ε‖+ |j˜0||z˜εx|0‖Θ˜ε‖2 + |j˜0||θ˜0|0‖Z˜εx‖‖Θ˜ε‖
)
≤ −2θL
3
J˜ ε
∫ 1
0
Θ˜εxz˜
εdx+ Cδ‖(Z˜ε, Θ˜ε)‖21
= −2θL
3
(
j˜ε − j˜0) ∫ 1
0
Θ˜εxz˜
εdx+ Cδ‖(Z˜ε, Θ˜ε)‖21
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= −2θL
3
[
2
(
b¯+
∫ 1
0
θ˜εxz˜
εdx
)
K˜ε
− 2
(
b¯+
∫ 1
0
θ˜0xz˜
0dx
)
K˜0
]∫ 1
0
Θ˜εxz˜
εdx+ Cδ‖(Z˜ε, Θ˜ε)‖21
= −4θL
3
[
1
K˜ε
∫ 1
0
(
θ˜εxz˜
ε − θ˜0xz˜0
)
dx+
(
b¯+
∫ 1
0
θ˜0xz˜
0dx
)(
1
K˜ε
− 1
K˜0
)]∫ 1
0
Θ˜εxz˜
εdx
+ Cδ‖(Z˜ε, Θ˜ε)‖21
= −4θL
3
[
1
K˜ε
∫ 1
0
(
Θ˜εxz˜
ε + θ˜0xZ˜ε
)
dx−
(
b¯+
∫ 1
0
θ˜0xz˜
0dx
)
K˜ε − K˜0
K˜εK˜0
]∫ 1
0
Θ˜εxz˜
εdx
+ Cδ‖(Z˜ε, Θ˜ε)‖21
= − 4θL
3K˜ε
(∫ 1
0
Θ˜εxz˜
εdx
)2
︸ ︷︷ ︸
≤0
− 4θL
3K˜ε
[∫ 1
0
θ˜0xZ˜εdx−
(
b¯+
∫ 1
0
θ˜0xz˜
0dx
)
K˜0
(
K˜ε − K˜0
)]∫ 1
0
Θ˜εxz˜
εdx
+ Cδ‖(Z˜ε, Θ˜ε)‖21
≤ − 4θL
3K˜ε
[∫ 1
0
θ˜0xZ˜εdx−
j˜0
2
(
K˜ε − K˜0
)]∫ 1
0
Θ˜εxz˜
εdx+ Cδ‖(Z˜ε, Θ˜ε)‖21
≤ Cδ
(
‖Z˜ε‖+ |K˜ε − K˜0|
)
‖Θ˜εx‖+ Cδ‖(Z˜ε, Θ˜ε)‖21
≤ Cδ‖(Z˜ε, Θ˜ε)‖21, (4.21)
where we have adopted the notation K˜ε := K[ez˜
ε
, θ˜ε] (see formula (2.5)) for any ε ∈ [0, ε1]
and the following estimates
0 < c ≤ 1
K˜ε
≤ C, |K˜ε − K˜0| ≤ C
(
‖Z˜ε‖+ ‖Θ˜εx‖
)
, ∀ε ∈ [0, ε1] (4.22)
which follow from the straightforward but tedious computations. Inserting the estimates
(4.18)∼(4.21) into (4.17), and letting δ ≪ 1, we have
‖Θ˜ε‖21 ≤ Cδ‖Z˜ε‖21 + Cε2. (4.23)
Moreover, substituting (4.23) into (4.16), and letting δ small enough, we get
‖Z˜ε‖21 ≤ Cε2, ∀ε ∈ (0, ε1]. (4.24)
Combining (4.24) with (4.23), (4.11) and the elliptic estimate ‖Φ˜ε‖3 ≤ C‖Z˜ε‖1, we obtain
‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜ε‖1 + ‖Φ˜ε‖3 ≤ Cε. (4.25)
Next, we solve Θ˜εxx from the equation (4.9) and directly take the L
2-norm of the
resultant equality, the standard but tedious computations yield the following estimate
‖Θ˜εxx‖ ≤ Cε‖εz˜εxxx‖+ Cε2‖z˜εxx‖+ C
(
‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜ε‖1
)
≤ Cε. (4.26)
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Adding (4.25) and (4.26) up, we have
‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜ε‖2 + ‖Φ˜ε‖3 ≤ Cε, ∀ε ∈ (0, ε1]. (4.27)
By using the exponential transformations n˜ε = ez˜
ε
, n˜0 = ez˜
0
and the above estimate
(4.27), we have showed the algebraic convergence rate (1.24a).
Now, we begin to show the convergence (1.24b). Firstly, differentiating the equation
(4.9) once and solving Θ˜εxxx from the resultant equation, and taking the L
2-norm of the
expression of Θ˜εxxx, then these computations yield the following estimate
‖Θ˜εxxx‖ ≤C
(
‖ε2z˜εxxxx‖+ ε‖εz˜εxxx‖+ ε2‖z˜εxx‖+ ‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜ε‖2︸ ︷︷ ︸
≤Cε
+‖Z˜εxx‖
)
≤C
(
‖Z˜εxx‖+ ‖ε2z˜εxxxx‖
)
+ Cε. (4.28)
Adding the elliptic estimate ‖Φ˜εxxxx‖ ≤ C‖Z˜εxx‖ to the above estimate (4.28), we have
‖(Θ˜εxxx, Φ˜εxxxx)‖ ≤ C
(
‖Z˜εxx‖+ ‖ε2z˜εxxxx‖
)
+ Cε, ∀ε ∈ (0, ε1]. (4.29)
In order to complete the proof, we need to establish the convergence results ‖Z˜εxx‖ → 0,
‖εz˜εxxx‖ → 0 and ‖ε2z˜εxxxx‖ → 0 as ε→ 0. To this end, we first show ‖Z˜εxx‖ converges to
zero as ε tends to zero. From the boundedness (4.5) of ‖z˜ε‖2 and the strong convergence
(4.27), we have
z˜εxx ⇀ z˜
0
xx in L
2(Ω) weakly as ε→ 0. (4.30)
However, we need to improve the above weak convergence into strong convergence. For
this purpose, differentiating the equation (4.7) once, multiplying the resultant equality by
z˜εxx+(z˜
ε
x)
2/2 and integrating the result over the domain Ω, the integration by parts yields∫ 1
0
S˜ε(z˜εxx)
2dx+
ε2
2
∫ 1
0
{[
z˜εxx +
(z˜εx)
2
2
]
x
}2
dx = R˜ε, ∀ε ∈ (0, ε1], (4.31)
where
R˜ε := −
∫ 1
0
S˜εz˜εxx
(z˜εx)
2
2
dx−
∫ 1
0
S˜εxz˜
ε
x
[
z˜εxx +
(z˜εx)
2
2
]
dx
+
∫ 1
0
[
φ˜εxx −
(
j˜εe−z˜
ε
)
x
− θ˜εxx
][
z˜εxx +
(z˜εx)
2
2
]
dx, ∀ε ∈ [0, ε1]. (4.32)
Similarly, differentiating the equation (4.6) once, multiplying the resultant equality by
z˜0xx + (z˜
0
x)
2/2 and integrating the result over Ω, we have∫ 1
0
S˜0(z˜0xx)
2dx = R˜0, where R˜0 is given by (4.32) with ε = 0. (4.33)
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By using the estimates (4.4), (4.5), (4.27), the weak convergence result (4.30) and the
standard computations, we obtain
0 ≤ |R˜ε − R˜0| ≤C
(
‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜ε‖2 + ‖Φ˜εxx‖
)
+
∣∣∣∣
∫ 1
0
[
S˜0
(z˜0x)
2
2
+ S˜0z˜0x + θ˜
0
xx + φ˜
0
xx +
(
j˜0e−z˜
0
)
x
]
︸ ︷︷ ︸
=:f0∈L2(Ω)
(
z˜εxx − z˜0xx
)
dx
∣∣∣∣
≤Cε+
∣∣∣〈f 0, z˜εxx − z˜0xx〉L2(Ω)∣∣∣→ 0 as ε→ 0. (4.34)
Combining (4.33) with (4.34), we have
lim
ε→0
R˜ε =
∫ 1
0
S˜0(z˜0xx)
2dx. (4.35)
On the other hand, owing to the estimates (4.14), (4.5), the Sobolev inequality, we obtain
0 ≤
∣∣∣∣
∫ 1
0
(
S˜ε − S˜0)(z˜εxx)2dx
∣∣∣∣ ≤∣∣(S˜ε − S˜0)∣∣0‖z˜εxx‖2
≤C
(
|Z˜ε|0 + |J˜ ε|+ |Θ˜ε|0
)
≤C
(
‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜ε‖1
)
≤Cε→ 0 as ε→ 0. (4.36)
Combining the limits (4.35), (4.36) with the equality (4.31), we have{
lim sup
ε→0
[ ∫ 1
0
S˜0(z˜εxx)
2dx
]1/2}2
≤ lim sup
ε→0
∫ 1
0
S˜0(z˜εxx)
2dx
= lim
ε→0
∫ 1
0
(
S˜ε − S˜0)(z˜εxx)2dx+ lim sup
ε→0
∫ 1
0
S˜0(z˜εxx)
2dx
= lim sup
ε→0
∫ 1
0
(
S˜ε − S˜0 + S˜0)(z˜εxx)2dx
= lim sup
ε→0
∫ 1
0
S˜ε(z˜εxx)
2dx
≤ lim sup
ε→0
R˜ε = lim
ε→0
R˜ε =
∫ 1
0
S˜0(z˜0xx)
2dx, (4.37)
where we have used the non-negativity of the second term on the left-side of the equality
(4.31). Motivated by (4.37), we choose S˜0 as the weight to define a weighted-L2 space as
follows
L2
S˜0
(Ω) :=
{
f : Ω→ R is measurable
∣∣∣∣∣
∫ 1
0
S˜0|f |2dx < +∞
}
(4.38)
with the inner product 〈
f, g
〉
L2
S˜0
(Ω)
:=
∫ 1
0
S˜0fgdx (4.39)
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and the associated norm
‖f‖L2
S˜0
(Ω) :=
(∫ 1
0
S˜0|f |2 dx
)1/2
. (4.40)
Since the weight function S˜0 is strictly positive and continuous, then the weighted-L2
space L2
S˜0
(Ω) is a Hilbert space and the weak convergence (4.30) implies
z˜εxx ⇀ z˜
0
xx in L
2
S˜0
(Ω) weakly as ε→ 0. (4.41)
Furthermore, we can rewrite the inequality (4.37) in terms of the norm defined in (4.40)
as
lim sup
ε→0
‖z˜εxx‖L2
S˜0
(Ω) ≤ ‖z˜0xx‖L2
S˜0
(Ω). (4.42)
The weak convergence (4.41) together with (4.42) implies the strong convergence
z˜εxx → z˜0xx in L2S˜0(Ω) strongly as ε→ 0, (4.43)
which immediately implies
‖Z˜εxx‖ → 0, as ε→ 0. (4.44)
In addition, we prove ‖εz˜εxxx‖ converges to zero as ε tends to zero. From the strong
convergence (4.43), we can directly deduce that
lim
ε→0
∫ 1
0
S˜0(z˜εxx)
2dx =
∫ 1
0
S˜0(z˜0xx)
2dx. (4.45)
Combining (4.36) with (4.45), we have
lim
ε→0
∫ 1
0
S˜ε(z˜εxx)
2dx =
∫ 1
0
S˜0(z˜0xx)
2dx. (4.46)
Letting ε→ 0 in the equality (4.31), and using the limit results (4.35) and (4.46), we can
easily see that
ε
∥∥∥∥
[
z˜εxx +
(z˜εx)
2
2
]
x
∥∥∥∥→ 0, as ε→ 0. (4.47)
Therefore,
0 ≤ ‖εz˜εxxx‖ =
∥∥∥∥ε
{[
z˜εxx +
(z˜εx)
2
2
]
x
− z˜εxz˜εxx
}∥∥∥∥
≤ε
∥∥∥∥
[
z˜εxx +
(z˜εx)
2
2
]
x
∥∥∥∥+ Cε→ 0, as ε→ 0. (4.48)
Finally, we show ‖ε2z˜εxxxx‖ converges to zero as ε tends to zero. Differentiating the
equation (4.7) once, solving the quantum term from the resultant equality and taking the
L2-norm of this quantum term, we obtain
ε2
2
∥∥∥∥
[
z˜εxx +
(z˜εx)
2
2
]
xx
∥∥∥∥ = Q˜ε, ∀ε ∈ (0, ε1], (4.49)
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where
Q˜ε :=
∥∥∥(S˜εz˜εx)
x
+ θ˜εxx − φ˜εxx +
(
j˜εe−z˜
ε
)
x
∥∥∥, ∀ε ∈ [0, ε1]. (4.50)
The standard computations yield
0 ≤ Q˜ε = Q˜ε − Q˜0 ≤
∥∥∥(S˜εz˜εx)
x
−
(
S˜0z˜0x
)
x
+ Θ˜εxx − Φ˜εxx +
(
j˜εe−z˜
ε
)
x
−
(
j˜0e−z˜
0
)
x
∥∥∥
≤C
(
‖Z˜ε‖1 + |J˜ ε|+ ‖Θ˜εxx‖+ ‖Φ˜εxx‖
)
+ C‖Z˜εxx‖
≤Cε+ C‖Z˜εxx‖ → 0, as ε→ 0, (4.51)
where we have used Q˜0 = 0 which follows from the differentiation of the equation (4.6).
Consequently,
0 ≤ ‖ε2z˜εxxxx‖ =
∥∥∥∥ε2
{[
z˜εxx +
(z˜εx)
2
2
]
xx
−
[
(z˜εx)
2
2
]
xx
}∥∥∥∥
≤ε2
∥∥∥∥
[
z˜εxx +
(z˜εx)
2
2
]
xx
∥∥∥∥+ ε2
∥∥∥∥
[
(z˜εx)
2
2
]
xx
∥∥∥∥
=2Q˜ε + ε2∥∥(z˜εxx)2 + z˜εxz˜εxxx∥∥
≤2Q˜ε + ε2
(
|z˜εxx|0‖z˜εxx‖+ |z˜εx|0‖z˜εxxx‖
)
≤2Q˜ε + Cε2
(
‖z˜εxx‖1‖z˜εxx‖+ ‖z˜εx‖1‖z˜εxxx‖
)
≤2Q˜ε + Cε→ 0, as ε→ 0. (4.52)
From (4.29), (4.44), (4.48) and (4.52), we know that∥∥(Z˜εxx, εz˜εxxx, ε2z˜εxxxx, Θ˜εxxx, Φ˜εxxxx)∥∥→ 0, as ε→ 0. (4.53)
By using the exponential transformations n˜ε = ez˜
ε
and n˜0 = ez˜
0
again, the strong conver-
gence (4.53) implies the convergence (1.24b).
4.2 Non-stationary case
In this subsection, we continue to discuss the semi-classical limit of the global solutions
based on the existence and uniqueness results in Lemma 1.2 and Theorem 1.4. We intro-
duce the error variables as follows
N ε := nε − n0, J ε := jε − j0, Θε := θε − θ0, Φε := φε − φ0. (4.54)
Since the global solutions (nε, jε, θε, φε) and (n0, j0, θ0, φ0) satisfy the same initial and
boundary conditions, the error variables (N ε,J ε, Θε, Φε) satisfy the following initial and
boundary conditions
(N ε,J ε, Θε, Φε)(0, x) = (0, 0, 0, 0), (4.55)
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(∂ktN ε, ∂kt Θε, ∂kt Φε)(t, 0) = (∂ktN ε, ∂kt Θε, ∂kt Φε)(t, 1) = (0, 0, 0), k = 0, 1. (4.56)
Moreover, subtracting (1.14) from (1.4), the error variables (N ε,J ε, Θε, Φε) also satisfy
the equations
N εt + J εx = 0, (4.57)
J εt + J ε = H1(t, x) + ε2nε
[(√
nε
)
xx√
nε
]
x
, (4.58)
nεΘεt −
2
3
Θεxx + n
0Θε = H2(t, x; ε), (4.59)
Φεxx = N ε, (4.60)
where
H1(t, x) :=−
(N εxθε + n0xΘε)− (N εθεx + n0Θεx)+ (N εφεx + n0Φεx)
+
[(
jε
nε
)2
nεx −
(
j0
n0
)2
n0x
]
− 2
(
jε
nε
jεx −
j0
n0
j0x
)
, (4.61)
and
H2(t, x; ε) :=− θ0tN ε −
(J εθεx + j0Θεx)− 23
[
nεθε
(
jε
nε
)
x
− n0θ0
(
j0
n0
)
x
]
+
1
3
[(
jε
)2
nε
−
(
j0
)2
n0
]
−N ε(θε − θL)+ ε2
3
[
nε
(
jε
nε
)
xx
]
x
. (4.62)
Differentiating the equation (4.58) with respect to x and using the equation (4.57), we
obtain the equation
N εtt − θεN εxx +N εt =N εxθεx +
(
n0xΘ
ε
)
x
+
(N εθεx + n0Θεx)x
− (N εφεx + n0Φεx)x −
[(
jε
nε
)2
nεx −
(
j0
n0
)2
n0x
]
x
+ 2
(
jε
nε
jεx −
j0
n0
j0x
)
x
− ε2
{
nε
[(√
nε
)
xx√
nε
]
x
}
x
. (4.63)
From the estimates (1.20) and (1.23), we can deduce the following estimates
n0(t, x), θ0(t, x), S0(t, x) := S[n0, j0, θ0] ≥ c > 0,
‖(n0, j0, θ0, φ0)(t)‖2 + ‖(n0t , j0t , θ0t )(t)‖1 ≤ C, (4.64)
and
nε(t, x), θε(t, x), Sε(t, x) := S[nε, jε, θε] ≥ c > 0,
‖(nε, jε, θε, φε)(t)‖2 + ‖(ε∂3xnε, ε∂3xjε, ε2∂4xnε)(t)‖+ ‖(nεt , jεt )(t)‖1 + ‖θεt (t)‖ ≤ C, (4.65)
where c and C are positive constants independent of ε, δ, x and t.
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Proof of Theorem 1.6. Based on Theorem 1.5, Lemma 1.2 and Theorem 1.4, it is
easy to see that the assumption (1.25) guarantees the coexistence of the quantum and
limit global solutions with the same initial and boundary data. Thus, the above facts
(4.55)∼(4.65) are available now.
Multiplying the equation (4.58) by J ε and integrating the resultant equality over the
domain Ω, we have
d
dt
∫ 1
0
1
2
(J ε)2dx+ ∥∥J ε(t)∥∥2 = ∫ 1
0
H1J εdx+ ε2
∫ 1
0
nε
[(√
nε
)
xx√
nε
]
x
J εdx
≤ C∥∥(N ε,J ε, Θε)(t)∥∥2
1
+ Cε2. (4.66)
In the derivation of the estimate (4.66), we have used the Cauchy-Schwarz inequality, the
elliptic estimate ‖Φε(t)‖2 ≤ C‖N ε(t)‖ and the following estimate
‖H1(t)‖ ≤ C
∥∥(N ε,N εx ,J ε,J εx , Θε, Θεx, Φεx)(t)∥∥ (4.67)
to control the first term on the right-side of this equality, and we have also used the
integration by parts, the boundary condition (1.6b) and the estimates (4.64)∼(4.65) to
bound the last term on the right-side as follows
ε2
∫ 1
0
nε
[(√
nε
)
xx√
nε
]
x
J εdx
=− ε2
∫ 1
0
(√
nε
)
xx√
nε
(
nεJ ε)
x
dx
≤ε2
∥∥∥∥∥
[(√
nε
)
xx√
nε
]
(t)
∥∥∥∥∥
∥∥∥(nεJ ε)
x
(t)
∥∥∥
≤ε2
∣∣∣∣∣ 1√nε (t)
∣∣∣∣∣
0
∥∥∥(√nε)
xx
(t)
∥∥∥(∣∣nεx(t)∣∣0∥∥J ε(t)∥∥+ ∣∣nε(t)∣∣0∥∥J εx (t)∥∥)
≤Cε2. (4.68)
Multiplying the equation (4.63) by N εt and integrating the resultant equality over the
domain Ω, we obtain
d
dt
∫ 1
0
1
2
(J εx )2dx− ∫ 1
0
θεN εxxN εt dx+
∥∥J εx (t)∥∥2
=
∫ 1
0
[
N εxθεx +
(
n0xΘ
ε
)
x
− (N εφεx + n0Φεx)x]N εt dx
+
∫ 1
0
(N εθεx + n0Θεx)xN εt dx−
∫ 1
0
[(
jε
nε
)2
nεx −
(
j0
n0
)2
n0x
]
x
N εt dx
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+ 2
∫ 1
0
(
jε
nε
jεx −
j0
n0
j0x
)
x
N εt dx−
∫ 1
0
ε2
{
nε
[(√
nε
)
xx√
nε
]
x
}
x
N εt dx
=Λ1 + Λ2 + Λ3 + Λ4 + Λ5, (4.69)
where we have used the equation (4.57). Next, we respectively estimate the second term
on the left-side of the equation (4.69) and the integrals Λl, l = 1, 2, · · · , 5 on the right-side
of (4.69) by using the integration by parts, the Sobolev inequality, the Ho¨lder inequality,
the Cauchy-Schwarz inequality, the equation (4.57), the boundary condition (4.56), the
equation (4.59) and the estimates (4.64)∼(4.65) as follows
−
∫ 1
0
θεN εxxN εt dx =
∫ 1
0
(
θεN εt
)
x
N εxdx
=
d
dt
∫ 1
0
1
2
θ0
(N εx)2dx− ∫ 1
0
1
2
θ0t
(N εx)2dx+ ∫ 1
0
ΘεN εtxN εxdx
−
∫ 1
0
θεxJ εxN εxdx
≥ d
dt
∫ 1
0
1
2
θ0
(N εx)2dx
− C
(∣∣θ0t ∣∣0∥∥N εx∥∥2 + ∣∣Θε∣∣0∥∥N εtx∥∥∥∥N εx∥∥+ ∣∣θεx∣∣0∥∥J εx∥∥∥∥N εx∥∥)
≥ d
dt
∫ 1
0
1
2
θ0
(N εx)2dx− C(∥∥N εx∥∥2 + ∥∥Θε∥∥1∥∥N εx∥∥+ ∥∥J εx∥∥∥∥N εx∥∥)
≥ d
dt
∫ 1
0
1
2
θ0
(N εx)2dx− C∥∥(N εx ,J εx , Θε, Θεx)(t)∥∥2, (4.70)
and
Λ1 ≤ C
∥∥(N ε,N εx ,J εx , Θε, Θεx)(t)∥∥2, (4.71)
and
Λ2 =−
∫ 1
0
(N εxθεx +N εθεxx + n0xΘεx + n0Θεxx)J εx dx
≤−
∫ 1
0
n0ΘεxxJ εx dx+ C
∥∥(N ε,N εx ,J εx , Θεx)(t)∥∥2
=
3
2
∫ 1
0
n0
[H2(t, x; ε)− nεΘεt − n0Θε]J εx dx+ C∥∥(N ε,N εx ,J εx , Θεx)(t)∥∥2
≤µ∥∥Θεt (t)∥∥2 + Cµ∥∥J εx (t)∥∥2 + C‖H2(t; ε)‖2 + C∥∥(N ε,N εx ,J εx , Θε, Θεx)(t)∥∥2
≤µ∥∥Θεt (t)∥∥2 + Cµ∥∥(N ε,J ε, Θε)(t)∥∥21 + Cε2, (4.72)
where we have used the estimate
‖H2(t; ε)‖
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≤C∥∥(N ε,J ε, Θε)(t)∥∥
1
+ C
∥∥∥∥∥ε2
[
nε
(
jε
nε
)
xx
]
x
∥∥∥∥∥
=C
∥∥(N ε,J ε, Θε)(t)∥∥
1
+ C
∥∥∥∥∥ε2
[
jεxxx − 2
nεx
nε
jεxx + 4
(
nεx
nε
)2
jεx − 3
jεx
nε
nεxx − 4
(
nεx
nε
)3
jε + 5
jεnεx
(nε)2
nεxx −
jε
nε
nεxxx
]∥∥∥∥∥
≤C∥∥(N ε,J ε, Θε)(t)∥∥
1
+ Cε
∥∥(εjεxxx, jεxx, jεx, nεxx, jε, nεxx, εnεxxx)(t)∥∥
≤C∥∥(N ε,J ε, Θε)(t)∥∥
1
+ Cε (4.73)
in the derivation of (4.72). Next, we continue to estimate
Λ3 ≤−
∫ 1
0
(
j0
n0
)2
N εxxN εt dx+ C
∥∥(N ε,J ε)(t)∥∥2
1
=
∫ 1
0
[(
j0
n0
)2
N εt
]
x
N εxdx+ C
∥∥(N ε,J ε)(t)∥∥2
1
=
d
dt
∫ 1
0
1
2
(
j0
n0
)2(N εx)2dx− ∫ 1
0
1
2
[(
j0
n0
)2]
t
(N εx)2dx− ∫ 1
0
[(
j0
n0
)2]
x
J εxN εxdx
+ C
∥∥(N ε,J ε)(t)∥∥2
1
≤ d
dt
∫ 1
0
1
2
(
j0
n0
)2(N εx)2dx+ C∥∥(N ε,J ε)(t)∥∥21, (4.74)
and
Λ4 ≤2
∫ 1
0
j0
n0
J εxxN εt dx+ C
∥∥(N ε,J ε)(t)∥∥2
1
=− 2
∫ 1
0
j0
n0
N εtxN εt dx+ C
∥∥(N ε,J ε)(t)∥∥2
1
=−
∫ 1
0
j0
n0
[(N εt )2]xdx+ C∥∥(N ε,J ε)(t)∥∥21
=
∫ 1
0
(
j0
n0
)
x
(J εx )2dx+ C∥∥(N ε,J ε)(t)∥∥21
≤C∥∥(N ε,J ε)(t)∥∥2
1
, (4.75)
and
Λ5 =
∫ 1
0
ε2nε
[(√
nε
)
xx√
nε
]
x
N εtxdx
=
∫ 1
0
ε2
[√
nε
(√
nε
)
xxx
− (√nε)
x
(√
nε
)
xx
]
N εtxdx
≤Cε2
(∥∥(√nε)
xxx
(t)
∥∥+ ∥∥(√nε)
xx
(t)
∥∥)∥∥N εtx(t)∥∥
≤Cε. (4.76)
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Substituting (4.70)∼(4.72) and (4.74)∼(4.76) into (4.69), we have
d
dt
∫ 1
0
[
1
2
S0
(N εx)2 + 12(J εx )2
]
dx+
∥∥J εx (t)∥∥2
≤ µ∥∥Θεt (t)∥∥2 + Cµ∥∥(N ε,J ε, Θε)(t)∥∥21 + Cε. (4.77)
Multiplying the equation (4.59) by Θεt and integrating the resultant equality over the
domain Ω, we get∫ 1
0
nε
(
Θεt
)2
dx−
∫ 1
0
2
3
ΘεxxΘ
ε
tdx+
∫ 1
0
n0ΘεΘεtdx =
∫ 1
0
H2(t, x; ε)Θεtdx. (4.78)
Similarly, we can use the standard computations to deal with the each term in (4.78) as
follows ∫ 1
0
nε
(
Θεt
)2
dx ≥ 2c∥∥Θεt (t)∥∥2, (4.79)
and
−
∫ 1
0
2
3
ΘεxxΘ
ε
tdx =
∫ 1
0
2
3
ΘεxΘ
ε
xtdx =
d
dt
∫ 1
0
1
3
(
Θεx
)2
dx, (4.80)
and ∫ 1
0
n0ΘεΘεtdx =
d
dt
∫ 1
0
1
2
n0
(
Θε
)2
dx−
∫ 1
0
1
2
n0t
(
Θε
)2
dx
≥ d
dt
∫ 1
0
1
2
n0
(
Θε
)2
dx− C∥∥Θε(t)∥∥2, (4.81)
and ∫ 1
0
H2(t, x; ε)Θεtdx ≤c
∥∥Θεt (t)∥∥2 + C‖H2(t; ε)‖2
≤c∥∥Θεt (t)∥∥2 + C∥∥(N ε,J ε, Θε)(t)∥∥21 + Cε2, (4.82)
where we have used the estimate (4.73) again in the last inequality of (4.82). Substituting
(4.79)∼(4.82) into (4.78), we have
d
dt
∫ 1
0
[
1
2
n0
(
Θε
)2
+
1
3
(
Θεx
)2]
dx+ c
∥∥Θεt (t)∥∥2 ≤ C∥∥(N ε,J ε, Θε)(t)∥∥21 + Cε2. (4.83)
Adding (4.66), (4.77) and (4.83) up, and letting µ small enough, we obtain
d
dt
Eε(t) + ∥∥J ε(t)∥∥2 + ∥∥J εx (t)∥∥2 + c2∥∥Θεt (t)∥∥2︸ ︷︷ ︸
≥0
≤ C∥∥(N ε,J ε, Θε)(t)∥∥2
1
+ Cε, (4.84)
where
Eε(t) :=
∫ 1
0
[
1
2
S0
(N εx)2 + 12(J ε)2 + 12(J εx )2 + 12n0(Θε)2 + 13(Θεx)2
]
dx. (4.85)
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From the estimate (4.64), it is easy to check the following equivalent relation
c
∥∥(N ε,J ε, Θε)(t)∥∥2
1
≤ Eε(t) ≤ C∥∥(N ε,J ε, Θε)(t)∥∥2
1
, ∀t ∈ [0,∞) (4.86)
by using the Poincare´ inequality. Therefore, the inequality (4.84) implies
d
dt
Eε(t) ≤ 2γ3Eε(t) + Cε, ∀t ∈ [0,∞), (4.87)
where the positive constant γ3 is independent of ε and t. Applying the Gronwall inequality
to (4.87), we have ∥∥(N ε,J ε, Θε)(t)∥∥
1
≤ Ceγ3tε1/2, ∀t ∈ [0,∞) (4.88)
Combining (4.88) with the elliptic estimate ‖Φε(t)‖3 ≤ C‖N ε(t)‖1, we get the desired
estimate (1.26a).
Finally, for fixed ε ∈ (0, δ6), we define a time
Tε := − ln ε
4γ3
> 0. (4.89)
For t ≤ Tε, the estimate (1.26a) yields that∥∥(N ε,J ε, Θε)(t)∥∥
1
+
∥∥Φε(t)∥∥
3
≤ Ceγ3Tεε1/2 = Cε1/4. (4.90)
For t ≥ Tε, using the estimates (1.23), (1.24a) and (1.20), we obtain∥∥(N ε,J ε, Θε)(t)∥∥
1
+
∥∥Φε(t)∥∥
3
≤‖(nε − n˜ε, jε − j˜ε, θε − θ˜ε)(t)‖1 + ‖(φε − φ˜ε)(t)‖3
+ ‖(n˜ε − n˜0, j˜ε − j˜0, θ˜ε − θ˜0)‖1 + ‖(φ˜ε − φ˜0)‖3
+ ‖(n0 − n˜0, j0 − j˜0, θ0 − θ˜0)(t)‖1 + ‖(φ0 − φ˜0)(t)‖3
≤C(e−γ2Tε + ε+ e−γ1Tε)
=C
(
ε
γ2
4γ3 + ε+ ε
γ1
4γ3
)
≤Cεγ4 , (4.91)
where
γ4 := min
{
γ1
4γ3
,
γ2
4γ3
,
1
4
}
> 0. (4.92)
Owing to (4.90) and (4.91), we have∥∥(N ε,J ε, Θε)(t)∥∥
1
+
∥∥Φε(t)∥∥
3
≤ Cεγ4 , ∀t ∈ [0,∞). (4.93)
Note that the right-side of (4.93) is independent of t, this immediately implies the estimate
(1.26b).
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5 Appendix
In this appendix, we study the unique solvability of the linear IBVP (3.7)∼(3.9).
Firstly, the parabolic equation (3.7c) with the initial condition θˆ(0, x) = θ0(x) and
the boundary condition (3.9c) has a unique solution θˆ ∈ Y2([0, T ]) ∩H1(0, T ;H1(Ω)) for
given function (w, j) ∈ [Y4([0, T ]) ∩ H2(0, T ;H1(Ω))] × [Y3([0, T ]) ∩ H2(0, T ;L2(Ω))].
This fact is proved by the Galerkin method (see [29, 32] for example).
Next, we only need to show the unique solvability of the following linear IBVP for
given function (w, j, θ, θˆ), namely,

2wwˆt + jˆx = 0, (5.1a)
jˆt + 2S[w
2, j, θ]wwˆx +
2j
w2
jˆx + w
2θˆx − ε2w2
(
wˆxx
w
)
x
= w2φx − j, (5.1b)
φ := Φ[w2], ∀t > 0, ∀x ∈ Ω := (0, 1), (5.1c)
with the initial condition
(wˆ, jˆ)(0, x) = (w0, j0)(x), (5.2)
and the boundary conditions
wˆ(t, 0) = wl, wˆ(t, 1) = wr, (5.3a)
wˆxx(t, 0) = wˆxx(t, 1) = 0. (5.3b)
To this end, performing the procedure ∂x(5.1b)/(−2w) and inserting the transforma-
tion U(t, x) := wˆ(t, x)− w¯(x) into the resultant system, where w¯(x) := wl(1− x) + wrx,
we can equivalently reduce the IBVP (5.1)∼(5.3) to the IBVP of a fourth order wave
equation satisfied by U ,
Utt + b0∂xUt + b1Ut + b2Ux + b3Uxx + a∂
4
xU = f, (5.4)
U(0, x) = w0(x)− w¯(x), Ut(0, x) = − j0x
2w0
(x), (5.5)
U(t, 0) = U(t, 1) = Uxx(t, 0) = Uxx(t, 1) = 0, (5.6)
where
b0 :=
2j
w2
, b1 :=
1
w
[(
2j
w
)
x
+ wt
]
, b2 := − 1
w
[(
θ − j
2
w4
)
w
]
x
,
b3 := −
[(
θ − j
2
w4
)
+
ε2
2
wxx
w
]
, a :=
ε2
2
,
f := − 1
2w
(
w2φx − j − w2θˆx
)
x
+
1
w
[(
θ − j
2
w4
)
w
]
x
w¯x. (5.7)
64
Applying the Lemma A.1 ([24], P870) to the linear IBVP (5.4)∼(5.6), we see that this
problem has a unique solution U ∈ Y4([0, T ]).
We proceed to construct the solution (wˆ, jˆ) to the IBVP (5.1)∼(5.3) from U as follows,
wˆ(t, x) := U(t, x) + w¯(x), (5.8a)
jˆ(t, x) := −
∫ x
0
2wwˆt(t, y)dy + jˆ(t, 0), (5.8b)
jˆ(t, 0) :=
∫ t
0
[
− 2
(
θ − j
2
w4
)
wwˆx +
4j
w
wˆt − w2θˆx
+ε2w2
(
wˆxx
w
)
x
+ w2φx − j
]
(τ, 0)dτ + j0(0).
By the standard argument (see [24, 25] for example), we can easily see that the function
(wˆ, jˆ) ∈ [Y4([0, T ])∩H2(0, T ;H1(Ω))]×[Y3([0, T ])∩H2(0, T ;L2(Ω))] is a desired solution
to the linear IBVP (5.1)∼(5.3).
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