Abstract-Robust and efficient tracking of continuum robots is important for improving patient safety during space-confined minimally invasive surgery, however, it has been a particularly challenging task for researchers. In this paper, we present a novel tracking scheme by fusing fiber Bragg grating (FBG) shape sensing and stereo vision to estimate the position of continuum robots. Previous visual tracking easily suffers from the lack of robustness and leads to failure, while the FBG shape sensor can only reconstruct the local shape with integral cumulative error. The proposed fusion is anticipated to compensate for their shortcomings and improve the tracking accuracy. To verify its effectiveness, the robots' centerline is recognized by morphology operation and reconstructed by stereo matching algorithm. The shape obtained by FBG sensor is transformed into distal tip position with respect to the camera coordinate system through previously calibrated registration matrices. An experimental platform was set up and repeated tracking experiments were carried out. The accuracy estimated by averaging the absolute positioning errors between shape sensing and stereo vision is 0.67±0.65 mm, 0.41±0.25 mm, 0.72±0.43 mm for x, y and z, respectively. Results indicate that the proposed fusion is feasible and can be used for closed-loop control of continuum robots.
I. INTRODUCTION
Continuum robots show great potential in space-confined minimally invasive surgery (MIS), such as single port laparoscopy (SPL) and natural orifice transluminal endoscopic surgery (NOTES) with the merits of inherent flexibility, high dexterous nature and manipulation precision [1] . They can target the difficult-to-reach locations within human body to perform complex surgical tasks, so the closed-loop control of continuum robots is quite significant for improving surgical safety. Until now, however, the tracking and positioning for accurately sensing the robot body have been a challenging task for researchers [2] , [3] .
Currently, solutions towards the tracking and positioning problem for dexterous continuum robots have been widely investigated and some of them have made considerable progress. Generally, they can be divided into two categories: vision-based tracking and sensor-based feedback [4] . Vision-based tracking is a passive sensing method using artificial landmarks usually to enhance the tracking robustness [5] , [6] . It can provide accurate and intuitive results, but is easy to be distracted by illumination, occlusion, shadows, noise, rinsing fluid and smoke caused by electro-dissection and coagulation [2] , [3] , [7] . Researchers try to use different image processing methods to solve these problems, but most of the algorithms can only be effective under certain experimental conditions.
The representative of sensor-based tracking is fiber Bragg grating (FBG) shape sensor [1] , which has the characteristics of compact size, electromagnetic immunity, fast response high sensitivity, stability and repeatability [8] , [9] . It can measure the curvature and bending direction of continuum robots, and is a straightforward solution for estimating the three-dimensional (3D) shape of flexible instrument. However, the position information reconstructed by FBG shape sensor is generally expressed in terms of the point of interest that is specific to local coordinate system, rather than with respect to global coordinate systems. Besides, it can only perceive the curvatures and torsions at discrete points, leading to integral cumulative error of distal position.
It is urgent to develop a robust and accurate tracking method for dexterous continuum robots because safety has the highest priority in robotic-assisted surgery. A straightforward approach for coping with the aforementioned problems is the fusion of stereo vision and FBG shape sensor to compensate for their shortcomings. In this work, we assume that the relative position between binocular camera and the proximal end of deformable segment of dexterous continuum robots or FBG shape frame is known and the coordinate registration parameters are previously calibrated. Therefore, the two sensing systems can be transformed into a same coordinate system. The stereo vision can locate the target tissue and perform path planning for continuum robots. When it fails due to weak image texture, occlusion, mismatching or image distractions, FBG shape sensor can ensure the normal operation of the tracking system. Besides, the FBG sensing information can be used as an auxiliary method to determine whether the positioning of stereo vision is correct. This robust tracking and positioning scheme is expected to be used for surgical robot automation.
II. PLATFORM DESIGN AND ANALYSIS
A. Theoretical Analysis Fig.1 shows the geometry of continuum robots projected to camera imaging plane in our sensor fusion system. The origin of world coordinate system (x w ,y w ,z w ) is defined at the proximal end of the actively deformable section. The rotation and translation matrices between camera coordinate system (x c ,y c ,z c ) and (x w ,y w ,z w ) are R 1 and T 1 , respectively, which can be calculated based on camera calibration. The points along continuum robots have Frenet (T,N,B) associated frames. The rotation and translation matrices between the sensor's position vector r(s) and (x w ,y w ,z w ) are R 2 and T 2 . The initial position r(0) = (0, 0, 0) is set at the origin of world coordinate system, so T 2 = [0 0 0]. The rotation matrix R 2 depends on the installation angle between FBG sensor and world coordinate system.
In the sensor fusion system, the relationship between FBG Frenet coordinate system and camera coordinate system can be deduced by using (1) . We assume that the rotation matrix R and translation matrix T are previously calibrated before surgery. Even the visual tracking fails, the relative position between continuum robots and target tissue can be perceived, which will largely improve the safety of operation. Besides, the FBG sensor can be used to evaluate the effectiveness of stereo positioning.
B. Experimental Platform
To verify the feasibility of the proposed integration between FBG sensor and stereo vision, experimental platform was built in Fig.2a . It consists of six modules: stereo camera, continuum robots driven by steel wire, tissue phantom, FBG shape sensor and interrogator (SM130, Micron Optics, USA) to detect the reflective wavelengths. The shape was reconstructed and displayed by MATLAB (MathWorks, USA). In order to compare the tracking results between FBG shape sensor and stereo vision, a color marker was designed for representing the centerline of continuum robots as shown in Fig.2b to assist visual tracking.
C. FBG Sensor Design
We have previously used FBG sensor for 2D planar shape sensing [8] , [9] and extend it to 3D reconstruction in this work. Fig.3 shows our dexterous continuum robots and FBG shape sensor consisting of 9 FBGs distributed 15mm apart in three optical fibers with different center wavelengths. The grating length of the shape sensor is 3mm and the detailed cross-sectional layout of the symmetrically tri-core fiber is indicated in Fig.1 . The reconstruction principle and algorithm refer to [10] , [11] . Fig.4 shows the block diagram for detecting the position of FBG sensor in camera coordinate system. Firstly, the marker's color we choose is not prevalent in typical surgery imagery. The image captured from the left camera is transformed from RGB to HSV color space which is more suitable for color segmentation. The skeleton of FBG sensor can be extracted through image binarization and morphological processing. Combined with the 3D stereo block matching algorithm, coordinate values of the color marker which represents FBG shape sensor can be transformed into camera coordinate system. Therefore, the reconstructed results from the two sensors can be analyzed and compared.
D. Centerline Recognition

III. RESULTS AND ANALYSIS
A. Accuracy Analysis
Based on the above analysis, experiments were carried out to estimate the performance of the sensor fusion system. Firstly, the driven steel wire was pulled, and stopped to keep the continuum robots stable during data collection. Data at six positions were recorded and then the driven steel wire was loosen, and stopped in the same way. The cycled experiment was repeated ten times. The reflected wavelengths from FBG sensing nodes and stereo image pair were collected simultaneously for comparison.
Two cases of bending experiments were taken as examples to analyze the sensing results, as shown in Fig.(5) . Firstly, the corresponding curvatures (κ) and bending angles (ϕ) were calculated and given in Table. I. The centerline shape and position can be reconstructed by the FBG sensor and stereo vision based on the above algorithms, and the results are illustrated in Fig.5c and Fig.5d . Fig.5e and Fig.5f show the FBG shape obtained transformed into camera coordinate system through the registration matrices R and T for sensor fusion. The accuracy is evaluated by the position errors between the reconstructed shape by FBG sensor and stereo vision. The mean absolute error (MAE) and standard deviation (STD) are used to quantize the tracking accuracy from the perspectives of x, y and z. In order to better evaluate the system performance, experiments were repeated ten cycles by pulling and loosening the wire and the error results are presented in Table. II. It can be seen that a sub-millimeter positioning accuracy is obtained.
B. Data Fusion
The position (x,y,z) can be got based on (2) , where δ x , δ y and δ z are MAEs of the data sets in Table. II. the data fusion experiments in three cases when vision-based tracking failures, including partial occlusion (distal end and robot's body) and total occlusion. In partial occlusion or mismatching, the shape of robots body obtained by vision is not continuous, so the stereo data needs to be compared with FBG sensing data to remove the abnormal position information and add the missing parts. In total occlusion, the reconstructed data by vision is discarded completely and the shape data is used to provide real-time global position information for feedback. It can be seen that even if the vision-based tracking failures during surgery, the FBG shape sensing can provide robust position feedback for improving the safety of operation.
IV. CONCLUSION AND FUTURE WORK A. Conclusion
This paper presents an efficient and robust tracking method for dexterous continuum robots by fusing FBG shape sensor and stereo vision. An experimental platform was built and corresponding experiments were carried out to verify the effectiveness of the proposed fusion. The shape data was transformed into position information expressed in terms of camera coordinate system through a registration process. The positioning accuracy was estimated by averaging the absolute position error between the FBG reconstructed shape and stereo data with 0.67±0.65 mm, 0.41±0.25 mm, 0.72±0.43 mm for x, y and z, respectively. The sub-millimeter positioning accuracy is expected to be used for operation automation in robotic-assisted surgery.
B. Future Work
This paper describes a preliminary fusion on FBG shape sensing and stereo vision under the condition of occlusion. In order to use the multi-sensor fusion scheme for the closedloop control of flexible instrument, we will concentrate on the following four aspects in the future, (1) redundancy: design continuum robot with more degrees of freedoms instead of two-wire driven manipulator to perform complex robot-assisted surgery.
(2) marker: remove the color marker by optimizing stereo tracking algorithm in the fusion scheme to reduce the influence of environment on the surgery and improve the system robustness.
(3) fusion method: use Kalman filtering for data fusion to improve the fusion accuracy when both sensor readings are erroneous.
(4) partial fusion: study a matching scheme for tracking continuum robot when it moves forward or backward.
