A nonlinear Schrödinger equation with external potential −(t + b) −1 is considered and its explicit solutions are constructed.
Introduction
Linearization and explicit solutions of nonlinear differential equations are classical and permanently gaining momentum domains of research. In particular, Riccati equations are actively used for this purpose (see, for instance, [10] ). Here we use function ψ 0 (t) = to construct integrable matrix nonlinear Schrödinger equations with a one parameter family of simple potentials (MNSEep): 2u t = i(u xx +2uu * u)+f u (focusing MNSEep), f = f (t) = −(t+b) −1 , (1.1) 2u t = i(u xx − 2uu * u) + f u (defocusing MNSEep), (1.2) where u(x, t) is an m 2 × m 1 matrix function, u t = ∂u/∂t, and f (t) is a scalar function. MNSEep include, in particular, the scalar case and multicomponent case. Various nonlinear Schrödinger equations with external potentials are used to describe deep water and plasma waves, light pulses, and energy transport (see, for instance, recent publications [1, 9, 13, 23] and references therein). The author did not meet integrable equations (1.1) and (1.2) in the literature before. Bäcklund-Darboux transformation (see [2, 3, 5, 7, 11, 12, 14, 15, 24] and references therein) proved extremely fruitful to construct explicit solutions of the integrable equations. In this paper we construct explicit solutions of MNSEep, using a version of Bäcklund-Darboux transformation introduced in a series of our papers starting from [16] . The approach proved already quite successful for many classical ODEs and integrable wave equations (see, for instance, more references and results in [6, 8, 17, 18, 19, 20, 21] ). Here we show that its modification is applicable to non-integrable equations as well (see Proposition 2.7).
Matrix nonlinear Schrödinger equation
First we shall define auxiliary linear systems w x = G(x, t, l)w and w t = F (x, t, l)w for MNSEep. Put
where
3)
I p is the p × p identity matrix, and
Integrability of the nonlinear Schrödinger equations (NSE) have been first shown by Zakharov and Shabat, and one can easily check that for the spectral parameter l, independent of x and t, and for the subcases B = I m (m = m 1 + m 2 ) and B = j the focusing and defocusing NSE, respectively, are equivalent to the zero curvature equation G t − F x + (GF − F G) = 0 (see [4] for historical remarks). Dependence of l on x and t given in ( To construct explicit solutions of the integrable NSE
the following procedure was proposed in [16] . We fix an integer n > 0, two n × n parameter matrices A and S(0, 0) = S(0, 0) * and one n × m (m = m 1 + m 2 ) parameter matrix Π(0, 0) such that
Next, matrix function Π(x, t) is defined by its value Π(0, 0) at x = 0, t = 0 and equations
By (2.7) matrix function Π is a "generalized" eigenfunction of the auxiliary to NSE (2.5) linear systems. Eigenfunctions of these systems are essential in Bäcklund-Darboux theory (see [20] , p.710 for a more detailed discussion on "generalized" eigenfunctions that we use in our approach). Matrix function S(x, t) is defined by its value S(0, 0) and derivatives
By (2.6) and (2.8) Π xt = Π tx and S xt = S tx , i.e., compatibility conditions are fulfilled. In view of (2.6)-(2.8) the identity
holds, that is matrices A, S, and Π form a so called S-node (see [22] and references in this book on S-node theory and its applications). Indeed, the derivatives of both parts of (2.9) coincide, and so (2.6) implies (2.9). 
Notice that τ has the block structure given in (2.3), where, after partitioning
Here Φ k consists of m k columns (k = 1, 2). Thus formula (2.11) implies that u of the form (2.12) satisfies focusing NSE 2u t = i(u xx + 2uu * u), when B = I m , and defocusing NSE 2u t = i(u xx − 2uu * u), when B = j.
P r o o f of Proposition 2.2. A proof of the subcase B = I m was given in [16] , Section 2, and the scheme remains the same, when B = I m . According to the first relations in (2.7) and (2.8) we have
(2.13) By (2.9) auxiliary formulas
are immediate. According to (2.7), (2.8), and (2.14) we get
From (2.13) and (2.15) it follows that
In view of the second relations in (2.7) and (2.8) we have
(2.17) Equation (2.11) for τ = (ξj − jξ) follows by simple calculations from (2.16) and (2.17) using auxiliary equalities (2.14).
The non-isospectral case with l depending rationally x and t have been treated in [17] . In particular, for l satisfying equations
In this paper we use the scheme from [17] to construct solutions of MNSEep. For instance, put
i.e.,
The last relation in (2.18) follows from the equality (ψ 0 ) t = −2ψ 2 0 . By (2.18) equations (2.7) on Π are compatible, i.e., condition Π xt = Π tx is true.
We modify also equations (2.8) into 20) so that the condition S xt = S tx holds, and derivatives of the both sides of (2.9) coincide again. Therefore identity (2.9) remains valid. 
where the second term on the right hand side of (2.21) is an additional term that appears, when A x = 0. Taking into account (2.18), (2.21) , and the definition of τ in (2.10) we get
Denote the expression on the right hand side of (2.17) by R 0 . According to the second relations in (2.7) and (2.20) we have
Here −2ψ 0 Π * S −1 Π is an additional term that appears, when A t = 0, because the expression for S t is modified. Proposition 2.2 for the B = I m case takes the form
Therefore from (2.22)-(2.24) it follows that .7) and (2.18) for S defined via (2.20) the compatibility condition S xt = S tx is satisfied. Moreover, when σ(A 0 ) ∩ σ(A * 0 ) = ∅ (σ means spectrum), the matrix function S is uniquely recovered from (2.9) . Therefore solution u is constructed in Proposition 2.3 explicitly.
Example 2.5 Let us consider the simplest example n = 1, A 0 = a (a = a), m 1 = m 2 = 1 in a more detailed way. For this case formulas (2.9) , (2.12) , (2.18) and (2.26) yield:
27) where 
2).
We can choose more complicated equations on A as, for instance: Finally, substitute (2.35), the second equality in (2.36), and (2.37), into (2.24) to get (2.32).
