This paper addresses the problem of image-based surface reconstruction. The main contribution is the computation of the exact derivative of the reprojection error functional. This allows its rigorous minimization via gradient descent surface evolution. The main difficulty has been to correctly take into account the visibility changes that occur when the surface moves. A geometric and analytical study of these changes is presented and used for the computation of derivative.
Introduction
Reconstructing scene models from images is the problem of inverting the image formation process. Many scenes can be well represented by a surface and some additional quantities describing, for example, reflectance properties, lighting conditions or sensor parameters. Such a model, allows to precisely describe how the images were generated from the surface. However, recovering the surface from the images is an old, incompletely solved, computer vision challenge.
In such a context, a solution to the problem would be a surface Γ such that the images generated from the model are most similar to the observed images (i.e. the data). This naturally yields to formulating the problem as the minimization of an error measure between the observed and predicted values of pixels, carried out, importantly, over all pixels in all input images. This is not a trivial task, as will be shown in the following.
For many image formation models, the predicted value of a pixel u depends only on the position of the point π −1 Γ (u) that is viewed in that pixel and possibly on its normal n(π −1 Γ (u)). This point is the first collision between the viewing ray of u and the surface Γ or, if non existing, a point in the background B. The error measure between a predicted and an observed image is then of the form
where I is the set of all pixels in the image, du is the area measure on the sensor's image plane, and 1 g : R 3 ×S 2 → R gives the error measure for the pixel u. We call (1) the reprojection error functional and the objective of this paper is to find a method for minimizing it.
This functional class (1) is wide enough to cover many image-based surface reconstruction problems. In section 6, we illustrate an example application to multi-view stereo, where g measures the difference between the observed color of a pixel and the one predicted by the reconstruction. Another example would be the reconstruction from noisy range images [24] , where g would measure the difference between the captured depth at u and the depth of π −1 Γ (u). In the last years, great advances on the minimization of surface functionals have been made. Several works have addressed the minimization of the weighted area functionals. These are functionals of the form
where g is integrated on the surface and dσ is the surface's area measure. The derivative of this functional has been found, allowing therefore its minimization via gradient descent surface evolution [5, 7, 20] . It has also been shown how to find the global minimum of some of these functionals via graph cuts [2, 11] and continuous max-flow [1] . The difference between the functionals (1) and (2), emanates from the fact that the first is an integral over the image domain, i.e. where the data lives, while the latter is an integral over the surface.
To benefit from the existing knowledge about the weighted area functional, one may try to rewrite the functional (1) as an integral over the surface by counting only the visible points [15, 19, 25] . This gives,
where ν Γ is the visibility function (giving 1 for an x that is visible and 0 otherwise, cf. section 4) and where the fact that du = − x·n(x) x 3 z ν Γ (x) dσ has been used. In order to count all the pixels in the image, the integral extends over the surface but also over the background surface B. This is assumed to be a distant, fixed surface whose projection covers the whole image and whose shape is irrelevant.
We observe that the integrand obtained by the conversion depends on x and n(x) as in (2), but also especially on the whole surface Γ , because of the visibility term. Hence, the reprojection error functional is not a weighted area functional and the existing methods for minimizing the weighted area functionals can not be applied.
The main contribution of this paper is the computation of the derivative of the reprojection error functional (section 5), allowing therefore its minimization via gradient descent. To do so, we first study the changes of visibility while a surface moves (section 4). We will particularly observe that contour generators have a strong influence on these changes. When a contour generator moves, some hidden parts of the surface or the background appear behind it and some visible parts disappear. The backprojection π −1 Γ (u) of the pixels at the corresponding apparent contour moves suddenly from one part of the surface to another. This has a strong effect on the predicted value of these pixels and therefore on the reprojection error and its derivative.
As a consequence, the correct gradient descent evolution of the reprojection error automatically favors and ensures the alignment of the apparent contours of the reconstructed surface with discontinuities present in the images. This alignment thus provides a generalization of the visual hull that takes into account all the apparent contours and not only the silhouettes (i.e. outer apparent contours). The experiments of section 6 will demonstrate this alignment in a particular application of the functional to multi-view stereo.
Related Work
Most state of the art surface reconstruction algorithms [17] use, at some point, a weighted area functional. The cost of a surface point is defined by a photo-consistency measure using the images where this point is visible. Not being possible to include the visibility in the functional itself, it has to be determined before evolving the surface. This can be done once and for all [8, 14, 23] or iteratively, alternating the computation of the visibility with the optimization of the functional [5, 15, 21] .
Any method not including the visibility in the functional suffers, to some extend, of the minimal surface bias [1, 26] . This is a bias towards small surfaces. Its most notable effect is that the null surface has cost 0 and is therefore the global minimum. A softer effect is the tendancy of small and thin parts of the surface to disappear.
Palliatives have been proposed. Ballooning forces [23] pump the surface to avoid shrinkage and tend to get balloon like results [26] . Surface evolution methods [5, 15] rely implicitly on the fact that, for sufficiently textured surfaces, a wide local minimum exists close to a good reconstruction. Thus, the evolution will stop before shrinking too much. Visual hull based approaches constrain the surface to fill the silhouettes of the object in the images [8, 6, 18] ; the bias is thus reduced, but only in parts of the surface that are close to the visual hull.
Stereoscopic segmentation [25] use the concept of oriented visibility [11] to include the visibility in a weighted area functional. In consequence, the shrinkage is avoided and the resulting surface is consistent with the silhouettes in the images. This happens automatically without the need of additional constraints. However, the oriented visibility approximation is only valid for convex objects and the evolution derived in [25] does not correctly handle selfocclusions.
Visual hull constraints have been generalized to taking into account not only silhouettes but all apparent contours generators, by enforcing them to be aligned with strong image gradients [4, 9] . The same way that the stereoscopic segmentation manage to reconstruct visual hull like surfaces without silhouettes constraints, the proper minimization of the reprojection error presented in this paper performs the aligment of all the apparent contours naturally, without any additional constaints.
Mathematical Background and Notation
The mathematical framework used in this paper is the one defined by Solem and Overgaard [20] in which shapes are implicitly represented by level set functions [12, 13] . For the convenience of the reader, we remind the related notions and notations required for understanding our work.
Level Set and Characteristic Functions
Given a level set function φ : R 3 → R, the set of points Ω = {x : φ(x) ≤ 0} is a solid shape [10] and its boundary Γ = {x : φ(x) = 0} is an oriented surface. We say that φ is an implicit representation of Ω and that Ω is the inside of Γ . The outward normal vector of the surface can be computed from the implicit representation as n = ∇φ/|∇φ|.
The characteristic function of the shape, χ Ω , evaluates to 1 inside the shape and 0 outside. It can easily be expressed in terms of φ and the Heaviside step function, H, as χ Ω = 1 − H(φ). The gradient ∇χ Ω of the characteristic function can only be defined in the distributional sense [16] . For all test vector fields w :
where the last term results from Gauss' divergence theorem. In other words, the distribution ∇χ Ω computes the flux of w that is entering the shape. An expression in terms of φ can be obtained by the chain rule:
where δ is the Dirac delta distribution.
Functional Derivatives
Let M denote the manifold of admissible surfaces defined by Solem and Overgaard [20] . Points in this space are surfaces. The tangent vectors on a point Γ are the normal velocities by which the surface can evolve. The tangent space T Γ M is the set of all these normal velocities.
The variation φ s = φ + sψ of φ, describes a curve
Any tangent vector can be obtained in this way. Consider a surface functional E : M → R. When the function E(Γ (s)) is derivable at s = 0 we say that the Gâteaux derivative of E at Γ in the direction v is
If this derivative can be written as
with w in the tangent space, we say that w is the gradient of E. This allows to evolve the surface in the direction, −w, which ensures a decrease of the functional. Indeed, if Γ (t) satisfies
Thus, an evolution in the direction −w will decrease the functional.
Understanding the Visibility
This section presents an analysis of the visibility and its evolution. The analysis stands on the study of Tsai et al. [22] , who described the dynamics of the visible regions as the observer moves. The goal here, is to compute the derivative of the visibility function with respect to surface variations instead. 
Geometrical Description
Given a solid shape and a vantage point, a point is said to be visible if no point of the shape lies on the segment between it and the vantage point. The set of all visible points will be called the visible volume, V, and its complement, V c , the occluded volume. These volumes are respectively colored in green and red in Figure 2 . The frontier between these two volumes, ∂V, is a surface and will be called the visibility interface, see Figures 1 and 2 .
The visibility interface is composed of two parts of different nature, one that is visible (the green curves in Figure 2 ) and one that is occluded (the red ones). The visible part of the interface coincide with the visible part of the shape's surface and background. Therefore, we will refer to this part as the visible surface. The occluded part of the interface is mostly in the free space. It is formed by patches of a generalized cone joining different parts of the visible surface. In analogy to atmospherical optics, we will call this part crepuscular cone (cf. also to Figure 1) .
The border between the visible surface and the crepuscular cone is a closed curve on the shape's surface. Again, this curve contains both visible and occluded points. The visible part is the horizon or contour generator (green curves in Fig. 1 ). It is a (possibly open) curve made of visible surface points whose normal is perpendicular to the viewing ray. Its projection into the image are the apparent contours. The occluded part is the terminator (red curves in Fig. 1) . It contains the points where the shadow of the horizon is cast. The segments joining points in horizon with their terminators are the crepuscular rays that form the crepuscular cone. The points in the crepuscular cone are all occluded by the horizon.
Mathematical Formulation
Let the visibility function ν Γ : R In this section we write this function in terms of the level set function φ in order to derive analytical expressions for its spatial and temporal derivatives in the next sections. Later, the results will be used for computing the Gâteaux derivative of the reprojection error functional.
Assume the vantage point to be at the origin and let φ be an implicit representation of the surface. The visibility of a point x can be determined from the values that φ takes along the segment connecting the origin with x. If any of these values is negative, then x is occluded.
Let y φ (x) be the point of the segment where φ admits the minimum (see Figure 3) , i.e. y φ (x) = α φ (x)x with α φ (x) = arg min
If the minimum is not unique, take the closest to the origin. We observe that φ(y φ (x)) is negative in the interior of the occluded volume and positive in the interior of the visible volume (cf. Figure 3) . It can be shown that φ • y φ is a continuous function [22] , therefore, φ(y φ (x)) = 0 for all the points on the visibility interface regardless of their visibility. This implies that for every point x on the visibility interface, y φ (x) is a point on the surface. If x is itself on the visible surface then necessarily y φ (x) = x, otherwise x would be occluded. If x is on a crepuscular ray, then y φ (x) is its occluder, lying on the horizon where the crepuscular ray begins. All points on a crepuscular ray share the same occluder, y φ . This fact gives an important role to the horizon and its consequences will be seen in the following sections.
From above, it follows that φ • y φ is an implicit representation of the closure of the occluded volume and
almost everywhere, with exactly the exception of the visibility interface. Also, as distributions, 
Spatial Derivative of the Visibility
The gradient of the visibility, ∇ν Γ , is a distribution that computes flow integral across the visibility interface ∇ν Γ · wdx = ∂V w · dσ (see section 3.1). It can be imagined as vector field that is zero everywhere except on the visibility interface, where it is aligned with the interface's normal and is infinitely long.
In order to derive an analytical expression of the gradient ∇ν Γ , we first note that
almost everywhere. Specifically, this holds for all the points on the visibility interface except for the terminators where φ • y φ is not derivable. To see this, we distinguish two cases. If y φ is in the interior of the segment between vantage point and x, then it is a local minimum of φ in the ray and thus ∇φ(y φ (x)) · x = 0. As a consequence, the chain rule yields the above result. Otherwise, when y φ is at an extremum of the segment, we generally have that y φ (x) = x and α φ (x) = 1 in a neighborhood of x and so the same consequence holds. Now, applying the chain rule to (10) it follows that
Temporal Derivative of the Visibility
Consider a variation φ s = φ + sψ of φ and let Γ (s) be the associated deformed surface. The visibility function ν Γ (s) (x) is now a space-time function. Its derivative with respect to time is a scalar distribution concentrated on the visibility interface. It measures the variation of quantities integrated over the visible domain. Intuitively, that is the difference between the amount of mass that enters and that exits the visible volume as the surface evolves.
The chain rule gives
whereẏ φ is the temporal derivative of y φ s at s = 0. If y φ is in the interior of the segment, thenẏ φ and x are collinear and orthogonal to ∇φ(y φ ). Otherwise, if y φ = x theṅ y φ = 0. So, in any case, we have
4.5. Temporal Derivative of a Quantity Integrated over the Visible Volume
We have now the necessary tools to compute the Gâteaux derivative of a functional F that is the integral of a quantity f over the visible volume,
This derivative will be used in the following section to easily derive the derivative of the reprojection error functional.
The main difficulties are contained in this section. From equation (14), we see that
which we rewrite as an integral over the visibility interface
by noting that dσ = |∇(φ • y φ )|δ(φ(y φ ))dx. Ideally, we would like to write the derivative as an integral over the surface Γ and not over the visibility interface (see section 3.2).
With this aim, we split the integral into a sum of two integrals, one over each of the parts of the visibility interface.
(i) On the visible surface, we know that y φ = x and, thus, the integral is simply
Note that, without loss of generality, we can assume ψ to be null on the background and, therefore, the integral over the background surface vanishes.
(ii) On the crepuscular cone, y φ is the occluder of x and is a point on the horizon of the surface. All the points on a crepuscular ray share the same occluder on the horizon. The idea, here, is to attribute all the mass of a crepuscular ray to the origin of the ray on the horizon. This way, the integral over the crepuscular cone will be written as an integral over the horizon and, therefore, over the surface Γ .
Given an arc parametrization of the horizon, γ : I → R 3 : t → γ(t), the crepuscular cone can be parameterized by x(r, t) = rγ(t) with t ∈ I and r in the interval (1, T γ(t) ); where for any fixed t, x(r, t) covers the crepuscular ray from the horizon γ(t) to the associated terminator. By using this parametrization, equation (11) and the fact that y φ (x(r, t)) = γ(t), the surface integral (17) over the crepuscular cone is written as
The terms depending on r can be gathered together into L(x) = Tx 1 f (rx)r 2 dr, which cumulates the mass of f along the crepuscular rays. Also, let η(t) denote the normal vector to the horizon, that is tangent to the surface and points away from the observer. The integral is, then,
This is the flux of the vector field L ψ |∇φ| x crossing the horizon from the visible surface to the crepuscular cone. It is an integral over the horizon. Let us now convert it into an integral over the surface Γ .
Let O = {x · n(x) ≤ 0 : x ∈ Γ } be the set surface points whose normal is oriented towards the camera. The border of this set as a subset of the surface, ∂O, is a curve on the surface. The horizon corresponds exactly to the visible part of this curve. From (4) on the Riemanian manifold Γ (instead of R 3 ), we know that |∇φ(x)| x, which is zero for all the points of ∂O except the horizon, we have that equation (20) can be written as
Since ∇[H(x · n)] is on the tangent plane of Γ , it corresponds to ∇ Γ [H(x · n)]. Thus, by (5), we can rewrite x · ∇ Γ [H(x · n)] as x t ∇nx δ(x · n). Finally, joining the splited integrals (18) and (22), the Gâteaux derivative of F is
Remark: As expected in section 3.2, we have managed to rewrite the Gâteaux derivative of F as Γ w v dσ. Nevertheless, unusually here, w is not a function, but a distribution. Distributions are linear continuous operators, so the functional is Fréchet differentiable and the differential is w. However, the gradient in the tangent space, as defined in [20] and [3] , does not exist for this functional, because w is not an admissible deformation of Γ . In other words, to perform a gradient descent evolution w has to be approximated by an admissible deformation. In practice, this reduces simply to approximating the delta distribution with a function.
Differential of the Reprojection Error
Using the results of the previous section, in this section we are going to compute the differential of the reprojection error functional (3),
Since, for all the points x of the visible surface, the normal n ∂V (x) to the visibility interface ∂V coincides with the normal n(x) to the surface Γ , and since x · n ∂V (x) = 0 on the crepuscular cone, it follows that the integral can be extended to the whole visibility interface
