Abstract-A space filling curve (SFC) is a proximity preserving mapping from a high dimensional space to a single dimensional space. SFCs have been used extensively in dealing with multi-dimensional data in parallel computing, scientific computing, and databases. The general goal of an SFC is that points that are close to each other in high-dimensional space are also close to each other in the single dimensional space. While SFCs have been used widely, the extent to which proximity can be preserved by an SFC is not precisely understood yet.
I. INTRODUCTION
Space filling curves are a widely used tool for dealing with multi-dimensional data. The basic idea in a space filling curve is that data in two or more dimensions is mapped to a single dimension with the expectation that proximity is preserved. In other words, points that are close to each other in the high dimensional space are also (hopefully) close to each other in the space filling curve. Space filling curves have been used in numerous applications such as data partitioning in scientific computing [26, 23] , parallel domain decomposition [3, 22] , cryptography [16] , secondary memory data structures [9] , geographical information systems [1] , to name a few.
Some popularly used space filling curves are the Z-curve [21, 19] (also known as the Morton ordering), the Hilbert curve [13] , and the Gray code curve [9, 10] . While all the above applications of SFCs rely on the proximity preserving properties of SFCs, there has been surprisingly little formal analysis of the extent to which proximity is preserved by an The work of Tirthapura was supported in part by the National Science Foundation through awards 0834743, 0831903 SFC. There are two natural questions that one may ask in this context. 1) Are there any inherent limits on the extent to which proximity can be preserved by an SFC? If so, what are they? 2) How close are specific SFCs to the optimal SFC with respect to proximity preservation? This work is an attempt to answer both these questions. In order to do so, we define precise metrics for evaluating the proximity preserving quality of an SFC.
Nearest Neighbor Stretch:
We first consider proximity preservation for those pairs of points that are nearest neighbors in the multi-dimensional space. In many applications of SFCs, such as N-body simulations [26] , the dominant interactions are the ones between nearest neighbors, and proximity preservation between such pairs of points is critical for the efficiency of the data structure.
To evaluate proximity preservation among nearest neighbors, we introduce a class of metrics called the "average nearest-neighbor stretch" of an SFC, henceforth referred to as the "average NN-stretch". Informally, the average NNstretch of a d-dimensional SFC is the average multiplicative increase of the distance between nearest neighbor pairs in high-dimensions when the points are mapped into one dimension. We consider two variants of this definition, based on whether we consider the average distance to a nearest neighbor for each cell, followed by average across all cells (average-average NN-stretch), or the maximum distance to a nearest neighbor for each cell, followed by the average across all cells (average-maximum NN-stretch).
In the following, we use "average NN-stretch" to mean the "average-average NN stretch". Precise definitions are provided in Section III. We show the following results.
• There is an inherent lower bound on the average NNstretch of any SFC. In particular, the average NNstretch of any SFC must be at least • Further, the average NN-stretch of a very simple space filling curve, which we call the "simple curve", also has the same average NN-stretch as the Z curve (Theorem 3).
All Pairs Stretch: We next consider proximity preservation for all possible pairs of points, not just those pairs that are nearest neighbors in high dimensions. For this, we introduce a metric called the "average all pairs stretch". Informally, the average all pairs stretch of a d dimensional SFC is the average multiplicative increase in the distance between a pair of points when the points are mapped from high dimensional space to one dimension. We consider two metrics for cells in high dimensions, the Manhattan metric and the Euclidean metric. Our results for the all pairs stretch include lower bounds for any SFC, as well as upper bounds for specific SFCs.
• For any SFC π, the average all pairs stretch using the Manhattan metric must be at least
3d , where n is the size of the universe, and d is the number of dimensions.
• The average all pairs stretch of the simple curve is no more than n
In practice, proximity preservation is more important for pairs of points that are close to each other in highdimensions than it is for points that are further apart in highdimensional space. For example, if the application was to simulate N-body interactions between particles, the forces between particles get much weaker with distance, so that the interactions between particles that are far away are nonexistent or negligible. Thus, we believe the average NNstretch is usually a more significant metric than the average all pairs stretch.
Our results lead to the following observations: 1) For proximity preservation according to the average NN-stretch, the Z curve is close to optimal. To our knowledge, this is the first instance in the literature on space filling curves that we are able to make a precise statement about the optimality of an SFC with respect to proximity preservation. Previous works had investigated the properties of specific SFCs, but did not present a lower bound on the class of all SFCs. 2) Rather surprisingly, the simple curve has the same performance as the Z curve and is also near-optimal. 3) Further, a different space filling curve can yield only a constant factor improvement over the Z curve or the simple curve. An SFC is generally thought of as a curve that does not intersect with itself. In this work, we define an SFC as a bijection from the high dimensional universe with n cells to the set {0, 1, 2, . . . , n−1}. Since this can include curves that can self-intersect (see curve π 2 in Figure 1 , for example), our definition of SFCs is a more general class than is usually considered. This also implies that each of our lower bounds is a lower bound for the class of non-intersecting SFCs also.
Roadmap: The rest of this paper is organized as follows. We discuss related work in Section II, followed by a discussion of the model and a definition of our metrics in Section III. We present our analysis of the NN-stretch in Section IV. This includes lower bounds for any SFC, as well as exact analysis of the Z curve and the simple curve. Related problems, including all pairs stretch, Euclidean metric, and variants are considered in Section V.
II. RELATED WORK
There is a vast literature on SFCs. Here we attempt to cite closely related work. None of these works consider lower bounds for proximity preservation by an SFC, like we do.
Moon et al. [18] present a comprehensive analysis of the Hilbert SFC with respect to the "clustering" metric, defined as follows: given a rectangular region, into how many consecutive segments of an SFC can this be divided into, on average? The clustering metric is different from the metric that we consider. Our metric, the "stretch", measures the extent to which distances are preserved. A related application of SFCs for managing multi-dimensional data in secondary memory is discussed in [9, 14] .
Nearest-neighbor finding using SFCs has been studied in [5] . This work compares the Z-curve, the Gray-code curve, and the Hilbert-curve according to their performance for nearest-neighbor queries. They do not consider the stretch of an SFC, as we do here.
Neidermeier, Reinhardt, and Sanders [20] study the Hilbert SFC in two and three dimensions according to the ratio between distance between points on the two dimensional grid to the distance between them on the SFC. This work proves a result of the form: "If two points are indexed i and j on the Hilbert SFC, then their Manhattan distance on the two dimensional grid is bounded by 3 √ i − j−2". Thus, they prove that mapping from one dimension to two dimensions (usually) results in a contraction in distance, for the Hilbert curve. Note this result does not imply that mapping from two dimensions to one dimension results in a small expansion of distance. Indeed, as we show, there is an inherent lower bound on the extent to which this can be achieved. Thus, this work and our work are concerned with different metrics.
Dai and Su [7, 8] present upper bounds on the stretch of specific SFCs including the Hilbert curve, but do not consider lower bounds on the stretch, like we do here. Mitchison and Durbin [17] consider a metric close to the average NN-stretch as defined above, and present an analysis of the optimal numbering for the two dimensional case. When compared with this, our work presents an analysis of the problem for any (constant) number of dimensions. An even earlier work due to Harper [12] considers a metric that is related to the nearest neighbor stretch in high dimensions, but focuses on the n-cube, where the side length along each dimension is 2. In contrast, we consider a high-dimensional cube of side length 2 k . Gotsman and Lindenbaum [11] also consider questions similar to [20] : to what extent can two points that are close to each other along the SFC be far apart in the multidimensional metric (Euclidean or Manhattan)? Similar to the above, our work considers a different metric, which goes the opposite direction: what is the extent to which distances are preserved when points are mapped from the multidimensional universe to the one dimensional universe.
Tirthapura, Seal and Aluru [25] considered the analysis of SFCs in the context of nearest neighbor queries and spherical region queries. They assume a probabilistic model of input and present an average case analysis of the performance of a class of SFCs that includes the Hilbert and Z curves. They do not consider the "stretch" as we define here, and restrict their analysis to two and three dimensions.
There is work on the efficient generation of the order of points according to the space filling curve. For example, SFCGen [15] proposes a table-driven approach to the generation of points along an SFC. Note that there have been several empirical comparisons of different space-filling curves, such as [1] .
III. MODEL
The universe is the d dimensional grid of dimensions
where k is a non-negative integer. Let U denote the set of all
, the distance between α and β on SFC π.
Nearest Neighbor Stretch: Our first metric captures the stretch between those pairs of cells that are nearest neighbors in U according to metric Δ. For cell α ∈ U , let N (α) denote the set of cells β ∈ U such that Δ(α, β) = 1. Note that cells that are nearest neighbors according to the Manhattan metric are also nearest neighbors according to the Euclidean metric in the d-dimensional space. The set N (α) is referred to as the "neighbors of α in U ". It is clear that for each α ∈ U , d ≤ |N (α)| ≤ 2d. In the rest of the paper, we use the phrase "nearest neighbors" to mean the nearest neighbors according to the metric Δ, unless otherwise specified. neighbor stretch for α is defined as:
Note that for any β ∈ N (α), it must be true that Δ(α, β) = 1, so the above expression can be interpreted as the average "dilation" of a path between nearest neighbors when the cells are organized using the SFC π. The intuition is that if the above metric is small, then the SFC preserves the distance between nearest neighbors well, and if the metric is large, then cells that are neighbors in U are far apart when organized using π.
Definition 2. For a space filling curve π, the averageaverage nearest neighbor stretch for π is defined as:
We would like to have D avg (π) be as small as possible. For example, it would be best if D avg (π) was 1, so that cells that are nearest neighbors in U are assigned consecutive indices by π, but this is easily seen to be impossible. In subsequent sections, we present strong lower bounds for D avg (π), for a general SFC π.
Definition 3.
For an SFC π and cell α, the maximum nearest neighbor stretch for α is defined as:
Definition 4. The average-maximum nearest neighbor stretch for SFC π is defined as:
For the example shown in the Figure 1, 
Proof: We prove using mathematical induction. Consider the case when k = 2. Easily we can check that the generalized triangle inequality holds. Now assume the generalized triangle inequality holds for each k ≤ − 1, then we have:
So we have that the generalized triangle inequality holds for k = n.
IV. ANALYSIS OF AVERAGE NEAREST NEIGHBOR STRETCH
We first present a lower bound on D avg (π) for any SFC π. Then, we present an exact analysis of D avg (Z) where Z is the Z-curve on d dimensions. We follow this by the exact analysis of a space filling curve S with a simple structure, and show that D avg (S) matches that of the Z curve.
A. Lower Bound
In this section, we present a lower bound for the averageaverage NN-stretch for any SFC. Let A be the set of all possible unordered pairs in U while A be the set of all possible ordered pairs in U .
Let NN d denote the set of unordered pairs that are nearest neighbors in the d dimensional universe, i.e.
Think of elements of NN d as the "edges" of length 1 between cells in the metric defined by Δ. 
To prove the above theorem, we introduce the notion of a "nearest neighbor decomposition" of a pair of cells (α, β) ∈ A , denoted by p(α, β), defined as follows. Let the coordinates of the cells be α = (
Intuitively, p(α, β) defines a specific path from α to β, and can thus be considered as a set of edges (unordered pairs of vertices), i.e. a subset of NN d .
Suppose the coordinates of α and β differed only along one dimension, say i, 1 ≤ i ≤ d. Then when x i < y i , we have:
and when x i > y i , we have: If the coordinates of α and β differ along more than one dimension, then we define the following sequence of vertices that form a path from α to β. In this path, we "correct" the coordinates of α one dimension at a time, starting from dimension 1 till dimension d, until we reach β.
Note that α i and α i+1 differ only along a single dimension. Then we have:
Note that for a pair of cells (α, β) ∈ A , p(α, β) can be different from p(β, α). In Figure 2, p(α, β) is the set { ((1, 1), (2, 1)), ((2, 1), (3, 1)), ((3, 1), (3, 2) ), ((3, 2), (3, 3)), ((3, 3), (3, 4)), ((3, 4), (3, 5) )} while p(β, α) is the set { ((1, 5), (2, 5) ), ((2, 5), (3, 5) ), ((1, 1), (1, 2) ), ((1, 2), (1, 3) ), ((1, 3), (1, 4) ), ((1, 4), (1, 5))} Our strategy for a proof of Theorem 1 is as follows: We compute (α,β)∈A Δ π (α, β) in two different ways. In one manner, we compute it directly and exactly, leading to a bound of Θ(n 3 ). In another way, we find an upper bound in terms of D avg (π), using the nearest neighbor decomposition of each (α, β) ∈ A , and then the triangle inequality. This eventually leads to a lower bound on D avg (π). Let S A (π) be defined as follows.
Proof: We partition A into n − 1 subgroups by the distance on π. Let A i ⊆ A , 1 ≤ i ≤ n − 1 denote the group of pairs such that Δ π (α, β) = i, ∀(α, β) ∈ A i . Then easily we get that |A i | = 2(n − i). So we have:
Lemma 3. For any d dimensional SFC π, we have:
Proof: From the definition D avg (π), we have:
. Combining these two inequalities with the equality above yields our conclusion. Now we are ready to prove Theorem 1.
Proof of Theorem 1:
For every pair (α, β) ∈ A , note that the vertex pairs in p(α, β) together form a path from α to β. Thus, we have the following from Lemma 1 (generalized triangle inequality):
It follows that:
We show in Lemma 4 that for each neighboring pair (α , β ) ∈ NN d , it appears in the right side of inequality 3 at most
times. So we have the following inequality:
. So after combining Lemma 2, Lemma 3 and inequality 4 we get
D avg (π) ≥ 2 3 1 d (n 1− 1 d − n −1− 1 d ).
Lemma 4. For each neighboring pair
According to our nearest neighbor decomposition, we have:
consists of all neighboring pairs which differs in the (j + 1) coordinate. So easily we have that: 
So the total number of possible pairs (α, β) such that
we can get the total number is upper bounded by
B. Performance of Z Curve
In this section we will consider the d dimensional Z curve (see Figure 3) . We show that the average-average NN-stretch of the Z curve is within a factor of 1.5 of the lower bound, and hence within a factor of 1.5 of the optimal. Recall that We recall the definition of a d dimensional Z curve ( [21, 19] ). The Z curve is defined by assigning to each cell x ∈ U , a "key" Z(x), which is an integer that denotes the position of a cell in the space filling curve order. Z(x) is equal to the binary number represented by the string x
In other words, the coordinates in different dimensions are interleaved together to form the key of the cell. For example, if d = 3, k = 3, then Z(101, 010, 011) = 100011101. Note that different Z curves are possible by taking the dimensions in a different order during interleaving, but these are all equivalent to the above definition, at least for the metrics that we consider.
Notation:
Our strategy for a proof of the above theorem is as follows. We divide
such that α and β differ in the ith coordinate. Clearly the different G i are all disjoint. Let Λ i (Z) denotes the total sum of distances on Z curve for all pairs in G i , i.e.
Proof: Consider a neighboring pair (α, β) ∈ G i . These two differ only in dimension i, and suppose that the coordinates of α and β in dimension i are κ and κ+1 respectively. For j = 1 . . . k, let G i,j ⊆ G i denote the subset of pairs (α, β) ∈ G i such that the j − 1 least significant bits of κ are 1, and the jth least significant of κ is 0. i.e. κ has the form ( * , * , . . . , 0, 1, 1, (j−1) times, 1). In this case, κ+1 has the form ( * , * , . . . , 1, 0, 0, (j − 1) times, 0). By the definition of the Z curve, we get for all (α, β) ∈ G i,j :
The total number of neighboring pairs in Let
Recall that n = 2 kd . Thus for Q 2 , we have:
For Q 1 , we have:
Finally, we get:
Now we are ready to prove Theorem 2.
Proof of Theorem 2:
We partition the set NN d into two subsets.
Recall that
Let H 2 denote the set of pairs
where
and
We first evaluate h 1 . By the definition of Λ i , we have:
Using Lemma 5, we get:
We now consider h 2 . We know for any α ∈ U , |N (α)| ≥ d. Using this in Equation 6 leads to:
Easily we can get that:
So we have: Now we have:
So we have lim n→∞
Combining the limitation of h 1 and h 2 yields:
C. Performance of a Simple Space-Filling Curve
In this section we will show that even a simple curve, the one shown in Figure 4 can have the same performance as the Z-curve.
First we discuss how to construct d dimensional simple curve filling the grid of size
linear order assigned by simple curve S(α) can be defined as follows:
In the rest sections, once we mention d dimensional simple curve S, we mean it refers to the specific simple curve defined in Equation 8.
Theorem 3. If S is the d dimensional simple curve, then
Proof: Recall that U denote the set of all n cells. Set
refers to the subset of cells forming a d dimensional sub grid while U 2 refers to the subset of cells forming the 2d
The total number of cells in U 1 is (
. Denote the total sum of average nearest neighbor stretch for all cells in U 1 as Λ(U 1 ), i.e, Λ(U 1 ) = α∈U1 δ avg S (α). Then we have:
The total number of cells in U 2 should be n − (
. Denote the total sum of average nearest neighbor stretch for all cells in U 2 as Λ(U 2 ), i.e, Λ(U 2 ) = α∈U2 δ avg S (α). Then we have:
So we get that lim n→∞
Combining the two together we have:
V. EXTENSIONS In this section, we present results for other variants of the definitions of the stretch. First, we consider the averagemaximum NN stretch D max . Then we consider the average stretch between all pairs of cells, not just those pairs that are nearest neighbors. We consider two variants of this "all pairs stretch", one where the metric in high-dimensions is the Manhattan metric, and the other where the metric in higher dimensions is the Euclidean metric. For each of these problems, we present upper and lower bounds, to the extent possible.
A. Maximum Nearest Neighbor Stretch
Recall that the average-maximum nearest neighbor stretch of a cell α is defined as: It follows that D max (π) ≥ D avg (π). Combining the result in Theorem 1 yields the inequality above.
In the following, we show that the lower bound obtained above is nontrivial by showing the performance of the simple curve defined in 8 can be n 1− Proof: Recall that for each cell α = (x 1 , . . . , x d ), the linear order assigned by simple curve S(α) is defined as follows: . The above result should be compared with the averageaverage NN-stretch of the simple curve (Theorem 3). This shows that the average-maximum stretch is worse that the average-average stretch by a factor d. The intuitive explanation for this is that for a vast majority of cells that do not lie on the border, the distance (along the SFC) to two of the nearest neighbors is large, while the other 2d − 2 nearest neighbors are much closer along the SFC.
B. All Pairs Stretch
In the case of all pairs stretch, the distance between two cells α and β in high dimensions can be different depending on whether we use the Euclidean or the Manhattan metric.
The average all pairs stretch for π, using the Manhattan metric is:
question is an analysis of the average NN-stretch of the Hilbert SFC.
• Next, there is a larger gap between the lower bound and the upper bound for the average-maximum NN-stretch. It would be interesting to narrow this gap.
• It would also be interesting to narrow the gap between upper and lower bounds for the all pairs stretch.
• Another direction is the analysis of proximity preservation using a more general probabilistic model of input.
