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Abstract
In the preceding paper (arXiv:1103.0329 [math-ph]) we treated the Jaynes–Cummings
model with dissipation and gave an approximate solution to the master equation for the
density operator under the general setting by making use of the Zassenhaus expansion.
However, to obtain a compact form of the approximate solution (which is in general
complicated infinite series) is very hard when an initial condition is given. To overcome
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this difficulty we develop another approach and obtain a compact approximate solution
when some initial condition is given.
This paper is a sequel to the preceding one [1]. In the paper we treat the Jaynes–
Cummings model with dissipation (or the quantum damped Jaynes–Cummings model in
our terminology) once more and study the structure of general solution from a mathematical
point of view.
We want to apply it to Quantum Computation and Quantum Control which are our final
target [2], [3]. As a general introduction to these topics see for example [4] and [5].
We expect that our study will become a starting point to study more sophisticated models
with dissipation in a near future.
Let us start with the following phenomenological master equation for the density operator
of the atom–cavity system in [6] :
∂
∂t
ρ = −i[H, ρ] + µ
{
aρa† − 1
2
(a†aρ+ ρa†a)
}
+ ν
{
a†ρa− 1
2
(aa†ρ+ ρaa†)
}
(1)
where H (for simplicity we write H not HJC in [1]) is the well–known Jaynes-Cummings
Hamiltonian (see [7]) given by
H =
ω0
2
σ3 ⊗ 1+ ω012 ⊗ a†a + Ω
(
σ+ ⊗ a+ σ− ⊗ a†
)
=
 ω02 + ω0N Ωa
Ωa† −ω0
2
+ ω0N
 (2)
with
σ+ =
 0 1
0 0
 , σ− =
 0 0
1 0
 , σ3 =
 1 0
0 −1
 , 12 =
 1 0
0 1

, and a and a† are the annihilation and creation operators of an electro–magnetic field mode
in a cavity, N ≡ a†a is the number operator, and µ and ν (µ > ν ≥ 0) are some constants
depending on it (for example, a damping rate of the cavity mode).
Note that the density operator ρ is in M(2;C)⊗M(F) =M(2;M(F)), namely
ρ =
 ρ00 ρ01
ρ10 ρ11
 ∈M(2;M(F)) (3)
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where M(F) is the set of all operators on the Fock space F defined by
F ≡ VectC{|0〉, |1〉, |2〉, |3〉, · · · }
=
{ ∞∑
n=0
cn|n〉 |
∞∑
n=0
|cn|2 <∞
}
; |n〉 = (a
†)n√
n!
|0〉
and 1 in (2) is the identity operator.
Now, we decompose (2) into diagonal and off–diagonal parts
H = Hd +Hoff =
 ω02 + ω0N
−ω0
2
+ ω0N
+
 Ωa
Ωa†
 (4)
and rewrite (1) as
∂
∂t
ρ = −i[Hd, ρ]+µ
{
aρa† − 1
2
(a†aρ+ ρa†a)
}
+ν
{
a†ρa− 1
2
(aa†ρ+ ρaa†)
}
−i[Hoff , ρ]. (5)
Namely, the main part is
−i[Hd, ρ] + µ
{
aρa† − 1
2
(a†aρ+ ρa†a)
}
+ ν
{
a†ρa− 1
2
(aa†ρ+ ρaa†)
}
, while a kind of perturbed one is
−i[Hoff , ρ].
This is the main difference between [1] and this paper. Although the form may be not
standard it is very useful to calculate when some initial conditions are given.
Let us write down the equation (5) in a component-wise manner. Then
ρ˙00 = −iω0(Nρ00 − ρ00N) + µ
{
aρ00a
† − 1
2
(a†aρ00 + ρ00a†a)
}
+ ν
{
a†ρ00a− 1
2
(aa†ρ00 + ρ00aa†)
}
−iΩ(aρ10 − ρ01a†),
ρ˙01 = −iω0(ρ01 +Nρ01 − ρ01N) + µ
{
aρ01a
† − 1
2
(a†aρ01 + ρ01a†a)
}
+ ν
{
a†ρ01a− 1
2
(aa†ρ01 + ρ01aa†)
}
−iΩ(aρ11 − ρ00a),
ρ˙10 = −iω0(−ρ10 +Nρ10 − ρ10N) + µ
{
aρ01a
† − 1
2
(a†aρ01 + ρ01a†a)
}
+ ν
{
a†ρ01a− 1
2
(aa†ρ01 + ρ01aa†)
}
−iΩ(a†ρ00 − ρ11a†),
ρ˙11 = −iω0(Nρ11 − ρ11N) + µ
{
aρ11a
† − 1
2
(a†aρ11 + ρ11a†a)
}
+ ν
{
a†ρ11a− 1
2
(aa†ρ11 + ρ11aa†)
}
−iΩ(a†ρ01 − ρ10a) (6)
where ρ˙ij = (∂/∂t)ρij as usual.
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Here we use some technique used in [1] (see also [8] and [9]), which is very useful in some
case. For a matrix X = (xij) ∈M(F)
X =

x00 x01 x02 · · ·
x10 x11 x12 · · ·
x20 x21 x22 · · ·
...
...
...
. . .

we correspond to the vector X̂ ∈ FdimCF as
X = (xij) −→ X̂ = (x00, x01, x02, · · · ; x10, x11, x12, · · · ; x20, x21, x22, · · · ; · · · · · · )T (7)
where T means the transpose. Then the following formula
ÊXF = (E ⊗ F T )X̂ (8)
holds for E, F,X ∈M(F).
This and equations (6) give
˙ˆρ00 =
[
−iω0 (N ⊗ 1− 1⊗N) + µ
{
a⊗ (a†)T − 1
2
(a†a⊗ 1+ 1⊗ a†a)
}
+
ν
{
a† ⊗ aT − 1
2
(aa† ⊗ 1+ 1⊗ aa†)
}]
ρˆ00 − iΩ
(
a⊗ 1ρˆ10 − 1⊗ (a†)T ρˆ01
)
,
˙ˆρ01 =
[
−iω0 (1⊗ 1+N ⊗ 1− 1⊗N) + µ
{
a⊗ (a†)T − 1
2
(a†a⊗ 1+ 1⊗ a†a)
}
+
ν
{
a† ⊗ aT − 1
2
(aa† ⊗ 1+ 1⊗ aa†)
}]
ρˆ01 − iΩ
(
a⊗ 1ρˆ11 − 1⊗ aT ρˆ00
)
,
˙ˆρ10 =
[
−iω0 (−1⊗ 1 +N ⊗ 1− 1⊗N) + µ
{
a⊗ (a†)T − 1
2
(a†a⊗ 1+ 1⊗ a†a)
}
+
ν
{
a† ⊗ aT − 1
2
(aa† ⊗ 1+ 1⊗ aa†)
}]
ρˆ10 − iΩ
(
a† ⊗ 1ρˆ00 − 1⊗ (a†)T ρˆ11
)
,
˙ˆρ11 =
[
−iω0 (N ⊗ 1− 1⊗N) + µ
{
a⊗ (a†)T − 1
2
(a†a⊗ 1+ 1⊗ a†a)
}
+
ν
{
a† ⊗ aT − 1
2
(aa† ⊗ 1+ 1⊗ aa†)
}]
ρˆ11 − iΩ
(
a† ⊗ 1ρˆ01 − 1⊗ aT ρˆ10
)
(9)
because 1 and N = a†a are diagonal (1T = 1, NT = N).
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Next, in order to rewrite matrix elements in terms of Lie algebraic notations used in [8]
we set
K+ = a
† ⊗ aT , K− = a⊗ (a†)T , K3 = 1
2
(N ⊗ 1+ 1⊗N + 1⊗ 1),
K0 = N ⊗ 1− 1⊗N. (10)
Then it is easy to see
(K+)
† = K−, (K3)† = K3, (K0)† = K0,
[K3, K+] = K+, [K3, K−] = −K−, [K+, K−] = −2K3,
[K0, K+] = [K0, K−] = [K0, K3] = 0. (11)
Namely, {K+, K−, K3} are generators of the Lie algebra su(1, 1), see for example [10] as a
general introduction.
If we set from (3)
ρ =
 ρ00 ρ01
ρ10 ρ11
 =⇒ ρˆ =

ρˆ00
ρˆ01
ρˆ10
ρˆ11

(12)
we obtain the following “canonical” form
∂
∂t
ρˆ = (X + Y )ρˆ (13)
with
X =

−iω0K0 + L 0 0 0
0 −iω0 − iω0K0 + L 0 0
0 0 iω0 − iω0K0 + L 0
0 0 0 −iω0K0 + L

,
Y = −iΩ

0 −1⊗ (a†)T a⊗ 1 0
−1⊗ aT 0 0 a⊗ 1
a† ⊗ 1 0 0 −1⊗ (a†)T
0 a† ⊗ 1 −1⊗ aT 0

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and
L = µ
{
a⊗ (a†)T − 1
2
(a†a⊗ 1+ 1⊗ a†a)
}
+ ν
{
a† ⊗ aT − 1
2
(aa† ⊗ 1+ 1⊗ aa†)
}
=
µ− ν
2
+ νK+ + µK− − (µ+ ν)K3
where the fundamental relation aa† = a†a+ 1 = N + 1 and a simplified notation ω0 in place
of ω01⊗ 1 have been used.
Let us note once more that X is not anti–hermitian, while Y is anti–hermitian.
Since the general solution of the equation (13) is given by
ρˆ(t) = et(X+Y )ρˆ(0) (14)
in a formal way we must calculate the term et(X+Y ), which is in general not easy (to obtain a
compact form is almost impossible). For that the following Zassenhaus formula is convenient.
Zassenhaus Formula We have an expansion
et(A+B) = · · · e− t
3
6
{2[[A,B],B]+[[A,B],A]}e
t2
2
[A,B]etBetA. (15)
The formula is a bit different from that of [11].
In this paper we use the approximation
et(X+Y ) ≈ e t
2
2
[X,Y ]etY etX . (16)
Let us calculate each term explicitly.
[I] First, we calculate etX . The result is
etX =

et(−iω0K0+L) 0 0 0
0 e−iω0tet(−iω0K0+L) 0 0
0 0 eiω0tet(−iω0K0+L) 0
0 0 0 et(−iω0K0+L)

(17)
and fortunately in [8] the term et(−iω0K0+L) has been calculated exactly. Namely,
et(−iω0K0+L) = e
µ−ν
2
teG(t)K+e−iω0tK0−2 log(F (t))K3eE(t)K− (18)
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where
E(t) =
2µ
µ−ν sinh
(
µ−ν
2
t
)
cosh
(
µ−ν
2
t
)
+ µ+ν
µ−ν sinh
(
µ−ν
2
t
) ,
F (t) = cosh
(
µ− ν
2
t
)
+
µ+ ν
µ− ν sinh
(
µ− ν
2
t
)
,
G(t) =
2ν
µ−ν sinh
(
µ−ν
2
t
)
cosh
(
µ−ν
2
t
)
+ µ+ν
µ−ν sinh
(
µ−ν
2
t
) . (19)
This is a kind of disentangling formula, see for example [10] as a general introduction.
If from (18)
τ̂ (t) ≡ et(−iω0K0+L)τ̂(0) = eµ−ν2 teG(t)K+e−iω0tK0−2 log(F (t))K3eE(t)K− τ̂(0) (20)
then the original form is given by
τ(t) =
e
µ−ν
2
t
F (t)
∞∑
n=0
G(t)n
n!
(a†)n{exp ({−iω0t− log(F (t))}N)×{ ∞∑
m=0
E(t)m
m!
amτ(0)(a†)m
}
exp ({iω0t− log(F (t))}N)}an. (21)
See [8]. Next, we list some results from [9] for the latter convenience.
(i) If τ(0) = |0〉〈0| then
τ(t) =
e
µ−ν
2
t
F (t)
elogG(t)N . (22)
(ii) If τ(0) = |α〉〈α| where |α〉 (α ∈ C) is a coherent state defined by
|α〉 = eαa†−α¯a|0〉 = e− |α|
2
2 eαa
† |0〉 (⇐= a|α〉 = α|α〉)
then
τ(t) = (1−G(t)) e|α|2e−(µ−ν)t logG(t)e
− logG(t)
{
αe
−(µ−ν2 +iω0)ta†+α¯e−(
µ−ν
2 −iω0)ta−N
}
. (23)
The main part (which corresponds to the classical one)
αe−(
µ−ν
2
+iω0)ta† + α¯e−(
µ−ν
2
−iω0)ta
appears in the formula, see Appendix. This derivation is not easy, so see [9] for further
details.
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[II] Second, we must calculate etY . We decompose Y into two parts
Y = −iΩ(Y˜1 − Y˜2) (24)
where
Y˜1 =

0 0 a⊗ 1 0
0 0 0 a⊗ 1
a† ⊗ 1 0 0 0
0 a† ⊗ 1 0 0

=
 a
a†
⊗
 1
1
 ,
(25)
Y˜2 =

0 1⊗ (a†)T 0 0
1⊗ aT 0 0 0
0 0 0 1⊗ (a†)T
0 0 1⊗ aT 0

=
 1
1
⊗
 a
a†
T .
From (24), (25) and [1] it is easy to see
etY = exp
−iΩt
 0 a
a† 0
⊗ exp
iΩt
 0 a
a† 0
T
=
 cos(Ωt√aa†) −i 1√aa† sin(Ωt√aa†)a
−i 1√
a†a
sin(Ωt
√
a†a)a† cos(Ωt
√
a†a)
⊗
 cos(Ωt√aa†) i 1√aa† sin(Ωt√aa†)a
i 1√
a†a
sin(Ωt
√
a†a)a† cos(Ωt
√
a†a)
T . (26)
[III] Third, we must calculate e
t2
2
[X,Y ]. For the purpose we first calculate [X, Y ], which is
relatively easy. Note that Y˜1 and Y˜2 commute from (25).
Then the result is
[X, Y ] = −iΩ
{
[X, Y˜1]− [X, Y˜2]
}
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where
[X, Y˜1] =

0 0 A 0
0 0 0 A
B 0 0 0
0 B 0 0

, [X, Y˜2] =

0 C 0 0
D 0 0 0
0 0 0 C
0 0 D 0

and
A =
µ+ ν
2
a⊗ 1− ν1⊗ aT , B = −µ+ ν
2
a† ⊗ 1+ µ1⊗ (a†)T ,
C = −νa† ⊗ 1+ µ+ ν
2
1⊗ (a†)T , D = µa⊗ 1− µ+ ν
2
1⊗ aT .
It is easy to see that
[A,C] = [A,D] = 0, [B,C] = [B,D] = 0,
so we can conclude that [X, Y˜1] and [X, Y˜2] commute.
Since
e
t2
2
[X,Y ] = e−
it2
2
Ω[X,Y˜1]e
it2
2
Ω[X,Y˜2]
we can calculate each term easily. The result is
e−
it
2
2
Ω[X,Y˜1] =
cos( t
2
2 Ω
√
AB) 0 − i√
AB
sin( t
2
2 Ω
√
AB)A 0
0 cos( t
2
2 Ω
√
AB) 0 − i√
AB
sin( t
2
2 Ω
√
AB)A
− i√
BA
sin( t
2
2 Ω
√
BA)B 0 cos( t
2
2 Ω
√
BA) 0
0 − i√
BA
sin( t
2
2 Ω
√
BA)B 0 cos( t
2
2 Ω
√
BA)

and
e
it
2
2
Ω[X,Y˜2] =
cos( t
2
2 Ω
√
CD) i√
CD
sin( t
2
2 Ω
√
CD)C 0 0
i√
DC
sin( t
2
2 Ω
√
DC)D cos( t
2
2 Ω
√
DC) 0 0
0 0 cos( t
2
2 Ω
√
CD) i√
CD
sin( t
2
2 Ω
√
CD)C
0 0 i√
DC
sin( t
2
2 Ω
√
DC)D cos( t
2
2 Ω
√
DC)
 .
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In last, we shall restore the result to original form. For the purpose, ignoring the term
e
t2
2
[X,Y ] we set
ˆ˜ρ(t) = etY etX ρˆ(0) = etY ˆ˜ρ1(t), ˆ˜ρ1(t) = e
tX ρˆ(0) (27)
and
ρ(0) =
 ρ00(0) ρ01(0)
ρ10(0) ρ11(0)
 .
Then from [I] ρ˜1(t) becomes
ρ˜1(t) =
 (11) (12)
(21) (22)
 (28)
where
(11) =
e
µ−ν
2
t
F (t)
∞∑
n=0
G(t)n
n!
(a†)n{exp ({−iω0t− log(F (t))}N)×{ ∞∑
m=0
E(t)m
m!
amρ00(0)(a
†)m
}
exp ({iω0t− log(F (t))}N)}an,
(12) = e−iω0t
e
µ−ν
2
t
F (t)
∞∑
n=0
G(t)n
n!
(a†)n{exp ({−iω0t− log(F (t))}N)×{ ∞∑
m=0
E(t)m
m!
amρ01(0)(a
†)m
}
exp ({iω0t− log(F (t))}N)}an,
(21) = eiω0t
e
µ−ν
2
t
F (t)
∞∑
n=0
G(t)n
n!
(a†)n{exp ({−iω0t− log(F (t))}N)×{ ∞∑
m=0
E(t)m
m!
amρ10(0)(a
†)m
}
exp ({iω0t− log(F (t))}N)}an,
(22) =
e
µ−ν
2
t
F (t)
∞∑
n=0
G(t)n
n!
(a†)n{exp ({−iω0t− log(F (t))}N)×{ ∞∑
m=0
E(t)m
m!
amρ11(0)(a
†)m
}
exp ({iω0t− log(F (t))}N)}an
and from [II] ρ˜(t) becomes
ρ˜(t) =
 cos(Ωt√N + 1) −i 1√N+1 sin(Ωt√N + 1)a
−i 1√
N
sin(Ωt
√
N)a† cos(Ωt
√
N)
 ρ˜1(t)×
 cos(Ωt√N + 1) i 1√N+1 sin(Ωt√N + 1)a
i 1√
N
sin(Ωt
√
N)a† cos(Ωt
√
N)

10
or by making a slight modification in terms of af(N) = f(N + 1)a
ρ˜(t) =
 cos(Ωt√N + 1) −i 1√N+1 sin(Ωt√N + 1)a
−i 1√
N
sin(Ωt
√
N)a† cos(Ωt
√
N)
 ρ˜1(t)×
 cos(Ωt√N + 1) ia 1√N sin(Ωt√N)
ia† 1√
N+1
sin(Ωt
√
N + 1) cos(Ωt
√
N)
 . (29)
By making use of this formula let us calculate an important example. The initial state is
Example
ρ(0) =
1
2
 |0〉〈0|
|α〉〈α|
 (30)
where |α〉 is a coherent state in [I].
Then the result is
ρ˜1(t) =
1
2
 A
B
 (31)
where
A =
e
µ−ν
2
t
F (t)
elogG(t)N ,
B = (1−G(t)) e|α|2e−(µ−ν)t logG(t)e
− logG(t)
{
αe
−(µ−ν2 +iω0)ta†+α¯e−(
µ−ν
2 −iω0)ta−N
}
(see (22) and (23)) and
ρ˜(t) =
1
2
 (11) (12)
(21) (22)
 (32)
where
(11) = cos(Ωt
√
N + 1)A cos(Ωt
√
N + 1) +
1√
N + 1
sin(Ωt
√
N + 1)aBa†
1√
N + 1
sin(Ωt
√
N + 1),
(12) = i cos(Ωt
√
N + 1)Aa
1√
N
sin(Ωt
√
N)− i 1√
N + 1
sin(Ωt
√
N + 1)aB cos(Ωt
√
N),
(21) = −i 1√
N
sin(Ωt
√
N)a†A cos(Ωt
√
N + 1) + i cos(Ωt
√
N)Ba†
1√
N + 1
sin(Ωt
√
N + 1),
(22) =
1√
N
sin(Ωt
√
N)a†Aa
1√
N
sin(Ωt
√
N) + cos(Ωt
√
N)B cos(Ωt
√
N).
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These forms are compact and comparatively beautiful. Though we can of course calculate
another example we stop here.
In this paper we reconsidered the Jaynes–Cummings model with dissipation from a dif-
ferent point of view and constructed a compact approximate solution when some initial
condition was given. It is very fresh as far as we know. We will leave a further construction
to readers who are interested in this topic. As for the preceding works see [12], [13] and [14],
[15].
We conclude this paper by stating some future prospects. Our real target is the following
master equation :
∂
∂t
ρ = −i[HR, ρ] + µ
{
aρa† − 1
2
(a†aρ+ ρa†a)
}
+ ν
{
a†ρa− 1
2
(aa†ρ+ ρaa†)
}
where HR is the Rabi Hamiltonian (without RWA (Rotating Wave Approximation)) given
by
HR =
ω0
2
σ3 ⊗ 1+ ω012 ⊗ a†a+ Ωσ1 ⊗ (a+ a†)
=
 ω02 + ω0N Ω(a + a†)
Ω(a + a†) −ω0
2
+ ω0N
 .
We call this the Rabi model with dissipation. The Jaynes–Cummings model (which
is an approximate model with RWA) has some weak points (see for example [16] and its
references), so we must treat a more realistic model like this. In the following paper(s) we
will attack this model.
Appendix
In this appendix we review the solution of classical damped harmonic oscillator, which
is important to understand the text. See any textbook on Mathematical Physics.
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The differential equation is given by
x¨+ γx˙+ ω2x = 0 (γ > 0) (33)
where x = x(t), x˙ = dx/dt and the mass is set to 1 for simplicity. In the following we treat
only the case ω > γ/2 (the case ω = γ/2 may be interesting).
Solutions (with complex form) are well–known to be
x±(t) = e
−( γ2±i
√
ω2−(γ
2
)2)t,
so the general solution is given by
x(t) =
{
αe−(
γ
2
+i
√
ω2−(γ
2
)2)t + α¯e−(
γ
2
−i
√
ω2−(γ
2
)2)t
}
x(0)
=
{
αe−(
γ
2
+iω
√
1−( γ
2ω
)2)t + α¯e−(
γ
2
−iω
√
1−( γ
2ω
)2)t
}
x(0) (34)
where α is any complex number.
If γ/2ω is small enough we have an approximate solution
x(t) ≈
{
αe−(
γ
2
+iω)t + α¯e−(
γ
2
−iω)t
}
x(0). (35)
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