It has been over 60 years since Kolmogorov introduced a distributionfree omnibus test for the simple null hypothesis that a distribution function coincides with a given distribution function. Doob subsequently observed that Kolmogorov's approach could be simplified by transforming the empirical process to an empirical process based on uniform random variables. Recent use of more sophisticated transformations has led to the construction of asymptotically distribution-free omnibus tests when unknown parameters are present. The purpose of the present paper is to use the transformation approach to construct an asymptotically distributionfree omnibus test for independence of a survival time from a covariate.
1. Introduction. A standard way of testing for independence of a survival time from a covariate z is to fit Cox's (1972) model for the conditional hazard function, A(t I z) = Ao(t)exp( g0 z), and test whether the regression parameter I30 is zero. However, this test has limited power because of the restrictive (viz. parametric and multiplicative) modeling of the covariate effect.
In this paper we develop an omnibus test that can detect arbitrary forms of dependence of a (possibly censored) survival time on a one-dimensional covariate, and which is asymptotically distribution-free. The latter property will be achieved via the transformation method of Doob (1949) and Khmaladze (1981 Khmaladze ( , 1993 .
We begin by giving some background to the general problem of constructing omnibus tests (i.e., tests consistent against all alternatives) which have and which preserves the information in v. Then he transformed the innovation martingale to a standard Brownian motion w. Applying the transformation v -* w to in results in a test process that converges weakly to Brownian motion. This leads to an asymptotically distribution-free omnibus test based on the supremum norm (say) of the test process. Note that there is some loss of information in reducing to a single test statistic, via supremum norm, but this does not affect the omnibus property. Also, the transformation approach is not designed to reveal the nature of a departure from the null hypothesis-a graphical inspection of the (untransformed) parametric empirical process might be useful for that.
In survival analysis, one is rarely able to observe complete life histories. Important examples occur with right censoring and left truncation [Keiding and Gill (1990) ]. These examples fit into the general setting of Aalen's (1978) multiplicative intensity model for counting processes. In that setting it is natural to formulate hypotheses in terms of the hazard function A(t) or the cumulative hazard function AW(t)= fJ A(s) ds, rather than the distribution function F. Keiding (1982,1993 ) studied tests of the simple hypothesis A = Ao in terms of functionals of Vn(A -AO), where A is the Nelson-Aalen estimator. Hjort (1990) considered the composite hypothesis A = AO(*, 0), with statistics based on functionals of the process n (A(t)-AO(t, 0)), where 0 is the maximum likelihood estimator of 0. This process converges weakly to a zero-mean Gaussian process under the null hypothesis. An innovation martingale can be found for the limit process and used to construct an asymptotically distribution-free omnibus test; see Andersen, Borgan, Gill and Keiding [(1993), Section VI.3.3.4] .
In many applications of survival analysis it is important to consider whether a covariate has some effect upon survival, say through the conditional hazard function A(t I z) = A(t, z). That is, one would like to test the null hypothesis Ho: A( t, z) does not depend on the covariate z against the general alternative that A(t, z) depends on z. For simplicity, we shall restrict the domain of (t, z) to be the unit square. An omnibus test of Ho is feasible when the covariate is one dimensional, such as age at diagnosis, disease duration and so forth. Indeed, McKeague and Utikal [(1990) , subsequently MU] proposed such a test based on the process X(t, z) = VT( v), where v is an estimate of the doubly cumulative hazard function if(t, z) = fo loJA(s, x) dx ds and Vf(t, z) = zA(t) is the natural estimate of v under Ho.
They showed that X converges weakly under Ho to a Gaussian random field of the form
where W is a Brownian sheet, b(z) = z and h, g are certain nonrandom functions (see Section 3.1). The above stochastic integrals are defined in the L2-sense; see Wong and Zakai (1974) . MU's test was based on the Kolmogorov-Smirnov statistic computed directly from X. However, while asymptotically omnibus, such a test is not asymptotically distribution-free and would require simulation of the process m to find critical values.
We shall construct a transformation J that maps m to its innovation Brownian sheet. An estimated version J of J will be obtained by plugging an estimate of h into J (it turns out that J does not involve g). We then show that 7(X) converges weakly to a Brownian sheet. In this way we obtain an asymptotically distribution-free omnibus test for Ho, with the Kolmogorov -Smirnov statistic computed from J(X). No simulation technique is needed to find critical values. The test statistic converges weakly to suplW(t, z)I. Although an exact formula for the distribution function of suplW(t, z)I is not known [only approximations are available; see Adler (1991) ], it is straightforward to carry out a single Monte Carlo experiment to evaluate it quite accurately. Thus, our test avoids difficulties arising from simulating the null distribution for each particular problem.
A competing procedure would be a bootstrap based test, provided it could be justified theoretically. However, although there is some bootstrap theory available in cases where censoring and covariates are present, none of it applies to our specific problem. Another competing procedure would be an appropriately modified version of the Monte Carlo approach of Lin, Wei and Ying (1993), but we expect that our test would be computationally less demanding.
The paper is organized as follows. In Section 2, we construct the transformation J. In Section 3, we introduce the estimate J and define the test statistic. Results of a simulation study are reported in Section 4. In Section 5, the test is applied to a set of data from the British Medical Research Council's (1984) 4th myelomatosis trial. Properties of the test are proved in Section 6. Various lemmas needed through the paper are collected in the Appendix.
2. Transformation of m to Brownian sheet. In this section we construct our transformation J of the Gaussian random field m in (1.1) to a Brownian sheet. Such a transformation is likely to have further applications in nonparametric statistics beyond our test for independence-in any setting where a test process converges weakly to a process of the form (1.1); for example, in testing whether A(t, z) is independent of t (the roles of t and z are reversed) or in testing. whether a pure jump process on a finite state space is a semi-Markov process; see MU (Section 4.2). Of course, it is usually necessary to estimate J and how that is done will depend on the particular application.
We begin with a key proposition showing that the law of a Brownian sheet W is preserved under a shift by a certain functional of W. 
Notice that B is a Gaussian random field, so we only need to inspect its covariance function. For (t', z') E [0, 1]2, cov(B(t, z), B(t', z')) = (t A t')(z A z') fzjf [tf|Za(t', u'; s, x) 
+J|J| [ffla( t, u; s, x)a( t', u', s, x) ds dx -1a(t,u;s,u')I(s <t')ds -f1a(t',u';s,u)I(s < t) ds] du'du. 
Substituting m into (2.2) we get
This is a Brownian sheet by Proposition 2.1 with k(s,
E
We shall use the notation J for the transformation f ? J( Q), where 6 is a random field and J( ) is defined by the right side of (2.2) with m replaced by (. The domain of J is composed of random fields f for which the stochastic integrals in J( 6) exist in the L2-sense. Theorem 2.1 shows that J(m) is a Brownian sheet.
Notice that J does not involve the function g; phenomena like this are typical of the innovation approach; compare goodness-of-fit testing for parametric hazard function models [Andersen, Borgan, Gill and Keiding (1993) , formulae (6.3.16) and (6.3.27)].
3. The test procedure. In this section we first describe the counting process framework for our problem and formally define v and X. Then we show that the transformation J given above asymptotically transforms X = Fn -) to a Brownian sheet. This is done via the continuous mapping theorem. Finally, we construct an estimate J of J and show that J(X) converges weakly to a Brownian sheet. This will complete the construction of our test.
3.1. The estimators dand X. Let N(t) = (Nl(t),... , Nn(t)), t e [0,1], be a multivariate counting process with respect to a right-continuous filtration (g), that is, N is adapted to the filtration and has components Ni which are right-continuous step functions, zero at time zero, with jumps of size + 1 such that no two components jump simultaneously. Assume that Ni has intensity
where Yi is a predictable {O, 1}-valued process, indicating that the ith individ- given by b(z) = z, h = A/f and g = VA f . The transformation J will only be used with these b and h from now on. We assume that f and A are Lipschitz, of bounded variation and bounded away from zero.
Consider dn equal width covariate strata .r = [ xri, xr), r = 1,..., dn, where xr = rwn and wn = 1/dn is the stratum width, and let z = for z = J. As in MU, we estimate V by integrating the "covariate stratumspecific" Nelson-Aalen estimator to obtain
where N(n)(tZ) = X 1fI(Zi(s) E Jz) dNi(s) is the number of failures observed up to time t and y(n)(t, z) = En 1 I(Zi(t) egz)Y size of the z-specific risk set at time t. The estimator s' does n stratification of the covariate and can be obtained by setting wn = (3.1) and throughout the paper, we use the convention 1/0 0.
3.2. A continuous version of J. We now introduce a version J of J that is defined on a suitably large function space and is continuous on a subspace supporting m, so the continuous mapping theorem is applicable.
Let D2 = D2([0, 1]2) be the extension of the usual Skorohod space to functions on [0, 1]2; see Neuhaus (1971) . Let BV2 denote the subspace of functions ( E D2 for which (, ((O, * ), 6(-, 0) have bounded variation and let C2 denote the space of continuous functions on [0, 112. Equip C2 with the uniform norm.
For 5 E C2 u BV2 and (t, z) E [0,1] x [0, p], with 0 <p < 1, define
where the integrals are considered to be weak net integrals [Hildebrandt (1963) , Section III.8] for which integration by parts works as expected and
The upper bound p on the domain of z is used to keep the denominator in f2 bounded away from zero. Note that J is a well-defined map from C2 U BV2 into D2([0, 1] x [0, pI) since Lemma 1 in the Appendix shows that h inherits the properties of f, A, and Lemma 2 in the Appendix ensures the existence of the weak net integrals when f E C2. We have included BV2 in the domain of J because the paths of X belong to BV2, but not to C2. THEOREM 3.1. Suppose that w, --0, nw2 -> 0 and nw,+8 -oo for some 0 < 8 < 1. Then, under HO, J(X) converges weakly to a Brownian sheet in
PROOF. Properties of fl, f2 obtained via Lemmas 1 and 2 in the Appendix can be used to show that J is continuous as a map from C2 into D2 ([0, 11 x [0, pI) . In particular, we use the property that f2(Q, *, z) has bounded variation uniformly in z, 0 < z < p. MU (Theorem 4.1) gives that X converges weakly in D2 to m, where m is defined by (1.1) with b(z) = z. Thus, since the sample paths of m belong to C2 a.s., the continuous mapping theorem [Billingsley (1968) We will need to apply methods from stochastic calculus to various martingale integrals involving h, which is possible provided that h(i, z) is an $t"-predictable process for each fixed z. Since h(, z) is continuous, it is enough that it be adapted to the filtration t. Thus, we shall use a kernel function K having nonnegative (as well as compact) support.
The estimated transformation J is defined by inserting a truncated version h of h in place of h in J, where h is given by h(t, z) = (cj A h(t, z)) V Ca Cn > 0. The truncation is needed to prevent instability in J. Note that J(X) is well defined since the paths of X belong to BV2. For that purpose we restrict the choice of w, bn, cn as follows: wn n-a, ba -cn n', where the following condition holds. 4. A simulation study. We carried out a simulation study to assess the performance of the proposed test. We considered the Kolmogorov-Smirnov statistic S with the supremum taken over [0, 1] x [0, 0.9] , that is, p = 0.9. The covariate was taken to be uniformly distributed over [0, 1] . The censoring was simple right censoring, independent of the failure time, and exponentially distributed, with the parameter adjusted to give a prescribed proportion (moderate: 27%; heavy: 60%) of censored observations (including those lost to followup at time 1). The covariate strata were arranged to contain equal numbers of observations. For sample sizes 500 and 1000, the number of strata dn was taken to be 10 and 14, resulting in about 50 and 71 covariate values per stratum. The corresponding bandwidths bn were taken as 0.32 and 0.18, and the kernel function K was taken to be the indicator of [0, 1].
The survival times were generated using the Cox model A(t, z) = exp( go z), for go = 0 (null hypothesis) and Igo = 1, 2 (alternative hypotheses), and using the non-Cox model A(t, z) = 7.5 min(z, 1 -z). Table 1 gives observed levels and powers of the test at a nominal (asymptotic) level 5%, with each entry based on 1000 samples. The corresponding values for the Cox model based (Wald type) test of go = 0 are given in parentheses. In order to obtain the asymptotic 5% critical level for our test (i.e., the 95th percentile of supo < t 0< oz < 0.9 W(t, z)I), we generated 10,000 replicates of the Brownian Sample Censoring X(t, z) Size 27% 60% sheet evaluated on a grid defined by 300 equally spaced points on each axis. The 5% critical level was found to be 2.2811.
The observed levels of our test are close to their nominal 5% values at sample sizes 500 and 1000 when censoring is moderate. The test appears to be slightly conservative under heavy censoring. In general we recommend that our test only be used for sample size at least 500, and at least 1000 under heavy censoring. Under the Cox model our test is naturally much less powerful (with 82% power for go = 2, n = 1000 and moderate censoring) than the Cox model based test (with almost 100% power, even for go = 1, n = 500 and heavy censoring). However, our test has adequate power away from the Cox model, as an omnibus test should, whereas the Cox model based test can have very poor power; see the last two rows of Table 1 .
Some quantile-quantile plots of the observed distribution of S against the distribution of S* are shown in Figure 1 . Each plot refers to a combination of model and censoring level, and contains curves for sample sizes 500 and 1000. Under A(t, z) = 1, the curves are close to the diagonal. This indicates that the observed distribution of S is close to its asymptotic null distribution. Under the alternatives e2Z and 7.5 min(z, 1 -z), when the sample size is 1000, the curves lie well above the diagonal, giving some idea of the power of the proposed test.
5. Application to myelomatosis data. We applied our test to a set of data from the British Medical Research Council's (BMRC) (1984) 4th myelomatosis trial. The data set contains records for 495 patients, including censoring indicator, serum /2 microglobulin (at presentation) and survival time (in days).
Many studies [e.g., Cuzick, Cooper and MacLennan (1985) ] have suggested that serum P2 microglobulin has a strong effect on survival, at least in the first two years of followup. In our analysis of the data we ignore all covariates except for serum f2 microglobulin (which is taken on a log scale). We standardized this covariate by its sample mean and sample standard deviation, then transformed it by the standard normal distribution function. The resulting covariate values were then more or less uniformly distributed over [0, 1] . (As a general rule we recommend transforming the covariate to uniform, as it helps stabilize the various estimators at points where the covariate data are sparse. Also, our simulation study provides strong support for the accuracy of our test when the covariates are uniform.) The end of followup is taken to be 2000 days, before which 3% of the observations are censored; 81 patients were still at risk at the end of followup. Each covariate stratum was arranged to contain 50 covariate values except for the last stratum.
We have plotted the test process J(X) over the whole unit square (see Figure 2) ; for comparison the untransformed process X is plotted underneath. The magnitude of the negative part of J(X) suggests strong departure from a Brownian sheet. The statistic S was found to be 2.41, giving a P-value of 0.033. Thus our analysis confirms that serum I2 microglobulin has a significant influence on survival. Note that the test process achieved its supremum well away from the edge z = 1, so in this case S does not vary with p when p is close to 1 (although our results require p < 1). Nevertheless, the transformation J seems to have its greatest effect around z = 1 since the bump in the positive part of X is missing from J(X).
6. Proofs. In this section we prove Theorems 3.2 and 3.3. We begin by introducing some notation. Let Mi denote the i.t-martingale Mi(t) = Ni(t) -f10 Ai(s) ds and set
For a process 6(t, z), set er(t) = 6(t, xr), where xr = rwn, r = 1,.n. .,d. Step 1. By the decomposition of X given in MU (proof of Theorem 4.1),
+ f |f X) ( yA(n)(S X 00 ( x)ny(n)(S ?Viftt fi(s, x)s)I(Y(n)(s) = 0) dxds, where M(n), y(n) are defined by setting z = [0, 1] in M(), y(n), respectively. We denote the four terms in the above decomposition by Il, I2, I3 and I4, respectively. Since K is continuous and has nonnegative support, we have h(, x), and therefore fi(, x), is 4,-predictable. Thus the stochastic integrals involved in I, and I2 are square integrable martingales. Now I,ll is bounded by (6.6) supq(t) + Fsup z tA M )(ds) dx where r7(t) = sup | E (t,r) and ((t,r) = 1n t ff dx y(n)(S) 1?j?dn r=1 rfJ ,Y()s Since 71(t) is a positive submartingale, Doob's inequality gives E supt q2(t) < 4E-q2(1). Also, since E4(1, r) = 0, and E(1, j)6(1, k) = 0 for all 1 < j f k < d we can apply Menchoffs inequality [see, e.g., Shorack and Wellner (1986)] here to get E 2 l(log 4d \2n 2 ( \ 2 nA(,n)(s)
The second term in (6.6) is bounded by r;sp t pItM( )(ds) dx which has second moment bounded by Combining the bounds (6.9)-(6.13), we find that the second moment of the lhs of (6.3) is of order O(lXlog d )2C2[ b2/3 + w 2 bn6 + (nw b2)-1'], which tends to zero by Condition 3.1. This establishes (6.3).
Step 2. We now prove (6.4). Let h1-(s u)h-1/2(S, X) h-1(s, u)h-/2(S, X) (6.14) 8(s,u,x) = Jfl h-(s,v)dv fx h (s,v)dv
By the arguments of Step 1, the second moment of the lhs of (6.4) is bounded PROOF. The result follows immediately from the definitions of the stochastic integral and the weak net integral, and the fact that an L2-limit agrees almost surely with an a.s. limit. El
The next lemma is a refined version of Proposition 3.3 of MU, giving a rate of convergence of h to h. and we have suppressed the dependence of M1(t) on x. Let [M1] and KM1) be the quadratic variation and the predictable quadratic variation of martingale M1, respectively. We shall use the Burkholder-Davis-Gundy inequality [Dellacherie and Meyer (1982) 
