Abstract. Let D be a division ring, V and W vector spaces over D, and L(V, W) the L(W)-L(V) bimodule of all linear transformations from V into W. We prove some basic results about certain submodules of L(V, W). For instance, we show, among other results, that a right submodule (resp. left submodule) of L(V, W) is finitely generated whenever its image (resp. coimage) is finite-dimensional.
with the addition and scalar multiplication defined by (f + g)(x) := f (x) + g(x) and (λf )(x) := λf (x) (resp. (f λ)(x) := f (x)λ) for all x ∈ V and λ ∈ D. The second dual of V, denoted by V ′′ , is the dual of V ′ . The space V ′′ has the same chirality as that of V over D. It is easily seen that V naturally imbeds into V ′′ via the natural mapping : V → V ′′ (x → x) defined by x(f ) = f (x) for all f ∈ V ′ , and that the natural mapping is an isomorphism of the vector spaces V and V ′′ if and only if the space V is finite-dimensional. For a collection C of vectors in a vector space V over D, C is used to denote the linear subspace spanned by C. For a subset S of V, we define S ⊥ := {f ∈ V ′ : f (S) = 0}. It is plain that S ⊥ is a subspace of V ′ . For T ∈ L(V, W), T ′ ∈ L(W ′ , V ′ ) denotes the adjoint of T which is defined by (T ′ f )(v) := f (T v) where f ∈ W ′ , v ∈ V. For a subset S of L(V, W), it is not difficult to see that the map φ : (ker S) ⊥ −→ V ker S ′ defined by φf (x + ker S) = f (x), where f ∈ (ker S)
⊥ and x ∈ V, is an isomorphism of vector spaces. Therefore,
By a weak right (resp. left) submodule of L(W ′ , V ′ ), we mean I ′ := {T ′ ∈ L(W ′ , V ′ ) : T ∈ I}, where I is a left (resp. right) submodule of L(V, W). By definition
An important subset of L(V, W) is the class of rank-one linear transformations. It can be shown that every rank-one linear transformation in L(V, W) is of the form x ⊗ f for some x ∈ W and f ∈ V ′ , where (x ⊗ f )(y) := xf (y) or (x ⊗ f )(y) := f (y)x depending on whether the space W is a right or a left vector space over D. It is readily checked that (x ⊗ f ) ′ = f ⊗ x. Also, every finite-rank linear transformation is a finite sum of rank-one linear transformations. We use the symbol F (V, W) to denote the set, in fact the bi-module, of all finite-rank linear transformations from V into W. As is usual, |A| is used to denote the cardinal number of the set A. We will make use of some basic results on cardinal numbers such as the Cantor-Schröder-Bernstein Theorem [4, Theorem 1.5.3] , that the class of cardinal numbers is well-ordered, that every two cardinal numbers are comparable, etc. We refer the reader to [6] and [4] for a general reference on set theory and cardinal arithmetic. The following is a standard observation. If T ∈ L(V, W), then there are subsets B 1 and B 2 of V such that B 1 and B 1 ∪ B 2 are bases for ker T and V, respectively. Moreover, T (B 2 ) is a basis for im(T ) so that im(T ) = T (B 2 ) . In fact, V = B 1 ⊕ B 2 . We refer the reader to [7] , [8] , [9] , and [12] for general references on rings, modules, and linear algebra over division rings. Propositions 1.1 and 1.2 are likely known to the experts. For the counterpart of Proposition 1.2(ii)-(iii) in the setting of Banach spaces, see [1] ; also see [2] and [3] .
and T ∈ L(V, Z). Then, ker S = ker T iff there exists an injective linear transformation P ∈ L(W, Z) or Q ∈ L(Z, W) such that T = P S or S = QT depending on whether dim coker(S) ≤ dim coker(T ) or dim coker(T ) ≤ dim coker(S), respectively.
Proof. (i) The "if" part is trivial. We prove the "only if" part. Let B 1 be a basis for ker S = ker T . Extend B 1 to a basis B 1 ∪ B 2 for V. It follows that ker S = B 1 = ker T, im(S) = S(B 2 ) , and im(T ) = T (B 2 ) . Extend S(B 2 ) and T (B 2 ) to bases S(B 2 ) ∪ B 3 and T (B 2 ) ∪ B 4 for W and Z, respectively. There are two cases to consider, namely
. Define the linear transformation P ∈ L(W, Z) on S(B 2 )∪B 3 as follows P (Sx) = T x, P (y) = f (y), for all x ∈ B 2 and y ∈ B 3 , and extend P to W linearly. It is plain that P S = T and that P is injective because it takes the basis S(B 2 ) ∪ B 3 to a subset of the basis T (B 2 ) ∪ B 4 of W. If |B 4 | ≤ |B 3 |, the assertion follows in a similar fashion.
(ii) Again, the "if" part is trivial. We prove the "only if" part. Let B 1 be a basis for ker S ⊆ ker T . Extend B 1 to a basis B 1 ∪B 2 for ker T and then to a basis 
for all x ∈ B 2 ∪B 3 and y ∈ B 4 , and extend P to W linearly. It is plain that P S = T , as desired.
(iii) Just as in (ii), it suffices to prove the "only if" part of the assertion. To this end, define S ∈ L(V, W n ) and T 1 ∈ L(V, Z n ) on V by Sx = (S 1 x, . . . , S n x) and T 1 x = (T x, . . . , T x), respectively. It is plain that ker S = n i=1 ker S i and ker T 1 = ker T , which yields ker S ⊆ ker T 1 . It thus follows from (ii) that there exists P ∈ L(W n , Z n ) such that T 1 = P S. If P = (P ij ) 1≤i,j≤n is the standard matrix representation of P , where P ij ∈ L(W, Z) (1 ≤ i, j ≤ n), we see that T = P 11 S 1 + · · · + P 1n S n , completing the proof.
Remark. In part (i) of the proposition, if dim coker(S) = dim coker(T ), then ker S = ker T iff there exists an invertible linear transformation P ∈ L(W, Z) such that T = P S.
Proof. (i) The "if" part being trivial, it suffices to prove the "only if" part of the assertion. Let B 1 and B 2 be bases for ker S and ker T , respectively. Extend B 1 to a basis B 1 ∪ B 3 for V. It follows that ker S = B 1 , ker T = B 2 , im(S) = S(B 3 ) . It is plain that |S(B 3 )| = |B 3 |. As im(S) = im(T ), for each y ∈ B 3 , there exists an x y ∈ V such that Sy = T x y . We see that B 4 = {x y } y∈B 3 is linearly independent. To see this, suppose x y 1 λ 1 + · · · + x yn λ n = 0 for some n ∈ N, y i ∈ B 3 , and λ i ∈ D, where 1 ≤ i ≤ n. It follows that T x y 1 λ 1 + · · · + T x yn λ n = 0, from which we obtain S(y 1 λ 1 + · · · + y n λ n ) = 0, implying that y 1 λ 1 + · · · + y n λ n ∈ ker S. This yields λ i = 0 for all 1 ≤ i ≤ n because B 1 ∪ B 3 is a basis for V and B 1 is a basis for ker S. We can also easily check that B 2 ∪ B 4 is a basis for Z. Now, there are two cases to consider, namely
for all x ∈ B 2 and x y ∈ B 4 , and extend P to Z linearly. It is plain that P is surjective because it takes the basis B 2 ∪ B 4 of Z to the basis B 1 ∪ B 3 of V. Also, we have S = T P for the following reason. That B 1 ∪ B 3 is a basis for V. That for all x ∈ B 1 , we have P x = f (x) ∈ B 2 , and hence T P x = 0 = Sx. And that for all y ∈ B 3 , we have P y = x y , which yields T P y = T x y = Sy. If |B 2 | ≤ |B 1 |, the assertion follows in a similar fashion.
(ii) Again, it suffices to prove the "only if" part of the assertion. Let B 1 and B 2 be bases for ker S and ker T , respectively. Extend B 1 to a basis B 1 ∪B 3 for V. It follows that ker S = B 1 , ker T = B 2 , im(S) = S(B 3 ) . It is plain that |S(B 3 )| = |B 3 |. As im(S) ⊆ im(T ), for each y ∈ B 3 , there exists an x y ∈ Z such that Sy = T x y . Just as in (i), we see that B 4 = {x y } y∈B 3 is linearly independent. Let f : B 1 → B 2 be any function. Define the linear transformation P ∈ L(V, Z) on B 1 ∪ B 3 as follows
for all x ∈ B 1 and y ∈ B 3 , and extend P to V linearly. We have S = T P for the following reason. That B 1 ∪ B 3 is a basis for V. That for all x ∈ B 1 , we have P x = f (x) ∈ B 2 , and hence T P x = 0 = Sx. And that for all y ∈ B 3 , we have P y = x y , which yields T P y = T x y = Sy.
(iii) Just as in (ii), it suffices to prove the "only if" part of the assertion. To this end, define S 1 ∈ L(V n , W) and T ∈ L(Z n , W) by S 1 (x 1 , . . . , x n ) = Sx 1 + · · · + Sx n and T (y 1 , . . . , y n ) = T 1 y 1 + · · · + T n y n , respectively. It is plain that im(S 1 ) = im(S) and im(T ) = im({T i } n i=1 ), which yields im(S 1 ) ⊆ im(T ). It thus follows from (ii) that there exists P ∈ L(V n , Z n ) such that S 1 = T P . If P = (P ij ) 1≤i,j≤n is the standard matrix representation of P , where P ij ∈ L(V, Z) (1 ≤ i, j ≤ n), we easily see that S = T 1 P 11 + · · · + T n P n1 , completing the proof.
Remark. In part (i) of the proposition, if dim ker S = dim ker T , then im(S) = im(T ) iff there exists an invertible linear transformation P ∈ L(Z, V) such that T = SP .
The proposition below is taken from [11] , see [11, Lemma 1.1]. The counterpart of it in the setting of locally convex spaces was presented, with a detailed proof, in [10] , see [10, Lemma 1.1]. It is however worth mentioning that [11, Lemma 1.1] was left as an exercise for the interested reader. The authors of [11] thought that the proof of the lemma is an imitation of that of [10, Lemma 1.1]. We have not been able yet to prove the second part of the proposition below for an arbitrary collection of linear transformations. (
′ . This completes the proof.
Remarks. 1. It is easily shown that if V is finite-dimensional, then, using the reflexivity of V, (ii) holds for all collections C ⊆ L(V, W).
Proof. This is a quick consequence of Propositions 1.1(iii), 1.2(iii), and 1.3. Theorem 1.5. Let V and W be vector spaces over a division ring D and I be a right submodule (resp. left submodule) of L(V, W). If I finitely generated or W (resp. V) is finite-dimensional, then I = {T ∈ L(V, W) : T V ⊆ im(I)} (resp. I = {T ∈ L(V, W) : T ker(I) = {0}}). Moreover, if dim V ≥ dim W (resp. dim V ≤ dim W), then every such right (res. left) submodule is principal. In particular, if V = W, then every finitely generated one-sided ideal of L(V) is principal.
Proof. First, let I be a right submodule of L(V, W). It follows from the hypothesis that there are
). To prove the assertion, we need to show that if T ∈ L(V, W) and T V ⊆ M, then T ∈ I. But this is a straightforward consequence of Proposition 1.2(iii), proving the assertion. If W is finite-dimensional, then so is M = im(I) and hence M = im(I) = im({T i } m i=1 ) for some T i ∈ I (1 ≤ i ≤ m). So the assertion follows from the above.
Next, let I be a left submodule of L(V, W). If I is finitely generated, then there are
), in which case the assertion is a quick consequence of Proposition 1.1(iii). If V is finite-dimensional, then, in view of the remark following Proposition 1.3, we see that (ker I) ⊥ = im(I ′ ). We need to show that if T ∈ L(V, W) and M = ker I ⊆ ker T , then T ∈ I. From ker I ⊆ ker T , as V is finite-dimensional, taking perp of both sides of the inclusion, we obtain im(T ′ ) ⊆ im(I ′ ). But im(I ′ ) is a subspace of the finite-dimensional space V ′ . Consequently, there are S i ∈ I, such that im(
), and hence from Corollary 1.4, we obtain P i ∈ L(W) (1 ≤ i ≤ n) such that T = P 1 S 1 + · · · + P n S n . This yields T ∈ I, as desired.
The last part of the assertion readily follows from the first part of the assertion. Because if dim V ≥ dim W (resp. dim V ≤ dim W) and M = im(I) (resp. M = ker(I)), there is always a T 0 ∈ L(V, W) such that im(T 0 ) = M (resp. ker T 0 = M). Theorem 1.6. Let V and W be vector spaces over a division ring D and I be a right submodule (resp. left submodule) of
)), where n ∈ N and T i ∈ I (1 ≤ i ≤ n). Then I is generated by
, and hence finitely generated. Therefore, I = {T ∈ L(V, W) :
Proof. First, let I be a right submodule of L(V, W) such that im(I) = im({T i } n i=1 ) for some n ∈ N and T i ∈ I. Let S ∈ I be arbitrary. As im(S) ⊆ im(I) = im({T i } n i=1 ), from Proposition 1.2(iii), we see that there exist P i ∈ L(V) such that S = T 1 P 1 + · · · + T n P n , proving the assertion.
Next, let I be a left submodule of L(V, W) such that ker(I) = ker({T i } n i=1 ) for some n ∈ N and T i ∈ I. Let S ∈ I be arbitrary. As ker({T i } n i=1 ) = ker(I) ⊆ ker(S), from Proposition 1.1(iii), we see that there exist P i ∈ L(W) such that S = P 1 T 1 + · · · + P n T n , proving the assertion. The rest follows from Theorem 1.5.
Remark. If V = W, the transformations T i ∈ I in the theorem can be chosen to be idempotents. And such submodules, and in fact such one-sided ideals, of L(V), i.e., those one-sided ideals whose images or kernels are the same as those of a finite subset of the ideals, are principal. Lemma 1.7. Let V and W be vector spaces over a division ring D and
Proof. Let V and W be right vector spaces and
Theorem 1.8. Let V and W be vector spaces over a division ring D and I be a right submodule (resp. left submodule) of L(V, W). If the image (resp. coimage) of I is finite-dimensional, then I is finitely generated, and hence I = {T ∈ L(V, W) :
Proof. First, suppose that I is a right submodule of L(V, W). By the hypothesis, there are linearly independent vectors y 1 , . . . , y r in im(I) such that im(I) = y 1 , . . . , y r , where y i = T i (x i ) for some vectors x i ∈ V and T i ∈ I. It thus follows that im(I) = im(
). So the assertion follows from Theorem 1.6. Next, suppose that I is a left submodule of L(V, W).
. By the proof of Proposition 1.3(ii), we have im(I ′ ) ⊆ (ker I) ⊥ . But as dim coim(I) = dim V ker I is finite, we can write
Consequently, dim im(I ′ ) < ∞, which implies im(I ′ ) = im{T
for some n ∈ N. We now prove that I is finitely generated, proving the assertion. Now let T ∈ I be arbitrary. As im(
, from Corollary 1.4(i), we see that
, as desired. Finally, suppose dim V ≤ dim W. Thus dim W ≥ dim im(I ′ ), and hence by Lemma 1.7, there is a T 0 ∈ L(V, W) such that im(T
. It thus follows from Corollary 1.4(i) that there are P i ∈ L(W) (1 ≤ i ≤ n) such that T 0 = P 1 T 1 + · · · + P n T n . But I is a left submodule, so we obtain T 0 ∈ I. Now let T ∈ I be arbitrary. As im(T ′ ) ⊆ im(I ′ ) = im(T ′ 0 ), once again, from Corollary 1.4(i), we see that T = P 0 T 0 for some P 0 ∈ L(W). This means I = L(W)T 0 . That is, I is principal, finishing the proof. Proof. Let I be a right submodule of L(V, W) and T ∈ F (V, W) such that im(T ) ⊆ im(I). It suffices to show that T ∈ I. As T has finite rank, it follows that im(T ) ⊆ im({T i } n i=1 ) for some n ∈ N and T i ∈ I (1 ≤ i ≤ n). It thus follows from Proposition
Remark. We conjecture that the counterpart of the theorem holds for left submodules of L(V, W). That is, if I is a left submodule of L(V, W), then I ∩ F (V, W) = {T ∈ F (V, W) : ker I ⊆ ker T }.
In the proofs of the next two corollaries, we make use of some basic results on the arithmetic of cardinals. The following is a slight generalization of the lemma presented on page 257 of [8] on L(V, W).
(ii) Let V and W be vector spaces over a division ring D and S, T ∈ L(V, W).
Proof. (i) First, let rank(S) ≤ rank(T ). Let {Sx i } i∈I and {T y j } j∈J be bases for im(S) and im(T ), respectively. It follows that |I| ≤ |J|, and hence there is a surjection f : J → I. Extend {T y j } j∈J to a basis {T y j } j∈J ∪ B for Y. Define P ∈ L(Y, W) as follows P (T y j ) = Sx f (j) , P (y) = 0, for all j ∈ J and y ∈ B, and extend P to Y linearly. As f : J → I is a surjection, we have im(P T ) = im(S). It thus follows from Proposition 1.2(ii) that there exists a linear transformation Q ∈ L(V, X ) such that S = P T Q. Next, let S = P T Q for some P ∈ L(Y, W) and Q ∈ L(V, X ). Clearly, T QV ⊆ T V, which obtains P T QV ⊆ P T V. This implies rank(S) = rank(P T Q) ≤ rank(P T ) ≤ rank(T ), completing the proof. Now, suppose rank( 
for some 1 ≤ j ≤ n. Thus if rank(T k ) = ∞ or rank(S) ≤ rank(T k ) for some 1 ≤ k ≤ n, then the assertion follows from the proof above. So we may assume without loss of generality that T k 's are all finite-rank linear transformations, and hence so is S, and that rank(T k ) < rank(S) for all 1 ≤ k ≤ n. Let {Sx i } i∈I and {T k y j } j∈J k be bases for im(S) and im(T k ) (1 ≤ k ≤ n), respectively. It follows that |I| ≤ |J 1 | + · · · + |J n | and |I| > |J k | for each k = 1, . . . , n. From this, as I and J k 's are all finite, we easily see that there is an onto map f : n k=1 J k −→ I such that f | J k is one-to-one for each k = 1, . . . , n. Extend {T k y j } j∈J k to a basis {T k y j } j∈J k ∪ B k for Y. Define P k ∈ L(Y, W) as follows for some unique infinite cardinal number e ≤ min(dim V, dim W).
Proof. Let I be a nontrivial bi-submodule of L(V, W). Let e I be the smallest cardinal number such that e I > rank(A) for all A ∈ I. The existence of e I follows from the fact that the class of cardinal numbers is well-ordered, see [5, Theorem 1] , and its uniqueness follows from the Cantor-Schröder-Bernstein Theorem, see for instance [6, Theorem 4.1.6] . The cardinal number e I is infinite because I includes all finite-rank linear transformations. If e I > min(dim V, dim W), then there is a T ∈ I such that rank(T ) = min(dim V, dim W). This, in view of Corollary 1.10, would imply that I = L(V, W), which is impossible. Thus, e I ≤ min(dim V, dim W). Let S ∈ L(V, W) with rank(S) < e I be arbitrary. We prove the assertion by showing that S ∈ I. If rank(T ) < ∞, the assertion is trivial because I contains all finiterank linear transformations. So we may assume that e I > ℵ 0 , rank(S) < e I , and that S has infinite rank. It follows from the definition of e I that there is a T ∈ I such that rank(S) ≤ rank(T ). So by Corollary 1.10, we have S = P T Q for some P ∈ L(W) and Q ∈ L(V). Therefore, S ∈ I, as desired. This completes the proof.
