The evaluation of multivariate polynomials of n variables in Bernstein-Bézier form is considered. A forward error analysis for the corresponding de Casteljau algorithm and the VS algorithm is performed. We also include algorithms that simultaneously evaluate the polynomial and provide "a posteriori" error bounds, without increasing significantly the computational cost. The sharpness of our running error bounds is shown in the case of trivariate polynomials.
Introduction
Many properties of the Bernstein basis of bivariate polynomials defined on a triangle have been studied in Approximation Theory. In particular, shape preserving and stability properties as well as properties of evaluation algorithms associated to this basis. For instance, in [5] the authors analyzed monotonicity preservation and it was shown that, for quadratic polynomials, this basis is the unique (up to trivial extensions of it) satisfying a strong monotonicity preserving property introduced in that paper. Sufficient conditions for the convexity of the corresponding surface can be found, for instance, in [2] [3] [4] or [1] . In [7] it was proved that this basis is optimally stable, in the sense that there does not exist (up to permutation and scaling) another basis of its space with a smaller condition number for the evaluation for every function and at any point. Efficient evaluation algorithms have also been provided: in addition to the de Casteljau algorithm, Schumaker and Volk presented in [13] a nested algorithm (called VS algorithm) with lower computational cost. An "a priori" error analysis of both algorithms was performed in [10] , and the running error analysis was carried out in [9] . On the other hand, as remarked in [13] , there is interest in the use of polynomials defined on tetrahedral tesselations. However, there has been less research activity on the study of the properties of the corresponding multivariate Bernstein basis, although we can mention [7] about optimal stability properties, and [13] , where efficient evaluation algorithms were presented. In [12] other efficient evaluation algorithms (mostly on regular grids) are analyzed. This paper will focus on the evaluation of multivariate polynomials in Bernstein-Bézier form. Section 3 contains "a priori" and running error analysis of the de Casteljau algorithm, and we also include an algorithm that simultaneously evaluates the polynomial and provides "a posteriori" error bound, without increasing significantly the computational cost. Similar tasks are performed in Section 4 for the VS algorithm. Section 5 contains numerical experiments by considering a trivariate polynomial which generalizes the univariate Wilkinson polynomial (frequently used as a test polynomial due to its ill-conditioning close to the roots). The numerical experiments confirm the theoretical analysis and show the accuracy of the error bounds calculated by the proposed algorithms.
In contrast to the results obtained in [9] for the evaluation of polynomials defined on triangles, where the de Casteljau algorithm presented better stability properties, the results of this paper show that the de Casteljau algorithm and the VS algorithm present similar nice stability properties in the trivariate case and, when increasing the number of variables, the VS algorithm presents better properties than the de Casteljau algorithm. Taking into account the lower complexity of the VS algorithm, we conclude that, for three or more variables, it has several advantages over the de Casteljau algorithm.
Auxiliary results
Let us now introduce some standard notations in error analysis. Given a ∈ R, the computed element in floating point arithmetic will be denoted by either fl(a) or by a. As usual, to investigate the effect of rounding errors when working with floating point arithmetic we use the model
although we can also use
with u the unit roundoff and op any of the elementary operations +, −, ×, / (see [6, pp. 44-45] for more details). Given k ∈ N 0 such that ku < 1, let us define
In our error analysis we shall deal with quantities whose absolute value is bounded above by k . Following [6] we denote by k such quantities and taking into account Lemmas 3.3 and 3.1 of [6] , the following properties hold:
In considering the computed solution of a problem, one can try to find the data for which this computed solution is the exact solution. Backward error analysis measures how far these data are from the original data of the problem. So, backward error analysis interprets rounding errors as perturbations in the data. In contrast, forward error analysis measures how far the computed solution is from the exact solution. Therefore, in our evaluation problem, if
is the computed evaluation (instead of the exact evaluation f (x) = n i=0 c i u i (x)), we say that the relative backward error is bounded above by if
Then we can bound the forward error by
The number
measures the stability in the evaluation of a function with respect to perturbations of the coefficients, and is called the condition number for the evaluation of f (x) with the basis u = (u 0 , . . . , u n ). Let us observe that C u f (x) depends on the basis u, on the function f , and on the point x. If we assume that the basis is formed by nonnegative functions, (4) can be written as
In conclusion, we can bound the forward error by
which is a particular case of the classical formula Forward error Backward error × Condition number.
De Casteljau algorithm for evaluation
n , may be specified by barycentric coordinates = ( 0 , . . . , n ) with respect to V :
so that only n of ( 0 , . . . , n ) are linearly independent. Geometrically, in the trivariate case, i are the (signed) ratios of the volumes of the tetrahedra subtended by the sides of V at the point p = (x 1 , x 2 , x 3 ) to the volume of V itself. In general, the barycentric coordinates of p = (x 1 , . . . , x n ) are given by
Thus, 0 is positive or negative according to whether p is on the same side or the opposite side of the (n − 1)-simplex determined by the vertices p 1 p 2 · · · p n as the vertex p 0 . Similarly for 1 , 2 , . . . , n . Hence, all n + 1 barycentric coordinates are simultaneously positive only for points inside V .
We shall use the standard multiindex notation for ∈ Z n+1 + :
and denote the j th unit vector e j for j = 0, . . . , n. The homogeneous polynomials of degree d in = ( 0 , . . . , n ): 
Each step of the algorithm is a convex combination of values computed at the previous iteration, such as with univariate corner cutting algorithms (cf. [8] ). This property will imply good stability properties.
Let us remark that the bounds provided in this paper have been derived assuming that the sums are performed by the unusual recursive summation. Using the summation methods described in Chapter 4 of [6] can lead to smaller bounds. The following result provides a forward error analysis of the de Casteljau algorithm for the evaluation of n-variate polynomials. 
where B is the Bernstein basis.
Proof. By (1), for each h ∈ {1, . . . , d}
where | i |, i = 0, . . . , 3, are real values less than or equal to the unit roundoff u. Using (1) and (7) it can be easily proved by induction that
, are values less than or equal to the unit roundoff u. Then by (3) we can write
Iterating the previous argument for
In practical computations it is desirable to obtain an error bound at the same time as the computed value
. For this purpose, we shall perform a running error analysis of the de Casteljau algorithm which will provide us a posteriori error bounds.
At the hth step of the algorithm we obtain the elements b h , the computed values of b h for all
Our goal is to obtain upper bounds for the absolute value of the elements (8).
Using (1), (2) and the definition of b h , we deduce that
where
. . , 2n, and | | are values less than or equal to the unit roundoff u.
From (8) and (9) we obtain
and so
By (8) and the expression of b h given in the algorithm, we get
Hence
Taking into account that
. In order to get an algorithm with the error bound, we can slightly reduce the number of operations for calculating the sequence (11) if we define a new sequence
we can now define the following algorithm with a running error bound:
de Casteljau algorithm with error bound
Now we have
and therefore the value obtained in the algorithm can be used as a running error bound.
VS algorithm for evaluation
Given a polynomial as in (5), it is clear that it can be rewritten in the form
where the new coefficients are related with those of the Bernstein form by c : (12) as the modified Bernstein-Bézier (MBB) representation of the polynomial p, and the corresponding basisB the MBB basis (this basis can be obtained from the Bernstein basis by scaling the basis functions). Schumaker and Volk showed that the MMB representation can also be evaluated efficiently. The key of the Volk-Schumaker (VS) algorithm is the observation that p can be written in nested form. Assuming that n is the biggest barycentric coordinate, and defining i := i / n for i = 0, . . . , n − 1 we can write
where = ( 0 , . . . , n−1 ) and
Then we deduce the following algorithm for the evaluation of (12) on = ( 0 , . . . , n ):
The VS algorithm requires 2 The following result provides the forward error corresponding to the VS algorithm. 
Our first goal is to bound the absolute value of the elements (13).
Using (1) and (2) we deduce that
k | are numbers less than or equal to the unit roundoff u.
From (13) and (14) we obtain
Using now (13) and that A n−1 k
Taking into account that f n−1 0 = 0, one easily proves, by induction on k, that 
for all k = 1, . . . , i n−2 , since, from (15) and (16), we derive
Observe that, if
according to (15) and (17) we have
Let j < n− 1 and let us now suppose that n−1 , . . . , j +1 , are error bounds of the computation
, respectively, and we shall deduce that j :=3
is the corresponding error bound in the computation of A j i j . Now for any i j −1 , let
and let us derive bounds for the absolute values of the elements (19).
Using (1) and (2), we deduce from
where | j k |, | k | and | j | are real numbers less than or equal to the unit roundoff u. From (19) and (20), we obtain
Using (21) and (19), we get
From (18) and (22) we derive
and then, one can easily prove by induction on j that
We can slightly reduce the number of operations for calculating the sequence j k of (24) (24) and (25) we can derive
according to (23) and (25) we have
Finally, at the end of this process we obtain (for j = 0) the upper bound 0 for the linear approximation (in u)
where := To derive the transformations between the bases (26) and (27) 
Multiplying p d i,j,k by (28) we obtain
and changing the summation indices from r, s and p to r + i, s + j and p + k, respectively, we find that
Any polynomial p ∈ d can be written as
where , for each function f of the generated space evaluated at every x in the domain. Let us observe that by (29) the power basis functions of total degree d about the origin are nonnegative combinations of Bernstein basis functions with respect to the tetrahedron T . Since the Bernstein basis and the power basis are positive inside T , we conclude that the condition number for the evaluation of a polynomial in its Bernstein-Bézier form is always smaller than the condition number for the evaluation in its power form. In addition, let us recall that in [7] it was proved that the multivariate Bernstein basis is optimally stable in the sense that there does not exist (up to permutation and scaling) another basis of d with smaller condition number than the Bernstein basis for each function f ∈ d evaluated at every point. Table 2 Multivariate Horner, de Casteljau and VS algorithms using single precision In order to show the stability of the de Casteljau and the VS algorithm and the accuracy of the obtained error bounds let us present some illustrative examples. Let
Q(x, y, z) generalizes to the trivariate case the polynomial which was originally studied by Wilkinson (see [14, 15] , where he showed ill-conditioning properties of the roots). Using (31), we have obtained its Bernstein-Bézier and MBB representations in order to evaluate it by means of the de Casteljau and the VS algorithms. We have also evaluated this polynomial by means of the multivariate Horner algorithm and compared our results with those corresponding to the multivariate Horner algorithm. By using the Computer Algebra System Maple, we have evaluated the polynomial (32) at five points near the root ( ). The barycentric coordinates of these points and the corresponding first 20 digits of the value the polynomial takes can be seen in Table 1 . Table 2 shows the values Q H (P i ), Q C (P i ) and Q V S (P i ), i = 1, . . . , 5 obtained by means of the multivariate Horner, the de Casteljau and the VS algorithm, respectively, using a compiler with single precision (again with Maple). We have underlined the number of correct digits for a quick comparison.
Observe that at P 1 and P 2 the multivariate Horner algorithm does not even reach the sign of the values Q(P i ) and at the points P 4 and P 5 , the furthest from the root, it only reaches the first significant digit of Q(P 4 ) and Q(P 5 ). However, the results obtained by means of the de Casteljau and the VS algorithm are much better. In spite of the ill-conditioning properties of the roots of the polynomial and the precision we are using, both algorithms reach at least 3 significant digits of Table 3 Absolute error bounds of the de Casteljau algorithm with single precision Table 4 Absolute error bounds of the VS algorithm with simple precision Q(P i ), i = 1, . . . , 5. We can also check that the values obtained by means of the VS algorithm are slightly more accurate than those corresponding to the de Casteljau algorithm. Table 3 contains the absolute error of the evaluations, the computed running error bounds obtained by the de Casteljau algorithm with error estimate and finally, the theoretical error bounds of Theorem 3.1. Table 4 contains the absolute error of the evaluations, the computed running error bounds obtained by the VS algorithm with error estimate and finally, the theoretical error bounds of Theorem 4.1.
Observe that with a single precision the behavior of both algorithms is quite similar. The running error bounds obtained are, in general and specially for the VS algorithm, more accurate than the theoretical error bounds obtained in Theorems 3.1 and 4.1.
We have also studied the behavior of the considered algorithms when working with a compiler with double precision. Table 5 shows the values Q H (P i ), Q C (P i ) and Q V S (P i ), i = 1, . . . , 5 obtained by means of the multivariate Horner, the de Casteljau and the VS algorithm, respectively, using a compiler with double precision. We have underlined the number of correct digits for a quick comparison.
Observe that by working with a double precision the results obtained by the three algorithms are much better. We can see again that the de Casteljau and the VS algorithms get more significant digits of the values of the evaluations. Again, we can also check that the values obtained by means of the VS algorithm are slightly more accurate than those corresponding to the de Casteljau algorithm. Table 6 contains the absolute error of the evaluations, the computed running error bounds obtained by the de Casteljau algorithm with error estimate and finally, the theoretical error bounds of Theorem 3.1. Table 6 Absolute error bounds of the de Casteljau algorithm with double precision Table 7 Absolute error bounds of the VS algorithm with double precision Table 7 contains the absolute error of the evaluations, the computed running error bounds obtained by the VS algorithm with error estimate and finally, the theoretical error bounds of Theorem 4.1.
Notice that with a double precision the running error bounds obtained are, in general and specially for the VS algorithm, more accurate than the theoretical error bounds obtained in Theorems 3.1 and 4.1. Both algorithms present good stability properties near the roots, according to the corresponding forward error analysis. Let us also observe the high accuracy of the running error bounds obtained with both of them, specially for the VS algorithm.
The de Casteljau algorithm does not only produce the value of a polynomial p in its BernsteinBézier representation at a point (r, s, t, v), but as an intermediate calculation it also computes the gradient vector (D r p, D s p, D t p) at the same point. If p is written in its modified BernsteinBézier form, the vector gradient is not automatically produced in the course of the VS algorithm. On the other hand, it is cheap and easy to get the coefficients of the gradient from those of p. Since D r p, D s p and D t p are all polynomials of degree d − 1 and the VS algorithm for a polynomial of degree d requires (d 3 + 6d 2 + 17d)/3 + 3 arithmetic operations, the value of the polynomial and the gradient can be all gotten at the cost of (4d 3 + 15d 2 + 29d + 9)/3 operations. For d 4 this is cheaper than de Casteljau.
The previous considerations and our numerical experiments suggest that, for the evaluation of a trivariate polynomial, a modified form of Bernstein-Bézier (VS algorithm) may be preferable for CAGD applications (as well as in applications of piecewise polynomials in data fitting and numerical solution of boundary-value problems). When increasing the number n of variables, the bound 4d+n−1 C B (p( )) of Theorem 4.1 (corresponding to the VS algorithm) becomes clearly smaller than the bound (n+1)d C B (p( )) of Theorem 3.1 (corresponding to the de Casteljau algorithm). Moreover, the error bound of the VS algorithm is small compared to the dimension of the polynomial space. On regular grids, algorithms with low complexity were presented in [12] . These algorithms have a cost of evaluation per point that is linear in the degree regardless of the number of variables, a similar phenomenon to the one observed here with the error bound of the VS algorithm.
