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Abstract
We introduce a simple framework for identifying biases
in a smiling attribute classifier. Our method poses coun-
terfactual questions of the form: how would the predic-
tion change if this face characteristic had been different?
We leverage recent advances in generative adversarial net-
works to build a realistic generative model of face images
that affords controlled manipulation of specific image char-
acteristics. We introduce a set of metrics that measure the
effect of manipulating a specific property of an image on the
output of a trained classifier. Empirically, we identify sev-
eral different factors of variation that affect the predictions
of a smiling classifier trained on CelebA.
1. Introduction
Recent studies have uncovered systematic biases in a va-
riety of computer vision systems. For example, an anal-
ysis of commercial gender classification systems demon-
strated disparities with respect to perceived gender and skin
type, with darker-skinned females exhibiting the highest er-
ror rates [1, 20]. An analysis of state-of-the-art object detec-
tion systems found decreased pedestrian detection accuracy
on darker skin tones [27]. Gender-based bias has also been
observed in image captioning [10] and image classification
[28].
In light of this research, there is a growing need for
methods that facilitate auditing and explaining undesirable
skews/stereotypes in computer vision models. We propose
a novel framework for identifying biases of a face attribute
classifier. Specifically, we consider a classifier trained to
predict the presence or absence of a smile on a face im-
age. However, our approach generalizes to a broad range of
face-centric classification problems. Our method, which we
refer to as counterfactual face attribute manipulation, tests
how the prediction of a trained classifier would change if a
characteristic of the face were different. For example, this
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approach allows us to ask ”Would the smiling prediction
change if this person’s hair had been longer?”
Our method leverages recent advances in generative
models and post-hoc interepretability to facilitate an ethics-
informed audit exploring normative constraints on what
should be independent of the smiling attribute. First, we
build a directed generative model of faces that maps la-
tent codes, sampled from a fixed prior distribution, to im-
ages. Next, we infer direction in latent code space that
correspond to manipulations of a particular image attribute
in pixel space. We refer to these vectors as attribute vec-
tors. Traversing these directions in latent space provides a
straightforward method of generating images that smoothly
vary one characteristic of a face, while preserving others.
We propose several metrics that measure the sensitivity of a
trained classifier to manipulations imposed by attribute vec-
tors.
We test our method on a classifier trained to predict the
smiling attribute from faces in the CelebA dataset [17] and
find our approach reveals several biases in the smiling clas-
sifier.
2. Ethical Considerations
Intended use and limitations: The techniques proposed
in this paper can be applied to detect and analyze unin-
tended and undesirable bias in a wide variety of face-centric
computer vision systems. While this type of analysis is an
important part of designing fair and inclusive technology, it
is not sufficient. Rather, it must be part of a larger, socially
contextualized project to critically assess ethical concerns
relating to facial analysis technology.
In this work, we focus our attention on smiling detection
because we believe it has a range of beneficial applications
and limited harmful applications, from aiding in the selec-
tion of images from a stream of images to augmented reality
applications where a smile triggers added features. On the
other hand, there are many facial analysis systems that do
have harmful applications where foreseeable risk outweighs
foreseeable benefit, e.g., where the facial analysis task itself
has the potential to perpetuate, reinforce and amplify soci-
etal injustices, regardless of how balanced the classification
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performance is with respect to different demographics. For
example, face recognition and gender classification tech-
nology represent two facial analysis domains with a great
potential for abuse, with the highest risks often falling on
already marginalized populations [12, 21, 25].
CelebA attributes: We utilize CelebA attribute annota-
tions to infer directions in latent space that correspond to
different factors of variation in the face images. All of the
attributes within the dataset are operationalized as binary
categories (i.e. the attribute is present or it is absent). We
note that in many cases this binary scheme does not reflect
the full diversity of real attributes and so the interpretation
of category boundaries is contingent on the annotators and
annotation scheme. The inherent subjectivity in the attribute
annotations means that the factors of variation we manipu-
late in our experiments are tied to the ways the attributes
have been operationalized and annotated within the CelebA
dataset.
After careful consideration, we have chosen not to ma-
nipulate images based on the Male attribute. While this
attribute may, on the surface, appear relevant to fairness
evaluations, the risk and potential for negative impact out-
weighs the perceived benefit of examining this attribute in
particular. First, the CelebA annotation scheme conceptu-
alizes the Male attribute as both binary and perceptually
obvious and discernible. Using a gender1 binary in report-
ing results implicitly condones the classification of gender
into two distinct and opposite categories, which perpetu-
ates harm against individuals who exist outside the bounds
of this categorization scheme and reinforces rigid social
norms of gender expression. Second, due to the Hollywood
skew of the dataset, a very narrow range of gender expres-
sion is reflected in the images. Consequently, applying our
methodology to the Male attribute would result in manip-
ulations that alter a specific set of correlated image features
that, through a largely cisnormative and heteronormative
cultural lens, are commonly interpreted as gender signifiers.
Even with a nuanced discussion of what the Male attribute
vector is (and is not) encoding, presenting these results risks
reinforcing and implicitly condoning the views that individ-
uals of different genders do and should present a certain
way. Generally speaking, we recommend researchers avoid
attempts to manipulate images based on unstable social con-
structs like gender. Instead, we suggest limiting manipula-
tions to attributes defined by (mostly) objective facial char-
acteristics.
1We note that it is unclear if the CelebA Male annotations are meant
to reflect gender or sex (neither of which are binary). Since the annotations
are based on face images, we assume the dataset curators were attempting
to measure gender.
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Figure 1: Counterfactual attribute sensitivity measures the
effect of manipulating a specific property of an image on the
output of a trained classifier. In this example, we consider
the effect of adding facial hair on the output of a smiling
classifier. If the classifier’s output systematically changes
as a result of adding or removing facial hair then a poten-
tially undesirable bias has been detected since, all else being
equal, facial hair should be irrelevant to the classification
task.
3. Related work
Several works have focused on evaluating fairness of
human-centric vision classifiers. [1, 20] compare error
statistics of facial analysis systems across groups defined
by Fitzpatrick skin type [4] and gender. [18] propose stan-
dardized model reporting guidelines that include evalua-
tions disaggregated by groups defined along cultural, de-
mographic, and phenotypic lines. Our work is comple-
mentary to disaggregated evaluations based on real images,
while incorporating recent work in post-hoc interpretability
for understanding biases. Specifically, the generative tech-
niques we propose allow new types of evaluation not easily
afforded by real image datasets: (i) We can assess how a
prediction might change if characteristics of an image that
we believe should be irrelevant to classification are altered
in a specific targeted manner. This means we can identify
a causal relationship between features in an image and the
classifier’s output; (ii) Our approach facilitates testing on
faces with combinations of characteristics that may be un-
derrepresented in the testing set.
There has been significant research effort devoted to de-
veloping post-hoc approaches for interpreting and explain-
ing neural networks (e.g. see [7] for a review). The most
common framework involves computing saliency maps to
visualize the importance of individual pixels to a clas-
sifier’s prediction. Gradient-based saliency approaches
[24, 26, 23] attribute importance based on first-order deriva-
tives of the input. Another set of approaches determine im-
portance based on perturbing individual or groups of pix-
els and observing the change in classifier output [2, 5, 3].
The perturbation methods relate to our approach in that
counterfactual-style inputs drive the search for regions that
most affect the classifiers output. Our method is different
in that, instead of searching over perturbations that maxi-
mally influence the classifiers output, we perturb the input
along known and meaningful factors of variation to test the
classifiers response.
Testing with Concept Activation Vectors (TCAV) [14] is
an alternative interpretability framework that poses expla-
nations at the level of high level concepts rather than pixels.
TCAV defines a concept via a set of data instances (e.g.,
images) sharing a common characteristic. Similarly, our
method infers attribute vectors based on two sets of im-
ages: (i) images with the attribute and (ii) images with-
out the attribute. TCAV uses directional derivatives to re-
veal the ‘conceptual sensitivity’ of a model’s prediction of
a class (e.g Smiling) to a concept by the two sets of im-
ages). Our approach extends this technique to measure the
effect of an attribute vector directly on the model predic-
tions. TCAV provides a general framework for model in-
terpretability, and our approach narrows in on cases where
generative techniques produce high quality and perceptually
realistic images. In the settings where our method is appli-
cable, it provides direct and actionable information about a
model’s decisions. We believe the two approaches are com-
plementary and can work in combination: TCAV can point
to a potential bias, and our method can provide clear inter-
pretable evidence of bias in classifier predictions.
Our method is related to [13, 16], who propose the no-
tion of counterfactual fairness in the context of causal mod-
eling. Here, the fairness of a model is determined by as-
sessing the effect of counterfactual interventions on a sen-
sitive attribute (e.g., race or gender) over a causal graph.
Recently, [15, 19] have argued this framework is based on
a misunderstanding of how race operates in our society and
the flawed assumption that social groups like race and gen-
der are entities that can have counterfactual causality. Cru-
cially, our approach manipulates observable characteristics
of a face, rather than conceptualizing the manipulation at
the level of social groups. Of course, some of these at-
tributes (e.g., presence of a beard) may be strongly corre-
lated with a particular social group (e.g. gender identities),
but they neither constitute nor are determined by the group.
[6] consider counterfactual fairness in text classification.
They propose both evaluation and training techniques based
on counterfactual manipulation of terms referencing differ-
ent identify groups in sentences. Our work can be under-
stood as the image analog, with one key difference: rather
than manually perturbing the input data, we utilize a gener-
ative model to manipulate face characteristics in the images.
Our approach is most similar to [22], which explores
how the output of a gender classifier changes in response to
the alteration of various characteristics of the same person
(e.g., hair length, facial expression, etc.). Our approach dif-
fers in that we use generative techniques to systematically
vary characteristics of a face image, rather than relying on
a manually curated set of real images.
4. Methods
We now outline our counterfactual face attribute manip-
ulation framework, which is motivated by questions of the
form: how would the prediction change if a single factor of
variation in the image were altered?
4.1. Generative model
Generative adversarial networks (GANs) [8] are a frame-
work for learning generative models whereby two networks
are trained simultaneously in an adversarial manner. The
generator G takes as input a latent code vector z ∈ Z sam-
pled from a fixed prior p(z) and outputs an image x ∈ X .
The discriminator D takes as input an image x ∈ X that is
sampled from either the training set or the generative distri-
bution defined by G. D is trained to discriminate between
images from these two distributions while G is trained si-
multaneously to generate samples that fool D into thinking
they come from the data distribution.
In this work, we utilize the architecture and progres-
sive training procedure introduced in [11] and train with the
Wasserstein GAN loss [?] with a gradient penalty [9]:
min
G
max
D
Ex∼p(x)[D(x)]− Ez∼p(z)[D(G(z))]
+ λEx∼pI(x)[(||∇xD(x)||2 − 1)2]
(1)
Here, p(x) is the data distribution, p(z) is the prior noise
distribution and pI(x) is given by sampling uniformly along
lines between points in the true and generative distributions.
The basic GAN framework lacks an inference mecha-
nism, i.e., a method of identifying the latent code z that
generated a particular image x. Inference is central to our
method since we use annotated data to estimate directions in
latent space that correspond to different factors of variation
in the dataset. In order to obtain an approximate inference
mechanism we train an encoder E to map from images to
latent codes. Specifically, for a fixed generative model, we
train the encoder with an `2 loss to predict the latent code z
that generated x = G(z):
min
E
Ez∼p(z)||z − E(G(z))||2 (2)
4.2. Face attribute vectors
Inspired by [14], we compute attribute vectors by train-
ing a linear classifier to separate the latent codes inferred
from images annotated with the attribute from latent codes
inferred from images annotated without the attribute. We
Latent codes corresponding 
to images without attribute 
Latent codes corresponding 
to images with attribute Attribute vector
Figure 2: Attribute vectors are computed by training a linear
classifier to discriminate between latent codes correspond-
ing to images with and without a given attribute a. The
attribute vector da is taken to be the vector orthogonal to
the decision boundary, normalized to have unit `2 norm.
take the attribute vector da to be the vector orthogonal to
the linear classifier’s decision boundary. We normalize all
attribute vectors to have unit `2 norm.
In our formulation, we examine the effect of a range
of CelebA attributes (e.g. Young, Heavy Makeup,
No Beard, etc.) on Smiling predictions. Since the
Smiling attribute is highly correlated with several other
attributes in CelebA (see Figure 6 in the Appendix for the
full attribute correlation matrix), we ensure the Smiling
attribute is equally represented in both the positive and neg-
ative classes of the other attributes we model to avoid inad-
vertently encoding it in the attribute vector. We also balance
the Male attribute in an attempt to disentangle the set of at-
tributes highly correlated with it.
A face attribute vector da can be traversed, positively or
negatively, to generate images that smoothly vary along the
factor of variation defined by the attribute. For example,
given an image x = G(z), we can synthesize new images
that differ along the factor of variation defined by da via
G(z + i ∗ da). We consider i ∈ [−1, 1] and note that as i
increases above 0, the attribute will be present in increas-
ing amounts. Similarly, as i decreases below 0, the attribute
will be removed. Despite being operationalized as binary
within the CelebA dataset, the vast majority of characteris-
tics captured by the annotations are continuous. Thus, this
continuous traversal of attribute vectors gives rise to percep-
tually meaningful alterations in the images. For example,
Figure 3(a) demonstrates images synthesized by perturbing
z′s along the dYoung direction. We emphasize again that
many of the annotations are subjective, and thus, these ma-
nipulations reflect how the particular attributes were opera-
tionalized and annotated within the CelebA dataset.
4.3. Measuring sensitivity to counterfactual face at-
tribute manipulation
We now describe our method of testing classifier sensi-
tivity to counterfactual face attribute manipulation. Let f
denote a trained classifier that takes an image x ∈ X as
input and outputs a continuous value representing the prob-
ability of a smile being present in the image:
f(x) = P (Smile = 1|x) ∈ [0, 1] (3)
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Figure 3: Traversing in latent code space along the (a)
Young and (b) Heavy Makeup attribute direction. The
center row shows images generated from random z ∼ p(z).
Rows moving down (up) show images generated by travers-
ing the Young/Heavy Makeup attribute vector in a posi-
tive (negative) direction. We see age/makeup related facial
characteristics being smoothly altered while the overall fa-
cial expression remains constant.
Given a threshold, 0 ≤ c ≤ 1, binary classifications are
obtained:
y(x) = I[P (Smile = 1|x) ≥ c] ∈ {0, 1} (4)
We are interested in how both f(x) and y(x) are affected
as the input x changes in a controlled manner. We measure
the sensitivity of the continuous valued output of f to image
manipulations by attribute vector d as:
Sf (d) = Ez∼p(z)[f(G(z + d))− f(G(z))] (5)
In other words, Sf (d) compares the classifiers output given
an image G(z) with the classifiers output given the image
manipulated by an attribute vector G(z + d). By compar-
ing images generated from the same z, this metric isolates
the effect of altering a specific set of characteristics (defined
by attribute vector d) on the classifier’s output. Sf (d) will
be close to 0 if the classifier is blind to the change result-
ing from attribute vector d. In contrast, a Sf (d) of large
magnitude indicates f is sensitive to attribute d. If d in-
fluences something relevant to the classification task (e.g.,
mouth shape in the context of smiling classification) a non-
zero Sf (d) is expected. However, if d encodes character-
istics that we believe should be irrelevant to classification
(e.g., hair color in the context of smiling classification) then
a large |Sf (d)| indicates a potentially undesirable bias in the
classifier.
We define a function to indicate if the classifier’s binary
prediction changes as a result of manipulating an image
with attribute vector d:
I(z, d) = I[y(G(z + d))! = y(G(z))] (6)
Whereas Sf (d) captures the change in probabilities pre-
dicted by the classifier, we now define two metrics that cap-
ture the frequency with which manipulating images with at-
tribute vector d changes the binary classification. We break
this down into classifications that flip from ‘not smiling’ to
‘smiling’:
S0→1y (d) = Ez∼p(z)|y(G(z))==0I(z, d) (7)
and classifications that flip from ‘smiling’ to ‘not smil-
ing’:
S1→0y (d) = Ez∼p(z)|y(G(z))==1I(z, d) (8)
5. Results
CelebA [17] is a dataset of celebrity faces annotated with
the presence/absence of 40 face attributes. We train a con-
volutional neural network to predict the Smiling attribute
on 128x128 images. We train with a cross-entropy objec-
tive and use a threshold of c = 0.5 for final predictions.
Error statistics, disaggregated by a select set of attributes,
are given in Table 2 in the Appendix.
We train a progressive GAN on 128x128 CelebA images
with a 128-dimensional zero-mean Gaussian prior. For each
attribute in the CelebA dataset, we estimate the directions
in latent code space corresponding to these factors of vari-
ation via the procedure described in Section 4.2. We infer
800 latent codes for each of the positive (attribute is present)
and negative (attribute is not present) classes. We select a
random 80% of the vectors for training and evaluate classi-
fication accuracy on the remaining 20%. The classification
accuracy of each linear classifier is shown in Figure 7 in the
Appendix.
To illustrate the visual effect of the generative face at-
tribute manipulation, Figure 3 shows samples generated
from the model by traversing the latent code space along the
dHeavy Makeup and dYoung directions respectively. We see
age/makeup related facial characteristics being smoothly al-
tered while the overall facial expression remains constant.
Many of the CelebA attributes are highly correlated in
the dataset (see Figure 6 in the Appendix for the full cor-
relation matrix). The GAN learns to separate some fac-
tors (as evidenced, for example, by the consistent facial
expressions in Figure 3), but does not cleanly disentangle
all factors of variation in human faces. For example, there
are many facial attributes that, through the societal produc-
tion of the gender binary, have come to signify tradition-
ally masculine or feminine characteristics. Social norms
around gender expression lead these features to be highly
correlated in society and the CelebA dataset reflects, if not
amplifies, these correlations. Empirically, we observe these
attributes remain entangled to differing degrees in the gen-
erative model. Consequently, traversing one attribute vec-
tor (e.g. Heavy Makeup) sometimes changes a larger set
of facial characteristics (e.g. removing/adding a beard, al-
tering hair length, etc.) that tend to be correlated with the
attribute in question. Future work is aimed at further disen-
tangling factors of variation that are highly correlated in the
dataset.
Our approach involves traversing directions in latent
code space to generate images that vary smoothly along
some factor of variation. We performed a simple sanity
check to ensure that images generated from nearby latent
codes are consistently classified by the smiling classifier.
First, we construct a large set of generated images that are
classified as smiling. Then we generate new images by sam-
pling latent codes uniformly from lines connecting two dif-
ferent codes of the generated images. We find that 98% of
the new images are also classified as smiling. We similarly
test this for images classified as not smiling and find the
same results.
Next, we assess the sensitivity of the smiling classifier
to the counterfactual face attribute manipulation, using the
i
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Sensitivity of classifier output f  
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Figure 4: Effect of traversing different attribute vectors on
the continuous output of the smiling classifier. For each
attribute, the y-axis denotes i equally space within [−1, 1],
i.e. the degree to which the attribute has been added (i > 0)
or removed (i < 0) in the image.
measures proposed in Section 4.3. Recall, we can use at-
tribute vector da to manipulate attribute a in an image. For
example, given image x = G(z), we can lighten hair color
by generating
G(z + i ∗ dBlond Hair), i ∈ (0, 1].
Conversely, generating
G(z + i ∗ dBlond Hair), i ∈ [−1, 0)
CelebA attribute defining da S1→0y (da) S0→1y (da)
Young 7.0% 2.6%
5 o Clock Shadow 11.8% 2.2%
Goatee 12.4% 0.9%
No Beard 0.8% 11.8%
Heavy Makeup 1.6% 12.4%
Wearing Lipstick 1.7% 16.3%
Table 1: Effect of manipulating images with CelebA at-
tribute vectors on smiling classifier’s predictions. Vectors
for Young, 5 o Clock Shadow, and Goatee flip the
classifier from ‘smiling’ to ‘not smiling’, while vectors for
No Beard, Heavy Makeup, and Wearing Lipstick
flip from ’not smiling’ to ’smiling’
will darken hair color in the image. Figure 4 plots the sen-
sitivity Sf (i ∗ da) for all attributes a in the CelebA dataset
and for i ∈ [−1, 1]. Interestingly, we observe that linear
changes to z result in linear changes in the output of the
classifier.
Next, we consider the actual change in classification
that results from perturbing images in direction da. Fig-
ure 8 in the Appendix plots these results for a large set of
CelebA attributes. Blue bars plot S1→0y , i.e., the frequency
with which images originally classified as smiling are sub-
sequently classified as not smiling after manipulating im-
ages with the attribute vector. Red bars indicate S0→1y , i.e.,
the frequency with which images originally classified as not
smiling are subsequently classified as smiling after manip-
ulating images with the attribute vector. The left hand side
of the plot indicates the effect of negatively shifting along
da, i.e. Sy(−da) and the right hand side indicates the ef-
fect of positively shifting along da, i.e. Sy(da). Note that
whereas Figure 4 plots classifier sensitivity for incremental
shifts along da, here we plot the effects of a unit step in
either the positive or negative direction.
There are several attributes in the CelebA dataset that
one might consider from a fairness perspective. We sum-
marize these results in Table 1. For example, the Young
attribute captures something related to age. Again, we em-
phasize that the attribute vector dYoung reflects how the
young attribute was operationalized and measured within
the CelebA dataset. Category boundaries of Young = 1
and Young = 0 are contingent on the annotators and the
distribution of faces that fall into each category in dataset
might not accurately represent faces of different ages in the
real world. That said, our results indicate the smiling classi-
fier is sensitive to the Young direction, with 7% of images
changing from a smiling to not smiling classification as a
result of manipulating the images in this direction. In con-
trast, only 2.6% of images flip from a not smiling to smiling
classification.
A fair smiling classifier should also perform consistently
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Figure 5: Examples where smiling classifier’s prediction flips when traversing different attribute vectors. Green (red) boxes
indicate a smiling (not smiling) prediction.
regardless of the gender or gender expression of the indi-
vidual in the photo. The CelebA Male attribute captures
something related to these concepts. However, as discussed
in Section 2, we chose not to use the Male annotations. We
emphasize that image manipulations based on the Male at-
tribute would not alter anything inherent to gender identity
or gender expression. Rather, these manipulations would
simply reflect a specific set of correlated features that occur
in different proportions in the images annotated Male = 0
and Male = 1. Table 1 highlights the effect of more ob-
jective attributes, such as facial hair and makeup on smiling
classification. We observe that adding facial hair flips clas-
sifications from smiling to not smiling. In contrast, adding
makeup flips classifications from to smiling to smiling.
Both Figure 4 and Figure 8 suggest the smiling classifier
is sensitive to different attributes. We now turn to visual in-
spection to (i) assess the perceptual effect of traversing the
attribute vectors and (ii) ensure the basic mouth/facial ex-
pression that signifies the presence/absence of a smile does
not change when traversing the attribute vectors. Figure 5
shows several examples of images generated by travers-
ing different attribute vectors. Green or red boxes out-
line each image to indicate the smiling classifier’s pre-
diction for the image. Red boxes indicate a not smiling
prediction and green boxes indicate a smiling prediction.
We observe the basic facial expression remains constant
when traversing many of the attribute vectors (e.g., Young,
Blond Hair, 5 o Clock Shadow, Heavy Makeup),
despite other characteristics of the face changing. This indi-
cates the generative model has sufficiently disentangled the
factor of variation defined by the CelebA attribute from the
features of a smile. However, despite the faces (perceptu-
ally) having nearly identical mouth expressions, the classi-
fier is nonetheless sensitive to the changes.
Visual inspection also identifies some attribute vec-
tors that have encoded something about the mouth
shape. For example, we observe that the mouth/facial
expression changes significantly when traversing the
High Cheekbones attribute vector. Subsequently, ma-
nipulating faces according to the High Cheekbones at-
tribute vector does not convey anything meaningful about
the classifier’s bias.
6. Conclusion
We have proposed a technique that leverages the power
of generative models to evaluate and reveal biases in a face
attribute classifier. This work represents the first step of a
larger research agenda focused on auditing algorithms and
post-hoc interpretability and is introduced here as a proof-
of-concept.
We now highlight several future research directions:
• Leverage human raters to further understand potential
bias embedded in the attribute vectors. This is impor-
tant to help distinguish the classifier bias from poten-
tial bias in the generator / attribute annotations.
• Leveraging the same generative techniques to visualize
dataset bias.
• Training the generative model on a larger and more
diverse set of faces than is available for the classifier.
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A. Appendix
Data split Accuracy FPR FNR
Total 89.330% 14.416% 6.929%
Young=0 87.170% 17.727% 8.193%
Young=1 90.022% 13.391% 6.509%
Male=0 89.962% 16.548% 4.984%
Male=1 88.356% 11.948% 11.190%
Heavy Makeup=0 88.735% 12.346% 9.769%
Heavy Makeup=1 90.203% 19.046% 4.098%
Wearing Lipstick=0 88.254% 12.071% 11.267%
Wearing Lipstick=1 90.315% 17.521% 4.195%
No Beard=0 88.942% 10.683% 11.699%
No Beard=1 89.396% 15.263% 6.352%
5 o Clock Shadow=0 89.303% 14.739% 6.823%
5 o Clock Shadow=1 89.569% 12.014% 8.128%
Goatee=0 89.363% 14.667% 6.731%
Goatee=1 88.634% 10.500% 13.016%
Table 2: CelebA smiling attribute classification results.
Figure 6 shows the correlation matrix of CelebA at-
tributes, computed from the training images.
Figure 6: Empirical correlation matrix of CelebA attributes.
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Figure 7: Classification accuracy of each linear classifiers
trained to separate latent codes computed from images an-
notated with and without the attribute. Recall, the vector
orthogonal to the decision boundary gives the attribute vec-
tor.
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Figure 8: Effect of traversing different attribute vectors on
the smiling classifier’s binary prediction.
