We study the dynamic data structure management technique called Hashing with Lazy Deletion (HwLD). A table managed under HwLD is built via a sequence of insertions and deletions of items. When hashing with lazy deletions, one does not delete items as soon as possible, but keeps more items in the data structure than immediate-deletion strategies would. This deferral allows the use of a simpler deletion algorithm, leading to a lower overhead|in space and time|for the HwLD implementation. It is of interest to know how much extra space is used by HwLD. We investigate the maximum size and the excess space used by HwLD, under general probabilistic assumptions, using the methodology of queueing theory. In particular, we nd that for the Poisson arrivals and general life-time distribution of items, the excess space does not exceed the number of buckets in HwLD. As a by-product of our analysis, we also derive the limiting distribution of the maximum queue length in an MjGj1 queueing system. Our results generalize previous work in this area.
INTRODUCTION
The purpose of this paper is to present a thorough analysis of Hashing with Lazy Deletion (HwLD) in a general probabilistic framework. Items arrive at a hashing table and need to be stored for some period (the item's life-time). Di erent probability models for arrival and life-times are discussed later. We always assume that the assignment of items to the H buckets of the hashing table is uniform: that is, each item has probability 1=H to select each bucket, independent for di erent items and independent of the arrival and life-times.
The strategy of HwLD was proposed by Van Wyk and Vitter 22] . The principle of HwLD is very simple, namely: an item in a bucket is not deleted as soon as possible (i.e., when its life-time expires). Instead, the item is removed at the rst arrival to the item's bucket following the item's expiration time. The point is that algorithms which delete items as soon as possible may have unacceptably high overhead, even though they require less storage space for the items themselves. In other words, there is a tradeo between the time overhead incurred by immediate deletions and the space overhead that accrues if we want to keep the time overhead small. For more details concerning HwLD and its applications the reader is referred to 22, 16, 17, 18] .
A natural problem to examine is how much storage space HwLD requires, and compare it with the storage space of a standard hashing strategy that we shall call Hashing with Immediate Deletion (HwID). A particularly intriguing problem is to estimate the amount of excess space used by HwLD. Let U H (t) and N H (t) denote the number of items at time t in a table with H buckets, used for HwLD and HwID respectively; think of this notation as a mnemonic for the`used' and`needed' amounts of space. The term \table size" will be conventionally used to denote either of these quantities. Let W H (t) U H (t) ? N H (t) be the space that the HwLD wastes at time t. We investigate the (expected) instantaneous di erence E W H (t)], and the di erence between E max 0 t T U H (t) and E max 0 t T N H (t).
These two di erences are called the (expected) \wasted space" and \excess space", respectively. Also, there is interest in evaluating max 0 t T N H (t) and max 0 t T U H (t) themselves. To motivate this further we note { after Van Wyk and Vitter 22] { that N H (t) can be interpreted as the number of \live" items at time t, regardless of the hashing strategy implementation. In other words, N H (t) is the minimum space requirement for any algorithm that maintains N H (t) items in the data structure at time t. For such problems the quantity max 0 t T N H (t) is a lower bound on the space requirement, and max 0 t T U H (t)
is the corresponding space used by hashing with lazy deletion. We shall show that both display similar growth with respect to the tra c intensity and time. Furthermore, the dif-ference, max 0 t T U H (t) ? max 0 t T N H (t) will be shown to be small, in a sense we detail below: hence the HwLD strategy can be said to be near optimal in terms of storage-space requirements 22] , and very attractive from the time complexity viewpoint due to its low overhead cost. We study these and some related questions in this paper.
Although this paper adopts a queueing-theoretical approach, it di ers from the traditional queueing analyses in some important aspects. Our look at the problem resembles the one studied by Morrison, Shepp and Van Wyk 16] ; that is, we rst consider a model suitable for a single bucket, and then we analyze the complete model, involving a ( nite) number of such buckets. We use a natural sample-path approach that gives readily answers concerning the average wasted space problem in HwLD. To study the excess space we have to evaluate the maximum queue length in GIjGj1 queueing systems 1 , and we prove some new results concerning this maximum. In passing we note that while we only consider hashing tables, the evaluation of maximum queue-lengths might be useful for the analysis of several other data structures. Our methodology can be applied to study dynamics of data structures that share some common features with queues, namely structures that are built during a sequence of insertions and deletions 9, 15, 14] . We mention here dictionaries, linear lists, stacks, priority queues and symbol tables 3].
The literature on hashing with lazy deletion is rather scanty. A typical single queueing model is that of GIjGjc where the rst G stands for general (arbitrary) interarrival time distribution of items (customers), the second G denotes the general (arbitrary) life time distribution, and nally c represents the number of servers. When an I is a xed to the rst G it signi es that the interarrival duration distribution is sampled independently each time. Finally, MjGj1 denotes the specialization in which the arrival time process is Poisson with rate , and GIjMj1 denotes the specialization in which the life-time distribution is exponential ( ), and with an in nite number of 1 k n U H ( k ?) = o(log n), where k is the arrival time for the k-th item, and in particular for MjGj1 (see also 18]) that max 1 k n U H ( k ?) log n= log log n (Theorem 2).
Finally, we deal with the excess space and prove that in the MjGj1 model of HwLD, Prfmax 1 k n U H ( k ?) ? max 1 k n N H ( k ?) > H + 2g ! 0 as n ! 1 (Theorem 3(i)). To derive this result we need to obtain sharp asymptotics for the distribution of the maximum queue length in an MjGj1 queue (Theorem 6) which seems to be a new result. We have also one result on the excess space for the general model without any probability assumptions on arrival and life-times, namely: for large H, and n polynomially large in H, we show
The paper is organized as follows. In the next section we formulate a probabilistic model of HwLD, and state our results. Section 3 contains the proofs of those results that deal with the maximum size. These proofs require us to investigate the asymptotic distribution of the maximum queue length in a queueing system with an in nite number of servers. Finally, in section 4 we sketch future research directions that aim to get a more realistic approach to the maximum size of dynamic data structures.
STATEMENT OF RESULTS
We consider a table managed under HwLD with H buckets. Items arrive at arbitrary times 0 1 < 2 < : : : . Let (t) represent the number of arrivals up to time t. An arriving item selects one out of the H buckets at random (with uniform probability) and joins the items assigned to this bucket. The k'th item has a life-time (required storage time) S k > 0. Under Hashing with Immediate Deletion (HwID), the k'th item is removed at time k + S k . Let N H (t) be the total number of items in the hash Substituting this into the previous formula leads to the desired equation, completing the proof of Theorem 1.
Our main results concern the maximum table size over long time intervals. Note that the time of attainment of the maximum (for either N H (t) or U H (t)) must occur immediately after some arrival. Thus we can state Theorems 2 and 3 in terms of maxima seen at arrival times, and the results remain true also if we interpret the maxima as taken over the entire corresponding time intervals|up to a di erence of one, since in the latter case the arrival is counted as well. The rst result of this type de nes the order of growth with time of the maximum occupancy of the table using HwLD. The proof is given in section 3. To review some standard notation, a n b n means a n =b n ! 1, and for random variables X n ! 0 in probability (pr.) means PrfjX n j > "g ! 0 as n ! 1 for any xed " > 0. The symbol bxc denotes the largest integer smaller than or equal to x. In summary, our results indicate that hashing with lazy deletion should provide a very attractive alternative solution for hashing implementations. In particular, under fairly general probabilistic assumptions the average storage space required by HwLD is not much larger than for an ordinary hashing with immediate deletion (Theorem 1). We would assume this observation would hold for a wider range of probabilistic models than those for which we could manufacture a proof. Furthermore, with very high probability, the excess space incurred by lazy deletion is relatively small compared with the space requirements of HwID (Theorem 3). While it increases with the life-time of the system, the rate of growth, O( p log n), is reassuringly moderate. Since HwLD allows us to use data structures that have low space overhead, we are led to the conclusion that hashing with lazy deletion is essentially optimal in terms of space and time complexity. Note, however, that with small probability something may still go wrong with HwLD. Indeed, it is not di cult to create realizations in which the arrival and life-time processes interact to have time points at which the wasted space, i.e. the di erence U H (t) ? N H (t), assumes arbitrarily large values.
Finally, one usually interprets n ! 1 asymptotics as approximations for large nite n.
The results we report here need sometimes a more precise statement about the relation between the parameters. For example, some results would require n to be \super-exponentially large in " in order for the approximation to be valid. In such a case the asymptotic results have limited practical importance. We shall comment on this di culty, and suggest an alternative approach for its resolution, in our concluding remarks in Section 4.
ANALYSIS OF THE MAXIMUM SIZE
In this section we prove Theorems 2 and 3 stated above. Both theorems deal with the maximum size of a table under HwLD. In the course of deriving these results we present some new ndings concerning an asymptotic distribution of the maximum queue length in an MjGj1 queue (Theorem 6).
Maximum Size of HwLD
To obtain the required bounds on the table size under HwLD, the following Lemma, Corollary and Theorem show progressively tighter bounds on the maxima of sequences of identically distributed random variables. Lemma 4 (and its Corollary 5) are a direct consequence of Anderson's ndings 5], but we bring them here for convenience of reference.
Lemma 4. Let X 1 , X 2 ; ::: be identically distributed discrete, possibly dependent random variables with common marginal distribution function F(x) = PrfX < xg where x belongs to the set N of nonnegative integers. We denote M n max 1 k n X k .
(i) Let F(x) < 1 for x < 1 ; where lim x!1 g(x; b) = 0, (that is, the distribution of X i has an superexponential tail). Let also a n be the smallest solution of the characteristic equation 3 n 1 ? F(a n )] = 1 :
PrfM n ba n c + 1 + bg = O(g(a n ; b)) ! 0 ; n ! 1 (3:4) In other words, M n ba n c + 1 (pr.) (ii) If X 1 , X 2 ,..., X n are independent random variables satisfying the above hypotheses, then PrfM n < xg ? exp(?n 1 ? F(x)]) ! 0 as n; x ! 1 (3:5a) and PrfM n = ba n c + 1 or ba n cg = 1 ? O(g(a n ; 1)) ! 1 as n ! 1 ;
where a n solves (3.3).
Proof. when a n ! 1, which follows from (3.1) and (3.2). This sequence fa n g is the one used in the formulation of Theorem 2.
(ii) Let G(x) = 1 ? F(x). Equation (3.5a) follows immediately from the observation that PrfM n < xg = F n (x), and developing it as PrfM n < xg ? e ?nG(x) = e ?nG(x) (e ?nG It can be seen that either of the two factors on the right-hand side vanishes as x or n increases.
For (3.5b) we note that since M n assumes integer values only, we may write PrfM n < ba n cg = PrfM n < ba n c ? "g PrfM n < a n ? "g for some 0 < " < 1 whether a n is integer or not. Then from relation (3.5a) we have for n large enough, where G c (x) is a continuous version of G(x) (see last footnote), PrfM n < ba n cg expf?nG c (a n ? ")g = expf? G c (a n ? ") G c (a n ) g:
Since for G c (x) the analogue of equation (3.2) holds for any b > 0, the last argument in braces is unbounded as n ! 1, and hence PrfM n < ba n cg = o(1):
This, together with part (i), imply the result.
As a direct consequence of the above we show the following corollary concerning the maximum of the Poisson process. For large n the sequence fa n g satis es a n log n ? log(log n ? ) ? log log n log log n ; (3:6c) where a n is de ned as the smallest solution of the equation n (a n ; )
?(a n ) = 1 :
(3:7a)
In the above (x; ) R Remark. Using the property P(X x) P(X = x) we can specify the sequence in (3.6b) in an alternative way. Namely, (3.6b) holds with ba n c replaced by any integer-valued sequence a n satisfying ne ? an+2 =(a n + 2)! ! 0 and ne ? an =(a n )! ! 1 ; (3:7b) and a n ! 1. Proof. Part (i) follows from the same arguments as in the proof of Theorem 3.2 in Berman   6 ] (see also 5, pp. 109-111], 10 Chap. 6.2]). In particular, using the partition arguments of 6] for any " > 0 we obtain Prfmax 1 k I(n) X i > x n g 2" + nc(1 + ")PrfX i > x n g, as in the proof of Lemma 4(i). Putting x n = ba bncc c + 2, with a n given by (3.6c) we establish part (i).
For part (ii), equation (3.6a) is immediate from (3.5a), on observing that PrfX xg PrfX = xg, as x ! 1 (due to superexponentiality of the Poisson distribution). Equation For an asymptotic solution of (3.7a) we follow 1, p T. This would lead to a similar right-hand side, with a n replaced by a b T c .
Proof. Consider rst relation (3.8a). Fix an integer a. Call a time t with X t? = a and X t = a + 1 an upcrossing time. Classify items in the queue as \cleared" or \uncleared" according to the following rules. There is a stationary version of this process, and for this stationary version de ne X t = total number of items at time t X t = number of uncleared items at time t. Of course X t by itself is the MjGj1 queue. And (X t ) by itself can be regarded as the process which behaves like the MjGj1 queue with the following modi cation: when an arrival makes the queue length equal to a + 1, all items in storage are removed. The purpose of the joint construction is to obtain the following property.
(iii) the set of clearing times for X t is a subset of the set of upcrossing times for X t . To see why, let t 1 be a clearing time and let t 0 be the last time before t 1 that the queue was empty. Then X t = X t on t 0 t < t 1 , and so t 1 is an upcrossing time for X t .
Write q(a) for the chance that a typical upcrossing time of X is a clearing time of X . This implies that the point process of clearing times of X , with time normalized by E 0 T a+1 , converges (as a ! 1) to a Poisson point process of rate 1. Lemma 7 now implies that the point process of upcrossings of the stationary queue X t undergoes the same convergence. In particular, the (rescaled) time of the rst upcrossing of X t converges in distribution to the time of the rst event of the Poisson process:
PrfT a+1 > sE 0 T a+1 g ! e ?s as a ! 1; uniformly in s (3:9) (which di ers from the previous assertion, because it concerns the queue started with the stationary queue-size distribution, rather than a queue started empty). The uniformity in (3.9) and below is a consequence of the elementary fact that, in the context of convergence of distribution functions to a continuous distribution function, pointwise convergence implies uniform convergence. But this gives (3.8a), since the events fT a+1 > t 0 g and fmax t t 0 X t ag are the same, provided X 0 a. Equation (3.8b) is an immediate result of (3.8a) and the de nition of a n (cf. Now it is straightforward to nd a function (t 0 ) ! 1 as t 0 ! 1, and such that also Returning to the proof of Theorem 2(ii), consider U H (t), where the number H of buckets is a xed constant. By (2.2), for any 1 i H with k n,
Hence PrfU H ( k ) > ng = o( n ) as well. It follows easily that Prfmax 1 k n U H ( k ) > a n g = n o( an ), for any > 0. Pick a n = ? log n, for arbitrary 0 < < 1, to nd Prfmax 1 k n U H ( k ) > ? log ng = n o(1=n) = o(1). This proves (2.4b) since can be arbitrary small.
Limiting Excess Space.
We now turn our attention to the evaluation of the excess space. We rst prove Theorem where a n satis es equations (3.7). Now N H (t) is the MjGj1 queue length process, and Theorem 6 provides sharp asymptotics for the maximum queue length in such a queue. Comparing (3.11) with (3.8b) one immediately obtains (2.5a) of Theorem 3(i).
Finally, we leave the realm of queueing models to prove Theorem 3(ii), which concerns the case of arbitrary deterministic arrival and departure times. First imagine the hashing table is empty at time 0. There are arrivals at arbitrary times 0 < 1 < 2 : : : < n with departures at arbitrary times k > k . Fix n. The process N H (t) and the maximum N max k n N H ( k ) are deterministic. The only probabilistic element is the choice of bucket on arrival. We rst argue that the general case can be reduced to a certain special case. Regard the arrival times and assignments to buckets as xed, but make the following modi cations. First, put N items in the table at time 0, but make them all depart before 1 . Then repeat the following procedure.
If there is some departure at some time < n which causes N H ( ) = N ? 2, The point is that delaying an item's departure cannot decrease any U H (t). Theorem 3(ii) concerns an upper bound for max k n U H ( k ) in terms of N . Going from the general case to the special case can only increase the former quantity, and leaves N unchanged. So it su ces to consider the special case.
Fix a time t just after an arrival, and look backwards in time from t. Let X i be the bucket which contained the i'th-from-last departing item (before t). Let Y i be the bucket which contained the i'th-from-last arriving item (before t). Write f(i) = j to mean that the i'th-from-last departure was the j'th-from-last arrival. Then f(i) > i, by the alternation property. Let B t be the number of excess items at time t. Such an item is one which was (say) the i'th departure before t, but Proof. The proof uses the following martingale-type bound, which we prove rst. A good modern reference for martingales and -elds is 7] Chapter 4. The martingale M n we use is the \multiplicative" analog of the usual \additive" martingale associated with a sequence of events, the latter appearing e.g. where we have used the conditional version of the expansion Ez 1 A = 1 + (z ? 1)PrfAg. Proof of Lemma 11. It is enough to prove the bound for xed z > 1 such that ED z < 1. It is natural to interpret this as establishing an approximation M T ( ) log T log log T for T large : Lemma 7 asserted that q(a) ! 1 as a ! 1, where q(a) is the chance that a typical upcrossing time of X t is a clearing time of X t . Call an upcrossing of X t at t special if no item present at time t was present at the previous upcrossing. Clearly a special upcrossing time is a clearing time for X t , so it su ces to prove q 0 (a) chance that a typical upcrossing is not special ! 0 as a ! 1:
It is conceptually easier to reverse time and consider downcrossings from a + 1 to a. A downcrossing at t is special i all the items present at t have departed before the next downcrossing. Thus a su cient condition for a downcrossing, at t = 0 without loss of generality, to be special is that the queue length does not return to a + 1 before the time L at which every item present at time 0 has departed. So q 0 (a) Pr # fX t = a + 1 for some t < Lg ;
where Pr # denotes probabilities for the stationary process conditional on there being a downcrossing from a + 1 to a at time 0. Write X t = X + Now it is easy to see that a ? X ? t ! 1 as a ! 1 with t xed, and it follows that, for xed t 0 , the probability in (A.1a) tends to 0 as a ! 1. 
