Abstract. First, three different but related output regulation performance criteria for the linear time-varying system are defined in the discrete-time domain, namely, the peak impulse response, peak output variance, and average output variance per unit time. Then they are extended for switched linear systems and Markovian jump linear systems, and characterized by an increasing union of finite-dimensional linear matrix inequality conditions. Finally, the infinite-horizon suboptimal LQG control problem, which aims to maintain the average output variance below a given level subject to the uniform exponential stability of the closed-loop system, is solved for both switched linear systems and Markovian jump linear systems; the solution is given by a dynamic linear output feedback controller that not only perfectly observes the present mode but also recalls a finite number of past modes.
1. Introduction. Switched systems and Markovian jump systems are abstractions of hybrid (or multi-modal) systems; they idealize complex interactions between the continuous state trajectory and the discrete state (or mode) transitions by a finite number of state-space representations, together with a constraint on the admissible switching paths among these representations. If the switching path constraint is specified via a set of autonomous switching sequences, then the resulting abstract model is called a switched system; on the other hand, if the switching sequences are specified to be realizations of a homogeneous Markov chain, then the model is called a Markovian jump system. Many complex control systems today exhibit hybrid and multi-modal dynamics due to the presence of digital computers [30, 7] , communication networks [31, 9, 47] , distributed agents [26] , etc. Consequently, the study of switched and Markovian jump systems is becoming increasingly important [36, 45, 38, 12] . In this paper, we focus on the output regulation performance, and establish exact convex conditions for the analysis and synthesis of discrete-time switched and Markovian jump linear systems via linear matrix inequalities. We make the restrictive, but standard, assumption that the mode of the system is perfectly observed at each time instant. There are many real-world applications where this assumption is satisfied: e.g., missile autopilot via gain scheduling [1] , and networked control subject to randomly delayed but time-stamped measurements [47] .
There is a strong link between the properties of switched linear systems and those of standard linear systems. Indeed, exact convex conditions for the uniform exponential stabilization and uniform disturbance attenuation (i.e., root-mean-square gain control) of discrete-time switched linear systems have been obtained [35, 34] using the operator theoretic 2 -induced norm analysis of time-varying systems [24, 19] and the semidefinite programming-based H ∞ synthesis of time-invariant systems [41, 20] ; here, the uniformity is over all admissible switching sequences as well as over all time instants. In this paper, we continue to exploit this link to solve output regulation problems. First, inspired by the operator theoretic 2 -seminorm analysis of time-varying systems [25] , three different performance criteria are defined and their relation is established in terms of observability and reachability gramians. Different performance criteria lead to different output regulation problems, including the infinite-horizon LQG control problem where the average output variance, and hence the average output root-mean-square value, per unit time is minimized subject to the internal stability of the closed-loop system. These problems all coincide with the H 2 control problem when the number of modes is equal to one; thus our results build on the semidefinite programming-based H 2 synthesis of time-invariant systems [43, 39] . Similar results are also established for the output regulation of Markovian jump linear systems subject to the almost sure uniform exponential stability. These results form an "output regulation" counterpart to the "disturbance attenuation" results in [34] ; except for stability analysis, key elements of [34] such as a uniformly stabilizing property of the Riccati inequality and an elegant matrix completion-based linear matrix embedding technique do not apply here.
Our approach to the infinite-horizon LQG control of switched systems has three important ingredients. The first is the increasing union of "path-dependent" Lyapunov inequality conditions first introduced in [35] ; this enables a control-oriented convex characterization of the uniform exponential stability and stabilizability of switched linear systems. The second ingredient is the "change of variable" argument in [43] that provides a systematic means of turning dynamic output feedback requirements into linear matrix inequalities without any assumption on the system parameters. Lastly, the third is the notion of "minimal" switching sequences that we adopt from [33] ; if the admissible switching sequences are defined by a directed graph of a row-allowable matrix, then we show that, to determine the average output variance level of the switched linear system, it suffices to check the average output variance level of the periodic systems associated with the switching sequences that are minimal with respect to the given directed graph. Putting these ingredients together leads to a complete solution to the infinite-horizon LQG problem, and other output regulation problems, for switched linear systems. The solution to each suboptimal infinite-horizon LQG problem is given by a finite-path dependent dynamic output feedback controller; moreover, in many cases with a reasonable tolerance level, the optimal controller is still finite-path dependent. There are few results in the literature that this result can be compared to, mainly because there has not been a control-oriented convex characterization of the stability, let alone stabilizability, of discrete-time switched linear systems until very recently. Earlier relevant results include stability analysis [15, 2, 21, 16, 3] , (conservative) stability synthesis [6, 14] , and analysis of problem complexity and decidability [46, 4] ; see [5] for the Kalman filtering result for a class of discrete-time switched systems.
In the case of Markovian jump linear systems, the infinite-horizon LQG control problem has already been studied with respect to mean square stability (as known as stochastic stability) in both continuous time [28, 17] and discrete time [27, 13] . In the discrete-time domain, in particular, existing results provide a nice state-space formula for the solution and extend the well-known separation principle to the Markovian jump system. However, a key limitation of these results is that the restriction to mode-dependent controllers, and hence to the Markovian filtering, is suboptimal compared to the path-dependent controller resulting from the Kalman filtering-see the numerical comparison in [13] ; another limitation is that there is no convex characterization of the mean square "stabilizability" of discrete-time Markovian jump linear systems [29, 10] . We show in this paper that, if the requirement of mean square sta-bility is replaced with the stronger requirement of almost sure "uniform" stability, the infinite-horizon LQG control result for switched linear systems carries over to Markovian jump linear systems without any of these limitations. As in the case of switched systems, all suboptimal controllers are finite-path dependent, and the optimal controller is often finite-path dependent, too, with a short path length for a reasonable tolerance level. Moreover, our result can be applied to any Markov chain and any controlled plant (e.g., non-ergodic chains and plants without the standard orthogonality and rank conditions). To our knowledge, with the exception of [35, 34] , the almost sure uniform stability of Markovian jump systems has not been explicitly dealt with in the literature. Almost sure uniform stability is a deterministic notion, and hence is useful when only the sparsity pattern of the underlying transition probability matrix, but not the individual transition probabilities, is exactly known [35] . Moreover, unlike the usual stochastic stability-based approaches to controlling Markovian jump systems, our LQG control framework conforms with the classical stochastic control settings where deterministic uniform stability is the commonly used stability notion.
This paper is organized as follows. In Section 2, we consider three output regulation performance criteria for the discrete-time linear time-varying system, namely, the peak impulse response, peak output variance, and average output variance per unit time. In Section 3, these performance criteria are extended for switched linear systems and characterized by linear matrix inequality conditions. Section 4 is devoted to establishing the synthesis condition for the LQG control problem where the average output variance is minimized; synthesis conditions for the other two output regulation problems are only remarked briefly. These results are extended to Markovian jump linear systems in Section 5. Finally, concluding remarks on the results and future research are made in Section 6.
Notation. For x ∈ R n , denoted by x is the Euclidean vector norm
n×n are symmetric and X − Y is positive definite (resp. nonnegative definite), we write X > Y (resp. X ≥ Y). The trace of X is denoted by tr X, and the spectral radius of X by ρX. The identity matrix is denoted by I with n understood. If X and Y are two matrices, then the direct sum X ⊕ Y denotes the block diagonal matrix [ X 0 0 Y ], where 0 denotes the zero matrix of appropriate dimension.
Analysis of Linear Time
, and the pair (G, θ) defines the discrete-time linear time-varying system Definition 2.1. The system (G, θ) is said to be uniformly (exponentially) stable if there exist c ≥ 1 and λ ∈ (0, 1) such that, whenever w = 0,
for all t 0 ≥ 0, t ≥ t 0 , and x(t 0 ) ∈ R n . The set G is said to be bounded if there are a b > 0 and a norm | · | such that |g| ≤ b for all g ∈ G. The following characterizes the stability of linear time-varying systems in terms of an infinite-dimensional system of Lyapunov inequalities.
Lemma 2.2. Let G and θ be as in (2.1); let G be bounded. The following are equivalent:
(a) The system (G, θ) is uniformly exponentially stable.
Proof. The equivalence of (a) and (b) is a special case of [19, Theorem 11] . A Schur complement argument shows the equivalence of (b) and (c) via the relation X
≥ 0 be the unique solution to the backward Lyapunov equation
for t = 0, 1, . . . , T , with the terminal condition X (T )
≥ 0 be the unique solution to the forward Lyapunov equation
for 0 ≤ t ≤ T , and 
Proof. Immediate by definitions, so omitted. Remark 1. If G is bounded and the system (G, θ) is uniformly stable, then by (2.4) we have that lim sup
for all t 0 ≥ 0. (Note that the partial sums above are divided by T − t 0 , not by 
A similar relation holds if the time-varying system is represented as a doubly infinite block matrix [25] .
In the remainder of this section, three criteria for the output regulation performance of linear time-varying systems will be formulated in terms of the quantities tr
We assume that the family G is bounded and the system (G, θ) is uniformly stable. Note that, if x(0) = 0 and w = (w(0), w(1), . . . ), we have
where e k is the kth standard basis vector in R m (i.e., the kth column of I ∈ R m×m ). Then, with x(0) = 0 and w = w
The first performance criterion is based on this, and defined to be the square root of
where the second equality is due to part (a) of Lemma 2.3; the limit
is well-defined for all t 0 ≥ 0 (as long as G is bounded and (G, θ) is uniformly stable). We shall call the square root of the quantity in (2.7) the peak impulse response level of the system (G, θ). This is a time-varying extension of the deterministic interpretation of the H 2 norm of linear time-invariant systems, which is defined to be the square root of the sum of the output energies over impulsive inputs.
The second performance criterion extends the stochastic interpretation of the H 2 norm as the square root of the output variance under zero-mean white Gaussian disturbance. Define w (t 0 ) (0), w (t 0 ) (1), . . . to be an independent identically distributed random sequence such that each w (t 0 ) (t) is Gaussian distributed with
for t 0 , t ≥ 0, where E[·] denotes the expectation over the probability distribution of
From this, we have that
where the second equality follows from part (a) of Lemma 2. 
Proof. Because of (2.7), (2.10) and part (b) of Lemma 2.3, it suffices to show that (2.12) lim sup
Since G is bounded and (G, θ) is uniformly stable, there existc ≥ 1 andλ ∈ (0, 1) such that
This leads to equality (2.12), and hence completes the proof. The quantity in (2.11) shall be called the average output variance level of the system (G, θ). In general, the three performance measures given by (2.7), (2.10) and (2.11) are all different for time-varying systems-see Example 1 below. However, as is well-known, they are all equal in the case of time-invariant systems.
Example 1. Let n = m = l = 1. If a linear periodic system is defined by
for t ≥ 0. The quantities in (2.7) and (2.10) are computed as
and that in (2.11) as lim sup
if t is odd = 1.
Analysis of Switched Linear Systems.
In this section, we extend the three output regulation properties of time-varying systems to switched systems, and derive convex characterizations of the systems that are stable and meet desired performance levels. Given a positive integer N , let
of Ω is called a switching sequence, and θ(t) the mode at time t. If Θ is a nonempty subset of Ω, then the pair (G, Θ) defines the switched linear system, which is the collection of linear time-varying systems
over all switching sequences θ ∈ Θ. When the set Θ is equal to the entire set Ω, the pair (G, Ω) defines the discrete linear inclusion, which is the switched linear system without switching path constraint; on the other hand, if Θ = {θ} is a singleton, then the pair (G, Θ) is nothing but the linear time-varying system (G, θ) whose parameters vary within the finite set G according to θ.
Let us first define the stability and performance criteria for switched linear systems. If x(0) = 0, w = (w(0), w (1) 
where
In particular, as in the previous section, if w = w
The system (G, Θ) is said to be uniformly (exponentially) stable if there exist c ≥ 1 and λ ∈ (0, 1) such that, whenever w = 0,
, and θ ∈ Θ. Remark 2. By definition, uniformly stable switched linear systems are asymptotically stable (i.e., x(t) → 0 as t → ∞ for each θ ∈ Θ). The reverse implication also holds if Θ = Ω: every asymptotically stable discrete linear inclusion is in fact uniformly stable. See e.g., [35] .
for all t 0 ≥ 0, t ≥ t 0 , and θ ∈ Θ, where E denotes the expectation with respect to
The system (G, Θ) is said to satisfy uniform average output regulation level γ if there exists aγ ∈ (0, γ) such that, whenever x(0) = 0, (3.4) lim sup
for all t ≥ 0 and θ ∈ Θ, where E denotes the expectation with respect to w = w (0) (0), w (0) (1), . . . . To help state the analysis results, as is done in [34] , introduce a dummy mode 0 and think of each θ ∈ Θ as a two-sided sequence (. . . , θ(−1), θ(0), θ(1), . . . ) by putting θ(t) = 0 for t < 0. Given a nonnegative integer L, each element of the set {0, . . . , N } L+1 shall be called a switching path of length L, or simply an L-path. For θ ∈ Θ and t ≥ 0, let
for L > 0, and
The L-paths occurring in Θ before time L contain the dummy mode 0, and some of them are redundant in determining the output regulation performance; the set
Suppose that Θ is the set of all θ ∈ Ω such that θ(0) ∈ {1, 2}, θ(t + 1) = 2 whenever θ(t) ∈ {1, 3}, and θ(t + 1) ∈ {2, 3} whenever θ(t) = 2. Then, 
nonempty. The system (G, Θ) is uniformly exponentially stable and satisfies uniform output regulation level γ > 0 if and only if there exist a nonnegative integer M and an indexed family
Proof of Theorems 3.5 and 3.6. We will first present a complete proof of Theorem 3.6; the proof of Theorem 3.5 will be sketched only briefly. To show the necessity part of Theorem 3.6, suppose that (G, Θ) is uniformly exponentially stable and that there exists aγ ∈ (0, γ) such that (3.3) holds. For ε > 0, consider the augmented disturbance signalw(t) = [w(t)
T with v(t) ∈ R n , t ≥ 0, and the perturbed system (G (ε) , Θ) where
Hence there exists a sufficiently small ε, and a corresponding η ∈ (0, γ) such that
. . , N , and put
Then we have that there areε > 0 andη ∈ (0, γ) such that
is uniformly stable, there existc ≥ 1 and λ ∈ (0, 1), independent of θ, such that
To show the sufficiency part of Theorem 3.6, suppose that (3.7) holds for some integer M ≥ 0 and for all ( 
Then, since M M (Θ) is finite, one can choose , δ > 0 such that
for all θ ∈ Θ and for all t ≥ 0. Then the system (G, Θ) is uniformly stable due to Lemma 2.2. On the other hand, due to part (c) of Lemma 2.3, we have that
for all θ ∈ Θ. Hence there exists aγ ∈ (0, γ) such that (3.3) holds. This concludes the proof of Theorem 3.6. The proof of Theorem 3.5 is analogous to that of Theorem 3.6. In particular, to show sufficiency involves the solution
θ,T +1 = 0; for some ε > 0 and some nonnegative integer M , we may put
for all θ ∈ Θ and t ≥ 0.
To characterize the output regulation performance in terms of the average output variance level, we will consider a special but still quite general case where Θ is defined by the directed graph of a matrix Q with possible starting nodes given by a row vector q. Let Q = (q ij ) ∈ R N ×N be a componentwise nonnegative matrix where each row has at least one positive component; that is, q ij ≥ 0 for all i and j, and N j=1 q ij > 0 for all i. Similarly, let q = (q i ) ∈ R 1×N be a componentwise nonnegative row vector with at least one positive component; that is,
, and write
for nonnegative integers L.
We need a few definitions adopted from [33] : given a nonnegative integer L and a row-allowable pair ( 
, and θ,t ≥ 0 be the solution to
T for θ ∈ Θ(Q, q) and t ≥ 0, with the initial condition Y (ε,0) θ,0 = 0, so that lim sup
Then it follows from the proof of the necessity part of Theorem 3.6 that, for a sufficiently small ε > 0, there are a nonnegative integer M and an indexed family of matrices
, and such that (3.10) lim sup 
Since the left-hand side of the established inequality (3.10) is equal to
for the chosen θ, equality (3.11) implies that (3.9b) holds.
Conversely, to show sufficiency, suppose that (3.9) holds for some integer M ≥ 0, for all (i 0 , . . . , i M ) ∈ M M (Q, q), and for all (Q, q)-minimal sets N of M -paths. Then, due to the proof of the sufficiency part of Theorem 3.6, we have that the system (G, Θ(Q, q)) is uniformly stable. Choose any θ ∈ Θ(Q, q). Then, since the set L M (Q, q) is finite, there exists an M -path (i 0 , . . . , i M ) ∈ {1, . . . , N } M +1 that occurs infinitely many times in θ. Let (t 1 , t 2 , . . . ) be a sequence of time instants with
is (Q, q)-admissible for each j. We will show that there exists aγ ∈ (0, γ) such that (3.13)
for all r = 1, 2, . . . , so that part (c) of Lemma 2.3 establishes immediately that (G, Θ(Q, q)) satisfies uniform average output variance level γ. Let N 1 , . . . , N k be all the distinct (Q, q)-minimal sets of M -paths, and denote the cardinality of N i by N i . Define
For each j there are nonnegative integers τ 1 (j), . . . , τ k (j) such that the set of M -paths in (3.12), counting multiplicity, is the union of exactly τ i (j) N i 's over all i, so that Remark 3. The semidefinite program that minimizes γ 2 over all path lengths M subject to the linear matrix inequalities (3.6), (3.7) or (3.9) gives the best performance level that the system satisfies. A potential difficulty is that the computational burden grows exponentially in M in the worst case. However, the required path length M that achieves the minimum value of γ up to a reasonable tolerance level is often small. See Examples 5 and 6; see also the remarks and examples in [35, 34] . 
4. Control of Switched Linear Systems. In this section, we will give an exact synthesis condition for controlling the average output variance level. Then we will remark only briefly on the controller synthesis for minimizing the peak impulse response and peak output variance. Consider the set
is a rowallowable pair, then the pair (T , Θ(Q, q)) defines the controlled switched linear system represented by 
θ(t) x(t) + D 11,θ(t) w(t) + D 12,θ(t) u(t), y(t) = C 2,θ(t) x(t) + D 21,θ(t) w(t).

. ) ∈ Θ(Q, q), this system of equations defines the evolution of the state x(t), controlled output z(t),
and measured output y(t) for t ≥ 0. We make the standard assumption that the mode θ(t) is perfectly observed at each time instant t. Also, as in [35, 34] , we consider all controllers that have finite memory of past modes and make perfect observation of the present mode. Fix a nonnegative integer L. Let
be the set of L-path switching sequences generated by (Q, q); let
controller (of order n K ), which determines the control sequence u according to
given the initial controller state
Controllers that are L-path dependent for some nonnegative integer L shall be said to be finite-path dependent; zero-path dependent controllers are called mode dependent. The dependence of these controllers on the past measurements y(0), . . . , y(t) at each time instant t is encoded in the partition
For our purpose, the set K can be replaced by the smaller set
and the pair ( K, Θ L (Q, q)) shall also be called an L-path dependent controller. The reason is that one can always recover K from K; this point will become clear later in this section. Given a finite-path dependent controller (K, Θ L (Q, q) ), where L is the path length, let
If we define the closed-loop state bỹ
is mapped to, and hence can be considered to be, a closed-loop switching sequence belonging to the set of infinite sequences in {1, . . . , N L }. On the other hand, if we set θ L (t) = 0 for t < 0, then there is a one-to-one correspondence g that maps the closedloop switching path (θ L (t−M ), . . . , θ L (t)) to the switching path (θ(t−L−M ), . . . , θ(t)) of length L + M for each triple (t, L, M ) of nonnegative integers. In summary, we have the following identities for all integers L > 0 and M ≥ 0:
Here, the first identity is due to the mapping f , and the second identity due to g. If (K, Θ L (Q, q)) is an γ-admissible synthesis for (T , Θ(Q, q)), then it follows from Theorem 3.7 and identity (4.5) that there exists a nonnegative integer M ≥ L and matrices Y j > 0 such that
for all (Q, q)-minimal sets N of M -paths, where N N is the cardinality of N . A Schur complement argument gives that this condition is equivalent to the requirement that
where S j , R j ∈ R n×n and U j , T j ∈ R n×n K . Adopting the change of variable technique in [43] , define 
, and
where N N is the cardinality of N , and
if this condition is satisfied, then given any nonsingular matrices
Proof. The proof is essentially the same as the change of variable argument in [43, Section IV-B] once we note that
Remark 4. Since stability and average output regulation performance do not depend on the change in dynamics during any finite number of time instants, the set M M (Q, q) in Theorem 4.2 can be replaced with N M (Q, q). However, using the bigger set M M (Q, q) is convenient because it allows the control objective to be replaced or mixed with other performance measures such as the uniform output variance level (in Theorem 3.6) and the uniform disturbance attenuation level (considered in [34] ), where every single time instant matters.
Remark 5. Theorem 3.6 suggests that the synthesis condition for the uniform output variance level control is similar to Theorem 4.2: let γ > 0, n K ≥ n, and Θ ⊂ Ω be nonempty; there exists a finite-path-dependent controller for (T , Θ) such that the closed-loop system is uniformly exponentially stable and satisfies uniform output regulation level γ, if and only if there exist a nonnegative integer M and indexed families {(R j , S j ) :
} of symmetric matrices R j , S j , Z i and rectangular matrices W i such that (4.8a) and tr
On the other hand, a condition analogous to this would lead to a synthesis condition for the uniform impulse response level control; however, Theorem 3.5 suggests that, if M > 0 in this case, the resulting controller would be required to anticipate future modes as well as observe the present mode.
Suppose that we have obtained a set of controller matrices
, that define an admissible mode dependent controller synthesis. If L > 0, on the other hand, then choose switching
, such that (3.5) holds for all θ ∈ Θ(Q, q), and put If, for some reason, a two-path dependent controller is desired, then the minimal sets of two-paths are
from which one can obtain controller matrices K (1,1,1) ,
, and K (3, 3, 3) proceeding similarly to the case of M = 1. Choosing (i 
For the sake of completeness, we conclude this section by presenting a result for the state feedback control under perfect observation of both the state and mode. 
1×N is a row vector whose entries are nonnegative and sum to one, and if P = (p ij ) ∈ R N ×N is a (row) stochastic matrix where each row of P has nonnegative entries that sum to one, then the row-allowable pair (P, p) defines the Markov chain with transition probability matrix P and initial distribution p. Let G be as in (3.1) . Then the triple (G, P, p) defines the discrete-time Markovian jump linear system, which is the collection of the linear time-varying systems (3.2) over all realizations θ = (θ(0), θ(1), . . . ) of the Markov chain (P, p). The state θ(t) of the chain (P, p) at time t defines the mode of the system (G, P, p) at time t; the distribution of the mode at time t is given by pP t . As in the previous section, let Ω be the space of all infinite sequences in {1, . . . , N }. Let P be the unique consistent probability measure [44] on Ω such that
for all i, j and t.
If x(0) = 0, and if w = w (t0) (0), w (t0) (1), . . . is an independent identically distributed random sequence independent of θ such that w (t 0 ) (t) are Gaussian distributed with (2.8)
The system (G, P, p) is said to be almost surely uniformly (exponentially) stable if there exists a set Θ ⊂ Ω with P (Θ) = 1 such that the system (G, Θ) is uniformly exponentially stable.
Remark 6. By definition, if a Markovian jump system is almost surely uniformly stable, and if the transition probability matrix P is irreducible, then the system is δ-moment stable (i.e., the expectation of x(t) δ converges to zero for all x(0) and for all p) for all δ > 0, and hence is mean square stable (i.e., 2-moment stable). Moreover, mean square stable Markovian jump linear systems are almost surely (but not necessarily uniformly) stable [29, 11] . Thus the notion of almost sure uniform stability is conservative; in particular, a mean square stable system can have an unstable mode i with p ii > 0, but almost surely uniformly stable systems cannotsee [11, 35] for more details. On the other hand, unlike the usual definitions for the stability of Markovian jump systems, the almost sure uniform stability is defined here with respect to the probability measure P , and hence to the given pair (P, p), not to the family of (P, p) over all p; of course, this distinction becomes irrelevant if P is irreducible. 
where E denotes the expectation with respect to θ and w = w (0) (0), w 
, and sufficiency from P (Θ (P, p) 
for some submatrix Q 11 of P and some subvector q of p; if L > 0, then it is readily seen that
The matrices Q ij and the vector q in general depend on L. The matrices Q ij define the transition probabilities from the L-paths that contain i nonzero modes to those that contain j nonzero modes; in particular, Q L+1L+1 is stochastic.
Proof. Since Q L (P, p) is a stochastic matrix, the Cesaro limit
, and such that (5.6) lim sup (P, p) . Then we have that the left-hand side of inequality (5.6) is equal to
Now, by Lemma 5.7, we have that (P, p) . Then, by the proof of the sufficiency part of Theorem 3.6, we have that the system (G, P, p) is almost surely uniformly stable because the system (G, Θ(P, p)) is uniformly stable with P (Θ(P, p)) = 1; also, there exists aγ ∈ (0, γ) satisfying (5.1) because of (5.7).
Let T be as in (4.1), and let (P, p) be a Markov chain. Then the triple (T , P, p) defines the controlled Markovian jump linear system represented by (4.2), where θ is a realization of (P, p). As in the previous section, we make the standard assumption that the state θ(t) of the chain (P, p) is perfectly observed at each time instant t; we consider all finite-path dependent controllers.
Fix a nonnegative integer L. Let
defines an L-path dependent controller, whose state-space representation is given by (4.3). Since the pair (Q L (P, p), q L (P, p)) defines the L-path Markov chain generated by (P, p), the closed-loop system is a Markovian jump linear system given by the
and represented by (4.4) for each realization θ L of (Q L (P, p), q L (P, p)). Table 5 .1; as expected, γ M decreases as M gets larger, but it saturates at M = 5. Thus, we determine that the optimal achievable value of γ is approximately γ * = 1.1808, and that there exists a γ * -admissible five-path dependent synthesis; the resulting 22 controller matrices are denoted K (1,1,1,1,1,1) , K (1,1,1,1,1,2) , K (1,1,1,1,2,1) , . . . , K (2,1,2,1,2,1) , K (3,3,3,3,3,3 ) .
Conclusion.
A convex characterization of the output regulation performance of switched linear systems and Markovian jump linear systems was given by an increasing union of linear matrix inequality conditions. This characterization gives rise to semidefinite programming-based "offline" algorithms for finding an optimal solution from (almost surely) uniformly stabilizing dynamic output feedback controllers that have finite memory of past modes. Due to the problem nature, however, the computational burden can grow drastically in the number of the past modes that the controller recalls. Although this limitation often allows us the complete freedom in controlling the conservatism, or suboptimality, of the resulting controllers, some systems may be better dealt with in practice via, e.g., the dwell-time approaches [23, 48, 22] .
The results presented are not only exact and convex, but also very general. One should be able to characterize a large class of performance objectives under which the convexity is preserved in the spirit of [43, 39] . This generality is gained in exchange for giving up the closed-form solutions that standard Riccati equation-based approaches such as those in [18, 42] would yield. However, one could adopt these standard approaches to enhance and complement our results. Possible topics in this direction include whether the noncausality of the solution to the impulse response level minimization problem is due to the problem nature or not, and a separation principle for the problems formulated in this paper.
The output regulation problems can be easily extended to the simultaneous design of the supervisor-controller pair. As is well-known in the context of LQG measurement scheduling [40] , the problem of jointly optimizing both the switching sequence and the output feedback controller is separated into two problems: one is to determine the optimal switching rule via an algorithm analogous to that developed in [33] ; and the other is, given a switching rule, to obtain a path-dependent controller using the results of this paper. For discrete-time switched systems, existing results in this direction seem to be limited to the finite-horizon state feedback problem [37] .
