Abstract
The commissioning of the VIRGO central interferometer occasioned the implementation and tests of various algorithms for the characterization of the non-Gaussianity, non-stationarity and non-linearity of the dark fringe data. This library of prototypes will serve as groundwork for the near commissioning of VIRGO (full scale). We make a summary of the activities on that subject including the description of the selected algorithms and some results obtained with the data of the engineering runs. Advanced technologies are currently used in the gravitational wave (GW) interferometric detectors [1] to optimize the sensitivity curves or equivalently reduce the noise level to a minimum. Despite this, the noise cannot be entirely suppressed and one can at best expect that it will be stationary and Gaussian. These two requirements greatly simplify the statistical procedures for the detection of GWs. It is therefore important to check if the detector output noise satisfies these nominal properties.
Linearity is another characteristic of importance in the analysis of GW data. The output of the detector is expected to be related linearly to the main noise sources. Internal malfunctions of the apparatus may be detected by checking whether the output data appear to be produced by a nonlinear process.
With these objectives in view, several approaches have been proposed and tested on the commissioning data of the VIRGO central interferometer. We report here on these activities. The paper is divided into three parts concerning the monitoring of the noise stationarity (in section 1) and Gaussianity (in section 2). The last part of section 3 is devoted to a test of the linearity of the data. For each of these items, we give the results of the applications of the proposed algorithms to the data of the fifth engineering run (E4, the first one being labelled E0) of the VIRGO central interferometer [2] .
Investigating the noise stationarity
We will concentrate here on the 'long-term' non-stationarities of the GW detector noise with typical duration of minutes or hours. Artefacts of shorter duration (of the order of a second) may be detected by looking for transients (see [3] for details on this subject).
Time-frequency representation with spectrograms
When investigating the long-term stationarity, we are mainly interested in two questions: how much does the noise floor fluctuate? What are the drifting frequency lines if any? Time-frequency methods are natural tools for such problems in the sense that they provide a representation of the variations of the signal spectrum. A large variety of such representations exists [4] but we made the pragmatic choice of solutions based on short-time Fourier analysis because they are computationally tractable when applied to large datasets.
We use the spectrogram (squared modulus of the Fourier transform) defined by
where x(t) is the output of the GW detector (i.e., the non-calibrated dark fringe signal as seen after the output mode-cleaner and sampled at frequency f s ) and h(t) is a window (e.g., Hanning type, scaled to unit L 2 norm). In our set-up, we compute S(t, f ) using non-overlapping data chunks of about 13.2 s (i.e., chosen so that the number of samples is a power of 2 and the frequency resolution is better than 0.1 Hz, namely 76 mHz) and every T = 5 min (i.e., duration of the data in a file), we evaluate the average (which we denote byŜ(t, f )) of the 23 computed spectra. The resulting two-dimensional matrix can be displayed in the form of a grey-level image as illustrated in figure 1 . This gives a panorama of the spectral changes over the whole test-run duration (72 h in the case of E4) where further investigations can be conveniently made.
At various stages of the commissioning of the central interferometer of VIRGO, information extracted from the spectrogram helped us to understand its internal functioning. For instance, the monitoring of the vertical position of the mirror [5] or for discriminating the contributions of seismic origin in the low-frequency (below 10 Hz) noise contents [6] (both contributions used E2 data). Using candidate frequency values (given by a measurement done during a non-operational phase of E4), it was possible [2] to identify and track the thermal modes of the mirror in the spectrogram of the dark-fringe data during operation and thus to have an estimate of the contribution of the thermal noise to the E4 dark-fringe spectrum (see [2] for more details on this analysis). Finally, the fluctuations of the noise floor have been estimated from the averaged spectrogram to be 7.5 × 10 −17 m Hz −1/2 ± 5%. We made this measurement using the bandwidth 1.1 kHz ± 20 Hz because this frequency interval does not contain spurious lines and it is close to the best sensitivity reached during E4. We used the longest period of stable operation which lasts for ∼10 h.
Automated analysis using the two-factor test
In those examples, the useful information has been extracted 'manually' from the timefrequency images. This is not well suited when processing the signal in real-time, motivating the design of a more automated approach based on the work presented in [7] . This approach consists in the computation of a number of statistics which are used to test the non-stationarities of the time series. As the value of these statistics can be updated and their level of significance computed time by time, the test we describe below will give the possibility to detect and (1) is displayed here as a grey-scaled image. Events appearing as 'vertical' lines at about hours 0-8.4, 19.5-24, 32-37.5, 47-51.7 and 67-end are related to losses of apparatus control (see [2, 12] for details). Outside these periods, the interferometer is kept on the dark fringe in various configurations. For instance, the increase of the noise floor during 24-32 is due to the test of the automatic alignment system (which turned out to be defective) of the input mode cleaner. The transients of large amplitude appearing clearly at hours 17 and 58 have been found to be related to the use of picometers for the output mode-cleaner realignment.
follow the non-stationarities in real-time and eventually act on the instrument if the cause of the abnormal behaviour has been identified. Once the confidence level is fixed by the user, also the false alarm probability is fixed, as the test is based on the χ 2 test. The averaged spectrogram is computed as before (see equation (1)) but with a slightly different set-up: we use overlapping data chunks, and different values for the width of the window h(t) (chosen such that the process can be considered stationary on it) and for the averaging time T (fixed to a value larger than the width of h(t)) [7] . The values of the averaged spectrogram taken at two points of the time-frequency plane (t 1 , f 1 ) and (t 2 , f 2 ) are then uncorrelated if the points are separated sufficiently, namely if
T where h f is the frequency bandwidth of the window h(t) [7] . Let us consider a set of time-frequency points (t i , f j ) i=1...I,j =1...J where the distance condition is satisfied.
In a nutshell, the method consists in testing whether the log-spectrogram values Y ij ≡ log(Ŝ(t i , f j )) are uniformly distributed along the time axis. (The motivation for the logarithm transformation is that it stabilizes [7] the variance σ 2 of the spectral estimate to a known value depending on h f and T .)
The test uses the techniques of a two-factor analysis [7] of the variance model. Precisely, we test the null hypothesis (nonstationary signal) H 0 : To do the test, we compute the mean Y i . with respect to the frequencies for each time, then we compute the mean square deviation of the overall mean Y . . :
Under H 1 , /σ 2 follows a χ
distribution. This can be tested with a standard χ 2 test given a confidence level chosen by the user.
This test offers the possibility to detect a nonstationary behaviour due to instabilities in a limited part of the spectrum or to a noise floor drift which interests all the spectrum, because in this case we have an uniform modulation. Indeed, if it turns out that the process is nonstationary, we can test if it is uniformly modulated using the statistic:
which behaves as σ 2 χ
Here Y . j is the mean with respect to the times for each frequency. When the test on I R proves that the interaction between time and frequencies is significant, the process is non-uniformly modulated, and we can test if the non-stationarity is mainly due to some frequency components. We thus select the index of the frequencies of interest K = {j 1 , j 2 , . . . , j k } and use the statistic:
A similar χ 2 test is then applied to give the decision result. This approach has been successfully used on simulated data and applied to some E4 data chunks, for whom we obtained good results when the width of h(t) 2.5 × 10 −2 s and the time of average T 0.5 s. By choosing different values for T, we can discriminate between different non-stationarities: for example, the amplitude fluctuations of lines and the slow drift of noise floor. If the drift is slower than the amplitude fluctuations, the former is still detected with a large value of T whereas the latter is invisible.
In figure 2 we present the analysis of an E4 data block where non-stationarity is detected between 10 2 and 10 4 Hz using T = 0.5 s. We conclude from the distortion of the level curves at the detection point that the duration of this non-stationarity is about 10 s. To find the duration for each non-stationarity we can perform different tests with different T, as we said, or check the rate of change of the statistics of the test.
A package to implement these procedures on real-time in the next engineering runs is currently being developed.
Measuring discrepancies to Gaussianity with the kurtosis
The optimality of the matched filter statistic is intrinsically related to the hypothesis of a Gaussian noise. The various analysis of the current experimental data show that this assumption is not always satisfied and therefore needs to be monitored.
There are many ways for the noise to depart from Gaussianity, however not all of them are relevant for the problem of GW detection. One of the possibilities is to have a noise probability density function (PDF) with heavier tails than the Gaussian bell curve. This particular discrepancy is a problem because it causes an increase of the false detection rate (i.e., the large values in the tails make the matched filter trigger more often). The kurtosis [8] is a well-known measurement of the decay rate of the PDF in the tails. This motivates us to use the kurtosis as an index measuring normality. The mean defined by µ 1 (t) ≡ IE[x(t)] where IE[·] denotes the expectation operator is the first-order moment of the signal x(t). At higher order r 2, the central moments [8] 
The kurtosis is defined by the following ratio
2 . In the nominal assumption where the signal is Gaussian, κ 4 equals 3. If the signal PDF has heavier tails, κ 4 is larger than 3. We are therefore interested in locating excess of kurtosis.
In [9] , we propose an estimateκ 4 (t) of the kurtosis using the data selected by a timesliding exponential window w(n) = (1 − C 1 ) t−n defined for n t, and where 0 < C 1 < 1 sets the size of the window. This estimate can be efficiently computed with the following recursive expression:
where
computes a normalized distance of the current signal sample to the mean. The short-time and unbiased estimates of the mean and variance can also be computed recursively witĥ
can be shown [9] to have a small bias. We useκ 4 (t) to estimate the kurtosis of the output of the interferometer, thus generating a data stream of same size as the original signal. Because the storage space allocated to the monitoring data is limited, we need to 'summarize' the information given byκ 4 (t). As Rate of data frames presenting at least one excess of kurtosis. This rate introduced in section 2 is an indicator of the Gaussianity of the considered data (here, the dark-fringe signal resampled at 50 Hz and cleared of the known lines with a multiple notch filter). Each bar represents the rate estimated using ∼1:30 h of thresholded kurtosis. If the signal is Gaussian, this rate should not exceed 1.5% (a simple calculation shows that this corresponds to a max number of frames presenting an excess of kurtosis of about 80 out of 5400 s (=1:30 h) under Gaussian assumptions). We see that it is roughly the case when the interferometer is locked onto the dark fringe (see figure 1) . mentioned above, we are essentially interested in the excess of kurtosis, i.e.,κ 4 (t) > η with η > 3 an arbitrary threshold. Because of the estimation error, there is a non-zero probability that a false excess of kurtosis is observed for a given threshold. Instead of recording the time locations of all excesses of kurtosis (which would therefore include uninteresting false events), our approach is to compute the rate r of frames (i.e., 1 frame is equivalent to 1 GPS second of data) where there is at least one excess of kurtosis and compare this rate with the (maximum) one r 0 obtained by applying the same procedure to a simulated Gaussian noise with a similar spectrum to the processed data (see section 3). For a threshold η = 4, the maximum rate can be estimated to be r 0 ≈ 1.5% (see [9] for an abacus relating η to the maximum rate). We decide that the signal presents a significant departure from Gaussianity when the measured rate r exceeds the maximum rate r 0 . Figure 3 shows the application of this approach to the dark-fringe signal of the E4 run.
Note that the final result is somewhat independent of the threshold (provided that the r 0 is updated when the threshold is changed). However, the requirement that r is sufficiently well estimated put some restrictions on the possible values of η: if η is large, there are too few threshold crossings which lead to a bad estimate of r. Conversely if η is too small, almost all frames present an excess of kurtosis even if the data are Gaussian, i.e., r 0 ≈ 1, preventing us from distinguishing the Gaussian from the non-Gaussian case. The value η = 4 (r 0 = 1.5%) is a good compromise.
Non-linearity test with surrogate data
As non-linearity cannot be characterized by analysing the noise autocorrelation, which retains only the linear characteristic of a process, it is necessary to apply new concepts and algorithms. Comparison between real data and a surrogate: in black/dark grey the time evolution, the histogram and the power spectrum of the real data during E4. In red/light grey, the same for a surrogate of the real data.
Our approach to the problem is to test for non-linearity using as statistics the measure of the non-invertibility of a time series:
(τ ) is a nonlinear observable for which we do not know how to find analytically the confidence intervals for a linear process, as we do not know this PDF. We thus have to estimate the PDF, and hence the confidence intervals, generating many realizations of the data that retain only their linear characteristics.
Surrogate data are in fact constructed to have the same linear characteristics as the real data-and hence the same power spectrum [10] . They have no dynamical non-linearities and are Gaussian and stationary: they can thus be useful to estimate the PDF of a statistic in the absence of nonlinearities. The algorithm to produce surrogates is illustrated below:
• calculate the discrete Fourier transform (DFT) of the test data;
• randomize the phase (uniformly distributed in [0, 2π ]); • take the inverse DFT.
In figure 4 , we compare a real dataset for the E4 run and one of the surrogates. We conclude that the surrogate retains the same time characteristics as the real data (upper panel) and that they have the same histogram and power spectrum (lower panels).
The null hypothesis of our test is that the data are generated by a stationary Gaussian linear stochastic process. We perform a two-sided rank non-parametric test using the surrogates [11] :
• we choose the confidence level α of the test;
• we create S = 2/α − 1 surrogates from the real data;
• we calculate (τ ) on the real-data block and on the S surrogate sets; . Test of nonlinearity of the E4 data: the bars indicate the time instants during E4 where the test finds nonlinear effects at 95% confidence level. This computation was made only in periods where the interferometer was in the lock state. In the long periods during which the test does not trigger, the lock state is not acquired (see figure 1 ).
• we check if (τ ) for real data is outside the interval of the values calculated using surrogates.
In figure 5 we show the result of a test fixing α = 0.05 for the E4 run. It is obtained by generating S = 39 surrogates for data blocks of 100 s taken each 5 min. The test seems to indicate that nonlinear processes are quite common during the run, but it appears that it is difficult to distinguish them from non-stationarities since the test is also sensitive to these as explained by the following comment.
It is known that the phase randomization of the Fourier transform 'stationarizes' the time series. The statistic of equation (7) can then have a value for surrogate data very different from the value for nonstationary data, so that the test can be positive even if real data are linear. For this reason, the test for non-linearity should be used after having analysed the stationarity of the time series.
Concluding remarks
Any methods aiming to analyse/characterize non-stationarity, non-Gaussianity or nonlinearity unavoidably suffer from the under-determination of these characteristics. In contrast to their associated and antinomic properties which are well defined, the non-properties are intrinsically multiple and so are the analysis tools. We presented and tested three approaches to address some of the facets of the problem.
Each approach aims to give information about a single departure from one of the three considered non-properties (e.g., check the tails of the PDF in section 2), focusing on discrepancies of interest for the GW detection problem. The final objective is to help the experimentalists in the identification and characterization of the malfunctions of a complex instrument such as VIRGO. Incidentally, it is possible that the results might turn out to be useful to set a veto on false detection in the output of detection algorithms (such as a matched filter bank).
Because of the large dataflow we have to deal with in interferometric GW detectors, the choices we made were mainly oriented towards simplicity, yielding to algorithms that are easy to implement and that have a low computational cost.
The commissioning of the VIRGO central interferometer gave us the opportunity to test the individuated approaches and provide a 'quick' analysis of the engineering data with satisfactory contributions to the understanding of certain parts of the apparatus. We had to adapt the algorithms to the continuously changing configuration of the instrument as new functionalities were commissioned, thus changing significantly the nature of dominating noises. We plan to continue and refine the investigations on the data of (full scale) VIRGO.
