models [19] , [27] . Specifically, we consider the model presented in the text; it is easy to see that, for this model, an LO policy is suboptimal. We provide a counterexample to show this; this counterexample may be adapted to show that LO policies are suboptimal for other popular Markov state models (generalized-LS model and Young's model [23] ).
the optimal Bayes error rate. Given a sample point Dudani [3] proposed a method to assign a weight w (i) to the ith nearest neighbor x (i) as:
(k) 6 = d (1) and w (i) = 1 when d (k) = d (i) . Here d (1) ; 11 1;d (k) are the distances of the k nearest neighbors from the point x arranged in increasing order. The unknown pattern x is assigned to the class in which the sum of weights, among the k-nearest neighbors, is the maximum . However, some authors claim that under certain conditions unweighted k-NN rule performs better than any weighted k-NN rule [4] . Instead of using Euclidean distance in classification Anderson [5] proposed a nonparametric classification rule for two univariate populations by ranking the training samples. Bagui [6] , [7] extended the idea of Anderson to s > 2 populations. This univariate rank nearest neighbor (URNN) rule is then further extended by Bagui and Pal [8] to multivariate data resulting in the multivariate rank nearest neighbor (MRNN) rule. Denoeux [4] proposed a new classification procedureusing the k-nearestneighborsandDempster-Shafer(D-S)theory of evidence to get the k-NNDST rule [9] .
In this paper we propose several algorithms for pattern classification that combine the underlying philosophy of RNN rule with D-S theory. We have tested our algorithms on several real and synthetic data sets and compared their performances with the ordinary k-NN, m-MRNN and the k-NNDST algorithms, and we have obtained encouraging results.
II. NEAREST NEIGHBOR RULES
We begin with a description of the 1-stage univariate rank nearest neighbor (1-URNN) rule.
The 1-URNN Algorithm [6], [7]
1) Let fx s ij g (i = 1 11 1s; j = 1 111 ni) be the training data, s be the number of classes, n i be the number of training data from class i, and z be an incoming sample to be classified.
2) Sort fx s ij g in ascending order to fxt, t = 1; 2 111N; N = s i=1 n i g. The asymptotic error rate of the 1-URNN rule for s populations is the same as that of 1-Nearest Neighbor (1-NN) of Cover and Hart [2] for s populations. Next we present the m-URNN, a multi-stage generalization of the 1-URNN rule with s populations.
The -URNN Algorithm [8]
1) Sort training data fx s ij g in ascending order to fxt, t = 1; 2; 1 11;N; 
6) While (j m)
If left-hand and right-hand neighbors of z belong to the same population then classify z to that population, exit.
If j = m, classify z into either population arbitrarily, exit. j j + 1.
Wend (end of while). n g R p be the training data from population w i . 2) Let z 2 R p be the unknown observation to be classified. 3) Classify z k , k = 1; 2; 111 p by applying m-URNN rule. g3 is applicable only for infinite universe and in the present context since X is finite, g3 can be disregarded. Two important and well de- for every n and for every collection of subsets of X.
4) Let us define
There is a plausibility measure with each belief measure defined by P l(A) = 1 0 Bel(A c ) 8A 2 P (X). From (1) and (2) we see that, Pl(A) Bel(A) 8A 2 P (X). Every set A 2 P (X) for which m(A) > 0 is called a focal element of m.
Evidence obtained in the same context from two distinct sources and expressed by two BPAs m 1 and m 2 on some power set P (X) can be combined by Dempster's rule of combination to obtain a joint basic assignment m1;2 as
Dempster's rule of combination is commutative and associative. extensively in our study. There are some criticism about how belief is treated in Dempster's framework and in this regard a transferable belief model [13] , [14] is proposed which does not assume any probability measure on X. However, we do not pursue this model in this paper.
Now we shall present the k-NNDST [4] rule which integrates the voting feature of NN rule and evidence aggregation characteristic of D-S theory of evidence.
The k-NNDST Algorithm Let X be a p dimensional training set (i.e., N-data points in R p ), C = fC1; 11 1;Csg be the set of classes ,and z be an incoming sample to be classified based on X. Let 8 s be the set of k-nearest neighbors of z in X according to the Euclidean distance measure. Any xi 2 8 s which has a class label q can be viewed as a piece of evidence suggesting that z could be a member of class q-it increases our belief that z could be a member of Cq but does not provide a 100% confi- The choice of i is an important issue to be resolved. Denoeux [4] suggested i = (1 0 i):
In this way, we can get at most s BPAs, mq, q = 1; 2; 111; s. The point z is then classified to class q 3 such that m(fC q g) = Max q fm(fCqg)g. Such a method is likely to produce a better performance than the ordinary k-NN rule. A better decision making strategy may be to use the pignistic probability distribution [13] - [15] . The class label can be assigned based on the maximum pignistic probability, which in the present context is the same as the maximum BPA decision. In the above method there are a few user defined parameters whose choice has significant impact on the performance of the classifier. Recently, Zouhal and Denoeux [16] suggested a method for estimation of these parameters minimizing an error function defined using the pignistic probability distribution and the actual label vector of the training data points. 
IV. PROPOSED ALGORITHMS

Algorithm MRNNDST-3
Algorithm MRNNDST-2, with lk = " pc =1+d
where suffix l and k stand for lth class and kth variate.
Both of MRNNDST-1 and MRNNDST-2 produce BPAs on the set of classes. MRNNDST-1 produces a BPA using the voting concept like k-NN while MRNNDST-2 produces the same based on distances of the m-rank nearest neighbors. Too many representatives (many votes) from a particular class, say l, within the m-rank nearest neighbors provide a strong support that the z is from class l. Similarly, if the sum of distances (or the average distance) of points from, say, class l, within the m-rank nearest neighbors is very low, then this also generates a strong evidence that z is from class l. Therefore, combining the BPAs of MRNNDST-1 and MRNNDST-2 is expected to produce a more meaningful belief assignment. Our next algorithm MRNNDST-4, essentially does this. MRNNDST-4 can be schematically represented as follows. where the index i indicates the ith point in the m-rank nearest neighbors which is from class q and d i is the distance of z k from the ith neighbor. Hence, for each feature we can have m to 2m BPAs defined on the set of classes C = fC1;C2; 111; Csg. Next for feature k, we combine the BPAs which are defined for a particular class. Thus after this step for each feature we can get at most s BPAs. Without loss of generality we assume that for each feature we have exactly s BPAs denoted by m kl , l = 1; 1 11;s, k = 1; 111 ; p. We now aggregate m kl , l = 1; 11 1;s to get a feature-wise combined BPA, m k using It may appear to the reader that this algorithm is computationally more expensive than the k-NNDST. This is usually false. For k-NNDST for every unknown point all the N distances are to be computed and sorted where the sorting complexity could be at best order N log e N . On the other hand, for RNNDST, the feature values are to be sorted only once and the ranks of the p components of z can be computed in order p log 2 N where p is much much smaller than N . Of course RNNDST computes more number of BPAs than k-NNDST, but k-NNDST requires some auxiliary computations for finding the value of q, the parameter of the k-NNDST algorithm.
The performance of k-NN rule is usually good when the pattern classes have clustering tendency. There are some cases where the proposed algorithms can perform better than k-NN. Suppose for a four-dimensional (4-D) data set, out of the four features, three features have very low values while the fourth one takes very high values. In this case the distance of z from a point in the training set may be highly influenced by the fourth feature and the effect of the first three features may not be adequately reflected on the distance. For example, suppose the training set has two data points x 1 and x 2 from class 1 and 2, respectively, x 1 = (0.1, 0.2, 0.15, 10.0) and x 2 = (0.5, 0.3, 0.25, 12.0). Let an unknown data point z be z = (0.1, 0.2, 0.15, 13.0). The distance of z from x 1 is 3 and that from x 2 is 1.086. Hence using the 1-NN rule z will be classified to class 2, although out of the four features, the values of the first three features of z exactly match with those of x1. It, therefore, shows more evidence for class 1. Unless feature four is the only important feature (which is a very rare thing to assume) we would expect z from class 1. In the rank nearest neighbor based decision rules since we are defining BPAs feature-wise and then aggregating them we expect to get the desirable solution in such cases.
We now show some theoretical results to analyze the behavior of some of the algorithms Theorem 1: For univariate case MRNNDST-1 is equivalent to the majority rule.
Proof: Let c i be the number of points coming from the ith class in the m-rank nearest neighbors for all i 2 1; 2; 1 1 1 ; s.
For MRNNDST-1, we define i = e Pc =2m =K and j = e Pc =2m =K where K is a constant.
If i > j < = > e Pc =2m > e Pc =2m < = > ci=m < cj=m, since m 6 = 0 < = > c i > c j .
Theorem 2:
If di = dj 8i; j where di = sum of distances between z and points coming from ith class in the m-rank nearest neighbor then the decision of MRNNDST-1, MRNNDST-2 and MRNNDST-3 in one dimensional (1-D) case is the same as the majority rule.
Proof: Let c i be the number of points coming from the ith class in m-rank nearest neighbors for all i 2 1; 2; 1 1 1 ; s.
For MRNNDST-1, we define i = e Pc =2m and j = e Pc =2m . MRNNDST-1 does not depend on di and the results follow from Theorem 1. If i > j < = > e Pc =(1+d ) > e Pc =(1+d ) < = > c i =1 + di > cj=(1 + dj) < = > ci > cj since di = dj .
V. RESULTS
Before discussing the results we first present the simulation scheme. Let S be the data set. We partition S randomly into two subsets SD (training set) and S T (test set), such that S D \ S T = ; S D [ S T = S. For every data set S, we first use SD as the training set and ST as the test set (we call this case P1) and then switch the data sets (call it P2) and repeat the experiment. For both P 1 and P 2 , we find the number of mistakes. The entire process of randomly partitioning S into SD and S T and computing the number of misclassification is called a simulation experiment. For each data set we made four simulations. We also report the average number of mistakes averaged over P1 and P2 as A in the tables with results.
We have used four data sets X 1 ; 1 1 1 ; X 4 . X 1 = IRIS [12] is a 4-D (p = 4) data set. It contains 150 data points. Since IRIS is obtained from observations over three different physical classes of flowers, s = 3. But in their numerical representation, two of the classes have a large overlap while the third one is well separated from the other two. Table I summarizes the results for X 1 . For X 1 , performance of k-NN, k-NNDST, MRNNDST-4 is comparable for some simulations. In all cases m-MRNN exhibited the worst performance. For this data set all of the proposed algorithms are found to show better performance than the three existing algorithms, k-NN, m-MRNN, k-NNDST. As explained earlier, for X 2 since one feature has a much larger domain than the other feature, the two distance-based classifiers, k-NN and k-NNDST exhibit poor performance and all of the proposed algorithms outperform them. All algorithms in the MRNNDST family show a remarkable improvement over the k-NN and k-NNDST. X 3 = MANGO DATA. This is a 18-dimensional (p = 18) data containing 166 points [10] . This data set is generated from three different kinds of mango leaves, so s = 3. Here we consider only three features, one with a large domain and the remaining two with small domains. Table III displays the recognition scores for the four simulations of X3. Out of the four simulations in three cases MRNNDST-1 and RNNDST outperform k-NN and k-NNDST, but in one case both k-NN and k-NNDST outperform MRNNDST-1 and RNNDST. All algorithms, MRNNDST-2, MRNNDST-3 and MRNNDST-4 and k-NN, which use distances, show very poor performance as expected. X4 = NORMAL. This is also a synthetically generated data set in 4-D (p = 4) with 800 points [11] . It has been generated by drawing 200 points each from four multivariate normal distributions with population mean i = 3ei and covariance 6i = I4, i = 1, 2, 3, 4; ei is the ith unit vector in R 4 . Since each feature has more or less the same variance, and the clusters are reasonably separated, pure distance-based classifiers exhibit better performance than the proposed algorithms (Table IV) . Here also all algorithms in the MRNNDST family, although do not perform better than k-NN or k-NNDST, exhibit significant improvement over the m-MRNN rule.
VI. CONCLUSION
We proposed five classification algorithms, which combine the features of the rank nearest neighbor classification rules and Dempster-Shafer theory of evidence in several interesting ways. These algorithms, particularly, are very useful when some features have very high values while others have low values. In such cases distance based classification rules like k-NN and k-NNDST may not work satisfactorily but the proposed schemes perform well. k-NNDST is usually found to show better performance than k-NN. In the present case, all algorithms that combine m-MRNN with D-S theory show a remarkable improvement over the m-MRNN rule. In this investigation we have used simple type BPAs. It will be more interesting to use belief functions with disjunctive clauses as focal elements so that it can deal with uncertainty about the class membership of the training data. In such cases we can use the pignistic probability distribution for final decision making. We leave it for future investigation.
