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ABSTRACT
The accuracy of Smoothed-particle hydrodynamics (SPH) simulations increases with the number of
particles used but as the number of particles grows the computational costs becomes prohibitive. By
developing SPH algorithms for use on quantum machines it is possible that the number of particles
used could increase exponentially without increasing the runtime of the simulation. This paper ex-
amines quantum computational techniques applied to the SPH method and presents an approach for
encoding SPH operators and domain discretisations in a quantum register. Results of simulations of
the quantum register scheme are presented for a function and its derivatives using both the Gaussian
and Wendland kernel functions and a variety of different register sizes.
Keywords Quantum computing · Smoothed-particle hydrodynamics
1 Introduction
Interest in quantum computing and its applications has grown dramatically in recent years. Quantum computers offer
a means of performing computations of great complexity that are infeasible on classical machines. The power of quan-
tum computation has been well documented, see Simon [8], so in order to utilise this power there is a need to develop
quantum numerical algorithms. Feynman [4] argues that, since the world is fundamentally quantum mechanical, it
makes sense that the best way to simulate physics is by using a ‘quantum’ computer which takes advantage of the
effects of quantum mechanics. The potential for quantum mechanical machines to simulate physical systems was one
of the main reasons for their early development.
The potential use of quantum computers for Smoothed-particle hydrodynamics (SPH) simulations is of significant
interest as quantum machines could drastically reduced the computational cost of SPH simulations. The accuracy of
the SPH method relies upon using a large number of particles in the simulation, using a quantum machine could allow
exponentially more particles to be used without significantly increasing the runtime of the computation. Alternatively
simulations with a fixed number of particles could be executed in an exponentially shorter amount of time. The new
era of quantum computation offers exciting new opportunities for numerical modelling of physical systems and in
particular for SPH. Although practical, large scale quantum systems are not currently available, quantum supremacy
has already been achieved in specific application areas [1] and a time when machines offering commercial advantage
available is fast approaching [5].
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The power of quantum computation comes from the way that information is represented in a quantum computer. In a
classical computer the basic unit of information is the ‘bit’ which can exist in one of two distinct states 0 and 1. In a
quantum computer not only can information exist as a 0 or a 1 but also as superposition of both simultaneously. In a
quantum machine the basic unit of information is called a ‘qubit’. An operation acting upon a qubit effectively acts
upon both 0 and 1 at the same time; by performing one operation on the qubit the operation has been performed on
two different values. It follows that a two-qubit system performs the operation on four values, a three-qubit system on
eight values and generally anm qubit system performs the operation on 2m values. As the number of qubits increases
the ‘quantum parallelism’ of the system increases exponentially. This ‘quantum parallelism’ is what allows certain
problems to be solved significantly quicker on a quantum computer than on a classical machine since exponentially
large amounts of information may be processed in polynomial time.
The qubit exists in the mathematical abstraction of a vector space. Quantum states behave in an analogous way to
physical vectors and share the basic properties that vectors have. A particularly important vector space in quantum
computation is the Hilbert space Cn, which is the vector space of n-tuples of complex numbers. A Hilbert space is
essentially a vector space with an inner product and a norm defined by that inner product. The elements of Cn are
labelled by |u〉, |v〉, |w〉 etc. An element of this vector space is written down as an n-dimensional column vector in
the following way:
|v〉 =

v1
v2
...
vn
 . (1)
The notation |v〉 is called ‘bra-ket’ or Dirac notation. The column vector |v〉 is referred as ‘ket-v’ and the dual vector
of |v〉, given by
〈v| = vT = [v1 v2 . . . vn] (2)
is referred to as ‘bra-v’ where v is the complex conjugate of v. In general the components of the vector vi are complex.
A qubit is represented as a two-dimensional state space in C2 with orthonormal basis vectors |0〉 and |1〉. The vectors
in the basis set {|0〉 , |1〉} are defined by
|0〉 =
[
1
0
]
, |1〉 =
[
0
1
]
. (3)
This is the most common basis used in quantum computing and is called the computational basis. A qubit can exist in
the state |0〉 or the state |1〉 or a superposition state which is a linear combination of the two. The superposition state
|ψ〉 is written as
|ψ〉 = α |0〉+ β |1〉 (4)
and the Hermitian conjugate (dual vector) 〈ψ| = (|ψ〉)† is given by
〈ψ| = α∗ 〈0|+ β∗ 〈1| . (5)
Here α is the complex scalar amplitude of measuring |0〉 and β the amplitude of measuring |1〉. These amplitudes
are essentially ‘quantum probabilities’, they represent the chance that a given quantum state will be observed when
the superposition is collapsed. Unlike traditional probabilities, described by real numbers, these amplitudes are rep-
resented by complex numbers. The probability of finding |ψ〉 in state |0〉 is |α|2 and in state |1〉 is |β|2. In order to
perform useful calculations on a quantum computer these qubits must be composed into registers and manipulated
using quantum algorithms.
In this paper we will show how the SPH method of approximating functions and their derivatives can be adapted
to work on a quantum computer. By encoding functions in quantum registers parts of the SPH computation can be
performed using a quantum computer. We hope to give an initial idea of how the SPH method may be employed on a
quantum machine and lay the ground work for future developments. First we will give a brief introduction to a few of
the key concepts required for developing quantum numerical algorithms.
2 Quantum registers
Quantum computers use multiple qubits combined into registers; when the registers are measured, and the superpo-
sition is collapsed, quantum registers are just strings of bits like classical computer registers. If however each qubit
in the register is in a superposition then the register of m qubits is in a superposition of all 2m possible bit strings
that could be represented using m bits. This is the great power of superposition, the number of possible bit strings
2
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combinations grows exponentially with the number of qubits. A good example of the power of using quantum registers
comes from algorithms for approximating the summation of a large number, N , of function values. A deterministic
algorithm using n function values, where n≪ N , has an error edetn ∼ 1 asN →∞. The error in a quantum algorithm
for approximating the summation is given by eqn ∼ n−1 as N → ∞ [6]. Quantum registers are very useful when
operations involving a large number of values is required or when there are many possible combinations.
The state space for a quantum register of size m is a linear combination of m basis vectors, each of length 2m, such
that the superposition state of lengthm is given by
|ψm〉 =
2
m−1∑
k=0
αk |k〉 , (6)
where k is the base-10 representation of a length m number in base-2. For example a three-qubit register would be
represented as
|ψ3〉 = α0 |000〉+ α1 |001〉+ α2 |010〉+ α3 |011〉+ α4 |100〉+ α5 |101〉+ α6 |110〉+ α7 |111〉 , (7)
where each αk is a complex number. The probability of observing a particular bit string upon collapsing the register
is the square of the absolute value of the amplitude associated with a given bit string i.e. Pr(k) = |αk|2. The
probabilities of observing each particular bit string sum to unity therefore so do the squares of the absolute values of
the amplitudes of all 2m configurations such that
2
m−1∑
k=0
|αk|2 = 1. (8)
In order to produce meaningful results, the information stored in quantum registers must be able to be manipulated.
Logic gates are used in classical computers to manipulate data and circuits are used to transfer data. The equivalent
notions of quantum logic gates and circuits exists in quantum computing. Quantum logic gates are represented ab-
stractly by unitary operations, these operations are reversible such that the outputs from the gate uniquely determines
the inputs to the gate. A quantum gate with n inputs and outputs can be represented by a matrix of degree 2n; a gate
acting on a single qubit is represented by a 2 × 2 unitary matrix. Any unitary transformation is a valid elementary
operation on a quantum computer because unitary matrices preserve norms of the vector they act upon and therefore
the probability amplitudes of a quantum register.
Unitary transformations performed on a single qubit may be visualized as rotations and reflections about the x, y, and
z axes of the Bloch sphere shown in figure 1. All the possible states |ψ〉 = α |0〉+β |1〉 in C2 correspond to the points
(θ, φ) on the surface of the unit sphere where
|ψ〉 =α |0〉+ β |1〉
=cos
(
θ
2
)
|0〉+ eiφ sin
(
θ
2
)
|1〉 . (9)
The Bloch sphere is an intuitive visual framework for understanding the effects of unitary transformations on quantum
states.
An operator Aˆ transforms one quantum state |ψ〉 into another |φ〉 such that Aˆ |ψ〉 = |φ〉. The outer product of two
vectors, denoted |v〉 〈u| or |v〉⊗ 〈u|, is the tensor product of |v〉 with the conjugate transpose of |u〉. The outer product
is an operator which may be represented as a matrix:
|v〉 〈u| =

v1
v2
...
vn
 [u1 u2 . . . um]
=

v1u1 v1u2 . . . v1um
v2u1 v2u2 . . . v2um
...
...
. . .
...
vnu1 vnu2 . . . vnum
 . (10)
2.1 Inner products
Multiplying two vectors together using the inner product to produce a scalar is a useful operation in many numerical
algorithms. For example matrix multiplication can be broken down into successive applications of the inner products
3
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|ψ〉
x
y
z
|0〉
|1〉
φ
θ
Figure 1: The Bloch sphere representation of a qubit
of rows and columns to form the entries in the resultant matrix. Estimating inner products is also important especially
when considering large vectors. The estimation of the inner product of two quantum states is an important operation
in many quantum algorithms and has therefore been considered from a number of different perspectives. The main
methods for estimating the inner product of two quantum states are the swap test [3] and quantum counting [2].
A simple method for estimating the real part of inner product of two quantum states may be easily demonstrated. Let
|x〉 and |y〉 be two complex quantum states, which can be prepared in time O(T ), then consider the combination of
states
|φ〉 = 1
2
(|0〉 (|x〉+ |y〉) + |1〉 (|x〉 − |y〉)) . (11)
If we define the normalised states
|u〉 = |x〉+ |y〉√
2
√
1 + ℜ{〈x|y〉} and |v〉 =
|x〉 − |y〉√
2
√
1− ℜ{〈x|y〉} , (12)
and the phase angle θ such that
sin θ =
√
1 + ℜ{〈x|y〉}
2
and cos θ =
√
1−ℜ{〈x|y〉}
2
, (13)
then the state (11) may be rewritten as
|φ〉 = sin θ |0〉 |u〉+ cos θ |1〉 |v〉 . (14)
We wish to estimate θ to an accuracy ǫ with a probability of success of at least 1− δ.
LetG = (2 |φ〉 〈φ| − I) (Z ⊗ I) where Z is the Pauli-Z operator and I is the identity operator. G is represented as the
rotation matrix
G =
(
cos 2θ sin 2θ
− sin 2θ cos 2θ,
)
(15)
in the basis {|0〉 |u〉 , |1〉 |v〉}. The eigenvalues of G are e±2iθ with corresponding eigenvectors
|w+〉 = 1√
2
(|0〉 |u〉+ i |1〉 |v〉) ,
|w−〉 = 1√
2
(|0〉 |u〉 − i |1〉 |v〉) , (16)
4
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such that
|φ〉 = − i√
2
(
eiθ |w+〉 − e−iθ |w−〉
)
. (17)
Performing the quantum phase estimation algorithm on G using an initial state |0〉⊗n |φ〉 with n = O(log(1/δǫ)) we
obtain an approximation of θ of the form kπ/2n where k ∈ Z2n and |θ−kπ/2n| ≤ ǫ = 1/2n+1. The estimate of θ can
be used to give an estimate of the real part of the inner product of the quantum states. The probability of obtaining |0〉
when measuring the quantum state (11) is (1 + ℜ{〈x|y〉}) /2 and the probability of obtaining |1〉 is (1−ℜ{〈x|y〉}) /2.
Hence by calculating the probability of obtaining either of the states, |0〉 or |1〉, we may calculate the real part of the
inner product 〈x|y〉 of the quantum states |x〉 and |y〉. The determination of the real part of the inner product of two
quantum states plays an important part in our method for performing SPH approximation on a quantum computer.
3 SPH using a quantum register
We wish to calculate the SPH approximation of the one-dimensional function f(x), on the finite domain x ∈ [a, b]
where a < b are constants, using anm qubit quantum register. Let {xj} be a partition of [a, b] such that
a = x0 < x1 < . . . < xN−1 < xN = b, (18)
where N = 2m is the number of subintervals. Each xj , where j ∈ {0, 1, . . . , N}, defines the edge of a subinterval.
The width of the kth subinterval is given by
∆xk = xk+1 − xk, k ∈ {0, 1, . . . , N − 1}. (19)
Each particle is located at the centre of the respective subinterval so that the particle locations are given by
rk =
xk+1 + xk
2
, k ∈ {0, 1, . . . , N − 1}. (20)
The domain discretisation is shown in figure 2. The value of the function at each particle location is denoted by
fk = f(rk).
x0a = x1 x2 xN= bxN−1xN−2r0 r1 rN−2 rN−1
∆x0 ∆x1 ∆xN−2 ∆xN−1. . .
. . .
Figure 2: The domain discretisation showing the particle locations rk and sizes ∆xk.
The one-dimensional SPH approximation of a function is given by
f(r) ≈
∑
k
fk∆xkW (r − rk, h), (21)
where W (r, h) is a known kernel function. Derivatives of the function can then be easily estimated by replacing the
kernel with the required derivative, in SPH the derivative is found by taking an exact derivative of an approximate
function [7]. We wish to perform this SPH approximation using a quantum computer therefore it is necessary that we
somehow encode the values in a quantum register.
Firstly we will rewrite the summation (21) as an inner product of two vectors f ≈ a ·W where
a = [f0∆x0, f1∆x1, . . . , fN−1∆xN−1] ,
W = [Wr,0,Wr,1, . . . ,Wr,N−1] . (22)
Here the entries in the kernel vector W are calculated using the kernel function such thatWr,k = W (r − rk, h). We
will encode the vectors in a quantum register by calculating appropriate normalisation factors and augmenting the
entries using complex values. For the vector a we may define the quantum state
|a〉 = a‖a‖ , (23)
where ‖·‖ denotes the Euclidean norm of the vector. If we have a large number of particles then calculating this norm
directly is computationally expensive and calculating it would defeat the objective of encoding the values in a quantum
register. However an approximation of the form
‖a‖ ≈ 1√
N
(∫ b
a
|f |2dx,
) 1
2
(24)
5
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can be readily calculated using the function f or approximated using a smaller number of its values. As N becomes
large this approximation becomes increasingly accurate. So our vector a can be rewritten, using an m qubit quantum
register, as ‖a‖ |a〉. The norm of |a〉 is unity so this is a legitimate quantum state.
Encoding the kernel vector W requires a little more ingenuity since calculating the Euclidean norm of this vector
would be computationally expensive. Firstly we will scale the vector using the value c = max(|W (r, h)|) so that the
maximum/minimum value is ±1. We shall define the scaled vector W˜ = W/c. If W (r, h) is a symmetric kernel
function then c = W (0, h) however c will vary for different kernels and therefore for derivatives of the kernel too.
Despite being being different for different kernels c is easily determined by determining the maxima and minima of
the kernel function and determining the largest absolute value. Next we scale the vector again using the number of
subintervalsN , to give the scaled vector Ŵ = W/cN , so that the largest absolute value of the vector Ŵ is 1/N . We
will create a quantum state using the values in the vector Ŵ combined with a complex term which we will choose to
satisfy the requirements of a quantum register (8).
Suppose that we add an imaginary part br,k to each value in Ŵ to create a quantum state of the form
|W 〉 =
[
Ŵr,0 + ibr,0, Ŵr,1 + ibr,1, . . . , Ŵr,N−1 + ibr,N−1
]T
. (25)
If we choose the br,k values appropriately then |W 〉 will be a legitimate quantum state. If
br,k =
√
1
N
− Ŵ 2r,k (26)
then ∣∣∣Ŵr,k + ibr,k∣∣∣2 = Ŵ 2r,k + b2r,k = 1N . (27)
This means that
N−1∑
k=0
∣∣∣Ŵr,k + ibr,k∣∣∣2 = N−1∑
k=0
1
N
= 1, (28)
as required. The kernel function values have been encoded in a quantum state, albeit with additional imaginary parts,
we must now use the quantum states |a〉 and |W 〉 to reconstruct the SPH approximation of our function f .
Taking the inner product of |a〉 and |W 〉 gives
〈a|W 〉 = 1‖a‖
[
f0∆x0
(
Ŵr,0 + ibr,0
)
+ f1∆x1
(
Ŵr,1 + ibr,1
)
+ . . .+ fN−1∆xN−1
(
Ŵr,N−1 + ibr,N−1
)]
.
(29)
Therefore multiplying through by cN‖a‖ we have
cN‖a =
N−1∑
k=0
fk∆xk (Wr,k + icNbr,k) . (30)
So retaining only the real part of the inner product we find that
N−1∑
k=0
fk∆xkWr,k = cN‖a‖ℜ{〈a|W 〉}. (31)
This is equivalent to the SPH approximation of a function f(r) ≈ cN‖a‖ℜ{〈a|W 〉} but calculated using a quantum
register. An m qubit register, storing N = 2m values, can be used to perform SPH approximation on a quantum
register. The efficiency of the computation relies upon the values c and ‖a‖ being known and there being an efficient
method of encoding the quantum states |a〉 and |W 〉. The kernel function and its encoding can easily be replaced
by equivalent derivative kernels so that derivatives of the function may be approximated, provided that the value c is
altered accordingly.
In this section a method for encoding the SPH approximation of a function in a quantum register has been developed.
The quantum computation required for this procedure can be simulated on a classical machine when the number of
qubits is relatively small. In the next section we will show simulations of the one-dimensional SPH approximation of
a function, and its derivatives, on a quantum computer for various register sizes and kernel functions.
6
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Kernel Derivative c
Gaussian 0 1/
√
πh
Wendland 0 3/4h
Gaussian 1
√
2e−1/2/
√
πh2
Wendland 1 405/512h2
Gaussian 2 2/
√
πh3
Wendland 2 15/4h3
Table 1: Values of the constant c = max(|W (r, h)|) for the Gaussian and Wendland kernels and their first and second
derivatives.
4 Simulations
In order to test the effectiveness of the numerical scheme proposed in section 3 we shall simulate the quantum algo-
rithm on a classical machine. For the quantum register scheme to be useful it is necessary that the scheme performs as
well as the equivalent standard one-dimensional SPH method. We shall test the scheme by approximating the function
f(x) =
1
1 + 25x2
, (32)
which is a scaled version of the ‘Witch of Agnesi’. The first and second derivatives of the function (32) are also
approximated for a number of different register sizes and using both the Gaussian kernel,
W (r, h) =
e−q
2
√
πh
, (33)
and the Wendland kernel,
W (r, h) =
{
3
4h
[
3
16
q2 − 3
4
q + 3
4
]
, if 0 ≤ q ≤ 2,
0, if q > 2,
(34)
where q = |r|/h. A key element of quantum numerical scheme outlined above is the constant c = max(|W (r, h)|)
which is used to scale the weight vector and is different for each kernel. Table 1 shows the value of c for both kernels
and their first and second derivatives.
Figures 3 and 4 show the quantum SPH approximation of the function (32), using various register sizes m, for the
Gaussian and Wendland kernels respectively. For each m-qubit approximation the smoothing length is taken to be
h = 4/2m and four additional boundary particles are used at each end of the domain. The functions are approximated
at n = 300 uniformly distributed points xi in the domain x ∈ [−1, 1]; these points are not the domain discretisation
points they are simply points in the domain where the approximation is calculated. Figures 5 and 6 show corresponding
approximations of the first derivative of (32) for the Gaussian and Wendland kernels and figures 7 and 8 show the
approximations of the second derivative of (32). Figure 9 shows the root-mean-square (RMS) error
RMS =
√∑n
i=1 (f(xi)− fi)2
n
, (35)
where f(xi) is the exact value of f(x) at the point xi and fi is the quantum SPH approximation, as a function of the
register sizem for both the Gaussian and Wendland kernel approximations of the function (32).
5 Discussion
The numerical simulations shown in section 4 illustrate the potential power of using quantum computers to perform
SPH calculations. A small increase in the number of qubits in the quantum register allows the computation to contain
manymore particles and therefore increases the accuracy significantly. This increase in accuracy can especially be seen
in figures 3 to 6 when comparing the m = 4 and m = 8 approximations. For the second derivative approximation,
shown in figures 7 and 8, the increase in accuracy with the size of the quantum register is still evident despite the
approximation being somewhat less accurate than for the first derivative and the function itself. Figure 9 shows how
the RMS error, for the approximation of (32), decreases rapidly as the size of the register is increased.
The method presented in section 3 is general in that it allows for any kernel function (including derivative functions) to
be used in the approximation and for arbitrary domains, functions and register sizes. By allowing the function, spatial
7
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Figure 3: The function (32) and its quantum SPH
approximations using the Gaussian kernel for m =
4, 6, 8 qubits.
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Figure 4: The function (32) and its quantum SPH
approximations using the Wendland kernel for m =
4, 6, 8 qubits.
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Figure 5: The first derivative function f ′(x) =
−50x/ (1 + 25x2)2 and its quantum SPH approxi-
mations using the Gaussian kernel for m = 4, 6, 8
qubits.
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Figure 6: The first derivative function f ′(x) =
−50x/ (1 + 25x2)2 and its quantum SPH approxi-
mations using the Wendland kernel for m = 4, 6, 8
qubits.
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Figure 7: The second derivative function f ′′(x) =
50(75x2 − 1)/ (1 + 25x2)3 and its quantum SPH
approximations using the Gaussian kernel for m =
4, 6, 8 qubits.
−1.00 −0.75 −0.50 −0.25 0.00 0.25 0.50 0.75 1.00
−50
−40
−30
−20
−10
0
10
exact
m = 4
m = 6
m = 8
x
Figure 8: The second derivative function f ′′(x) =
50(75x2− 1)/ (1 + 25x2)3 and its quantum SPH ap-
proximations using the Wendland kernel for m =
4, 6, 8 qubits.
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Figure 9: The RMS error for the Gaussian and Wend-
land kernel approximations of (32) for various m
qubit registers.
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discretisation and kernel function to be encoded in a quantum register it is possible significantly increase the number
of particles that can be used in the SPH approximation. It is worth noting however that this relies upon there existing
an efficient method for actually creating the encoded registers |a〉 and |W 〉. If this efficient quantum register encoding
algorithm exists then this method for performing SPH approximation will have significant speed advantages over its
classical counterpart.
At present this quantum register approach to SPH approximation has only been attempted for one-dimensional func-
tions but it is hoped that this method can be extended to allow two and three-dimensional simulations. Also currently
the quantum register approach allows the SPH approximation to be calculated for a single point at a time; it is hoped
that these techniques can be modified in order to perform the calculation for multiple points, possible using a single
quantum operator. The work presented here could also be extended by considering time-stepping which would allow
time-varying partial differential equations to be simulated using the SPH method on a quantum machine. Quantum
computing promises to revolutionise many scientific fields and none more so than numerical analysis and compu-
tational modelling. The SPH method combined with quantum computation could provide a means of performing
accurate continuum mechanics simulations, involving complex geometries, which are currently intractable.
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