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Abstract
Our motivation to this paper came from a model simulating a waste-
disposal embedded in an overlying rock. The main problem for our
model are the large scales that occurred due the coupled reaction terms
of our underlying system of convection-diffusion-dispersion-reaction-
equations. The developed methods allowed a computation over a large
simulation period of more than 10000 years. Therefore we construct dis-
cretization methods of higher order, which allow large-time-steps with-
out loss of accuracy. Based on operator-splitting methods we decouple
the complex equations in simpler equations and use adequate meth-
ods to solve each equation separately. For the explicit parts that are
the convection-reaction-equations we use finite-volume methods based
on flux-methods with embedded analytical solutions. Whereas for the
implicit parts that are the diffusion-dispersion-equations we use finite-
volume methods with central discretizations. We analyze the splitting-
error and the discretization error for our methods. The main part of
the paper consists of the applications of our methods done with our
underlying program-tool R3T . We introduced the main concepts of
the program-tool that is based on the software-toolbox UG. The test-
examples and benchmark problems for verifying our discretization- and
solver-methods with respect to the physical behavior are presented. The
benchmark-problems are the test for different material-parameters and
confirm the valuation of the methods. Based on the verification of our
1This work is funded by the Federal Ministry of Economics and Technology (BMWi)
under the contract number 02 E 9148 2.
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test-problem we present the realistic model-problem of a waste-disposal
in 2d with large decay-chains reacted and transported in a porous media
with an underlying flowing groundwater. For the prediction of possible
waste-disposals a computation with different located waste-locations is
discussed. The parallel resources for the computations are presented in
the case of the forced simulation-times.
Mathematics Subject Classification: 35K15, 35K57, 47F05, 65M60,
65N30
Keywords: Convection-diffusion-dispersion-reaction equation, operator-
splitting, finite-volume method, embedded analytical solutions, numerical sim-
ulations
1 Introduction
We are motivated for our studies to understand the transport and reaction pro-
cesses from the realistic background of a waste-disposal for radioactive con-
taminants transported with flowing groundwater through an overlying rock.
For this complex model the equations are derived and we describe the solver
and discretization methods for the different convection and diffusion domi-
nant cases. For a full description we also present the solvers for the non-
linear equations. The main idea for such complex equations is the idea to
split the complex equation in simpler equations and to solve these equations
with higher accuracy. The operator-splitting methods are used to solve such
complex coupled equations. We split the multi-physical and multidimensional
equation in simple-physical and one-dimensional equations. The methods are
presented for first or higher order methods with respect to the forced accu-
racy. Based on this splitting method the simpler equations are discretized
with adapted methods to obtain a higher order accuracy for the partial parts.
The discretization methods are adapted with respect to the equations. We
use explicit time-discretization and finite volume method for the convection-
equation. An explicit time-discretization with a modified finite volume method
is used for a linear convection-reaction equation. The linear and nonlinear reac-
tion equations are analytically solved, because of their solvability as ordinary
differential equations. For the diffusion-dispersion equation we use implicit
time-discretization and standard finite volume methods. The underlying lin-
ear system of equations is solved iteratively with a multi-grid solver. Our
main advantage in this context is the coupling of the different equation-types
to obtain higher order discretization methods.
For the application of our methods we present the underlying software
package R3T . The concept is the flexibility and the decomposability of different
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discreti-zation- and solver-methods. We introduce the concept of this software
package and the application for test-examples with various parameters.
We applied our methods for applications in waste disposals. A new benchmark-
example for a waste-disposal is presented with realistic parameters. Further we
introduce a new example for a 2d waste-disposal with 2 sources and different
layers. The calculations are presented with figures and convergence results.
The paper is outlined as follows. We introduce our mathematical model
of contaminant transport in flowing groundwater in section 2. The various
operator-splitting methods for the complex equation to simpler equations are
described in section 3. In section 4 we introduce the discretization methods for
our different equations and explain embedding methods for special convection-
reaction equations. The analytical solutions for reaction and linear convection-
reaction equations are discussed in the section 5. We introduce the numerical
solvers and concentrate on the multi-grid solver in section 6. The software-
package is presented in section 7. Our numerical results with benchmark-
problems and realistic waste disposals are described in section 8. Finally we
discuss our future works in this area.
2 Mathematical Model
The motivation for the study presented below is coming from a computational
simulation of radionuclide contaminants transport in flowing groundwater [6],
[9].
The mathematical equations are given by
∂t Rα(cα) +∇ · (vcα −D∇cα) + λαβ Rα(cα) =
∑
γ∈γ(α)
λγα Rγ(cγ) , (1)
Rα(cα) = (φ + (1− φ)ρK(cα)) cα , (2)
with α = 1, . . . , m . (3)
The unknowns cα = cα(x, t) are considered in Ω× (0, T ) ⊂ IRd× IR, the space-
dimension is given by d . φ is the porosity, ρ is the density. The retardation
Rα(cα) is given as a linear or nonlinear function. For the linear retardation we
have the Henry-Isotherm with K(cα) = K
α
d , where K
α
d is the element-specific
Kd-parameter. We simplify the model and assume for each element one isotope,
confer our complex model [14]. For the nonlinear retardation-factor we have
the Freundlich-Isotherm with K(cα) = Knl(cα)
p−1, where Knl is the specific
sorption-constant and p is the exponent of the isotherm. Another nonlinear
retardation-factor is the Langmuir-Isotherm with K(cα) =
κ b
1+b cα
, where b
is the specific sorption-constant and κ is the specific sorption-capacity. The
other parameters are λαβ the decaying rates from α to β, where γ(α) are the
predecessor-elements of element α. D is the Scheidegger diffusion-dispersion
tensor and v is the velocity.
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The main aim of this paper is to present new methods, which are based
on exact solutions for simpler one-dimensional equations. For this purpose we
derive analytical solutions for the simpler one-dimensional convection-reaction
equation and also for the nonlinear reaction-equations. The analytical so-
lutions are used for the explicit time-discretization and spatial-discretization
with finite volume methods for d-dimensions.
A higher order-method for the linear convection-reaction-equation is de-
rived with the idea to embed the analytical solution of the mass to our finite
volume discretization. The mass-transport coupled the convection-reaction-
equation together. For the nonlinear retardation our methods are based on
the operator-splitting methods of higher order. We could couple analytical so-
lutions for the nonlinear reaction-equation with the convection-diffusion equa-
tion together. For these coupling methods we also get higher order methods,
which allow larger coarser-grids with larger time steps. We could therefore ful-
fill the forced long time-period calculations, e.g. scenarios about 10000 years
are calculate-able in one day.
The higher order finite volume method is based on TVD methods and is
constructed according to the discrete minimum and maximum principle that
is used by the new methods to reach second order for all components.
For the derivation of our new methods based on the embedding of one-
dimensional analytical solution for convection-reaction-equations we use the
d-dimensional convection-reaction equations with equilibrium sorption.
So the equation for this linear case is given by:
Ri∂tci +∇ · (vci) = −λiRici + λi−1Ri−1ci−1 , i = 1, . . . , m , (4)
ci = (c1,i, . . . , cd,i)
T ∈ IRd , (5)
where Ri ≥ 0 is a constant retardation-factor. The trivial inflow and outflow
boundary conditions are given by c = 0 and the initial conditions ci(x, 0) =
ci,0(x) are given as rectangular-, trapezoidal- and also polynomial-impulses
and make it possible to derive the analytical solutions. Based on the one-
dimensional convection-reaction equation with equilibrium sorption and initial
impulses, we derive the new discretization methods, confer [14].
The following section describes the operator-splitting methods as a basic
method for our new discretization methods.
3 Operator-Splitting Methods
The operator-splitting methods are used to solve complex models in the com-
plex geophysical and environmental problems, confer [25], [27] and [30]. In
this article we introduce the idea to derive simpler equations with respect to
construct higher order discretization methods for the complex equations. For
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this aim we use the operator-splitting method and decouple the equation as
follows described.
3.1 Splitting methods of first order (sequential split-
ting)
The following splitting methods of first order are described. We consider the
following ordinary linear differential equations:
∂tc(t) = A c(t) + B c(t) , (6)
where the initial-conditions are cn = c(tn). The operators A and B correspond
to the spatially discretized equations, e.g. the convection-equation and the
diffusion-equation are discretized with finite volume methods.
The operator-splitting method is introduced as a method which solves the
two equation-parts sequentially and couples the equations with the initial con-
ditions. We get two sub-equations :
∂c∗(t)
∂t
= Ac∗(t) , with c∗(tn) = cn , (7)
∂c∗∗(t)
∂t
= Bc∗∗(t) , with c∗∗(tn) = c∗(tn+1) ,
where the time-step is τn = tn+1 − tn. The solution of the equations is cn+1 =
c∗∗(tn+1).
The error of this splitting method is derived as, confer [14],
ρn =
1
τ
(exp(τn(A+ B))− exp(τnb) exp(τnA)) c(tn)
=
1
2
τn[A,B] c(tn) + O(τ 2) . (8)
whereby [A,B] := AB − BA is the commutator of A and B. We get an error
O(τn) if the operators A and B do not commute, otherwise the method is
exact.
3.2 Higher order Splitting methods
We could improve our method by the so called Strang-Splitting method and
also iterative methods, which are of higher order, confer [25] and [22].
The Strang-Splitting method is applied as
∂c∗(t)
∂t
= Ac∗(t) , with tn ≤ t ≤ tn+1/2 and c∗(tn) = cn , (9)
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∂c∗∗(t)
∂t
= Bc∗∗(t) , with tn ≤ t ≤ tn+1 and c∗∗(tn) = c∗(tn+1/2) ,
∂c∗∗∗(t)
∂t
= Ac∗∗∗(t) , with tn+1/2 ≤ t ≤ tn+1 and c∗∗∗(tn+1/2) = c∗∗(tn+1) ,
where the result of the method is cn+1 = c∗∗∗(tn+1).
The splitting error of this method is given as, confer [20],
ρn =
1
24
(τn)2([B, [B,A]]− 2[A, [A,B]]) c(tn) + O((τn)4) , (10)
where we get the second order if the operators do not commute and an exact
result if they commute. We could improve the order by using more intermediate
steps.
The Iterative-Splitting method is applied as
∂tc
i = Aci + Bci−1 with ci(tn) = ci−1(tn+1) ,
∂tc
i+1 = Aci + Bci+1 with ci+1(tn) = ci(tn+1) ,
where i is the iteration-index and the initial-conditions are c0(tn) = 0 and
c−1(tn+1) = 0. We define the error e(tn+1) := ci+1(tn+1)− ci(tn+1) as an error-
boundary for the truncation-error. We get a higher-order method as described
in [22].
We apply the first order splitting for the convection-reaction- and the
diffusion-dispersion-term, because of the dominant space-error. In further ap-
plications we use a higher order splitting-method to get a second-order for the
time-error.
In the next section we present the different discretization methods for the
equations.
4 Discretization
We use finite volume methods for the space-discretization and for the time-
discretization we use explicit or implicit Euler methods. In the next section we
introduce the notation for the space-discretization. Furthermore we describe
the discretization-methods for the further different equation-terms.
4.1 Notation for the Discretization
The time steps for the calculation in the time intervals are (tn, tn+1) ⊂ (0, T ),
for n = 0, 1, . . . . The cells for the computations are given as Ωj ⊂ Ω with
j = 1, . . . , I. The unknown I is the number of the nodes.
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The finite volume methods use a primary and dual mesh to construct the
method. We have to construct the dual mesh for the triangulation T [11] of
the domain Ω. The primary mesh is given for the finite elements in the domain
Ω by T e, e = 1, . . . , E. The polygonal computational cells Ωj are related with
the vertices xj of the triangulation.
For the relation between the neighbor cells and the volumes of each cell
we introduce the following notation. Let Vj = |Ωj | and the set Λj denotes the
neighbor-point xk to the point xj. The boundary of the cells j and k is Γjk.
The flux over the boundary ?Γjk is defined as
vjk =
∫
Γjk
n · v ds . (11)
The inflow-flux is given as vjk < 0, the outflow-flux is vjk > 0. We have
the antisymmetry of the fluxes and denote them as vjk = −vkj . The total
outflow-flux is given by
νj =
∑
k∈out(j)
vjk. (12)
The discretization of the finite volumes allow us to derive an algebraic
system of equations and express our unknowns as cnj ≈ c(xj , tn). The initial
values are given as c0j . The expression of the interpolation schemes could be
given naturally in two ways. The first expression is given with the primary
mesh of the finite elements:
cn =
I∑
j=1
cnj φj(x), (13)
where φj are the standard globally finite element basis functions [11]. The
second expression is possible with the finite volumes and is given as,
cˆn =
I∑
j=1
cnj ϕj(x) (14)
where ϕj are piecewise constant discontinuous functions defined by ϕj(x) = 1
for x ∈ Ωj and ϕj(x) = 0 otherwise.
4.2 Discretization of the convection-equation with first
order test-functions
We use the piecewise constant test-functions for the discretization of the con-
vection equation
∂tR c− v · ∇c = 0 , (15)
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with the simple boundary condition c = 0 for the inflow and outflow boundary
and the initial values c(xj , 0) = c
0
j(x). We derive the following equation with
the upwind discretization done in [11]:
Vj R c
n+1
j = c
n
j (R Vj − τnνj) + τn
∑
k∈in(j)
R cnk vkj . (16)
Because of the explicit time-discretization we have to fulfill the discrete minimum-
maximum property [11]. We get a restriction for the time steps as follows
τj =
R Vj
νj
, τn ≤ min
j=1,...,I
τj (17)
To derive a higher order method for our underlying discretization method,
in the next subsection we explain a reconstruction of the constant test-functions
with linear polynomials. The reconstruction is based on the Godunovs method
and the limiter on the local min-max property.
4.3 Discretization of the convection-equation with a re-
construction to higher order methods
The reconstruction is done in the paper [11] and is here briefly explained for
the next steps.
The linear polynomials are reconstructed over the element-wise gradient,
confer [23], and are given as
un(xj) = c
n
j , (18)
∇un|Vj =
1
Vj
E∑
e=1
∫
T e∩Ωj
∇cndx , (19)
with j = 1, . . . , I .
The piecewise linear functions are given by
unjk = c
n
j + ψj∇un|Vj (xjk − xj) , (20)
with j = 1, . . . , I ,
where ψj ∈ (0, 1) are the limited parameters, which have to fulfill the discrete
minimum maximum property.
The piecewise linear functions are given by
unjk = c
n
j + ψj∇un|Vj(xjk − xj) , j = 1, . . . , I ,
where ψj ∈ (0, 1) is the limiter, which has to fulfill the discrete minimum-
maximum property, as described in [11].
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We also use the limitation of the flux to get no overshooting, when trans-
porting the mass and receive the maximal time-step.
The restrictions for the concentration are given as
u˜njk = u
n
jk +
τj
τn
(cnj − unjk) . (21)
Using all the previous schemes the discretization for the second order is
written in the form
RVjc
n+1
j = RVjc
n
j − τn
∑
k∈out(j)
u˜njkvjk + τ
n
∑
l∈in(j)
u˜nljvlj . (22)
We improve the discretization of the convection-equation by embedding
the reaction-equation and derive a higher order method for the convection-
reaction equation. This discretization method is constructed without using
the operator-splitting method and therefore we could skip the former splitting-
error.
4.4 Discretization of the convection-reaction-equation
with embedded one dimensional analytical solutions
We apply the one-dimensional Godunovs method for the discretization, confer
[23], and enlarge it with the solution of convection-reaction-equations. We
add the solutions for the reaction-equation to our convection-equation. We
reduce the equation to one-dimensional problem, solve the equation exactly
and transform the one-dimensional mass to the multi-dimensional equation.
The discretization of the equation is denoted as
∂t cl +∇ · vl cl = −λl cl + λl−1 cl−1,
with l = 1, . . . , m.
The velocity vector v is divided by Rl. The initial conditions are given as
c0l = cl(x, 0) for l = 1 and c
0
l = 0 for l = 2, . . . , m. The boundary conditions
are trivial and given as cl = 0 for l = 1, . . . , m.
The maximal time-steps over all cells are first calculated. The time step
for cell j and concentration i with the use of the total outflow fluxes is denoted
as
τi,j =
Vj Ri
νj
, νj =
∑
k∈out(j)
vjk .
We get the restricted time step for the local time steps of each cells and their
components. They are calculated with the minimum over each time-step and
are given as
τn ≤ min
i=1,...,m
j=1,...,I
τi,j .
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The velocity of each discrete equation is given by
vi,j =
1
τi,j
.
We could calculate the analytical solution of the mass, because we derive the
analytical solution of the concentrations, confer section 5 by using equation
(49) and (51). We denote the mass-function as
mni,jk,out = mi,out(a, b, τ
n, v1,j, . . . , vi,j, R1, . . . , Ri, λ1, . . . , λi) ,
mni,j,rest = m
n
i,j f(τ
n, v1,j , . . . , vi,j, R1, . . . , Ri, λ1, . . . , λi) ,
where a = VjRi(c
n
i,jk − cni,jk′) , b = VjRicni,jk′ and mni,j = VjRicni,j are the
parameters. The linear impulse in the finite-volume cell is given by cni,jk′ for
the concentration on the inflow- and cni,jk for the concentration on the outflow-
boundary of the cell j.
The improved discretization with the embedded analytical mass is calcu-
lated by
mn+1i,j −mni,rest = −
∑
k∈out(j)
vjk
νj
mi,jk,out +
∑
l∈in(j)
vlj
νl
mi,lj,out ,
where
vjk
νj
is the re-transformation of the total mass mi,jk,out in the partial
mass mi,jk . The mass in the next time-step is m
n+1
i,j = Vj c
n+1
i,j and in the old
time-step it is the rest mass for the concentration i . The proof is done in [14].
In the next section we describe the discretization for the reaction-equations,
which are solutions for systems of ordinary differential equations.
4.5 Discretization of the Reaction-equation
The reaction-equation is an ordinary-differential equation and is given as fol-
lows:
∂tRici = −λiRici + λi−1Ri−1ci−1 , (23)
where i = 1, . . . , m and the initial decay-rate is given as λ0 = 0. The decay-
factors are λi ≥ 0.0 and the constant retardation-factors are Ri > 0.0. The
initial-conditions are c1(x, t
0) = c01 and ci(x, t
0) = 0 with i = 2, . . . , m.
We could derive the solutions for these equations, confer [3], and get the
analytical solutions
ci = c01
R1
Ri
Λi
i∑
j=1
Λj,i exp(−λj t) , (24)
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whereby i = 1, . . . , m. The solutions are defined for all λj = λk for j = k and
j, k ∈ 1, . . . ,M .
The factors Λi and Λj,i are
Λi =
i−1∏
j=1
λj , Λj,i =
i∏
j=1
j =k
1
λk − λj . (25)
For pairwise equal reaction-factors we have derived the solution in our work
[14].
In the next subsection we introduce the discretization of the nonlinear
reaction-equation.
4.6 Discretization of the Nonlinear Reaction-equation
The nonlinear reaction-equation is an ordinary-differential equation and is
given as follows
∂tRi(ci) = −λiRi(ci) + λi−1Ri−1(ci−1) , (26)
where i = 1, . . . , m and λ0 = 0. The decay-factors are λi ≥ 0.0 and the non-
linear retardation-factors Ri(ci) are given in section 2. The initial-conditions
are c1(x, t
0) = c01 and ci(x, t
0) = 0 with i = 2, . . . , m.
For derivation of the solution we apply a transformation to a linear reaction-
equation and solve the equation analytically as presented in subsection 4.5 and
then we apply a Newton-solver to derive the solution for the fix-point problem.
We explain the following solution steps.
To get a linear reaction equation we apply the transformation
ui = Ri(ci) , (27)
where i = 1, . . . , m.
We get the equations
∂tui = −λiui + λi−1ui−1 , (28)
where i = 1, . . . , m and λ0 = 0 is. The decay-factors are λi ≥ 0.0 and the non-
linear retardation-factors Ri(ci) are given in section 2. The initial-conditions
are given as u1(x, t
0) = R1(c01) and ui(x, t
0) = 0 with i = 2, . . . , m.
We could derive the solutions for these equations, confer [3], as
ui = u01 Λi
i∑
j=1
Λj,i exp(−λj t) , (29)
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where i = 1, . . . , m. The solutions are defined for all λj = λk for j = k and
j, k ∈ 1, . . . ,M .
The factors Λi and Λj,i are given as
Λi =
i−1∏
j=1
λj , Λj,i =
i∏
j=1
j =k
1
λk − λj . (30)
For pairwise equal reaction-factors we have derived the solution in our work
[14].
We re-transform to the original variables ci by using a Newton-solver and
solve the nonlinear algebraic equation
ui − Ri(ci) = 0 , (31)
where i = 1, . . . , m.
The roots ci for the algebraic equation (31) are the results of our nonlinear
reaction-equation.
In the next subsection we introduce the discretization of the diffusion-
dispersion-equation.
4.7 Discretization of the Diffusion-Dispersion-equation
We discretize the diffusion-dispersion-equation, because of their stabile behav-
ior with implicit time-discretization and finite volume method. The diffusion-
dispersion equation is denoted as
∂tR c−∇ · (D∇c) = 0 , (32)
where c = c(x, t) with x ∈ Ω and t ≥ 0 . The Diffusions-Dispersions-Tensor
is D = D(x,v) given by the Scheidegger-approach, confer [24]. The velocity
is given by v and is piecewise constant in the cells. The retardation-factor is
R > 0.0.
The boundary-values are given as n · D ∇c(x, t) = 0, whereby x ∈ Γ is
the boundary Γ = ∂Ω, confer [10]. The initial conditions are denoted by
c(x, 0) = c0(x).
We integrate equation (32) over space and time and get
∫
Ωj
∫ tn+1
tn
∂tR(c) dt dx =
∫
Ωj
∫ tn+1
tn
∇ · (D∇c) dt dx . (33)
The integration over time is done with the backward-Euler method and we
could exact integrate the left-hand side of equation (33). The right-hand side
is discretized with the lumping for the diffusion-dispersion term, confer [14]∫
Ωj
(R(cn+1)− R(cn)) dx = τn
∫
Ωj
∇ · (D∇cn+1) dx . (34)
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The equation (34) is discretized over the space with respect of using the Greens-
formula and we obtain the following equation
∫
Ωj
(R(cn+1)− R(cn)) dx = τn
∫
Γj
D n · ∇cn+1 dγ , (35)
where Γj is the boundary of the finite volume cell Ωj . We use the approxima-
tion in space, confer [14].
The integration of equation (35) is done for finite boundary and using of
the middle-point rule yields
VjR(c
n+1
j )− VjR(cnj ) = τn
∑
e∈Λj
∑
k∈Λej
|Γejk|nejk ·Dejk∇ce,n+1jk , (36)
where |Γejk| is the length of the boundary-element Γejk. The gradients are
calculated with the piecewise finite-element-function φl and we get
∇ce,n+1jk =
∑
l∈Λe
cn+1l ∇φl(xejk) . (37)
Using the difference-notation for the neighbor-points j and l, confer [12],
leads to the following discretization form.
VjR(c
n+1
j )− VjR(cnj ) = (38)
= τn
∑
e∈Λj
∑
l∈Λe\{j}
( ∑
k∈Λej
|Γejk|nejk ·Dejk∇φl(xejk)
)
(cn+1j − cn+1l ) ,
where j = 1, . . . , m.
In the next section we describe the analytical solutions for the new discretization-
methods of the convection-reaction-equation based on finite volume methods.
5 Analytical solutions
For the next section we transformed our equations to the following system of
one-dimensional convection-reaction-equations without diffusion. The equa-
tions are given as
∂tci + vi∂xci = −λici + λi−1ci−1 , (39)
for i = 1, . . . , m. The unknown m is the number of components. The un-
known functions ci = ci(x, t) denote the contaminant concentrations. They
are transported with piecewise constant (and in general different) velocities vi.
They decay with constant reaction rates λi. The space-time domain is given
by (0,∞)× (0, T ).
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We assume simple (irreversible) form of decay chain, e.g. λ0 = 0, and for
each contaminant only a single source term λi−1ci−1 is given. For simplicity
we assume that vi > 0 for i = 1, . . . , m.
We describe the analytical solutions with piecewise linear initial conditions.
But also all other piecewise polynomial functions could be derived, confer [14].
For boundary conditions we take zero concentrations at inflow boundary
x = 0 and the initial conditions are defined for x ∈ (0, 1) with
c1(x, 0) =
{
ax + b , x ∈ (0, 1)
0 otherwise
,
ci(x, 0) = 0 , i = 2, . . . , m ,
(40)
where a, b ∈ IR+ are constants.
The Laplace-Transformation is used for the transformation of the partial
differential equation into the ordinary differential equation, described in [16].
The ordinary differential equations are solved and the solutions are described
in [5]. We re-transformed the solution in the original space of the partial
differential equations. We could then use the solution for the one-dimensional
convection-reaction-equation, confer [14].
The solutions are given as
c1(x, t) = exp(−λ1t)
⎧⎪⎨
⎪⎩
0 , 0 ≤ x < v1t
a(x− v1t) + b , v1t ≤ x < v1t+ 1
0 , v1t + 1 ≤ x
, (41)
ci(x, t) = Λi
⎛
⎜⎝ i∑
j=1
exp(−λjt)Λj,i
i∑
k=1
k =j
Λjk,iAjk
⎞
⎟⎠ , (42)
Ajk =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 , 0 ≤ x < vjt
a(x− vjt)
+(b− a
λjk
)(1− exp(−λjk(x− vjt))) , vjt ≤ x < vjt + 1
(b− a
λjk
+ a) exp(−λjk(x− vjt− 1))
−(b− a
λjk
) exp(−λjk(x− vjt)) , vjt+ 1 ≤ x
,(43)
where the general solutions have the following definition-array
vi = vj , λi = λj , λij = λik and vi = vj ∧ λi = λj ,
∀ i, j, k = 1, . . . ,M , if i = j ∧ i = k ∧ j = k.
The further abbreviation for λjk and Λi are
λkj = λjk :=
λj − λk
vj − vk , Λi :=
i−1∏
j=1
λj , (44)
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and the factors Λj,i and Λjk,i are
Λj,i =
⎛
⎜⎝ i∏
k=1
k =j
1
λk − λj
⎞
⎟⎠ ,Λjk,i =
⎛
⎜⎜⎜⎝
i∏
l=1
l=j
l=k
λjl
λjl − λjk
⎞
⎟⎟⎟⎠ . (45)
The solutions are used in the discretization methods for the embedded ana-
lytical mass. To complete the study for the analytical solutions, we introduce
the special solutions for the equal reaction-parameter λl = λa(l).
5.1 Mass reconstruction and Analytical solution of the
Mass
For the embedding of the analytical mass in the discretization method, we
need the mass transfer of the norm-interval (0, 1) . We use the fact that re-
construction is given by the total mass as
mi,sum(t) = mi,rest(t) + mi,out(t) (46)
The integrals are computed over the normed cell (0, 1). We integrate first
the mass that retains in the cell i and then we calculate the total mass. The
difference between the total mass and the residual mass is the out-flowing mass
which is used for the discretization.
We have derived the residual mass, confer [14], and it is denoted as
mi,rest(t) =
i−1∏
j=1
λj
i∑
j=1
(
i∏
k=1
k =j
1
λk − λj ) (47)
exp(−λjt)
⎛
⎜⎝a(1− vjt)2
2
+ b(1− vjt−
i∑
k=1
k =j
1
λjk
)
−a(1− vjt)(
i∑
k=1
k =j
1
λjk
) + a
( i∑
k=1
k =j
1
λjk
(
i∑
l≥k
l=j
1
λjl
)
)⎞⎟⎠ ,
where the parameters λjk are given in the equation (44) .
The total mass is calculated by the solution of the ordinary equation and
the mass of the initial condition. The solution of the total mass is derived as
mi,sum(t) =
i−1∏
j=1
λj
( i∑
j=1
(
i∏
k=1
k =j
1
λk − λj ) exp(−λjt)
)
(
a
2
+ b) .
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The out-flowing mass is defined for further calculations
mi,out(τ
n) = mi,sum(τ
n)−mi,rest(τn) , (48)
mi,out(τ
n) = mi,out(a, b, τ
n, v1, . . . , vi, R1, . . . , Ri, λ1, . . . , λi) , (49)
mi,sum(τ
n) = fni (a
1
2
+ b) , (50)
fni (τ
n) = f(τn, v1, . . . , vi, R1, . . . , Ri, λ1, . . . , λi) , (51)
whereby τn is the time-step, v1, . . . , vi are the velocity-, R1, . . . , Ri are the
retardation- , λ1, . . . , λi the reaction-parameters and a, b are the parameters
for the linear impulse for the initial conditions.
In the next section we describe the used solvers for the implicit time-
discretized equations. We introduce the solver based on multi-grid methods.
6 Solvers
For solving the implicit discretized diffusion-dispersion equation or the diffusion-
dominant convection-diffusion equation, we use iterative methods. The dis-
cretization results in the linear system of equations Ax = b. Because of the
local discretization method and the knowledge of the stabile solvers for this
kind of equations, we use the Multi-grid-solvers to solve our equation. These
solver methods are used for this type of parabolic equations, confer [18]. We
could use the standard convergence-results of these methods.
We will briefly introduce the methods and for an intensive study we refer
to the literature [29], [28].
We have the following linear equation-system
Ax = b , A ∈ IRI×I , b ∈ IRI , (52)
whereby A is regular, x is the unknown and b is the right hand side.
The iteration-method is given as :
xm+1 = Mxm + Nb , m ∈ IN , (53)
whereby b is the right-hand side. and we get a consistent iteration-method for
M = 1 −NA . (54)
whereby 1 is the identity matrix. The matrix M is denoted as iteration-matrix.
We could modify equation (53) for the second normal-form given as
xm+1 = xm −N(Axm − b) . (55)
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The iteration-method is applied for the multi-grid method [18].
We introduce the multi-grid methods
MMG0 := 0 , (56)
MMG1 := M
ZG
1 , (57)
MMGl := M
ZG
l + S
ν2
l p (M
MG
l−1 )
γ A−1l−1 r Al S
ν1
l , (58)
where Sl is the smoother, p is the prolongation, r is the restriction, ν1 are
the pre-smoothing steps and ν2 the post-smoothing-steps. The coarse-grid
correction MMGGl is defined as
MMGGl := 1 − p (I − (MMGl−1 )γ) A−1l−1 r Al . (59)
We use these iteration-methods to solve our equations on a grid-hierarchy,
confer [14].
In the next section we introduce our used R3T -software-tools.
7 Software-tools R3T
The methods introduced in the last sections are programmed in our flexible
software-tool R3T . The software package R3T is developed for solving 2d and
3d transport- and reaction-equations for multiple species in flowing ground-
water based on a porous media. We developed the solutions of convection-
dominant equations and improved the discretizations to use coarser grids and
therefore larger time-steps. The package includes the error-estimators, solvers
and discretization methods. We have developed nonlinear solvers for our non-
linear reaction-equations. For the parameter of the equation and the velocity-
field we use input-files to set the different values. These dates are read in
run-time and for a new run we could change the values for a new configu-
ration. The solutions of the equations are written in output-files and could
be used for different post-processors. We have visualized our results with the
visualization-program Grape [17]. For the testing we use different waste-case
scenarios for different initial conditions, see section 8. The methods are sep-
arately tested in various one- and two-dimensional test-cases with underlying
analytical solutions.
The tool R3T is based on the software-tool ug, confer [2], which is based
on unstructured grid. The methods for these unstructured grids are pro-
grammed in different libraries and are modular programmed. Based on the
grid-hierarchy, the solvers, e.g. multi-grid solvers, discretization-methods with
respect of adaptive methods are programmed. The idea behind is a flexible tool
with common libraries of solvers, discretization-methods, error-estimators and
a flexible application-level for applications in physical- and chemical-models.
The applications are presented in the next section with benchmark and
waste-case scenarios.
2196 J. Geiser
8 Numerical experiments
In the first part we introduce a numerical example with analytical solutions
to verify our underlying numerical method. In the second part we present a
numerical example for a waste-disposal in 2d in a complex domain.
8.1 Waste-Case Scenarios
We calculate scenarios of waste-cases which help to get new conclusions about
the waste-disposals in salt-domes.
We have a model based on an overlying-rock over a salt-dome. We suppose
a waste-case, so that a permanent source of radioactive contaminant ground-
water flows from the bottom of the overlying rock, where the waste-disposal
is suited. We suppose that the contaminants are flown with the groundwater,
which is flown through the overlying rock. Based on our model we should
calculate the transport and the reaction of these contaminants coupled with
decay-chains. The simulation time should be 10000[a] (where [a] is shortened
as years) and we should calculate the concentration that is flown till the top of
the overlying rock. With these data one could conclude if the waste-disposal
is save enough.
Two cases are next presented with the realistic data. The first case is a
benchmark-example. The second case is a scenario with a possible domain and
realistic model parameters, confer [7] and [8].
8.2 First example for a waste scenario
We introduce a benchmark-problem for a possible example for a waste-scenario.
For this scenario an analytical solution is derived and we could compare the
different solutions. The example is calculated with realistic parameters.
A realistic potential waste scenario is simulated for a waste disposal for
radioactive contaminants.
For simplicity we reduce the model-domain to an one-dimensional model-
domain. For this domain we could apply our analytical methods. We simulate
the convection-reaction-equation for long time-scales.
The realistic parameters are used from a long-time-analysis for a waste-
disposal. We could use this experiment to simulate a waste-disposal for a
simple domain, but with respect to the domain-scales of our original domain.
For this example the analytical solutions exist and therefore we could compare
the numerical solutions. The retardation- and exchange-processes could be
simulated with this example.
The calculations are used as a pre-step before the more complex models in
2d and 3d, for which no analytical solutions are known for arbitrary domains
and parameters.
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The following example is a decay-chain for the Neptunium-row and presents
the strong variation in the retardation and decay-factors with respect of large
scales, where in the following [s] is shortened as seconds).
The decay-chain is given as
Am-241 → Np-237 → U-233 → Th-229 .
The retardation-factors are
RAm = 200.2 , RNp = 2.2 , RU = 1.6 , RTh = 2000.2 .
The porosity is φ = 0.5 .
The decay-rates are
T1/2,Am = 1.3639 10
10 [s] , T1/2,Np = 6.7659 10
13 [s] ,
T1/2,U = 15.0239 10
12 [s] , T1/2,Th = 2.4867 10
11 [s] .
For our simulations we consider a time-period of 6340 [a]. The time-step-
width is restricted with a time-step control, for which we use the Courant-
number 0.5, confer [14]. The domain of our model is 8000 [m]× 1000 [m].
The initial-conditions are given as a triangle-impulse with the length 500 [m].
The impulse is spread out in the y-direction, we have therefore an one-dimensional
test-example. The initial concentration is 1.0.
The boundary-conditions are trivial inflow- and outflow-conditions, where n ·
v ci = 0. There will be no source-terms, e.g. Q˜i = 0.0 for i = 1, . . . , 4.
The velocity is one-dimensional in x-direction and constant in the domain
with v = (2 · 10−8, 0)T [m/s].
We compute the error-norms and convergence-orders for the numerical re-
sults for the different grid-levels.
We use the operator-splitting method as standard-method and discretize
with finite volume-methods the convection-equation and with analytical so-
lution the reaction equation. We use our new discretization method with
embedded analytical solutions for our modified method and could skip the
splitting-error.
The standard- and modified methods are compared in the following subsec-
tions.
Standard-Method
In the following computations we use the standard-methods for our cal-
culations. The errors are computed with the L1-norm. The absolute error is
calculated between the numerical and analytical solutions.
The large scale-differences reached over multi-decimal scales are transferred
to the absolute errors of the computations. In Table 1 are presented the results
for the absolute errors.
The numerical convergence-orders are calculated with the absolute errors
and presented in Table 2.
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l E1L1 E
2
L1
E3L1 E
4
L1
4 4.13 10−1 1.96 106 2.71 103 3.14 10−4
5 1.59 10−1 8.62 105 1.31 103 9.55 10−5
6 5.66 10−2 4.28 105 6.52 102 4.20 10−5
7 2.1 10−2 2.15 105 3.26 102 1.66 10−5
Table 1: The absolute L1-error for the standard-method for the one-
dimensional model-problem and realistic parameters.
l ρ1L1 ρ
2
L1 ρ
3
L1 ρ
4
L1
4 - - - -
5 1.58 1.18 1.04 1.7
6 1.44 1.01 1.006 1.18
7 1.43 0.99 1.0 1.2
Table 2: The convergence-order for the L1-errors for the standard-method for
the one-dimensional model-problem and the realistic parameters.
Therefore the smooth initial-impulses for the first components are of higher
convergence-order. The next components calculated with the standard-method
are of convergence-order 1. The standard-method has for the higher compo-
nents low order results. We improve the results with our new modified method.
Modified method
The numerical calculations with the modified method are compared with
the analytical solutions in the L1-norm. In Table 3 we give the L1-errors.
l E1L1 E
2
L1 E
3
L1 E
4
L1
4 4.13 10−1 1.19 106 3.188 102 4.355 10−4
5 1.54 10−1 2.46 105 5.33 101 5.66 10−5
6 5.66 10−2 8.92 104 1.13 101 1.02 10−5
7 2.10 10−2 2.35 104 2.89 100 2.89 10−6
Table 3: The absolute L1-error for the modified method with the one-
dimensional model-problem and the realistic parameters.
The numerical convergence-orders for the modified method is given in Table
4.
The modified method satisfied our improved methods with the higher or-
der convergence-results which are described in the theory of the large scale
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l ρ1L1 ρ
2
L1
ρ3L1 ρ
4
L1
4 - - - -
5 1.58 2.27 2.58 2.94
6 1.44 1.58 2.23 2.47
7 1.43 1.93 1.967 1.72
Table 4: The convergence-order with the L1-errors for the modified method
with the one-dimensional model-problem and the realistic parameters.
problems.
The results are displayed graphically. The initial-condition for the for the
first component are presented in Figure 1.
x
t=0.0c
1
Figure 1: Initial-condition of the first component in the time t = 0 [a] .
In the next presentations in Figure 2 we display the propagation of the
components till the end-time-point 6340 [a].
The first component is most retarded and therefore less transported. The
second and third components are less retarded and more transported. The
fourth component is at most retarded and very less transported. Because of
the coupling through the decay with the predecessor-components the impulse
is spread out till the predecessor concentration.
In the next section we describe a two dimensional waste-case with different
sources.
8.3 Second waste-case : Two Dimensional Model with
different sources
We have a model-domain in the size of 6000[m] × 150[m] with 4 different
layers with different permeabilities, confer [7]. The domain is spooled with
groundwater from the right boundary to the left boundary. The groundwater
is flowing faster through the permeable layer than through the impermeable
layers. Therefore the groundwater flows from the right boundary to the half
middle of the domain. It is flowing through the permeable layer down to
the bottom of the domain and spools up in the left domain to the top. The
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Figure 2: The propagation of the contaminants after 6340 [a] with an one-
dimensional cut and a color plot.
groundwater flows in the left top part to the outflow at the left boundary. The
flow-field with the velocity is calculated with the program-package d3f and
presented in Figure 3.
In the middle-bottom of the domain the contaminants are flown in as a
permanent source. With the stationary velocity-field the contaminants are
computed with the software-package R3T . The flow-field transports the ra-
dioactive contaminants till the top of the domain. The decay-chain is presented
with 26 components as follows
Pu−244→ Pu−240→ U−236→ Th−232→ Ra−228
Cm−244→ Pu−240
U−232
Pu−241→ Am−241→ Np−237→ U−233 → Th−229
Cm−246→ Pu−242→ U−238→ U−234 → Th−230→
Ra−226→ Pb−210
Am−242→ Pu−238→ U−234
Am−243→ Pu−239→ U−235→ Pa−231→ Ac−227 .
We concentrate on the important decay-chain :
Am−243→ Pu−239→ U−235.
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Figure 3: Domain with different layers and Flow-field for a two-dimensional
calculation.
We present the important concentration in this decay-chain. In the top figure 4
the contaminant Uranium-isotope U-236 after 100[a] is presented. This isotope
is less retarded and has a very long half-life period. Therefore the contaminant
is flown as furthest and decays less. This effect is presented in bottom figure
5. The diffusion-process has spread out the contaminant in the whole left
part of the domain. Also the impermeable layer is contaminated. After the
time-period of 10000[a] the contaminant is flown till the top of the domain.
The calculations are done on uniform grids. The convergence of these grids
are confirmed with adaptive grid-calculations. The calculation confirmed the
results of finer and smaller time-steps, confer table 5. The beginning of the
calculations is done with explicit methods till the character of the equations
is more diffusive-dominant. Then we change to the implicit methods and
could use larger time-steps. With this procedure we could fulfill the forced
calculation time of maximal one day.
The calculations are done with Athlon-processors on a 64 Bit-architecture
with 1.4 GHz.
Finally we conclude in our paper with the next section.
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Figure 4: Concentration of U-236 at the time-point t = 300[a] and different
concentrations.
Processors Refinement Number of Number of Time for Total
Elements Time-steps one time-step Time
64 uniform 2437120 5000 26.7 sec. 37.5 h.
256 uniform 9748480 5000 28.5 sec. 40.5 h.
Table 5: Computing of the two-dimensional case and different wells.
9 Conclusions and Discussions
We present a discretization and solver methods for solving a complex system
of convection-diffusion-dispersion-reaction equations. Based on the decoupling
idea we discretized our simpler equations with higher order methods. With
a new technique of embedded analytical solution we improve the standard
discretization methods. The analytical solutions for the simpler equations
and their application in our methods are described. We presented our solvers
and the fundamental program-tool. The examples for the waste-disposals are
presented in a benchmark-scenario and a realistic scenario.
We confirmed that a complex model can be simulated with the help of
discretization and solver methods.
In the future we focus on the development of improved discretization meth-
ods with respect to their parallel applications and on the idea of constructing
splitting-methods of higher order for decoupling in simpler nonlinear convection-
diffusion-reaction-equations.
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Figure 5: Concentration of U-236 at the time-point t = 1000[a] and different
concentrations.
References
[1] M. Abramowitz, I.A. Stegun. Handbook of Mathematical Functions, Dover
Publication New York, 1970;
[2] P. Bastian, K. Birken, K. Eckstein, K. Johannsen, S. Lang, N. Neuss,
and H. Rentz-Reichert. UG - a flexible software toolbox for solving partial
differential equations. Computing and Visualization in Science, 1(1):27–
40, 1997.
[3] H. Bateman. The solution of a system of differential equations occurring
in the theory of radioactive transformations. Proc. Cambridge Philos.
Soc., v. 15, pt V:423–427, 1910.
[4] B. Davis. Integral Transform and Their Applications. Applied Mathemat-
ical Sciences, 25, Springer Verlag, New York, Heidelberg, Berlin, 1978.
[5] G.R. Eykolt. Analytical solution for networks of irreversible first-order
reactions. Wat.Res., 33(3):814–826, 1999.
[6] E. Fein, T. Ku¨hle, and U. Noseck. Entwicklung eines Programms zur
dreidimensionalen Modellierung des Schadstofftransportes. Fachliches
Feinkonzept , Braunschweig, 2001.
[7] E. Fein. Test-example for a waste-disposal and parameters for a decay-
chain. Private communications, Braunschweig, 2000.
[8] E. Fein. Physical Model and Mathematical Description. Private commu-
nications, Braunschweig, 2001.
2204 J. Geiser
[9] P. Frolkovicˇ and J. Geiser. Numerical Simulation of Radionuclides Trans-
port in Double Porosity Media with Sorption. Proceedings of Algorithmy
2000, Conference of Scientific Computing, 28-36, 2000.
[10] P. Frolkovicˇ. Flux-based method of characteristics for contaminant trans-
port in flowing groundwater. Computing and Visualization in Science,
5(2):73-83, 2002.
[11] P. Frolkovicˇ and J. Geiser. Discretization methods with discrete minimum
and maximum property for convection dominated transport in porous me-
dia. Proceeding of NMA 2002, Bulgaria, 2002.
[12] P. Frolkovicˇ and H. De Schepper. Numerical modelling of convection
dominated transport coupled with density driven flow in porous media.
Advances in Water Resources, 24:63–72, 2001.
[13] J. Geiser. Numerical Simulation of a Model for Transport and Reaction
of Radionuclides. Proceedings of the Large Scale Scientific Computations
of Engineering and Environmental Problems, Sozopol, Bulgaria, 2001.
[14] J. Geiser. Gekoppelte Diskretisierungsverfahren fu¨r Systeme von
Konvektions-Dispersions-Diffusions-Reaktionsgleichungen. PhD-Thesis,
University of Heidelberg, Germany, 2004.
[15] J. Geiser. R3T : Radioactive-Retardation-Reaction-Transport-Program for
the Simulation of radioactive waste disposals. Proceedings: Computing,
Communications and Control Technologies: CCCT 2004, The University
of Texas at Austin and The International Institute of Informatics and
Systemics (IIIS), to appear, 2004.
[16] M.Th. Genuchten. Convective-Dispersive Transport of Solutes involved
in sequential first-order decay reactions. Computer and Geosciences,
11(2):129–147, 1985.
[17] GRAPE. GRAphics Programming Environment for mathematical prob-
lems, Version 5.4. Institut fu¨r Angewandte Mathematik, Universita¨t
Bonn und Institut fu¨r Angewandte Mathematik, Universita¨t Freiburg,
2001.
[18] W.Hackbusch. Multi-Gird Methods and Applications. Springer-Verlag,
Berlin, Heidelberg, 1985.
[19] K.Higashi und Th.H. Pigford. Analytical models for migration of ra-
dionuclides in geologic sorbing media. Journal of Nuclear Science and
Technology, 17(9):700–709, 1980.
Analytical solutions 2205
[20] W.H. Hundsdorfer. Numerical Solution od Advection-Diffusion-Reaction
Equations. Technical Report NM-N9603, CWI, 1996.
[21] W.A. Jury, K. Roth. Transfer Funktions and Solute Movement through
Soil. Bikha¨user Verlag Basel, Boston, Berlin, 1990 .
[22] J.Kanney, C.Miller and C. Kelley. Convergence of iterative split-operator
approaches for approximating nonlinear reactive transport problems. Ad-
vances in Water Resources, 26:247–261, 2003.
[23] R.J. LeVeque. Finite Volume Methods for Hyperbolic Problems. Cam-
bridge Texts in Applied Mathematics ,
[24] A.E. Scheidegger. General theory of dispersion in porous media. Journal
of Geophysical Research, 66:32–73, 1961.
[25] G. Strang. On the construction and comparision of difference schemes.
SIAM J. Numer. Anal., 5:506–517, 1968.
[26] Y. Sun, J.N.Petersen and T.P. Clement. Analytical solutions for multiple
species reactive transport in multiple dimensions. Journal of Contaminant
Hydrology, 35:429–440, 1999.
[27] J.,G. Verwer and B. Sportisse. A note on operator splitting in a stiff linear
case. MAS-R9830, ISSN 1386-3703, 1998.
[28] G.Wittum. Multi-grid Methods : A introduction. Bericht 1995-5, Institut
fu¨r Computeranwendungen der Universita¨t Stuttgart, Juni 1995.
[29] H.Yserentant. Old and New Convergence Proofs for Multigrid Methods.
Acta Numerica, 285–326, 1993.
[30] Z. Zlatev. Computer Treatment of Large Air Pollution Models. Kluwer
Academic Publishers, 1995.
Received: April 3, 2007
