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Constraints on cosmic curvature with lensing time delays and gravitational waves
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Assuming the ΛCDM model, the CMB and BAO observations indicate a very flat Universe.
Model-independent measurements are therefore worth studying. Time delays measured in lensed
quasars provide the time delay distances. When compared with the luminosity distances from Su-
pernova Ia observation, the measurements can provide the curvature information under the Distance
Sum Rule of FLRW metric. This method is limited by the low redshifts of SNe Ia. In this work,
we propose gravitational waves from the Einstein Telescope as standard sirens which reach higher
redshifts covering the redshift range of lensed quasars from Large Synoptic Survey Telescope, could
provide much more stringent constraints on the curvature. We first consider a conservative case
where only 100 gravitational waves with electromagnetic counterparts are available, the 1σ uncer-
tainty for the curvature parameter Ωk is 0.057. In an optimistic case with 1000 signals available,
then Ωk uncertainty is 0.027. Combining with SNe Ia from Dark Energy Survey, Ωk can be further
constrained to 0.027 and 0.018, respectively.
PACS numbers:
INTRODUCTION
ΛCDM is generally considered as the best description
of the Universe, where ∼ 70% of the energy budgets
come from the dark energy mimicking a cosmological
constant and accelerating the Universe, while most of
the rest are from cold dark matter. Recently, this con-
cordance scenario has been challenged. The local su-
pernova Ia (SN Ia) observation based on distance lad-
der method claims an obviously larger Hubble constant
(H0) than the cosmic microwave background measure-
ments based on ΛCDM model, i.e., H0 has been unprece-
dentedly constrained, however, in different directions [1].
This “H0 tension problem” could arise from either sys-
tematics or a violation of ΛCDM. Development of in-
dependent probes, for example, the strong lensing time
delays [2, 3], may help us understand this discrepancy or
reveal new physics.
The cosmic curvature is another crucial cosmological
parameter which affects the evolution of our Universe
and the dark energy properties. Any deviation from a
flat Universe would bring big problems in inflation theory
and fundamental physics. The CMB plus BAO measure-
ments have shown the Universe is quite flat [4–6] with the
latest constraint Ωk = 0.001 ± 0.002 [7]. However, like
H0, the results are based on ΛCDM. Therefore, model-
independent measurements of the curvature can also test
ΛCDM and are worth developing. Similarly, any cur-
vature tension with CMB might be another evidence of
ΛCDM violation.
Moreover, the curvature is related to testing the FLRW
metric, a more fundamental cosmological assumption [8].
By comparing observational determinations of the ex-
pansion rates and cosmological distances, the curvature
evolving with redshift was model-independently recon-
structed to test the FLRW metric [9–11], though the
constraints were weak due to the requirement of con-
structing the derivative of noisy distance measure data
in these methods. To avoid this, the comoving distances
were reconstructed by Hubble parameter data and used
to confront with luminosity distances [12] and angular di-
ameter distances [13] which encode the curvature. How-
ever, the reconstructed comoving distances are correlated
by Gaussian Process and may underestimate the uncer-
tainties [14].
Strong gravitational lensing by galaxies [15] has be-
come a useful tool in studying astrophysics and cosmol-
ogy. There are two popular approaches to measuring
the distances. Firstly, one could assume a simple lens
model, for example, the Singular Isothermal Sphere (SIS)
or its extensions, and apply to a set of lenses. With
the measurements of central velocity dispersions, the
Einstein radii, the two diameter distance ratios Dls/Ds
can be inferred. Under the Distance Sum Rule (DSR),
the curvature and be constrained by comparing with
SNe Ia [16]. However, the uncertainty was quite large
−1.22 < Ωk < 0.63 within 2σ uncertainty. Besides, the
systematics would be large if one takes the universal sim-
ple lens model [18–20]. To get a robust constraint, the
time delay method were proposed where the lens mod-
elling processes are for individual lenses [21, 22]. The
observation of host arcs, velocity dispersion, and AGN
images with time delay measurements from their light
curves can provide precise and accurate information on
the time delay distance DlDs/Dls. However, the red-
shifts of SNe Ia from Dark Energy Survey (DES) are low
< 1.3 while the lens sources from Large Synoptic Sur-
vey Telescope (LSST) can reach z ∼ 5 [21]. We can
therefore only utilize a small fraction of the lensing data.
Besides, supernovae only give the relative distances with
unknown intrinsic brightness. The direct luminosity dis-
tances with high redshifts can significantly improve the
constraint precision.
On the other hand, gravitational waves (GWs) pre-
2dicted by General Relativity are transverse waves of spa-
tial strain, travelling at speed of light. Several signals
have recently been recorded by Advanced LIGO and
VIRGO detectors [23–25] including a binary neutron star
system with electromagnetic counterparts [26]. As stan-
dard sirens, the waveforms of chirping signals from binary
star systems provide the direct luminosity distance infor-
mation [27, 28]. If the redshifts of GW sources can be
measured in other astrophysical approaches, for exam-
ple, from their electromagnetic (EM) counterparts, we
can get the distance-redshift relation applied in cosmol-
ogy. The short gamma ray burst (SGRB) is one of the
most promising EM counterparts, once it is confirmed,
the redshift can be measured from its host galaxy or af-
terglow. The next generation detectors like the Einstein
Telescope (ET) will broaden the accessible volume of the
Universe by three orders of magnitude promising tens
to hundreds of thousands of detections per year. The
detection of binary systems can reach z ∼ 5 with signal-
noise-ratio SNR > 8 [9]. Therefore, we propose with
such deep observation of GWs, the whole lensing data
from LSST can be used to infer the curvature resulting
in more precise constraints.
The paper is structured as follows. The lensed quasar
observation from LSST and the GW observation from ET
are introduced in Section 2 and Section 3, respectively.
The methodology and results are presented in Section 4.
We give summaries and discussions in Section 5. The
fiducial model used in the simulation is the flat ΛCDM
with ΩM = 0.3, H0 = 70km/s/Mpc.
LENSING OBSERVATION IN LSST ERA
The upcoming LSST will monitor nearly half of the
sky for 10 years by repeatedly scanning the field. It is
supposed to find and monitor ∼ 103 lensed quasars [29].
With high-quality and long-time light curves, the time
delay between AGN images can be measured precisely
and accurately. To assess the current algorithms of time
delay extraction, a time delay challenge (TDC) has been
conducted [30]. While a group generated thousands of
realistic light curve pairs, the community was invited to
extract time delays using their algorithms blindly. The
results showed there will be 400 well-measured systems
with average time delay precision ∼ 3% and accuracy
< 1%. The redshift and time delay distributions are plot-
ted in Fig.1 and Fig.2. The lessons in TDC showed the
absolute uncertainty is approximately a constant mainly
determined by the cadenced sampling. Different from the
previous work which took a constant precision for each
system [21], we take 1 day as the absolute time delay
uncertainty from light curves for each system, such that
the average precision is 3%.
Moreover, Tie & Kochanek (2018) recently proposed
that the microlensing by stars in the lens galaxy could
change the actual time delay on the light-crossing time
scale of the emission region ∼ days, due to the finite
AGN accretion disc and the differential magnification of
the coherent temperature fluctuations. The microlensing
time delay is an absolute error. However, a good AGN
model has not been set up and some parameters of the
AGN accretion may not be observed, for example, the
inclination and the accretion size. Therefore, this sys-
tematics is worth further studying by the community.
To incorporate this effect, we consider extra 1 day as the
systematics from microlensing induced time delay. This
value is chosen due to the characteristic variation of the
microlensing time delay map [31, 32, 34], though current
studies have not found a nonzero one [31, 32]. A detailed
study of the impact of choosing different values (0.3-3
days) on cosmology is presented in [18].
The measured time delay is related with cosmological
distances and the lens through [15, 35]:
∆t =
(1 + zl)D∆t
c
∆φ, (1)
where c is light speed, D∆t = DlDs/Dls is called the
“time delay distance” which is the combination of three
angular diameter distances, subscripts “l” and “s” stand
for the lens and the source, respectively. ∆φ is the Fer-
mat potential between two images determined by the
lensing potential.
On the other hand, the state-of-art lensing program
H0LiCOW [3] gives an percent level precision on lens
modelling, specifically, ∆φ [36]. With the observation
of host arcs by deep imaging of HST, the central ve-
locity dispersion from spectroscopy, and the image po-
sitions, the Fermat potential difference can be inferred
under the Bayesian framework. The systematics can be
well-controlled by “blind analysis” which is an ongoing
work [37]. We take 3% as the relative uncertainty from
lens modelling for each system. Besides, the light-of-
sight density fluctuation could also change the lensing
potential and inversely perturb the time delay. one can
measure its impact by spectroscopic/photometric obser-
vations of local galaxy groups and LOS structures in com-
bination with ray-tracing through N-body simulations,
or even realistic simulations of lens fields [35, 38–40]. We
take 2.5% relative uncertainty as in HE0435-1223 [41] in
this work. The lensing uncertainties are summarized in
Tab.I.
STANDARD SIRENS FROM ET
While the SNe Ia as the standard candles measure
the relative distances based on the distance ladders, the
chirping GW signals from inspiralling and merging com-
pact binary stars are self-calibrating which directly give
the absolute luminosity distances, known as standard
3σLC∆t σ
ML
t σ
LM
∆φ /∆φ σ
LOS
∆φ /∆φ
1 day 1 day 3% 2.5%
TABLE I: The lensing-related uncertainties adopted in this work.
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FIG. 1: The redshift distributions for lensing observation in-
cluding the source and the lens from LSST, the SNe Ia from
DES, and the GWs from ET.
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FIG. 2: Distribution of time delay between AGN images for
LSST lensing system. The range is chosen between 10-120
days to adjust to the LSST observation strategy.
sirens [27, 28]. GW observation should also be unaf-
fected by potential cosmic opacity like SNe Ia [14]. For
cosmological applications, the important thing is to get
the redshift information, since GW itself has the redshift-
chirp mass degeneracy problem. This can be done by dif-
ferent approaches, for example, using galaxy catalog as
priors [28, 43], by comparing measured (redshifted) mass
distribution of NSs with a universal rest-frame NS mass
distribution [44], or through tidal deformation of neu-
tron stars knowing the equation-of-state [45, 46]. Among
these, the simplest and most robust way is to find the
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FIG. 3: The simulated 1000 luminosity distances from GW
standard siren observation by ET. The noise realization has
been given.
EM counterparts. The binary merger of neutron stars
(NS-NS) or neutron star-black hole (NS-BH) is generally
considered as the progenitor of SGRBs, besides, kilono-
vae or even fast radio bursts can also be the EM counter-
parts [42]. The GW170817 has observed the EM emis-
sions covering all frequencies [26]. We can therefore mea-
sure redshifts from either the EM counterparts them-
selves or their the host galaxies.
While current LIGO and VIRGO detectors mainly
aim at detecting binary neutron star signals nearby
zmax < 0.1, the next-generation detectors like ET will
reach much deeper Universe and bring us ∼ 105 NS-NS
and NS-BH systems. For SGRBs, they are likely to be
strongly beamed, which allow inferring the inclinations
of the binaries breaking the distance-inclination degen-
eracy. However, we can only observe the SGRBs from
the nearly face-on systems, the probability is ∼ 10−3 [9].
Therefore, we can assume to see ∼ 102 signals with ac-
curate redshift measurements.
Following the simulation process by Cai & Yang
(2016), we consider ET will register 100 or 1000 GWs
with redshift measurements. The NS and BH mass dis-
tributions are chosen uniformly in [1,2]M⊙ and [3,10]M⊙,
respectively. The BH distribution follows [47]. The ra-
tio between BHNS and BNS events is 0.03. The redshift
distribution follows [9, 48]:
P (z) ∝ 4πχ
2(z)R(z)
H(z)(1 + z)
, (2)
4where χ(z) is the comoving distance and
R(z) =


1 + 2z, z ≤ 1
3
4 (5− z), 1 < z < 5
0, z ≥ 5.
(3)
For a nearly face-on case, the instrumental uncertainty
is given by [9]:
σinstDL ≃
√〈
∂H
∂DL
,
∂H
∂dL
〉−1
, (4)
where the angle bracket is the inner product. H ∝ D−1L
is the Fourier transform of the waveform, then σinstDL ≃
DL/ρ, where ρ is the combined SNR, determined by the
square root of the inner product of H. ρ > 8 is the
minimum requirement for detecting a GW signal. Con-
sidering the inclination ι, the maximal effect of the incli-
nation on the SNR is a factor of 2 (between ι = 0◦ and
ι = 90◦) [9]. Therefore, the luminosity distance instru-
mental uncertainty is set to be
σinstDL ≃
2DL
ρ
. (5)
Besides, weak leasing effects by large-scale structure can
bias the results especially at high redshifts. Follow-
ing [48], we take the σwlDL/DL = 0.05z. The total un-
certainty on the luminosity distance is given by:
σDL =
√
(σinstDL )
2 + (σwlDL)
2. (6)
We refer to Cai & Yang (2016) for more simulation de-
tails. Given specific noise realization, the simulated lu-
minosity distances from standard sirens is presented in
Fig.3.
METHODOLOGY AND RESULTS
One of the basic assumptions in cosmology is the Uni-
verse is homogeneous and isotropic at large scales, de-
scribed by FLRW metric
ds2 = −c2dt2 + a(t)
2
1−Kr2 dr
2 + a(t)2r2dΩ2, (7)
where the constant K determines the spatial curvature,
the Universe is close (K > 0), open (K < 0) or flat
(K = 0). The dimensionless distance between red-
shifts zl and zs is related with the comoving distance
χ =
∫ zs
zl
1
H(z)dz =
∫ tl(zl)
ts(zs)
H0
a(t)dt by
d(zl, zs) =
1√
|Ωk|


sinh
(√
Ωkχ
)
Ωk > 0
χ Ωk = 0
sin
(√−Ωkχ) Ωk < 0,
(8)
where Ωk = −K/H20 is the curvature parameter. The
luminosity distance DL = c(1 + z)d/H0 and angular di-
ameter distance DA = (1 + z)
2DL.
Denoting d(z) ≡ d(0, z), dls ≡ d(zl, zs), dl ≡
d(zl), ds ≡ d(zs), the DSR gives:
dls = ǫ1ds
√
1 + Ωkd2l − ǫ2dl
√
1 + Ωkd2s, (9)
where ǫi = ±1. For a one-to-one correspondence be-
tween t and z with d′(z) > 0, the ǫi = 1. Following [21],
we rewrite DSR such that the time delay distance and
luminosity distances are encoded:
dls
dlds
= T (zl)− T (zs), (10)
where
T (z) =
√
1/d(z)2 +Ωk. (11)
The left item can be got from time delay distance mea-
surement by lensing observation while d(z) in the right
items is determined by luminosity distances from GW
or SNe Ia. The H0 will be marginalized in our analysis.
By comparing the two observations, we can constrain the
cosmic curvature parameter Ωk in the DSR. In principle,
one needs to use two GWs or SNe Ia that have the same
redshifts of the lens and source in the lensed quasar sys-
tem. However, there are always differences between the
lensing redshifts and the nearest GWs or SNe Ia. One can
assume the redshift difference can be ignored if it is small
enough or smooth the evolution of luminosity distances
in a cosmological-model-independent way, making use of
all discrete data, for example, using a polynomial [16]
or Gaussian process [17]. In this work we parameterize
the dimensionless distance as a fourth-order polynomial
d(z) = z+a1z
2+a2z
3+a3z
4 as in [16, 21]. Increasing the
order matters only when the precision becomes higher.
We simultaneously fit d(z) by luminosity distance data
and find the best-fit of Ωk in the DSR. The statistical
quantity is written as
χ2 =
nL∑
i=1
(D∆t,i − [c/H0/(1 + zl,i)]/[T (zl,i)− T (zs,i)])2
σ2D∆t,i
+
nGW+nSN∑
j=1
[(c(1 + zj)/H0)d(zj)−DobsL (zj)]2
σ2
DL(zj)
.
(12)
In the analysis, we simply assume D∆t as the observa-
tion following Gaussian distribution. However, note that
we get the uncertainty of D∆t through error propagation
from the uncertainties in Table.I based on Eq.1, it is usu-
ally not a Gaussian distribution. In realistic cases, one
should get the uncertainty of D∆t in the Bayesian frame-
work and take the direct observations as Gaussian distri-
butions (see the H0LiCOW program [36]). In this work,
5100 GWs 1000 GWs 100 GWs+SNe Ia 1000 GWs+SNe Ia
σΩk 0.057 0.027 0.027 0.018
TABLE II: 1σ uncertainties of the curvature parameter Ωk for 100 and 1000 GWs with and without SNe Ia, respectively.
firstly the results of H0LiCOW based on a full Bayesian
framework indeed give approximate Gaussian-like poste-
rior distributions of the time delay distances [36]. Sec-
ondly, we do not aim at giving an accurate constraint
on curvature from realistic data, but give an estimate
of the precision level for the future observation. There-
fore, while we can keep the analysis process simple and
clear for the readers, this assumption would not affect
our main conclusion. More detailed discussions can be
found in [33].
As a method and prediction work, we can not apply
a direct Bayesian analysis based on Eq.12 from observed
data. To make a prediction of constraints on Ωk, we
use minimization statistics [33]. We first generate 3000
sets of simulated data under different noise realizations,
then for each dataset, we do minimizations to find the
best-fit values of all free parameters including the coef-
ficients of the polynomial, H0 and Ωk. Lastly, we study
all the best-fit values of Ωk and plot the PDFs in Fig.4
as the marginalized distributions. We take the PDFs
approximately as Gaussian distributions (see Fig.4) and
adopt the standard deviations as the 1σ uncertainties,
the statistic results are summarized in Tab.II. As the re-
sults show, for only 100 GWs, Ωk can be constrained to
0.057, comparable with previous SNe Ia from DES. For
1000 GWs, the constraint would be 0.027, much strin-
gent then SNe Ia. We also combine 3443 SNe Ia from
DES to improve the constraint for d(z), then results are
0.027 and 0.018, for 100 and 1000 GWs, respectively.
SUMMARIES AND DISCUSSIONS
Inspired by the previous work where high-redshift and
direct luminosity distance observation was found to be
crucial for constraining the cosmic curvature, we propose
the GW observation by the third-generation detectors
like ET would significantly improve the result. By simu-
lating more realistic time delay measurements in the lens-
ing data and using simulated luminosity distances from
GWs plus SNe Ia, the constraint power would be at least
doubly strengthened.
Our method is cosmological-model-independent based
on the Distance Sum Rule in FLRW metric. This pure
geometric test would not only give the curvature, but also
shed on light the validation of ΛCDM model where the
Universe is quite flat. Moreover, the test is also related
with the test of FLRW metric since any large χ2/d.o.f
would be a sign of the deviation of DSR. Another way
to test FLRW is to introduce an evolution of curvature
Ωk(z) to see whether it keeps a constant [21].
Furthermore, to make the results more robust, the sys-
tematics in the observations are worth further studying.
For lensing data, the microlensing induced time delays
depend on the assumptions in the AGN model, the size
and the inclination of the disc, and the local properties
of the lens at each image. The lens modelling may also
suffer from the systematics [49, 50] which may dominate
over the statistical uncertainties. One may doubt if we
have already hit the systematic floor currently. There
are known cases where the large-scale substructure is in
the form of discs in the lens galaxies. The dark matter
subhalos may also play an important role as satellites.
We anticipate the ongoing Time Delay Lens Modelling
program [37] can give an estimate of the systematics.
The 400 lensing systems we assumed may be idealized,
in reality, the host galaxies might be too faint to be ob-
served. The results would be scaled by
√
N . For GW
data, using multi-messengers to deal with the degeneracy
of luminosity distance with other parameters is impor-
tant. Besides, systematic errors may come from detector
calibration, weak lensing, GW model uncertainties such
as in the waveform-modelling and the templates. With
more GW observations in current and next generation
detectors and the improvement of algorithms, systemat-
ics would be better studied and controlled.
At last, since in this work we only consider the case
where the EM counterpart SGRB can be observed, for
future studies, one may get the redshift information by
means of statistical methods or directly from the wave-
form considering the tidal deformation. In addition, for
high redshift luminosity distance measurements, quasar
itself was recently proposed to be standard candle [51],
the distances are estimated from their X-ray and ultravi-
olet emission, the redshift can be up to 5. We anticipate
this technique would be mature to get precise distance
measurements.
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FIG. 4: 1-D marginalized PDFs of the curvature parameter Ωk. Left: 100 and 1000 GWs by ET with redshift measurements.
Right: results for combining with SNa Ia observation by DES.
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