Introduction {#Sec1}
============

Cells exert forces between each other and onto their environment. When cultivated *in vitro*, cells exert forces onto the culture substrate. These forces are generated by the actin-myosin network, in association with proteins to induce adhesion onto the cell environment. Among them, integrins are responsible for cell/extracellular matrix adhesion, and, cadherins for cell/cell junctions. Cellular forces are not spatially homogeneous; for instance, when cells are cultivated onto a flat substrate, forces mainly occur at localized regions, called focal adhesion sites. These regions involve several tens of proteins^[@CR1]^. Both focal adhesion sites sizes and shapes strongly depend on the physiological context. The adhesion stress pattern between neighboring cells is different from that involving the interaction between a cell and the extracellular matrix^[@CR2]^. It has been also observed that mechanical properties play a key regulation role in many cellular processes^[@CR3]^, not limited to migration. The link between the mechanical phenotype of cells and the onset of diseases (e.g. cancer) is a subject of a considerable interest^[@CR4]^; a change in mobility allows a single cell to detach from a primary tumor site, infiltrate adjacent tissues, penetrate the vascular walls and finally colonize competent organs.

To understand the roles of specific molecular processes in the mechanical phenotype of cells, it becomes necessary to measure precisely how the expression of specific proteins changes the forces exerted by the cells on their environement. Several techniques have been developed to measure the adhesion forces generated by cells onto their environment: micropipette aspiration^[@CR5]^ and flow techniques^[@CR6]^ measure the overall value of the forces exerted by a cell in response to an external stimulus. Similarly, several methods have been developed to study the forces exerted by a cell on a soft substrate. They can be classified as follows: (i) The measurement of the deformation of an elastic substrate. These studies, pioneered by Harris^[@CR7],[@CR8]^, consist in analyzing the wrinkling pattern induced by the application of forces onto a thin elastic silicone sheet. Because there are no simple ways to convert wrinkle patterns into a traction forces map, this method remains qualitative and is not used nowadays. (ii) The force measurements based on growing cells onto an array of pillars, acting as force sensors. The measurement of the deformation of each pillar allows the determination of the applied force^[@CR9]--[@CR12]^. The force can be easily calculated using Hooke's law for each pillar. While being widely used, this method has significant drawbacks: the non-physiological shape of substrates might affect cellular responses. Moreover, cellular shapes are strongly affected by both the dimensions of the micro-pillars and the mesh size^[@CR13]^. (iii) The measurement of the three-dimensional field of deformation of a soft substrate embedded with particles^[@CR14],[@CR15]^ - Traction Force Microscopy (TFM). From the displacement of the probe particles, forces can be determined.

In TFM, the surface force field **F**(**r**′) at the surface of the substrate is computed from the elasticity equation, **u** = *G***F**, where **u**(**r**) is the displacement field and *G* the Green function. As a consequence, an inverse problem has to be solved: the forces at points at the substrate surface, **r**′, must be computed from the knowledge of the displacement field at a given set of points **r** inside the elastic substrate.

A direct solution of the elasticity equation could be obtained using Singular Value Decomposition of the matrix *G* but the condition number of *G* is very high (typically 10^3^). This implies that the addition of force values onto the direction defined by the lowest singular values of *G* would induce negligible change in the overall displacement *u*. Therefore, the addition of a small noise to the measured displacement field significantly alters the computed values of the force field; the problem is ill-posed. Several strategies, requiring prior information, have been proposed to solve ill-posed problems (either in real or Fourier spaces^[@CR16]^). For instance, regularization techniques consist in selecting a solution among the many possible and indistinguishable solutions of the ill-posed problem by imposing a penalty to solutions that exhibit some property.

When calculating the force, one can either assume that the force is highly localized (and so the force is calculated at specific points for Traction Reconstruction with Point Forces (TRPF)^[@CR17],[@CR18]^ or that the force is distributed on a specific area (focal adhesion). In the latter approach, the density of markers has to be kept high enough to prevent aliasing (which would result in an underestimation of the force). In contrast, TRPF has to be performed at low particles densities. TRPF successfully recovers forces if only particles at a sufficient distance from adhesion points are considered so that dipolar and higher-order terms can be neglected. Obviously, obtained forces only represent an average on the focal adhesion but this averaged quantity (as it would be determined in experiments where microfabricated pillars support cells^[@CR11]^) is sufficient to evidence for different mechanical phenotypes. Let us also mention that, for both approaches, the accuracy of particle position might also contribute in the determination of traction peaks. However, current TFM setups operate at high densities (at a few particles per *μm*^2^, see below) so that noise field in the displacement field only contributes very little the quality of the reconstruction^[@CR19]^.

Nowadays, state-of-the art TFM instruments are fluorescence based-devices that aim at determining the fine structure of small focal adhesion. These devices use either discs composed of quantum dots^[@CR20]^ or beads having diameters of few tens of nm^[@CR21]^. Electrohydrodynamic nanodrip-printing of quantum dots allow placement of the discs at very specific positions and so well defined patterns can be realized (grid size of 1.5 micrometers, printing error of 35 nm). Higher densities can be achieved with beads (2.2 *μm*^−2^ for beads of 40 nm in diameter) using Stimulated Emission Depletion Microscopy (STED) that confines the fluorescence emission to a region much smaller that the typical (diffraction limited-) fluorescence spot (Super-Resolved Traction Force Microscopy (STFM)^[@CR21]^). While STFM dramatically improves the sensitivity of TFM (albeit currently limited to 2D measurements) and so offers an attractive alternative to current (low resolution) TFM fluorescence based devices^[@CR22]^, it suffers from severe limitations. STFM equires expensive and sophisticated optical setups (and this explains why STED is certainly less established than Photo-activated localization microscopy (PALM) or Stochastic Optical Reconstruction Microscopy (STORM)^[@CR23]^ in Biology), is limited to the imaging of thin gels (to reduce optical aberrations^[@CR21]^) and, more importantly, can induce photodamage (as high-power depletion lasers are used for periods (hours for TFM) that far exceeds those used in conventional STED experiments)^[@CR24]^.

In studies where it is sufficient to determine forces without the need to resolve focal adhesion (e.g. identifying metastatic and non-metastatic cell lines based on their capabilities to exert large traction forces^[@CR25]^), low particle densities could be used. There, however, it remains crucial to resolve displacements with nm-accuracy in all three directions. As the number of collected photons is usually low in fluorescence measurements (*i*.*e*. shot noise is severely limiting), the typical accuracy of conventional fluorescence-based TFM devices (about 4 to 8 nm for in-plane and 20 nm for out-of-plane measurements when using Qdots, respectively^[@CR20]^) certainly would fail to recover forces in all three dimensions.

In this paper, we present a novel approach, which consists in monitoring the displacements of non-fluorescent micrometer-sized particles at low spatial density. Using a slightly coherent light source (Light Emitting Diode, LED), we analyze the diffraction patterns that originate from the interference between the scattered and the incident rays and reach nm localization accuracies along all three directions^[@CR26]^. To highlight this new method, we present non-filtered traction forces maps obtained for a colon carcinoma cell line (SW480) seeded on a polyacrylamide gel. In particular, we report on out-of-plane forces that are rarely measured in fluorescence-based TFM but are known, however, to play a significant role in both cell adhesion and migration^[@CR27]^.

Displacements of the particles and noise analysis {#Sec2}
=================================================

Positions of the particles {#Sec3}
--------------------------

We use robust algorithms to determine the *x* and *y* (in-plane) and *z* (out-of-plane) positions of each particle (Fig. [1(a)](#Fig1){ref-type="fig"}). At high Signal to Noise Ratio (SNR) and high magnification (50 and above), these algorithms, which are mainly used in single-molecule experiments (magnetic tweezers^[@CR28]^), are capable of determining the position with a precision better than 1/100th of a pixel (in *x* and *y*) and below 1 nm in *z*. To this end, we first compute a 1D cross correlation (Fig. [1(b)](#Fig1){ref-type="fig"}) to determine the centers of the particles. Then, we compute an intensity profile (the average intensity of pixels located at a given distance from the center)^[@CR29]^, which is subsequently compared with a calibration table. This Look Up Table (LUT) is obtained from intensity profiles measured at known and given distances, e.g. by moving the objective lens every 50 nm and averaging a series of images, (Fig. [1(d)](#Fig1){ref-type="fig"} top). To obtain an accuracy better than the objective step size, we calculate the squared differences (between the radial profile intensities of the measured particle and those of the LUT) and perform a Least Squares polynomial adjustment (Fig. [1(e)](#Fig1){ref-type="fig"}). Discretization errors have to be taken into account (similar errors occur for *x* and *y* when sampling is poor, *i*.*e*. when the pixel size is not small enough with respect to the diffraction pattern features^[@CR30]^). To correct for a possible bias, we follow the ideas of Gosse and Croquette^[@CR26]^ and estimate a parameter (a phase computed from the Hilbert transform of the intensity profile), which has a known (quadratic) dependence with the *z* position (Fig. [1(f)](#Fig1){ref-type="fig"}) (see also^[@CR31]^). Other approaches have been proposed to reduce discretization errors: Cnossen *et al*.^[@CR32]^ use an an iterative approach and have assumed a linear dependence of the bias with the position. We have found, however, that this approximation was somehow arbitrary and fails to correct for the bias (see Supplementary Information). Finally, and in agreement with previous studies^[@CR31]^, we have found that these algorithms are limited by shot noise (so tracking noise scales as 1/$\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{N}$$\end{document}$, where *N* is the number of evaluated photons) and that photon noise dominates quantization noise so that it is sufficient to work with 8 bit-images.Figure 1Tracking the positions of particles along *x*, *y* and *z*. (**a**) Typical image of beads embedded in a polyacrylamide gel and imaged with a LED (141 × 141 pixels, 110 nm per pixel). (**b**) Knowing the approximate position of the bead (here at the center of the image), a 1D cross correlation (*C*(*r*)) can be calculated for both *x* and *y*. Then, a polynomial fit (inset) around the maximum of *C*(*r*) allows to determine the position with sub-pixel accuracy (see Supplementary Information). (**c**) 2-sided intensity profiles obtained at different positions along the *z* axis (position: 6.5 *μ*m, 11.5 *μ*m and 16.5 *μ*m relative our *z* reference). (**d**) From these profiles, a Look Up Table (LUT) is built (shown here for 400 *z*-positions, step size 50 nm) and allows to calculate the parameter *φ* that varies quadratically with the *z* position. (**e**) To determine the *z* position of a particle (its index in the LUT), squared differences (Δ) are calculated (between the profiles form the LUT and that of the particle of interest). (**f**) A quadratic adjustment of the phase *vs* the LUT index around the minimum of Δ allows to determine the *z* position with a high precision (the index at which the phase vanishes; here 329.84 corresponding to a *z* position of 16.4925 *μ*m). See^[@CR26]^ and^[@CR31]^ for more details.

Localization accuracy {#Sec4}
---------------------

As the noise level varies with bandwidth, the Allan deviation (AD, which measures the noise level *σ* when averaging over a given bandwidth 1/*τ*) is a relevant parameter to estimate the noise level of the instrument^[@CR33],[@CR34]^. The AD allows to distinguish between different sources of noise. For instance, tracking noise decreases by a factor $\documentclass[12pt]{minimal}
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                \begin{document}$$\sqrt{n}$$\end{document}$ when averaging over *n* measurements. In contrast, thermal drift will cause a monotonic increase in the AD at large enough *τ* (\~0.5 s and above) and environmental noise shows an increase in the AD over a specific range of times only (below a fraction of a second). Assuming only two sources of noise in a given time measurement (tracking noise and thermal drift), we then expect the AD to decrease at low *τ* (0.5 s and below) and then to increase at higher *τ*. Note that the AD is expected to be noisy when *τ* approaches the total measurement time (simply because less data are averaged). Obviously, with the addition of correlated noise (e.g. fans), we may observe different patterns at intermediate *τ* that simply correlate with the magnitude of the different noise levels.

As shown in Fig. [2(a)](#Fig2){ref-type="fig"}, the AD (measured on a 1 micrometer particle embedded in the gel) is much larger on *z* (as compared to *x* or *y*). This behavior is somewhat expected as we use a LED with a low coherence (\~6 *μm* only, to prevent overlapping of diffraction patterns from adjacent particles; see below). For this light source, the radial profiles (see above) are less spatially extended and poorly defined^[@CR35]^. This results in a low performance of the algorithm along *z* and so tracking noise possibly dominates over environmental noise (in the range 0.05 to 0.5 s). In contrast, cross-correlation gives satisfying results at low SNR^[@CR30]^ and an opposite behavior is observed in *x* and *y*. At high *τ* (in the range 0.8 to 2 s), the AD shows an increase in all directions that can then be correlated with thermal drift. However, that drift (and correlated noise) can be significantly reduced with fiduciary markers, by subtracting the position of reference particles fixed on the glass surface from those measured (Fig. [2(b)](#Fig2){ref-type="fig"}). As expected, random (tracking) noise can be reduced by averaging only and this explains why a doubling of the AD is observed at low *τ* when calculating position differences (*z* direction). When calculating such differences, we observe that averaging positions of single images gives similar results as averaging images and then calculating a position (Fig. [2(b)](#Fig2){ref-type="fig"}, disks). For computation requirements, we have chosen the latter approach.Figure 2Top row: noise measurements for a one micrometer particle embedded in a polyacrylamide gel. (**a**) Allan deviations (AD, sampling frequency: 20 Hz) measured for all three directions (*x*: light grey, *y*: dark grey and *z*: black). (**b**) When subtracting reference particles (melted on a glass surface), the AD is strongly reduced at high *τ* values (0.5 s and above). Note that averaging images (circular markers) or averaging positions (lines) give similar results (see main text). *Inset*: AD *versus* vertical distance to the focus. For *z*, there are optimal positions for tracking (from about 2 to 6 micrometers below the focus). The *x* and *y* positions are less sensitive to the diffraction patterns and the AD remains constant. Bottom row: optimal particle volume fraction. (**c**) Evolution of the volume fraction of successfully tracked particles, *ϕ*~*tracked*~ (*ϕ* (black disks, left axis)), and of the relative fraction of successfully tracked particles, *ν*~*tracked*~, (grey square symbols, right axis) as a function of the particle volume fraction. (**d**) Relative fraction of successfully tracked particles as a function of the number of acquired planes, *N*~*planes*~, for different particles volume fraction. From top to bottom: *ϕ* = 0.01%, 0.04%, 0.07%, 0.13%, 0.26%. From 5 to 8 independent regions of size 60 × 60 *μ*m^2^ are observed at each particle volume fraction. Error bars correspond to one standard deviation of these measurements.

Note finally that it exists region, from 2 to 6 micrometers below the focus, where the tracking on *z* is more accurate (Fig. [2(b)](#Fig2){ref-type="fig"}, *inset*). This is in agreement with previous results^[@CR32]^ and should be attributed to the fact that the slope of the phase difference between adjacent LUT planes (see above) depends on the distance from the focus. Again, the cross correlation is more robust and the *x* and *y* positions show almost no dependence on the particle position along *z*.

Altogether, the results of this analysis show that we can measure the displacements of probe particles with an accuracy of *σ*~*xy*~ \~ 1 nm and *σ*~*z*~ \~ 3 nm, an order of magnitude better than what has been reported in recent, state-of-the art fluorescence-based TFM measurements.

Spatial resolution {#Sec5}
------------------

The measure of the displacement field is performed at randomly positioned particles. To increase the resolution of the displacement field, one has to increase the number of particles *per* unit volume that can be tracked. This concentration is limited by the volume of the diffraction pattern of each particle, which depends on the size and optical index of the particles as well as on the wavelength and the spectral width of the light source. As it may be difficult to resolve the positions of the particles whose diffraction patterns intersect, we expect the optimum particle concentration to be of the order of the ratio between the volumes of a particle and that of the diffraction pattern. Assuming a cone (10 *μ*m for the height and 6 *μ*m for the base diameter) and a particle diameter of 1 *μ*m, the optimum volume fraction is expected to be $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${c}_{max}=\frac{\mathrm{4/3}\pi {\mathrm{(0.5)}}^{3}\mu {m}^{3}}{\mathrm{1/3}\pi {3}^{2}\mu {m}^{2}10\,\mu m}\approx 0.056=\mathrm{0.56 \% }$$\end{document}$.

Experimentally, we determine the optimal particle concentration as follows: 800 frames at different *z* positions are acquired, using a step size Δ*z* = 25 nm between two frames. This ensemble of images is divided into two subsets: the first one contains images obtained at positions 2*i*Δ*z*; the second contains images acquired at (2*i* + 1)Δ*z* (*i* = 0:399). The first set is used as a LUT (with a step size Δ*z*~*LUT*~ = 50 nm) for tracking particle positions from the second set of images. As the true positions of the tracked images (corresponding to 2(*i* + 1)Δ*z*) are known, we can determine whether they are correctly tracked relative to the other subset of images. This procedure mimics what is obtained in a real experiment as the tracked beads are more likely to be found in between two LUT planes. We then select 8 planes from the tracked planes subset, corresponding to a reasonable number of planes acquired in a real experiment. We compute the *x*, *y* and *z* positions of the particles. A particle is considered to be successfully tracked when the following conditions are met: (i) the exact same *x* and *y* positions (±11 nm, which is one tenth of a pixel or about 3 standard deviations) have to be obtained for at least two tracking planes and (ii) the *z* position should be found within the same LUT intervals (Δ*z*). Figure [2](#Fig2){ref-type="fig"} shows the result of this analysis. Due to the increasing number of diffraction pattern overlaps, the relative fraction of successfully tracked particles, *ν*~*tracked*~, defined as the ratio between the number of tracked particles over their total number, decreases with the volume fraction (Fig. [2(c)](#Fig2){ref-type="fig"}, squares). The volume fraction of successfully tracked particles, *ϕ*~*tracked*~, increases with particle concentration and saturates when the diffraction patterns from different particles overlap (Fig. [2(c)](#Fig2){ref-type="fig"}, circles). This results in a maximum volume fraction of successfully tracked particles, *ϕ*~*max*~ = 0.1%, that we define as the optimal particle volume fraction.

Obviously, the fraction of successfully tracked particles depends on the number of planes that are imaged (Fig. [2(d)](#Fig2){ref-type="fig"}). When the number of tracking planes decreases, more particles are not detected as the probability to track a particle in the optimal tracking region *d*~*z*~ (from 2 to 6 *μ*m below the focus, Fig. [2(b)](#Fig2){ref-type="fig"}, *inset*) decreases.

The above analysis sets the maximum spatial resolution of our apparatus: the maximum volume fraction of successfully tracked particles is *ϕ*~*tracked*~ = 0.037%, for an optimum concentration of particles *ϕ* = 0.13%, and 40 tracking planes. This corresponds to an average distance between the centers of the particles of 6.7 *μ*m. Nevertheless, and to reduce computation time, we will image only four planes and use a particle concentration *ϕ* of 0.1. Under these conditions, the volume fraction of successfully tracked particles is 0.027% and the average interparticle distance is 7.5 *μ*m. Note that an appropriate patterning of beads, preventing overlapping of in-plane and out-of-plane diffraction fringes, would allow a larger fraction of beads to be tracked^[@CR36]^. Because our algorithm does not require a high density of beads, the fact that a large fraction of beads cannot be tracked (roughly a factor 4 when knowing the true position of beads and setting a cut-off at one standard deviation from the true position) does not represent a significant obstacle to the successful reconstruction of traction forces.

Two key properties of tracking techniques in TFM are their ability to track beads underneath cells and their accuracy. Fluorescence techniques suffer from the sensitivity of cells to the relatively large intensities necessary to excite the tracker bead's fluorescence and from the intrinsic cell fluorescence. Here, the diffraction patterns are altered by refraction of light by the cellular organelles. To determine whether tracking is influenced by the presence of the adhered cell, we compute the visibility (defined as the difference in the radial profile between the maximum of the first peak and the minimum of the first valley^[@CR35]^) for a series of beads (14) that may be below or out of the cell during an experiment (Fig. [3](#Fig3){ref-type="fig"}). As several planes can contribute to tracking (*i*.*e*. resulting in an identical index in the LUT), we have chosen to use the maximum of the obtained visibilities when a particle is successfully tracked. Comparing the obtained distributions when the particles are either below or not below the cell allows us to determine whether the accuracy (which correlates with the visibility^[@CR35]^) is modified by the presence of the cell. As shown in Fig. [3](#Fig3){ref-type="fig"}, the obtained distributions (light grey) result in different medians (vertical lines, light grey). We find values of (77 ± 2) and (66 ± 2) (0.95 confidence interval) for the estimates of the means and a Wilcoxon Rank-Sum test indicates that the distributions are statistically different (p-value less than 1.2 · 10^−12^). In addition, the probability to successfully tracking a bead depends on its location. We find values of (0.32 ± 0.03 and 0.26 ± 0.07) (0.95 confidence interval) for the estimates of the probabilities of tracking a particle when not below and below a cell. Again, these values are statistically different (p-value of 2.6 · 10^−7^, chi-squared test). When comparing the overall visibilities (the maximum of the visibilities determined at the four different tracking planes, independently of the success of the tracking) with the previously obtained values (when tracking is successful), we found no statistical difference when particles are not below the cell (p-value larger than 0.14, Wilcoxon Rank-Sum test) but a statistical difference when particles are below the cell (p-value less than 2.3 · 10^−16^, Wilcoxon Rank-Sum test). This finding also indicates that the presence of the cell indeed lowers the visibility value, but that when a cell passes our criteria for tracking, the visibility is similar below and not below the cell, indicating that the accuracy of the tracker beads mouvements are the same, whatever the relative position of the beads and the cell.Figure 3Left: Typical images (550 × 550 pixels) of a cell seeded onto a polyacrylamide gel. Images have been obtained 130 (top image) and 260 (bottom image) minutes after seeding. Shown also (top image, white) are the identification numbers of 14 particles, which have been found below the cell in the time course (600 minutes) of the experiment. Right. Histograms of the visibility (defined in the *z* intensity profile as the difference between the maximum of the first peak and the minimum of the first valley) when beads are located below (top) and not below (bottom) the cell. At each location, the histograms have been computed when the beads are successfully tracked (light grey) and are either successfully or not successfully tracked (grey). The vertical lines indicate the value of the second quartile of the distributions.

Computation of the force field {#Sec6}
==============================

The deformation of the gel substrate is assumed to be small enough so that linear elasticity theory can be used. The traction force field is calculated from the measured displacement field by inverting the elasticity equation. We need to solve **u** = *G***F** where **u** = (*u*~*x*~(**r**^(1)^), *u*~*y*~(**r**^(1)^), *u*~*z*~(**r**^(1)^), *u*~*x*~(**r**^(2)^), *u*~*y*~(**r**^(2)^), ...) and **F** = (*F*~*x*~(**r**′^(1)^), *F*~*y*~(**r**′^(1)^), *F*~*z*~(**r**′^(1)^), *F*~*x*~(**r**′^(2)^), *F*~*y*~(**r**′^(2)^), ...) are 1D-vectors of the displacement field, measured at positions **r** inside the gel and of the force field, measured at positions **r**′ at the gel surface. *G* is a 2*D*-matrix. For *N* displacements and *M* force points, the size of the displacement vector (at 3 dimensions) is 3*N*, the size of the force vector is 3*M* and the Green matrix has a size of 3*N* × 3*M*, respectively.

When the substrate is thick enough (larger than the characteristic depth of the deformation induced by cell adhesion), the elastic medium can be considered as semi-infinite and the Green function is that of a semi - infinite medium^[@CR37]^, given by Boussinesq. The Poisson ratio of polyacrylamide gels being close to 0.5, the elements of the matrix *g* are given by:$$\documentclass[12pt]{minimal}
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                \begin{document}$${g}_{kl}(R)=\frac{3}{4\pi E{R}^{3}}({\delta }_{kl}{R}^{2}+{R}_{k}{R}_{l})$$\end{document}$$where *E* is the Young's modulus of the medium and *R* = \|**r** − **r**′\| the vector between the displacement point and the force point. Note that taking a value of 0.5 for the Poisson ratio is an approximation, which is commonly made in TFM measurements. However, an error in its determination could affect the estimated forces. A possibility would consist in the direct determination of the ratio using new technqiues like two-layer elastographic TFM experiments^[@CR38]^.

The Green matrix of the entire system, which relates the whole displacement field with the force field, is constructed by blocks consisting of matrices *g* for all possible pairs of points:$$\documentclass[12pt]{minimal}
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The conditional number of *G* is larger than 10^3^ and the inversion of the elasticity equation is an ill-posed problem. Therefore, some regularization is required. As stated previously, regularization consists in adding some constraints that filter out solutions that do not fulfill *a priori* conditions^[@CR39]^. Here, we use Tikhonov regularization^[@CR40]^ for which the constraint consists in introducing an expected solution *F*~0~. The sum of two norms is minimized: the residual and the divergence between the calculated and the expected solutions. It is given by:$$\documentclass[12pt]{minimal}
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                \begin{document}$${{\bf{F}}}_{reg}=mi{n}_{{\bf{F}}}(|G{\bf{F}}-{\bf{u}}{|}^{2}+{\lambda }^{2}|{\bf{F}}-{{\bf{F}}}_{0}{|}^{2})$$\end{document}$$Here *λ* is the *regularization parameter*, which weighs the regularization term \|**F** − **F**~0~\|^2^. We use the *L*-*curve* criterion^[@CR41]^, which is a log-log plot of residual norm \|*G***F** − **u**\|^2^ as a function of \|**F** − **F**~0~\| for different *λ*. This plot exhibits an L - shape, and its corner determines the balance between data agreement and regularization. The value of the regularization parameter *λ* that corresponds to this corner is chosen for the regularization procedure.

In the case of TFM, it is difficult to predict some force field **F**~**0**~ and the main constraint consists in setting that the traction forces should not be unreasonably large^[@CR42]^. We thus perform a zero-order Tikhonov regularization **F**~**0**~ = **0**. In this case, equation [3](#Equ3){ref-type=""} rewrites as: **F**~*reg*~ = *min*~**F**~(\|*G***F** − **u**\|^2^ + *λ*^2^\|**F**\|^2^). The regularization is performed with a MatLab routine written by P.C. Hansen^[@CR43]^.

Although the displacement field is measured at low spatial density, the resolution of their displacement allows for the reconstruction of the force field when the number of points where the force is computed is approximately equal to the number of points of measurement of the displacement field. In Fig. [4](#Fig4){ref-type="fig"}, numerical simulations of force field reconstruction are performed. A single point force is applied at the surface of the gel, the displacement field is calculated at *N*~*b*~ points inside the gel and a random gaussian noise is added to the computed displacements. The force field is then reconstructed and the difference between the applied and the reconstructed force field is plotted as a function of *N*~*b*~ for different amplitudes of the noise. One obtains that when the number of points of calculation of the force field is equal to *N*~*b*~, the error over the reconstructed force field is lower than 20%. This accuracy is similar to that obtained when the force field is obtained in the mostly used regime where the beads displacement accuracy is lower, but the density of markers is higher, as achieved with fluorescent particles^[@CR18]^.Figure 4Simulation data. Error of the computed force field, $\documentclass[12pt]{minimal}
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                \begin{document}$${\varepsilon }_{2}=\frac{|{F}_{{\rm{reconstructed}}}-{F}_{{\rm{real}}}|}{|{F}_{{\rm{real}}}|}$$\end{document}$ as a function of the number of points of measurement of the displacement, *N*~*b*~. The number of points of reconstruction of the force field is 100. The beads are randomly dispersed in an elastic medium (*E* = 500 Pa) of size 100 × 100 × 50 *μm*^3^. A 10 nN point force parallel (**a**) and normal (**b**) to the surface is applied at the center of the considered region. The displacement field is computed at each bead position. A random noise of standard deviation *σ* along the *x* and *y* directions and *σ* along the *z* direction is added to the displacement field. The force field is computed at the surface of the gel (100 points of calculation), and the error between the computed and the applied forces is computed. Each value is an average over 10 random distribution of particules inside the medium. From black to light grey, the added noise standard deviation is *σ* = 0, *σ* = 1 nm, *σ* = 2 nm and *σ* = 10 nm.

Results {#Sec7}
=======

Adhesion experiments are performed using colorectal cancer cell line *SW 480* grown onto the polyacrylamide gel (see section). The positions of the particles are tracked for 10 hours. The time-step between two measurements is *δt* = 60 sec. Radial profiles of the particles at reference positions are acquired after the cells are injected inside the chamber and before they start to adhere to the substrate. We thus have access to the positions of the tracking particles in the absence of applied forces, which defines the state of mechanical reference. The force field at the surface of the gel is calculated from the measurement of the particle displacements using the procedure described above. It should be stressed that we do not apply any mathematical treatment, such as interpolation of particle positions, interpolation of the field of forces or smoothing of the computed force field. Moreover, no *a priori* assumptions are performed concerning the points of application of the forces: they are computed on a quadratic grid with a 3 *μ*m mesh size. The spatial resolution of the force field is solely determined by particle concentration and by the accuracy of the measurement of their displacements. In particular along the *z* direction, this allows for the precise measurement of all the components of the force field at the surface of the gel.

We have found that cells exhibit two phenotypes. First, cells may exhibit round shapes. In this case, cells exert large forces around their periphery; this results in simultaneous pushing and pulling of the substrates into the adhesion region. (Fig. [5(a,c)](#Fig5){ref-type="fig"}). The applied pressure in the center of the cell is smaller than at its boundary so that the overall sum of the forces is null. More precisely, computing the normalized sum of the forces over the entire force field,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\delta =\frac{|{\sum }_{k=1}^{N}\overrightarrow{F}({\overrightarrow{r}}_{k})|}{{\sum }_{k=1}^{N}|\overrightarrow{F}({\overrightarrow{r}}_{k})|},$$\end{document}$$we found that, the average values of *δ* over the round cell shapes is *δ* = 0.013.Figure 5(**a**,**b**) Bright field images of a round (**a**) and elongated (**b**) SW480 cell, superimposed with a color plot of the normal stresses exerted by the cell. Positive stresses corresponds to cells pulling the substrate. Scale bars, 10 *μ*m. (**c**,**d**) Three-dimensional plot of the forces exerted by a round (**c**) and elongated (**d**) cell onto the substrate. The thick black segments represents forces along the *x* and *y* directions equal to 10 nN (**c**) and 1 nN (**d**).

Second, cells can adopt an elongated geometry (Fig. [5(a,c)](#Fig5){ref-type="fig"}). Here, two stress peaks are observed on opposite poles of the cell. One of the force peaks is directed into the substrate whereas the other is directed out of the substrate (Fig. [5(b)](#Fig5){ref-type="fig"}). The amplitude of these force peaks is such that the sum of all forces vanishes: *δ* = 0.085. In other words, the cell pushes the gel at one of its poles and pulls at the opposite extremity.

Interestingly, for both shapes, the *z*-component of the forces exerted by the cell onto the substrate are of the same order of magnitude as the shear forces. If one plots the amplitude of the normal forces as the function of tangential forces, both shapes taken into account (Fig. [6(a)](#Fig6){ref-type="fig"}), a linear relation is obtained (slope of 1.09). This indicates that tangential and normal forces are comparable in magnitude. A similar behavior has been reported for *Dictyostelium* Cells^[@CR27]^, although the normal component of the force was slightly smaller than the tangential one (slope 0.72), and for mammalian cells (fibroblats)^[@CR44]^.Figure 6(**a**) Normal force *F*~*z*~ as a function of the component of the force in the *xy* plane, *F*~*ρ*~. Both elongated and round shapes are taken into account. Each point corresponds to the average value of force vectors over an entire field of forces, taken over 170 measurements, of both elongated and round cell shapes. Black line is a linear adjustement of the data. The slope is 1.09. (**b**) Distribution of the values of the angle *α* between the main axis of the cell elongation and the major dipole axis of the force field. Major dipole axes were computed with the procedure, described in the text; cell elongation axis are determined by an ellipsoidal adjustement of the cellular boundary. 210 images were analyzed.

For an elongated cell, the normal component of the applied force has a dipolar behavior. A similar analysis can be applied to the tangential component of the force field. Following Tanimoto's approach^[@CR45]^, let us consider the first non-zero moment of a multipolar expansion of the force field matrix, the dipolar term:$$\documentclass[12pt]{minimal}
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                \begin{document}$${M}_{ij}=\sum _{k=1}^{N}\,{x}_{i}({\overrightarrow{r}}_{k}){F}_{j}({\overrightarrow{r}}_{k})$$\end{document}$$where the sum is taken over all *N* positions of the force vectors underneath the cell; *x*~*i*~ and *F*~*j*~ are the *i*th and *j*th components of the positions with respect to the cell center and the measured force, respectively (*i* = 1(2) designates *x*(*y*) axis). The total torque vanishes and the matrix *M*~*ij*~ is thus symmetric and diagonalizable.

Let us define the major dipole as the eigenvector with the largest eigenvalue. The associated eigenvalue is negative, corresponding to a contractile behavior of the cell along this direction. For elongated cells, the contraction axis is correlated with the shape anisotropy of the cell itself. For each of these force fields, defining the angle *α* between the cell elongation axis and the major dipole axis (Fig. [6(b)](#Fig6){ref-type="fig"}), we observe that the histogram exhibits a maximum for small *α* values (Fig. [6(b)](#Fig6){ref-type="fig"}). This indicates that the force axis lies within the the long axis of the cell.

The coexistence of two morphologies has already been reported for SW480 cells. Their mechanical properties have been studied^[@CR46]^: the Young modulus of round shape cells (500 Pa) was found to be smaller than that of elongated cells, and the adhesion of cells onto an Atomic Force Microscope cantilever was found to be independent of the cellular shape. Our results constitute the first study of the adhesion pattern for each cellular shape and show that, although the elastic properties of elongated and round SW480 cells are similar, their adhesion patterns strongly differ.

Conclusion {#Sec8}
==========

Here, we have introduced a new TFM approach, which uses non-fluorescent particles. This technique allows to track micrometer-sized particles (along all three directions) with a localization accuracy that cannot be achieved using state-of-the art TFM (fluorescent-based) setups. This low tracking noise (\~nm) allows to successfully recover force maps, including the normal component of the forces, at low spatial resolutions (2D density smaller than 0.1 particles per *μ*m^2^. This technique is still new and further improvements are expected. Sub-nm localization accuracies could be obtained using a faster camera (capable of nearly kHz acquisition at full frame) and higher power light sources such as superluminescent diodes (simply because averaging decreases tracking noise^[@CR47]^), which also offer excellent image quality^[@CR35]^. Here, the typical extension of diffraction patterns could be controlled along both the *x* and *y* axis by using spatial filtering and select low frequency components and along the *z* axis by confining the beads in one plane only. Assuming an intensity of 1 mW, and an illuminated region of 100 × 100 *μ*m^2^, the flux is 10 W *per* cm^2^ (which is sufficient to observe well-defined diffraction patterns at 0.1 kHz^[@CR31]^), the typical dose is about 1 *J per* cm^2^ for 100 images in 1 s. Repeating the acquisition every minute for 10 hours, the total dose is 600 J per cm^2^ and so would not damage cells (using a wavelength larger than 600 nm)^[@CR24]^. Obviously, fluorescence imaging is also capable to track nanobeads with nm accuracy^[@CR48]^. This, however, requires large integration times (averaging 10 images over 150 ms allows for an accuracy about 1 to 2 nm in all three directions, *i*.*e*. roughly an order of magnitude higher than what is expected using non-fluorescent measurements) and much higher intensities (about 100 times larger), which would result in potential photo-damage and photo-bleaching effects. Finally, it remains also possible, using Mie scattering theory, to track particles when diffraction patterns overlap^[@CR49]^, and to reach very large particle volume fractions. We believe that our new approach should stimulate new theoretical investigations in order to optimize both volume fractions and accuracy parameters.

Materials and Methods {#Sec9}
=====================

TFM Setup {#Sec10}
---------

We use a home-built microscope. Bead images (8 bits) were acquired with a 2048 × 2048 pixels CMOS camera (acA2040-25 gm, Basler) that has a saturation capacity of 11.9 ke- and a frame rate of 25. An oil-immersion objective (100X, NA 1.25, Zeiss) was mounted on a piezoelectric flexure objective scanner (P-721, Physik Instrumente) and used to image the gel at different positions (along the optical axis). A lens in front of the camera sets the magnification to about 50. To maintain a relatively low spatial coherence (to about 6 micrometers), we use a Light Emitting Diode (M595L3, Thorlabs) and a band pass filter (FF01-697/75-25-D, Semrock). To minimize temperature gradients, the stainless steel microscope stage is thermally isolated from the optical table with ceramic legs. Experiments were performed at T = 37 °C (TempController 2000-2, Pecon GmbH) under a 5 percent Carbon Dioxide atmosphere (CO2-Controller 2000, Pecon GmbH).

Image Acquisition {#Sec11}
-----------------

Unless specified, 20 images were acquired at 20 Hz every minute and then averaged. To correct for the difference in index of refractions between oil and water, the *z* positions were multiplied by a factor 0.82 ± 0.01^[@CR50]^. Note that this experimental value (obtained by measuring the thickness of different flow cells) deviates from the ratio of indexes (1.33/1.515 = 0.88, assuming a low NA) but is in agreement with a model proposed by Visser^[@CR51]^.

Preparation of Activated Coverslips {#Sec12}
-----------------------------------

We used 35 mm glass bottomed Cell Culture Dishes (500027, Porvair). To covalently attach the polyacrylamide gel onto glass, we used a a similar procedure as in^[@CR52]^. Glass surfaces were cleaned with NaOH, incubated with a 0.5% EtOH solution of 3-Aminopropyltriethoxysilane (440140, SIGMA) and then immersed in a 0.5% Glutaraldehyde (G6257, SIGMA). Intensive rinsing with either H20 or EtOH was performed between all steps.

Polyacrylamide gel fabrication {#Sec13}
------------------------------

Gels with 80 micrometer thickness were polymerized onto functionalized glass using the following protocol^[@CR52]^; A solution of acrylamide (5%; 1610142, Bio-Rad) and bis-acrylamide (0.05%; 1610140, Bio-Rad) was mixed with 1 micrometer diameter polystyrene particles (07310, Polysciences) to yield a gel with a Young modulus of *E* = 0.45 kPa^[@CR52]^. The concentration of particles was adjusted to obtain a volume fraction of about 0.1%. Polymerization was initiated by Ammonium Persulfate (A3678, SIGMA) and Tetramethylethylenediamine (T9281, SIGMA). After complete polymerization (about 30 minutes), Collagen I (0.2 mg/ml in Acetic Acid; A10483, Life Technologies) was cross-linked to the gel surface using Sulfo-SANPAH (1 mM; BC38, G-Biosciences). Photoactivation was performed with UV and cross-linking was done overnight. The cell culture dishes were then stored in Phosphate-buffered Saline buffer (79382, SIGMA) at 4 °C.

Cell culture {#Sec14}
------------

SW480 cells were obtained from ATCC and grown in DMEM (Dulbecco's modified Eagle's medium; Life Technology) with 10% fetal bovine serum (Life technology, Germany) at 37 °C in a humidified atmosphere and 5% CO2. Mycoplasma contamination has been tested negatively using PlasmoTest (Invivo gene). Cells were seeded on the gel- covered slides at a concentration of 50 000 cells/ml to avoid confluency and allow individual cell measurment. Cells were maintained at 37 °C and 5% CO2 during measurements using a dedicated chamber. Note that our procedure is not compatible with some protocols used in macroscopic cell culture but is similar to protocols used in Microfluidics^[@CR53]^).

Data availability {#Sec15}
-----------------

The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.
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