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Abstract
Magnetic Aharonov-Bohm effect (AB effect) was studied in hun-
dreds of papers starting with the seminal paper of Aharonov and
Bohm [AB] published in 1959. We give a new proof of the magnetic
Aharonov-Bohm effect without using the scattering theory and the
theory of inverse boundary value problems. We consider separately
the cases of one and several obstacles. The electric AB effect was
studied much less. We give the first proof of the electric AB effect in
domains with moving boundaries. When the boundary does not move
with the time the electric AB effect is absent.
1 Introduction.
Let Ω1 be a bounded domain in R
2, called the obstacle. Consider the time-
dependent Schro¨dinger equation in (R2 \ Ω1)× (0, T ):
(1.1) − ih∂u
∂t
+
1
2m
n∑
j=1
(
−ih ∂
∂xj
− e
c
Aj(x)
)2
u+ eV (x)u = 0,
where n = 2,
(1.2) u|∂Ω1×(0,T ) = 0,
(1.3) u(x, 0) = u0(x), x ∈ R2 \ Ω1,
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and the electromagnetic potentials A(x), V (x) are independent of t. The
equation (1.1) describes an electron in (R2 \ Ω) × (0, T ), more precisely,
|u(x, t)|2 is a probability density of finding the electron in an infinitesimal
neighborhood of x. Let
(1.4) α =
e
hc
∫
γ
A(x) · dx
be the magnetic flux, where γ is a simple closed contour containing Ω1. In
the seminal paper [AB] Aharonov and Bohm discovered that even when the
magnetic field B(x) = curlA = 0 in R2 \ Ω1, the magnetic potential A af-
fects the electron in R2 \ Ω1 if α 6= 2pin, ∀n ∈ Z. This phenomenon is
called the Aharonov-Bohm effect, where we say that the Aharonov-Bohm
effect takes place if there are solutions u(x, t) of (1.1) for which a physi-
cal quantity such as the probability density |u(x, t)|2 or probability current
Re (u(x, t)(−i ∂
∂x
)u(x, t)) depends on the gauge equivalence class of the mag-
netic potential.
The purpose of the present paper is to give a simple proof of the AB effect
without using the scattering theory or the theory of inverse boundary value
problems.
Aharonov and Bohm proposed a physical experiment to test the AB effect.
The experimental proof of AB effect was not easy to achieve in the way that
is free of any controversy. This was accomplished by Tonomura et al [T et
al]. In the same paper [AB] Aharonov and Bohm gave a mathematical proof
of AB effect in the case when the obstacle is reduced to a point: Ω1 = {0}.
They explicitly constructed the scattering amplitude and showed that the
scattering cross-section is influenced by the magnetic flux modulo 2pin, n ∈
Z. Later Ruijsenaars [R] proved the same result in the case when the obstacle
is a circle. The next important step was done by Nicoleau [N] who found a
way to compute the integrals
(1.5) exp
( ie
hc
∫ ∞
−∞
A(x0 + tω) · ωdt
)
and
(1.6)
∫ ∞
−∞
V (x0 + tω)dt,
knowing the scattering operator. In (1.5), (1.6) n = 2 or n = 3 and
x = x0 + tω, t ∈ R, is any straight line that does not intersect the ob-
stacles. When the obstacle Ω is convex, Nicoleau [N] used (1.5), (1.6) and
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the X-ray transform to determine B = curlA, V (x) and the magnetic flux
α(mod 2pim) for n = 2, i.e. he solved the inverse scattering problem.
When considering the Aharonov-Bohm effect, the magnetic field
B(x) = 0, and therefore one needs only a finite number of integrals of the
form (1.5) to determine the magnetic fluxes modulo 2pip, p ∈ Z. In this case
the X-ray transform is not needed. Still the recovery of integrals (1.5) from
the scattering operator is quite complicated. The motivation of the present
work was to find an easier proof of the AB effect that does not involve the
scattering theory.
In [W1] Weder considered the case when n = 2 and V (x) = 0 and he
recovered integrals (1.5) from the scattering operator in a larger class of po-
tentials then in [N]. He also considered the case when the obstacle is reduced
to a point as in the original Aharonov-Bohm paper [AB].
In a series of papers [E3], [E4], [E5], [E6] the inverse boundary value
problems for the Schro¨dinger equations with time-independent electromag-
netic potentials were studied. The most complete result was obtained in [E6]
where an arbitrary number of obstacles (not necessary convex) was consid-
ered, and it was proven that the boundary data determine the gauge equiva-
lent class of electromagnetic potentials. In particular, the magnetic AB effect
was proven. In [E6] and [E3] the case of Yang-Mills potentials generalizing
electromagnetic potentials was also considered.
It is well known that the inverse boundary value problem can be reduced
to the inverse scattering problem, and vice versa, in the case when the mag-
netic and electric potentials have a compact support.
In the case of the magnetic AB effect it is natural to assume that the
magnetic field B(x) has a compact support. The electric potential does not
affect the magnetic AB effect and, for the simplicity, we can assume that
V (x) has a compact support too, or even V (x) equal to zero. If B(x) has a
compact support and if n ≥ 3, or n = 2 and the total magnetic flux is zero,
then one can find a magnetic potential A(x) with compact support such that
B(x) = curlA(x) (cf. [E4], §1). In this case the results of [E6] lead to the
solution of the inverse scattering problem and, in particular, to the proof of
the magnetic AB effect.
In [BW1] Ballesteros and Weder recovered integrals (1.5), (1.6) from the
scattering operator for n = 3 in a class of potentials larger than in [N] with
less requirements on the smoothness. They also proved in [BW1] the AB
effect for some quite restrictive class of obstacles in R3. When the electric
potential has a compact support their results were preceded by [E6] where a
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general class of obstacles was considered.
When n = 2 and the total flux is not zero the magnetic potential is O( 1
|x|
)
even when B(x) has a compact support. In this case the inverse scattering
problems become more difficult. This case was treated in [EIO] (see also
[EI]). The proofs in [EIO], [EI] use results of [N] (or [W1]) and also the
results of Yafaev and Roux-Yafaev ([RY1], [RY2], [Y]) on the singularities of
the scattering matrix in the case of long range magnetic potentials.
All previous papers considered the case of electromagnetic potentials in-
dependent of the time. There are only two papers [E1] and [W3] that consider
inverse problems for the Schro¨dinger equations with time-dependent poten-
tials but [W3] has no relation to the AB effect and [E1] is the only paper
studying the inverse boundary value problem for the time-dependent elec-
tromagnetic potentials. In particular, [E1] gives the proof of the combined
electric and magnetic AB effect.
Now we shall describe the content of the present paper.
We start in §3 (subsection 3.1) with the proof of the magnetic AB effect
in the case of one obstacle in R2 by constructing solutions of nonstationary
Schro¨dinger equations depending on a large parameter. We construct such
solutions in two steps: first we construct a geometric optics solutions of the
wave equation concentrated in a small neighborhood of a ray and then we
use the Kannai’s formula (cf. [K]) that transform the solution of the wave
equation into the solution of the Schro¨dinger equation. We use these solutions
to prove the following theorem
Theorem 1.1. There exists a solution u(x, t) of the Schro¨dinger equation
(1.1) in (R2 \Ω1)× (0, T ) with the boundary condition (1.2) and some highly
oscillating initial data (1.3) such that
(1.7) |u(x, t)|2 = 2 sin2 α
2
+O(ε)
in an ε-neighborhood of some point, where ε is small and α is the magnetic
flux (1.4), α 6= 2pin, ∀n ∈ Z. Therefore, the probability density |u(x, t)|2
depends on the magnetic flux α, i.e. the AB effect holds. Moreover |u(x, t)|2
determines α(mod 2pin, n ∈ Z) up to a sign.
In a short subsection 3.2 we extend Theorem 1.1 to the three-dimensional
case.
In subsection 3.3 we prove a theorem similar to Theorem 1.1 in the case
of several obstacles in R2 (see Theorem 3.1 below). The case of several
4
obstacles requires the construction of the geometric optics solutions for the
wave equation concentrated in the neighborhood of broken rays, i.e. rays
reflected at the obstacles.
The use of broken rays allows to treat the case when obstacles are close
to each other and the treatment of the cluster of obstacles as one obstacle
may miss the AB effect. It is mentioned in the Remark 3.1 that the broken
rays are used sometimes in the case of one obstacle too.
In §4 the electric AB effect is considered, assuming that the magnetic
potential A = 0 and the electric field E = ∇V (x, t) = 0 in the domain
D ⊂ Rn×[0, T ]. The electric AB effect is studied much less than the magnetic
AB effect. When the domain D has the form Ω × (0, T ), where Ω ⊂ R2 is
connected, then E = ∇V (x, t) = 0 in D implies that V (x, t) = V (t). Such
electric potentials are gauge equivalent to zero electric potential, i.e. there is
no electric AB effect. It is not surprising that there was neither mathematical
nor experimental proof of electric AB effect in such domains. To get an
electric AB effect one needs to consider domains D such that the topology of
the intersection D ∩ {t = t0} changes with t0, i.e. the boundary of D moves
with the time. Such domains are considered in §4 and the following theorem
is proven
Theorem 1.2. Let u(x, t) be the solution of the Schro¨dinger equation
(1.8) ih
∂u
∂t
+
h2
2m
∆u− eV (x, t)u = 0, (x, t) ∈ D
with zero boundary conditions and nonzero initial condition. Let v(x, t) be
the solution of (1.8) with V (x, t) = 0 and the same initial and boundary
conditions as u(x, t). Suppose that E = ∂V (x,t)
∂x
= 0 in D and that V (x, t)
is not gauge equivalent to zero potential. Then there exists a domain D
such that the probability densities |u(x, t)|2 and |v(x, t)|2 differ in D, i.e. the
impact of the electric potential V (x, t) is different from the impact of the zero
potential.
This proves the electric AB effect.
2 The magnetic AB effect
Let Ω1, ...,Ωm be smooth obstacles in R
n. Assume that Ωj ∩Ωk 6= 0 if j 6= k.
Consider the Schro¨dinger equation (1.1) in (Rn \ Ω)× (0, T ), n ≥ 2, where
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Ω = ∪mj=1Ωj ,
(2.1) u
∣∣
∂Ω×(0,T )
= 0,
and (1.3) holds in Rn \ Ω.
Let B(x) = curlA(x) be the magnetic field, n = 2 or 3. In the case n > 3
we consider B(x) as the differential of the form
∑n
j=1Aj(x)dxj .
In this paper we assume that B(x) = 0 in Rn \Ω, i.e. the magnetic field
B(x) is shielded inside Ω. For the simplicity, we assume that V (x) has a
compact support.
Denote by G(Rn \ Ω) the group of C∞ complex-valued functions g(x)
such that |g(x)| = 1 in Rn \ Ω and
g(x) = 1 +O
( 1
|x|
)
for |x| > R if n ≥ 3,
g(x) = eipθ(x)
(
1 +O
( 1
|x|
))
for |x| > R if n = 2.
Here p is an arbitrary integer, 0 ∈ Ω and θ(x) is the polar angle of x. The
difference between the cases n = 2 and n ≥ 3 is the consequence of the
fact that the set {x : |x| > R} is simply connected when n ≥ 3 and it is
not simply-connected when n = 2. We call G(Rn \ Ω) the gauge group. If
u′(x, t) = g−1(x)u(x, t) then u′(x, t) satisfies the Schro¨dinger equation (1.1)
with electromagnetic potentials (A′(x), V ′(x)), where V ′(x) = V (x) and
e
c
A′(x) =
e
c
A(x) + ihg−1(x)
∂g(x)
∂x
.(2.2)
We shall call magnetic potentials A′(x) and A(x) gauge equivalent if there
exists g(x) ∈ G(Rn \ Ω) such that (2.2) holds.
We shall describe all gauge equivalence classes of magnetic potentials
when B = curlA = 0 in Rn \ Ω.
It is easy to show (see, for example, §4 in [E1]) that A(x) and A′(x) are
gauge equivalent iff for any closed contour γ in Rn \ Ω we have
e
hc
∫
γ
A(x) · dx− e
hc
∫
γ
A′(x) · dx = 2pip,
where p ∈ Z.
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Since curlA = 0 in Rn \ Ω the integral ∫
γ
A(x) · dx depends only on
homotopy class of γ in Rn \ Ω.
Consider the case of one obstacle Ω1 in R
2. Let γ1 be a simple closed
contour inR2\Ω1 containing Ω1. Any closed contour γ inR2\Ω1 is homotopic
to mγ1, where m ∈ Z. Therefore the gauge equivalent class in G(R2 \Ω1) is
determined by the magnetic flux e
hc
∫
γ1
A(x) · dx modulo 2pip, p ∈ Z.
In the case of several obstacles Ω1, ...,Ωm in R
2 denote by γj, 1 ≤ j ≤ m,
a simple closed curve encircling Ωj only. Let
αj =
e
hc
∫
γj
A · dx
be the corresponding magnetic flux.
Any closed contour γ in R2 \ ⋃mj=1Ωj is homotopic to ∑mj=1 njγj ,
nj ∈ Z. Therefore the numbers αj(mod 2pipj), pj ∈ Z, j = 1, ..., m, determine
the gauge equivalence class of A(x). Analogously, in the case m ≥ 1 obstacles
in Rn, n ≥ 3, any closed contour in Rn\Ω is homotopic to∑rj=1 njβj, where
{β1, ..., βr} is the basis of the homology group of Rn \ Ω, nj ∈ Z. Therefore
A(x) and A′(x) are gauge equivalent iff
e
hc
∫
βj
A(x) · dx− e
hc
∫
βj
A(x) · dx = 2pipj, pj ∈ Z,
for all 1 ≤ j ≤ r.
Any two magnetic potentials belonging to the same gauge equivalence
class represent the same physical reality and can not be distinguished in any
physical experiment.
Consider the probability density |u(x, t)|2. It has the same value for any
representative of the same gauge equivalence class since |g−1(x)u(x, t)|2 =
|u(x, t)|2.
To prove the AB effect it is enough to show that for some u(x, t) the
probability density |u(x, t)|2 changes when we change the gauge equivalence
class.
3 The proof of the magnetic AB effect
3.1 The case of one obstacle in R2
Consider the Schro¨dinger equation (1.1) in (R2\Ω1)×(0, T ) with the bound-
ary condition (1.2) and the initial condition (1.3).
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Let w(x, t) be the solution of the wave equation
(3.1)
h2
2m
∂2w
∂t2
+Hw = 0 in (R2 \ Ω1)× (0,+∞)
with the boundary condition
(3.2) w
∣∣
∂Ω1×(0,+∞)
= 0
and the initial conditions
(3.3) w(x, 0) = u0(x),
∂w(x, 0)
∂t
= 0, x ∈ R2 \ Ω1,
i.e. w(x, t) is even in t. Here
H =
1
2m
(
− ih ∂
∂x
− e
c
A
)2
+ eV (x).
There is a formula relating u(x, t) and w(x, t) (cf. Kannai [K]):
(3.4) u(x, t) =
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht w(x, x0)dx0.
We shall consider solutions of (3.1) such that
(3.5) |w(x, t)| ≤ C(1 + |t|)m,
∣∣∣∂rw(x, t)
∂tr
∣∣∣ ≤ Cr(1 + |t|)m, ∀r ≥ 1.
Let χ0(t) ∈ C∞0 (R1), χ0(−t) = χ0(t), χ0(t) = 1 for |t| < 12 , χ0(t) = 0 for
|t| > 1. We define the integral (3.4) as the limit of
(3.6)
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
χ0(εx0)e
imx20
2ht w(x, x0)dx0
as ε→ 0, and we shall show that this limit exists for any w(x, x0) satisfying
(3.5). Substitute the identity( ht
imx0
∂
∂x0
)M
e
imx20
2ht = e
imx20
2ht , ∀M,
in (3.6) and integrate by parts in (3.6) for |x0| > 1. If M ≥ m+ 2 we get an
absolutely integrable function of x0 and therefore we can pass to the limit
when ε→ 0.
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Note that
(
− ih ∂
∂t
+H
)
u(x, t) =
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht
( h2
2m
∂2
∂x20
+H
)
w(x, x0)dx0,
Note also that
u(x, 0) = lim
t→0
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht w(x, x0)dx0 = w(x, 0).
Therefore u(x, t) satisfies (1.1), (1.2), (1.3) if w(x, t) satisfies (3.1), (3.2),
(3.3).
We shall construct geometric optics type solutions of (3.1), (3.2), (3.3) and
then use the formula (3.4) to obtain solutions of the Schro¨dinger equation.
We shall look for w(x, t) in the form
(3.7) wN(x, t) = e
imk
h
(x·ω−t)
N∑
p=0
ap(x, t)
(ik)p
+ ei
mk
h
(x·ω+t)
N∑
p=0
bp(x, t)
(ik)p
,
where k is a large parameter and ω is a unit vector, i.e. |ω| = 1.
Substituting (3.7) into (3.1) and equating equal powers of k we get
ha0t(x, t) + hω · a0x(x, t)− iω · e
c
A(x)a0 = 0,(3.8)
−hb0t(x, t) + hω · b0x − iω · e
c
A(x)b0 = 0,
hapt(x, t) + hω · apx(x, t)− iω · e
c
A(x)ap = i
( h2
2m
∂2
∂t2
+H
)
ap−1,(3.9)
−hbpt(x, t) + hω · bpx − iω · e
c
A(x)bp = i
( ∂2
∂t2
+H
)
bp−1, 1 ≤ p ≤ N.
We have bp(x, t) = ap(x,−t) for p ≥ 0, assuming that bp(x, 0) = ap(x, 0).
Introduce new coordinates (s, τ, t) instead of (x1, x2, t) where
s = (x− x(0)) · ω − t,(3.10)
τ = (x− x(0)) · ω⊥,
t = t.
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Here ω⊥ ·ω = 0, |ω⊥| = |ω| = 1. We assume that x(0) is a fixed point outside
of the obstacle Ω1 and that the line x = x
(0) + sω, s ∈ R, does not intersect
Ω1. Equations (3.8), (3.9) have the following form in the new coordinates
aˆ0t(s, τ, t)− iω · e
hc
A(x(0) + (s+ t)ω + τω⊥)aˆ0 = 0,(3.11)
aˆpt(s, τ, t)− iω · e
hc
A(x(0) + (s + t)ω + τω⊥)aˆp = fˆp(s, τ, t), p ≥ 1,
where aˆp(s, τ, t) = ap(x, t), fˆp(s, τ, t) is
i
h
(
h2
2m
∂2
∂t2
+H
)
ap−1 in the new coor-
dinates.
We impose the following initial conditions
aˆ0(s, τ, 0) =
1
2
χ0
( τ
δ1
)
χ0
( s
δ2k
)
,(3.12)
aˆp(s, τ, 0) = 0 for p ≥ 1,
where χ0(s) is the same as above. We assume that δ1 is such that
supp χ0(
(x−x(0))·ω⊥
δ1
) does not intersect Ω1. Then
aˆ0(s, τ, t) =
1
2
χ0
( τ
δ1
)
χ0
( s
δ2k
)
exp
( ie
hc
∫ t
0
ω · A(x(0) + (s+ t′)ω + τω⊥)dt′
)
.
Since s = (x− x(0)) · ω − t we have in the original coordinates
(3.13) a0(x, t) =
1
2
χ0
((x− x(0)) · ω⊥
δ1
)
χ0
((x− x(0)) · ω − t
δ2k
)
· exp
( ie
hc
∫ t
0
ω ·A(x− t′′w)dt′′
)
,
where we made the change of variables t− t′ = t′′. Note that
(3.14) |ap(x, t)| ≤ Ctp, 1 ≤ p ≤ N,
and (3.5) holds for any r ≥ 1. Since bp(x, t) = ap(x,−t), p ≥ 0, we have that
wN(x, 0) = χ0
((x− x(0)) · ω⊥
δ1
)
χ0
((x− x(0)) · ω
δ2k
)
ei
m
h
kω·x,(3.15)
wNt(x, 0) = 0.
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Let
(3.16) uN(x, t) =
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht wN(x, x0)dx0.
Using that bp(x, t) = ap(x,−t) and making a change of variables we get
(3.17) uN(x, t) =
2e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht
+ imk
h
(x·ω−x0)
N∑
p=0
ap(x, x0)
(ik)p
dx0.
We have
(3.18)(
− ih ∂
∂t
+H
)
uN(x, t) =
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht
( h2
2m
∂2
∂x20
+H
)
wN(x, x0)dx0.
Note that
( h2
2m
∂2
∂x20
+H
)
wN(x, x0) = e
imk
h
(x·ω−x0)
( h2
2m
∂2
∂x20
+H
)
aN (x, x0)
+ e
imk
h
(x·ω+x0)
( h2
2m
∂2
∂x20
+H
)
bN (x, x0).
Denote by gN(x, t) the right hand side of (3.18). Since bN (x, x0) = aN(x,−x0)
we have
(3.19)
gN(x, t) =
2e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht e
imk
h
(x·ω−x0)
( h2
2m
∂2
∂x20
+H
)aN(x, x0)
(ik)N
dx0.
We apply the stationary phase method to the integral (3.17). The equation
for the critical point is mx0
ht
− mk
h
= 0, i.e. x0 = kt and the Hessian is
m
ht
.
Therefore
(3.20)
uN(x, t) = e
− imk
2t
2h
+imk
h
x·ωχ0
((x− x(0)) · ω⊥)
δ1
)
exp
( ie
hc
∫ ∞
0
ω·A(x−s′ω)ds′
)
+O(ε),
where ε is arbitrary small when k is sufficiently large and t is sufficiently
small.
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We used that χ0
(
x·ω−kt
δ2k
)
= 1 when k is large and t is small. Note that
(3.21)
∣∣∣ap(x, kt)
(ik)p
∣∣∣ ≤ C
kp
(kt)p ≤ Ctp
is small when t is small.
Applying the stationary phase method to (3.19) we get, using (3.14), that
(3.22)
∫
R2\Ω
|gN(x, t)|2dx ≤ Ct2Nk.
We used in (3.22) that χ0
(
x·ω−kt
δ2k
)
= 0 when |x · ω| > Ck.
Denote by ‖gN‖r the Sobolev norm in Hr(R2 \Ω1). It follows from (3.19)
and (3.14) that
‖gN‖r ≤ CtNkr+ 12 .
Let RN(x, t) be the solution of(
− ih ∂
∂t
+H
)
RN = −gN(x, t) in (R2 \ Ω1)× (0, T ),
RN
∣∣∣
∂Ω1×(0,T )
= 0,
RN(x, 0) = 0.
Such solution exists and satisfies the following estimates (cf. [E1]):
(3.23) max
0≤t≤T
‖RN(·, t)‖2 ≤ C
∫ T
0
(
‖gN(·, t)‖0 +
∥∥∂gN (·, t)
∂t
∥∥
0
)
dt.
By the Sobolev embedding theorem |RN(x, t)| ≤ Cmax0≤t≤T ‖RN (·, t)‖2 for
all (x, t) ∈ (R2 \ Ω1)× (0, T ). Since
max
0≤t≤T
∥∥∥ ∂p
∂tp
gN(x, t)
∥∥∥
r
≤ CTNk 12+r
we get that
|RN (x, t)| ≤ Cε
if T ≤ C
kδ3
, 0 < δ3 < 1, (N + 1)δ3 >
1
2
, k is large.
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Note that u = uN + RN satisfies (1.1), (1.2) and the initial condition
u(x, 0) = uN(x, 0) = χ0(
(x−x(0))·ω⊥
δ1
)χ0(
(x−x(0))·ω
δ2k
)ei
mk
h
x·ω. Therefore we con-
structed a solution u(x, t, ω) for x ∈ R2 \ Ω1, t ∈ (0, T ), T = O( 1kδ3 ), k is
large, such that
(3.24) u(x, t, ω)
= e−i
mk2t
2h
−imk
h
x·ωχ0
((x− x(0)) · ω⊥
δ1
)
exp
(
i
e
hc
∫ ∞
0
ω·A(x−s′ω)ds′
)
+O(ε),
where ε can be chosen arbitrary small if k is large enough. Note that the
integral in (3.24) converges since A(x) = C (x2,−x1)
|x|2
+O( 1
|x|2
).
Let x(0) ∈ R2 \ Ω1 and let ω and θ be two unit vectors (see Fig.1):
θω
Ω
x(0) = (0, L)
0
(N sinϕ,−N cosϕ + L)(−N sinϕ,−N cosϕ+ L)
x1
x2
ϕ
Figure 1.
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Consider the difference of two solutions of the form (3.24) corresponding
to (x(0), ω) and (x(0), θ), respectively:
(3.25) w(x, t) = u(x, t, ω)− u(x, t, θ),
where u(x, t, ω) is the same as in (3.24) and
(3.26) u(x, t, θ)
= e−i
mk2t
2h
+ imk
h
x·θχ0
((x− x(0)) · θ⊥
δ1
)
exp
(
i
e
hc
∫ ∞
0
θ ·A(x−s′θ)ds′
)
+O(ε),
where θ⊥ · θ = 0. Note that modulo O(ε) the support of v1 is contained
in a small neighborhood of the line x = x(0) + sω and the support of v2 is
contained in a small neighborhood of x = x(0) + sθ.
Let U0 be a disk of radius ε0 centered in x
(0) and contained in (supp v1)∩
(supp v2). We assume that χ0(
(x−x(0))·ω⊥
δ1
) = χ0(
(x−x(0))·θ⊥
δ1
) = 1 in U0. We
have for x ∈ U0 and 0 < t < T = 1kδ3
(3.27) |u(x, t, ω)− u(x, t, θ)|2 =
∣∣∣1− eimkh x·(ω−θ)+i(I1−I2)∣∣∣2 +O(ε)
= 4 sin2
1
2
(mk
h
x · (ω − θ) + I1 − I2
)
+O(ε),
I1 =
e
hc
∫ ∞
0
ω · A(x− sω)ds, I2 = e
hc
∫ ∞
0
θ · A(x− sθ)ds,
and k > k0, k0 is large, T ≤ 1
k
δ3
0
.
Choose kn > k0 such that
(3.28)
mkn
h
x(0) · (ω − θ) = 2pin, n ∈ Z.
Let, for simplicity, θ1 = −ω1, θ2 = ω2, x(0) = (0, L), tanϕ = θ1θ2 is small.
Define
I1N (x, ω) =
e
hc
∫ N
0
ω · A(x− sω)ds,
I2N(x, θ) =
e
hc
∫ N
0
θ · A(x− sθ)ds,
14
I3N =
e
hc
∫ N sinϕ
−N sinϕ
A1(s,−N cosϕ+ L)ds
(see Fig.1). Note that
(3.29) − I1N (x(0), ω) + I2N (x(0), θ) + I3N = α,
where α is the magnetic flux (cf. (1.4)). We assume that
(3.30) α 6= 2pin, ∀n ∈ Z.
Since |A| ≤ C
r
, where r is the distance to Ω1, we have
(3.31) |I3N | ≤ e
hc
C
N
2N sinϕ = C1
e
hc
sinϕ.
When N →∞ we get
(3.32) I2 − I1 = α +O
( e
hc
sinϕ
)
for x ∈ U0.
Assuming that the radius of the disk U0 is ε0 we get
(3.33)
∣∣∣mkn
h
(x− x(0)) · (ω − θ)
∣∣∣ ≤ 2mkn
h
ε0 sinϕ.
Therefore for arbitrary small ε > 0 using (3.28), (3.29), (3.31), (3.32), (3.33),
fixing kn > k0 and choosing ϕ and ε0 small enough we get
(3.34) |u(x, t, ω)− u(x, t, θ)|2 = 4 sin2 α
2
+O(ε),
where x ∈ U0 and α is the magnetic flux (1.4).
Therefore, Theorem 1.1 is proven.
3.2 The three-dimensional case
The constructions of the subsection 3.1 can be carried out in the case of
three dimensions. Consider, for example, a toroid Ω1 in R
3 as in Tonomura
et al experiment (cf [T et al]). Let x(0) be a point outside of Ω1 and let
γ1 = {x = x(0) + sω, s ≤ 0} be a ray passing through the hole of the
toroid. As in subsection 3.1 we can construct a solution v1(x, t, ω) of the
form (3.26). In the case n ≥ 3 dimensions there are (n − 1) orthogonal
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unit vectors ω⊥j, 1 ≤ j ≤ n − 1, such that ω · ω⊥j = 0, 1 ≤ j ≤ n − 1,
and we have to replace χ0(
(x−x(0))·ω⊥
δ1
) in (3.26) by Πn−1j=1χ0(
(x−x(0))·ω⊥j
δ1
). Let
γ2 = {x = x(0)+sθ, s ≤ 0} be a ray passing outside of toroid and let v2(x, t, ω)
be the corresponding solution of the form (3.27). As in subsection 3.1 we get
|v1(x, t, ω)− v2(x, t, θ)|2 = 4 sin2 α
2
+O(ε),
where α = e
hc
∫
γ
A(x) · dx, γ is a closed simple curve encircling Ω1 and we
assume that the angle between ω and θ is small.
Assuming that α 6= 2pin, ∀n ∈ Z, we obtain that the probability density
|v1 − v2|2 depends on α and this proves the AB effect.
3.3 The case of several obstacles
Let Ωj , 1 ≤ j ≤ m, m > 1, be obstacles inR2, and let αj = ehc
∫
γj
A(x)·dx be
the magnetic fluxes generated by magnetic fields shielded in Ωj , 1 ≤ j ≤ m.
Suppose that some αj satisfy the condition (3.30). If the obstacles are close
to each other it is impossible to repeat the construction of the subsection 3.1
separately for each Ωj . Note that if the total flux
∑m
j=1 αj = 2pip, p ∈ Z,
then treating Ω = ∪mj=1Ωj as one obstacle we will miss the magnetic AB
effect.
We shall introduce some notations.
Let x(1) 6∈ Ω = ∪mj=1Ωj . Denote by γ = γ1 ∪ γ2 ∪ ... ∪ γr the broken ray
starting at x(1) and reflecting at Ω at points x(2), ..., x(r). The last leg γr
can be extended to the infinity. Denote by ωp, 1 ≤ p ≤ r, the directions of
γp. The equations of γ1, ..., γr are x = x
(1) + sω1, s1 = 0 ≤ s ≤ s2, x =
x(2) + sω2, s2 ≤ s ≤ s3, ..., x = x(r) + sωr, sr ≤ s < +∞. Here sp are such
that x(sp) = x
(p), 1 ≤ p ≤ r. Denote by γ˜ = γ˜1 ∪ γ˜2 ∪ ... ∪ γ˜r the lifting of γ
to R2 × (0,+∞), where the equations of γ˜p are x = x(p) + sωp, t = s, sp ≤
s ≤ sp+1, sr+1 = +∞. Note that the times when γ˜ hits the obstacles are
tp = sp, 2 ≤ p ≤ r.
Let V0 be a small neighborhood of x
(1). Denote by γy = ∪rp=1γpy the
broken ray that starts at y ∈ V0. We assume that γ1y has the form x =
y + sω1, 0 ≤ s ≤ s2(y), where x(2)(y) = y + s2(y)ω1 is the point where γ1y
hits ∂Ω. We have γx(1) = γ. Let U0(t) = {x = x(t)} be the set of endpoints
at the time t of γ˜ry, y ∈ V0. Note that there is a one-to-one correspondence
between y ∈ V0 and x(t) ∈ U0(t). Therefore we shall denote the broken ray
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starting at y ∈ V0 and ending at x(t) at the time t by γ(x(t)) instead of γy.
As in [E6] we can construct a geometric optics solution of ( h
2
2m
∂2
∂t2
+H)wN = 0
in (R2 \ Ω)× (0,+∞) in the form
(3.35) wN(x, t)
=
r∑
p=1
N∑
n=0
ei
mk
h
(ψp(x)−t)
apn(x, t)
(ik)n
+
r∑
p=1
N∑
n=0
ei
mk
h
(ψp(x)+t)
bpn(x, t)
(ik)n
,
where
|∇ψp(x)| = 1, ∂ψp(x
(p))
∂x
= ωp, 1 ≤ p ≤ r,(3.36)
ψ1(x) = x · ω1.
We have that apn(x, t) = bpn(x,−t) and apn(x, t) satisfy the transport equa-
tions
(3.37)
∂apn
∂t
+
∂ψp(x)
∂x
· ∂apn
∂x
+
1
2
∆ψpapn − i e
hc
A(x) · ∂ψp
∂x
apn = fpn(x, t),
1 ≤ p ≤ r, 0 ≤ n ≤ N,
where fp0 = 0, fpn depend on apj for n ≥ 1, 0 ≤ j ≤ n − 1. The following
boundary conditions hold on ∂Ω× (0,+∞):
ψp
∣∣
∂Ω×(0,+∞)
= ψp+1
∣∣
∂Ω×(0,+∞)
, 1 ≤ p ≤ r − 1,(3.38)
apn
∣∣
∂Ω×(0,+∞)
= −ap+1,n
∣∣
∂Ω×(0,+∞)
, 1 ≤ p ≤ r − 1.
Conditions (3.38) imply that
wN
∣∣∣
∂Ω×(0,+∞)
= 0.
We impose the following initial conditions:
a10(x, 0) =
1
2
χ0
((x− x(1)) · ω1⊥
δ1
)
χ0
((x− x(1)) · ω1
δ2k
)
,(3.39)
a1n(x, 0) = 0, n ≥ 1.
We assume that δ1, δ2 in (3.37) are small, so that the support of the first
sum in (3.35) is contained in a small neighborhood of γ˜ = ∪rp=1γ˜p. We define
apn(x, t) as zero outside of this neighborhood of γ˜.
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Let x(0) ∈ γr and (x(0), t(0)) be a corresponding point on γ˜r. It was shown
in [E6] that
(3.40) ar0(x, t) = c0(x, t) exp
( ie
hc
∫
γ˜(x,t)
A(x) · dx
)
+O
(1
k
)
,
where γ˜(x, t) is the broken ray starting in a neighborhood of x(1) at t = 0
and ending at (x, t), c(x, t) 6= 0 in a neighborhood of (x(0), t(0)).
As in subsection 3.1 we have that arn(x, t), n ≥ 1 satisfy the estimates of
the form (3.5).
Let γ˜(x(0), t(0)) be the broken ray starting at (x(1), 0) and ending at
(x(0), t(0)), where x(0) ∈ γr. Let
(3.41) uN(x, t) =
e−i
pi
4
√
m√
2piht
∫ ∞
−∞
e
imx20
2ht wN(x, x0)dx0
where wN(x, x0) is the same as in (3.35). We assume in this subsection that
(3.42) t =
t′
k
, 0 ≤ t′ ≤ T ′.
Applying the stationary phase method to (3.41) and using (3.40), (3.42) we
get for x belonging to a neighborhood of x(0)
(3.43) uN(x, t)
= exp
(
i
(− mk2t
2h
+
mk
h
ψr(x)
))
c0(x, t
′) exp
( ie
hc
∫
γ˜(x,t′)
A(x) · dx
)
+O
(1
k
)
,
where t′ = kt, t′ belongs to a neighborhood of t(0).
Since A(x) is independent of t we have∫
γ˜(x,t′)
A(x) · dx =
∫
γ(x(t′))
A(x) · dx,
where γ(x(t′)) is the projection of γ˜(x, t′) on the x-plane.
Analogously to subsection 3.1 we get that there exists RN(x, t) such that
RN(x, t) = O(
1
k
), t = t
′
k
, 0 ≤ t′ ≤ T ′, and
(3.44) u(x, t) = uN(x, t) +RN(x, t)
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is the exact solution of (1.1) with the boundary conditions u
∣∣
∂Ω×(0,T
′
k
)
= 0
and the initial condition
(3.45) u(x, 0) = χ0
((x− x(1)) · ω1⊥
δ1
)
χ0
((x− x(1)) · ω1
δ2k
)
ei
mk
h
x·ω.
Denote by β˜ = {x = x(2) + sθ, t = s, 0 ≤ s ≤ t(0)} the ray starting at
(x(2), 0) and ending exactly at the point (x(0), t(0)) (see Fig. 2). Analogously
to (3.27) we can construct a solution v(x, t) of (1.1), satisfying (1.2) and such
that
(3.46) v(x, t) = χ0
((x− x(2)) · θ⊥
δ1
)
χ0
((x− x(2)) · θ − kt
δ2k
)
c1(x, t
′)
· exp
(
− imk
2t
2h
+ i
mk
h
x · θ + ie
hc
∫
β˜(x,t′)
A(x) · dx
)
+O
(1
k
)
,
where t = t
′
k
, (x, t′) ∈ U0, where U0 is a neighborhood of (x(0), t(0)).
We choose initial conditions c1(x, 0) such that (cf. (3.43))
c1(x
(0), t(0)) = c(x(0), t(0)).
Note that ∫
β˜(x,t′)
A · dx =
∫
β(x(t′))
A(x) · dx,
where β(x(t′)) is the projection of β˜(x, t′).
As in (3.28) we have for (x, t) near (x(0), t
(0)
k
)
|u(x, t)−v(x, t)|2 = |c(x(0), t(0))|24 sin2 1
2
(mk
h
(ψr(x)−θ ·x)+I1−I2
)
+O(ε),
where
I1 =
e
hc
∫
γ(x(0))
A · dx, I2 = e
hc
∫
β(x(0))
A · dx.
Choose kn > k0 such that
mkn
h
(ψr(x
(0))− x(0) · θ) = 2pin, n ∈ Z,
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and choose the initial points x(1) on γ1 and x
(2) on β far enough from Ω to
have the integral
I3 =
e
hc
∫
σ
A · dx
small. Here σ is the straight line connecting x(1) and x(2) and not intersecting
Ω (see Fig. 2). Then if the neighborhood U0 is small enough we get
(3.47) |u(x, t)− v(x, t)|2 = |c(x(0), t(0))|4 sin2 α
2
+O(ε),
where α = I1 − I2 + I3 at (x(0), t(0)), (x, t) is close to (x(0), t(0)k ). Note that α
is the sum of magnetic fluxes of obstacles that are bounded by γ ∪ (−β)∪ σ.
We shall assume that this α 6= 0 (modulo p, p ∈ Z). Analogously to
Theorem 1.1 we get from (3.47) the following result.
Theorem 3.1. There exists a solution u(x, t) of (1.1), (1.2) with highly oscil-
lating initial data such that (3.47) holds in a neighborhood of x(0) = x(t(0)). It
follows from (3.47) that the magnetic potential affects the probability density
|u(x, t)|2 near x(0) = x(t(0)): the change in α leads to the change in |u(x, t)|2.
This proves the Aharonov-Bohm effect in the case of several obstacles.
Varying appropriately the broken rays we can recover all αj(mod 2pip),
1 ≤ j ≤ m, up to a sign.
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x(2) = x(0)
x(1) = x(0)
γ1
σ
γ2
γ3
x(0) = x(t(0))
β
Ω1
Ω2
Ω3
Figure 2.
Remark 3.1. The broken rays are useful also in the case of one obstacle.
Consider two rays γ1 and γ2 starting at the same point P0 reflecting from
the artificial boundaries (mirrors) M1 and M2 and merging at some point P1
behind the obstacle Ω (see Fig. 3).
21
M2
M1
P0
P1
Ω
γ1
γ′1
γ2
γ′2
Figure 3.
One can construct solutions corresponding to the broken rays γ1 ∪ γ′1 and
γ2 ∪ γ′2 and prove the magnetic AB effect. Note that this proof mimics the
classical AB experiment where the beam of electrons is splitted at P0 into
two beams. Each of these beams reflects atM1 andM2 respectively and they
merge at the interferometer at P1.
In [BW1], [BW2] Ballesteros and Weder study the mathematical justifi-
cation of the Tonomara and al. experiment by considering high frequency
solutions of the Schro¨dinger equations concentrating along one straight ray.
The use of broken rays may help to complete their results by taking into
account the splitting, reflecting and merging of rays.
4 The proof of the electric Aharonov-Bohm
effect
Let D be a domain in Rn × [0, T ] and let Dt0 = D ∩ {t = t0}. Assume that
Dt0 depends continuously on t0 ∈ [0, T ] and that normals toD\(D0∪DT ) are
not parallel to the t-axis. Suppose that the magnetic potential A(x, t) = 0
in D and consider the Schro¨dinger equation:
(4.1) ih
∂u(x, t)
∂t
+
h2
2m
∆u(x, t)− eV (x, t)u(x, t) = 0, (x, t) ∈ D,
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with zero Dirichlet boundary condition
(4.2) u
∣∣
∂Dt
= 0 for 0 < t < T
and nonzero initial condition
(4.3) u(x, 0) = u0(x), x ∈ D0.
Suppose that electric field E = ∂V
∂x
= 0 in D. If Dt are connected for all
t ∈ [0, T ] then V (x, t) = V (t), i.e. V (t) does not depend on x. Making the
gauge transformation
(4.4) v(x, t) = exp
(
i
e
h
∫ t
0
V (t′)dt′
)
u(x, t)
we get that v(x, t) satisfies the Schro¨dinger equation
(4.5) ih
∂v
∂t
+
h2
2m
∆v(x, t) = 0,
where
(4.6) v
∣∣
∂Dt
= 0 for 0 < t < T,
(4.7) v(x, 0) = u0(x), x ∈ D0.
Therefore V (t) is gauge equivalent to zero electric potential, i.e. there is no
electric AB effect in the case when Dt0 are connected for all t0 ∈ [0, T ]. To
have the electric AB effect the domain D must be not connected on some
subintervals of (0, T ).
We shall describe an electric AB effect when A = 0, E = 0 in D but the
electric potential V (x, t) is not gauge equivalent to the zero potential.
Denote by Ω(τ) the interior of the unit disk x21 + x
2
2 ≤ 1 with removed
two parts ∆(τ) and ∆(−τ) depending on the parameter τ, 0 ≤ τ ≤ 1
2
(see
Fig. 4).
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−τ τ x1
x2
Figure 4.
Let D be the following domain in R2 × [0, T + 1]:
Dt = Ω(
1
2
− t) for 0 ≤ t ≤ 1
2
,
Dt = Ω(0) for
1
2
≤ t ≤ T + 1
2
,
Dt = Ω(t− 1
2
− T ) for T + 1
2
≤ t ≤ T + 1.
Here Dt0 = D ∩ {t = t0}.
Therefore ∆(τ) and ∆(−τ) increase in size from τ = 1
2
to τ = 0 when
0 ≤ t ≤ 1
2
. Then they do not move for 1
2
≤ t ≤ T + 1
2
. Note that Dt consists
of the components D+t and D
−
t for
1
2
≤ t ≤ 1
2
+T , where x2 > 0 in D
+
t , x2 < 0
in D−t . When T +
1
2
≤ t ≤ T + 1 the parts ∆(τ) and ∆(−τ) return back to
the initial position τ = 1
2
.
Such moving domain is easy to realize. We can arrange that V (x, t) = 0
in D for 0 ≤ t ≤ 1
2
+ ε and for 1
2
+ T − ε < t ≤ T + 1, V (x, t) = V1(t) in
D+t , V (x, t) = V2(t) in D
−
t for
1
2
≤ t ≤ T + 1
2
. Then E = ∂V (x,t)
∂x
= 0 in D.
We consider the Schro¨dinger equation (4.1) in D with nonzero initial
condition (4.3) and the zero boundary condition (4.2).
The gauge group G(D) consists of all g(x, t) in D such that |g(x, t)| = 1.
It follows from the topology of D that any g(x, t) ∈ G(D) has the form:
g(x, t) = einθ+
i
h
ϕ(x,t),
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where ϕ(x, t) is real-valued and differentiable in D and θ is the polar angle in
(x2, t)-plane. If V1(x, t) and V2(x, t) are gauge equivalent and if γ is a closed
contour in D not homotopic to a point, then
e
∫
γ
V1(x, t)dt− e
∫
γ
V2(x, t)dt = ih
∫
γ
g−1(x, t)
∂g
∂t
dt = 2pihn, n ∈ Z.
Let αj =
e
h
∫ T+ 1
2
1
2
Vj(t)dt, j = 1, 2, and suppose α1 − α2 6= 2pin, ∀n ∈ Z.
Since the electric flux α = e
h
∫
γ
V (x, t)dt = α1 − α2 6= 2pin, ∀n the electric
potential V (x, t) is not gauge equivalent to the zero potential.
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Since u(x, t) and v(x, t) have the same initial
and boundary conditions (4.2), (4.3) and V (x, t) = 0 for t ∈ [0, 1
2
] we have
that u(x, t) = v(x, t) for t ∈ [0, 1
2
]. Denote by Π1 and Π2 two connected com-
ponents of D ∩ (1
2
, T + 1
2
), Π1 = ∪ 1
2
≤t≤T+ 1
2
D+t ,
Π2 = ∪ 1
2
≤t≤T+ 1
2
D−t . Note that in Πi, i = 1, 2, we have
u(x, t) = v(x, t) exp
(
−i e
h
∫ t
1
2
Vi(t
′)dt′
)
, (x, t) ∈ Πi.
Let c(x, t) = 1 for t ≤ 1
2
, c(x, t) = e
−i e
h
∫ t
1
2
Vi(t′)dt′
in Πi for t ∈ (12 , T + 12), i =
1, 2. Then u(x, t) = c(x, t)v(x, t), i.e. V (x, t) is gauge equivalent to zero in
D ∩ (0, T + 1
2
).
Note that u(x, t) and v(x, t) satisfy the same equation (4.5) in
D ∩ {T + 1
2
≤ t ≤ T + 1} and
u(x, T +
1
2
) = e−iα1v(x, T +
1
2
) in D+
T+ 1
2
,
u(x, T +
1
2
) = e−iα2v(x, T +
1
2
) in D−
T+ 1
2
.
We shall show that the probability densities |u(x, t)|2 and |v(x, t)|2 are not
equal identically for T + 1
2
< t < T + 1
2
+ ε.
To prove that |u(x, t)|2 6≡ |v(x, t)|2 we consider w(x, t) = eiα2u(x, t). Then
w(x, T+ 1
2
) = v(x, T+ 1
2
) in D−
T+ 1
2
, w(x, T+ 1
2
) = ei(α2−α1)v(x, T+ 1
2
) in D+
T+ 1
2
.
Proposition 4.1. Let (0, x
(0)
2 , T +
1
2
) be a point in D−
T+ 1
2
such that
v(0, x
(0)
2 , T +
1
2
) 6= 0. Let O be a small neighborhood of (0, x(0)2 , T + 12) in D.
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Suppose v(x, T + 1
2
) = w(x, T + 1
2
) in O∩{t = T + 1
2
}. If |v(x, t)|2 = |w(x, t)|2
in O ∩ {t > T + 1
2
} then v(x, t) = w(x, t) in D ∩ {T + 1
2
< t < T + 1
2
+ ε}.
Proof of Proposition 4.1. Let R(x, t) = |v(x, t)|, Φ(x, t) = arg v(x, t),
i.e. v(x, t) = R(x, t)eiΦ(x,t). Substituting in (4.5) and separating the real and
the imaginary parts we get
(4.8) − hRt = h
2
2m
(2∇R · ∇Φ+ R∆Φ),
(4.9) hΦtR =
h2
2m
(∆R− R|∇Φ|2).
Suppose R is given. Then (4.9) is a first order partial differential equation
in Φ and therefore the initial data Φ(x, T + 1
2
) in O ∩ {t = T + 1
2
} uniquely
determines Φ(x, t) in the neighborhood O. Let w = R1(x, t)e
iΦ1(x,t). Note
that w(x, t) also satisfies (4.5) for t > T+ 1
2
and Φ1 satisfies (4.9) for t > T+
1
2
.
Since R = R1 in O and, since Φ1(x, T+
1
2
) = Φ(x, T+ 1
2
) in O∩{t = T+ 1
2
}, we
have that w(x, t) = v(x, t) inO. Then w(x, t) = v(x, t) forD∩(T+ 1
2
, T+ 1
2
+ε)
by the unique continuation property (see [I], section 6). By the continuity in
t we get v(x, T + 1
2
) = w(x, T + 1
2
) in DT+ 1
2
and this is a contradiction with
w(x, T + 1
2
) = ei(α2−α1)v(x, T + 1
2
) in D+
T+ 1
2
, assuming that v(x, T + 1
2
) 6≡ 0
in D+
T+ 1
2
.
Therefore |u(x, t)|2 6≡ |v(x, t)|2 for T + 1
2
< t < T + 1
2
+ ε, i.e. the AB
effect holds.
Remark 4.1. In the proof of Proposition 4.1 we used that R(x, t) =
|v(x, t)| 6≡ 0 in D−
T+ 1
2
and |v(x, t)| 6≡ 0 in D+
T+ 1
2
. We shall show that this can
be achieved by the appropriate choice of the initial condition u0(x) in (4.7).
Choose any v(x, T + 1
2
) such that v(x, T+ 1
2
) 6≡ 0 in D−
T+ 1
2
and v(x, T+ 1
2
) 6≡ 0
in D+
T+ 1
2
.
Solve the backward initial value problem for (4.5) with the boundary
condition (4.6) and the initial condition v(x, T + 1
2
) in DT+ 1
2
. Then we take
v(x, 0) as the initial condition u0(x) in (4.7) and (4.3).
Note that the map u0(x) → v(x, T + 12) is an open map of
◦
H1 (D0) ∩
H2(D0) to
◦
H1 (DT+ 1
2
) ∩ H2(DT+ 1
2
) (cf., for example, [E1]). Therefore,
v(x, T + 1
2
) 6≡ 0 on D−
T+ 1
2
and v(x, T + 1
2
) 6≡ 0 on D+
T+ 1
2
for open dense
26
set of u0(x), i.e. the assumption in the proof of Proposition 4.1 are satisfied
for generic u0(x).
Remark 4.2. The electric AB effect was studied in [W2] for the electric
potentials of the form vV0(vt, x), where v is a large parameter. Note that the
AB effect is an exact physical statement and not an asymptotic one. The
introduction of a large parameter is not justified in this case.
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