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Abstract—This work studies a variant of hybrid beamforming,
namely, hybrid beamforming with selection (HBwS), as an
attractive solution to reduce the hardware cost of multi-user
Massive Multiple-Input-Multiple-Output systems, while retaining
good performance. Unlike conventional hybrid beamforming, in
a transceiver with HBwS, the antenna array is fed by an analog
beamforming matrix with L¯ input ports, where L¯ is larger
than the number of up/down-conversion chains K¯ . A bank of
switches connects the instantaneously best K¯ out of the L¯ input
ports to the up/down-conversion chains. The analog beamformer
is designed based on average channel statistics and therefore
needs to be updated only infrequently, while the switches operate
based on instantaneous channel knowledge. HBwS allows use of
simpler hardware in the beamformer that only need to adjust
to the statistics, while also enabling the effective analog beams
to adapt to the instantaneous channel variations via switching.
This provides better user separability, beamforming gain, and/or
simpler hardware than some conventional hybrid schemes. In
this work, a novel design for the analog beamformer is derived
and approaches to reduce the hardware and computational cost
of a multi-user HBwS system are explored. In addition, we study
how L¯, the switch bank architecture, the number of users and
the channel estimation overhead impact system performance.
Index Terms—Beam selection, Antenna selection, mm-wave,
Massive MIMO, Beam-space MIMO, Hybrid precoding with se-
lection, Hybrid precoding, Hybrid preprocessing, Grassmannian
manifold.
I. INTRODUCTION
Massive Multiple-input-multiple-output (MIMO) systems,
enabled by using antenna arrays with many elements at
the transmitter and/or receiver, are viewed as a key enabler
towards meeting the rising throughput demands in cellular sys-
tems [1], [2]. Such massive MIMO systems, while beneficial at
micro-wave frequencies, are essential at millimeter (mm) wave
frequency bands (> 30 GHz) to compensate for the channel
attenuation. It is predicted that future cellular systems will
be equipped with antenna arrays having 100 − 1000 antenna
elements, at least at the base-station (BS) end. Although
producing affordable large antenna arrays on a small foot-
print is already viable, the corresponding up/down-conversion
chains, which include Analog-to-Digital Converters/ Digital-
to-Analog Converters, filters, and mixers, are expensive and
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power hungry. This has motivated research on hybrid beam-
forming, which takes advantage of the directional nature of
wireless channels [3]–[6], to feed a large antenna array to
fewer up/down-conversion chains. In this work, we focus
primarily on frequency flat fading channels with such hybrid
architectures at the BS.
A. Hybrid Beamforming
In a BS with hybrid beamforming (also known as hybrid
precoding/ preprocessing), an analog RF beamforming matrix,
built from analog hardware like phase-shifters, is used to
connect N antenna elements to K¯ up/down-conversion chains,
where K¯ < N . This beamforming matrix exploits channel
state information to form beams into the dominant angu-
lar directions of each user’s channel, thereby, utilizing the
transmit power more effectively and providing some multi-
user separation with fewer up/down-conversion chains. Since
the analog hardware components are relatively cheap and
consume less power than the up/down-converters and mixed
signal components, this design leads to significant savings
as compared to a full complexity transceiver, i.e., with N
up/down-conversion chains. The idea was first proposed in [7],
[8] and was further investigated for centimeter (cm) waves
in [9], [10] and for the mm-wave band in [11]–[16]. Since
then, numerous publications have followed suit with different
architectures for the analog beamforming matrix under varying
system models, and 3GPP is working on including them in the
upcoming 5G cellular standard [17]. An overview of the recent
results is available in [18]–[20].
The hybrid beamforming schemes can be broadly classified
into two architectures based on the channel state information
utilized to design the analog beamformer [20]. In one architec-
ture called hybrid beamforming based on instantaneous chan-
nel state information (HBiCSI) [7], [9], [13], [16], [21]–[23],
the beamforming matrix, and therefore the analog precoding
beams, adapt to the instantaneous channel state information
(iCSI), as illustrated in Fig. 1a for a single user case. Though
this solution promises good performance1, iCSI across all the
N transmit antennas may be required leading to a large channel
estimation overhead. While several approaches to reduce the
estimation overhead have been proposed [14], [15], [24], [25],
HBiCSI additionally imposes strict performance specification
requirements on the analog hardware. This is because their
parameters may have to be updated several times within each
1By system performance we refer to the capacity excluding the channel
estimation overhead.
2coherence time interval, which can be very short especially
for mm-wave channels. In the other architecture called hybrid
beamforming based on average channel state information
(HBaCSI) [8], [10], [12], [15], [26]–[28], the beamforming
matrix adapts to the average channel state information (aCSI)
i.e., the transmit/receive spatial correlation matrices, as illus-
trated in Fig. 1b. Since aCSI changes slowly, it can be acquired
with a low overhead and the analog hardware parameters need
to be updated infrequently. Additionally, iCSI is only needed in
the channel sub-space spanned by the analog precoding beams,
leading to a significant reduction in the channel estimation
overhead. Despite these benefits, the performance1 may be
worse than HBiCSI since the analog beams can only span
a fixed channel subspace of dimension K¯ , which does not
adapt to iCSI [15]. The performance gap may be especially
large if the dimension of the dominant channel subspace2 is
much larger than K¯ , which is possible both at microwave
[29] and mm-wave [5] frequencies. While there has been a
significant amount of work on HBiCSI and HBaCSI under
different system models and constraints, there is limited work
on bridging the performance gap between the two.
(a) HBiCSI
(b) HBaCSI
(c) HBwS
Fig. 1. An illustration of the different hybrid beamforming schemes at a
transmitter with one up-conversion chain and a single antenna receiver.
B. Hybrid Beamforming with Selection
Even with a small K¯ and an aCSI based analog beamformer,
it is possible to adapt the transmit analog precoding beams
2It represents the channel subspace at the transmitter along which a
significant portion of the channel power is concentrated. Such a notion is
quite common for massive MIMO and is used in several proposed schemes
like Joint Space Division Multiplexing [15].
to iCSI via the use of selection techniques [8]. By using
additional analog hardware, several possible options for the
analog precoding beams can be provided to span the dominant
channel subspace, as illustrated in Fig. 1c. By dynamically
switching to the “best" beams for each channel realization,
we may obtain performance1 comparable to HBiCSI.
In this paper we study a generalization of this approach,
namely, hybrid beamforming with selection (HBwS), as a so-
lution to achieve performance1 comparable to HBiCSI, while
still retaining some benefits of HBaCSI i.e., infrequent update
of analog hardware parameters and low channel estimation
overhead. The block diagram of a transmitter (TX) with HBwS
is given in Fig. 2a. Here, we again have an analog beamform-
ing matrix that is connected to the antennas. However, unlike
conventional hybrid beamforming, the number of input ports
for the beamforming matrix (L¯) is larger than the number of
available up-conversion chains (K¯). This matrix is preceded by
(a) Block Diagram
(b) User layout
Fig. 2. Illustration of: (a) a Block diagram of Hybrid Beamforming with
Selection at the TX (b) a sample user layout
a bank of K¯ one-to-many RF switches, each of which connects
one up-conversion chain to one of several input ports. Note
that each connection of the K¯ up-conversion chains to K¯ out-
of-the L¯ input ports corresponds to a distinct analog precoding
beam in Fig. 1c. While the beamforming matrix is designed
based on aCSI, the switches exploit iCSI to optimize this K¯
out-of-the L¯ input port selection. Since the beamformer uses
only aCSI, HBwS is more resilient to the transient response of
phase-shifters [30] than HBiCSI, thereby easing performance
specification requirements on them.3 The premise for this
design is that unlike phase shifters, RF switches are cheap,
have low insertion loss and can be easily designed to switch
quickly based on iCSI [8], [24], [30]–[33]. Since L¯ > K¯ and
3Adapting to iCSI involves changing the precoding beam multiple times
within a coherence interval (see Section VIII).
3switches adapt the effective precoding beams to iCSI, the ana-
log precoding can span a larger channel subspace and a larger
beamforming gain can be achieved in comparison to HBaCSI.
Furthermore, due to its superior beam-shaping capabilities,
HBwS provides better user separation than HBaCSI in a multi-
user system. On the downside, since the analog beams span a
larger channel subspace, the channel estimation overhead for
HBwS may be larger than for HBaCSI. But by designing the
beamformer carefully, the overhead can be made significantly
lower than for full channel estimation. Additionally, since the
beamformer has a size of N × L¯, as opposed to N × K¯ for
HBaCSI, a larger number of analog components are required
for HBwS. The estimation overhead and techniques to reduce
the number of analog components are discussed in more detail
in Sections VIII and VII.
The simplest type of HBwS is antenna selection [34]–[36],
where the analog beamforming matrix is omitted. Introducing
a beamforming stage provides additional beamforming gains
in correlated channels, and therefore, several designs for the
beamforming matrix using phase-shifters [8], [37] or lens an-
tennas [38], [39] have been proposed. More recently, antenna
selection has also been explored with regard to cost, power
consumption and channel estimation overhead [24]. However
in most of the prior works, the beamforming matrix offers
orthogonal beam choices and the number of input ports (L¯)
equals the number of transmit antennas (N), i.e., the beams
span the whole channel dimension. Though some of these
designs [7], [8], can be extended to the case of L¯ < N , these
designs are inferior, especially in spatially sparse channels
[40]. A more generic design for the beamforming matrix, with
L¯ , N and possibly non-orthogonal columns (i.e., offering
non-orthogonal beam choices), was proposed by us in [40] for
a single user multiple-input-single-output scenario and shown
to provide improved performance. This work extends this
design to a multi-user MIMO scenario, while also accounting
for the impact of the switch bank architecture. Furthermore,
we investigate the hardware implementation cost of HBwS.
The contributions of this paper are as follows:
1) We propose a generic architecture of HBwS for low
complexity multi-user MIMO transceivers, wherein the
beamforming matrix may be a rectangular matrix i.e.,
L¯ , N , with non-orthogonal columns.
2) For a channel with isotropic scattering within the sub-
space spanned by the beamformer, we show that a
beamformer that maximizes a lower bound to the system
sum capacity with Dirty-paper coding can be obtained as
a solution to a coupled Grassmannian subspace packing
problem.
3) We find a good sub-optimal solution to this packing
problem and propose algorithms to improve it.
4) We propose a two-stage architecture for the beamformer
and find a family of “good" switch positions, which help
reduce the computational and hardware cost of HBwS
while retaining good performance.
5) An extension of the beamformer design to channels with
anisotropic scattering is also explored.
Some other works have explored a different hybrid architec-
ture, involving switches between the antennas and the analog
beamforming matrix [41]. Unlike here, the purpose there is to
reduce the number of analog components in the beamforming
matrix.
The organization of this paper is as follows: the general
assumptions and the channel model are discussed in Section
II; the sum capacity maximizing beamforming matrix design
problem is formulated in Section III; the search-space for
the optimal beamformer is characterized in Section IV and
a closed-form lower bound to the sum capacity is explored
in Section V; a good beamformer design and algorithms for
further improving upon it are proposed in Section VI; strate-
gies to reduce the hardware implementation cost for HBwS are
discussed in Section VII; the channel estimation overhead for
HBwS is discussed in Section VIII; the simulation results are
presented in Section IX; the extension to anisotropic channels
is considered in Section X; and finally, the conclusions are
summarized in Section XI.
Notation used in this work is as follows: scalars are repre-
sented by light-case letters; vectors by bold-case letters; matri-
ces are represented by capitalized bold-case letters and sets and
subspaces are represented by calligraphic letters. Additionally,
ai represents the i-th element of a vector a, |a| represents the
L2 norm of a vector a, Ai, j represents the (i, j)-th element
of a matrix A, [A]c{i} and [A]r{i} represent the i-th column
and row vectors of matrix A respectively, ‖A‖F represents the
Frobenius norm of a matrix A, A† is the conjugate transpose
of a matrix A, P{A} represents the subspace spanned by the
columns of a matrix A, |A| represents the determinant of a
matrix A and |A| represents the cardinality of a set A or
dimension of a space A. Also, NCk = N!(N−k)!k! where N!
is the factorial of N ,
d
= is equivalence in distribution,  0
implies a positive semi-definite constraint, E{} represents the
expectation operator, P is the probability operator, Ii and Oi, j
are the i × i and i × j identity and zero matrices respectively,
and R and C represent the field of real and complex numbers.
II. GENERAL ASSUMPTIONS AND CHANNEL MODEL
We consider the downlink of a single cell system, having
one BS with N antennas (N ≫ 1) and implementing HBwS,
and multiple users, modeled as a multi-user massive MIMO
broadcast channel. The presented results can also be extended
to the uplink multiple-access channel (MAC) with HBwS at
the BS. Similar to the system model in [15], we assume
that the users can be spatially divided into user groups, with
common intra-group spatial channel statistics and orthogonal
channels across the groups, as illustrated in Fig. 2b. If such a
grouping for all users is not possible, a suitable user selection
algorithm can be used [42]. We further assume that the BS
transmit resources, such as the RF chains, TX power, switches
and analog hardware are split among the different user groups
based on the average channel statistics, via an aCSI based
resource sharing algorithm.4 While such algorithms already
exist for HBaCSI [26], [28], [43], extending them for HBwS
4While iCSI based inter-group resource sharing may potentially improve
performance, it may pose stringent requirements on the system hardware and
increase system complexity.
4is beyond the scope of this paper. Since the different user
groups have orthogonal channels and the resources are split
among the groups based on aCSI, the transmission to each user
group can be treated independently. Therefore, without loss of
generality, we restrict the analysis to a single representative
user group with M1 users. The BS allocates K up-conversion
chains to this user group (K ≤ N). The portion of the TX
RF analog beamforming matrix allocated to the user group
T, has a dimension of N × L and a corresponding sub-set of
switches, denoted by a selection matrix S, are used to connect
K out-of-the L input ports of the beamforming matrix to the
K up-conversion chains. Note that K ≤ K¯ , L ≤ L¯, T is a
sub-matrix of T¯ and S is a sub-matrix of S¯, where the right
hand sides refer to the total resources at the BS (see Section
I-B and Fig. 2a). The M1 receivers in the group have M2
antennas and M2 down-conversion chains each. We further
define M , M1M2 and assume that K ≥ M. We consider
a narrow-band system with a frequency flat and temporally
block fading channel. Under these assumptions, the downlink
baseband received signal at user m, for a given selection matrix
S, can be expressed as:
ym(S) = √ρH˜mTSx + nm (1a)
=
√
ρH˜mTSGu + nm (1b)
where ym(S) is the M2 × 1 received signal vector at user m,
ρ is the mean receive signal-to-noise ratio (SNR), H˜m is the
M2 × N downlink channel matrix for user m, S is a L × K
sub-matrix of the identity matrix IL - formed by picking K
out-of-the L columns, x is the K × 1 sub-matrix of the K¯ × 1
digitally precoded transmit vector x¯ corresponding to the K
allocated up-conversion chains and nm ∼ CN(OM2×M2, IM2)
is the normalized additive white Gaussian noise observed at
user m. Without loss of generality we define u , G−1x, where
G is a K × K a full-rank matrix that ortho-normalizes the
columns of TS i.e., G†S†T†TSG = IK . Here we implicitly
assume that TS has linearly independent columns for each S.
The transmit power constraint can then be expressed as:
tr{TSEx{xx†}S†T†} ≤ 1 (2a)
⇒ Eu{u†u} ≤ 1. (2b)
Note that the ortho-normalization matrix G is defined only to
simplify (2a) and does not constitute the entire digital base-
band precoding, a part of which may still exist in u.
The channel is assumed to contain both a large scale fading
as well as a small scale fading component. The small scale
fading statistics are assumed to be Rayleigh in amplitude and
doubly spatially correlated (both at transmitter and receiver
end). As illustrated in Fig. 2b, the users in a group are close
enough to share the same set of local scatterers, but are suffi-
cient wavelengths apart to undergo independent and identically
distributed (i.i.d.) small scale fading. Therefore, we assume
that the channels to the different users are independently
distributed and follow the widely used Kronecker correlation
model [44] with a common transmit spatial correlation matrix
Rtx but individual receive correlation matrices Rrx,m, respec-
tively. Let Rtx = EtxΛtxE
†
tx be the eigen-decomposition of the
transmit correlation matrix such that the diagonal elements
of Λtx are arranged in descending order of magnitude. Under
these conditions, the channel matrices can be expressed as:
H˜m = R
1/2
rx,mHm[Λtx]1/2[Etx]†, (3)
where Hm is an M2 × N matrix with i.i.d. CN(0, 1) entries.
Without loss of generality, the mean pathloss for the user group
is included into ρ and any user specific large scale fading
components are included in Rrx,m.
The BS is assumed to have perfect knowledge of the
aCSI metrics {Rtx,Rrx,1, ...,Rrx,M1 }, which is used to update
the analog beamforming matrix. The BS is also assumed to
have perfect knowledge of the effective iCSI channels for
the user group {H˜1T, ..., H˜M1T}, which is used to update the
selection matrix S. Finally, each user m is assumed to know
its effective channel after picking T and S, i.e., H˜mTSG. The
corresponding channel estimation overhead is discussed later
in Section VIII.
III. PROBLEM FORMULATION
We consider a generic switching architecture, where S ,
{S1, .., S |S |} denotes the set of all feasible selection matrices.
Note that depending on the switch bank architecture, this set,
referred to as the switch position set, may not involve all the(L
K
)
choices. For each Si ∈ S, let Gi be the corresponding
orthogonalization matrix in (1b) i.e., G
†
i
S
†
i
T†TSiGi = IK .
Although Gi is also a function of T, this dependence is
not explicitly shown for ease of representation. For a given
selection matrix Si , note that the downlink channel described
in Section II is a broadcast channel with effective channel
matrices H˜mTSiGi for each user m. Therefore using uplink-
downlink duality [45], the ergodic sum capacity achievable
using Dirty-Paper coding [46], [47] can be expressed as:
C(T) = E
H˜
{
max
1≤i≤ |S |, {P1,..,PM1 }
(
log
IK+M1∑
m=1
ρG
†
i
S
†
i
T†H˜†mPmH˜mTSiGi

)}
(4)
subject to: Pm  0,
M1∑
m=1
Tr{Pm} ≤ 1,
where Pm represents the M2 × M2 dual-uplink MAC trans-
mit covariance matrix at user m and we define H˜ =[
H˜
†
1
H˜
†
2
. . . H˜
†
M1
]†
. Although (4) is convex in {Pm} for
each i, the optimal covariance matrices {Pm} are not known
in closed form. Therefore, we rely on a sub-optimal solution:
Pm =
1
M
IM2 , which is optimal under a large SNR if H˜ has a
full row-rank and K ≥ M [48], [49].5 Using this solution in
(4) and applying the Sylvester’s determinant identity [50], we
obtain a tractable sum capacity lower bound:
C(T) , E
H˜
{
max
1≤i≤ |S |
log
IM + ρ
M
H˜TSiGiG
†
i
S
†
i
T†H˜†
} . (5)
5The SNR here is including the analog beamforming gain, and additionally
the users in a group have a comparable signal strength. Therefore these
conditions may be usually satisfied if Rrx,m has a full rank ∀m.
5Since we assume the use of the capacity optimal dirty-
paper coding instead of linear pre-coding, a base-band digital
beamforming matrix does not show up in (5). We shall
henceforth refer to C(T) as the hSNR sum capacity, recalling
that C(T) ≤ C(T) in general, with equality in the high SNR
regime. From (3) and the fact that H˜m are independent for all
m, we can express:
H˜ = R
1/2
rx H[Λtx]1/2[Etx]†, (6)
where Rrx is a block-diagonal matrix with the m-th diagonal
block being Rrx,m and H =
[
H
†
1
H
†
2
. . . H
†
M1
]†
is a
M × N matrix with i.i.d. CN(0, 1) entries. The primary goal
of this work is to find the analog beamformerT that maximizes
the lower bound in (5), i.e.,:
Topt = argmaxT∈CN×L {C(T)} (7)
subject to: |P{T}| ≤ D,
where P{T} represents the sub-space spanned by the columns
of T, D is a bound on the dimension of this subspace, Topt is
designed based on the knowledge of the aCSI statistics: Rtx
and Rrx and, with slight abuse of notation, argmax{} refers
to any one of the (possibly many) maximizing arguments.
Such a bound on P{T} is required to limit the channel
estimation overhead, as shall be shown in Section VIII.
The optimal beamformer that maximizes an objective of the
form f (D)C(T), where f (·) is any non-increasing function,
can then be found by simply performing a line search over
D ∈ {1, ..., N}. Note that (7) does not involve any magnitude or
phase restrictions on the elements of the analog beamforming
matrix T. Such an unrestricted beamformer, while serving as
a good reference for comparison, may also provide intuition
for designing beamformers with unit magnitude and discrete
phase constraints. As shall be seen later, an exact solution to
(7) is intractable and we shall therefore restrict ourselves to
a good sub-optimal solution, that only requires knowledge of
Rtx.
A. Connections to limited-feedback precoding
Note that HBwS is an example of a restricted precoded
system [51]. In fact, by considering the precoding matrices
for the different switch positions {TSiGi |Si ∈ S} as entries
of a codebook, the single user case (M1 = 1) can be inter-
preted as a type of limited-feedback unitary precoding [52],
[53]. However, in contrast to conventional limited-feedback
precoding, the HBwS codebook entries {TSiGi |Si ∈ S} are
coupled, as they are generated from the columns of the same
beamforming matrix T. As a result, good codebook designs
for limited-feedback unitary precoding [52], [54]–[56] cannot
be directly extended to find good designs for T.
IV. TRANSFORMING THE SEARCH SPACE
Notice that in (7), search for Topt is over all possible
N × L complex matrices with |P{T}| ≤ D. Without loss of
generality, such a beamformer can be expressed as T = ETˆ
where E ∈ CN×D and Tˆ ∈ CD×L. In this section, we reduce
this search space by getting rid of some sub-optimal and
redundant solutions. We first state the following theorem:
Theorem IV.1. If rank{Rtx} ≤ D, there exists an optimal
solution Topt to (7) such that, Topt = E
D
tx Tˆ, where Tˆ ∈ CD×L
and EDtx = [Etx]c{1:D } is the N ×D principal sub-matrix of Etx
corresponding to the D largest eigenvalues.
Proof. See Appendix A. 
Note that such a low rank Rtx may be often experienced in
massive MIMO systems both at cm and mm wave frequencies.
We also conjecture that:
Conjecture IV.1. Theorem IV.1 holds for any rank{Rtx}.
Intuitively, this conjecture states that if P{T}, and therefore
the analog precoding beams, should lie in a channel subspace
of dimension D, then it should be the dominant D dimensional
channel sub-space P{EDtx }. Unfortunately a general proof of
this conjecture has eluded us. A proof under some additional
conditions and M = 1 was derived in [57]. While the rest
of the results in the paper are exact for rank{Rtx} ≤ D, we
shall rely on this intuitive, albeit difficult to prove, conjecture
when rank{Rtx} > D. From Theorem IV.1, Conjecture IV.1
and (5)-(6), problem (7) reduces to Topt = E
D
tx Tˆopt, where:
Tˆopt = argmaxTˆ∈CD×L
{
CD(Tˆ)} , (8)
CD(Tˆ) , C(EDtx Tˆ) = EHD
{
max
1≤i≤ |S |
log
IM+
ρ
M
R
1/2
rx H
D[ΛDtx ]
1/2
TˆSiGˆiGˆ
†
i
S
†
i
Tˆ†[ΛDtx ]
1/2[HD]†R1/2rx
}, (9)
where ΛDtx is the D×D principal submatrix of Λtx, HD is a M×
D matrix with i.i.d. CN(0, 1) entries and Gˆi ortho-normalizes
columns of TˆSi . Henceforth we shall restrict to finding the
optimal solution Tˆopt to (8), since Topt can be found in a
straightforward way from it. In fact expressing Topt as E
D
tx Tˆopt
may also help reduce the hardware cost for implementing the
analog beamforming matrix, as shall be shown later in Section
VII-A. To prevent any confusion, we shall refer to Tˆopt as the
reduced dimensional (RD) beamformer. Though (8) reduces
the search space from CN×L to CD×L, it is still unbounded.
This problem is remedied by the following theorem.
Theorem IV.2 (Bounding the search space). For any Tˆ ∈
C
D×L, both Tˆ and TˆΛθ attain the same hSNR sum capacity
(9), where Λθ is any arbitrary L×L complex diagonal matrix.
Proof. See Appendix B. 
From Theorem IV.2, by replacing Tˆ by Tˆθ = TˆΛθ in (8),
where:
[Λθ ]ℓ,ℓ =
[Tˆ1,ℓ]†[Tˆ]c{ℓ }|Tˆ1,ℓ | ∀1 ≤ ℓ ≤ L,
the optimal RD-beamformer design problem can be reduced
to:
Tˆopt = argmaxTˆ∈TG
{
CD(Tˆ)} where, (10)
TG =
{
Tˆ ∈ CD×L
[Tˆ]c{ℓ } = 1, Im{Tˆℓ,1} = 0 ∀ℓ = 1, ..., L} ,
where, Im{} represents the imaginary component. The con-
straints in (10) aid in resolving the ambiguities of Tˆ, similar
6to the approach used in [58]. Note that since the hSNR sum
capacity CD(Tˆ) is invariant to complex scaling of the columns
of Tˆ, each column [Tˆ]c{ℓ } for 1 ≤ ℓ ≤ L is representative
of P{[Tˆ]c{ℓ }}, i.e., it represents a point on the complex
Grassmannian manifold G(D, 1). For a ≥ b > 0, the complex
Grassmannian manifold G(a, b) is the set of all linear sub-
spaces of dimension b in Ca×1. Therefore, (10) is actually
an optimization problem over the complex Grassmannian
manifold G(D, 1).
V. LOWER BOUND ON THE OBJECTIVE FUNCTION
Though transformations to the search space were introduced
in the previous section to reduce the search complexity, the
hSNR sum capacity CD(Tˆ) is not in closed form. A closed-
form lower bound to CD(Tˆ) for the case of M = 1 was
considered in [40] which was shown to be maximized by
Grassmannian line packing the columns of Tˆ. However, this
bound is independent of the switch position set S and cannot
be generalized to M > 1. Similarly, another approximation to
CD(Tˆ) can be obtained via the work on restricted precoding
[51]. Though this approximation eliminates the need for taking
an expectation as in (9), it has to be computed recursively and
is accurate only when D,K ≫ M. In contrast, in this section
we find a closed-form lower bound to the sum capacity that
depends on S. Henceforth, for ease of analysis, we assume
Λ
D
tx = ID.
6 Extension to more generic channels is considered
later in Section X.
For any a ≥ b > 0, we define the complex Stiefel manifold
U(a, b) as the set of all a × b matrices with ortho-normal
columns. We shall refer to such matrices as semi-unitary
matrices. For A,B ∈ U(a, b), we further define the ‘Fubini-
Study distance’ function as:
dFS
(
A,B
)
= arccos
√
|A†BB†A|. (11)
Here dFS(A,B) is not a distance measure between A and B,
but rather a distance measure between P{A} and P{B} on
G(a, b). For ease of notation, we further define Qi , TˆSiGˆi
for each selection matrix Si ∈ S. Note that Qi ∈ U(D,K)
and P{Qi} ∈ G(D,K) for all i = 1, .., |S|. We then have the
following lemma:
Lemma V.1 (Higher dimension lower bound). If ΛDtx = ID,
we have CD(Tˆ) ≥ CD
LB1
(Tˆ) where:
CDLB1(Tˆ) , EHDEV
{
max
1≤i≤ |S |
log
[
1 + α
V†QiQ†iV] } , (12)
α =
( ρ
M
)M RrxHD[HD]†, HD is as defined in (9) and
V is a random matrix uniformly distributed over U(D,K),
independent of HD.
Proof. See Appendix C 
Note that in (9), each Qi is associated with a corresponding
selection region:
{
HD ∈ CM×D
i = argmax1≤ j≤ |S | |IM +
ρ
M
R
1/2
rx H
DQjQ
†
j
[HD]†R1/2rx |
}
. Essentially, Lemma V.1 finds
a lower bound where these selection regions are changed to
6Any constant scaling factor in ΛDtx is included into ρ, without loss of
generality.
{
V ∈ U(D,K)
i = argmax1≤ j≤ |S | |V†QjQ†jV|}. These regions
are easier to bound than those in (9), as exploited by the
following theorem.
Theorem V.1 (Fubini-Study lower bound). If ΛDtx = ID and
D ≫ 1, we have CD(Tˆ) ≥ CD
LB
(Tˆ), where:
CDLB(Tˆ) , |S|
(
1 − cos2/K (δ/2)
K
)DK+ǫ
[β + log cos2(δ/2)], (13a)
δ = min
i,j
dFS(Qi,Qj ) , fFS(Tˆ), (13b)
β = M log
( ρ
M
)
+log |Rrx | +
M∑
m=1
ψ (D − m + 1) , (13c)
ψ() being the digamma function and ǫ = o(D) i.e.,
limD→∞ ǫ/D = 0. Furthermore, if β ≥ 2:
argmaxTˆ∈TG
{
CDLB(Tˆ)
} ≡ argmaxTˆ∈TG { fFS(Tˆ)} . (14)
Proof. Let us define δ , mini,j dFS(Qi,Qj ), and Qi ⊆
G(D,K) for 1 ≤ i ≤ |S| as:
Qi ,
{
P{W}
W ∈ U(D,K), dFS(W,Qi) < δ/2}
=
{
P{W}
W ∈ U(D,K), |W†QiQ†iW| > cos2(δ/2)} .
Now consider V uniformly distributed over U(D,K) as in
Lemma V.1. Since both V and Qi are semi-unitary, we have
0 ≤ |V†QiQ†iV| ≤ 1 [59]. By pessimistically assuming that
|V†QiQ†iV| = 0 when P{V} <
⋃
i Qi and |V†QiQ†iV| =
cos(δ/2) when P{V} ∈ ⋃i Qi , we can lower bound CDLB1(Tˆ)
in (12) as:
CDLB1(Tˆ) ≥ P
(
P{V} ∈
⋃
i
Qi
)
EHD
{
log[α cos2(δ/2)]}
= P
(
P{V} ∈
⋃
i
Qi
) [
β + log cos2(δ/2)] , (15)
where β is given by (13c) and follows from the results on log-
determinant of a Wishart matrix [60].7 Since V is uniformly
distributed over U(D,K), based on results in [52], [61], we
have:
P
(
P{V} ∈
⋃
i
Qi
)
≥ |S|
(
1 − cos2/K (δ/2)
K
)DK+ǫ
, (16)
where ǫ = o(D). Using (15)–(16) and Lemma V.1, we arrive
at (13a).
Note that Tˆ affects CD
LB
(Tˆ) only via the term δ (for a
fixed L). Therefore, if the partial derivative of CD
LB
(Tˆ) with
respect to δ is non-negative, then maximizing δ is equivalent
to maximizing CD
LB
(Tˆ). The required condition can be found
as
∂CD
LB
(Tˆ)
∂ cos2(δ/2) ≤ 0 i.e.,
(DK+ǫ)cos
2/K (δ/2)
K
[β+log cos2(δ/2)] ≥ 1−cos2/K (δ/2). (17)
Since cos(δ) = mini,j
√
|Q†
i
QjQ
†
j
Qi | ≥ 0, we have
cos2(δ/2) = cos(δ)+1
2
≥ 1
2
. Therefore a sufficient condition for
7Note that
HD [HD]† is the determinant of a M × M complex Wishart
matrix with D degrees of freedom.
7(17) can be obtained as:
(D + ǫ
K
)[β − log 2] ≥ 21/K − 1.
Letting |ǫ | ≤ KD/2 for D ≫ 1 (since ǫ = o(D)), it can be
verified that the above holds for β ≥ 2. Thus, (14) follows. 
Since the objective in (10) is not in closed form, for
Λ
D
tx = ID , we consider the sub-optimal RD-beamformer design
problem that maximizes fFS(Tˆ) in (14), i.e., we focus on
finding:
TˆFS = argmaxTˆ∈TG
{
min
i,j
dFS
(
Qi,Qj
)}
. (18)
While it only maximizes a lower bound CD
LB
(Tˆ) to the sum
capacity, the metric fFS(Tˆ) can be readily computed for each
candidate Tˆ unlike CD(Tˆ) in (9).
A. Interpreting of the Fubini-Study distance metric - fFS(Tˆ)
Note that for ΛDtx = ID, the hSNR sum capacity of the RD-
beamformer in (9) can be alternately expressed as:
CD(Tˆ) = EHD max
1≤i≤ |S |
{
CDi (Tˆ,HD)
}
, (19)
where, CDi (Tˆ,HD) = log
IM + ρMR1/2rx HDQiQ†i [HD]†R1/2rx .
Based on the results on restricted precoding [51], these indi-
vidual hSNR capacities CDi (Tˆ,HD) are approximately jointly
Gaussian distributed with second order statistics given by:
E{CDi (Tˆ,HD)} ≈ M log
(
ρK3/2
M
√
K + 1
)
+ log |Rrx |, (20a)
Crosscov
{
CDi (Tˆ,HD),CDj (Tˆ,HD)
}
≈ M log
[
1+
‖Q†
j
Qi ‖2
F
K2
]
(20b)
≥ M log
[
1 +
cos
(
dFS(Qi,Qj)
)2/K
K
]
,
where the last step follows by applying the AM-GM inequality
on eigenvalues of Q
†
j
QiQ
†
i
Qj and using (11). Therefore, by
maximizing fFS(Tˆ) in (18), we minimize a lower bound to
the largest cross-covariance term among the individual hSNR
capacities {CDi (Tˆ,HD)}.8 This is an intuitively pleasing result,
since reducing cross-covariance typically shifts the probability
distribution of the maximum of a set of Gaussian random
variables to the right [62].
VI. DESIGN OF THE RD-BEAMFORMER
Since (18) tries to maximize the minimum Fubini Study
distance between the subspaces {P{Qi}|1 ≤ i ≤ |S|}, it may
seem identical to the well studied problem of Grassmannian
subspace packing, for which several efficient algorithms are
available in literature (see [63] and references therein). How-
ever there is a subtle difference, which stems from the fact
that Qi = TˆSiGˆi for i = {1, ..., |S|} are generated from the
same RD-beamformer Tˆ. They are therefore coupled, making
8 If we replace the Fubini-Study distance dFS(·) in (18) by chordal distance
[52], the corresponding solution Tˆchord exactly minimizes the largest cross-
covariance term in (20b). However simulations show no improvement in sum
capacity with this replacement. Hence we stick to the Fubini-Study distance.
(18) a coupled Grassmannian sub-space packing problem. This
is illustrated via a toy example in Fig. 3, where P{Qi}’s are
represented as planes passing through the origin. Here rotating
P{Q1} about Tˆc{2} would require moving Tˆc{1}, which may
further change other sub-spaces that contain Tˆc{1}, such as,
P{Q2},P{Q4}. Thus the P{Qi}’s are coupled in general, and
(18) should rather be interpreted as trying to pack the columns
[Tˆ]c{ℓ } such that the planes (P{Qi}’s) are well separated.
To the best of our knowledge, such a problem has not been
Fig. 3. An illustration of the coupled subspace packing problem (18) for D =
3, K = 2 and a real field. Here TˆS1 = Tˆc{1,2} , TˆS2 = Tˆc{1,3} , TˆS3 = Tˆc{3,L}
and TˆS4 = Tˆc{1,4} .
addressed in literature before.
Lemma VI.1. If L ≤ D, any Tˆ ∈ U(D, L) is optimal for (18).
Proof. From (11) it can be readily verified that 0 ≤ dFS(·) ≤
π/2. Therefore from (18), 0 ≤ fFS(Tˆ) ≤ π/2.
Now, for L ≤ D, consider a D × L RD-beamformer Tˆ such
that Tˆ†Tˆ = IL . For any i, j ∈ {1, ..., |S|} and i , j, there
exists ℓ ∈ {1, .., L} such that Si picks Tˆc{ℓ } but Sj does not.
Then we have Q
†
j
Tˆc{ℓ } = OK×1, which follows from the fact
that Tˆ has orthonormal columns and hence P{TˆSj } ⊥ Tˆc{ℓ }.
Furthermore, ∃a ∈ CL×1 such that Qia = Tˆc{ℓ }. Then:
aQ
†
i
QjQ
†
j
Qia = [Tˆc{ℓ }]†QjQ†j Tˆc{ℓ } = 0
⇒ dFS
(
Qi,Qj
)
= π/2. (21)
Since Tˆ satisfies the upper bound on fFS(·), the lemma follows.

Unfortunately, solutions to (18) are not known for the more
interesting case of L > D. However, a related problem is the
problem of Grassmannian line packing:
TˆLP = argmaxTˆ∈TG mini,j
{
dFS([Tˆ]c{i}, [Tˆ]c{ j })
}
, (22)
which tries to maximize the minimum Fubini Study distance
between the columns of Tˆ, and for which several near-optimal
solutions are available in literature [63], [64]. Both problems
have identical solutions TˆFS = TˆLP for L ≤ D. While this is
not true for L > D, we hypothesize that TˆLP might still serve
as a good, analytically tractable, sub-optimal solution to (18).
One important difference however is that unlike TˆFS, TˆLP is
independent of the switch position set S, and therefore may
8have poor performance for certain S if L > D. Therefore, we
explore some numerical optimization algorithms to adapt TˆLP
to fFS(·) in Appendix D. These algorithms are used later in
Section IX to evaluate the quality of the line packed solution
TˆLP, via simulations.
VII. REDUCING THE HARDWARE AND COMPUTATIONAL
COMPLEXITY
For each user group, we assumed in Section II that K, L
are chosen by an inter-group resource sharing algorithm. Full
flexibility in picking K, L imposes a significant hardware
cost for large values of N . Additionally, a large |S| may
also increase the computational complexity of picking the
best selection matrix for each channel realization. In this
section we shall discuss methods to reduce these hardware
and computational costs when K, L are pre-fixed values i.e.,
inter-group resource sharing only involves power allocation.
In this case, we can restrict discussion to the beamformer and
selection bank for a single user group.
A. Reducing hardware cost of the beamforming matrix
In general, we need a variable gain phase-shifter for each
element of the analog beamforming matrix T, thereby, needing
NL components. This leads to a large implementation cost,
especially when L > D. However if T is designed apriori
for a fixed value of D, the hardware cost can be reduced
significantly, as illustrated next. Note that the proposed beam-
forming matrix can be expressed as: T = TvarTˆfix, where
Tvar = E
D
tx [Tˆ]c{1:D }, Tˆfix =
[
ID [Tˆ]−1c{1:D }[Tˆ]c{(D+1):L }
]
and Tˆ is a D × L RD-beamformer designed for either (18) or
(22). Firstly, by implementing both components Tvar and Tˆfix
separately as shown in Fig. 4, the number of required variable
gain phase-shifters reduce to D(N + L − D), which can be a
significant reduction when N ≫ D and L > D. The number
of analog power dividers may however increase by a factor of
D/K . Secondly, since design of Tˆ is independent of aCSI given
D and ΛDtx = ID (see (18)), the D(L − D) components of Tˆfix
can be implemented using a fixed phase-shifter array. Later in
Section X it shall be shown that this fixed structure is also
applicable when ΛDtx , ID. Further reduction in the hardware
Fig. 4. Block diagram of a reduced complexity analog front-end design for
HBwS, corresponding to one user group.
complexity is possible using unit gain, discrete phase-shifter
components for the beamformer [7], [8], [12]. The use and
impact of such components, however, is beyond the scope of
this paper.
B. Restricting the size of the switch position set
In this subsection, we restrict the size of the switch position
set S for each user group. The size restriction not only reduces
the hardware cost of implementing the switch bank, but also
reduces the computational effort of picking the best selection
matrix for a channel realization. In fact, since the Qi’s are
coupled, some selection matrices may contribute little to the
overall system performance.
Let us define for each selection matrix Si a corresponding
set Bi ⊂ {1, .., L} such that ℓ ∈ Bi iff [Si]c{k } = [IL]c{ℓ } for
some 1 ≤ k ≤ K i.e., Si connects input port ℓ of T to some
up-conversion chain. It can then be shown that Q
†
i
QjQ
†
j
Qi has
|Bi∩Bj | unity eigenvalues (see Appendix E). Therefore, from
the definition of dFS(·) in (11), we have for i , j:
cos
(
dFS(Qi,Qj )
)2 ≥ [λ↓
K
{Q†
i
QjQ
†
j
Qi}
]K−|Bi∩Bj |
, (23a)
cos
(
dFS(Qi,Qj )
)2 ≤ [λ↓|Bi∩Bj |+1{Q†iQjQ†jQi}]K−|Bi∩Bj |, (23b)
where λ
↓
k
(A) represents the k-th largest eigenvalue of a matrix
A. Bounds in (23) suggest that reducing |Bi ∩Bj | might help
increase cos
(
dFS(Qi,Qj)
)
. Therefore a good way of increasing
CD
LB
(Tˆ) in Theorem V.1 is to reduce |Bi ∩ Bj | for i , j.
However, |S| should also be kept as large as possible to
minimize the performance loss. In other words, we wish to
find the largest family of subsets B˜ such that:9
B˜ = {B1, ..,B | B˜ | Bi ⊆ {1, .., L}, |Bi | = K
and |Bi ∩ Bj | ≤ κ ∀i , j
}
. (24)
Finding the largest such family is an open, but well studied,
problem in the field of extremal combinatorics. Based on some
of these results, we have the following theorem:
Theorem VII.1 (K-uniform, {0 : κ}-intersecting subsets). Let
B˜ be the largest subset of the power set of {1, ..., L} such that
(24) is satisfied. Then the cardinality of B˜ satisfies:[
L
2K
]κ+1
≤ qκ+1 ≤ |B˜ | ≤
LCκ+1
KCκ+1
if L ≥ 2K2, (25)
where q is the largest prime number such that q ≤ L/K.
Proof. The upper bound is derived in [65] and an algorithm
that achieves the lower bound was proposed in [66, Theorem
4.11], which is reproduced below for convenience. Let q be the
largest prime number such that q ≤ L/K . If q ≥ K , a construc-
tion of a family of qκ+1 subsets with the required, bounded
overlap is given by Algorithm 1. Now from Bertrand’s postu-
late [67], [68], there always exists a prime number q between
L/(2K) and L/K i.e., q ≥ L/(2K). Therefore a sufficient
condition for Algorithm 1 is: L/(2K) ≥ K . This concludes
the theorem. 
For B˜ designed by Algorithm 1, each subset Bi picks
exactly one element in the interval
[
kq, (k + 1)q) for k =
0, ..,K − 1. Therefore the corresponding switch position set
SAlg1(κ) = {S1, .., S |SAlg1(κ) |} can be implemented by equipping
9 B˜ = {B1, .., B|B˜ | } is a set of subsets of column indices of T, each
element of which corresponds to a selection matrix S ∈ S.
9Algorithm 1: Frankl-Babai Construction [66]
1: for i = 1 to qκ+1 do
2: Bi = φ
3: for j = 0 to κ do
4: aj = mod(i | q j, q) {Here | implies integer
division}
5: end for
6: f (x) , ∑κj=0 aj x j
7: for k = 0 to K − 1 do
8: Bi = Bi
⋃ {
kq +mod( f (k), q) + 1}
9: end for
10: end for
each up-conversion chain with a 1-to-q switch as depicted
in Fig. 4, i.e., each up-conversion chain has an exclusive
set of input ports to connect to. This leads to a significant
saving in hardware cost as opposed a system with all possible
selections. Note that this reduced complexity structure is
analogous to the designs in [21], [24], [69] for conventional
hybrid beamforming and antenna selection.
VIII. CHANNEL ESTIMATION OVERHEAD
For performing HBwS to a user group, we require the
knowledge of {Rtx, H˜1T, ..., H˜M1T} at the BS and {H˜mTSG}
at each user m. In this section we quantify the corresponding
channel estimation overhead for a narrow-band orthogonal
frequency division multiplexing (OFDM) system. While we
had also assumed knowledge of {Rrx,1, ...,Rrx,M1 } at BS in
Section II, this knowledge is not utilized in the proposed beam-
former designs (see Sections VI and X). Note that since we
assume different user groups have orthogonal channels, pilots
can be reused across the user groups. Hence, without loss
of generality, the channel estimation overhead is quantified
by considering a single representative group. A study of the
impact of channel quantization or estimation errors on system
performance is beyond the scope of this paper.
Several algorithms have been proposed to acquire aCSI
statistics, such as Rtx, with minimal training [70], [71]. Addi-
tionally, since Rtx remains constant for a long time duration
and over a large bandwidth [72], [73], it can be acquired at the
BS with low overhead via uplink channel training, in both time
division duplexing (TDD) and frequency division duplexing
(FDD) systems. Similarly, the acquisition of H˜mTSG at each
user m imposes a small overhead, since each element of
u in (1b) can use a different pilot sub-carrier and all the
users can be trained in parallel via downlink training, once
S ∈ S is picked. The main bottleneck is the estimation
of {H˜1T, ..., H˜M1T} at the BS. Note that it is sufficient to
estimate {H˜1 ÜT, ..., H˜M1 ÜT}, where ÜT is a sub-matrix of T whose
columns form a basis for P{T}. Since |P{T}| ≤ min{D, L}
from (7), this involves estimation of min{D, L}M channel
coefficients. These coefficients can be obtained either via
uplink pilot training in TDD, or via downlink training and
feedback of H˜m ÜT from each user m in FDD. As an illustration,
we consider a TDD based system where the M1 users transmit
⌈min{D, L}/K⌉ uplink pilot symbols in each coherence time.
All the M = M1M2 user antennas use orthogonal pilot sub-
carriers for parallel training. By using a sequence of S ∈ S
for the ⌈min{D, L}/K⌉ pilots, such that each column of ÜT
is picked at least once, {H˜1 ÜT, ..., H˜M1 ÜT} can be estimated at
the BS. The corresponding system sum-throughput (including
channel estimation overhead) can be expressed as OHBwSC(T),
where:
OHBwS = 1 − ⌈min{D, L}/K⌉ζ, (26)
and ζ = (symbol duration)/(coherence time). As is evident,
there is a trade-off between the hSNR sum-capacity C(T),
which is an non-decreasing function of D (see (7)), and es-
timation overhead OHBwS, which is a non-increasing function
of D. As mentioned in Section III, a good beamformer that
maximizes the system throughput OHBwSC(T) can therefore
be obtained by performing a line search over D ∈ {1, ..., N}.
However proposing a computationally efficient algorithm to
find this D∗ is beyond the scope of this paper (see [57], [69]
for some investigations).
IX. SIMULATION RESULTS
For simulations we consider a TDD based narrow-band
OFDM system, with one BS (N = 100) implementing HBwS
and one representative user group. We assume the shared
spatial TX correlation matrix has isotropic scattering within
the dominant D-dimensional subspace, i.e., ΛDtx = ID and
Etx may be arbitrary. Extensions to the anisotropic case are
considered in the next section. The switch bank provides each
up-conversion chain with an exclusive set of ⌊L/K⌋ input
ports for connection [39]. Unless otherwise stated, we assume
that all the switch positions possible with this architecture are
allowed i.e.,:
Sall =
{
[IL]c{ℓ1,..,ℓK }
(k−1) ⌊ L
K
⌋
<ℓk ≤ k
⌊
L
K
⌋
, k ∈ {1, .., K}
}
.
For the results we use the system sum throughput
OHBwSC
D(Tˆ) as the metric, where OHBwS is from (26). Since
CD(Tˆ) in (9) is not known in closed form, throughout this
section we use Monte-Carlo simulations to obtain its sample-
mean estimate. For each channel realization, a brute-force
search is performed to pick the best S ∈ S. The design
of low-complexity algorithms for selecting S is beyond the
scope of this paper (see [35], [36] and references therein).
Note that the system model and capacity bound in Sections
II–III are also applicable to HBaCSI and HBiCSI, by setting
L = K , S = {IK } (no selection stage) and letting T depend on
aCSI and iCSI, respectively. For limiting the channel estima-
tion overhead, we also restrict the beamforming for HBaCSI
and HBiCSI to lie in the dominant D-dimensional channel
subspace. Their hSNR sum capacity, with hSNR sum capac-
ity maximizing beamformers, can be obtained by replacing
S = {IK } with TˆHBaCSI = [ID]c{1:K } and TˆHBiCSI = EKiCSI in
(9), respectively, where EK
iCSI
is the D×K eigen-vector matrix
of [EDtx ]
†
H˜†H˜EDtx , corresponding to the K largest eigenvalues.
Similarly, their throughput can be obtained by using pre-log
factors of OHBaCSI = 1 − ζ and OHBiCSI = 1 − ⌈D/K⌉ζ in (9),
respectively. A proof of the above is skipped for brevity. The
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choice of D in the following results is arbitrary, and therefore
further gains with HBwS are expected if a line search over D
is performed.
A. Influence of number of input ports (L)
The system sum throughput with HBwS as a function of
number of input ports (L) is studied in Fig. 5. Here we plot
the performance of both the line packed RD-beamformer - TˆLP
and the RD-beamformer output of Algorithm 3 - TˆAlg3 (see
Appendix D). The results suggest that with L = 2D, HBwS
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Fig. 5. Comparison of sum throughputs for different beamformers, as a
function of L
(
N = 100, D = 10, M = 2, ρ = 10, S = Sall, TˆLP is generated
using the line packing algorithm in [74], ΛDtx = ID , Rrx = IM , ζ = 10
−2) .
outperforms HBaCSI by approximately half the throughput
gap between HBiCSI and HBaCSI. We also observe that there
is a diminishing increase in throughput as we increase the
number of ports L. Therefore for a good trade-off between
hardware cost and performance, L should be of the order of D.
Finally, we observe that TˆLP and TˆAlg3 have almost identical
throughput for S = Sall.
B. Influence of restricted switch positions (S)
In this sub-section, we analyze the performance of HBwS
under the restricted switch position sets SAlg1(κ) from Al-
gorithm 1. Note that SAlg1(κ) ⊆ Sall and can therefore be
implemented using the switch bank considered here. The
sum-throughput CD(TˆLP) with SAlg1(κ) is compared to the
average sum-throughput with TˆLP and a randomly chosen
switch position set Srand(κ) of same size as SAlg1(κ), averaged
over several realizations, in Fig. 6. The results support our
claim that selection matrices with low overlap contribute more
to hSNR sum capacity than others. Results also show that
while |SAlg1(κ) | increases exponentially with κ, the increase in
throughput is sub-linear, and therefore a small value of κ is
sufficient to achieve good performance. Fig. 6 also compares
the sum throughput for TˆLP and TˆAlg3, with S = SAlg1(κ). The
results suggest that even for these reduced complexity switch
position sets, the line packing solution TˆLP is almost as good as
TˆAlg3. A similar trend has also been observed for several other
switch position sets not discussed in this paper for brevity.
This suggests that the design TˆLP cannot be improved upon
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Fig. 6. Comparison of OHBwSC
D (TˆLP) with S = SAlg1(κ ) to the average
sum-throughput E{OHBwSCD(TˆLP)} with S = Srand(κ ), averaged over several
realizations of Srand(κ ), as a function of maximum overlap κ. Here, SAlg1(κ )
is designed using Algorithm 1 and Srand(κ ) is a random subset of Sall such
that |Srand(κ ) | = |SAlg1(κ ) |. For S = SAlg1(κ ), we also plot OHBwSCD(TˆAlg3)(
N = 100, D = 10, L = 20, K = M = 4, ρ = 10, TˆLP is from [74], Λ
D
tx = ID ,
Rrx = IM , ζ = 10
−2) .
via conventional approaches such as Algorithms 2 & 3, atleast
for the S considered here. The good performance of TˆLP is
probably because fFS(TˆLP) ≈ π/2 when L is of the order of
D, and hence is near optimal for (18) (see Theorem VI.1).
Henceforth, we shall avoid the use of the computationally
intensive Algorithms 2 & 3, and only restrict to use of TˆLP to
study performance of HBwS.
C. Influence of number of users (M1)
We next consider the case where the representative user
group has M1 single antenna users i.e., M2 = 1. The
sum throughput of HBwS (normalized by sum throughput
of HBiCSI) for varying M1 is studied in Fig. 7. Such a
normalization allows comparison across different values of
M1. From the results, we observe that the slope of the normal-
ized throughput curves increase with M1, suggesting that the
additional beam choices with HBwS aid in user separability.
Apart from OHBwSC
D(TˆLP), which can be achieved via Dirty
Paper Coding (DPC) [48], we also plot in Fig. 7 the normalized
sum-throughput for Zero-forcing (ZF) precoding. Note that,
unlike DPC, ZF precoding may yield poor performance when
simultaneously supporting all M1 users [75]. Therefore we
allow scheduling of a sub-set of users (Msc) from the user
group. The corresponding sum-rate with max-min fairness to
the scheduled users can be expressed as:
CDZF(Tˆ) = EH˜
{
max
1≤i≤ |S |
[
|Msc |
log
(
1+
ρ
Tr
{(
H˜scE
D
tx TˆSiGˆiGˆ
†
i
S
†
i
Tˆ†[EDtx ]
†
H˜
†
sc
)−1}
)]}
,
where H˜sc is a sub-matrix of H˜ (see (5)) corresponding to the
scheduled users Msc. Results show that HBwS helps reduce
9Sophisticated user scheduling algorithms such as [75] cannot be directly
extended to HBwS due to the presence of switching.
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Fig. 7. Sum throughput of HBwS (normalized by the sum throughput of
HBiCSI) versus L, for varying number of users. For ZF precoding, the first
|Msc | users in the user group are scheduled9
(
N = 100, D = 10, M2 = 1, ρ =
10, S = Sall, TˆLP is from [74], ΛDtx = ID , Rrx = IM1 , ζ = 10−2
)
.
the throughput gap between the linear precoding scheme (ZF)
and DPC, without requiring sophisticated user scheduling.
D. Influence of the bound on
P{T} - D
As mentioned in Section VIII, there exists a trade-off
between hSNR sum capacity and estimation overhead as the
value of D changes. To illustrate this trade-off, we study the
sum throughput of HBwS, HBaCSI and HBiCSI as a function
of D in Fig. 8, for a channel with isotropic scattering, i.e.,
Rtx = IN . As evident from the results, there exists a D
∗ that
Fig. 8. Sum throuhgput of different schemes, as a function of D
(
N =
100, L = 20, ρ = 10, S = Sall, TˆLP is from [74], Rtx = IN , Rrx = IM ,
ζ = 10−2
)
.
maximizes the sum throughput. Furthermore, this D∗ increases
with K . Proposing a computationally efficient algorithm to find
D∗ is beyond the scope of this paper. However a simple rule
of thumb is to ensure that D ≪ K/ζ to reduce overhead.
X. ANISOTROPIC CHANNELS
In this section, we extend the beamformer design in Sections
IV-VI to anisotropic scattering in the dominant D dimen-
sional sub-space, i.e., ΛDtx , ID. Without loss of generality,
we assume that the eigenvalues in ΛDtx are arranged in the
descending order of magnitude. Similar to the approach used
in [54], [56], [76], we employ the companding trick to adapt
the beamforming matrix to ΛDtx , as:
Tani = E
D
txΛ
D
tx TˆLP, (27)
where TˆLP is the D × L line packed RD-beamformer. Intu-
itively, ΛDtx in (27) skews the columns of Tani, and therefore
also the precoding beams TaniSiGi , to be more densely
packed near the eigen-vectors corresponding to the larger
eigenvalues of Rtx.
10 For improving throughput, an additional
optimization of Tani over the choice of D is required (see
Section VIII). Note that this skewed beamformer can still be
implemented using the two stage design in Sec VII-A by
using Tvar = E
D
txΛ
D
tx [TˆLP]c{1:D }. For L ≤ D, not all line
packed matrices TˆLP yield good performance after skewing
by (27). Therefore for L ≤ D, we suggest the use of
TˆLP =
[
W O(D−L)×L
]†
in (27), where W is the L × L
DFT matrix, i.e., [W]a,b = e
j2piab
L /
√
L.
For simulations, we assume the BS has a half wavelength
(λ/2) spaced uniform planar array of dimension 40 × 10.
The TX transmits to a user-group of M1 = 3 single antenna
receivers that share the same transmit power angle spectrum
(PAS), given by:
PAS(θ, φ) =
3∑
i=1
exp
[−η |θ−θ˜i |−η |φ−φ˜i |]Π(θ−θ˜i, φ−φ˜i) (28)
where: Π(θ, φ) =
{
1 for |θ | ≤ π/20, |φ| ≤ π/20
0 otherwise
,
θ˜ =
[−3π
10
, 0, π
5
]
, φ˜ =
[
6π
10
, 8π
10
, 7π
10
]
, θ ∈ [−π/2, π/2) is the
azimuth angle of departure, φ ∈ [0, π) is the elevation angle of
departure and η is a factor that controls the anisotropy of the
channel. For this PAS, the transmit correlation matrix can be
computed as in (29), where dH (a, b), dV (a, b) are the horizontal
and vertical spacing (in wavelengths) between elements a and
b, respectively. For this channel, the hSNR sum-capacity of
the skewed beamforming matrix Tani is compared to TLP =
EDtx TˆLP in Fig. 9 as a function of the channel anisotropy, for
the both cases of L ≤ D and L > D. For a comparison
to existing designs, we also depict the hSNR capacity of
TSud = [Etx]c{µ(1:L)}, a generalization of the beamformer in
[8], where:11
µ(ℓ) = mod
(
(ℓ − 1)K +
⌊ (ℓ − 1)K
L
⌋
, L
)
+ 1.
We observe from the results that the hSNR capacity gap be-
tween HBiCSI and HBaCSI reduces as the channel anisotropy
increases. Also, unlike TLP, the hSNR sum-capacity of Tani
does not reduce with increasing anisotropy. Further, we ob-
serve that Tani outperforms both TSud and HBaCSI, over the
whole range of η for both D ≤ L and D > L. Therefore the
designed beamformer is not only more generic (allows non-
10A more general approach involves using [ΛDtx ]
ξ
in (27), where ξ > 0 is
a skewing parameter.
11Here TSud is a column permutation of [Etx]c{1:L} which ensures good
performance with Sall.
12
[Rtx]ab =
∫ π/2
−π/2
∫ π
0
PAS(θ, φ)e j2πdH (a,b) sin(φ) sin(θ)+j2πdV (a,b) cos(φ) sin(φ)dφdθ∫ π/2
−π/2
∫ π
0
PAS(θ, φ) sin(φ)dφdθ
. (29)
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Fig. 9. Ergodic hSNR sum capacity for the skewed beamformer Tani as a
function of channel anisotropy. (a) TˆLP =
[
W O(D−L)×L
]†
, where W is the
L × L DFT matrix (b) TˆLP is from [74]
(
simulation parameters: N = 400,
S = Sall, Rrx = IM and ρ = 1
)
.
orthogonal columns) but also leads to a higher hSNR sum-
capacity in comparison to existing designs.
XI. CONCLUSIONS
In this work we propose a generic architecture for HBwS,
as an attractive solution to reduce complexity and cost of
massive MIMO systems. We show that a beamforming matrix
that maximizes a lower bound to the system sum capacity
is obtained by solving a coupled Grassmannian sub-space
packing problem. We propose a sub-optimal solution to this
problem, and explore algorithms to improve the design for a
given S. We show that designing the beamformer apriori for a
fixed D enables a two stage implementation, having a fixed and
an adaptive stage. This implementation lowers the hardware
implementation cost significantly when L > D. We also show
that switch positions with low overlap contribute more to
hSNR sum capacity than others, and provide an algorithm for
finding a family of such important switch positions. Simulation
results suggest that with L = 2D, HBwS can achieve gains
comparable to half the hSNR capacity gap between HBaCSI
and HBiCSI. We also conclude that for the explored switch
position sets, the RD-beamformer design TˆLP cannot be im-
proved further via conventional approaches such as Algorithms
2 & 3. Furthermore, for a good trade-off between performance
and hardware cost, the number of input ports (L) should be
of the order of D. However, larger values may be practical in
a multi-user scenario, since a larger L can aid separation of
multiple data streams. In particular, it helps make performance
of linear ZF precoding comparable to the non-linear and
capacity optimal DPC, without the need for sophisticated
user scheduling algorithms. Picking D ≪ K/ζ ensures a low
channel estimation overhead. Results for anisotropic channels
suggest that skewing the line packed beamformer yields better
performance in comparison to existing designs.
As is the case with other such multi-antenna techniques
[35], the performance gain of HBwS over HBaCSI decreases
with frequency selective fading. This is because in the limit of
a large transmission bandwidth, frequency diversity makes all
the L selection ports equivalent. Hence, HBwS is more suited
for small-to-medium bandwidth systems, where channels are
at-most moderately frequency selective.
APPENDIX A
(Proof of Theorem IV.1). Let EDtx = [Etx]c{1:D }, and let us
additionally define EN−Dtx , [Etx]c{D+1:N }. Since EtxE†tx = IN ,
for any beamforming matrix T we can write:
T = EtxE
†
txT = E
D
tx [EDtx ]
†
T + EN−Dtx [EN−Dtx ]
†
T. (30)
Additionally let the principal D × D submatrix of Λtx, that
contains all non-zero eigenvalues, be given by ΛDtx . Defining
Tˆ , [EDtx ]
†
T, for any user m, from (1a) and (3) we have:
ym(Si) = √ρR1/2rx,mHm[Λtx]1/2[Etx]†TSix + nm
=
√
ρR
1/2
rx,mHm[ΛDtx ]
1/2[EDtx ]
†
EDtx TˆSix + nm,(31)
where (31) follows from (30) and the fact that rank{Rtx} ≤ D.
Now, from the transmit power constraint in (2a) we have:
tr
{
TSiEx{xx†}S†iT†
}
≤ 1
⇒ tr
{
EDtx
(
[EDtx ]
†
EDtx
)
TˆSiEx{xx†}S†iT†
}
+ tr
{
EN−Dtx [EN−Dtx ]
†
TSiEx{xx†}S†iT†
}
≤ 1 (32a)
⇒ tr
{
EDtx TˆSiEx{xx†}S†i Tˆ†[EDtx ]
†}
+ tr
{
[EN−Dtx ]
†
TSiEx{xx†}S†iT†EN−Dtx
}
≤ 1 (32b)
⇒ tr
{
EDtx TˆSiEx{xx†}S†i Tˆ†[EDtx ]
†} ≤ 1, (32c)
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where (32a) follows by replacing T using (30) and by us-
ing [EDtx ]
†
EDtx = ID, (32b) follows from the identity that
tr{A†B} = tr{BA†} for matrices A,B of same dimension, and
(32c) follows by observing that both matrices on the left hand
side are positive semi-definite. From (32c) and (31), for any
T and E{xx†}, there exists a D × L matrix Tˆ such that if
T satisfies the power constraint then so does EDtx Tˆ and both
T,EDtx Tˆ yield the same instantaneous received signal ym(Si).
Therefore the theorem follows. 
APPENDIX B
(Proof of Theorem IV.2). Let Tˆ ∈ CD×L be any D × L ma-
trix. For each TˆSi we have a corresponding K × K ortho-
normalization matrix Gˆi . Now consider Tˆθ = TˆΛθ where
Λθ is any L × L non-singular complex diagonal matrix. For
each selection matrix Si , by defining a corresponding matrix
Gˆiθ , S
†
i
Λ
−1
θ SiGˆi, we have:
Gˆ
†
iθ
S
†
i
Tˆ
†
θ
TˆθSiGˆiθ = Gˆ
†
i
S
†
i
[Λ−1θ ]
†
SiS
†
i
Λ
†
θ
Tˆ†TˆΛθSiS†iΛ
−1
θ SiGˆi
= Gˆ
†
i
S
†
i
SiS
†
i
Tˆ†TˆSiS†i SiGˆi (33a)
= Gˆ
†
i
S
†
i
Tˆ†TˆSiGˆi (33b)
= IK,
where (33a) follows from the fact that SiS
†
i
is diagonal and
hence commutes with Λθ and (33b) uses the fact that S
†
i
Si =
IK . This proves that Gˆiθ ortho-normalizes columns of TˆθSi .
Using a similar sequence of steps it can be shown that
TˆθSiGˆiθGˆ
†
iθ
S
†
i
Tˆ
†
θ
= TˆSiGˆiGˆ
†
i
S
†
i
Tˆ† and hence from (9),
CD(Tˆθ ) = CD(Tˆ). This proves the theorem. 
APPENDIX C
(Proof of Lemma V.1). Consider the decomposition HD =
UHDΛHDV
†
HD
, where UHD is the M × M left singular-vector
matrix, ΛHD is the M × M diagonal matrix containing the
non-zero singular values, and VHD is the D ×M semi-unitary
matrix containing the M right singular vectors (corresponding
to the non-zero singular values) for HD in (9).12 Now, using
the fact that |I + A| ≥ 1 + |A| for any positive semi-definite
matrix A, we can bound CD(Tˆ) in (9), for ΛDtx = ID, as:
CD(Tˆ) ≥ EΛ
HD
EV
HD
{
max
1≤i≤ |S |
log
[
1 + α
V†
HD
QiQ
†
i
VHD
] } , (34)
where α =
( ρ
M
)M |Rrx | |ΛHD |2. Since HD has i.i.d. CN(0, 1)
components, it is well known that ΛHD and VHD are indepen-
dently distributed and further, VHD is uniformly distributed
over U(D,M) [52, Lemma 4].
Consider a random D × K matrix V, independent of HD
and uniformly distributed over U(D,K). Since the uniform
measure is invariant under unitary transformation, for any D×
D unitary matrix U, we have:
V
d
=UV⇒ [V]c{1:M } d=U[V]c{1:M }.
12Note that this is the compact singular value decomposition [77] which is
slightly different from the usual approach of singular value decomposition.
In other words, [V]c{1:M } is uniformly distributed over
U(D,M) and therefore VHD d= [V]c{1:M }. Now replacing VHD
in (34) by [V]c{1:M }, we have:
CD(Tˆ) ≥
EΛ
HD
EV
{
max
1≤i≤ |S |
log
[
1+α
[V]†
c{1:M }QiQ
†
i
[V]c{1:M }
]} (35)
Note that [V]†
c{1:M }QiQ
†
i
[V]c{1:M } is the M×M principal sub-
matrix of V†QiQ†iV. Therefore we have ∀1 ≤ i ≤ M:
λ
↓
i
{[V]†
c{1:M }QiQ
†
i
[V]c{1:M }} ≥ λ↓i+(K−M){V†QiQ
†
i
V}, (36a)
1 ≥ λ↓
k
{V†QiQ†iV} ≥ 0 ∀1 ≤ k ≤ K, (36b)
where λ
↓
k
{A} represents the k-th largest eigenvalue of a
square matrix A, (36a) follows from the Cauchy’s Interlacing
Theorem [78, Corollary 3.1.5] and (36b) is obtained by using
the results on the spectral norm [59] and by observing that
both V and Qi have a largest singular value of 1. Since the
determinant is the product of eigenvalues, from (35) and (36),
we arrive at (12). Note that |ΛHD |2 =
HD[HD]†. 
APPENDIX D
Here we explore some numerical algorithms to find good
solutions to (18), starting with an initial solution of TˆLP.
First we propose the use of a greedy algorithm that permutes
columns of TˆLP to increase fFS(·), as depicted in Algorithm 2.
The performance of this permuted matrix TˆAlg2 may further
be improved via a numerical gradient ascent of fFS(Tˆ), as
depicted in Algorithm 3. Since fFS(Tˆ) involves themin{} func-
tion which may not be differentiable, we use a differentiable
relaxation of fFS(Tˆ) in Algorithm 3:
f˜FS(Tˆ) = − log
[ |S |∑
i
|S |∑
j=i+1
exp
{ − 10dFS(Qi,Qj)}]/10.
We therefore have TˆLP
Algo2−→ TˆAlg2
Algo3−→ TˆAlg3, where:
fFS
(
TˆLP
) ≤ fFS (TˆAlg2) ≤ fFS (TˆAlg3) ≤ fFS (TˆFS) .
The complexities of Algorithms 2 and 3 are both O(DL |S|2)
per iteration, which can be substantial when |S| and/or L is
large.
APPENDIX E
Let us define for each selection matrix Si a corresponding
set Bi ⊂ {1, .., L} such that ℓ ∈ Bi iff [Si]c{k } = [IL]c{ℓ }
for some 1 ≤ k ≤ K . Then for any ℓ ∈ Bi ∩ Bj , we have
[Tˆ]c{ℓ } ∈ P{Qi}∩P{Qj } i.e., there exists a K×1 vectors iℓ, jℓ
such that Qiiℓ = Qj jℓ = [Tˆ]c{ℓ }. Furthermore since Q†iQi =
Q
†
j
Qj = IK , we have:
(QjQ†j )[Tˆ]c{ℓ } = (QjQ†j )Qjjℓ
⇒ QjQ†j [Tˆ]c{ℓ } = [Tˆ]c{ℓ }
⇒ QjQ†j
(
Qiiℓ
)
= Qiiℓ
⇒ Q†
i
QjQ
†
j
(
Qiiℓ
)
= iℓ,
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Algorithm 2: Greedy column permutation algorithm
1: Inputs: D, L,S
2: Initialize Tˆ {As obtained by line packing [40]}
3: repeat
4: for ℓ = 1 to L do
5: for j = 1 to L do
6: TˆAlg2( j) = Tˆ
7: [TˆAlg2( j)]c{ℓ } = [Tˆ]c{ j } and
[TˆAlg2( j)]c{ j } = [Tˆ]c{ℓ } {Swap columns ℓ and j}
8: end for
9: Find j∗ such that fFS(TˆAlg2( j∗)) is largest
10: if fFS(TˆAlg2( j∗)) > fFS(Tˆ) then
11: Tˆ = TˆAlg2( j∗)
12: end if
13: end for
14: until Convergence of fFS(Tˆ)
15: return Tˆ
Algorithm 3: Gradient ascent algorithm for RD-
beamformer design
1: Inputs: D, L,S
2: Initialize Tˆ, γ,∆T
3: Tˆnew = Tˆ
4: repeat
5: Tˆ = Tˆnew
6: for i = 1 to D do
7: for j = 1 to L do
8: Tˆ∆ = Tˆ
9: [Tˆ∆]ij = [Tˆ]ij + ∆T
10: Fij =
f˜FS(Tˆ∆)− f˜FS(Tˆ)
∆T
{Computing the gradient of
objective function}
11: end for
12: end for
13: for j = 1 to L do
14: t = [F]c{ j } − [Tˆ]c{ j }[Tˆ]
†
c{ j }[F]c{ j } {Component of
the gradient tangential to unit norm constraint}
15: [Tˆnew]c{ j } = [Tˆ]c{ j } cos(γ |t|) + t sin(γ |t|)/|t|
{Update process ensures unit norm columns [77]}
16: end for
17: until f˜FS(Tˆnew) ≤ f˜FS(Tˆ)
18: return Tˆ
i.e., iℓ is an eigen-vector of Q
†
i
QjQ
†
j
Qi with eigenvalue 1. If
the vectors {[Tˆ]c{ℓ } |ℓ ∈ Bi∩Bj } are linearly independent, then
so are {iℓ |ℓ ∈ Bi ∩ Bj }. Therefore, Q†iQjQ†jQi has |Bi ∩ Bj |
unity eigenvalues.
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