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Abstract
The number decision diagram (NDD) has recently been introduced as a powerful representa-
tion system for sets of integer vectors. NDDs can notably be used for handling sets de-ned by
arbitrary Presburger formulas, which makes them well suited for representing the set of reach-
able states of -nite-state systems extended with unbounded integer variables. In this paper, we
address the problem of counting the number of distinct elements in a set of numbers or, more
generally, of vectors, represented by an NDD. We give an algorithm that is able to produce an
exact count without enumerating explicitly the vectors, which makes it capable of handling very
large sets. As an auxiliary result, we also develop an e3cient projection method that allows to
construct e3ciently NDDs from quanti-ed formulas, and thus makes it possible to apply our
counting technique to sets speci-ed by formulas. Our algorithms have been implemented in the
veri-cation tool LASH, and applied successfully to various counting problems.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Presburger arithmetic [11], i.e., the -rst-order additive theory of integers, is a pow-
erful formalism for solving problems that involve integer variables. The manipulation
of sets de-ned in Presburger arithmetic is central to many applications including in-
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teger programming problems [10,14], compiler optimization techniques [12], temporal
database queries [8], program analysis tools [7,16] and model-checking [2,6].
The most direct way of algorithmically handling Presburger-de-nable sets consists
in manipulating Presburger formulas explicitly. This approach has been successfully
implemented in the Omega package [12], which is probably the most widely used
Presburger tool at the present time. Unfortunately, formula-based representations suKer
a serious drawback: They lack canonicity, which implies that a set with a simple
structure may in some instances be represented by a complex formula; this notably
happens when the set is obtained as the result of a lengthy sequence of operations.
Moreover, the absence of a canonical representation hinders the e3cient implementation
of decision procedures that are essential to most applications, such as testing whether
two sets are equal.
In order to alleviate these problems, an alternative representation of Presburger-
de-nable sets has been developed, based on -nite-state automata. The number decision
diagram (NDD) [4,19] is, sketchily, a -nite-state machine recognizing the encodings
of the integer vectors belonging to the set that it represents. Its main advantages are
that most of the usual set-theory operators can be applied to the represented sets by
simply carrying out the corresponding tasks on the languages accepted by the under-
lying automata, and that a canonical representation of a set can easily be obtained by
determinizing and minimizing its -nite-state representations. Among its applications,
the NDD has made it possible to develop a tool for automatically computing the set
of reachable states of programs using unbounded integer variables [9].
The problem of counting how many elements belong to a Presburger set has been
solved for formula-based representations of Presburger sets [13]. This problem has in-
teresting applications related to program analysis and veri-cation. First, it enables one
to quantify precisely and to improve the performance of some systems [13,17]. For
instance, by de-ning Presburger formulas whose solutions correspond to the memory
locations touched by a subroutine, one can estimate the amount of cache memory
needed for an e3cient execution. Furthermore, counting the number of reachable data
values at selected control locations make it possible to detect quickly some inconsisten-
cies between diKerent releases of a program, without requiring to write down explicit
properties to be checked. For instance, it can promptly alert the developer, although
without any guarantee of always catching such errors, that a local modi-cation had an
unwanted inMuence on some remote part of the program. Finally, studying the evolu-
tion of the number of reachable states with respect to the value of system parameters
can also help to detect unsuspected errors.
The main goal of this paper is to present a method for counting exactly and e3ciently
the number of elements belonging to a Presburger-de-nable set represented by an NDD.
Intuitively, our approach is based on the idea that one can easily compute the number
of distinct paths in a directed acyclic graph without enumerating them. The actual
algorithm is however more intricate, due to the fact that there is not a one-to-one
relationship between the vectors belonging to a set and the accepting paths of an NDD
representing the set.
In order to apply our counting technique to the set of solutions of a given Presburger
formula, one needs -rst to build an NDD from that formula. This problem has been
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solved in [1,3,4], but only in the form of a construction algorithm that presents a
systematic exponential cost in the number of variables that appear in the formula.
As an auxiliary contribution of this paper, we describe an improved algorithm for
handling the problematic projection operation. The resulting construction procedure
has been implemented and successfully applied to problems involving a large number
of variables.
2. Basic notions
Let us -rst show how -nite-state machines can represent sets of integer vectors. The
main idea consists of establishing a mapping between vectors and words. Our encoding
scheme for vectors is based on the positional notation for numbers in a base r¿1,
according to which an encoding of a positive integer z is a word ap−1ap−2 · · · a1a0
such that each digit ai belongs to the -nite alphabet {0; 1; : : : ; r−1} and z=
∑p−1
i=0 air
i.
An encoding of a negative number z is the last p digits of any encoding of its r’s
complement rp+ z. The number p of digits is not -xed, but must be large enough for
the condition −rp−16z¡rp−1 to hold. As a result, the -rst digit of the encoding is 0
for positive numbers and r− 1 for negative ones, hence that digit is referred to as the
sign digit of the encodings.
In order to encode a vector v˜=(v1; v2; : : : ; vn), one simply reads repeatedly and in
turn one digit from the encodings of all its components, under the additional restriction
that these encodings must share the same length. In other words, an encoding of v˜
is a word dp−1;1dp−1;2 : : : dp−1; n dp−2;1dp−2;2 : : : dp−2; n : : : d0;1d0;2 : : : d0; n such that for
every i∈{1; : : : ; n}, dp−1; idp−2; i : : : d0; i is an encoding of vi. An encoding of a vector
of dimension n has thus n sign digits—each associated to one vector component—the
group of which forms a sign header. Two encodings of the same vector can only diKer
in the number of times that their sign header is repeated.
Let S ⊆ Zn be a set of integer vectors. If the language L(S) containing all the
encodings of all the vectors in S is regular, then any -nite-state automaton accepting
L(S) is a NDD representing S. It is worth noticing that, according to this de-nition,
not all automata de-ned over the alphabet {0; 1; : : : ; r − 1} are valid NDDs. Indeed,
an NDD must accept only valid encodings of vectors sharing all the same dimension,
and must accept all the encodings of each vector that it recognizes. Note that the
vector encoding scheme that we use here is slightly diKerent from the one proposed
in [3,4], in which the digits related to all the vector components are read simultane-
ously rather than successively. It is easy to see that both representation methods are
equivalent from the theoretical point of view. The advantage of our present choice is
that it produces considerably more compact -nite-state representations. For instance,
a deterministic and minimal NDD representing Zn is of size O(2n) if the compo-
nent digits are read simultaneously, which limits the practical use of that approach to
small values of n. On the other hand, the encoding scheme used in this paper yields
an automaton of size O(n). It is worth mentioning that the exponential blowup in-
curred by the simultaneous encoding scheme is actually observed in most practical
applications.
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It is known for a long time [5,15] that the sets that can be represented by -nite-state
automata in every base r¿1 are exactly those that are de-nable in Presburger arith-
metic, i.e., the -rst-order theory 〈Z;+;6〉. One direction of the proof of this result
is constructive, and translates into an algorithm for constructing an NDD representing
an arbitrary Presburger formula [1,3,4]. Sketchily, the idea is to start from elementary
NDDs corresponding to the formula atoms, and to combine these NDDs by means
of set operators and quanti-cation. It can be easily shown that computing the union,
intersection, diKerence or Cartesian product of two sets represented by NDDs is equiv-
alent to carrying out similar operations on the languages accepted by the underlying
automata. Quantifying existentially a set with respect to a vector component, which
amounts to projecting this set along this component, is more complex. We discuss this
problem in the next section.
At this point, one could wonder why we did not opt for de-ning NDDs as automata
accepting only one encoding (for instance the shortest one) of each vector, and encod-
ing negative numbers as their sign followed by the encoding of their absolute value.
It turns out that the former choice substantially complicates the essential manipulation
algorithms such as computing the Cartesian product or the diKerence of two sets (in
this case, the problem is that those operations do not reduce to carrying out simi-
lar operations over the languages accepted by the automata). The latter choice leads
to signi-cantly larger representations for atomic formulas such as linear equations or
inequations. On the other hand, our present choices lead to simple manipulation algo-
rithms, with the only exceptions of projection and counting, which are addressed in
the following sections.
3. Projecting NDDs
The projection problem can be stated in the following way. Given an NDD A
representing a set S ⊆Zn, with n¿0, and a component number i∈{1; : : : ; n}, construct
an NDD A′ representing the set
∃iS = {(v1; : : : ; vi−1; vi+1; : : : ; vn) | (v1; : : : ; vn) ∈ S}:
For every accepting path of A, there must exist a matching path of A′, the label of
which contains digits corresponding to all the vector components but the ith. Thus, one
could be tempted to compute A′ as the direct result of applying to A the transducer
depicted at Fig. 1.
Fig. 1. Projection transducer.
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Unfortunately, this method produces an automaton A|=i that, even though it accepts
valid encodings of all the elements of ∃iS, is generally not an NDD. Indeed, for some
vectors, the automaton may only recognize their encodings if they are of su3cient
length. For example, the method applied to the NDD representing ∃1{(4; 1)} yields
an automaton whose smallest accepted word is 0001, which is not the smallest valid
encoding of the number 1, i.e., 01. In order to build A′ from A|=i, one thus has to
transform A|=i in such a way that it also accepts the shorter encodings of the vectors
of the set ∃iS.
As already mentioned, two encodings of the same vector only diKer in the number
of times that their sign header is repeated. We can thus restate the projection problem
in the following way: Given a -nite-state automaton A1 over the alphabet  accept-
ing the language L1, and a dimension n¿0, construct an automaton A2 accepting
L2 = {uiw | u∈{0; r − 1}n ∧w∈∗ ∧ i¿0∧∃k (k¿i∧ ukw∈L1)}.
In [4], this problem is solved by considering explicitly every potential value u of the
sign header. Then, for each u, exploresA1 in order to know which states can be reached
by a pre-x of the form ui, with i¿0 and makes each of these states reachable after
reading a single occurrence of u, which can be done by a simple construction. Although
satisfactory from a theoretical point of view, this solution exhibits a systematic cost in
O(2n) which limits its practical use to problems with a very small vector dimension.
The main idea behind our improved solution consists of handling simultaneously
sign headers that cannot be distinguished from each other by the automaton A1, i.e.,
sign headers u1; u2 ∈{0; r− 1}n such that for every k¿0, reading uk1 leads to the same
automaton states as reading uk2. For simplicity, we assume A1 to be deterministic.
1
Our algorithm proceeds as follows. First, it extracts from A1 a pre
x automaton
AP that reads only the -rst n symbols of words and associates one distinct end state
to each group of undistinguished sign headers. Each end state of AP is then matched
to all the states of A1 that can be reached after reading the corresponding sign head-
ers any number of times. At every time during this operation one detects two sign
headers that are not yet distinguished in AP but that lead to diKerent states of A1,
one re-nes the pre-x automaton AP so as to associate diKerent end states to these
headers. Finally, the automaton A2 is constructed such that following one of its ac-
cepting paths amounts to reading n symbols in AP , which reaches one of its end states
s, and then following an accepting path of A1 starting from a state matched to the
state s.
The algorithm is formally described in Appendix A. Its worst-case time complexity
O(2n) is not less than that of the simple solution [4] outlined at the beginning of this
section. However, in the context of state-space exploration applications, it has been
observed that it succeeds most of the time, if not always, to avoid the exponential
blowup experienced with the latter approach.
1 This is not problematic in practical applications, since the cost of determinizing an automaton built
from an arithmetic formula is often moderate [20], in spite of the exponential worst-case complexity of the
problem.
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4. Counting elements of NDDs
We now address the problem of counting the number of vectors that belong to
a set S represented by an NDD A. Our solution proceeds in two steps: First, we
check whether S is -nite or in-nite and, in the former case, we transform A into
a deterministic automaton A′ that accepts exactly one encoding of each vector that
belongs to S. Second, we count the number of distinct accepting paths in A′.
4.1. Transformation step
Let A be a deterministic and minimal NDD representing the set S ⊆Zn. If S is not
empty, then the language accepted by A is in-nite, hence the transition graph of this
automaton contains cycles. In order to check whether S is -nite or not, we thus have
to determine if these cycles are always followed when reading diKerent encodings of
the same vectors, or if they can be iterated in order to recognize an in-nite number of
distinct vectors.
Assume that A does not contain unnecessary states, i.e., that all its states are reach-
able and that there is at least one accepting path originating in each state. We can
classify the cycles in A into three groups:
• A sign loop is a cycle that can only be followed while reading the sign header of
an encoding, or a repetition of that sign header;
• An in;ating loop is a cycle that can never be followed while reading the sign header
of an encoding or one of its repetitions;
• A mixed loop is a cycle that is neither a sign nor an inMating loop.
If A has at least one inMating or mixed loop, then its transition graph admits an
accepting path that follows the corresponding cycle while not reading a repetition of
a sign header. By iterating this cycle, one thus gets an in-nite number of distinct
vectors, which results in S being in-nite. The problem of checking if S is in-nite thus
reduces to determining whether A has at least one non-sign (i.e., inMating or mixed)
loop. 2 Thanks to the following result, this check can be carried out by inspecting the
transition graph of A without paying attention to the transition labels.
Theorem 1. Assume that A is a deterministic and minimal NDD. A cycle  of A
is a sign loop if and only if it can only be reached by one path (not containing any
occurrence of that cycle).
Proof. Since A is an NDD, it can only accept words whose length is a multiple of
the vector dimension n. The length of  is thus a multiple of n.
• Assume  is reachable by only one path . Let u∈{0; r − 1}n be the sign header
that is read while following the n -rst transitions of the path , and let s and s′
be the states of A respectively reached after reading the words u and uu (starting
from the initial state).
2 An example of a non-trivial instance of this problem can be obtained by building the minimal determin-
istic NDD representing the set {(x; y)∈Z2 | x + y60∧ x¿0}.
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Since A accepts all the encodings of the vectors in S, it accepts, for every w∈
{0; 1; : : : ; r−1}∗, the word uw if and only if it accepts the word uuw. It follows that
the languages accepted from the states s and s′ are identical which implies, since A
is minimal, that s= s′.
Therefore,  can only be visited while reading the sign header u or one of its
repetitions, and is thus a sign loop.
• Assume  is reachable by at least two paths 1 and 2. Let kn, with k ∈N, be the
length of . Since A only accepts words whose length is a multiple of n, there are
exactly k states s1; s2; : : : ; sk that are reachable in  from the initial state of A after
following a multiple of n transitions.
If the words read by following  from s1 to s2, from s2 to s3; : : : ; and from sk to s1
are not all identical, then  is not a sign loop.
Otherwise, let uk , with u∈{0; 1; : : : ; r − 1}n, be the label of . Since A is deter-
ministic, at least one of the blocks of n consecutive digits read while following 1
or 2 up to reaching  diKers from u. Thus,  can be visited while not reading a
repetition of a sign header, and is not a sign loop.
Provided that A has only sign loops, it can easily be transformed into an automaton
A′ that accepts exactly one encoding of each vector in S by performing a depth--rst
search in its transition graph. During the search, one removes for each detected cycle
the transition that gets back to a state that has already been visited in the current
exploration path. This operation does not inMuence the set of vectors recognized by the
automaton, since the removed transitions can only be followed in A while reading a
repeated occurrence of a sign header.
An algorithm that combines the classi-cation of cycles with the transformation of
A into A′ is given in Appendix B. Since each state of A needs to be visited at most
once, the time and space costs of this algorithm—if suitably implemented—are linear
in the number of states of A. 3
4.2. Counting step
If S is -nite, then the transition graph of the automatonA′ produced by the algorithm
given in the previous section is acyclic. The number of vectors in S corresponds to
the number of accepting paths originating in the initial state of A′.
For each state s of A′, let N (s) denote the number of paths of A′ that start in s and
end in an accepting state. Each of these paths either leaves s by one of its outgoing
transitions, or has a zero length (in which case s is accepting). Thus, we have at each
state s
N (s) =
∑
(s;d;s′)∈
N (s′) + acc(s);
where acc(s) is equal to 1 if s is accepting, and to 0 otherwise.
3 In the algorithm provided in Appendix B, given an automaton A(; Q; s(0); ; F), the subroutine ex-
plore() is called at most |Q| times and all tests and instructions except the recursive call to the subroutine
can be performed in constant time.
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Thanks to this rule, the value of N (s) can easily be propagated from the states that
have no successors to the initial state of A′, following the transitions backwards. The
number of additions that have to be performed is linear in the number of states of A′.
5. Example of use
The projection and counting algorithms presented in Sections 3 and 4 have been
implemented in the veri-cation tool LASH [9], whose main purpose is to compute
exactly the set of reachable con-gurations of systems with -nite control and unbounded
data. In short, this tool handles -nite and in-nite sets of con-gurations by means of
-nite-state representations suited for the corresponding data domains, and relies on
meta-transitions, which capture the eKect of control loops, for exploring in-nite state
spaces in -nite time. A description of the main techniques implemented in LASH is
given in [4].
In the context of this paper, we focus on systems based on unbounded integer
variables, for which the set representation system used by LASH is the NDD. Our
present results thus make it possible to count precisely the number of reachable system
con-gurations that belong to a set computed by LASH.
Let us now describe an example of a state-space exploration experiment featuring the
counting algorithm. We consider the simple lift controller originally presented in [18].
This system is composed of two processes modeling a lift panel and its motor actuator,
communicating with each other by means of shared integer variables. A parameter N ,
whose value is either -xed in the model or left undetermined, de-nes the number of
Moors of the building. In the former case, one observes that the amount of time and
of memory needed by LASH in order to compute the set of reachable con-gurations
grows only logarithmically in N , despite the fact that the number of elements in this
set is clearly at least O(N 2). (Indeed, the behavior of the lift is controlled by two main
variables modeling the current and the target Moors, which are able to take any pair of
values in {1; : : : ; N}2.) Our simple experiment has two goals: Studying precisely the
evolution of the number of reachable con-gurations with respect to increasing values
of N , and evaluating the amount of acceleration induced by meta-transitions in the
state-space exploration process.
The results are summarized in Tables 1 and 2. The former table gives, for several
values of N , the size (in terms of automaton states) of the -nite-state representation of
the set of reachable con-gurations, the exact number of these con-gurations, and the
total time needed to perform the exploration. These results clearly show an evolution
in O(N 2), as expected. It is worth mentioning that, thanks to the fact that the cost of
our counting algorithm is linear in the size of NDDs, its execution time (including the
classi-cation of loops) was negligible with respect to that of the exploration.
The latter table shows, for N =109, the evolution of the number of con-gurations
reached after the successive steps of the exploration algorithm. Roughly speaking, the
states are explored in a breadth--rst fashion, starting from the initial con-guration
and following transitions as well as meta-transitions, until a -xpoint is detected. In
the present case, the impact of meta-transitions on the number of reached states is
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Table 1
Number of reachable con-gurations w.r.t. N
N NDD states Con-gurations Time (s)
10 852 930 25
100 1782 99300 65
1000 2684 9993000 101
10000 3832 999930000 153
100000 4770 99999300000 196
1000000 5666 9999993000000 242
Table 2
Number of reached con-gurations w.r.t. exploration steps
Step NDD states Con-gurations
1 638 3
2 1044 1000000003
3 1461 3999999999
4 2709 500000005499999997
5 4596 1500000006499999995
6 6409 3500000004499999994
7 7020 6499999997499999999
8 7808 7999999995000000000
9 8655 8999999994000000000
10 8658 9499999993500000000
11 8663 9999999993000000000
clearly visible at Steps 2 and 4 in the table. In this case study, the Presburger formula
corresponding to the transition function takes the form of a union of about 100 clauses
and has 14 variables, 9 of which are quanti-ed existentially. We need to apply 11
times the transition function to completely explore the system.
6. Conclusions and comparison with other work
The main contribution of this paper is to provide an algorithm for counting the
number of elements in a set represented by an NDD. As an auxiliary result, we also
present an improved projection algorithm that makes it possible to build e3ciently an
NDD representing the set of solutions of a Presburger formula. In spite of its relative
simplicity, this improved projection algorithm is essential to use NDDs as practical
representations of Presburger sets. Indeed, the systematic exponential blowup incurred
by the “classical” projection algorithm does not allow to handle with an acceptable
cost formulas with more than 10 variables. On the other hand, the improved algorithm
has successfully been applied to problems with more than 30 variables. Our algorithms
have been implemented in the tool LASH.
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The problem of counting the number of solutions of a Presburger equation has
already been addressed in [13], following a formula-based approach. More precisely,
that solution proceeds by decomposing the original formula into an union of disjoint
convex sums, each of them being a conjunction of linear inequalities. Then, all variables
but one are projected out successively, by splintering the sums in such a way that the
eliminated variables have one single and one upper bound. This eventually yields a
-nite union of simple formulas, on which the counting can be carried out by simple
rules.
The main diKerence between this solution and ours is that, compared to the general
problem of determining whether a Presburger formula is satis-able, counting using
a formula-based method incurs a signi-cant additional cost. On the other hand, the
automata-based counting method has a negligible practical impact on the total execu-
tion time once an NDD has been constructed. Our method is thus e3cient in all the
cases for which an NDD can be computed quickly, which, as it has been observed
in [1,20], happens mainly when the coe3cients of the variables are kept small. In
addition, since automata can be determinized and minimized after each manipulation,
NDDs are especially suited for representing the results of complex sequences of oper-
ations producing simple sets, as in most state-space exploration applications. The main
restriction of our approach is that it cannot be generalized in a simple way to the more
complex counting problems, such as summing polynomials over Presburger-de-nable
sets, that are addressed in [13].
Appendix A. Projection algorithm
Let (;Q; s(0); ; F) be the deterministic automaton A1, where  is the alphabet
{0; : : : ; r − 1}, Q is a -nite set of states, s(0) ∈Q is the initial state, ⊆Q××Q is
the transition relation, and F ⊆ Q is a set of accepting states.
(1) Let AP =(;QP; s
(0)
P ; P; FP), with s
(0)
P =(s
(0); 0), QP = {s(0)P }, and both of P and
FP are empty. Each state (s; i) of AP will be composed of a state s of A1 and
an index i ranging from 0 to n. The index n corresponds to the end states of AP .
(2) For i=1; : : : ; n and for each (s; ; s′)∈ such that (s; i − 1)∈QP , add (s′; i) to
QP and ((s; i − 1); ; (s′; i)) to P .
(3) For each s∈Q such that (s; n)∈QP , let matches[(s; n)]= {s}. (The array matches
associates the end states of the pre-x automaton AP to the states of A1 that can
be reached by the same sign headers.)
(4) Let remaining= {(s; s) | (s; n)∈QP}. (The set remaining keeps track of the pairs
of states of AP and A1 that are yet to be handled.)
(5) For each (s; s′)∈ remaining:
• If there do not exist s′′ ∈Q\matches[(s; n)] and u∈n such that (s(0)P ; u; (s; n))
∈∗P and (s′; u; s′′)∈∗, then remove (s; s′) from remaining.
• If there exists s′′ ∈Q\matches[(s; n)] such that for every u∈n for which
(s(0)P ; u; (s; n))∈∗P , (s′; u; s′′)∈∗, then add s′′ to the set matches[(s; n)], add
(s; s′′) to remaining, and remove (s; s′) from remaining.
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• Otherwise, -nd u; u′ ∈n such that (s(0)P ; u; (s; n))∈∗P , (s(0)P ; u′; (s; n))∈∗P and
either
◦ there exist s′′; s′′′ ∈Q, s′′ = s′′′, such that (s′; u; s′′)∈∗ and (s′; u′; s′′′)∈∗,
or
◦ there exists s′′∈Q such that (s′; u; s′′)∈∗ but no s′′′∈Q such that (s′; u′; s′′′)
∈∗,
then re-ne AP with respect to the state s′ and the headers u and u′ (this
operation will be described separately).
(6) Let A2 = (;Q2; s
(0)
2 ; 2; F2), with Q2 =Q∪QP , s(0)2 = s(0)P , 2 =∪P ∪{((s; n);
%; s′) | s′ ∈matches[(s; n)]}, and F2 =F .
It is worth mentioning that the test performed at Line 5 can be carried out ef-
-ciently by a search in the transition graph of the automata. Details of an e3cient
implementation are available in [9].
A central step of the algorithm consists of re-ning the pre-x automaton AP in order
to associate diKerent end states to two sign headers u and u′ read from the state s′ of
A1. This operation is performed as follows:
(1) Let k ∈{1; : : : ; n} be the smallest integer such that the paths reading u and u′
from the state s(0)P of AP reach the same state after having followed k transitions,
and the paths reading u and u′ from the state s′ of A1 reach two distinct states
after the same number k of transitions.
(2) Let ((s1; k − 1); d; (s2; k)) and ((s′1; k − 1); d′; (s2; k)) be the kth transitions of the
paths reading (respectively) u and u′ in AP .
(3) For each q∈QP such that ((s2; k); w; q)∈∗P for some w∈∗, add a new state q′
to QP and set split[q] = q′.
(4) For each transition (q; d; q′)∈P such that split[q] is de-ned, add the transition
(split[q]; d; split[q′]) to P .
(5) Replace the transition ((s′1; k−1); d′; (s2; k)) by ((s′1; k−1); d′; split[(s2; k)]) in P .
(6) For each q∈QP such that split[q] exists, let matches[split[q]] =matches[q].
(7) For each (s; s′)∈ remaining such that split[(s; n)] is de-ned, add the pair
(split[(s; n)]; s′) to remaining.
Appendix B. Cycle classi(cation and removal algorithm
(1) Let A=(;Q; s(0); ; F), let visited= ∅, and for each state s∈Q, let leads-to-
cycle[s] =F;
(2) If explore(s(0); 0)=F, then the set represented by A is in-nite. Otherwise, the
automaton A′ is given by (;Q; s(0); ; F).
Subroutine explore(s; k):
(1) Let visited= visited∪{s}, and let history[k] = s;
(2) For each (s′; d; s′′) ∈  such that s′= s:
• If s′′ =∈ visited, then
(a) If explore(s′′; k + 1)=F then return F;
(b) If leads-to-cycle[s′′] then let leads-to-cycle[s] =T;
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• If s′′ ∈ visited and (∃i¡k)(history[i] = s′′), then
(a) If leads-to-cycle[s] then return F;
(b) Let leads-to-cycle[s] =T, and remove (s′; d; s′′) from ;
• If s′′ ∈ visited and (∀i¡k)(history[i] = s′′), then
(a) If leads-to-cycle[s′′] then return F;
(3) Return T.
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