Abstract. We study optimization problems over partitions of the finite set N = {1, . . . , n}, where each element i in the partitioned set N is associated with a real number θ i and the objective associated with a partition π = (π 1 , . . . , πp) has the form F (π) = f (θπ), where θπ = ( i∈π 1 θ i , . . . , i∈πp θ i ). When F is to be either maximized or minimized, we obtain conditions that allow for simple constructions of partitions that are uniformly optimal for all Schur convex functions f .
Introduction.
We consider partitions of the finite set N = {1, . . . , n} into nonempty parts. When a corresponding partition π has p parts, we refer to it as a ppartition and denote it by π = (π 1 , . . . , π p ); also, we refer to the vector (|π 1 |, . . . , |π p |) as the shape of the partition π.
Throughout, we assume that each element i in the partitioned set N is associated with a real number θ i and, by possibly permuting the elements of N , we may assume that θ 1 ≤ θ 2 ≤ · · · ≤ θ n . A partition is called consecutive if (after the possible permutation of N ) the elements in each part are consecutive integers.
We consider optimization problems (maximization and minimization) over families of partitions where the objective value F (π) associated with a partition π is given through a real-valued function f that is defined on R p and F (π) = f i∈π1 θ i , . . . , i∈ππ θ i ; such partitioning problems are called sum partitioning problems. Of particular interest are constrained shape, bounded-shape, and single-shape problems, where the underlying sets of partitions are defined, respectively, by restrictions, bounds, and specification on the shape of partitions. For many applications of partitioning problems see, for example, [1, 2, 3, 4] .
An important tool for studying optimization problems is the identification of properties that are satisfied by optimal solutions. In particular, determining the existence of optimal solutions with a particular property allows one to restrict the search for an optimal solution to a smaller class of feasible solutions, namely, those that satisfy the property. For partitioning problems, consecutiveness is a particularly valuable property, as the number of p-partitions with prescribed shape is exponential in n, while the number of consecutive p-partitions is p!. Conditions on the function f that suffice for the optimality of consecutive partitions have been studied extensively in the literature. Hwang and Rothblum [3] introduced a class of functions called asymmetric Schur convex functions, unifying classical (quasi) convexity and Schur convexity; asymmetric Schur convexity was shown in Gao, Hwang, Li, and Rothblum [1] to be sufficient for optimality of consecutive partitions, generalizing many earlier results.
The goal of the current paper is to study bounded-shape partitioning problems where the function f is Schur convex and the objective is to either maximize F or to minimize it. We identify conditions that allow for explicit solution of such problems without the need to scan through all consecutive partitions. Under these conditions, optimality turns out to be invariant of the particular (Schur convex) function f . It follows that, depending on whether the objective function is to be maximized or minimized, the vector associated with an invariant optimal partition must majorize or be majorized by the vectors associated with all other feasible partitions (see section 2 for formal definitions). For bounded-shape maximization problems, we explicitly construct an invariant consecutive optimal partition when the ranking of the coordinates of the lower bounds on the part-sizes is consistent with that of the upper bounds and, in addition, the θ i 's have the uniform sign; further, we demonstrate that if either of these two conditions is dropped, an invariant optimal partition need not exist. For bounded-shape minimization problems, we explicitly construct an invariant solution when all the θ i 's are 1, that is, when the vector associated with a partition is the shape of the partition; further, we show via an example that this restriction cannot be relaxed. Our proof for minimization problems first identifies a vector which is majorized by all vectors that satisfy prescribed lower and upper bounds and have a prescribed coordinate-sum. We then show that when the bounds and the prescribed coordinate-sum are integers, the majorized vector can be rounded up/down to an integer vector that is majorized by all corresponding integer vectors. Results of Veinott [7] concern the construction of majorized vectors in a more general context of network flows, and his proofs depend on yet unpublished results in [8] . The proofs we derive herein are self-contained and simpler.
Preliminaries.
Throughout, we let n be a positive integer and N ≡ {1, . . . , n}. A partition (of N ) is an ordered collection of sets π = (π 1 , . . . , π p ), where π 1 , . . . , π p are disjoint nonempty subsets of N whose union is N . In this case we refer to p as the size of π and to the sets π 1 , . . . , π p as the parts of π. Also, if the number of elements in the parts of the partition π = (π 1 , . . . , π p ) are n 1 , . . . , n p , respectively, we refer to (n 1 , . . . , n p ) as the shape of π; of course, in this case p j=1 n j = |N | = n. We sometimes refer to p-partitions or to (n 1 , . . . , n p )-partitions as partitions of size p or of shape (n 1 , . . . , n p ), respectively. A partition is called consecutive if its parts consist of consecutive integers, that is, if there is an enumeration of its parts, say, π j1 , . . . , π jp , such that for t = 1, . . . , p and corresponding positive integers n j1 , . . . , n jp , π jt = t−1 s=1 n js + 1, . . . , t s=1 n js . We assume that each element i in the given partitioned set N is associated with a real number θ i and, without loss of generality, 
We refer to single-shape, bounded-shape and constrained-shape problems as partitioning problems with Π as the set of partitions with a prescribed shape, with a shape that satisfies the prescribed lower and upper bound and with a shape in a prescribed set, respectively. For constrained-shape problems the set of partitions is defined through a set Γ of positive integer p-vectors with the coordinate-sum n. For bounded-shape problems, Γ is defined by two positive integer p-vectors L and U satisfying L ≤ U and 
we note that (2.3) and (2.4) are, respectively, equivalent to max |I|=k i∈I
We say that a strictly majorizes b if a majorizes b but does not majorize a. 
, where g is a (strictly) convex real-valued function on R, is known to be (strictly) Schur convex (see [6] ); such functions are called separable (strictly) Schur convex. We say that f is (strictly) Schur concave if -f is (strictly) Schur convex.
We say that a p-vector z is a majorizing vector in a finite set Λ ⊆ R p if z ∈ Λ and z majorizes every vector in Λ; we say that z is a minorizing vector in Λ if z ∈ Λ and z is majorized by every vector in Λ. Since majorization is a partial order that does not provide comparisons for all pairs of vectors, majorizing and minorizing vectors need not exist.
For 3. Maximization problems with f Schur convex. In this section we focus on maximization problems where the function f is Schur convex.
Let Π be a set of partitions. We say that a partition π * is shape-majorizing in Π if π * ∈ Π and the shape of π * majorizes the shape of every other partition in Π; when Π is defined as the set of partitions with its shape in a prescribed set Γ, π * is shape-majorizing if and only if its shape is a majorizing vector in Γ. The next result shows that if Γ has a majorizing vector, a shape-majorizing partition exists. Proof. The conclusion of the lemma follows from the existence of consecutive partitions with any prescribed shape (in fact, the consecutive partitions with prescribed shape are in one-to-one correspondence with the permutations over {1, . . . , p}).
We say that θ is sign-uniform if it is either nonpositive or nonnegative. The next result shows that this condition together with the assumptions of Proposition 3.1 facilitate a uniform solution for sum-partitioning problems under all Schur convex functions f . This is accomplished by first determining a majorizing shape and then assigning the elements to parts greedily (where greedily has different meanings for the case where θ ≤ 0 and for the case where θ ≥ 0).
Theorem 3.2. Suppose f is Schur convex, Γ is a set of positive integer p-vectors
and Π is the (constrained-shape) set of partitions with its shape in Γ.
( 
We conclude from (3.1), (2.1), the nonnegativity of the θ i 's, and the definition of π 
with equality holding when j = p. Thus, θ π + majorizes θ π and, therefore, the Schur convexity of f implies that F (π 
and, therefore,
From (2.1), (3.5), the nonpositivity of the θ i 's, and the definition of π − , we see that
with equality holding when j = p. Since π − is in Π (n1,... ,np) , it also satisfies (3.6). Applying (3.6) to π − and to π, we conclude that max {I⊆{1,... ,p}:|I|=j} u∈I
with equality holding when j = p. Thus, θ π − majorizes θ π and, therefore, the Schur convexity of f implies that
. Finally, if the inequalities of (2.1) hold strictly and the θ i 's are nonzero, then for each π = π + , (3.4) implies that (3.5) holds as a strict inequality for at least one j; thus, θ π + strictly majorizes θ π . Consequently, if f is strictly Schur convex, we have that F (π
. A similar argument shows that if the inequalities of (2.1) hold strictly, the θ i 's are nonzero, and f is strictly Schur convex, then
Solution of constrained-shape partitioning problems with f Schur convex, sign-uniform θ, and given majorizing shape. Let Γ be a set of positive integer p-vectors with coordinate-sum n and let (n 1 , . . . , n p ) be a majorizing vector in Γ with n 1 ≤ · · · ≤ n p . Also, assume the θ 1 , . . . , θ n are given and satisfy (2. 
the first such index and
Proof. The existence of an index j ∈ {1, . . . , p} with 
where (3.9)-(3.10) are used for the second inequality in (3.11). Also, for each j = 1, . . . , p − 1, we get from (3.8) (with (3.9) , and (3.10). Let (n * 1 , . . . , n * p ) be as in Lemma 3.3.
( Two important cases for which the assumptions of Lemma 3.3 and Theorem 3.4 apply are as follows:
(i) single-shape problem, where the coordinates of a single prescribed shape, say, (n 1 , . . . , n p ), can be ranked and permuted to satisfy the monotonicity assumption (3.9)-(3.10) with L = U = (n 1 , . . . , n p ), and
(ii) uniform bounded shape problem, where L u 's and U u 's are, respectively, independent of u.
The next two examples demonstrate, respectively, that neither the consistency of L and U nor the sign-uniformity of θ can be removed from Corollary 3.5.
, and the maximum is realized by exactly the partitions with shape (5, 2, 2). However, (2, 3, 4) , and (1, 4, 4) ; the values of these vectors under (f 1 , f 2 ) are, respectively, (141, 17), (99, 9), (99, 9), (99, 9), (81, 3), (99, 9), (99, 9), (99, 9), and (129, 27). So, the optimal partitions with the objective defined by f 1 and f 2 are, respectively, those with shape (5, 2, 2) and those with shape (1, 4, 4) .
Example II. Suppose p = 3, n = 6, n j = j for j = 1, 2, 3, 
Minimization problems with f Schur convex.
In this section we focus on minimization problems where the function f is Schur convex. The main result of this section can be derived from more general results of Veinott [6, Theorem 2, p. 554] which depend on (yet unpublished) results of [8] ; the proofs provided herein are self-contained and more elementary.
Let Π be a set of partitions. We say that a partition π * is shape-minorizing in Π if π * ∈ Π and the shape of π * is majorized by the shape of every other partition in Π; when Π is defined as the set of partitions with its shape in a prescribed set Γ, π * is shape-minorizing if and only if its shape is a minorizing vector in Γ. The next result shows that if Γ has a minorizing vector, a shape-minorizing partition exists. Proof. As for Proposition 3.1, the conclusion follows from the existence of consecutive partitions with any prescribed shape.
The next result is in the spirit of Theorem 3.2 with minimization replacing maximization-it provides conditions for the existence of a uniform solution to constrained-shape partitioning problems under the assumptions of Proposition 4.1. But here, more restrictive conditions than sign-uniformity of θ are required. Proof. The assumptions of the theorem imply that for each partition π, θ π is the shape of π, and the conclusion of the theorem follows from the definition of Schur convexity.
The next example demonstrates that sign-uniformity of θ is not sufficient for the set of vectors associated with partitions having a prescribed shape to contain a minorizing vector, nor is it sufficient for the existence of a uniformly minimizing partition under all Schur convex functions. So, in general, the conclusions of Theorem 3.2 do not generalize when minorization replaces majorization. It is noted that the example concerns a single-shape problem.
Example III. Let n = 11, p = 3, n 1 = 2, n 2 = 4, n 3 = 5, The claim that x * ∈ X is majorized by all vectors x in X means that x * minimizes each h k over X. We consider three ranges for k.
1 ≤ k ≤ v − : In this case for each x ∈ X, 
