We presenr a fast non-irerarive inerhod for approximaring rhe leading eigenvecror so a s ro render graph-spectral based grouping algorirhms more efficient. The approximation is based on a linear perrurbarion analysis and applies io marrices rhar are non-sparse, non-negarive and symmerric. For an N x N m r r i x , !lie approximarion can be implemmred with complexir). us low as 0(4N2). We provide a performance analysis and demonsrrare the usefulness of our method on image segmentation problems.
Introduction
Recently, there has been considerable interest in the use of graph-spectral [ I ] methods for computer vision for segmentation and grouping [2. 3, 41. These methods all share the feature that they use the eigenvectors of a weighted adjacency matrix to locate salient groupings of objects. Although elegant, one of the criticisms that can be leveled at these methods is that they are computationally demanding because they rely on the numerical determination of eigenvectors of large matrices. The problem of computing the eigenvalues and eigenvectors of a matrix is one of classical linear algebra which arises in many practical problems in science and engineering. However, it is frequently the determination of the leading eigenvector which turns out to be of pivotal importance. The reason for this is that it is intimately related to the Raleigh Quotient 13.51.
When only the first few eigenvalues and eigenvectorsofa matrix are required. then the most commonly used methods are those based on Krylov information 161. Among these, the most well known are the power method and, for symmetric matrices, the Lanczos method. These methods are iterative. and hence need lo be initialised with a starting vector. Moreover, it can be proven that the rate of convergence of the Lanczos method changes in accordance with the error criterion used [7] . Hence, the efficiency of the method is dependant on how distant the extreme eigenpair is from the others. 
Approximation via Matrix Perturbation
Perturbation methods attempt to solve a complex problem approximating it by a simpler problem that is reasonably well known. We will use the perturbation approach to approximate the first eigenvector of a large, real. nonnegative symmetric matrix A to a linear combination of perturbation matrices whose spectral properties are well known. In segmentation and grouping this prerequisites are not prohibitive since the matrix A (i.e. the adjacency matrix) is mostly used to capture the pairwise similarity between two image tokens. Hence, it is symmetric in nature and its elements are real and non-negative. It is important to note that the similarity between tokens is not guaranteed 10 be symmetric in all cases. We refer the interested reader to the work of Lance Williams [ 121 for counter examples.
For computational purposes. we will constrain the elements of the matrix A to be between 0 and 1. This is a scaling step that will not affect the generality of the method.
We commence expressing the matrix A as a linear com- In order to obtain the vector 0; we re-write equation 3 ...
After some algebra we find that So far. we have limited ourselves to the properties of A;.
We now turn our attention to the task of approximating the leading eigenvalue and eigenvector (i.e. the leading eigenpair) of the matrix A using the vectors 0; and the perturbation parameters 7;. Substituting equation 3 into equation I veilds The above expression is very similar to the spectral decomposition of the matrix A . The vectors 0; are closely related to the first eigenvector of A. Even though the leading eigenvector of matrix A and the vector 9; are not equal, the contribution of the former to the latter is proportional to q, When the off-diagonal elements A are all non-zero then E will be a diagonal matrix. As a result, E will be approximately diagonal in structure when the matrix A is dense.
For large dense matrices. we can treat E as a diagonal matrix with little loss of accuracy.
Using the spectral expansion o f A together with the properties of symmetric non-negativematrices [13, 141, when A is not diagonally dominant then it follows that A % hT In practice. the requirement that A is not diagonally dominant is not restrictive: The reason being that it can always be made diagonally dominant by adding identity matrices without changing its eigenvectors. The eigenvalues will, of course. be different. Furthermore. it can be proven that (8)
This property also opens-up the possibility of processing other canonical forms, such as the normalized Laplacian.
From equations 4 and 5 , and using the approximation in equation 7, we get where ai,j is the element indexed i , j of matrix A .
If there is no dominant perturbation parameter 7; and if the matrix A is large. then from equations I and 9 we have Expanding the right-hand side of equation 10 including the elements ei,j of matrix E and assuming E to be diagonal, we find that
Hence, the accuracy of the approximation will he closely related to the diagonal elements of A. More precisely. it is governed by terms of the form (a;.< -ei.;)'. A less computationally expensive estimate of the approximation accuracy is given by the norm condition ofthe eigenvector. Hence, we define the accuracy variable o to be N where x, is the i t h element of the approximaled first eigenvector.
Pseudocode
Having presented the theoretical prerequisites, we can develop a practical algorithm for computing an approximation to the first eigenvector of the matrix A . The pseudocode is as follows There are two important practical considerations underpinning this algorithm. First, in order to reuse memory, the matrix A i s overwritten at output and a has been used more than once as a variable. Second, the sequence of operations has been slightly altered in order to reduce the number o f floating p i n t operations. The complexity o f the algorithm i s 4 N 2 . The memory requirement, assuming matrix A has already been allocated, i s N + 3 memory locations.
Error and Performance Analysis
Our aim in this section i s to explore the effects of varying the size N and sparseness of the matrix A on our approximate eigenvector calculation.
For our sensitivity study we have generated matrices whose elements'are normally distributed random variables with mean 0.5 and variance 0.1667. The variance has been chosen in order.:to ensure ai,j E [0,1]. I t can be proven that, as a consequence o f the normal distribution of the matrix elements, a,modification o f the variance would not alter the parameter 0 . 7 First, we investigate the effect o f varying the matrix order N . To do this we have generated a set of 5 matrices for each value N . None of the m.atrices generated has null off-diagonal elements. In Figure 1 we show the plot of the error variable a; averaged over the 5 matrices, as a function o f the matrix order N . The error variable falls rapidly with increasing matrix size, and becomes insignificant when N > 500.
Next we consider the effect o f increasing the sparseness of the matrices. To do this we have generated random element matrices of Size N = 200,500,1000. We have controlled the degree of sparseness of these matrices by setting.to zero a specified fraction o f randomly selected off-.diagonal elements. For each fraction o f zero elements. we faster .when applied to the synthetic images and 2.5 times faster when processing the real images. In our experiments the error parameter U never exceeded 0.005.
Conclusions
In this paper, we have presented a non-iterative method for approximating the leading eigenvector o f a large, dense, nonhegative symmetric matrix with the aim of developing more efficient graph-spectral image segmentation algorithms. ,The method decomposes the original matrix using a linear combination o f perturbation matrices whose spectral propenies are well known.'This results in a significant improvement in computational efficiency; Moreover, i n our sensitivity experiments, the approximation proven to be a reliable one which results in only a small loss of accuracy. Moreover. in a practical setting, the method reduces the required computation time by a factor of at least 2.
