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1. INTRODUCTION
A hallmark of observed population densities in the field is their oscilla-
tory behavior. A main purpose of modeling population interactions is to
understand what causes such fluctuations. Indeed, the very first
LotkaVolterra system is the result of such an effort. There are three
Ž .typical approaches for modeling such behavior: i introducing more species
Žinto the model, and consider the higher dimensional systems like preda-
 . Ž .torprey interactions 10 ; ii assuming that the per capita growth func-
Ž .tion is time dependent and periodic in time; and iii taking into account
1 This work was completed while this author was visiting at the Department of Mathemat-
ics, Arizona State University.
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 the time delay effect in the population dynamics 11, 14 . Generally
Ž . Ž . Ž .speaking, approach i is rather artificial, while ii and iii emphasize only
one aspect of reality. Although all of them are good mechanisms of
Žgenerating periodic solutions and therefore offer some explanations for
.the often observed oscillatory behavior in population densities , it does not
give us any insight into which is the real generating or dominating force
behind the oscillatory behavior if only one such mechanism is considered.
Naturally, more realistic and interesting models of single or multiple
species growth should take into account both the seasonality of the
changing environment and the effects of time delays.
Existing results on the existence of periodic solutions in periodic systems
Ž .population models, in particular often fall into one of these three
Ž .categories: 1 the results of the applications of the contraction principle or
the fluctuation principle, which establish both the existence and attractivity
 of the periodic solutions in periodic equations with time delay 7, p. 181 ;
Ž .2 the observation that the periodic solution exists when there is no time
delay and this periodic solution remains so when the time delay is a
  Ž .multiple of the period of the periodic equation 3, 13 ; 3 the results of the
 application of Horn’s asymptotic fixed-point theorem 1, 12 . While these
methods often allow the investigator to address the stability issues of the
periodic solutions, the conditions for existence are often unnecessary,
numerous, tedious, stringent, and difficult to satisfy. Specifically, all of the
above methods are ill suited to problems with state-dependent delay
equations.
By employing the powerful and effective coincidence degree method, we
found that the existence of periodic solutions in periodic models with or
without state-dependent delay requires only a set of natural and easily
verifiable conditions. These conditions are readily satisfied in many realis-
 tic population models. Such an approach was first adopted by Li 8 for a
Ž Ž .. Ž .Ž Ž . Ž .. Ž .specific predatorprey model, where g t, x t  r t 1 x t K t , p x
 x. This strongly suggests that seasonal effects on population models
indeed often lead to synchronous solutions. In addition, we may conclude
that when both seasonality and time delay are present and deserve
consideration, the seasonality is often the generating force for the often
observed oscillatory behavior in population densities.
 Motivated by the laboratory work of the group led by Halbach 4 , and
 Freedman and Wu 1 studied the existence of a periodic solution of a
single species population growth model, and they obtained
THEOREM A. Assume that the delay functional equation
 t   t K t   t K t  t  0 1.1Ž . Ž . Ž . Ž . Ž . Ž .Ž .
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Ž .has a positie, -periodic, continuously differentiable solution K t . Then the
equation
x t  x t  t   t x t   t x t  t , 1.2Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .˙
Ž . Ž . Ž .has a positie -periodic solution, where  t  0,  t  0,  t  0, and
Ž . t  0 are continuously differentiable -periodic functions.
Ž .It is easy to see that condition 1.1 of Theorem A is difficult to verify.
Our main purpose in this paper is to obtain verifiable sufficient condi-
tions of the existence of positive periodic solutions of some periodic
delayed population models by using the continuation theorem of coinci-
dence degree theory. Specifically, we shall consider the following periodic
LotkaVolterra equations and systems. We will consider first the following
equations with distributed delays:
n
t
x t  x t r t  a t x t  b t x t  d t , Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .˙ Ý Hi i
Ž .t tii1
m
t
 c t x t  d	 t ,  , 1.3Ž . Ž . Ž . Ž .Ý Hj j
Ž .t
 tjj1
n
0
x t  x t r t  a t x t  b t x t  d Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .˙ Ý Hi i
 ii1
m
0
 c t x t  d	  . 1.4Ž . Ž . Ž . Ž .Ý Hj j

jj1
Next, we will consider the periodic LotkaVolterra equation with state-de-
pendent delays,
n
x t  x t r t  a t x t  b t x t  t , x tŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ž .˙ Ý i i
i1
m
 c t x t 
 t , x t . 1.5Ž . Ž . Ž .Ž .Ž .Ý j j
j1
Ž . Ž . Ž . Ž .Here, in Eqs. 1.3  1.5 , r, a, b , c 	 C R, R i 1, . . . , n; j 1, . . . , mi j
are nonnegative -periodic functions. In addition, we assume that r 0,
Ž . Ž .a 0,  and 
 	 C R, R i 1, . . . , n; j 1, . . . , m are nonnegativei j
Ž .-periodic functions with respect to their first argument.  t,  andi
Ž . Ž .	 t,  i 1, . . . , n; j 1, . . . , m are continuous -period with respectj
to their first arguments and nondecreasing with respect to their second
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Ž .arguments.  and 
 i 1, . . . , n; j 1, . . . , m are positive constants, i j i
Ž .and 	 i 1, . . . , n; j 1, . . . , m are nondecreasing functions. We willj
also study the periodic LotkaVolterra cooperative system with state-de-
pendent delays,
n
x t  x t c t  a t x t  a t x tŽ . Ž . Ž . Ž . Ž . Ž . Ž .˙ Ýi i i i i i i j j
j1
ji
n
 b t x t  t , x t , . . . , x t , 1.6Ž . Ž . Ž . Ž .Ž .Ž .Ý i j j j 1 n
j1
where i 1, 2, . . . , n, and the periodic LotkaVolterra cooperative system
with distributed delays,
n
x t  x t c t  a t x t  a t x tŽ . Ž . Ž . Ž . Ž . Ž . Ž .˙ Ýi i i i i i i j j
j1
ji
n
0
 b t x t  d  . 1.7Ž . Ž . Ž . Ž .Ý Hi j j j
 jj1
Ž . Ž . Ž .i 1, 2, . . . , n. In system 1.6 and system 1.7 , c , a , b i, j 1, 2, . . . , ni i j i j
Ž . Ž n1 .are nonnegative -periodic functions. In system 1.6 ,  	 C R , Rj
Ž .j 1, 2, . . . , n are -periodic with respect to their first arguments. In
Ž . Ž . Žsystem 1.7 ,  j 1, 2, . . . , n are positive constants, and  jj j
. Ž . Ž .1, 2, . . . , n are nondecreasing functions satisfying  0     1,j j j
j 1, 2, . . . , n.
Our results greatly improve and generalize the corresponding results of
   Freedman and Wu 1 and Tang and Kuang 12 . For the ecological
Ž . Ž . Ž . Ž .relevance of Eqs. 1.3  1.5 , system 1.6 and system 1.7 , we refer to
 Kuang 7 and the references cited therein. For some other results con-
cerning the establishment of the existence of periodic solutions of func-
tional differential equations via coincidence degree theory, we refer the
   reader to Hale and Mawhin 6 and Mawhin 9 . For the work concerning
the existence of periodic solutions of state-dependent delay equations, we
   refer the reader to Smith and Kuang 11 and Hale and Lunel 5 .
To make use of the continuation theorem of coincidence degree theory,
we need to introduce a few notations.
Let X, Y be real Banach spaces, let L: Dom L
 X Y be a Fred-
holm mapping of index zero, and let P: X X, Q: Y Y be continuous
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projectors such that Im PKer L, Ker Q Im L and XKer L
Ker P, Y Im L Im Q. Denote by L the restriction of L to Dom LP
Ker P, denote by K : Im LKer PDom L the inverse of L , andP P
denote by J: Im QKer L an isomorphism of Im Q onto Ker L.
 For convenience, we also cite below the continuation theorem 2, p. 40 .
LEMMA A. Let 
 X be an open bounded set and let N: X Y be a
Žcontinuous operator which is L-compact on  i.e., QN:  Y and
Ž . .K IQ N:  Y are compact . AssumeP
Ž . Ž .i for each 	 0, 1 , x	 Dom L, Lx Nx;
Ž . ii for each x 	  Ker L, QNx  0, and deg JQN, 
4Ker L, 0  0.
Then LxNx has at least one solution in Dom L.
In this paper, we shall use the notation
1
 u u t dt and u  max u t ,Ž . Ž .H 0
  t	 0, 0
where u is a continuous -periodic function.
2. EXISTENCE OF POSITIVE PERIODIC SOLUTIONS IN
EQUATIONS
The objective of this section is to derive sufficient conditions for the
Ž . Ž .existence of positive periodic solutions in Eqs. 1.3  1.5 . To use the
continuation theorem of coincidence degree theory, we take X Y
 Ž . Ž . Ž . Ž .4  y t 	 C R, R : y t   y t . With the norm  , X and Y are0
Banach spaces. Set
L : Dom L X , Ly y ,˙
 Ž . 1Ž .4where Dom L y t 	 C R, R . Define two projectors P and Q as
1
PyQy y t dt , y	 X .Ž .H
 0
  Ž . 4Clearly, Ker L R, Im L y	 X : H y t dt 0 is closed in X and0
dim Ker L codim Im L 1. Hence, L is a Fredholm mapping of index
0. Furthermore, through an easy computation, we find that the inverse K P
of L has the formP
K : Im LDom LKer P ,P
 u1t  K y  y s ds y s ds du , t	 0,  .Ž . Ž . Ž .H H HP 0 0 0
We are now in a position to state and prove our first result.
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THEOREM 2.1. Assume that there exist positie constants C and C such1 2
that
n m
t t
d t ,   C and d t ,   C .Ž . Ž .Ý ÝH Hi 1 j 2
Ž . Ž .t t t
 ti ji1 j1
In addition, suppose that
m
t  a t  d t ,  for t	 0, Ž . Ž .Ý H j
Ž .t tij1
and
n 1 t
a b t d t ,  dtŽ . Ž .Ý H Hi i Ž .0 t tii1
m 1 t
 c t d	 t ,  dt 0.Ž . Ž .Ý H Hj j Ž .0 t
 tjj1
Ž .Then Eq. 1.3 has at least one positie -periodic solution.
Ž . Ž . Ž .Proof. Let y t  ln x t ; then Eq. 1.3 becomes
n
tyŽ t . yŽ t .y t  r t  a t e  b t e d t , Ž . Ž . Ž . Ž . Ž .˙ Ý Hi i
Ž .t tii1
m
t yŽ t . c t e d	 t ,  . 2.1Ž . Ž . Ž .Ý Hj j
Ž .t
 tjj1
Ž . Ž .It is easy to see that if Eq. 2.1 has a -periodic solution y* t , then
Ž . Ž Ž .. Ž .x* t  exp y* t is a positive -periodic solution of Eq. 1.3 . So, to
Ž .complete the proof, it suffices to show that Eq. 2.1 has an -periodic
solution. We define N: X X as
n
tyŽ t . yŽ t .Ny r t  a t e  b t e d t , Ž . Ž . Ž . Ž .Ý Hi i
Ž .t tii1
m
t yŽ t . c t e d	 t  .Ž . Ž .Ý Hj j
Ž .t
 tjj1
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Notice that QN: X X takes the form
n 1 1 tyŽ t . yŽ t .QN y  r a t e dt b t e d t , Ž . Ž . Ž . Ž .ÝH H Hi i  Ž .0 0 t tii1
m
t yŽ t . c t e d	 t  dt .Ž . Ž .Ý Hj j
Ž .t
 tjj1
Ž .By some computation, we can show that K IQ N: X X takes theP
form
K IQ N yŽ . Ž .P
n st yŽ s. yŽ s . r s  a s e  b s e d s,  dsŽ . Ž . Ž . Ž .ÝH Hi i
Ž .0 s sii1
m st yŽ s . c s e d	 s  dsŽ . Ž .ÝH Hj j
Ž .0 s
 sjj1
 	1
yŽ t . r t  a t eŽ . Ž .H H
 0 0
	
t yŽ t . b t e d t ,  dt d	Ž . Ž .Ý Hi i
Ž .t tii1
m 	1 t yŽ t . c t e d	 t  dt d	Ž . Ž .ÝH H Hj j Ž .0 0 t
 tjj1
 1
yŽ t .  t r a t e dtŽ .Hž / ½2  0
n1 t yŽ t . b t e d t , Ž . Ž .ÝH Hi i Ž .0 t tii1
m
t yŽ t . c t e d	 t  dt .Ž . Ž .Ý Hj j 5Ž .t
 tjj1
Ž .The integration form of the terms of both QN and K IQ N implyP
that they are continuously differentiable with respect to t and that they
map bounded continuous functions to bounded continuous functions. By
Ž . Ž . Ž .the AscoliArzela theorem, we see that QN  , K IQ N  areP
relatively compact for any open bounded set 
 X. Therefore, N is
L-compact on  for any open bounded set 
 X. Corresponding to the
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Ž .operator equation Ly N , 	 0, 1 , we havey
n
tyŽ t . yŽ t .y t   r t  a t e  b t e d t , Ž . Ž . Ž . Ž . Ž .˙ Ý Hi i
Ž .t tii1
m
t yŽ t . c t e d	 t ,  . 2.2Ž . Ž . Ž .Ý Hj j
Ž .t
 tjj1
Ž . Ž . Ž .Suppose that y t 	 X is a solution of Eq. 2.2 for some 	 0, 1 .
  Ž . Ž .Choose t 	 0,  such that y t max y t . Then it is clear that1 1 t	0,  
Ž . Ž .y t  0. From this and Eq. 2.2 , we obtain˙ 1
n
t1yŽ t . yŽ t  .1 1r t  a t e  b t e d t , Ž . Ž . Ž . Ž .Ý H1 1 i 1 i 1
Ž .t  t1 1 1i1
m
t1 yŽ t  .1 c t e d	 t ,   0,Ž . Ž .Ý Hj i j 1
Ž .t 
 t1 j 1j1
which implies that
n
t1yŽ t .1r t  e a t  b t d t ,   0.Ž . Ž . Ž . Ž .Ý H1 1 i 1 i 1
Ž .t  t1 i 1i1
Thus
n
t1yŽ t .1e  r t  a t  b t d t , Ž . Ž . Ž . Ž .Ý H1 1 i 1 i 1
Ž .t  t1 i 1i1
n deft
 max r t  a t  b t d t ,   A .Ž . Ž . Ž . Ž .Ý H1 i 1½ 5  Ž .t	 0,  t tii1
Hence, we have
y t  ln A . 2.3Ž . Ž .1 1
Ž . Ž .It follows from Eq. 2.2 and 2.3 that
 def
y t  r aA  A C  A C  A . 2.4Ž . Ž .˙H 1 1 1 1 2 2
0
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Ž .  Integrating 2.2 over 0,  , we obtain
n  t yŽ t .r t dt b t e d t  dtŽ . Ž . Ž .ÝH H Hi i
Ž .0 0 t tii1
m t yŽ t . c t e 	 t ,  dtŽ . Ž .ÝH Hj j
Ž .0 t
 tjj1

yŽ t . a t e dt .Ž .H
0
From this, we have
m  tyŽ t . yŽ t .a t e dt c t e 	 t ,  dt r t dt ,Ž . Ž . Ž . Ž .ÝH H H Hj j
Ž .0 0 t
 t 0jj1
 which implies that there exist a positive constant A and a point t 	 0, 3 0
such that
y t A . 2.5Ž . Ž .0 3
Ž . Ž .From 2.4 and 2.5 , we obtain
t
y t  y t  y t dtŽ . Ž . Ž .˙H0
t0

 y t  y t dtA  A .Ž . Ž .˙H0 3 2
0
Ž .By this and 2.3 , we obtain
 y t max ln A , A  A . 4Ž . 0 1 2 3
Denote
 Amax ln A , A  A  A , 41 2 3 4
in which
n 1 t
A  ln r a b t d t ,  dtŽ . Ž .Ý H H4 i iž /½  Ž .0 t tii1
m 1 t
 c t d	 t ,  dt ,Ž . Ž .Ý H Hj j 5ž / Ž .0 t
 tjj1
 Ž .   4and take  y t 	 X : y  A ; then it is clear that  satisfies condi-0
Ž .  tion i in Lemma A. When y	  R, y is a constant with y  A.
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Hence,
y n e tyQNy r ae  b t d t ,  dtŽ . Ž .Ý H Hi i Ž .0 t tii1
y m e t
 c t d	 t  dt0.Ž . Ž .Ý H Hj j Ž .0 t
 tjj1
Furthermore, take J I: Im QKer L, x x and by a straightforward
computation, we see that
 deg JQN , Ker L , 0  0.
The conclusion now follows from Lemma A. This completes the proof.
Similar to the proof of Theorem 2.1, one can prove the following.
THEOREM 2.2. Suppose that
n
 a t  b t for t	 0,  .Ž . Ž .Ý i
i1
Ž .Then Eq. 1.4 has a positie -periodic solution.
Proof. The proof is entirely similar to the proof of Theorem 2.1 and is
omitted.
Remark 1. From the proof of Theorem 2.1, one can see that in Eq.
Ž .1.3 , even if some of the  ’s and 
 ’s or all of them are , the conclusioni j
of Theorem 2.1 remains true.
The following is our result about the existence of a positive periodic
Ž .solution of state-dependent delay LotkaVolterra Eq. 1.5 .
THEOREM 2.3. Suppose that
n
 a t  b t for t	 0,  .Ž . Ž .Ý i
i1
Ž .Then Eq. 1.5 has a positie -periodic solution.
Proof. Similar to the proof of Theorem 2.1, to complete the proof, it
suffices to show that the equation
n
yŽ t . yŽ t .y t  r t  a t e  b t exp y t  t , eŽ . Ž . Ž . Ž . Ž .˙ Ž .Ý i i
i1
m
yŽ t . c t exp y t 
 t , eŽ . Ž .Ž .Ý j j
j1
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has an -periodic solution. To this end, let
n
yŽ t . yŽ t .Ny r t  a t e  b t exp y t  t , eŽ . Ž . Ž . Ž .Ž .Ý i i
i1
m
yŽ t . c t exp y t 
 t , e ,Ž . Ž .Ž .Ý j j
j1
and L, P, Q, X are the same as those in the proof of Theorem 2.1.
Ž .Corresponding to the operation equation Ly  y, 	 0, 1 , we have
n
yŽ t . yŽ t .y t   r t  a t e  b t exp y t  t , eŽ . Ž . Ž . Ž . Ž .˙ Ž .Ý i i½
i1
m
yŽ t . c t exp y t 
 t , e . 2.6Ž . Ž . Ž .Ž .Ý j j 5
j1
Ž . Ž . Ž .Suppose that y t 	 X is a solution of Eq. 2.6 for a certain 	 0, 1 .
  Ž . Ž . Ž .Choose t 	 0,  such that y t max y t . Then y t  0. By˙0 0 t	0,   0
Ž .this and Eq. 2.6 , we have
n
yŽ t . yŽ t .0 0r t  a t e  b t exp y t   t , eŽ . Ž . Ž . Ž .Ž .Ý0 0 i 0 0 i 0
i1
m
yŽ t .0 c t exp y t  
 t , e  0.Ž . Ž .Ž .Ý j 0 0 j
j1
Therefore,
n
yŽ t .0r t  e a t  b t  0,Ž . Ž . Ž .Ý0 0 i 0
i1
that is,
n
yŽ t .0e  r t  a t  b tŽ . Ž . Ž .Ý0 0 i 0
i1
n def
 max r t  a t  b t  B ,Ž . Ž . Ž .Ý i 1½ 5 t	 0,  i1
or
y t  ln B . 2.7Ž . Ž .0 1
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Ž . Ž .From Eq. 2.6 and 2.7 , we obtain
n m def
y t  r aB  B b  B c  B . 2.8Ž . Ž .˙ Ý ÝH 1 1 i 1 j 2
0 i1 j1
Ž .  Integrating Eq. 2.6 over 0,  , we have
m 
yŽ t . yŽ t .a t e dt c t exp y t 
 t , e dtŽ . Ž . Ž .Ž .ÝH H j j½ 50 0 j1
n
yŽ t . b t exp y t  t , e dtŽ . Ž .Ž .ÝH i i½ 5
0 i1

 r t dt .Ž .H
0
Hence,
m  
yŽ t . yŽ t .a t e dt c t exp y t 
 t , e dt r t dt ,Ž . Ž . Ž . Ž .Ž .ÝH H Hj j½ 50 0 0j1
 which implies that there exist a positive constant B and a point t*	 0, 3
such that
y t* B . 2.9Ž . Ž .3
Ž . Ž .From 2.8 and 2.9 , we have
t
y t  y t*  y t dtŽ . Ž . Ž .H
t*

 y t*  y t dtB  B .Ž . Ž .˙H 3 2
0
Ž .From this and 2.7 it follows that
 y t max ln B , B  B . 4Ž . 0 1 2 3
The rest of the proof is similar to the proof of Theorem 2.1 and is thus
omitted.
Immediately, from Theorem 2.1 or Theorem 2.2, we have
Ž . Ž .COROLLARY 2.1. Suppose that b t  c t . Then the equation
x t  x t a t  b t x t  c t x t  tŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž .˙
has a positie -periodic solution, where a 0, b 0, c,  are continuous
-periodic functions.
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Remark 2. Comparing Theorem A with Corollary 2.1, we see that the
requirement of Corollary 2.1 is much easier to verify and that we need not
assume that a, b, c,  are differentiable. However, the assumption of
Ž . Ž .  b t  c t is stronger than what is required by Freedman and Wu 1 ,
Ž .since this condition in fact ensures that 1.1 defines a contracting mapping
on some subset of X and thus has a fixed point which corresponds to a
positive periodic solution.
3. EXISTENCE OF POSITIVE PERIODIC SOLUTIONS IN
SYSTEMS
In this section, we state and prove our result about the existence of
Ž . Ž .periodic solutions for systems 1.6 and 1.7 . We shall again use the
continuation theorem of coincidence degree theory.
Ž Ž . Ž . Ž ..T Ž n. Ž .We let X  Y  u t , u t , . . . , u t 	 C R, R : u t   1 2 n i
Ž . 4 Ž Ž . Ž . Ž ..T  n  Ž . u t , i 1, 2, . . . , n and u t , u t , . . . , u t Ý u t . With0i 1 2 n i1 i
this norm, X and Y are Banach spaces. Let L : Dom L X be
T T
L u t , u t , . . . , u t  u t , u t , . . . , u t ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .˙ ˙ ˙1 2 n 1 2 n
Ž Ž . Ž . Ž ..T 1Ž n.4where Dom L u t , u t , . . . , u t 	 C R, R . We define the two1 2 n
projectors P and Q as
1
u t dtŽ .H 1u u u01 1 1.. . ... . .P Q  , 	 X ... . .
u u u1n n n
u t dtŽ .H n 0
n Ž .T  Ž .Clearly, Ker L R , Im L u , u , . . . , u 	 X : H u t dt 0, i1 2 n 0 i
41, 2, . . . , n is closed in X and dim Ker L codim Im L n. Hence, L is a
Fredholm mapping of index 0. Furthermore, through an easy computation,
we can find that the inverse of L has the form K : Im LDom LP P
Ker P, such that
 	1t
u s ds u t dt d	Ž . Ž .H H H1 1u 0 0 01 .. ..K  .P ..
u  	1tn
u s ds u t dt d	Ž . Ž .H H Hn n0 0 0
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THEOREM 3.1. Assume that the system of equations
n
y yi jc  2 a e  a  b e  0, i 1, 2, . . . , n 3.1Ž .Ý ž /i i i i j i j
j1
Ž 0 0 0.T nhas a unique solution y , y , . . . , y 	 R . In addition, suppose that1 2 n
n
H  min a t  max a t  b t  max b t  0, 4  4Ž . Ž . Ž . Ž . 4Ýi i i ji ji i i
     t	 0,  t	 0,  t	 0, j1
ji 0
i 1, 2, . . . , n.
Ž .Then system 1.6 has at least one positie -periodic solution.
Proof. Similar to the proof of Theorem 2.1, to complete the proof, it
suffices to show that the system of differential equations
n
u Ž t . u Ž t .i ju t  c t  a t e  a t eŽ . Ž . Ž . Ž .˙ Ýi i i i i j
j1
ji
n
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 n b t e , i 1, 2, . . . , n 3.2Ž . Ž .Ý i j
j1
has an -periodic solution, where c , a , b and  , i, j 1, 2, . . . , n, arei i j i j j
Ž .the same as those in system 1.6 .
Let N: X X and
u1
..N .
un
n
u Ž t . u Ž t .1 jc t a t e  a t e Ž . Ž . Ž .Ý1 11 1 j
j2
n
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 nb t eŽ .Ý 1 j
j1
.. ..
n1
u Ž t . u Ž t .n jc t  a t e  a t eŽ . Ž . Ž .Ýn nn n j
j1
n
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 n b t eŽ .Ý n j
j1
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Notice that QN: X X takes the form
n 1 1
u Ž t . u Ž t .1 jc  a t e dt a t e dtŽ . Ž .ÝH H1 11 1 j 0 0 j2u1 .. ..QN  ..
n1u  1 1n
u Ž t . u Ž t .n jc  a t e dt a t e dtŽ . Ž .ÝH Hn nn n j 0 0 j1
n1
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 nb t e dtŽ .ÝH 1 j 0 j1
.. .
n1
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 nb t e dtŽ .ÝH n j 0 j1
Ž .and that K IQ N: X X takes the formP
n
t u Ž s. u Ž s.1 jc s  a s e  a s eŽ . Ž . Ž .ÝH 1 11 1 j
0 j2
n
u Ž s Ž s , u Ž s. , . . . , u Ž s...j j 1 n b s e dsŽ .Ý 1 j
j1x1 .. ..  ..
n1xn t u Ž s. u Ž s.n jc s  a s e  a s eŽ . Ž . Ž .ÝH n nn n j
0 j1
n
u Ž s Ž s , u Ž s. , . . . , u Ž s...j j 1 n b s e dsŽ .Ý n j
j1
n 	1
u Ž t . u Ž t .1 jc t  a t e  a t e dt d	Ž . Ž . Ž .ÝH H 1 11 1 j 0 0 j2
.. .
n1 	1
u Ž t . u Ž t .n jc t  a t e  a t e dt d	Ž . Ž . Ž .ÝH H n nn n j 0 0 j1
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n 	1
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 nb t e dt d	Ž .ÝH H 1 j 0 0 j1
.. .
n 	1
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 nb t e dt d	Ž .ÝH H n j 0 0 j1
n1 t  
u Ž t . u Ž t .1 jŽ . Ž . c  a t e dt a t e dtH H Ý1 11 1 jž / ½ 52  0 0 j2
.. .
n11 t  
u Ž t . u Ž t .n jŽ . Ž . c  a t e dt a t e dtH H Ýn nn n jž / ½ 52  0 0 j1
n1 t
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 n b t e dtŽ .ÝH 1 jž /2  0 j1
.. ..
n1 t
u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j 1 n b t e dtŽ .ÝH n jž /2  0 j1
We can see that N is L-compact on  for any open bounded set 
 X.
Ž .Corresponding to the operator equation Lx Nx, 	 0, 1 , we have for
i 1, 2, . . . , n,
u Ž t .iu t   c t  a t eŽ . Ž . Ž .˙i i i i
n n
u Ž t . u Ž t Ž t , u Ž t . , . . . , u Ž t ...j j j 1 n a t e  b t e . 3.3Ž . Ž . Ž .Ý Ýi j i j
j1 j1
ji
Ž Ž . Ž . Ž ..T Ž .Suppose that u t , u t , . . . , u t 	 X is a solution of system 3.3 for1 2 n
Ž . M m  some 	 0, 1 . Choose t , t 	 0,  , i 1, 2, . . . , n, such thati i
u t M  max u t and u t m  min u t , i 1, 2, . . . , n.Ž . Ž .Ž .Ž .i i i i i i
   t	 0,  t	 0, 
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Then, it is clear that
u t M  0 and u t m  0, i 1, 2, . . . , n.Ž .˙ ˙Ž .i i i i
Ž .From this and system 3.3 , we obtain that for i 1, 2, . . . , n,
n
M MM M u Ž t . M u Ž t .i i j ic t  a t e  a t eŽ . Ž . Ž .Ýi i i i I i j i
j1
ji
n
M M M MM u Ž t  Ž t , u Ž t . , . . . , u Ž t ...j i j i 1 i n i b t e  0, 3.4Ž .Ž .Ý i j i
j1
and
c t m  a t m euiŽ t im.  a t m eu jŽ t im.Ž . Ž . Ž .Ýi i i i i i j i
j1
ji
n
m m m mm u Ž t  Ž t , u Ž t . , . . . , u Ž t ...j i j i 1 i n i b t e  0. 3.5Ž .Ž .Ý i j i
j1
Ž .It follows from 3.4 that
n n n n
M MM M u Ž t . M u Ž t .i i j ic t  2 a t e  a t eŽ . Ž . Ž .Ý Ý Ý Ýi i i i i i j i
i1 i1 i1 j1
n n
M M M MM u Ž t  Ž t , u Ž t . , . . . , u Ž t ...j i j i 1 i n i b t e  0.Ž .Ý Ý i j i
i1 j1
Which implies that
n n n n
M MM M u Ž t . M u Ž t .i i j jc t  2 a t e  a t eŽ . Ž . Ž .Ý Ý Ý Ýi i i i i i j i
i1 i1 i1 j1
n n
MM u Ž t .j j b t e  0Ž .Ý Ý i j i
i1 j1
or
n n n n
M MM M u Ž t . M u Ž t .i i i ic t  2 a t e  a t eŽ . Ž . Ž .Ý Ý Ý Ýi i i i i ji j
i1 i1 i1 j1
n n
MM u Ž t .i i b t e  0.Ž .Ý Ý ji j
i1 j1
PERIODIC DELAY LOTKAVOLTERRA EQUATIONS 277
That is,
n n n n
MM M M u Ž t . Mi i2 a t  a t  b t e  c tŽ . Ž .Ž . Ž .Ý Ý Ý Ýi i i ji j ji j i iž /
i1 j1 j1 i1
or
n
Mc tŽ .Ý i i
M i1u Ž t .i ie  n n
M M M2 a t  a t  b tŽ . Ž . Ž .Ý Ýi i i ji j ji j
j1 j1
n
 cÝ 0i
i1
 , i 1, 2, . . . , n.
Hi
Therefore,
n
 cÝ 0i
i1Mu t  ln , i 1, 2, . . . , n. 3.6Ž .Ž .i i Hi 0
Ž .It follows from 3.5 that
c t m  a t m euiŽ t im.  0, i 1, 2, . . . , n.Ž . Ž .i i i i i
Hence,
c t m c tŽ .Ž .i i imu t  ln  min ln , i 1, 2, . . . , n. 3.7Ž .Ž .i i m ½ 5ž /ž /a t a t  Ž .Ž . t	 0, i i i i i
Ž . Ž .By 3.6 and 3.7 , we have
n  cÝ 0i c tŽ . defii1  u max ln , min ln M ,0i i½ 5ž /H a t  Ž .t	 0, i i i 0 
0
i 1, 2, . . . , n.
Now, let MÝn M M . Here M is sufficiently large such that thei1 i 0 0
Ž 0 0 0.T Ž . Ž 0 0 0.T unique solution y , y , . . . , y of system 3.1 satisfies y , y , . . . , y1 2 n 1 2 n
Ž .T Ž .T  4M. Let  u , u , . . . , u 	 X : u , u , . . . , u M ; then it is1 2 n 1 2 n
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Ž .clear that  satisfies condition i in Lemma A. Observe that when
Ž .T n Ž .Tu , u , . . . , u 	 	 R , u , u , . . . , u becomes a constant vector1 2 n 1 2 n
n  with Ý u M. Hence,i1 i
n
u u1 jc  2 a e  a  b eÝ ž /1 11 1 j 1 j
j1u1 .. ..QN   0...
nun u un jc  2 a e  a  b eÝ ž /n nn n j n j
j1
Ž .T Ž .TFurthermore, let J I: Im QKer L, u , . . . , u  x , . . . , x . By a1 n 1 n
straightforward computation, we find
 deg JQN , Ker L , 0  0.
According to Lemma A, the proof is complete.
By Theorem 3.1, we have
COROLLARY 3.1. Assume that the system of equations
n
y yi jc  2 a e  a  b e  0, i 1, 2, . . . , n ,Ý ž /i i i i j i j
j1
Ž 0 0 0.T nhas a unique solution y , y , . . . , y 	 R . In addition, suppose that1 2 n
n
H  min a t  max a t  b t  max b t  0, 4  4Ž . Ž . Ž . Ž . 4Ýi i i ji ji i i
     t	 0,  t	 0,  t	 0, j1
0ji
i 1, 2, . . . , n.
Then the system
n
x t  x t c t  a t x t  a t x tŽ . Ž . Ž . Ž . Ž . Ž . Ž .˙ Ýi i i i i i i j j
j1
ji
n
 b t x t  t , i 1, 2, . . . , n ,Ž . Ž .Ž .Ý i j j j
j1
has at least one positie -periodic solution, where c , a , b ,  , i, ji i j i j j
1, 2, . . . , n, are -periodic functions.
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Finally, similar to the proof of Theorem 3.1, we can prove
THEOREM 3.2. Assume that the system of equations
n
y yi jc  2 a e  a  b e  0, i 1, 2, . . . , n ,Ý ž /i i i i j i j
j1
Ž 0 0 0.T nhas a unique solution y , y , . . . , y 	 R . In addition, suppose that1 2 n
n
H  min a t  max a t  b t  max b t  0, 4  4Ž . Ž . Ž . Ž . 4Ýi i i ji ji i i
     t	 0,  t	 0,  t	 0, j-1
0ji
i 1, 2, . . . , n.
Ž .Then system 1.7 has at least one positie -periodic solution.
Ž .Remark 3. In system 1.7 , when some of the  or all of them are ,j
the conclusion of Theorem 3.2 is still true.
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