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Titre : Approches formelles de l’analyse du discours : relations discursives et verbes
d’attitude propositionnelle
Résumé : Cette thèse s’intéresse aux formalismes qui permettent de représenter ma-
thématiquement non seulement le sens de phrases indépendantes mais aussi de textes
entiers, en incluant les liens de sens que les différentes phrases qui les composent en-
tretiennent les unes avec les autres. Ces liens de sens — les relations discursives —
sont divers ; nous trouvons notamment des relations temporelles, causales et contras-
tives. Nous ne nous posons pas seulement la question du sens et de sa représentation,
mais aussi celle de la détermination algorithmique de cette représentation à partir
des séquences de mots qui composent les énoncés. Nous nous situons donc à l’inter-
face de trois traditions : l’analyse discursive, la sémantique formelle et la linguistique
computationnelle.
La plupart de travaux formels portant sur le discours ne prêtent que peu d’attention
aux verbes de dire (affirmer, dire, etc.) et d’attitude propositionnelle (penser, croire,
etc.). Tous ces verbes, que nous regroupons sous l’abréviation « VAP », ont en commun
d’exprimer l’attitude ou la position d’une personne sur une proposition donnée. Ils sont
utilisés fréquemment et introduisent de nombreuses subtilités échappant de fait aux
théories actuelles. Cette thèse a pour objectif principal de mettre à jour les principes
d’une grammaire formelle compatible avec l’analyse du discours et prenant en compte
les VAP. Nous commençons donc par présenter de nombreuses données linguistiques
illustrant les interactions entre VAP et relations discursives.
Il est souvent considéré que les connecteurs adverbiaux (ensuite, par exemple, etc.)
sont anaphoriques. Cependant, nous pouvons nous demander si, en pratique, un sys-
tème de linguistique computationnelle ne peut pas gérer cette catégorie particulière
d’anaphore comme s’il s’agissait d’un type de dépendance structurelle, étendant d’une
certaine manière la syntaxe au-delà de la phrase. C’est ce que nous nous proposons
de faire à l’aide du formalisme D-STAG. Une telle approche, bien qu’ayant un cer-
tain nombre de propriétés intéressantes dans le cadre de l’analyse automatique du
discours, fait peser un poids important sur la syntaxe, et nous discutons alors les
difficultés qu’elle soulève.
Cela nous amène à développer une approche anaphorique, c’est-à-dire dans la-
quelle les arguments des relations discursives ne sont plus déterminés uniquement par
la structure grammaticale des énoncés. Ce sont les mêmes outils conceptuels que nous
utilisons pour rendre compte de l’anaphoricité des connecteurs adverbiaux, des struc-
tures discursives non arborées (observées avec tout type de connecteurs), mais aussi
de l’usage évidentiel des VAP.
Cependant, si nous employons la notion d’anaphore, nous voulons l’intégrer ex-
plicitement dans le formalisme grammatical, en spécifiant quand sont exécutées les
résolutions d’anaphore et avec quelles informations en entrée. Cela est possible avec
la sémantique par continuation, que nous utilisons en combinaison à la sémantique
événementielle. Les événements sont souvent invoqués pour exprimer la sémantique
des relations notamment causales ou temporelles, mais posent aussi un certain nombre
de questions, liées aux schémas logiques d’inférence qu’autorisent les énoncés linguis-
tiques ainsi qu’à la présence de la négation pour exprimer les arguments des relations
discursives. Nous avançons plusieurs pistes pour y répondre et étudions plus en détail
le cas de la négation.
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Nous revenons ainsi sur les difficultés que pose la négation linguistique pour
une analyse sémantique événementielle, qui concernent autant l’interface syntaxe-
sémantique que le niveau purement sémantique. Nous montrons que ces difficultés ont
pour origine l’analyse standard de la négation, qui traite phrases positives et phrases
négatives de manière fondamentalement différente. Rejetant cette vue, nous présen-
tons une formalisation nouvelle de la notion d’événement négatif, adaptée à l’analyse
de divers phénomènes linguistiques.
Mots clefs : analyse discursive, sémantique formelle, linguistique computationnelle,
verbe d’attitude propositionnelle, interface syntaxe-sémantique, grammaire d’arbre ad-
joint, grammaire catégorielle abstraite, sémantique par continuation, sémantique évé-
nementielle, événement négatif
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Title: Formal approaches to discourse analysis: discourse relations and attitude
verbs
Abstract: This thesis focuses on the formalisms that make it possible to mathemat-
ically represent not only the meaning of independent sentences, but also whole texts,
including the meaning relations that link sentences together. These links — the dis-
course relations — include temporal, causal and contrastive relations. Not only are
we interested in meaning and its representation, but also on the algorithmic process
of how this representation is computed using the sequence of words that constitute
the text. We thus find ourselves at a point where three disciplines intersect: discourse
analysis, formal semantics and computational linguistics.
Most formal work on discourse pays little attention to reporting verbs (say, tell,
etc.) and attitude verbs (think, believe, etc.). These verbs, henceforth ‘AVs’, all express
the attitude or stance of one person on a given proposition. They are used frequently
and introduce many subtleties that are not addressed in current theories. The main
objective of this thesis is to shed light on the principles of a formal grammar that is
compatible with discourse analysis that takes AVs into account. We therefore start
by presenting a set of linguistic data illustrating the interactions between AVs and
discourse relations.
Adverbial connectives (then, for example, etc.) are usually considered anaphoric.
One might wonder, however, whether, in practice, a computational linguistic system
cannot deal with this particular category of anaphora as a kind of structural depend-
ency, meaning that syntax is somehow extended above the sentence level. This is
what we try to achieve using the D-STAG formalism. While it has properties that are
relevant for automatic discourse analysis, such an approach imposes quite the burden
on syntax. We therefore discuss the difficulties that this approach poses.
Consequently, we develop an anaphor based approach, in which the arguments
of discourse relations are not determined solely by the grammatical structures of the
utterances. We use the same conceptual tools to account for the anaphoricity of
adverbial connectives, the shape of non-tree discourse structures (observed for all type
of connectives) but also the evidential use of AVs.
If, however, we look at the notion of anaphora, our aim is to explicitly integrate it
into our grammatical formalism. In particular, we set out to specify when anaphora
resolution is performed and on which input. This is made possible by continuation
semantics, which we use in conjunction with event semantics. Events have often
been appealed to in order to describe the semantics of causal and temporal relations.
Nevertheless, events raise a number of questions related to the possibility of some
inference patterns that are observed, in addition to the presence of negation in the
arguments of discourse relations. We suggest a number of potential answers and study
the case of negation in more detail.
We therefore review the issues facing event semantics when dealing with negation.
Such issues concern both the syntax-semantics interface and the purely semantics level.
We argue that these difficulties originate from the standard analysis of negation, which
interprets positive and negative sentences is an essentially different fashion. Rejecting
this view, we propose a novel formalisation of negative events that is relevant to the
analysis of various linguistic phenomena.
v
Keywords: discourse analysis, formal semantics, computational linguistics, attitude
verb, syntax-semantics interface, tree-adjoining grammar, abstract categorial gram-
mar, continuation semantics, event semantics, negative event
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A quel propos, en voustre advis, tend ce prelude et coup d’essay ? Par autant que
vous mes bons disciples et quelques autres foulz de sejour lisans les joyeux tiltres
d’aulcuns livres de nostre invention comme Gargantua, Pantagruel, Fessepinte, La
Dignité des braguettes, Des poys au lard cum commento, etc., jugez trop facillement
ne estre au dedans traicté que mocqueries, folateries et menteries joyeuses, veu que
l’ensigne exteriore (c’est le tiltre), sans plus avant enquerir, est communement receue
à derision et gaudisserie. Mais par telle legiereté ne convient estimer les œuvres des
humains. Car vous mesmes dictes que l’habit ne faict poinct le moine et tel est vestu
d’habit monachal, qui au dedans n’est rien moins que moyne et tel est vestu de cappe
hespanole, qui en son couraige nullement affiert à Hespane. C’est pourquoy fault
ouvrir le livre et soigneusement peser ce que y est deduict. Lors congnoistrez que la
drogue dedans contenue est bien d’aultre valeur que ne promettoit la boite. C’est à
dire que les matieres icy traictées ne sont tant folastres, comme le tiltre au dessus
pretendoit.
Rabelais 1534
By degrees I made a discovery of still greater moment. I found that these people
possessed a method of communicating their experience and feelings to one another by
articulate sounds. I perceived that the words they spoke sometimes produced pleasure
or pain, smiles or sadness, in the minds and countenances of the hearers. This was
indeed a godlike science, and I ardently desired to become acquainted with it.
Shelley 1818
Die Mathematiker sind eine Art Franzosen: redet man zu ihnen, so übersetzen sie es
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Cette thèse s’intéresse aux formalismes qui permettent de représenter mathémati-
quement non seulement le sens de phrases indépendantes mais aussi de textes entiers
— nous utiliserons plutôt le terme de discours —, en incluant les liens de sens que
les différentes phrases qui les composent entretiennent les unes avec les autres. Ces
liens de sens — les relations discursives — sont divers ; nous trouvons notamment des
relations temporelles (1a), causales (1b) et contrastives (1c). Toutefois, nous ne nous
poserons pas seulement la question du sens et de sa représentation, mais aussi celle de
la détermination algorithmique de cette représentation à partir des séquences de mots
qui composent les énoncés. Nous nous situons donc à l’interface de trois traditions :
l’analyse discursive, la sémantique formelle et la linguistique computationnelle (que
nous n’étudierons que dans ses aspects logiques).
(1) a. Sabine a obtenu une maîtrise d’histoire contemporaine. Elle s’est ensuite
dirigée vers le journalisme.
b. Fred n’a pas pu venir préparer l’émission sur Emmy Noether. Il était encore
au Brésil.
c. Jamy s’occupe de la théorie. Il est néanmoins très bon bricoleur.
Il s’avère que la plupart de travaux formels portant sur le discours ne prêtent que
peu d’attention aux verbes de dire (affirmer, dire, etc.) et d’attitude propositionnelle
(penser, croire, etc.). Tous ces verbes, que nous regroupons sous l’abréviation « VAP »,
ont en commun d’exprimer l’attitude ou la position d’une ou de plusieurs personnes
sur une proposition donnée. Ils sont utilisés fréquemment or, comme nous allons le
voir, ils introduisent de nombreuses subtilités échappant de fait aux théories actuelles.
Considérons le discours (2) ci-dessous. D’après cet énoncé, ce qui est un exemple
de Sabine étant chanceuse est qu’elle ira passer des vacances dans les Alpes-de-Haute-
Provence. En particulier, ce n’est pas que Fred me l’a dit.
(2) a. Sabine est très chanceuse.
1
Chapitre 1. Introduction
b. Fred m’a dit, par exemple, qu’elle allait passer des vacances dans les Alpes-
de-Haute-Provence.
Ce discours est intéressant à plusieurs titres. D’une part, il montre que la séman-
tique d’un texte est loin d’être un simple produit de la syntaxe des différentes phrases
qui le composent, en illustrant notamment deux types de ce que nous appelons des
disparités syntaxe-sémantique. La relation d’exemplification qui lie les deux phrases
est lexicalisée par le connecteur adverbial par exemple, mais, (i) alors que la relation
a deux arguments — la chance de Sabine et ses vacances dans le Sud-Est de la France
— ce connecteur n’en a qu’un seul qui (ii) ne peut même pas être identifié avec aucun
des deux arguments de la relation. En effet, par exemple est un modifieur syntaxique
de la seconde phrase (2b) dans son ensemble et non seulement de la complétive du
VAP — le constituant qui introduit les vacances de Sabine.
D’autre part, cet énoncé montre qu’un événement décrit dans une certaine phrase
peut voir sa factivité (vrai, faux, possible, etc.) influencée par les liens discursifs
qui existent entre cette phrase et le reste du texte. Pour le voir plus clairement,
concentrons-nous momentanément sur la seconde phrase (2b). Cette phrase n’implique
pas en elle-même que Sabine ira passer des vacances dans les Alpes-de-Haute-Provence,
ni même seulement qu’il est possible que ce soit le cas. La preuve en est le discours
(3) ci-dessous, qui ne diffère de (2) que par sa première phrase et duquel nous aurions
plutôt tendance à inférer justement que Sabine n’ira pas dans cette partie de la France,
ou du moins pas pour des vacances. Le discours (2), par contre, n’est cohérent que si
le locuteur donne foi aux dires de Fred, c’est-à-dire si, d’après le locuteur, Sabine ira
probablement passer des vacances dans les Alpes de-Haute-Provence. Cette différence
de statut des éventuelles vacances de Sabine dans les deux discours est corrélée avec
la différence qui existe entre les arguments de la relation d’exemplification : en (2), les
vacances de Sabine forment le second argument de la relation (elles sont un exemple
de Sabine étant chanceuse), alors qu’en (3b), ce rôle est joué par les dires de Fred à
propos des (potentielles) vacances (ces dires sont un exemple de Fred racontant n’im-
porte quoi). C’est ce type d’effets sémantiques, aussi évoqués par Danlos et Rambow
(2011) et Hunter et Asher (2016), que nous appellerons des révisions discursives de
factivité.
(3) a. Ces temps-ci, Fred raconte n’importe quoi à propos de Sabine.
b. Il m’a dit, par exemple, qu’elle allait passer des vacances dans les Alpes-
de-Haute-Provence.
Cette thèse a donc pour but de mettre à jour les principes d’une grammaire for-
melle compatible avec l’analyse du discours. Une telle grammaire doit notamment
être capable de rendre compte des disparités syntaxe-sémantique que nous avons évo-
quées. Il est souvent considéré que les connecteurs adverbiaux (ensuite, par exemple,
etc.) sont anaphoriques (Asher et Lascarides 2003 ; Webber et al. 2003) — qu’ils ne
peuvent s’interpréter, comme les pronoms, qu’après que nous leur avons attribué un
antécédent, une entité retrouvée dans le contexte par un procédé indépendant de leur
syntaxe. Cependant, nous pouvons nous demander si, en pratique, un système de lin-
guistique computationnelle ne peut pas gérer cette catégorie particulière d’anaphore
comme s’il s’agissait d’un type de dépendance structurelle, étendant d’une certaine
manière la syntaxe au-delà de la phrase. Et si, au contraire, nous employons bien la
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notion d’anaphore, nous voudrions l’intégrer explicitement dans le formalisme gram-
matical, en spécifiant notamment quand sont exécutées les résolutions d’anaphore et
avec quelles informations en entrée. Dans le même ordre d’idées, nous souhaitons dé-
couvrir et modéliser les mécanismes qui rendent possible le fait que, dans la même
phrase (2b) ≡ (3b) — mais en contexte différent —, le second argument de la relation
d’exemplification peut être tantôt Fred me parlant des vacances de Sabine, tantôt ces
vacances directement.
Par ailleurs, même si nous ne chercherons pas à analyser le sens des relations
discursives elles-mêmes, nous souhaitons que les représentations sémantiques produites
par la grammaire permettent de rendre compte des révisions discursives de factivité
ainsi que d’autres schémas d’inférence que nous étudierons. Ainsi, même si nous ne
nous étendrons pas sur ce qu’exprime exactement une exemplification, nous visons à
ce que celle contenue dans le discours (2) apparaisse clairement dans la représentation
logique de cet énoncé, et que de cette représentation puisse être inférée la confiance
en les propos de Fred. Toujours sur le sujet des représentations logiques, nous verrons
que la notion d’événement issue des travaux de Davidson (1980) est souvent invoquée
pour définir la sémantique de certaines relations discursives. Cependant, le recours
aux événements pose de nombreuses questions, notamment lorsqu’une négation est
présente, comme dans l’exemple (1b) ci-dessus.
Cette thèse est construite comme suit. Au chapitre 2, nous introduisons les outils
conceptuels liés à la notion de sens dont nous aurons besoin par la suite. Nous com-
mençons par rappeler les grands principes de la sémantique formelle et quels sont les
aspects du sens linguistique auxquels elle s’attache. Ensuite, nous rappelons la défini-
tion des langages logiques qui forment le socle de la sémantique formelle, c’est-à-dire
la logique des prédicats et la logique du premier ordre, puis présentons les concepts
de mondes possibles ainsi que de logique intensionnelle, qui permettent d’analyser les
VAP. Enfin, nous étudions le λ-calcul, un système formel qui définit une notion uni-
verselle de calcul et qui est couramment employé pour modéliser comment le sens de
différentes expressions peut se combiner pour produire le sens d’un énoncé complet.
Au chapitre 3, nous nous tournons vers l’analyse discursive, le champ de la linguis-
tique qui s’intéresse spécifiquement aux phénomènes qui, bien que présents aussi au
niveau même de la phrase, font qu’une suite de phrases forme un texte cohérent, et non
une simple juxtaposition de phrases grammaticales indépendantes les unes des autres.
Nous commençons par présenter la notion de structure discursive, qui, d’une certaine
manière, est l’organisation des idées et événements introduits par un texte. L’outil par
excellence de cette structure discursive est l’usage de différents types de connecteurs,
que nous examinons donc ensuite. Enfin, nous présentons différentes approches perti-
nentes à l’analyse computationnelle du discours, à savoir, la Théorie de la structure
rhétorique (RST ; Mann et Thompson 1988), la Théorie des représentations segmen-
tées du discours (SDRT ; Asher 2000) ainsi que deux formalismes grammaticaux : les
Grammaires discursives lexicalisées d’arbres adjoints (D-LTAG ; Forbes et al. 2003) et
les Grammaires discursives d’arbres adjoints synchrones (D-STAG ; Danlos 2009).
Au chapitre 4, nous présentons l’essentiel des données linguistiques et des analyses
qui motivent les modélisations des chapitres suivants. Nous commençons par montrer
qu’il n’y a pas toujours de correspondance simple entre les arguments (syntaxiques)
des connecteurs discursifs et ceux (sémantiques) des relations qu’ils lexicalisent et étu-
dions alors ces défauts de correspondance, les disparités syntaxe-sémantique. Ensuite,
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nous nous penchons plus en détail sur certaines particularités des connecteurs et leurs
interactions avec les VAP ainsi qu’avec les groupes prépositionnelles d’attribution (ex :
d’après Sabine). Nous nous focaliserons sur les conjonctions de subordination et les
connecteurs adverbiaux, que nous modélisons aux chapitres suivants, et expliquons
pourquoi nous avons choisi de laisser de côté les prépositions et les conjonctions de
coordination. C’est au cours de ce chapitre que nous présentons la distinction faite par
Haegeman (2004) entre proposition subordonnée centrale et proposition subordonnée
périphérique, que nous mettons en lien avec les possibilités d’usage évidentiel (ou non
parenthétique) des VAP (Asher, Hunter et al. 2006 ; Simons 2007 ; Urmson 1952). Nous
étudions aussi les phénomènes de révision discursive de factivité (Danlos et Rambow
2011 ; Hunter et Asher 2016), que nous analysons par un raffinement du concept de
véridicalité des relations.
Au chapitre 5, nous cherchons à modéliser les connecteurs discursifs selon une ap-
proche essentiellement structurelle, c’est-à-dire sans faire appel à la notion d’anaphore.
Une telle approche repose sur une modélisation fine de la syntaxe et de son interface
avec la sémantique. Pour cela, nous utilisons la version proposée par Danlos, Maskha-
rashvili et Pogodalla (2015) du formalisme D-STAG encodée à l’aide de grammaires
catégorielles abstraites (ACG ; de Groote 2001), que nous exposons en détail. Après
avoir présenté de nouvelles structures D-STAG pour, notamment, les connecteurs et
les VAP, nous vérifions qu’elles permettent de rendre compte de la plupart des phéno-
mènes syntaxiques et sémantiques étudiés au chapitre 4. Cette approche, bien qu’ayant
un certain nombre de propriétés intéressantes dans le cadre de l’analyse automatique
du discours, fait peser un poids important sur la syntaxe, et nous discutons alors les
difficultés qu’elle soulève.
En contraste avec le chapitre précédent, le chapitre 6 développe une approche
anaphorique, c’est-à-dire dans laquelle les arguments des relations discursives ne sont
plus déterminés uniquement par la structure grammaticale des énoncés. Les notions de
contexte et de connaissances du monde y interviennent dans une phase d’interprétation
sémantico-pragmatique, reposant sur l’analyse structurelle préalable et faisant interve-
nir, dans le cas général, des algorithmes non triviaux (en plus de l’analyse syntaxique
de chaque phrase du discours). Après quelques rappels sur l’anaphore, nous exposons
notre proposition selon laquelle cette notion ne permet pas seulement de modéliser
la détermination du premier argument des relations lexicalisées par les connecteurs
adverbiaux (qui n’ont qu’un seul argument syntaxique) mais est, en réalité, utile pour
comprendre le fonctionnement de tous les connecteurs. Nous formalisons cette propo-
sition en sémantique par continuation (de Groote 2006), que nous utilisons en combi-
naison à la sémantique événementielle (Davidson 1980 ; Parsons 1990). Les événements
sont souvent invoqués pour exprimer la sémantique des relations notamment causales
ou temporelles, mais posent aussi un certain nombre de questions, liées aux schémas
logiques d’inférence qu’autorisent les énoncés linguistiques ainsi qu’à la présence de
la négation pour exprimer les arguments des relations discursives ; nous avançons plu-
sieurs pistes pour y répondre mais réservons le cas de la négation pour le chapitre
suivant.
C’est donc au chapitre 7 que nous traitons la question de la négation en sémantique
par événements. Nous revenons sur les difficultés que pose la négation linguistique
pour une analyse sémantique événementielle, qui concernent autant l’interface syntaxe-
sémantique que le niveau purement sémantique. Nous montrons que ces difficultés ont
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pour origine l’analyse standard de la négation, qui traite phrases positives et phrases
négatives de manière fondamentalement différente. Rejetant cette vue, nous présentons
une formalisation nouvelle de la notion d’événement négatif, adaptée à l’analyse de
divers phénomènes linguistiques. Nous la comparons à d’autres approches non standard
à la négation en sémantique événementielle, à savoir, celle de Krifka (1989) utilisant
le concept d’événement maximal et celle de Higginbotham (1983, 2000) utilisant le
concept de prédicat antonymique. Nous discutons aussi des principaux arguments qui
ont pu être énoncés à l’encontre du concept d’événement négatif (Asher 1993, 2000 ;
Miller 2003 ; Varzi 2006).
Enfin, le chapitre 8 conclut ce travail en récapitulant nos différentes propositions
tout en soulignant, le cas échéant, leur complémentarité ; nous y proposons aussi des






Cette thèse définit et étudie des systèmes formels permettant d’analyser les énoncés
linguistiques pour en extraire le sens. Dans ce chapitre, nous introduisons les outils
conceptuels liés à la notion de sens dont nous aurons besoin par la suite. Il ne s’agit
en aucune manière d’une introduction complète à la sémantique formelle, ce qui est
l’objet du livre de Roussarie (2017). Il ne s’agit pas non plus d’introduire des concepts
nouveaux ; les lectrices et lecteurs déjà familiers du domaine sont invités à passer au
chapitre suivant.
Dans une première section, nous rappelons les grands principes de la sémantique
formelle et quels sont les aspects du sens linguistique auxquels elle s’attache. En section
2.2, nous définissons les principaux langages logiques qui sont utilisés pour représenter
la sémantique des énoncés linguistiques et dont la plupart des autres peuvent être es-
sentiellement vus comme des variations. Enfin, nous étudions en section 2.3 le λ-calcul,
un système formel qui définit une notion universelle de calcul et qui est couramment
employé pour modéliser comment le sens de différentes expressions peuvent se combiner
pour produire le sens d’un énoncé complet.
2.1 Introduction
Commençons par préciser que, dans l’esprit des travaux de Montague (1974), nous
nous intéressons essentiellement aux aspects fonctionnels du sens, et non à ses aspects
lexicaux. Par exemple, nous voulons comprendre pourquoi la phrase (1) signifie qu’une
entité satisfaisant le sens de mathématicienne et particulièrement déterminée (la ma-
thématicienne, et non simplement une mathématicienne) est dans la relation désignée
par le verbe lire avec une entité satisfaisant le sens de livre, et ce, dans une direction
bien précise (c’est la première entité qui lit la seconde et non l’inverse). Nous ne cher-
cherons pas à savoir pourquoi ou comment les mots mathématicienne et livre réfèrent
aux mathématiciennes et aux livres respectivement, ni à représenter autrement que su-
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perficiellement ces correspondances. Une telle analyse peut paraître triviale, pourtant,
elle est en fait déjà très informative : elle permet d’expliquer pourquoi cette phrase
implique Il y a une mathématicienne et Il y a un livre, mais pas Il y a un camion ou
Un livre lit la mathématicienne.
(1) La mathématicienne lit un livre.
Nous considérons que le sens de certains termes (dits sémantiquement pleins ;
comme la plupart des noms, adjectifs, verbes et adverbes, au contraire des articles,
par exemple, qui eux sont purement fonctionnels), comporte un noyau inanalysable,
une constante non logique, l’ensemble de ces constantes non logiques formant ce que
nous nommerons une base sémantique. Notre but est alors de modéliser comment le
système linguistique manipule les éléments de cette base pour produire le sens d’ex-
pressions complexes, c’est-à-dire, notamment, les syntagmes nominaux, les phrases ou
même les discours entiers ; les principes et règles de cette manipulation formant la
grammaire.
La méthodologie classique, que nous suivons dans ce texte, décompose la grammaire
en un système qui explique quelles combinaisons de mots forment des phrases correctes
via une notion de structure interne — la syntaxe de l’énoncé en question —, ainsi
qu’une interface syntaxe-sémantique, définissant la fonction qui permet de passer de
la syntaxe d’un énoncé à son sens 1. Notons que ces deux composantes n’ont pas à être
présentées de manière séparée, comme l’illustre le formalisme des Grammaires d’arbres
adjoints synchrones étudié au chapitre 5.
Très classiquement depuis les travaux de Frege (1879, 1892) à la fin du XIXe siècle,
nous représenterons formellement le sens des énoncés par des formules d’un langage
logique à définir. Par exemple, nous verrons en section 2.2.2 comment la sémantique
de la phrase (2a) peut être représentée par la formule (2b). Ce sont de ces formules
dont il est question dans ce chapitre.
(2) a. Un livre tombe.
b. ∃x. book(x) ∧ fall(x)
(il existe une entité x telle que x est un livre et x tombe)
Pour que les formules logiques associées aux énoncés linguistiques soient des re-
présentations pertinentes de leur sens (c’est-à-dire, qu’elles saisissent une portion non
négligeable de ce que l’on nomme intuitivement le sens), le langage logique ne peut se
contenter d’être ce que D. Lewis (1970) appelle un simple balisais sémantique. Lewis
utilise là un néologisme (en anglais : « Semantic Markerese ») qui désigne la « langue »
des représentations sémantiques 2. Les langages logiques que nous allons étudier ne
sont pas de simples balisais sémantiques, parce qu’ils ont la particularité fondamentale
d’être associés à une logique, qui permet de les interpréter. En effet, sans logique, la
représentation sémantique d’une phrase (Lewis dit : sa traduction en balisais) est tout
aussi inutile et inerte que ne le serait sa traduction en grec ancien pour quelqu’un qui
ne comprend justement pas le grec ancien. Alors qu’au contraire, connaître le sens d’un
1. Évidemment, certains énoncés sont ambigus, c’est-à-dire qu’ils sont associés à plusieurs sens. Il
est courant de faire peser le poids des ambiguïtés sur la syntaxe, de sorte qu’à un énoncé correspondent
plusieurs structures syntaxiques non ambiguës, c’est-à-dire chacune associée à un unique sens.
2. Le terme provient du fait que les mots de cette langue artificielle sont des balises (ou symboles)
sémantiques (en anglais : « semantic markers »).
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énoncé, au minimum, c’est connaître ses conditions de vérité, c’est-à-dire être capable
de caractériser quand il est vrai ou faux 3.
Il est de tradition, en sémantique formelle, de définir les conditions de vérité d’une
phrase via un modèle 4. Un modèle est un objet mathématique décrivant en quelque
sorte l’univers ; sa structure va dépendre du langage logique considéré, mais il contient
tout ce qui est nécessaire à l’interprétation des formules de ce langage. En particulier,
il décrit comment interpréter la base sémantique. Par exemple, nous verrons qu’un
modèle de la logique du premier ordre définit, en plus de l’ensemble des individus qui
sont tenus pour exister dans l’univers considéré, lesquels sont des livres et lesquels
tombent. Il est alors possible de vérifier que la représentation sémantique d’une phrase
est interprétée comme vraie dans un modèle si et seulement si la phrase est vraie (au
sens intuitif) dans l’univers décrit par ce modèle. Par exemple, nous voulons que tout
modèle de la logique du premier ordre interprète comme vraie la formule (2b) si et
seulement si ce modèle décrit un univers dans lequel se trouve effectivement un livre
qui tombe (c’est-à-dire où la phrase (2a) est vraie).
Les modèles étant des objets mathématiques abstraits, il peut être difficile de déter-
miner s’ils sont des descriptions satisfaisantes de l’univers. C’est pourquoi, en pratique,
pour juger de la qualité de la représentation sémantique d’une phrase, plutôt que d’étu-
dier ses conditions de vérité, nous étudierons parfois ses propriétés inférentielles. Le
but est que quelles que soient les phrases P1 et P2 de la langue étudiée, représentées
respectivement par les formules sémantiques φ1 et φ2, si P1 (ex : Un livre tombe) im-
plique P2 (ex : Il y a un livre), alors l’on puisse montrer que leurs représentations sont
aussi en relation d’implication logique (φ1 ⇒ φ2).
En disant cela, nous pourrions penser résoudre le problème en définissant une
grammaire triviale, listant l’ensemble des phrases possibles et indiquant lesquelles sont
vraies (considérant toutes les phrases comme sémantiquement atomiques). Mais il ne
faut pas oublier que quel que soit notre but réel — qu’il s’agisse d’écrire une théorie
complète du sens ou de développer un agent conversationnel artificiel —, la grammaire
n’est qu’une composante du problème et qu’il reste à comprendre comment fonctionne
la base sémantique. La grammaire triviale que nous venons de décrire y reporte la
totalité du problème (la base sémantique y est l’ensemble des phrases possibles) et n’a
par conséquent aucun intérêt.
Une des propriétés fondamentales des langues naturelles est qu’elles présentent de
nombreuses et très nettes régularités. Nous allons faire en sorte que la grammaire
reflète ces régularités. Par exemple, nous attendons d’une « bonne » grammaire qu’elle
soit capable de rendre compte de la synonymie qui existe entre une phrase à la voix
active (Marcel conduit le camion) et son équivalent à la voix passive (le camion est
conduit par Marcel), et ce, en leur assignant des représentations sémantiques identiques
ou au moins dont l’équivalence logique est dérivable, le tout en utilisant une quantité
finie de ressource. C’est pourquoi nous cherchons à décomposer le sens des expressions
linguistiques au maximum au sein de la grammaire, et en pratique l’on renvoie la base
3. Nous parlons ici implicitement d’énoncés déclaratifs — les seuls dont il sera question dans cette
thèse — bien que les énoncés impératifs et interrogatifs soient potentiellement formulables sous forme
déclarative (du type Je souhaite que ceci se produise ou Je souhaite savoir cela, interprétable en
logique modale/intensionnelle).
4. C’est pourquoi bien que toutes les logiques étudiés dans ce chapitre peuvent être exprimées sous
forme de systèmes de preuve, nous nous contenterons de sémantique par modèles.
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sémantique au niveau lexical (voire au niveau des morphèmes).
Évoquons maintenant un principe méthodologique qui n’est ni tout à fait nécessaire,
ni suffisant, pour caractériser les « bonnes » grammaires, mais qui est néanmoins très
généralement suivi en sémantique formelle. Il s’agit du principe de compositionnalité 5.
Sa formulation varie, mais nous retiendrons celle de Gamut (1991) 6 :
(3) Le sens d’une expression composée est fonction du sens de ses parties et de la
règle syntaxique par laquelle elles sont combinées.
Par exemple, le sens des expressions de la forme « A et B » (où A et B sont deux
propositions syntaxiques) varient seulement en fonction du sens de A et du sens de
B. Si n’importe quel paramètre du contexte varie ou si A et B sont modifiées (en
utilisant des synonymes ou paraphrases, par exemple), tant que les sens de A et B
sont inchangés, alors le sens de l’expression composée l’est aussi.
Le principe de compositionnalité a pour conséquence de contraindre la notion for-
melle de sens. Par exemple, en considérant qu’il s’applique aussi aux mots seuls —
ce qui revient à dire qu’un mot est une expression composée générée par une règle
syntaxique (dite lexicale) à partir d’un ensemble vide de parties —, alors il impose
que le sens de tout mot est une constante. Or, un pronom comme elle peut référer
à des individus différents en fonction du contexte. Le paradoxe peut être résolu soit
en supposant qu’un pronom est lexicalement ambigu entre une multitude de termes,
chacun désignant un individu différent, soit en définissant le sens de elle comme une
fonction prenant le contexte en argument 7.
Un autre exemple des conséquences du principe de compositionnalité nous est
fourni par Ciardelli, Zhang et Champollion (2018), qui utilisent des constructions
contrefactuelles pour montrer que l’on ne peut pas identifier le sens d’une phrase et ses
conditions de vérité 8. En effet, ils observent expérimentalement — en effectuant des
tests sur des locuteurs — que les deux phrases ci-dessous en (4) n’ont pas les mêmes
conditions de vérité. Ce résultat n’est compatible avec le principe de compositionnalité
que si l’interrupteur A ou l’interrupteur B est vers le bas et les interrupteurs A et B
ne sont pas tous deux vers le haut n’ont pas le même sens. Or, ils observent égale-
ment que ces deux expressions ont les mêmes conditions de vérité, qui sont donc moins
riches que leur sens. Notons néanmoins que la sémantique des constructions contrefac-
tuelles étant particulièrement complexe et très spécifique, la plupart des grammaires
se concentrent sur d’autres aspects récurrents du langage et s’autorisent alors identifier
sens des propositions syntaxiques et conditions de vérité.
5. Ce principe est souvent attribué à Frege, mais comme le remarque Pelletier (1994), cette pater-
nité est douteuse, ou tout du moins trompeuse.
6. Gamut (1991, p.26) : « the meaning of a composite expression must be wholly determined by
the meanings of its composite parts and of the syntactic rule by means of which it is formed ».
7. Certaines théories, comme la DRT dans sa formulation initiale (Kamp 1981), choisissent aussi
de s’éloigner sur certains points du principe de compositionnalité.
8. En français, un contrefactuel est une expression, comme (i), de la forme « Si A alors B » où
A (l’antécédent) et B (le conséquent) sont soit respectivement à l’imparfait et au conditionnel pré-
sent, soit au plus-que-parfait et au conditionnel passé. Ces constructions ont notamment la propriété
d’indiquer la non-réalisation de leur antécédent.
(i) Si j’étais journaliste, je ferais de la vulgarisation scientifique.
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(4) a. Si l’interrupteur A ou l’interrupteur B était vers le bas, la lumière
serait éteinte.
b. Si les interrupteurs A et B n’étaient pas tous deux vers le haut,
la lumière serait éteinte.
Enfin, dans un système entièrement compositionnel, le langage logique servant
de représentation sémantique — bien qu’un outil fort commode — est entièrement
dispensable 9. En effet, la compositionnalité entraîne l’existence d’une correspondance
systématique entre l’interprétation des formules logiques et le sens des expressions
linguistiques qu’elles représentent ; le principe de compositionnalité est donc un remède
sûr contre les pratiques critiquées par D. Lewis (1970).
Ces remarques concluent notre introduction à la sémantique formelle. Dans la sec-
tion suivante, nous définissons, par ordre de complexité croissante, les principaux lan-
gages logiques qui sont utilisés pour représenter la sémantique des énoncés linguistiques
et dont la plupart des autres ne sont que des variations.
2.2 Logique formelle
2.2.1 Logique propositionnelle
La logique propositionnelle (LP) est l’une des logiques formelles les plus simples.
Son vocabulaire (ou alphabet) est constitué d’uniquement deux opérateurs logiques
(la négation et la conjonction) et d’un ensemble de propositions atomiques, que l’on
peut voir comme des affirmations élémentaires sur le monde et qui forment la base
sémantique :
(5) L’alphabet de la LP est constitué de deux types de symboles :
— un ensemble A d’éléments appelés « variables propositionnelles » ;
— un ensemble de deux symboles appelés « opérateurs logiques » : la négation
¬ et la conjonction ∧.
À partir de ce vocabulaire, nous pouvons définir un langage :
(6) L’ensemble F des formules LP est défini inductivement :
— pour toute p ∈ A, p ∈ F ;
— pour toute φ ∈ F , (¬φ) ∈ F ;
— pour toutes φ, ψ ∈ F , (φ ∧ ψ) ∈ F .
Remarquons que pour alléger la notation, il est d’usage de supprimer un certain
nombre de parenthèses. À cet effet, en plus de nous autoriser à omettre toute paire de
parenthèses extérieures, nous utilisons deux conventions :
(7) a. la conjonction est associative à gauche :
« φ ∧ ψ ∧ ρ » signifie « (φ ∧ ψ) ∧ ρ » ;
b. la négation est prioritaire sur la conjonction :
9. Pour des discussions du principe de compositionnalité, nous vous renvoyons par exemple aux
écrits de Kempson (2011) et Pelletier (1994), ou en français Amsili et Bras (1998) et Chambreuil,
Ben Gharbia et Gamallo Otero (1998).
11
Chapitre 2. Sémantique formelle
« ¬φ ∧ ψ » signifie « (¬φ) ∧ ψ ».
Il est aussi courant d’utiliser les deux abréviations suivantes :
(8) a. Implication : « φ⇒ ψ » signifie « ¬(φ ∧ ¬ψ) »
b. Disjonction : « φ ∨ ψ » signifie « ¬(¬φ ∧ ¬ψ) »
Les seules structures linguistiques que nous pouvons analyser en logique proposi-
tionnelle sont la négation (ne ... pas), la coordination (... et ...), les conditionnels (si
... alors ...) et la disjonction (... ou ...). Tout le reste est considéré comme atomique et
doit être représenté par une variable propositionnelle. Par exemple, imaginons que les
variables propositionnelles p, q, r, s représentent les propositions élémentaires en (9a).
Alors, nous illustrons en (9b) comment représenter chacune des quatre structures lin-
guistiques que nous venons de mentionner.
(9) a. (i) p = JJamy veut danserK
(ii) q = Jnous irons au cinémaK
(iii) r = Jtoute l’équipe veut sortirK
(iv) s = Jnous irons en clubK
b. (i) Jnous n’irons pas au cinémaK = ¬q
(ii) JJamy veut danser et toute l’équipe veut sortirK = p ∧ r
(iii) Jsi Jamy veut danser, nous n’irons pas au cinémaK = p⇒ ¬q
(iv) Jnous irons au cinéma ou (nous irons) en clubK = q ∨ s
La logique propositionnelle nous permet de déterminer les valeurs de vérité des
expressions complexes à partir de celle des propositions élémentaires. Pour cela, elle
utilise une notion de modèle particulièrement simple : ceux-ci sont constitués unique-
ment d’une fonction d’interprétation, indiquant pour chaque variable propositionnelle
sa valeur de vérité 10 :
(10) Une fonction d’interprétation est une fonction de A dans {>,⊥}.
Une fonction d’interprétation suffit à déterminer uniquement la valeur de vérité de
toute formule LP :
(11) L’interprétation des formules LP pour une fonction d’interprétation I est une
fonction de F vers {>,⊥}, notée JφKLPI pour φ ∈ F et définie inductivement
par :
— pour p ∈ A, JpKLPI = I(p) ;
— pour φ ∈ F , J¬φKLPI =
{
> si JφKLPI = ⊥
⊥ sinon ;
— pour φ, ψ ∈ F , Jφ ∧ ψKLPI =
{
> si JφKLPI = > et JψKLPI = >
⊥ sinon .
Reprenons nos propositions élémentaires en (9a). Considérons une fonction d’in-
terprétation I telle que (i) I(p) = >, (ii) I(q) = >, (iii) I(r) = ⊥ et (iv) I(s) = ⊥. Ces
10. Nous nous plaçons dans le cadre de la logique classique, dans laquelle toute proposition est
soit vraie, soit fausse, et jamais les deux en même temps. L’ensemble des valeurs de vérité que nous




quatre égalités correspondent au fait que cette fonction d’interprétation représente un
univers dans lequel il est (i) vrai que Jamy veuille danser, (ii) vrai que nous irons au
cinéma, (iii) faux que toute l’équipe veuille sortir et (iv) faux que nous irions en club.
Dans un tel univers, il est alors (a) faux que nous n’irions pas au cinéma, (b) faux que
Jamy veuille danser et toute l’équipe veuille sortir, (c) faux que si Jamy veut danser,
nous n’irons pas au cinéma et (d) vrai que nous irons au cinéma ou (nous irons) en
club. Or, ces faits correspondent justement à l’interprétation pour I des quatre phrases
en (9b) : (a) JpKLPI = ⊥, (b) Jp∧ rKLPI = ⊥, (c) Jp⇒ ¬qKLPI = ⊥ et (d) Jp∨ sKLPI = >.
Le principal problème que présente la logique propositionnelle pour la modélisa-
tion du langage naturel est qu’elle ne permet aucune décomposition des propositions
élémentaires quand bien même celles-ci représentent des expressions composées (de
verbes, de noms, etc.). L’une des conséquence de ceci est que pour représenter l’en-
semble des phrases du français, il est nécessaire d’utiliser un ensemble infini de va-
riables propositionnelles, alors que ces phrases sont générées à partir d’un ensemble
fini de mots combinés par un ensemble fini de règles syntaxiques. L’autre conséquence
est qu’un tel système ne rend compte que d’une catégorie très restreinte d’inférences
logiques. La définition en (11) garantie que — quelle que soit la fonction d’interpré-
tation, c’est-à-dire, dans tout univers — si une phrase « non A » est vraie, alors la
phrase « A » est fausse (et inversement), et que si « A et B » est vraie, alors « A » et
« B » le sont aussi (et inversement). Cela permet de garantir aussi, par exemple, que
si « A » est vraie de même que le conditionnel « si A alors B », alors « B » est aussi
nécessairement vraie (la fameuse règle du modus ponens). Mais la langue vérifie bien
d’autres schémas d’inférence, impossibles à intégrer à la logique propositionnelle. Par
exemple, si les deux phrases en (12a) sont vraies, alors la phrase en (12b) l’est aussi
nécessairement 11. De même, la phrase (13a) implique logiquement celle en (13b). Or,
toutes ces phrases sont atomiques pour la logique propositionnelle et c’est justement
la décomposition des expressions composées, couplée à une définition bien précise de
l’interprétation des opérateurs logiques, qui permet de garantir la validité des schémas
d’inférence.
(12) a. (i) Tout humain est mortel.
(ii) Sabine est humaine.
b. Sabine est mortelle.
(13) a. Marcel conduit un camion électrique.
b. Marcel conduit un camion.
2.2.2 Logique du premier ordre
En logique du premier ordre (LPO ; aussi appelée « logique des prédicats »), la
notion de proposition élémentaire est remplacée par celles d’individu et de prédicat.
Les individus représentent des entités concrètes telles que Sabine, Marcel ou le camion,
et les prédicats représentent des propriétés de, et des relations entre, ces entités. Un
autre aspect fondamental de la LPO est l’introduction d’un nouvel opérateur logique,
le quantificateur existentiel, permettant d’énoncer des propositions sur l’ensemble des
individus sans avoir à les nommer un par un :
11. La logique propositionnelle ne garantit pas que (12a-i) implique si Sabine est humaine alors
Sabine est mortelle, qui permettrait d’appliquer le modus ponens.
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(14) L’alphabet de la LPO est constitué de quatre types de symboles :
— un ensemble C d’éléments appelés « constantes » ;
— un ensemble X d’éléments appelés « variables » ;
— un ensemble P d’éléments appelés « prédicats », chacun caractérisé par
un entier naturel appelé son « arité » ;
— un ensemble de trois symboles appelés « opérateurs logiques » : la néga-
tion ¬, la conjonction ∧ et le quantificateur existentiel ∃.
À partir de ce vocabulaire, nous définissons le langage suivant :
(15) L’ensemble F des formules LPO est défini inductivement par :
— pour tout P ∈ P d’arité n et toutes t1, t2, . . . , tn ∈ C ∪ X ,
P (t1, t2, . . . , tn) ∈ F ;
— pour toute φ ∈ F , (¬φ) ∈ F ;
— pour toutes φ, ψ ∈ F , (φ ∧ ψ) ∈ F ;
— pour toute φ ∈ F et toute x ∈ X , (∃x. φ) ∈ F .
Nous utilisons la convention de notation suivante en plus de celles en (7) :
(16) la conjonction est prioritaire sur la quantification existentielle :
« ∃x. φ ∧ ψ » signifie « ∃x. (φ ∧ ψ) ».
Nous utilisons l’abréviation suivante en plus de celles en (8) :
(17) Quantification universelle : « ∀x. φ » signifie « ¬(∃x. ¬φ) »
Avec la LPO, il est possible d’analyser un grand nombre de structures linguistiques,
telles que des constructions sujet-verbe ou nom-adjectif, les descriptions indéfinies
(un·e ...), ainsi que les affirmations existentielles (il y a un·e ...) et universelles
(tout·e ... est ...). Considérons les différents prédicats et constantes en (18a) ; nous
illustrons en (18b) comment sont représentées ces différentes structures.
(18) a. (i) human = Jhumain·eK, prédicat d’arité 1
(ii) mortal = Jmortel·leK, prédicat d’arité 1
(iii) electric = JélectriqueK, prédicat d’arité 1
(iv) truck = JcamionK, prédicat d’arité 1
(v) book = JlivreK, prédicat d’arité 1
(vi) drive = JconduitK, prédicat d’arité 2
(vii) Sabine = JSabineK, constante
(viii) Marcel = JMarcelK, constante
b. (i) JSabine est humaineK = human(Sabine)
(ii) JIl y a un livreK = ∃x. book(x)
(iii) JMarcel conduit un camion électriqueK
= ∃x. drive(Marcel, x) ∧ truck(x) ∧ electric(x)
(iv) Jtout humain est mortelK
= ∀x. human(x) ⇒ mortal(x)
(v) Jtout humain conduit un camionK
= ∀x. human(x) ⇒ ∃y. drive(x, y) ∧ truck(y)
Dans toutes les formules en (18b), lorsqu’une variable apparaît, elle peut toujours
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être rattachée à un certain quantificateur. Cette propriété, que nous allons maintenant
définir formellement, est très importante. En effet, seules les formules vérifiant cette
propriété, alors dites closes, ont en LPO un sens bien défini. Nous devons commencer
par définir la notion de variable libre :
(19) L’ensemble des variables libres d’une formule LPO, noté FV(φ) pour φ ∈ F ,
est défini inductivement par :
— pour tout P ∈ P d’arité n et toutes t1, t2, . . . , tn ∈ C ∪ X ,
FV(P (t1, t2, . . . , tn)) = {ti | ti ∈ X} ;
— pour toute φ ∈ F , FV(¬φ) = FV(φ) ;
— pour toutes φ, ψ ∈ F , FV(φ ∧ ψ) = FV(φ) ∪ FV(ψ) ;
— pour toute φ ∈ F et toute x ∈ X , FV(∃x. φ) = FV(φ) \ {x}.
Nous disons alors qu’une formule φ ∈ F est close si et seulement si elle ne contient
aucune variable libre, c’est-à-dire si FV(φ) = ∅. Nous disons d’une occurrence d’une
variable x dans une formule φ qu’elle est liée si cette occurrence fait partie d’un sous-
terme de φ de la forme ∃x. ψ ; dans le cas contraire, cette occurrence est libre.
En logique du premier ordre, les modèles contiennent d’une part un domaine, c’est-
à-dire l’ensemble des individus qui sont tenus pour exister dans l’univers décrit par le
modèle, et d’autre part une fonction d’interprétation. Les fonctions d’interprétation
de la LPO sont elles même plus complexes que celles de la LP, elles donnent sens à la
fois aux constantes et aux prédicats :
(20) Un modèle de la LPO est une paire (D, I) où :
— D est un ensemble non vide appelé le « domaine » ;
— I est une fonction définie sur C ∪P , appelée « fonction d’interprétation »
et telle que :
— pour a ∈ C, I(a) ∈ D ;
— pour P ∈ P d’arité n, I(P ) ⊆ Dn.
Notons que, par convention, D0 = {∅} = > et ⊥ = ∅, de telle sorte que si I(P ) ⊆ D0,
alors I(P ) ∈ {>,⊥}. En outre, le 0-uplet () est identifié avec ∅.
Pour définir l’interprétation d’une formule dans un modèle, nous allons avoir besoin
de la notion de fonction d’assignation :
(21) Une fonction d’assignation sur un domaine D est une fonction de X dans D.
Avec un modèle et une fonction d’assignation sur son domaine, nous pouvons assi-
gner à chaque constante et à chaque variable un individu du domaine :
(22) L’interprétation des constantes et variables pour un modèle M = (D, I) et
une fonction d’assignation f sur D, notée JtKLPOM,f pour t ∈ C ∪ X , est définie
par :
— pour c ∈ C, JcKLPOM,f = I(c) ;
— pour x ∈ X , JxKLPOM,f = f(c) ;
Avant de définir la sémantique des formules en logique du premier ordre, nous
énonçons une définition supplémentaire :
(23) Soit f une fonction d’assignation sur un domaine D, x ∈ X et d ∈ D, alors
15
Chapitre 2. Sémantique formelle
f [x := d] est la fonction d’assignation sur D suivante :
y 7→
{
d si y = x
f(y) sinon .
Nous assignons maintenant une valeur de vérité à toute formule, close ou non :
(24) L’interprétation des formules LPO pour un modèleM = (D, I) et une fonction
d’assignation f sur D, notée JφKLPOM,f pour φ ∈ F , est définie inductivement
par :
— pour P ∈ P d’arité n et t1, t2, . . . , tn ∈ C ∪ X ,
JP (t1, t2, . . . , tn)KLPOM,f =
{
> si (Jt1KLPOM,f , Jt2KLPOM,f , . . . , JtnKLPOM,f ) ∈ I(P )
⊥ sinon ;
— pour φ ∈ F , J¬φKLPOM,f =
{
> si JφKLPOM,f = ⊥
⊥ sinon ;
— pour φ, ψ ∈ F , Jφ ∧ ψKLPOM,f =
{
> si JφKLPOM,f = > et JψKLPOM,f = >
⊥ sinon ;
— pour φ ∈ F et x ∈ X ,
J∃x. φKLPOM,f =
{
> s’il existe d ∈ D tel que JφKLPOM,f [x:=d] = >
⊥ sinon
.
Il est possible de montrer que dans un modèle M donné, l’interprétation d’une
formule close φ ne dépend pas de la fonction d’assignation choisie. L’interprétation de
φ dans M , notée JφKLPOM , peut donc être définie simplement par JφKLPOM = JφKLPOM,f où
f est n’importe quelle fonction d’assignation sur le domaine de M .
En illustration, reprenons notre base sémantique en (18a) et considérons un modèle
M = (D, I) tel que :
— D = {a, b, c} ;
— I(Sabine) = a ;
— I(Marcel) = b ;
— I(human) = I(mortal) = {a, b} ;
— I(electric) = I(truck) = {c} ;
— I(book) = ∅ ;
— I(drive) = {(b, c)}.
Ce modèle décrit un univers peuplé de (seulement) trois individus, Sabine, Marcel
ainsi que c, qui contrairement aux deux précédents, n’est ni humain, ni mortel, mais
est le seul camion et aussi la seule entité électrique ; dans cet univers, il n’y a pas de
livre et rien d’autre n’est conduit que le camion et par Marcel. Dans cet univers, il est
donc vrai que Sabine est humaine, faux qu’il y ait un livre, vrai que Marcel conduit un
camion électrique, vrai que tout humain est mortel et faux que tout humain conduise un
camion. Or, ces valeurs de vérité correspondent là encore justement à l’interprétation
dans M des phrases (18b).
La logique du premier ordre permet de décomposer un large éventail d’expressions
linguistiques pour exprimer leur sens en fonction d’une quantité fini de concepts re-
lativement simples. Ceci lui permet notamment de garantir la validité de nombreux
schémas d’inférences. Par exemple, la définition (24) suffit à prouver que — quel que
soit le modèle — si « Tout P est Q » (25a-i) et « C est P » (25a-ii) sont vraies, alors
« C est Q » (25b) l’est aussi ; il s’agit du cas général du raisonnement à l’œuvre en
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(12). De même, si « C V un P Q » (26a) est vraie, alors « C V un P » l’est aussi (26b) ;
il s’agit du cas général du raisonnement à l’œuvre en (13).
(25) a. Prémisses :
(i) Tout P est Q.
∀x. P (x) ⇒ Q(x)
(ii) C est P.
P (c)
b. Conclusion :
(i) C est Q.
(ii) Q(c)
(26) a. Prémisse :
(i) C V un P Q.
(ii) ∃x. V (c, x) ∧ P (x) ∧Q(x)
b. Conclusion :
(i) C V un P.
(ii) ∃x. V (c, x) ∧ P (x)
Notons que si, en logique du premier ordre, la phrase (27a) apparaît immédiatement
contradictoire (fausse dans tout modèle), ce n’est pas le cas de (27b) :
(27) a. (i) Sabine court et Sabine ne court pas.
(ii) run(Sabine) ∧ ¬run(Sabine)
b. (i) ?Un camion conduit Marcel.
(ii) ∃x. truck(x) ∧ drive(x,Marcel)
En effet, l’incohérence de cette dernière phrase n’est pas à proprement parler logique,
et rien ne nous empêche de définir un modèle décrivant un univers étrange dans lequel
un camion conduirait Marcel. Un tel univers, cependant, est si éloigné du nôtre qu’il
peut paraître peu pertinent de l’inclure dans notre système. Pour ce faire, il est courant
depuis Carnap (1952) d’utiliser des postulats de signification. Un postulat de signifi-
cation est une contrainte que l’on impose aux modèles concernant l’interprétation de
différents termes, un axiome que chacun d’entre eux doit satisfaire pour être considéré
comme « valide ». Par exemple, les deux postulats de signification en (28) expriment
respectivement que les camions ne sont pas humains, et que seuls les humains peuvent
conduire. La logique du premier ordre permet de prouver que la phrase (27b) est fausse
dans tout modèle vérifiant ces postulats de signification.
(28) a. ∀x. truck(x) ⇒ ¬human(x)
b. ∀x. ¬human(x) ⇒ ¬∃y. drive(x, y)
2.2.3 Mondes possibles et logique intensionnelle
Certains types de construction résistent à la logique du premier ordre définie ci-
dessus. Supposons pour la discussion que l’on ait ajouté une clause à la définition du
langage LPO (15) afin d’autoriser un prédicat d’arité 2 believe à avoir pour second
argument une formule (au lieu d’une constante ou d’une variable). Grâce à cette légère
entorse à la logique du première ordre, nous pourrions imaginer par exemple représenter
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la phrase (29a) par la formule (29b). Il s’avère cependant qu’une telle modélisation est
insatisfaisante.
(29) a. Marcel croit que Sabine court.
b. believe(Marcel, run(Sabine))
En effet, imaginons que cette phrase soit interprétée comme vraie dans un mo-
dèle M = (D, I) donné. Alors, d’après la définition (24), cela signifie que la paire
(I(Marcel), Jrun(Sabine)KM) ∈ I(believe). Considérons de plus une autre proposi-
tion, disons sleep(Fred), ayant dans M la même valeur de vérité que run(Sabine)
(c’est-à-dire Jrun(Sabine)KM = Jsleep(Fred)KM : dans M , soit Sabine court et Fred
dort, soit ni l’un ni l’autre). Alors, il est aussi nécessairement vrai que la paire
(I(Marcel), Jsleep(Fred)KM) ∈ I(believe). Mais ceci encode le fait (potentiel) que Mar-
cel croit que Fred dort ; pourquoi cela découlerait-il logiquement du fait que Marcel
croit que Sabine court ? Plus généralement, dans les univers modélisés ainsi, si Marcel
croit quelque chose de vrai, il croit aussi tout ce qui est vrai, et s’il croit quelque chose
de faux, il croit aussi tout ce qui est faux. Une telle sémantique valide à tort le schéma
d’inférence en (30).
(30) a. Prémisses :
(i) C pense que P.
believe(c, φ)
(ii) (P et Q) ou (ni P ni Q).
(φ ∧ ψ) ∨ (¬φ ∧ ¬ψ)
b. Conclusion :
(i) C pense que Q.
(ii) believe(c, ψ)
Le problème provient du fait qu’en LPO une proposition est interprétée comme
une simple valeur de vérité. Or, intuitivement, la vérité d’une proposition n’est pas
son sens, même si elle en découle d’une certaine manière. Frege (1892) faisait déjà la
distinction entre sens (ou intension) et référence (ou extension) : la référence d’une
proposition est sa valeur de vérité, mais son sens est une toute autre chose qui reste
à définir. Carnap (1947) propose que le sens d’une proposition sont ses conditions
de vérité, vues comme une fonction qui, pour un état de choses donné en argument,
indique si la proposition est vraie d’après cet état de choses 12. Reste à savoir comment
modéliser ces états de choses.
Sur le sujet, c’est l’approche de Kripke (1959) qui domine depuis le milieu du XXe
siècle : les états de chose qui définissent le sens sont des mondes possibles. L’intuition est
que bien que dans notre monde — le monde réel —, Sabine est journaliste et Marcel
conduit un camion, dans un autre monde, Sabine aurait pu être mathématicienne
et Marcel pilote de ligne, dans encore un autre, Sabine journaliste de nouveau mais
Marcel capitaine de frégate, etc. Pour chaque monde possible, l’interprétation des
prédicats — tant qu’elle satisfait les postulats de signification — peut être différente.
12. Comme nous n’utilisons pour valeurs de vérité que le vrai et le faux, toute fonction assignant
aux éléments d’un ensemble X une valeur de vérité est alors une fonction caractéristique, que l’on
peut voir comme un sous-ensemble de X — à savoir, l’ensemble des x ∈ X dont la valeur de vérité
est >. Donc, le sens d’une phrase est aussi l’ensemble des états de choses dans lesquels elle est vraie.
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En conséquence, l’ensemble des mondes possibles dans lesquels Sabine est journaliste
est vraie n’est pas le même que l’ensemble des mondes possibles dans lesquels Marcel
conduit un camion l’est, bien qu’il se trouve que ces deux phrases sont toutes deux
vraies dans le monde réel.
Dans cette section, nous étendons la logique du première ordre avec l’opérateur
intensionnel (∧) de Montague (1973) 13. Pour ce faire, nous ajoutons au vocabulaire
logique l’opérateur ∧ et remplaçons l’ensemble de prédicats P par un ensemble P ′ de
prédicats chacun associé à son arité n ainsi qu’à un autre entier naturel m ≤ n que
nous allons appeler son « arité intensionnelle ». Pour définir le langage logique F , nous
remplaçons simplement la clause concernant les prédicats par la clause suivante : pour
tout P ∈ P ′ prédicat d’arité n et d’arité intensionnelle m, toutes t1, ..., tn−m ∈ C ∪ X
et toutes φ1, ..., φm ∈ F , P (t1, . . . , tn−m, ∧φ1, . . . , ∧φm) ∈ F .
Par exemple, au verbe croire correspondra le prédicat believe d’arité 2 et d’arité
intensionnelle 1. La phrase (29a) peut donc être représentée par la formule en (31).
(31) believe(Marcel, ∧run(Sabine))
Nous intégrons la notion de monde possible dans les modèles et prenons en compte
les arguments intensionnels pour l’interprétation des prédicats :
(32) Un modèle est un triplet (D,W, I) où :
— D est un ensemble non vide appelé le « domaine » ;
— W est un ensemble non vide d’éléments appelés « mondes possibles » ;
— I est une fonction définie sur C∪P ′, appelée « fonction d’interprétation »
et telle que :
— pour a ∈ C, I(a) ∈ D ;
— pour P ∈ P ′ d’arité n et d’arité intensionnelle m, I(P ) ⊆ Dn−m ×
(2W )m.
Dans notre logique intensionnelle, la fonction d’interprétation va dépendre non
seulement d’un modèle et d’une fonction d’assignation sur son domaine, mais aussi de
l’un des mondes possibles du modèle :
(33) Soit M = (D,W, I) un modèle, f une fonction d’assignation sur D et w ∈
W , nous définissons la fonction d’interprétation inductivement de la manière
suivante :
— pour c ∈ C, JcKLIM,f,w = I(c) ;
— pour x ∈ X , JxKLIM,f,w = f(c) ;
— pour φ ∈ F , J∧φKLIM,f,w = {w′ ∈ W | JφKLIM,f,w′ = >} ;
— pour P ∈ P ′ d’arité n et d’arité intensionnelle m, t1, ..., tn−m ∈ C ∪ X et
φ1, ..., φm ∈ F , JP (t1, ..., tn−m, ∧φ1, ..., ∧φm)KLIM,f,w
=
{
> si (Jt1KLIM,f,w, ..., Jtn−mKLIM,f,w, J∧φ1KLIM,f,w, ..., J∧φmKLIM,f,w) ∈ I(P )
⊥ sinon ;
— pour φ ∈ F , J¬φKLIM,f,w =
{
> si JφKLIM,f,w = ⊥
⊥ sinon ;
13. La grammaire de Montague (1973) est fondée sur une logique bien plus complète, utilisant
notamment un autre opérateur intensionnel (∨) mais qui ne nous sera pas utile ici. Elle fait aussi
appel aux notions de type et de λ-abstraction que nous ne définirons qu’à la section suivante.
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— pour φ, ψ ∈ F , Jφ ∧ ψKLIM,f,w =
{
> si JφKLIM,f,w = > et JψKLIM,f,w = >
⊥ sinon ;
— pour φ ∈ F et x ∈ X ,
J∃x. φKLIM,f,w =
{
> s’il existe d ∈ D tel que JφKLIM,f [x:=d],w = >
⊥ sinon
.
Cette logique permet de représenter de manière cohérente des éléments qui, comme
croire, savoir, dire ou encore peut-être, ont des propositions comme arguments. Cette
généralité a aussi un certain prix : ces prédicats intensionnels sont très variés et s’ac-
compagnent de nombreux schémas d’inférences différents les uns des autres 14, dont la
logique présentée ici n’est pas capable de rendre compte nativement, mais seulement
éventuellement via l’introduction de postulats de signification spécifiques.
Enfin, pour des raisons que nous n’exposerons pas (mais voir les arguments de
Muskens 1995), les théories sémantiques modernes n’emploient qu’assez peu l’opé-
rateur intensionnel ∧ utilisé par Montague (1973) et se fondent plus souvent sur la
théorie TY2 de Gallin (1975). Nous avons néanmoins jugé qu’il offrait la possibilité
de présenter les concepts de monde possible et de prédicat intensionnel de manière
simple à partir de la logique du premier ordre sans avoir encore défini le λ-calcul, vers
lequel nous nous tournons à la section suivante. Jusqu’à présent, nous avons proposé
des représentations sémantiques pour diverses constructions linguistiques et bien que
la « traduction » d’une construction en sa représentation présentait toujours des ré-
gularités évidentes, nous n’avons pas réellement formalisé ces régularités, c’est-à-dire,
l’interface syntaxe-sémantique. C’est justement l’une des tâches que le λ-calcul va nous
aider à accomplir.
2.3 λ-calcul
Le λ-calcul, essentiellement dû à Alonzo Church dans les années 1930, est l’un des
fondements théoriques de la science informatique. C’est un système formel définissant
avant tout la notion de calcul 15. Ce qui va nous intéresser, cependant, est qu’il s’agit
d’un langage logique, doté d’une sémantique, qui généralise tous ceux que nous avons
vus ci-dessus et qui va nous permettre de modéliser précisément l’interface syntaxe-
sémantique. En effet, il est possible de voir le sens d’un énoncé comme le résultat d’un
calcul, calcul exprimé sous forme d’un algorithme spécifié d’une part par la structure
syntaxique et d’autre part par les entrées lexicales de la grammaire.
Nous commençons par présenter le λ-calcul non typé (section 2.3.1), la forme la plus
générale du λ-calcul. Ensuite, nous présenterons le λ-calcul simplement typé (section
2.3.2), plus souvent utilisé en linguistique, avant d’en définir la sémantique (section
2.3.3). Pour une introduction détaillée aux aspects mathématiques du λ-calcul, nous
invitons la lectrice ou le lecteur à consulter l’ouvrage de Hindley et Seldin (2008).
14. Il existe à ce(s) sujet(s) une littérature très abondante. Pour des introductions récentes à la
logique modale (s’occupant des notions de possibilité et de nécessité) et à la logique épistémique
(s’occupant de croyance et de connaissance), nous vous renvoyons vers les travaux de Cresswell 2001
et de Meyer 2001 respectivement.
15. Le λ-calcul définit une notion de calcul, mais qui s’avère être la même que celles définies indé-
pendamment par les fonctions récursives de Gödel et par les machines de Turing ; d’où la thèse dite
de Church-Turing, selon laquelle il s’agit bien là de la notion de calcul.
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2.3.1 λ-calcul non typé
(34) L’alphabet du λ-calcul non typé est constitué de trois types de symboles :
— un ensemble infini et bien ordonné 16 X d’éléments appelés « variables » ;
— un ensemble C d’éléments appelés « constantes » ;
— le symbole d’abstraction λ.
Le vocabulaire précédent est utilisé pour définir un langage logique dont les élé-
ments sont les λ-termes :
(35) L’ensemble Λ des λ-termes est défini inductivement par :
— pour toute x ∈ X , x ∈ Λ ;
— pour toute a ∈ C, a ∈ Λ ;
— pour toute x ∈ X et tout M ∈ Λ, (λx. M) ∈ Λ (λ-abstraction) ;
— pour tout M,N ∈ Λ, (MN) ∈ Λ (application fonctionnelle).
L’intuition, à laquelle nous allons donner corps par la suite, est que le terme (λx. M)
représente « la fonction qui à x associe (ou renvoie) M » et que le terme (MN) repré-
sente « la fonction M appliquée à l’argument N ».
Dans ce texte, nous nous autoriserons à omettre toute paire de parenthèses exté-
rieures et utiliserons les trois conventions de notation suivantes :
(36) a. l’application fonctionnelle est associative à gauche :
«MNO » signifie « (MN)O » ;
b. nous condensons les λ-abstractions comme suit :
« λxy. M » signifie « λx. (λy. M) » ;
c. l’application fonctionnelle est prioritaire sur la λ-abstraction :
« λx. MN » signifie « λx. (MN) ».
Comme en logique du premier ordre, la notion de variable nous amène à définir
celle de variable libre, où l’opérateur d’abstraction λ joue un rôle équivalent à celui
que jouait le quantificateur existentiel :
(37) L’ensemble des variables libres d’un λ-terme, noté FV(M) pour M ∈ Λ, est
défini inductivement par :
— pour toute x ∈ X , FV(x) = {x} ;
— pour toute a ∈ C, FV(a) = ∅ ;
— pour toute x ∈ X et tout M ∈ Λ, FV(λx. M) = FV(M) \ {x} ;
— pour tous M,N ∈ Λ, FV(MN) = FV(M) ∪ FV(N).
Nous disons alors qu’un terme M ∈ Λ est clos si et seulement s’il ne contient aucune
variable libre, c’est-à-dire si FV(M) = ∅.
Nous avons mentionné précédemment qu’un terme de la forme MN représentait
la fonction M appliquée à l’argument N . Pour pouvoir associer à ce terme le résultat
effectif de cette opération, nous définissions tout d’abord la notion de substitution :
16. Un ensemble bien ordonné est en ensemble dont toute partie non vide possède un premier
élément. Cette notion de premier élément est purement formelle, elle ne servira ici qu’à définir la
substitution en (38).
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(38) Soit M,N ∈ Λ et x ∈ X , la substitution de x par N dans M , notée [N/x]M ,
est définie inductivement sur M par :
— [N/x]x = N ;
— pour y ∈ X telle que y 6= x, [N/x]y = y ;
— pour a ∈ C, [N/x]a = a ;
— pour P,Q ∈ Λ, [N/x](PQ) = ([N/x]P )([N/x]Q) ;
— pour P ∈ Λ, [N/x](λx. P ) = λx. P ;
— pour y ∈ X telle que y 6= x et y /∈ FV(N), pour P ∈ Λ,
[N/x](λy. P ) = λy. ([N/x]P ) ;
— pour y ∈ X telle que y 6= x et y ∈ FV(N), pour P ∈ Λ, soit z la pre-
mière variable (voir note 16) de X \ (FV(N) ∪ FV(P )), [N/x](λy. P ) =
λz. ([N/x][z/y]P ).
Effectuer la substitution de x par N dans M , c’est donc remplacer dans M toutes les
occurrences libres de x par N au détail près que l’on interdit toute variable y libre
dans N d’être « capturée » par un λy de M — ce qu’exprime la dernière clause de
(38). En effet, considérons M = (λy. add x y) où x, y ∈ X et add ∈ C. Ce terme
représente la fonction qui à toute valeur symbolisée par y associe le terme add x y.
Contrairement à x, qui est libre et doit donc d’une certaine manière être définie par
le contexte (à l’extérieur de M), la variable y qui apparaît dans M n’a de sens qu’à
l’intérieur de M ; les éventuelles occurrences de y dans tout autre terme entretiennent
avec celles dans M un lien similaire à celui qu’entretiennent deux personnes ayant par
hasard le même nom. Considérons de plus N = y. Dans N , y est libre, et l’idée est que
cette occurrence de y reste libre à l’issue de la substitution de x par N . Or, si nous
remplaçons simplement x par N dansM , nous obtenons λy.add y y, où l’occurrence de
y dans N qui était libre se retrouve liée, ce qui va en altérer le sens. Au contraire, avec
la définition que nous avons donnée pour la substitution, [N/x]M = (λz. add y z), où
x a bien été remplacée par y sans que son statut de variable libre ne soit modifié 17.
Nous sommes fin prêts pour définir la β-réduction, l’opération qui correspond au
pas minimal de calcul en λ-calcul :
(39) Soit x ∈ X et M,N,P ∈ Λ tels que P contient une occurrence de (λx. M)N ,
l’opération consistant à remplacer cette occurrence par [N/x]M dans P est
appelée β-réduction.
Nous disons d’un terme P ∈ Λ qu’il est un β-redex s’il existe x ∈ X et M,N ∈ Λ
tels que P = (λx. M)N . En outre, une forme β-normale est un λ-terme ne contenant
aucun β-redex.
Soit P,Q ∈ Λ tels queQ est le résultat d’une β-réduction de P , on note « P →β Q ».
Par exemple :
17. Pour tout P ∈ Λ, y ∈ X et z ∈ X \FV(P ), la transformation de λy. P en λz. ([z/y])P s’appelle
α-conversion. Ces deux termes sont généralement considérés comme des variations notationnelles
d’un même objet. Reprenons l’exemple de P = add x y : λy. add x y est la fonction qui à tout y
associe add x y et λz. ([z/y])P = λz. add x z est la fonction qui à tout z associe add x z ; il s’agit
bien des mêmes fonctions. Cette notion d’équivalence sous α-conversion est aussi pertinente pour le
quantificateur existentiel de la logique du premier ordre (∀y. human(y) ⇒ mortal(y) représente la
même proposition que ∀z. human(z) ⇒ mortal(z)).
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(40) a. (λxy. add x y)z →β λy. add z y
b. (λxy. add x y)y →β λz. add y z
c. λz. (λxy. add x y)y →β λzz. add y z
d. (λzz. add y z)x→β λz. add y z
e. M((λx. xx)(λz. c)) →β M((λz. c)(λz. c))
f. M((λz. c)(λz. c)) →β Mc
Soit P,Q ∈ Λ tels que Q est le résultat d’un nombre fini de β-réductions depuis P ,
on dit que P se β-réduit en Q et on note « P β Q ». Les λ-termes correspondent en
fait à des programmes (ou des données), au sens informatique du terme. Par exemple,
pour déterminer le résultat d’une fonction représentée parM ∈ Λ avec pour arguments
les objets représentés par N1, N2, . . . , Nn ∈ Λ, on calcule une chaîne de β-réductions à
partir du terme M N1N2 . . . Nn jusqu’à obtenir une forme β-normale, qui représente
alors le résultat. Il est notamment possible en λ-calcul d’encoder les nombres entiers
puis l’addition, la multiplication, etc. et les chaînes de caractères, puis des algorithmes
de détection d’expression régulière. En réalité, le λ-calcul est même Turing-complet,
c’est-à-dire que tout type de données et tout algorithme peut être encodé en λ-calcul ;
il est d’ailleurs le fondement théorique des langages de programmation fonctionnels
tels que LISP, ML ou Haskell.
Intéressons-nous de nouveau aux phrases (12a-i) et (13b), répétées ci-dessous :
(41) a. Tout humain est mortel.
b. Marcel conduit un camion.
Pour les analyser, nous utilisons comme constantes du λ-calcul les différents prédicats
et opérateurs logiques de la logique du premier ordre et définissons le lexique suivant,
associant un λ-terme à chacun des mots apparaissant dans ces énoncés 18 :
(42) a. JtoutK = λQP. ∀x. Qx⇒ Px
b. JunK = λQP. ∃x. Qx ∧ Px
c. JhumainK = human
d. JmortelK = mortal
e. JcamionK = truck
f. JconduitK = λOS. S(λs. O(λo. drive(s, o)))
g. JestK = λPS. S(λs. Ps)
h. JMarcelK = λP. PMarcel
Considérons maintenant l’interface syntaxe-sémantique suivante, constituée d’uni-
quement trois règles :
— l’interprétation du syntagme (nominal) formé d’un article et d’un nom d’inter-
prétations respectives M et N est MN ;
— l’interprétation du syntagme (phrastique) formé d’un sujet, d’un verbe transitif
et d’un objet, d’interprétations respectives S, V et O est V O S ;
— l’interprétation du syntagme (phrastique) formé d’un sujet, de la copule être et
du complément de la copule, d’interprétations respectives S, V et O est V O S.
18. Nous considérons ici les opérateurs logiques de la LPO comme de simples constantes du λ-calcul.
Pour permettre leur interprétation correcte (section 2.3.3), une formule ∃x. φ (resp. φ∧ψ) correspond
en toute rigueur à un terme ∃(λx. M) (resp. ∧M N). Cependant, par habitude et simplicité, nous
conservons ici les notations de la LPO.
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Cette interface, comme nous le vérifions ci-dessous en (43), permet d’analyser correc-
tement les phrases (41) de manière systématique et entièrement formelle. Les deux sé-
quences d’applications fonctionnelles correspondantes sont détaillées sous forme d’un
arbre en figures (2.1) et (2.2). Ces figures peuvent se lire de bas en haut : chaque
feuille représente une entrée lexicale et chaque nœud interne montre le résultat d’une
β-réduction de l’application fonctionnelle de son fils gauche à son fils droit.
(43) a. (i) Tout humain est mortel.
(ii) JestK JmortelK (JtoutKJhumainK)
(iii) β ∀x. human(x) ⇒ mortal(x)
b. (i) Marcel conduit un camion.
(ii) JconduitK (JunKJcamionK) JMarcelK
(iii) β ∃x. truck(x) ∧ drive(Marcel, x)
∀x. human(x) ⇒ mortal(x)










Figure 2.1 – Dérivation sémantique de Tout humain est mortel (43a).
∃x. truck(x) ∧ drive(Marcel, x)
Marcel
λP. PMarcel
λS. S(λs. ∃x. truck(x) ∧ drive(s, x))




λQP. ∃x. Qx ∧ Px
conduit
λOS. S(λs. O(λo. drive(s, o)))
Figure 2.2 – Dérivation sémantique de Marcel conduit un camion (43b).
Remarquons que ces exemples permettent d’appréhender la forme en apparence
complexe d’un terme tel que JconduitK = λOS. S(λs. O(λo. drive(s, o))). Les deux
arguments, O et S, correspondent respectivement à l’objet et au sujet du verbe ; ils
sont vus eux-mêmes comme des fonctions, ce qui leur permet d’avoir portée sur leur
argument, respectivement λo. drive(s, o) et λs. O(λo. drive(s, o)), le but étant de leur
permettre de placer, si besoin est, le prédicat verbal drive sous la portée d’un quantifi-
cateur. C’est exactement ce que fait l’objet JunKJcamionK β λP. ∃x. truck(x)∧Px en
(43b) ou figure (2.2) : l’argument P qui lui est transmis, λo. drive(s, o), est placé sous
la portée d’un quantificateur existentiel ∃ et se voit lui-même offrir comme argument o
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la variable x, le camion, introduit par ce quantificateur et qui sera alors utilisée comme
second argument du prédicat drive 19. D’autre part, tous les syntagmes nominaux —
quantifiés ou non — sont ici traités par les verbes de la même façon, ce qui explique la
forme d’un terme tel que JMarcelK = λP. PMarcel. Tous les syntagmes nominaux sont
en effet représentés par des termes de la forme « λP. [· · ·P · · · ] » ; nous reviendrons
brièvement sur cette homogénéité à la section suivante ainsi qu’au chapitre 6 où, à la
section 6.2.3.1, nous évoquerons l’interprétation sémantique de la montée de type que
constitue la modélisation de Marcel par λP. PMarcel plutôt que simplement Marcel.
Nous venons d’illustrer comment le λ-calcul peut être utilisé pour formaliser l’in-
terface syntaxe-sémantique. Malheureusement, la puissance d’expressivité du λ-calcul
non typé a un prix : il permet de définir des programmes qui ne terminent jamais
— c’est-à-dire, des termes qui ne se réduisent en aucune forme β-normale, que l’on
peut β-réduire à l’infini 20 — et il n’existe même aucune procédure permettant de dé-
terminer dans tous les cas si l’exécution d’un programme va terminer (Turing 1937).
Autrement dit, rien ne garantit a priori que l’on puisse effectivement calculer des re-
présentations sémantiques pour tous les termes générés par notre grammaire. Cette
situation est fâcheuse, car l’on attend d’une bonne grammaire qu’elle ne génère que
des termes corrects, de sens défini et que l’on souhaite calculer. Cependant, il se trouve
que pour exprimer l’interface syntaxe-sémantique des langages naturels, nous n’avons
pas besoin de toute l’expressivité du λ-calcul. En effet, en est utilisée généralement une
forme restreinte, le λ-calcul simplement typé, que nous présentons à la section suivante
et pour laquelle il est prouvé que tout terme possède une unique forme normale.
2.3.2 λ-calcul simplement typé
Le λ-calcul simplement typé combine le λ-calcul avec le concept de type (Church
1940). Dans ce formalisme, chaque λ-terme est associé à un unique type, qui décrit
notamment si le terme représente une fonction et, le cas échéant, combien il attend
d’arguments et quels sont leurs types respectifs. Dans tout le texte, nous utiliserons la
notation « t : σ » pour indiquer que le terme t a pour type σ.
Les types correspondant aux objets qui ne sont pas des fonctions sont les types
atomiques. En sémantique, il est courant d’utiliser deux types atomiques : e pour les
individus et t pour les valeurs de vérité 21. C’est à partir de l’ensemble T0 = {e, t} de
types atomiques que nous définissons l’ensemble de tous les types :
(44) L’ensemble T des types est défini par induction :
— pour tout σ ∈ T0, σ ∈ T ;
— pour tous σ, τ ∈ T , 〈σ, τ〉 ∈ T (type fonctionnel).
19. La forme de JconduitK = λOS. S(λs. O(λo. drive(s, o))) choisie ici implique que si l’objet O et
le sujet S sont tous deux quantificationnels (ex : un camion et tous les humains), le second portera
nécessairement sur le premier. Ce travail ne s’intéressant pas aux interactions de portée entre sujet
et objet, nous ne chercherons pas à savoir si cette prédiction est correcte ni, dans le cas contraire, à
comment la corriger.
20. Par exemple, le terme (λx. xx)(λx. xx) se β-réduit en lui-même, bouclant ainsi à l’infini, et le
terme (λx. xxx)(λx. xxx) « grossit » à chaque itération.
21. Mais il est aussi courant de considérer un type supplémentaire pour les mondes possibles, par
exemple, si l’on souhaite définir une logique intensionnelle.
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Intuitivement, pour tous σ, τ ∈ T , le type 〈σ, τ〉 est le type des fonctions d’argument
de type σ et de retour de type τ .
Pour définir l’ensemble des λ-termes bien typés, les seuls autorisés en λ-calcul sim-
plement typé, il est généralement d’usage de définir une logique spécifique permettant
d’obtenir des jugements de typage. Un jugement de typage assigne un type à un terme
du λ-calcul non typé, en fonction d’un typage des variables qui y apparaissent ainsi
que des constantes. La logique de typage est telle que seuls certains termes peuvent
être l’objet d’un jugement de typage ; ce sont les λ-termes bien typés. Dans ce texte,
nous allons suivre une approche légèrement différente, qui ne nécessite pas de définir
explicitement de logique de typage. À la place, nous définissons directement l’ensemble
des λ-termes bien typés de manière inductive, en gardant le même vocabulaire qu’à
la section précédente, mais en supposant de plus qu’à chaque variable de X et chaque
constante de C est associé un type de T . Nous n’imposons a priori que les types des
trois constantes (dites logiques) correspondant aux opérateurs logiques de la logique
du premier ordre : ¬ : 〈t, t〉, ∧ : 〈t, 〈t, t〉〉 et ∃ : 〈〈e, t〉, t〉. Pour des raisons techniques,
il est aussi nécessaire qu’à chaque type de T corresponde une infinité de variables de
X . Alors :
(45) L’ensemble Λ des λ-termes bien typés est défini inductivement par :
— pour toute x : σ ∈ X , x : σ ∈ Λ ;
— pour toute a : σ ∈ C, a : σ ∈ Λ ;
— pour toute x : σ ∈ X et tout M : τ ∈ Λ, (λx. M) : 〈σ, τ〉 ∈ Λ ;
— pour tous M : 〈σ, τ〉, N : σ ∈ Λ, (MN) : τ ∈ Λ.
Les contraintes de type accompagnant la formation de termes par λ-abstraction et
application fonctionnelle limitent les termes qui se retrouvent maintenant dans Λ. Par
exemple, quel que soit le type σ de la variable x : σ ∈ X , le terme xx ne peut pas être
formé par application fonctionnelle, et par conséquent, le terme problématique λx. xx
mentionné en note 20 ne peut pas être formé non plus. En fait, comme nous l’avons
déjà évoqué, le λ-calcul simplement typé possède la propriété de normalisation : tout
terme bien typé est β-réductible en une unique forme β-normale 22. En conséquence,
tous les énoncés décrits par une grammaire exprimée en λ-calcul simplement typé sont
associés à une sémantique calculable en un temps fini 23.
L’interface syntaxe-sémantique jouet de la section précédente est entièrement com-
patible avec le système de typage que nous venons de présenter. Nous associons le
type 〈e, t〉 à human, mortal et truck (ce sont des prédicats d’individus, c’est-à-dire
des fonctions des individus vers les valeurs de vérité), le type 〈e, 〈e, t〉〉 à drive (c’est
une relation binaire entre individus, c’est-à-dire une fonction des individus vers les
fonctions des individus vers les valeurs de vérité) ainsi que le type e à Marcel (c’est un
22. Le λ-calcul simplement typé possède en réalité une propriété plus forte : quand un terme contient
plusieurs β-redex, l’ordre des β-réductions n’a aucune importance et l’on obtient toujours la forme
β-normale en un nombre fini de β-réductions.
23. Les contraintes imposées par le système de typage sont assez drastiques et le λ-calcul simplement
typé n’est pas Turing-complet, ce qui le rend impropre à la programmation générale. Heureusement,
il est tout à fait possible de l’étendre de manière contrôlée en y adjoignant un ou des opérateurs de
récursion (qui ne sont pas bien typés au sens de la définition (45)) permettant d’accéder de nouveau




individu) 24. Alors, nous pouvons vérifier que notre lexique (42) ne comporte que des
termes bien typés, dont nous indiquons les types ici 25 :
(46) a. JtoutK = λQP. ∀x. Qx⇒ Px : 〈〈e, t〉, 〈〈e, t〉, t〉〉
b. JunK = λQP. ∃x. Qx ∧ Px : 〈〈e, t〉, 〈〈e, t〉, t〉〉
c. JhumainK = human : 〈e, t〉
d. JmortelK = mortal : 〈e, t〉
e. JcamionK = truck : 〈e, t〉
f. JconduitK = λOS. S(λs. O(λo. drive(s, o))) : 〈〈〈e, t〉, t〉, 〈〈〈e, t〉, t〉, t〉〉
g. JestK = λPS. S(λs. Ps) : 〈〈e, t〉, 〈〈〈e, t〉, t〉, t〉〉
h. JMarcelK = λP. PMarcel : 〈〈e, t〉, t〉
Il est courant de supposer qu’à chaque catégorie syntaxique correspond un unique type
sémantique. Dans la grammaire que nous présentons ici, tous les syntagmes nominaux
ont le même type NP , 〈〈e, t〉, t〉, les déterminants le type DET , 〈〈e, t〉,NP〉, les
verbes intransitifs le type IV , 〈NP, t〉 et les verbes transitifs TV , 〈NP, IV 〉 (rap-
pelons au cas où que la copule n’est pas un verbe transitif). Ces types garantissent que
les trois règles de notre interface syntaxe-sémantique sont toujours valides.
Avant de nous intéresser à la sémantique même des λ-termes, notons que ceux-ci
peuvent être représentés sous forme d’arbres, une représentation que nous utiliserons
abondamment au chapitre 5 :
(47) La représentation en arbre d’un λ-terme bien typé, noté tree(M) pourM ∈ Λ,
est définie inductivement sur M par :
pour x : σ ∈ X , pour a : σ ∈ X ,





pour λx. M : 〈σ, τ〉 ∈ Λ, pour MN : σ ∈ Λ,





Par exemple, tree(JMarcelK) est l’arbre figurant en figure (2.3). Notons que nous
utiliserons souvent des versions non entièrement « dépliées » des arbres, c’est-à-dire
dans lesquelles un sous-terme N est utilisé en place du sous-arbre tree(N).
24. Nous n’indiquerons pas toujours le type des variables, qui peut se déduire à partir du type des
constantes et des termes dans lesquels elles apparaissent. Ici, x, o et s sont de type e, P et Q de type
〈e, t〉 et O et S de type 〈〈e, t〉, t〉.
25. En limitant les abréviations et les abus de notation, JtoutK = λQP. ¬∃(λx. ¬¬(∧(Qx)(¬(Px))))
et JunK = λQP. ∃(λx. ∧ (Qx)(Px)).
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Figure 2.3 – Représentation en arbre de λP. PMarcel : 〈〈e, t〉, t〉.
2.3.3 Sémantique
Pour interpréter le λ-calcul simplement typé, nous avons besoin d’une notion de
domaine :
(48) Un domaine D est une collection d’ensembles (Dσ)σ∈T telle que pour tous
σ, τ ∈ T , D〈σ,τ〉 = DτDσ (autrement dit, le sous-domaine du type 〈σ, τ〉 est
l’ensemble des fonctions de Dσ vers Dτ ).
Il découle de cette définition qu’un domaine est entièrement déterminé par la défi-
nition du sous-domaine pour chaque type atomique 26. Nous imposerons seulement
Dt = {>,⊥}.
Nous pouvons alors définir la notion de modèle :
(49) Un modèle est une paire (D, I) où :
— D est un domaine (Dσ)σ∈T ;
— I une fonction définie sur C, appelée « fonction d’interprétation » et telle
que pour toute c : σ ∈ C, I(c) ∈ Dσ.
Avant d’interpréter les λ-termes bien typés, il ne nous reste plus qu’à définir la
notion de fonction d’assignation, qui joue pour les variables un rôle très similaire à
celui joué par les fonction d’interprétation pour les constantes :
(50) Une fonction d’assignation sur un domaine D = (Dσ)σ∈T est une fonction f
définie sur X et telle que pour toute x : σ ∈ X , f(x) ∈ Dσ.
En outre,
(51) Soit f une fonction d’assignation sur D = (Dσ)σ∈T , x : σ ∈ X et d ∈ Dσ, alors
f [x := d] est la fonction d’assignation sur D suivante :
y 7→
{
d si y = x
f(y) sinon .
Tout est maintenant prêt pour définir l’interprétation des λ-termes bien typés :
(52) L’interprétation des λ-termes bien typés pour un modèle M = (D, I) et une
fonction d’assignation f sur D = (Dσ)σ∈T , notée JNKM,f pour N ∈ Λ, est
26. Comme la notion de domaine définie ici impose que pour tous σ, τ , D〈σ,τ〉 = DτDσ , les modèles
que nous définissons plus bas sont les modèles standards du λ-calcul. En autorisant des domaines D
tels que D〈σ,τ〉 ( DτDσ , nous obtiendrions les modèles de Henkin (1950).
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définie inductivement par :
— pour x : σ ∈ X , JxKM,f = f(x) ;
— pour c : σ ∈ C, JcKM,f = I(c) ;
— pour x : σ ∈ X et N : τ ∈ Λ, Jλx. NKM,f = d ∈ Dσ 7→ JNKM,f [x:=d] ;
— pour N1 : 〈σ, τ〉, N2 : σ ∈ Λ, JN1N2KM,f = JN1KM,f (JN2KM,f ).
L’une des propriétés essentielles de cette définition est que pour tout N : σ ∈ Λ,
JNKM,f ∈ Dσ. Nous imposons de plus l’interprétation des trois constantes issues de la
LPO :
— J¬KM,f = d ∈ Dt 7→
{
> si d = ⊥
⊥ sinon ;
— J∧KM,f = d1 ∈ Dt 7→ (d2 ∈ Dt 7→
{
> si d1 = d2 = >
⊥ sinon ) ;
— J∃KM,f = g ∈ DtDσ 7→
{
> s’il existe d ∈ Dσ tel que g(d) = >
⊥ sinon .
La sémantique que nous venons de définir généralise celle de la logique du premier
ordre.
Ainsi s’achève notre introduction aux buts, méthodes et outils de la sémantique
formelle. Au chapitre suivant, nous nous tournons vers l’analyse discursive, le champ
de la linguistique qui s’intéresse plus spécifiquement aux phénomènes qui, bien que
présents aussi au niveau même de la phrase, font qu’une suite de phrases forme un
texte (ou discours) cohérent, et non une simple juxtaposition de phrases grammaticales
indépendantes les unes des autres.
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Il est aujourd’hui bien connu qu’un texte ne se réduit pas à une suite de phrases.
En effet, on observe tout d’abord généralement dans les énoncés linguistiques ce que
l’on appelle des marques de cohésion (Charolles 1995), c’est-à-dire des mots ou expres-
sions qui s’interprètent en effectuant des liens entre diverses entités (individus, temps,
propositions, etc.) mentionnées dans le texte. Par exemple, le texte (1) contient un
certain nombre d’expressions anaphoriques (il, l’émission, les épisodes) qui créent ce
que l’on appelle des chaînes de (co)référence, ainsi que le connecteur désormais, qui in-
troduit un cadre temporel défini à partir du contexte précédant la phrase dans laquelle
il s’inscrit.
(1) (Issu de https://fr.wikipedia.org/wiki/C'est_pas_sorcier)
C’est pas sorcier est un magazine télévisuel français de vulgarisation scientifique
destiné aux enfants. Il a été diffusé du 19 septembre 1993 au 28 juin 2014 sur la
chaîne de télévision française France 3. L’émission est souvent rediffusée sur
France 4, La Trois, TV5 Monde ou encore Gulli. Les épisodes sont désormais
disponibles en visionnage gratuit et légal sur YouTube.
Cependant, comme le rappelle Charolles (1995), de telles marques de cohésion ne
sont ni nécessaires, ni suffisantes à l’acceptabilité d’un énoncé. On le voit par exemple
avec le discours en (2a) qui reste naturel malgré l’absence de toute marque de cohésion,
ainsi qu’avec (2b), posant problème malgré sa syntaxe irréprochable et la présence du
marqueur cependant 1.
(2) a. Sabine s’est enrhumée. Il fait un froid de canard.
b. # Sabine s’est enrhumée. Cependant, Jamy apprend le piano depuis l’âge
de 4 ans.
1. Le symbole « # » signale un énoncé grammaticalement correct mais néanmoins rejeté.
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Ce qui caractérise plus adéquatement un énoncé linguistique naturel d’une simple
suite de phrases est la notion de cohérence. Un énoncé est cohérent s’il est intelligible,
c’est-à-dire s’il est possible de l’interpréter (ou encore : de lui donner un sens). C’est
là ce qui distingue (2a), qui s’interprète aisément à l’aide d’une relation d’explication
implicite liant les deux phrases, et (2b), au sein duquel le connecteur cependant n’est
pas interprétable (ou suffisamment difficilement pour qu’en pratique l’énoncé soit re-
jeté). On constate donc que, bien que les marques de cohésion servent à tisser des liens
au sein du discours, (i) ce sont en fin de compte les liens d’un certain type qui sont
essentiels — les liens de cohérence, tels que celui liant les deux phrases en (2a) — et
que (ii) ces liens n’ont pas à être explicités via une marque de cohésion.
Notons que ces liens ne sont pas les seuls éléments qui influent sur la cohérence du
texte. Grosz, Weinstein et Joshi (1995) soulignent par exemple qu’un même scénario
apparaît plus cohérent si le sujet des phrases est constant comme en (3a) plutôt que
si le sujet alterne comme en (3b) :
(3) (Inspiré de Grosz, Weinstein et Joshi 1995)
a. Marcel alla chez son concessionnaire poids lourd préféré pour acheter son
premier camion. Il avait traîné dans cette boutique pendant des années. Il
était excité de pouvoir enfin s’offrir un camion. Il arriva juste avant que le
concessionnaire ne ferme pour la journée.
b. Marcel alla chez son concessionnaire poids lourd préféré pour acheter son
premier camion. C’était une boutique dans laquelle Marcel avait traîné
pendant années. Il était excité de pouvoir enfin s’offrir un camion. Elle
allait fermer pour la journée juste au moment où Marcel arriva.
Selon leur théorie, la théorie du centrage (en anglais : « centering theory »), ce phé-
nomène s’explique par la différence de charge cognitive induite par la variation des
centres d’attention des phrases et des choix d’expressions référentielles. Nous voyons
bien qu’il s’agit ici aussi d’une question d’interprétation de l’énoncé : de manière gé-
nérale, le mode de présentation des individus et événements dont il est question, tout
comme l’enchaînement des différentes propositions, doivent être choisis de manière à
respecter un certain nombre de préférences linguistiques qui ont pour effet de faciliter
la compréhension du texte.
Dans ce chapitre, nous cherchons à préciser en quoi consiste l’analyse discursive.
Pour ce faire, nous commencerons en section 3.1 par présenter la notion de structure
discursive, qui, d’une certaine manière, est l’organisation des idées et événements in-
troduits par un texte. L’outil par excellence de cette structure discursive est l’usage
de connecteurs du discours, que nous étudierons donc ensuite, à la section 3.2. Enfin,
nous conclurons ce chapitre par une présentation en section 3.3 de différentes approches
pertinentes à l’analyse computationnelle du discours.
3.1 Structure discursive
Similairement à l’analyse syntaxique qui part du principe que toute phrase se dé-
compose en unités, les mots, dont l’agencement suit un certain nombre de règles déter-
minant à la fois l’acceptabilité de la phrase et son interprétation sémantique, l’analyse
discursive considère que les liens de cohérence évoqués plus haut forment une structure,
32
3.1. Structure discursive
allant cette fois-ci au-delà de la phrase, et se propose de la formaliser. Il s’agit donc
d’étudier les unités qui composent cette structure discursive, ainsi que les relations
qui existent entre elles. Ces dernières sont ce que l’on appelle les relations discursives
(abrégé en « RD »), ce sont les liens de cohérence qui existent entre les différentes
parties d’un texte ; elles peuvent correspondre à, par exemple, un lien de la causalité,
une précédence temporelle ou un contraste. De manière générale, nous appellerons les
arguments des RD les DU (pour « discourse units »), qui pourront être complexes lors-
qu’ils feront eux-mêmes référence à une RD, ou bien simples dans le cas contraire (ce
sont alors des EDU, pour « elementary discourse units »). Typiquement, le discours
(4) est constitué d’une DU complexe, faisant référence à une relation causale entre
deux EDU.
(4) Il fait froid. Sabine a donc mis un pull.
Notons qu’une unique phrase ne correspond pas toujours à une unique EDU. En
effet, les RD n’apparaissent pas uniquement dans des énoncés constitués de plusieurs
phrases, mais existent aussi au sein de phrases seules (généralement complexes). Ob-
servons par exemple les similarités de sens tout comme d’organisation des énoncés en
(5) : le contenu de la subordonnée relative en (5b) (qui, s’étant énervée [...] lui écrire
et s’excuser) joue, en termes de sens, un rôle équivalent à ce qui en (5a) couvre plu-
sieurs phrases ; de plus, les structures des deux discours en (5), bien qu’évidemment
différente, présentent de fortes similitudes. En conséquence, bien que pour Charolles
(1995) le discours commence là où la syntaxe s’arrête, nous serons tentés soit d’étendre
— plus ou moins métaphoriquement — la notion de syntaxe au-delà de la phrase, soit
de voir déjà le discours dans la phrase. Ceci répond à un principe d’économie scien-
tifique, suivant lequel nous cherchons à unifier des phénomènes similaires s’exprimant
à différentes échelles en les décrivant comme les différentes manifestations de mêmes
concepts linguistiques sous-jacents.
(5) (Inspiré de Forbes-Riley, Webber et Joshi 2006)
a. Une éminence scientifique s’énerva contre Fred qui lui avait simplement
demandée un autographe, mais elle rentra alors chez elle en le regrettant.
Ensuite, elle lui écrivit et s’excusa. Elle mérite donc un peu d’indulgence.
b. Toute éminence scientifique qui, s’étant énervée contre Fred pour lui avoir
simplement demandée un autographe, serait alors rentrée chez elle le re-
grettant, pour ensuite lui écrire et s’excuser, mérite un peu d’indulgence.
Nous sommes aujourd’hui encore malheureusement très loin d’avoir une théorie
complète du langage et l’un des facteurs qui permet de distinguer les théories les unes
des autres est le socle sur lequel elles se fondent, c’est-à-dire les types d’objets qu’elles
considèrent comme primitifs. Prenons le cas, par exemple, de la théorie de Grosz et
Sidner (1986). Elle part de l’idée que tout discours cohérent se décompose en un en-
semble de segments emboîtés les uns dans les autres, chacun associé à une intention
— typiquement : convaincre l’audience de faire ceci ou de croire cela. Cette théorie
est d’assez haut niveau, dans le sens où la détermination des intentions des segments
n’est pas formalisée et que ces intentions ne sont pas mises précisément en relation
avec la sémantique des segments. Remarquons qu’alors que Grosz et Sidner (1986) ne
distinguent que deux relations discursives différentes, liant les différents segments du
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texte via leurs intentions, la plupart des théories utilisent un jeu de relations (souvent
dites rhétoriques) plus grand, et comme nous allons le voir, généralement définies à par-
tir du sens et de la structure interne des objets auxquels elles s’appliquent (qui ne sont
pas nécessairement des segments de texte). Ces jeux de relations, bien que variables,
présentent de fortes similarités. C’est pourquoi, à part lorsque nous parlerons d’une
théorie en particulier — auquel cas nous emploierons son vocabulaire propre —, nous
nous permettrons d’utiliser un ensemble de relations représentatif de la plupart des
théories aujourd’hui considérées dans la littérature scientifique, ayant des équivalents
évidents dans chacune d’entre elles, sans avoir à en faire l’inventaire.
Avant de passer en revue un certain nombre des théories du discours ayant lien à
la linguistique computationnelle et à la sémantique formelle, nous nous penchons sur
la notion de connecteur, qui reviendra tout au long de ce texte.
3.2 Connecteur du discours
Commençons par noter qu’une relation discursive peut être inférée en l’absence
de tout marqueur particulier, comme la relation d’explication dans le discours (2a)
(répété ci-dessous en (6)). Dans ce cas, la relation est dite implicite.
(6) Sabine s’est enrhumée. Il fait un froid de canard.
Cependant, il existe de nombreuses expressions linguistiques dont le rôle est jus-
tement de signaler la présence d’une relation discursive, alors dite explicite, dans un
texte. Il s’agit des connecteurs du discours (ou « discursifs »). Cette notion a beau-
coup évoluée avec le temps. En effet, au fur et à mesure du développement de l’analyse
discursive en tant que domaine de la linguistique, de plus en plus d’expressions en
apparence différentes ont été reconnues comme participant de manière similaire à l’ex-
pression de la structure discursive. La typologie que nous utilisons ici est issue de
Danlos, Rysova et al. (2018). Sur les trois principales catégories de connecteurs qu’elle
organise, seule une sera étudiée en détail dans cette thèse. Nous tenons cependant à
les présenter toutes non seulement dans un souci d’exhaustivité, mais aussi parce que
les similitudes de sens que l’on observe entre ces différentes catégories sont parfois une
source précieuse d’intuition.
Tout d’abord, les connecteurs primaires sont des mots simples ou des expressions
polylexicales figées — ils correspondent à la notion traditionnelle de connecteurs. Parmi
ceux-ci, nous trouvons par exemple donc lexicalisant une relation de conséquence (7a),
bien que lexicalisant une concession (7b) et enfin indiquant une reformulation (7c).
(7) a. Il faisait froid, donc Sabine s’est enrhumée.
b. Sabine est en pleine forme bien qu’il fasse froid.
c. Sabine est malade. Enfin, elle est un peu fatiguée.
Concernant les expressions compositionnelles et/ou non entièrement grammaticali-
sées introduisant une relation discursive, on distingue les connecteurs secondaires et les
expressions spécifiques de connexion 2. Les connecteurs secondaires soit ne contiennent
2. Le terme proposé par Danlos, Rysova et al. (2018) en anglais pour cette catégorie est « free
connecting phrases », qui renvoie au fait qu’il s’agit d’une catégorie ouverte. Dans la traduction que
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pas d’élément anaphorique, c’est le cas par exemple de dans l’espoir que (8a), soit
contiennent un élément anaphorique compatible avec n’importe quel argument de la
relation signalée. Cet élément peut être un pronom, comme ce dans c’est pourquoi,
ou une description définie si celle-ci n’est pas « restrictive » vis-à-vis de la relation
lexicalisée, comme cette raison dans pour cette raison (8b) qui peut effectivement sé-
lectionner n’importe quelle cause. En conséquence, les connecteurs secondaires sont
compatibles avec un grand nombre de contextes.
(8) a. Sabine est venue dans l’espoir de visiter les locaux de l’Inria.
b. Fred était malade. {C’est pourquoi/Pour cette raison,} il n’a pas pu inter-
viewer Claire Voisin.
Les expressions spécifiques de connexion, au contraire, contiennent une expression
définie restrictive, comme cet incident dans en raison de cet incident (9a) ou le mauvais
temps dans à cause du mauvais temps (9b), ce qui restreint fortement leur cadre
d’utilisation et fait de cette classe une catégorie bien plus ouverte.
(9) a. Marcel est tombé en sortant du camion. En raison de cet incident, le tour-
nage de la prochaine émission est reporté.
b. La pluie tombe en torrent depuis dix jours. En raison du mauvais temps,
les plans d’extérieurs ne peuvent pas être tournés.
Dans cette étude, nous nous restreignons aux connecteurs primaires et, sauf men-
tion explicite du contraire, le terme « connecteur » sera utilisé pour « connecteur pri-
maire ». En effet, comme nous l’avons vu, les connecteurs secondaires et les expressions
spécifiques de connexion forment une classe plus hétérogène et plus complexe syn-
taxiquement. Ne pas les considérer revient donc à éliminer des paramètres superflus
puisque, comme le note Danlos, Rysova et al. (2018), tous les connecteurs ont la même
fonction discursive même s’ils présentent des propriétés distributionnelles différentes.
En français, les connecteurs primaires sont principalement de quatre types d’après
Danlos, Colinet et Steinlin (2015) et Roze (2009) :
— conjonctions de coordination (ou, et, etc.) ;
— conjonctions de subordination (quand, puisque, etc.) ;
— prépositions introduisant un syntagme verbal ou un syntagme nominal dénotant
un événement (afin de, pour, en vue de, etc.) ;
— adverbiaux, c’est-à-dire des adverbes (ensuite, ainsi, etc.) et des syntagmes pré-
positionnels (en conséquence, en tout cas, etc.).
Chacun de ces types permet de définir la notion de clause hôte du connecteur, qui est :
— dans le cas d’une conjonction de coordination ou de subordination, la clause
introduite ;
— dans le cas d’une préposition, le syntagme verbal ou nominal introduit ;
— dans le cas d’un connecteur adverbial, la clause à laquelle il est syntaxiquement
attaché.
Nous verrons par la suite (au chapitre 4) que le lien entre les arguments de la
relation discursive signalée par un connecteur (nous dirons qu’il s’agit des arguments
sémantiques du connecteur) et la syntaxe de la phrase qui le contient n’est pas toujours
nous avons choisie, nous insistons au contraire sur la spécificité de ces expressions non seulement à
une relation donnée, mais aussi à un certain type d’arguments possibles.
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simple (si seulement ce lien existe). Cependant, quelle que soit la nature d’un connec-
teur, un et un seul de ses arguments sémantiques est introduit (au moins partiellement)
par sa clause hôte. Par convention, cet argument est appelé « Arg2 », l’autre « Arg1 ».
Tout au long de ce texte, nous suivons des conventions typographiques inspirées
du Penn Discourse Treebank (PDTB) 3 : dans les exemples, les connecteurs sont sou-
lignés et les expressions introduisant les Arg1 (resp. Arg2), si elles apparaissent, sont
présentées en italique (resp. gras). Insistons sur le fait que cette convention n’est pas
formelle ; nous ne considérerons pas que les arguments discursifs sont des objets en cor-
respondance directe avec des segments de texte (contrairement à la RST, voir section
3.3.1), cependant, comme il est souvent possible d’identifier des segments représentant
intuitivement les arguments en question, cette convention est un moyen pratique pour
faciliter l’interprétation des données et leur analyse.
Il est à noter qu’un connecteur peut être ambigu quant à la relation qu’il signale.
C’est le cas, par exemple, de alors que qui peut signaler un contraste (10a-i) comme
une succession temporelle (10a-ii), ou de si qui peut signaler un contraste (10b-i)
comme une relation conditionnelle (10b-ii). Comme nous le verrons au chapitre 4, le
comportement syntaxique et sémantique d’un connecteur dépend de la relation qu’il
lexicalise ; il sera donc important de bien distinguer les différents sens des connecteurs
ambigus.
(10) a. (i) Sabine et Fred vont sur le terrain alors que Jamy et Marcel ne
sortent jamais du camion.
(ii) Fred fit une rencontre étonnante alors qu’il se trouvait au Pérou.
b. (i) Si Jamy et Marcel ne sortent jamais du camion, Sabine et
Fred parcourent le monde en permanence.
(ii) Si le temps s’y prête, Sabine montera en montgolfière.
3.3 Théories du discours
3.3.1 Rhetorical Structure Theory (RST)
La Rhetorical Structure Theory (RST) est une théorie du discours introduite par
Mann et Thompson (1988). Cette théorie (comme beaucoup d’autres) présuppose une
décomposition du texte en une suite d’EDU, ces dernières étant des segments de texte
sans structure discursive interne. En exemple, le discours (11) contient trois unités
minimales, délimitées par des crochets et numérotées.
(11) [Marcel est très satisfait de son camion.]1 [Il est de très bonne qualité:]2 [en
plusieurs années, il n’a jamais eu de souci.]3
La définition de la structure discursive en RST passe par la notion d’instanciation
de schéma, que nous ne présentons que rapidement, et qui n’est d’ailleurs pas formel-
3. Le Penn Discourse Treebank (Prasad et al. 2007) est un corpus de langue anglaise, le plus grand
corpus annoté en discours aujourd’hui disponible. Comme dans la plupart des corpus, ce sont des seg-
ments de texte (ou des ensembles de segments de texte) qui représentent les arguments discursifs. Sont
prises en compte les relations implicites et explicites avec les connecteurs primaires correspondants,
mais aussi les connecteurs secondaires et les expressions spécifiques de connexion (ces deux catégories
étant regroupées sous l’appellation « alternative lexicalization »).
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lement définie chez Mann et Thompson (1988). Une instanciation de schéma est la
connexion de plusieurs segments de texte (ses constituants), minimaux ou non, par
une ou plusieurs relations discursives, formant ainsi un segment complexe. Le nombre
et le type de relations impliquées dans un schéma sont contraints par cinq types de
schémas, dont le plus courant est représenté en figure (3.1). Ce type de schéma est très
simple : une unique relation R connecte deux segments (symbolisés par des traits hori-
zontaux) dont l’un appelé nucleus et considéré comme plus essentiel, et l’autre appelé
satellite et dont le sens ne s’interprète que relativement au nucleus. Cette distinction
nucleus/satellite est symbolisée par la flèche orientée allant du satellite au nucleus,
aussi muni d’une barre verticale ; leur ordre linéaire, cependant, n’est pas spécifié par
le type de schéma, qui peut être instancié dans n’importe quel ordre.
R
Figure 3.1 – Représentation graphique du type de schéma le plus fréquent en RST.
Celui-ci relie un segment satellite (à gauche) à un segment nucleus (à droite) via une
relation R (ex : EVIDENCE, CONCESSION).
Outre le fait qu’il n’existe que cinq types de schémas possibles, la structure discur-
sive en RST doit respecter quatre contraintes 4 :
— complétude : le texte entier doit soit être un segment complexe résultat d’une ins-
tanciation de schéma, soit être un segment minimal (c’est-à-dire que la structure
discursive couvre le texte dans sa totalité) ;
— connexion : dans un texte n’étant pas constitué d’un unique segment minimal,
tout segment minimal doit être constituant d’une instanciation de schéma ;
— unicité : entre deux segments donnés, il ne peut y avoir qu’au plus une relation ;
— adjacence : un schéma n’est instancié que sur des segments adjacents (le résultat
est donc bien un segment de texte continu).
L’une des conséquences de ces contraintes est que la structure discursive est un arbre
dont les feuilles sont les segments minimaux du texte et dont les branches ne se croisent
pas (cette dernière propriété résulte de la contrainte d’adjacence).
En RST, le texte (11) ci-dessus s’analyse avec deux instanciations du schéma pré-
senté en figure (3.1) :
— l’une reliant le segment 2 (nucleus) au segment 3 (satellite) via la relation EVI-
DENCE ;
— l’autre reliant le segment 1 (nucleus) au segment complexe 2-3 (satellite) via la
relation EXPLANATION.
Cette structure est représentée graphiquement en figure (3.2).
Le fait qu’une relation donnée lie soit un nucleus et un satellite, soit deux nuclei,
fait partie de sa définition (contrairement à l’ordre des constituants, qui est libre).
Par exemple, une relation EVIDENCE relie toujours un nucleus et un satellite, le
satellite jouant le rôle d’élément venant supporter l’affirmation du nucleus. En plus
4. Ces contraintes présentées par Mann et Thompson (1988) ont par la suite été modifiées et
enrichies, notamment par D. C. Marcu (1997).
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Figure 3.2 – Structure discursive RST du texte (11).
de ce statut nucleus-satellite ou multi-nucléaire, la définition d’une relation contient
quatre éléments :
— contrainte sur le ou les nuclei ;
— contrainte sur le satellite s’il existe ;
— contrainte sur la combinaison des deux arguments ;
— effet.
Par exemple, voici comment Mann et Thompson (1988) définissent la relation EVI-
DENCE, connectant un nucleus et un satellite :
— contrainte sur le nucleus : la simple affirmation du nucleus pourrait ne pas être
suffisante pour convaincre de sa véracité ;
— contrainte sur le satellite : le satellite est crédible ;
— contrainte sur la combinaison des deux arguments : la compréhension du satellite
améliore la crédibilité du nucleus ;
— effet : le nucleus est accepté 5.
On observe que la RST est définie en termes souvent pragmatiques, liés à l’argumen-
tation, mais pas seulement. Ainsi, les relations (NON-)VOLITIONAL CAUSE, par
exemple, font intervenir la notion de causalité — la situation présentée dans le satel-
lite est une cause de celle présentée dans le nucleus —, une composante essentielle du
sens (littéral, donc sémantique) d’un connecteur tel que parce que.
La RST n’est pas une théorie entièrement formelle et repose sur de nombreuses
notions non modélisées et parfois implicites (représentation des croyances des locu-
teurs, influence du contexte, etc.), mais si cela n’en fait pas toujours un outil de choix
pour l’analyse de phénomènes linguistiques fins, c’est aussi là l’un de ses atouts : elle
est adaptée en pratique à une analyse de faible détail s’attachant à une notion de
structure du texte déjà pertinente. En conséquence, la RST est très utilisée en trai-
tement automatique des langues et en linguistique computationnelle, en particulier
en génération de texte (Taboada et Mann 2006). Il existe aujourd’hui de nombreux
corpus annotés en structure RST, tels que le RST Corpus de Carlson, D. Marcu et
Okurowski (2001), et ces corpus sont notamment utilisés pour concevoir des systèmes
automatiques d’analyse du discours tels que celui de Feng et Hirst (2012).
5. Comme c’est le cas dans cet exemple, l’effet est souvent simplement la réalisation de la contrainte
sur la combinaison des deux arguments.
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3.3.2 Segmented Discourse Representation Theory (SDRT)
La Segmented Discourse Representation Theory (SDRT) est définie par Asher
(1993) et Asher et Lascarides (2003). Il s’agit d’une théorie de l’interface sémantique-
pragmatique, c’est-à-dire qu’elle cherche à décrire un certain nombre de phénomènes
pragmatiques liées à la construction du discours, qu’il s’agisse d’un monologue ou non,
et à la résolution des anaphores, à partir de structures essentiellement sémantiques 6. La
SDRT est une extension de la DRT (pour « Discourse Representation Theory » ; Kamp
1981 ; Kamp et Reyle 1993), une théorie sémantique initialement déjà développée dans
le but de rendre compte de certaines possibilités d’anaphores dans des séquences de
plusieurs phrases, mais n’intégrant pas encore la notion de relation discursive.
La SDRT est une théorie très riche. Dans cette section, nous cherchons a exposer les
aspects fondamentaux de sa sémantique et en définissons alors une version relativement
simplifiée, qui ne fait intervenir ni logique modale, ni logique non monotone.
3.3.2.1 Syntaxe de la SDRT
Pour définir le langage et la sémantique de la SDRT, nous devons commencer par
définir la notion de DRS (directement issue de la DRT).
(12) L’alphabet de la DRT est constitué de trois types de symboles :
— un ensemble X d’éléments appelés « variables » ;
— un ensemble P d’éléments appelés « prédicats », chacun caractérisé par
un entier naturel appelé son « arité » ;
— le symbole de la négation ¬.
Ce vocabulaire permet d’abord de définir le langage de base, L, qui est simplement
l’ensemble des formules P (x1, . . . , xn) où P ∈ P est d’arité n et x1, . . . , xn ∈ X .
Ensuite, nous définissons simultanément les notions de DRS et de condition DRS 7 :
(13) Les ensembles SDRT des DRS et CDRT des conditions DRS sont définis induc-
tivement par :
— pour toute p ∈ L, p ∈ CDRT ;
— pour tout U ⊆ X et tout γ ⊆ CDRT , (U, γ) ∈ SDRT ;
— pour toute K ∈ SDRT , ¬K ∈ CDRT .
Les DRS sont donc constituées d’un ensemble de référents (U) et d’un ensemble
d’informations (γ) ; en SDRT, elles vont servir à représenter les EDU. Par exemple,
en (14) sont données les DRS de deux phrases simples. Notons qu’il est très courant
de représenter graphiquement les DRS sous forme de « boîtes », ce que la figure (3.3)
illustre pour les deux DRS données en (14).
(14) a. (i) Sabine a une voiture.
(ii) ({x, y}, {Sabine(x), car(y), own(x, y)})
6. « Essentiellement », car comme nous allons le voir plus bas, la SDRT utilise des informations
représentationnelles qui sortent du cadre stricte de la sémantique formelle (voir Kempson 2011 à
propos de la notion de représentationnalité).
7. Ces définitions suffisent à définir la disjonction de deux DRS K1 et K2 avec K1 ∨ K2 ,
¬(∅, {¬K1,¬K2}) et l’implication d’une DRS K2 par une DRS K1 = (U1, γ1) avec K1 ⇒ K2 ,
¬(U1, γ1 ∪ {¬K2}). Dans les deux cas, il s’agit d’une condition DRS.
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b. (i) Elle n’a pas de voiture.









Figure 3.3 – Représentation « en boîtes » des DRS des phrases (14a) (gauche) et
(14b) (droite).
Le vocabulaire de la SDRT étend celui de la DRT en y ajoutant un ensemble
Y d’étiquettes — des symboles que, en première approximation, nous pouvons voir
comme des propositions —, un ensemble Prel de prédicats binaires sur les étiquettes
— correspondant aux relations discursives, ainsi que le symbole de la conjonction ∧.
L’une des briques de la SDRT est la notion de formule-SDRS :
(15) L’ensemble FSDRS des formules-SDRS est défini inductivement par :
— pour toute p ∈ L, p ∈ FSDRS ;
— pour toute K ∈ SDRT , K ∈ FSDRS ;
— pour tout R ∈ Prel et toutes π, π′ ∈ Y , R(π, π′) ∈ FSDRS ;
— pour toute φ ∈ FSDRS, ¬φ ∈ FSDRS ;
— pour toutes φ, φ′ ∈ FSDRS, φ ∧ φ′ ∈ FSDRS.
Nous pouvons alors définir l’ensemble des structures discursives (SDRS) :
(16) L’ensemble SSDRT des SDRS est l’ensemble des triplets 〈A,F,LAST〉 tels que :
— A ⊆ Y (c’est un ensemble d’étiquettes) ;
— F : A 7→ FSDRS (c’est une fonction qui associe une formule SDRS à
chaque étiquette de A) ;
— LAST ∈ A.
Intuitivement, LAST est l’étiquette de la dernière proposition simple à avoir été in-
troduite dans le discours. Comme nous le verrons plus bas, cette information sert à
déterminer la frontière droite du discours, permettant de déterminer quels référents
discursifs sont accessibles à l’anaphore, et intervient plus généralement dans le proces-
sus de mise à jour du discours lorsqu’une nouvelle phrase est produite. Notons que la
SDRT est parfois présentée différemment (voir par exemple Busquets, Vieu et Asher
2001 en français), avec la fonction F remplacée par des ensembles de conditions de la
forme « π : K », correspondant à F (π) = K ; c’est notamment ce genre de notations
qui sont utilisées pour les représentations graphiques des SDRS.
Dans une SDRS 〈A,F,LAST〉, pour deux étiquettes π et π′, on dit que π domine
immédiatement π′ si π′ apparaît dans la formule F (π). La relation de dominance entre
étiquettes est alors définie comme la clôture transitive de la dominance immédiate,
c’est-à-dire que :
— si π domine immédiatement π′, alors π domine π′ ;
— si π domine π′ et π′ domine π′′, alors π domine π′′.
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En SDRT, on ne considère comme « naturelles » que les structures 〈A,F,LAST〉 telles
que :
— il existe π ∈ A, le sommet, dominant toutes les étiquettes de A \ {π} ;
— la clôture réflexive de la relation de dominance est un ordre partiel.
L’une des conséquences de ces contraintes est que la relation de dominance définit un
graphe orienté sans cycle (DAG, pour « directed acyclic graph ») sur les étiquettes et
dominé par le sommet, une structure donc plus complexe que les arbres de la RST (qui
en sont un cas particulier). Notons que ce graphe de dominance n’est pas directement
la structure discursive, à cause de la possibilité de conjoindre deux formules-SDRS
pour en former une troisième (dernière clause de la définition (15)). En effet, si une
SDRS 〈{π0, π1, π2, π3}, F,LAST〉 est telle que F (π0) = R(π1, π2) ∧ R′(π1, π3), alors
son graphe de dominance est un arbre, composé d’une racine π0 ayant trois enfants
π1, π2 et π3, alors que la structure discursive correspondante est bien un DAG, π1
étant argument de deux relations discursives différentes. La structure discursive peut
donc être plus complexe que le graphe de dominance. Le point à retenir est cependant
qu’en SDRT, une structure discursive est généralement un DAG, et non simplement
un arbre.
En illustration, considérons le discours suivant :
(17) (Inspiré de Asher et Lascarides 2003)
a. Fred a passé une merveilleuse soirée hier soir.
b. Il a eu un repas fantastique.
c. Il a pris de la ratatouille.
d. Le fromage fut délicieux.
e. Ensuite, il a gagné un concours de danse.
Supposons que les clauses (17a), ..., (17e) sont représentées respectivement par des
DRS K1, ..., K5. Alors, la structure de (17) est la SDRS 〈A,F,LAST〉 telle que :
— A = {π0, π1, π2, π3, π4, π5, π6, π7} ;
— LAST = π5 ;
— F (π1) = K1 ;
— F (π2) = K2 ;
— F (π3) = K3 ;
— F (π4) = K4 ;
— F (π5) = K5 ;
— F (π0) = Elaboration(π1, π6) ;
— F (π6) = Narration(π2, π5) ∧ Elaboration(π2, π7) ;
— F (π7) = Narration(π3, π4).
Nous pouvons représenter la structure de ce discours par le DAG en figure (3.4) ci-
dessous. Notons qu’il existe pour la SDRT un mode de représentation spécifique des
structures discursives, mais que nous n’utiliserons pas dans ce texte.
Les SDRS admettent aussi une représentation « en boîtes » similaire à celle des
DRS. La figure (3.5) donne la représentation graphique du discours (17).
3.3.2.2 Sémantique de la SDRT
Sur le plan sémantique aussi, la SDRT étend la DRT. Comme nous avons ici mis
de côté les aspects modaux et non monotones de la théorie, la notion de modèle est
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Figure 3.5 – Représentation « en boîtes » de la SDRS du discours (17).
assez simple et est très proche de celle utilisée en logique du premier ordre :
(18) Un modèle de la SDRT (non modale et monotone) est une paire (D, I) où :
— D est un ensemble non vide appelé le « domaine » ;
— I est une fonction définie sur P , appelée « fonction d’interprétation » et
telle que pour P ∈ P d’arité n, I(P ) ⊆ Dn.
Classiquement, les variables X sont envoyées dans D par des fonctions d’assigna-
tion ; ces dernières sont cependant autorisées à être partielles 8. Un autre point qui
distinguent la logique de la SDRT des logiques telles que la logique du premier ordre
est que les formules-SDRS ne s’interprètent pas comme des valeurs de vérité, ni des
ensembles de valeurs de vérité, mais comme des relations entre fonctions d’assigna-
tion 9. La SDRT (tout comme la DRT) est en effet une théorie dynamique, c’est-à-dire
qui voit les énoncés linguistiques comme capables de mettre à jour un contexte — ici
une fonction d’assignation —, et ce, afin notamment de rendre compte de la possibilité
qu’ont les phrases de faire référence à des entités introduites plus tôt dans le discours
(Asher 2016).
Nous pouvons alors définir l’interprétation des formules-SDRS ; les trois premières
8. Autrement dit, pour un modèle M = (D, I) fixé, une fonction d’assignation f pourra n’être
définie que sur dom(f) ( D. Rappelons que pour deux fonctions d’assignation f et f ′, on dit que f ′
est une extension de f sur l’ensemble U ssi dom(f ′) = dom(f) ∪ U et ∀x ∈ dom(f), f(x) = f ′(x).
9. Dans la version complète de la SDRT, qui est modale, les formules-SDRS s’interprètent comme
des relations entre paires (monde possible, fonction d’assignation).
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clauses étant issues de la DRT, les trois suivantes étant spécifiques à la SDRT :
(19) L’interprétation d’une formule-SDRS φ pour un modèle M = (D, I) est un
ensemble de paires de fonctions d’assignation partielle sur D. Soit f et f ′ deux
tels objets, on note « (f)JφKM(f ′) » pour « (f, f ′) ∈ JφKM », défini inductive-
ment par :
— pour P ∈ P d’arité n et x1, . . . , xn ∈ X , (f)JP (x1, . . . , xn)KM(f ′) ssi
f = f ′ et (f(x1), . . . , f(xn)) ∈ I(P ) ;
— pour K ∈ SDRT , (f)J¬KKM(f ′) ssi f = f ′ et il n’existe aucune g telle
que (f)JKKM(g) ;
— pour K = (U, γ) ∈ SDRT : (f)JKKM(f ′) ssi f ′ est une extension de f sur
U et pour toute cond ∈ γ, (f)JcondKM(f ′) ;
— pour R ∈ Prel et toutes π, π′ ∈ Y , (f)JR(π, π′)KM(f ′) est définie indé-
pendamment en fonction de R (voir ci-dessous) ;
— pour φ, φ′ ∈ FSDRT , (f)Jφ ∧ φ′KM(f ′) ssi il existe g telle que (f)JφKM(g)
et (g)Jφ′KM(f ′) ;
— pour φ ∈ FSDRT , (f)J¬φKM(f ′) ssi f = f ′ et il n’existe aucune g telle
que (f)JφKM(g).
Enfin, l’interprétation dans un modèle M d’un discours représenté par une SDRS
〈A,F,LAST〉 de sommet π0 est définie comme la relation JF (π0)KM .
Il n’y a pas de formule générale qui détermine l’interprétation des relations discur-
sives, mais pour une classe particulière de relations, dites véridicales, l’interprétation
JR(π, π′)KM peut être précisée davantage. En effet, π′ ne peut être une explication de
π, par exemple, que si π et π′ sont effectivement « le cas » : la SDRT dit alors que la
relation Explanation est véridicale. Plus formellement, une relation R est véridicale ssi
il existe une fonction de contrainte sémantique spécifique φR telle que 10 :
(20) (f)JR(π, π′)KM(f ′) = (f)JF (π) ∧ F (π′) ∧ φR(π, π′)KM(f ′)
La SDRT ne propose pas de formule générale pour les fonctions de contrainte séman-
tique spécifique, mais fournit une description partielle pour chacune d’entre elles ; nous
verrons plus bas l’exemple de la fonction associée à la relation causale Result. La plu-
part des relations discursives définies par la SDRT sont véridicales ; deux exceptions
notables sont Alternation, signalée par ou en (21a), et Consequence, signalée par si en
(21b), qui n’impliquent effectivement la vérité d’aucun de leurs arguments.
(21) a. Sabine ira au Pérou ou c’est Fred qui ira.
b. S’il fait beau, tout l’équipe ira prendre un verre en terrasse après l’émis-
sion.
Avant de donner un exemple d’analyse d’un discours complexe en SDRT, il est
nécessaire de mentionner que cette théorie postule l’existence d’une fonction e per-
10. Le lecteur ou la lectrice attentive remarquera l’utilisation dans cette formule de la fonction F .
Celle-ci semble en effet indispensable pour interpréter les étiquettes, mais, sauf erreur de notre part,
elle n’est pas accessible à la fonction d’interprétation J·KM dans la définition de Asher et Lascarides
(2003). Une solution consiste à ajouter F comme second paramètre à la fonction d’interprétation, ce
revient à dire qu’une formule-SDRS n’a de sens que relativement à un modèle et un discours donnés.
Alors, l’interprétation d’une SDRS 〈A,F,LAST〉 de sommet π0 dans un modèleM est définie comme
JF (π0)KM,F .
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mettant d’accéder à l’« éventualité principale » d’une étiquette (Asher et Lascarides
2003, p.159). Cette notion renvoie à la sémantique événementielle, initiée par David-
son (1967b) et selon laquelle les verbes sont des prédicats prenant en argument un
événement, comme illustré en (22). Notons que cette fonction e n’est pas spécifiée en
SDRT ; nous reviendrons au chapitre 7 sur les difficultés que la négation peut poser à
ce propos.
(22) a. Sabine chante.
b. ∃e. sing(e) ∧ Ag(e) = Sabine
(il existe un événement de chant dont l’agent (Ag) est Sabine)
Prenons l’exemple de la relation Result, implicite en (24). Il s’agit d’une relation
véridicale et sa fonction de contrainte sémantique doit satisfaire l’axiome suivant, men-
tionnant une relation binaire sur les événements cause :
(23) φResult(π, π
′) ⇒ cause(e(π), e(π′))
Ainsi, d’après la SDRT, si le discours (24) est vrai, alors il est vrai que Marcel s’est
trompé de carburant, que le camion ne veut plus démarrer, et qu’à cela correspond deux
événements dont l’un (l’erreur de Marcel) est la cause de l’autre (le dysfonctionnement
du camion).
(24) Marcel s’est trompé de carburant. Le camion ne veut plus démarrer.
Nous pouvons remarquer que la SDRT ne se prononce pas sur le fait que la contri-
bution de la relation Result se résume à une relation causale entre événements ou non :
l’axiome (23) n’est qu’une implication de la gauche vers la droite et non une équiva-
lence ; autrement dit, la SDRT n’affirme pas qu’il suffise que Marcel se soit trompé
de carburant, que le camion ne veuille plus démarrer, et qu’à cela correspondent deux
événements dont l’un (l’erreur de Marcel) est la cause de l’autre (le dysfonctionne-
ment du camion) pour que le discours (23) soit vrai. D’autre part, l’interprétation des
relations discursives ne fait pas toujours seulement appel à l’interprétation de leurs
constituants ; c’est le cas par exemple de la relation Contrast, qui demande une simi-
larité de structure chez ses arguments comme en (25).
(25) Sabine adore la science, mais elle déteste la chimie.
Les relations discursives en SDRT sont explicitement décrites non comme des liens
purement sémantiques, mais comme des relations entre actes verbaux (Asher et Las-
carides 2003 p.137 ou Asher 2017). La SDRT voit les SDRS comme des actes verbaux
(simples ou complexes) et une formule Elaboration(π, π′), par exemple, signifie que
l’acte verbal π′ développe ce qui a été dit en π.
L’un des derniers aspects majeurs de la SDRT est sa contribution à la notion de
frontière droite. L’idée, discutée notamment par Polanyi (1985), est qu’il existe dans
la structure discursive une sous-structure appelée « frontière droite », correspondant
intuitivement à la dernière proposition introduite ainsi que toutes celles qui la domine
(pour une bonne notion de domination). Il est conjecturé que les anaphores contenues
dans une nouvelle portion de l’énoncé ne peuvent être résolue qu’à des entités men-
tionnées sur la frontière droite. Si nous reprenons par exemple le discours (17), celui-ci
ne semble pas pouvoir être continué par la phrase elle était faite de produits locaux,
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ce que nous expliquons alors par l’impossibilité de trouver un référent au pronom elle,
conséquence de l’inaccessibilité de la ratatouille, non présente dans la frontière droite
du discours. Pour définir la frontière droite (en fait, l’ensemble des points d’attache-
ment accessibles), la SDRT fait une distinction entre relations dites subordonnantes
et celles dites coordonantes, que l’on peut rapprocher de la distinction entre relations
nucleus-satellite et multi-nucleus en RST. Alors, dans une SDRS 〈A,F,LAST〉 fixée,
on définit une relation binaire < entre étiquettes :
(26) ∀π, π′ ∈ A, π < π′ ssi π apparaît dans F (π′) ou s’il existe une relation subor-
donnante R telle que R(π′, π) apparaît dans F (π′).
En utilisant la clôture transitive <∗ de <, on définit l’ensemble des points d’attache-
ment accessibles de la SDRS comme {π | LAST <∗ π}. Ces points d’attachement sont
prédits comme étant les seuls auxquels la continuation du discours peut être rattachée
(via une relation discursive) mais de plus, combinés à la notion de DRS-accessibilité,
ils permettent à la SDRT de proposer une théorie de l’accessibilité des référents du
discours plus complète que ses prédécesseurs, prenant en compte à la fois la structure
discursive et la micro-structure phrastique étudiée par la DRT.
En fait, la SDRT intègre des aspects très variés du discours et du dialogue. Elle
inclut formellement la notion de sous-spécification pour exprimer, par exemple, le fait
qu’une relation non encore déterminée tient entre deux DU, ainsi que la notion de dé-
faut (via une logique non monotone ; McDermott et Doyle 1980), qui permet de rendre
compte du fait que l’inférence d’une relation discursive implicite peut être annulée par
certaines continuations. Par exemple, la compréhension du discours en (27a) déclenche
l’inférence d’une relation d’explication entre le contenu des deux phrases, relation qui,
lorsque que ce discours est suivi par (27b), est alors retirée.
(27) a. Jamy a été embauché pour présenter l’émission. C’est un très bon
journaliste.
b. Mais ce n’est pas la raison pour laquelle il a été embauché. En fait, c’était
pour son humour.
3.3.3 Le discours comme extension de la syntaxe (D-LTAG et
D-STAG)
Les théories vers lesquelles nous nous tournons maintenant sont moins des théories
du discours en lui-même, dans le sens où elles se penchent peu sur son interprétation et
ses motivations, que de sa construction et de sa structuration. Elles ont notamment une
visée computationnelle : leur but premier est l’implémentation d’analyseurs discursifs.
Le formalisme des grammaires discursives d’arbres adjoints lexicalisés (D-LTAG,
pour « Discourse Lexicalized Tree-Adjoining Grammar » ; Forbes-Riley, Webber et Jo-
shi 2006 ; Forbes et al. 2003) et des grammaires discursives synchrones d’arbres adjoints
(D-STAG, pour « Discourse Synchronous Tree-Adjoining Grammar » ; Danlos 2009)
sont deux formalismes qui partent du principe que les mêmes mécanismes qui gèrent
la structure de la phrase (c’est-à-dire la syntaxe) et son interface avec la sémantique
peuvent être étendus à l’échelle du discours. C’est pour appuyer cette idée que Forbes-
Riley, Webber et Joshi (2006) mettent en parallèle deux discours similaires à ceux en
(5), déjà commentés plus haut et répétés ici :
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(28) a. Une éminence scientifique s’énerva contre Fred qui lui avait simplement
demandée un autographe, mais elle rentra alors chez elle en le regrettant.
Ensuite, elle lui écrivit et s’excusa. Elle mérite donc un peu d’indulgence.
b. Toute éminence scientifique qui, s’étant énervée contre Fred pour lui avoir
simplement demandée un autographe, serait alors rentrée chez elle le re-
grettant, pour ensuite lui écrire et s’excuser, mérite un peu d’indulgence.
D-LTAG et D-STAG sont tous deux fondés sur le formalisme des grammaires
d’arbres adjoints (TAG, pour « Tree-Adjoining Grammar » ; Joshi 1987 ; Joshi et
Schabes 1997). Les objets d’une TAG sont des arbres tels que ceux montrés en figure
(3.6), et ils peuvent se combiner les uns avec les autres via deux types d’opérations
appelées substitution et adjonction (nous reviendrons plus en détail sur les TAG au
chapitre 5). C’est par substitution que la syntaxe fournit ses arguments à une tête :
l’arbre d’un verbe transitif, tel que aime, va contenir deux nœuds à substitution au
niveau desquels toute dérivation grammaticale, pour être complète, devra obligatoire-
ment effectuer la substitution de deux syntagmes nominaux — des arbres de racine
SN. L’adjonction, elle, modélise la notion de modifieur : c’est par exemple par une










Figure 3.6 – Trois arbres TAG. Les nœuds à substitution sont indiqués par une « ↓ »,
tandis que les nœuds d’adjonction sont indiqués par une « ∗ ».
D-LTAG et D-STAG voient le discours comme un langage formel dont les mots
sont les propositions simples (c’est-à-dire ne contenant aucun connecteur ; ce sont les
EDU), les connecteurs ainsi que les frontières de phrases 11 :
(29) EDU1 . Mais EDU2 parce que EDU3 .
a. EDU1 = Sabine est partie au restaurant
b. EDU2 = elle est rentrée précipitamment
c. EDU3 = elle avait oublié d’éteindre le gaz
Ce langage formel se structure en suivant une syntaxe discursive relativement simple
dont les constituants internes sont tous soit de la catégorie DU, soit DC. Cette syntaxe
discursive est calculée à l’aide de structures TAG comme celles en figure (3.7).
La construction du discours se fait en trois étapes :
1. analyse syntaxique des phrases ;
2. extraction des mots du discours ;
11. Les propositions et connecteurs sont donc considérés comme atomiques au niveau discursif, tout
comme certaines expressions polylexicales (pomme de terre, prendre son pied, etc.) le sont parfois au
niveau phrastique. Cependant, ces dernières forment une classe fermée et elles doivent alors être
accompagnées d’une entrée sémantique lexicale alors que c’est la structure interne (phrastique) des
mots du discours qui fournissent leur sémantique.
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Figure 3.7 – Exemples de structures élémentaires discursives utilisées en D-LTAG.
3. analyse structurelle du discours.
Ensuite, D-LTAG et D-STAG sont tous deux munis d’une interface syntaxe-sémantique
permettant de calculer une représentation sémantique des discours à partir des résul-
tats des deux phases d’analyse.
Les raisons d’effectuer l’analyse du discours en trois étapes (plutôt qu’une) sont
diverses. Forbes-Riley, Webber et Joshi (2006) et Forbes et al. (2003) invoquent no-
tamment des motifs computationnels. En effet, l’analyse TAG se faisant en complexité
non linéaire, il est économique de décomposer le problème horizontalement (phrase
par phrase) et verticalement (phrases puis discours), le gain engendré étant largement
supérieur au coût de l’opération d’extraction des mots du discours. D’autre part, la
possibilité de réutiliser un analyseur TAG phrastique sans modification a un intérêt
pratique évident. Nous pourrions objecter qu’une telle séquentialisation de la tâche a
pour inconvénient notable d’empêcher, par exemple, l’analyse discursive d’influencer
les analyses phrastiques, mais il se trouve que les modèles considérés par ces théories
ne prennent de toute manière en compte aucune interaction entre ces deux niveaux.
Enfin, D-STAG nécessite l’étape intermédiaire d’extraction pour gérer les adver-
biaux en position médiane. Un tel connecteur, comme ensuite en (30), ne peut atteindre
en TAG cette position interne que par adjonction dans sa clause hôte. En conséquence,
si son second argument discursif lui était fourni par adjonction ou par substitution, la
clause correspondante se trouverait elle aussi à l’intérieur de la clause hôte du connec-
teur (ce qui ne serait pas nécessairement le cas si le connecteur se trouvait en bordure
de phrase ; le problème concerne donc exclusivement les adverbiaux en position mé-
diane). La solution adoptée par D-STAG est alors de considérer au niveau discursif
tous les adverbiaux comme étant en position initiale ; ce « déplacement » est effectué
après l’analyse phrastique et avant l’analyse discursive.
(30) Trois astéroïdes furent ensuite baptisés en honneur de Sabine, Fred
et Jamy 12.
En D-LTAG, ce problème ne se pose pas a priori, car les adverbiaux sont modélisés
au niveau discursif avec une anaphore : leur Arg1 n’est pas fourni de manière structu-
relle (c’est-à-dire, ni via une substitution ni une adjonction), mais est symbolisé dans la
représentation du connecteur par un élément sous-spécifié à interpréter en fonction du
contexte (nous reviendrons là-dessus en section 4.1). Néanmoins, les adverbiaux mé-
dians font en D-LTAG l’objet d’un traitement similaire à celui de D-STAG et ceci afin
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phrastique) des EDU ; il s’agit là encore d’une considération computationnelle.
Dans le langage logique de ces deux théories, les RD sont représentées par des
relations entre propositions 13. Leur interprétation n’est pas précisée, mais il semble
raisonnable de supposer — d’après les formules produites — qu’il s’agit de relations
intensionnelles s’interprétant avec une règle de la forme suivante :
(31) JR(p, q)KM,g = JRKM,g(J∧pKM,g, J∧qKM,g)
Jusqu’ici, D-LTAG et D-STAG apparaissent très similaires. Une différence essen-
tielle entre les deux formalismes concerne toutefois la modélisation des adverbiaux.
Comme nous l’avons déjà dit, les adverbiaux en D-LTAG sont anaphoriques, c’est-à-
dire que l’un de leurs arguments n’est pas déterminé par la structure de dérivation du
discours et doit être retrouvé, comme par exemple un pronom l’est, par un mécanisme
autre. En D-STAG, à l’inverse, tous les connecteurs sont structurels. Cela limite en
théorie l’expressivité du système — notamment, cela ne permet pas de rendre compte
des discours dans lesquels une RD a pour argument une proposition qui n’est pas expli-
citement mentionnée dans le texte (Webber et al. 2003) —, mais la définition de termes
structurels plus complexes qu’en D-LTAG lui permet de modéliser certaines structures
discursives avérées qui ne sont pas générées par ce dernier. En effet, contrairement
à ce qui se passe en D-STAG, seuls les adverbiaux explicites, via leur anaphoricité,
permettent en D-LTAG d’obtenir des structures non arborées. De l’aveu de Forbes-
Riley, Webber et Joshi (2006), certains discours ne sont donc pas pris en compte par
D-LTAG. C’est le cas, par exemple, du discours (32), faisant intervenir deux relations
R1 = R2 = Elaboration implicites et dont la structure est représentée en figure (3.8).
(32) a. Jamy est fan de Carl Sagan.
b. Il l’avait découvert grâce à Cosmos dans les années 80.




Figure 3.8 – Structure du discours (32). Il s’agit d’un DAG et non d’un arbre, la
clause Ca (le contenu propositionnel de (32a)) ayant deux parents.
L’autre différence de taille entre les deux formalismes se situe au niveau de l’in-
terface syntaxe-sémantique. En effet, D-LTAG réutilise l’interface syntaxe-sémantique
de Kallmeyer (2002) et Kallmeyer et Joshi (2003), qui se fonde sur la sémantique à
récursion minimale (« Recursion Minimal Semantics », Copestake et al. 2005) et la sé-
mantique à trous (« Hole Semantics », Bos 1996). Cette interface associe à chaque arbre
13. Pour D-LTAG, Forbes-Riley, Webber et Joshi (2006) écrivent que les EDU s’interprètent comme
des objets abstraits (« abstract objects »). Asher (1993) inclut dans cette catégorie propositions, faits
et croyances, mais Forbes-Riley, Webber et Joshi (2006) semblent vouloir y adjoindre non seulement
les événements et les états, ce qui mène à la catégorie plus générale des objets du discours (« discourse
objects »), mais aussi des objets textuels (phrases ou expressions en tant que telles). Cela n’est, à
notre connaissance, pas implémenté : comme en D-STAG, les arguments des RD sont toujours des
propositions logiques.
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TAG une structure sémantique constituée d’un ensemble de formules, d’un ensemble
de variables correspondant aux arguments attendus par la structure, ainsi que d’un
ensemble de contraintes de dominance sur les variables (arguments ou non) manipulées
par la structure. Nous n’en dirons cependant pas plus dans ce texte. De son côté, D-
STAG exploite le principe des grammaires synchrones d’arbres adjoints (STAG, pour
« Synchronous Tree-Adjoining Grammar » ; Nesson et Shieber 2006 ; Shieber 1994 ;
Shieber et Schabes 1990). Comme nous le verrons plus en détail au chapitre 5, cette
approche consiste à coupler deux grammaires TAG, l’une décrivant des arbres syn-
taxiques, l’autre des arbres sémantiques (des λ-termes ; voir section 2.3.2). En STAG,
la syntaxe des énoncés linguistiques, ainsi que celle des représentations sémantiques,
sont donc toutes deux décrites par des TAG.
Notons enfin l’existence des grammaires catégorielles abstraites (ACG, pour « Ab-
stract Categorial Grammar »). Il s’agit d’un système logique construit autour du
λ-calcul simplement typé et capable d’exprimer de nombreux formalismes grammati-
caux (de Groote et Pogodalla 2004). Par un principe de composition qui est l’une des
caractéristiques fondamentales des ACG, elles permettent de définir des grammaires
étendant les TAG en octroyant aux arbres de nouvelles capacités de dominance. En
pratique, dans la traduction de D-STAG en ACG par Danlos, Maskharashvili et Po-
godalla (2015), cela permet d’encoder la double nature phrastique et discursive des
connecteurs dans des entrées lexicales uniques, et notamment les adverbiaux en po-
sition médiane qui fonctionnent alors en substituant leur réalisation phrastique (l’ad-
verbe en question) au sein de l’un de leurs arguments discursifs (sa clause hôte). Ainsi,
l’étape d’extraction des mots du discours n’est plus une nécessité théorique et l’analyse
peut être effectuée en une seule passe.
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Données et analyses linguistiques
Rappelons que l’un des objectifs de ce texte est de poser les bases d’une grammaire
compositionnelle à l’échelle discursive. Dans ce chapitre, nous présentons l’essentiel des
données linguistiques et des analyses qui motivent les modélisations des deux chapitres
suivants.
Nous commençons ici par montrer qu’il n’y a pas toujours de correspondance simple
entre les arguments (syntaxiques) des connecteurs discursifs et ceux (sémantiques)
des relations qu’ils lexicalisent. Ce sont ces défauts de correspondance, les disparités
syntaxe-sémantique, que nous étudions en section 4.1. Ensuite, nous nous penchons plus
en détail sur certaines particularités des connecteurs. En section 4.2, nous nous intéres-
sons aux conjonctions de subordination, et c’est à cette occasion que nous présenterons
la distinction entre relation centrale et relation périphérique ainsi que le concept de
révision discursive de factivité. La section 4.3 traite quant à elle des connecteurs ad-
verbiaux. Nous ne chercherons pas à modéliser les prépositions et les conjonctions de
coordination et expliquons pourquoi en section 4.4. Enfin, nous reviendrons sur la
notion de véridicalité et de révision de factivité en section 4.5.
4.1 Disparité syntaxe-sémantique
Faisons, au moins temporairement, l’hypothèse que les arguments des relations
discursives sont des propositions (au sens logique du terme). Il serait alors possible de
penser que les arguments des relations discursives sont les contenus propositionnels des
arguments syntaxiques des connecteurs qui les signalent. Cela semble effectivement le
cas pour les exemples en (1) :
(1) a. Sabine est venue parce qu’elle avait faim.
b. Sabine est venue bien qu’elle eût faim.
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Malheureusement, la situation générale est loin d’être aussi simple ; c’est ce que nous
étudions dans cette section.
4.1.1 Argument « manquant » des connecteurs adverbiaux
Un problème évident posé par les connecteurs adverbiaux (cependant, ensuite, etc.)
est qu’ils n’ont qu’un seul argument (syntaxique), alors que les relations qu’ils lexica-
lisent en ont deux (discursifs) :
(2) Fred est parti au Brésil. Ensuite, il ira au Pérou rejoindre Sabine.
Comme nous l’avons mentionné en section 3.3.3, deux approches sont possibles pour
retrouver l’argument sémantique « manquant » d’un adverbial, c’est-à-dire son Arg1 :
l’approche anaphorique et l’approche structurelle.
Selon l’approche anaphorique — à l’origine de D-LTAG —, l’Arg1 d’un connecteur
adverbial n’est pas déterminé par la syntaxe ou une extension de la syntaxe fon-
dée sur des notions similaires de dépendances ou de constituants. Au contraire, pour
Webber et al. (2003), qui font une distinction entre conjonctions de coordination et
de subordination d’une part (les connecteurs structurels), et adverbiaux d’autre part
(les connecteurs anaphoriques), l’Arg1 de ces derniers est retrouvé ou dérivé grâce
au contexte de manière semblable au mécanisme de résolution des antécédents des
expressions nominales anaphoriques (elle, l’individu, etc.) 1.
L’un des arguments de Webber et al. (2003) est que les structures discursives impli-
quant des adverbiaux ne sont pas, en général, des arbres, mais des DAG. Or, la mise en
place d’un système d’analyse structurelle des DAG est jugée, d’un point de vue com-
putationnelle, trop complexe comparée à l’utilisation d’un mécanisme de résolution
d’anaphore de toute manière requis par l’existence d’expressions nominales anapho-
riques. Un autre argument avancé, d’ordre plus linguistique, est que les connecteurs
secondaires et les expressions spécifiques de connexion contiennent justement un élé-
ment anaphorique explicite, que ce soit sous la forme d’un pronom (ex : c’est pourquoi)
ou d’une description définie (ex : pour cette raison). De plus, et nous y reviendrons
en section 4.1.3.2, il se trouve que les arguments de certains connecteurs ne sont pas
directement mentionnés dans le texte, mais seulement présupposés ou inférés par im-
plicature, phénomène aussi observés pour les anaphores nominales.
Cependant, Danlos (2004) montre que les structures discursives naturelles sont
fortement contraintes et que certains DAG ne sont jamais observés, pas même en
employant des connecteurs adverbiaux 2. C’est pour rendre compte de ces contraintes,
modélisées structurellement, que Danlos (2009) a développé D-STAG, qui ne traite pas
adverbiaux, conjonctions de coordination et conjonctions de subordination de manière
essentiellement différente. Cela a un intérêt partique car, comme souvent lorsqu’il ne
s’agit pas d’une étude centrée sur le sujet, la question de la résolution des anaphores
est rejetée hors du domaine d’étude par D-LTAG. En effet, D-LTAG suppose sim-
plement que les expressions anaphoriques sont associées à un indice que la fonction
d’assignation, paramètre de l’interprétation, envoie dans le domaine adéquat, ici celui
des propositions. Bien que la reconnaissance du caractère anaphorique des connecteurs
1. Nous reparlons d’anaphore plus en détail au chapitre 6.
2. Danlos (2004) ne considère que les cas où tous les arguments discursifs sont explicitement
mentionnés dans le texte.
52
4.1. Disparité syntaxe-sémantique
adverbiaux soit linguistiquement fondée, D-LTAG n’en propose donc aucun mode de
calcul. En contraste, les travaux de Danlos (2004, 2009) défendent l’idée que les ana-
phores dont il question sont suffisamment contraintes pour pouvoir, en pratique, être
traitées de manière structurelle et ainsi résolues par un analyseur syntaxique. Quoi qu’il
en soit, l’Arg1 manquant des connecteurs adverbiaux souligne clairement l’absence de
correspondance directe entre arguments syntaxiques des connecteurs et arguments sé-
mantiques des relations discursives.
4.1.2 Verbes d’attitude propositionnelle et verbes de dire
Dans cette section, nous introduisons un certain type de disparités syntaxe-
sémantique observées en présence de verbes d’attitude propositionnelle et de dire (que
nous abrégeons en « VAP »), comme penser, supposer ou dire, dont le complément
direct peut être une complétive phrastique.
4.1.2.1 Usages parenthétiques
Urmson (1952) observe que certains VAP, qu’il nomme parenthétiques, peuvent
s’interpréter de manière particulière lorsqu’utilisés à la première personne du présent de
l’indicatif 3. Dans ces cas, le rôle principal du verbe n’est pas de décrire un événement,
mais plutôt d’indiquer « la portée émotionnelle, la pertinence logique ou la fiabilité » 4
d’une déclaration. Selon cette analyse, l’élément principal de chaque phrase en (3)
n’est pas l’acte de supposition mais bien l’ancienneté du camion, en laquelle le verbe
supposer indique alors une confiance modérée 5.
(3) (Inspiré de Urmson 1952)
a. Je suppose que votre camion est très ancien.
b. Votre camion, je suppose, est très ancien.
c. Votre camion est très ancien, je suppose.
Ce phénomène n’est toutefois pas confiné à la première personne du présent de
l’indicatif. En effet, d’après Simons (2007), le VAP en (4b) est évidentiel, c’est-à-dire
qu’il sert essentiellement à indiquer la source de sa complétive (elle était en vacances),
qui, elle, est le propos principal de l’énoncé. Cet usage évidentiel s’oppose à l’usage
plus classique du verbe, non parenthétique — aussi dit intensionnel —, où le VAP
constitue le propos principal de l’énoncé comme dans le dialogue (5).
(4) a. — Pourquoi Sabine n’apparaît-elle pas dans la dernière émission ?
b. — Fred pense qu’elle était en vacances.
(5) a. — Pourquoi Fred n’a-t-il pas invité Sabine à sa pendaison de crémaillère ?
b. — Il pense qu’elle était en vacances.
3. Urmson (1952) travaille en réalité sur l’anglais, et mentionne donc le present simple, mais comme
nous pouvons le voir dans cette section, ses observations se transposent sans problème au français.
4. Urmson (1952) : « the emotional significance, the logical relevance or the reliability »
5. Le terme « parenthétique » appliqué au verbe est motivé par la capacité de ce dernier à se
réaliser en tant que modifieur syntaxique, s’introduisant en milieu (3a) ou en fin (3c) de phrase. Dans
toutes les phrases en (3), supposer joue un rôle identique et est dit sémantiquement parenthétique.
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La phrase (4b) ne peut être acceptée comme une réponse valide à la question (4a)
qu’à condition que Fred pense que y soit interprété de manière évidentielle. Ce même
phénomène s’observe en monologue : en (6), si elle était déjà partie en vacances est
argument d’une relation d’explication implicite, c’est que Fred dit que est en usage
évidentiel.
(6) (Inspiré de Hunter et Danlos 2014)
Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit qu’elle était
déjà partie en vacances.
Bien que d’autres fonctions discursives leur soient accessibles, les VAP en usage
parenthétique sont la plupart du temps évidentiels. Ce sera toujours le cas dans les
exemples ci-dessous, et nous nous autoriserons à employer les deux termes de manière
interchangeable.
Ce que l’on observe dans les exemples (4) et (6) est qu’un VAP est en usage éviden-
tiel lorsque c’est sa complétive qui fournit l’argument d’une relation discursive 6 ; c’est
d’ailleurs là la définition de parenthéticalité (sémantique) retenue par Hunter (2016).
Dans les cas d’évidentialité que nous venons de mentionner, où la relation est impli-
cite, il ne s’agit pas à proprement parler d’une disparité entre syntaxe et discours,
étant donnée que la relation n’est exprimée par aucun élément s’inscrivant dans la
structure syntaxique. Cependant, si l’on voit les relations implicites comme issues de
l’interprétation d’un connecteur vide, c’est-à-dire sans réalisation morphosyntaxique,
présent dans la principale introduisant leur Arg2 — analyse qui correspond aux anno-
tations du PDTB et que nous reprendrons par la suite —, alors ces exemples présentent
bien des cas des disparité. D’autre part, les VAP en usage évidentiel s’observent aussi
lorsque la relation est lexicalisée par un adverbial (7a) ou une conjonction (7b) :
(7) a. Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit pourtant
qu’elle était déjà rentrée de vacances.
b. Sabine n’est pas venue à la pendaison de crémaillère même si Fred dit
qu’elle était déjà rentrée de vacances.
Ce type d’exemples est discuté par Dinesh et al. (2005) pour l’anglais et Danlos (2013)
pour le français, qui considèrent que ceux-ci expriment bien un contraste entre le
contenu de la première phrase (Sabine n’est pas venue à ma pendaison de crémaillère)
et celui de la complétive du VAP (elle était déjà rentrée de vacances), ce dernier
étant, comme nous l’avons dit, sémantiquement parenthétique. Selon cette analyse,
qui prévaut dans l’annotation du Penn Discourse Treebank ou encore des Copenhagen
Dependency Treebanks (Buch-Kromann et Korzen 2010), ces discours contiennent une
disparité syntaxe-sémantique : l’Arg2 de la relation lexicalisée par le connecteur n’est
pas le contenu de la clause hôte de ce dernier mais seulement celui de la complétive
du VAP.
Comme l’observent Hunter et Danlos (2014), mais nous y reviendrons dans les sec-
tions suivantes, à l’inverse de pourtant, même si, par exemple ou encore au contraire,
certains connecteurs forcent une interprétation intensionnelle des VAP qui se trouvent
dans leurs arguments syntaxiques. C’est notamment le cas de parce que. En (8), l’in-
6. La relation impliquée dans le dialogue (4) est nommée « Paire question-réponse » (« Question
Answer Pair ») en SDRT.
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terprétation évidentielle (8a) n’est pas possible et le caractère incorrect du discours
est expliqué par l’incohérence de l’interprétation intensionnelle (8b) 7.
(8) a. * Fred n’est pas venu à la cérémonie parce que Sabine dit qu’il n’était
pas encore rentré du Pérou.
b. # Fred n’est pas venu à la cérémonie parce que Sabine dit qu’il n’était
pas encore rentré du Pérou.
Nous remarquerons que dans toutes ces configurations, les VAP évidentiels SN
V que sont sémantiquement équivalents à des groupes prépositionnels d’attribution
(« GPA ») du type d’après SN (9) ; ces GPA sont non seulement sémantiquement
parenthétiques, mais aussi syntaxiquement parenthétiques.
(9) Sabine n’est pas venue à la pendaison de crémaillère même si, d’après Fred,
elle était déjà rentrée de vacances.
Ajoutons qu’un VAP évidentiel peut lui-même être enchâssé dans un VAP éviden-
tiel. C’est le cas en (10) où l’Arg2 de la relation de concession (implicite ou lexicalisée
par pourtant) est introduit par l’évidentiel Jamy pense que, lui même introduit par
l’évidentiel Fred dit que.
(10) (Inspiré de Danlos 2013)
Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit (pourtant) que
Jamy pense qu’elle était déjà rentrée de vacances.
Pour terminer, les discours en (11) présentent d’autres cas de ce type de disparités.
En (11a), nous considérons que l’Arg2 de la relation d’exemplification lexicalisée par
le connecteur par exemple est elle a gagné à la tombola la semaine dernière et non
la clause hôte du connecteur dans la totalité. De même, si au contraire exprime un
lien de contradiction entre deux arguments ne pouvant être vrais simultanément —
en cela différent d’un contraste, qui indique que ses deux arguments sont vrais bien
que cela soit étonnant —, ce qui est contradictoire en (11b) sont bien les deux voyages
incompatibles de Fred, respectivement au Pérou et en Australie.
(11) a. Sabine est très chanceuse. Fred dit par exemple qu’elle a gagné à la
tombola la semaine dernière.
b. Fred ira au Pérou pour la prochaine émission. Sabine pense au contraire
qu’il ira en Australie.
4.1.2.2 Révision de factivité
Le type de disparité syntaxe-sémantique présenté dans cette section n’est en au-
cune manière exceptionnel. En effet, à l’aide du l’outil d’exploration du PDTB — le
PDTB Browser : http://bit.ly/2zfrTNr — nous avons calculé que dans ce corpus,
12.7% de toutes les relations explicites attribuées à l’auteur ont au moins l’un de leurs
arguments attribué à un agent autre, généralement introduit par un évidentiel. Cette
proportion monte même à 26.9% pour les relations explicites. Or, être capable de
7. Rappelons qu’un astérisque (*) indique une analyse agrammaticale alors qu’un croisillon (#)
indique une analyse contraire à la logique et/ou aux connaissances du monde.
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modéliser la différence entre les usages intensionnels et évidentiels des VAP est d’un
intérêt à la fois théorique et pratique. D’une part, il semble naturel d’attendre d’un
système computationnel (que ce soit, par exemple, un agent conversationnel ou un
algorithme d’extraction d’information) qu’il sache faire la différence entre les cas où
ce sont les dires de quelqu’un qui sont présentés comme une cause (12a) et ceux où ce
sont au contraire les événements rapportés qui forment la cause (12b) 8.
(12) a. Fred est irrité. Sabine a dit que c’était un idiot.
b. Fred est irrité. Sabine a dit qu’il passait une très mauvaise semaine.
D’autre part, nous remarquons qu’alors que le VAP en (12a) n’engage que Sabine —
ce qui est attendu, le verbe dire n’étant pas factif (Karttunen 1971) — l’exemple (12b)
n’est pas cohérent si les paroles de Sabine sont réfutées. Il est bien possible de continuer
(12b) par mais elle a tort, cependant la structure discursive est alors différente : il
passait une très mauvaise semaine ne peut plus dans ce cas servir d’explication pour
Fred est irrité (Hunter 2016). Notons à ce propos que la crédibilité de la source joue
un rôle important dans l’usage d’un VAP. En effet, un VAP ne peut pas être interprété
de manière cohérente en usage évidentiel si son sujet n’est pas considéré comme fiable
(13a). Si la source n’est a priori pas crédible, ou si le VAP est anti-factif (c’est-à-dire,
indique que la complétive est fausse), alors nous savons que nous avons nécessairement
affaire à un VAP intensionnel (13b).
(13) a. # Sabine est très chanceuse. Ce menteur de Fred dit par exemple qu’elle
a gagné à la tombola la semaine dernière.
b. Le nouveau stagiaire n’a pas été embauché. Marcel a prétendu qu’il
avait fait du mauvais boulot.
D’après Danlos et Rambow (2011), la véridicalité des relations discursives s’ap-
plique indépendamment de la manière par laquelle leurs arguments sont introduits :
les arguments d’une relation véridicale attribuée à l’auteur seront interprétés comme
vrais qu’il y ait disparité ou non. Ainsi, la relation causale en (12b) ou la relation
d’exemplification en (11a) (répétée ci-dessous en (14)) impliqueraient toutes deux la
croyance en les propos rapportés.
(14) Sabine est très chanceuse. Fred dit par exemple qu’elle a gagné à la tombola
la semaine dernière.
Comme nous le verrons en section suivante, Hunter (2016) et Hunter et Asher
(2016), qui ne traitent cependant que des relations implicites, considèrent aussi que
le principe de véridicalité doit s’appliquer inconditionnellement, mais lient les VAP
évidentiels à des relations modalisées : la relation d’explication inférée en (12b) serait
sous la portée d’un opérateur épistémique () et impliquerait alors seulement la pos-
sibilité de chacun de ses arguments, et notamment celle de son Arg2, introduit par le
8. Pour un exemple concret, imaginons que l’on cherche à remplir automatiquement une base
de connaissances recensant des paires (A,B) telles que A est une cause courante de B. Cette tâche
pourrait être effectuée par extraction des arguments des relations causales à partir d’une grande
quantité de texte. Dans un tel cadre, les VAP évidentiels, au contraire des intensionnels qui eux sont
indispensables, seraient perçus comme du bruit si inclus dans les entrées de la base de connaissances.
C’est par exemple bien la paire (Fred est irrité, il passait une très mauvaise semaine) que l’on




Dans les deux cas, nous observons une révision discursive des informations de fac-
tivité : la structure discursive permet d’inférer des valeurs de factivité (possibilité,
certitude, impossibilité, etc. ; Saurí et Pustejovsky 2012) plus précises que celles ex-
primées par les phrases considérées individuellement. En effet, pas plus que Sabine a
dit que Fred était un idiot n’indique a priori si Fred est un idiot, la phrase Fred dit
par exemple que Sabine a gagné à la tombola la semaine dernière n’indique si Sabine
a effectivement gagné à la tombola. Nous allons voir au cours de ce chapitre différents
types de discours donnant lieu à des révision discursive de factivité. Nous ne nous
prononçons donc pas immédiatement sur la manière dont nous allons les traiter, et y
reviendrons en section 4.5.
Dans la section suivante, nous étudions les techniques mises en œuvre par Hunter
(2016) et Hunter et Asher (2016) pour rendre compte des révisions de factivité liées à
l’interaction d’une relation implicite et d’un VAP en usage évidentiel.
4.1.2.3 Relation implicite et VAP évidentiel : une analyse par coercition
D’après Hunter (2016) et Hunter et Asher (2016) — qui se placent dans le cadre
de la SDRT —, lorsque l’Arg2 d’une relation implicite est aussi l’Arg2 d’une relation
d’Attribution (typiquement introduite par les VAP), alors la relation inférée se trouve
sous la portée de l’opérateur de modalité épistémique  (opérateur de possibilité).
L’exemple (15) est alors analysé avec une relation causale possible entre l’absence de
Sabine et ses vacances. De plus, la véridicalité de cette relation causale entraîne la véra-
cité de ses deux arguments sous la portée de l’opérateur épistémique. En conséquence,
un tel discours n’engage pas son auteur sur la stricte véracité du contenu rapporté
(qui est toutefois possible), mais requiert seulement la possibilité de ce contenu (qui
ne peut alors pas être nié directement) — contra Danlos et Rambow (2011), dont le
principe de révision de factivité est décrit comme trop fort.
(15) Sabine n’est pas venue à la fête hier soir. Fred a dit qu’elle était encore en
vacances.
En SDRT, les relations implicites sont introduites par un mécanisme de mise à jour
du discours qui n’introduit que des relations sous forme non modalisée. Pour accorder
ce mécanisme avec la proposition précédente, Hunter et Asher (2016) décrivent alors
une règle de coercition sémantique permettant de modaliser, lorsque nécessaire, ces
relations. Selon leur définition, la coercition est l’ensemble des phénomènes par lesquels
le sens d’un prédicat se combine avec celui d’une expression sur laquelle il a portée,
résultant en un changement de sens 9. La coercition est communément invoquée pour
expliquer les phénomènes de métonymie, comme en (16a) où bu, attendant un objet
liquide, déclenche un changement d’interprétation du récipient (le verre dans lequel on
boit) vers son contenu (le verre que l’on boit), ainsi que de grinding/packaging, comme
9. « Coercion is an observed process whereby the meaning of a predicate P combines with the
meaning of a expression e in its scope to produce a meaning shift. » Cette définition semble légè-
rement différente de celles généralement acceptées (de Swart 1998 ; Ziegeler 2007), qui voient grosso
modo la coercition comme l’ensemble des phénomènes par lesquels le type d’une entité est modifié
dynamiquement pour résoudre un conflit entre ladite entité et son environnement. Dans cette dernière
formulation, seule l’entité est modifiée, non l’environnement.
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en (16b) où l’article partitif de la, attendant un objet indénombrable, déclenche un
changement d’interprétation du fruit (la pomme) vers sa matière constitutive (de la
pomme).
(16) a. J’ai bu un verre avec Sabine, Fred et Jamy.
b. Tu as de la pomme sur ta chemise.
D’après Hunter et Asher (2016), lorsque l’on infère une relation dont l’un des
arguments est sous la portée d’un VAP, il existe un conflit de type entre la relation et
son argument. Ce conflit déclenche alors un mécanisme de coercition conduisant à la
réinterprétation de la relation sous la portée d’un opérateur de possibilité épistémique
() nouvellement introduit. Il est important de noter que Hunter et Asher (2016)
utilisent un système de typage en contexte, c’est-à-dire dans lequel un objet logique
ne se voit pas attribuer de type en soi, mais uniquement relativement à un contexte
donné. En l’occurrence, les arguments des relations discursives (qui sont des SDRS) se
voient attribuer, en fonction du contexte, soit un type D (pour « determinate »), soit
un type U (pour « undeterminate »). Intuitivement, une SDRS est du type D dans un
certain contexte si ce contexte affirme le contenu de la SDRS, et du type U dans le cas
contraire (c’est à dire que le contexte n’affirme pas le contenu de la SDRS, bien qu’il
puisse être compatible avec sa véracité). En particulier, lorsqu’une SDRS est sous la
portée d’un VAP non factif ou de l’opérateur de possibilité épistémique, son type est
U , alors qu’une SDRS introduite par une proposition construite autour d’un verbe à
l’indicatif qui n’est modifié par aucun opérateur modal est de type D. Pour Hunter et
Asher (2016), les relations véridicales, telle que Explanation, prennent deux arguments
de type D, et le phénomène de coercition intervient lorsque que cette exigence n’est pas
satisfaite, c’est-à-dire lorsque la mise à jour du discours tente d’introduire une relation
véridicale avec un argument de type U . Alors, le terme illicite R(a, b) est remplacé
par R(a, b) : l’opérateur de modalité épistémique modifie le contexte dans lequel se
trouve le prédicat R. L’une des conséquences de leur système de typage est que dans
ce contexte, les deux arguments a et b peuvent bien être typés D, rendant le terme
R(a, b) effectivement licite.
Notons au passage que ce changement local de type rendu possible par l’introduc-
tion de l’opérateur  nous rappelle le phénomène de subordination modale étudié par
Roberts (1989). Les phrases en (17a) (avec ou sans négation) ne peuvent pas s’interpré-
ter comme des continuations de (17) parce qu’il est impossible de trouver un antécédent
cohérent au pronom la. En effet, dans un tel énoncé, la nécessite un antécédent qu’il
soit logiquement possible de prêter. Or, aucune entité ne semble ici adéquate, notam-
ment parce que (17) présuppose que Sabine n’a pas de moto. Si la phrase (17b), au
contraire, est une continuation possible de (17), c’est parce que l’usage du subjonctif
(interprété comme un opérateur modal) modifie le contexte dans lequel le pronom la
est évalué. Dans ce contexte, le désir de Marcel est satisfait et il existe donc bien une
moto que Sabine peut lui prêter, auquel la peut référer.
(17) Marcel aurait aimé que Sabine ait une moto.
a. # Elle {peut/ne peut pas} la lui prêter.
b. Elle pourrait la lui prêter.
Il s’agit là d’un exemple typique de subordination modale : l’utilisation d’une ex-
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pression anaphorique est licite grâce à la présence d’un opérateur (modal) sous la
portée duquel il est cohérent de supposer l’existence d’une entité auquel l’expression
peut alors référer. Le mécanisme proposé par Hunter et Asher (2016) revient à intro-
duire de manière implicite un opérateur modal jouant un rôle tout à fait similaire :
sous sa portée, il est cohérent de supposer qu’une certaine proposition est tenue comme
véridique, pouvant ainsi être argument d’une relation véridicale 10.
En pratique, pour l’exemple (15), alors que la SDRS initialement obtenue par la
mise à jour discursive définie en SDRT est celle représentée à gauche en figure (4.1),
ce mécanisme de coercition produit la SDRS représentée à droite, contenant le terme
Explanation(π1, π3). La relation Explanation étant véridicale, l’analyse prédit que ce
discours implique la véracité de π3, autrement dit il est possible que Sabine soit en
vacances.
π1, π2, π3, π4
π1 : ¬come_to(Sabine, the_party)
π2 : say(Fred, π3)
π3 : in_holidays(Sabine)
π4 : Explanation(π1, π3)
π1, π2, π3, π4
π1 : ¬come_to(Sabine, the_party)
π2 : say(Fred, π3)
π3 : in_holidays(Sabine)
π4 : Explanation(π1, π3)
Figure 4.1 – Analyse sémantique (en SDRT) par Hunter et Asher (2016) du discours
(15) avant (à gauche) et après (à droite) le mécanisme de coercition.
Ce qui est proposé est donc un traitement assez élégant des discours contenant
un VAP en usage évidentiel lorsque la relation en question est implicite. Cependant,
Hunter et Asher (2016) avouent ne pas être capables de rendre compte des cas où
un tel VAP se situe dans la clause hôte d’un connecteur explicite. En effet, tel que
défini, leur mécanisme de coercition ne peut s’appliquer qu’aux relations implicites 11.
En conséquence, leur système ne prédit aucune possibilité d’interprétation évidentielle
des VAP se trouvant dans la portée syntaxique d’un connecteur, quelle que soit la
relation lexicalisée.
Pour conclure notre étude des disparités induites par l’usage évidentiel des VAP,
nous discutons à la section suivante l’hypothèse d’uniformité, avancée par Hardt (2013)
contre l’existence de ces phénomènes.
10. Ce parallèle entre les deux phénomènes nous permet par ailleurs de donner une substance
computationnelle à l’hypothèse de Geurts (2011) selon laquelle les énoncés tels que (i) (inspiré de
Karttunen 1969) présentent des cas de subordination modale implicite. En effet, il est possible de
décrire un mécanisme de coercition qui, rappelant celui de Hunter et Asher (2016), permette de
réinterpréter sous la portée d’un opérateur modal les deux dernières phrases, mécanisme déclenché
par l’impossibilité d’interpréter a priori les expressions anaphoriques qu’elles contiennent.
(i) Imagine que Sabine a une moto. C’est une belle moto rouge. Elle me laisse la conduire.
11. Hunter et Asher (2016) : « A consequence of our coercion story is that the typing demands of
a connective with a grammatically determined scope must be satisfied. We predict this because the
semantics of [an explicit connective] entails a non-modal commitment to [the discourse relation it
lexicalises] over its complement clause, and our coercion account cannot change such grammatically
given entailments. »
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4.1.2.4 L’hypothèse d’uniformité
L’existence des disparités syntaxe-sémantique dues à l’usage évidentiel d’un VAP
dans l’argument syntaxique d’un connecteur explicite, telles que celle que nous voyons
en (7b) (répété ci-dessous en (18)), est contestée par Hardt (2013). Celui-ci consi-
dère en effet que la structure discursive étend la structure syntaxique de manière non
conflictuelle, ce qu’il appelle l’hypothèse d’uniformité.
(18) Sabine n’est pas venue à la pendaison de crémaillère même si Fred dit qu’elle
était déjà rentrée de vacances.
Hardt (2013) étudie les cas de disparité annotés dans les Copenhagen Dependency
Treebanks (Buch-Kromann et Korzen 2010) et son argumentation se fonde sur l’inter-
prétation très classique des relations de contraste et concession en termes de violation
d’attente (« violation/denial of expectation », Lakoff 1971) : deux propositions p et
q sont en contraste s’il existe trois propositions r (l’attente), p′ et q′ (des hypothèses
plausibles) telles que p∧p′ ⇒ r et q∧ q′ ⇒ ¬r. Ainsi, l’exemple (19) peut s’interpréter
comme un contraste avec :
— p = JIl pleutK ;
— q = JFred est sorti sans son parapluieK ;
— r = ¬q = JFred est sorti avec son parapluieK ;
— p′ = JFred ne veut pas être mouilléK ;
— q′ = >.
Autrement dit, sous l’hypothèse plausible que Fred cherche à ne pas être mouillé, la
pluie implique que Fred sorte avec son parapluie, ce qui est ici directement nié par
l’affirmation du contraire (qui ne nécessite que l’hypothèse plausible triviale >).
(19) Il pleut bien que Fred soit sorti sans son parapluie.
Une telle interprétation est compatible avec l’existence des disparités dont il est
question ici. Cependant, Hardt (2013) montre qu’elle est aussi compatible avec une
analyse sans disparité. Pour (18), par exemple, l’analyse sans disparité correspond à
un contraste où :
— p = JSabine n’est pas venue à la pendaison de crémaillèreK ;
— q = JFred dit que Sabine était déjà rentrée de vacancesK ;
— r = JSabine était toujours en vacancesK ;
— p′ = Jquand Sabine peut venir, elle vientK ;
— q′ = JFred dit la véritéK.
Dit plus généralement, si p et q sont en contraste, alors p et JX dit queK(q) le sont aussi.
La clef de cette analyse se situe dans l’utilisation d’hypothèses plausibles de la forme
de JX dit la véritéK, pouvant d’ailleurs probablement rendre compte des phénomènes
de révision de factivité mentionnés précédemment.
Bien que cette analyse soit plausible et que l’uniformité qu’elle impose entre syn-
taxe et discours lui confère un certain intérêt pratique ainsi qu’une élégance théorique,
l’hypothèse d’uniformité semble difficile à étendre à d’autres relations discursives que
celles de contraste/concession. Considérons le cas de la relation d’exemplification lexi-
calisée par par exemple en (11a) (répété ci dessous en (20)) : quelle sémantique donner
à une telle relation en suivant l’hypothèse d’uniformité ? Nous ne pensons pas qu’il
soit raisonnable de considérer que, de manière générale, si un exemple de p est q, alors
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un exemple de p soit aussi JX dit queK(q), quelle que soit la véracité des propos de X.
(20) Sabine est très chanceuse. Fred dit par exemple qu’elle a gagné à la tombola
la semaine dernière.
Notons que d’après Hardt (2013) lui-même, les analyses respectant l’hypothèse
d’uniformité ne sont pas nécessairement linguistiquement les plus adéquates et que
cette hypothèse a été formulée avant tout dans un souci de simplicité dans le cadre
d’une tâche d’annotation 12. Notre travail ici est très différent, nous nous intéressons au
contraire au calcul compositionnel de la structure discursive ainsi qu’à son impact sur
l’interprétation des différentes propositions qu’elle contient dans un souci de justesse
linguistique. C’est dans ce contexte que nous rejetons l’hypothèse d’uniformité, au
moins dans sa formulation générale.
4.1.3 Autres types de disparité
Parmi les disparités syntaxe-sémantique que peuvent introduire les connecteurs dis-
cursifs, ce sont principalement celles des deux types que nous avons vus jusqu’ici (liées
à l’unicité du nombre d’arguments syntaxiques des adverbiaux ou à l’usage évidentiel
des VAP) que nous chercherons à modéliser dans les chapitres suivants. Cependant, il
en existe d’autres, que nous passons en revue dans cette section.
4.1.3.1 Débordement
Danlos (2009) observe que l’un des arguments sémantiques d’une conjonction de
subordination peut déborder de l’argument syntaxique correspondant, c’est-à-dire que
ce dernier n’introduit pas l’argument sémantique au complet mais uniquement l’un de
ses éléments 13. C’est le cas par exemple dans le discours (21), qui décrit une situation
où c’est la succession temporelle de la baignade à la visite de la citadelle (et non
uniquement cette dernière) qui s’est produit dans le cadre du séjour de Fred à Sisteron.
(21) (Inspiré de Danlos 2009)
Quand il était à Sisteron, Fred a (d’abord) visité la citadelle. Ensuite, il est
12. « I have not attempted to argue that these notations are better than those which violate Uni-
formity. For example, an anonymous reviewer points to the following pattern: John says X but John
says Y, where it might well be that the fundamental contrast is between X and Y — that is, annot-
ating a Contrast relation between X and Y might intuitively be the best choice. I do not deny that
this might well be the case — I have merely attempted to show that it is possible to rule out such
annotations and still be able to find acceptable annotations for all the data of the Danish portion of
the CDT. »
13. Ces débordements sont des cas particuliers des cadres discursifs, étudiés par Charolles (2005).
Un cadre discursif est un ensemble d’informations précisant le lieu, le temps, la modalité, etc. perti-
nentes pour l’interprétation d’une portion de texte pouvant s’étendre sur plusieurs phrases. En (i),
par exemple, l’adverbial en Allemagne introduit un cadre spatial s’appliquant à sa clause hôte ainsi
qu’aux deux phrases suivantes ; un autre cadre est ensuite introduit par au Pakistan.
(i) (Cité par Charolles 2005)
En Allemagne, les choses vont de mal en pis pour Helen. Kurt lui enlève son fils Johannes. Jack
découvre que Caroline continue à prendre de l’héroïne. Au Pakistan, Roquia essaie d’arrêter
un important trafiquant. Mais celui-ci verse des pots de vin au juge ...
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allé se baigner au plan d’eau.
La structure discursive de cet exemple est représentée en figure (4.2), où Ra et Rb
représentent les relations lexicalisées par quand et ensuite respectivement, et où C1,
C2 et C3 représentent les trois propositions simples il était à Sisteron, Fred a visité la




Figure 4.2 – Schéma de la structure discursive S1, correspondant à l’exemple (21).
La figure (4.2) représente fidèlement la structure événementielle de la situation
décrite. Cependant, il n’est pas évident que la structure discursive du texte corresponde
exactement à cette structure événementielle. S’il est courant, par exemple, d’utiliser
des énoncés sous-spécifiés dont le sens doit être complété par des inférences extra-
linguistiques, il est possible qu’en (21), l’Arg1 de la relation lexicalisée par quand ne soit
que le contenu de la proposition matrice (Fred a visité la citadelle ; sans débordement,
donc), l’inclusion de la baignade au plan d’eau dans le cadre du séjour de Fred à
Sisteron n’étant inférée que par la suite.
Considérons les trois structures sans débordement en figure (4.3). La première (à
gauche) n’est pas compatible avec le discours (21). En effet, elle indiquerait que la
baignade au plan d’eau, qui se trouve à Sisteron, s’est déroulée après la visite de
Fred dans cette même ville, en contradiction avec la situation décrite par (21) ; cette








Figure 4.3 – Trois structures sans débordement pour un discours de la forme CONNa
C1, C2. CONNb C3.
(22) Quand il était à Sisteron, Fred a visité la citadelle. Ensuite, il est allé à
Saint-Geniez.
Il n’est pas clair comment interpréter la seconde structure (au milieu) avec les
propositions et connecteurs considérés ici. Nous ne sommes pas en mesure d’être plus
précis sans une formalisation sémantique de la relation temporelle lexicalisée par en-
suite (ici symbolisée par Rb), mais il est probable que celle-ci ne puisse avoir pour
arguments que des événements, ou du moins qu’elle ne puisse avoir pour argument un
objet complexe construit autour de la relation lexicalisée par quand. Une telle structure
discursive est cependant clairement possible pour d’autres relations et est réalisée par
l’énoncé en (23), d’après lequel ce qui prouve l’implication émotionnelle de Marcel dans
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l’émission n’est pas simplement sa dépression, mais la causalité entre cette dépression
et l’arrêt de l’émission.
(23) (Inspiré de Danlos 2004)
Marcel fait une dépression parce que l’émission va s’arrêter. Il est donc bien
plus impliqué que l’on n’aurait pu le croire.
Enfin, la troisième structure (à droite) est compatible avec le discours (21) (et
d’ailleurs aussi (22)). Cette structure est moins informative que celle en 4.2 et corres-
pond à la possibilité mentionnée plus haut d’une structure discursive sous-spécifiée par
rapport à la structure événementielle de la situation décrite. D’un côté, cette struc-
ture est cohérente et plus proche de la syntaxe, donc plus simple d’un point de vue
linguistique. De l’autre, nous avons déjà vu de nombreux cas où il était pertinent de
supposer que le discours ne se contentait pas simplement d’étendre la syntaxe, nous
ne voyons donc pas d’argument fort contre l’analyse par Danlos (2009) de (21) avec
débordement, permettant d’obtenir une structure plus riche, et donc notamment plus
utile dans le cadre de la linguistique computationnelle.
Ces débordements concernent différents types de relations discursives. L’exemple
(21) ci-dessus concerne une relation temporelle lexicalisée par quand, alors que (24)
fait intervenir une relation causale lexicalisée par parce que.
(24) (Inspiré de Danlos 2009)
Fred est de mauvaise humeur parce qu’il a perdu son micro. De plus, il
n’a pas eu le temps de préparer son interview.
Notons qu’un débordement ne peut avoir lieu que sur le deuxième argument dans
l’ordre linéaire, c’est-à-dire Arg1 pour une conjonction préposée comme en (21) et Arg2
pour une conjonction postposée comme en (24).
Avant de passer au dernier type de disparité syntaxe-sémantique, mentionnons que
les quatre structures S1 à S4 des figures 4.2 et 4.3 sont les seules possibles pour des
textes de trois clauses sans disparité autre qu’un éventuel débordement (Danlos 2004).
Ceci est vrai que les relations soient lexicalisées par des conjonctions, des adverbiaux
ou de manière implicite. Par exemple, les discours en (25) sont chacun constitué d’une
unique phrase construite autour de deux conjonctions de subordination et instancient
respectivement les structures S1 à S4
(25) (Inspirés de Danlos 2004)
a. [Fred est déçu]1 parce que [Sabine n’est pas triste]2 bien qu’[il s’absente
pour de longs mois]3.
b. [Fred a fait la vaisselle]1 pendant que [Sabine faisait la sieste]2 parce qu’[il
voulait lui faire plaisir]3.
c. [Fred a joué de la trompette]1 pendant que [Sabine faisait la sieste]2 parce
qu’[il voulait l’embêter]3.
d. [Fred s’est cassé le bras]1 parce qu’[il est tombé]2 parce qu’[il était un peu
pompette]3.
Nous nous tournons maintenant vers le dernier type de disparités syntaxe-
sémantique causées par la présence de connecteurs discursifs.
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4.1.3.2 Arguments implicites
Les arguments d’une relation discursive peuvent ne pas être mentionnés explici-
tement dans le texte mais être seulement évoqués indirectement. Dans l’analyse par
Webber et al. (2003) du discours en (26), par exemple, la relation lexicalisée par sinon
(Alternative en SDRT) n’est pas la question Veux-tu une pomme ?, mais il est possible
que tu veuilles un pomme, possibilité évoquée par cette question 14.
(26) Veux-tu une pomme ? Sinon, tu peux avoir une poire.
Dans la même veine, nous considérons que l’Arg2 de la relation causale en (27) 15
n’est ni le conditionnel, ni son conséquent, mais la possibilité de ce dernier, paraphra-
sable par ma chaîne pourrait être supprimée et présupposée par le conditionnel.
(27) C’est juste que je suis inquiet parce que s’ils ne la valident pas comme respec-
tueuse des droits d’auteur, ma chaîne sera supprimée.
En effet, l’antécédent du conditionnel (ici la potentielle cause de suppression de la
chaîne) n’est pas directement pertinente pour expliquer l’état d’anxiété de l’auteur. On
le voit plus nettement sur l’exemple (construit) suivant (contexte : juin 1993, Marcel
prépare son permis C, mais dès qu’il y a un peu de soleil, il sort s’amuser au lieu d’aller
à l’auto-école) :
(28) Sabine est inquiète parce que s’il fait beau, Marcel va rater son permis C.
Ce n’est qu’accidentellement que la question du beau temps est liée à l’inquiétude
de Sabine en (28) (tout comme l’approbation de la chaîne l’est à l’inquiétude de l’auteur
en (27)). Notons qu’il existe une réelle distinction d’interprétation entre les discours
tels que (27) et (28) dans lesquels l’argument d’une relation donnée est la possibilité
du conséquent d’un conditionnel et ceux où l’argument est directement l’interprétation
du conditionnel. C’est le cas par exemple en (29) — un discours de structure S1 tout
comme (25a) —, où la preuve de l’amour de Fred n’est pas la possibilité de sa tristesse,
mais la relation (conditionnelle) qui existe entre l’éventuel départ de sa femme et sa
désolation.
(29) Fred aime sa femme comme au premier jour. En effet, si elle part en voyage
d’affaires ne serait-ce que pour une semaine, il est profondément
attristé.
14. Nous aurions personnellement tendance à dire que dans ce type d’exemples, l’Arg1 n’est pas
la possibilité de la réponse positive à la question, mais la réponse négative et non modalisée à cette
question. En considérant, comme par exemple Krifka (2013), que la particule polaire non est ana-
phorique, cette intuition provient de la paraphrase suivante, indiquant que l’élément auquel réfère le
non de sinon en (26) est tu ne veux pas de pomme (c’est-à-dire la réponse négative à Veux-tu une
pomme ?) :
(i) Si tu ne veux pas de pomme, tu peux avoir une poire.
Cependant, ces deux analyses sont probablement logiquement équivalentes à une redéfinition de la
relation lexicalisée par sinon près.
15. Un exemple attesté trouvé sur le Web (http://bit.ly/2j1ae3c), originellement en anglais :
I’m just worried because if they don’t approve it as fair use, my channel will be deleted.
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Il semble que les arguments des connecteurs puissent être inférés à partir des argu-
ments syntaxiques correspondants via divers mécanismes. Nous avons déjà observé le
cas de la présupposition, mais l’implicature scalaire 16 est une autre possibilité. Dans le
dialogue (30), par exemple, ce qui explique que l’individu B puisse venir n’est pas qu’il
a deux enfants (contenu littéral), mais qu’il en n’a pas trois (résultat d’une implicature
scalaire).
(30) A : Vous pouvez venir si vous n’avez pas trois enfants ou plus.
B : Je peux venir, puisque j’ai deux enfants.
Ceci conclut notre étude des différents cas de disparités syntaxe-sémantique. Dans
le reste de ce chapitre, nous nous penchons en détail sur les propriétés des conjonctions
de subordination (section 4.2) puis des connecteurs adverbiaux (section 4.2) que nous
modéliserons dans les chapitres suivants. Nous évoquons le cas des prépositions et des
conjonctions de coordination (section 4.4), puis reviendrons sur la notion de véridicalité
et de révision de factivité (section 4.5).
4.2 Conjonctions de subordination
Les conjonctions de subordination (ex : parce que, après que, bien que) sont l’une
des catégories de connecteurs primaires. Elles sont souvent vues comme un groupe ho-
mogène, autant dans une grammaire traditionnelle comme celle de Grevisse et Goosse
(2016) que dans la grammaire d’orientation computationnelle de Abeillé (2002) qui
les représente uniformément comme des modifieurs de leur principale. Cependant,
Haegeman (2004) plaide en faveur d’une partition en deux classes des propositions
adverbiales, c’est-à-dire des propositions subordonnées introduites par un connecteur
de type conjonction de subordination 17. Haegeman (2004) s’intéresse (en anglais) à
un grand nombre de phénomènes — coordination, portée, ellipse, ou liés à la proso-
die, la typographie ou encore la présence d’ambiguïtés — et en déduit une distinction
entre propositions centrales (PropC) d’une part et propositions périphériques (PropP)
d’autre part, ces dernières étant syntaxiquement moins intégrées à leur principale et à
rapprocher des coordinations.
D’un point de vue logico-sémantique, Haegeman (2004) décrit les PropC comme
portant sur la « structure événementielle » du texte et les PropP sur sa « structure
discursive » 18. Par exemple, en (31a), quand elle avait vingt ans informe sur la tempo-
ralité de l’événement décrit dans la principale et s’il fait beau en donne une condition
de réalisation (causalité) : il s’agit de propositions centrales, et l’on remarque qu’elles
peuvent donner lieu à un clivage (31b). À l’opposé, en (32a), quand Fred n’a jamais pu
y aller qui exprime un contraste et s’il fait beau qui cette fois présente des informations
justifiant la question posée dans la principale, sont des propositions périphériques et
ne peuvent être clivées (32b).
16. Voir (Potts 2015) pour une discussion des différents types de présuppositions et d’implicatures.
17. Ces propositions sont dites « adverbiales » car, informellement, elles ont le même rôle de com-
plément circonstanciel que les adverbes.
18. Ce dernier terme est à comprendre dans un sens plus restreint que celui que nous utilisons
ici, étant donné que nous considérons les relations temporelles ou causales comme participant à la
structure discursive tout autant que les relations de concessions ou d’exemplification.
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(31) a. (i) Sabine est allée au Brésil quand elle avait vingt ans.
(ii) S’il fait beau, Fred sortira prendre un verre dehors.
b. (i) C’est quand elle avait vingt ans que Sabine est allée au Brésil.
(ii) C’est s’il fait beau que Fred sortira prendre un verre dehors.
(32) a. (i) Sabine est allée au Brésil quand Fred n’a jamais pu y aller.
(ii) S’il fait beau, pourquoi ne vas-tu pas dehors ?
b. (i) # C’est quand Fred n’a jamais pu y aller que Sabine est allée
au Brésil.
(ii) # C’est s’il fait beau que pourquoi ne vas-tu pas dehors ?
Notons que les paraphrases en (33) montrent que l’impossibilité du clivage en
(32b-ii) n’est pas uniquement due à la question, mais bien aussi à l’utilisation du
connecteur si.
(33) a. S’il fait beau, je voudrais bien savoir pourquoi tu ne vas pas dehors.
b. # C’est s’il fait beau, que je voudrais bien savoir pourquoi tu ne vas pas
dehors.
Dans LEXCONN, le lexique des connecteurs du français construit par Roze (2009),
les conjonctions de subordination introduisant une proposition centrale sont celles qui
lexicalisent :
— une relation temporelle (ex : après que, quand, au fur et à mesure que) ;
— une relation causale (ex : parce que, si).
Les conjonctions introduisant une proposition périphérique sont quant à elles celles
qui lexicalisent :
— une relation de contraste ou de concession (ex : même si, bien que, quand) ;
— une relation de justification pragmatique (ex : parce que, puisque, si) ;
— une relation d’alternative (ex : à moins que).
Nous appelons conjonctions (de subordination) centrales (ConjC) les conjonctions in-
troduisant une proposition centrale et conjonctions périphériques (ConjP) celles intro-
duisant une proposition périphérique 19.
Dans cette section, nous introduisons un certain nombre de données linguistiques
illustrant en français la distinction entre ces deux types de conjonctions de subordi-
nation, en commençant notamment par les possibilités de clivage déjà évoquées ci-
dessus. Ensuite, et avant de nous tourner vers les connecteurs adverbiaux, nous nous
pencherons sur les différentes structures discursives possibles pour les séquences de
conjonctions (C1 CONJa C2 CONJb C3). Bien que ces structures ne permettent pas
de distinguer entre conjonctions centrales et périphériques, il nous est important de
les étudier afin de vérifier que le système que nous développerons dans les chapitres
suivants génère toutes les structures observées, et seulement celles-là.
4.2.1 Clivage
Comme le note Haegeman (2004), seules les propositions adverbiales centrales
peuvent être clivées, au contraire des propositions périphériques. Nous illustrons ce
19. La distinction entre connecteurs centraux et périphériques n’est définie que lorsque l’on parle
de connecteurs désambiguïsés. Comme nous le verrons par la suite, la conjonction de subordination
quand, par exemple, est centrale dans son sens temporel et périphérique dans son sens contrastif.
66
4.2. Conjonctions de subordination
phénomène en (34) pour les adverbiales centrales et (35) pour les adverbiales péri-
phériques, qui reprennent et étendent les données présentées ci-dessus en (31) et (32)
avec huit connecteurs différents. Nous interprétons ce fait comme indiquant qu’une
proposition centrale est bien un constituant de la phrase, au contraire d’une propo-
sition périphérique qui est la succession d’une conjonction et d’un clause ne formant
pas ensemble un syntagme.
(34) a. Quand, lexicalisant une relation temporelle
(i) Sabine est allée au Brésil quand elle avait vingt ans.
(ii) C’est quand elle avait vingt ans que Sabine est allée au Brésil.
b. Si, lexicalisant un conditionnel (exprimant une condition de réalisation)
(i) Sabine sortira prendre un verre s’il fait beau.
(ii) C’est s’il fait beau que Sabine sortira prendre un verre.
c. Afin que, lexicalisant un but
(i) Sabine est rentrée de vacances afin que l’équipe puisse boucler
l’émission.
(ii) C’est afin que l’équipe puisse boucler l’émission que Sabine est
rentrée de vacances.
d. Au fur et à mesure que, lexicalisant une relation difficile à nommer, mais
centrale
(i) Les maquettes de Jamy se sont améliorées au fur et à mesure qu’il
a acquis de l’expérience.
(ii) C’est au fur et à mesure qu’il a acquis de l’expérience que les
maquettes de Jamy se sont améliorées.
(35) a. Quand, lexicalisant un contraste
(i) Sabine est allée au Brésil quand Fred n’a jamais pu y aller.
(ii) # C’est quand Fred n’a jamais pu y aller que Sabine est allée
au Brésil.
b. Si, lexicalisant une relation Background (information d’arrière-plan)
(i) S’il fait beau, pourquoi ne vas-tu pas dehors ?
(ii) # C’est s’il fait beau, que pourquoi ne vas-tu pas dehors ?
c. Bien que, lexicalisant une concession
(i) Sabine ne parle pas le portugais brésilien bien qu’elle ait vécu
deux ans à Rio de Janeiro.
(ii) # C’est bien qu’elle ait vécu deux ans à Rio de Janeiro que
Sabine ne parle pas le portugais brésilien.
d. Même si, lexicalisant une concession
(i) Sabine est partie en vacances en Angleterre même si elle aurait
préféré Sisteron.
(ii) # C’est même si elle aurait préféré Sisteron que Sabine est par-
tie en vacances en Angleterre.
4.2.2 VAP et GPA dans la subordonnée adverbiale
Nous avons déjà mentionné que tous les connecteurs n’autorisaient pas l’interpréta-
tion évidentielle des verbes d’attitude propositionnelle et des verbes de dire (VAP) dans
leur clause hôte. D’après Hunter et Danlos (2014), en français, c’est le cas notamment
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de ceux — quelle que soit leur catégorie syntaxique — qui lexicalisent des relations
liées à la causalité (donc, si, etc.) ou à la temporalité (ensuite, auparavant, etc.), c’est-
à-dire les relations de type CONTIGENCY et TEMPORAL dans la classification du PDTB
(Prasad et al. 2007) 20. Hunter et Danlos (2014) ne se concentrent pas sur les deux
autres types de relation que comprend cette classification, COMPARISON et EXPANSION.
Elles citent néanmoins les connecteurs de concession (ex : bien que) pour la première
et d’exemplification (par exemple) pour la seconde, qui sont compatibles avec l’usage
évidentiel des VAP. Or, à deux exceptions près, les relations de type CONTIGENCY et
TEMPORAL satisfont justement la caractérisation sémantique des adverbiales centrales
(information sur la structure événementielle), au contraire des relations de concession
et d’exemplification qui satisfont celle des adverbiales périphériques (structuration du
discours).
Les deux exceptions que nous venons d’évoquer sont la condition pragmatique (36a)
et la cause pragmatique (36b), toutes deux faisant partie de la classe CONTIGENCY mais
correspondant à des adverbiales périphériques.
(36) a. Si tu as faim, il y a à manger dans le réfrigérateur.
(≈ je t’informe qu’il y a à manger dans le réfrigérateur, information qui
t’est pertinente si tu as faim)
b. Les voisins ne sont pas là puisque leurs volets sont fermés.
(≈ j’infère que les voisins ne sont pas là parce que je sais que leurs volets
sont fermés)
Hunter et Danlos (2014) ne mentionnent en fait pas la première, mais elles discutent la
seconde et considèrent qu’elle n’autorise pas l’interprétation évidentielle des VAP. Par
exemple, elles analysent la phrase (37a) avec un VAP intensionnel. Notre avis diverge
sur ce point : il nous semble que le statut du VAP soit équivalent en (37a) et en
(37b), que Hunter et Danlos (2014) analyseraient en usage évidentiel. Nous décidons
donc d’analyser les deux discours en (37) avec une disparité syntaxe-sémantique. En
conséquence, c’est la classification de Haegeman (2004), plus que celle du PDTB, qui
indique si un connecteur autorise l’interprétation évidentielle des VAP dans sa clause
hôte.
(37) a. Les voisins ne sont pas là puisque Sabine dit que leurs volets sont
fermés.
b. Les voisins de retour même si Sabine dit que leurs volets sont fermés.
Ainsi, la compatibilité avec l’usage évidentiel des VAP serait un phénomène supplé-
mentaire appuyant la classification de Haegeman (2004), hypothèse que nous discutons
dans cette section. Notons que cette caractérisation étant aussi pertinente pour pré-
20. Nous précisons « en français », car les connecteurs temporels semblent se comporter sur ce point
différemment en anglais :
(i) a. Fred arrived at the scene after police say the crime occurred.
b. *Fred est arrivé sur les lieux après que la police dit que le crime a eu lieu.
Hunter et Danlos (2014) envisage cependant la possibilité que l’intégration syntaxique du VAP
police say en (ia) ne soit pas comparable à celle de son homologue en (ib), et qu’il ne soit notamment
pas sous la portée syntaxique du connecteur after. Cette hypothèse est aussi reprise par Hunter et
Asher (2016).
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dire les possibilités de disparités syntaxe-sémantique des adverbiaux, nous décidons de
parler de connecteurs centraux et périphériques, sans se limiter aux seules conjonc-
tions de subordination. Cette distinction étant fonction de la relation lexicalisée par
le connecteur, nous parlerons aussi simplement de relation centrale ou périphérique.
Effectivement, seules les conjonctions de subordination lexicalisant une relation
périphérique s’observent avec les disparités causées par l’usage évidentiel des VAP
(38), les conjonctions centrales forçant une interprétation intensionnelle de ces derniers,
comme illustré en (39) 21.
(38) a. Sabine est allée au Brésil quand Jamy dit que Fred n’a jamais pu y
aller.
b. Si Fred dit qu’il fait beau, pourquoi ne vas-tu pas dehors ?
c. Sabine ne parle pas le portugais brésilien bien que Fred dise qu’elle a
vécu deux ans à Rio de Janeiro.
d. Sabine est partie en vacances en Angleterre même si Fred dit qu’elle
aurait préféré Sisteron.
(39) a. # Sabine est allée au Brésil quand Fred dit qu’elle avait vingt ans.
b. Sabine sortira prendre un verre si Fred dit qu’il fait beau.
c. # Sabine est rentrée de vacances afin que Fred dise que l’équipe puisse
boucler l’émission.
d. # Les maquettes de Jamy se sont améliorées au fur et à mesure que Fred
dit qu’il a acquis de l’expérience.
Notons que cette caractérisation pourrait indiquer une modélisation purement sé-
mantique des différences de compatibilité des connecteurs centraux et périphériques
avec les VAP en usage évidentiel. Imaginons d’une part que les relations centrales ont
besoin d’arguments de type événementiel et les relations périphériques d’arguments de
type propositionnel, et d’autre part qu’un constituent phrastique puisse s’interpréter
en tant qu’objet soit de type événementiel, soit de type propositionnel. Alors, si l’on
admet que les VAP forcent leur complétive à se réaliser sémantiquement sous la forme
d’une entité de type propositionnel, on peut expliquer pourquoi les connecteurs cen-
traux n’autorisent pas les disparités : l’entité représentant la complétive introduite par
le VAP (une proposition) n’est pas sémantiquement compatible avec la relation lexi-
calisée (qui nécessite un événement), contrairement à la totalité de la clause formée
par le VAP et sa complétive (étant elle libre de se réaliser sous forme d’un événe-
ment). Malheureusement, le fait qu’un VAP puisse être interprété évidentiellement
avec une relation implicite même centrale, comme nous l’avions vu en (6) (répété en
(40a)), révèle l’inadaptation d’une telle modélisation : la complétive d’un VAP peut
effectivement se réaliser sémantiquement sous la forme d’une entité compatible avec
une relation centrale et c’est donc le connecteur lui-même (et non seulement la rela-
tion qu’il lexicalise) qui bloque l’interprétation évidentielle (40b). D’autres mécanismes
doivent donc être exploités si l’on souhaite rendre compte de ces phénomènes ; nous
commencerons au chapitre 5 par chercher une solution au niveau de l’interaction entre
syntaxe et sémantique, avant de nous tourner vers l’interface sémantique-pragmatique
au chapitre 6.
21. La phrase en (39b) est acceptable justement parce dans ce cas précis, l’utilisation d’un VAP
intensionnel est cohérente.
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(40) a. Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit qu’elle
était déjà partie en vacances.
b. *Sabine n’est pas venue à ma pendaison de crémaillère parce que Fred
dit qu’elle était déjà partie en vacances.
On note, de plus, qu’un VAP évidentiel a une contribution sémantique équivalente
à celle d’un groupe prépositionnel d’attribution (GPA) : le sens des discours en (41)
est identique à ceux en (38).
(41) a. Sabine est allée au Brésil quand, d’après Jamy, Fred n’a jamais pu y
aller.
b. Si, d’après Fred, il fait beau, pourquoi ne vas-tu pas dehors ?
c. Sabine ne parle pas le portugais brésilien bien que, d’après Fred, elle ait
vécu deux ans à Rio de Janeiro.
d. Sabine est partie en vacances en Angleterre même si, d’après Fred, elle
aurait préféré Sisteron.
On pourrait alors s’étonner du fait que les GPA peuvent apparaître au sein de pro-
positions centrales, par exemple en (42), qui n’autorisent pas les VAP évidentiels. La
situation n’est, en fait, pas symétrique : avec une conjonction centrale, le GPA porte
sur la relation lexicalisée par le connecteur, ainsi que sur l’Arg2 lorsque la relation est
véridicale à droite 22, et non seulement sur l’Arg2 comme pour les conjonctions périphé-
riques (qui sont toutes véridicales à droite). En effet, les discours en (42) s’interprètent
comme ceux en (43).
(42) a. Sabine est allée au Brésil quand, d’après Fred, elle avait vingt ans.
b. Sabine sortira prendre un verre si, d’après Fred, il fait beau.
c. Sabine est rentrée de vacances afin que, d’après Fred, l’équipe puisse
boucler l’émission.
d. Les maquettes de Jamy se sont améliorées au fur et à mesure que, d’après
Fred, il a acquis de l’expérience.
(43) a. Sabine est allée au Brésil. Fred dit que c’est quand elle avait vingt ans.
b. Fred dit que Sabine sortira prendre un verre s’il fait beau.
c. Sabine est rentrée de vacances. Fred dit que c’est afin que l’équipe puisse
boucler l’émission.
d. Les maquettes de Jamy se sont améliorées. Fred dit que c’est au fur et à
mesure qu’il a acquis de l’expérience.
Remarquons enfin que les GPA sont des adverbiaux et peuvent donc apparaître en
position médiane dans la proposition adverbiale, sans altération du sens. Les discours
en (44) sont, par exemple, équivalents à ceux en (41) et (42) respectivement.
(44) a. (i) Sabine est allée au Brésil quand Fred n’a, d’après Jamy, jamais
pu y aller.
(ii) S’il fait, d’après Fred, beau, pourquoi ne vas-tu pas dehors ?
22. Dans nos exemples, les seules relations qui ne sont pas véridicales à droite sont la relation
conditionnelle lexicalisée par si, qui n’est d’ailleurs pas non plus véridicale à gauche (ce qui explique
pourquoi, plus bas, la reformulation de (43b) est légèrement différente des autres), et la relation de
but lexicalisée par afin que.
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(iii) Sabine ne parle pas le portugais brésilien bien qu’elle ait, d’après
Fred, vécu deux ans à Rio de Janeiro.
(iv) Sabine est partie en vacances en Angleterre même si elle aurait,
d’après Fred, préféré Sisteron.
b. (i) Sabine est allée au Brésil quand elle avait, d’après Fred, vingt
ans.
(ii) Sabine sortira prendre un verre s’il fait, d’après Fred, beau.
(iii) Sabine est rentrée de vacances afin que l’équipe puisse, d’après
Fred, boucler l’émission.
(iv) Les maquettes de Jamy se sont améliorées au fur et à mesure qu’il
a, d’après Fred, acquis de l’expérience.
4.2.3 Négation dans la principale
D’après Haegeman (2004), une autre différence nette entre propositions centrales
et périphériques concerne la portée des modifieurs verbaux présents dans la principale.
Nous nous limiterons ici à l’étude de la négation, bien que Haegeman (2004) s’intéresse
à d’autres modifieurs tels que les adverbes temporels.
Quelle que soit la conjonction de subordination, il est possible qu’une négation de la
principale ait une portée locale, c’est-à-dire porte exclusivement sur cette proposition.
Pour illustration, les phrases en (45a) ont le même sens que les phrases utilisant les
conjonctions préposées en (45b). Pour alléger le texte, nous n’illustrons les phénomènes
discutés que sur un exemple de chaque classe, parce que (relation causale) pour les
conjonctions centrales et bien que (concession) pour les conjonctions périphériques.
(45) a. (i) Fred ne viendra pas au pot de thèse parce qu’il doit garder ses
enfants.
(ii) Sabine ne viendra pas au pot de thèse bien qu’elle en ait envie.
b. (i) Parce qu’il doit garder ses enfants, Fred ne viendra pas au pot
de thèse.
(ii) Bien qu’elle en ait envie, Sabine ne viendra pas au pot de thèse.
Si l’on inverse le sens de la principale, tout en gardant la négation, on observe
qu’une phrase construite autour d’une conjonction centrale reste toujours cohérente,
la négation s’interprétant alors avec une portée globale (46a). On remarque en (46b)
que la conjonction ne peut alors plus être préposée, une telle configuration forçant une
interprétation locale de la négation.
(46) a. Fred ne sera pas absent au pot de thèse parce qu’il doit garder ses
enfants : il doit réceptionner un colis.
b. # Parce qu’il doit garder ses enfants, Fred ne sera pas absent au pot
de thèse : il doit réceptionner un colis.
Par contre, il n’est généralement pas possible de faire de même avec une conjonction
périphérique. Par exemple, (47a) — bien que grammaticale — est logiquement incohé-
rente ; son sens est le même qu’avec une conjonction préposée (47b). Les conjonctions
de subordination périphériques, dans leur usage standard, ne peuvent être interprétées
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sous la portée des négations présentes dans leur principale 23.
(47) a. # Sabine ne sera pas absente au pot de thèse bien qu’elle en ait envie :
elle déteste ça.
b. # Bien qu’elle en ait envie, Sabine ne sera pas absente au pot de thèse :
elle déteste ça.
4.2.4 VAP dans la principale
Enfin, lorsque la proposition principale commence par un VAP, quelle que soit la
conjonction de subordination, il est possible que le VAP ne porte que sur la principale,
comme en (48a). Une portée globale du VAP semble aussi possible avec les deux classes
de connecteurs. Par exemple, la continuation Mais elle se trompe, ils allaient à l’école
ce jour-là, prouve que dans les discours (48b), l’Arg2 de la conjonction est bien à
attribuer à Sabine.
(48) a. (i) Sabine pense que Fred sera absent parce qu’il le lui a dit.
(ii) Sabine pense que Fred sera absent bien qu’elle m’ait dit le
contraire.
b. (i) Sabine pense que Fred était absent parce qu’il devait garder ses
enfants. Mais elle se trompe, ils allaient à l’école ce jour-là.
(ii) Sabine pense que Fred est venu travailler bien qu’il doive garder
ses enfants. Mais elle se trompe, ils allaient à l’école ce jour-là.
Inversement, nous pouvons modifier ces exemples pour que l’Arg2 ne soit pas sous
la portée du VAP, en spécifiant que Sabine n’est pas au courant du fait que Fred
doive garder ses enfants. Avec la conjonction périphérique bien que, nous obtenons le
discours (49a), cohérent. Nous le voyons comme un cas de disparité sur l’Arg1, ce qui
apparaît de manière plus évidente lorsque l’on construit ce discours autour de la forme
préposée de la conjonction (49b).
(49) a. Sabine pense que Fred est venu travailler bien qu’il doive garder ses
enfants — ce dont, d’ailleurs, elle n’est pas au courant.
b. Bien qu’il doive garder ses enfants — ce dont, d’ailleurs, elle n’est pas
au courant —, Sabine pense que Fred est venu travailler.
Le discours construit autour de la conjonction centrale parce que, quant à lui, n’est
pas acceptable. Cette inacceptabilité n’est pas due à une incohérence logique de la
situation décrite : le discours (50b), utilisant un connecteur implicite de cause, est
tout à fait acceptable. Cela confirme que parce que est incompatible avec les VAP en
usage évidentiel, sur Arg1 comme sur Arg2.
23. Il existe bien des exemples où une conjonction périphérique est observée sous la portée sé-
mantique d’une négation, comme en (i). Cependant, de tels cas sont rares et doivent être forcés,
notamment par une intonation particulière (signifiée par l’usage de caractères en haut de casse dans
notre exemple).




(50) a. # Sabine pense que Fred était absent parce qu’il devait garder ses
enfants — ce dont, d’ailleurs, elle n’est pas au courant.
b. Sabine pense que Fred était absent. Il devait garder ses enfants — ce
dont, d’ailleurs, elle n’est pas au courant.
Notons que, hors contexte, Sabine pense que Fred est venu travailler bien qu’il doive
garder ses enfants semble affirmer que Fred doit effectivement garder ses enfants. En
conséquence, bien que, comme nous l’avons vu, une telle construction est ambiguë,
l’Arg2 pouvant être sous la portée sémantique du VAP ou non, nous pensons que cette
dernière interprétation est la plus probable et est choisie par défaut.
4.3 Connecteurs adverbiaux
Après avoir étudié les conjonctions de subordination, dans cette section, nous nous
intéressons à l’interaction entre VAP et connecteurs adverbiaux. Trois configurations
sont concernées :
1. Dans la première, le connecteur est en tête de la complétive introduite par le
verbe d’attitude propositionnelle, comme dans l’exemple (51a). Nous représen-
tons schématiquement cette configuration par :
P1. SN V que CONN P2.
où P1 et P2 désignent deux éléments phrastiques (respectivement Fred tourne
une émission au Pérou et il n’aura pas le temps de voir Lima en (51a)), SN
un syntagme nominal (Sabine), sujet de V un verbe d’attitude propositionnelle
(pense), et CONN un connecteur adverbial (par contre).
2. Dans la seconde, le connecteur est placé en position médiane dans sa clause
hôte, c’est-à-dire entre le verbe d’attitude propositionnelle et le complémenteur
que associé, comme dans l’exemple (51b). Le schéma de cette configuration est
donc :
P1. SN V CONN que P2.
3. Enfin, la dernière configuration voit le connecteur placé en début de phrase,
comme dans les exemples (51c) et (51d). Le schéma correspondant est alors :
P1. CONN SN V que P2.
Notons que d’après Bonami et Godard (2007), ce cas présente une ambiguïté
syntaxique concernant la clause hôte, qui peut être la principale (51c) ou la
complétive (51d) dont il serait alors extrait 24.
(51) a. Fred tourne une émission au Pérou. Sabine pense que par contre il n’aura
pas le temps de voir Lima.
b. Fred est quelqu’un de bien. Sabine sait par exemple qu’il est très géné-
reux.
24. Dans ce dernier cas, il n’y pas de disparité entre syntaxe et discours car le connecteur, bien que
déplacé en surface, prend son argument au site d’extraction (c’est-à-dire sous le VAP).
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c. Sabine a cru que Fred irait au Brésil. Ensuite, elle a cru qu’il irait au
Pérou.
d. Fred ira au Brésil pour Noël. Ensuite, Sabine croit qu’il ira au Pérou.
Comme nous avons pu le faire pour les conjonctions de subordination, nous cher-
chons ici à déterminer l’attribution de la relation discursive lexicalisée ainsi que les
arguments de cette dernière. Pour cela, nous allons utiliser un certain nombre de tests
linguistiques. Ainsi, nous verrons qu’en (52a), la relation de contraste est attribuée
à l’auteur, ce qui n’implique rien sur les connaissances de Sabine vis-à-vis du voyage
de Fred au Brésil. En (52b), au contraire, la relation est attribuée à Sabine : on sait
donc qu’elle est alors au courant de la possibilité d’un tel voyage. Et en effet, si l’on
force par le contexte Sabine à ne pas connaître cette possibilité, le discours reste co-
hérent lorsque la relation est attribuée à l’auteur (52c), mais plus lorsque la relation
est attribuée à Sabine (52d).
(52) a. Fred ira au Brésil. Sabine pense par contre que Jamy n’ira pas.
b. Fred ira au Brésil. Sabine pense que par contre Jamy n’ira pas.
c. Fred ira au Brésil, ce que Sabine ne sait pas. Elle pense par contre que
Jamy n’ira pas.
d. # Fred ira au Brésil, ce que Sabine ne sait pas. Elle pense que par contre
Jamy n’ira pas.
Notons que d’après LEXCONN, parmi les relations centrales lexicalisées par des
connecteurs adverbiaux, on trouve :
— des relations temporelles (ex : ensuite, simultanément) ;
— des relations causales (ex : en conséquence, du coup).
Parmi les relations périphériques lexicalisées par des connecteurs adverbiaux, on
trouve :
— des relations de contraste ou de concession (ex : par contre, en revanche, pour-
tant) ;
— la relation d’exemplification (ex : par exemple) ;
— des relations de reformulation, précision ou correction (ex : tout au moins, en
réalité, en fait) ;
— des relations de justification et d’évidence (ex : d’ailleurs, de fait) ;
— des relations de continuation ou d’ajout (ex : en outre, de plus, enfin) ;
— des relations d’alternative (ex : sinon, autrement).
4.3.1 Connecteur en tête de complétive
Rappelons la configuration correspondante :
P1. SN V que CONN P2.
Quand le connecteur est sous la portée syntaxique d’un VAP, il est naturel de
penser que la relation discursive puisse être sous sa portée sémantique, c’est-à-dire
qu’elle soit attribuée à l’agent auquel réfère le sujet du verbe, SN. Nous allons montrer
que cette intuition est exacte, à l’aide de deux tests.
Le premier consiste à spécifier que SN n’est pas au courant de P1, en l’enchâssant
dans la construction je suis le seul à savoir que :
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(53) Je suis le seul à savoir que P1. SN V que CONN P2.
Si le discours ainsi obtenu reste cohérent, c’est que la relation est attribuable à l’auteur ;
nous nous attendons donc à ce que ces discours soient incohérents.
Le second consiste à spécifier que l’auteur considère P1 faux, en l’enchâssant dans
la construction tout le monde dit à tort que :
(54) Tout le monde dit à tort que P1. SN V que CONN P2.
Si le discours ainsi obtenu reste cohérent, c’est que la relation n’est pas attribuée à
l’auteur ; nous nous attendons donc à ce que ces discours soient effectivement cohérents.
Les exemples en (55) instancient ces schémas avec un échantillon varié de connec-
teurs adverbiaux. Nous observons qu’effectivement, tous les discours (ii) issus du pre-
mier test sont incohérents (bien que grammaticaux), et que ceux (iii) issus du second
test sont cohérents 25. Nous en déduisons que dans cette configuration, la relation et
son Arg2 sont attribués au sujet du VAP. De plus, une révision discursive de factivité
se produit au niveau de l’Arg1 : comme le montre le premier test, une telle structure
discursive implique que le sujet du VAP adhère aussi au contenu de P1.
(55) a. (i) Fred ira au Pérou. Sabine pense qu’ensuite il ira au Brésil.
(ii) # Je suis le seul à savoir que Fred ira au Pérou. Sabine pense
qu’ensuite il ira au Brésil.
(iii) Tout le monde dit à tort que Fred ira au Pérou. Sabine pense
qu’ensuite il ira au Brésil.
b. (i) Fred ira au Pérou. Sabine pense que du coup il pratiquera un peu
son espagnol.
(ii) # Je suis le seul à savoir que Fred ira au Pérou. Sabine pense que
du coup il pratiquera un peu son espagnol.
(iii) Tout le monde dit à tort que Fred ira au Pérou. Sabine pense que
du coup il pratiquera un peu son espagnol.
c. (i) Fred ira au Pérou. Sabine imagine que par contre il n’ira pas au
Brésil.
(ii) # Je suis le seul à savoir que Fred ira au Pérou. Sabine imagine que
par contre il n’ira pas au Brésil.
(iii) Tout le monde dit à tort que Fred ira au Pérou. Sabine imagine que
par contre il n’ira pas au Brésil.
d. (i) Fred ira en Amérique du sud. Sabine dit que par exemple il visitera
le Pérou.
(ii) # Je suis le seul à savoir que Fred ira en Amérique du sud. Sabine
dit que par exemple il visitera le Pérou.
(iii) Tout le monde dit à tort que Fred ira en Amérique du sud. Sabine
dit que par exemple il visitera le Pérou.
e. (i) Fred ira au Pérou. Sabine croit que cependant il ne passera pas
25. Pour les connecteurs par exemple, lexicalisant une relation d’exemplification (55d), et en fait,
lexicalisant une relation de reformulation ou précision (55f), le premier test n’est pas particulièrement
pertinent car même si la relation était attribuée à Sabine, les énoncés correspondants seraient incohé-
rents. En effet, si P2 est une reformulation ou précision de P1, il n’est pas possible qu’une personne
(en l’occurrence Sabine) pense P2 sans savoir P1. Idem pour l’exemplification. Cependant, le second
test est toujours valable.
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par Lima.
(ii) # Je suis le seul à savoir que Fred ira au Pérou. Sabine croit que
cependant il ne passera pas par Lima.
(iii) Tout le monde dit à tort que Fred ira au Pérou. Sabine croit que
cependant il ne passera pas par Lima.
f. (i) Fred ira au Pérou. Sabine dit qu’en fait il n’y restera qu’une
demi-journée.
(ii) # Je suis le seul à savoir que Fred ira au Pérou. Sabine dit qu’en fait
il n’y restera qu’une demi-journée.
(iii) Tout le monde dit à tort que Fred ira au Pérou. Sabine dit qu’en fait
il n’y restera qu’une demi-journée.
g. (i) Fred est allé au Pérou. Sabine dit que d’ailleurs il lui a ramené
un poncho en laine d’alpaga.
(ii) # Je suis le seul à savoir que Fred est allé au Pérou. Sabine dit que
d’ailleurs il lui a ramené un poncho en laine d’alpaga.
(iii) Tout le monde dit à tort que Fred est allé au Pérou. Sabine dit que
d’ailleurs il lui a ramené un poncho en laine d’alpaga.
h. (i) Fred ira au Pérou. Sabine pense qu’en outre il ira au Brésil.
(ii) # Je suis le seul à savoir que Fred ira au Pérou. Sabine pense
qu’en outre il ira au Brésil.
(iii) Tout le monde dit à tort que Fred ira au Pérou. Sabine pense
qu’en outre il ira au Brésil.
4.3.2 Connecteur en position médiane
Rappelons la configuration correspondante :
P1. SN V CONN que P2.
Comme souligné par Danlos (2013), le connecteur en position médiane peut s’ac-
compagner d’une disparité syntaxe-sémantique, comme pour une conjonction de su-
bordination.
Lorsque le VAP est en usage intensionnel, il est argument du connecteur et ce
dernier n’est donc pas sous la portée sémantique de l’attribution. La relation est dans
ce cas attribuée à l’auteur. Pour l’usage évidentiel en revanche, le VAP n’est justement
pas argument (sémantique) du connecteur. Cependant, le connecteur n’étant pas sous
la portée syntaxique du VAP, l’intuition est que la relation est là aussi attribuée à
l’auteur. C’est ce que nous allons essayer de confirmer.
Dans ce but, nous réutilisons le premier test de la section précédente, qui dans
cette configuration correspond au schéma :
(56) Je suis le seul à savoir que P1. SN V CONN que P2.
Encore une fois, si le discours ainsi obtenu reste cohérent, c’est que la relation est
attribuable à l’auteur ; nous nous attendons donc cette fois-ci à ce que ces discours soit
cohérents.
Nous n’utilisons pas ici le second test parce qu’il produit des énoncés plus diffici-
lement interprétables. La raison en est la présence du VAP dans la première phrase
(tout le monde dit à tort que), qui brouille alors la détermination des arguments de
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la relation discursive. En effet, ce test serait exploitable si le discours (57) s’analysait
comme en (57a) (que l’on prédit incohérent si la relation est attribuée à l’auteur),
mais l’analyse en (57b) est aussi a priori possible. Notons néanmoins que la faiblesse
du discours (57) indique que toutes les interprétations logiquement accessibles sont
mauvaises, et donc en particulier que celle en (57a) l’est. Ce test permettrait donc
tout de même de démontrer l’incohérence de cette interprétation, et donc l’attribution
de la relation à l’auteur, mais ce de manière plus indirecte, c’est pourquoi nous nous
en passons (on pourra quand même vérifier qu’effectivement, tous les discours obtenus
sont bien peu naturels).
(57) ?? Tout le monde dit à tort que Fred ira au Pérou. Sabine imagine par contre
qu’il n’ira pas au Brésil.
a. # Tout le monde dit à tort que Fred ira au Pérou. Sabine imagine
par contre qu’il n’ira pas au Brésil.
b. ?? Tout le monde dit à tort que Fred ira au Pérou. Sabine imagine
par contre qu’il n’ira pas au Brésil.
Les exemples en (58) instancient ces schémas avec un échantillon varié de connec-
teurs périphériques (car ce sont les seuls qui acceptent l’interprétation évidentielle du
VAP), et en excluant par exemple et en fait (voir note 25). Nous observons que tous les
discours issus du test sont cohérents. Nous en déduisons que dans cette configuration,
la relation est attribuée à l’auteur. Notons que cette configuration donne lieu à une
révision de factivité, une relation véridicale étant attribuée à l’auteur alors que l’un de
ses arguments est attribué par un agent autre. On observe alors effectivement qu’il est
plus difficile de nier le contenu du VAP qu’en absence du connecteur ; par exemple, le
discours (58c-i) ne peut qu’être difficilement continué de manière cohérente par Mais
c’est faux, il ne lui a rien ramené du tout.
(58) a. (i) Fred ira au Pérou. Sabine imagine par contre qu’il n’ira pas au
Brésil.
(ii) Je suis le seul à savoir que Fred ira au Pérou. Sabine imagine
par contre qu’il n’ira pas au Brésil.
b. (i) Fred ira au Pérou. Sabine croit cependant qu’il ne passera pas
par Lima.
(ii) Je suis le seul à savoir que Fred ira au Pérou. Sabine croit cependant
qu’il ne passera pas par Lima.
c. (i) Fred est allé au Pérou. Sabine dit d’ailleurs qu’il lui a ramené un
poncho en laine d’alpaga.
(ii) Je suis le seul à savoir que Fred est allé au Pérou. Sabine dit
d’ailleurs qu’il lui a ramené un poncho en laine d’alpaga (mais
elle ne sait pas que ce poncho vient du Pérou).
d. (i) Fred ira au Pérou. Sabine pense en outre qu’il ira au Brésil.
(ii) Je suis le seul à savoir que Fred ira au Pérou. Sabine pense en outre
qu’il ira au Brésil.
4.3.3 Connecteur en tête de phrase
Rappelons la configuration correspondante :
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P1. CONN, SN V que P2.
Un discours comprenant un connecteur en position initiale présente une ambiguïté
sur la clause hôte de ce dernier, qui peut être aussi bien la principale que la complétive.
Nous considérons alors que le premier cas (59a-i) est équivalent à la configuration avec
le connecteur en position médiane (59a-ii) — la relation étant alors attribuée à l’auteur
— et que le second cas (59b-i) est équivalent à la configuration avec le connecteur dans
la complétive (59b-ii) — la relation étant alors attribuée à Sabine.
(59) a. (i) Sabine a cru que Fred irait au Brésil. Ensuite, elle a cru qu’il irait
au Pérou.
(ii) Sabine a cru que Fred irait au Brésil. Elle a ensuite cru qu’il irait
au Pérou.
b. (i) Fred ira au Brésil pour Noël. Ensuite, Sabine croit qu’il ira au
Pérou.
(ii) Fred ira au Brésil pour Noël. Sabine croit qu’ensuite il ira au Pé-
rou.
Lorsque le connecteur est issu de la principale et que le connecteur lexicalise une
relation périphérique, une seconde ambiguïté apparaît : le VAP peut être en usage
intensionnel, comme ci-dessus en (59a-i), ou en usage évidentiel comme en (60a). Nous
considérons que ce dernier cas de figure n’est pas équivalent à un connecteur extrait
de la complétive (60b). En effet, lorsque le connecteur est dans la complétive, ou en
est extrait, la relation est attribuée au sujet du VAP et (dans le cas d’une relation
véridicale) une révision de factivité a lieu : en (59b-i) (équivalent à (59b-ii)), Sabine
est au courant du voyage de Fred au Brésil, comme, en (60b), Fred doit aussi être
d’avis que Sabine est une personne chanceuse (ce qui n’est pas nécessairement le cas
en (60a)).
(60) a. Sabine est très chanceuse. Par exemple, Fred m’a dit qu’elle avait gagné
à la loterie récemment.
b. Sabine est très chanceuse. Fred m’a dit que par exemple, elle avait gagné
à la loterie récemment.
Ceci conclut notre étude des interactions entre VAP et connecteurs adverbiaux.
Nous nous tournons maintenant vers les deux dernières classes de connecteurs pri-
maires : les prépositions et les conjonctions de coordination. Notons que ces deux
classes contiennent un faible nombre de connecteurs : 35 pour la première et moins
d’une dizaine pour la seconde, à comparer au 130 conjonctions de subordination et
aux 150 connecteurs adverbiaux que recense LEXCONN.
4.4 Autres connecteurs primaires
4.4.1 Prépositions
Contrairement aux autres connecteurs primaires, les prépositions ne peuvent pas
avoir pour « clause » hôte une phrase complète. Tout d’abord, une préposition peut
se construire avec une clause sans sujet explicite, à l’infinitif ou au participe présent,
le sujet sémantique du verbe étant alors interprété comme le sujet de la principale :
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(61) a. Sabine s’est rendue au Pérou afin d’en apprendre plus sur la civili-
sation Inca.
b. Sabine a fait un petit tour en Amérique Latine après avoir terminé
l’émission.
c. L’équipe est allée prendre un verre au lieu de préparer le prochain
sujet.
d. Marcel a repeint le camion sans prévenir les autres.
e. Jamy a travaillé jusqu’à cinq heures du matin sur ses maquettes quitte à
dormir tout le lendemain.
f. Faute de trouver Fred, Sabine est partie sans lui.
g. Fred a commencé l’interview tout en pilotant le planeur.
Alternativement, certaines prépositions peuvent se construire avec un syntagme nomi-
nal dénotant intuitivement un événement :
(62) a. L’équipe a travaillé jusqu’à la panne de courant.
b. L’équipe a fait une émission sur l’énergie nucléaire après l’accident de
Fukushima.
c. Le jour de la cérémonie, l’équipe s’est mise sur son trente-et-un pour la
remise des prix.
d. L’émission a été arrêtée malgré le soutien de ses fans.
Nous remarquons que toutes ces prépositions semblent jouer un rôle orienté vers la
structure événementielle plus que la structuration du discours (au sens de Haegeman
2004), même pour malgré qui exprime un contraste. D’ailleurs, un examen rapide
semble indiquer que la plupart (sinon toutes), sans distinction de sens, acceptent le
clivage (63).
(63) a. C’est afin d’en apprendre plus sur la civilisation Inca que Sabine
s’est rendue au Pérou.
b. C’est quitte à dormir tout le lendemain que Jamy a travaillé jusqu’à
cinq heures du matin sur ses maquettes.
c. C’est faute de trouver Fred, Sabine est partie (sans lui).
d. C’est malgré le soutien de ses fans que l’émission a été arrêtée.
Au vu de ces spécificités, nous décidons de laisser de côté les prépositions, qui
devront faire l’objet de recherches futures.
4.4.2 Conjonctions de coordination
Bien que la distinction entre coordination et subordination ne soit pas toujours
très claire et soit sujette à débat (Piot 1988), nous incluons dans cette catégorie sept
conjonctions de coordination traditionnelles : mais (contraste), ou (disjonction lo-
gique), et (conjonction logique), donc (relation causale ; a aussi un usage adverbial),
or (introduit une information d’arrière-plan), ni (équivalent de ou en contexte négatif ;
de Swart 2001) et car (relation causale). Cette classe de connecteurs est donc bien plus
restreinte que les autres.
Comme le note Haegeman (2004), les conjonctions de coordination — quel que soit
leur sens — ont en commun un certain nombre de propriétés avec les conjonctions de
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subordination périphériques. En particulier, elles ne peuvent donner lieu à un clivage
(64). De même, nous invitons la lectrice ou le lecteur à vérifier qu’une négation présente
dans la principale ne peut jamais avoir portée globale, c’est-à-dire non seulement sur
la principale mais aussi sur la conjonction et la proposition coordonnée.
(64) a. (i) Sabine est venue mais Fred avait encore du travail.
(ii) * C’est mais Fred avait encore du travail que Sabine est venue.
b. (i) Jamy n’a pas fermé l’œil de la nuit donc il a dû partir faire une
sieste.
(ii) * C’est donc il a dû partir faire une sieste que Jamy n’a pas
fermé l’œil de la nuit.
Cependant, les conjonctions de coordination ne peuvent pas être simplement assi-
milées à des conjonctions de subordination périphériques. Nous vous renvoyons à ce
sujet, par exemple, vers les données présentées par Piot (1988), qui montrent aussi que
les conjonctions de coordination ne forment pas une classe homogène. Nous laissons
alors au soin de recherches futures d’étudier au cas par cas leurs propriétés dans leur
usage en tant que connecteur. Notons cependant qu’au moins mais et et acceptent les
VAP en usage évidentiel : nous interprétons les deux exemples en (65) comme contras-
tant le voyage de Fred et le non-voyage de Sabine dans le premier cas et coordonnant
les deux activité de Fred dans le second.
(65) a. Fred ira à Sisteron pour les vacances, mais Jamy dit que Sabine n’ira
pas.
b. Fred a fait la vaisselle et Sabine dit qu’il a passé l’aspirateur.
À la section suivante, la dernière de ce chapitre, nous revenons sur les phénomènes
de révision de factivité ainsi que sur la notion de véridicalité des relations discursives.
4.5 Véridicalité et révision de factivité
Au cours de ce chapitre, nous avons rencontré plusieurs types de discours que
nous analysons comme donnant lieu à une révision discursive de factivité. Dans cette
section, nous commençons par les recenser, avant d’indiquer comment nous comptons
modéliser ces révisions de factivité, ce qui passera par une redéfinition de la notion de
véridicalité des relations discursives issue de la SDRT (voir section 3.3.2).
Tous les cas de révision de factivité que nous considérons sont liés à l’interaction
d’un VAP ou d’un GPA d’une part, et d’un connecteur (éventuellement implicite)
de l’autre. Parmi ces cas, nous pouvons d’abord distinguer ceux dont la structure
discursive permet d’inférer que le sujet du VAP ou GPA croit en une information
exprimée indépendamment par l’auteur :
— connecteur adverbial sous la portée d’un VAP, comme en (66a) ;
— proposition adverbiale centrale modifiée par un GPA, comme en (66b).
Dans les autres cas, la structure discursive permet d’inférer que l’auteur est en accord
(ou du moins, n’est pas en désaccord) avec le sujet du VAP ou GPA :
— VAP en usage évidentiel dans l’argument syntaxique d’un connecteur adverbial
(périphérique), comme en (66c) ;
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— VAP en usage évidentiel dans l’argument syntaxique d’une conjonction de su-
bordination (périphérique), comme en (66d) ;
— VAP en usage évidentiel pour une relation (centrale) implicite, comme en (66e).
(66) a. Fred ira au Pérou. Sabine pense qu’ensuite il ira au Brésil.
b. Sabine est rentrée de vacances afin que, d’après Fred, l’équipe puisse
boucler l’émission.
c. Sabine est très chanceuse. Fred dit par exemple qu’elle a gagné à la
tombola la semaine dernière.
d. Sabine n’est pas venue à la pendaison de crémaillère même si Fred dit
qu’elle était déjà rentrée de vacances.
e. Sabine n’est pas venue à la fête hier soir. Fred a dit qu’elle était encore
en vacances.
Nous proposons de considérer que la notion de véridicalité est en fait le produit de
deux composantes :
— la véridicalité syntaxique, qui implique la véracité du ou des arguments syn-
taxiques du connecteur ;
— la véridicalité sémantique, dont l’effet dépend du type de relation :
— (véridicalité forte) pour une relation centrale, elle implique la véracité des
arguments discursifs de la relation ;
— (véridicalité faible) pour une relation périphérique, elle implique la possibi-
lité des arguments discursifs de la relation.
La plupart du temps, lorsqu’aucun VAP ou GPA n’est en jeu, ces deux notions coïn-
cident. Cependant, il arrive qu’elles puissent diverger, donnant lieu à une révision
discursive de factivité. Notons que ces effets de véridicalité sont relativisés au contexte
(modal, d’attribution, etc.) dans lequel est interprété le connecteur, dans le sens ou,
par exemple, la véridicalité syntaxique d’un connecteur sous la portée d’un VAP im-
plique la véracité de ses arguments syntaxiques seulement aux yeux du sujet de ce
VAP. Ces effets sont aussi bien évidemment relativisés à la véridicalité du connecteur
considéré, c’est-à-dire que seuls l’argument syntaxique gauche et l’Arg1 (resp. droit et
Arg2) sont concernés pour un connecteur véridical seulement à gauche (resp. droite).
Revenons sur nos différents exemples.
— Pour le discours (66a), la véridicalité sémantique forte de la relation temporelle
(centrale) lexicalisée par ensuite prédit que Sabine pense que Fred ira au Pérou
(l’Arg1 de cette même relation), même si cette information est issue originelle-
ment de la première phrase, une simple affirmation de l’auteur.
— De même, en (66b), la véridicalité sémantique forte de la relation de but (cen-
trale) lexicalisée par afin que prédit que Fred pense que Sabine est rentrée de
vacances, même si cette information est issue de la proposition principale et que
le GPA ne modifie que la proposition adverbiale.
— En (66c), la véridicalité sémantique faible de la relation d’exemplification (péri-
phérique) lexicalisée par par exemple prédit que l’auteur pense qu’il est possible
que Sabine ait gagné à la tombola, et la vérité syntaxique implique aussi l’affir-
mation de Fred dit qu’elle a gagné à la tombola.
— De même, en (66d), la véridicalité sémantique faible de la relation de contraste
(périphérique) lexicalisée par même si prédit que l’auteur pense qu’il est pos-
sible que Sabine fût déjà rentrée vacances, et la vérité syntaxique implique aussi
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l’affirmation que Fred dit qu’elle était déjà rentrée de vacances.
— Enfin, pour (66e), la relation de causalité (centrale) étant implicite et non lexi-
calisée par un connecteur, seule la véridicalité sémantique s’applique et ses effets
vont dépendre du contexte modal dans lequel la relation est inférée. Si, comme
Danlos et Rambow (2011), nous considérons qu’il y a une relation non modalisée,
alors la véridicalité sémantique (forte) prédira que d’après l’auteur, Sabine était
effectivement en vacances. Si, comme Hunter (2016) et Hunter et Asher (2016),
nous considérons que la relation est seulement possible, alors la véridicalité sé-
mantique (toujours forte) prédira seulement que d’après l’auteur, Sabine était
possiblement en vacances. L’intuition ne semble pas suffire pour déterminer avec
exactitude quels devraient être les résultats de ces révisions, et seule une série
d’expériences permettrait de conclure. De tels travaux sortent malheureusement
du cadre de cette thèse et nous nous contenterons alors d’indiquer quels résultats
sont prédits par les système que nous développons et comment, lorsque cela est
possible, les modifier pour influencer ces prédictions.
Avant de terminer ce chapitre, analysons le dernier discours suivant :
(67) Sabine pense qu’il va pleuvoir ce weekend. Autrement, j’irais bien me bai-
gner.
L’adverbial autrement n’étant véridical ni à gauche ni à droite, son argument syn-
taxique (j’irais bien me baigner) n’est pas affirmé, ni les deux arguments de la relation
qu’il lexicalise (il va pleuvoir ce weekend et j’irais bien me baigner). Ce résultat est




Dans ce chapitre, nous cherchons à modéliser certaines propriétés syntaxiques et
sémantiques des connecteurs discursifs — en particulier les possibilités de disparité
induites par les verbes de dire et d’attitude propositionnelle — selon une approche
essentiellement structurelle. Une telle approche repose sur une modélisation fine de
la syntaxe et de son interface avec la sémantique. Pour cela, nous allons utiliser des
formalismes étendant les grammaires d’arbres adjoints (TAG, pour « Tree-Adjoining
Grammar »). Les TAG ont d’abord été développées comme un formalisme purement
syntaxique, mais elles permettent aussi une modélisation relativement intuitive de
l’interface syntaxe-sémantique.
En section 5.1, nous présentons en détail D-STAG, le formalisme grammatical
que nous allons exploiter et qui permet d’obtenir des structures discursives complexes
(des DAG) sans faire appel à la notion non structurelle d’anaphore. En section 5.2,
nous étendrons D-STAG en proposant de nouvelles structures pour, notamment, les
connecteurs et les VAP, et vérifierons qu’elles permettent de rendre compte de la
plupart des phénomènes syntaxiques et sémantiques étudiés au chapitre 4. Enfin, en
section 5.3 nous discuterons les limites d’une telle approche purement structurelle pour
l’analyse discursive.
5.1 Une grammaire d’arbres adjoints pour le dis-
cours
5.1.1 Les grammaires d’arbres adjoints (TAG)
Introduites par Joshi (1987), Joshi, Levy et Takahashi (1975) et Vijay-Shanker
(1987), les grammaires d’arbres adjoints (TAG, pour « Tree-Adjoining Grammars »)
sont un formalisme grammatical dont les éléments sont des arbres qui se combinent
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suivant deux opérations : la substitution et l’adjonction 1. Comme la plupart des for-
malismes grammaticaux, TAG utilise une distinction entre symboles dits terminaux,
les mots du langage considéré (par exemple Fred et aime en français), et symboles
dits non terminaux, les catégories de l’analyse syntaxique (par exemple SN pour un
syntagme nominal ou Det pour un déterminant). Un objet décrivant une succession
d’opérations — adjonctions et substitutions — ainsi que les arbres sur lesquels elles
opèrent est appelé structure de dérivation et son résultat est appelé structure déri-
vée. En TAG, ces deux structures encodent des arbres ; nous utiliserons donc aussi les
termes d’« arbre de dérivation » et d’« arbre dérivé ».
Les éléments minimaux d’une TAG sont appelés arbres élémentaires, il s’agit
d’arbres de deux types : les arbres initiaux (notés α, comme αFred et αaime en fi-
gure (5.1)) et les arbres auxiliaires (notés β, comme βapparemment en figure (5.1)), se
distinguant par les différents types de feuilles qu’ils présentent. Quel que soit l’arbre,
les nœuds internes sont toujours étiquetés par un symbole non terminal. Pour un arbre
initial, chaque feuille est étiquetée soit par un symbole terminal, soit par un symbole
non terminal, auquel cas le nœud est dit à substitution et est noté avec ↓. Les arbres
auxiliaires possèdent de plus obligatoirement une unique feuille étiquetée par le même
symbole (non terminal) que leur racine, dite à adjonction et notée avec *. Notons
que, comme il est très courant en analyse syntaxique, nous ne nous intéressons qu’à
des grammaires lexicalisées (Schabes, Abeillé et Joshi 1988), c’est-à-dire dont tous les














Figure 5.1 – Exemples d’arbres TAG.
L’opération de substitution implique un arbre contenant un nœud à substitution
ainsi qu’un arbre — l’arbre substitué — (i) ayant pour racine un nœud étiqueté par le
même symbole que ce nœud à substitution et (ii) ne contenant aucun nœud à adjonc-
tion. L’opération, illustrée en figure (5.2), consiste à remplacer le nœud à substitution
par l’arbre substitué via la racine de ce dernier. Dans la structure de dérivation, elle
est représentée par un trait en pointillés annoté avec l’adresse de Gorn 2 du nœud à
substitution. La substitution modélise la notion d’argument : l’arbre αaime du verbe
transitif aimer, par exemple, contient deux nœuds à substitution, pour son sujet et
son objet respectivement.
L’opération d’adjonction implique quant à elle un arbre — l’arbre adjoint — conte-
nant un nœud à adjonction ainsi qu’un arbre contenant un nœud — le site d’adjonc-
1. Joshi et Schabes (1997) proposent une introduction formelle aux TAG plus détaillée que celle
présentée ici.
2. Pour un arbre donné, l’adresse de Gorn de la racine est 0 et l’adresse du ie fils du nœud d’adresse
a est a.i.
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Figure 5.2 – Illustration de l’opération de substitution en TAG.
tion — étiqueté par le même symbole que ce nœud à adjonction. L’opération, illustrée
en figure (5.3), consiste à greffer le premier arbre sur le second au niveau du nœud
d’adjonction via la racine de l’arbre adjoint d’une part et son nœud à adjonction de
l’autre. Dans la structure de dérivation, elle est représentée par un trait plein annoté
avec l’adresse de Gorn du site d’adjonction. L’adjonction modélise la notion de modi-
fieur : les adjectifs et les adverbes, par exemples, sont traditionnellement représentés



















Figure 5.3 – Illustration de l’opération d’adjonction en TAG.
Dans ses versions usuelles, TAG incluent des contraintes d’adjonction :
— Une contrainte d’adjonction sélective spécifie, pour un nœud donné d’un arbre
donné, l’ensemble des arbres auxiliaires de la grammaire qui sont autorisés à être
adjoints sur ce nœud. En particulier, lorsque cet ensemble est vide (∅), aucune
adjonction n’est possible sur le nœud.
— Une contrainte d’adjonction obligatoire spécifie, pour un nœud donné d’un arbre
donné, que toute dérivation faisant intervenir cet arbre doit nécessairement in-
clure une adjonction sur ce nœud.
D’un point de vue formel, les TAG peuvent générer des langages contextuels et
font partie de la classe des mildly context-sensitive grammars (Joshi, Vijay-Shanker
et Weir 1991). Par exemple, la figure (5.4) donnent les trois arbres élémentaires d’une
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grammaire générant le langage {am bn c dm en |m,n ∈ N}. Les TAG permettent ainsi de
saisir certains phénomènes contextuels présents dans les langues naturelles, telles que
les dépendances croisées du suisse allemand (Shieber 1985). Notons que de nombreux
travaux se sont intéressés à la définition, manuelle ou automatique, de grammaires
TAG du français à couverture large, tels que ceux de Abeillé (2002), ou — via le
concept de méta-grammaire — de Candito (1999), Crabbé et al. (2013) et Villemonte










Figure 5.4 – Les trois arbres élémentaires d’une grammaire TAG lexicalisée générant
le langage contextuel {am bn c dm en | m,n ∈ N}. Les contraintes d’adjonction sélective
sont signalées en indiquant l’ensemble autorisé (en l’occurrence, toujours ∅) en indice
de la catégorie du nœud concerné.
5.1.2 Les grammaires d’arbres adjoints synchrones (STAG)
Introduites par Shieber (1994) et Shieber et Schabes (1990), les grammaires
d’arbres adjoints synchrones (STAG, pour « Synchronous Tree-Adjoining Grammars »)
ont pour structures élémentaires des triplets (tL, tR, l), où tL et tR sont deux arbres
TAG et l est un ensemble de paires (nL, nR) — les liens —, où nL et nR sont des nœuds
de tL et tR respectivement 3. Ces liens sont de plus numérotés ; cette numérotation est
interne à chaque structure élémentaire et sert à représenter les arbres de dérivation,
de la même manière que les adresses de Gorn en TAG.
Les applications des STAG sont nombreuses. Il est par exemple possible d’utiliser
deux grammaires TAG modélisant la syntaxe de deux langues différentes pour former
une STAG bilingue en associant l’arbre de chaque mot d’une langue avec l’arbre de sa
traduction dans la seconde (Abeillé, Schabes et Joshi 1990). L’analyse d’une phrase
dans une langue produit alors automatiquement, via la synchronisation des gram-
maires, une structure syntaxique dans l’autre. Un analyseur automatique TAG permet
ainsi de construire un système de traduction non pas fondé sur de simples correspon-
dances entre mots, mais entre constructions syntaxiques. Dans le cadre de ce travail,
cependant, nous exploitons STAG pour modéliser l’interface syntaxe-sémantique de la
langue, en synchronisant une TAG syntaxique et une TAG sémantique. Ce concept a
été mis en œuvre pour l’analyse de nombreuses constructions linguistiques (Han 2007 ;
Han, Potter et Storoshenko 2008 ; Nesson et Shieber 2006, 2007).
Chaque structure élémentaire est donc une paire constituée d’un arbre syntaxique,
similaire à ceux de la section précédente, et d’un arbre sémantique. Une manière in-
tuitive de définir ces arbres sémantiques est de les voir comme des λ-termes bien typés
(que l’on peut représenter sous forme d’arbres ; voir section 2.3.2) munis d’une an-
notation indiquant pour chaque variable libre si celle-ci doit être considérée par TAG
3. Remarquons qu’un même nœud peut être lié à plusieurs autres nœuds.
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comme un simple feuille de l’arbre, être traitée comme un nœud à substitution, ou bien
comme un nœud à adjonction (pour au plus une variable libre par terme et unique-
ment du même type que le terme lui-même) ; dans les deux derniers cas, seul le nœud
pré-terminal indiquant le type de la variable est représenté, accompagné du symbole ↓






















Figure 5.5 – Exemples d’éléments STAG.
La substitution et l’adjonction sont définies à partir de leur équivalent en TAG,
avec la contrainte que chaque opération doit être effectuée de manière synchrone sur
les deux arbres de chaque paire et sur des nœuds appariés, comme illustré en figures
5.6 et 5.7. Formellement, cette synchronisation est définie par Shieber (1994) à partir
de la notion de structure de dérivation.
Remarquons dès à présent que si un arbre est substitué dans un autre, alors toute
adjonction sur le premier ne pourrait modifier que localement sa sémantique, sans
avoir portée sur le second. À l’inverse, si un arbre est modifié par un arbre auxiliaire,
alors une adjonction sur le premier peut très bien avoir une portée globale incluant le
second, comme se serait le cas en figure (5.7) pour une adjonction supplémentaire sur le
lien [4] de αaime, qui aurait βapparemment dans sa portée. Plus tard dans ce chapitre, nous
exploiterons cette asymétrie entre substitution et adjonction pour modéliser différents
types de conjonctions de subordination.
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Figure 5.7 – Illustration de l’opération d’adjonction en STAG.
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5.1.3 Discourse STAG (D-STAG)
5.1.3.1 Première formulation
Introduit par Danlos (2009), Discourse STAG (D-STAG) a pour but de produire
une analyse syntaxico-sémantique du texte à l’échelle du discours. Dans sa version
initiale, D-STAG analyse le texte en trois étapes :
1. analyse individuelle de chaque phrase avec une grammaire STAG classique ;
2. extraction des mots du discours et normalisation ;
3. analyse des mots du discours.
L’étape d’extraction consiste à repérer dans les analyses phrastiques les connecteurs
discursifs ainsi que les signes de ponctuation inter-clause et à scinder les structures de
dérivation afin d’obtenir séparément ces différents éléments ainsi que les propositions
sans connecteur (les EDU). Ces éléments, les mots du discours, sont réorganisés pour
former une forme normalisée du discours : les connecteurs adverbiaux sont placés
avant la clause dont ils sont issus, les autres éléments sont placés suivant leur ordre
linéaire dans le discours initial et enfin le connecteur adverbial vide ε est inséré avant
toute phrase ne commençant pas par un connecteur adverbial, sauf la première. Pour
exemple, la forme normalisée du discours (1a) est donnée en (1b), les crochets indiquant
les EDU.
(1) a. Sabine est allée au cinéma. Elle a ensuite mangé un risotto parce qu’elle
avait faim. Comme elle avait travaillé comme une dingue, elle n’avait rien
mangé depuis la veille.
b. [Sabine est allée au cinéma]1. ensuite [Elle a mangé un risotto]2 parce qu’
[elle avait faim]3. ε comme [elle avait travaillé comme une dingue]4, [elle
n’avait rien mangé depuis la veille]5
Comme déjà mentionné en section 3.3.3, l’étape intermédiaire d’extraction et de
normalisation permet de gérer les adverbiaux en position médiane. Un tel connecteur
ne peut en effet atteindre en TAG cette position interne que par adjonction dans sa
clause hôte. En conséquence, si son autre argument discursif (Arg1) lui était fourni
par adjonction ou par substitution, la clause correspondante se trouverait elle aussi à
l’intérieur de la clause hôte du connecteur. Ce n’est évidemment pas le cas pour un
connecteur en bordure de phrase, d’où l’idée de déplacer les adverbiaux médians avant
d’effectuer l’analyse proprement discursive.
Alors qu’une grammaire TAG classique permet d’obtenir une analyse à partir des
arbres élémentaires spécifiés par un lexique, en D-STAG, l’analyse discursive fait in-
tervenir, outre un nombre très restreint d’arbres élémentaires contenant connecteurs
et/ou signes de ponctuation comme symboles terminaux, des arbres issus de la phase
d’analyse phrastique. Il s’agit des arbres d’analyse des EDU, c’est-à-dire des clauses
une fois les connecteurs extraits, qui ne forment donc pas un lexique fermé pré-défini.
Notons que deux nouvelles catégories syntaxiques sont utilisés à l’échelle discursive :
— DC (pour « discourse connective ») qui sert de catégorie-morphosyntaxique
unique pour tous les connecteurs ;
— DU (pour « discourse unit ») qui remplace la catégorie P à la racine des EDU.
Les figures 5.8 à 5.10 présentent Synt1(conn), Synt2(conn) et Synt3(conn), les par-
ties syntaxiques des structures représentant respectivement les adverbiaux, les conjonc-
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tions postposées et les conjonctions préposées, telles que définies par Danlos (2009) 4.
Des parenthèses autour de l’étiquette d’un nœud signifient que le sous-arbre corres-
pondant est optionnel. Les sites d’adjonction [2], [3] et [4] vont permettre de faire varier
l’interprétation sémantique du discours et prendront tout leur sens lorsque nous aurons
































Figure 5.10 – Arbre syntaxique Synt3(conn), utilisé pour les conjonctions préposées
en D-STAG.
Pour analyser les discours constitués de seulement deux clauses sans disparité,
comme ceux en (2), le même arbre sémantique présenté en figure (5.11) convient pour
4. Ces arbres utilisent de plus un système de traits qui n’est pas montré ici, permettant de garantir
le respect de la contrainte de la frontière droite.
90
5.1. Une grammaire d’arbres adjoints pour le discours
tous les connecteurs 5. Plus généralement, cet arbre sémantique suffirait si l’on ne
s’intéressait qu’à des structures discursives arborées, ce qui revient ici à dire que chaque
clause serait argument d’une unique relation 6. Cependant, comme nous l’avons déjà
mentionné aux chapitres précédents, les structures discursives ne se limitent pas à
des arbres : il s’agit en fait de graphes orientés acycliques (DAG), soumis à de fortes
contraintes mais non nécessairement arborés.
(2) a. Fred part au Brésil. Il ira ensuite au Pérou.
b. Sabine est en pleine forme parce qu’elle revient de vacances.






Figure 5.11 – Proposition d’arbre sémantique pour les connecteurs en D-STAG.
Afin de générer la totalité des structures discursives observées pour des textes de
trois clauses (que nous rappelons en figure (5.12)) sans recourir à un mécanisme non
structurel, Danlos (2009) applique une montée de type à la sémantique des connecteurs
via les opérateurs Φ′ et Φ′′ définis en (4a) et (4b). Ces opérateurs prennent en argument
un foncteur de relation discursive R et retournent de nouveaux foncteurs utilisés pour
définir les deux arbres sémantiques Sem′(R) et Sem′′(R) présentés en figure (5.13).
L’une des caractéristiques primordiales de ces termes est l’utilisation dans φ′′ de la
variable x dans les deux sous-termes R(x, y) et P (x). C’est cette copie qui permet à
une même proposition d’être l’argument de deux relations discursives différentes (ou
plus) et ainsi d’obtenir des DAG. Les variables du second ordre X et Y de φ′ comme
de φ′′ correspondent respectivement aux nœuds [2] et [3] de Sem′(R) et Sem′′(R) ; ces
nœuds rendent possible l’adjonction d’autres instances de Sem′′(R) et ainsi le partage
de propositions entre plusieurs relations discursives.
(4) a. Φ′ = λRXY. X(λx. Y (λy. R(x, y)))
b. Φ′′ = λRXY P. X(λx. Y (λy. R(x, y) ∧ P (x)))
5. Rappelons que Danlos (2009) n’étudie pas les VAP et ne s’intéresse pas aux questions d’attri-
bution des relations discursives et de leurs arguments. En conséquence, D-STAG analyse un discours
simple à un connecteur par une formule R(p, q), la véracité de chacun des deux arguments étant
éventuellement obtenue par véridicalité de la relation R, comme en SDRT. Nous verrons plus bas que
pour mettre en œuvre le principe de véridicalité syntaxique définie à la section 4.5, nous modifierons
les modélisations des connecteurs véridicaux pour générer des formules p ∧ q ∧R(p, q) (en plus de la
notion de véridicalité sémantique).
6. C’est cette simplification qui fait que l’arbre de la figure (5.11) n’utilise pas les liens [2] et [3] qui
apparaissent dans les arbres syntaxiques. Ces liens ne seront utiles que pour les arbres sémantiques
définis plus loin.
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(3) a. [Fred est triste]1 car [Sabine est partie en vacances]2. En effet, [il l’apprécie
vraiment]3.
Ra = Cause, Rb = Cause
b. [Fred est heureux]1 car [il fait beau]2. De plus, [il a bien dormi]3.
Ra = Cause, Rb = Conjonction
c. [Fred est sorti]1 car [le frigo était vide]2. Ensuite [il a fait une petite sieste]3.
Ra = Cause, Rb = Temporal-succ
d. [Fred est fatigué]1 parce qu’[il a mal dormi]2. [Il a fait des cauchemars]3.
Ra = Cause, Rb = Cause
Figure 5.12 – Les différentes structures discursives possibles pour un texte de trois
clauses.
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〈T, 〈T, T 〉〉
Φ′′(rel)
Sem′(R) Sem′′(R)
Figure 5.13 – Les composantes sémantiques des connecteurs discursifs en D-STAG.
« T » est une abréviation du type 〈〈t, t〉, t〉.
Un connecteur adverbial conn porteur de la relation discursive R est alors re-
présenté en D-STAG par deux structures élémentaires, chacune utilisant l’arbre syn-
taxique Synt1(conn) de la figure (5.8) et ayant pour composante sémantique Sem
′(R)
et Sem′′(R) respectivement. Les autres connecteurs discursifs sont représentés par les
différentes combinaisons des arbres syntaxiques Synt2(conn) et Synt3(conn) des figures
5.9 et 5.10 (ou non, suivant leur compatibilité avec les usages postposés ou préposés) et
des arbres Sem′(R) et Sem′′(R) correspondant à la relation qu’ils lexicalisent 7. Danlos
(2009) vérifie que les diverses combinaisons de ces termes permettent bien de générer
les quatre structures observées pour les discours à deux connecteurs, et uniquement
celles-ci. Rappelons aussi que pour modéliser les relations implicites, le connecteur
adverbial vide ε est utilisé.
Ainsi, par exemple, le discours (3d) s’analyse avec :
— βcar = (Synt2(car), Sem′(Cause)), la structure correspondant à l’usage postposé
de la conjonction car, porteur de la relation Cause ;
— βε = (Synt1(ε), Sem′′(Cause)), la structure correspondant à la relation Cause
sous forme implicite ;
— α1 résultant de l’analyse de Fred est fatigué (dont l’arbre sémantique et la formule
produite sont indifféremment notés p1) ;
— α2 résultant de l’analyse de il a mal dormi (dont l’arbre sémantique et la formule
produite sont indifféremment notés p2) ;
— α3 résultant de l’analyse de Il a fait des cauchemars (dont l’arbre sémantique et
la formule produite sont indifféremment notés p3).
L’analyse est donnée en figure (5.14).
5.1.3.2 D-STAG exprimée sous forme d’ACG
Nous avons vu comment D-STAG permettait d’effectuer une analyse discursive
à partir d’analyses phrastiques. Cependant, celle-ci passe par une étape d’extraction
des connecteurs et de normalisation du discours, qui modifie notamment la position
7. Comme l’indique Danlos (2009), les arbres sémantiques pour les conjonctions préposées ne sont
pas exactement ceux données en figure (5.13) : ils doivent être modifiés en ajoutant un nœud étiqueté
t et lié [5], dominant immédiatement le nœud pied t*. Ce nœud a pour but de rendre compte des
disparités de type « débordement », discutées en section 4.1.3.1.
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Cause(p1, p2) ∧ Cause(p2, p3)
Figure 5.14 – Arbre de dérivation D-STAG, arbres dérivés et formule sémantique
calculée pour le discours Fred est fatigué car il a mal dormi. Il a fait des cauche-
mars, analysé avec un connecteur causal implicite. (Les termes sémantiques pi sont
des abréviations pour les formules logiques des trois EDU.)
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des adverbiaux médians (c’est-à-dire situés à l’intérieur de la phrase comme ensuite
plus haut en (2a)). Ce déplacement des adverbiaux médians était rendu nécessaire
par le fait que, du point de vue discursif, les connecteurs (quel que soit leur type)
ont pour argument leur clause hôte. D’après le formalisme (D-S)TAG, la clause hôte
doit donc apparaître entièrement à gauche ou à droite du connecteur, toute position
intermédiaire étant interdite. Si les positions intermédiaires sont effectivement possibles
dans le texte original, c’est que, du point de vue phrastique, c’est le connecteur qui
est un modifieur de sa clause hôte. Cette différence de comportement est traitée en
D-STAG à l’aide de deux niveaux grammaticaux, l’un phrastique et l’autre discursif,
totalement indépendants.
Les grammaires catégorielles abstraites (ACG, pour « Abstract Categorial Gram-
mars »), introduites par de Groote (2001), sont un système logique fondé sur le λ-calcul
simplement typé et la logique linéaire, et se présentent comme un cadre formel ca-
pable d’encoder d’autres formalismes grammaticaux. de Groote (2002) et de Groote
et Pogodalla (2004) montrent par exemple que les ACG peuvent encoder les gram-
maires hors-contextes (CFG, pour « Context-Free Grammars »), les TAG ainsi que
les systèmes de réécriture hors-contexte linéaires (LCFRS, pour « Linear Context-Free
Rewriting Systems »). Dans cette section, nous allons voir comment les ACG per-
mettent d’exprimer une version de D-STAG ne nécessitant pas d’étape intermédiaire
entre l’échelle phrastique et l’échelle discursive, proposant une solution élégante à la
dualité argument/modifieur des connecteurs.
Nous ne définirons pas ici formellement les ACG et nous contenterons d’en exposer
succinctement les idées fondamentales. Définir une ACG revient essentiellement à dé-
finir deux langages, c’est-à-dire deux ensembles de λ-termes, le langage abstrait et le
langage objet, ainsi qu’une traduction des constantes du langage abstrait vers le langage
objet (le lexique) ; l’ACG fournit alors une traduction de tous les termes du langage
abstrait vers le langage objet, un homomorphisme construit autour de l’application
fonctionnelle.
Commençons par étudier comment de Groote (2002) exprime le formalisme TAG en
ACG. Il s’agit, pour une grammaire TAG donnée, de définir une ACG Gderived tree dont
le langage abstrait représente les structures de dérivation engendrées par la grammaire
et dont le langage objet représente les arbres dérivés correspondants. Dans cette ACG,
les constantes du langage abstrait sont des symboles représentant les arbres élémen-
taires (ex : αaime, βapparemment ; justement les symboles que nous utilisons lorsque nous
représentons une structure de dérivation TAG) et dont la traduction est un λ-terme
encodant la forme de l’arbre, incluant les possibilités d’adjonction et de substitution.
Par exemple, αaime se traduit en λFGxy. F (P3 xG(V1 aime) y), où F et G représentent
de possibles adjonctions à la racine P et au nœud interne V respectivement (dans l’en-
codage, les catégories morphosyntaxiques sont données avec leur arité, d’où « P3 » et
« V1 ») et x et y représentent les deux arbres devant être substitués aux deux feuilles
SN. Le typage des termes, non montré ici, garantit notamment que les arguments x et
y représentent bien des arbres enracinés par des nœuds SN. βapparemment se traduit en
λFGx. F (V2 xG (Adv1 apparemment)) où F et G représentent de possibles adjonctions
à la racine V et au nœud interne Adv respectivement et x représente la branche (infé-
rieure) issue du site d’adjonction où βapparemment va venir se greffer. Ces deux termes
sont représentés graphiquement en figure (5.15). Substitutions et adjonctions peuvent
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Figure 5.15 – Représentation en λ-termes des arbres TAG αaime (gauche) et
βapparemment (droite).
De même, il est possible de définir une ACG Gyield traduisant tout arbre syntaxique
en la liste de ses feuilles, c’est-à-dire la séquence de mots dont il est la structure syn-
taxique, aussi appelée son yield. Non seulement Gderived tree et Gyield peuvent être com-
posées en une ACG Gderived tree ◦ Gyield traduisant toute structure de dérivation TAG
en son yield, mais cette ACG est une ACG d’ordre deux — une propriété que nous ne
définirons pas mais qui est liée au type logique des constantes utilisés. Or, comme l’a
montré Kanazawa (2007), les ACG d’ordre deux sont inversibles en temps polynomial :
nous connaissons un algorithme d’analyse efficace capable, pour un terme du langage
objet donné, de retrouver l’ensemble des termes du langage abstrait dont il est la tra-
duction. Cet algorithme est universel, c’est-à-dire qu’il est capable d’inverser n’importe
quelle ACG d’ordre deux ; sur l’ACG codant TAG, sa complexité est de O(n6), c’est-
à-dire la même que pour une grammaire TAG traditionnelle (Vijay-Shankar et Joshi
1986).
Pour représenter STAG, Pogodalla (2017) définit une nouvelle ACG GSTAG sem.,
partageant le même langage abstrait que Gderived tree, c’est-à-dire l’ensemble des struc-
tures de dérivation, mais le traduisant cette fois en formules logiques. Ainsi, une même
structure de dérivation est traduite en un arbre dérivé par Gderived tree et en sa for-
mule logique associée par GSTAG sem.. Il est intéressant de noter que GSTAG sem. est
d’ordre deux. Ainsi, elle est elle aussi inversible en temps polynomial, ce qui permet
par exemple d’implémenter un système de génération de texte à partir de représenta-
tions sémantiques.
Lorsque l’on compose en série deux ACG, comme Gderived tree et Gyield ci-dessus, le
langage objet de l’une est le langage abstrait de l’autre 9. Danlos, Maskharashvili et
Pogodalla (2015) montrent comment utiliser ce principe pour exprimer D-STAG en
ACG de manière à se passer de l’étape de normalisation intermédiaire. Ils définissent
une ACG Gdisc-clause int. dont le langage objet est constitué de structures de dérivation
TAG et dont le langage abstrait est ce que nous appellerons le langage discursif. L’ACG
sémantique GSTAG sem. est quant à elle redéfinie en GD-STAG sem. de manière à ce que
son langage abstrait soit aussi ce langage discursif 10. L’idée est alors qu’un connecteur
8. Une structure de dérivation complète correspond à un terme non fonctionnel, c’est-à-dire auquel
tous les arguments ont été passés. Lorsque l’on ne souhaite pas faire d’adjonction à un nœud donné,
l’argument correspondant est alors rempli par un terme d’identité βId, traduit par λx. x.
9. On parle au contraire de composition en parallèle — ou synchronisée — lorsque deux ACG
partagent le même langage abstrait, comme Gderived tree et GSTAG sem..
10. Nous y reviendrons par la suite, mais ce langage discursif est directement le langage des struc-
tures de dérivation sémantique à l’échelle discursive.
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peut être représenté dans cette ACG par un terme attendant deux arguments —
que l’on peut voir comme deux arbres de dérivation, éventuellement simples (c’est-à-
dire constitués d’un unique arbre sans argument ni modification) — sur lesquels il va
notamment pouvoir imposer de nouvelles substitutions et adjonctions. Un connecteur
adverbial en position médiane correspond alors à un terme déclenchant l’adjonction de
sa réalisation en tant que modifieur verbal (tel que βensuite-V de la figure (5.16)) au sein
de l’argument correspondant à sa clause hôte. Un connecteur adverbial en position
initiale va quant à lui déclencher l’adjonction de sa réalisation en tant que modifieur










Figure 5.16 – Les arbres TAG phrastiques du connecteur adverbial ensuite.
Ainsi, à partir des deux arbres de la figure (5.16) utilisés traditionnellement en
TAG et des deux arbres sémantiques de la figure (5.13), il est possible de définir
quatre constantes discursives différentes pour le connecteur adverbial ensuite :
— dPensuite′ et dPensuite′′ , dont l’interprétation syntaxique impose l’adjonction de l’arbre
βensuite-P au niveau du nœud P de l’Arg2, conférant au connecteur une posi-
tion initiale, et dont l’interprétation sémantique correspond respectivement à
Sem′(Temporal-succ) et Sem′′(Temporal-succ) ;
— dVensuite′ et dVensuite′′ , dont l’interprétation syntaxique impose l’adjonction de l’arbre
βensuite-V au niveau du nœud V de l’Arg2, conférant au connecteur une posi-
tion médiane, et dont l’interprétation sémantique correspond respectivement à
Sem′(Temporal-succ) et Sem′′(Temporal-succ).
Une représentation graphique de l’interprétation de ces termes par Gdisc-clause int. est
donnée en figure (5.17). Pour dPensuite′ , l’arrête en pointillés entre le nœud P↓ et βensuite-P
signifie que l’arbre βensuite-P vient s’adjoindre à la racine P de l’arbre substitué à cet em-
placement, alors que pour dVensuite′ l’arbre βensuite-V vient s’adjoindre au nœud V interne
dans cet arbre substitué 11. Notons que, comme il n’y a plus ici d’arbres syntaxiques
purement discursifs comme dans la formulation originale de D-STAG, les catégories
DC et DU ne sont plus utilisées.
Rappelons qu’en STAG, il existe une correspondance très forte entre l’analyse syn-
taxique et l’analyse sémantique : bien que les arbres élémentaires sur lesquels elles
travaillent soient différents, à un arbre initial (resp. auxiliaire) correspond toujours un
arbre initial (resp. auxiliaire) et la séquence d’opérations est rigoureusement la même.
Comme nous l’avons vu, les ACG permettent de relâcher (de manière contrôlée) cette
correspondance. Dans la modélisation de Danlos, Maskharashvili et Pogodalla (2015),
seuls les connecteurs adverbiaux en position médiane exploitent cette propriété : ils
11. Si les arbres en question ne possèdent pas de nœud respectivement P et V ouvert à l’adjonction,
l’opération n’est donc pas possible.
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dPensuite′ et dPensuite′′ dVensuite′ et dVensuite′′
Figure 5.17 – Représentation de la traduction syntaxique des termes correspondant
au connecteur adverbial ensuite dans l’encodage de D-STAG en ACG.
introduisent un unique arbre sémantique mais deux arbres syntaxiques, et à la substi-
tution requise sur l’arbre sémantique correspond non seulement une substitution sur
l’un des arbres syntaxiques mais aussi une adjonction du second. Il existe toujours
une synchronisation entre l’analyse syntaxique et l’analyse sémantique, mais celle-ci
s’effectue en amont, via l’utilisation du langage discursif, le langage abstrait commun.
Ce langage abstrait représente toujours directement les structures de dérivation sé-
mantiques, mais pas les structures de dérivation syntaxiques. Ces dernières sont en
effet obtenues par traduction du langage discursif par l’ACG Gdisc-clause int., et sont en-
suite traduites en arbres dérivés par l’ACG Gderived trees. L’architecture du système est










Figure 5.18 – Architecture ACG de Danlos, Maskharashvili et Pogodalla (2015) pour
encoder D-STAG.
Il n’existe donc pas une structure de dérivation commune à l’analyse syntaxique
et l’analyse sémantique. En l’illustration, la figure (5.19) montre l’analyse du discours
(5) : la partie supérieure montre le terme discursif commun, qui :
— à gauche, est traduit en arbre de dérivation syntaxique par Gdisc-clause int., lui-
même traduit en arbre dérivé syntaxique par Gderived trees ;
— à droite, correspond directement en un arbre de dérivation sémantique, traduit
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en arbre dérivé sémantique par GD-STAG sem..
Notons que dès lors qu’aucune propriété de dominance définissable en ACG n’est
utilisée (dans notre cas, dès lors qu’aucun adverbial médian n’intervient), la traduction
par Gdisc-clause int. est triviale et l’arbre de dérivation syntaxique est isomorphe à l’arbre
de dérivation sémantique. Dans ces cas-là, le système est tout à fait équivalent à STAG
et nous nous autoriserons à simplement donner une structure de dérivation comme s’il
s’agissait effectivement d’une grammaire STAG.


























































Figure 5.19 – Analyse du discours (5). En haut, l’arbre discursif ; à gauche (resp.
à droite), l’arbre de dérivation puis l’arbre dérivé syntaxiques (resp. sémantiques). La
figure est une simplification qui ne montre pas (i) les numéros des sites d’adjonction
et de substitution ni (ii) les termes triviaux d’identité (λx. x) correspondants intuiti-
vement à des adjonctions non réalisées. Ici, les symboles αx (ou βx) sont utilisés pour
référer à la composante syntaxique ou sémantique de la paire αx (ou βx) de manière
évidente suivant le domaine considéré. Enfin, β. est l’arbre ancré par un point formant
l’une des deux composantes syntaxiques de la traduction syntaxique de dVensuite′ (l’autre
étant βensuite-V).
Pour conclure notre présentation du formalisme D-STAG, mentionnons simplement
que le système ainsi défini par Danlos, Maskharashvili et Pogodalla (2015), bien que
plus expressif que STAG, est toujours d’ordre deux. Il est donc analysable avec une
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complexité identique au formalisme STAG original. D’autres manières analogues d’ex-
ploiter les ACG pour augmenter l’expressivité de (S)TAG sans affecter la complexité
de l’analyse sont décrites par Pogodalla (2017).
5.2 Extension
Dans cette section, nous apportons des modifications à la grammaire D-STAG, et
ce, afin de modéliser différents phénomènes introduits au chapitre précédent. Notons
que nous nous limiterons ici aux discours ne contenant qu’un unique connecteur. Plus
précisément, nous cherchons à rendre compte :
— des interactions entre VAP et GPA d’une part et connecteurs d’autre part ;
— des différences entre conjonctions centrales (ConjC) et conjonctions périphé-
riques (ConjP) en ce qui concerne la portée d’une négation dans la proposition
principale ainsi que des possibilités de clivages des subordonnées adverbiales.
5.2.1 Structures phrastiques
En nous inspirant des travaux de Nesson et Shieber (2006), nous considérons des
structures phrastiques possédant deux sites d’adjonction différents pour les modifieurs
verbaux (comme la négation ou les adverbes) et les verbes ponts (typiquement les
VAP) : il s’agit, respectivement, des liens [1] et [2] de la figure (5.20). Dans un forma-
lisme où les adjonctions multiples sont licites et utilisées pour représenter certaines
ambiguïtés de portée, ceci permet d’éviter les interprétations (non naturelles) où un
modifieur verbal aurait portée sur un verbe pont. Cependant, alors que les ConjC se
présentent comme des modifieurs phrastiques, en ce point similaires aux verbes ponts,
nous avons vu que leur portée rentrait en concurrence avec celle des modifieurs ver-
baux tels que la négation. C’est pourquoi sur une structure comme celle de la figure
(5.20), nous distinguons un autre lien (le lien [3]) attaché syntaxiquement à la racine
P mais sémantiquement au même niveau que les modifieurs verbaux (et pouvant de
ce fait générer une ambiguïté). D’autre part, les GPA (ex : d’après Sabine) peuvent
s’adjoindre autant au niveau de la racine P que du nœud V, cependant ils ont toujours
portée sur les autres modifieurs verbaux tels que la négation ; ils s’adjoignent donc aux
liens [2,4]. Un système de traits permet d’interdire les liens [1,3] aux VAP/GPA et de











Figure 5.20 – Une structure phrastique.
La figure (5.21) montre les arbres de dérivation obtenus par l’adjonction d’une
négation sur la principale d’une conjonction de subordination. Notre modélisation
12. Un système de traits s’implémente en ACG par l’introduction de types spécifiques.
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prédit correctement que la négation peut avoir portée locale ou globale dans le cas












Figure 5.21 – Arbres de dérivation pour ¬A CONJ B avec une ConjC (gauche) ou une
ConjP (droite). Les liens [1] et [3] de αA étant situés au même nœud sémantique, l’arbre
de gauche est une représentation sous-spécifiée qui, suivant l’ordre des adjonctions,
conduit à deux arbres dérivés différents en sémantique mais un unique arbre pour la
syntaxe.
5.2.2 VAP et GPA
En TAG (et extensions), les VAP — comme les autres verbes ponts — sont usuel-
lement représentés par un arbre auxiliaire venant s’adjoindre sur le nœud P qui enra-
cine la complétive introduite (Joshi 1987). Une telle représentation permet de rendre
compte naturellement des phénomènes d’extraction non bornée qui apparaissent dans
des phrases comme (6) dans lesquelles un nombre quelconque (en théorie) de VAP
peuvent venir s’insérer entre le verbe (préfère) et son objet (l’émission). Cette repré-
sentation confère en fait à SN V que le même statut que le GPA d’après SN. Cependant,
cette équivalence n’a pas lieu d’être pour un VAP en usage intensionnel : un tel VAP
décrit l’état ou l’action (de penser, de dire, etc.) qui est argument de la relation dis-
cursive, la complétive précisant alors un élément central de cette éventualité mais ne
constituant pas l’éventualité elle-même. Nous considérons alors ici la vue selon laquelle
un VAP intensionnel n’est pas un modifieur de sa complétive, contrairement à un VAP
évidentiel.
(6) C’est l’émission que Sabine croit que [...] Fred a dit que Jamy préfère.
C’est pourquoi nous proposons une nouvelle paire d’arbres initiaux en addition
de la paire auxiliaire traditionnelle, comme illustrée en figure (5.22) où le type E est
un alias de 〈〈e, t〉, t〉, le type usuellement associé aux syntagmes nominaux en séman-
tique Montagovienne. Nous réserverons cette nouvelle paire pour modéliser les VAP
en usages intensionnel uniquement. La sémantique des deux structures est légèrement
différente : VAP évidentiels et VAP intensionnels utilisent deux versions d’un même
prédicat (noté ici avec et sans apostrophe respectivement), interprétées identiquement
dans tous les modèles mais se distinguant au niveau représentationnel 13. En effet, nous
13. Telle quelle, cette modélisation n’apparaît donc pas compositionnelle au sens strict (voir Amsili
et Bras 1998 à propos des différents types de compositionnalité). Cependant, la compositionnalité
du système pourrait être rétablie, par exemple, par l’utilisation d’une sémantique bi-dimensionnelle
(de telles sémantiques sont définies par Karttunen et Peters 1979 ; Potts 2005 dans le but de rendre
compte des implicatures conventionnelles). Imaginons qu’un syntagme phrastique ne s’interprète plus
par une proposition mais par une paire de propositions, un VAP intensionnel affectant de manière
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attachons à notre logique deux schémas de règles de réécriture permettant d’« effacer »
les prédicats évidentiels apparaissant comme argument d’une relation discursive (7) :
lorsqu’un prédicat évidentiel se trouve dans la portée d’une relation, seul son complé-
ment en est argument 14.
(7) a. Contrast(p, think(a, q)) → Contrast(p, q)
b. Contrast(think(a, p), q) → Contrast(p, q)
Notons que d’après ces règles, si dans la portée d’une relation se trouve un pré-
dicat évidentiel ayant lui-même dans sa portée un prédicat évidentiel, c’est alors le
complément du dernier prédicat évidentiel de la chaîne qui sera l’argument de la rela-
tion discursive (8). Cela permet de rendre compte des cas où plusieurs VAP en usage
évidentiel sont enchâssés dans l’argument syntaxique d’un connecteur discursif.
(8) Contrast(p, think(a, think(b, q))) → Contrast(p, think(b, q)) → Contrast(p, q)
Pour les groupements prépositionnels d’attribution, nous définissons deux paires.
L’une, βd’après-V, est représentée en figure (5.23) et est équivalente à un VAP évidentiel.
L’autre, βd’après-P, est obtenue en modifiant simplement la racine ainsi que le nœud
pied de la composante syntaxique de βd’après-V de V à P (la composante sémantique
est inchangée).
identique les deux dimensions au contraire d’un VAP évidentiel qui n’en modifierait que la première.
Alors, les règles de réécriture (7) peuvent être simulées en spécifiant que la sémantique des connecteurs
discursifs utilise uniquement la seconde composante de leurs arguments, qui n’est pas affectée par les
VAP évidentiels.
14. D’une certaine manière, ces règles condensent le raisonnement utilisé par Hardt (2013) pour
justifier l’hypothèse d’uniformité (voir section 4.1.2.4). Ce raisonnement (pour la relation de contraste)
est fondée sur l’idée que si A et B sont deux éléments en contraste, alors A et « X dit B » sont aussi en
contraste, du moment que X a raison. L’une des différences avec notre modélisation est qu’ici, la vérité
des paroles rapportées n’est pas vue comme hypothèse du raisonnement, mais sera éventuellement


























t ↓[6]〈t, 〈E, t〉〉
spense_que′
spense_que′ = λpS. S(λs. think’(s, p))









sGPA = λpS. S(λs. evid(s, p))
Figure 5.23 – GPA : βd’après-V (les virgules encadrant généralement un GPA ont été
omises dans un souci de lisibilité).
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5.2.3 Conjonctions de subordination
Similairement, les différences de syntaxe et de sémantique entre propositions cen-
trales et propositions périphériques peuvent être expliquées à l’aide de structures dif-
férentes pour les deux types de conjonctions de subordination.
Pour les conjonctions lexicalisant une relation périphérique, comme bien que, nous
utilisons une paire d’arbres initiale comme en figure (5.24) 15. L’un des aspects essen-
tiels de cette paire est la présence d’un nœud à substitution pour chaque argument.
En conséquence, une négation qui viendrait modifier le nœud V de l’argument gauche
ne pourrait avoir qu’une portée locale sur cet argument, comme observé plus haut.
Enfin, la possibilité d’adjonction sur le nœud [3] permet de rendre de compte des cas
où un VAP présent dans la principale porte effectivement aussi sur l’argument droit,
mais rappelons que cette lecture n’est pas celle par défaut : une telle adjonction ne







t ↓[2]〈t, 〈t, t〉〉
sbien_que
sbien_que = λpq. (p ∧ q ∧ Concession(p, q))
Figure 5.24 – αbien que (périphérique).
La paire pour les conjonctions centrales est plus complexe (figure 5.25). En effet,
nous avons vu que lorsqu’un GPA venait en modifier la clause hôte, celui-ci n’avait
pas alors portée seulement sur celle-ci, mais aussi sur la relation elle-même. C’est
pourquoi nous faisons apparaître un nœud sémantique contenant la conjonction de ces
deux termes, avec deux possibilités d’adjonction [3,4] correspondant à l’adjonction d’un
GPA en tête de la clause hôte et en position médiane respectivement. Cela est rendu
possible par la modélisation de ces termes en ACG, qui permet d’exprimer de telles
contraintes de dominance : le terme discursif encodant βparce que transmet ses deux
arguments [3,4] à son argument [1] (ce mécanisme est tout à fait comparable à celui
utilisé dans la modélisation des adverbiaux, qui imposent une adjonction sur l’un de
leurs arguments, la seule différence étant qu’ici le terme adjoint n’est pas directement
contenu dans le connecteur, mais est lui-même un argument de la conjonction) 16 17.
Deuxièmement, le fait que la conjonction s’adjoigne à la principale (au lieu d’une
15. Nous ne nous intéressons pour l’instant qu’à des discours à un connecteur, c’est pourquoi nous
ne définissons pas de termes sémantiques s’inspirant de la montée de type utilisée par Danlos (2009)
pour les termes représentés plus haut en figure (5.13).
16. Dans cette modélisation, c’est donc le GPA qui vient « modifier » la conjonction, qui au niveau
syntaxique la transmet à la clause hôte, grâce à l’expressivité des ACG. Alternativement, il est possible
en Multi-Component Tree-Adjoining Grammars (Nesson et Shieber 2007) d’ajouter à la clause hôte
un nœud vide venant « parasiter » l’arbre sémantique de la conjonction (qui n’est pas sans rappeler
les nœuds syntaxiques [3,4]), de manière à ce qu’un GPA modifiant la clause hôte ait quand même
portée sur le nœud [3,4] de la conjonction (Bernard et Danlos 2016).
17. L’existence de ces liens [3,4] nécessite que les structures phrastiques venant se substituer au lien
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substitution) laisse ouverte la possibilité qu’une négation dans cette principale ait
portée globale sur toute la phrase. Enfin, nous pouvons noter la présence du nœud














q ∧ Cause(p, q)
∧p
λpq.
Figure 5.25 – βparce que (conjonction centrale).
Notons que pour Frege (1892) (analyse partagée notamment par Potts 2015), le
sens concessif de bien que est issu de ce que l’on nomme aujoud’hui une implicature
conventionnelle (Grice 1975 ; Karttunen et Peters 1979). L’une des propriétés des im-
plicatures conventionnelles est qu’elles semblent « en retrait » sémantiquement : il est
en particulier très difficile de les nier ou d’en faire l’élément principal de l’énoncé (le
rôle d’un clivage). Souvent, ces propriétés des implicatures conventionnelles sont modé-
lisées de manière purement sémantique, via des mécanismes de projection (Karttunen
et Peters 1979 ; Potts 2005). Ici, au contraire, nous en avons donné un traitement
syntaxique : c’est la syntaxe des conjonctions de subordination périphériques qui rend
compte de l’impossibilité de clivage ou de la portée toujours locale de la négation
dans la principale. Nous voyons dans une telle modélisation un double intérêt. D’une
part, elle ne nécessite aucun traitement sémantique particulier. D’autre part, elle est
compatible avec les rares cas, déjà évoqués dans la note 23 du chapitre précédent, où
une relation périphérique n’introduit pas d’implicature conventionnelle, comme en (9).
Nous pouvons en effet supposer que toute conjonction périphérique dispose aussi d’une
entrée de type centrale mais liée à une accentuation ou intonation particulière.
(9) Sabine ne sera pas absente BIEN QUE Marcel vienne, mais (justement)
PARCE QU’il viendra.
Pour notre grammaire, un discours est alors analysé avec une disparité lorsqu’une
proposition modifiée par un VAP évidentiel (i-ii) est substituée aux liens [1] ou [2]
d’une conjP, (iii) au lien [1] d’une conjC, ou (iv) qu’une conjC s’adjoint sur une telle
proposition. Une possibilité pour bloquer ces disparités dans le cas des conjC est donc
d’ajouter un système de traits ad-hoc concernant VAP évidentiels et conjC, interdisant
ces deux dernières opérations.
Les deux paires d’arbres que nous venons de donner entraînent l’assertion des deux
[1] d’une conjC possèdent deux liens ouverts à l’adjonction correspondants ; il s’agit des liens [4,2] que
nous avons définis à la section 5.2.1.
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arguments, via les variables p et q coordonnées au terme de la relation R(p, q), et
conviennent donc uniquement pour des relations véridicales ; il s’agit là de l’implé-
mentation du principe de véridicalité syntaxique (section 4.5). Pour des relations non
véridicales, que ce soit à gauche ou à droite, nous retirons les termes correspondants
de l’arbre sémantique. Ainsi, le connecteur si lexicalisant une condition matérielle, qui
n’est véridicale ni à gauche, ni à droite, entraîne l’assertion du terme discursif Si(p, q)















Figure 5.26 – βsi (condition matérielle, centrale).
5.2.4 Connecteurs adverbiaux
En figure (5.27), nous donnons la représentation graphique de notre modélisation
des connecteurs adverbiaux en position médiane (que ce soit dans la principale ou dans
la complétive d’un VAP). Syntaxiquement, ce terme est constitué de deux arbres, β.
et βconn-V, le second venant s’adjoindre au nœud V de l’argument [1] du premier 18.
Autre particularité : toute adjonction au lien [2] se traduit syntaxiquement par une
adjonction à la racine P de la clause hôte du connecteur. Ainsi, un VAP peut venir
s’adjoindre au niveau de ce lien [2], ce qui a pour effet :
— syntaxiquement, de définir le connecteur et sa clause hôte comme complétive du
VAP ;
— sémantiquement, de mettre la relation et son Arg2 sous la portée du VAP.
En figure (5.28), nous donnons la représentation graphique de notre modélisation
des connecteurs adverbiaux en tête de clause.
— L’adjonction d’un VAP au lien [2] à pour effet de positionner le connecteur en
tête de la complétive.
— L’adjonction d’un VAP au lien [3] modélise le cas où le connecteur est extrait de
la complétive (remarquons que sémantiquement, cette situation donne le même
résultat que le précédent).
— Tous les autres cas (et notamment lorsqu’un VAP est déjà présent dans l’argu-
ment substitué en [1]) correspondent à la situation où le connecteur est directe-
ment issu de la principale.
18. Ce terme est en réalité constitué de trois arbres syntaxiques si l’on considère le nœud vide P
porteur du lien [2]. Nous ne représenterons cependant pas ce type de nœuds vides dans les arbres de


















q ∧ R(p, q)
∧p
λpq.
Figure 5.27 – βconn-médian.
Ce terme intervient donc aussi bien lorsque le connecteur est extrait de sa clause pour
être topicalisé que lorsqu’il est simplement en tête de sa clause hôte, sa position natu-
relle. On aurait pu vouloir différencier ces deux cas à l’aide de deux termes différents,
cependant cette distinction entre position naturelle et position topicalisée n’est pas
aussi flagrante pour les connecteurs adverbiaux que pour d’autres classes d’adverbes,
comme les adverbes temporels qui sont généralement post-verbaux. Nous avançons en
fait l’hypothèse qu’en position initiale, les connecteurs adverbiaux sont toujours ou-
verts à leur extraction, qu’elle soit réalisée ou non, justifiant ainsi l’usage d’un terme
















q ∧ R(p, q)
∧p
λpq.
Figure 5.28 – βconn-tête.
Comme pour les conjonctions de subordination, pour bloquer les disparités dans le
cas des adverbiaux lexicalisant une relation centrale, nous préconisons d’employer un
système de traits interdisant à ces connecteurs d’avoir pour arguments une proposition
modifiée par un VAP évidentiel.
Enfin, pour modéliser un adverbial lexicalisant une relation non véridicale, nous
modifions de manière appropriée la partie sémantique. Par exemple, le discours (10)
s’analyse avec le terme présentée en figure (5.29).
107
Chapitre 5. Approche structurelle


















Figure 5.29 – βautrement-tête.
5.2.5 Véridicalité
L’une des additions de notre système par rapport à la modélisation de Danlos
(2009), consiste en les termes propositionnels p et q coordonnés au terme de relation
R(p, q) pour les connecteurs lexicalisant des relations véridicales. Ces termes corres-
pondent à l’implémentation du principe de véridicalité syntaxique.
Pour la véridicalité sémantique, nous considérons des axiomes de la forme sui-
vante 19 :
(11) a. pour R centrale : R(p, q) ⇒ (p ∧ q)
b. pour R périphérique : R(p, q) ⇒ (p ∧ q)
5.2.6 Résultats
5.2.6.1 Conjonctions de subordination
Interaction avec un VAP dans la proposition adverbiale La table (5.1) montre
les arbres de dérivation obtenus pour les phrases de la forme A CONJ Sabine pense
que B. Comme indiqué plus haut, l’analyse faisant usage d’un VAP évidentiel avec une
ConjC est bloquée au niveau de la syntaxe, mais il existe pour les ConjP une ambiguïté
que seule la sémantique des différents éléments peut permettre de résoudre.
Pour la conjonction centrale parce que et un VAP intensionnel, les arbres dérivés
sont donnés en figure (5.30) ; en notant a et b les contenus propositionnels de A et B
respectivement, la formule logique obtenue est la suivante :
(12) a ∧ think’(Sabine, b) ∧ Cause(a, think’(Sabine, b))
Pour la conjonction périphérique bien que et un VAP intensionnel, les arbres dérivés
sont données en figure (5.31) ; la formule logique obtenue est la suivante :
19. Les axiomes (11) doivent être validés dans tous les mondes du modèle considéré, en particulier
les mondes correspondant aux croyances des autres agents (Sabine, Fred, etc.).
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(13) a ∧ think’(Sabine, b) ∧ Concession(a, think’(Sabine, b))
Toujours avec bien que mais un VAP évidentiel, les arbres dérivés sont données en
figure (5.32) ; la formule logique obtenue est :
(14) a ∧ think(Sabine, b) ∧ Concession(a, think(Sabine, b))
qui, grâce à la règle de réécriture, s’interprète comme :
(15) a ∧ think(Sabine, b) ∧ Concession(a, b)
Nous avons là un cas de révision de factivité : b, attribué à Sabine, est aussi l’argument
d’une relation véridicale attribuée à l’auteur.
Remarquons que les arbres syntaxiques ne dépendent pas de l’usage du VAP ; la
différence n’est que sémantique.























































q ∧ Cause(p, q)
∧p
λpq.
Figure 5.30 – Analyse d’une phrase de la forme « A parce que Sabine pense que
B ». Parce que étant une conjonction centrale, seule l’entrée intensionnelle du VAP est
autorisée.
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q ∧ Concession(p, q)
∧p
λpq.
Figure 5.31 – Analyse d’une phrase de la forme « A bien que Sabine pense que B »































q ∧ Concession(p, q)
∧p
λpq.
Figure 5.32 – Analyse d’une phrase de la forme « A bien que Sabine pense que B »
en utilisant l’entrée évidentielle du VAP.
Interaction avec un GPA La table (5.2) montre les structures de dérivation ob-
tenues en insérant un GPA dans la proposition adverbiale d’une phrase de la forme
A CONJ B. Notons que dans le cas d’une ConjC, le GPA ne peut pas s’adjoindre
directement à la proposition adverbiale (au lien [4] utilisé dans le cas d’une ConjP)
car la proposition ainsi modifiée ne posséderait plus le site d’adjonction ouvert requis
pour être passé en argument à la conjonction.
La figure (5.33) montre la paire d’arbres dérivés dans le cas d’une conjonction
centrale ; la formule logique obtenue est :
(16) a ∧ evid(Sabine, b ∧ Cause(a, b))
Cette configuration implique une révision de factivité de a concernant les croyances de
Sabine.
La figure (5.34) montre la paire d’arbres dérivés dans le cas d’une conjonction
périphérique ; la formule logique obtenue est :
(17) a ∧ evid(Sabine, b) ∧ Concession(a, evid(Sabine, b))
qui, grâce à la règle de réécriture, s’interprète comme :
(18) a ∧ evid(Sabine, b) ∧ Concession(a, b)
Comme dans le cas d’un VAP évidentiel dans la portée syntaxique d’un connecteur
périphérique, cette configuration donne lieu à une révision de factivité concernant les
croyances de l’auteur.
Pour un GPA interne (modélisé par βd’après-V), les adjonctions se font au niveau des
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liens [4] (sur βparce que) et [2] (sur αB) au lieu de [3] et [4] ; la sémantique est inchangée,
















Table 5.2 – Structures de dérivation résultant de la modification de A par le GPA
d’après Sabine dans une phrase de la forme « A CONJ B » suivant que CONJ est une

































Figure 5.33 – Analyse d’une phrase de la forme « A parce que, d’après Sabine, B »
(conjonction centrale).
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q ∧ Concession(p, q)
∧p
λpq.
Figure 5.34 – Analyse d’une phrase de la forme « A bien que, d’après Sabine, B »
(conjonction périphérique).
Interaction avec un VAP dans la principale La table (5.3) montre les arbres
de dérivation obtenus pour les phrases de la forme Sabine pense que A CONJ B, c’est-
à-dire cette fois avec le VAP situé avant la conjonction de subordination. Dans cette
configuration, A CONJ B peut former un constituant phrastique introduit par le VAP ;
ce dernier ne fait alors pas partie des arguments de la relation discursive lexicalisée par
CONJ et est qualifié ici d’externe. Notons que dans ce cas et en l’absence de contexte,
le statut intensionnel ou évidentiel du VAP est indéterminé ; nous avons choisi d’uti-
liser alors la paire traditionnelle βpense que. Comme précédemment, cette configuration
présente des ambiguïtés qui ne peuvent être résolues que par la sémantique particulière
des RD.
La figure (5.35) montre les deux arbres syntaxiques obtenus dans cette configu-
ration pour la ConjP bien que, suivant le rôle du VAP (à gauche : intensionnel ou
évidentiel ; à droite : externe). Remarquons que nous analysons le cas évidentiel avec
une disparité syntaxe-sémantique sur Arg1, donnant lieu à une révision de factivité.
En effet, on voit dans l’arbre de gauche que Sabine pense que A est un argument syn-
taxique de bien que, alors que si le VAP est évidentiel, seul le contenu propositionnel
de A constitue l’Arg1 de la Concession.
































































VAP intensionnel ou évidentiel VAP externe au connecteur
Figure 5.35 – Arbres dérivés syntaxiques pour les phrases de la forme « Sabine pense
que A bien que B ». Notons qu’avec bien que (une ConjP), l’arbre de droite correspond
à une lecture moins probable devant être forcée par le contexte.
5.2.6.2 Connecteurs adverbiaux
Connecteur en position médiane dans la principale Nous nous intéressons à
des discours de la forme A. SN V CONN que B :
(19) a. Sabine est très chanceuse. Fred m’a dit par exemple qu’elle avait gagné
à la loterie récemment.
b. Fred parle beaucoup. Il m’a dit par exemple qu’il avait mangé une
pomme ce matin.
Dans le cas d’un VAP en usage évidentiel comme en (19a), les arbres de dérivation
sont présentés en figure (5.36). La formule logique obtenue est :
(20) a ∧ say(Fred, b) ∧ Example(a, say(Fred, b))
qui, grâce à la règle de réécriture, s’interprète comme :
(21) a ∧ say(Fred, b) ∧ Example(a, b)
Il s’agit là d’une autre configuration donnant lieu à une révision de factivité.
Dans le cas d’un VAP en usage intensionnel comme en (19b), les arbres de dériva-
tion sont présentés en figure (5.37). La formule logique obtenue est :
(22) a ∧ say’(he, b) ∧ Example(a, say’(he, b))
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Figure 5.36 – Arbre de dérivation syntaxique (gauche) et sémantique (droite) pour
« [Sabine est très chanceuse]A. Fred dit par exemple qu’[elle a gagné à la loterie















Figure 5.37 – Arbre de dérivation syntaxique (gauche) et sémantique (droite) pour




Connecteur en tête de phrase Nous nous intéressons à des discours de la forme
A. CONN, SN V que B :
(23) a. Sabine va au Pérou. Ensuite, Fred dit qu’elle va au Brésil.
b. Sabine est très chanceuse. Par exemple, Fred m’a dit qu’elle avait gagné
à la loterie récemment.
c. Fred parle beaucoup. Par exemple, il m’a dit qu’il avait mangé une
pomme ce matin.
Dans le cas d’un connecteur extrait de la complétive comme en (23a), les arbres
de dérivation sont présentés en figure (5.38). La formule logique obtenue est :
(24) a ∧ say(Fred, b ∧ Temporal-succ(a, b))
Cette configuration donne lieu à une révision de factivité : nous prédisons que Fred



















Figure 5.38 – Arbre de dérivation syntaxique (gauche) et sémantique (droite) pour
« [Sabine va au Pérou]A. Ensuite, Fred dit qu’[elle va au Brésil]B » (connecteur extrait
de la complétive).
Le discours (23b) s’analyse avec un VAP évidentiel comme en figure (5.39). La
formule logique obtenue est :
(25) a ∧ say(Fred, b) ∧ Example(a, say(Fred, b))
qui, grâce à la règle de réécriture, s’interprète comme :
(26) a ∧ say(Fred, b) ∧ Example(a, b)
Nous avons là une révison de factivité concernant l’auteur.
Le discours (23c) s’analyse avec un VAP intensionnel comme en figure (5.40). La
formule logique obtenue est :
(27) a ∧ say’(Fred, b) ∧ Example(a, say’(Fred, b))
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Figure 5.39 – Arbre de dérivation syntaxique (gauche) et sémantique (droite) pour
« [Sabine est très chanceuse]A. Par exemple, Fred dit qu’[elle a gagné à la loterie

















Figure 5.40 – Arbre de dérivation syntaxique (gauche) et sémantique (droite) pour
« [Fred parle beaucoup]A. Par exemple, [il dit qu’il a mangé une pomme récemment]B »
(connecteur en position naturelle + VAP intensionnel).
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Connecteur dans la complétive Que le connecteur soit en tête (28a) ou en posi-
tion médiane (28b) dans la complétive, ces cas s’analysent avec un VAP s’adjoignant
au lien [2] du connecteur, comme en figure (5.41).
(28) a. Sabine va au Pérou. Fred pense qu’ensuite elle ira au Brésil.
b. Sabine va au Pérou. Fred pense qu’elle ira ensuite au Brésil.
Ce qui fait varier la position du connecteur dans la complétive est l’utilisation de
βconn-tête ou βconn-médian ; seul alors l’arbre de dérivation syntaxique change, la formule
logique est toujours :
(29) a ∧ think(Fred, b ∧ Temporal-succ(a, b)).




















Figure 5.41 – Arbre de dérivation syntaxique (gauche) et sémantique (droite) pour
« [Sabine va au Pérou]A. Fred dit qu’ensuite [elle va au Brésil]B ».
5.3 Discussion
Comme nous venons de le vérifier, la modélisation que nous proposons dans ce
chapitre rend compte d’interactions complexes entre connecteurs discursifs d’une part
et VAP et GPA d’autres part, interactions qui sont généralement ignorées des systèmes
discursifs comme D-LTAG, D-STAG et dans une certaine mesure aussi des théories
telles que SDRT.
Cette approche purement structurelle est intéressante à plusieurs titres. En effet,
elle est fondée sur le formalisme TAG, un formalisme classique et bien étudié, que ce soit
sur le plan mathématico-computationnel (Vijay-Shankar et Joshi 1986) que sur le plan
linguistique (Abeillé 2002 ; XTAG Research Group 2001). L’un des avantages que nous
trouvons à TAG sur d’autres langages formels est qu’il se manipule de manière assez
intuitive et offre des représentations graphiques claires des dérivations, que ce soit pour
la syntaxe seule ou pour l’interface syntaxe-sémantique. De plus, bien que moins que
pour son cousin CCG, l’analyse automatique TAG est un domaine toujours actif (voir
par exemple Grünewald, Henning et Koller 2018 ; Kasai et al. 2018). D-STAG et ses
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extensions peuvent donc espérer mettre à profit pour l’analyse discursive les techniques
développées pour l’analyse syntaxique, telles que les méthodes de désambiguïsation, et
ne nécessitent pas l’introduction de mécanismes fondamentalement différents.
En réalité, comme nous l’avons dit, notre version de D-STAG est exprimée en
ACG. Mais ce formalisme, bien que plus récent, est lui-aussi bien étudié d’un point
de vue mathématique, et cette transition ne s’accompagne pas d’un accroissement
de la complexité en analyse exacte (de Groote et Pogodalla 2004 ; Pogodalla 2017 ;
Yoshinaka et Kanazawa 2005).
Notre grammaire est capable de rendre compte de différents types de disparité ;
nous avons étudiés le cas de l’Arg1 des connecteurs adverbiaux — sous la portée d’un
VAP ou non — ainsi que ceux dus à l’usage évidentiel des VAP. Les cas de dispa-
rité faisant intervenir des arguments implicites (voir section 4.1.3.2) sont cependant
réfractaires à une telle approche structurelle ; les traiter nécessiterait d’encoder des mé-
canismes sémantico-pragmatiques complexes d’une toute autre nature. Pour Webber
et al. (2003), c’est là le signe que le discours doit être modélisé à l’aide d’anaphores 20.
Toutefois, les analyses que nous générons dans ce chapitre sont déjà plus fines que
celles obtenues, de niveau textuel type RST, par la grande majorité de la recherche en
analyse discursive automatique (voir par exemple Braud, Coavoux et Søgaard 2017 ;
J. Li, R. Li et Hovy 2014).
Au cœur de notre modélisation se trouve une distinction nette entre VAP inten-
sionnels et évidentiels, ainsi qu’entre conjonctions de subordination porteuses d’une
relation périphérique et d’une relation centrale. Leur représentation par des termes
différents, avec des fonctionnements reposant soit sur la substitution, soit sur l’adjonc-
tion, nous a permis de leur associer de manière claire des propriétés différentes tout
en respectant la distinction traditionnelle entre argument et modifieur.
Notons tout de même que l’utilisation de termes initiaux pour les conjonctions
périphériques amène une difficulté lorsqu’il s’agit d’analyser des discours à plusieurs
connecteurs. En effet, comme nous l’avons exposé en section 5.1.3, D-STAG permet
d’obtenir des structures en DAG par l’utilisation de paires auxiliaires complexes pour
tous les types de connecteurs ; le mécanisme d’adjonction jouant un rôle primordial.
Alors que nous pouvons introduire dans notre système des versions légèrement mo-
difiées de ces termes pour les conjonctions centrales et les connecteurs adverbiaux, il
n’apparaît pas immédiatement comment rendre compatible le principe développé par
Danlos (2009) avec notre modélisation des conjonctions périphériques. Selon une piste
de recherche possible, tous les connecteurs sont bien des termes auxiliaires, mais s’ad-
joignent à des niveaux différents : l’idée est de (ré)introduire dans notre grammaire
une distinction entre les nœuds phrastiques P usuels et des nœuds discursifs DU supé-
rieurs, les conjonctions centrales s’adjoignant alors sur les premiers et les conjonctions
périphériques ainsi que les adverbiaux s’adjoignant sur les seconds. Nous n’avons ce-
pendant pas étudié la question pleinement car nous avons choisi de nous tourner vers
une autre approche pour l’analyse discursive, utilisant des mécanismes d’anaphore et
sélection, que nous présentons au chapitre suivant.
En effet, que la synchronisation entre syntaxe et sémantique soit gérée en STAG
20. Rappelons que si le concept d’anaphore discursive est présenté comme un élément central de
D-LTAG (Forbes-Riley, Webber et Joshi 2006 ; Webber et al. 2003), ce formalisme n’exploite que par-




classique ou en ACG, nous avons pu nous rendre compte que la modélisation des
phénomènes subtils dont il est question ici amène à définir des termes de plus en plus
complexes, avec des structures et des systèmes de traits qui peuvent sembler parfois
ad-hoc. Intuitivement, le recours à l’anaphore pour la sémantique des connecteurs
permet à l’inverse de soulager l’aspect structurel de la grammaire et ainsi d’alléger les
modélisations, au prix non négligeable mais peut-être nécessaire de la mise en place
de mécanismes nouveaux. Cela nous a paru d’autant plus souhaitable que lorsque
plusieurs connecteurs sont en jeu, leurs arguments peuvent s’entrecroiser de manière
relativement complexe, comme illustré en (30).
(30) Sabine a appris qu’elle ira au Pérou. Elle a ensuite su qu’elle n’irait par contre
pas à Lima.
a. Sabine a appris qu’elle ira au Pérou. Elle a ensuite su qu’elle n’irait
par contre pas à Lima.
b. Sabine a appris qu’elle ira au Pérou. Elle a ensuite su qu’elle n’irait
par contre pas à Lima.
Rien ne dit qu’il est impossible d’analyser l’exemple (30) avec un système purement
structurel, mais la question paraît non triviale, alors que, comme nous le verrons, ce
genre de discours ne pose aucune difficulté particulière pour le système anaphorique
que nous développons au chapitre suivant.
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Dans le chapitre précédent, une analyse discursive était obtenue (i) en sélectionnant
une séquence d’entrées lexicales concordant avec la séquence des mots dans l’énoncé
et (ii) en la structurant d’après les règles du formalisme grammatical considéré (en
l’occurrence, D-STAG/ACG). Notons à ce sujet que nous n’avons pas réellement dé-
taillé cette étape, le développement d’algorithmes d’analyse automatique étant un
sujet à part entière, distinct bien que dépendant de notre sujet principal : la défini-
tion de la grammaire. Après cette analyse structurelle, le terme sémantique généré
était directement interprétable, notamment sans argument contextuel ni modification
algorithmique, et ce, tout en gardant un vocabulaire sémantique purement descriptif,
c’est-à-dire sans introduire de terme dénotant des constructions algorithmiques telles
que boucles ou branchements conditionnels. En contraste, dans ce chapitre, nous dé-
veloppons une approche dite anaphorique, dans laquelle les arguments des relations
discursives ne sont plus déterminés uniquement par la structure grammaticale des
énoncés. Les notions de contexte et de connaissance du monde vont alors intervenir
dans une phase d’interprétation sémantico-pragmatique, reposant sur l’analyse struc-
turelle préalable et faisant intervenir, dans le cas général, des algorithmes non triviaux.
En section 6.1, nous commençons par quelques rappels sur l’anaphore, avant d’ex-
poser notre proposition selon laquelle cette notion ne permet pas seulement de mo-
déliser la détermination de l’Arg1 des connecteurs adverbiaux mais est, en réalité,
utile pour comprendre le fonctionnement de tous les connecteurs. Cette proposition
sera formalisée à la section 6.2 en sémantique par continuation, que nous utiliserons
en combinaison à la sémantique événementielle. Nous vérifierons que cette formalisa-
tion produit les résultats attendus avant de passer à la section 6.3, qui contient une
discussion de travaux apparentés ainsi que des limites de notre méthode.
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6.1 Théorie
6.1.1 Anaphore
L’anaphore est une notion assez complexe et relativement difficile à définir (King
et K. S. Lewis 2018). La présente section — qui pourra être passée par les lectrices et
lecteurs déjà familiers du sujet — n’a aucune prétention à l’exhaustivité, mais a pour
vocation d’introduire cette notion, qui, sous des formes spécifiques, sera pertinente
tout au long du chapitre.
L’archétype de l’expression anaphorique est le pronom, dont la valeur sémantique
(sa dénotation) n’est pas à strictement parler lexicale (contrairement, par exemple,
à un nom propre comme Marie Curie) mais est dépendante du contexte. Dans le
discours (1), par exemple, le pronom lui réfère à Jamy et cela réfère à la préparation
de l’émission mentionnée dans la première phrase.
(1) Jamy prépare une émission sur Marie Curie. Cela lui plaît beaucoup.
On remarque que dans ce discours, les deux occurrences de pronoms réfèrent à des
entités (une personne et un événement) apparaissant explicitement dans le contexte
gauche de chaque pronom. Cependant, anaphore n’implique pas nécessairement co-
référence entre deux expressions linguistiques. Par exemple, le pronom démonstratif
celle-là en (2) constitue une référence déictique : il s’interprète avec une anaphore im-
pliquant le contexte extra-linguistique et sa référence (une certaine vidéo) n’est jamais
mentionnée dans ce discours autrement que par ce pronom lui-même.
(2) — Quelle émission veux-tu regarder ?
En pointant sur l’écran le titre d’une vidéo : — Celle-là !
D’autre part, les pronoms ne sont pas les seules expressions anaphoriques. En (3),
par exemple, la description définie le journaliste s’interprète en fonction de un jour-
naliste scientifique, exactement comme le pronom il l’aurait fait à sa place. Comme le
montre Geurts (2011), les pronoms peuvent être simplement vus comme des expres-
sions définies faiblement descriptives.
(3) Hier soir, j’ai joué à la pétanque avec une mathématicienne et un journaliste
scientifique. Et le journaliste avait travaillé pour C’est pas Sorcier !
Notons que la référence d’une expression anaphorique n’est pas nécessairement
présente explicitement dans le contexte (qu’il soit linguistique ou extra-linguistique)
et peut être obtenue via une inférence. Cette inférence est alors appelée un pontage
inférentiel (en anglais : bridging) et l’anaphore est dite associative (Clark 1975 ; Kleiber
1993). En (4), par exemple, les malfrats auxquels réfère le pronom ils sont déduits du
kidnapping mentionné dans la phrase précédente, de même que la fenêtre est celle du
studio où s’est rendue Sabine.
(4) a. Fred s’est fait kidnapper. Ils ne lui ont pas fait mal.
b. Sabine est allée au studio. Elle est entrée par la fenêtre.
Tout type d’entités peut être la cible d’une anaphore. Aux cas que nous avons déjà
vus (personne, événement, etc.), ajoutons le temps : en (5), par exemple, ce moment-là
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réfère au moment auquel arriva Sabine.
(5) a. Sabine arriva près du cratère. À ce moment-là, le volcan rentra en érup-
tion.
À propos d’anaphore temporelle, Partee (1973, 1984) décrit un certain nombre de
similitudes qui existent entre l’interprétation des pronoms et celles des verbes. En effet,
un verbe au présent fait référence au temps d’énonciation de la même manière que les
premières (je, nous) et secondes (tu, vous) personnes font référence aux agents présents
dans la situation d’énonciation. Autre parallèle : tout comme le pronom le réfère au
champagne en (6a), le verbe a été réfère au moment de la fête en (6b).
(6) a. Benoît a acheté du champagne hier et Laurence l’a bu aujourd’hui.
b. Marcel a fêté l’achat de son nouveau camion vendredi dernier et Jamy a
été un peu pompette.
On remarque que dans ce dernier exemple, ce n’est pas la totalité du sens du
verbe qui est obtenue par anaphore, mais seulement l’un de ses éléments (le temps
de l’événement décrit). La contribution sémantique d’une expression peut donc être
anaphorique seulement partiellement, comme c’est aussi le cas pour les connecteurs
adverbiaux, ainsi que nous le verrons dans la section suivante.
En résumé, une expression linguistique est anaphorique si elle contient une descrip-
tion plus ou moins partielle (contraster elle et la mathématicienne ou l’autre jour et
la marque du passé composé) permettant idéalement d’identifier, éventuellement par
le biais d’une inférence, une entité (un individu, un lieu, un temps, etc.) à partir du
contexte linguistique et extra-linguistique.
6.1.2 Repenser le fonctionnement des connecteurs
À plusieurs reprises dans ce travail, nous avons déjà mentionné des arguments en
faveur d’un traitement anaphorique des connecteurs adverbiaux ; rappelons-les.
Tout d’abord, d’un point de vue syntaxique, un connecteur adverbial n’a qu’un
unique argument (voir section 4.1.1). Il n’est donc pas absurde de penser que la rela-
tion discursive lexicalisée obtient alors son second argument de manière anaphorique.
Cette idée est d’autant plus crédible que les connecteurs secondaires et les expressions
spécifiques de connexion (voir section 3.2), qui se comportent comme des connecteurs
adverbiaux, sont justement composées d’expressions anaphoriques (pronoms ou des-
criptions définies).
D’autre part, les arguments de certains connecteurs ne sont pas directement men-
tionnés dans le texte, mais seulement présupposés ou inférés par implicature (voir
section 4.1.3.2). Rappelons l’exemple (26) du chapitre 4 (répété ci-dessous en (7)),
dans lequel l’Arg1 de la relation lexicalisée par sinon est la réponse négative à la
question (c’est-à-dire tu ne veux pas de pomme). Ce phénomène semble équivalent au
pontage inférentiel observé pour les anaphores nominales et c’est notamment ce type
de discours qui a incité Webber et al. (2003) à adopter une approche anaphorique pour
la modélisation des connecteurs adverbiaux en D-LTAG 1.
1. Contrairement à D-LTAG, la SDRT de Asher et Lascarides (2003) est une théorie discursive
d’assez haut niveau et non une interface syntaxe-sémantique. En conséquence, elle ne propose aucune
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(7) (Traduit de Webber et al. 2003) Veux-tu une pomme ? Sinon, tu peux avoir une
poire.
Notons que Webber et al. (2003), d’une part, affirment le caractère anaphorique
(de l’Arg1) des adverbiaux, et d’autre part, insistent sur le caractère structurel des
autres connecteurs. Pourtant, comme nous l’avions remarqué en section 4.1.3.2 avec
les exemples (27) et (28) (répétés ci-dessous en (8)), le phénomène de pontage in-
férentiel illustré en (7) ne concerne pas uniquement les adverbiaux, mais aussi les
conjonctions de subordination. Dans la suite de cette section, nous allons montrer que
considérer qu’aucune catégorie de connecteurs n’est purement structurelle permet de
rendre compte simplement non seulement de ce type de discours, mais aussi des cas
de disparités syntaxe-sémantique induites par l’usage évidentiel des VAP.
(8) a. C’est juste que je suis inquiet parce que s’ils ne la valident pas comme
respectueuse des droits d’auteur, ma chaîne sera supprimée.
b. Sabine est inquiète parce que s’il fait beau, Marcel va rater son permis C.
Pour la discussion, considérons une phrase de la forme (9), où « SA » et « S’ » sont
deux propositions, « CONJ » une conjonction de subordination, « SN » un syntagme
nominal et « VAP » un verbe de dire ou d’attitude propositionnelle. Il s’agit donc, par
exemple, de la forme des phrases en (10).
(9) SA CONJ SN VAP que S’.
(10) a. Sabine ne viendra pas à la pendaison de crémaillère parce que Fred a
prétendu que tout était annulé.
b. Sabine n’est pas venue à la pendaison de crémaillère même si Fred dit
qu’elle était déjà rentrée de vacances.
Notons eA la contribution sémantique de « SA », eB celle de « SN VAP que S’ »,
e′ celle de la complétive « S’ » et e la contribution de la phrase prise dans sa tota-
lité 2. Nous proposons qu’aucun connecteur n’est purement structurel, dans le sens
où les arguments discursifs des relations qu’ils lexicalisent ne sont pas entièrement
déterminés par la syntaxe. En conséquence, ces arguments discursifs ne sont pas né-
cessairement les contributions sémantiques des arguments syntaxiques correspondants
(dans notre cas, eA et eB). Toutefois, la détermination des arguments discursifs satisfait
trois contraintes :
1. un argument discursif doit avoir été introduit par — ou être obtenu par un
pontage inférentiel à partir de — l’argument syntaxique correspondant (dans
notre cas et en ignorant les possibilités de pontage inférentiel, eA est l’unique
possibilité pour Arg1, mais eB et e′ sont les deux possibilités pour Arg2) 3 ;
2. un connecteur lexicalisant une relation centrale ne peut pas « décomposer » une
modélisation des connecteurs. Cependant, la SDRT s’attache à décrire un processus de mise à jour du
discours au cours duquel certaines des SDRS introduites dans la nouvelle phrase à traiter doivent être
rattachées par une relation discursive à une SDRS introduite précédemment. Ce processus est claire-
ment de type anaphorique et ce terme est d’ailleurs employé à propos de la contribution sémantique
des connecteurs but et otherwise (pp.152–4).
2. Nous reviendrons en section 6.2.2 sur la notion de contribution sémantique considérée ici.
3. Dans la suite du texte et par souci de clarté, nous ne mentionnerons les possibilités de pontage
inférentiel que lorsque nécessaire.
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clause formée d’un VAP et de sa complétive pour accéder à cette dernière (ici
e′) et doit s’arrêter au VAP lui-même (ici eB), au contraire d’un connecteur
lexicalisant une relation périphérique ;
3. quand l’un de ses arguments syntaxiques contient une conjonction, un connecteur
peut accéder à la clause principale, mais pas à la clause subordonnée.
Notons que nous appliquons aussi ces contraintes aux connecteurs adverbiaux ; elles
ne sont alors évidemment pertinentes que pour la détermination de l’Arg2.
Les deux premières contraintes permettent de rendre compte des (im)possibilités
de disparité liée à l’usage parenthétique des VAP discutées à la section 4.1.2. Ainsi,
les deux phrases en (11) sont acceptables : bien que, un connecteur périphérique, a
accès autant à eB qu’à e′, qui peuvent être sélectionnées en tant que Arg2 suivant la
sémantique particulière de la phrase. En contraste, parce que est un connecteur central
et n’a donc accès qu’à eB pour Arg2 dans la configuration considérée ; en conséquence,
le VAP est toujours interprété intensionnellement (usage non parenthétique), ce qui
prédit l’acceptabilité de (12a) et l’incohérence de (12b).
(11) a. Sabine est venueeA (à la soirée chez Fred) bien quee Fred ait diteB
qu’elle était paresseusee′ .
b. Sabine est venueeA bien quee Fred diseeB qu’elle était maladee′ .
(12) a. Sabine est venueeA parce quee Fred a diteB qu’il voulaite′ lui parler.
b. # Sabine est venueeA parce quee Fred diteB qu’elle se sentait mieuxe′ .
Pour comprendre l’intérêt de la troisième contrainte, rappelons que Danlos (2004)
observe qu’une séquence de conjonctions de la forme (13) ci-dessous peut donner lieu
à quatre structures discursives différentes, discutées en section 4.1.3.1. La troisième
contrainte permet de générer toutes et uniquement ces quatre structures, tout en li-
mitant l’ambiguïté de notre système de sélection.
(13) C1 CONJa C2 CONJb C3.
En effet, deux options sont possibles concernant l’arbre syntaxique d’une phrase
de cette forme, correspondant aux deux parenthésages suivant :
(14) a. C1 CONJa [C2 CONJb C3].
b. [C1 CONJa C2] CONJb C3.
Considérons maintenant que les arguments syntaxiques des conjonctions sont simple-
ment leur deux nœuds voisins 4, c’est-à-dire que :
— en (14a), CONJb a pour arguments (syntaxiques) C2 et C3, le tout formant l’un
des arguments de CONJa, l’autre étant C1 ;
— en (14b), CONJa a pour arguments C1 et C2, le tout formant l’un des arguments
de CONJb, l’autre étant C3.
Alors, la troisième contrainte permet bien d’obtenir les quatre structures discursives
attendues à partir de ces deux structures syntaxiques ; de plus, chaque structure dis-
cursive n’est obtenue qu’à partir d’une unique structure syntaxique.
4. Cela contraste avec (S)TAG, par exemple, où les arguments syntaxiques ne se lisent pas direc-
tement dans l’arbre dérivé, mais dans l’arbre de dérivation. Nous cherchons simplement à souligner
ici que notre proposition est compatible même avec une syntaxe très simple (dite « surface composi-
tional ») pour les conjonctions de subordination.
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Lorsque l’Arg2 de la relation lexicalisée par CONJa est le contenu de C2 (15a-i)
ou de la totalité de C2 CONJb C3 (15a-ii), alors, d’après cette contrainte, la structure
syntaxique est nécessairement celle en (14a). À l’inverse, lorsque l’Arg1 de la relation
lexicalisée par CONJb est le contenu de C1 (15b-i) ou de la totalité de C1 CONJa C2
(15b-ii), la structure syntaxique est nécessairement celle en (14b). Ainsi, bien qu’une
structure syntaxique donnée sous-spécifie plusieurs structures discursives possibles,
chaque structure discursive n’est le produit que d’une seule structure syntaxique.
(15) (les crochets concernent la structure syntaxique au contraire de l’utilisation
de caractères gras ou italiques qui concernent la structure discursive)
a. (i) Fred s’est cassé le bras parce qu’[il est tombé parce qu’il était un
peu pompette].
(ii) Fred est déçu parce que [Sabine n’est pas triste bien qu’il s’ab-
sente pour de longs mois].
b. (i) [Fred a fait la vaisselle pendant que Sabine faisait la sieste]
parce qu’il voulait lui faire plaisir.
(ii) [Fred a joué de la trompette pendant que Sabine faisait la sieste]
parce qu’il voulait l’embêter.
On remarque aussi que, conformément aux observations, cette contrainte ne génère
pas d’autre structure discursive pour un discours de cette forme, en particulier pas celle
représentée en figure (6.1). En effet, aucun des deux parenthésages (14a) ou (14b) ne




Figure 6.1 – Structure discursive jamais observée pour un discours de la forme « C1
CONJa C2 CONJb C3 ».
Ce mécanisme de sélection et ces contraintes ne concernent pas uniquement les
conjonctions, mais s’appliquent aussi à l’Arg2 des connecteurs adverbiaux. Ainsi, en
(16a), par exemple est capable de sélectionner la complétive introduite par le VAP,
alors qu’en (16b), il sélectionne la totalité de sa clause hôte. Il en est de même pour
les connecteurs implicites, que l’on peut d’ailleurs voir comme des adverbiaux sans
réalisation morphosyntaxique (17).
(16) a. Sabine est très chanceuse. Fred dit par exemple qu’elle a gagné à la
tombola la semaine dernière.
b. Fred est très bavard. Il m’a raconté par exemple qu’il avait mangé
une pomme ce matin.
(17) a. Sabine n’est pas venue à la fête hier soir. Fred a dit qu’elle était encore
en vacances.
b. Sabine n’est pas venue à la fête hier soir. Fred a dit qu’il ne voulait
pas la voir.
Nous ne postulons pas de différence syntaxique entre les discours en (16), en (17)
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ou en (11). En particulier, notre analyse ne nécessite pas de modélisation différente
des VAP suivant leur usage comme au chapitre précédent. Au contraire, l’usage paren-
thétique des VAP est ici le produit de la structure discursive, un point de vue défendu
notamment par Simons (2007) et Hunter (2016).
Enfin, nous remarquerons que ces règles rendent correctement compte des cas où
l’argument syntaxique d’un connecteur est composé d’une proposition successivement
enchâssée dans plusieurs VAP, comme en (18). Si le connecteur en question lexicalise
une relation périphérique, la seconde règle prédit effectivement que l’argument discursif
peut être la contribution sémantique de n’importe lequel des VAP ou de la complétive
du dernier d’entre eux.
(18) Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit pourtant que
Jamy pense qu’elle était déjà rentrée de vacances.
Cette proposition selon laquelle les arguments des relations discursives sont déter-
minés par un mécanisme de sélection s’appuyant sur, mais dépassant, la syntaxe peut
probablement être formalisée de multiples façons ; à la section suivante, nous voyons
comment elle peut être mise en œuvre en sémantique par continuation, un système
logique fondé sur le λ-calcul.
6.2 Formalisation
Dans cette section, nous commençons par présenter la sémantique par continuation
(section 6.2.1) ; nous montrons notamment comment elle permet de rendre compte de
manière compositionnelle des phénomènes anaphoriques. Nous utiliserons ce forma-
lisme en conjonction avec une modélisation des arguments discursifs en termes de
sémantique événementielle, et nous justifierons donc ce choix en section 6.2.2. Notre
analyse des connecteurs discursifs, selon laquelle ceux-ci sont dotés de capacités de
sélection plus ou moins contraintes par la syntaxe, sera formellement implémentée en
section 6.2.3. Nous en vérifierons les résultats en section 6.2.4.
6.2.1 Sémantique par continuation
La notion de continuation est d’abord apparue en théorie de la programmation,
pour caractériser et étudier des phénomènes liés à l’ordre d’exécution des expressions
dans un programme (voir Reynolds 1993 à propos de l’histoire des continuations). Par
la suite, elle s’est avérée aussi très utile dans l’étude de la langue naturelle (Barker
et Shan 2014) et forme notamment le fondement théorique du système de sémantique
dynamique proposé par de Groote (2006).
Une fonction continuisée est une fonction prenant parmi ses arguments une conti-
nuation, c’est-à-dire un objet représentant intuitivement le reste du calcul à effectuer
après la fonction même 5. Une telle fonction est alors libre de lancer ou non l’exécu-
tion de sa continuation, et (lorsque la continuation est elle-même une fonction prenant
5. La continuation d’une fonction ne représente pas nécessairement la totalité du calcul qui sera
effectué après la fonction, mais seulement celle correspondant à une branche locale dans l’arbre d’exé-
cution.
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des arguments) avec quels arguments. Suivant un principe similaire, dans la séman-
tique par continuation de de Groote (2006), construite autour du λ-calcul simplement
typé (voir la section 2.3.2), une phrase correspond à une fonction prenant en entrée
non seulement son contexte gauche (l’information fournie notamment par les phrases
précédentes) mais aussi sa continuation (représentant la suite du discours). Cette conti-
nuation est une fonction attendant typiquement pour argument le contexte mis à jour
avec l’information exprimée par la phrase dont il est question 6.
À titre d’illustration, la phrase (19), dont la sémantique est traditionnellement re-
présentée par une formule semblable à celle en (19a), se voit représentée en sémantique
par continuation par le terme en (19b) 7. Dans cette dernière expression, c est une va-
riable de contexte et φ une variable de continuation. En notant γ le type des contextes,
une continuation est de type 〈γ, t〉 ; d’où le type des phrases Ω , 〈γ, 〈〈γ, t〉, t〉〉. L’opé-
rateur ::, qui est ici utilisé en notation infixe, permet de mettre à jour un contexte (c)
avec une proposition (p). Notons à ce sujet que bien que ce détail d’implémentation
ne soit pas fondamental pour les questions qui nous préoccupent ici, nous traiterons
les contextes comme des listes de propositions.
(19) Marcel aime son camion.
a. love(Marcel, his-truck)
b. λcφ. love(Marcel, his-truck)︸ ︷︷ ︸
p
∧φ(p :: c)
La phrase (19) n’est que trivialement dynamique, c’est-à-dire que sa seule utilisa-
tion du contexte consiste à lui inclure sa contribution sémantique (p, autrement dit
love(Marcel, his-truck)) pour le transmettre à la continuation. Cependant, il existe
en sémantique par continuation des expressions faisant un usage plus sophistiqué du
contexte. En effet, le système ébauché par de Groote (2006) permet de gérer des phé-
nomènes dynamiques relativement complexes. En particulier, l’anaphore est modélisée
à l’aide de fonctions de sélection, des termes représentant des procédés algorithmiques
déterminant (à partir du contexte) la référence d’une expression anaphorique. Par
exemple, nous verrons que le pronom elle fait appel à une fonction de sélection selshe
qui, à partir d’un contexte c, renvoie un individu de genre féminin mentionné dans c 8.
Considérons les deux phrases en (20) et leur traduction en sémantique par conti-
nuation. Un opérateur de mise à jour du discours (que nous verrons plus loin) permet
6. Il peut paraître paradoxal de voir une phrase comme une fonction attendant à la fois son
contexte gauche et sa continuation, sachant que le contexte gauche est fourni notamment par l’exé-
cution de la phrase immédiatement précédente, qui est elle-même une fonction attendant sa propre
continuation comme argument, dont la phrase courante fait partie ! Cependant, remarquons qu’il n’est
pas nécessaire de fournir à une fonction tous ses arguments pour commencer à l’exécuter ; en particu-
lier, de la même manière que nous n’attendons pas la fin d’un texte pour essayer de l’interpréter, en
sémantique par continuation, l’exécution de chaque phrase est démarrée dès que son contexte lui est
fourni, produisant en retour une fonction n’attendant plus que sa continuation. Comme nous allons
le voir dans la suite de cette section, une phrase n’attend pas sa continuation pour mettre à jour le
contexte qu’elle va lui transmettre.
7. En (19b), la lettre p est simplement une abréviation pour le sous-terme indiqué par l’accolade.
Sans cette convention de notation — que nous adoptons dans la suite du texte — le terme serait noté
« λcφ. love(Marcel, his-truck) ∧ φ(love(Marcel, his-truck) :: c) ».
8. L’implémentation pratique des fonctions de sélection sort du cadre de ce travail, néanmoins,
nous nous assurons que leurs arguments contiennent l’information nécessaire pour que ces fonctions
soient mathématiquement définies (et donc implémentables).
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d’exécuter la seconde phrase au sein de la continuation φ de la première, avec pour
entrée le contexte (p2 :: p1 :: c) qui lui est transmis. Ainsi, la fonction selshe intro-
duite par le pronom en (20b-i) peut analyser ce contexte pour renvoyer la variable
x, qui représente la mathématicienne et est donc la valeur intuitivement attendue
lorsque (20b-i) suit immédiatement (20a-i). Un discours complet s’analyse en exécu-
tant séquentiellement chaque phrase de cette manière, chacune ayant donc accès à
l’information produite par les précédentes, et pouvant donc référer aux entités que
celles-ci introduisent 9.
(20) a. (i) Fred a rencontrée une mathématicienne.
(ii) λcφ. ∃x. (mathematician(x)︸ ︷︷ ︸
p1
∧met(Fred, x)︸ ︷︷ ︸
p2
∧φ(p2 :: p1 :: c))
b. (i) Elle travaille sur la théorie de Galois.
(ii) λcφ. work-on(selshe(c),Galois-theory)︸ ︷︷ ︸
p
∧φ(p :: c)
Il n’est pas anodin que l’exécution de la continuation φ en (20a-ii) se trouve sous
la portée du quantificateur ∃x (correspondant à la mathématicienne rencontrée par
Fred). En effet, ainsi que nous venons de l’expliquer, les phrases suivantes pourront
faire référence à cette mathématicienne en utilisant la variable x, et ce, sans néces-
siter de modification des règles d’interprétation du langage logique, comme cela est
traditionnellement fait en sémantique dynamique pour étendre la portée sémantique
des quantificateurs hors de leur phrase hôte : ici, la suite du discours sera évaluée
sous la forme de la continuation φ de la phrase courante, c’est-à-dire dans la por-
tée syntaxique du quantificateur. La sémantique par continuation conserve donc une
correspondance exacte entre la portée sémantique et la portée syntaxique des quanti-
ficateurs, comme dans les versions usuelles de la logique du premier ordre (ou d’ordre
supérieur) et contrairement aux sémantiques dynamiques traditionnelles (telles que la
DRT de Kamp et Reyle 1993 et la DPL de Groenendijk et Stokhof 1991). De plus,
pour contrôler la portée sémantique des quantificateurs et ainsi empêcher qu’un élé-
ment introduit à un certain point du discours ne soit accessible avant ce point, ces
sémantiques dynamiques utilisent généralement une conjonction (∧) non commuta-
tive, c’est-à-dire telle que les formules φ ∧ ψ et ψ ∧ φ ne reçoivent pas nécessairement
la même interprétation. Les sémantiques dynamiques traditionnelles définissent donc
des logiques différant de manière non négligeable de la logique conventionnelle, dans
le but de la rendre plus adaptée à la modélisation de la langue et en particulier au
niveau discursif. À l’inverse, la sémantique par continuation de de Groote (2006) a été
définie notamment pour montrer qu’il n’était pas a priori nécessaire de changer de
logique — celle qu’utilisait Montague (1973), par exemple — pour exprimer les effets
dynamiques du langage 10.
9. de Groote (2006) montre comment traiter des cas simples d’anaphore pronominale tels que celui
vu en (20), ainsi que les cas de donkey anaphora ; son travail a par la suite été étendu pour prendre en
compte les expressions définies ainsi que des phénomènes liés à la négation et à la modalité (Lebedeva
2012 ; Qian 2014).
10. L’un des avantages d’une telle approche est qu’elle repose entièrement sur des notions mathé-
matiques et logiques classiques. En particulier, les variables s’y comportent de manière standard et
leur renommage, une opération critique pour éviter la perte d’information lors d’un conflit entre
quantificateurs (le problème de l’affectation destructive, plus connu sous son appellation en anglais,
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De manière similaire à Qian et Amblard (2011), nous utilisons la sémantique par
continuation en conjonction avec la notion d’événement. Les événements ont été ini-
tialement introduits par Davidson (1967b) pour représenter des actions uniquement,
comme dans la formule (21b) pour la phrase (21a) (ainsi paraphrasée par il existe
un événement de marche par Sabine), ou e est une variable de type v, le type des
événements 11.
(21) a. Sabine marche.
b. ∃e. walk(e, Sabine)
Dans la lignée de travaux ultérieurs (Parsons 1990 ; Peterson 1997a), nous étendons
le cadre Davidsonien aux états (Sabine est journaliste) ainsi qu’à d’autres objets plus
abstraits que — sauf mention explicite du contraire — nous appellerons tous indiffé-
remment « événements ». Nous considérons ici que toute phrase décrit au moins un
événement, qui est transmis à la traduction sémantique de la phrase en tant qu’argu-
ment (en plus de son contexte et de sa continuation), et peut éventuellement introduire
d’autres événements lorsque, par exemple, elle contient un VAP ou une conjonction.
Nous utilisons pour les phrases le type Ω défini en (22) : une phrase est une fonction qui
prend en argument un événement, un contexte ainsi qu’une continuation (une fonction
des contextes vers les valeurs de vérité) et qui renvoie une valeur de vérité.
(22) Ω , 〈v, 〈γ, 〈〈γ, t〉, t〉〉〉
Nous faisons le choix d’utiliser la sémantique événementielle car, comme nous le
justifierons dans la section suivante, nous modélisons les arguments des relations dis-
cursives non pas par des propositions (au sens logique), mais par des événements. Par
exemple, dans l’esprit des travaux de Davidson (1967a), nous interprétons la phrase
en (23a) comme exprimant une relation causale entre deux événements, le passage sur
une plaque de verglas (la cause) et la glissade de Marcel (l’effet). De manière similaire,
nous interprétons le discours en (23b) comme exprimant une relation temporelle entre
le voyage de Sabine au Panama (d’abord) et sa visite du Canal de Suez (ensuite).
(23) a. Marcel a glissé parce qu’il a roulé sur une plaque de verglas.
b. Pour une émission, Sabine s’est rendue au Panama. Ensuite, elle est
allée voir le Canal de Suez, en Égypte.
Notons que d’un point de vue logico-computationnel, le fait de représenter les
arguments des relations discursives sous forme d’événements nous permet de réutiliser
sans frais la machinerie développée par de Groote (2006) pour l’anaphore nominale
(fonctions de sélection, mise à jour du contexte, etc.) au service de l’analyse discursive.
« destructive assignment problem », Asher 2016), est gérée comme habituellement par α-conversion
des λ-termes.
11. L’approche dite Davidsonienne et celle dite neo-Davidsonienne diffèrent quant à la manière
dont elles traitent les arguments verbaux : selon la première, ils apparaissent dans le prédicat verbal
(walk(e,Sabine)) alors que selon la seconde, ils sont associés à l’événement à l’aide de rôles théma-
tiques (walk(e)∧Ag(e) = Sabine)). Dans ce chapitre, nous adoptons l’approche Davidsonienne, et ce,
uniquement afin d’alléger les notations. En effet, ce choix n’a aucune influence sur les phénomènes
discutés et notre proposition est entièrement compatible avec l’approche neo-Davidsonienne.
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6.2.2 Représentation logique des arguments discursifs
Parmi les différents systèmes et théories discursives présentées au chapitre 3, il
existe une grande variation sur la nature des unités discursives/arguments des rela-
tions discursives. Rappelons qu’en RST (section 3.3.1), les RD connectent des segments
de texte en se fondant sur une notion très riche (et non formalisée) d’interprétation
incluant la crédibilité des propositions exprimées par ces segments et certaines proprié-
tés des événements décrites. En SDRT (section 3.3.2), les arguments des RD sont des
actes de discours, qui ne sont pas des objets purement sémantiques mais permettent
d’accéder aux événements qu’ils introduisent et font aussi référence à la structure syn-
taxique des énoncés qu’ils constituent. En D-LTAG et D-STAG (section 3.3.3), ce sont
des propositions qui sont utilisées comme arguments des RD.
On remarque que dans une perspective purement sémantique, deux types d’objets
paraissent pertinents pour représenter les arguments des relations discursives : les
propositions et les événements. Au chapitre précédent, nous avons étendu l’approche
de D-STAG en nous intéressant à l’interface syntaxe-sémantique/discours plus qu’aux
aspects purement sémantiques et nous n’avons pas cherché à remettre en question la
pertinence d’une représentation des arguments discursifs sous forme de proposition.
C’est ce que nous faisons dans cette section, où nous comparons les mérites d’un
système propositionnel, c’est-à-dire dans lequel une relation discursive s’exprime sous
la forme (24a), avec p et q interprétées comme deux intensions (traditionnellement, des
ensembles de mondes possibles), et un système événementiel, dans lequel au contraire
une relation s’exprime sous la forme (24b), où e1 et e2 sont des événements.
(24) a. R(p, q)
b. ∃e1, e2. P (e1) ∧Q(e2) ∧R(e1, e2)
Mentionnons tout d’abord que lorsque nous discutons de ces entités, nous discu-
tons des propriétés effectives que celles-ci ont dans les systèmes logiques connus. Cette
précision nous semble importante, car les propositions auxquelles s’attachent générale-
ment la philosophie du langage sont relativement différentes des entités avec lesquelles
on essaye de les représenter. En effet, l’interprétation d’une proposition comme l’en-
semble des mondes dans lesquels elle est vraie a généralement des conséquences peu
satisfaisantes : deux phrases logiquement équivalentes, donc vraies dans exactement
les mêmes mondes, sont alors indistinguables du point de vue sémantique. Or, par
exemple, les énoncés du lemme de Zorn (25a) et de l’axiome du choix (25b), bien que
logiquement équivalents, n’ont pas le même sens ; il est notamment possible de croire
l’un sans croire l’autre (au moins pour une personne peu experte dans le domaine de
la mathématique). Plus simplement, nous pouvons aussi considérer deux propositions
logiquement vraies (et donc toutes deux vraies dans tous les mondes), telles que il pleut
ou il ne pleut pas et Sabine est Sabine, pour lesquelles la sémantique intensionnelle
traditionnelle ne va pas non plus faire de différence de sens. Ce type de problèmes a fait
couler beaucoup d’encre depuis (au moins) la parution des travaux de Hintikka (1962)
et bien que différentes solutions plus ou moins partielles aient depuis été avancées,
aucune ne fait aujourd’hui consensus (Fox et Lappin 2005 ; Muskens 2007).
(25) a. Tout ensemble inductif admet au moins un élément maximal.
b. Pour tout ensembleX d’ensembles non vides, il existe une fonction définie
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sur X qui à chaque ensemble A appartenant à X associe un élément de
cet ensemble A.
En outre, il existe même des propositions qui n’acceptent généralement aucune
représentation. C’est le cas par exemple de certaines phrases auto-référentielles telles
que la fameuse phrase du menteur (Beall 2007 ; Kripke 1975) :
(26) Cette phrase est fausse.
Nous ne prétendons nullement avoir de solution à ces différents problèmes, et nous ne
prétendons pas non plus que la sémantique par événements pourrait fournir de telles
solutions, mais nous souhaitions rappeler la grande différence qui existe de fait entre
les propositions idéales de la philosophie du langage et les propositions logiques que
nous manipulons en pratique.
D’autre part, rappelons que nous prenons le terme « événement » dans une accep-
tion très large. D’un point de vue logique, rien ne nous empêche d’étendre le formalisme
Davidsonien non seulement aux événements à proprement parler (qui se produisent)
et aux états, mais aussi à d’autres classes d’entités. Ce qui nous importe ici, c’est que
nous interprétons les syntagmes phrastiques comme des propriétés, tout comme les ex-
pressions nominales sans déterminant (27). Une chute de Sabine est un événement dans
le langage courant, mais si l’on représente tous les syntagmes nominaux de manière
homogène, alors dans le langage logique il s’agira d’une entité du même type qu’un
camion électrique ou que le fait que le ciel soit bleu, ces entités étant toutes de type e,
le type des « individus ». Cela n’empêche en aucun cas une classification des entités de
type e en fonction d’autres propriétés (certaines ont une extension spatio-temporelle,
d’autres non, etc.) et il en est de même pour les expressions verbales avec le type v,
qui n’est d’ailleurs pas nécessairement distinct de e.
(27) a. JjournalisteK = λx. journalist(x)
b. Jcamion électriqueK = λx. truck(x) ∧ electric(x)
c. Jchute de SabineK = λx. fall-of (x, Sabine)
d. Jfait que le ciel soit bleuK = λx. fact(x, Jle ciel est bleuK)
Ainsi, avant de retourner à l’implémentation proprement dite de notre système
discursif en sémantique par continuation, nous discutons de cinq types de phénomènes
soulignant les avantages ainsi que les difficultés que présente une logique événemen-
tielle. Le premier est lié à l’influence du contexte sur l’interprétation des relations
discursives. Le second ainsi que le troisième concernent le rôle des syntagmes nomi-
naux dans la structure discursive. Le quatrième est lié aux inférences logiques des
énoncés et le cinquième à l’utilisation de la négation.
6.2.2.1 Sous-spécificité des propositions, spécificité des événements
Commençons par un problème mentionné par Asher et Lascarides (2003, pp.135–7)
et que nous lions à une forme de sous-spécificité des propositions logiques. Prenons
les exemples en (28). Ces deux phrases sont parfaitement cohérentes et peuvent l’être
simultanément si elles réfèrent à des situations différentes — (28a) un jour et (28b) le
lendemain. Cependant, les deux propositions Fred a crié et Sabine est tombée sont les
mêmes dans les deux phrases et ne reflètent en rien la différence de situation qui rend
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cohérentes ces deux phrases.
(28) (Inspirés de Asher et Lascarides 2003)
a. Fred a crié parce que Sabine est tombée.
(i) Cause(screamed(Fred), fell(Sabine))
(ii) ∃e1, e2. screamed(e1)∧Ag(e1) = Fred ∧ fell(e2)∧Exp(e2) = Sabine∧
Cause(e1, e2)
b. Sabine est tombée parce que Fred a crié.
(i) Cause(fell(Sabine), screamed(Fred))
(ii) ∃e1, e2. fell(e1)∧Exp(e1) = Sabine∧ screamed(e2)∧Ag(e2) = Fred ∧
Cause(e1, e2)
Il semble donc difficile de définir la relation causale lexicalisée par parce que si ses
arguments sont des propositions. En réalité, faire ainsi mènerait même à des absurdités,
sachant que dans une autre situation encore (le surlendemain), la phrase en (29) peut
elle aussi être cohérente : les deux propositions seraient et ne seraient pas, à la fois,
dans le même rapport causal.
(29) Fred n’a pas crié parce que Sabine est tombée (mais pour une autre raison).
a. screamed(Fred) ∧ ¬Cause(screamed(Fred), fell(Sabine))
b. ∃e1. screamed(e1) ∧ Ag(e1) = Fred ∧ ¬(∃e2. fell(e2) ∧ Exp(e2) = Sabine ∧
Cause(e1, e2))
Ce problème ne concerne pas uniquement les relations causales. La phrase en (30)
est construite autour de bien que, lexicalisant une relation de concession. Cette phrase
est parfaitement cohérente si l’on parle, par exemple, d’une soirée dans un club de jazz,
où Sabine serait venue pour danser et sans avoir mangé. Le problème est là encore que,
a priori, les propositions ne rendent pas compte de la variation du contexte. En effet, si
l’on parle d’aller au restaurant, la même phrase (30) n’est alors plus du tout cohérente.
(30) Sabine est venue bien qu’elle eût faim.
a. Contrast(came(Sabine),was-hungry(Sabine))
b. ∃e1, e2. came(e1) ∧ Ag(e1) = Sabine ∧ hunger(e2) ∧ Exp(e2) = Sabine ∧
Contrast(e1, e2)
Nous pourrions alors imaginer ne pas utiliser comme arguments des relations les
propositions telles qu’exprimées, mais réinterprétées en fonction du contexte. Par
exemple, (30) pourrait être interprétée comme (31). Cette paraphrase paraît suffi-
samment riche pour pouvoir appliquer l’analyse classique du contraste, selon laquelle
l’Arg1 semble ou peut sembler incompatible avec l’Arg2 même si ce n’est justement pas
le cas. Une telle approche pourrait donc fonctionner, mais encore faudrait-il proposer
une formalisation convaincante du mécanisme qui permet d’introduire dans l’interpré-
tation de la phrase des informations issues du contexte.
(31) Sabine est venue [au club de jazz pour danser et sans avoir mangé] bien qu’elle
eût faim [à ce moment-là].
À l’inverse, Asher et Lascarides (2003) introduisent dans le langage logique de la
SDRT des étiquettes, qui représentent des actes de langage, les actes par lesquels sont
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exprimées les propositions (voir section 3.3.2). Ainsi, la même proposition peut être
exprimée à deux points d’un même énoncé par deux actes différents, et ce sont ces actes
qui sont les arguments des relations discursives. Rappelons que les relations discursives
en SDRT ont notamment pour effet d’indiquer des informations (temporelles, de cau-
salité, etc.) sur les événements auxquels réfèrent leurs arguments. Signalons également
que les actes de langage qu’utilise la SDRT ne sont pas des entités sémantiques ; les
étiquettes n’ont pas d’interprétation dans les modèles.
Nous ne nous intéressons en fait pas exactement aux mêmes aspects du langage que
la SDRT et nous pouvons alors directement utiliser une logique de type événementiel.
En effet, contrairement aux propositions, les événements sont spécifiques par nature :
la formule (30b) ci-dessus est vraie si est seulement s’il existe un certain événement e1,
une venue de Sabine, et un certain événement e2, une faim de Sabine, l’un contrastant
avec l’autre. Cela signifie que cette venue et cette faim de Sabine, pour une raison ou
pour une autre, pourraient sembler incompatibles mais qu’elles se sont bien réalisées
toutes les deux. Cette formule saisit donc bien directement le sens de (30). Il en est de
même pour les phrases en (28) ou (29) et les formules événementielles données.
6.2.2.2 Similitudes entre conjonction de subordination et préposition
Rappelons que de nombreuses propositions adverbiales (introduites par une
conjonction de subordination) peuvent se paraphraser à l’aide d’une préposition intro-
duisant une expression nominale (32).
(32) a. (i) Fred porte un plâtre parce qu’il a chuté.
(ii) Fred porte un plâtre à cause d’une chute (qu’il a faite).
b. (i) Jamy a travaillé sur sa nouvelle maquette bien qu’il soit grippé.
(ii) Jamy a travaillé sur sa nouvelle maquette malgré une grippe (qu’il
a).
c. (i) Sabine est allée au Brésil après être allée au Pérou.
(ii) Sabine est allée au Brésil après un voyage au Pérou (qu’elle a
fait).
Nous prenons l’existence de ces exemples pour un argument fort en faveur d’une
analyse avec événements. En effet, si l’on considère qu’il n’existe qu’un unique type
logique pour les individus et les événements — une hypothèse étayée par les possibi-
lités de nominalisation des verbes (ex : le Soleil s’est levé/le lever du soleil, Fred a
chuté/la chute de Fred) —, il est alors envisageable de dériver la sémantique des deux
membres de chaque paire (conjonction de subordination, préposition) à partir d’une
racine commune, une relation entre événements.
6.2.2.3 Accessibilités des référents discursifs
L’un des points majeurs de toute théorie anaphorique consiste à expliquer pourquoi
certaines entités sont plus ou moins facilement accessibles dépendamment du contexte.
L’illustration la plus classique de ce problème est donnée par Barbara Partee (citée par
Heim 1982) : alors que les premières phrases des deux discours en (33) sont véridicondi-
tionnellement équivalentes (c’est-à-dire vraies dans exactement les mêmes conditions)
et impliquent notamment toutes deux l’existence d’une dixième bille toujours égarée,
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la même continuation, Elle est probablement sous le canapé est parfaitement naturelle
dans le premier discours alors que clairement dégradée dans le second.
(33) a. J’ai fait tombé dix billes et les ai toutes retrouvées, sauf une. Elle est
probablement sous le canapé.
b. ? J’ai fait tombé dix billes et n’en ai retrouvées que neuf. Elle est proba-
blement sous le canapé.
Pour répondre au moins en partie à ce problème, il est communément admis qu’une
expression anaphorique peut accéder significativement plus facilement à une entité
pour laquelle un référent discursif (Karttunen 1969) a déjà été introduit dans le discours
qu’à une entité sémantiquement équivalente mais pour laquelle ce n’est pas le cas 12.
Un tel principe explique la différence d’acceptabilité en (33) : dans le premier discours,
l’expression sauf une introduit notamment un référent pour la bille manquante, la
rendant de ce fait plus accessible que dans le second discours 13.
Si l’on considère que l’Arg1 des connecteurs adverbiaux est obtenu par anaphore,
l’on doit alors se poser la question de l’accessibilité de cet argument. Dans chacun des
discours (34), l’Arg1 du connecteur adverbial est exprimé par un syntagme nominal
référant à un événement. L’acceptabilité de tels discours est évidente pour une analyse
événementielle : l’Arg1 est accessible au connecteur car directement introduit par l’ex-
pression nominale de la première phrase. Une analyse propositionnelle devrait quant
à elle expliquer pourquoi le connecteur peut accéder naturellement à son Arg1, une
proposition (respectivement Fred a chuté, Jamy a une grippe et Sabine fait un voyage
au Pérou) qui n’est jamais mentionnée directement.
(34) a. Toute l’équipe déplore la chute de Fred. Du coup, il va être obligé de
porter un plâtre pendant des semaines.
b. Je suis au courant pour la grippe de Jamy. Pourtant, il n’a pas l’air
malade.
c. J’envie Sabine pour son voyage au Pérou. Ensuite, elle revient en
France.
6.2.2.4 Inférences logiques
Rappelons que nous jugeons l’adéquation d’une représentation sémantique par sa
capacité à rendre compte des propriétés inférentielles des énoncés. Or, connecteurs
et relations discursives donnent lieu à l’observation de divers motifs d’inférence non
triviaux. Certains de ces motifs sont d’ailleurs à la base des arguments de Davidson
(1967a) en faveur d’une analyse événementielle des relations causales et temporelles,
et ils s’observent pour d’autres relations. Par exemple, en (35), chaque discours (i)
implique le discours (ii) correspondant.
12. Une référent discursif est typiquement représenté sous forme logique comme une variable dont
l’interprétation est définie par une fonction d’assignation.
13. Comme l’explique Kempson (2011), cette paire minimale a souvent été prise comme indice
que la sémantique au niveau discursif ne pouvait qu’être représentationnelle, c’est-à-dire que l’on ne
pouvait pas rendre compte des propriétés d’un discours uniquement à l’aide du sens de chacune des
phrases qui le composent. Cela n’est pas nécessairement le cas, par exemple si l’on voit le sens d’une
phrase comme une fonction de son contexte droit (c’est-à-dire de la suite du discours), ainsi que le
fait la sémantique par continuation de de Groote (2006).
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(35) a. (i) Sabine est allée à l’hôpital parce qu’elle a été frappée par la
foudre dans les Côtes-d’Armor.
(ii) Sabine est allée à l’hôpital parce qu’elle a été frappée par la
foudre.
b. (i) Sabine est venue travailler ce matin bien qu’elle soit rentrée chez
elle en pleine nuit d’un tournage en Antarctique.
(ii) Sabine est venue travailler ce matin bien qu’elle soit rentrée chez
elle en pleine nuit.
c. (i) Sabine va au Pérou. Ensuite, elle ira au Brésil avec Fred.
(ii) Sabine va au Pérou. Ensuite, elle ira au Brésil.
Si les arguments des relations discursives sont des propositions, alors ces inférences,
de la forme (36a) ci-dessous, ne pourraient être déduites que via la sémantique des rela-
tions discursives R, et non du langage logique directement. Au contraire, en sémantique
par événements, ces inférences sont de la forme (36b) et sont donc évidentes d’après
les propriétés de la conjonction booléenne ∧.
(36) a. R(p, q) ⇒ R(p, q′)
b. ∃e1, e2. P (e1)∧Q(e2)∧Q′(e2)∧R(e1, e2) ⇒ ∃e1, e2. P (e1)∧Q(e2)∧R(e1, e2)
Il est cependant connu que l’on ne peut pas toujours retirer n’importe quelle in-
formation à propos des arguments d’une relation sans affecter la vérité du discours.
En conséquence, les inférences logiques que l’on obtient à partir d’une représentation
événementielle sont parfois incorrectes, car trop fortes. Prenons l’exemple des deux
phrases en (37) : il est relativement clair que l’une n’implique pas l’autre, et pourtant
la formule (37a-ii) implique (37b-ii) — identique à l’exception du terme late(e2) qui
en est absent.
(37) a. (i) Fred est en colère parce qu’il est arrivé en retard à son examen.
(ii) ∃e1, e2. angry(e1) ∧ Exp(e1) = Fred ∧ arrived(e2) ∧ Ag(e2) = Fred ∧
loc(e2) = the-exam ∧ late(e2) ∧ Cause(e1, e2)
b. (i) ? Fred est en colère parce qu’il est arrivé à son examen.
(ii) ∃e1, e2. angry(e1) ∧ Exp(e1) = Fred ∧ arrived(e2) ∧ Ag(e2) = Fred ∧
loc(e2) = the-exam ∧ Cause(e1, e2)
Les formules en (37) ne sont donc pas des représentations entièrement satisfai-
santes de la sémantique des deux phrases. D’ailleurs, pour Davidson (1967a), le même
champ lexical de la causalité permet en fait d’exprimer deux types de relations dif-
férentes : des rapports causaux (« singular causal statements »), pour lesquelles une
analyse événementielle est appropriée, et des explications causales (« causal explana-
tions »), qui doivent être analysées différemment. Cette distinction a été reprise par
la suite, notamment par Kratzer (1998) pour qui les rapports causaux expriment que
deux événements ayant certaines propriétés sont en relation de causalité, alors que les
explications causales expriment que deux événements ayant certaines propriétés sont
en relation de causalité en vertu de ces propriétés 14. Pour rendre compte de cette
différence, Kratzer (1998) utilise dans le premier cas des événements et dans le second
14. Kratzer (1998) : « Singular causal statements state that two events that have certain properties
are causally related. Causal explanations state that two events that have certain properties are




Revenons sur la formule (37a-ii). Nous la paraphrasons comme suit : « la cause de
e1, l’état de colère de Fred, est e2, l’arrivée de Fred à son examen, ayant eu lieu après
l’heure attendue ». Les deux formules logiques données en (37) sont donc en réalité
plus appropriées pour la sémantique des phrases en (38), construites en paraphrasant
(37) à l’aide de la préposition à cause de. Et effectivement, ces deux phrases sont
naturelles (le fait que, hors contexte, la seconde appelle une continuation ne l’empêche
pas d’être naturelle) et sont en relation d’implication logique (38a) ⇒ (38b). À la suite
de Davidson (1967a), nous notons que les propriétés inférentielles de telles phrases sont
très fortes : elles impliquent notamment toutes deux (39).
(38) a. Fred est en colère à cause de son arrivée tardive à son examen.
b. Fred est en colère à cause de son arrivée à son examen.
(39) a. Fred est en colère à cause de quelque chose.
b. ∃e1, e2. angry(e1) ∧ Exp(e1) = Fred ∧ Cause(e1, e2)
En (40), nous observons que les propriétés inférentielles associées à bien que/malgré
sont similaires à celles associées à parce que/à cause de.
(40) a. (i) Fred est heureux bien qu’il soit arrivé en retard à son examen.
(ii) ? Fred est heureux bien qu’il soit arrivé à son examen.
b. (i) Fred est heureux malgré son arrivée en retard à son examen.
(ii) Fred est heureux malgré son arrivée à son examen.
Par contre, une relation temporelle exprimée par une conjonction (41a) permet les
mêmes inférences (du plus spécifique au moins spécifique) que lorsque exprimée par
une préposition (41b).
(41) a. (i) Sabine est allée au Brésil après être allée au Pérou {pour tra-
vailler/à Noël/avec sa famille/…}.
(ii) Sabine est allée au Brésil après être allée au Pérou.
b. (i) Sabine est allée au Brésil après un voyage au Pérou {pour tra-
vailler/à Noël/avec sa famille/…}.
(ii) Sabine est allée au Brésil après un voyage au Pérou.
Une analyse événementielle rend donc immédiatement compte des propriétés infé-
rentielles des relations temporelles, alors que ce n’est le cas pour les relations causales
et de contraste que lorsque leurs arguments sont exprimés sous forme nominale. Dans
le reste de cette section, nous présentons deux stratégies permettant de résoudre ce
problème.
Événements complexes Une première possibilité consiste à introduire, à la manière
de Peterson (1997b), des événements dits complexes pour les modifieurs tels que en
retard, en pleine nuit, avec sa famille, etc. Ainsi, une représentation sémantique de la
phrase (37a-i) serait la formule (42), qui exprime bien que c’est le retard de l’arrivée
de Fred qui est la cause de sa colère, et n’est pas en relation d’implication logique avec
(37b-ii).
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(42) ∃e1, e2. angry(e1) ∧ Exp(e1) = Fred ∧ arrived(e2) ∧ Ag(e2) = Fred ∧ loc(e2) =
the-exam ∧ ∃e3. late(e3, e2) ∧ Cause(e1, e3)
Il est intéressant de noter que si l’on suit cette stratégie, les arguments d’une
relation discursive ne peuvent pas être entièrement déterminés par la syntaxe. En
effet, lorsqu’une conjonction de subordination a pour argument syntaxique une clause
contenant un ou plusieurs modifieurs, telle que il est arrivé en retard à son examen ou
elle est rentrée chez elle en plein nuit d’un tournage en Antarctique, alors l’argument
sémantique de la relation discursive peut être l’événement de base, c’est-à-dire celui
correspondant au verbe, ou bien l’un des événements complexes introduits par les
modifieurs. Cette stratégie appuierait donc notre théorie selon laquelle les connecteurs
s’accompagnent d’un mécanisme de sélection afin de déterminer les arguments de la
relation qu’ils lexicalisent.
Focus La seconde piste suit l’intuition qu’il manque « quelque chose » dans la re-
présentation de la relation causale en (37a-ii) : un élément précisant l’aspect pertinent
des deux arguments 15 — en l’occurrence, le caractère en retard de l’Arg2, l’événement
d’arrivée. L’idée est alors que pour certaines relations (ex : les explications causales et
certains contrastes, mais pas les relations temporelles), les connecteurs s’interprètent
avec un argument supplémentaire implicite pour chacun de leurs arguments phras-
tiques. La sémantique de la phrase (37a-i) est alors représentée par la formule (43), où
le premier argument implicite (λe. >) indique qu’aucun accent particulier n’est mis
sur l’Arg1, et le second (λe. late(e)) indique que c’est le caractère retardé de l’Arg2 qui
joue un rôle dans la causalité.
(43) ∃e1, e2. angry(e1) ∧ Exp(e1) = Fred ∧ arrived(e2) ∧ Ag(e2) = Fred ∧ loc(e2) =
the-exam ∧ late(e2) ∧ Cause(e1, (λe. >), e2, (λe. late(e)))
Dans cette analyse, un terme de la forme Cause(e1, P1, e2, P2) signifie que les évé-
nements e1 et e2 sont en relation causale en vertu du fait qu’ils ont respectivement les
propriétés P1 et P2, traduisant donc littéralement l’interprétation de Kratzer (1998),
sans utiliser d’argument propositionnel. En précisant que P1 et P2 doivent être déter-
minées à partir des propriétés explicitement mentionnées dans la phrase, c’est-à-dire
par un mécanisme de focus 16, alors nous prédisons qu’il n’est pas possible de retirer
de la phrase l’information à propos du caractère retardé de e2 sans que ses conditions
de vérité n’en soit altérées.
Les deux solutions que nous venons de présenter prédisent que la phrase (37a-i)
implique toute phrase construite en omettant l’une ou plusieurs des informations sui-
15. Nous n’avons ici discuté que les possibilités d’inférences liées à l’Arg2, mais nous observons les
même phénomènes sur l’Arg1. Par exemple, la phrase (ia-1) implique (ia-2), comme en (35a), et (ib-1)
n’implique pas (ib-2), comme en (37).
(i) a. 1) Sabine est allée à l’hôpital à midi parce qu’elle a été frappé par la foudre.
2) Sabine est allée à l’hôpital parce qu’elle a été frappé par la foudre.
b. 1) Jamy est allé en retard au examen de Fred bien que les deux soient très bons
amis.
2) ? Jamy est allé au examen de Fred bien que les deux soient très bons amis.
16. Notre proposition rappelle alors aussi l’interprétation de la négation par Kratzer (1989), qui
nécessite un argument supplémentaire en plus de la proposition niée.
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vantes : angry(e1), Exp(e1) = Fred, arrived(e2), Ag(e2) = Fred, loc(e2) = the-exam —
mais pas late(e2). Cela correspond aux phrases obtenues :
— en remplaçant la principale Fred est en colère par des paraphrases de quelque
chose qui concerne Fred s’est produit (omission de angry(e1)), quelqu’un est en
colère (omission de Exp(e1) = Fred), quelque chose est vrai (omission des deux
informations précédentes)
— et en remplaçant la principale il est arrivé en retard à son examen par des para-
phrases de il est arrivé quelque part en retard (omission de loc(e2) = the-exam),
quelqu’un est arrivé en retard à son examen (omission de Ag(e2) = Fred), etc.
Ces phrases sont effectivement des conséquences naturelles de (37a-i).
Il semble donc qu’il soit possible d’analyser différents types de relations causales,
temporelles et contrastives avec une sémantique inspirée par la tradition Davidso-
nienne. Il serait nécessaire d’effectuer une étude plus complète de l’ensemble des re-
lations discursives ainsi que de ces deux stratégies pour arriver à une conclusion plus
définitive ; nous la réservons pour de futures recherches. Dans la suite de ce texte, nous
faisons l’hypothèse d’une analyse événementielle et nous recentrons notre étude sur les
cas où les seules modifications autorisées dans les arguments syntaxiques des connec-
teurs discursifs sont l’introduction d’un VAP, d’une conjonction (de coordination ou de
subordination) ou d’une négation. C’est d’ailleurs vers ce dernier phénomène, souvent
considéré problématique en sémantique événementielle, que nous nous tournons dans
la section suivante.
6.2.2.5 Négation
Comme l’illustrent les phrases (44), il est tout à fait courant que l’un des arguments
d’une relation discursive soit exprimé à l’aide d’une négation. Si les arguments des RD
sont des propositions, alors ces cas ne posent a priori aucun problème, l’opérateur
de négation logique ¬ permettant de transformer une proposition en sa négation, elle
aussi une proposition.
(44) a. Sabine est fatiguée parce qu’elle n’a pas fermé l’œil de la nuit.
b. Jamy n’a pas faim bien qu’il ait sauté un repas.
c. Fred a été engueulé après qu’il n’a pas aidé Marcel à nettoyer le
camion.
d. Sabine n’est pas à Paris à moins qu’elle ait raté son avion.
Une analyse par événements, à l’inverse, n’est possible que si nous sommes capables
d’expliquer comment une phrase négative (Sabine n’a pas fermée l’œil de la nuit, Jamy
n’a pas faim, etc.) permet d’introduire l’événement qui sert alors d’argument discur-
sif. En effet, il n’existe à ce jour aucune formalisation de la négation en sémantique
événementielle permettant de manipuler ce genre d’« événements négatifs ». Notons
que la négation pose donc aussi problème pour la SDRT qui, comme nous l’avons
déjà mentionné, définit la sémantique de la plupart des relations discursives à partir
de l’éventualité principale contenue dans leurs arguments, sans montrer qu’une telle
éventualité existe toujours.
Ce sujet étant assez complexe, nous le traiteront séparément, au chapitre 7. An-
nonçons cependant déjà que nous y exposerons une définition formelle de la notion
d’événement négatif et que nous expliquerons comment, en pratique, la négation per-
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met de l’introduire dans une sémantique compositionnelle. En conséquence, la négation
n’est pas non plus un frein à une analyse discursive en termes d’événements, qui ressort
au bout du compte comme une meilleure option qu’une analyse propositionnelle. Dans
la section suivante, nous présentons notre implémentation en sémantique par conti-
nuation d’un système d’analyse discursive suivant les principes décrits à la section
6.1.
6.2.3 Implémentation
Dans cette section, nous présentons les différentes entrées sémantiques formant le
lexique de notre système. Nous nous intéressons d’abord aux divers éléments permet-
tant d’analyser des phrases indépendantes éventuellement complexes. Nous complé-
tons ensuite notre lexique afin de pouvoir effectuer l’analyse d’énoncés constitués de
plusieurs phrases. Enfin, nous vérifierons que le système ainsi défini génère bien les
représentations sémantiques attendues pour une large gamme de discours.
6.2.3.1 Analyse phrastique
La sémantique que nous utilisons pour Sabine, en (45), correspond à l’entrée stan-
dard pour les noms propres depuis l’introduction de la montée de type par Montague
(1973) :
(45) JSabineK = λP. P Sabine
En effet, la tradition Montagovienne identifie les noms propres à l’ensemble des pro-
priétés qu’ils vérifient. Cela est une conséquence de l’idée qu’il existe une bijection
entre types sémantiques et types syntaxiques, et de la présence, parmi les syntagmes
nominaux, d’expressions quantificationnelles telles que une mathématicienne ou tous
les journalistes, ne pouvant pas être simplement représentées par un terme du premier
ordre. Ainsi, le nom propre Sabine est interprété comme l’ensemble des propriétés (de
type 〈e,Ω〉 en sémantique par continuation, au lieu de 〈e, t〉) vérifiées par l’individu
Sabine ; JSabineK est donc de type 〈〈e,Ω〉,Ω〉.
Comme nous l’avons expliqué plus haut, une expression anaphorique trouve sa
référence dans son contexte local à l’aide d’une fonction de sélection, d’où le terme
suivant pour le pronom elle 17 :
(46) JelleK = λPec. P selshe(c) e c
Les verbes intransitifs, tout comme les adjectifs attributs, reçoivent une entrée de
la forme suivante 18 :
(47) Jest venueK = λS. S(λsecφ. came(e, s)︸ ︷︷ ︸
p
∧φ(p :: c))
17. Remarquons que la variable P étant du type 〈e,Ω〉, e du type v, c du type γ et selshe du type
〈γ, e〉, d’après la définition de Ω (22), JSabineK et JelleK sont bien du même type 〈〈e,Ω〉,Ω〉. Une autre
manière de le voir est que par η-réduction, λP. P Sabine est équivalent à λPec. P Sabine e c.
18. Nous ignorons ici le temps et l’aspect associés à ces éléments.
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Il n’y a là encore rien de très nouveau par rapport à la modélisation de de Groote
(2006), si ce n’est l’argument événementiel e.
Avec ces termes, nous pouvons déjà analyser certains types de phrases très simples,
comme en (48).
(48) a. (i) Sabine est venue.
(ii) Jest venueKJSabineK
(iii) λecφ. came(e, Sabine)︸ ︷︷ ︸
p
∧φ(p :: c)
b. (i) elle était malade.
(ii) Jétait maladeKJelleK
(iii) λecφ. sick(e, selshe(c))︸ ︷︷ ︸
p
∧φ(p :: c)
VAP Il est couramment admis que les verbes d’attitude propositionnelle ainsi que les
verbes de dire ont sémantiquement un argument de type propositionnel correspondant
à la complétive qu’ils introduisent (mais voir les critiques de Moltmann 2003 à ce sujet).
Ainsi, nous modélisons un verbe tel que penser avec un prédicat à trois arguments,
représentant respectivement l’événement de pensée, l’individu pensant et la proposition
pensée.
Pour comprendre quelle est la proposition que nous utilisons comme argument d’un
VAP, nous devons préciser que nous ne considérons pas que tous les événements sont
réels (en anglais : « actual »). Par exemple, le voyage de Sabine en (49) n’est pas
réel, c’est-à-dire que, d’après cette phrase, il ne se réalise pas dans notre monde 19 ;
nous dirons alors qu’il est irréel. Nous reviendrons plus en détail sur ces événements
irréels au chapitre suivant, où ils nous aideront à interpréter la négation en sémantique
événementielle.
(49) Sabine devait aller à la Dune du Pilat, mais finalement ce voyage n’aura pas
lieu.
Avec des événements irréels dans notre ontologie, la simple existence (au sens lo-
gique, telle qu’exprimée par le quantificateur existentiel ∃) ne suffit plus à exprimer
qu’un événement est réalisé. C’est pourquoi nous introduisons un prédicat actual : 〈v, t〉
qui n’est satisfait que par les événements réels, ainsi qu’une relation conditionnelle sur
les événements ⊃ définie de la manière suivante :
(50) e1 ⊃ e2 , actual(e1) → actual(e2).
Alors, nous faisons l’hypothèse que l’argument propositionnel d’un VAP est la réa-
lité de l’argument décrit par la complétive introduite. En conséquence, nous analysons
la (sémantique non dynamique de la) phrase (51a) comme affirmant la réalité d’un
événement de croyance dont le sujet est Fred et l’objet est la réalité d’un voyage de
Fred dans l’espace, événement dont la réalité n’est pas affirmée dans la phrase (le verbe
croire n’étant en effet pas factif ; Karttunen 1971). Cette sémantique est correctement
saisie par la formule (51b).
19. Sabine a pu se rendre à la Dune du Pilat par le passé, ou y ira peut-être un jour, mais il ne
s’agira pas du même voyage que celui dont il est question en (49).
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(51) a. Fred croit qu’il est allé dans l’espace.
b. ∃e. actual(e) ∧ ∃e′. went(e′,Fred, space) ∧ believe(e,Fred, actual(e′))
Pour obtenir de telles analyses, nous modélisons les VAP avec des termes de la
forme suivante 20 :
(52) JpenseK = λPS. S(λsecφ. ∃e′. think(e, s, actual(e′))︸ ︷︷ ︸
p
∧P e′ (p :: c)φ)
Dans ce terme, P , qui représente la complétive, est de type Ω, et S, qui représente le
sujet, est de type 〈〈e,Ω〉,Ω〉 21.
Avec ces termes dans notre lexique, nous pouvons maintenant analyser des phrases
construites autour d’un VAP, comme en (53).
(53) a. Fred pense qu’elle était malade.
b. JpenseKJFredKJ(48a-i)K
c. λecφ. ∃e′. think(e,Fred, actual(e′))︸ ︷︷ ︸
p1
∧ sick(e′, selshe(p1 :: c))︸ ︷︷ ︸
p2
∧φ(p2 :: p1 :: c)
Conjonctions Tout comme les VAP, les conjonctions introduisent des variables évé-
nementielles ; dans leur cas, une pour chaque argument syntaxique 22. Nous avons dit
plus haut, en section 6.1.2, que les arguments des relations discursives étaient détermi-
nés à partir des arguments syntaxiques correspondants (lorsque ceux-ci existent) par
un mécanisme de sélection obéissant à trois contraintes. Dans notre propositions, cela
correspond au fait que les arguments de la relation discursive introduite ne sont pas
codés en dur (en anglais : « hard-wired ») comme étant les deux variables événemen-
tielles transmises à l’exécution des deux arguments syntaxiques de la conjonction ; à
la place, on trouve deux occurrences de fonctions de sélection. Nous employons aussi
deux fonctions de sélection différentes : selC et selP , pour les conjonctions centrales
et périphériques respectivement. Ces fonctions ont deux arguments : le premier est un
contexte et le second est l’événement décrivant l’argument syntaxique correspondant 23.
Nous modélisons toutes les conjonctions lexicalisant une relation centrale avec un
terme de la forme suivante 24 :
20. La factivité d’un VAP peut ensuite être introduite, par exemple, par un postulat de signification,
c’est-à-dire une restriction sur les modèles considérés, de la forme (ia), ou en l’encodant directement
dans la sémantique du verbe (ib).
(i) a. ∀e, e′, x. know(e, x, e′) → e ⊃ e′
b. JsaitK = λPS. S(λsecφ. ∃e′. e ⊃ e′ ∧ know(e, s, actual(e′))︸ ︷︷ ︸
p
∧P e′ (p :: c)φ)
21. JpenseK est donc de type 〈Ω, 〈〈〈e,Ω〉,Ω〉,Ω〉〉.
22. De manière générale, on peut s’attendre à ce que toute entrée lexicale introduise une variable
événementielle pour chacun de ses arguments syntaxiques phrastiques.
23. Ce second argument est rendu nécessaire par la première contrainte (« un argument discursif
doit avoir été introduit par l’argument syntaxique correspondant »).
24. Les sous-termes e ⊃ eA et e ⊂ eB de Jparce queK (qui introduit une relation véridicale) corres-




Jparce queK = λABecφ. ∃eA. e ⊃ eA︸ ︷︷ ︸
p1
∧AeA (p1 :: c) (
λc′. ∃eB. e ⊃ eB︸ ︷︷ ︸
p2
∧B eB (p2 :: c′) (λc′′.
Cause(e, selC(eA, c′′), selC(eB, c′′))︸ ︷︷ ︸
p3
∧φ(p3 :: c′′)))
Ce terme est construit autour de plusieurs continuations s’exécutant séquentiellement.
Soit A et B les deux arguments de la conjonction, e l’événement abstrait représentant
la relation causale, le contexte c et la continuation φ :
1. eA, un événement dont la réalité est impliquée par celle de e 25, est décrit en
exécutant A ;
2. ensuite et de manière similaire, eB est décrit en exécutant B ;
3. puis une relation causale Cause est déclarée entre deux événements devant être
retrouvés dans le contexte — comme pour une anaphore — par la fonction de
sélection selC , l’un à partir de eA, l’autre à partir de eB (et ceci est la description
de e) ;
4. enfin, la suite du discours φ est exécutée.
Cet ordre d’évaluation est exprimé par l’usage de plusieurs continuations enchâssées
(φ directement, enchâssée dans la continuation passée à B, elle-même enchâssée dans
la continuation passée à A), qui sont écrites de manière à ce que le contexte soit
correctement mis à jour du début jusqu’à la fin : le contexte d’entrée de la phrase
complexe est c, (p1 :: c) est transmis à A qui renvoie c′, puis (p2 :: c′) est transmis à B
qui à son tour renvoie c′′ et finalement la phrase transmet (p :: c′′) à sa continuation.
Les entrées pour les conjonctions périphériques ne diffèrent que par l’utilisation de
la fonction de sélection selP (capable d’accéder aux compléments des VAP) au lieu de
selC . Par exemple, pour bien que :
(55)
Jbien queK = λABecφ. ∃eA. e ⊃ eA︸ ︷︷ ︸
p1
∧AeA (p1 :: c) (
λc′. ∃eB. e ⊃ eB︸ ︷︷ ︸
p2
∧B eB (p2 :: c′) (λc′′.




Mise à jour discursive Pour calculer la sémantique de discours constitués de plu-
sieurs phrases, deux éléments supplémentaires sont nécessaires (Lebedeva 2012). Le
premier, Di, est le discours initial ; il s’agit d’un objet de type 〈γ, t〉, représentant
un discours vide et contenant seulement un contexte initial ci qu’il transmet à sa
continuation 26 :
25. Exactement de la même manière qu’au chapitre précédent nous avions inclus dans la sémantique
des connecteurs discursifs des termes impliquant la vérité du contenu de leurs arguments syntaxiques,
les termes e ⊃ eA et e ⊃ eB sont rendus ici nécessaires par les possibilités de disparités induites par
l’usage évidentiel des VAP.
26. Le contexte initial ci peut être choisi arbitrairement ; il peut, par exemple, être la liste vide, ou
— plus judicieusement — contenir des informations sur la connaissance du monde.
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(56) Di = λφ. φci
Le second est l’opérateur dupd, qui met à jour un discours D avec une phrase S en
transférant le contexte du premier au second et en introduisant un nouvel événement
réel :
(57) dupd = λDSφ. D(λc. ∃e. actual(e)︸ ︷︷ ︸
p
∧S e (p :: c)φ)
Notons que pour terminer une branche d’exécution, la continuation triviale stop
peut être utilisée :
(58) stop = λc. >
Connecteurs adverbiaux Les entrées des connecteurs adverbiaux sont très simi-
laires à celles des conjonctions, à ceci près que comme ils n’ont qu’un unique argument
syntaxique, seul un événement (eB) est introduit, tandis que l’autre doit être déter-
miné de manière anaphorique à partir du contexte c à l’aide d’une fonction de sélection
n’étant assujettie à aucune des trois contraintes décrites précédemment :
(59)
JpourtantK = λBecφ. ∃eB. e ⊃ eB︸ ︷︷ ︸
p1
∧BeB(p1 :: c)(λc′.
Contrast(e, sel(c), selP (eB, c′))︸ ︷︷ ︸
p2
∧φ(p2 :: c′))
Connecteurs implicites Enfin, nous suivons l’idée ressortant des annotations du
PDTB, selon laquelle une relation implicite peut être vue comme introduite par un
connecteur adverbial sans réalisation morphosyntaxique. Par exemple, le discours (60a)
s’analyse comme si la seconde phrase était introduite par un adverbial lexicalisant une
relation causale ; la sémantique de cette seconde phrase est donc donnée par la formule
en (60b), où « cause* » désigne un tel connecteur implicite.
(60) a. Sabine était absente à ma pendaison de crémaillère. Elle était déjà
partie en vacances.
b. Jcause*K(Jen vacancesKJelleK)
En dotant uniformément ces connecteurs des capacités de sélection des connecteurs
périphériques (même lorsque la relation implicite est centrale), nous pouvons analyser
des discours tels que (61a).
(61) a. Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit qu’elle
était déjà partie en vacances.
b. Jcause*K(Jdit queK(Jen vacancesKJelleK)JFredK)
Si nous utilisons directement des termes de la forme (59), notre analyse contien-
dra une relation causale non modalisée, et l’axiome de véridicalité forte associée à
cette dernière produira l’inférence que Sabine était effectivement partie en vacances :
nous obtenons une révision de factivité forte, comme proposée par Danlos et Rambow
(2011). Pour obtenir, au contraire, l’analyse défendue par Hunter (2016), selon laquelle
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dans les discours tels que (61a) la relation implicite est inférée sous la portée d’un opé-
rateur de modalité épistémique, nous proposons pour ces connecteurs des termes plus
complexes, sur le modèle de (62). Ce dernier terme diffère de celui en (59) en ce que,
une fois la sélection de l’Arg2 effectuée, la relation lexicalisée est modalisée ou non
en fonction de l’argument choisi : si le contexte local permet d’inférer que la réalité
de l’Arg2 est impliquée par l’affirmation de l’argument syntaxique — ce qu’exprime
la formule « c′  eB ⊃ arg2 » — alors la relation n’est pas modalisée. Dans le cas
contraire, la relation est modalisée 27.
(62)
Jcause*K = λBecφ. ∃eB. e ⊃ eB︸ ︷︷ ︸
p1
∧BeB(p1 :: c)(λc′.
let arg2= selP (eB, c′) in
let p=
{
Cause(e, sel(c), arg2) if c′  eB ⊃ arg2
Cause(e, sel(c), arg2) otherwise
}
in
p ∧ φ(p :: c′))
Ceci complète notre implémentation du système décrit en section 6.1.2. Dans la
section suivante, nous en illustrons le bon fonctionnement sur un échantillon varié de
discours d’une à deux phrases.
Véridicalité Dans le système présent, le principe de véridicalité syntaxique est im-
plémenté via des termes de la forme e ⊂ e′ dans l’interprétation des connecteurs. Pour
la véridicalité sémantique, nous utilisons des axiomes de la forme suivante :
(63) a. pour R centrale : ∀e, eA, eB. R(e, eA, eB) ∧ actual(e) → (actual(eA) ∧
actual(eB))




L’interprétation de la phrase (64a), évaluée dans le discours initial Di, est donnée
en (64c) 28. À cause des contraintes s’appliquant à la résolution de la fonction de
sélection selC (en particulier celle sur l’impossibilité d’accéder à l’objet d’un VAP), il
n’y a pas d’ambiguïté sur les arguments de la relation causale, qui ne peuvent qu’être
eA (la venue de Sabine) et eB (l’acte de dire de Fred). En effet, eA (resp. eB) est le
seul événement dépendant de eA (resp. de eB) dans le contexte p6 :: . . . p1 :: ci. Nous
obtenons alors une interprétation intensionnelle de VAP. Ainsi, la formule en (64c)
27. Comme nous introduisons le connecteur implicite dans la dérivation avant que celle-ci ne soit
évaluée, nous faisons ici l’approximation que le type de la relation (causal, temporel, etc.) est déterminé
avant ses arguments. Une telle approximation est malheureusement peu crédible. Pour y remédier,
nous pourrions définir un terme de connecteur implicite encore plus complexe, analysant le contexte
pour déterminer conjointement quelle relation introduire et quels sont ses arguments, en se fondant,
par exemple, sur un principe de maximisation de la cohérence du discours.
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affirme la réalité d’une relation causale (e) entre deux événements — eux aussi réels
—, la venue de Sabine (eA) et l’acte de Fred disant qu’il fera beau (eB). Notons que
la réalité de l’événement qui est l’objet des dires de Fred, le beau temps (e′), n’est pas
précisée. Nous obtenons donc bien la sémantique attendue.
(64) a. Sabine est venue parce que Fred a dit qu’il fera beau.
b. dupdDi (Jparce queK(Jest venueKJSabineK)(Ja ditKJil fera beauKJFredK))
c. λφ. ∃e. actual(e)︸ ︷︷ ︸
p1
∧∃eA. e ⊃ eA︸ ︷︷ ︸
p2
∧ come(eA, Sabine)︸ ︷︷ ︸
p3
∧∃eB. e ⊃ eB︸ ︷︷ ︸
p4
∧∃e′. said(eB,Fred, actual(e′))︸ ︷︷ ︸
p5
∧ sunny(e′)︸ ︷︷ ︸
p6
∧Cause(e, selC(eA, p6 :: . . . p1 :: ci), selC(eB, p6 :: . . . p1 :: ci))︸ ︷︷ ︸
p7
∧φ(p7 :: . . . p1 :: ci)
Intéressons-nous maintenant à la phrase peu naturelle (65a), qui se traduit par
le terme (65c). Comme dans le cas précédent, l’analyse obtenue correspond à une
interprétation intensionnelle du VAP : d’après cette analyse, la cause de la chute de
Sabine (eA) est l’événement de Fred pensant qu’elle était malade (eB). Sur la base
de notre connaissance du monde, nous pouvons juger qu’une telle relation causale est
anormale : notre système permet donc de prédire le caractère peu naturel de cette
phrase (65a) 29.
(65) a. ?? Sabine est tombée parce que Fred pense qu’elle était malade.
b. dupdDi (Jparce queK(Jest tombéeKJSabineK)J(53a)K)
c. λφ. ∃e. actual(e)︸ ︷︷ ︸
p1
∧∃eA. e ⊃ eA︸ ︷︷ ︸
p2
∧ fell(eA, Sabine)︸ ︷︷ ︸
p3
∧∃eB.
e ⊃ eB︸ ︷︷ ︸
p4
∧∃e′. think(eB,Fred, actual(e′))︸ ︷︷ ︸
p5
∧ sick(e′, selhe(p5 :: . . . p1 :: ci))︸ ︷︷ ︸
p6
∧Cause(e, selC(eA, p6 :: . . . p1 :: ci), selC(eB, p6 :: . . . p1 :: ci))︸ ︷︷ ︸
p7
∧φ(p7 :: . . . p1 :: ci)
6.2.4.2 Conjonctions périphériques
La phrase (66a) se traduit par le terme (66c). Bien que selP (eA, p6 :: . . . p1 :: ci)
soit nécessairement résolu en eA directement, selP (eB, p6 :: . . . p1 :: ci) peut potentiel-
lement être soit eB (engendrant une interprétation intensionnelle), soit e′′ (engendrant
une interprétation évidentielle). Pour une phrase de cette forme, l’interprétation du
VAP est donc variable, et dépend du résultat de la fonction de sélection. Dans ce cas
particulier, un raisonnement simple permet de choisir e′ comme Arg2 ; l’analyse obte-
nue affirme alors qu’il existe un événement réel de travail de Sabine, qu’il existe un
29. Rappelons que si la phrase (65a) semble mauvaise, ce n’est pas pour des raisons proprement
linguistiques. En effet, nous pourrions imaginer un scénario rocambolesque dans lequel Fred aurait des
pouvoirs télépathiques rendant la phrase (65a) cohérente. La phrase (65a) n’est donc pas ininterpré-
table ni incohérente en soi, elle est simplement jugée a priori peu naturelle (voire pas du tout) parce




événement réel de Fred pensant que Sabine était malade et qu’il y a un contraste entre
le travail de Sabine et la maladie de Sabine que Fred pense réelle. De plus, l’axiome de
véridicalité faible sur les relations périphériques permet d’inférer de ce discours qu’il
est au moins (épistémologiquement) possible que Sabine soit malade.
(66) a. Sabine a travaillé bien que Fred pense qu’elle était malade.
b. dupdDi (Jbien queK(Ja travailléKJSabineK)J(53a)K)
c. λφ. ∃e. actual(e)︸ ︷︷ ︸
p1
∧∃eA. e ⊃ eA︸ ︷︷ ︸
p2
∧work(eA, Sabine)︸ ︷︷ ︸
p3
∧∃eB. e ⊃ eB︸ ︷︷ ︸
p4
∧∃e′. think(eB,Fred, actual(e′))︸ ︷︷ ︸
p5
∧ sick(e′, selhe(p5 :: . . . p1 :: ci))︸ ︷︷ ︸
p6
∧Concession(e, selP (eA, p6 :: . . . p1 :: ci), selP (eB, p6 :: . . . p1 :: ci))︸ ︷︷ ︸
p7
∧φ(p7 :: . . . p1 :: ci)
6.2.4.3 Séquences de conjonctions
Dans le cas d’une phrase à deux conjonctions et trois clauses, la structure paren-
thésée à droite s’analyse comme en (67). Dans un souci de concision, nous avons ici
interprété simplement les différentes clauses avec JCiK = λecφ. Pi(e)︸ ︷︷ ︸
p
∧(p :: c). Grâce
aux contraintes définies en section 6.1.2, la formule obtenue entraîne bien l’assertion
des trois clauses, ainsi que de la relation Ra entre e1 (C1) d’une part et soit e′ (C2
CONJb C3), soit e2 (C2), d’autre part, et de la relation Rb entre e2 (C2) et e3 (C3).
(67) C1 CONJa [C2 CONJb C3].
a. dupdDi (JCONJaKJC1K(JCONJbKJC2KJC3K))
b. λφ. ∃e. actual(e)︸ ︷︷ ︸
p1




∧∃e′. e ⊃ e′︸ ︷︷ ︸
p4








∧Rb(e′, sel(e2, p8 :: . . . p1 :: ci), sel(e3, p8 :: . . . p1 :: ci))︸ ︷︷ ︸
p9
∧Ra(e, sel(e1, p9 :: . . . p1 :: ci), sel(e′, p9 :: . . . p1 :: ci))︸ ︷︷ ︸
p10
∧φ(p10 :: . . . p1 :: ci)
Similairement, la structure parenthésée à gauche (68) correspond — comme at-
tendu — à l’assertion des trois clauses et de la relation Ra entre e1 (C1) et e2 (C2),
ainsi que de la relation Rb entre soit e1 (C1), soit e′ (C1 CONJa C2), d’une part et e3
(C3) d’autre part.
(68) [C1 CONJa C2] CONJb C3.
a. dupdDi (JCONJbK(JCONJaKJC1KJC2K)JC3K)
b. λφ. ∃e. actual(e)︸ ︷︷ ︸
p1
∧∃e′. e ⊃ e′︸ ︷︷ ︸
p2
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∧Ra(e′, sel(e1, p6 :: . . . p1 :: ci), sel(e2, p6 :: . . . p1 :: ci))︸ ︷︷ ︸
p7




∧Rb(e, sel(e′, p9 :: . . . p1 :: ci), sel(e3, p9 :: . . . p1 :: ci))︸ ︷︷ ︸
p10
∧φ(p10 :: . . . p1 :: ci)
6.2.4.4 Connecteurs adverbiaux
Tournons-nous maintenant vers le discours (69). L’Arg1 de la relation lexicalisée
par par exemple devant être sélectionné dans le contexte précédant la clause hôte du
connecteur, c’est-à-dire ici p2 :: p1 :: ci, le seul candidat possible est eA, l’état de chance
de Sabine. Pour l’Arg2, le connecteur a bien le choix entre l’événement de pensée
de Fred (eB) ou le gain de Sabine à la loterie (e′). En supposant que l’algorithme
de sélection est capable de choisir ce dernier, l’algorithme de véridicalité faible des
relations périphériques implique une révision de factivité.
(69) a. Sabine est très chanceuse. Fred pense par exemple qu’elle a gagné à la
loterie.
b. dupd (dupdDi (JchanceuseKJSabineK)) (
Jpar exempleK (JpenseK(Ja gagnéK Jla loterieK JelleK) JFredK))
c. λφ. ∃eA. actual(eA)︸ ︷︷ ︸
p1
∧ lucky(eA, Sabine)︸ ︷︷ ︸
p2
∧∃e. actual(e)︸ ︷︷ ︸
p3
∧∃eB. e ⊃ eB︸ ︷︷ ︸
p4
∧∃e′. think(eB,Fred, actual(e′))︸ ︷︷ ︸
p5
∧won(e′, selshe(p5 :: . . . p1 :: ci), the-lottery)︸ ︷︷ ︸
p6
∧Example(e, sel(p2 :: p1 :: ci), selP (eB, p6 :: . . . p1 :: ci))︸ ︷︷ ︸
p7
∧φ(p7 :: . . . p1 :: ci)
Lorsqu’un connecteur adverbial est sous la portée d’un VAP, comme en (70), les
axiomes de véridicalité prédisent une révision de factivité. Dans l’exemple présent,
la véridicalité forte de la relation temporelle (donc centrale) lexicalisée par ensuite
implique que Fred croit au voyage de Sabine au Pérou.
(70) a. Sabine va au Pérou. Fred pense qu’ensuite elle va au Brésil.
b. dupd (dupdDi (Jva àKJPérouKJSabineK)) (
JpenseK (JensuiteK(Jva àK JBrésilK JelleK)) JFredK)
c. λφ. ∃eA. actual(eA)︸ ︷︷ ︸
p1
∧ go-to(eA, Sabine,Peru)︸ ︷︷ ︸
p2
∧∃e. actual(e)︸ ︷︷ ︸
p3
∧∃e′. think(e,Fred, actual(e′))︸ ︷︷ ︸
p5




∧ go-to(eB, selshe(p5 :: . . . p1 :: ci),Brazil)︸ ︷︷ ︸
p6
∧Temporal-succ(e′, sel(p2 :: p1 :: ci), selC(eB, p6 :: . . . p1 :: ci))︸ ︷︷ ︸
p7
∧φ(p7 :: . . . p1 :: ci)
Prenons maintenant le cas d’un discours contenant une relation causale implicite,
tel que (61a) (répété ci-dessous en (71)). En (71c), nous donnons la formule produite
une fois les fonctions de sélection exécutées. Si e′ a bien été déterminé comme Arg2
du connecteur implicite, comme le contexte local (p6 :: · · · p1 :: ci) ne permet pas ici
de prouver eB ⊃ e′ (autrement dit, comme elle était déjà partie en vacances n’est pas
affirmée par la phrase), c’est la version modalisée Cause(e, eA, e′) de la relation qui
est introduite.
(71) a. Sabine n’est pas venue à ma pendaison de crémaillère. Fred dit qu’elle
était déjà partie en vacances.
b. dupd (dupdDi (JabsenteKJSabineK)) (
Jcause*K (JditK(Jen vacancesKJelleK) JFredK))
c. λφ. ∃eA. actual(eA)︸ ︷︷ ︸
p1
∧ absent(eA, Sabine)︸ ︷︷ ︸
p2
∧∃e. actual(e)︸ ︷︷ ︸
p3
∧∃eB. e ⊃ eB︸ ︷︷ ︸
p4
∧∃e′. think(eB,Fred, actual(e′))︸ ︷︷ ︸
p5
∧ on holidays(e′, Sabine)︸ ︷︷ ︸
p6
∧Cause(e, eA, e′)︸ ︷︷ ︸
p7
∧φ(p7 :: . . . p1 :: ci)
Terminons sur un cas complexe à plusieurs connecteurs. Le discours (72) contient
deux adverbiaux. Parmi les quatre arguments discursifs correspondant, deux sont uni-
quement déterminés : l’Arg2 de la relation de contraste ne peut qu’être e′′′ (Jamy
restant à Paris) car il s’agit du seul événement introduit par e′′′ et l’Arg2 de la relation
temporelle ne peut qu’être eB (Sabine sachant que par contre Jamy ...) à cause des
contraintes de sélection imposées aux connecteurs centraux. Pour l’Arg1 de la relation
temporelle, e′ (Fred allant au Pérou) et e (Sabine apprenant e′) sont logiquement pos-
sibles ; un raisonnement sur le temps des verbes — ignoré ici — devrait permettre de
choisir e′, épaulé éventuellement d’un raisonnement sur le type des événements (« ap-
prendre puis savoir » vs « aller puis savoir »). Des raisonnements similaires permettent
de sélectionner e pour l’Arg1 de la relation contrastive.
(72) a. Sabine a appris que Fred ira au Pérou. Elle a ensuite su que par contre
Jamy restera à Paris.
b. dupd (dupdDi (Ja apprisK(Jira àK JPérouK JFredK)JSabineK)) (
JensuiteK (Ja suK (Jpar contreK(Jrestera àK JParisK JFredK)) JelleK))
c. λφ. ∃eA. actual(eA)︸ ︷︷ ︸
p1
∧∃e′. learn(eA, Sabine, actual(e′))︸ ︷︷ ︸
p2
∧ go-to(e′,Fred,Peru)︸ ︷︷ ︸
p3
∧∃e. actual(e)︸ ︷︷ ︸
p4
∧∃eB. e ⊃ eB︸ ︷︷ ︸
p5
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∃e′′′. e′′ ⊃ e′′′︸ ︷︷ ︸
p7
∧ stay-in(e′′′, Jamy,Paris)︸ ︷︷ ︸
p8
∧Contrast(e′′, sel(p6 :: p1 :: ci), selP (e′′′, p8 :: . . . p1 :: ci))︸ ︷︷ ︸
p9
∧Temporal-succ(e, sel(p4 :: p1 :: ci), selC(eB, p9 :: . . . p1 :: ci))︸ ︷︷ ︸
p10
∧φ(p10 :: . . . p1 :: ci)
6.3 Discussion
Comme nous venons de le vérifier, la modélisation proposée dans ce chapitre per-
met d’analyser de manière satisfaisante des discours de plusieurs phrases, et ce, sans
postuler d’extension de la syntaxe au-delà du niveau phrastique.
Cela a été effectué en réutilisant le système logique originellement développé en
sémantique par continuation pour l’anaphore nominale, que nous avons couplé à une
analyse des arguments discursifs en termes d’événement. Nous avons avancé de manière
justifiée qu’une telle analyse était crédible pour modéliser la sémantique de divers types
de relations discursives.
Dans notre implémentation, ce sont les mêmes outils logiques utilisés pour modéli-
ser le caractère anaphorique des adverbiaux qui permettent de doter tous les connec-
teurs de capacités de sélection plus ou moins contraintes. Ces capacités de sélection
sont employées à la fois pour rendre compte de la différence entre usage parenthétique
et usage non parenthétique des VAP sans postuler d’ambiguïté lexicale ou sémantique
—mais comme un produit de la structure discursive — et pour prédire correctement les
structures observées pour des séquences de plusieurs conjonctions de subordination.
Enfin, nous avons confirmé que la nature anaphorique de notre système le rendait
capable de traiter naturellement des discours particulièrement complexes, contenant
plusieurs VAP et plusieurs connecteurs dont les arguments discursifs s’entrecroisent.
Dans le reste de cette section, nous comparons notre modélisation à des travaux
apparentés présents dans la littérature, puis discutons de ses limites.
6.3.1 Sémantique par continuation et analyse discursive
Plusieurs travaux exploitent déjà la sémantique par continuation de de Groote
(2006) pour calculer des représentation discursive.
Asher et Pogodalla (2011) ébauchent une interface syntaxe-sémantique/discours
pour la SDRT, un aspect non traité par Asher et Lascarides (2003), où les étiquettes
de SDRS (notées avec π) jouent un rôle très semblable à celui des événements dans
ce chapitre 30. Ils décrivent comment la concaténation de plusieurs phrases introduit
30. Les représentations sémantiques calculées semblent cependant moins expressives que des SDRS,
les référents n’étant pas associés aux étiquettes. Par exemple, alors qu’en SDRT classique la phrase
(i) est analysée en (ia) — où la variable x est « encapsulée » dans π —, Asher et Pogodalla (2011) la
représentent par la formule (ib), ce qui la rend notamment indistinguable d’autres phrases telles que
l’enfant dort ou il est un enfant et il dort.
(i) Un enfant dort.
a. π : ({x}, {kid(x), sleep(x)})
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de nouvelles étiquettes et comment le contexte est transmis et mis à jour des unes
vers les autres. Cette opération de liage, dont le fonctionnement est proche de notre
dupd (57), est illustrée par la formule suivante, dans laquelle S et S’ représentent deux
phrases (ou suites de phrases) :
(73) JS. S’K = λcφπ. ∃π1. JSK (π1 :: c) (λc′π′. ∃π2. JS’K (π2 :: c′)φπ2) π1
Il est important de remarquer, cependant, que pour que tous les composants d’une
phrase soit exécutés, il est nécessaire en général de lui fournir son contexte complet.
Or, comme le montre la formule en (73), l’opération de liage de Asher et Pogodalla
(2011) ne permet de concaténer que des phrases attendant toutes leur contexte (plus
précisément, il leur est fourni lors du liage un contexte incomplet dépendant d’une
variable contextuelle c). En conséquence, si l’on concatène une phrase Sn+1 à une suite
de phrases [S1. S2. … Sn], les n premières n’ont pas pu être exécutées ; autrement dit, tel
quel, leur système ne permet pas une évaluation séquentielle du discours (qui ne peut
s’effectuer, « en bloc », qu’une fois la totalité des phrases concaténées). Ce problème
était présent dans le système originel de de Groote (2006), mais a été depuis résolu par
Lebedeva (2012) avec l’introduction d’un contexte initial Di et d’un opérateur adapté
de mise à jour du discours, dont nous nous inspirons sur ce point 31.
Asher et Pogodalla (2011) proposent pour les connecteurs adverbiaux des termes de
la forme suivante, modélisant la détermination de l’Arg1 avec une fonction de sélection :
(74) JthenK = λBcφπ2. ∃π. B c (λc′π′. Narration(π2, sel(c), π) ∧ φ (π :: c′) π′) π2
Une proposition assez proche est avancée par Qian et Amblard (2011). Elle s’en
distingue notamment par l’utilisation — comme ici — d’événements au lieu de SDRS
pour les arguments des relations discursives, et par la modélisation, non pas des connec-
teurs adverbiaux, mais des connecteurs implicites. Ces connecteurs implicites ne sont
pas introduits comme des connecteurs sans réalisation morphosyntaxique, mais par
l’opérateur de mise à jour du discours. Deux types d’opérateurs de mise à jour sont
en fait utilisés : un lorsqu’une relation subordonnante est introduite, l’autre pour les
relations coordonnantes (cette distinction est celle de la SDRT ; voir section 3.3.2). Le
terme correspondant à l’introduction d’une relation subordonnante est le suivant 32 :
(75) Sub = λDScφ. D c (λc′. ∃e. S e c′ φ ∧R(sel(c′), e))
Si Qian et Amblard (2011) font une distinction entre relation coordonnante et su-
bordonnante, c’est que — et c’est aussi le cas de l’article de Asher et Pogodalla (2011)
— ils s’intéressent d’une part aux principes généraux d’introduction des relations dis-
cursives en sémantique par continuation et d’autre part à comment garantir le respect
de la contrainte de la frontière droite telle que définie en SDRT. L’intérêt de cette
b. ∃x, π. kid(π, x) ∧ sleep(π, x)
31. Par ailleurs, il ne nous apparaît pas clairement pourquoi chez Asher et Pogodalla (2011), les
continuations n’ont pas uniquement pour argument un contexte, mais aussi une étiquette SDRS qui
semble pourtant inutilisée.
32. Dans leur modélisation, les prédicats de relations subordonnantes (telles que Concession ou
Evidence) ne prennent que deux arguments — correspondant à leurs Arg1 et Arg2 — et non un
troisième qui pourrait pourtant les représenter en tant qu’argument d’une autre relation.
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contrainte n’est pas uniquement linguistique, elle permet aussi de réduire naturelle-
ment le nombre de candidats à considérer pour la résolution des anaphores, et donc
de réduire l’ampleur des calculs à effectuer. Notons qu’aucun obstacle ne s’oppose à
l’implémentation dans notre système des solutions proposées par ces différents auteurs,
ces solutions étant fondées sur des mécanismes de mise à jour et d’analyse du contexte
compatibles avec les méthodes employées ici.
Aucun de ces deux articles, cependant, ne se penche sur la modélisation des conjonc-
tions, ni sur la sémantique des VAP et de leurs interactions avec la structure discur-
sive. Il est aussi à noter que toutes les SDRS de Asher et Pogodalla (2011) ou tous
les événements de Qian et Amblard (2011) sont placés sur le même plan en termes
de véracité/assertion : aucun équivalent au prédicat actual n’est mentionné et rien ne
semble distinguer les unités discursives affirmées par le texte des autres 33.
6.3.2 Limitations et pistes de recherches
Dans ce chapitre, nous nous sommes très peu intéressé à l’interface syntaxe-
sémantique. Nous n’avons en effet pas jugé nécessaire de justifier des arbres d’exé-
cution sémantique que nous avons utilisés (ex : le λ-terme Jira àK JPérouK JSabineK
qui correspond à un arbre avec un nœud interne pour chacune des deux applications
fonctionnelles) parce que ceux-ci étaient en correspondance très simple avec les arbres
(dérivés) syntaxiques. Cependant, nous ne nous sommes pas occupé des GPA, qui
peuvent par exemple porter sur la relation lexicalisée par une conjonction centrale et
son Arg2 mais sans affecter son Arg1. Notre proposition, en l’état, n’explique pas com-
ment traiter de tels phénomènes. Une piste de recherche consiste donc à fournir une
interface syntaxe-sémantique incluant les GPA, possiblement en STAG mais purement
phrastique.
D’autre part, nous avons présenté un cadre formel pour exprimer la détermination
des arguments des relations discursives, mais nous n’avons pas posé la question de
l’implémentation des fonctions de sélection. Sur le sujet, nous pourrions nous orienter
vers le développement de systèmes d’inférences logiques. À l’inverse — ou de manière
complémentaire —, les progrès effectués sur les analyseurs discursifs textuels (utili-
sant essentiellement la RST ; Braud, Coavoux et Søgaard 2017 ; J. Li, R. Li et Hovy
2014) pourraient être mis à contribution. Ces analyseurs, similaires à des analyseurs
syntaxiques, se fondent sur une segmentation préalable du texte en EDU. Or, si la seg-
mentation est telle que chaque EDU contient un unique verbe, il y a correspondance
entre les événements de notre formalisation et les DU que manipulent ces analyseurs.
Ainsi, ces derniers peuvent servir de base à l’implémentation de fonctions de sélection.
Du travail serait cependant à effectuer sur ces analyseurs si l’on souhaite tirer partie
de toute l’expressivité de notre proposition. En effet, la plupart de ces systèmes sont
conçus pour prédire uniquement des structures discursives arborées, alors que nous
sommes théoriquement capables de rendre compte de différents types de DAG.
Reste aussi la question des cas d’anaphore associative, où les arguments discursifs
33. Par exemple, une phrase de la forme A ou bien B serait traduite par Asher et Pogodalla (2011)
en une formule de la forme ∃π1, π2, π3. P (π1) ∧Q(π2) ∧ Alternative(π3, π1, π2), or aucun mécanisme
n’est défini pour assurer que le contenu de π3 y est considéré comme vrai, au contraire de celui
de π1 et π2. En SDRT (Asher et Lascarides 2003), ce problème ne se pose pas notamment grâce à
l’encapsulation des SDRS les unes dans les autres, ce qui n’est pas le cas ici (voir la note 30).
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ne sont pas explicitement mentionnés (voir section 4.1.3.2). Une méthode, prometteuse
sur le principe, consiste à définir un certain nombre de règles chargées de générer, à
partir de l’argument syntaxique et de son contexte, une liste de candidats additionnels
à la fonction de sélection. Si un tel candidat se trouvait effectivement sélectionné, sa
description sémantique pourrait alors être introduite dans la représentation du dis-
cours via, par exemple, les mécanismes d’exception employés dans la thèse de doctorat
de Lebedeva (2012, chap.6) 34. Le champ d’application d’une telle technique d’accom-
modation ne se limiterait d’ailleurs pas au traitement des arguments discursifs mais
s’étendrait plus généralement à d’autres types d’anaphore par pontage inférentiel.
Enfin, le système développé ici représente chaque argument discursif sous la forme
logique d’un événement. Or, ces arguments sont fréquemment introduits par des syn-
tagmes phrastiques niés (ex : parce que Sabine n’est pas partie), auxquels ne sont tradi-
tionnellement associés aucun événement. Nous avons cependant une solution concrète
à ce problème, qui est le sujet du chapitre suivant.
34. Le principe de ces mécanismes est aussi présenté de manière succincte par de Groote et Lebedeva
(2010).
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Dans le chapitre précédent, nous avons fait le choix (motivé en section 6.2.2) de re-
présenter sémantiquement les arguments des relations discursives par des événements.
Ce choix s’inspire de la tradition amorcée par Davidson (1967b), pour qui les verbes
d’action (ex : marcher), en plus de leurs arguments usuels (pour marcher, la per-
sonne qui marche), ont un argument sémantique supplémentaire s’interprétant comme
l’événement décrit par le verbe. L’une des principales motivations de cette analyse
est qu’elle permet de traiter les adverbes (ex : rapidement) de manière similaire aux
adjectifs (ex : rapide).
Malheureusement, la négation linguistique (ne ... pas) est particulièrement difficile
à analyser en termes événementiels, et pose problème autant au niveau de l’interface
syntaxe-sémantique qu’au niveau purement sémantique. Dans ce chapitre, nous mon-
trons que ces difficultés ont pour origine l’analyse standard de la négation (abrégée
en « ASN »). Selon celle-ci, alors qu’une phrase positive P affirme l’existence d’un
événement satisfaisant une certaine description (∃e. JPK(e)), sa négation nie simple-
ment l’existence de tout événement satisfaisant cette description (¬∃e. JPK(e)), sans
introduire aucun référent. Rejetant cette vue, nous pensons que les phrases négatives
introduisent elles-aussi des événements, que nous appelons des événements négatifs.
Bien que cette idée ne soit pas neuve (de Swart 1996 ; Higginbotham 1983 ; Krifka
1989 ; Peterson 1997b ; Przepiórkowski 1999), elle n’a que rarement été formalisée, et
seulement d’une manière limitant drastiquement son pouvoir explicatif.
Nous commençons par introduire en section 7.1 la sémantique par événements (ou
« événementielle ») ainsi que certains des obstacles que lui oppose la négation. Ensuite
(section 7.2), nous présentons les deux alternatives à l’ASN formalisées dans la litté-
rature, à savoir, celle de Krifka (1989) utilisant le concept d’événement maximal et
celle de Higginbotham (1983, 2000) utilisant le concept de prédicat antonymique. En
section 7.3, nous présentons notre définition d’événement négatif et en étudions cer-
tains aspects logiques. Enfin, la section 7.4 illustrera en quoi cette définition permet
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d’analyser en sémantique événementielle de nombreuses constructions a priori problé-
matiques, en particulier celles liées aux relations discursives ; nous y discuterons aussi
les principaux arguments qui ont pu être énoncés à l’encontre du concept d’événement
négatif.
Avant de commencer, signalons que ce chapitre est, à quelques modifications près,
une traduction de (Bernard 2019). Il s’inscrit dans le cadre d’une collaboration avec
Lucas Champollion sur la négation en sémantique événementielle. Outre les aspects
traités dans le présent chapitre — qui peut d’ailleurs contenir des prises de positions
personnelles ainsi que d’éventuelles erreurs dont L. Champollion ne saurait être tenu
responsable — nous nous y intéressons au développement d’une interface syntaxe-
sémantique « surface compositional » (Bernard et Champollion 2018b) ainsi qu’à l’in-
teraction entre négation et phénomènes de distributivité (Bernard 2017 ; Bernard et
Champollion 2018a).
7.1 Sémantique par événements
7.1.1 Pourquoi et comment
Dans la tradition Montagovienne (Montague 1970), il est classique de représenter
la contribution sémantique d’un verbe par un prédicat d’arité égale au nombre d’argu-
ments syntaxiques de ce verbe. Ainsi, le verbe intransitif marcher est représenté par un
prédicat unaire walk : 〈e, t〉. En ignorant la sémantique du passé composée, la phrase
(1a) est alors représentée par la formule logique (1b).
(1) a. Sabine a marché.
b. walk(Sabine)
Ensuite, chez Montague, un modifieur tel que à midi en (2a) est modélisé par une
fonction at-noon : 〈〈e, t〉, 〈e, t〉〉. Cette fonction envoie le prédicat walk : 〈e, t〉 sur un
autre prédicat, at-noon(walk) : 〈e, t〉. La phrase (2a) peut alors être représentée par la
formule (2b).
(2) a. Sabine a marché à midi.
b. at-noon(walk)(Sabine)
Telle quelle, cependant, cette formule ne rend pas compte de l’implication naturelle
qui existe de (2a) vers (1a) 1. Pour cela, il est possible d’introduire un postulat de
signification liant l’interprétation de tout prédicat d’individus et celle de leur image
par at-noon :
(3) ∀P, x. at-noon(P )(x) → P (x)
Cette solution fonctionne — nous obtenons bien (2b) → (1b) — mais peut être jugée
inélégante du fait qu’elle ne nécessite pas l’introduction d’un unique postulat de signi-
fication par modifieur, mais de bien plus si l’on souhaite rendre compte des inférences
1. Les adverbiaux qui, à l’instar de à midi, autorisent ce genre d’inférences sont dits intersectifs.
Mais il en existe d’autres, tels que potentiellement ou nullement, pour lesquels une modélisation sous
forme d’une fonction de type 〈〈e, t〉, 〈e, t〉〉 est a priori adaptée.
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logiques de leurs diverses combinaisons :
(4) a. (i) Sabine a marché à midi dans le parc.
(ii) in-the-park(at-noon(walk))(Sabine)
b. (i) Sabine a marché dans le parc à midi.
(ii) at-noon(in-the-park(walk))(Sabine)
Une autre possibilité pour représenter la sémantique de la phrase (2a) consiste alors
à introduire un nouveau prédicat logique pour marcher, avec un argument supplémen-
taire pour le temps :
(5) J(2a)K = walk(Sabine, noon)
Malheureusement, cette solution est encore moins économique que la précédente en
termes de postulats de signification et de prédicats.
Alternativement, l’intuition derrière la sémantique par événements est que la phrase
(2a) affirme qu’il existe un certain événement ayant deux propriétés particulières : celle
d’être un événement de marche par Sabine, et celle de se dérouler à midi. Cette ob-
servation a mené Davidson (1967b) à proposer que les prédicats des verbes d’action
avaient un argument événementiel implicite en plus de ceux correspondants aux argu-
ments syntaxiques du verbe. De cette manière, les phrases (1a) et (2a) se représentent
comme suit :
(6) a. J(1a)K = ∃e. walk(e, Sabine)
b. J(2a)K = ∃e. walk(e, Sabine) ∧ at-noon(e)
Ces deux formules utilisent le même prédicat walk : 〈v, 〈e, t〉〉, où v est le type des
événements, et rendent immédiatement compte de l’implication de (2a) vers (1a) via
les propriétés logiques de la conjonction (∧), sans nécessiter de postulat de signification.
En addition, la sémantique par événements s’accommode naturellement d’un nombre
arbitrairement grand de modifieurs verbaux, comme illustré dans l’exemple suivant :
(7) (Inspiré de Davidson 1967b)
a. Fred a fait le ménage dans la cuisine avec un balai à minuit.
b. ∃e. clean-up(e,Fred)∧ in-the-kitchen(e)∧with-a-broom(e)∧at-midnight(e)
Une autre qualité de la sémantique par événements est qu’elle souligne et permet
d’exploiter la similitude qui existe entre verbes et noms d’une part, et adverbes et
adjectifs d’autre part 2. En particulier, c’est la même propriété logique d’intersection
qui déjà auparavant était exploitée pour prédire que Marcel a un camion bleu implique
Marcel a un camion (8) qui dorénavant est aussi exploitée pour prédire l’implication
de (2a) vers (1a) 3.
2. Voir par exemple les travaux de Bach (1986) sur d’intéressants parallèles existant entre le
domaine verbal et le domaine nominal.
3. Comme pour les adverbes (voir note 1), tous les adjectifs ne sont pas intersectifs. C’est le cas
de, par exemple, faux, présumé ou ancien, modélisés alors par des fonctions de type 〈〈e, t〉, 〈e, t〉〉 :




(8) a. ∃x. truck(x) ∧ blue(x) ∧ own(Marcel, x)
b. ∃x. truck(x) ∧ own(Marcel, x)
Avant de nous pencher sur les problèmes que pose la modélisation de la négation en
sémantique par événements, nous tenons à faire deux remarques. Premièrement, bien
que pour Davidson les événements correspondissent uniquement à des actions et avaient
aussi par définition une extension spatiale et une extension temporelle, sa proposition a
par la suite été étendue aux états (tels que posséder un objet ou être heureux ; Parsons
1990) ainsi qu’à d’autres entités plus abstraites. Par exemple, parce que, d’après une
interprétation naturelle de Le Titanic coulant rapidement entraîna la mort d’un grand
nombre de personnes 4, c’est la rapidité du naufrage — plus que le naufrage lui-même—
qui fut la cause de la mort d’un grand nombre de personnes, Peterson (1997b) considère
l’existence non seulement d’un événement e pour le naufrage mais aussi d’un événement
complexe e′ représentant la rapidité de e ; e′ pouvant alors être mis en relation causale
avec l’événement réifiant la mort du grand nombre de personnes pour exprimer la
sémantique de la phrase. Deuxièmement, dans le reste du texte nous suivons une
analyse neo-Davidsonienne (Parsons 1990). Rappelons que selon cette approche, les
prédicats verbaux sont des prédicats unaires d’événements (ex : walk : 〈v, t〉) et les
arguments usuels sont exprimés via des rôles thématiques (Ag, Th, Exp, etc.) 5 :
(9) JSabine a marchéK = ∃e. walk(e) ∧ Ag(e) = Sabine
7.1.2 Problèmes liés à la négation
La modélisation de la négation en sémantique événementielle est réputée être une
tâche particulièrement ardue (Champollion 2011 ; de Groote et Winter 2014 ; Winter et
Zwarts 2011). Selon l’analyse standard de la négation (ASN), une phrase négative telle
que (10) exprime l’absence de tout événement du type décrit par la phrase positive
correspondante, c’est-à-dire ici (1) :
(10) a. Sabine n’a pas marché.
b. ¬(∃e. walk(e) ∧ Ag(e) = Sabine)
7.1.2.1 Le problème de la quantification événementielle
Dans l’analyse en (10), la négation a portée sur le quantificateur événementiel.
Cette propriété est fondamentale. En effet, si les deux opérateurs sont inversés, la
formule résultante — ∃e. ¬(walk(e) ∧ Ag(e) = Sabine) — affirme l’existence d’un
événement qui n’est pas une marche par Sabine. Il s’agit d’une assertion (quasi) triviale,
qui ne correspond pas à une interprétation possible de la phrase (10). Notons que la
4. « The Titanic sinking rapidly caused great loss of life. »
5. Si, au chapitre précédent, nous avions utilisé l’approche Davidsonienne, c’était uniquement parce
que celle-ci permettait d’obtenir des formules logiques plus courtes et ainsi d’alléger nos λ-termes
(qui malgré cela restaient généralement encore relativement longs). Comme ici nous nous concentrons
essentiellement sur des exemples plus simples, cet intérêt se fait moins sentir, alors que l’approche
neo-Davidsonienne permet notamment de faire apparaître plus clairement les différents morceaux
d’information dont est constituée la phrase et de rendre compte élégamment des phénomènes de
nominalisation (ex : le verbe chuter et le nom chute partagent dans leur sémantique le même prédicat
fall : 〈v, t〉).
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position du quantificateur événementiel n’est pas seulement cruciale par rapport à celle
de la négation, mais peut aussi être un enjeu en rapport à d’autres éléments quantifiés,
comme en (11) :
(11) a. Tout le monde danse.
b. ∀x. person(x) → ∃e. dance(e) ∧ Ag(e) = x
Le problème que pose la détermination par la grammaire de la position correcte du
quantificateur événementiel a été nommé « problème de la quantification événemen-
tielle » (EQP, pour « Event Quantification Problem ») par Winter et Zwarts (2011).
Comme ils l’expliquent, ce problème peut être vu comme le résultat d’un conflit de
types dans une analyse où les verbes dénotent des ensembles d’événements et où les opé-
rateurs sont classiquement définis dans le domaine propositionnel. En bref, le puzzle
est : si les verbes dénotent des ensembles d’événements alors que la négation et les
quantificateurs s’appliquent à des propositions, quels sont les mécanismes qui entrent
en jeu dans la dérivation des phrases négatives ou quantifiées ? Dans ces cas, nécessai-
rement, un élément verbal doit être converti en proposition logique à un certain point
de la dérivation. Différents types de solutions ont été proposés pour résoudre ou éviter
ce conflit :
1. Redéfinir les opérateurs de manière à ce qu’ils fonctionnent dans le domaine évé-
nementiel. C’est ce que fait, par exemple, Krifka (1989) avec un terme qui ne
transforme pas une proposition en sa négation logique, mais un ensemble d’évé-
nements en un autre ensemble d’événements bien choisi et dont les propriétés
rendent compte de certains aspects de la négation.
2. Interpréter les projections verbales (c’est-à-dire les éléments verbaux, du verbe
lui-même jusqu’à la phrase entière) non comme des ensembles d’événements
(type 〈v, t〉), mais comme des quantificateurs généralisés sur les événements (type
〈〈v, t〉, t〉). Champollion (2015) montre qu’alors, le sens de la négation (linguis-
tique) et des quantificateurs peut être défini directement à partir de leurs ho-
mologues logiques habituels (¬, ∀, etc.) sans avoir à introduire de nouveaux
concepts (comme le fait Krifka 1989).
3. Mettre en place dans la grammaire une séparation nette entre deux types de
projections verbales ; des projections « basses » dénotant des ensembles d’évé-
nements et des projections « hautes » dénotant des propositions, les opérateurs
logiques s’appliquant à ces dernières. Dans cette stratégie, le problème se résout
en formalisant comment la grammaire introduit le terme de clôture existentielle
(« existential closure ») dont le rôle est de faire le pont entre les deux niveaux
(de Groote et Winter 2014 ; Winter et Zwarts 2011).
Les deux dernières stratégies sont des propositions innovantes et élégantes concer-
nant l’interface syntaxe-sémantique mais ne questionnent pas l’ASN. Pourtant, l’ASN
s’accompagne de résultats qui ne sont pas entièrement satisfaisants au niveau pure-
ment sémantique lui-même. En effet, de nombreuses constructions pour lesquelles la
sémantique par événements propose des analyses simples et intuitives lorsque aucune
négation n’est présente posent soudainement problème quand une négation fait son




Dans l’esprit de Davidson (1967a), il est possible d’interpréter la phrase (12a)
comme exprimant une relation causale entre la fatigue de Sabine et son activité de la
veille, une analyse fidèlement retranscrite par la formule (12b).
(12) a. Sabine est fatiguée parce qu’elle a fait la fête.
b. ∃e1. tired(e1) ∧ Exp(e1) = Sabine ∧ ∃e2. party(e2) ∧ Ag(e2) = Sabine ∧
cause(e1, e2)
Cependant, lorsque la cause ou l’effet est exprimé avec une négation, l’ASN est telle
qu’il n’y a alors aucun événement correspondant permettant d’exprimer la relation
causale ; nous illustrons ce problème en (13a). Un autre exemple très classique, inspiré
de Przepiórkowski (1999), est donné en (13b).
(13) a. (i) Sabine est fatiguée parce qu’elle n’a pas dormi.
(ii) ∃e1. tired(e1) ∧ Exp(e1) = Sabine ∧ ¬(∃e2. sleep(e2) ∧ Ag(e2) =
Sabine) ∧ cause(e1, ???)
b. Marcel ne s’est pas arrêté au feu parce qu’il ne l’avait pas remarqué.
Une relation causale peut être lexicalisée autrement que par le connecteur primaire
parce que. Notamment, il est possible d’utiliser une construction en en + participe
présent ou une proposition relative ce qui + SV, constructions qui, comme le notent
Higginbotham (2000) et Przepiórkowski (1999), sont aussi compatibles avec des causes
ou effets exprimées par une phrase négative (14).
(14) a. Jamy a vidé la batterie du camion en n’éteignant pas la lumière.
b. Sabine n’a pas proposé à Fred de l’accompagner sur le prochain tournage,
ce qui l’a mis en colère.
Remarquons que les relations causales ne sont pas les seules concernées. Par
exemple, l’un des arguments de la relation temporelle en (15a) est exprimée par une
proposition négative. En réalité, si, comme nous avons argumenté pour en section 6.2.2,
nous analysons toutes les relations discursives avec des prédicats d’événements, alors
la négation pose a priori problème pour toutes les relations 6. En (15b) et (15c), nous
donnons des exemples avec une relation d’exemplification et une relation contrastive
respectivement.
(15) a. Après qu’il s’est rendu compte du fait que sa maquette était loin
d’être terminée, Jamy n’est pas allé dîner.
b. Sabine est très sympa. Par exemple, elle n’a pas hésité à annuler
son weekend pour rendre visite à Fred quand celui-ci était à
l’hôpital.
c. Fred est bosseur bien qu’il ne se lève pas toujours très tôt le matin.
6. Rappelons que la SDRT de Asher et Lascarides (2003) interprète les relations discursives comme
des prédicats entre SDRS (qui sont les représentations logiques d’actes de langages). Un opérateur
de négation logique permet de représenter sans aucune difficulté les phrases négatives par des SDRS.
Cependant, la sémantique de la plupart des relations nécessite en plus qu’à chacun de leurs argu-
ments corresponde une « éventualité principale », qui doit donc être définie aussi dans les cas négatifs
(problème qui n’est pas traité par la SDRT).
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7.1.2.3 Modification temporelle
Nous avons vu en (15a) ci-dessus un exemple contenant une relation temporelle
dont l’un des arguments est négatif. De manière générale, la dimension temporelle
offre de nombreux exemples intéressants liés à la négation. En effet, l’un des avantages
de la sémantique événementielle est de permettre des traitements élégants des concepts
de durée, de temps et d’aspect (Parsons 1990), avec notamment l’introduction d’une
fonction τ envoyant un événement vers son temps de déroulement 7. Ainsi, il est possible
de modéliser la sémantique des modifieurs pendant et jusqu’à comme apportant des
informations sur le temps de déroulement de l’événement en question 8 :
(16) a. (i) Pendant deux heures, Sabine s’est promenée.
(ii) ∃e. walk(e) ∧ Ag(e) = Sabine ∧ 2h(τ(e))
b. (i) Jusqu’à quatorze heures, Sabine s’est promenée.
(ii) ∃e. walk(e) ∧ Ag(e) = Sabine ∧ ∃t < 14:00. [t, 14:00] ⊆ τ(e)
Comme le remarquent de Swart (1996) et Przepiórkowski (1999), pendant et jusqu’à
peuvent modifier des phrases négatives, indiquant que ces dernières correspondent à
des prédicats atéliques qui introduisent aussi des événements. Comme on le voit en
(17), l’ASN ne donne accès à aucun événement dont ces modifieurs pourraient spécifier
le temps de déroulement, et nécessite de recourir à des techniques plus complexes
(Champollion 2015).
(17) a. (i) Pendant deux heures, Sabine n’a pas ri.
(ii) ¬(∃e. laugh(e) ∧ Ag(e) = Sabine) ∧ 2h(τ(???))
b. (i) Jusqu’à quatorze heures, Sabine n’a pas ri.
(ii) ¬(∃e. laugh(e) ∧ Ag(e) = Sabine) ∧ ∃t < 14:00. [t, 14:00] ⊆ τ(???)
7.1.2.4 Rapport de perception
D’après Higginbotham (1983), une proposition infinitive complément d’un verbe
de perception quantifie existentiellement un événement — cet événement étant séman-
tiquement l’objet de la perception en question. Alors que les infinitives positives se
prêtent aisément à une telle analyse (18), les infinitives négatives résistent, du moins
dans le cadre de l’ASN (19). Non seulement ce genre de rapports de perception néga-
tive est couramment discuté dans la littérature sémantique et philosophique (Barwise
et Perry 1981 ; Higginbotham 1983), mais une étude de corpus conduite par Miller
(2003) révèle de nombreux exemples attestés issus de sources variées.
(18) a. J’ai vu Sabine partir.
7. Par exemple, le temps de déroulement d’un événement de pluie ayant eu lieu hier de midi à
quatorze heures est l’intervalle de temps allant de midi (hier) à quatorze heures (toujours hier).
8. Ces deux modifieurs ne s’appliquent qu’à des prédicats P atéliques, c’est-à-dire qui décrivent
des objets en quelque sorte « continus » et « homogènes » temporellement (on parle souvent d’activité
et d’état ; Bach 1986). La marche, par exemple, est atélique : si Sabine a marché de midi à quatorze
heures, alors il est aussi vrai qu’elle a marché de midi à midi trente, ou sur n’importe quel autre
sous-intervalle de [midi, quatorze heures]. Il est possible d’exprimer l’atélicité d’un prédicat P à la
Dowty (1979) de la manière suivante :
(i) ∀e. P (e) → (∀t′ ⊆ τ(e). ∃e′. P (e′) ∧ τ(e′) = t′)
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b. ∃e1. leave(e1)∧ Ag(e1) = Sabine∧∃e2. see(e2)∧ Exp(e2) = I ∧ Th(e2) = e1
(19) a. J’ai vu Sabine ne pas rester.
b. (¬∃e1. stay(e1) ∧ Ag(e1) = Sabine) ∧ ∃e2. see(e2) ∧ Exp(e2) = I
∧Th(e2) = ???
7.1.2.5 Adverbes intersectifs
Certains adverbes (ou syntagmes adverbiaux) tels que heureusement, malheureuse-
ment, comme prévu ou de manière inattendue apparaissent aussi bien dans des phrases
positives que négatives (Przepiórkowski 1999). Analyser ces adverbes comme des pré-
dicats événementiels permet de rendre compte des schémas d’inférences observés pour
les constructions positives mais ne semble pas compatible avec l’ASN, comme illustré
en (20).
(20) a. (i) « De manière inattendue, Sabine est partie. » ⇒ « Sabine est par-
tie. »
(ii) ∃e. unexpected(e)∧leave(e)∧Ag(e) = Sabine ⇒ ∃e. leave(e)∧Ag(e) =
Sabine
b. (i) « De manière inattendue, Sabine n’est pas restée. »⇒ « Sabine n’est
pas restée. »
(ii) ??? ⇒ ¬(∃e. stay(e) ∧ Ag(e) = Sabine)
Toutes ces raisons nous paraissent suffisantes pour justifier la recherche d’une al-
ternative à l’ASN. C’est pourquoi, dans la suite de ce chapitre, nous montrons qu’il
est possible de définir une négation dans le domaine événementiel. Cette négation in-
troduit des « événements négatifs » compatibles avec l’analyse des relations causales
et autres relations discursives, des rapports de perception ainsi que des diverses mo-
difications adverbiales discutées dans cette section. Avant de nous tourner vers notre
contribution proprement dite, nous discutons à la section suivante deux propositions
alternatives présentes dans la littérature.
7.2 Négation non standard en sémantique par évé-
nements
7.2.1 Les événements maximaux de Krifka
Comme nous l’avons précédemment mentionné, Krifka (1989) modélise la négation
comme une fonction transformant les ensembles d’événements en d’autres ensembles
d’événements. Il s’agit là d’un élément clef de son analyse des modifieurs temporels en
pendant.
En premier lieu, Krifka définit un événement maximal comme un événement qui est
la somme de tous les événements dont le temps de déroulement est compris dans une
certaine période de temps 9. Cette notion correspond à un prédicat MXE satisfaisant :
9. Krika se place dans le cadre méréologique (Champollion et Krifka 2015), dans lequel un événe-
ment peut être soit atomique, soit une somme d’autres événements. Le symbole FUE apparaissant
dans l’équation (21) réfère à une fonction qui retourne la somme de tous les événements satisfai-
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(21) ∀e. MXE(e) ↔ (∃t. e = FUE(λe. τ(e) ⊆ t))
Parce qu’un tel événement e contient tous les événements se déroulant quelque part
durant t, si, par exemple, aucun rire de Sabine n’est inclus dans e, alors il suit logi-
quement que Sabine n’a ri à aucun moment durant t. La négation d’un prédicat P est
ainsi exprimée par Krifka en spécifiant que l’événement maximal à un temps donné ne
contient aucun événement satisfaisant P :
(22) Jne pasKKrifka = λPe. MXE(e) ∧ ¬∃e′. (P (e′) ∧ e′ ⊆ e)
Krifka montre que cette négation permet d’analyser correctement les deux interpré-
tations possibles des phrases de la forme de (23), en la faisant porter tantôt au-dessus,
tantôt en dessous de pendant deux heures. Cependant, son usage est limité. En effet,
les événements maximaux que le terme (22) introduit ne sont pas appropriés pour
analyser les cas de relations autres que temporelles, ni les rapports de perception ou
les modifications adverbiales non temporelles. Un événement maximal e est la somme
de tout ce qui s’est produit durant une certaine période de temps t. Par conséquent,
e représente cette somme, ainsi qu’éventuellement — en négatif — la somme de tout
ce qui ne s’est pas produit durant t, mais ne peut pas être utilisé pour représenter un
événement particulier qui se serait produit ou non durant t.
(23) Sabine n’a pas ri pendant deux heures.
a. Il n’existe aucune période de deux heures pendant laquelle Sabine aurait
ri. (¬ > ∃)
b. Il existe une période de deux heures pendant laquelle Sabine n’a pas ri.
(∃ > ¬)
Illustrons le problème pour l’analyse des liens de causalité. Si Sabine n’a ni fait
de vélo ni payé ses impôts à aucun moment entre midi et quatorze heures, alors le
même événement maximal sera invoqué pour exprimer ces deux absences. Or, il est
tout à fait possible que Sabine soit triste parce qu’elle n’a pas fait de vélo, et non parce
qu’elle n’a pas payé ses impôts : la cause ne peut donc être l’événement maximal. En
résumé, pour exprimer des liens de causalité, nous avons besoin d’événements négatifs
qui soient dépendants des événements qui sont justement niés, ce qui n’est pas le
cas chez Krifka. Ce même raisonnement s’applique de manière similaire aux autres
constructions que nous cherchons à traiter 10.
sant le prédicat donné en argument. Une fusion d’événements est elle aussi un événement, et ce, par
définition.
10. Il est mentionné dans (Bernard 2019) que le terme (22) génère des interprétations incorrectes
lorsqu’un prédicat télique est nié doublement, comme en (i). Il est vrai chez Krifka (1989) que la
négation produit nécessairement des prédicats atéliques, et que si l’événement correspondant à Sabine
n’atteignant pas pas le sommet du volcan a pour temps de déroulement t, alors pour tout sous
intervalle t′ de t, Sabine atteint le volcan aussi au temps t′. Nous voyions là un défaut de modélisation,
car (i) ne signifie pas que Sabine a atteint le sommet à chaque instant du jour d’hier, mais simplement
qu’elle l’a atteint au moins une fois.
(i) Hier, Sabine n’a pas pas atteint le sommet du volcan.
En réalité, il est raisonnable de penser qu’hier spécifie simplement que l’événement décrit a
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7.2.2 Les prédicats antonymiques de Higginbotham
Higginbotham (1983) observe que la négation dans une phrase telle que (19a) (ré-
pétée ci-dessous en (24a)) ne peut pas lexicaliser une négation logique (¬), quel que
soit son positionnement. En particulier, (24a) ne signifie pas seulement que je n’ai pas
vu Sabine rester, ni que j’ai vu quelque chose qui n’est pas Sabine qui reste 11. À cause
de la similarité entre (24a) et (24b), Higginbotham suggère que dans certains cas, la
négation peut se combiner avec un prédicat P pour former un prédicat « non P »
qualifié d’antonymique.
(24) a. J’ai vu Sabine ne pas rester.
b. J’ai vu Sabine partir.
Dans un article subséquent, Higginbotham (2000) mentionne que des événements
négatifs ne seraient pas seulement utiles à l’analyse des rapports de perception comme
en (24a), mais aussi des cas de modification temporelle (23), de relation causale (14a),
ainsi que certaines expressions nominales négatives telles que le non-départ de Sabine
ou la non-arrivée du camion. Il précise alors que le prédicat « non P », résultant d’une
manière ou d’une autre de l’interaction entre la négation et P , et noté « P », obéit à
l’axiome suivant 12 :
(25) ∀t. (¬∃e. (τ(e) ◦ t ∧ P (e)) → (∃e′. P (e′) ∧ τ(e′) = t)
Cet axiome signifie que si aucun événement satisfaisant P ne se déroule au moins en
partie sur une portion du temps t, alors il existe un événement satisfaisant P dont
le temps de déroulement est exactement t. En conséquence, si Jamy n’a pas éteint
la lumière et si Sabine n’a pas ri, alors l’axiome garantit l’existence d’événements qui
pourraient convenir respectivement à la relation causale en (14a) et au prédicat tempo-
rel en (23). Cependant, la sémantique de la négation n’est pas fournie explicitement :
il est simplement supposé qu’elle est capable de produire P à partir de P . Par ailleurs,
parce que l’implication logique est seulement de la gauche vers la droite (au lieu d’une
équivalence), l’axiome (25) ne rend pas le prédicat P très informatif. En effet, l’exis-
tence d’un événement satisfaisant P n’indique rien sur l’existence ou la non-existence
d’événements P . Ainsi, l’événement de Sabine ne restant pas que j’ai vu si la phrase
(24a) est vraie pourrait coexister avec un événement de Sabine qui reste, ou, autre-
ment dit, j’aurais pu voir Sabine ne pas partir même si elle était partie (au même
temps t). Nous voyons donc que ces définitions, en l’état, n’engendre pas une logique
un temps de déroulement inclus (ou égal) au jour d’hier. En particulier, ce temps de déroulement
pourrait être un unique instant. Or, si dans le raisonnement précédent t est un unique instant, le seul
sous-intervalle de t est t lui-même et l’interprétation de (i) est correcte.
Dans ce texte, nous développons une variante du système présenté dans (Bernard 2019 ; Bernard
et Champollion 2018b) où, comme chez Krifka, toutes les phrases négatives (que ce soit simplement
ou doublement) sont atéliques. Les intuitions sur l’(a)télicité des phrases doublement négatives étant
particulièrement floues, cette propriété nous paraît négligeable alors que, comme nous allons le voir,
les gains concernant le traitement de la dimension temporelle sont significatifs.
11. En effet, les conditions de vérité de ces candidates ne sont pas bonnes. Si j’étais seul chez moi
à jouer du piano, par exemple, alors il est vrai que je n’ai pas vu Sabine rester, mais il est faux que
j’ai vu Sabine ne pas rester. De même, si, alors que je joue du piano, j’aperçois mes chats faire une
belote dans le salon, alors il est vrai que j’ai vu quelque chose qui n’est pas Sabine qui reste, mais il
est toujours faux que j’ai vu Sabine ne pas rester.
12. Le symbole ◦ désigne ici la relation de rencontre ensembliste : t1 ◦ t2 , t1 ∩ t2 6= ∅.
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satisfaisante. Avant de passer à notre proposition concrète, nous expliquons pourquoi
— à notre avis — l’approche de Higginbotham n’a pas été enrichie pour palier à ce
problème, et ne peut probablement pas l’être.
Comme nous l’avons mentionné, Higginbotham évoque dans son raisonnement ex-
plicitement la similarité entre partir et ne pas rester, ces deux verbes lexicalisant une
paire de prédicats antonymiques ; d’autres paires semblables étant manger/jeûner, ou-
blier/se rappeler ou encore réussir/échouer. L’idée de la négation de Higginbotham
est qu’elle est capable de passer d’un des prédicats de la paire à l’autre 13. En suivant
cette analyse, l’événement que j’ai vu si la phrase (24a) est vraie est un e tel que
Ag(e) = Sabine ∧ stay(e). En réécrivant stay en leave, son prédicat antonymique, nous
pouvons vérifier qu’il s’agit bien de la formule recherchée par Higginbotham. Or, nous
nous attendons à ce qu’un événement de Sabine ne restant pas n’implique non pas la
non-existence de tous les événements satisfaisant le prédicat stay, mais seulement de
ceux dont l’agent est Sabine. Nous voyons donc que renforcer l’axiome (25) en une
équivalence générerait de mauvaises prédictions, bien trop fortes.
Toutefois, nous pourrions imaginer améliorer (25) afin d’atteindre les prédictions
correctes. La principale difficulté que l’on rencontre en essayant de résoudre ce pro-
blème est que les événements qui sont exclus par un événement e de type P ne sont pas
seulement caractérisés par P , mais aussi par d’autres propriétés de e. Un événement
de type stay par l’agent x au temps t semble exclure tous les événements de type stay
d’agent x dont le temps de déroulement est inclus dans t, mais pour un événement
de type eat, le thème (ce qui n’est pas mangé) doit aussi être pris en compte 14. Si,
pour tout P , il existe un ensemble défini de dimensions (temps, agent, thème, etc.)
DP tel qu’un événement e de type P est logiquement incompatible avec tout événe-
ment e′ de type P défini identiquement dans les dimensions DP (ce que nous notons
« BP (e) = BP (e′) »), alors l’axiome suivant pourrait être un bon début :
(26) ∀X. ¬(∃e. P (e) ∧BP (e) = X) ↔ ∃e′. P (e′) ∧BP (e′) = X
Cependant, cette formule ne gère pas la dimension temporelle correctement : un événe-
ment de Sabine ne riant pas dont le temps de déroulement est t n’exclut pas uniquement
tout événement d’elle riant sur un temps égal à t, mais aussi tout événement d’elle
riant sur un temps inclus dans t.
En conclusion, bien que le concept de prédicat antonymique soit intuitivement
séduisant, sa formalisation est semée d’embûches. Cependant, la proposition que nous
présentons dans la section suivante est relativement proche de l’esprit des travaux de
Higginbotham. Nous considérons toujours que la négation d’un prédicat d’événements
est un prédicat d’événements, mais abandonnons son interprétation antonymique, ce
qui nous permet essentiellement de renforcer l’axiome (25) et d’obtenir une logique
13. Peu de verbes en pratique ont un homologue antonymique ; cela signifie simplement que le
prédicat antonymique correspondant n’est pas lexicalisé et ne peut être exprimé qu’en niant le verbe.
14. Les prédicats antonymiques posent un certain nombre de questions sur les rôles thématiques
qui leur sont associés. Par exemple, si j’ai vu Sabine ne pas partir, Sabine est-elle agent, thème, etc.,
de l’événement que j’ai perçu ? Il n’est pas évident que l’on puisse associer à chaque argument d’un
prédicat antonymique un rôle thématique précis sans redéfinir drastiquement l’interprétation de ces
rôles.
D’abord introduits par Gruber (1965), les rôles thématiques et leur définition ont été beaucoup
discutés, notamment par Dowty (1979, 1991). Pour une typologie récente dans le cadre de la linguis-





7.3.1 Réalité des événements
Jusqu’à présent dans ce chapitre, tous les événements considérés étaient réels, dans
le sens où l’existence logique d’une entité de type v (en termes de modèle, il s’agit de
son inclusion dans le domaine événementiel) représentait l’occurrence d’un événement
correspondant dans le monde décrit. Cependant, pour modéliser la négation, nous
proposons d’introduire des événements irréels, c’est-à-dire, des entités représentant
des événements qui ne se produisent pas 15.
L’(ir)réalité des événements n’est pas un concept particulièrement nouveau : en
sémantique des mondes possibles, les individus existent dans certains mondes mais
pas dans d’autres, de même pour les événements dans une sémantique événementielle
par mondes possibles. Ainsi, les phrases Emma Bovary n’existe pas ou Peut-être pleut-
il s’analysent traditionnellement comme faisant référence à des entités n’existant pas
dans le monde réel, mais existant dans d’autres mondes possibles (le monde fictionnel
du roman de Gustave Flaubert dans le premier cas, un monde accessible par la relation
doxastique correspondant aux croyances de l’auteur dans le second). Dans un tel cadre,
la réalité d’un événement dans un monde donné peut être vue comme son appartenance
au domaine événementiel dans ce monde. Parce que l’analyse que nous proposons ici est
indépendante de la notion de mondes possibles, nous postulons simplement l’existence
d’un prédicat actual : 〈v, t〉 et ne considérons qu’un unique domaine événementiel dans
nos modèles 16.
Avec des événements irréels dans notre logique, la phrase (27a) n’exprime plus
simplement l’existence d’un événement de pluie, parce qu’un tel événement pourrait
être irréel ; elle exprime plutôt l’existence d’un événement de pluie réel (27b).
(27) a. Il pleut.
b. ∃e. actual(e) ∧ rain(e) ∧ τ(e) ⊆ now
Similairement, la phrase (28a) n’exprime pas nécessairement la non-existence de
tout événement de pluie, mais seulement de ceux qui sont réels (28b).
(28) a. Il ne pleut pas.
b. ¬(∃e. actual(e) ∧ rain(e) ∧ τ(e) ⊆ now)
L’intérêt de l’utilisation explicite des événements irréels est que pour deux prédi-
cats P et Q, si aucun événement de type P ni de type Q ne se produit, alors l’inter-
prétation de ces deux prédicats dans un modèle pourra être non vide (en contenant
15. En anglais, les termes « actual »/« non-actual » sont utilisés (Bernard 2019 ; Bernard et Cham-
pollion 2018b).
16. Le prédicat actual est à rapprocher des prédicats d’existence « E! » souvent employés en logique
libre depuis Leonard (1956). Nous préconisons l’utilisation d’une logique libre positive à domaine
double, c’est-à-dire d’une logique tout à fait standard dans laquelle la distinction entre existence
logique et existence réelle se fait dans les modèles par la distinction entre le domaine dit extérieur,
correspondant à la notion usuelle de domaine, et un domaine dit intérieur, un sous-ensemble du
domaine extérieur (Nolt 2018).
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des événements irréels). En particulier, l’interprétation de ces deux prédicats pourra
être différente, alors que sans événements irréels, les deux interprétations seraient for-
cément égales — car égales à l’ensemble vide —, ce qui signifierait l’impossibilité de
distinguer sémantiquement ces deux prédicats. Les événements irréels permettent donc
notamment de combattre une certaine forme d’extensionnalité sans avoir à recourir à
une logique proprement hyperintensionnelle comme celles étudiées par exemple par
Benzmüller, Brown et Kohlhase (2004), Fox et Lappin (2005) et Muskens (2007).
7.3.2 La fonction Neg
Au cœur de notre proposition se trouve une fonction Neg : 〈〈v, t〉, 〈v, t〉〉, envoyant
tout ensemble d’événements P sur un autre ensemble Neg(P ) 17. Ce qui permet d’in-
terpréter intuitivement Neg(P ) comme la négation de P est l’axiome suivant, imposé
pour tout prédicat P et tout temps t :
(29) Axiome de la négation
(∃e. actual(e) ∧ e ∈ Neg(P ) ∧ τ(e) = t) ⇔ ¬(∃e. actual(e) ∧ P (e) ∧ τ(e) ⊆ t)
D’après cet axiome, la condition nécessaire et suffisante pour qu’existe au moins un
événement réel de temps de déroulement t satisfaisant Neg(P ) est qu’il n’existe au
contraire aucun événement réel se déroulant sur une partie de t et satisfaisant P .
Nous avançons l’idée que c’est cette fonction Neg qui est lexicalisée par la négation
linguistique, au lieu de l’opérateur de négation logique (¬). Le sens de la phrase (28a)
(répété ci-dessous en (30a)) peut être retranscrit par la formule (30b) ; grâce à l’axiome
de la négation, cette formule est logiquement équivalente à celle obtenue avec l’ASN
(28b). Ce qui est nouveau, cependant, est l’introduction de l’événement « négatif »
de non pluie e, qui, contrairement aux événements maximaux de Krifka (1989), est
spécifique au prédicat nié.
(30) a. Il ne pleut pas.
b. ∃e. actual(e) ∧ e ∈ Neg(λe′. rain(e′)) ∧ τ(e) ⊆ now
7.3.3 Logique
Dans cette section, nous étudions la logique des événements négatifs que nous
venons de définir, en prouvant quelques théorèmes.
En préambule, définissons des notions de vérité et non vérité s’appliquant aux
ensembles d’événements 18 :
(31) pour tout P et t,
a. Truet(P ) , [∃e. actual(e) ∧ P (e) ∧ τ(e) ⊆ t]
17. Classiquement, l’interprétation d’un prédicat étant la fonction caractéristique d’un ensemble,
nous nous permettons dans ce texte de parler d’un prédicat comme s’il s’agissait de l’ensemble cor-
respondant (JP KM ≡ {x | JP (x)KM = >}). En particulier, nous utilisons souvent dans les formules
logiques le symbole d’appartenance « ∈ », qu’il faut voir comme un alias de l’application fonctionnelle :
x ∈ P , P (x).
18. C’est notre gestion particulière du temps ici par rapport aux systèmes décrits dans (Bernard
2019 ; Bernard et Champollion 2018b) qui nous force à définir Falset(P ) en plus de Truet(P ). En
effet, s’il est vrai que Falset(P ) ⇒ Truet(Neg(P )), l’inverse ne l’est pas.
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b. Falset(P ) , [∃e. actual(e) ∧ e ∈ Neg(P ) ∧ τ(e) = t]
Principe du tiers exclu Ce principe exprime le fait que l’une des deux phrases en
(32) est nécessairement vraie.
(32) a. (i) Hier, Sabine a travaillé.
(ii) ∃e. actual(e) ∧ work(e) ∧ Ag(e) = Sabine ∧ τ(e) ⊆ yesterday
(iii) Trueyesterday(λe. work(e) ∧ Ag(e) = Sabine)
b. (i) Hier, Sabine n’a pas travaillé.
(ii) ∃e. actual(e) ∧ e ∈ Neg(λe′. work(e′) ∧ Ag(e′) = Sabine) ∧ τ(e) =
yesterday
(iii) Falseyesterday(λe. work(e) ∧ Ag(e) = Sabine)
Dans notre logique, ce principe s’exprime sous la forme du théorème (33), qui dérive
trivialement de l’axiome de la négation.
(33) Tiers exclu
Truet(P ) ∨ Falset(P )
Principe de non contradiction Ce principe exprime le fait que les deux phrases en
(32) ne peuvent pas être vraies en même temps. Il s’exprime sous la forme du théorème
(34), qui dérive lui-aussi trivialement de l’axiome de la négation.
(34) Non contradiction
¬(Truet(P ) ∧ Falset(P ))
Principe de double négation Ce principe dépend de la télicité du verbe : il ex-
prime le fait que les phrases (32a) et (35) d’une part (cas atélique), et les phrases en
(36) d’autre part (cas instantané), sont logiquement équivalentes 19.
(35) a. Hier, Sabine n’a pas pas travaillé.
b. ∃e. actual(e) ∧ e ∈ Neg(Neg(λe′. work(e′) ∧ Ag(e′) = Sabine)) ∧ τ(e) ⊆
yesterday
c. Trueyesterday(Neg(Neg(λe. work(e) ∧ Ag(e) = Sabine)))
(36) a. (i) À 11h32, Sabine a atteint le sommet.
(ii) ∃e. actual(e) ∧ reach-the-top(e) ∧ Ag(e) = Sabine ∧ τ(e) = 11:32
(iii) True11:32(λe. reach-the-top(e) ∧ Ag(e) = Sabine)
b. (i) À 11h32, Sabine n’a pas pas atteint le sommet.
(ii) ∃e. actual(e) ∧ e ∈ Neg(Neg(λe′. reach-the-top(e′))) ∧ τ(e) = 11:32
(iii) True11:32(Neg(Neg(λe. reach-the-top(e) ∧ Ag(e) = Sabine)))
Nous reprenons la caractérisation de la télicité donnée en note 8 (p.161), qui permet
de dériver le lemme suivant :
19. Nous précisons bien qu’il s’agit là d’équivalence logique car l’usage de la négation — encore
plus lorsqu’elle est répétée — n’est pas neutre d’un point de vue pragmatique. Pour une étude de
référence sur la négation, voir les travaux de Horn (1989).
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(37) Si P est télique, c’est-à-dire que ∀e. P (e) → (∀t′ ⊆ τ(e). ∃e′. P (e′)∧τ(e′) = t′) :
Truet(P ) ⇒ ∃t′ ⊆ t. ∀t′′ ⊆ t′. Truet′′(P )
Dans le cas atélique, le principe de double négation est formulé en (38). Sa preuve,
donnée en (39) consiste essentiellement à dérouler les définitions et faire appel à
l’axiome de la négation ; la seule subtilité est l’invocation de la télicité de P pour
remonter de (39h) à (39g).
(38) Double négation (cas atélique)
Si P est atélique,
Truet(Neg(Neg(P ))) ⇔ Truet(P )
(39) Si P est atélique,
a. Truet(Neg(Neg(P )))
b. ⇔ ∃e. actual(e) ∧ Neg(Neg(P ))(e) ∧ τ(e) ⊆ t
c. ⇔ ∃t′ ⊆ t. ∃e. actual(e) ∧ Neg(Neg(P ))(e) ∧ τ(e) = t′
d. ⇔ ∃t′ ⊆ t. ¬(∃e. actual(e) ∧ Neg(P )(e) ∧ τ(e) ⊆ t′)
e. ⇔ ∃t′ ⊆ t. ∀t′′ ⊆ t′. ¬(∃e. actual(e) ∧ Neg(P )(e) ∧ τ(e) = t′′)
f. ⇔ ∃t′ ⊆ t. ∀t′′ ⊆ t′. ∃e. actual(e) ∧ P (e) ∧ τ(e) ⊆ t′′
g. ⇔ ∃t′ ⊆ t. ∀t′′ ⊆ t′. Truet′′(P )
h. ⇔ Truet(P )
Dans le cas général (c’est-à-dire, si P n’est pas atélique), si nous affaiblissons le
théorème précédent en demandant que t soit un instant, c’est-à-dire que ∀t′ ⊆ t. t′ = t,
nous obtenons le théorème (40). La preuve est la même que la précédente, en utilisant
le fait que lorsque t est un instant, l’implication du lemme (37) est trivialement vraie
quel que soit P .
(40) Double négation (cas instantané)
Si t est un instant,
Truet(Neg(Neg(P ))) ⇔ Truet(P )
Principe de monotonie décroissante Ce principe exprime le fait que la négation
d’une phrase moins précise est plus précise que la négation d’une phrases plus précise.
Par exemple, la phrase (41a) implique la phrase (41b).
(41) a. (i) Ce midi, Sabine n’a pas mangé.
(ii) ∃e. actual(e) ∧ e ∈ Neg(λe′. eat(e′) ∧ Ag(e′) = Sabine) ∧ τ(e) ⊆
lunchtime
(iii) Truelunchtime(Neg(λe. eat(e) ∧ Ag(e) = Sabine))
b. (i) Ce midi, Sabine n’a pas mangé d’osso-buco.
(ii) ∃e. actual(e) ∧ e ∈ Neg(λe′. eat(e′) ∧ Ag(e′) = Sabine ∧ Th(e′) =
osso-bucco) ∧ τ(e) ⊆ lunchtime
(iii) Truelunchtime(Neg(λe. eat(e) ∧ Ag(e) = Sabine ∧ Th(e) =
osso-bucco))
Dans notre logique, ce principe s’exprime sous la forme du théorème (42) et sa




Truet(Neg(P )) ⇒ Truet(Neg(P ∩Q))
(43) a. Truet(Neg(P ))
b. ⇒ ∃e. actual(e) ∧ e ∈ Neg(P ) ∧ τ(e) ⊆ t
c. ⇒ ∃t′ ⊆ t. ∃e. actual(e) ∧ e ∈ Neg(P ) ∧ τ(e) = t′
d. ⇒ ∃t′ ⊆ t. ¬(∃e. actual(e) ∧ e ∈ P ∧ τ(e) ⊆ t′)
e. ⇒ ∃t′ ⊆ t. ¬(∃e. actual(e) ∧ e ∈ (P ∩Q) ∧ τ(e) ⊆ t′)
f. ⇒ ∃t′ ⊆ t. ∃e. actual(e) ∧ e ∈ Neg(P ∩Q) ∧ τ(e) ⊆ t′
g. ⇒ ∃e. actual(e) ∧ e ∈ Neg(P ∩Q) ∧ τ(e) ⊆ t
h. ⇒ Truet(Neg(P ∩Q))
En plus de préserver les conditions de vérités correctes des phrases négatives, les
événements négatifs rendus accessibles par la fonction Neg réifient l’absence d’événe-
ments d’un certain type. Dans la section suivante, nous montrons qu’ils permettent
effectivement d’intégrer la négation dans l’analyse des phénomènes présentés en section
7.1.2, avant de répondre aux principales critiques qui ont pu être faites à l’encontre de
telles entités.
7.4 Discussion
7.4.1 Analyser de manière homogène les constructions posi-
tives et négatives
Relations discursives Grâce à la fonction Neg, nous pouvons accéder à des évé-
nements négatifs qui s’insèrent tout naturellement dans l’analyse traditionnelle des
relations causales. Nous proposons la formule (45a-ii) comme représentation logique
de la sémantique de la phrase (15a) (répétée ci-dessous en (45a-i)). L’utilisation de la
négation dans la description de la cause se reflète simplement dans l’utilisation de la
fonction Neg définissant l’événement de cause.
(44) a. Sabine est fatiguée parce qu’elle n’a pas dormi.
b. ∃e1. actual(e1) ∧ tired(e1) ∧ Exp(e1) = Sabine ∧ ∃e2. actual(e2) ∧ e2 ∈
Neg(λe′. sleep(e′) ∧ Ag(e′) = Sabine) ∧ cause(e1, e2)
Ce type d’analyses s’applique de la même manière aux autres types de relations
dont il est question dans ce texte, comme illustré en (45).
(45) a. (i) Après qu’il s’est rendu compte du fait que sa maquette était
loin d’être terminée, Jamy n’est pas allé dîner.
(ii) ∃e1. actual(e1) ∧ e1 ∈ Neg(λe′. have-diner(e′) ∧ Ag(e′) = Jamy) ∧
∃e2. actual(e2)∧realise(e2)∧Exp(e2) = Jamy∧∃e3. Th(e2) = e3∧e3 ∈
Neg(λe′. finished(e′) ∧ Exp(e′) = the-model) ∧ after(e1, e2)
b. (i) Sabine est très sympa. Par exemple, elle n’a pas hésité à annuler
son weekend pour rendre visite à Fred quand celui-ci était
à l’hôpital.
(ii) ∃e1. actual(e1)∧ nice(e1)∧ Th(e1) = Sabine ∧ ∃e2. actual(e2)∧ e2 ∈
Neg(λe′. hesitate(e′) ∧ Ag(e′) = Sabine ∧ . . . ) ∧ exemplify(e1, e2)
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c. (i) Fred est bosseur bien qu’il ne se lève pas toujours très tôt le
matin.
(ii) ∃e1. actual(e1)∧hard-working(e1)∧Exp(e1) = Fred∧∃e2. actual(e2)∧
e2 ∈ Neg(λe′. wake-up(e′) ∧ early(e′) ∧ Ag(e′) = Fred) ∧
concession(e1, e2)
Pour intégrer notre gestion de la négation à la grammaire par continuation décrite
au chapitre précédent, nous définissons le terme suivant :
(46) Jne pasK = λSecφ. e ∈ Neg(λe′. S e′ c stop)︸ ︷︷ ︸
p
∧φ(p :: c)
Ce terme encapsule la phrase S qu’il nie dans la fonction Neg, qui produisant ainsi
la description de l’événement en question 20. Nous illustrons le fonctionnement de ce
terme en (47).
(47) a. Sabine ne dort pas.
b. Jne pasK(JdortKJSabineK)
c. λecφ. e ∈ Neg(λe′. sleep(e′) ∧ Ag(e′) = Sabine)︸ ︷︷ ︸
p
∧φ(p :: c)
Modification temporelle Comme Krifka (1989) et de Swart (1996), nous pouvons
analyser les adverbiaux temporels construits autour de pendant et jusqu’à comme
spécifiant le temps de déroulement de l’événement décrit par la phrase qu’ils modifient,
que celui-ci soit négatif ou non 21. La phrase (17) est répétée en (48). La formule
associée exprime l’actualité d’un certain événement négatif se déroulant sur une période
de deux heures, et l’axiome de la négation entraîne qu’à aucun moment pendant ces
deux heures n’a eu lieu de rire de Sabine. En (48b), l’adverbial temporel a portée sous
la négation, et l’axiome de la négation entraîne alors qu’aucun rire de Sabine d’une
durée de deux heures ne s’est produit. Enfin, la phrase (17b) est répétée en (48c) et
son analyse est similaire à celle de (48).
(48) a. (i) Pendant deux heures, Sabine n’a pas ri.
(ii) ∃e. actual(e) ∧ e ∈ Neg(λe′. laugh(e′) ∧ Ag(e′) = Sabine) ∧ 2h(τ(e))
b. (i) Sabine n’a pas [ri pendant deux heures].
(ii) ∃e. actual(e)∧ e ∈ Neg(λe′. laugh(e′)∧ Ag(e′) = Sabine ∧ 2h(τ(e′)))
c. (i) Jusqu’à quatorze heures, Sabine n’a pas ri.
(ii) ∃e. actual(e) ∧ e ∈ Neg(λe′. laugh(e′) ∧ Ag(e′) = Sabine)
∧∃t < 14:00. [t, 14:00] ⊆ τ(e)
20. Le fragment développé dans (Bernard et Champollion 2018b) utilise aussi une sémantique par
continuation pour rendre compte de la négation. Cependant, le rôle des continuations y est très
différent, car le problème à résoudre l’est aussi : analyser des phrases négatives sous l’hypothèse que
l’arbre sémantique est isomorphe à l’arbre syntaxique dérivé (compositionnalité de surface ; posant
des problèmes notamment pour l’interprétation du sujet, qui se situe alors hors de la portée de la
négation verbale).
21. Par souci de simplicité, nous n’incluons pas dans ces formules le terme exprimant la contrainte
que les prédicats modifiés doivent être atéliques. L’on pourra vérifier qu’intégrer ces termes ne pose
pas de problème particulier, l’axiome de la négation (29) assurant notamment que tous les prédicats
issus de Neg sont atéliques, comme chez Krifka (1989).
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Rapport de perception La phrase (19a) est répétée en (49a) et s’analyse mainte-
nant comme son homologue positive (18).
(49) a. J’ai vu Sabine ne pas rester.
b. ∃e1. actual(e1) ∧ see(e1) ∧ Exp(e1) = I ∧ ∃e2. Th(e1) = e2 ∧ e2 ∈
Neg(λe′. stay(e′) ∧ Ag(e′) = Sabine))
Adverbes intersectifs Enfin, les adverbes intersectifs ont maintenant des événe-
ments à modifier aussi dans les phrases négatives, et les schémas d’inférences observés
sont bien correctement retranscrits dans notre logique :
(50) a. « De manière inattendue, Sabine n’est pas restée. » ⇒ « Sabine n’est pas
restée. »
b. ∃e. actual(e) ∧ unexpected(e) ∧ e ∈ Neg(λe′. stay(e′) ∧ Ag(e′) = Sabine)
⇒ ∃e. actual(e) ∧ e ∈ Neg(λe′. stay(e′) ∧ Ag(e′) = Sabine)
7.4.2 Oppositions aux événements négatifs
Bien qu’au cours des décennies, de nombreux arguments aient été rassemblés en
faveur de l’existence d’événements négatifs (de Swart 1996 ; de Swart et Molendijk
1999 ; Higginbotham 2000 ; Peterson 1997b ; Przepiórkowski 1999), d’autres voix se
sont élevées à leur encontre.
D’après Asher (1993, 2000), les syntagmes nominaux négatifs, tels que la non-
arrivée du camion, ne dénotent pas des événements, puisqu’ils ne sont pas compatibles
avec ce que Vendler (1967) baptise « perfect nominal containers » 22 :
(51) * La non-arrivée du camion {s’est produite à 10 heures du matin/a duré fort
longtemps/a eu lieu à la gare routière de Manosque}.
Ici, la terminologie semble cruciale. Le mot « événement » est parfois utilisé comme
un terme général pour toutes les entités d’un langage logique (ainsi que leurs dénota-
tions dans les modèles) servant d’arguments implicites des verbes, étendant l’analyse
Davidsonienne au-delà des verbes d’action — jusque, éventuellement, la totalité des
verbes, voire aussi d’autres prédicats, comme chez Peterson (1997b) ou ici avec les pré-
dicats de relations discursives. Cet usage du terme met l’accent sur les représentations
logiques des énoncés, dans lesquelles toutes ces entités jouent effectivement le même
rôle — d’où un terme unique —, mais n’est pas incompatible avec une partition du
domaine événementiel en plusieurs sous-catégories — événements au sens traditionnel
du terme, états, etc. — selon d’autres considérations. À l’opposé, Asher (1993, 2000)
cherche à définir une métaphysique du langage naturel et réserve dans cet optique le
terme « événement » à des entités discursives d’un genre bien spécifique, distinctes des
états, des propositions et des faits.
Cette distinction est importante, puisque, alors qu’Asher rejette l’existence d’évé-
nement négatifs, il considère que dans les deux phrases suivantes, Sabine n’a pas nagé
22. À la suite de Higginbotham (2000) et suivant un principe d’économie, nous pensons que les
mêmes outils utilisés pour exprimer la sémantique de la négation phrastique devraient être utilisés
pour exprimer celle présente dans les syntagmes nominaux. Par exemple, la non-arrivée du camion
pourrait être représentée par un e ∈ Neg(λe′. Jarrivée du camionK(e′)).
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et Marcel n’était plus dans le camion réfèrent à des états négatifs :
(52) a. Après que Sabine n’a pas nagé, elle est rentrée chez elle.
b. Pendant que Marcel n’était plus dans le camion, Jamy a fait le ménage.
Les événements et les états sont généralement regroupés sous l’étiquette commune
d’éventualités, et il s’agit là du terme principalement utilisé dans la littérature lors-
qu’une négation est en jeu — de Swart et Molendijk (1999) et Przepiórkowski (1999)
affirment cependant que certaines clauses niées introduisent bel et bien des événe-
ments, et non des états. Dans cette thèse, « événement » a été utilisé principalement
dans le sens logique/technique, ce qui signifie que nous ne prétendons nullement que
Neg renvoie des ensembles d’événements plutôt que d’états ou d’autres types d’en-
tités discursives. Nous nous sommes essentiellement intéressé à la question de savoir
s’il était possible d’obtenir des représentations sémantiques pourvues de propriétés
inférentielles satisfaisantes pour une vaste gamme de discours, en postulant que la né-
gation permettait d’accéder à des entités du même type logique que celles qui servent
d’arguments implicites aux verbes dans les logiques événementielles.
D’autres voix, néanmoins, refusent l’idée de tout type d’éventualités négatives et
adhèrent à ce que nous allons appeler la doctrine des « événements positifs sous des-
criptions négatives » (désormais « ÉPODENÉ ») 23. Par exemple, Miller (2003) affirme
que la négation présente dans les rapports de perception n’est que la négation boo-
léenne habituelle et que Fred a vu Sabine ne pas partir a une sémantique identique
à celle de Fred a vu une éventualité qui n’était pas Sabine partant — c’est-à-dire que
« cette phrase serait vraie dès que Fred a vu quoi que ce soit tant qu’il ne s’agit pas
d’un départ de Sabine » 24. Le raisonnement qui sous-tend cette affirmation est que
si Fred a vu Sabine ne pas partir est vraie, alors il semble être le cas que Fred a vu
quelque chose, et que ce quelque chose pourrait avoir été Sabine buvant un verre de
vin de noix dans le salon, mangeant un morceau de Banon dans la cuisine, etc., bref,
n’importe quelle éventualité classique qui aurait seulement là la particularité d’être
décrite négativement. Une position similaire est défendue par Varzi (2006).
Le premier problème avec cette analyse est qu’elle n’explique pas pourquoi si Fred
a vu Sabine ne pas partir (et si Fred ne souffre pas d’hallucinations), alors Sabine n’est
pas partie. Des procédés pragmatiques peuvent être invoqués pour obtenir l’inférence
correcte, mais cette idée n’est formalisée ni par Miller (2003) ni par Varzi (2006), alors
que nous obtenons immédiatement ce résultat dans la sémantique présentée ici.
D’autre part, Varzi (2006) pousse l’ÉPODENÉ assez loin et affirme, pour les mêmes
raisons, qu’il n’existe aucune éventualité d’échec ou d’oubli. En conséquence, si Fred
n’a même pas essayé d’éteindre le gaz, « à proprement parler, [la phrase (53)] est
fausse, ou du moins non vraie. Elle n’est pas vraie parce que le sujet, “Jamy’s failure
to turn off the gas” (contrairement à Sabine allumant la lumière), n’a pas de réfé-
rent » 25. Nous trouvons ce résultat extrêmement regrettable, d’autant plus que cette
23. En anglais : « POUND » pour « positive occurrences under negative descriptions », mais nous
avouerons que « ÉPODENÉ » est quand même bien plus truculent.
24. Miller (2003) : « the sentence turns out to be true whatever [Fred] saw as long as it was not a
case of [Sabine] leaving »
25. Varzi (2006) : « strictly speaking [sentence (53)] is false, or at least not true. It is not true
because the subject term, “[Jamy]’s failure to turn off the gas” (unlike the term “[Sabine]’s turning
on the light”), has no referent. »
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argumentation devrait s’employer similairement pour les oublis, les jeûnes ou même les
éventualités évoquées par rester (qui sont des non départs). Bien que l’on puisse imagi-
ner qu’une telle sémantique, combinée à une pragmatique riche, permette de produire
des résultats satisfaisants, nous sommes sceptique quant à l’intérêt que présenterait le
fait d’échanger une sémantique cohérente et fonctionnelle pour un système si instable
et incomplet.
(53) Jamy’s failure to turn off the gas caused an explosion.
(≈ {L’inaptitude/la défaillance/la faillite/le défaut} de Jamy à fermer le gaz
a provoqué une explosion.)
Derrière l’ÉPODENÉ, se trouve l’idée selon laquelle il est difficile d’imaginer ce
qu’est (ou serait) une éventualité intrinsèquement négative. Cet argument est aussi
celui donné par Asher (1993, 2000) contre, spécifiquement, les événements négatifs.
Nous trouvons cet argument contestable. D’abord, l’existence des entités qui com-
posent notre univers n’est absolument pas conditionnée par notre capacité à les appré-
hender intuitivement 26. Ensuite, comme Asher (1993) le défend de façon convaincante,
la métaphysique du langage naturel n’a pas besoin d’être identique à la « vraie » mé-
taphysique. Autrement dit, il n’y aucune raison de postuler un isomorphisme entre les
entités utilisées pour représenter le sens des énoncés linguistiques (l’ontologie séman-
tique) et celles que l’on tient pour constituantes du monde (l’ontologie métaphysique).
Peut-être qu’il n’y a pas d’éventualité de non arrivée du camion dans le monde, mais
le fait est que l’on parle comme si c’était le cas. Tant que ces entités n’introduisent pas
d’incohérences, il n’y a aucune raison de ne pas utiliser d’éventualités négatives dans
la modélisation sémantique.
Néanmoins, il se trouve que certains aspects de l’ÉPODENÉ peuvent être satisfaits
dans la sémantique développée dans ce chapitre. D’une part, jamais nous ne postulons
de différence fondamentale entre la nature des événements contenus dans un Neg(P ) et
celles des autres. Rien ne force les événements de Neg(P ) à ne pas avoir de descriptions
positives. Neg(λe. leave(e) ∧ Ag(e) = Sabine), par exemple, peut simplement consister
en l’ensemble des événements usuels (Sabine qui boit un verre, qui dort, qui mange,
etc.) incompatibles avec un départ de Sabine (nous imposons seulement la contrainte
que l’un au moins de ces événements doit se réaliser si Sabine ne part pas).
Toutefois, il est nécessaire d’accepter l’existence d’événements abstraits, de sens
intuitivement négatifs, tels que les oublis ou les absences, sous peine — comme Varzi
(2006) — de prédire la vacuité sémantique de nombreuses phrases pourtant bien em-
ployées (et parfaitement compréhensibles). Mais en quoi, au fond, ces événements
seraient-ils intrinsèquement plus négatifs que d’autres ? Oublier, c’est ne plus se rap-
peler, mais se rappeler, c’est ne pas encore oublier. Finalement, tous les événements
sont négatifs, dans le sens où ils excluent la réalisation d’autres événements et peuvent
être définis comme la négation de toute autre possibilité : manger, c’est ne rien faire
d’autre que manger (en incluant les états d’inactivité). Autrement dit, d’un point de
vue inférentiel, les événements sont des réifications de leur incompatibilité logique avec
26. Le fait, par exemple, que la plupart des gens échouent à se représenter mentalement la nature
des photons (qui se comportent comme des particules dans certaines conditions et comme des ondes
dans d’autres, mais plus généralement comme ce qu’ils sont, c’est-à-dire des excitations élémentaires
du champ électromagnétique) ne signifie nullement que les photons n’existent pas.
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une certaine classe d’événements 27. Parfois, la langue souligne explicitement cette na-
ture des événements, comme en (54). Si cette phrase est vraie, alors il s’est réalisé une
multitude d’événements incompatibles avec le départ de Sabine. Pourtant, nous en
désignons un comme canonique, le non départ de Sabine. Quel serait cet événement,
sinon celui dont la nature même est d’être incompatible avec le départ de Sabine 28 ?
(54) J’ai pu observer le non-départ de Sabine.
7.4.3 Conclusion
Dans ce chapitre, nous avons discuté à la fois des atouts que présente une analyse
sémantique du langage à l’aide d’événements et des difficultés que la négation oppose
à une telle analyse. Nous avons défendu l’idée qu’à l’origine de ces difficultés se trou-
vait le traitement usuel de la négation (l’ASN), selon lequel une phrase niée exprime
simplement la non-existence d’événement satisfaisant une description donnée, au lieu
de l’existence d’un certain événement — comme pour une phrase positive.
Après avoir présenté différentes alternatives, nous avons donné une définition for-
melle de la notion d’événements négatifs. Au cœur de cette définition se trouve la
fonction Neg : 〈〈v, t〉, 〈v, t〉〉, qui envoie un ensemble d’événements P sur l’ensemble
Neg(P ) des événements avec lesquels ils sont tous incompatibles.
Nous avons montré que la logique engendrée par l’axiome de la négation en (29)
faisait de Neg un outil adapté pour la modélisation sémantique de la négation lin-
guistique. En particulier, nous avons vu comment les événements négatifs ainsi définis
permettaient d’analyser les rapports de perception, les liens de causalité ainsi que
différents types de modification adverbiale de manière homogène, indépendamment
de la présence de négation dans leur(s) argument(s). De plus, notre proposition est
entièrement compatible avec la grammaire discursive présentée au chapitre précédent.
La théorie que nous proposons fait en fin de compte très peu d’hypothèses ontolo-
giques mais simplifie grandement l’analyse des constructions négatives d’une manière
qui préserve (et étend) les propriétés inférentielles de la sémantique événementielle qui
ont justifié son développement.
27. Rappelons au besoin que nous parlons des événements en tant qu’entités linguistiques et que la
métaphysique nous importe peu ici.
28. En ignorant le temps et en utilisant la notation de Russell pour les descriptions définies, cet






Dans ce chapitre, nous résumons les principaux points de cette thèse, puis discutons
d’un certain nombre de pistes de recherche future.
8.1 Résumé
D’une manière générale, cette thèse traite de la représentation du sens d’énoncés
complexes, longs de plusieurs phrases. Nous avons choisi de voir les relations dis-
cursives non pas fondamentalement comme des liens entre phrases, mais comme des
relations sémantiques, pouvant relier effectivement le contenu de deux phrases mais
aussi d’autres types de syntagmes, voire, par anaphore associative, le contenu d’aucun
syntagme en particulier.
Tout d’abord, nous avons étudié comment l’utilisation de VAP (et de GPA) pouvait
créer un décalage entre l’attribution (la source) d’une relation discursive et de l’un au
moins de ses arguments. Dans les cas de relations véridicales, nous observons alors
une révision discursive de factivité (1). Ce phénomène nous a poussé à définir, en
plus du principe classique de véridicalité — renommé « véridicalité sémantique » —
concernant les relations discursives et leurs arguments sémantiques, un principe de
véridicalité syntaxique, concernant les connecteurs et leurs arguments syntaxiques. Ces
deux notions coïncident lorsqu’aucun VAP ou GPA n’est en jeu. Dans le cas contraire,
nous avons vu qu’elles pouvaient diverger, expliquant alors les révisions discursives
observées.
(1) a. Sabine va au Pérou. Fred pense qu’ensuite elle ira au Brésil.
b. Sabine n’était pas là. Fred dit qu’elle était encore à l’étranger.
c. Sabine est très chanceuse. Fred dit par exemple qu’elle allait passer des
vacances dans les Alpes-de-Haute-Provence.
Notons que le discours (1c) présente une particularité supplémentaire : la rela-
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tion d’exemplification n’a pas pour Arg2 l’acte de dire introduit par le VAP qui est
l’argument syntaxique du connecteur, mais l’objet de ces dires. Le VAP joue ici un
rôle évidentiel, comme en (1b), et nous avons vu que cela n’était possible lorsque le
connecteur était explicite que pour les relations correspondant aux critères des subor-
données périphériques de la classification de Haegeman (2004). Cette classification est
apparu pertinente pour l’étude des relations discursives en général, et non seulement
des propositions adverbiales.
Nous nous sommes aussi intéressé à la détermination algorithmique des arguments
des relations discursives. À la suite de Danlos (2009), nous avons étudié la possibilité
d’un formalisme grammatical unique permettant d’analyser la syntaxe et la structure
discursive des énoncés, et ce, sans faire appel à la notion d’anaphore. Nous avons
étendu D-STAG afin de rendre compte d’interactions complexes entre connecteurs
discursifs d’une part et VAP et GPA d’autre part, interactions qui sont généralement
ignorées des systèmes discursifs comme D-LTAG, D-STAG et dans une certaine mesure
aussi des théories telles que SDRT. Nous avons notamment proposé de modéliser la
distinction entre VAP évidentiel et intensionnel par deux entrées lexicales différentes,
une fonctionnant comme un modifieur de la complétive introduite, l’autre comme un
véritable prédicat verbal prenant sa complétive comme argument. En étendant TAG,
nous gardons un certain nombre de garanties formelles en termes de complexité d’ana-
lyse. De plus, les représentations discursives que nous obtenons sont plus fines que
celles obtenues par les analyseurs RST usuels. Cependant, une telle approche pure-
ment structurelle limite les phénomènes que nous pouvons modéliser — le cas des
anaphores associatives, notamment — et entraîne une complexification des entrées
lexicales pouvant rendre difficile la création et la maintenance d’une grammaire à
large couverture.
C’est pourquoi nous nous sommes ensuite tourné vers l’étude d’un système ana-
phorique, tout en veillant à intégrer explicitement la notion d’anaphore au formalisme
grammatical. Pour cela, nous avons réutilisé la sémantique par continuation de de
Groote (2006) qui permet d’exprimer des effets dynamiques tout en gardant une gram-
maire entièrement compositionnelle dans l’esprit Montagovien. L’emploi de fonctions
de sélection pour modéliser les connecteurs adverbiaux et implicites n’est pas nouveau
(Asher et Pogodalla 2011 ; Qian et Amblard 2011), mais nous avons aussi défini des
fonctions de sélection locales pour modéliser les conjonctions de subordination. Cela
nous a permis de diminuer grandement le poids que D-STAG faisait peser sur la syn-
taxe des connecteurs, tout en gardant la capacité à générer des structures en DAG.
Ces mêmes fonctions de sélection nous permettent de rendre compte de la distinction
entre usage évidentiel et intensionnel des VAP non en tant qu’ambiguïté lexicale ou
syntaxique, mais comme un produit indirect de la structure discursive. Ainsi, nous
perdons la différence de rôle intuitive qui existe dans les deux cas en termes d’argu-
ment et de modifieur, mais cette analyse correspond en réalité au point de vue défendu
notamment par Simons (2007) et Hunter (2016).
Enfin, nous nous sommes aussi penché sur les représentations sémantiques des dis-
cours elles-mêmes. Nous nous sommes attaché aux aspects sémantiques des relations
discursives plus qu’à leurs aspects pragmatiques ou argumentatifs, et c’est pourquoi
nous avons préféré par exemple les termes de « cause » et de « succession temporelle »
plutôt que d’« explication » et de « narration ». Nous avons défendu l’idée que, d’un
point de vue logique, il était possible d’utiliser un type unique pour l’ensemble des
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arguments des relations discursives, traités comme les événements de la sémantique
Davidsonienne. Nous avons alors étudié plus précisément la sémantique Davidsonienne,
d’une part sur ses aspects inférentiels et d’autre part à propos des problèmes que lui
oppose la négation. Nous avons défendu l’idée qu’à l’origine de ces difficultés se trouvait
l’analyse standard de la négation, selon laquelle une phrase niée exprime simplement
la non-existence d’un événement satisfaisant une description donnée, au lieu de l’exis-
tence d’un certain événement — comme pour une phrase positive. C’est pourquoi nous
avons proposé une formalisation nouvelle de la notion d’événement négatif, dont nous
avons montré qu’elle s’insérait naturellement dans les analyses classiques de diverses
constructions linguistiques ainsi que dans notre système discursif anaphorique.
8.2 Travaux futurs
Au cours de ce texte, nous avons déjà eu l’occasion d’évoquer de nombreuses pistes
de recherche future, comme, par exemple, la question de la mise en œuvre pratique
des fonctions de sélection. Il nous paraît aussi important de souligner le fait que nous
avons travaillé quasi-exclusivement sur des exemples construits. Il serait donc pertinent
d’aller vérifier en corpus la robustesse de nos analyses. Notons que pour effectivement
développer un système computationnel d’analyse discursive, il faudrait compléter notre
étude et examiner systématiquement les connecteurs : d’une part, les conjonctions de
coordination et les prépositions — que nous avons à peine abordées en section 4.4 —
et d’autre part, les conjonctions de subordination et les adverbiaux, qui ont été l’objet
de notre attention sans toutefois que les plus de 300 connecteurs concernés n’aient été
finement discutés.
Une autre piste, que nous n’avons pas encore eu l’occasion de mentionner, concerne
la nature de la différence entre relation centrale et relation périphérique. Nous avions
évoqué (section 5.2.3) le fait que les connecteurs de concession et de contraste, notam-
ment, sont généralement décrits comme introduisant une implicature conventionnelle.
Rappelons que l’une des caractéristiques des implicatures conventionnelles est qu’elles
semblent en retrait sur le plan sémantique. Il est en particulier très difficile de les nier
ou d’en faire l’élément principal de l’énoncé, propriétés que nous avions modélisées de
manière purement syntaxique. Au passage, même si les implicatures conventionnelles
concernent avant tout la sémantique, ce choix n’est pas absurde pour autant : il est pos-
sible d’envisager une sorte de convergence des propriétés syntaxiques et des propriétés
sémantiques des connecteurs discursifs, les propriétés des implicatures conventionnelles
se reflétant alors aussi dans la syntaxe. Mais effectivement, certaines des différences
entre relation centrale et relation périphérique sont difficilement attribuables à la syn-
taxe des connecteurs qui les lexicalisent. Par exemple, alors qu’il est aussi aisé de
conjoindre que de disjoindre deux occurrences de parce que (relation causale) parta-
geant le même premier argument (2a), cela n’est pas le cas pour deux occurrences de
bien que (concession) (2b) ou deux occurrences de si (information d’arrière-plan) (2c).
(2) a. (i) Fred n’a pas pu partir au Pérou parce qu’il était malade et parce que
l’un de ses enfants l’était (aussi).
(ii) Fred n’a pas pu partir au Pérou parce qu’il était malade ou parce
que l’un de ses enfants l’était.
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b. (i) Fred est parti au Pérou bien qu’il était malade et bien que l’un de
ses enfants l’était (aussi).
(ii) * Fred est parti au Pérou bien qu’il était malade ou bien que l’un de
ses enfants l’était.
c. (i) Je me demande pourquoi Fred est parti au Pérou s’il était malade et
si l’un de ses enfants l’était (aussi).
(ii) ?? Je me demande pourquoi Fred est parti au Pérou s’il était malade
ou si l’un de ses enfants l’était.
Le discours (2b-i) exprime que l’idée que le départ de Fred est doublement étonnant,
par sa maladie et par celle de son enfant. Le discours (2b-ii), quant à lui, échoue à
exprimer l’idée que soit Fred est malade, ce qui rendrait son départ étonnant, soit
l’un de ses enfants l’est, ce qui rendrait aussi son départ étonnant. Nous pensons
qu’il ne s’agit pas là d’un contraste à imputer à la syntaxe, mais bien à la projection
associée aux implicatures conventionnelles (Potts 2015). Notons que le problème n’est
pas qu’une relation périphérique ne puisse pas être sous la portée d’un opérateur
logique (ici la disjonction) ou d’un prédicat (nous avons vu des cas, comme en (3), où
une relation périphérique formait l’un des arguments d’une autre relation), mais plutôt
que l’on ne puisse mettre en doute la véracité ni d’une relation périphérique lexicalisée
par une conjonction ni de son Arg2. Or, c’est justement l’effet de la disjonction en
(2b-ii), à l’inverse de la conjonction en (2b-i) ou de la relation causale en (3). Il serait
intéressant d’étudier cela en détail, de comprendre pourquoi c’est le cas (si cela est
effectivement le cas) pour ensuite le modéliser.
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