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Abstract
In this paper, the distribution dependent stochastic differential equation in a sep-
arable Hilbert space with Dini continuous drift is investigated. The existence and
uniqueness of weak and strong solution are obtained. Moreover, some regularity results
as well as gradient estimate and log-Harnack inequality are derived for the associated
semigroup. In addition, Harnack inequality with power and shift Harnack inequality
are also proved in the case with additive noise. All of the results extend the ones in
the distribution independent situation.
AMS subject Classification: 60H155, 60B10.
Keywords: Cylindrical Brownian motion, Relative Entropy, Dini continuous, Distribution
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1 Introduction
The distribution dependent stochastic differential equations (SDEs), also named McKean-
Vlasov SDEs, are investigated extensively recently, see [1, 2, 8, 9, 12, 17, 22] and references
within. There are various results on the well-posedness, for instance, [3, 4, 5, 7, 14, 18, 20].
∗Supported in part by NNSFC (11801406,11501286, 11790272).
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In [18, 20], the coefficients are assumed to be an integration with respect to the distribu-
tion. [3, 4, 5] consider the additive noise case, and the weak existence can be proved by
Girsanov’s transform together with Schauder’s fixed point theorem [21]. This method does
not work when the diffusion coefficients depend on distribution. The results in [7] are ex-
tended by the first author and his coauthor in [14], where the diffusion is allowed to be
distribution dependent. The pathwise uniqueness for SDEs with singular drifts can be en-
sured by Zvonkin’s transform [30] both in distribution dependent and independent cases, for
instance, [14, 16, 25, 28, 29] and references within. The main idea of Zvonkin’s transform is
to remove the singular drifts, and it mainly depends on the regularity of a backward Kol-
mogrov equation with singular coefficients. In the infinite dimensional case, [25] investigates
the existence and uniqueness and log-Harnack inequality for semi-linear and distribution
independent stochastic partial differential equations (SPDEs) with Dini continuous drifts.
In this paper, we will consider the distribution dependent SPDEs and extend the results in
[25].
Different from the finite dimensional case [14, Theorem 2.5], due to the existence of a
non-Lipschitzian term Au after Zvonkin’s transform in Lemma 3.3 below, the coupling by
change of measure, for instance in [24, Chapter 3], does not work even in the distribution
independent case with multiplicative noise. To overcome this difficulty, [25] adopted the
gradient-gradient estimate
|∇Ptf |
2 ≤ C(t)Pt|∇f |
2
to derive the log-Harnack inequality according to [24, Chapter 1]. However, this idea is
unavailable in the distribution dependent case where the solution is not a Markov process.
Fortunately, we may combine the existed log-Harnack inequality in [25] and Girsanov’s trans-
form to derive the desired log-Harnack inequality. The main idea is to derive the estimate of
the relative entropy between two solutions with different initial distribution. To this end, we
rewrite one of the two solutions by Girsanov’s transform to be a new one with the same co-
efficients with another one and the log-Harnack inequality in [25] can be used. This method
is an effective technique to deal with the distribution dependent SDEs/SPDEs. As to the
Harnack inequality with power and shift Harnack inequality, we adopt coupling by change
of measure directly instead of Zvonkin’s transform in the additive noise case.
On the other hand, to obtain the existence of weak solution, we use the compactness
method as in [11, Chapter 8]. The main tools are the Skorohod representation theorem
[11, Theorem 2.4] and martingale representation theorem [11, Theorem 8.3]. We will use an
Euler scheme to construct the tight sequence as in the [6, Proof of Theorem 4.5] instead of
the finite dimensional approximation in [11, Chapter 8].
Let (H, 〈, 〉, | · |) and (H¯, 〈, 〉H¯, | · |H¯) be two separable Hilbert spaces, and W = (Wt)t≥0
be a cylindrical Brownian motion on H¯ with respect to a complete filtration probability
space (Ω,F , {Ft}t≥0,P). More precisely, Wt =
∑∞
n=1B
n
t e¯n for a sequence of independent
one dimensional Brownian motions {Bnt }n≥1 with respect to (Ω,F , {Ft}t≥0,P) and an or-
thonormal basis {e¯n}n≥1 on H¯.
Let P be the collection of all probability measures onH equipped with the weak topology.
If µ(|·|2) :=
∫
H
|x|2µ(dx) <∞, we write µ ∈ P2. For µ, µ¯ ∈ P2, theW2-Wasserstein distance
2
between µ and µ¯ is defined by
W2(µ, µ¯) = inf
pi∈C(µ,µ¯)
(∫
H×H
|x− y|2pi(dx, dy)
)1
2
,
where C(µ, µ¯) stands for the set of all couplings of µ and µ¯. For a random variable ξ, its law
is written by Lξ, and write Lξ|P as the distribution of ξ under P.
Consider the following semi-linear distribution dependent SPDEs on H:
(1.1) dXt = {AXt + bt(Xt,LXt)}dt+Qt(Xt,LXt)dWt,
where (A,D(A)) is a negative definite self-adjoint operator on H, b : [0,∞)×H×P → H are
measurable and locally bounded (i.e. bounded on bounded sets), and Q : [0,∞)×H×P →
L (H¯;H) is measurable, where L (H¯;H) is the space of bounded linear operators from H¯ to
H. Let ‖·‖ and ‖·‖HS denote the operator norm and the Hilbert-Schmidt norm respectively.
To characterize the singularity of b with respect to the second variable, set
D =
{
φ : [0,∞)→ [0,∞) is increasing, φ2 is concave,
∫ 1
0
φ(s)
s
ds <∞
}
.
Throughout the paper, we assume that there exists an increasing function K : (0,∞) →
(0,∞) such that A, b and Q satisfy the following conditions.
(a1) (−A)ε−1 is of trace class for some ε ∈ (0, 1); i.e.
∑∞
n=1 λ
ε−1
n <∞ for 0 < λ1 ≤ λ2 ≤ · · ·
being all eigenvalues of−A counting multiplicities with−Aei = λiei for an orthonormal
basis {ei}i≥1 of H.
(a2) Q ∈ C([0,∞) × H × P;L (H¯;H)) such that for every (t, x, µ) ∈ [0,∞) × H ×
P, Qt(·, µ) ∈ C
2(H;L (H¯;H)), and (QtQ
∗
t )(x, µ) is invertible with
sup
(t,x,µ)∈[0,T ]×H×P
(
2∑
j=0
‖∇jQt(·, µ)(x)‖+ ‖(QtQ
∗
t )(x, µ)
−1‖
)
≤ K(T ), T > 0.(1.2)
Moreover, for any x ∈ H, t ≥ 0, and µ ∈ P2,
(1.3) lim
n→∞
‖Qt(x, µ)−Qt(pinx, µ)‖
2
HS = 0.
In addition, for any T > 0, it holds
sup
(t,x)∈[0,T ]×H
‖Qt(x, µ)−Qt(x, ν)‖
2
HS ≤ K(T )W2(µ, ν)
2, µ, ν ∈ P2.(1.4)
(a3) sup(x,µ)∈H×P |bt(x, µ)| is locally bounded in t, and there exists φ ∈ D such that
(1.5) |bt(x, µ)−bt(y, ν)| ≤ φ(|x−y|)+K(t)W2(µ, ν), t ∈ [0,∞), x, y ∈ H, µ, ν ∈ P2.
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Remark 1.1.
∫ 1
0
φ(s)
s
ds < ∞ is well known as Dini condition. (1.5) implies that bt(·, µ)
is Dini continuous for any t ≥ 0 and µ ∈ P2. Obviously, the class D contains φ(s) :=
K
log1+δ(c+s−1)
for constants K, δ > 0 and large enough c ≥ e such that φ2 is concave.
Definition 1.1. A continuous adapted process (Xt)t∈[0,∞) is called a mild solution to (1.1),
if P-a.s
(1.6) Xt = e
AtX0 +
∫ t
0
eA(t−s)bs(Xs,LXs)ds+
∫ t
0
eA(t−s)Qs(Xs,LXs)dWs, t ∈ [0,∞).
Moreover, if E|Xt|
2 < ∞ for any t ≥ 0, then the solution is said in P2. We call the strong
uniqueness in P2, if for any F0-measurable random variable X0 with LX0 ∈ P2, there exists
a unique Xt satisfying (1.6) in P2.
(1) A couple (X˜t, W˜t)t≥0 is called a weak solution in P2 to (1.1), if LX˜t ∈ P2, W˜
is a cylindrical Brownian motion with respect to a complete filtration probability space
(Ω˜, {F˜t}t≥0, P˜), and (1.6) holds for (X˜t, W˜t)t≥0 in place of (Xt,Wt)t≥0.
(2) (1.1) is said to have weak uniqueness in P2, if any two weak solutions in P2 of (1.1)
from common initial distribution are equal in law.
Throughout the paper, for a real-valued or H-valued function f defined on [0, T ]×H, let
‖f‖T,∞ = sup
t∈[0,T ],x∈H
|f(t, x)|
Similarly if f is an operator-valued map defined on [0, T ]×H, let
‖f‖T,∞ = sup
t∈[0,T ],x∈H
‖f(t, x)‖.
The paper is organized as follows. In Section 2, we give the main results, including
existence and uniqueness, Harnack and shift Harnack inequality. These will be proved in
Section 3-5 respectively.
2 Main results
The following Theorem states the existence and uniqueness of (1.1) as well as the regularity
with respect to the initial value.
Theorem 2.1. Assume (a1)-(a3). Then the following assertions hold.
(1) For any µ0 ∈ P2, there exists a unique weak solution to (1.1) in P2. Denote by P
∗
t µ0
the distribution of the unique weak solution at time t ≥ 0. Then for any T > 0, there
exist a constant C(T ) > 0 such that
∫ T
0
W2(P
∗
t µ0, P
∗
t ν0)
2dt ≤ C(T )W2(µ0, ν0)
2, µ0, ν0 ∈ P2.(2.1)
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(2) For any X0 ∈ L
2(Ω→ H;F0), (1.1) has a unique mild solution (Xt)t∈[0,∞). Moreover,
there exists an increasing function C : [0,∞)→ [0,∞) such that for any two solutions
Xt and Yt to (1.1), it holds∫ t
0
E|Xs − Ys|
2ds ≤ C(t)E|X0 − Y0|
2, t ≥ 0.(2.2)
For any µ ∈ P2 and any f ∈ Bb(H), define
Ptf(µ) = (P
∗
t µ)(f) :=
∫
H
fdP ∗t µ.
For a measurable space (E,F ), let P(E) denote the family of all probability measures
on (E,F ). For µ, ν ∈ P(E), the relative entropy Ent(ν|µ) is defined by
Ent(ν|µ) :=
{∫
(log dν
dµ
) dν, if ν is absolutely continuous with respect to µ,
∞, otherwise;
the total variational distance ‖µ− ν‖TV is defined by
‖µ− ν‖TV := sup
A∈F
|µ(A)− ν(A)|.
By Pinsker’s inequality (see [10, 19]),
(2.3) ‖µ− ν‖2TV ≤
1
2
Ent(ν|µ), µ, ν ∈ P(E).
Next, we consider log-Harnack inequality and Harnack inequality with power for the nonlin-
ear semigroup P ∗t , due to technique reasons, we only investigate the case that Qt(x, µ) does
not depend on µ. See also [24, 27] for some results on Harnack inequality for the distribution
independent SPDEs.
Theorem 2.2. Assume (a1)-(a3) and that Qt(x, µ) does not depend on µ. Then the fol-
lowing assertions hold.
(1) There exists an increasing function C : [0,∞) → (0,∞) such that for any t > 0, the
log-Harnack inequality
Pt log f(ν0) ≤ logPtf(µ0) +
C(t)
t ∧ 1
W2(µ0, ν0)
2, µ0, ν0 ∈ P2
holds for strictly positive function f ∈ Bb(H). Consequently, we have
2‖P ∗t µ0 − P
∗
t ν0‖
2
TV ≤ Ent(P
∗
t µ0|P
∗
t ν0) ≤
C(t)
t ∧ 1
W2(µ0, ν0)
2.(2.4)
5
(2) If Qt(x, µ) does not depend on (x, µ), the Harnack inequality with power p > 1 holds
for non-negative f ∈ Bb(H) and any T > 0, i.e.
(2.5) PTf(µ0) ≤ (PTf
p(ν0))
1
p
(
E exp
{
p
2(p− 1)2
Φ(T )
}) p−1
p
, µ0, ν0 ∈ P2
here
(2.6) Φ(T ) = K(T )
(
4Tφ2 (|X0 − Y0|) + C(T )W2(µ0, ν0)
2 + 2
|X0 − Y0|
2
T
)
,
with LX0 = µ0, LY0 = ν0 and C(T ) is a positive constant depending on T . Conse-
quently, it holds
(2.7) PT
{(
dP ∗Tµ0
dP ∗Tν0
) 1
p−1
}
(µ0) ≤ E exp
{
p
2(p− 1)2
Φ(T )
}
.
The next assertion characterizes the shift Harnack inequality for P ∗t , see [23] for the
distribution independent case.
Theorem 2.3. Assume (a1)-(a3). If Qt(x, µ) does not depend on x, then for any T > 0,
µ0 ∈ P2, y ∈ H and non-negative f ∈ Bb(H),
PT log f(µ0) ≤ log(PTf(e
ATy + ·))(µ0) + CTφ
2(|y|) +
|y|2
T
,
holds for f ≥ 1 and
(PTf)
p(µ0) ≤PT (f
p(eATy + ·))(µ0) exp
[
p
2(p− 1)
K(T )
(
2Tφ2(|y|) + 2
|y|2
T
)]
.
The following corollary follows from Theorem 2.3 immediately, see [24, Section 1.4.2].
Corollary 2.4. Let the assumption of Theorem 2.3 hold. For any T > 0, y ∈ H, µ0 ∈ P2,
P ∗Tµ0 is equivalent to (P
∗
Tµ0)(· − e
ATy). Moreover, for any p > 1, it holds
PT
{(
dP ∗Tµ0
d(P ∗Tµ0)(· − e
ATy)
) 1
p
}
(µ0) ≤ exp
[
1
2(p− 1)
K(T )
(
2Tφ2(|y|) + 2
|y|2
T
)]
.
3 Existence and Uniqueness
We will use the so called compactness method and modify the proof of [11, Theorem 8.1] to
study the weak existence of (1.1).
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3.1 Weak Existence
Theorem 3.1. Assume (a1). If supx,µ∈(H×P)(|bt(x, µ)|+ ‖Qt(x, µ)‖) is locally bounded in t
and for any t ≥ 0, bt, Qt are continuous in H×P. Then for any T > 0, µ0 ∈ P2, (1.1) has
a weak solution in P2 up to time T with initial distribution µ0.
Proof. Fix T > 0 and µ0 ∈ P2. For any n ≥ 1, let ηn(s) = ⌊s/(
T
n
)⌋T
n
, here ⌊·⌋ represents
the integer part. Take X0 ∈ F0 with LX0 = µ0. For any t ∈ [0, T ], define
Xnt = e
AtX0 +
∫ t
0
eA(t−s)bs(X
n
ηn(s),LXnηn(s)
)ds+
∫ t
0
eA(t−s)Qs(X
n
ηn(s),LXnηn(s)
)dWs.(3.1)
Since b and Q are bounded, repeating the proof of [11, Theorem 8.3], {LXn}n≥1 is tight
by (a1). Thus, there exists a weakly convergent subsequence still denoted by {LXn}n≥1.
By the Skorohod representation theorem [11, Theorem 2.4], there exists a probability space
(Ω˜, F˜ , P˜) and C([0, T ];H)-valued stochastic processes X˜n, X˜ such that LXn |P = LX˜n |P˜, and
P˜-a.s. X˜n converges to X˜ as n → ∞, which implies that for any t ∈ [0, T ], LX˜nt |P˜ weakly
converges to LX˜t |P˜. On the other hand, it follows from (3.1) that
(−A)−1Xnt = e
At(−A)−1X0 +
∫ t
0
eA(t−s)(−A)−1bs(X
n
ηn(s),LXnηn(s))ds(3.2)
+
∫ t
0
eA(t−s)(−A)−1Qs(X
n
ηn(s),LXnηn(s)
)dWs, t ∈ [0, T ].
In view of [6, Lemma 3.5], (3.2) implies
(−A)−1Xnt = (−A)
−1X0 +
∫ t
0
(−Xns )ds+
∫ t
0
(−A)−1bs(X
n
ηn(s),LXnηn(s)
)ds(3.3)
+
∫ t
0
(−A)−1Qs(X
n
ηn(s),LXnηn(s))dWs.
Let
Nnt := (−A)
−1Xnt − (−A)
−1X0 +
∫ t
0
Xns ds−
∫ t
0
(−A)−1bs(X
n
ηn(s),LXnηn(s)
)ds, t ∈ [0, T ],
and N˜n is defined in the same way with Xn replacing by X˜n. It is clear {Nnt }t∈[0,T ] is a
martingale with respect to the filtration F nt = σ{X
n
s , s ≤ t}. Thanks to LXn |P = LX˜n |P˜
and the boundedness of Q and b, it is not difficult to prove that {N˜nt }t∈[0,T ] is a martingale
with respect to the filtration F˜ nt = σ{X˜
n
s , s ≤ t} and with quadratic variation
〈N˜n〉t =
∫ t
0
(
(−A)−1Qs(X˜
n
ηn(s),LX˜nηn(s)
)
)(
(−A)−1Qs(X˜
n
ηn(s),LX˜nηn(s)
)
)∗
ds, t ∈ [0, T ].
Noting that
|X˜nηn(s) − X˜s| ≤ |X˜
n
ηn(s) − X˜ηn(s)|+ |X˜ηn(s) − X˜s| ≤ sup
s∈[0,T ]
|X˜ns − X˜s|+ |X˜ηn(s) − X˜s|,
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we conclude that P˜-a.s. X˜nηn(s) converges to X˜s as n goes to infinity. This combining the
continuity of bt, Qt implies that the process
N˜t := (−A)
−1X˜t − (−A)
−1X˜0 +
∫ t
0
X˜sds−
∫ t
0
(−A)−1bs(X˜s,LX˜s)ds, t ∈ [0, T ]
is a martingale with respect to the filtration F˜t = σ{X˜s, s ≤ t} and the quadratic variation
is
〈N˜〉t =
∫ t
0
((−A)−1Qs(X˜s,LX˜s))((−A)
−1Qs(X˜s,LX˜s))
∗ds, t ∈ [0, T ]
By the martingale representation theorem [11, Theorem 8.2], there exists a filtration proba-
bility space ( ˜˜Ω,
˜˜
F , {
˜˜
Ft},
˜˜
P), a cylindrical Brownian motion ˜˜W such that
(−A)−1X˜t = (−A)
−1X˜0 +
∫ t
0
(−X˜s)ds+
∫ t
0
(−A)−1bs(X˜s,LX˜s|˜˜P)ds(3.4)
+
∫ t
0
(−A)−1Qs(X˜s,LX˜s |˜˜P)d
˜˜Ws, t ∈ [0, T ],
here, we use LX˜s|P˜ = LX˜s|˜˜P by the construction of (
˜˜Ω,
˜˜
F , {
˜˜
Ft},
˜˜
P) in [11, Theorem 8.2].
Again by [6, Lemma 3.5], (3.4) yields
(−A)−1X˜t = e
At(−A)−1X˜0 +
∫ t
0
(−A)−1eA(t−s)bs(X˜s,LX˜s|˜˜P)ds
+
∫ t
0
(−A)−1eA(t−s)Qs(X˜s,LX˜s|˜˜P)d
˜˜Ws, t ∈ [0, T ],
which derives
X˜t = e
AtX˜0 +
∫ t
0
eA(t−s)bs(X˜s,LX˜s)ds+
∫ t
0
eA(t−s)Qs(X˜s,LX˜s)d
˜˜Ws, t ∈ [0, T ].(3.5)
Thus, (X˜t,
˜˜Wt)t∈[0,T ] is a weak solution in P2 of (1.1) with initial distribution µ0.
3.2 Pathwise Uniqueness
In this part, the Zvonkin transform is used to obtain the pathwise uniqueness. To this end,
we make some preparations firstly.
For λ > 0 and µ ∈ C([0, T ],P2), let b
µ
t = bt(·, µt), Q
µ
t = Qt(·, µt), and P
µ
s,t be the
semigroup associated to the following SPDEs:
(3.6) dZt = AZtdt +Q
µ
t (Zt)dWt,
i,e.
P µs,tf(x) = Ef(Zs,t(x)), f ∈ Bb(H), t ≥ s ≥ 0.
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here Zs,t(x) solves (3.6) with initial value x ∈ H. Consider the following equation:
(3.7) us =
∫ T
s
e−λ(t−s)P µs,t(∇bµt ut + b
µ
t )dt, s ∈ [0, T ].
Thanks to [25, Lemma 2.3, Proposition 2.5], we have
Lemma 3.2. Assume (a1)-(a3). Let T > 0 be fixed. Then there exists a constant λ0 > 0
such that for any λ ≥ λ0, the equation (3.7) has a unique solution u
λ,µ ∈ C1([0, T ];C2b (H;H))
and
(3.8) ‖uλ,µ‖T,∞ + ‖∇u
λ,µ‖T,∞ +
∥∥∇2uλ,µ∥∥
T,∞
≤
1
5
.
Let Θλ,µ(x) = x + uλ,µ(x), x ∈ H. Then we have the regularization of mild solutions as
follows:
Lemma 3.3. Assume (a1)-(a3). For any T > 0, there exists a constant λ(T ) ≥ λ0 such
that for any adapted continuous process (Xt)t∈[0,T ] on H with P-a.s.
Xt = e
AtX0 +
∫ t
0
eA(t−s)bs(Xs,LXs)ds+
∫ t
0
eA(t−s)Qs(Xs,LXs)dWs, t ∈ [0, T ],(3.9)
and any λ ≥ λ(T ), there holds
Θλ,µt (Xt) = e
AtΘλ,µ0 (X0) +
∫ t
0
eA(t−s)∇Θλ,µs (Xs)Qs(Xs,LXs)dWs
+
∫ t
0
(λ− A)eA(t−s)uλ,µs (Xs)ds
+
∫ t
0
eA(t−s)∇Θλ,µs (Xs)[bs(Xs,LXs)− bs(Xs, µs)]ds
+
1
2
∫ t
0
eA(t−s)tr{[(QsQ
∗
s)(Xs,LXs)− (QsQ
∗
s)(Xs, µs)]∇
2uλ,µs (Xs)}ds, t ∈ [0, T ],
(3.10)
here
eA(t−s)tr{[(QsQ
∗
s)(Xs,LXs)− 〈QsQ
∗
s)(Xs, µs)]∇
2uλ,µs (Xs)}
:=
∞∑
i=1
e−λi(t−s)eitr{[(QsQ
∗
s)(Xs,LXs)− (QsQ
∗
s)(Xs, µs)]∇
2〈uλ,µs (Xs), ei〉}.
Proof. The proof is similar to [25, Proposition 2.5]. However, due to the distribution de-
pendence of Q, more work need to be done. As in the proof of [25, Proposition 2.5], we use
finite dimensional approximation such that the Ito’s formula can be applied. To this end,
for any n ≥ 1, let Hn = span{e1, · · · , en} and define
bµ,nt = pinbt(·, µt) ◦ pin, Q
µ,n
t = pinQt(·, µt) ◦ pin.
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Let Zns,t(z) solve
(3.11) dZnt = AZ
n
t dt+Q
µ,n
t (Z
n
t )dWt
with Zns,s = z ∈ H and P
µ,n
s,t be the associated semigroup. For any second-order differential
function F on H, let Lµ,nt be defined as
Lµ,nt F (z) = 〈Az,∇F (z)〉 +
1
2
n∑
i,j=1
〈Qµt (Q
µ
t )
∗ei, ej〉(z)∇ei∇ejF (z), z ∈ H.(3.12)
Consider
(3.13) uns =
∫ T
s
e−λ(t−s)P µ,ns,t (∇bµ,nt u
n
t + b
µ,n
t )dt, s ∈ [0, T ].
Applying Lemma 3.2 for bµ, Qµ and H replacing by bµ,n, Qµ,n and Hn respectively, we obtain
that for λ ≥ λ0, (3.13) has a unique solution u
λ,µ,n ∈ C1([0, T ];C2b (Hn;Hn)) with
(3.14) ‖uλ,µ,n‖T,∞ + ‖∇u
λ,µ,n‖T,∞ +
∥∥∇2uλ,µ,n∥∥
T,∞
≤
1
5
, n ≥ 1.
This together with [25, (2.6)], dominated convergence theorem and uλ,µ,n = uλ,µ,n◦pin implies
∂su
λ,µ,n
s (z) = [(λ− L
µ,n
s )u
λ,µ,n
s ](z)− [∇bµ,ns u
λ,µ,n
s + b
µ,n
s ](z), z ∈ Hn.(3.15)
Let νt = LXt , b
ν
t = bt(·, νt), Q
ν
t = Qt(·, νt) and L
ν,n
s be defined (3.12) for ν in place of µ.
Since Xns := pinXs solve the following equation
dXns = AX
n
s ds+ pinb
ν
s(Xs)ds+ pinQ
ν
s(Xs)dWs, s ∈ [0, T ],(3.16)
Itoˆ’s formula, (3.15), uλ,µ,ns = u
λ,µ,n
s ◦ pin and [∇bµ,ns u
λ,µ,n
s ] ◦ pin = [∇bµs u
λ,µ,n
s ] ◦ pin lead to
duλ,µ,ns (X
n
s ) = ∂su
λ,µ,n
s (X
n
s )ds+ [L
ν,n
s u
λ,µ,n
s ](Xs)ds+ 〈∇u
λ,µ,n
s (X
n
s ), b
ν
s(Xs)〉ds
+ 〈∇uλ,µ,ns (X
n
s ), Q
ν
s(Xs)dWs〉
= λuλ,µ,ns (X
n
s )ds+ {[L
ν,n
s u
λ,µ,n
s ](Xs)− [L
µ,n
s u
λ,µ,n
s ](X
n
s )}ds
+ 〈∇uλ,µ,ns (X
n
s ), b
ν
s(Xs)〉ds− [∇bµ,ns u
λ,µ,n
s + b
µ,n
s ](X
n
s )ds
+ 〈∇uλ,µ,ns (X
n
s ), Q
ν
s(Xs)dWs〉
= λuλ,µ,ns (Xs)ds+ 〈∇u
λ,µ,n
s (X
n
s ), Q
ν
s(Xs)dWs〉
+ 〈∇uλ,µ,ns (X
n
s ), b
ν
s(Xs)− b
µ
s (X
n
s )〉ds− pinb
µ
s (X
n
s )ds
+
1
2
n∑
i,j=1
〈Qνt (Q
ν
t )
∗(Xs)−Q
µ
t (Q
µ
t )
∗(Xns )ei, ej〉∇ei∇eju
λ,µ,n
s (X
n
s )ds, s ∈ [0, T ].
This together with (3.16) and [∇bµ,ns u
λ,µ,n
s ] ◦ pin = [∇bµs u
λ,µ,n
s ] ◦ pin yields
d[uλ,µ,ns (X
n
s ) +X
n
s ]
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= A[Xns + u
λ,µ,n
s (X
n
s )]ds + (λ−A)u
λ,µ,n
s (Xs)ds
+ 〈∇uλ,µ,ns (X
n
s ), Q
ν
s(Xs)dWs〉+ pinQ
ν
s(Xs)dWs
+ 〈∇uλ,µ,ns (X
n
s ), b
ν
s(Xs)− b
µ
s (X
n
s )〉ds+ [pinb
ν
s(Xs)− pinb
µ
s (X
n
s )]ds
+
1
2
n∑
i,j=1
〈Qνt (Q
ν
t )
∗(Xs)−Q
µ
t (Q
µ
t )
∗(Xs)ei, ej〉∇ei∇eju
λ,µ,n
s (X
n
s )ds
+
1
2
n∑
i,j=1
〈Qµt (Q
µ
t )
∗(Xs)−Q
µ
t (Q
µ
t )
∗(Xns )ei, ej〉∇ei∇eju
λ,µ,n
s (X
n
s )ds.
Thus, we get
uλ,µ,nt (X
n
s ) +X
n
t
=
∫ t
0
eA(t−s)(λ− A)uλ,µ,ns (Xs)ds
+
∫ t
0
eA(t−s)〈∇uλ,µ,ns (X
n
s ) + I, pinQ
ν
s (Xs)dWs〉
+
∫ t
0
eA(t−s)〈∇uλ,µ,ns (X
n
s ) + I, pinb
ν
s (Xs)− pinb
µ
s (X
n
s )〉ds(3.17)
+
1
2
∫ t
0
eA(t−s)
n∑
i,j=1
〈Qνt (Q
ν
t )
∗(Xs)−Q
µ
t (Q
µ
t )
∗(Xs)ei, ej〉∇ei∇eju
λ,µ,n
s (X
n
s )ds
+
1
2
∫ t
0
eA(t−s)
n∑
i,j=1
〈Qµt (Q
µ
t )
∗(Xs)−Q
µ
t (Q
µ
t )
∗(Xns )ei, ej〉∇ei∇eju
λ,µ,n
s (X
n
s )ds.
By [25, (2.44)], we have
lim
n→∞
uλ,µ,n ◦ pin = u
λ,µ, lim
n→∞
∫ T
0
‖∇uλ,µ,ns ◦ pin −∇u
λ,µ‖ds = 0.(3.18)
This combining with (3.13) and dominated convergence theorem implies
‖∇2uλ,µ,n ◦ pin −∇
2uλ,µ‖
≤
∫ T
s
e−λ(t−s)‖∇2P µ,ns,t (∇bµ,nt u
λ,µ,n
t + b
µ,n
t )−∇
2P µs,t(∇bµt u
λ,µ
t + b
µ
t )‖dt
≤
∫ T
s
e−λ(t−s)‖[∇2P µ,ns,t −∇
2P µs,t](∇bµ,nt u
λ,µ,n
t + b
µ,n
t )‖dt
+
∫ T
s
e−λ(t−s)‖∇2P µs,t(∇bµ,nt (u
λ,µ,n
t − u
λ,µ
t )‖dt
+
∫ T
s
e−λ(t−s)‖∇2P µs,t(∇bµ,nt −b
µ
t )
uλ,µt + b
µ,n
t − b
µ
t ))‖dt.
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Then by (3.18), it hods
lim
n→∞
‖∇2uλ,µ,n ◦ pin −∇
2uλ,µ‖ = 0(3.19)
provided
lim
n→∞
‖[∇2P µ,ns,t −∇
2P µs,t](∇bµ,nt u
λ,µ,n
t + b
µ,n
t )‖ = 0, 0 ≤ s < t ≤ T.(3.20)
Using [25, (2.14), Lemma 2.4] and
2∑
j=0
E‖∇jZns,t(z)− Zs,t(z)‖
2 = 0,
we can repeat the proof of [25, Lemma 2.4] to obtain (3.20). Finally, combining (3.18), (3.19)
and (1.3), letting n→∞ in (3.17), we complete the proof.
Remark 3.4. We remove the condition (a3”) in [25, Proposition 2.5] since it is not enough
to ensure the existence of ∇2u in (3.10) under the condition that b is only continuous.
Moreover, the proof seems simpler than that of [25, Proposition 2.5], where ∇
b
(n)
s
u
(n)
s + b
(n)
s
need be regularized by Fs,r.
Theorem 3.5. Assume (a1)-(a3). Let Xt and Yt be two solutions in P2 to (1.1), then for
any T > 0, there exists a constant C(T ) > 0 such that
(3.21)
∫ T
0
E|Xt − Yt|
2dt ≤ C(T )E|X0 − Y0|
2.
Consequently, X0 = Y0 implies P-a.s. Xt = Yt, t ∈ [0, T ].
Proof. Set µ = LX[0,T ] and ν = LY[0,T ] . Let λ be large enough such that assertions in Lemma
3.3 and (3.3) hold. By (3.10), we have P-a.s.
Θλ,µt (Xt)−Θ
λ,µ
t (Yt)
= eAt
(
Θλ,µ0 (X0)−Θ
λ,µ
0 (Y0)
)
+
∫ t
0
eA(t−s)[∇Θλ,µs (Xs)Qs(Xs, µs)−∇Θ
λ,µ
s (Ys)Qs(Ys, νs)]dWs
+
∫ t
0
(λ− A)eA(t−s)[uλ,µs (Xs)− u
λ,µ
s (Ys)]ds
−
∫ t
0
eA(t−s)∇Θλ,µs (Xs)[bs(Ys, νs)− bs(Ys, µs)]ds
−
1
2
∫ t
0
eA(t−s)tr{[(QsQ
∗
s)(Ys, νs)− (QsQ
∗
s)(Ys, µs)]∇
2uλ,µs (Ys)}ds, t ∈ [0, T ].
(3.22)
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The third term on the right side of (3.22) has been estimated in [25, (3.7)], i.e.∫ l
0
e−2λtE
∣∣∣∣
∫ t
0
(λ− A)eA(t−s)(uλ,µs (Xs)− u
λ,µ
s (Ys))ds
∣∣∣∣
2
dt
≤
1
25
∫ l
0
e−2λsE|Xs − Ys|
2ds ≤
1
4
∫ l
0
e−2λtE|Xt − Yt|
2dt, l ∈ [0, T ].
Next, we estimate the remaining terms. By (a2)-(a3), there exists some function ε(λ) ↓ 0
as λ ↑ ∞ such that∫ l
0
e−2λtE
∣∣∣∣
∫ t
0
eA(t−s)[∇Θλ,µs (Xs)Qs(Xs, µs)−∇Θ
λ,µ
s (Ys)Qs(Ys, νs)]dWs
∣∣∣∣
2
dt
≤ ε(λ)
∫ l
0
e−2λsE|Xs − Ys|
2ds+ ε(λ)
∫ l
0
e−2λsW2(µs, νs)
2ds, l ∈ [0, T ],
(3.23)
and ∫ l
0
e−2λtE
∣∣∣∣
∫ t
0
eA(t−s)∇Θλ,µs (Xs)[bs(Ys, νs)− bs(Ys, µs)]ds
∣∣∣∣
2
dt
≤ ε(λ)
∫ l
0
e−2λsW2(µs, νs)
2ds, l ∈ [0, T ].
Furthermore, it follows from (a2)∫ l
0
e−2λtE
∣∣∣∣
∫ t
0
eA(t−s)tr{[(QsQ
∗
s)(Ys, νs)− (QsQ
∗
s)(Ys, µs)]∇
2uλ,µs (Ys)}ds
∣∣∣∣
2
dt
≤
∫ l
0
e−2λtE
∫ t
0
‖eA(t−s)‖2HS |tr[(QsQ
∗
s)(Ys, νs)− (QsQ
∗
s)(Ys, µs)]|
2 dsdt
≤ 2K(T )2
∫ l
0
e−2λtE
∫ t
0
‖eA(t−s)‖2HS ‖Qs(Ys, νs)−Qs(Ys, µs)‖
2
HS dsdt
≤ 2K(T )2
∫ l
0
e−2λt
∫ t
0
‖eA(t−s)‖2HSW2(µs, νs)
2dsdt
≤ 2K(T )2
∫ l
0
e−2λsW2(µs, νs)
2ds
∫ l
s
e−2λ(t−s)‖eA(t−s)‖2HSdt
≤ ε˜(λ)
∫ l
0
e−2λsW2(µs, νs)
2ds, l ∈ [0, T ]
for some ε˜(λ) ↓ 0 as λ ↑ ∞. Combining all the estimates above and noting that
W2(µs, νs)
2 ≤ E|Xs − Ys|
2,
when λ is large enough, there exists a constant c(T ) > 0 such that∫ l
0
e−2λsE|Xs − Ys|
2ds ≤
1
2
∫ l
0
e−2λsE|Xs − Ys|
2ds+ c(T )E|X0 − Y0|
2, l ∈ [0, T ].(3.24)
This implies (3.21).
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3.3 Existence of Strong Solution
The next lemma characterizes the relationship between the existence of weak and strong
solution (see [14, Lemma 3.4]).
Lemma 3.6. Let (Ω¯, {F¯t}t≥0, P¯) and (X¯t, W¯t) be a weak solution to (1.1) with µt := LX¯t |P¯.
If the SPDE
dXt = {AXt + bt(Xt, µt)}dt +Qt(Xt, µt)dWt, 0 ≤ t ≤ T(3.25)
has a unique strong solution Xt with LX0 = µ0, then (1.1) has a strong solution.
Proof. Since µt = LX¯t |P¯, X¯t is a weak solution to (3.25). By Yamada-Watanabe principle,
the strong uniqueness of (3.25) implies the weak uniqueness, so LXt = µt, t ≥ 0. Therefore,
Xt is a strong solution to (1.1).
Remark 3.7. According to [25], (3.25) has a unique strong solution under (a1)-(a3). This
together with Lemma 3.6 and Theorem 3.1 implies that (1.1) has a strong solution.
3.4 Weak Uniqueness
With the pathwise uniqueness in hand, we derive weak uniqueness.
Theorem 3.8. Assume (a1)-(a3). Then (1.1) has weak uniqueness in P2.
Proof. Let (Xt)t≥0 solve (1.1) with LX0 = µ0, and let (X˜t, W˜t) on (Ω˜, {F˜t}t≥0, P˜) be a weak
solution of (1.1) such that LX0|P = LX˜0 |P˜ = µ0, i.e. X˜t solves
(3.26) dX˜t = AX˜t + bt(X˜t,LX˜t |P˜)dt+Qt(X˜t,LX˜t |P˜)dW˜t, LX˜0 = µ0.
We aim to prove LX |P = LX˜ |P˜. Let µt = LXt |P and
b¯t(x) = bt(x, µt), Q¯t(x) = Qt(x, µt) x ∈ H.
According to [25], the SPDE
(3.27) dX¯t = AX¯t + b¯t(X¯t)dt + Q¯t(X¯t)dW˜t X¯0 = X˜0
has a unique solution under (a1)-(a3). According to Yamada–Watanabe [15], it also satisfies
weak uniqueness. Noting that
dXt = AXt + b¯t(Xt)dt+ Q¯t(Xt)dWt, LX0 |P = LX˜0 |P˜,
the weak uniqueness of (3.27) implies
(3.28) LX¯ |P˜ = LX |P.
So, (3.27) can be rewritten as
dX¯t = AX¯t + bt(X¯t,LX¯t |P˜)dt +Qt(X¯t,LX¯t |P˜)dW˜t, X¯0 = X˜0.
By the strong uniqueness of (1.1) according to Theorem 3.5, we obtain X¯ = X˜ . Therefore,
(3.28) implies LX˜ |P˜ = LX |P as wanted.
Proof of Theorem 2.1. (1) The proof is completed by Theorem 3.1 and Theorem 3.8. More-
over, (3.21) implies (2.1) .
(2) It follows from Theorem 3.5 and Remark 3.7 directly.
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4 Proof of Theorem 2.2
The idea of the proof is to fix the distribution in the coefficients of (1.1), which reduces to the
classical situation. Then the log-Harnack inequality from different initial distribution holds
according to [25]. Next, we calculate the relative entropy for two solutions with different
distributions in the coefficients of (1.1) and same initial distribution, which implies the total
variational distance of the two solutions by Pinsker’s inequality. Combining the above two
parts, the desired log-Harnack inequality follows. As to the Harnack inequality with power,
the coupling by change of measure is used.
Proof. (1) (2.4) follows from log-Harnack inequality and Pinsker’s inequality. (2.7) is a direct
conclusion of Harnack inequality with power, see [24, Theorem 1.4.2]. So we only need to
prove log-Harnack inequality and Harnack inequality with power.
Let µt = P
∗
t µ0 and νt = P
∗
t ν0. Consider SPDEs
(4.1) dXt = AXt + bt(Xt, µt) +Qt(Xt)dWt
with LX0 = µ0. Let
γs = Q
∗
s(QsQ
∗
s)
−1(Xs)[bs(Xs, µs)− bs(Xs, νs)],
W¯t =Wt +
∫ t
0
γsds,
and
RT = exp
{
−
∫ T
0
〈γs, dWs〉 −
1
2
∫ T
0
|γs|
2ds
}
.
Then we have
(4.2) dXt = AXt + bt(Xt, νt) +Qt(Xt)dW¯t.
Letting QT = RTP and µ¯t = LXt |QT , we derive
µ¯t(f) = E
QT f(Xt) = E(RTf(Xt)) = E(E(RT |Xt)f(Xt)), f ∈ Bb(H).(4.3)
This implies P-a.s.
dµ¯t
dµt
(Xt) = E(RT |Xt).(4.4)
On the other hand, according to log-Harnack inequality in [25], we know
Ent(P ∗t ν0|µ¯t) = µ¯t(
dP ∗t ν0
dµ¯t
log
dP ∗t ν0
dµ¯t
) ≤
C
t ∧ 1
W2(µ0, ν0)
2.
Thus, by Young’s inequality and Jensen’s inequality under conditional expectation, it follows
from (2.1), (4.3) and (4.4)
Pt log f(ν0)
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= µt(
dµ¯t
dµt
dP ∗t ν0
dµ¯t
log f)
≤ logPtf(µ0) + µt
(
dµ¯t
dµt
dP ∗t ν0
dµ¯t
log
(
dµ¯t
dµt
dP ∗t ν0
dµ¯t
))
≤ Pt log f(µ0) + µt
(
dµ¯t
dµt
dP ∗t ν0
dµ¯t
log
dµ¯t
dµt
)
+ µt
(
dµ¯t
dµt
dP ∗t ν0
dµ¯t
log
dP ∗t ν0
dµ¯t
)
≤ Pt log f(µ0) + µ¯t
(
dP ∗t ν0
dµ¯t
log
dµ¯t
dµt
)
+ µ¯t
(
dP ∗t ν0
dµ¯t
log
dP ∗t ν0
dµ¯t
)
≤ Pt log f(µ0) + log µ¯t
(
dµ¯t
dµt
)
+ 2µ¯t
(
dP ∗t ν0
dµ¯t
log
dP ∗t ν0
dµ¯t
)
≤ Pt log f(µ0) + logER
2
T + 2µ¯t
(
dP ∗t ν0
dµ¯t
log
dP ∗t ν0
dµ¯t
)
= Pt log f(µ0) + logE exp
{
−
∫ T
0
2〈γs, dWs〉 −
∫ T
0
|γs|
2ds
}
+ 2µ¯t
(
dP ∗t ν0
dµ¯t
log
dP ∗t ν0
dµ¯t
)
≤ Pt log f(µ0) + C
∫ t
0
W2(µs, νs)
2ds+
C
t ∧ 1
W2(µ0, ν0)
2
≤ Pt log f(µ0) +
C(t)
t ∧ 1
W2(µ0, ν0)
2.
(2) Let Xt, Yt solve the equations
dXt = AXt + bt(Xt, µt) +QtdWt,
dYt = AYt + bt(Xt, µt) +QtdWt + e
AtX0 − Y0
T
dt
(4.5)
with LX0 = µ0 and LY0 = ν0. Then we have Yt = Xt + e
At (T−t)(Y0−X0)
T
. In particular,
YT = XT . Let
Φ˜(t) = bt(Xt, µt)− bt(Yt, νt) + e
AtX0 − Y0
T
, t ∈ [0, T ],
and
Ms =
∫ s
0
〈Q∗u(QuQ
∗
u)
−1Φ˜(u), dWu〉, s ∈ [0, T ].
Set
R˜(s) = exp
(
−Ms −
1
2
〈M〉s
)
, s ∈ [0, T ],
and
W˜s =Ws +
∫ s
0
Q∗u(QuQ
∗
u)
−1Φ˜(u)du, s ∈ [0, T ].
16
By Girsanov’s theorem, {W˜s}s∈[0,T ] is a cylindrical Brownian motion under Q˜ = R˜(T )P.
Then the second equation of (4.5) can be rewritten as
(4.6) dYt = AYt + bt(Yt, νt) +QtdW˜t.
Consider SPDEs
(4.7) dY˜t = AY˜t + bt(Y˜t,LY˜t |Q˜) +QtdW˜t
with Y˜0 = Y0, then LY0|P = LY0 |Q˜ = LY˜0 |Q˜ = ν0. Thus, by the weak uniqueness, LY˜t |Q˜ = νt,
which implies Y˜t = Yt and LYt |Q˜ = νt. In addition, combining with (a3) and (2.1), there
exists a constant C > 0 such that for any t ∈ [0, T ],
∫ T
0
|Φ˜(t)|2dt ≤
∫ T
0
{
2|bt(Xt, µt)− bt(Yt, νt)|
2 + 2
∣∣∣∣eAtX0 − Y0T
∣∣∣∣
2
}
dt
≤
∫ T
0
4φ2
(
T − t
T
|X0 − Y0|
)
dt+
∫ T
0
4K(T )2W2(µt, νt)
2dt+ 2
|X0 − Y0|
2
T
.
≤ 4Tφ2 (|X0 − Y0|) + C(T )W2(µ0, ν0)
2 + 2
|X0 − Y0|
2
T
.
On the other hand, by Ho¨lder inequality, for any p > 1, it holds
PTf(ν0) = E
Q˜f(YT ) = E
Q˜f(XT ) ≤ (PTf
p(µ0))
1
p{ER˜(T )
p
p−1}
p−1
p .
Since W˜ is a cylindrical Brownian motion under Q˜, by the definition of R˜(T ) and (a2), it
is easy to see
ER˜(T )
p
p−1
≤ E
{
exp
[
−
p
p− 1
MT −
1
2
p2
(p− 1)2
〈M〉T
]
× exp
[
1
2
p2
(p− 1)2
−
1
2
p
p− 1
〈M〉T
]}
≤ E
{
E
{
exp
[
−
p
p− 1
MT −
1
2
p2
(p− 1)2
〈M〉T
]∣∣∣∣F0
}
× exp
{
p
2(p− 1)2
K(T )
(
4Tφ2 (|X0 − Y0|) + C(T )W2(µ0, ν0)
2 + 2
|X0 − Y0|
2
T
)}}
≤ E exp
{
p
2(p− 1)2
K(T )
(
4Tφ2 (|X0 − Y0|) + C(T )W2(µ0, ν0)
2 + 2
|X0 − Y0|
2
T
)}}
.
Thus, we derive the Harnack inequalities.
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5 Proof of Theorem 2.3
Proof. Set µt = P
∗
t µ0. Let Xt, Yt solve the equations
dXt = AXt + bt(Xt, µt) +Qt(µt)dWt, LX0 = µ0,
dYt = AYt + bt(Xt, µt) +Qt(µt)dWt + e
At y
T
dt, Y0 = X0,
(5.1)
Then we have Yt = Xt + e
At ty
T
. In particular, YT = XT + e
ATy. Let
Φ¯(t) = bt(Xt, µt)− bt(Yt, µt) + e
At y
T
, t ∈ [0, T ].
Set
R¯(s) = exp
[
−
∫ s
0
〈Q∗u(µu)(QuQ
∗
u)(µu)
−1Φ¯(u), dWu〉
−
1
2
∫ s
0
|Q∗u(µu)(QuQ
∗
u)(µu)
−1Φ¯(u)|2du
]
, s ∈ [0, T ],
and
W¯s =Ws +
∫ s
0
Q∗u(µu)(QuQ
∗
u)(µu)
−1Φ¯(u)du.
Then the second equation of (5.1) reduces to
(5.2) dYt = AYt + bt(Yt, µt) +Qt(µt)dW¯t, Y0 = X0.
Thus, the distribution of YT under the new probability Q¯T = R¯(T )P coincides with the one
of XT under P. Moreover, there exists a constant C > 0 such that for any t ∈ [0, T ],
|Φ¯(t)| ≤ φ
(∣∣∣∣eAt tyT
∣∣∣∣
)
+
∣∣∣eAt y
T
∣∣∣ .(5.3)
Thus, we have ∫ T
0
|Φ¯(s)|2ds ≤ 2Tφ2(|y|) + 2
|y|
T
.(5.4)
On the other hand, by Young’s inequality and Ho¨lder inequality respectively,we arrive at
PT log f(µ0) = E
Q¯T log f(YT )
= EQ¯T log f(XT + e
ATy)
≤ logPTf(·+ e
ATy)(µ0) + ER¯(T ) log R¯(T ),
and
PTf(µ0) = E
Q¯T f(YT )
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= EQ¯T f(XT + e
ATy) ≤ (PTf
p(·+ eATy))
1
p (µ0){ER¯(T )
p
p−1}
p−1
p .
Similarly to the estimate of R˜(T ) in section 3, it is easy to see
ER¯(T ) log R¯(T ) = EQ¯T log R¯(T ) =
1
2
EQ¯T
∫ T
0
|Q∗u(µu)(QuQ
∗
u)(µu)
−1Φ¯(u)|2du,
and
ER¯(T )
p
p−1 ≤ ess sup
Ω
exp
{
p
2(p− 1)2
∫ T
0
|Q∗u(µu)(QuQ
∗
u)(µu)
−1Φ¯(u)|2du
}
.
Thus, the shift Harnack inequality follows from (5.4) and (a2).
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