The exponential distribution Exp(θ i ) is one of the most widely used lifetime distributions in reliability engineering. It has a density of the form f (y i |θ i ) = θ i exp(−θ i y i ), y i > 0, where 1/θ i > 0 is a scale parameter and a constant hazard rate θ i . There is a big body of literature on the theory and applications of the exponential distribution (see Balakrishnan and Basu, 1996) . The problem of testing for heterogeneity or overdispersion has received more attention than tests of the number of components (see Susko, 2003) .
Lifetime data with an observed decreasing hazard rate rate can be modelled by a mixture distribution of exponential components. Such a model can be interpreted by competing risks:
The components in the mixture correspond to the distinct causes of failure which are taken to act in a mutually exclusive manner. For example, Choi (1979) used a two-component mixture model to study the toxicity of chemical agents. For a survey of mixtures of exponentials see McLachlan (1995) .
The aim of this paper is to introduce the exact procedure for testing exponential homogeneity against alternatives of exponential heterogeneity. The likelihood-ratio decision procedure for the hypothesis H 0 : θ ∈ Θ 0 versus H 1 : θ ∈ Θ 1 \ Θ 0 , ∅ = Θ 0 ⊂ Θ 1 ⊂ Θ, is based on the ratio
where Θ 0 ⊂ Θ 1 , θ is the parameter of interest and L y (θ) is the likelihood of θ under the observed data y and requires specification of the null and the alternative.
When we consider the null hypothesis of exponential homogeneity, different specifications of the alternative lead to different likelihood ratio tests. The most popular alternative to homogeneity is the mixture model with exponential components. A certain drawback of the LR test for the mixture model alternative is that it requires ML estimates of the model parameters.
This is not the case when the alternative is the subpopulation model, which is the alternative The ELR-test is asymptotically optimal in the Bahadur sense when the alternative consists of the subpopulation model with a finite number of populations (see Stehlík, 2006; Rublík, 1989a,b) . The ELR test and ELR2 test, which tests the alternative of two subpopulations, have nonstandard asymptotic distributions but their exact distribution can be easily simulated.
The rest of this paper is organized as follows. The difference between mixture and subpopulation models is discussed in Section 2. In section 3 the exact likelihood ratio homogeneity tests ELR and ELR2 are introduced and discussed. In section 4 a comparative power study of tests for homogeneity is provided together with the theoretical explanation of the obtained results.
The following tests for homogeneity in exponential mixtures are considered: the dispersion score (DS) test, also known under the name C(α)-tests; (see chapter 4 of Lindsay (1995) ; the modified likelihood ratio test (MLRT) introduced by Chen et al. (2001) , which is a penalized LRT and has standard chi-square asymptotics; the ADDS test by Mosler and Seidel (2001) , a combination ... procedure; several variants of the D-test by Charnigo and Sun (2004) , that is For testing this null hypothesis, many different alternatives may be specified. The most general alternative says that the distributions of the y i are heterogeneous and/or non-exponential, which comprises alternatives like homogeneous and non-exponential, heterogeneous and exponential in subgroups, heterogeneous and non-exponential in at least one subgroup, among others. In the sequel, we investigate the following alternative: each observation y i is generated by an exponential distribution but the parameter is not identical for all observations.
Alternatives to homogeneity are often specified as mixture models. The joint density of a F o r P e e r R e v i e w O n l y sample y 1 , . . . , y N of iid observations from a 2-component mixture is given as
and the joint density of a sample from a general k − component mixture of exponential components is
where 0 < p j < 1, j p j = 1. For the mixture alternative, there exists a strong justification for using the likelihood ratio test: It is consistent against all alternatives with decreasing failure rate (see Randles, 1982; Tchirina, 2005) .
In this paper we consider tests for homogeneity against somewhat different alternatives, which are specified as subpopulation models. In the subpopulation model the number of subpopulations has to be specified. The general subpopulation model which is the alternative tested in the exact likelihood ratio test for homogeneity (ELR) proposed by Stehlík (2003) assumes that each observation follows an exponential distribution with its own parameter. The joint density of the sample is given as
A more specific case of a subpopulation model is inhomogeneity with an unobserved clustering and a given number of clusters k, this is the alternative of the exact likelihood ratio test for k subpopulations ELRk introduced in (Stehlík and Ososkov, 2003) . The ELR2 test uses the alternative of two subpopulations, which can be specified by (1) and the existence of two
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Both the mixture and the subpopulation model can be used to model unobserved clustering. To illustrate the difference between these models we consider the related data generating processes for sampling from two exponential distributions Exp(θ i ), i = 1, 2; θ 1 = θ 2 . A scheme where the number of draws N 1 , 0 < N 1 < N, from Exp(θ 1 ) is fixed before sampling can be described by the subpopulation model. If the component Exp(θ i ) from which each element of the sample is drawn is determined by a random experiment the mixture model results. Under H 1 in the 2-subpopulation model the sample contains at least one element of each component, whereas this need not be the case for samples from the two-component mixture model.
We might therefore interpret the alternative in the subpopulation model as exponential heterogeneity in the sample, whereas the mixture alternative can be interpreted as exponential heterogeneity in the population. The mixture alternative is more commonly used in testing homogeneity, but the subpopulation alternative appears to be a useful surrogate.
The reason why we consider the subpopulation model is, besides simplicity, the fact that as soon the difference between the number of components in the mixture model under H 0 and H 1 respectively is greater than 1, the likelihood ratio tests involves nonstationary random fields, for which very few theoretical results are available (see Garel, 2007) . The ELR-test is asymptotically optimal in the Bahadur sense when the alternative consists of the subpopulation model with a finite number of populations (see Stehlík, 2006; Rublík, 1989a,b) . ELR and ELR2 tests have nonstandard asymptotic distributions but their exact distribution can easily be simulated.
Generalization to testing for k subpopulations by the ELRk test is easy to implement, however simulation of critical values is computationally expensive and computational cost increases with k, as a min or max over all possible partitions of a sample (y 1 , . . . , y n ) into k subsets has to be computed. Application of permutation principles will be worth further investigation. Some applications of ELRk can be found in physics, see e.g. Efimova et al. (1989) .
Our setup encompasses also the case of the Weibull distribution with known shape parameter. Tests for homogeneity when the shape parameter of the Weibull is unknown have been developed by Mosler and Scheicher (2008) ; for a comparison of procedures, see Mosler and Haferkamp (2009) . Tests for exponentiality against a Weibull alternative are given in Meintanis (2007) and Henze and Meintanis (2005) . correspond to the (infinite) sampling from the distribution P θ j (in our case P θ j has density θ j exp(−θ j y j ), y j > 0 with respect to Lebesgue measure). The product measure
θm , can be used to describe the limiting distribution of independent sampling from these m populations. Thus n k = m j=1 n (j) k is the total sample size in the k-th experiment. Here we employ the assumption of a finite subpopulation plan given by Rublík (1989b) which together with other regularity conditions guarantees the asymptotical optimality in the Bahadur sense (AOBS) of the ELR test:
, where the Kullback-Leibler information is defined by the formula
Let Θ 0 ⊂ Θ 1 ⊂ Θ. Then according to the Bahadur-Raghavachari inequality for the exact
For the alternative of the two-component mixture form, i.e. for the testing problem
where θ 0 is known and θ, p are unknown parameters we will get a similar asymptotical behavior as Hartigan (1985) . He discovered the divergence of the LR test statistics for homogeneity testing in normal mean mixture models with an unbounded mean parameter. The classical chi-squared limiting distributional result of Wilks (1938) is not applicable. For exponential mixtures, the likelihood ratio test converges in distribution to the sup of a square 6 Gaussian process (see Ciuperca (2002) ). Liu et al. (2003) have proved in the setup (4) that
They also try to determine whether it is feasible to approximate 2Λ N − ln ln N + ln(16π 2 ) by the extreme value distribution for a large N. Unfortunately, as they reported in Liu et al. (2003) this approximation is quite poor even for a sample size as large as 5000. The difficulties with regularity conditions under the homogeneity hypothesis have been recently investigated by Li et al. (2009) .
3 Exact Likelihood Ratio Tests of Homogeneity
The ELR test
For a sample of N independent observations y = (y 1 , . . . , y N ), where y i ∼ Exponential (θ i ) we consider the LR homogeneity test against the alternative (1) (subpopulation model), i.e.
The exact distribution of the LR test for homogeneity against the alternative (1), the ELR test, was derived in Stehlík (2006) for the exponential and Weibull distribution and for the generalized gamma distribution in Stehlík (2008) . LR tests have good properties (see e.g. Lehmann, 1964; Manoukian, 1986) and are optimal in regular cases.
The LR statistics has the form (see Theorem 3 of Stehlík (2006))
A very important property of the LR test for homogeneity is its scale invariance, i.e. the distribution of the test statistic under H 0 is independent of the unknown scale parameter.
This is an advantage compared to some asymptotic tests and tests depending on the true but unknown value of θ. The critical values c 1−α are easy to obtain by simulation, e.g. from the standard exponential or the Dirichlet distribution. Table 1 . These values are used throughout the paper. Under homogeneity the statistics (5) 
57721566 is the Euler constant andȳ is the arithmetic mean. This is a scalefree exponentiality test that has been studied in Tchirina (2005) . The ELR test for homogeneity provided in this paper is asymptotically optimal in the Bahadur sense (see Rublík, 1989a,b; Stehlík, 2003) when the underlying distribution is exponential and when the alternative of the homogeneity consists of sampling from a fixed number m of populations with relative sample sizes n j /N tending to positive limits p j (subpopulation model).
Simulation Study
A simulation study was carried out to determine the power of the test for a mixture of two exponential components with pdf
for θ = 1, 2, . . . , 10 and different component weights p = 0.1, 0.5, 0.9. We used two different sizes of the test, namely α = 0.01 and α = 0.05 and N = 20, 50, 100. For each parameter combination M = 100000 samples were generated and the proportion of rejections of the ELR test was determined. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 peer-00680009, version 1 -17 Mar 2012 Table 2 show that the ELR test holds the chosen size α also for small samples. The power of the ELR test increases with θ. For fixed θ the highest power is obtained for equal component weights, whereas for p = 0.9 the power can be rather low, in particular considerably lower than for p = 0.1. This behaviour of the power is not specific to the ELR test but has been noted for different homogeneity tests in Mosler and Haferkamp (2007) . It can be explained by interpreting the mixture as a contaminated distribution: if p = 0.1 the density of the second component with parameter θ is predominant. The mixture with component 1 leads to a modification of the Exponential (θ) in the tail region. If however p = 0.9, the first component is predominant, and mixing has an impact on the density close to the mode which is 0. Mosler and Haferkamp (2007) refer to the first case as 'upper' and to the second case as 'lower' contamination. For a given θ lower contamination (p = 0.9) is harder to detect than upper contamination (p = 0.1) as overdispersion measured by the squared coefficient of variation is higher for upper contamination
The ELR2 test
In this section we will discuss the efficient testing procedure of the number of components k in the exponential mixture for k = 2, introduced by Stehlík and Ososkov (2003) . Here we consider LR homogeneity testing with a more complex alternative H 1 , which is the approximation to a finite scale mixture. In physics, such testing corresponds to the testing of the number k of secondary particles obtained after the collision: Homogeneity corresponds to one particle (k = 1), and k > 1 corresponds to k particles (cf Efimova et al., 1989; Stehlík and Ososkov, 2003) . We consider the alternative of the form H 1 : k = 2. The hypothesis
in the mixture model can be approximated (following Stehlík and Ososkov (2003) ) by the hypothesis of the subpopulation model
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where P (K) denotes all partitions of {1, .., K} in two nonempty subsets. The main advantage of the test statistic (8) is that it does not depend on the unknown value of the parameter θ under the null hypothesis. The exact distribution of the LR test statistic Λ N given by formula (8) is derived in Stehlík and Ososkov (2003) under the null hypothesis.
The following Lemma provides some notes on the determination of the ELR2 test statistics.
The proof is given in the Appendix 6.1.
Lemma 1 The likelihood-ratio statistic of the ELR2 test
can be determined as
where 
against the alternative We also made comparisons to the penalized D-test (PenD), but PenD does not hold the size for N < 1000 and then it starts to hold it only approximately. Therefore we decided to delete it from our comparisons. Furthermore, as personally communicated by Richard Charnigo, the 12 Critical values for the AD and DS were determined by simulation from M = 50000 samples as in Mosler and Haferkamp (2007) . The ADDS-test uses critical values for the AD and the DS-test.
Results
The simulated powers of the different homogeneity tests (α = 0.01) of exponential mixtures are reported in Tables 3-5 ( 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 peer-00680009, version 1 -17 Mar 2012 between the densities which is small for lower contamination.
Theoretical explanation of the test behavior
In our simulation setup, i.e. testing the null hypothesis (9) against the alternative (10) is the reason why in the lower contamination ELR and ELR2 outperforms the other tests, at least for large θ (see Figure 1 and Figure 3) .
We can summarize our conclusions:
1) The power is increasing with θ.
2) The power of ELR and ELR2 tests is relatively better for lower contamination than for upper contamination.
Comparison of ELR and ELR2 to the other tests through slopes
The interpretation of the behavior of the simulated power can be based on exact slopes of the sequence of tests. To obtain the slopes of other tests, we can use the Theorem of Bahadur (see Bahadur, 1967 ) and Groeneboom and Oosterhoff (see Groeneboom and Oosterhoff, 1977) which says that if lim n→∞ To get an idea of the slopes of the different tests we tried to approximate N T (α, β, θ). We Note that despite the multimodal alternatives, for which a good description of test behavior can be obtained through the full variation metrics between distribution measures (see Hazan et al., 2003) , in our setup the alternatives (scale exponential mixtures) are unimodal. Here we have found the Kullback-Leibler distance to be more adequate, since the ELR test is AOBS under reasonable regularity conditions (i,ii, and iii). Also note, that the performed simulations are not superfluous to the theoretical findings, since the justification of behavior 1) and 2)
is based on the asymptotical considerations (the nice behavior of ELR and ELR2 tests work remarkably well also for small samples, e.g. N = 10 and N = 100 as it can be seen from the 
Comparison of the tests for two subpopulations
To gain further insight into the behavior of the different tests for various modalities of the alternative we conducted a further simulation study. Samples of size N = 10 and N = 100
were generated from two subpopulations of size N 1 and N − N 1 respectively, where all integers from 0 to N were considered for N 1 . The difference to the simulation in Section 4.1 where the number of observations from the first mixture component N 1 was generated from a binomial distribution, is that N 1 is fixed.
We used three different combinations for the parameters in the two subpopulations for each sample size, namely θ 1 = 0.1, 1, 10 and θ 2 = c θ 1 . We chose c = 10 for N = 10 and c = 3
for N = 100. For each value of N 1 , M = 10000 samples were generated and the number of rejections of the null hypothesis was counted. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
Conclusions
In the present paper we construct the efficient testing procedure for exponential homogeneity.
The ELR procedures studied here have some interesting properties under subpopulation alternatives, while in our simulations we employ these tests against mixture component alternatives and compare them with other existing tests developed in the mixture component model. We illustrate by simulations and try to explain also theoretically that the ELR-tests are best for lower contamination but not for upper contamination. We also discuss the properties of such tests and describe a procedure for the computation of the critical values. We compare the performance of the exact likelihood ratio tests in the 2-component mixture alternative. In this case the ELR can be used like the omnibus test for homogeneity and in some settings can be superior to other tests proposed for homogeneity in a mixture model, among them modified likelihood ratio tests or dispersion score (DS) tests. While these approaches work well, e.g. in normal mixtures, the diagnosis of exponential mixtures poses additional problems: the modified likelihood ratio and the dispersion score tests have no power on a large class of alternatives (see Mosler and Seidel, 2001) . Another widely used approach is to use a LRT statistic 2 ln θ = 2(l(θ 1 ) − l(θ 0 )) whereθ 0 andθ 1 are the ML estimates of the parameters under the null and the alternative hypothesis respectively and θ denotes likelihood ratio. For this plug-in LRT 17 parameter estimation is usually accomplished by the EM algorithm, however the calculation of the test statistic and the Monte-Carlo simulation of its null distribution depend heavily on the particular implementation of the EM algorithm (see Seidel et al., 2000) . For the tests used in this paper, in the software implementation D-Test, w1d, w2d and MLRT tests use estimates from the EM Algorithm. The AD-test uses a scale estimate (mean) under the null. However, this is not the case of ELR and ELRk tests.
The main reasons, why the ELR and ELRk tests should be considered for testing exponential homogeneity are the following: a) these tests are not dependent on the unknown common scale parameter under homogeneity (like other usual tests or EM based procedures) b) the quantiles can be easily simulated.
Probably the main advantage of the ELRT is its computational simplicity for ELR and ELR2, regarding both the test statistic and the critical values; in particular, no EM algorithm has to be employed. 
is not so straight forward as for the ELR, as the minimum of
over all possible classifications into 2 non-empty groups has to be found. For determining this minimum
is irrelevant and therefore the minimum of 
as a function of x. This function is continuous and strictly concave, as the second derivative
is negative for 0 < x < S. The maximum of H(x|K) is attained at x = KS/N and the minimum lies on one of the boundaries, see Figure 5 . For the likelihood ratio statistic, x can 
Due to the symmetry
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