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Sti`tMARY.
For unconstrained function minimalization we have analysed
experímentally four algorithms which are:
a. Davidon-Fletcher-Powell-Shanno (DFPS) algorithm
[3b, 5, 13, 16, 17] with Hermite interpolation;
b. DFPS algorithm, Lagrange interpolatíon with equidistant
points [ 8] ;
c. DFPS algorithm, Lagrange interpolatíon wíth points not
necessarily equidistant;
d. 4tarquardt's algorithm [ 11] .
The procedures a, c and d are given in this report, the
procedure b can be found in Heuts R.M.J. and kT.H.Vandaele
( 8 ] .
Ttie first three algorithms are specially suited for minima-
lization of general convex functions.
Marquardt's procedure is developed for object functions
which are sums of squares.
The above four algorithms were tested for two functions and
several initial estimates and d was also applied to a
logistic growth curve which is frequently used in economics.
C '..iE` lS.
]. Introduction.
2. Quasí-Newton algorithm with cubic (Hermite)
interpolation.
3. Quasi-Newton algorithm with quadratic (Lagrange)
interpolation.
4. The algorithm of Marquardt.
5. :Vumerical results.
6. Conclusion.




The methods described in chapters 2 and 3 are based on an
algorithm of Davidon W.C. [3b] and extended by Fletcher R.
and M.J.D.Powell [5] and generalísed in a series of articles
bv Shanno D.F, and P.C. Kettler [16 , 17]. It is an itera-
tive procedure to find the relative minimum of a non-línear
function of several variables without constraints.
For line minimalization (step length procedure) we have
used two interpolation procedures e.g. Hermite and Lagrange
interpolation.
The method of Marquardt (chapter 4) uses the special struc-
ture of an object functíon, which is the sum of squares of
non-linear functions of several variables.
A function often used in economics, the logistic growth
curve, is examined with one of the above procedures.
2. QUASI NEidTON ALGORITHM WITH CUBIC ( HERMITE)
INTERPOLATION.
2.1.1 Method of-computation----------------
The non-linear function Q(x ; 0) where x is a vector of
known variables and 0 is the parameter vector, is minimized
as follows:
- Given the parameter vector 0(k) we compute the gradient
vector
g(k) - ;a Q(x ~ 0)
It a r7 0-0(k) '
a p x 1 matrix,
where k is the k-th stage of the algorithm.
- Thereafter we determíne the direc,tion vector
s(k) - s(k)(x ~ 0) - -H(k) g(k)
The determination of the matrix H(k) will be discussed
below.
- Next we search along -H(k) g(k) to find a scalar a (k)
such that Q(x ; n(k) t a(k) s(k))is a minimum. Fletcher
R. and M.J.D.Powell have proved that a(k) may be a
positive scalar [ Sj .
- ~ -
- The scalar (a(k))min is used
to determine the steplength
along the line s(k):
Q(k) -(a(k))min s(k), after which
we can compute the new
vector of parameters
~(kt]) ~ 0(k) t Q(k).




The use of the parameter t will be discussed later.
- The algorithm is repeated until a minimum is reached.
In the first step of the iteration it is customary to
set H(o) ~ I so that the first step is equivalent to a
step of the steepest descent method.
If H(o) is positive definite, then it can be proved that
all subsequent H(k) are also positive definite []6].
2.1.2 Starting-value-for-the-parameter vector 0(0).--------------- ---------------
For the computation of starting values 0(0) we can take a
number of arbitrary parameter vectors in the p-dimensional
parameter space and compute for every vector in this space
the function value of Q(x ; 0).
That vector for wich the object function is a minimal, will
- 6 -
be taken as a starting vector for the iterative procedure.
2.1.3 The determination of a
------------------------------SkZ.
The scalar parameter a(k) can be found by fitting a second
or third degree polvnomial ín a(k) to the Q-values and to
determine the value of a(k) for wich this polynomial is a
mínimum.
2.1.4 The determination of the matrix H(k)--------------------------------------------'
:~ewton's method for minimizing a function 0(x , 0), where C1
is a p-vector, is to generate a sequance of poínts
~(kfl) - n(k). - a(k)
where g(k) -
[ S(k)]-1 g(k)~ .
1 ~
~ Q(x ; ~)~ (k) ~ S(k) - ~a2Q(x : ~) I~ n-n a 0. ~ ~. Ji ~
the Hessian matrix of Q(x ; 0) evaluated at n(k), and
an appropriately chosen scalar.
a(k)
Q.uasi-~ewton methods use an ínitial approximation and gene-
rate an approximation H(k) to [S(k)]-~ at each step rather
than performing the computational work of evaluating and
inverting S(k), such as by Hartlev's method [7].
The sequence (2.!) then becomes
n(ktl) - n(k) (k) g(k)- a(k) N . (2.2)
The determination of a(k) is discussed in (2,~.3).
Some well-known techni~;ues of this type are the Fletc~ier-Powell
modífi cation of Davidon's method [ 5] , Broyden methods [ 2, 3] ,
the Barnes-Rosen method [ 1, 15] and Goldfarb's method [ 6] .
The Fletcher-Powell technique guarantees that the matrix H(k)
will always be positive definite.
Shanno's method [16] develops a family of matrices H(k) as a
function of a scalar parameter t, and it can be shown that
both the Fletcher-Powell and Barnes-F.osen matrices are special
cases of this parametric family.
k
The technique for generating a series of approximations H( )
to the inverse of the Hessian at the points 0(k) can be
described as follows:
Assume Q(x ; 0) is a positive definite quadratic form, H(k)
the current approximation to the inverse of the Hessian, and
S(k) the approximation to the Hessian.
Assume z(k) - g(ktl) - g(k). If S(k) is a constant matrix, we
have g(k) - 0 Q- x} S~?(k), and when Q(x , 0) can be approxi-
mated bv the standard quadratic form in p-dimensions
p P P
Q(x ; 0) - Q f E 0. x. }~ E E S. 0. 0.
o í-1 1 1 i-1 j-1 1~ 1 J
then
Zík) - S( bktl)
- ~(k)) - S Q(k).
Multiplying (2.3) by H(k), we obtain
H(k) Z(k) - Q(k)
(2.3)
(2.4)
Since (2.4) ín general will not be satisfied, assume the error
lies in H(k). The matrix H(k) has to a certain extent the
properties of the inverse of the S-matrix. We then modify H(k)
bv introducing a matrix of additive corrections D(k) such that
(H(k) } D(k)) Z(k) - ~(k) (2.5)
- 8 -
or
D(k) z(k) - Q(k) -H(k) z(k) (2.6)
To restrict the choice of t, Shanno (16] has proved the fol-
lowing:
a - 1
If H(k) is positive definite, V t ~ (k) , also H(k}~) isa(k)
positive definite.
For t~ a(k) - l, H(k}~) is positive definite, hence at noa(k)
tfinite step does the smallest eigenvalue of H k~) ever be-
come zero. However, it is possible that if a~ is the smallest
eigenvalue of H(k}~), lim ~~ - 0.
k;~
This can only be due to computer rounding errors. In this
case the iterative technique will degenerate as k-~ ~.
To attempt to alleviate this difficulty, we mav at each step
choose t in such a way as to maximize the smallest eigen-
value of H(k}~).
This is accomplished be choosíng t to,maximize v' H(k}~) v
for anv arbitrarv vector v.
We shall show this as follows:
tSay the matrix H k~) is positive definite, then maximizing
the quadratíc form v' H(k}~) v means maximizing E a v? ,
~ ] J
where the a are positive charateristic roots of the matrix
l
H(k}~). Now we can say that maximizing E a. v? means also
~ J J
maximizing ~~, the smallest charateristic root of the matrix
H(k}~).
Shanno [16] has proved the following interesting theorem:
Let v be an arbitrary vector. Then v' H(k}~) v is a non-
decreasíng function of t.
-~-
Some well-known techni~ues of this type are the Fletciier-Powell
modifi cation of Davidon's method [ S] , Broyden methods [ 2, 3] ,
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or
D(k) z(k) - Q(k) -H(k) z(k) (2.6)
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lowing:
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finite step does the smallest eigenvalue of H(k}~) ever be-
come zero. However, it is possible that if a~ is the smallest
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This can only be due to computer rounding errors. In this
case the iterative technique will degenerate as k t~.
To attempt to alleviate this difficulty, we mav at each step
choose t in such a wav as to maximize the smallest eigen-
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value of H(k ~).
This is accomplished be choosing t to maximize v' H(k}~) v
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We shall show this as follows:
Say the matrix H(k}~) is positive definite, then maximizing
the quadratic form v' H(k}~) v means maximizing E a v? ,
~ J J
where the ~ are positive charateristic roots of the matrix
1
H(k}~). Now we can say that maximizing E a. v? means also
~ J J
maximizing a~, the smallest charateristic root of the matrix
H(k}~).
Shanno [16] has proved the following interesting theorem:
tLet v be an arbitrary vector. Then v' H k~ v is a non-
decreasing function of t.
It can be shown that the conditíon of H(k}~) improves mono-
tonically with t. This necessitates finding a closed form
t
representation of H k~ for t-~.
It can be proved that this representation is as follows [16]:




Q(k)' Z(k) } Z(k)' H(k) Z(k)






If we let H(k}~) - H(k) t D(k), and D(k) is chosen to satisfy
(2.6), we then have
H(k) z(k) - 6(k). (2.7)
Fletcher and Powell [5] have proved that when Q(x ; 0) is a
positive definite quadratic form, and at each step (2.7) is
satisfied, then the minimum of Q(x ; 0) will be reached in
at most p iterations.
For functions which are not quadratic, but strict convex, the
convergence can also be proved [13j.
To determine D(k) we can write (2.6) in [he form
D(k) z(k) - t Qk t(1-t) a(k) - H(k)
zk (2.8)
which by multiplying with the scalars
a(k)~z(k) and ((1-t)a(k)-H(k)z(k))' z(k)
becomes
D(k)z(k)-ta(k)a(k)~z(k) t [(1-t)a(k)-H(k)z(k) (k) (k) (k)~ (k)][ (1-t)a -H z ]z
a z [(1-t)a(k)-H(k)z(k)]' z(k)
So
(k) (k)' (k) (k) (k) (k) (k) (k) ,D(k)-ta a } ((1-t)a -H z )((1-t)a -H z )
a(k)z(k) ((1-t)a(k)-H(k)z(k))' z(k)
(2.9)
Then t- U is the Barnes-Rosen choice, and t- 1 the Fletcher-
Powell choice.
So we have




(k)] , z (k)
(k) (k)
(2.10)
Powell [13] has proved under general conditions that in the
variable metric algorithm
IIO(k}~) -~J~`II ~ M n 0 (k) - ~~n ~
where 0~ is the value of 0 minimizing Q(x ; 0) and d p is
the Euclidean vector norm.
This suggests using lIQ(k)n - na(k)s(k)p - n-a(k~H(k)g(k)B as
an estimate of IIr7(k) - 0~11 and t is chosen so that
Ils(k}~)II - uQ(k~ll. This version is called the constant norm
version.
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2.2 Line searches wíth a cubíc interpolation-formula---------------------------------------- ----
SHermite-interpolation~-
The cubic interpolation technique devised by Davidon (3b]
is used to locate a(1) at each step after which two points
are found at which
d Q (x ' ~) ~ 0 and d Q (x ' ~) ~ 0.d a(k) d a(k)
A necessary condition for a(k) to minir~ize Q(x ; r-J) along
Q(x ; 0(k) t a(k) s(k)) is that
d Q(u) d Q(u) d u - g(k}1)~ s(k) -
d a(k) - d u ~ d a(k)
- - g(ktl)~ H(k) g(k) - 0
t '
As long as - g(k 1) H(k) g k) ~ 0 the function Q(x ; 0) is
still decreasing and the steplength a must be increased., (k)
But after a while -~(k}~) H(k) g(k) ~ 0 and the function
Q(x ; 0) ís increasing again. So some~where in between
kt 1 '- g( ) H(k) g(k) - 0, and we are searching the a(k) which
satisfies this conditíon.
Davidon's interpolation method ís nothing more than Hermite
interpolation, which uses the value of the function and íts
derivative at tcao points to fi[ a cubic approximation.
For a reference to Hermite interpola[ion we suggest any
book on approximation theorv, such as Macon N. (10] and
Weeg G. P. and G. B. Reed ( 19] .
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If the two points are a~k) - 0 and a~k) -~ as in Davidon's
paper (see also appendix II in Heuts R.M.J. and W.H.Vandaele
[8]) the resulting system of equations has the solution
documented by Davidon. If, however, the two points are arbi-
trarily, the resulting system of equatíons must be solved.
To illustrate the more general method of Hermite interpola-















- I 4 -
and
d Q~x : ~(k) t a s(k)I(k) }




Davidon's and the general Hermite interpolation method each
obtain a~k~ as the new estimate of the minimum. Davidon does
not make it clear what he would do next i.e. whether to
accept the point or proceed with a new estimate. P.s conver-
gence criterion we will in the general Hermite method, not
accept ~~k~ unless either
d Q I x~ ~(k)
l d a(k)
or
} a(k) s t~`) I
d Q( x ; ~(k) t a s(k) 1(k)
d a(k)
a(k) - 0




but in many cases we wish to perform another iteration,
using Q ~x ; ~(k)
~









d Q ( x; 0(k) } a s(k)
l (k) andd a(k) (2)a(k) - a(k)
d Q i x ; C~(k) t a(k) s(k)
d a(k) , as
these values bracket the minimum more closely than (0,~).
Since a~k~ ~ 0, however, Davidon's formula's do not hold.
For this reason we used the more general Hermite approach
which can be described as follows:
We now define




d Q x: ~(k) } a(1) s(k) d Q(a(i)~ (k - (k) )
(i) - (i) -
d a(k) d a(k)
Given the functions:
Q a(1) - a a(1) 3 f b a(1) 2} c a(1) } d~ (k)~ ~ (k) (k) (k)
( (i-1)l I (i-1) 3 (i-1) 2 (i-I)Q la(k) I- a~a(k) t b a(k) t c a(k) f à
a Q a(1) l2
d.a(1)(k)




(k) - 3 a a(i-1) t 2 b a(í-I)
d a,(i-])
(k) ) (k) ~tc~
(k)




The values a(k) , a(k) ~ 2
1






(i) la(k) J ,
d Q a(i-1)(k)
(i-1)d a(k)
( ) d a(1)(í-I) Q (k)Q la(k) J, (i) andl d a(k) are known and by
matrix inversion we can fínd the values for a, b, c and d
to solve the quadratic form:
d
Q a(k)) - 3 a(a(k))2 t 2 b a(k) t c- 0.d a(k)











a(i-1) 2 a(i-1) 1( (k) ) (k)
2 a(1) 1 0(k)
3 a(i-1) 2 2 a(i-1) 1 0( (k) ~ (k)
(i) (i-1)
That positive valued root is taken for which Q(a(k)) is a
minimum.
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3. QUASI NEWTON ALGORITHM WITH QUADRATIC (LAGRANGE)
INTERPOLATION.
3-1---See-2-1
3.2 Line searches with a-guadratic interpolation formula------------------------- --------- ----------
(Lagrange-interpolation~.
For calculating the optimal steplength we make use of the
followíng two theorems; a proof of them can be found in
Macon N. [ 10] .
Theorem 3.1
Let there be given ntl ordered pairs of numbers (xí ' yi)'
i-0,1,...,n where the xi are distinct. Then there exists a
unique polynomial
y(n)(x) - ao xn t al xn-1 t...t an
of degree n which satisfies the ntl equations
Y (xi) - yi ~ i-0,1,...,n ,
Theorem 3.2
The polynomial y- y(x) of degree n which assumes the ntl
values yi for n}1 dístinct arguments xi (í-0,1,...,n), can
be written in the form
Y(n)(x) - Q~(x) YU t R1(x) yl t...t R.n(x) Yn
- 18 -




It is not necessary for the arguments to be equidistant.
Suppose we fit a second degree polynomial to three points.
Then the polynomial has the following from
(2)
(x-x~)(x-x2) (x-xp)(x-x2)
- Y~ (x~-x~)(x~-xZ) } yl (x~-x~)(x~-x2)
(x-x~)(x-x~)
t y2 (xZ-x~)(x2-x~) '
A minimum of this function is reached for
xmin
2
Y (x) - E yi Qi (x) -
i-0
(x~txZ) Y~ (x~txZ) y~ (x~tx~) YZ
(x~-x~)(xp-x2) } (x~-x~)(x~-xZ) } (x2-x~)(x2-x~)
2 y2
(x~-x~)(x~-x2) (x~-x~)(x~-x2) (x2-x0)(x2-x~)
2 y~ 2 y~
t t
if the function is convex.
Transformed to the original variables (see 2.]) we have:
(i)xi - a(k)
Y. - Q~x : C(k) t a(1) s(k) - Q(1)i t (k) (k)
and y(2)(x) will be defined as P(2)(x) with minímum a~k).
Entering the interpolation procedure we have at our disposal
an a~k~ with derívative of the function
d (1) d Q(2)
4(k) 0 and an a(Z) with derivative (k) ~ 0.
d a(I) c (k) d a(2)(k) (k)
Then we choose a~k~ in the mídth of the two a-values (Halving











If Q(3) ~ Q(1) and Q(3) ~ Q(2) the quadratic interpolation(k) (k) (k) (k)
formula can be repeated with the poínts a~k~ , a~k~ and a~k~
(see figure 3.2.1) if
d (x) d Q(x)
Q(k) ~ 0 and with a(1) , a(x) and a(3) if (k) ~ 0.
d a(x) (k) (k) (k) d a(x)(k) (k)
This is continued until two line coordínates b and d are
obtained such that the corresponding points 0(k) } b s(k)
and ~(k) f d s(k) differ ín each component by less than an
absolute accuracv E-0.01.
Then the point with the smallest function value is delivered







(1) (3) (2) (x)a(k) p(k) a(k) p(k) a(k)
- zl -
(3)
If Q(2) ~ Q(3) ~ Q(1) and d Q(k) ~(k) (k) (k) d a(3)
(k)
0 (see figure 3.2.2)
then we discard a~k~ and restart the halving procedure at




(2) (3) (1)If Q(k) ~ 4(k) ~ 4(k) and ~3~ ~ 0 (see figure 3.2.3)
d a(k)
then we know that there are at least two minima and we start
the halving procedure for both sub-intervals until the situa-




and we continue with the a(k)-value with the smallest func-
tion value.




~ 0 we proceed as in case 2, section 3.2.1.2..
3.2.1.4 Case 4.---------------
(3)
If Q(1) ~ Q(3) ~ Q(2) and d Q(k) ~ 0 we start the halving(k) (k) (k) d a(3)
(k)
procedure at the interval La~k~ , a(k)~
(3)
If Q(1) ~ Q(3j ~ Q(2j and d O(k) ~ 0 we proceed as in
(k) (k) (k) d a(3)
(k)
case 3, section 3.2.1.3
3.2.2 The convexity criterion is not fullfilled.
3-2-2-1--Case-5.
If Q(1) ~ Q(3) and Q(2) ~ Q(3) then we are sure that there(k) (k) (k) (k)
are at least two minima ( see figure 3.2.4)
- 23 -
figure 3.2.4
(2) (1) (3) (2)
P(k) a(k) a(k) a(k) a(k)
"(k)and we proceed as in case 3, sectíon 3.2.1.3.
3:2-2-2--Case-6.
d Q(3)
If Q(1) ~ Q(3) ~ Q(2) and (k) ~ 0 we start the halving(k) (k) (k) (3)d a(k)
procedure at the interval La~k~ , a~k~~.
(3)
If Q(1) ~ Q(3) ~ Q(2) and d Q(k) ~ 0 we search two inter-(k) (k) (k) (3)d a(k)
vals as in case 3, section 3.2.1.3.
3-2-2-3--Case-7.
(3)
If Q(2) ~ Q(3) ~ Q(1) and d Q(k) ~ 0 we proceed as ín case 3.
(k) (k) (k) d a(3)
(k)
(3)
If Q(2) ~ Q(3) ~ Q(1) and d Q(k) ~ 0 we start the halving(k) (k) (k) d a(3)
(k)
procedure on the interval La~k~ , a~k~~.
- 24 -
4. THE ALGORITHM OF MARQUARDT.
The least squares method for non-linear regression based on
the expansion of the model ín a Taylor series through the
first derivatives (the unmodified Gauss-Newton method) may
frequently fail because of divergence and oscillation of the
successive iterates, while the gradient or steepest descent
methods often fail because of slow convergence after rapid
initial progress on the first few iterations.
The Marquardt algorithm is, in effect, an interpolation be-
tween the Taylor series expansion and the steepest descent
method. Marquardt found out that the angle a between the
steepest descent vector and the Taylor series vector is for
a varíety of problems in the range SOo ~ a ~ 900.
The algorithm ís based on least squares of which the basic
idea is as follows.
Suppose we wish to minimize Q(x , 0) as a function of 0
where
n
Q(x , 0) - E I Yi - f(xi . ~)~
í-1
using the following regressíon model:
y - f(x. , 0) t E.
i i i
2
where f(x. , 0) - a non-linear function of 0,i
x
n
- a k-dimensional vector of independent
variables,
- a p-dimensional vector of parameters,
- the error term of the i-th observatíon,
- the number of observations.
If we use first order Taylor expansion on the model f(x. , 0)i
in the neighbourhood of the star[vector 0~ we get:
p af (xi , 0)
f(xi , ~) - f(xi ' ~0) } j~ (~j-DOj) a Oj1 OsO~
where O~j are the components of 0~.
This can be written more compactly,
f(x , 0) - f(x , 0~) t X(0 - 00)
- f(x , OQ) t X d ...
where Op - a vector of first guesses,
f(xl , 0)
f (x , 0) - f (xi „0)
f (xn , 0)
and analogous for f(x , 0~).
Further X is a(nxp) matrix of the form
a o~Ca f (xi , 0)~ osoo i-1,...,n ; j-1,.. .P
The value of d which minimizes
- 26 -
n p a f(xi,0)
Q(x,n) - lE, yi-f(xi,OC)- EI (0~-OOj) L a 0. --~- ~ 0-0~
- (y-f(x,0)-Xd)~(y-f(x,0)-Xd)
is given
d - (X'X)-~ X' e
where e is the current vector of the residuals with
(4.2)
ei - j[ yi - f(xi,!?)] ~ . (k - iteration index)
l lrJ-O(k)
When the matrix X'X is singular, ínversion of this matrix is
not possible and formula (4.2) is not applicable.
Although we assume indepence of the elements
a f(xi,0)
i-1, ..,n
it can accur that, because of computer rounding eYrors, X'X
is almost singular. To avoid this difficulty we use the
Newton-Raphson vector
d-(X'X t C)-~ X' e (4.3)
where C is an arbitrary matrix which must prevent singulari-
tv of X'X.
?~7arquardt uses a special form of the C matrix viz.
- 27 -
where a is a parameter that changes during the iteration
process.
From ( 4.3) and (4.4) it is clear that if a-~ 0 the correction
vector 5 is the same as in the Gauss-Newton procedure (see
4.2).
A devíce for improving the numerical aspects of the computing
procedure the matrix X'X def A and the vector X'e def g are
scaled.
The matrix A is transformed as follows:
A~ - D-~ A D~
C ~ a i (4.4)
where
D
~n a f(x.,0) a f(x.,0)i iiE~ a o. x a o.
~1 ~2
and d. is the Kronecker delta.
]1~2
By matrix multiplication ït can be verified that the ele-
ments of the matrix A~ are as follows
n {a f(xi.0)}2
~ a 0 . Ok
z la~ Ja~k ~
j~k n {a f(xi,0)}
E x i
2 n {a f(x.,0)}2
E
i~l (a 0~)2 i~l (a Ok)2
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When the algorithm of "'arquardt converges (even a local




where 0 is the vector of parameters of the minimum reached,
and then it can be seen that Az ís the matrix of simple
correlation coeffícíents.
Looking at equation (4.2) we see that X' e- g is also to
be scaled to the vector g~ which can be done as follows:
- D-~ g , (4.5)
As can be seen g~ is not a normalised vector. It is well
known [3a] that the properties of the gradient methods are
not scale invariant. It becomes necessary then to transform
in everv iteration d~ to d. The abovè choice of transforma-
tion equation (4.5) leads to an easy back calculation of b
and is also numerical sufficient in preventing overflow in
t'he computer.
After transformatíon, using (4.3) and ( 4.4), we have to solve
(Ax t a I) d~ - gz
where d defined in (4.2) is
d- D-~` d~ - D-~ D~ ( X'X)-~ D~ D-~ X' e
- (X'X)-~ X' e (see 4.2)
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If a-r ~( while X'X is transformed into the matrix of simple
correlation coeffícients among the
a f (xi,0)
a o.~ so that the diagonal elements are equal to one)
then we have approxímately
s~ 1 X, e-- 1 d Q(x,0) def 1 d
a 2a d 0 - 2a g
where dg is the negative gradient (vector of steepest des-
cent) of Q(x,0).
The theoretical basis of this algorithm is formed by the
following three theorems.
Theorem 4.1
Let a~ 0 be arbitr.ary and let d~ satisfy the equation
(X'X t a I) b- X' e def g. (4.6)
Then dQ minimizes Q(x,0) everywhere except within the ellipsoid
St.consisting of all points 0 such that Q(x,0) - Q(x,00 t d~).
In particular d~ determines the unique minimum of Q(x,0)
on and within the sphere ~, centered at 00, whose radius
GdN satisfies
P
N dN 2- N dON z, where p ol z- E d? ,
J-1 ~
This can be clarified as follows (see also figure 4.1). From
linear least squares theory it is known that contours of
constant Q(x,0) on the parameter locus are ellipsoids because
of the assumption of normality.
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Ellipsoids in the parameter space generate constant levels
of Q(x,~) such that ~~, OZ and 03 are points that are out-
side, on, and within a given ellipsoid, respectively, then
figure 4.1
Diagram showing the sphere ~ and the ellipsoid ~ of
theorem 4.1
- 31~ -
Q(x.~~) ~ Q(x.02) ~ Q(x,03).
All points 0 on Sl, in particular the point 00 t d0, minimize
Q(x,0) outside or on S2. We can show that the sphere ~ is
tangent to the ellipsoid S2.
Q(x,0) can be written as
(e - X d)~ ( e - X d) .
The gradíent of Q(x,0) is given by
aa d(e - X d) (e - x d) -- 2 X' (e - X d) (4.7)
so that when evaluated at 0- 00 t d0 the gradient is
- 2 (X' e - X'X d0).
A rearrangement of (4.6) gives us
X' X d0 - X' e- a I d0
which when substituted in (4.7) gives the result that the
gradient of Q(x,0) at the point 00 t d0 is given by - 2 a d0.
Since a ~ 0 this means that the gradient of Q(x,0) at 00 t d0
is collinear with the vector d0, but having opposite direc-
tion. So the s[eepest ascent vector of Q(x,0) is perpendicu-
lar to the plane tangent to the ellipsoíd S2 at the point
00 t d0 and pointing out from S2.
Since d0 is the vector oríginating at the center of the
sphere ~ and terminating at the ellipsoid S2 at the point
- 32 -
[1~ t d~, it follows that ~ and S2 are externally tangent at
0~ t d~.
As a conclusion of this geometrical proof we can say that
d~ determines the unique minimum of Q(x,0) on and within ~
because ~ and S2 are tangent at only one point.
We now choose a so that Q(x,0) is a good approximation for
Q(x,(~) within a neighbourhood around 0~:
We must keep in mind that d~ minimizes Q(x,0) on and within
~ rather than just on ~.
Theorem 4.2
Let d(,1) be the solution of (4.6) for a given 1. Then
Ild(a)112 is a continuous decreasing function of a such that
as a ~ ~ n d(a)u 2 -. o..
Theorem 4.3
Let a be the angle between d~ and d Then a ís a continuousB~







dg is independent of a then d~ rotates toward
this theorems we refer to Pfarquardt [ 1 I] .
and 3 the two dimensional case will be illustra-
ted in figure 4.2.
The algorithm of the procedure of Marquardt runs as follows:





k is iteration number - 1
calculate X(k)
(2) form (X'X)(k)
(3) form g(k) - (X'e)(k)
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figure 4.2.
Diagram showing the decreasing quadratic norm of the vector
d(a) and the decreasing angle a for increasing 1.
(4) calculate d(k) from [X'X(k) t a I] d(k) -~(k)
(5) calculate Q [x,0(k) } d(k)]
(6) if Q [x~~(k) } a(k)] ~ Q(k-1)
min
(where Qminl) denotes the minímum function value in the
preceding iteration) then
0(k}1) - 0(k) } d(k) and a-~.v
Let v~ 0 be, say I0.
Set k~ ktl and go to (1)
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(~) If Q~x~~(k) ; a(k)) ~ Q(k-1) then- min
~- a! V and go to (4)
Convergence of this algorithm will be reached when for all j
max
j
O~k}~) - O~k)] J ~ E P S
O~k)} 0.00001
J
where O~k) ís the j-th element of the parameter vector 0J
in the k-th iteration.
and E P S- 0.00001
Remark: In the neighbourhood of the minimum the approximation
of Q(x,0) bv a quadratic form wíll become better
and so a can be decreased more and more. The result
is that the Narquardt procedure becomes more alike
the Gauss-Newton procedure of which it is known that





The methods described were tested for various initíal esti-
mates on two functions.
They are the Weibull function defined by
0
99 -Ó (xlí-~3) 2
f(~~,~2,03) - E (e ~ - x2i)2
i-1
where the x2i and x~i are perfect data generated for the
99 points corresponding to x -.01 to .99 in steps of
0.01 and x~i -(-50 z ln x2i)~~3 } 25.
The minimum of this function is zero for the values 0~-50,
02-1.5, 03-25.
The initial estimates are those suggested by Shanno [16].
The Rosenbrock function defined by
f(0~,02)-100 (02-0~)2 t (I-0~)2 ,
was also used, with the initial estímates suggested by
Leon [ 9] .
The minimum of thís function is again zero, for the values
0~-1 and 02-1.
In the tables, the number of iterations is the number of
times H(k) is updated, and the number of evaluations the
actual number of function evaluations used.
For the quasi Newton methods convergence was said to be





~ E P S and
~gik)~
~Oik)t 0.001~
~ E P S
The following versionsfor selecting t discussed in section
2.1.4 were tested:
JSCALE - 0 : t - ~
JSCALE - 1 : t -
2 a(k)-1
a(k)
JSCALE - 2 . t-1 ( Fletcher-Powell)
JSCALE - 3 : t-0 (Barnes-Rosen)
JSCALE - 4 : constant norm
For the ~Iarquardt method the convergence criterion was




~ E P S.
It is evident that the two convergence criteria in the
quasi-Newton methods are stronger than the one of Marquardt's
procedure. Therefore in the numerical examples of Marquardt's
method
E P S - 0.00001
and in the quasi-New[on methods
for the Rosenbrock function E P S- 0.001 or 0.0001
for the Weibull function E P S- 0.0001 or 0.00001
The smaller values of E P S are taken because in the computer-
program the procedure will be finished when the steplength
becomes smaller than E P S.
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We also studied the four parameter logistic function defined
by
0
f(t~~i~ 02. 03~ 04) - 01 } Z- 0 [ (5.1)
I t 03 e
and we minimízed the following function
4
8(t;01, ~2, 03, 04) - E iyt-f(t;01, 02, 03, 04)}2
t-1 l 1
(5.2)
where N - sample size.,
y- the values of the dependent variables,t
t - time variable.
Thís function arises in many economic contexts where growth
phenomena are studied.
Further de[ails will be given in section 5.4.
S.Z
The numerical results for the quasi-Newton methods of the
Rosenbrock and Weibull function are given in Table ]
(Rosenbrock function with cubic interpolation), Table 2
(Rosenbrock function with both quadratic interpolation pro-
cedures), Table 3(Weibull function with cubic int.erpolation),
and Table 4(Weibull function with quadratic interpolation).
5.3
The numerical results for the Marquardt method of the
- ~8 -
Rosenbrock and Weíbull functi~ons are given in Table 5.
Of the two versions gíven is M 1 the original Marquardt
procedure and in the version M 2 a technical change to
decrease the number of function evaluatíons, is incorporated
in the computer program.
For details we refer to an internal report at the Tilburg
School for Economics written by Dieben L. [4j.
The results of the Marquardt procedure in table 5 are documented
bv Dieben L.
Table 1
Quasi-Newton procedure -Rosenbrock function- cubic interpolatior.
JSCALE
Initial values p 1 2 3 4
EPS-0.0001
4; 16 28x102xx 28,107 32,129 28,93 28,107
3;- 3 61,195 25,88 68,282 54,184 24,90
0; 3 19,60 ]8,63 19,63 18,57 17,55
-3 ; 9 26,89 23,94 24,98 19,63 27,100
EP5-0.001
8; 6 18,68 20,74 20,77 22,73 23,81
3; 3 17,63 16,61 16,66 14,50 15,57
3; 1 8,32 7,30 10,52 8,32 8,34
3; 0 18,63 20,75 17,72 19,67 19,66
2;- 1 33,122 35,138 41,184 37,126 33,122
2;- 2 34,125 39,145 41,165 37,124 33,128
1.489;-2.547 37,124 41,144 42,177 36,122 36,134
I; 3 15,56 15,55 17,66 14,52 16,57
];-1.2 54,183 28,100 57,225 54,180 26,105
Q639;-0.221 27,92 27,96 31.117 27,93 21,76
0; 2 19,60 17,60 18,65 17,54 13,42
0;- 3 19,59 17,59 17,60 17,54 17,56
-l.2; I 13,64 15,52 12,49 13,50 15,52
- 2; 16 35,129 37,148 38,163 40,147 35,133
-2 ; 2 15,54 16,57 22,82 21,66 18,66
- 2;- 2 44,156 44,168 53,244 53,182 44,169
-3 ; 5 20,82 20,75 21,92 19,76 19,68
- 3; 0 15,60 18,69 21,79 13,51 15,67
-3.635;5.621 29,98 29, 1 10 31 , 134 28, 103 27,98
z : Number of iterations
xz : Number of functíon evaluations
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Quasi-Newton procedure -Weibull function- cubic interpolatíon
JSCALE
I i i ln t a
alues EPS 0 1 2 3 4
250,0.5,5 0.0001 38~163x~` 38,205 ( 8,35)xxx 39,136 (13,74)
0.0001 39,165 38,205 87,489 40,143 42,201
100,3,12.5 0.0001 28,128 31,165 40,214 41,176 (14,101)
0.00001 28,128 31,165 40,214 41,176 28,146
75,0.5,10 0.000! 24,99 25,116 30,138 23,81 22,92
0.00001 25,101 26,120 31,142 24,85 23,95
25,0.5,10 0.0001 21,101 21,100 26,117 20,107 19,95
0.00001 22,105 22,109 26,117 21,1]] 20,97
5,0.15,2.5 0.0001 18,88 failéxx 25,102 18,80 l9,93
0.00001 19,90 23,100 26,105 18,80 19,93
x - number of iterations
xx - number of functie evaluations
xxx - convergence to statíonary point, not minimum
xxxx - point of convergence not reached
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Table 4
Quasi-Newton procedure -Weibull function- quadratic
ínterpolation
Version E- with equidistant poin[s
Version NE - with points not necessarily equidistant
ISCALE
Initial
v a 1 u e s Vers ion E P S 0 1 2 3 4
250;0.5; 5 NE 0.0001 32;2612) ( 8,64)3) ( 7,61) (8,68) (9,67)
NE 0.00001 .,. 35,255 ]10,1048 40,254 38,277
I00;3;12.5 E 0.0001 24,335 a ~ 04) max5) 29,451 28,400
NE 0.0001 23,208 26,210 43,389 27,215 (7,99)
i NE 0.00001 .,. . ,. .,. .,. 25,221
~ 75;0.5; 10~ E 0.000] ( 7,217) 11,216 49,445 fai)~) ( 7,217)
~ E 0.00001 23,384 20,267 50,451 24,298 a ~ 0
:VE 0.0001 19,142 19,174 33,261 23,183 23,160
25;0.5;10 E 0.0001 22,257 22,244 37,364 23,254 23,238
I NE 0.0001 21,160 20,129 29,236 23,155 23,183
5;0.5;2.5 E 0.0001 18,233 25,330 31,425 19,241 24,930
NE 0.0001 27,211 a ~ 0 19,177 27,201 18,139
I) . number of iterations
2) . number of function evaluatíons
3) . convergence to stationary point, not minimum
4) . steplength negative
5) . no convergence after 50 iterations
6) . point of convergence not reached
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Table 5
Marquardt procedure -Rosenbrock and Weybull function-
Rosenbrock Version Versionfunction
Initial Initíal
value M1 M2 value MI M2
4; 16 17;~22) 17,47 1;-1.2 5,16 5,11
3;- 3 8,25 8,20 0.639;-0.22] 9,28 9,23
0; 3 5,16 5,11 0; 2 5,16 5,11
-3 ; 9 45,139 45,131 0;-3 5,16 5,1]
8; 6 28,85 28,80 -1.2 ; 1 23,72 23,65
3; 3 11,34 11,29 - 2 ; 16 37,116 37,107
3; i 10,31 ]0,26 - 2 ; 2 26,81 26,74
3; 0 9,28 9,23 - 2 ;-2 23,73 23,65
2;- 1 5,16 5,11 - 3 ; 5 36,112 36,104
2;- 2 5,16 5,11 - 3 ; 0 25,80 25,72
.489;-2.547 5,16 5,11 -3b35; 5.621 37,115 37,107









M Mva ue 2 va ue 1 2
100; 3;12.5 3) 3) 25;0.5,10 15,44 15,37
75;0.5; 10 20,61 20,53 5;0.15,2.5 15,50 15,40
1) : number of iterations
2) : number of function evaluations
3) . convergence to stationary point, not minimum
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5.4
As already given before the formula for the logístic curve
as a function of time is




In the error model formulation the observed values y~,...,yN
are assumed to differ from the trend by uncorrelated random
errors, and we may establish a least squares criterion for
estimating the parameters 0~,02,03 and 04.
Thus we require that the expression
N





be minimized with respect to 0~,02,03, and 04.
)2 (5.4)
The minimizing values 0~,02,03, and 04 will be the least
squares estimates of the parameters 0~,02,03, and 04 respec-
tivily. This computational problem may often be solved
iteratively.
5.4.1
Using a Taylor seríes expansion of f(t;0) about suitable
values Oo and considering the first terms only:
4
f(t;0) - f(t;!~o) t E(0~-0~) a afÓt'O) t R (5.5)
J-~ J ~o
- 4'S -
where, ~ ís the vector with elements 0~, 02, 03, 04
Oo is the vector with elements Oo Oo Oo OoI' 2' 3' 4
f(t;0) - f(t;0~, OZ, 03, 04)
f(t;0o) - f(t;~~~ ~z~ ~3. ~4)
R is a remainder term.
Given initial estimates of 0~, O2, 03, and 04 a línear least
squares technique can be applied to obtain estimates
~~, ~2, 03, 04.
Substituting (5.5) without remainder term in (5.4) the resulting
linear equations for 0. - Oo arei i
~ af(t'Oo) af(t'Oo) ' (0 - Oo) -c-i aoo aoo





0- Oo is a column vector with elements 0. - Ooi i
' is a column vector whose elements are the0
a0 partial derivatives with respect to 0~, O2,
03, and 04 evaluated at the initial poínts.
The procedure can be repeated using 0~, 02, 03, and 04 in
place of 0~, 02, 03, 04 to obtaín more exact solutions, and
so on.
The sequence so obtained converges ín many cases.
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5-4-2
Another way of developing an iterative procedure is to take
the partial derivatíves of (5.4) with respect to 0~, O2, 03,
and 04 and set them equal to zero, yielding.
E f(t;0) af(t;0) - É y af(t;0) i-1,2,3,4 (5.7)t-~ aoi t-i t aoi
The Taylor series expansion of the derivative vector is
af(t;0) af(t;0o) } ~ ~ -~o) a2f(t;0)ao - aoo ~-,( ~ ~ aoiao~
or written els.ewhise
af(t;0) af(t;~o) t (0-Oo) ó2f(t;0o)ao - aoo aoo(aoo)'
When substituting ( 5.8) and ( 5.5) without remainder term in
(5.7) we obtain as resulting equations for (0-Oo).
t R
(5.8)
af (t; , )~ Oo) laf(t;~o)1 - E IY -f(t:0o)1 a2f(t' ot-i aoo ~ aoo J t-i t aoo(aoo)'
~I'~2'~3'~4




aZf(t;0o) - azf(t;0)aoo(aoo), - aoiao~ oo, o0 00 00
1 2' 3' 4
(5.10)
If the random terms are normally and independent distributed
with constant variance the method of least squares is equivalent
with the maximum-likelihood method.
If
~zf (t;0)ao.ao.i ~ ~1' ~2' ~3' 04
(5.11)
where Gl, ..,04 are consistent estimates, is replaced by its
expected value the procedure is called the method of scoring.
It can be proved that the expectation of (5.11) converges in
2 ( -
in probability to r a f t;0),~ a~iao~
where 0 is the vector of true parameters.
The expectation of (5.11) is called the information matrix
(see Rao, C.R. [ 14] ).
At the final stage when stable values are reached, the informa-
tion matrix may be computed at the estimated values for
obtaining the varíances and covariances of the estimates.
5.4.3
Marquardt's algorithm is a compromise between the linearization
of the function f(t;0) and the method of steepest descent.




Fur the Quasi-Newton methods we refer to chapter 2 and 3.
5-4-5
Numerical results of a four parameter logistic growth function
(5.3) can be found in Table 6 below.
The data used are documented by Oliver, F.R. [12].
The values of the calculated parameters for several initial
values are only given (see Table 7) for the method of Marquardt.
We did not get results by the Quasi-Newton procedure, because,
when taking an unit step in the direction of the gradient from
a point not near the minimum, the calculation of the function
value causes overflow ín the computer.
Table 6
Agricultural tractors in Great Brítain (thousands)
t year number of
tractors
t year number ot
tractor:
1 1950 296 9 1958 414
2 1951 282 10 1959 432
3 ]952 305 1] 1960 443
4 1953 327 12 1961 452
5 1954 346 13 1962 453
6 ]955 368 14 1963 465
7 1956 379 15 1964 475
8 1957 400 16 1965 470
Table 7








300;200;15;0.85 250.9 228.4 8.119 0.3404 8 19
200;300; 5;0.10 250.9 228.4 8.119 0.3405 10 2~




Comparing, for the Quasi-Newton procedure the [wo quadratic
interpolation versions (equidistant (E)-non equidistant (NE)
points) we found that, for both the Rosenbrock and Weibull
test functions, the version with points not necessarily equi-
distant, gives the better results in the number of iterations
and function evaluations.
The results of the cubic interpolatíon procedure are, for the
two test functíons, in most cases better than the results of
the quadratic interpolation (version NE).
As can be seen from the tables we may conclude that dependent
on the ínitial estimates sometimes Marquardt's procedure,
sometímes the Quasi-Newton procedure with cubic interpolation
is better, with a slight preference for Marquardt's method.
tihen exponential functions have to be minímized it is preferable
to choose the algorithm of Marquardt which uses a scaling
procedure, while the Quasi-~Newton algorithm often causes
overflow in the computer.-
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