ABSTRACT Recognizing the certain person of interest in cameras of different viewpoints is known as the task of person re-identification. It has been a challenging job considering the variation in human pose, the changing illumination conditions and the lack of paired samples. Previous matching techniques in the person re-identification field mainly focus on Mahalanobis-like metric learning functions. Taking advantage of the sparse representation and collaborative representation, we propose a new approach that elaborately exploits both the globality and locality of images. First, we explore multi-feature extraction with different spatial levels. The extracted features are then projected to a common subspace which handles dimension reduction. Second, we learn a single dictionary for each level that is invariant with the changing of viewpoints. Third, we adopt a weighted fusion approach that combines the dictionary learning-based sparse representation with collaborative representation. Experiments on two benchmark re-identification data sets (VIPeR and GRID) justify the advances of our integration algorithm by comparing with several state-of-the-art methods.
I. INTRODUCTION
Person re-identification (Re-ID) is the task of identifying the same individual appeared in non-overlapping surveillance cameras with different viewpoints. In recent years, Re-ID has been widely studied since it has a potential application prospect in public safety management and plays a significant role in the field of video behaviour analysis. It remains a challenging task owing to many factors from various aspects caused by different surveillance conditions. As can be seen from the paired samples in Fig. 1 , the variation in illumination conditions, the changing poses in different positions, occlusions, these changes have brought great difficulties to recognizing the right people. Except for the appearance changes, the lack of labelled sample pairs is another major factor that makes Re-ID problem more challenging.
Many methods have been proposed to tackle the Re-ID problems mentioned above [1] , [2] . The presented approaches can be roughly categorized into two aspects: feature extraction methods for image description and similarity learning methods for classification. The traditional idea of learning similarity between the probe image and the gallery image is to calculate the Mahalanobis-like distance functions. To achieve good performance, it is critical for the learning method to use a good distance metric. However, it is quite difficult to find a suitable distance metric learning model that can be commonly used for all datasets with various scenes.
To handle the problem mentioned above, researchers have explored the sparse representation and collaborative representation methods. Sparse Representation-based classification(SRC) [3] and Collaborative Representation-based Classification(CRC) [4] have been proved effective in robust image classification [5] - [9] and face recognition [10] - [13] . A few methods based on SRC or CRC have been applied to person re-identification. Liu et al. [14] first assume that the sparse codings of the same people from separate viewpoints should have similar distribution. Karanam et al. [15] take the variation in viewpoints and discriminability into consideration and train a single view-invariant dictionary for each pair of probe and gallery images. Tian et al. [16] propose a multi-shot metric with the fusion of coding residual and coefficients based on collaborative representation. In [17] , a Kernel X-CRC approach is presented which finds a balance between the similarity and description nonlinearly. The SRC and CRC representation ways of a test image are different. SRC represents the test images by utilizing all the given training examples. CRC, proposed as a further improvement to sparse coding, takes the local collaborative representation into consideration. Therefore, SRC is more biased towards global feature representation, while CRC tends to focus more on the local features. To the best of our known, the work of combining collaborative representation with sparse representation for Re-ID task hasn't been explored yet.
In this paper, we propose a novel method to mathematically integrate the sparse representation and collaborative representation for pedestrian re-identification task. Firstly, we focus on dictionary learning-based sparse representation. We learn a discriminative dictionary for each individual which is invariant with the changing of viewpoints and the sparse coding vector is computed on the basis of the learned dictionary. Secondly, we explore the collaborative representation strategy and propose a nonlinear model on all training samples. Thirdly, the representation coefficients are recalculated by a weighted average algorithm that integrates the coefficients obtained from the previous two steps. The distances between two persons are thus determined. The experiments show that our constructed Re-ID approach achieves outperforming results comparing with the state-of-the-arts.
The rest of this paper is organized as follows. Section 2 discusses the related work of Re-ID. Section 3 introduces the framework of the proposed integration approach. Section 4 shows the results and analysis of our experiments on two public benchmark Re-ID datasets. Section 5 focuses on the conclusions of our work.
II. RELATED WORK
For an image-based person Re-ID system, the procedure can be roughly divided into two essential parts, image description and distance learning.
A. PEDESTRIAN DESCRIPTION
Different feature extraction methods have been proposed aiming at exploring a robust pedestrian representation despite the restrictions from the variation in viewpoints, pose and illumination. Among all the extracted hand-crafted features, color-based features and texture features are the most commonly-used ones. Most methods make the fusion of different features, e.g. color, shape, texture, global descriptors, local or regional descriptors, to obtain improved results. Gray and Tao [18] partition the images into stripes in horizontal level, using 8 channels and 19 filters to describe the color and texture charasteristics respectively. The similar combinations of features are used in later approaches [19] - [21] . Driven by the symmetry principles, Farenzena et al. [22] exploit the local features through weighted color histograms and highly recurrent patches with texture features. In [23] , Pictorial Structure (PS) is adopted to localize the separate body parts. Zhao et al. [24] - [26] extract the 32-dim LAB color histogram and the 128-dim SIFT descriptor from the patches with a size of 10×10. In [27] , the descriptor LOMO (local maximal occurrence) is adopted to analyze the local occurrence. A robust representation can be formed by maximizing the horizontal occurrence. Zheng et al. [28] generate a BoW(Bag-of-Words) representation model based on the CN (Color Names) descriptor with densely sampled 4×4 patches. To solve the absence of the mean information of pixels in covariance, Matsukawa et al. [29] use a hierarchical Gaussian distribution descriptor called GoG. In the proposed partbased model, each region is distinguished by multiple patchlevel distributions.
B. LEARNING TECHNIQUES
As the variances in samples are typically hard to explore simply with the extracted high-dimensional features, it is essential for Re-ID tasks to find a good distance metric. The widely used formulation is the Mahalanobis-like distance function. The distance metric can be written as,
where x i and x j are two vectors, and M is a positive semidefinite matrix. The class of Mahalanobis-like metric learning methods are employed in many state-of-the-art approaches, including PRDC [30] , KISSME [31] , LDML [32] , WARCA [33] , NLML [34] . Chen et al. [35] combine the Mahalanobis learning formulation with a bilinear similarity, which promotes to obtain cross-patch distances. Yang et al. [36] take the commonness as well as the differences into consideration when dealing with a pair of samples. Experiments show that the similar samples can help to obtain covariance matrices of dissimilar sample pairs. Many Re-ID approaches have investigated the discriminative subspace learning methods. Mignon et al. [37] introduce PCCA (Pairwise Constrained Component Analysis) algorithm given limited number of pairs. To reduce the dimension, Pedagadi et al. [38] perform a two-stage strategy. In the first step, the unsupervised PCA (principle component analysis) is adopted to maintain the color-space characteristics. After that, the supervised LFDA (Local Fisher Discriminant Analysis) approach learns the distance metric, aiming to keep the locality relationships. Liao et al. [27] use quadratic discriminant analysis with cross-view data to project the VOLUME 5, 2017 data to a subspace. With the combination of PCCA [37] and LFDA [38] , Xiong et al. [39] make a further improvement by proposing a kernel-based learning scheme. Prates et al. [17] offer the KPLS (Kernel Partial Least Squares) algorithm which uses a nolinear mapping model.
Sparse and collaborative representation have also been employed to further improve the learning performance. In SRC or CRC, the feature descriptor of the given probe image p can be represented by the gallery image sets G.
where α is the corresponding coding vector of sparse represntation (n = 1) or collaborative representation (n = 2), and λ is a trade-off parameter balancing the two parts.
Lisanti et al. [40] introduces a re-weighting algorithm with the sparse basis expansion classifiers. Zeng et al. [41] exploit a multi-shot metric by the integration calculation of coding residual and coefficients based on collaborative coding.
Karanam et al. [42] take the advantage of block structure and deal with block sparsity. To tackle the two challenges in Re-ID problem, i.e. discriminability and viewpoint changes, Karanam et al. [15] choose to learn a viewpoint invariant dictionary instead of learning sub-dictionaries separately for each class. Kodirov et al. [43] propose a novel sparse coding strategy with dictionary learning formulated with Laplacian regularisation. Prates et al. [17] propose the Kernel X-CRC method, finding the balance between the similarity and description nonlinearly, under the assumption that the pair of probe and gallery images should have similar coding representation based on all the training examples.
III. PROPOSED METHOD
The sparse representation and collaborative representation both contribute to classification despite the different representation ways. We believe that collaborative representation, brought forward as an improvement, plays a good role as promoting instead of negating when combined with sparse representation. In our method, we integrate the two representation algorithms through calculating a weighted average of the representation coefficients. The general framework of our approach is shown in Fig. 2 .
A. FEATURE DESCRIPTION
In order to obtain detailed image representations, we take both the stripe-level and patch-level characteristics into consideration. For a given pedestrian image of size 128×48, we use a 8×8 sliding window with a stride of 4 to explore the features in different levels.
For the pedestrian re-identification task, we argue that the measurement of similarity should be constrained with corresponding spatial regions. The comparison between the same body parts contributes to the final performance. Therefore, we partition the image into non-overlapping strips horizontally. On each stripe, the LOMO [27] descriptor is employed. In the idea of LOMO feature description algorithm, the FIGURE 2. The framework of our proposed approach. At the stage of image description, we explore features in both stripe-level and patch-level. We then adopt the sparse representation algorithm and collaborative representation strategy separately. By recalculating the coefficients donated by a weighted average formulation, we get the final results of similarity between the probe and gallery images.
color characteristics are extracted with HSV color histogram, and the texture characteristics are extracted using SILTP (Scale Invariant Local Ternary Pattern) [44] . We compute the features with multiple scales in the 8×8 window. Within each sub-window, the HSV histogram is treated as pattern occurrence probability. For each pattern, the maximum of local occurrence is calculated with the scope of the stripe. Finally, we concatenate the features within each stripe and perform log transformation to obtain the stripe-level feature with a dimension of 33026 ((8×8×8color + 81×2 texture)× (29 + 14 + 6 stripes) = 33026).
The resulting stripe-level description holds a robust performance in invariance. However, as the LOMO descriptor employs the maximization operation, there is possibility that some other useful details in the same horizontal region are ignored. Considering the probable neglect of valuable information, we explore patch-level representation as a further supplement and enhancement. The local patches are extracted on a dense grid [24] . For each patch, the 32-bin color histograms and 128-dim dense SIFT features are computed within LAB channels on two more down sampled scales. We perform down sampling to obtain more detailed exploitation. As the feature vector of each patch is calculated, we concatenate them sequentially to get a final patch-level representation.
B. SPARSE REPRESENTATION FOR RE-ID
Given a set of sample input vectors X , the goal of dictionary learning is to learn a dictionary D that is capable of retaining all the representative information in the samples. This can be converted to an optimization problem, formulated as Eq. 3:
where α i refers to the corresponding sparse coding of X i . For the problem of person re-identification, the aim of specific dictionary learning is to learn a discriminative dictionary D ∈ R d×N , that satisfies the two following conditions. Firstly, D should be robust with the changes of viewpoints and human pose. Secondly, assuming that the pair of images should have similar representations, the coding of the same person should be distinguishable from those of different individuals. Based on the above two properties, we specify the Re-ID problem using the following formulation:
where x ij refers to the feature description of the i-th pedestrian with viewpoint in the j-th camera (j = 1, 2). Correspondingly, the vector α ij represents the sparse code of the same image based on the learned dictionary D.
To solve the problem of inconsistency with convex programming existed in the optimization of Eq. 4, [15] reformulates the optimization function by introducing two constants, as:
As can be observed from Eq. 5, when fixing any two of the three variables, i.e. D, α i1 , α i2 , the function is convex. Therefore, the approach of alternating directions is employed to optimize the three variables alternatively with one each stage.
C. COLLABORATIVE REPRESENTATION FOR RE-ID
CRC has been proved to be effective especially in the face recognition domain. Collaborative representation benefits from all the training samples to present the given test image with the assumption that different samples share some characteristics in common useful for classification. The motivation of SRC or CRC model is that an input signal can get better expression within the combination of intra-class examples.
For collaborative representation based Re-ID scheme, we use P and G = {g ji |g ji ∈ R d , feature description of index i in camera j} to denote the probe set and the gallery images respectively. The notation β 1 , β 2 ∈ R n refer to the coefficients column vectors of collaborative representation. δ ∈ R is denoted as a trade-off scalar. The collaborative representation based Re-ID problem can thus be formulated as:
To make a balance between the similarity learning and the representativeness of the images, [17] introduces a term ||β 1 −β 2 ||that measures similarity between different cameras. The formulation of the optimization is as follows:
β i1 , β i2 can be efficiently derived as Eq. 8, Eq. 9,
where I is an identity matrix, and Q 1 , Q 2 are denoted as projection matrices. The representation coefficients β 1 , β 2 can be calculated through the above two equations. By calculating the distance between β 1 and β 2 , we can obtain the similarity of the paired samples of probe image and gallery image.
D. WEIGHTED INTEGRATION METHOD
Motivated by the good results of SRC and CRC, we propose a novel approach to make an integration of both methods in pursuit of a better and more robust performance for Re-ID problem. We compute the new coefficient with respect to the corresponding representation coefficients α and β obtained from the previous two stages.
The procedure of our integration algorithm works as follows. Firstly, we adopt the SRC-based algorithm to calculate the coefficients α 1 , formulated as:
This is the LASSO problem [45] . The FISTA algorithm [46] is employed to complete the calculation. Next, we find the CRC algorithm based representation coefficients β 1 . As can be computed from the interdependent equations in Eq. 8 and Eq. 9,
Finally, A weighted average strategy is adopted with respect to α 1 and β 1 , denoted by the function y = (ax 1 + bx 2 )/(a + b). The new integrated representation coefficient γ 1 is computed as:
where a and b refer to the corresponding weights of the coefficients of the two methods. The representation of the given probe image description γ 2 can be obtained in the same way. The similarity measurement of given sample image pairs is then computed by the distance d between γ 1 and γ 2 . The minimum value of d indicates which class the probe image belongs to.
IV. EXPERIMENTS
In this section, we conduct an evaluation on our proposed weighted integration method. The assessment results of our approach comparing with the state-of-the-arts are conducted on two benchmark datasets. VOLUME 5, 2017 A. DATASETS We choose two publicly available Re-ID datasets, i.e. VIPeR [47] and GRID [48] to validate the performance.
1) THE VIPeR DATASET
VIPeR is commonly used in Re-ID problem. The database is composed of 632 pedestrian images with the size of 128×48. For each person, there are two images separately captured with different viewpoints from two non-overlapping cameras A and B. In our experiments, we randomly divide the whole set into two parts, with 316 pairs of individuals forming the training set, and the rest forming the testing set.
2) THE GRID DATASET
The QMUL underGround Re-IDentification (GRID) dataset involves 250 pairs of pedestrian images. All the images are obtained from 8 different surveillance cameras with poor quality, which brings great challenge. In addition to the probe and gallery sets with 250 matched pairs, GRID offers 775 extra individual samples. For the evaluation, the dataset has already provided 10 trial partitions.
B. EXPERIMENTAL SETTINGS
Following the majority of the single-shot experiments, we randomly select the image samples for both training sets and test sets with equal quantity of pedestrians. Therefore, the dimension set for VIPeR is 315, while the dimension for GRID is 125. For the convenience of follow-up processing steps, the given samples are resized to 128×48. In order to obtain a robust performance, we repeat the trials 10 times. The partition is randomly changed with different training and testing components each time.
For evaluation criteria, all the quantitative experimental results use the standard CMC (Cumulated Matching Characteristics) curves, which is defined as the relationship between re-identification correct rate and the rank number.
To explore the local details of the set of images, we adopt a sub sliding window of size 8×8 in the given 128×48 image. The stride of each local patch is set to 4. Different features are extracted for the first two stages, i.e. SRC and CRC, to further improve the results. As the dimensions of the extracted characteristic are often very high, which may influence the final re-identification results to some extent, we also utilize the subspace learning method. The statistical results are shown in the next section.
C. EVALUATION ON VIPeR 1) SUBSPACE EVALUATION
The first experiment is to make a judgement on whether the subspace learning methods help to improve the similarity learning results. The image feature representations with concatenated descriptors are probably of high dimension, resulting in unnecessary costs on computation. The aim is to find a balance between dimension reduction and computation costs, which means reducing the dimensions, and keep the representative information meanwhile. The solution we find is to map the data extracted onto a common feature subspace with lower dimension.
Many subspace learning methods have been proposed in recent years. LFDA(Local Fisher Discriminant Analysis) [38] makes an improvement on the basis of FDA (Fisher Discriminant Analysis) and protects the structure of local information in the process of embedding. XQDA [27] has been proved to be an effective projection learning method with the similar principle to LDA (linear discriminant analysis) [49] . We adopt both LFDA and XQDA algorithms to evaluate the impact of subspace learning on our method. Table 1 illustrates the comparison of experiments based on subspace projection. As can be seen in Table 1 , compared to our original feature space and the projected feature subspace with the LFDA algorithm, the method using XQDA for subspace learning presents a more compelling performance. Considering the advanced result, we employ XQDA in our integration method as a supplementary stage of subspace learning.
2) INTEGRATION EVALUATION
In this section, we conduct an evaluation on our integration strategy. With the assumption that collaborative representation makes a promoting effect instead of negating when combined with sparse representation, we apply the SRC-based method and CRC-based method respectively to better analyze the integration. Fig. 3 shows the CMC curves of the separately conducted experiments on the VIPeR dataset.
As can be observed from Fig. 3 , the Re-ID rank-1 accuracy of the sparse representation method is 40.7%, and the collaborative representation method performs better in the whole task with a rank-1 rate of 45.0%. At the same time, the proposed approach gains 6.4% and 2.1% respectively in rank-1 accuracy. Overall, our weighted integration algorithm benefits from both two conventional methods and achieves satisfying recognition performance. From the statistical data in the performed experiments, we can draw the conclusion that the combination of sparse representation and collaborative representation has a positive effect for the Re-ID domain.
3) FEATURE DESCRIPTOR EVALUATION
To evaluate the performance of our explored feature multi-level fusion strategy, we compare our stripe-level and patch-level extracted features with other proposed feature descriptors. Zhao et al. [26] extract the patch-level LAB color histogram and the SIFT descriptor. For each 10×10 patch, the 32-dim dense color histograms and the 128-dim dense SIFT characteristics are integrated as the discriminative multi-dimensional features denoted as dColorSIFT. The LOMO [27] descriptor and the GoG [29] descriptor are also taken into consideration as they can better tackle the problem of transition in camera viewpoints.
In Table 2 , we can notice that using the same subspace learning method and representation integration strategy, our concatenated stripe-level and patch-level feature descriptor improves the re-identification performance with respect to other state-of-the-art feature descriptors. The adopted multilevel fusion algorithm increases the rank-1 accuracy from 42.3% to 47.1%. The complementation of characteristics in different spatial levels contributes to the improvements of image descriptive ability. Table 3 shows the matching accuracy rate of different Re-ID algorithms reported on the VIPeR dataset. The state-of-the-art approaches consist of both image description improvements and enhanced metric learning methods, including KISSME [31] , SSCDL [14] , LADF [50] , ISR [40] , KCCA [51] , Polymap [35] , kLFDA [39] , LOMO + XQDA [27] , Null space [52] , and ME [53] .
4) STATE-OF-THE-ART COMPARISONS
According to the performed results, the proposed approach receives an excellent results outperforming a majority of the approaches. Among all the compared algorithms, SSCDL [14] , ISR [40] and Kodirov et al. [43] are related [39] , XQDA [27] , Null space [52] and ME [53] . Our proposed method presents the highest matching rate at rank-1 when compared to the state-of-theart approaches on the VIPeR dataset.
D. EVALUATION ON GRID
It remains a challenging work for Re-ID on the GRID dataset since the sample images are captured from a complicated scene in the busy underground station. As shown in Table 4 , we evaluate our integration strategy with stateof-the-art algorithms on GRID. The compared counterparts involve Polymap [35] , LOMO + XQDA [27] and SCSP [54] . In Polymap [35] , Chen et al. utilize the polynomial-kernel feature map to characterize the description of the paired samples images. What's more, a negative semi-definite regularization is introduced to achieve better similarity learning results with the combination of the explicit feature map. SCSP [54] takes the advantage of the spatial constraints with the feature map and proposes a unified framework that explores both local similarities and global similarities. Our method of using the integration of coefficients achieves an accuracy of 24.8% at re-identification rank-1. The multi-level feature extraction approach promotes to describe the given images more properly. In addition to that, the subspace learning method and the integration strategy of sparse representation and collaborative representation both make contribution to obtaining the better distance metric. The favorable results demonstrate the excellence of our overall integration strategy. VOLUME 5, 2017 V. CONCLUSION In this paper, we have presented a robust and effective approach for person Re-ID task. Our method benefits from both the sparse representation and collaborative representation, which have been commonly used in the domain of face recognition. Instead of the Mahalanobis-like distance learning method, we apply the sparse coding based on dictionary learning. Collaborative representation coefficients are also calculated to serve as an improvement to the sparse representation. With the computation of weighted coefficient average, the algorithm obtains an integrated coding vector. The corresponding distance is thus calculated to measure the similarity between probe and gallery. Experiments show that projection to a subspace reduces the dimensions of extracted features and also improves the robustness. The adopted algorithm achieves outperforming results when evaluated on the VIPeR and GRID dataset. Considering the limited number of labelled sample pairs, we would like to extend our supervised learning approach to a semi-supervised one in our future work to make it more adaptable to the person re-identification problem.
JIE GUO received the Ph.D. degree in pattern recognition from Shanghai Jiao Tong University in 1993. She is currently an Associate Professor with the School of Cyber Security, Shanghai Jiao Tong University. Her research interests include multimedia security, big data analysis, and information security.
YUELE ZHANG is currently pursuing the master's degree in computer science with the School of Cyber Security, Shanghai Jiao Tong University. Her current research focuses on computer vision.
ZHENG HUANG received the M.S. degree in civil engineering from Tongji University, China, and the PhD. degree in computer science and technology from Shanghai Jiaotong University, China. He is currently an Associated Professor with Shanghai Jiaotong University. His recent research directions are machine learning and information security.
WEIDONG QIU was born in 1973. He received the M.S. degree in cryptography from Xidian University, Xi'an, China, in 1998, and the Ph.D. degree in computer software theory from Shanghai Jiao Tong University, Shanghai, China, in 2001. He is currently a Professor with the School of Cyber Security, Shanghai Jiao Tong University. He has authored or co-authored over 60 academic papers on cryptology. His main research areas include cryptography and computer forensics. VOLUME 5, 2017 
