Generalized polynomial chaos (gPC) expansions allow us to represent the solution of a stochastic system using a series of polynomial chaos basis functions. The number of gPC terms increases dramatically as the dimension of the random input variables increases. When the number of the gPC terms is larger than that of the available samples, a scenario that often occurs when the corresponding deterministic solver is computationally expensive, evaluation of the gPC expansion can be inaccurate due to over-fitting. We propose a fully Bayesian approach that allows for global recovery of the stochastic solutions, in both spatial and random domains, by coupling Bayesian model uncertainty and regularization regression methods. It allows the evaluation of the PC coefficients on a grid of spatial points, via (1) the Bayesian model average (BMA) or (2) the median probability model, and their construction as spatial functions on the spatial domain via spline interpolation. The former accounts for the model uncertainty and provides Bayesoptimal predictions; while the latter provides a sparse representation of the stochastic solutions by evaluating the expansion on a subset of dominating gPC bases. Moreover, the proposed methods quantify the importance of the gPC bases in the probabilistic sense through inclusion probabilities. We design a Markov chain Monte Carlo (MCMC) sampler that evaluates all the unknown quantities without the need of ad-hoc techniques. The proposed methods are suitable for, but not restricted to, problems whose stochastic solutions are sparse in the stochastic space with respect to the gPC bases while the deterministic solver involved is expensive. We demonstrate the accuracy and performance of the proposed methods and make comparisons with other approaches on solving elliptic SPDEs with 1-, 14-and 40-random dimensions.
Introduction
Uncertainty Quantification (UQ) aims at a meaningful characterization of uncertainties in stochastic systems and efficient propagation of these uncertainties for quantitative validation of model predictions from available measurements. The mathematical models of a physical system may be stochastic functions or governed by stochastic partial differential equations (SPDEs) that include a set of random and spatial input variables. In many cases, this mapping does not have an explicit analytical form due to the complexity of the underlying phenomena. A common practice for the evaluation of the stochastic solution is the construction of a numerical model that approximates the solutions of the stochastic system and incorporates a probabilistic description of the random output variables using the random input variables.
Monte Carlo (MC) methods [1] and their extensions have been extensively used for uncertainty propagation over the past years. However, it has been shown that these methods are generally inefficient for large scale stochastic systems because of their low convergence rate and thus alternative methods have been developed. Among these methods, this paper focuses on the generalized polynomial chaos (gPC).
The gPC methods [2] [3] [4] , and its extensions to multi-element gPC (ME-gPC) [5, 6] , have been successively applied to a variety of UQ problems. In the gPC context, the stochastic solution u(x; ξ), where ξ ∈ Γ and x ∈ D, is modeled as a convergent series of polynomial bases {ψ α (·)} α∈Λ , orthogonal to each other with respect to a distribution f ξ (d·) of random input variables ξ , and the associated PC coefficients {c α (·)} α∈Λ as u(x; ξ) ≈ α∈Λ c α (x)ψ α (ξ ) where Λ is a set of indexes denoting the gPC bases. Stochastic Galerkin projection based polynomial chaos methods [4, 7, 8] are intrusive methods which requires the modification of deterministic solvers. Popular non-intrusive alternatives are the stochastic collocation methods [9, 10, 3, 11] which are based on sparse grid integration/interpolation in the stochastic space. Nonetheless, these numerical approaches suffer from the 'curse of dimensionality' issue. The number of the gPC bases increases with the gPC degree and the dimension of the random input variables; this issue is known as the 'curse of dimensionality'. In theory, a large gPC degree is preferable because the accuracy of the gPC approximation improves as the gPC degree increases [2] , however it is shown in [12, 13] that a gPC approximation of degree 2 or 3 may be satisfactory in certain cases. When the dimensions of the input random variables increase, the number of PC coefficients to be evaluated increases dramatically due to the tensor product involved in the design of the multivariate gPC bases. Therefore, more samples are usually needed for the evaluation of all the required PC coefficients. Evaluations of the system can be quite costly or limited. Hence, often only a small number of samples can be available, perhaps even smaller than the number of the PC coefficients to be estimated. This can cause unstable and inaccurate estimates due to over-fitting when traditional evaluation methods are applied. To address the 'curse of dimensionality' issue, a careful model reduction can be performed through the evaluation of a gPC expansion that contains a smaller subset of significant (or important or dominant) gPC bases. By significant gPC bases, we mean those that capture different characteristics of the stochastic solutions and explain an acceptable fraction of its variation without increasing the bias in the gPC expansion significantly. Numerical methods that use similar ideas are: l 1 -minimization [14] , reweighted l 1 -minimization [15] and Bayesian compressive sensing [16, 17] .
In the present study, we suggest a fully Bayesian non-intrusive, non-adaptive, stochastic method for the evaluation of the gPC expansion as a function of the spatial and random inputs. The method treats the problem in the statistical variable selection framework as established by [18] [19] [20] [21] . The proposed method considers a collection of models equipped with LASSO shrinkage priors such that each model corresponds to a gPC expansion with different set of gPC bases. Given a discretization of the spatial domain as a grid of spatial points, the likelihood is defined upon a truncated gPC expansion with an unknown combination of gPC bases, while the truncation error is treated as a Gaussian variable with unknown variance. Each gPC basis is associated with an unknown inclusion variable that indicates whether the gPC basis is significant to be included in the gPC expansion. A priori information about the number of significant gPC bases can be taken into account before the evaluation of the gPC expansion through the assignment of prior distributions on the inclusion variables. The importance of each gPC basis is quantified through the associated marginal inclusion posterior probability. Shrinkage of the PC coefficients is achieved by assigning independent double exponential prior distributions on the discretized PC coefficients. Because of the shrinkage property, smaller coefficients shrink faster towards zero while less shrinkage is applied to larger coefficients. This may further encourage the recovery of any sparse gPC representation. The method allows the global recovery of the stochastic solution through the evaluation of a sparse gPC expansion by using spline interpolation. Thus, unlike other approaches [14] [15] [16] [17] that focus only at one single point of spatial domain, predictions at arbitrary new spatial points can be made by using the same gPC expansion. Therefore, predictions of the solution at arbitrary new spatial points can be computed directly from the gPC expansion without the need to sample measurements from the stochastic system at the new spatial points and re-evaluate the gPC expansion at these new spatial points.
The present method allows the evaluation of the gPC expansion either by Bayesian model average (BMA) or model selection. BMA [22] , a gold standard for inference or predictions, can be implemented for the evaluation of the gPC expansion. BMA takes into account model uncertainty by combining individual model-dependent inferences and weighting them according to the associated marginal model posterior probabilities. Consequently, the BMA based gPC expansion can be considered as a combination of single gPC expansions defined on different sets of bases. While it provides better predictive ability than any single model (according to [23, 22] ), it lacks sparsity since all the gPC bases are included in the expansion. On the other hand, when a sparse representation of the solution is needed, the gPC expansion may be evaluated based only on a single subset of gPC bases through model selection. Here, the selection of a single subset of significant gPC bases is performed by examining the marginal inclusion posterior probabilities. [24] discuss conditions under which the median probability model -here, the gPC expansion that consists of gPC bases with marginal inclusion posterior probability greater than or equal to 1/2 -provides Bayes optimal predictions, namely better than any other single gPC expansion based on different set of bases and close to that of BMA based gPC expansion. They also support that their result holds even when those conditions are violated. It is worth mentioning that compared to standard compressive sensing methods [14] [15] [16] [17] , the proposed method provides a probabilistic mechanism that trades off between the bias caused by the omission of gPC bases and the over-fitting.
For the computations required, we design a suitable Markov chain Monte Carlo (MCMC) sampler that does not require pilot runs or add-hoc techniques to be tuned. In the present framework, due to the large number (e.g. m) of gPC bases, the number of possible subsets of gPC bases is huge (e.g. 2 m ). Therefore, exhaustive computation over all possible gPC expansions is practically infeasible. MCMC based stochastic search samplers can be successfully implemented in the gPC framework to select significant bases and make inference about the unknown quantities of the gPC expansion. The proposed method is suitable for, but not restricted to, gPC applications where the random input is high-dimensional, the number of available measurements is limited and the solution is sparse with respect to the gPC bases. Here, the solution is defined as sparse if only a very small fraction of gPC bases is dominant and able to recover the stochastic solution. Then, reduction of the number of gPC bases could possibly allow the evaluation of gPC expansion without sacrificing the accuracy of the approximation significantly, as discussed in [14] . Elliptic SPDE with high-dimensional random coefficients [14, 15] provides a suitable scenario of a stochastic system where the computational cost of running the required deterministic solver to collect MC samples is high and thus the number of MC samples is small while the stochastic solution is sparse under weak conditions [25, 26, 14] . This paper is organized as follows. In Section 2, we review the basic concepts of the gPC expansion, with a particular focus on the Legendre polynomial bases. In Section 3, we briefly describe the setup of the elliptic SPDEs on which our numerical examples are based. In Section 4, we describe the proposed method for the evaluation of a sparse gPC representation. In Section, 5, we demonstrate the performance of the proposed method on linear elliptic SPDEs with 1-, 14-and 40-random dimensions.
Generalized polynomial chaos (gPC)
We consider a stochastic system with solution u(x; ξ) that depends on a vector of spatial input variables x ∈ D and a d-dimensional vector of random input variables ξ ∈ Γ that admits distribution f ξ (d·).
The solution u(x; ξ) of the above stochastic system can be represented by an infinite series of polynomial bases ψ α (·) and coefficients c α (·) in the tensor form (1) for ξ ∼ f ξ (d·) and x ∈ D [2] . We denote multi-indices α := α 1:d of size d defined on a set of non-negative integers N 
and
. It is common practice that the family of gPC bases ψ α (·) is pre-defined with respect to the distribution f ξ (d·) that the random input variable ξ admits. Most common distributions can be associated with a specific family of polynomials, e.g. the Askey family [3] , otherwise one can possibly generate suitable polynomial bases numerically according to [6] . The PC coefficients {c α (x)} α∈N d 0 may be computed as a Galerkin projection of the solution u(x; ξ) onto the space spanned by the polynomial bases {ψ α (ξ )} α∈N [2] , however, in practice the integral is intractable and numerical methods are required.
For computational purposes, a truncated version of (1) is used by considering a finite set of polynomials. Traditionally, it is used as (4) which takes into account only a finite set of multi-indices
is the systematic error (bias) caused by the truncation.
Other forms of truncation can be adopted, see [27] .
Theoretical results suggest that for a large enough degree p the truncated u p (x; ξ) converges to u(x; ξ) in the meansquare sense under mild conditions [2, 8] . Following standard approximation theory and provided that u(x; ξ) is square integrable with respect to f ξ (d·), the gPC expansion (4) converges to u(x; ξ) as
The rate of the convergence depends on the regularity of u(x, ξ) and the family of bases considered. For example, in the Legendre case with d = 1, for fixed order p, the smoother u(x, ξ) is, the faster the convergence is [2] . Here, smoothness is measured by the differentiability of u.
Given that the gPC expansion u p (x; ξ) is accurately evaluated, it is possible to describe the uncertainty of u(x; ξ) with respect to ξ by computing the statistics of the expansion. For example, the expectation of the solution
The evaluation of the gPC expansion (4) can be quite a challenge in high-dimensional scenarios where the dimension of the random input variable is large and a high degree of accuracy is required. The number of the PC coefficients to be evaluated, which is equal to the cardinality of
, increases dramatically with the dimension d and degree p.
As a result, a larger number of measurements (system evaluations) is required for the evaluation of the PC coefficients c α (·).
Then, the evaluation of the gPC expansion becomes prohibitively demanding when the computational cost for evaluations of the system is high. In many cases, the number of available measurements can be smaller than the number of the PC coefficients to be estimated. In such scenarios, traditional estimation methods may give inaccurate or unstable estimates due to over-fitting. Reduction of the gPC degree or careless omission of gPC bases in order to reduce the dimension of the unknown PC coefficients might lead to a significant increase of the bias and therefore a poor approximation of the stochastic solution u(x; ξ). Therefore, advanced methods are required for the selection of a subset of significant gPC bases that are able to trade off efficiently between the bias caused by omission of gPC bases and over-fitting.
Elliptic SPDEs involving sparse solutions
Elliptic SPDE as described in [14, 15] provides a suitable scenario of a stochastic system whose stochastic solution is sparse while the computational cost of running the corresponding deterministic solver required to collect samples is high.
We define a complete probability space (Ω, F , P) where P is a probability measure on the σ -field F . We consider the
The diffusion coefficient a(x; ω) is an unknown stochastic function defined on (Ω, F , P) and therefore it is the source of uncertainty. We allow a(x; ω) to be modeled as a truncated Karhunen-Loéve (K-L) expansion such as (6) where ξ :
are pairs of eigenvalues and eigenfunctions of the covariance function
is the mean of a(x; ω) and σ a is the standard deviation that controls the variability of a(x; ω).
Along the same lines as in [14, 15] , we assume that a(x; ξ) satisfies the following conditions (C-1, C-2): C-1: For all x ∈ D, there exist constants a min and a max such that 0 < a min a(x; ω) a max < ∞, P-a.s. ω ∈ Ω. [26, 28] , implying that there exist constants c 1 ,
Similar to [14] , we consider that {ξ j } d j=1
are independently and identically distributed with respect to U(−1, 1) and therefore
d . However, other joint distributions can be considered such as those in [15] .
Considering that the diffusion coefficient is modeled as in (6) representation for the SPDE (5) as discussed in [26] .
The solution u(x; ξ) of the SPDE (5) can be represented as a gPC expansion of Legendre polynomials. Given conditions C-1 and C-2, the solution is analytic with respect to ξ and the gPC approximation converges exponentially fast in the meansquare sense as the gPC degree increases [2, 8] . In cases where the deterministic solver of the SPDE (5) is computationally expensive, only a small number n of evaluations is available. Also, when the K-L truncation degree d is high the number m p,d of the terms of a gPC expansion can be prohibitively large so that n m p,d . Because the stochastic solution u(x; ξ) is nearly sparse, it can be accurately represented by a gPC expansion that includes a smaller subset of significant gPC bases than Λ p,d .
Evaluation of a sparse gPC expansion
We consider a stochastic solution u(x; ξ) with d-dimensional random input variables ξ := ξ 1:d , ξ ∈ Γ and spatial input variable x ∈ D of a system such as the elliptic SPDE described in (5) . We assume that the spatial input variable x is discretized on a grid of q spatial points {x k } q k=1
. We consider that a sample {u i, 1:q 
of n evaluations of the stochastic system is available where i is the sample index and u i,1:q := u(x 1:q ; ξ i,1:d ) is the discretized solution evaluated by a deterministic solver for i = 1, . . . ,n.
The gPC expansion (4) can be re-written in a vectorized form as The proposed strategy can proceed in three steps: (1) define the Bayesian model, (2) perform a MCMC stochastic search and (3) evaluate the gPC expansion either by BMA or based on a single subset of gPC bases using the median probability model. These steps are explained in detail in the following sections.
The Bayesian statistical model in the augmented space
We define a Bayesian hierarchical model on the augmented model space with constant dimension similarly to [18] [19] [20] .
We consider a collection of statistical models C : Given γ , we assign individual Double Exponential prior distributions on the discretized significant PC coefficients c γ ,
The use of Double Exponential priors encourages shrinkage of the discretized PC coefficients towards zero, similar to standard LASSO, within each statistical model [29, 30, 20] . This may facilitate the recovery of sparse representations.
The maximum a posteriori estimate (MAP), which is equal to the mode of π(c γ ,1:q |u, Ψ, γ , ρ, h, λ), coincides with the ordinary frequentist LASSO estimate suggested by [31] . Given the inclusion variable γ , the full conditional posterior distribution density of the discretized gPC coefficients π(c γ ,1:q |u, Ψ, γ , ρ, h, λ), in log scale and up to a normalizing constant,
Here, the shrinkage parameter is equal to 2λh.
We supplement the hierarchical Bayesian model with artificial pseudo-priors Q (c −γ |γ ) on c −γ ,1:q where c −γ ,1:q denotes the discretized PC coefficients associated to the non-significant gPC bases. We consider that the unused parameters c −γ ,1:q are a priori independent of each other and also of c γ ,1:q , given γ , namely,
Q (c j,k ). Any proper distribution can be considered as pseudo-prior, without affecting the marginal distributions of the rest of the parameters.
Here, we consider Q (·) = Dirac(·|0), as a Dirac distribution on point zero.
On the residual standard deviation h, we assign half normal prior distributions, such that π(h|a h ,
The limiting case that a h = 0 and b h → ∞ leads to non-informative but improper priors, π(h|a h , b h ) ∝ 1, that can be applied when no prior information about h is available. We assigned a half normal prior on h, mainly for practical reasons and due to the lack of obvious conjugate prior, because we believe that it is easy to include information or ignorance by adjusting suitably the location a h and scale b h parameters. Considering the residual variance as fixed might give misleading results because inference can be sensitive to this parameter.
To account for uncertainty about the shrinkage parameter λ, we assign a Gamma hyper-prior distribution with parame-
. Non-informative priors may be considered by choosing small values for a λ and b λ or by following [32] . However, prior information can be incorporated, if available, by matching the moments of the priors. By assigning a prior on λ, we let the data determine which value is suitable without the need of ad-hoc methods such as cross-validation type algorithms that some other methods require.
Finally, we extend the hierarchical model by assigning a beta hyper-prior on the sparsity hyper-parameter ρ with density π(ρ) = Be(ρ|a ρ , b ρ ). When there is no prior information about ρ, one can consider a uniform distribution by setting a ρ = b ρ = 1. By assigning a prior on ρ, we let the data determine which value is appropriate, as the careless choice of a fixed ρ might give misleading results.
The
with pseudo-prior
According to the Bayes theorem, the full posterior of the augmented model space can be expressed as
where
, and has density proportional tõ
The posterior distribution density (8) and its marginals are not available in explicit form and therefore the evaluation of the associated expectations cannot be performed analytically. Therefore algorithms for the numerical evaluation of the posterior expectations are required.
MCMC stochastic search
Exhausting enumeration of all the 2 m possible statistical models (gPC expansions) for the estimation of posterior quantities of interest, and therefore the gPC expansion, is practically impossible when m is large. We design a suitable MCMC stochastic search sampler that targets (7) and visits each model proportionally to the marginal posterior probability.
We design a blockwise MCMC algorithm that targets distribution π(γ , c, h, ρ, λ|u, Ψ ) in (8) (10) for j = 1, . . . ,m. The conditional probability of γ j on the right hand side of (10) can be computed by integrating out c j,1:q from (9) and computing
for j = 1, . . . ,m and k = 1, . . . , q. The full conditional posterior distribution of c j,1:q is decomposed into
and therefore c j,k is a posteriori independent with respect to k given γ . The distribution π(c j,
for j = 1, . . . ,m and k = 1, . . . , q. After separating the term in (15) corresponding to the Double Exponential prior into positive and negative, we compute
is the weight in favor of the negative part, for j = 1, . . . ,m and k = 1, . . . , q. Here, φ(·) denotes the cumulative density function of the standard normal distribution. Sampling from (11) is straightforward, see [1] . Direct sampling from (16) is possible through composition sampling [1] .
When γ j = 1, the full conditional distribution of c j,k (16) can be considered as a mixture of two components, the truncated normal distributions N + (·, ·) and N − (·, ·), with weights 1 − w j,k and w j,k respectively. Then, samples can be obtained by sampling a component with probability w j,1 or 1 − w j,1 and then sampling from the corresponding distribution. Sampling from truncated normal distributions is performed by rejection sampling [33] . Alternatively, an inverse sampling method is proposed by [34] , however, it requires evaluations of inverse error functions.
The full conditional posterior distribution of h is π(h|u, Ψ, γ , c γ ,k , ρ, λ) with density such that
This is not a standard distribution that can be sampled directly. Nevertheless, density (18) is available up to an unknown normalizing constant and parameter h can be updated by a random walk Metropolis (RWM) step in log scale [35] . RWM is calibrated to achieve optimal performance by allowing the expected acceptance probability of the update to be around 0.5 as suggested by [36] . The calibration of the RWM proposals is performed by using a stochastic adaptation scheme [37] , preferably during the burn-in -the first few T 0 ∈ N iterations that discard from the sample at the end. More precisely, for
given initial values 
whereā = 0.5 and θ t = (t + 1) −a with a ∈ (0.5, 1). The pseudo-code of the adaptive RWM update is summarized in Algorithm 1.
Algorithm 1
Adaptive RWM update for h, at iteration t.
RWM update
2,(t+1) according to (19) , (20), (21) , according to (12) , (13) and (14) 
Evaluation
According to the standard MCMC theory, Algorithm 2 generates a reversible, irreducible and aperiodic Markov chain
of length T that is distributed according to the posterior distribution π(γ , c γ , h, ρ, λ|u, Ψ ) in the limit. The generated sample can be used to evaluate the gPC expansion, compute point estimates, and make inference for the unknown coefficients of the expansion. Below, we describe two approaches for the evaluation of the gPC expansion: the BMA based gPC and median probability model based gPC. The former is preferable because it has optimal predictive ability while the latter is appropriate when a sparse gPC expansion is needed because it evaluates the gPC expansion on a subset of bases.
Median probability model based evaluation
If a sparse representation of the stochastic solution is the main interest, then we need to evaluate the gPC expansion based on only a small-size subset of significant gPC bases without lose in precision. [24] suggest that under certain conditions the median probability model -here it corresponds to gPC expansion on the subset of gPC bases associated with inclusion probabilities greater than 0.5 -presents optimal predictive ability. Moreover, they discuss that their results hold even when these conditions are violated.
According to the median probability model, the subset of significant gPC basesΛ p,d (γ ) , that correspond toγ , is such that
are estimated as the relative number of times that each gPC basis occurs in the sample, (t) ). Otherwise, Rao-Blackwellized estimates that have smaller relative error [38] , can also be obtained asPr
, for j = 1, . . . ,m. In our numerical examples (Section 5), we report the former estimator, as we did not notice any significant difference between them in the results. Therefore, the subset of significant gPC bases that can be included in the gPC expansion is estimated as: 
, for j: γ j = 1. We denote this interpolation function [39, 40] 
), for j:γ j = 1. The interpolation scheme can be for example splines, polynomials, or kernels. In our examples we use quadratic splines although one can use other options. Note that interpolation betweenĉγ ,k andĉγ ,k is feasible here because the selected set of significant gPC bases is common throughout the grid of spatial points. The z-quartiles ofĉγ (x), here denoted asĉ (z) γ (x), which are required for the evaluation of the confidence intervals, can be estimated likewise, asĉ
), whereĉ (z) γ ,k is the z-th quartile of the empirical distribution from the MCMC sample, at x k .
The stochastic solution can be evaluated asû (median) (x ( * ) ; ξ ( * ) ) = j:γ j =1ĉ j (x ( * ) )Ψ j (ξ ( * ) ). We will refer to it as the 'median probability model based gPC expansion'. Estimates and inference about λ, ρ, and σ 2 can be drawn likewise.
Bayesian model averaging based evaluation
If the predictive ability of the gPC expansion is of main interest and we are not concerned with sparsity, the evaluation of the expansion can be made by Bayesian Model Averaging (BMA) [22] . Bayesian Model Average takes into account model uncertainty by combining individual model-dependent inferences and weighting them according to the associated marginal model posterior probabilities. BMA presents optimal predictive performance compared to any other method that considers a single statistical model, (e.g. here, a single gPC expansion based on a single subset of significant gPC bases), as discussed in [22] . Here, BMA can be used for the evaluation of the PC coefficients and therefore the gPC expansion.
The BMA estimate of the j-th PC coefficient is approximated byĉ j
), whereĉ
is the BMA point estimate of the discretized PC coefficient c j (x k ) at x k spatial points, for j = 1, . . . ,m and S(·|·) is the spline interpolation function. Then, the stochastic solution u(ξ ( * ) ; x ( * ) ) at (ξ ( * ) , x ( * ) ), can be estimated bŷ ( * ) ). We will refer to it as the 'Bayesian model averaging based gPC expansion'.
Numerical examples
To illustrate the proposed methods, we employ them on the representation of the solution u(x; ξ) of the 1D elliptic SPDE
, as a function of the input random variables and spatial variables. In particular, the solution u(x; ξ) is represented as a finite, and possibly sparse, gPC expansion with Legendre polynomial bases. We demonstrate the main idea of the proposed method on a tractable 1D scenario in which the stochastic solution and the associated PC coefficients are available in closed form. We illustrate the performance of the proposed method with two intractable high-dimensional scenarios where the numbers of random variables are 14 and 40, respectively. We provide comparisons with other approaches such as the Bayesian compressive sensing with fixed error variance (BCS) and with random error variance (mtCS) and the l 1 -minimization using the L1-MAGIC collection of MATLAB routines. We also show empirically that the median probability model based gPC expansion presents similar predictive performance to that of BMA. The results reported here are encouraging and suggest that the proposed method outperforms other methods used in the gPC context, in terms of sparsity and accuracy, at a small additional computational cost.
We measure the performance of the methods with respect to the relative error of the expectation (μ(u; x)) = |μ 
, N * = 101, at x ∈ (0, 1).
We examine the performance of the proposed approach against the resolution of the spatial grid, when multiple spatial points are considered, with respect to the total relative errors (μ) =
, where q * = 101.
One-dimensional example: scenario [1D]
The diffusion coefficient in SPDE (22) 
and standard deviation σ (u;
We assume that a gPC expansion of degree at most p = 80, and with m = 81 terms, can represent the solution adequately. A sample of n = 20 evaluations of the system is available, namely {(u(x 1:q ; ξ (i) 
, where q 1. Given that n m, we wish to identify a subset of significant gPC bases that dominate the rest and adequately approximate the stochastic solution u(x; ξ) of (22) The BCS and mtCS, using the default algorithmic parameters and priors, indicate the first 8 and 7 gPC bases as significant, respectively. The l 1 -minimization approach, using L1-MAGIC routines and the default algorithmic parameters, detects 14 gPC bases with non-zero PC coefficients. The bases selected by BCS and mtCS are also selected by the median probability model and therefore the proposed method is consistent with other methods.
In Table 1 (1st row) we report the relative errors for the methods considered. We observe that BMA and median probability model based gPC expansions give similarly accurate results because their relative errors are close in value. The posterior distribution densities of μ(u; 0.5) and σ (u; 0.5) are estimated from the MCMC sample and represented by the associated histograms (Figs. 2(b), 2(c) ). The proposed method provides posterior distributions for the unknown quantities of interest rather than just point estimates which is a main advantage of the proposed method compared to l 1 -minimization approach. We observe that the sampler mixes well and the associated ergodic averages which correspond to the point estimates converge quickly (Figs. 2(b), 2(c) ). Therefore, fewer iterations could have been considered in this case. Fig. 2(d) presents the point estimates of the PC coefficients at x * = 0.5. It is worth noticing that the largest differences between the estimates of the PC coefficients computed by the median probability model approach, BCS, mtCS and l 1 -minimization are observed in higher order rather than in lower orders, e.g. 7, 8.
The estimated relative errors for the expectation of the solution (μ(u; 0.5)), the standard deviation of the solution (σ (u; 0.5)) and the prediction (u; 0.5) are reported in Table 1 (1st row). We observe that the values of the relative errors that correspond to BMA and median probability model based gPC expansions are quite close in value. Therefore, the median probability model based gPC expansion presents similar performance to that of BMA while providing a sparse representation of the solution that considers only a single subset of gPC bases. We observe that the BMA and median probability model based gPC expansions present significantly better predictive ability than those evaluated by BCS, mtCS and l 1 -minimization methods with respect to the relative prediction error. The relative errors (μ; 0.5) are significantly smaller in the BMA and median probability model based gPC expansions than in BCS and mtCS while the relative errors of the standard deviation (σ ; 0.5) appear to be close in value.
Multiple spatial points
We are interested in a sparse gPC expansion of the solution of SPDE in (22) The algorithm selects only m γ = 14 gPC bases as significant according to the median probability model. The estimated marginal inclusion probabilities are presented in Fig. 3(a) . We observe that the number of the significant gPC bases is larger when multiple spatial points are considered than when only one spatial point is considered. This is reasonable because more bases are required by the gPC expansion to approximate the solution at arbitrary spatial points than at a single spatial point. Thus, gPC expansion is able to capture more features of the solution at different spatial points.
In Fig. 4 , we plot the point estimates and the 95%-confidence intervals of significant PC coefficients as functions of the spatial input variable x. The significant PC coefficients {c j (x)} j: γ j =1 were estimated by the ergodic average of the MCMC sample at the spatial points x ∈ {x k } q k=1
of the grid and then interpolated by quadratic splines for x / ∈ {x k } q k=1
. In Table 2 Table 1 [1D, 14D, 40D; row-wise] Comparative results about the number of significant gPC bases, relative error of the mean, standard deviation and prediction for the BMA, median rule, BCS, mtCS and l 1 -minimization approaches, using the default parameters. The threshold for the selection of significant bases in l 1 -minimization approach was 10 −5 , however for the evaluation of the relative errors all the coefficients were used. , multiple spatial point case. (1st row) we report the total relative errors (μ), (σ ) and (u), which correspond to the BMA and the median probability model based gPC expansions. We observe that BMA outperforms the median probability model based gPC expansion with respect to the relative errors reported, however the relative errors are very close in value. Because we observed that the median probability model based gPC expansion presents similar predictive performance to that of BMA and it is able to recover a sparse representation of the solution, we believe that it is a preferable choice if the SPDEs have sparse stochastic solutions and the researcher prefers a sparse representation of the solution.
BMA
The accuracy of the median probability model based gPC expansion improves with the resolution of the spatial grid considered, however for high enough resolution the improvement in the accuracy is not significant when finer grids are considered. In Figs. 5(a), 5(d) and 5(g) we plot the total relative errors of the mean, standard deviation and prediction of the solution as functions of the size of the grid of spatial points q. In order to deal with the variance of the sample of measurements, for each of the grid of spatial points under comparison, we run the experiment 5 times by collecting equal in size sets of measurements from the SPDE and running the stochastic MCMC sampler to evaluate the gPC expansion. The resulting estimated relative errors were averaged and reported in Fig. 5 . We observe that the relative errors decrease as the number of the spatial points increases, however, they stop evolving after a certain number of spatial points is reached, e.g. q * 6. This indicates that the accuracy of the gPC expansion does not improve significantly when the spatial grid becomes finer after a number of spatial points e.g. q * 6 for this particular example. 
High-dimensional example: scenarios [14D] & [40D]
We consider that the diffusion coefficient a(x; ξ) is not given in closed form but approximated by a KarhunenLoéve expansion that uses the d largest eigenvalues and corresponding eigenfunctions of covariance kernel
), where l c ∈ R + is the correlation length of a(x; ξ) that dictates the decay of the spectrum of a(x; ξ).
We collect a sample of measurements {u(x; ξ (i) 
, by evaluating the SPDE n times. For the evaluation of the SPDE we use a deterministic solver similar to that in [15] . Briefly, for each ξ i,1:d by integrating (22) we obtain
Again integrating (23) we obtain are selected as significant by the proposed algorithm according to the median probability model. Therefore the median probability model based gPC expansion is able to recover a sparse representation of the solution. We observe that the marginal inclusion probabilities of the gPC bases that are not included in the median probability model based gPC expansion have very small values. Therefore, these bases are expected to have only a small contribution to the BMA gPC expansion. Thus, we expect the median probability model based gPC expansion to have similar predictive performance to that of BMA expansion. The BCS and mtCS based gPC expansions, using the default algorithmic parameters and priors, indicate 27 and 19 gPC bases, respectively, as significant. The l 1 -minimization algorithm detects 156 and 230 gPC bases with non-zero PC coefficients in [14D] and [40D] scenarios respectively, and thus we observe that the proposed method finds a more sparse gPC representation of the solution.
Figs. 6(b), 6(c), 7(b) and 7(c) show histograms that represent the estimated posterior distribution of the expectation and standard deviation of the solution at x * = 0.5 given the median probability model. In the same figures, the trace plots of the expectation and standard deviation of the solution at x * = 0.5 show that the sampler mixes well and the ergodic averages (the red lines) converge quickly. Similarly to the [1D] scenario, the samplers mix well and the associated ergodic averages converge fast. In Figs. 6(d) and 7(d), we plot the absolute values of the PC coefficients in log scale for the l 1 -minimization, BCS, mtCS, median probability model based gPC. We observe that for low-order PC coefficients, the three methods give similar estimates, but for the high-order ones they give slightly different estimates. This occurs because, as we see in Figs. 6(d) and 7(d), the three approaches have selected different significant bases in high dimensions and therefore the common high order PC coefficients, that usually capture interactions among input variables, may differ in value. However, the observed differences do not seem to be quite large. The BMA and the median probability model based gPC expansions present better predictive ability than that of the BCS, mtCS and l 1 -minimization based gPC expansions in terms of the relative predictive error as shown in Table 1 (2nd & 3rd  rows) . Although the median probability model based gPC expansions present sparse forms in [14D] and [40D], they present similar predictive performance to that of BMA according to the relative errors in Table 1 (2nd & 3rd rows). Moreover, both the BMA and median probability model based gPC expansions perform better than those evaluated by BCS, mtCS and l 1 -minimization in terms of μ(u; 0.5). On the other hand, we observe that the relative errors of σ (u; 0.5) that correspond to BCS based gPC and mtCS based gPC are smaller than those of the proposed methods using BMA or median probability model based gPC in [40D]; however we argue that the proposed approaches are preferable to BCS, mtCS and l 1 -minimization because they present better predictive performance according to the relative predictive errors.
Figs. 8(a), 8(b) and 8(c) show how the performance measures evolve with the number of MC samples for the computational approaches considered. We observe that the relative errors reduce in value with the number of MC samples. This decay in the relative errors appears to be faster for small MC samples. The proposed approaches, based on BMA and median probability model, seem to perform better with respect to the relative errors for different MC samples. In fact, the proposed approaches perform significantly better than the others under comparison especially for small MC sample sizes however this difference in performance seems to decay for large MC sample sizes. This suggests that among the evaluation approaches under comparison, the proposed ones, based on BMA and median probability model, are preferable especially in cases that the MC sample size is small.
Multiple spatial points
We compute a sparse gPC representation of the stochastic solution of SPDE in (22) scenario, here we observe that the number of the significant gPC bases has increased when compared to the single spatial point case, after we considered multiple spatial points. This is reasonable because when multiple spatial points are considered, the gPC expansion has to approximate the stochastic solution at different spatial points which can be associated with a different set of significant gPC bases. 
scenario. We observe that although the PC coefficient c 19 (x) is very small in magnitude compared to c 1 (x) and c 3 (x), the gPC basis ψ 19 
is selected by the algorithm as significant. This is evidence that ξ 1 and ξ 3 interact in the sense that the dependence of the stochastic solution u(x; ξ) on the one input variable, e.g. ξ 1 , is affected by the values of the other, e.g. ξ 3 . In the [40D] scenario, we observe similar phenomena, see Figs. 9(i), 9(j), 9(h) and 9(k).
The total relative errors (μ), (σ ), and (u) of the BMA and the median probability model based gPC expansions are reported in Table 2 . We observe that the total relative errors (μ) and (σ ) for BMA and the median probability model based gPC expansions are close in value and therefore the two approaches provide estimates for μ(u; x) and σ (u; x) with similar accuracy. Moreover the predictive ability of the median probability model based gPC expansion is close to that of the BMA expansion with respect to the total relative error of the prediction (u) as shown in Table 2 . Thus the median probability model based gPC expansion presents similar predictive performance to that of BMA which is considered as optimal. This supports that the median probability model based gPC expansion may be preferable to the BMA one if the SPDEs have sparse stochastic solutions or the researcher prefers a sparse representation of the solution.
The total relative errors (μ), (σ ), and (u) of the median probability model based gPC expansion are presented in 
in each case was 10% of the total number of the PC coefficients, {c j,k ; j = 1 : d, k = 1 : q}. We observe that when the grid of spatial points becomes finer, the total relative errors (μ), (σ ), and (u) decrease until the number of the spatial points considered reaches q * = 6. For q 6, we observe that the relative errors do not evolve and therefore there is no need to consider a finer spatial grid in order to increase the accuracy of the expansion. We believe that this is observed because the stochastic solution u(x; ξ) is smooth with respect to x and can be satisfactorily approximated by the quadratic spline.
Figs. 10(a), 10(b) and 10(c) present the total relative errors (μ), (σ ), and (u) for the BMA and median probability model based gPC expansions as functions of the number of MC samples and for fixed number of spatial points q = 7.
For both cases, we observe that the relative errors reduce as the number of MC samples increases. The steepest decay is observed in the range of small MC sample sizes, n < 200. However, for moderate or large MC sample sizes, here n > 200, we observe that the total relative errors do not evolve significantly. This behavior is reasonable if we consider that, in the multiple spatial point case, the error associated to the spatial interpolation contributes to the total relative errors as well. Here, it seems that, for MC samples larger than 200, the interpolation error in the spatial domain governs the measures of performance and therefore increasing the MC sample size further improves the performance of the proposed methods with a smaller rate for fixed number of spatial points, q = 7. Thus, to achieve further improvement in terms of total relative errors, one possibly needs to refine the spatial grid as well.
Summary and conclusions
The present paper addresses the challenging problem of approximating the stochastic solutions of SPDEs using a gPC expansion in high-dimensional scenarios where the number of the gPC bases may be larger than the size of the sample of measurements. To address this problem, we proposed a fully Bayesian non-intrusive, non-adaptive, stochastic method based on the ideas of Bayesian model selection, Bayesian model averaging and MCMC. In fact, the proposed methodology is suitable for SPDEs whose stochastic solutions are sparse in the stochastic space with respect to the gPC bases while the deterministic solver involved is computationally expensive. The proposed method proceeds in three main steps: (1) define the Bayesian model; (2) run the MCMC sampler; (3) evaluate the gPC expansion either by BMA or by the selection of a subset of significant gPC bases via the median probability model. The choice of the evaluation approach using either median probability model or BMA, can be taken according to whether the SPDEs have sparse stochastic solutions and also whether the researcher needs a sparse gPC expansion.
The proposed methods provide global recovery of the stochastic solutions with respect to both spatial and random domains. As a result, prediction of the stochastic solutions at arbitrary new spatial points can be computed directly from the gPC expansion without the need to re-collect measurements and re-evaluate the gPC expansion at those new spatial points compared to other methods discussed here. The proposed methods allow the evaluation of the gPC expansion via BMA (it presents better predictive ability compared to any single gPC expansion based on a specific subset of gPC bases) or via median probability model (it provides a sparse representation of the stochastic solutions, if needed, without significant loss in accuracy). Compared to non-Bayesian methods, our approaches provide interval estimates about the PC coefficients and do not need ad-hoc methods, such as cross-validation, or pilot runs for the estimation of unknown parameters. Moreover, a priori knowledge about the number of the significant gPC bases, the shrinkage parameter or the error of the gPC expansion is possible to be considered through the prior distributions. Compared to traditional Bayesian methods, the proposed methods quantify the importance of each gPC bases in the probabilistic sense through the marginal inclusion posterior probabilities and accounts for model uncertainty when BMA is used. Compared to standard compressive sensing methods [14] [15] [16] [17] , the proposed method provides a probabilistic mechanism that trades off between the bias caused by the omission of gPC bases and the over-fitting.
The empirical results show that the BMA based gPC expansion presents smaller relative errors of the mean, standard deviation and prediction of the solution than median probability model based gPC expansion. However these relative errors were close in value for the two approaches. Given that the median probability model based gPC expansion can accommodate a sparse, and therefore a simpler representation of the stochastic solution, we believe that it might be preferable to BMA one if the SPDEs have sparse stochastic solutions. We observed that the performance of the proposed method improves with the size of the MC sample both in the single and the multiple spatial point cases. When the stochastic solutions are smooth with respect to the spatial grids, like in our examples, the resolution of the spatial grid, considered for the discretization of the PC coefficients, does not need to be too high for the median probability model based gPC expansion to achieve an acceptable accuracy in terms of the relative error of the mean, standard deviation and prediction of the solution. Compared to other numerical methods that can be used for the evaluation of the gPC expansion at a single point, such as BCS, we observed that the proposed method, both BMA and median probability model approaches, provide more accurate results in terms of the relative error of the mean and the prediction of the solution when one spatial point case was considered. However, in the three examples, the proposed method had a similar or slightly larger relative error of the standard deviation of the solution compared to BCS and mtCS. However, we support that the proposed method is preferable since it outperforms the competing ones with respect to the relative predictive error. Finally, we observed that the median probability model based gPC expansion provides a more sparse representation (in terms of gPC bases) and more accurate approximation (in terms of the relative errors considered) than the l 1 -minimization approach.
As commented by a reviewer, this method can be very effective when the sparsity of the solution, with respect to the gPC bases, does not change dramatically at different spatial points otherwise its effectiveness might be questionable due to the global nature of γ . To overcome this potential issue, one can partition the spatial domain properly and implement the proposed method individually for each partition. Although more computationally expensive compared to some compressive sensing methods, such as l 1 -minimization methods, the proposed algorithms can be coded in parallel to speed up the computation. Extensions of the current methodology include the evaluation of a sparse gPC expansion when there is discontinuity in stochastic space. This is ongoing work and results will be presented in the future.
