Abstract. We prove new kinematic formulas for tensor valuations and simplify previously known Crofton formulas by using the recently developed algebraic theory of translation invariant valuations. The heart of the paper is the computation of the Alesker-Fourier transform on the large class of spherical valuations, which is achieved by differential-geometric and representation theoretical tools. We also describe in explicit form the product and convolution of tensor valuations.
Introduction
Let V be a finite-dimensional (real) vector space and K(V ) the space of all compact convex subsets in V . Let A be an abelian semigroup. A map φ :
whenever K, L, K ∪ L ∈ K(V ). If A is a topological semigroup and V is endowed with some Euclidean scalar product, then φ is called continuous if it is continuous with respect to the topology induced by the Hausdorff metric. Scalar valued valuations (where A = R or A = C) have played a prominent role in integral geometry since Hadwiger's characterization of intrinsic volumes. In particular, the kinematic formulas due to Blaschke-Chern-Santaló can easily be derived from Hadwiger's theorem [30] . Recently discovered algebraic structures on the space of translation invariant valuations have been used to prove kinematic formulas in hermitian spaces [7, 16, 17, 18] .
A quite active area of research is that of Minkowski valuations, where A = K(V ) together with the Minkowski addition. We refer to [1, 2, 24, 31, 44, 46 ] to cite just a few papers in this direction. Other important cases of semigroups A are the space of signed measures on V (see [18, 40] for curvature measures and corresponding local kinematic formulas) and the space of signed measures on the unit sphere (see [40, 49, 50] for area measures and the corresponding local additive kinematic formulas).
In this paper, we investigate tensor valuations, where A = Sym V , the space of symmetric tensors over the given vector space V . Tensor valuations were first studied by Hadwiger-Schneider [25] who considered vector valued valuations on the basis of the accompanying work [37, 38] . McMullen [33] conjectured that certain tensor valuations Q i Φ k,r,s span the space of all isometry-covariant tensor valuations and proved some linear dependences for these valuations. McMullen's conjecture was confirmed by Alesker [5] , who made essential use of his results from [4] . The question of determining all linear dependences among these basic tensor valuations was settled by the second-named author, Schneider and R. Schuster [27] . In the subsequent paper [28] , the same authors studied integral-geometric formulas (Crofton-type formulas) which are satisfied by the basic tensor valuations. Very recently, local tensor valuations were classified in [26, 42] .
In the present paper, we consider translation invariant tensor valuations (although we believe that a similar study in the non-translation invariant case will be fruitful as well). In Section 3 we generalize some algebraic structures such as product, convolution and Alesker-Fourier transform from scalar valued valuations to tensor valuations and establish links to new kinematic formulas. A crucial aim of the present work is to determine these formulas as explicitly as possible. The main technical part is the computation of the Alesker-Fourier transform of a tensor valuation. Here we need the recently introduced Alesker-Fourier transform on odd (scalar valued) valuations [11] . In addition, we provide explicit formulas for the convolution of tensor valuations. Based on the convolution and the Alesker-Fourier transform, we obtain formulas for the product of tensor valuations as well. In the last section, we translate these results into integral-geometric formulas, that is, kinematic formulas involving addition or intersection of convex sets.
To describe our main results, we introduce some notation. Let V be an ndimensional Euclidean vector space. Throughout the paper we will assume that n ≥ 2. The space K(V ) is endowed with the Hausdorff metric. The set of all continuous, translation invariant valuations on K(V ) is denoted by Val(V ), the subspace of smooth elements by Val sm (V ) (see Section 2 for details). If µ ∈ Val(V ) and k ∈ N 0 is such that µ(tK) = t k µ(K) for all K ∈ K(V ) and all t > 0, then µ is said to be homogeneous of degree k. By a result of McMullen, Val(V ) = n k=0 Val k (V ), where Val k (V ) is the space of k-homogeneous elements in Val(V ). For K ∈ K(V ) and k ∈ {0, . . . , n − 1}, let S k (K, ·) denote the k-th surface area measure of K, normalized as in [40] . The volume of the unit ball B n in R n is denoted by κ n := while the volume of the unit sphere S n−1 in R n is denoted by ω n = nκ n . We also define the flag coefficients n k := n k κ n κ k κ n−k , k ∈ {0, . . . , n}.
The Grassmann manifold of all k-dimensional subspaces in a vector space V is denoted by Gr k (V ). The affine Grassmann manifold, denoted by Gr k (V ), is the space of all affine k-dimensional subspaces (which are also called k-flats). In the case V = R n , Gr k (V ) is endowed with the rotation invariant probability measure. The rigid motion invariant measure on the (non-compact) affine Grassmann manifold Gr k (V ) is normalized in such a way that the measure of all k-flats intersecting the unit ball is κ n−k .
A spherical harmonic of degree s in R n is the restriction to the unit sphere of a homogeneous harmonic polynomial of degree s. The space of spherical harmonics of degree s in R n is denoted by H n s . Let f be a smooth function on S n−1 such that
f (y)y d vol S n−1 (y) = 0. Definition 1.1. For k ∈ {0, . . . , n − 1}, we define a valuation µ k,f ∈ Val k (R n ) by µ k,f (K) := 1 nκ n−k n k S n−1 f (y) dS k (K, y).
Note that µ k,1 = µ k is the k-th intrinsic volume (which is also denoted by V k by some authors). Valuations of the form µ k,f are smooth and will be called spherical, since in a sense which will be made precise below, they correspond to spherical representations of the (proper) rotation group SO(n).
The Alesker-Fourier transform F on smooth translation invariant valuations was introduced by Alesker in [7] and [11] . Its construction is very involved. Previously, explicit formulas were known in the even case only. In our first main theorem, we compute the Alesker-Fourier transform of spherical valuations. In the following, we usually exclude the trivial case s = 1 in the statement of our results. Theorem 1. Let f ∈ H n s , s = 1 and 1 ≤ k ≤ n − 1. Then
where
We denote by TVal s (V ) the vector space of translation invariant continuous valuations on K(V ) taking their values in the vector space Sym s V of symmetric tensors of rank s over V . In the following, we identify TVal s (V ) with the tensor product Val(V ) ⊗ Sym s V . For the proof of the universal property, one can use that the properties of additivity, continuity and translation invariance of a mapping in TVal s (V ) carry over to its coefficient mappings with respect to a fixed basis of Sym s V . Let TVal s,sm (V ) denote the set of smooth elements of TVal s (V ) (see Section 2 for further details), which can be identified with Val sm (V ) ⊗ Sym s . If G is a subgroup of the orthogonal group of V , we denote by TVal s,G (V ) the space of translation invariant and G-covariant (see Section 3) tensor valuations of rank s. If G is a compact subgroup of the orthogonal group of V acting transitively on the unit sphere, then TVal s,G (V ) consists of smooth valuations only and is finite-dimensional.
We define the basic translation invariant and O(n)-covariant continuous tensor
where y s denotes the s-fold tensor product y ⊗ · · · ⊗ y of y ∈ R n . Clearly each coefficient of Φ k,s (with respect to some basis of Sym s R n ) is a spherical valuation. We set Q := n i=1 e 2 i ∈ Sym 2 V , where e 1 , . . . , e n is an orthonormal basis of V . The valuations Q i Φ k,s form a basis of the space of continuous, translation invariant and O(n)-covariant tensor valuations in V = R n (if n ≥ 3, then SO(n)-covariance would be enough). See [4, Lemma 4.8 and Proposition 4.9] for more information.
Algebraic structures on scalar valued valuations (product, convolution, AleskerFourier transform) play an important role in integral geometry, in particular in connection with intersectional and additive kinematic formulas [15, 16, 17, 18, 19, 49, 50] . These algebraic structures will be extended to the tensor valued case in Section 3. The explicit knowledge of these operations given in our second main theorem below will be the basis for writing down kinematic formulas for tensor valuations.
Theorem 2. Convolution, Alesker-Fourier transform and product of the basic translation invariant, O(n)-covariant tensor valuations Φ k,s are given by
for k, l ≤ n with k + l ≥ n and s 1 , s 2 = 1,
for k + l ≤ n and s 1 , s 2 = 1.
In the extremal cases k, l ∈ {0, n}, the expressions on the right-hand side of the preceding equations have to be interpreted properly as limits and are formally included then. Similar remarks apply in the following. As a first consequence, we obtain Crofton-type formulas in the translation invariant case. More general formulas of this type, but with rather complicated coefficients, were proved in [28] .
Theorem 3 (Crofton formula in the Φ-basis). If k, l ≥ 0 and k + l ≤ n, then
In Section 3 we will extend the fundamental theorem of algebraic integral geometry [15, 19] to tensor valuations. This shows that there is a strong relation between the algebraic structures from our second main theorem and integral-geometric formulas. We compute the intersectional kinematic formulas for small ranks and our approach makes clear how such formulas can be determined for tensors of all ranks.
Let O(n) := O(n)⋉R n be the Euclidean motion group, endowed with the product measure (as in [43] ). Forḡ ∈ O(n), we let g ∈ O(n) be the rotation part. Then the intersectional kinematic operator
Here id s1 ⊗g s2 acts in the natural way on Sym
Theorem 4. The intersectional kinematic formulas of bi-rank (2, 2), (3, 2) and (3, 3) respectively are given, for
We remark that the kinematic formulas for the group SO(n) with n ≥ 3 are formally identical, since TVal O(n) (R n ) ∼ = TVal SO(n) (R n ) for n ≥ 3 (see [4] ).
Plan of the paper. In Section 2, we will review the necessary background from algebraic integral geometry. The extension of this theory to translation invariant tensor valuations is the subject of Section 3. There we will introduce convolution, Alesker-Fourier transform and product of translation invariant tensor valuations as well as additive and intersectional kinematic formulas. The relation between the algebraic structures and the kinematic formulas is explored in Theorem 3.2. The heart of the paper is Section 4, where we explicitly compute the AleskerFourier transform of continuous, translation invariant and O(n)-covariant tensor valuations. In this section, we consider scalar valued rather than tensor valued valuations, but the main result, which is Theorem 1, will be translated into the language of tensor valuations in Section 5. In that section, we also compute convolution, product and Poincaré duality for tensor valuations.
The final Section 6 is devoted to kinematic formulas. First, we simplify the constants in the Crofton formula due to Hug-Schneider-R. Schuster [28] , in the translation invariant case. Then we state additive kinematic formulas for tensor valuations. The intersectional kinematic formulas are more difficult, and we will state them in explicit form for small bi-ranks only. However, it will be clear from the proof how formulas for tensors of higher rank can be computed as well.
Background from translation invariant valuations
The theory of scalar valued, translation invariant, continuous valuations is a very active and rich one, compare the surveys [15, 19] . For the reader's convenience, we collect those facts which are relevant in the present paper.
The space of continuous, translation invariant valuations on an n-dimensional vector space V is denoted by Val(V ) or just by Val if there is no risk of confusion. Similarly, we write
If there is some k ∈ N 0 such that φ(tK) = t k φ(K) for all t > 0 and all K ∈ K(V ), then φ is said to be homogeneous of degree k. The space of even/odd valuations of degree k is denoted by Val The space Val 0 (V ) is spanned by the Euler characteristic χ (which satisfies χ(K) = 1 for all K ∈ K(V ) \ {∅}), while Val n (V ) is spanned by a Lebesgue measure vol n on V .
The Euler-Verdier involution σ is defined in [10] by
Let V ∼ = R n be an n-dimensional Euclidean vector space. Let SV be the sphere bundle over V and nc(K) the normal cycle (which is sometimes also called the normal bundle) of K ∈ K(V ) [52] . A valuation φ ∈ Val(V ) is called smooth if there exist translation invariant differential forms γ ∈ Ω n−1 (SV ), τ ∈ Ω n (V ) such that
The space Val sm (V ) of smooth valuations is dense in Val(V ), compare [9] . Alesker [8] has shown that Val sm (V ) has the structure of a graded algebra satisfying a version of Poincaré duality. The product of two smooth valuations satisfies the following formula (and, together with continuity and linearity is characterized by this formula): if φ i (K) = vol n (K + A i ), i = 1, 2, where A i is a compact convex body with smooth boundary and positive curvature and K ∈ K(V ), then
where ∆ : V → V × V is the diagonal embedding.
In [16] a convolution product was introduced on Val sm (V ). Without referring to a Euclidean structure, the convolution is a product on the space Val sm (V )⊗Dens(V * ), where Dens(V * ) is the 1-dimensional space of complex Lebesgue measures on V * . If φ 1 , φ 2 are as above and K ∈ K(V ), then
The picture is completed by a Fourier-type transform, due to Alesker [7, 11] , which is a linear map F :
and with
, then the restriction of φ to E is a multiple of the Lebesgue measure on E. We thus obtain a function Kl φ ∈ C(Gr k (V )), called the Klain function of φ. The resulting map Val
as was shown by Klain [29] . It is called Klain embedding. The Alesker-Fourier transform on even valuations φ ∈ Val
if V and V * are identified via the scalar product. Although there is an analogous embedding due to Schneider [41] in the odd case, no similar characterization of the Alesker-Fourier transform on odd valuations is known. In a central part of the present paper (Section 4), we will compute explicitly the Alesker-Fourier transform of certain odd valuations.
3. Kinematic formulas for tensor valuations 3.1. Algebraic structures on tensor valuations. Let V be a finite-dimensional Euclidean vector space of dimension n ≥ 2. The space of symmetric tensors of rank s over V will be denoted by Sym s V , which is a subspace of V ⊗s , the s-th tensor power of V . Moreover, we define Sym 
If G is a group acting linearly on V , then there is a natural induced action on all tensor powers and on Sym * V . The action of G on TVal
A valuation Φ ∈ TVal(V ) is called G-covariant if gΦ = Φ. The subspace of Gcovariant tensor valuations of rank s and degree k will be denoted by TVal
. It is shown as in the scalar valued case [19] that TVal s,G (V ) is finite-dimensional and consists of smooth valuations provided G is a compact subgroup of O(n) acting transitively on the unit sphere of V (see [49, Lemma 4.1] ).
In this paper, we will be interested in the case G = O(n) (cf. [4, 5] ). In the literature [27, 28] , O(n)-covariant tensor valuations are sometimes just called tensor valuations, but in the recent work [49] it turned out that the study of G-covariant tensor valuations for other groups (in particular, for the unitary group) is very fruitful as well.
Convolution, product, Alesker-Fourier transform and Euler-Verdier involution on translation invariant valuations can be extended component-wise to corresponding algebraic structures on TVal
The dot on the right-hand side is the product of smooth valuations and w i u j ∈ Sym s1+s2 V denotes the symmetric tensor product of the symmetric tensors w i ∈ Sym s1 V and u j ∈ Sym s2 V . Note that this definition is independent of the chosen bases. In a similar way, convolution, Alesker-Fourier transform and Euler-Verdier involution for tensor valuations can be defined.
If
(V ) and k, l ∈ {0, . . . , n}, then
Then (2) generalizes to
Multiplication with powers of Q commutes with these operations, for instance, we have (
be the maps corresponding to the product and the convolution. The space TVal G (V ) is invariant under these operations. We will write m G , c G for the restrictions to the invariant subspaces. The adjoint maps will be denoted by m * G , c * G . Unlike the case of O(n)-invariant and translation invariant scalar valued valuations, the coefficients of O(n)-covariant tensor valuations are not necessarily even. The computation of the Alesker-Fourier transform will be much more involved in the odd case and forms the heart of the present paper.
3.2. Kinematic formulas. Let G be a subgroup of O(n) which acts transitively on the unit sphere. Then the space TVal
, we define a bivaluation with values in
where G is endowed with the Haar probability measure. Let Φ 1 , . . . , Φ m1 be a basis of TVal s1,G (V ) and let Ψ 1 , . . . , Ψ m2 be a basis of TVal s2,G (V ). Then there are constants c
The additive kinematic operator is the map
which is independent of the choice of the bases. Similarly, we can define a bivaluation with values in Sym
whereḠ is the group generated by G and the translation group, endowed with the product measure, and where g is the rotational part ofḡ. As above, we obtain a linear map, called intersectional kinematic operator,
3.3. Relation between algebraic structures and kinematic formulas. We refer to [15, 16, 17, 18, 19] for the relation between algebraic structures on scalar valued valuations and integral-geometric formulas. Let V be a Euclidean vector space with scalar product ·, · . In the following, we will briefly write Val for Val(V ) and TVal for TVal(V ). For s ≤ r we define the contraction map by contr :
This map restricts to a map contr : Sym s V × Sym r V → Sym r−s V . In particular, if r = s, the map Sym s V × Sym s V → R is the usual scalar product on Sym s V , which will also be denoted by ·, · . For symmetric tensors u, v, we denote the symmetric tensor product by uv. We will make use of the equation contr(u, contr(v, w)) = contr(uv, w),
, is a particular case of this construction, since tr w = contr(Q, w) (recall that Q = i e 2 i is the metric tensor, where e 1 , . . . , e n is an orthonormal basis of V ). We thus get
By Alesker's Poincaré duality [8] , there are isomorphisms pd c , pd m :
Here the lower index 0 stands for the coefficient of χ in the decomposition into homogeneous components, while the lower index n stands for the coefficient of vol n .
The scalar product on Sym
and we set pd s c : TVal 
commutes and encodes the relations between product, convolution, Alesker-Fourier transform, intersectional and additive kinematic formulas.
Proof. The commutativity of the upper square was shown in [49, Theorem 4.6] . The commutativity of the middle square is equivalent to (3) . Let us show the commutativity of the lower square. For this, let κ ∈ Sym s1 V , λ ∈ Sym s2 V and let A, B ∈ K(V ) be smooth with positive curvature. We define valuations µ A,κ := vol(• − A) ⊗ κ ∈ TVal s1,sm and µ B,λ := vol(• − B) ⊗ λ ∈ TVal s2,sm . Looking at the components with respect to bases of Sym s1 V and Sym s2 V , one easily checks that
Alesker's irreducibility theorem [6] implies that linear combinations of valuations of the formμ A,κ span TVal s1,G and similarly for TVal s2,G (compare also [19] for this argument).
Let Φ ∈ TVal s1+s2,G . Then
On the other hand, since G = G ⋉ V is endowed with the product measure,
which finishes the proof. 
Proof. From the computations in Section 4 it will follow that
and hence
The signs in the outer square in Theorem 3.2 cancel out, the remaining commuting diagram is
which completes the proof.
In order to write down explicit formulas, we need to compute product and convolution of tensor valuations. This will be achieved in the next two sections.
Alesker-Fourier transform of spherical valuations
The aim of this section is to prove Theorem 1, i.e. to compute in an explicit way the Alesker-Fourier transform of spherical valuations. In Subsection 5.3 we will restate the same theorem in terms of tensor valuations.
The Alesker-Fourier transform on translation invariant valuations.
The Fourier transform on translation invariant valuations was introduced by Alesker ( [7] , [11] ). Given an n-dimensional vector space V , the Alesker-Fourier transform is a map
where Dens(V ) denotes the 1-dimensional vector space of (complex) Lebesgue measures on V . We will need the following properties of the Alesker-Fourier transform.
i) F commutes with the action of GL(V ).
. . , n}. iii) Let V be endowed with a Euclidean scalar product. Identifying V * ∼ = V and Dens(V ) ∼ = C, the Alesker-Fourier transform on even valuations satisfies
for k ∈ {0, . . . , n}. iv) For φ ∈ Val sm , we have the Plancherel-type formula
We will also use that the Alesker-Fourier transform is compatible with pull-backs, see Subsection 4.9 for a precise statement.
Representations of SO(n).
It is well-known that equivalence classes of complex irreducible (finite-dimensional) representations of SO(n) are indexed by their highest weights. The possible highest weights are tuples (
satisfying this condition, we will denote the corresponding equivalence class of representations by Γ λ .
The
The SO(n)-isotypical component in this decomposition contains precisely the spherical harmonics of degree s, i.e., Γ (s,0,...,0) ∼ = H n s . Such representations are called spherical, which explains our terminology spherical valuations.
Let Gr k denote the Grassmann manifold consisting of all
where λ ranges over all highest weights such that λ i = 0 for i > min{k, n − k} and such that all λ i are even. See [47, 48] for more information. The decomposition of the SO(n)-module Val k has recently been obtained in [13] . We have
where λ ranges over all highest weights such that |λ 2 | ≤ 2, |λ i | = 1 for all i and λ i = 0 for i > min{k, n − k}. It will be important for our purposes that these decompositions are multiplicityfree. This allows us to apply Schur's lemma as follows. Let Val k,s for 1 ≤ k ≤ n − 1 and s = 1 be the SO(n)-isotypical component of Val k corresponding to Γ (s,0,...,0) . Then Val k,s ∼ = H n s as representations of SO(n). An explicit isomorphism is given by f → µ k,f . The composition
is an endomorphism of the irreducible SO(n)-module H n s which commutes with SO(n). By Schur's lemma, it is given by multiplication by some scalar, that is,
for some constant c n,k,s ∈ C which only depends on n, k, s.
4.3.
Proof in the even case. We are going to prove the theorem in the even case, that is, s is even. This case is simpler, and it will be useful to double check the constants in the more involved general case. For k, l ∈ {0, . . . , n} and L ∈ Gr l , we write Gr
where dH is the Haar probability measure on Gr k (L). Note that R l,k 1 = 1. We will also need the map ⊥:
Furthermore, we have
The next lemma is a simple case of a more general theorem by Grinberg [22] . For the reader's convenience, we give a direct proof. For an even function f :
Proof. The case k = 1 is trivial, so let us assume 2
where du denotes spherical Lebesgue measure on L ∩ S n−1 . A special case of Theorem 7.2.2 in [43] yields for an arbitrary continuous function g on R n that
Here | det(y, v)| = y 1 − y/ y , v 2 and dy denotes Lebesgue measure on L. Applying this to the homogeneous function f and introducing polar coordinates, we get
where du denotes spherical Lebesgue measure on S n−1 . An application of the Funk-Hecke theorem to the integral on the right-hand side (see [35, (1.10) and (1.21)]) yields
We will also need the spherical Radon transform on even functions, which is given by
If f is a harmonic polynomial of even degree s, then
compare [23, Lemma 3.4.7] .
Lemma 4.2. For k ∈ {1, . . . , n − 1}, the Klain function of µ k,f is given by
Proof. Let E ∈ Gr k , and let B E ⊂ E the unit ball inside E. Then S k (B E , ·) equals nκ k κ n−k n k −1 times the normalized volume measure of the unit sphere in E ⊥ . Therefore
Proof of Theorem 1 in the even case. Let f ∈ H n s , where s is even. By (5),
for some constant c n,k,s . Then property (iii) of the Klain function and Lemma 4.2 imply that
We apply ⊥ •R n−1,n−k = R 1,k • ⊥ to both sides and obtain
By Lemma 4.1 and (7) we find (−1)
and therefore
which finishes the proof of Theorem 1 in the even case.
4.4.
The two-dimensional case. The Alesker-Fourier transform on smooth valuations on a two-dimensional Euclidean vector space admits a simple description, compare [3] which corrects a formula from [11] . Using this description, we can give a direct proof of Theorem 1, which will be useful as induction start in the general proof. Let V ∼ = R 2 ∼ = C be a two-dimensional Euclidean vector space. Let
with a smooth function f : S 1 → C. We may decompose f as
where f + is the even part of f and f
are the holomorphic and antiholomorphic part of the odd part of f , respectively.
Then, according to [3] , the Alesker-Fourier transform satisfies
We claim that this formula is equivalent to the case n = 2, k = 1 of Theorem
• Let s be even and
In all cases, the result confirms the formula from Theorem 1.
4.5.
Outline of the proof in the general case. From now on, we assume that n ≥ 3. Our argument in this case is inspired by the computation of the spectrum of the cos λ -transform due toÓlafsson-Pasquale [34] : we use the action of the larger group SL(n) to move between K-types of SO(n) and obtain a recursion formula for the multipliers of the Alesker-Fourier transform.
The first step in the proof is to show that for f, h ∈ C ∞ (S n−1 ) we have
In fact, we will prove a more precise statement, compare Proposition 4.5. Next, let g be the Lie algebra of G = SL(n), i.e., the space of trace free square matrices. Then g = so(n)⊕h, where so(n) is the Lie algebra of SO(n) (i.e., the space of anti-symmetric matrices) and h is the space of trace free symmetric matrices.
The actions of G on Val(V ) and Val(V * ) are given by (gµ)(K) := µ(g −1 K) for µ ∈ Val(V ) and K ∈ K(V ), and by (gφ)(L) := φ(g * K) for φ ∈ Val(V * ) and L ∈ K(V * ). These actions induce actions of the Lie algebra g on the smooth subspaces Val sm (V ) and Val sm (V * ) as follows. An element X ∈ g may be represented as g ′ (0) for some smooth curve g : (−ǫ, ǫ) → G with g(0) = id. Then Xµ := 
For X ∈ h, we define ξ X ∈ C ∞ (S n−1 ) by ξ X (y) := Xy, y , y ∈ S n−1 .
We let π k,s denote the projection of Val k onto its isotypical component of spherical type Γ (s,0,...,0) . Given f ∈ H n s , we may write π k,s+2 (Xµ k,f ) = µ k,g with a unique g ∈ H n s+2 . Let h ∈ H n s+2 . Using (8), we compute
On the other hand,
By (9) and (10) it follows that
The core of the proof is the equation
which will be established in Proposition 4.9. Here the scalar product on the righthand side is the L 2 -scalar product for functions on the sphere. We choose X, f, h in such a way that ξ X · f, h = 0 (we will see in Lemma 4.8 that this is possible).
Substituting this into (11), we find the recursion equation
We may now use induction to prove (1). In the even case, the induction start is s = 0: since F(µ k ) = µ n−k , we have c n,k,0 = 1.
In the odd case, the induction start will be s = 3. In order to compute c n,k,3 , we use the Crofton formula from [28] to compute the quotients . This fixes all constants up to a scaling which may depend on n. More precisely,
where ǫ n depends only on n. Using functorial properties of the Alesker-Fourier transform and the proof in the two-dimensional case, we finally deduce that ǫ n = 1 for all n ≥ 2.
4.6. The Laplacian. The Laplacian acting on smooth functions on the sphere will be denoted by ∆ S n−1 . This operator is self-adjoint with respect to the L 2 -scalar product
We will also need the Laplacian on functions on R n given by
. If f is a smooth function which is defined in a neighborhood of the unit sphere, then, on the sphere S n−1 ,
Here ∂ ∂r is the radial derivation. We refer to ( [20] , 4.E) for more information. In particular, if f is homogeneous of degree s, then (14) implies that
A homogeneous polynomial p of degree s with ∆ R n p = 0 is called harmonic. From the previous equation, it follows that a harmonic polynomial of degree s is an eigenfunction of the spherical Laplacian with eigenvalue s(n + s − 2). The natural operation of h on C ∞ (R n ) is given bŷ
where h ∈ C ∞ (R n ) and X = (X ij ) n i,j=1 ∈ h. We will write h i := ∂ ∂yi h and h ij := ∂ 2 ∂yi∂yj h. It will be crucial thatX maps homogeneous polynomials of degree s to homogeneous polynomials of degree s. Lemma 4.3. Let h be a homogeneous harmonic polynomial and X ∈ h. Then
Proof. Since h is harmonic, we get
If h is homogeneous of degree s, then so isXh. Hence (15) implies that
and the assertion follows from (17).
4.7.
Poincaré pairing. Let V be an oriented n-dimensional Euclidean vector space. We use Euclidean coordinates (x 1 , x 2 , . . . , x n ). On a second copy of V , we use coordinates (y 1 , . . . , y n ). Differential forms on the sphere bundle SV = R n × S n−1 will be written as restrictions of forms on R n × R n . The exterior differential will be denoted by d; the contraction of a form ω with a vector field X will be denoted by i X ω. For an ordered set I = (i 1 , . . . , i k ) of indices, we use the abbreviation dx I := dx i1 ∧ · · · ∧ dx i k , and similarly for dy I .
Let ρ k ∈ Ω k,n−k−1 (SV ), for k ∈ {0, . . . , n − 1}, be the Lipschitz-Killing form defined by
Here π ranges over the set S n of all permutations of the elements {1, 2, . . . , n} and sgn(π) is the sign of the permutation π. Moreover, for k = 0 we interpret dx π(n−k+1)...π(n) as 1 and if k = n − 1 then dy π(2)...π(n−k) is taken as 1. This definition is independent of the choice of a positively oriented orthonormal basis of R n . Hence, in the pointwise computations which will follow, we will usually adapt our coordinate system in such a way that we only have to consider the point y = e 1 = (1, 0, . . . , 0). At that point we have dy 1 = 0. Moreover, the contact form α and the symplectic form dα are given by
Recall that nc(K) denotes the normal cycle (normal bundle) of a compact convex set K in V . Hence, for h ∈ C ∞ (S n−1 ) and k ∈ {0, . . . , n − 1}, we have
Let us briefly recall the Rumin differential
. A multiple of the contact form α is called vertical. For instance, dρ k is vertical for all k. Given an (n − 1)-form γ, there exists a unique vertical form, which we write as α ∧ ξ, such that d(γ + α ∧ ξ) is again vertical. The operator Dγ := d(γ + α ∧ ξ) is called Rumin operator. A similar definition makes sense on any contact manifold. We refer to [36] for the basic properties of D and to [12, 14, 16] for applications in integral geometry, some of which will be explained in more detail below.
Then, for k ∈ {1, . . . , n − 1},
At the point (0, e 1 ), we have
where S ′ n is the set of permutations π ∈ S n such that π(1) = 1.
Proof. Let k ∈ {1, . . . , n − 1}. We claim that
from which the first part of the proposition follows.
By O(n)-equivariance, it is enough to do the computation at the point y = e 1 . We compute
we obtain that
This proves the claim and thus the first part of the proposition. The second part follows by an explicit calculation of dρ k and dξ k−1,h .
Moreover, for h, g ∈ C ∞ (S n−1 ),
Proof. Let us recall a formula from [14] . Let π : SR n → R n be the projection and π * : Ω * (SR n ) → Ω * −n+1 (R n ) be the corresponding fiber integration. If ρ is a translation invariant (2n− 1)-form on SR n , then π * (ρ) is a multiple of the Lebesgue measure, i.e., π * ρ = c vol R n for some constant c. We set ρ := c.
Given translation invariant valuations φ 1 , φ 2 , represented by differential forms
The statement of the proposition thus follows if we can show that
From (18) we get
For a fixed τ , the wedge product will vanish except when {π (2), . . . , π(k)} and {τ (2), . . . , τ (n − k + 1)} are disjoint. There are (k − 1)!(n − k)! such permutations.
We thus get
which proves (19).
4.8.
The Lie algebra action. The action of G = SL(n) on R n induces an action by contactomorphisms on the sphere bundle SR n = R n × S n−1 which is given by
This action is compatible with the map
The corresponding action of the Lie algebra h ⊂ g on Ω * (SR n ) will be denoted by (X, γ) → Xγ. Explicitly, if g : (−ǫ, ǫ) → G is a smooth curve with g(0) = id and
Note that if f is the restriction of a functionf on R n , then
Indeed, let ω := f h vol S n−1 ∈ Ω n−1 (S n−1 ). Since the action of SL(n) on S n−1 is by orientation preserving diffeomorphisms, we have S n−1 g * ω = S n−1 ω. Taking the derivative yields
equation (22) follows. Proposition 4.6. Let X ∈ h and 1 ≤ k ≤ n − 1. Then, at the special point y = e 1 ,
Proof. Clearly, Xρ k splits as a sum of three terms A 1 , A 2 , A 3 . Using (20), we get
where the summation extends over π ∈ S n and j ∈ {1, . . . , n}. We evaluate this at y = e 1 . Then X 11 = ξ X (y). In the first sum, all terms with j = 1 vanish, while all terms with π(1) = 1 are divisible by dy 1 = 0 or by dx 1 = α. The terms with j = 1, π(1) = 1 cancel with the second sum. Hence, at the special point y = e 1 we have
Next,
Finally,
Since the trace of X is zero, it follows that
which yields the assertion of the proposition.
Proof. Let h be a harmonic polynomial of degree s + 2. According to Proposition 4.4 we have
The non-zero terms in Xρ k ∧ D(hρ n−k ) are given by
Summation of all contributions yields
Using Lemma 4.3, we write n i,j=2
Replacing this in (29) yields
which completes the proof. and X ∈ h such that ξ X ·f, h = 0.
Proof. Let X ∈ h be non-zero and suppose that ξ X ·f, h = 0 for all f ∈ H n s , h ∈ H n s+2 , which is equivalent to π s+2 (ξ X ·f ) = 0. It follows that for each f ∈ H n s , ξ X ·f belongs to the finite-dimensional subspace i H n s−2i of C ∞ (S n−1 ). We thus get a linear map i H n s−2i → i H n s−2i , f → ξ X ·f . Since this map is clearly injective, it has to be onto as well.
Since ξ X (e i ) = X ii and tr X = 0, the continuous function ξ X has a zero p 0 ∈ S n−1 . Choose a non-zero function g ∈ H n s . By using a rotation, we may suppose that g(p 0 ) = 0. But then g is not a multiple of ξ X , which is a contradiction. 
Proof. Clearly, for f ∈ C ∞ (S n−1 ) we have
SinceXf is (the restriction of) a homogeneous polynomial of degree s, we have X f, h = 0. Using (21) and (22), we obtain that
Therefore, by (19) , the self-adjointness of the Laplacian and the fact that f, h are harmonic of degree s resp. s + 2, we get
which is the asserted relation.
As explained in Subsection 4.5, the recursion formula (12) follows from Proposition 4.7. It remains to consider the inductive start s = 3. 4.9. Relation to tensor valuations. We will consider the translation invariant tensor valuations (Minkowski tensors)
where 0 ≤ k ≤ n − 1 and s ≥ 0. Recall that Φ n,0 (K) = vol(K). Moreover, Φ k,1 (K) = 0 for k ∈ {0, . . . , n − 1}, since the surface area measures are centered. Then Φ k,s ∈ TVal s,O(n) . We follow the convention from [28] and set Φ k,s := 0 whenever k ∈ {0, 1, . . . , n} or k = n, s = 0.
For k ∈ {0, . . . , n}, Φ k,0 = µ k is the k-th intrinsic volume. By Weyl's lemma [51] ,
Clearly, each coefficient of Φ k,s is of the type µ k,f , for some function f . In order to compute the Alesker-Fourier transform of such a valuation, we first reduce the problem to the case where these functions are spherical harmonics.
Proposition 4.10.
i) For 0 ≤ k < n and s = 1, define
and let Ψ n,0 := Φ n,0 . Then Ψ k,s is the harmonic part (equivalently, the trace free part) of Φ k,s of degree s. Trivially, Ψ k,s ≡ Φ k,s mod Q. ii) For 0 ≤ k < n and s = 1, Φ k,s can be written in terms of Ψ k,s ′ as
Proof. The first assertion is an easy computation, which is based on the identity
Let us prove the second assertion. The coefficient in the definition of Ψ k,s may be undefined if j = 0, n = 2, s = 0 (which is why we wrote the sum in two terms). However, considering n as a real parameter, this is a removable singularity with limit 1. We now compute
Hence, the assertion follows once the identity
⌋ and all real numbers ν such that the sum is well-defined.
The identity is clearly true if m = 0. Hence let m ≥ 1. Let the parameters s ∈ N 0 and ν be fixed and define Corollary 4.11. For 0 < k < n and s = 1,
where c n,k,s is the constant from (5).
Proof. This follows from Proposition 4.10 (i) and (5).
Proposition 4.12. Let χ (1) , χ (2) be the constants from [28] . Then, for 1 ≤ k ≤ n − 2 and s = 1,
n,k,n−1,s,0 − 2πsχ
n,k,n−1,s,0 ).
We remark that the constants χ (1) , χ (2) are rather complicated iterated sums. For this reason, we refrain from writing them down explicitly here.
Proof. By Theorem 2.3 of [28] , we obtain for 1 ≤ k ≤ n − 2 that
Since both sides of this equation belong to the same isotypical component of SO(n), we actually get the equality
Let Λ be the derivation operator, which acts on translation invariant valuations φ by
Recall from [16, Corollary 1.7] that Λ(φ) = 2µ n−1 * φ. We compute
Looking at the components in H n s of this equation, we obtain that
Applying the Alesker-Fourier transform to (32) and using F(µ 1 ) = µ n−1 , we arrive at (31) .
It remains to compute the constants explicitly in the case s = 3. In this case, the iterated sums in [28] simplify to
n,k,n−1,
.
From (31) it follows that
The solution of this equation is
where ǫ n only depends on n.
Together with (12) we find, for odd s = 1, n ≥ 3 and 1
hence by Corollary 4.11
It remains to compute ǫ n . For this, we use a functorial property of the AleskerFourier transform and a version of the Crofton formula, where we integrate tensor valuations with respect to subspaces E parallel to affine subspacesĒ. In this case the space in which the valuation is to be considered is indicated by a superscript. Here we also use the translation invariance of the given valuations.
Proof. Letχ (1) ,χ (2) be the constants from [28] . From Theorem 2.6 of [28] , it follows that
Working out the constant on the right-hand side, we get the result.
Lemma 4.14. Let π E : R n → E be the orthogonal projection to a two-dimensional
Proof. A special case of Theorem 4.4.10 in [40] is the following. If f : S n−1 → R is a continuous function, then
Applying this formula to the components of the function f (y) = y 3 gives n 2
Let us recall Theorem 6.2.4 from [11] . It was stated in invariant terms, but can be translated to the following Euclidean version. Let V be a Euclidean vector space. If φ ∈ Val sm,− k (V ), for k ∈ {1, . . . , n − 1}, is given by
is a smooth family of odd valuations of degree k and m is a smooth measure, then
wherem is the product measure of m and the Lebesgue measure. Note that the Alesker-Fourier transform on the left-hand side is with respect to V , while it is with respect to E on the right-hand side.
We apply this formula with k = 1 and ψ E = Φ E 1,3 to the expression from Lemma 4.14. Using the two-dimensional case of Theorem 1 (which was shown in Subsection 4.4) and Lemma 4.13, we obtain
On the other hand, F(Φ 1,3 ) = ǫ n i 3 Φ n−1,3 , hence ǫ n = 1 for all n. This finishes the proof of Theorem 1.
Algebraic properties of tensor valuations
In this section, we give explicit formulas for convolution, Poincaré duality, Alesker-Fourier transform and product of tensor valuations.
Convolution.
Theorem 5.1. The convolution product of tensor valuations is given for k, l ≤ n with k + l ≥ n and s 1 , s 2 = 1 by
Proof. The cases where k = n or l = n can be checked directly. The consistency with the given formula can be seen from
, since s 1 = 0 if k = n and s 2 = 0 if l = n. Let us recall a formula from [16] . Let * V be the Hodge star on the space Ω * (V ) of differential forms on V . Let π 1 : SV → V, π 2 : SV → S n−1 be the projections. Let * 1 be the linear operator on Ω * (SV ) which is uniquely defined by
with 0 ≤ k, l ≤ n − 1 and k + l ≥ n are given by differential forms γ 1 , γ 2 of bidegree (k, n − k − 1) and (l, n − l − 1), respectively, on the sphere bundle. Then the convolution product φ 1 * φ 2 is given by the form
We first study the case k = l = n − 1. We thus apply the formula to the tensor valuations Φ n−1,s1 and Φ n−1,s2 . In this case,
where y is a vector valued function and the differential forms are tensor valued.
∂xi be the Reeb vector field on SR n . It satisfies i T α = 1 and
α it follows that
The Rumin differential was computed in Proposition 4.4, which gives
We have
It is easily checked that for k ∈ {0, . . . , n − 2} we have
In particular, dξ n−2,y ≡ −yρ n−2 mod α and therefore
Similarly,
From these equations it follows that
where we compute modulo the ideal generated by α, dα and exact forms.
Substituting these formulas into (35) and (36), we obtain that
which translates to
The general case can be derived from this as follows. Repeated application of (33) shows that, for 0 ≤ a ≤ n − 2, we have
Since Λ acts as convolution by 2µ n−1 , compare [16] , we obtain
which yields the assertion of the theorem.
Poincaré duality.
Proposition 5.2. The Poincaré pairing with respect to the convolution is given by
Proof. In the cases k = 0, n (with s = 0) the formula is easily confirmed. The right-hand side is equal to one, if properly interpreted. Let us assume 1 ≤ k ≤ n − 1. Recall that Φ k,s is represented by γ 1 := ω n−k ω n−k+s s! y s ρ k and Φ n−k,s is represented by γ 2 := ω k ω k+s s! y s ρ n−k .
By Proposition 4.4, (38) and the subsequent considerations, and by (37), we get
Since y where we used (19) in the last line. The statement now follows from Equation (43) in [49] (note the different meaning of the constant ω n in [49] ). We remark that the Poincaré duality of multiples of the basic invariants Φ k,s with powers of Q can be easily written down by using (4) and tr Φ k,s = n − k + s − 2 2πs(s − 1) Φ k,s−2 , s ≥ 2. (n − k − 1)!(n − l − 1)! (n − i − 1)!(n − 1)! · · ω n−k+s1 ω n−l+s2 ω n ω n−i+s1+s2 Φ k,s1 ⊗ Φ l,s2 , which proves the asserted formula.
We remark that we do not obtain the additive kinematic operator on multiples of Q with this method. One possible way to overcome this difficulty is to apply Corollary 3.3 to the intersectional kinematic formulas from the next subsection.
6.3. Intersectional kinematic formulas. In the last few sections, we have introduced the necessary machinery to compute all intersectional kinematic formulas.
Note that for any given ranks s 1 , s 2 , the formula in Theorem 5.5 is closed. The kinematic formula k O(n) s1,s2 can be explicitly computed with Theorem 3. with some constants a n,i,k which remain to be determined. Fix k, l with k + l = n + i. Using Corollary 5.3, we find pd
