Essays On The Mathematics Of Market Efficiency by Larsson, Martin
ESSAYS ON THE MATHEMATICS OF
MARKET EFFICIENCY
A Dissertation
Presented to the Faculty of the Graduate School
of Cornell University
in Partial Fulfillment of the Requirements for the Degree of
Doctor of Philosophy
by
Martin Olov Larsson
August 2012
c© 2012 Martin Olov Larsson
ALL RIGHTS RESERVED
ESSAYS ON THE MATHEMATICS OF
MARKET EFFICIENCY
Martin Olov Larsson, Ph.D.
Cornell University 2012
In 1970, Fama defined an efficient market as one where prices always ‘fully re-
flect’ available information, but so far a rigorous definition has been lacking.
This thesis addresses this issue by providing a definition based on economic
equilibria. Efficiency is then characterized in terms of Merton’s No Dominance
condition together with absence of arbitrage in the sense of No Free Lunch With
Vanishing Risk, as well as the existence of an equivalent (true) martingale mea-
sure for the discounted price process. The stability of the efficiency property
with respect to changes in the information set is investigated. In particular, ef-
ficiency is preserved under information reduction, but not necessarily under
information expansion. Next, checkable necessary and sufficient conditions for
efficiency are provided for a large class of high dimensional stochastic volatility
models. Finally, information reduction is studied in the inefficient setting. This
leads to new results on filtration shrinkage for strict local martingales.
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CHAPTER 1
INTRODUCTION
This thesis concerns three fundamental concepts in financial economics:
Market efficiency, economic equilibrium, and absence of arbitrage. All three
concepts have been thoroughly studied both empirically and theoretically, but
nonetheless the relationship between them is not fully understood. To a large
extent, this is due to the lack of a workable definition of market efficiency—
indeed, the original definition, given by Fama [27] on p. 383 of his seminal pa-
per, is:
A market in which prices always ‘fully reflect’ available information is called ‘efficient’.
A major goal of this thesis is to establish a mathematically rigorous defini-
tion of market efficiency, consistent with its treatment in the literature. Briefly
stated, the definition we propose is that there should exist some economic equi-
librium consistent with the observed prices. Once the definition is available,
market efficiency can be characterized in terms of absence of arbitrage, appro-
priately defined, and the existence of a martingale probability measure for the
underlying price process. More specifically, a market is efficient if and only if
there is an equivalent measure under which the discounted price process is a
martingale. This in turn is true if and only if Merton’s No Dominance condi-
tion holds, and there is no arbitrage opportunities (in the sense of the classical
No Free Lunch With Vanishing Risk (NFLVR) condition.) The No Dominance
condition postulates that it is not possible to outperform liquidly traded assets
solely through dynamic investment in those assets. This condition, introduced
in [54] but subsequently receiving little attention (two exceptions being [43] and
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[44]), plays a central role in our results. Armed with the characterization theo-
rem one can study the properties of models for efficient and inefficient markets.
In this work, we focus on two key issues.
Firstly, we study the effect of perturbations to the agents’ information set.
Specifying an appropriate information set is of central importance in the litera-
ture on market efficiency. This is no surprise, since the investors’ ability to carry
out effective trading strategies crucially depends on the information available
to them. The classical literature considers three distinct types: weak form, semi-
strong, and strong form efficiency, distinguished by the available information.
Understanding this distinction in the context of our definition of efficiency is a
key motivation for studying changes in the information set.
Secondly, we investigate a class of stochastic volatility models for large mar-
kets, providing necessary and sufficient conditions for efficiency. This is feasi-
ble thanks to the characterization theorem, which allows us to study efficiency
without specifying any particular equilibrium model. This is crucial in the con-
text of testing: How does one accept or reject market efficiency through statis-
tical tests? A major difficulty is the joint hypothesis problem: tests of efficiency
so far have been contingent on specifying a particular equilibrium model. Test-
ing the validity of such a model is, however, notoriously difficult. As a result,
there is no way to exclude that a rejection of efficiency is really just a rejection
of the assumed equilibrium model. Our characterization of efficiency makes
it possible to circumvent this problem, and by providing checkable conditions
within a concrete modeling framework, we take a first step toward new testing
procedures.
Concerning the mathematics, the contributions of this thesis lie in the realm
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of semimartingale theory, in particular the distinction between true martingales
and strict local martingales, as well as the theory of filtration expansion and fil-
tration shrinkage. Our results on high dimensional market models are among
the few in the literature attempting to characterize the strict local martingale
property for high dimensional diffusions. The results on filtration shrinkage
for strict local martingales contributes to the understanding of the structure of
optional projections of such processes. In particular, there are interesting con-
nections to the so-called Fo¨llmer measure, and to predictable compensators of
stopping times.
This thesis consists of three chapters, excluding this Introduction. Market ef-
ficiency is defined and characterized in Chapter 2, which also includes a discus-
sion of how efficiency is affected by changes in the information set. Chapter 3
is devoted to studying the efficiency property of a class of high dimensional
stochastic volatility models. Thanks to the characterization theorem obtained
in Chapter 2, this task is reduced to finding probability measures that turn the
price process into a (true) martingale. Whether or not this is possible turns out
to depend crucially on the correlation structure of the price process vis-a-vis
that of the underlying volatility process. The material in Chapter 2 and part of
Chapter 3 has appeared in [45]. Chapter 4 is concerned with the mathematical
problem of filtration shrinkage in the inefficient setting, continuing the discus-
sion on different information sets initiated in Chapter 2.
Throughout this thesis, standard notational conventions from probability
theory and mathematical finance will be adhered to. For the relevant notions
from semimartingale theory and stochastic integration, we refer to the books by
Jacod [39], Jacod and Shiryaev [41], and Protter [59]. A basic reference on the
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theory of diffusion processes used in Chapters 3 and 4 is the book by Rogers
and Williams [60]. The value of a stochastic process X at time t will interchange-
ably be denoted Xt or X(t)—both have advantages depending on the context.
Unless explicitly stated otherwise, relations between random variables, such a
equalities and inequalities, are to be understood up to almost sure equivalence.
Relations involving processes are to be understood up to evanescence. Some
exceptions to these conventions occur in Chapter 4, but they will be pointed out
clearly.
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CHAPTER 2
MARKET EFFICIENCY: DEFINITION AND CHARACTERIZATION
As mentioned in the Introduction, Fama’s original definition of market effi-
ciency is:
A market in which prices always ‘fully reflect’ available information is called ‘efficient’.
In quantifying this definition, for its use in testing market efficiency, it is
commonly believed (see, for example, [7] and [29]) that one must first specify an
equilibrium model. This is called the joint-hypothesis or the bad-model problem.
Indeed, Fama states ([28], p. 1575 and [29], p. 285):
The joint-hypothesis problem is more serious. Thus, market efficiency per se is not testable.
It must be tested jointly with some model of equilibrium, an asset pricing model. This point, the
theme of the 1970 review (Fama (1970)), says that we can only test whether information is prop-
erly reflected in prices in the context of a pricing model that defines the meaning of ’properly’.
Market efficiency must be tested jointly with a model for expected (normal) returns, and all
models show problems describing average returns. The bad-model problem is ubiquitous, but it
is more serious in long-term returns.
In contrast, we quantify the original definition in such a manner that one
can test market efficiency without specifying a particular equilibrium model. As
such, our formulation overcomes the bad-model problem in the existing tests.
We prove this assertion below. Our claim has precedence in the literature where
it is well understood that the existence of an arbitrage opportunity rejects mar-
ket efficiency (see, for example, [46]). And, of course, identifying an arbitrage
opportunity does not require the specification of a particular equilibrium model.
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More generally, the purpose of this chapter is to revisit the meaning of mar-
ket efficiency to rectify various misconceptions in the literature and to develop
new theorems related to market efficiency. As such, one can then better un-
derstand the implications of an efficient market for empirical testing, profitable
trading strategies, and the properties of asset price processes. This analysis is
facilitated by our accumulated understanding of martingale pricing methods
and their application to equilibrium models (for a review see [25]).
To start, we first provide an analytic definition of an efficient market with
respect to an information set that is consistent with the existing definition but
independent of a particular equilibrium asset pricing model. Next, we provide
two alternative characterizations of this definition that facilitate both theorem
proving and empirical testing. The first characterization relates to the existence
of an equivalent probability measure making the normalized asset price pro-
cesses martingales (sometimes called risk neutral measures). The second char-
acterization relates to no arbitrage (in the sense of No Free Lunch with Vanish-
ing Risk (NFLVR)) and No Dominance (ND). This latter characterization for-
malizes the notion that an efficient market has ”no profitable” trading strategies
(see [46]).
These two characterizations enable us to obtain some new insights and to
prove some new theorems regarding efficient markets. First we show that to test
for an efficient market, one only needs to show that there are no arbitrage op-
portunities nor dominated securities with respect to an information set. These
tests are both necessary and sufficient. Surprisingly, when restricted to discrete
trading economies, market efficiency is in fact equivalent only to the notion of
no arbitrage (NFLVR). This is especially relevant because most of the existing
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empirical studies of market efficiency are based on discrete time models (see
[27, 28, 29] and [46] for reviews). Because such empirical tests do not require
the specification of a particular equilibrium model, this confirms our claim that
market efficiency can be tested without the joint model hypothesis.
Three information sets have been considered when discussing efficient mar-
kets1: (i) historical prices (weak form efficiency), (ii) publicly available infor-
mation (semi-strong efficiency), and (iii) private information (strong form effi-
ciency). A market may or may not be efficient with respect to each of these infor-
mation sets.2 In order to account for this distinction, which is well established in
the literature, we study how information expansion and reduction affects mar-
ket efficiency. As is well known, we show that information reduction preserves
with market efficiency, while information expansion need not. In other words,
if the market is semi-strong form efficient, then it is weak-form efficient; but,
if the market is semi-strong form efficient, it need not be strong-form efficient.
Theorems and examples illustrate these statements. With respect to informa-
tion expansion, we also study the question: if the market is semi-strong form
efficient and it is impossible to produce arbitrage in the sense of NFLVR with
respect to inside information, then is the market strong-form efficient? In gen-
eral the answer is no, but we provide sufficient conditions for its validity—if
the market is either: (i) discrete time, (ii) complete, or (iii) the H-hypothesis
holds. The H-hypothesis is a mathematical condition often used in the area of
1This partitioning of the information sets is attributed to Harry Roberts, unpublished paper
presented at the Seminar of the Analysis of Security Prices, U. of Chicago, May 1967 (see Fama
(1970)).
2Market efficiency is closely related to the notion of a Rational Expectations Equilibrium
(REE) where equilibrium prices reveal private information. A fully revealing REE is one where
prices reveal all private information, analogous to a market that is strong-form efficient. A
partially revealing REE is one where prices only partially reveal all private information, cor-
responding to semi-strong form efficiency (see [48] and [1] for reviews). This relationship is
discussed further in Section 2 below.
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credit risk pricing and hedging (see [26] and [5]). Our analysis thus provides an
economic interpretation of the H-hypothesis relating to market efficiency.
2.1 The Model
We consider a continuous time and continuous trading economy on an infinite
horizon. There are a finite number of traders in the economy. Securities markets
are assumed to be competitive and frictionless.
2.1.1 The Market
We are given a complete filtered probability space (Ω,F ,F, P) on [0,∞) that sat-
isfies the usual conditions of right-continuity and P-completeness. P is the sta-
tistical probability measure. The traded securities consist of a locally riskless
money market account together with d risky securities whose market prices at
time t, given in units of the money market account, are S (t) = (S 1(t), . . . , S d(t)).
We let security S 0 correspond to the locally riskless money market account with
S 0(t) ≡ 1. To simplify the presentation we assume that the securities have no
cash flows. We also make the following assumption:
S i(t) ≥ 0 a.s. for all t and i = 1, ..., d.
S = (S (t))t≥0 denotes a vector stochastic process, and we let FS denote the natural
filtration of S , made right-continuous and augmented with the P-null sets. The
process S is assumed to be a (not necessarily locally bounded) semimartingale
with respect to FS . We assume that F contains FS and that S is a semimartingale
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with respect to F. Although we do not require that F0 be P-trivial, we do assume
that S 0 is a.s. constant.
For a given filtration F, we refer to the pair (F, S ) as a market.
2.1.2 Trading Strategies
The economy is populated by a finite number of investors each of whom have
the beliefs Pk and the information filtration F where the probability beliefs Pk
are assumed to be equivalent to P. Due to the competitive markets assumption,
traders act as price takers. Given frictionless markets (no transaction costs nor
restrictions on trade), the trading strategies available to an investor are mod-
eled by F-admissible strategies H. That is, H is an F predictable and S -integrable
process which is (F, a)-admissible for some a ∈ R, meaning that H · S ≥ −a. Here,
(H · S )t =
∫ t
0+
d∑
i=0
Hi(s)dS i(s)
corresponds to a vector stochastic integral, see [59] and [39]. Note that the left
endpoint is not included, so that (H · S )0 = 0.
We require that the admissible trading strategies be self-financing, meaning
that there are no cash flows generated by the trading strategy. That is, letting
V(t) =
∑d
i=0 H
i(t)S i(t) denote the time t value of the trading strategy, the self-
financing condition is that V(t) = V(0) + (H · S )t for all t. A variant of the self-
financing condition will be discussed later in the context of endowment and
consumption streams.
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2.1.3 No Arbitrage (NFLVR)
Our no arbitrage condition is the classical No Free Lunch with Vanishing Risk
(NFLVR) due to [17, 20]. NFLVR means that there is no sequence fn = (Hn · S )∞,
where each Hn is admissible and (Hn · S )∞ exists, such that ‖max(− fn, 0)‖∞ → 0
and fn → f a.s. for some f ≥ 0 with P( f > 0) > 0. In our context, we will need
to impose NFLVR on specific time intervals. We therefore make the following
definition (note that taking T = ∞ yields the usual definition of NFLVR).
Definition 2.1.1 A market (F, S ) satisfies NFLVR on [0,T] if the stopped process S T ,
together with the filtration F, satisfies NFLVR.
The Fundamental Theorem of Asset Pricing (see Delbaen and Schacher-
mayer [17, 20]) states that in our setting NFLVR is equivalent to the existence
of an equivalent local martingale measure3. In other words, a market (F, S ) sat-
isfies NFLVR on [0,T ] if and only if the set
Mloc(F, S ,T ) = {Q : Q ∼ P and S is an (F,Q) local martingale on [0,T ]}
is non-empty. When there is no risk of confusion, we will sometimes simply
writeMloc,Mloc(F), etc.
2.1.4 No Dominance (ND)
The notion of No Dominance (ND) was introduced by [54] to study the proper-
ties of option prices. Merton’s definition can be formalized as follows.
3Notice that we do not have to distinguish between local martingales and sigma martingales
since prices are nonnegative. This follows from the definition of a sigma martingale and the
Ansel-Stricker theorem.
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Definition 2.1.2 (No Dominance) the ith security S i = (S i(t))t≥0 is undominated on
[0,T ] if there is no admissible strategy H such that
S i(0) + (H · S )T ≥ S i(T ) a.s. and P{S i(0) + (H · S )T > S i(T )} > 0.
A market (F, S ) satisfies ND on [0,T ] if each S i, i = 0, . . . , d, is undominated on [0,T ].
In words, ND states that it is not possible to find a trading strategy that
generates a set of payoffs at time T that dominate the payoffs to any traded
security. ND has been used recently in the literature by [43, 44] for the study
of asset price bubbles. Moreover, a closely related notion known as “Relative
Arbitrage” has been recently studied by several authors; see for instance [31],
[30] and [62].
Notice that the above definition also makes sense for T = ∞. The reason is
that (H ·S )∞ exists for every admissible H, so in particular S i(0)+(Hi ·S )∞ = S i(∞)
exists for every i, where Hi is given by
Hi = (0, . . . , 0, 1, 0, . . . , 0), (2.1)
with the one in position i. This shows that ND on [0,∞] is a well-defined notion
in the presence of NFLVR. In addition, we point out that if S i is undominated on
[0,T ], it is also undominated at all earlier times T ′ < T . Indeed, if there were a
dominating strategy H, one could apply the strategy K(t) = H(t)1{t≤T′}+Hi(t)1{t>T′}
where Hi is as in (2.1). This corresponds to holding one unit of asset i up to the
time horizon. The nonnegativity of S i ensures that Hi is admissible. The strategy
K satisfies
S i(0) + (K · S )T = S i(T ) + S i(0) + (H · S )T ′ − S i(T ′) ≥ S i(T ),
with positive probability of having a strict inequality. But, this is impossible
since S i is undominated on [0,T ].
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NFLVR and ND are distinct conditions, but both imply the simpler No Ar-
bitrage (NA) condition: there can be no admissible strategy H such that
(H · S )T ≥ 0 a.s. and P{(H · S )T > 0} > 0.
Indeed, since ND in particular implies that S 0 ≡ 1 is undominated, it follows
that ND implies NA. And, it has been shown by [17] that a market (F, S ) sat-
isfies NFLVR if and only if it satisfies NA together with the condition that the
set of payoffs of 1-admissible strategies with bounded support is bounded in
probability.
2.1.5 Maximal Trading Strategies
Essential in proving many of our results in the notion of maximal trading strate-
gies introduced by [20].
Definition 2.1.3 (Maximal Strategies) A process H is called F-maximal on [0,T ]
if it is F-admissible and for every F-admissible strategy K such that (K · S )T ≥ (H · S )T ,
it is true that (K · S )T = (H · S )T .
If the filtration and/or the time horizon is clear from the context, we drop
these qualifiers and simply call H maximal.
To understand the meaning of a maximal trading strategy H, one first fixes
a time T payout generated by a trading strategy (H · S )T . Then, a maximal
admissible trading strategy has the largest such fixed payoff possible starting
at time 0 with zero investment. In terms of maximality, the No Dominance
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(ND) condition can be phrased as requiring that all the strategies Hi in (2.1) are
maximal.
We need two results from [20] concerning maximal strategies.
Lemma 2.1.1 If S is a positive F semimartingale that satisfies NFLVR with respect to
F, then for any F-admissible strategy H the following are equivalent:
(i) H is F-maximal on [0,T ].
(ii) There is Q ∈ Mloc(F) such that H · S is an (F,Q) martingale on [0,T ].
(iii) There is Q ∈ Mloc(F) such that EQ[(H · S )T ] = 0.
Proof. See [20], Theorem 5.12., while keeping in mind that local martingale
measures and sigma martingale measures coincide in our setting where S is
nonnegative. 
Lemma 2.1.2 Finite sums of maximal strategies are again maximal.
Proof. This follows from [19], Theorem 2.14, which is stated for the case where S
is locally bounded. However, an examination of the proof of this theorem, and
the results that it relies on (Lemma 2.11, Proposition 2.12 and Proposition 2.13
in the same reference) show that the local boundedness is never used. 
2.1.6 An Economy
We consider a pure exchange economy on a finite horizon [0,T ]. An economy
consists of a market (F, S ) and a finite number of investors (k = 1, ...,K) charac-
terized by their beliefs, information, preferences, and endowments.
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We let αi denote the aggregate net supply of the ith security. It is assumed
that each αi is non-random and constant over time, with α0 = 0 and αi > 0 for
i = 1, . . . , d.
There is a single consumption good that is perishable. The price of the con-
sumption good, in units of the money market account, is denoted ψ = {ψ(t) : 0 ≤
t ≤ T }. We assume that ψ(t) is strictly positive.
Each investor solves an optimization problem where he seeks to maximize
utility from consumption. In [51], the optimizing agent receives endowments
and consumes his wealth continuously through time, using a general incom-
plete semimartingale financial market to finance his consumption. The utility
structure is very general, allowing among other things for state dependent util-
ity functions. We adopt a similar setup. Let µ be the probability measure on
[0,T ] such that µ({T }) > 0. Two canonical examples are µ([0,T )) = 0, µ({T }) = 1,
which corresponds to utility from terminal consumption only, and
µ(dt) =
1
2T
dt +
1
2
δ{T }(dt),
which is diffuse on [0,T ) and has an atom {T }. This corresponds to utility from
continuous consumption over [0,T ) and a bulk consumption at T . The use of
the measure µ simplifies the notation by allowing us to treat utility from inter-
mediate and final consumption within a single framework.
The kth investor is characterized by the following quantities.
• Beliefs and information (Pk,F). We assume that investor’s beliefs Pk are
equivalent to P. All investors have the same information set F.
• A time dependent utility function Uk : [0,T ] × R+ → R such that for each t
in the support of µ, the function Uk(t, ·) is concave and strictly increasing.
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We also assume that limx→∞Uk(T, x) = ∞. The utility that agent k derives
from consuming c(t)µ(dt) at each time t ≤ T is
Uk(c) = Ek
[∫ T
0
Uk(t, c(t))µ(dt)
]
,
where Ek[·] is expectation with respect to Pk. Since µ({T }) > 0, the utility is
strictly increasing in the final consumption c(T ).
• Initial wealth xk. Given a trading strategy H = (H1, . . . ,Hd), the investor
will be required to choose his initial holding H0(0) in the money market
account such that
xk = H0(0) +
d∑
i=1
Hi(0)S i(0). (2.2)
• A stochastic endowment stream k(t), t < T of the commodity. This means
that the investors receive k(t)µ(dt) units of the commodity at time t ≤ T .
The cumulative endowment of the kth investor, in units of the money mar-
ket account, is given by
Ek(t) =
∫ t
0
ψ(s)k(s)µ(ds).
The setup is quite general and includes most formulations studied in the
utility maximization literature. In [53], utility from terminal wealth in incom-
plete markets is considered, in which case ψ ≡ 1, µ({T }) = 1, and k ≡ 0. These
results are extended in [12] to the case of random endowments, relaxing the
condition k ≡ 0. In [51], the optimizing agent receives endowments and con-
sumes his wealth continuously through time, so µ([0,T )) is no longer zero. In
fact, µ([0, t]) > 0 is assumed for each t < T . All the above papers make addi-
tional assumptions on the utility function Uk(t, ·) for some or all of their results.
In particular, it is assumed that for each t in the support of µ, the function Uk(t, ·)
is strictly concave, strictly increasing, continuously differentiable, and satisfies
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the Inada conditions: ∂2Uk(t, 0+) = ∞ and ∂2Uk(t,∞) = 0. Moreover, a condition
that figures prominently is reasonably asymptotic elasticity condition. In [53] and
[12] it takes the form
lim sup
x→∞
xU′k(x)
Uk(x)
< 1,
where Uk(x) = Uk(T, x). In [51], a uniform in time version of this condition is
used, together with additional regularity conditions. It is also possible to relax
other aspects of the utility structure. Moreover, they allow the utility function
to evolve stochastically in a progressively measurable way. This would require
boundedness assumptions on ψ(t), see Example 3.4 in [51]. Finally, we mention
[4], where utilities defined on R are considered.
Each investor chooses a consumption plan {ck(t) : 0 ≤ t ≤ T } with ck(t) ≥ 0,
and a trading strategy in the money market account, H0k , and the risky securities,
Hk = (H1k , . . . ,H
d
k ). The investor’s wealth Wk(t) at time t is
Wk(t) = H0k (t) +
d∑
i=1
Hik(t)S
i(t),
and the holdings H0k (t) of the money market account must be chosen so that the
strategy is self-financing, i.e.,
Wk(t) = xk + Ek(t) + (Hk · S )t −Ck(t)
where
Ck(t) =
∫ t
0
ψ(s)ck(s)µ(ds)
is the value of cumulative consumption. Note that the self-financing condition
guarantees that (2.2) holds.
At time T , the investors’ financial holdings are transformed into units of the
consumption good, which can be consumed. That is, at time T the kth investor
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receives a liquidating dividend of
H0k (T ) +
∑d
i=1 H
i
k(T )S
i(T )
ψ(T )
,
in units of the consumption good.
A pair (ck,Hk) is called admissible if ck is progressively measurable, Hk is ad-
missible in the usual sense, and it generates a wealth process Wk with nonneg-
ative terminal wealth, Wk(T ) ≥ 0. The consumption rate process ck is called
admissible if there exists Hk such that (ck,Hk) is admissible. We emphasize that
admissibility of Hk means that Hk · S is uniformly bounded from below by some
constant which is independent of the initial capital xk. In particular, we do not re-
quire that Wk(t) always be nonnegative. This is in contrast to some other work
on utility maximization, for instance [53] and [67].
Investor k solves the following optimization problem:
The Investor’s Problem: To maximize Uk(c) over all admissible consumption
plans c = {c(t) : 0 ≤ t ≤ T }. For fixed endowments we write
uk(x) = sup{Uk(c) : c is admissible, xk = x}
In the utility maximization literature the existence of an optimal solution has
been established under a wide range of assumptions. One common condition is
to require uk(x) < ∞ for some x > 0, together with the existence of an equivalent
local martingale measure. In our setting, we directly assume the existence of an
optimal solution to the investor’s problem. This is a powerful assumption with
several important consequences.
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Lemma 2.1.3 Assume that for some x > 0, the investor’s problem has an optimal solu-
tion with a finite optimal value. Let (̂c, Ĥ) be an admissible pair such that ĉ achieves the
optimum. Then Ĥ is a maximal strategy.
Proof. If Ĥ is not maximal, there is an admissible strategy J such that (J · S )T ≥
(Ĥ · S )T , with strict inequality with positive probability. Hence this strategy
supports the same consumption ĉ(t) for t < T , as well as the final consumption
c′(T ) = ĉ(T ) +
(J · S )T − (H · S )T
µ({T }) .
Since Uk(T,∞) = ∞ and µ({T }) > 0, and the optimal solution has finite value
by assumption, we must have ĉ(T ) < ∞. Hence c′(T ) ≥ ĉ(T ), with positive
probability that the inequality is strict. This strictly improves the utility of the
investor, contradicting the optimality of (̂c, Ĥ). 
We note that as in [51] we may restrict the investors’ portfolio choices to
strategies Ht ∈ K a.s. for all t ∈ [0,T ] where K is a convex cone describing
trading restrictions, such as a short sales prohibition. The proof of Lemma 2.1.3
still goes through, but maximality now refers to the restricted set of admissible
strategies.
Lemma 2.1.4 Assume that for some x > 0, the investor’s problem has an optimal so-
lution with finite optimal value. Then S satisfies NFLVR. Consequently,Mloc is non-
empty.
Proof. By a well-known characterization of NFLVR, it suffices to show that: (a)
NA is satisfied, and (b) the set K = {(H · S )T : H is 1−admissible} is bounded in
L0, see [17], Corollary 3.9.
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Let (̂c, Ĥ) be an optimal consumption-investment plan. Suppose first NA
fails, and let J be an arbitrage strategy. The strategy H˜ = Ĥ+J is then admissible,
and with X˜T = (H˜ · S )T and X̂T = (Ĥ · S )T , we have X˜T ≥ X̂T and P(X˜T > X̂T ) > 0.
Hence Ĥ is not maximal, which is impossible by Lemma 2.1.3.
Next, the fact that the set K is bounded in L0 follows from a straightforward
adaptation of the proof of Proposition 4.19 in [49]. The argument goes through
almost unchanged as soon as we have established that uk(·) is concave. For this,
choose arbitrary xi > 0 for i = 1, 2 and λ ∈ [0, 1], and set x0 = λx1 + (1−λ)x2. There
are sequences {cni }n∈N, i = 1, 2, of consumption plans such that cin is admissible
given initial capital xi, and
uk(xi) = lim
n→∞ Ek
[∫ T
0
Uk(t, cin(t))µ(dt)
]
.
Now, c0n = λc1n + (1 − λ)c2n is admissible with initial capital x0. Hence, due to the
concavity of Uk(t, ·) for t ∈ [0,T ], we get
uk(x0) ≥ lim sup
n→∞
Ek
[∫ T
0
Uk(t, c0n(t))µ(dt)
]
≥ λuk(x1) + (1 − λ)uk(x2).
Thus u(·) is concave, as claimed. 
This lemma is the formalization of the well-known result that the existence
of an investor’s optimal consumption choice implies that there are no arbitrage
opportunities.
An economy is defined by the collection ({Pk}Kk=1,F, {k}Kk=1, {Uk}Kk=1).
2.1.7 An Equilibrium
This section defines a market equilibrium and explores its implications. Given
an economy ({Pk}Kk=1 ,F, {k}Kk=1, {Uk}Kk=1), an economic equilibrium determines the
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price processes (ψ, S ) by equating aggregate supply equal to aggregate demand.
This is formalized in the following definition.
Definition 2.1.4 (Equilibrium) Given an economy ({Pk}Kk=1 ,F, {k}Kk=1, {Uk}Kk=1), a
consumption good price index ψ, financial asset prices S = (S 0, S 1, . . . , S d), and in-
vestor consumption-investment plans (̂ck, Ĥk) for k = 1, . . . ,K, the pair (ψ, S ) is an
equilibrium price process if for all 0 ≤ t ≤ T a. e. P,
(i) securities markets clear:
K∑
k=1
Ĥik(t) = α
i, i = 0, . . . , d;
(ii) commodity markets clear:
K∑
k=1
ĉk(t) =
K∑
k=1
k(t);
(iii) investors’ choices are optimal: (̂ck, Ĥk) solves the kth investor’s utility maximiza-
tion problem and the optimal value is finite.
Such an equilibrium is sometimes called an Arrow-Radner equilibrium. Suf-
ficient conditions for the existence of such an equilibrium can be found in [24],
[50], [16], [15, 14], and [66].
We now establish some properties that must hold in an economic equilib-
rium. Notice that NFLVR always holds in equilibrium as a consequence of
Lemma 2.1.4.
Lemma 2.1.5 Suppose an equilibrium is given. Then holding the market portfolio is a
maximal strategy, i.e. H = (H1, . . . ,Hd) given by
Hi(t) ≡ αi, i = 1, . . . , d
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is maximal.
Proof. By Lemma 2.1.4,Mloc , ∅. Furthermore, Lemma 2.1.3 implies that each
Ĥk is maximal. By Lemma 2.1.2, their sum H = Ĥ0 + · · · + ĤK is also maximal.
But the clearing condition for the securities markets implies that Hi ≡ αi for each
i = 1, . . . , d. 
The next result shows that buying and holding assets in positive net supply
is also a maximal strategy.
Lemma 2.1.6 Suppose an equilibrium is given. Then, for each fixed i ∈ {0, 1, . . . , d},
the strategy H = (H0, . . . ,Hd) given by
Hi ≡ 1
H j ≡ 0, j , i
is maximal, i.e. ND holds.
Proof. By Lemma 2.1.4, NFLVR and hence NA holds, so the claim is true for
i = 0. Suppose i ∈ {1, . . . , d} and let H˜ be the market portfolio from Lemma 2.1.5,
multiplied by a factor 1/αi. This is well-defined since αi > 0, and H˜ is still
maximal because maximality is not affected by positive scaling. By Lemma 2.1.5
and Lemma 2.1.1, there is a probability Q ∈ Mloc under which H˜ · S becomes a
martingale. Due to the nonnegativity of asset prices,
d∑
i=1
S i(0) + H˜ · S = S i +
∑
i, j
α j
αi
S j ≥ S i.
Hence under Q, S i is a nonnegative local martingale dominated by a true
martingale, and therefore itself a true martingale. Another application of
Lemma 2.1.1 gives the maximality of H. 
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As presented, our equilibrium is for an economy with symmetric informa-
tion. An interesting extension is the asymmetric information case, where all
traders share the same beliefs P but have different information sets represented
by the filtrations Fk. Furthermore, the market filtration F =
⋂
k F
k consists of
the information that is available to all traders. In the investor’s optimization
problem, Fk replaces F. Hence, the kth investor’s consumption and portfolio
choices (ck,Hk) are admissible with respect to Fk. His optimal strategy Ĥk will
be Fk-maximal, and since F ⊂ Fk it is clear, at least on an informal level, that
no F-admissible strategy can dominate Ĥk. All else remains the same, with a
market still being the pair (F, S ). The definition of an equilibrium is unchanged
with equilibrium prices reflecting the market clearing conditions (i) and (ii), and
investors’ decisions being optimal (iii), with the changed measurability require-
ments. When discussing NFLVR and ND, the market information set F is the
relevant one. This asymmetric information extension relates our equilibrium
notion to that of a Rational Expectations Equilibrium (REE), see [48] and [1] for
reviews. Since FS ⊂ F ⊂ Fk, an investor’s decisions are conditioned on the
information revealed by prices. An equilibrium price process (ψ, S ), therefore,
confirms the investors’ beliefs conditioned on FS .
2.2 Market Efficiency
This section defines an efficient market and provides two equivalent character-
izations that are useful for empirical testing and theorem proving.
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2.2.1 Definition
As discussed above, it is commonly believed that to test market efficiency, one
needs to assume a particular equilibrium model in order to investigate its impli-
cations relating to the properties of the price process or the existence of abnor-
mal trading profits. Both of these implications are derived from the martingale
properties of the equilibrium price processes and they were first discovered by
Samuelson [63]. If these implications are violated in the empirical study, then
efficiency is rejected. In fact, Jensen [46], p. 96, in his review of the empirical lit-
erature uses these necessary conditions as the definition of an efficient market:
A market is efficient with respect to information set θt if it is impossible to make economic
profits by trading on the basis of information set θt. By economic profits, we mean the risk
adjusted returns net of all costs. Application of the zero profit condition to speculative markets
under the assumption of zero storage costs and zero transactions costs gives us the result that
asset prices (after the adjustment for required returns) will behave as a martingale with respect
to the information set θt.
Consistent with the intent of these definitions, we provide a model indepen-
dent and rigorous definition of an efficient market.
Definition 2.2.1 A market (F, S ) is called efficient on [0,T ] with respect to F if there
exists a consumption good price index ψ and an economy ({Pk}Kk=1,F, {k}Kk=1, {Uk}Kk=1) for
which (ψ, S ) is an equilibrium price process S on [0,T ]. If this holds for every T < ∞,
the market is called efficient with respect to F.
This definition says that a market (F, S ) is efficient with respect to F if there
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exists an economy whose equilibrium price process is consistent with S .4
2.2.2 Characterization Theorems
This section characterizes market efficiency. Our first characterization relates ef-
ficiency on [0,T ] to the economic notions of ND and NFLVR. The second gives a
description in terms of equivalent martingale measures. The following theorem
is the main result of this section.
Theorem 2.2.1 (Characterization of efficiency) Let (F, S ) be a market. The follow-
ing statements are equivalent.
(i) (F, S ) is efficient on [0,T ].
(ii) (F, S ) satisfies both NFLVR and ND on [0,T ].
(iii) There exists a probability Q, equivalent to P, such that S is an (F,Q) martingale
on [0,T ]. That is,M(F, S ,T ) , ∅.
Proof. (i) =⇒ (ii): If (F, S ) is efficient on [0,T ], there is a consumption good price
index ψ and an economy ({Pk}Kk=1, F, {k}Kk=1, {Uk}Kk=1) such that (ψ, S ) is an equilib-
rium price process. Hence by Lemma 2.1.4 and Lemma 2.1.6, both NFLVR and
ND hold.
4In the context of an asymmetric information economy, a fully revealing REE is an equi-
librium price process (ψ, S ) such that FS=
∨K
k=1F
k, i.e. all private information is reflected in the
market price process. Since also FS ⊂ Fk, it follows that FS = Fk for each k. That is, all investors
share the same information set, namely the information contained in the prices. A partially re-
vealing REE is an equilibrium price process where this is not the case. A fully revealing REE
corresponds to strong-form market efficiency, while a partially revealing REE corresponds to
weak-form efficiency.
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(ii) =⇒ (iii): If (F, S ) satisfies ND and NFLVR, then all the strategies Hi in (2.1)
are maximal. By Lemma 2.1.2, H = H1+ . . .+Hn = (1, . . . , 1) is then also maximal.
Lemma 2.1.1 thus implies that there is Q ∈ M(F) turning
H · S = (S 1 − S 1(0)) + . . . + (S n − S n(0))
into a martingale. Using the nonnegativity of S , we see that each nonnegative
Q local martingale S i is dominated by a martingale, and is therefore itself a
martingale.
(iii) =⇒ (i): Assume that there exists an equivalent martingale measure Q.
We need to construct an equilibrium supporting the price process S . Let all
investors have power utilities with parameter 0 < γ < 1,
Uk(x) =

x1−γ
1−γ , x > 0
−∞, x ≤ 0
for each k, and suppose they only derive utility from terminal consumption,
i.e. µ({T }) = 1. Set ψ(t) ≡ 1 and assume that the endowment streams k are identi-
cally zero—then the investors only receive utility from the liquidating dividend.
Next, suppose that the investor beliefs are given by an equivalent probability
P∗, which we define via
dP∗
dQ
=
Z(T )γ
EQ[Z(T )γ]
,
where
Z(t) =
α1S 1(t) + · · · + αdS d(t)
α1S 1(0) + · · · + αdS d(0) ,
which is a strictly positive Q-martingale by hypothesis, with EQ[Z(T )] = 1. Note
that since γ < 1, EQ[Z(T )γ] < ∞, so P∗ is well-defined. The kth investor’s opti-
mization problem is then
sup
{
EP
∗
[Uk(X(T ))] : X(T ) = xk +
∫ T
0
H(s)dS (s), H admissible
}
.
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Since Uk(x) = −∞ for x ≤ 0, we may restrict attention to strategies for which
X(T ) > 0. Then, due to the supermartingale property of X = xk +
∫
H(t)dS (t)
under Q, X(t) ≥ EQ(X(T ) | Ft) ≥ 0 for all t ≤ T . Hence, in fact, we only need to
consider xk-admissible strategies.
We now show that, with the preferences and beliefs described above, the
optimal strategy for each investor is to invest his initial wealth in the market
portfolio until the time horizon T . As a consequence, there is an equilibrium
supporting the market (F, S ). To prove this, first note that, by the definition of
P∗ and Uk,
EP
∗
[Uk(xkX(T ))] =
x1−γk
1 − γ
1
EQ[Z(T )γ]
EQ
[
Z(T )γZ(T )1−γ
]
=
x1−γk
1 − γ
1
EQ[Z(T )γ]
,
since Z is a Q martingale with expectation one. Thus the candidate optimal util-
ity is finite. Next, let H be any 1-admissible strategy, and set X = 1+
∫
HdS . The
concavity of Uk, the definition of P∗, and the supermartingale (resp. martingale)
property of X (resp. Z) under Q yield
EP
∗
[Uk(xkX(T )) − Uk(xkZ(T ))] ≤ EP∗ [U′k(xkZ(T ))(xkX(T ) − xkZ(T ))]
=
x1−γk
EQ[Z(T )γ]
EP
∗
[
dQ
dP∗
(X(T ) − Z(T ))
]
=
x1−γk
EQ[Z(T )γ]
(
EQ[X(T )] − EQ[Z(T )]
)
≤ 0.
Hence
EP
∗
[Uk(xkX(T ))] ≤ EP∗ [Uk(xkZ(T ))] ,
and since the final payoff from any xk-admissible strategy is of the form xkX(T )
with X as above, this proves the optimality of xkZ(T ).
It is now straightforward to verify that we have an equilibrium. With pref-
erences as described above, the kth investor’s holdings in the ith asset at time t is
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given by
Ĥik(t) = xk
αi
α1S 1(0) + · · · + αdS d(0) .
Summing over k and using that
∑K
k=1 xk = α
1S 1(0) + · · · + αdS d(0) shows that the
securities markets clear. The commodity markets also clear, since there is no
intermediate consumption or endowments. This concludes the proof. 
Condition (iii) formalizes the connection between martingales and efficiency
as first noted in [63] and [27], and it is equivalent to the definition of efficiency
used in [61]. As pointed out previously, by the Fundamental Theorem of Asset
Pricing, NFLVR on [0,T ] implies thatMloc(F, S ,T ) , ∅. The efficiency condition
is stronger. It requires thatM(F, S ,T ) , ∅where
M(F, S ,T ) = {Q ∼ P : S is an (F,Q) martingale on [0,T ]}.
The setM(F, S ,T ) can equivalently be described as consisting of the equivalent
measures that turn S into a uniformly integrable martingale on [0,T ]. When
there is no risk of confusion we writeM,M(F), etc.
Consistent with this observation, there exist markets that satisfy NFLVR but
are not efficient. An example is any complete market with a price bubble, see
[43]. To see this, consider the following simple economy consisting of only two
traded assets, the money market account and S 1. Let S 1 be an inverse Bessel
process5. ThenMloc consists of a single element under which S is a strict local
martingale (i.e. a local martingale that is not a martingale), and hence M = ∅.
Theorem 2.2.1 then shows that this market, where we can take F = FS , is not
efficient. This example is discussed in more detail in [18], as well as in Chapter 4
below.
5The inverse Bessel process can be defined as 1/‖B‖, where B is a three-dimensional Brownian
motion starting from (1, 0, 0). See [10] for details.
27
The alternative characterization of efficiency in terms of ND and NFLVR
makes precise the meaning of “no economic profits” in the definition of an effi-
cient market as given in [46] and quoted above. “No economic profits” means
NFLVR and ND. As stated, it is self-evident that the notions of NFLVR and ND
are independent of any particular equilibrium model; they must be satisfied by
all such equilibrium models. It is this characterization that facilitates empirical
tests of market efficiency that are independent of the joint model hypothesis.
Indeed, given any market (F, S ), to disprove efficiency one just needs to iden-
tify an arbitrage opportunity (FLVR) or a dominating trading strategy. Con-
versely, if one can show that no such strategies exist, then the market is efficient.
To show that no such strategies exist, one can use Theorem 2.2.1, and show that a
martingale probability measure Q exists. Given a specification for the stochastic
process S , an empirical investigation of the process’s parameters could confirm
or reject this possibility. In contrast to the classical joint hypothesis test of an
efficient market, this alternative provides a test of market efficiency where the
additional hypothesis can be independently validated (see Chapter 3 below).
This theorem also helps us to understand the relationship between an effi-
cient market and asset price bubbles. As shown in [43, 44], a complete market
that is efficient (satisfies both NFLVR and ND) has no price bubbles. However,
the authors provide numerous examples of efficient but incomplete markets that
contain price bubbles. Hence, there is a weak relationship between market ef-
ficiency and the non-existence of asset price bubbles, the link is the notion of a
complete market.
Our second theorem deals with the case where (F, S ) is efficient with respect to
F, i.e. where efficiency on [0,T ] holds for every finite T (see Definition 2.2.1).
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Theorem 2.2.2 The market (F, S ) is efficient if and only if there is a family of probabil-
ities {Qt}t≥0, where Qt is defined on Ft, such that
(i) Qt = Qs on Fs for all s < t,
(ii) Qt ∼ P on Ft and S is a (F,Qt) martingale on [0, t].
Proof. Sufficiency follows by considering QT and applying Theorem 2.2.1 to
(F, S ) restricted to [0,T ]. For necessity, it suffices to construct measures Qn, n ∈ N,
such that Qn ∼ P, Qn+1 = Qn on Fn, and S is a Qn martingale on [0, n]. We con-
struct the Qn inductively. Let Q0 = P. Suppose Qn−1 has been constructed, and
choose Q˜n, equivalent to P, such that S becomes a uniformly integrable martin-
gale on [0, n]. Such a measure exists due to the hypothesis and Theorem 2.2.1.
Let Zn−1t = EP
[
dQn−1
dP
∣∣∣∣ Ft] and Z˜nt = EP [ dQ˜ndP ∣∣∣∣ Ft], and define
Znt =

Zn−1t t < n − 1,
Zn−1n−1
Z˜nt
Z˜nn−1
t ≥ n − 1.
The measure Qn given by dQ
n
dP = Z
n
n has density process Zn, which coincides with
Zn−1 on [0, n − 1] implying that Qn = Qn−1 on Fn−1.
It remains to check that S is a Qn martingale on [0, n], so pick 0 ≤ s < t ≤ n
and A ∈ Fs. First, if t ≤ n − 1, then EQn
[
1A(S it − S is)
]
= EQ
n−1 [1A(S it − S is)] = 0 for
each i. If instead s ≥ n − 1, then Bayes’ rule yields
EQ
n [
S it | Fs
]
=
1
Zns
EP
[
Znt S
i
t | Fs
]
=
1
Z˜ns
EP
[
Z˜nt S
i
t | Fs
]
= EQ˜n
[
S it | Fs
]
= S is.
Finally, if s ≤ n − 1 ≤ t, then
EQ
n [
1A(S it − S is)
]
= EQ
n [
1A(S it − S in−1)
]
+ EQ
n [
1A(S in−1 − S is)
]
= 0,
by the two previous cases. The proof is complete. 
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Most of the empirical literature testing for market efficiency utilizes discrete
time markets (see [27, 28, 29] and [46] for reviews). Hence it is important to
understand the characterization of market efficiency in a discrete time model.
Specifically, let (F, S ) be a market in discrete time, t ∈ {0, 1, . . .}. Then (F, S ) is effi-
cient on {0, . . . ,T }with respect to F if and only if it satisfies NFLVR on {0, . . . ,T }.
The proof of this claim is straightforward and therefore omitted. In fact, NFLVR
implies (in our setting) that a true martingale measure exists, so the Dalang-
Morton-Willinger (DMW) Theorem, see [13], lets us conclude that in discrete
time, NFLVR excludes arbitrage using strategies that are not necessarily admis-
sible. Conversely, if no such arbitrage opportunities exist, the DMW Theorem
gives an equivalent martingale measure, thus showing that the market is effi-
cient. This connection is relevant, because in discrete time the setting of the
DMW Theorem is arguably more suitable than that of NFLVR.
2.3 Different Information Sets
In this section we study how market efficiency is affected by changes in the in-
formation sets, both information reductions and expansions. More formally we
consider nested filtrations F ⊂ G, and study conditions under which efficiency
with respect to F carries over to G, and vice-versa. The results in this section
relies crucially on the characterization of efficiency in terms of equivalent mar-
tingale measures. The corresponding analysis in the context of an equilibrium
model would be much more complicated.
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2.3.1 Filtration Shrinkage
If (G, S ) is known to be efficient and we want to deduce the efficiency of (F, S ),
the analysis is particularly simple. We therefore start by treating this case. The
following result is classical, see e.g. [59], Theorem I.21:
Lemma 2.3.1 Let a filtered probability space with time set [0,T ] be given. A ca`dla`g,
adapted process M such that
E [|Mτ|] < ∞ and E [Mτ] = E [M0]
for every stopping time τ is a uniformly integrable martingale.
Theorem 2.3.1 Let S be an n-dimensional G semimartingale with nonnegative com-
ponents and suppose that the market (G, S ) is efficient on [0,T ]. If F ⊂ G is a filtration
to which S is adapted, then S is an F semimartingale, and (F, S ) is efficient.
Proof. By Theorem 2.2.1 there is Q ∼ P such that S is a (G,Q) uniformly inte-
grable martingale. Let τ be any F stopping time. It is then also a G stopping
time, so EQ[|S iτ|] < ∞ and EQ[S iτ] = EQ[S i0] for each i by the optional stopping
theorem. But then S is a uniformly integrable (F,Q) martingale by Lemma 2.3.1,
and we may conclude by Theorem 2.2.1. 
With respect to the model described in Section 2.1 and the information sets
discussed in the finance literature, efficiency of (F, S ) is called semi-strong form
efficiency, since in our economy F corresponds to publicly available information.
Theorem 2.3.1 then proves that semi-strong form efficiency implies weak-form
efficiency. Weak-form efficiency corresponds to the information set generated
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by past security prices (FS , S ), and in our economy FS ⊂ F. In contrast, strong-
form efficiency, inside information, corresponds to an information set expan-
sion. This is discussed in the next section.
2.3.2 Filtration Expansion
For market efficiency under information expansion, we start with an efficient
market (F, S ) and consider a larger filtration G ⊃ F. In general, it is well known
in the finance literature (e.g. [27], p. 388, or [46], p. 97) that when the information
set is expanded to include inside information, market efficiency need not be
preserved. Using our characterization theorems, we can easily confirm these
insights with a simple example. In this example, the additional information is
knowing the risky security’s price at a later date. Given this information, an
arbitrage strategy is easily constructed.
Consider a market consisting of only two assets, the money market account
and a single risky security. Let the risky security’s price process be S 1t = exp(Bt −
1
2 t) where B is a Brownian motion on [0, 1] with the natural augmented filtration
F. We know that the market (F, S ) is efficient since there exists a martingale
probability measure. Indeed, S is already a martingale under P.
Next, consider the inside information set G = (Gt)0≤t≤1 where Gt = Ft ∨ σ(S 11)
represents all information, including the future realizations of the risky secu-
rity’s time 1 value. This information is known at time 0. Then, one can show
(see [38]) that S 1 is a G semimartingale. The market (G, S ) is not efficient. In-
deed, consider the admissible strategy Ht = 1{S 11≥2}1(0,1](t) whose final payoff is
(S 11 − 1)1{S 11≥2}. If P{S 11 ≥ 2} > 0, then this admissible strategy is an arbitrage
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opportunity. Hence, NA is violated, thus also ND and NFLVR. Therefore, by
Theorem 2.2.1, the market based on the augmented information set (G, S ) is not
efficient.
A different and perhaps more important question in this context is the fol-
lowing: if (F, S ) is efficient and (G, S ) satisfies NFLVR, when is (G, S ) efficient?
We know, via Theorem 2.2.1, that a necessary and sufficient condition is that ND
holds also for (G, S ). The next section gives an explicit example where passing
from (F, S ) to (G, S ) can yield an inefficient market, which however still satisfies
NFLVR.
Example (An NFLVR but Inefficient Market)
We now give an example of a market (F, S ) that is efficient, and where under
information expansion G ⊃ F, the market (G, S ) satisfies NFLVR but not ND.
The example is based on a construction in [21], which we repeat here for clarity
of the presentation. For simplicity we let the time set be [0,∞]; an example in the
finite horizon case can be achieved through a suitable time change. The values
at infinity of all involved processes are determined by their limits as t → ∞,
which always exist.
Let the filtration F be the natural augmented filtration generated by two in-
dependent Brownian motions W and B. In this example we take F = F∞. Define
the stopping times
τ = inf{t ≥ 0 : E(W)t = 2} and ρ = inf{t ≥ 0 : E(B)t = 1/2}
where E(B)t = exp(Bt − 12 t) is the stochastic exponential of the Brownian motion
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B, and similarly for E(W). Define processes S and Z by
S = E(B)τ∧ρ and Z = E(W)τ∧ρ.
Lemma 2.3.2 (Delbaen, Schachermayer [21]) The following statements hold:
(i) S is a non-uniformly integrable P local martingale.
(ii) Z is a uniformly integrable P martingale with Z∞ > 0 a.s. and E[Z∞] = 1.
(iii) SZ is a uniformly integrable P martingale, implying that S is a uniformly inte-
grable martingale under the measure Q ∼ P given by dQ = Z∞dP.
(iv) P(τ < ∞) = 12 .
The next step is to construct a filtration G ⊃ F such that the price process
S still satisfies NFLVR (Mloc(G) , ∅), but no R ∈ Mloc(G) exists under which S
becomes uniformly integrable. We let G be the initial expansion of F with the
stopping time τ, i.e. the right-continuous completion of
F ∨ σ(τ) = (Ft ∨ σ(τ))t≥0.
(Note that G∞ = F∞ = F .) Initial expansions of filtrations have been studied
extensively by several authors, see e.g. [40] and the book [47]. However, our
example is sufficiently simple that we do not need the general theory of initial
expansions.
Lemma 2.3.3 The process B is Brownian motion with respect to (G, P).
Proof. Fix 0 ≤ s < t < ∞. The distribution under P of Bt − Bs does not depend on
the filtration, so it remains normally distributed with zero mean and variance
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t − s. Moreover, B is certainly G adapted. It remains to prove that Bt − Bs is
independent of Gs under P. The filtration G is the right-continuous completion
of
(G0t )t≥0 = (F Bt ∨ F Wt ∨ σ(τ))t≥0,
where (F Bt )t≥0 and (F Wt )t≥0 denote the natural augmented filtrations of B and W,
respectively. Pick any continuous and bounded function f : R → R, and define
F = f (Bt − Bs). Let X, Y , and Z be bounded random variables measurable with
respect to F Bs , F Ws , and σ(τ), respectively. Since FX is F B∞-measurable, YZ is F W∞ -
measurable, and B and W are independent under P, it follows that FX and YZ
are independent under P. Similarly, X and YZ are independent. Moreover, since
B is Brownian motion, F is independent of F Bs , and thus of X. This yields
EP[FXYZ] = EP[FX]EP[YZ] = EP[F]EP[X]EP[YZ] = EP[F]EP[XYZ].
By the Monotone Class Theorem, we get EP[Fg] = EP[F]EP[g] for every
bounded, G0s-measurable g. Now let Fε = f (Bt − Bs+ε) for ε > 0 small, and pick
any bounded, Gs-measurable g. Then g is G0s+ε-measurable, so by the above,
EP[Fεg] = EP[Fε]EP[g]. Letting ε ↓ 0 and using continuity and boundedness of
f , we obtain EP[Fg] = EP[F]EP[g]. This suffices to conclude that Bt − Bs and Gs
are independent. 
As a consequence of Lemma 2.3.3 and the fact that τ∧ρ is a G stopping time,
S = E(B)τ∧ρ remains a (G, P) local martingale. In particular, S satisfies NFLVR
with respect to G. However, the following result shows that ND fails, which
completes our example.
Theorem 2.3.2 The market (G, S ) constructed above does not satisfy ND.
Proof. We will prove thatM(G) = ∅. Define the G adapted process S˜ = 1{τ=∞}S .
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We claim that if S is a (G,R) uniformly integrable martingale for some R ∼ P,
then so is S˜ . Indeed, in this case
S˜ t = 1{τ=∞}S t = 1{τ=∞}ER[S∞ | Gt] = ER[1{τ=∞}S∞ | Gt],
so that S˜ is closed by 1{τ=∞}S∞. Suppose for contradiction that such an R exists.
Then
ER[S˜∞] = ER[S˜ 0] = R(τ = ∞).
On the other hand,
ER[S˜∞] = ER[1{τ=∞}E(B)ρ] = 12R(τ = ∞).
Since R ∼ P and P(τ = ∞) = 12 > 0, this is a contradiction. It follows that S˜ cannot
be a (G,R)-uniformly integrable martingale for any R ∼ P, so neither can S . 
The remainder of this section looks for alternative conditions that imply ef-
ficiency (or equivalently ND) under an information set expansion. We discover
three sufficient conditions; if the market is either: (i) discrete time, (ii) complete,
or (iii) the H-hypothesis holds.
Discrete Time Markets
In a discrete time market, if (F, S ) is efficient and (G, S ) satisfies NFLVR, then
(G, S ) is efficient. This follows directly from our earlier observation that under
this hypothesis NFLVR is a sufficient condition for the efficiency of (G, S ).
Complete Markets
If (F, S ) is a complete and efficient market and (G, S ) satisfies NFLVR, then (G, S )
is efficient. This follows because in a complete market, strategies which are max-
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imal in the smaller filtration also remain maximal in the larger filtration (subject
to certain regularity conditions). Hence, information expansion introduces no
new profitable trading strategies. To prove this claim, we start with the defini-
tion of a complete market.
We will use the following definition of completeness; it says that there is only
one risk-neutral measure on F∞.
Definition 2.3.1 (Completeness) A market (F, S ) is called complete if it satisfies
NFLVR and all Q ∈ M(F) coincide on F∞.
For the rest of this section, we restrict attention to the case where the security
process S is strictly positive and F locally bounded. This guarantees that S is a special
semimartingale, which is needed for the proof of the following lemma.
Lemma 2.3.4 Let S be an n-dimensional, locally bounded F semimartingale with pos-
itive components, satisfying NFLVR with respect to F. If G ⊃ F is a larger filtration,
thenMloc(G) ⊂ Mloc(F).
Proof. A theorem by Stricker [65] says that if M is a positive G local martingale,
then it is an F supermartingale, and if in addition M is F special, then it is an
F local martingale. Each S i satisfies these conditions under any Q ∈ Mloc(G),
taking into account that S is locally bounded with respect to F and hence special.

Theorem 2.3.3 Let (F, S ) be a complete market, and suppose that S locally bounded
with strictly positive components. IfG ⊃ F is a larger filtration such that (G, S ) satisfies
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NFLVR, then every locally bounded F-maximal strategy is G-maximal. In particular, if
(F, S ) is efficient, then so is (G, S ).
Proof. Since S satisfies NFLVR with respect to G, it is a G semimartingale. By
Theorem IV.33 in [59], the stochastic integral H · S does not depend on the filtra-
tion (F or G) as long as H is F predictable and locally bounded. Now, let H be a
locally bounded, F-maximal strategy. Then EQ[H · S ]∞ = 0 for some Q ∈ Mloc(F)
by Lemma 2.1.1. However, (G, S ) satisfies NFLVR, so with Lemma 2.3.4 and the
completeness assumption we get that
∅ ,Mloc(G) ⊂ Mloc(F) = {Q}.
Therefore Q ∈ Mloc(G), so another application of Lemma 2.1.1 shows that H is
G-maximal. Finally, ND and hence completeness of (G, S ) now follows from
the fact that the strategies Hi = (0, . . . , 0, 1, 0, . . . , 0), which are F-maximal by
assumption, are also G-maximal. 
An interpretation of Theorem 2.3.3 is that given a complete and efficient mar-
ket (F, S ), any additional information that introduces inefficiencies in (G, S ) will
in fact introduce arbitrage opportunities as well, in the sense of NFLVR.
Hypothesis H
This section shows that if (F, S ) is an efficient market, (G, S ) satisfies NFLVR, and
G ⊃ F is such that the Hypothesis H holds, then (G, S ) is efficient. Hypothesis H
refers to the property that given two nested filtrations F ⊂ G and a probability
P, any (F, P) martingale is again a (G, P) martingale. An alternative terminology
is that F is immersed in G under P.
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In modeling credit risk, information expansion and reduction are important
considerations. First, differential information characterizes the relationship be-
tween structural and reduced form credit risk models. A reduced form model
can be obtained via information reduction in a structural model (see [42] for a
review). Second, within a reduced form credit risk model, an economy is often
characterized by the evolution of a set of state variables yielding the informa-
tion set F. And, default information is usually included via an expansion of this
filtration to include the information generated by a set of default times, yield-
ing the larger information set G. One then studies the conditions under which
the martingale pricing technology extends from F to G. The H-hypothesis guar-
antees this martingale pricing extension, see [26] and [5]. It is not surprising,
therefore, that the H-hypothesis also plays an important role in understanding
information expansion with respect to market efficiency. Similar questions have
been studied by [34] and [2], among others.
The following characterization of Hypothesis H is due to [6].
Theorem 2.3.4 (Bre´maud-Yor) The following are equivalent:
(i) Hypothesis H holds between F and G under the measure P.
(ii) F∞ and Gt are conditionally independent given Ft. That is, for every F∞-
measurable nonnegative F and Gt-measurable nonnegative Gt,
EP[FGt | Ft] = EP[F | Ft]EP[Gt | Ft].
The next result was proved by [11] in the special case of progressive expan-
sions with random times. A modification of their argument leads to the follow-
ing result, where now the expanded filtration G ⊃ F is completely general.
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Lemma 2.3.5 Suppose that Q ∈ Mloc(F) and that Hypothesis H holds between F and
G under some equivalent measure R ∼ Q. Then there is Q∗ ∈ Mloc(F) such that F is
immersed in G under Q∗, and Q∗ = Q on F∞.
Proof. Let Z = ER
[
dQ
dR
∣∣∣∣ F∞] and define Q∗ via dQ∗ = ZdR. Then for A ∈ F∞,
EQ
∗
(1A) = ER[Z1A] = ER
[
ER
[
dQ
dR
1A
∣∣∣∣∣ F∞]] = EQ[1A],
so Q = Q∗ on F∞. In particular, then, Q∗ ∈ Mloc(F). Now, choose any F∞-
measurable F ≥ 0 and Gt-measurable Gt ≥ 0. Bayes’ rule, immersion under
R, and the fact that Z is F∞-measurable and nonnegative yield
EQ
∗
[FGt | Ft] = E
R[ZFGt | Ft]
ER[Z | Ft]
=
ER[ZF | Ft]
ER[Z | Ft] E
R[Gt | Ft]
= EQ
∗
[F | Ft]ER[Gt | Ft].
Similarly,
EQ
∗
[Gt | Ft] = E
R[ZGt | Ft]
ER[Z | Ft] = E
R[Gt | Ft].
Hence EQ∗[FGt | Ft] = EQ∗[F | Ft]EQ∗[Gt | Ft], so immersion holds under Q∗, as
desired. 
We now give the key theorem of this section. We note that Hypothesis H
only has to hold under some arbitrary equivalent measure, not necessarily P or
some Q ∈ Mloc(F).
Theorem 2.3.5 Let (F, S ) be a market that satisfies NFLVR. Suppose that G ⊃ F is a
larger filtration such that Hypothesis H holds between F and G under some equivalent
measure. Then (G, S ) satisfies NFLVR, and every locally bounded F-maximal strategy
is G-maximal. In particular, if (F, S ) is efficient, then so is (G, S ).
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Proof. By Lemma 2.3.5, the intersectionMloc(F)∩Mloc(G) is non-empty, so (G, S )
satisfies NFLVR. Let H be locally bounded and F-maximal, so that EQ(H ·S )T = 0
for some Q ∈ Mloc(F). By Lemma 2.3.5 there is Q∗ ∈ Mloc(G) coinciding with Q
on FT , so EQ∗(H · S )T = 0 and H is G-maximal. As in the proof of Theorem 2.3.3,
the local boundedness of H ensures that H · S does not depend on the filtration.
Also as in the proof of Theorem 2.3.3, the efficiency of (G, S ) follows from the
fact that the strategies Hi = (0, . . . , 0, 1, 0, . . . , 0) remain maximal in G. 
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CHAPTER 3
EFFICIENCY IN HIGH DIMENSIONAL STOCHASTIC VOLATILITY
MODELS
In this chapter we consider some models for price processes useful for pric-
ing options on equities and equity indices. We investigate when these price pro-
cesses are consistent with market efficiency. We take the filtration F = (Ft)0≤t≤T
to be generated by an n-dimensional Brownian motion W = (W1, . . . ,Wn). As
before, there are d risky assets with positive price processes S = (S 1t , . . . , S dt )0≤t≤T ,
S it ≥ 0 for all i, as well as a risk free asset whose price is set to S 0t ≡ 1. Trad-
ing strategies are modeled by admissible integrands. We will assume through-
out that NFLVR is satisfied, and that P ∈ Mloc (see Section 2.1.3). Due to the
characterization theorem in Chapter 2, Theorem 2.2.1, the question of whether
efficiency holds is reduced to determining whether ND holds, or, equivalently,
whetherM is nonempty.
We first consider quite general local volatility models, where we observe
that a certain dichotomy is present: if NFLVR holds, then either Mloc = M or
M = ∅. In the first case, by Theorem 2.2.1, the market (F, S ) is efficient, while
in the second case it is not. We then proceed with a detailed analysis of a class
of stochastic volatility models, giving sufficient and (in a certain sense to be
described later) necessary conditions for efficiency. Our goal is to show that
there are large classes of efficient models, many of them with price processes
that are strict local martingales with respect to the measure under which their
dynamics would typically be specified. Results in this vein are well known
in the one-dimensional case, see especially Sin [64]. In contrast, our results are
established in the multi-dimensional case, which is the appropriate setting since
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(F, S ) should be thought of as a model for an entire market.
These results have two uses. First, they provide an alternative method for
testing market efficiency based on a joint hypothesis. Here the joint hypothesis
is the specification of a particular stochastic process for asset prices. This ad-
ditional hypothesis is testable independently of market efficiency. Once this is
done, efficiency can be accepted or rejected depending on the estimated param-
eters. In contrast, the classical joint hypothesis—specifying a particular equi-
librium model—is not independently testable. The equilibrium model and effi-
ciency are both accepted or rejected in unison.
Second, these results are useful for pricing securities in positive net supply
when one wants to impose more structure on the price process than just NFLVR.
In particular, one may only want to consider price processes that are consistent
with some economic equilibrium, or alternatively stated, are consistent with an
efficient market. Our characterization theorems enable one to understand the
additional structure required. Such restrictions have already proven useful in
the context of asset price bubbles, see [43, 44].
3.1 Local Volatility
Assume that the price process S = (S 1, . . . , S d) is governed by the following
system of stochastic differential equations.
dS it = σ
i(t, S t)>dWt + bi(t, S t)dt (i = 1, . . . , d), (3.1)
where σi : [0,T ]×Rd → Rn and bi : [0,T ]×Rd → R are such that a weak solution,
unique in law, exists with S it > 0 for all t ∈ [0,T ]. We also assume that the σi are
sufficiently regular to guarantee weak existence and uniqueness if the bi are set
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to be identically zero.
Assume now that NFLVR holds, so that Mloc , ∅. By the martingale rep-
resentation theorem, the density process Zt = EP
[
dQ
dP | Ft
]
associated with some
Q ∈ Mloc can be expressed as dZt = Ztθ>t dWt for some adapted, Rn-valued process
θ that depends on Q. Defining WQ = W−∫ ·
0
θsds, Girsanov’s theorem implies that
dS it = σ
i(t, S t)>dW
Q
t +
(
σi(t, S t)>θt + bi(t, S t)
)
dt (i = 1, . . . , d).
Since S i is a local martingale under Q, the drift term is identically zero, so that
dS it = σ
i(t, S t)>dW
Q
t (i = 1, . . . , d).
Since WQ is Brownian motion under Q uniqueness in law implies that S has the
same law under every Q ∈ Mloc. This immediately yields the following theorem.
Theorem 3.1.1 If the local volatility model described in (3.1) satisfies NFLVR, then it
is either a true martingale under every Q ∈ Mloc and (F, S ) is efficient, or it is a strict
local martingale under every Q ∈ Mloc and (F, S ) is inefficient.
Which of the two possibilities actually holds is determined entirely by the
properties of σ. Necessary and sufficient conditions under various regularity
assumptions on σ have been investigated by several authors, see for example
[9] and [56]. For example, in the case where d = 1 and σ1(t, x) = σ(x) for some
measurable function σ(·) satisfying weak regularity conditions, the price pro-
cess is a true martingale under Q if and only if for some c > 0,∫ ∞
c
x
σ(x)2
dx = ∞.
We remark that the question of whether the local volatility model described
above satisfies NFLVR or not is less interesting; this is almost always assumed,
44
and the risk-neutral dynamics are then specified directly (i.e., one does not
model the bi.)
3.2 Stochastic Volatility, Constant Correlation Structure
Let us now describe a class of stochastic volatility models where the correla-
tion structure between the different processes does not change with time. We
expand upon earlier work of Sin [64], who considers a similar model in the one-
dimensional case. See also Hobson [36], who investigates related problems in
the one-dimensional case.
The price process is given by the following system of stochastic differential
equations.
dS it = S
i
t f
i(t, vt)σ>i dWt (i = 1, . . . , d)
dv jt = a
>
j dWt + b
j(t, v jt )dt ( j = 1, . . . ,m).
Here σi, a j ∈ Rn for i = 1, . . . , d and j = 1, . . . ,m. Moreover, each b j : [0,T ]×R→ R
is assumed to be Lipschitz. This guarantees that the SDE for vt = (v1t , . . . , vmt ) has
a strong (non-explosive) solution on [0,T ]. If, for instance, f i : [0,T ] × Rm → R+
is locally bounded, the local martingales
S it = S
i
0 exp
(∫ t
0
f i(s, vs)σ>i dW
s − 1
2
‖σi‖2
∫ t
0
f i(s, vs)2ds
)
, i = 1, . . . , d,
stay strictly positive (we assume that S i0 > 0 for all i.) This will be the case under
the conditions we will impose on the f i. Notice that NFLVR is automatically sat-
isfied since each S i is a local martingale under the original measure. Specifying
the model in this way is typical in applications, and allows us to focus on the
question of whether ND holds.
45
The following condition will be imposed on the model.
Condition 3.2.1 The functions f i are Lipschitz on (−∞,C]m for every C > 0. More
precisely, there exist constants KC such that for i = 1, . . . , d,
| f i(y, t) − f i(z, t)| ≤ KC |y − z|
for every t ∈ [0,T ] and y, z ∈ Rm with y j ≤ C, z j ≤ C, j = 1, . . . ,m.
At first glance, this condition may seem somewhat restrictive. However,
note that f i(t, y) is always nonnegative and should be thought of as being in-
creasing in each volatility component y j. Moreover, the condition imposes no
restrictions on the growth rate of f i(t, y) as the components of y become large.
An important special case where (i) holds is when b j(t, vt) = ρ j(κ j − v jt ) for
some positive constants ρ j and κ j, i.e. where the volatilities are mean-reverting.
In this case the part of (ii) pertaining to b j is also satisfied. This is similar to the
situation considered by Sin [64].
3.2.1 A First Sufficient Condition
In this section we provide a sufficient condition for ND within the stochastic
volatility model with constant correlation structure described above. The re-
sult will be strengthened later (see Section 3.2.2), but it is nonetheless useful to
study this simpler condition first. This is because it allows one to explicitly con-
struct the density of a martingale measure. The stronger result in Section 3.2.2
is then obtained by combining the “dual” techniques used here with “primal”
arguments, reasoning about the existence of arbitrage strategies.
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Theorem 3.2.1 Consider the stochastic volatility model with constant correlations de-
scribed above, and assume that Condition 3.2.1 is satisfied. If there is a vector θ ∈ Rd
such that for all i and j,
θ>σi = 0, θ>a j ≥ σ>i a j, θ>a j ≥ 0,
thenM , ∅. If σ>i a j ≤ 0 for all i and all j, then S is already a martingale under P.
Remark. One noteworthy special case where the last part of Theorem 3.2.1
applies is when each of the vectors a j is orthogonal to all the σi. In this case there
are, after a change of coordinates, two independent sets of Brownian motions,
one driving the S i and the other driving the v j.
The following corollary gives a simple geometric condition that guarantees
the existence of the vector θ required in Theorem 3.2.1. For a set of vectors
y1, . . . , yn, let conv(y1, . . . , yn) denote their convex hull, and span(y1, . . . , yn) their
linear span.
Corollary 3.2.1 Consider the stochastic volatility model with constant correlations de-
scribed above, and assume that Condition 3.2.1 is satisfied. If
conv(a1, . . . , am) ∩ span(σ1, . . . , σd) = ∅,
thenM , ∅.
Proof. Since conv(a1, . . . , am) is compact and convex, and span(σ1, . . . , σd) is
closed and convex they can be strictly separated by a hyperplane. In partic-
ular, there exists θ ∈ Rn and α ∈ R such that θ>a j > α for all j and θ>(λσi) ≤ α for
all i and all λ ∈ R. Take λ = ±1 to see that α = 0 and θ>σi = 0 for all i. By positive
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scaling we may assume that θ>a j ≥ σ>i a j for all i and j. Apply Theorem 3.2.1
with this θ. 
Remark. The larger n−m, the “easier” it is for the condition in Corollary 3.2.1
to be satisfied. In particular, it holds if m = 1 and a1 is not in the span of
σ1, . . . , σd. On the other hand, if span(σ1, . . . , σd) = Rn, then Corollary 3.2.1 can-
not be applied. This is the case of a complete market. In this situation, going
back to Theorem 3.2.1, the only candidate for θ is the zero vector, in which case
one would need σ>i a j ≤ 0 for all i and j in order to deduce efficiency. In fact,
having σ>i a j ≤ 0 for all i and j is necessary when the σi span Rn, in a sense that
will be discussed in Section 3.2.3.
The proof of Theorem 3.2.1 requires two lemmas, both of which are similar
to results that are well-known in the literature. For later use we state them in
a more general form than needed for Theorem 3.2.1. The first lemma is a slight
modification of a comparison theorem due to Ikeda and Watanabe, see [37],
Theorem 1.1.
Lemma 3.2.1 Suppose that for j = 1, 2 and some continuous a : R+ × R → Rn, we
have
Y jt = Y
j
0 +
∫ t
0
a(s,Y js )
>dWs +
∫ t
0
β jsds,
where W is n-dimensional Brownian motion and β j are adapted processes. Suppose the
following conditions are satisfied:
(i) β1t ≥ b1(t,Y1· ) and b2(t,Y2· ) ≥ β2t for some predictable path functionals1 b1, b2 with
b1(t, y·) ≥ b2(t, y·) for all y and t.
1See Rogers and Williams [60], Chapter V.2, for the definition of predictable path functionals,
corresponding notions of Lipschitz continuity, etc.
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(ii) There is an increasing ρ : R+ → R+ with ρ(0) = 0,
∫
0+
ρ(u)−2du = ∞ such that for
all x, y ∈ R and t ∈ R+, a satisfies
‖a(t, x) − a(t, y)‖ ≤ ρ(‖x − y‖).
(iii) Y10 ≥ Y20 .
(iv) Pathwise uniqueness holds for one of dYt = a(t,Yt)>dWt + b j(t,Y·)dt, j = 1, 2.
Then Y1t ≥ Y2t for all t.
Proof. Theorem 1.1 in [37] contains the above statement, but for the case n = 1
and b1, b2 being defined on R×R+, rather than path space. However, their proof
remains valid for our setup. 
The second lemma uses the same techniques as the proof of Lemma 4.2 in
Sin [64]. See also [8], [9], [55]. For completeness and since the proof is quite
short, we provide the details. Thanks are due to Younes Kchia, who pointed out
an error in an earlier version of this lemma.
Lemma 3.2.2 Let Y be an Rd-valued diffusion on [0,T ] satisfying a stochastic differ-
ential equation
dYt = A(t,Y·)dWt + b(t,Y·)dt,
where W is n-dimensional Brownian motion and A and b are predictable path func-
tionals with values in Rd×n and Rd, respectively. Assume that a non-explosive solution
exists and is pathwise unique on [0,T ]. If f is an Rn-valued predictable path functional,
locally Lipschitz, such that the auxiliary SDE
dŶt = A(t, Ŷ·)dWt + [b(t, Ŷ·) + A(t, Ŷ·) f (t, Ŷ·)]dt, Ŷ0 = Y0 (3.2)
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has a non-explosive and pathwise unique solution on [0,T ], then the positive local mar-
tingale X given by
Xt = exp
(∫ t
0
f (s,Y·)>dWs − 12
∫ t
0
| f (s,Y·)|2ds
)
is a true martingale on [0,T ].
Proof. Define stopping times
τk = inf
{
t ≥ 0 :
∫ t
0
‖ f (s,Y·)‖2ds ≥ k
}
∧ T
and processes Xk = Xτk = exp{Mk − 〈Mk,Mk〉}, where Mkt =
∫ t∧τk
0
f (s,Y·)>dWs. By
Novikov’s criterion, each Xk is a true martingale. It stays strictly positive, so we
define equivalent measures Qk by dQk = XkTdP. By Girsanov’s theorem,
dYt = A(t,Y·)dWkt +
[
b(t,Y·) + 1{t≤τk}A(t,Y·) f (t,Y·)
]
dt,
where dWkt = dWt − 1{t≤τk} f (t,Y·)dt is Brownian motion under Qk. Next, define
stopping times
τ̂k = inf
{
t ≥ 0 :
∫ t
0
‖ f (s, Ŷ·)‖2ds ≥ k
}
∧ T
By the non-explosion of Y and Ŷ , the stopping times τk and τ̂k are equal to T
for all sufficiently large k, almost surely. Moreover, by pathwise uniqueness, the
law of τ̂k under P is the same as the law of τk under Qk. These facts yield
EP[XT ] = lim
k→∞
EP[XT1{τk=T}]
= lim
k→∞
EP[XT∧τk1{τk=T}]
= lim
k→∞
Qk(τk = T )
= lim
k→∞
P(̂τk = T ) = 1.
This shows that X has constant expectation and hence is a martingale. 
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We are now ready to give the proof of Theorem 3.2.1.
Proof of Theorem 3.2.1. The goal is to find a measure Q ∼ P under which each
S i becomes a martingale. We split the proof into a number of steps.
Step 1. As a candidate density process for a measure change, let Z be the
stochastic exponential of − ∫ ·
0
h(t, vt)θ>dWt, where we define h : [0,T ] × Rm → R
by h(t, y) = maxi=1,...,n f i(t, y). Then Z is the unique solution of
dZt = −Zth(t, vt)θ>dWt, Z0 = 1. (3.3)
Since vt is non-explosive, Z is a strictly positive local martingale. Lemma 3.2.2
implies that it is a true martingale if v̂t is non-explosive and pathwise unique,
where
d̂v jt = a
>
j dWt +
[
b j(t, v̂ jt ) − h(t, v̂t)a>j θ
]
dt, v̂ j0 = v
j
0 ( j = 1, . . . ,m).
Step 2. Due to Condition 3.2.1, v̂t is non-explosive and pathwise unique at
least up to τk, where
τk = inf
{
t ≥ 0 : max
j=1,...,m
v̂ jt ≥ k
}
.
We need to show that, almost surely, τk ≥ T for large enough k. Since a>j θ ≥ 0,
the drift coefficient of v̂ jt is bounded above by b j(t, v̂
j
t ). Lemma 3.2.1 then shows
that v̂ jt ≤ w jt up to time τk, where w j is the solution of
dw jt = a
>
j dWt + b
j(t,w jt )dt, w0 = v
j
0,
which is pathwise unique. Note that the condition on the volatility coefficient
in Lemma 3.2.1 is satisfied since a j is constant. Since b j is Lipschitz, each w j is
non-explosive and we deduce that no v̂ j can explode to +∞. This shows that
τk ≥ T for large enough k.
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Step 3. From Steps 1–2 it follows that Z is a true martingale on [0,T ], so
it is the density process of the measure Q given by dQ = ZTdP. Then dBt =
dWt + h(t, vt)θdt is Brownian motion under Q by Girsanov’s theorem, and the
dynamics of S and v can be written
dS it = S
i
t f
i(t, vt)σ>i dBt (i = 1, . . . , d)
dv jt = a
>
j dBt +
[
b j(t, v jt ) − h(t, vt)a>j θ
]
dt ( j = 1, . . . ,m),
taking into account that θ>σi = 0 for all i. The auxiliary SDE associated with S i
is
d̂v jt = a
>
j dBt +
[
b j(t, v̂ jt ) + f
i(t, v̂t)σ>i a j − h(t, v̂t)θ>a j
]
dt, v̂ j0 = v
j
0 ( j = 1, . . . ,m).
Since θ>a j ≥ σ>i a j and h(t, v̂t) ≥ f i(t, v̂t), the drift coefficient is bounded above by
b j(t, v̂ jt ) + f i(t, v̂t)[σ>i a j − θ>a j] ≤ b j(t, v̂ jt ). The same argument as in Step 2 shows
that v̂t does not explode on [0,T ]. This proves that S i is a martingale under Q
for each i and finishes the proof of part (i) of the theorem.
To prove the last assertion, notice that if σ>i a j ≤ 0 for all i and j, then θ = 0
works. Therefore S is already a martingale under the original measure. 
3.2.2 A strengthened sufficiency result
Our goal is now to obtain a sufficient condition for efficiency, which is applicable
in certain situations where Theorem 3.2.1 is not. This condition will in fact also
turn out to be necessary in a certain sense, see Section 3.2.3. The following result
is an intermediate step.
Proposition 3.2.1 Consider the stochastic volatility model with constant correlations,
assume Condition 3.2.1 holds, and fix k ∈ {1, . . . , d}. If there exists θ ∈ Rn such that for
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all i and j, θ>σi = 0 and θ>a j ≥ σ>k a j, then there is a strictly positive local martingale
Z such that ZS i is a local martingale for each i, and a true martingale for i = k.
Proof. We use the same notation as in the proof of Theorem 3.2.1. Define Z
as in (3.3), that is, dZt = −Zth(t, vt)θ>dWt and Z0 = 1, and write Xi = ZS i. Since
θ>σi = 0, Itoˆ’s formula yields
dXit = X
i
t( f
i(t, vt)σi − h(t, vt)θ)>dWt,
showing that ZS i is a local martingale for each i. By Lemma 3.2.2, Xk is a mar-
tingale if v̂ is non-explosive, where
d̂v jt = a
>
j dWt +
[
b j(t, v̂ jt ) + f
k(t, v̂t)σ>k a j − h(t, v̂t)θ>a j
]
dt.
Just as in Step 4 of the proof of Theorem 3.2.1, the assumption θ>a j ≥ σ>k a j,
implies that v̂ is non-explosive. 
Notice the difference between the hypothesis of Proposition 3.2.1 and that of
Theorem 3.2.1: in the former, we have dropped the requirement that θ>a j ≥ 0
(and allow θ to depend on k.) The price to pay is that the process Z is not nec-
essarily a martingale, and thus may not be the density process of any equiva-
lent measure. Such a process could therefore exist even if ND is violated, i.e. if
M = ∅. However, the asset S k is nonetheless undominated, as the following
result shows. We now only assume that S is a continuous local martingale, not
necessarily following the stochastic volatility model described above.
Theorem 3.2.2 Let S be a d-dimensional continuous local martingale with nonnega-
tive components, and fix k ∈ {1, . . . , d}. If there is a strictly positive local martingale Z
such that ZS i is a local martingale for each i and a true martingale for i = k, then S k is
undominated.
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Proof. If Z is a martingale, then under Q given by dQ = ZTdP, S k becomes a
martingale, so the statement holds by Lemma 2.1.1. So assume that Z is a strict
local martingale. Suppose for contradiction that S k is dominated. Then there is,
for some a > 0, an a-admissible strategy H such that (H · S )T ≥ S kT − S k0, with
positive probability of having strict inequality. Together with the martingale
property of ZS k this yields
E [ZT (H · S )T ] > E[ZTS kT ] − S k0E[ZT ] = S k0(1 − E[ZT ]).
Since each ZS i is a local martingale, 〈Z,H · S 〉 = H · 〈Z, S 〉 = 0, implying that
Z(H · S ) is a local martingale. By a-admissibility, Z(a + H · S ) is a nonnegative
local martingale, hence a supermartingale. Therefore,
E [ZT (H · S )T ] = E [ZT (a + (H · S )T )] − aE[ZT ] ≤ a(1 − E[ZT ]).
Combining the two previous displays, a(1 − E[ZT ]) > S k0(1 − E[ZT ]), and hence
a > S k0. This holds for every a such that H is still a-admissible. In particular, H
is not S k0-admissible, and it follows that
P
(
(H · S )t < −S k0 for some t ∈ (0,T )
)
> 0.
Therefore, there is an ε > 0 such that P(τ < T ) > 0, where
τ = inf
{
t ≥ 0 : (H · S )t ≤ −S k0 − ε
}
.
Consider now the strategy H˜ = H1[τ,T ]. This is predictable and S -integrable, and
letting a ≥ S k0 + ε be such that H is a-admissible, we have
(H˜ · S )t = (H · S )t − (H · S )t∧τ ≥ −a + S k0 + ε.
Hence H˜ is admissible. Finally, (H˜ · S )T = 0 on {τ ≥ T }, and on {τ < T },
(H˜ · S )T = (H · S )T − (H · S )τ ≥ S kT − S k0 + S k0 + ε ≥ ε,
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by the choice of H and nonnegativity of S k. In other words, H˜ is an arbitrage
strategy. This contradicts NFLVR and shows that S k cannot be a dominated
asset. 
Remark. Note the “primal” nature of the proof of Theorem 3.2.2: instead of
constructing a martingale measure for S k, a dual quantity, the core of the proof
is the construction of a certain (arbitrage) strategy, which is a primal quantity.
Our strengthened sufficiency result for ND now follows immediately as a
corollary, but we state it as a theorem to emphasize its importance.
Theorem 3.2.3 Consider the stochastic volatility model with constant correlations,
and assume Condition 3.2.1 holds. If for each k ∈ {1, . . . , d} there exists θ ∈ Rn (possibly
depending on k) such that for all i and j,
θ>σi = 0 and θ>a j ≥ σ>k a j,
then ND holds.
Proof. For each k, we first apply Proposition 3.2.1 and then Theorem 3.2.2 to
deduce that S k is undominated. 
3.2.3 Necessary Conditions
We cannot in general expect the sufficient conditions of Theorem 3.2.1 and/or
Theorem 3.2.3 to also be necessary for ND. This is because they are independent
of the choice of f i and b j. By choosing appropriate f i, for instance by mak-
ing them bounded, we can always guarantee that ND holds, independently of
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a1, . . . , am and σ1, . . . , σd. Instead we will identify conditions on the correlation
structure under which one can find functions f i and b j such that ND fails. (Of
course, the f i and b j we consider should always satisfy the assumptions of Sec-
tion 3.2, in particular Condition 3.2.1.)
Theorem 3.2.4 Consider the stochastic volatility model with constant correlations,
and assume there is a vector η ∈ conv(a1, . . . , am) ∩ span(σ1, . . . , σd) with η>σk > 0
for some k. Then there exist functions f i and b j that satisfy the assumptions of Sec-
tion 3.2, in particular Condition 3.2.1, such that S k is a strict local martingale under
every Q ∈ Mloc.
Proof. Assume for notational simplicity that ‖η‖ = ‖σk‖ = 1. Write η = λ1a1 +
· · · + λmam for convex weights λ j, and define
f k(t, y) = exp
 m∑
j=1
λ jy j − 1
2
t
 , f i(t, y) ≡ 1 (i , k),
and
b j(t, y j) ≡ 0 ( j = 1, . . . ,m).
Define also B1t = η>Wt and B2t = σ>k Wt, which are one-dimensional Brownian
motions with d〈B1, B2〉t = η>σkdt, where η>σk > 0. With ut = exp(Bt − 12 t), we then
have
dS kt = S
k
t utdB
2
t
dut = utdB1t .
From Lemma 4.2 and Lemma 4.3 in [64], we deduce that S k is a strict local mar-
tingale. Now, pick an arbitrary Q ∈ Mloc and let Z be the corresponding density
process. By martingale representation, dZt = Ztθ>t dWt for some process θ. Since
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every S i remains a local martingale under Q, it follows that 〈Z, S i〉 = 0. But
〈Z, S i〉t =
∫ t
0
S is f
i(s, vs)Zsσ>i θtdt,
so because S is f i(s, vs)Zs > 0, we have σ>i θt = 0. Since η ∈ span(σ1, . . . , σd), we also
have η>θt = 0. Thus B1 and B2 are still Brownian motions under Q, so the law of
(S k, u) is unchanged and we deduce that S k is a strict local martingale under Q.
This completes the proof. 
Remark. In the case where σ1, . . . σd span Rn, we immediately see that the
sufficient condition of Theorem 3.2.1, σ>i a j ≤ 0 for all i and j, is indeed also nec-
essary for efficiency, as claimed in the remark after the proof of Corollary 3.2.1.
The following simple results use convex duality to clarify the precise rela-
tionship between the conditions in Theorem 3.2.1, Theorem 3.2.3, and Theo-
rem 3.2.4.
Proposition 3.2.2 Fix k ∈ {1, . . . , k}. The following two conditions are equivalent:
(i) There exists θ ∈ Rd such that for all i and j, θ>σi = 0 and θ>a j ≥ σ>k a j.
(ii) Every vector η ∈ conv(a1, . . . , am) ∩ span(σ1, . . . , σd) satisfies η>σk ≤ 0.
Proof. Fix k ∈ {1, . . . , d} and consider the following linear program with vari-
ables (θ, t) ∈ Rn × R.
(P)

minimize t
s.t. Aθ + et ≥ Aσk
Σθ = 0
t ≥ 0,
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where A = [a1, . . . , am]> ∈ Rm×n, Σ = [σ1, . . . , σd]> ∈ Rd×n, and e = (1, . . . , 1)> ∈ Rm
is the vector of ones. Note that (P) is always feasible; take for instance θ = 0 and
t large enough. Also, denoting its optimal value by VP, we have VP ≥ 0. It is
easily verified that VP = 0 if and only if there is a θ such that θ>σi = 0 for all i,
and θ>a j ≥ σ>k a j for all j, that is, if condition (i) holds.
Consider now the linear programming dual of (P). It has variables (λ, z) ∈
Rm × Rd and is given by
(D)

maximize σ>k A
>λ
s.t. A>λ + Σ>z = 0
e>λ ≤ 1
λ ≥ 0.
Note that it is always feasible, and let VD denote its optimal value. The strong
duality theorem from linear programming implies that VP = VD, so it remains to
verify that VD = 0 if and only if (ii) holds. Suppose first (ii) fails. Then there is a
vector λ ∈ Rm of convex weights, as well as a vector z ∈ Rd such that η = A>λ =
−Σ>z and η>σk > 0. Hence (λ, z) is feasible for (D), with objective value strictly
greater than zero. So VD > 0. Conversely, assume VD > 0. Then there is λ ∈ Rm
with λ ≥ 0 and e>λ ≤ 1 such that
A>λ ∈ span(σ1, . . . , σd) and (A>λ)>σk > 0.
In particular, e>λ > 0, so we can define λ˜ = 1e>λλ. Then A
>λ˜ ∈ conv(a1, . . . , am) ∩
span(σ1, . . . , σd) and (A>λ˜)>σk > 0. Hence (ii) fails. 
It follows directly from Proposition 3.2.2 that the conditions of Theorem 3.2.3
and Theorem 3.2.4 are complementary in the sense that one holds if and only if
the other fails. We may formulate this observation as follows.
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Corollary 3.2.2 Consider the stochastic volatility model with constant correlations.
The condition of Theorem 3.2.3 is satisfied if and only if ND holds for every choice of f i
and b j that satisfy the assumptions of Section 3.2, in particular Condition 3.2.1.
Proof. This is immediate from Theorem 3.2.3, Theorem 3.2.4, and Proposi-
tion 3.2.2. 
For completeness, we give a result similar to Proposition 3.2.2, that clarifies
the relationship between Theorem 3.2.1 (our initial sufficient condition) and the
necessary condition of Theorem 3.2.4.
Proposition 3.2.3 The following two conditions are equivalent:
(i) There exists θ ∈ Rd such that for all i and j, θ>σi = 0, θ>a j ≥ 0, and θ>a j ≥ σ>i a j.
(ii) Whenever λ1a1 + · · ·+λmam ∈ span(σ1, . . . , σd) for convex weights λ1, . . . , λm, we
have
λ j > 0 =⇒ σ>i a j ≤ 0 for all i.
Proof. The proof is similar to that of Proposition 3.2.2, so we omit the details.
The main difference is that we now consider the linear programs
(P)

minimize t
s.t. Aθ + et ≥ γ
Σθ = 0
t ≥ 0,
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where the vector γ ∈ Rm has components γ j = max{0, σ>i a j; i = 1, . . . , d}, and its
dual,
(D)

maximize η>λ
s.t. A>λ + Σ>z = 0
e>λ ≤ 1
λ ≥ 0.

We end this section with an example illustrating the different situations we
have encountered.
Example 3.2.1 Let m = 2, d = 1, and set σ1 = (1, 0). Consider the following three
cases, illustrated in Figure 3.1:
(i) a1 = (1, 1), a2 = (−2, 0). Taking θ = (0, 1), Theorem 3.2.1 shows that ND holds.
(ii) a1 = (1, 1), a2 = (−1/2,−1). With η = (1/4, 0), Theorem 3.2.4 shows that ND
fails for some f i, b j.
(iii) a1 = (1, 1), a2 = (−3,−1). Then 12a1 + 12a2 = (−1, 0)>, which equals −σ1.
But a>1σ1 = 1, so the condition in Theorem 3.2.1 is violated (this follows
from Proposition 3.2.3.) On the other hand, η = (−1, 0)> is the only point in
conv(a1, . . . , am) ∩ span(σ1, . . . , σd), and since η>σ1 = −1 < 0, the condition of
Theorem 3.2.4 is also violated. However, Theorem 3.2.3 can be used to deduce that
ND in fact holds: take θ = (0, 1).
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σ1
a1
a2
σ1
a1
a2
σ1
a1
a2
Figure 3.1: Left: The equivalent conditions of Proposition 3.2.3 are satis-
fied, soM , ∅. Middle: The condition of Theorem 3.2.4 is sat-
isfied, so M = ∅. Right: None of the previous conditions are
satisfied. However, Theorem 3.2.3 still lets us conclude that
ND holds. The dashed lines indicate conv(a1, . . . , am).
3.3 Stochastic Volatility, Variable Correlation Structure
The stochastic volatility model with constant correlation structure described in
Section 3.2 can be generalized to one where the vectors σ1, . . . , σd and a1, . . . , am
depend on vt and t. Under the appropriate non-degeneracy assumptions, this
generalized model can again be shown to be efficient. Specifically, consider the
model
dS it = S
i
t f
i(t, v·)σi(t, vt)>dWt (i = 1, . . . , d)
dv jt = a j(t, v
j
t )
>dWt + b j(t, v
j
t )dt ( j = 1, . . . ,m),
where f i is a predictable path functional with values in R+, and the σi and a j are
measurable with values in Rn. As a normalization, assume that
‖σi(t, y)‖ ≡ 1.
Allowing f i to depend on the whole path of v is convenient because it allows us
to use stochastic exponentials of the v j. In order to get pathwise uniqueness of
solutions for the volatility processes, as well as various auxiliary processes, we
assume that the σi, a j and b j are all Lipschitz continuous, uniformly in t.
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We need to impose a modification of Condition 3.2.1:
Condition 3.3.1 The functionals f i are Lipschitz on (−∞,C]m for every C > 0. More
precisely, there exist constants KC such that for i = 1, . . . , d and t ≤ T ,
| f i(t, y·) − f i(t, z·)| ≤ KC sup
0≤s≤t
‖ys − zs‖
for all paths y, z with sup0≤s≤t y
j
s and sup0≤s≤t z
j
s dominated by C for j = 1, . . . ,m.
Remark. It would be desirable to extend the specification of the volatility
process to allow each a j to depend on the entire vector vt = (v1t , . . . , vmt ), and
not just v jt itself. Unfortunately this leads to complications due to the lack of
tractable non-explosion criteria for multidimensional diffusions.
Define the sets
C(t, y) = conv(a1(t, y j), . . . , am(t, ym))
and
S(t, y) = span(σ1(t, y), . . . , σd(t, y)),
as well as the distance between them,
D(t, y) = inf {‖u − v‖ : u ∈ C(t, y), v ∈ S(t, y)}
= inf {‖x‖ : x ∈ C(t, y) − S(t, y)} .
The set C(t, y)−S(t, y) is closed, convex and non-empty, which implies that D(t, y)
is finite and attained by a unique element x∗ = x∗(t, y) of C(t, y) − S(t, y). This x∗
is characterized by the property that x∗ ∈ C(t, y) − S(t, y) and x∗>(x − x∗) ≥ 0 for
every x ∈ C(t, y)−S(t, y). These standard facts from convex analysis can be found
in, for instance, Bertsekas et al. [3].
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The following lemma establishes some properties of x∗(t, y) that will be
needed to prove Theorem 3.3.1 below. Its proof is technical but straightforward,
and is given at the end of this section.
Lemma 3.3.1 The following properties hold:
(i) x∗(t, y) is orthogonal to σi(t, y) for i = 1, . . . , n;
(ii) The mapping (t, y) 7→ x∗(t, y) is measurable.
Theorem 3.3.1 Consider the stochastic volatility model with variable correlation
structure, and assume that Condition 3.3.1 holds. If there is a constant 0 ≤ c < ∞
such that for all (t, y) ∈ [0,T ] × Rm, i = 1, . . . , d and j = 1, . . . ,m,
σi(t, y)>a j(t, y) ≤ cD(t, y),
thenM , ∅.
As a particular case, notice that if a j(t, y) is bounded, it suffices that D(y) be
bounded away from zero for Theorem 3.3.1 to apply. (Recall that ‖σi(t, y)‖ ≡ 1.)
Proof. For notational simplicity we drop the argument (t, y) and write a j =
a j(t, y), σi = σi(t, y), etc. Define the function θ : [0,T ] × Rm → Rn by
θ =
(
0 ∨max
i, j
σ>i a j
)
x∗
‖x∗‖2 .
By Lemma 3.3.1, θ = θ(t, y) is measurable in (t, y), and θ>σi ≡ 0 for all i. Moreover,
|θ| = 0 ∨ maxi, j σ
>
i a j
‖x∗‖ = 0 ∨
maxi, j σ>i a j
D
≤ c < ∞
for all (t, y). We have, for k = 1, . . . ,m,
θ>ak =
(
0 ∨max
i, j
σ>i a j
)
a>k x
∗
‖x∗‖2 ≥ 0 ∨maxi, j σ
>
i a j,
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using that ak ∈ C − S and x∗>(x − x∗) ≥ 0, and hence x∗>x ≥ ‖x∗‖2, for every
x ∈ C−S. Having established these properties of θ, it is straightforward to check
that if we replace the process Z in (3.3) by
dZt = −Zth(t, v·)θ(t, vt)>dWt, Z0 = 1,
where h(t, y·) = maxi=1,...,n f i(t, y·), the proof of Theorem 3.2.1 goes through with
minor modifications. The only point that needs special verification is that a j(t, y)
satisfies condition (ii) of Lemma 3.2.1. But this follows from the fact that all a j
are Lipschitz. 
Similarly to the constant correlation case, it is possible to weaken the condi-
tion given in Theorem 3.3.1.
Theorem 3.3.2 Consider the stochastic volatility model with variable correlation
structure, and assume that Condition 3.3.1 holds. Assume that for each k ∈ {1, . . . , d}
there is a measurable function θ : [0,T ] × Rm → Rn such that
θ>σi(t, y) = 0 (i = 1, . . . , d)
θ>a j(t, y) ≥ σk(t, y)>a j(t, y) ( j = 1, . . . ,m)
and
sup
{
‖θ(t, y)‖ : (t, y) ∈ Rm × [0,T ]
}
< ∞.
Then ND holds.
Proof. As in the constant correlation case (Proposition 3.2.1), we construct for
each k a process Z such that ZS i is a local martingale for each i, and a true
martingale for i = k. As in the proof of Theorem 3.3.1, the construction still
goes through as long as we note that, under our hypotheses, Lemma 3.2.1 and
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Lemma 3.2.2 are still valid in the path-dependent case. We may now apply The-
orem 3.2.2 to get the result. 
It only remains to prove Lemma 3.3.1. To this end we establish a more gen-
eral result on the measurability of the optimal solution to certain parameterized
families of optimization problems. It uses the above-mentioned fact that for a
non-empty, closed, convex subset K of some Euclidean space with inner prod-
uct 〈·, ·〉 and norm ‖ · ‖, the point x∗ = argminx∈K ‖x‖ exists, is unique, and can be
characterized as the only x∗ ∈ K such that 〈x∗, x − x∗〉 ≥ 0 for every x ∈ K .
Lemma 3.3.2 Let F : Rm × Rp → Rn, (y, z) 7→ F(y, z) be Borel measurable in y and
linear in z. Let Z be a convex subset of Rp, and let K(y) be the convex set
K(y) = F(y,Z) = {F(y, z) : z ∈ Z}.
Assume K(y) is closed and let x∗(y) be the unique minimizer of infx∈K(y) ‖x‖. Then the
mapping y 7→ x∗(y) is Borel measurable.
Proof. Let C be any closed subset of Rn. It suffices to show that {y ∈ Rm :
x∗(y) ∈ C} is a Borel set. Let C0 and Z0 be countable, dense subsets of C and Z,
respectively. The claim follows once we show that
{y : x∗(y) ∈ C} =
⋂
k≥1
⋃
xk∈C0
⋃
zk∈Z0
⋂
z∈Z0
{
y : G(y; xk, zk) <
1
k
and H(y; k, xk, z) ≥ − 4√
k
}
,
where
G(y; xk, zk) = ‖F(y, zk) − xk‖ and H(y; k, xk, z) = 〈xk, F(y, z) − xk〉1{‖F(y,z)‖≤√k}.
To prove “⊂”, fix y ∈ Rm and suppose x∗ = x∗(y) ∈ C. Then for each k ≥ 1, there
is xk ∈ C0 with ‖x∗ − xk‖ < 1/k since C0 is dense. Since x∗ ∈ K(y), x∗ = F(y, z∗) for
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some z∗ ∈ Z. Hence for any zk ∈ Z0,
‖F(y, zk) − xk‖ ≤ ‖x∗ − xk‖ + ‖F(y, zk) − F(y, z∗)‖ < 1
k
+ ‖F(y, zk) − F(y, z∗)‖,
so taking zk sufficiently close to z∗ makes the right side less than 1/k. That is,
there exists zk ∈ Z such that G(y; xk, zk) = ‖F(y, zk) − xk‖ < 1/k.
Next, for any x ∈ K(y) we have that 〈x∗, x − x∗〉 ≥ 0, so together with the
Cauchy-Schwartz inequality,
〈xk, x − xk〉 = 〈xk − x∗, x − xk − x∗〉 + 〈x∗, x − x∗〉
≥ 〈xk − x∗, x − xk − x∗〉
≥ −‖xk − x∗‖ ‖x − xk − x∗‖.
We know that ‖xk − x∗‖ < 1/k. Moreover, since ‖x∗‖ ≤ ‖x‖ by definition of x∗, we
get
‖x − xk − x∗‖ = ‖x − 2x∗ − (xk − x∗)‖ ≤ ‖x‖ + 2‖x∗‖ + ‖xk − x∗‖ ≤ 3‖x‖ + 1
k
.
Combining the two displays yields 〈xk, x− xk〉 ≥ −3k ‖x‖ − 1k2 , implying that 〈xk, x−
xk〉 ≥ −4/√k for all x ∈ K(y) with ‖x‖ ≤ √k. This statement is equivalent to
having H(y; k, xk, z) ≥ −4/√k for every z ∈ Z, or equivalently, for every z ∈ Z0.
What we have shown so far is the following: x∗(y) ∈ C implies that for ev-
ery k ≥ 1, there exist xk ∈ C0 and zk ∈ Z0 such that for every z ∈ Z0 we have
G(y; xk, zk) < 1/k and H(y; k, xk, z) ≥ −4/√k. This is the desired inclusion.
For the reverse inclusion “⊃”, let y be an element of the right side, and
choose, for each k ≥ 1, the corresponding xk ∈ C0 and zk ∈ Z0. If we let
x¯k = F(y, zk), the hypothesis says that ‖x¯k − xk‖ < 1/k and 〈xk, x − xk〉 ≥ −4/√k
for every x ∈ F(y,Z0) with ‖x‖ ≤
√
k. Since F(y,Z0) is dense in F(y,Z) = K(y), this
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actually holds for every x ∈ K(y) with ‖x‖ ≤ √k. In particular, for all k so large
that ‖x∗‖ ≤ k,
〈xk, xk − x∗〉 ≤ 4/√k. (3.4)
Moreover, if ‖x∗‖ ≤ k,
〈x∗, xk − x∗〉 − 〈x∗, x¯k − x∗〉 = 〈x∗, xk − x¯k〉
≥ −‖x∗‖ ‖xk − x¯k‖
≥ −√k1
k
.
Therefore, since 〈x∗, x¯k − x∗〉 ≥ 0 (recall that x¯k ∈ K(y)), we get that 〈x∗, xk − x∗〉 ≥
−1/√k for all sufficiently large k. Subtracting from (3.4) yields
‖xk − x∗‖ = 〈xk − x∗, xk − x∗〉 ≤ 5√
k
.
This implies that limk→∞ xk = x∗. But xk lies in C0, whose closure is C, so x∗ ∈ C.
This yields the second inclusion and finishes the proof. 
Remark. The statement and proof of Lemma 3.3.2 remain valid if Rm is re-
placed by a measurable space Y, Rp by a separable normed vector space Z, and
Rp by a finite-dimensional Euclidean space X. Of course, the statements relating
to Borel measurability must be modified to match the measurable structure of
the space Y.
Proof of Lemma 3.3.1. For (i), the statement is clearly true if x∗(t, y) = 0, so
assume that x∗(t, y) , 0. In this case a standard calculation shows that x∗(t, y)
separates span(σ1, . . . , σd) and conv(a1, . . . , am). The same argument as in the be-
ginning of the proof of Theorem 3.2.1 then gives the result.
For (ii), define F : [0,T ] × Rm × Rd × Rm → Rn as the map
(t, y; λ, z) 7→ A(t, y)>λ − Σ(t, y)>z,
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where A(t, y)> is the n × m-matrix with columns a1(t, y), . . . , am(t, y), and Σ(t, y)> is
the n × d-matrix with columns σ1(t, y), . . . , σn(t, y). Let ∆m be the unit simplex in
Rm, and observe that
C(t, y) − S(t, y) = F(t, y;Rd × ∆m).
Since C(t, y) − S(t, y) is closed, Lemma 3.3.2 yields the result. 
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CHAPTER 4
FILTRATION SHRINKAGE IN THE ABSENCE OF EFFICIENCY
In the previous chapters we have seen that the distinction between martin-
gales and strict local martingales is crucial in the context of efficiency: the mar-
ket is efficient if and only if the discounted price process becomes a martingale
under some equivalent measure. We also showed in Section 2.3 that a reduction
of the information set preserves efficiency, as long as the smaller filtration is still
large enough that the prices process remains adapted. In this chapter we inves-
tigate a situation that differs from the previous setting in two ways. Firstly, the
process under consideration is a strict local martingale (and in the key exam-
ple studied in Section 4.5, the inverse Bessel process, no equivalent martingale
measure exists); and secondly, this process will be projected onto a filtration to
which it is not adapted.
4.1 Background and Notation
It is a simple fact that the optional projection of a martingale onto a subfiltra-
tion is again a martingale. However, for local martingales the situation is dif-
ferent, as was observed by Fo¨llmer and Protter in [33]. They consider, among
other things, three-dimensional Brownian motion B = (B1, B2, B3) starting from
(1, 0, 0), defined on a filtered probability space (Ω,G,G,Q) where the filtration
G is generated by B. In this setting they study optional projections of the pro-
cess N = 1/‖B‖ onto subfiltrations F1 and F1,2 generated by B1 and (B1, B2), re-
spectively. It is well-known that N, the reciprocal of a BES3 process, is a local
martingale in G. The same turns out to be true for the optional projection onto
F1,2. However, the optional projection onto F1 is not a local martingale. Indeed,
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it was shown in [33], Theorem 5.1, that
EQ
[
Nt | F 1t
]
= 1 +
∫ t
0
ux(s, B1s)dB
1
s −
∫ t
0
1
s
dL0s ,
where the function u is given by
u(t, x) =
√
2pi
t
exp
(
x2
2t
) (
1 − Φ(|x|/√t)
)
, (4.1)
and L0 is the local time of B1 at level zero. Here Φ(·) is the standard Normal
cumulative distribution function. A superficial reason for the appearance of the
local time is the non-differentiability of u at x = 0, but that is of course highly
specific to this particular example. A major goal of this chapter is to shed further
light on when optional projections of local martingales fail to be local martin-
gales, and, when this is the case, what can be said about the behavior of their
finite variation parts. This type of results have bearing on incomplete informa-
tion models, currently appearing primarily in a credit risk context (cf. [42] and
the references therein.) See also the discussion in Section 4.6 below.
A crucial tool in the analysis is a variant of the Fo¨llmer measure, whose con-
struction we briefly review in Section 4.2. A non-uniqueness property of (this
variant of) the Fo¨llmer measure leads us to formulate a measure extension prob-
lem (Problem 1), which, when a solution exists, allows us to interpret the finite
variation part of the optional projection as the compensator of a certain stopping
time (Theorem 4.3.1). This is done in Section 4.3. After these general considera-
tions we turn in Section 4.4 to a specific model system in a diffusion setting. The
additional structure allows us obtain more detailed results (in particular Theo-
rem 4.4.1), and lets us elaborate on the inverse Bessel example described above.
The details of this specific example are given in Section 4.5.
Let us fix some notation that will be in force throughout this chapter.
(Ω,G,G) is a filtered measurable space, where the filtration G = (Gt)t≥0 is the
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right-continuous modification of a standard system. That is, Gt = ∩u>tGou, where
each Got is Standard Borel (see Parthasarathy [58], Definition V.2.2) and any de-
creasing sequence of atoms has a non-empty intersection1. A key example of a
standard system is when (Got )t≥0 is generated by the coordinate process on the
space of right-continuous paths that can explode in finite time and be absorbed
at infinity. See the Appendix in Fo¨llmer [32] for details. We assume for simplic-
ity that G = G∞ = ∨t≥0Gt. The space (Ω,G,G) will eventually be endowed with
various probability measures. However, we do not then automatically assume the
usual hypotheses—but this is does not cause any serious complications, due to
the following result.
Lemma 4.1.1 Let P be a probability measure on G, and denote by (G,G) the augmen-
tation of (G,G) with respect to P. Then
(i) Every G optional (predictable) process is P-indistinguishable from a G optional
(predictable) process.
(ii) Every right-continuous (G, P) martingale is a (G, P) martingale.
Proof. Part (i) is Lemma 7 in Appendix 1 of [23]. Part (ii) follows from Theo-
rem IV.3 in the same reference. 
Next, let M be a ca`dla`g adapted process on (Ω,G,G) such that M0 = 1, 0 ≤
Mt < ∞ for all t ≥ 0. Define stopping times
τn = n ∧ inf
{
t ≥ 0 : Mt ≤ 1n
}
, τ0 = lim
n→∞ τn,
1This means that if (tn)n≥0 is a nonnegative increasing sequence, An ∈ Gotn is an atom for each
n ≥ 1, and An ⊃ An+1, then ∩nAn , ∅.
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and assume that Mt = 0 for all t ≥ τ0. Note that Gτ0− =
∨
n≥1Gτn , see for in-
stance [22], Theorem IV.56(d). Define also a (0,∞]-valued ca`dla`g and adapted
process N by
Nt =

1
Mt
, Mt > 0
∞, Mt = 0.
Notice that no probability measure has been specified so far. The preceding
relations are therefore assumed to hold for all ω ∈ Ω.
Finally, let Q be a probability on G such that N becomes a local martingale.
In particular, this implies that Nt is finite valued for all t ≥ 0, Q-a.s.
4.2 The Fo¨llmer Measure
Following similar ideas as in Delbaen and Schachermayer [18] and Pal and Prot-
ter [57], which originated with the paper by Fo¨llmer [32], we can construct a new
probability P0 on Gτ0− as follows. For each n ≥ 1, the stopped process (Nt∧τn)t≥0
is a strictly positive (G,Q) uniformly integrable martingale2, so we may define
a probability Pn ∼ Q on Gτn by dPn = NτndQ. The optional stopping theorem and
uniform integrability yield
Nt∧τn = limu→∞ E
Q [Nu∧τn+1 | Gt∧τn] = EQ [Nτn+1 | Gt∧τn] ,
and sending t to infinity gives Nτn = E
Q[Nτn+1 | Gτn]. The measures (Pn)n≥1 thus
form a consistent family. Next, by Remark 6.1 in the Appendix of [32], (Gτn−)n≥1 is
a standard system, so Parthasarathy’s extension theorem (Theorem V.4.2 in [58])
applies: there exists a probability measure P0 on Gτ0− that coincides with Pn on
Gτn−, for each n.
2Indeed, the positivity of N gives Nt∧τn ≤ n + ∆Nτn ≤ n + Nτn . Also, EQ[Nτn ] ≤ N0 = 1, since
every nonnegative local martingale is a supermartingale by Fatou’s lemma.
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Here is the key point: P0 is only defined on Gτ0−, not on all of G. There
are typically many ways in which P0 can be extended to a measure P on G,
and we will see that the choice of extension is crucial in the context of filtration
shrinkage. In particular, the existence of an extension P with certain properties
is intimately connected with the behavior of the optional projection of N (under
Q) onto smaller filtrations F ⊂ G.
The following lemma shows that no matter which extension P one chooses,
M is always the density process relative to Q. In particular it is a (true) P mar-
tingale.
Lemma 4.2.1 Suppose P is an extension of P0 to all of G. Then Q|Gt  P|Gt for every
t ≥ 0, and
Mt =
dQ
dP
∣∣∣∣Gt .
Proof. The argument uses well-known ideas, see for instance [32]. Fix t ≥ 0 and
pick A ∈ Gt. Using that Mt = 0 for t ≥ τ0, monotone convergence, and the fact
that Mt∧τn =
dQ
dP |Gt∧τn , we obtain
EP [Mt1A] = EP
[
Mt1A∩{τ0>t}
]
= lim
n→∞ E
P [Mt1A∩{τn>t}]
= lim
n→∞ E
P [Mt∧τn1A∩{τn>t}]
= lim
n→∞Q(A ∩ {τn > t})
= Q(A ∩ {τ0 > t}) = Q(A).
This is the desired statement. 
It is well-known that if N is a strict local martingale under Q, then P(τ0 <
∞) > 0, and our focus will be on this case. In particular, this means that P and
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Q cannot be equivalent. In fact, they may even be singular, which is the case if
P(τ0 < ∞) = 1. On the other hand, Lemma 4.2.1 guarantees that we always have
local absolute continuity: for each t, Q|Gt  P|Gt . “Global” absolute continuity,
Q  P, holds when (Mt)t≥0 is uniformly integrable under P.
Note that the converse construction is straightforward: starting with a a
measure P on G under which M is a martingale, the measures Qn on Gn given
by dQn = MndP form a consistent family, extendable to a measure Q on G using
Parthasarathy’s theorem. Local absolute continuity is immediate, and “global”
absolute continuity holds when M is uniformly integrable.
Let us finally comment on how the question of uniqueness has been treated
previously in the literature. In Fo¨llmer’s original paper [32], a measure is con-
structed on the product space (0,∞] × Ω, specifically on the predictable σ-field.
This measure assigns zero mass to the stochastic interval ]]τ0,∞]], which is key
to obtaining uniqueness. On the other hand, neither [18] nor [57] consider the
product space, but work directly on Ω. However, N is now taken to be the
coordinate process, with +∞ as an absorbing state. Hence there is “no more ran-
domness” contained in the probability space after τ0, which gives uniqueness
of P. In the recent paper [52], Kardaras et al. consider more general probability
spaces, and in particular discuss the question of non-uniqueness.
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4.3 Predictable Compensators and a Measure Extension Prob-
lem
Consider now a filtration F = (Ft)t≥0 with Ft ⊂ Gt, t ≥ 0, assumed to be the
right-continuous modification of a standard system. Again, completeness is not
assumed. We suppose that P is an extension of P0 as discussed in Section 4.2.
By Theorem 6 in Appendix 1 of [23], optional projections of M and N exist un-
der P and Q, respectively. When we write EP [Mt | Ft] and EQ [Nt | Ft] we always
refer to these optional projections. Moreover, the projections have ca`dla`g paths.
This follows from the ca`dla`g property of the optional projections onto the aug-
mentation of F (under P respectively Q), together with Lemma 4.1.1 and the
uniqueness of the projection. A subtlety arises here: the optional projection of
N under Q is unique up to a Q-evanescent set. However, this set need not be
P-evanescent. We will return to this issue in the remark after Problem 1 below.
The following lemma relates the optional projection of N under Q to certain
conditional expectations with respect to P, which are typically better behaved.
Lemma 4.3.1 Let t ≥ 0. Then P(τ0 > t | Ft) > 0 P-a.s. if and only if EP[Mt | Ft] > 0
P-a.s. In this case the restrictions of P and Q to Ft are equivalent, and we have
P(τ0 > t | Ft) = EP [Mt | Ft] EQ [Nt | Ft] , P− and Q−a.s. (4.2)
Proof. In the following, we emphasize that inclusions and equalities are up to
P-nullsets. Let A = {EP[Mt | Ft] = 0} ∈ Ft. Then
EP [1AMt] = EP
[
1AEP[Mt | Ft]
]
= 0,
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so Mt = 0 on A. Hence τ0 ≤ t on A, so
P (1AP(τ0 > t | Ft)) = P (A ∩ {τ0 > t}) = 0,
and we deduce that P(τ0 > t | Ft) = 0 on A. The reverse inclusion, {P(τ0 > t | Ft) =
0} ⊂ A, is proved similarly. Next, the restrictions of P and Q to Ft are equivalent
since EP[Mt | Ft] is the density of Q|Ft with respect to P|Ft . To prove formula (4.2),
we use that Q(τ0 > t) = 1, Bayes’ rule, and the fact that dQdP |Gt = Mt to get
EQ [Nt | Ft] = EQ
[
1
Mt∧τ0
1{τ0>t}
∣∣∣∣∣ Ft] = EP
[
dQ
dP |Gt 1Mt 1{τ0>t} | Ft
]
EP [Mt | Ft] =
P(τ0 > t | Ft)
EP [Mt | Ft] .
This gives the desired conclusion. 
The fact that the restrictions of P and Q to Ft are equivalent if and only if
P(τ0 > t | Ft) > 0 P-almost surely suggests the following measure extension prob-
lem:
Problem 1 Given the probability measure P0 constructed in Section 4.2, and the sub-
filtration F ⊂ G, find a probability P on (Ω,G) such that
(i) P = P0 on Gτ0−,
(ii) P(τ0 > t | Ft) > 0 for all t ≥ 0, P-almost surely.
Remark. The issue of P-non-uniqueness of the optional projection of N un-
der Q is resolved if P solves the measure extension problem. Because, if N′ and
N′′ are two modifications of EQ[Nt | Ft], then for every T ≥ 0, (N′t )t≤T and (N′′t )t≤T
coincide on a set AT with Q(AT ) = 1. But AT ∈ FT , so P(AT ) = 1 as well. It follows
that N′ = N′′ P-a.s.
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A solution P to the measure extension problem, when it exists, leads to an
interpretation of the finite variation part of the Q optional projection onto F of
the local martingale N. To see how, let us define
Zt = P(τ0 > t | Ft).
This is an (F, P) supermartingale, therefore it has a ca`dla`g modification since
F is right-continous. If in addition it is strictly positive, it has a multiplicative
Doob-Meyer decomposition
Zt = e−ΛtKt, (4.3)
where Λ is nondecreasing, predictable, of finite variation with Λ0 = 0, and K is
an (F, P) martingale with K0 = 1.
Proposition 4.3.1 Suppose P is a solution to the measure extension problem (Prob-
lem 1). Then EQ[Nt | Ft] is an (F,Q) supermartingale, with multiplicative decomposi-
tion
EQ[Nt | Ft] = e−ΛtUt,
where Λ is as in (4.3) and U is an (F,Q) martingale. As a consequence, EQ[Nt | Ft] is
of Class (DL).3
Proof. If P solves the measure extension problem, Lemma 4.3.1 implies that
EP[Mt | Ft]eΛtEQ[Nt | Ft] = Kt,
an (F, P) martingale. Since EP[Mt | Ft] = dQdP |Ft , it follows that eΛtEQ[Nt | Ft] is an
(F,Q) martingale. Denoting this process by U yields the claimed decomposition.
Since 0 ≤ EQ[Nt | Ft] = e−ΛtUt ≤ Ut, the Class (DL) property follows from the
3An F-optional process X is of Class (DL) if the family {Xτ : τ a stopping time ≤ T } is uni-
formly integrable, for each T ≥ 0.
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optional stopping theorem and the fact that a nonnegative process dominated
by a process of Class (DL) is itself of Class (DL). 
Remark. The fact that EQ[Nt | Ft] is an (F,Q) supermartingale also follows
from Theorem 2.3 in [33].
Corollary 4.3.1 Suppose N is a strict (G,Q) local martingale. If EQ[Nt | Ft] is also an
(F,Q) local martingale, then the measure extension problem has no solution.
Proof. Suppose a solution exists. Then, since EQ[Nt | Ft] is a local martingale,
the process Λ in Proposition 4.3.1 is identically zero, and EQ[Nt | Ft] = Ut is a
martingale. Hence EQ[Nt] = EQ[EQ[Nt | Ft]] = 1 for all t ≥ 0, contradicting the
assumption that N is a strict local martingale. 
The finite variation part Λ appearing when N is projected onto the smaller
filtration can now be interpreted as the predictable compensator of τ0, viewed in the
appropriate filtration. The key step is an application of the Jeulin-Yor theorem
from the theory of filtration expansions.
Theorem 4.3.1 Let Fτ0 be the progressive expansion of F with τ0, that is, the smallest
filtration that contains F, satisfies the usual hypotheses (with respect to P), and makes
τ0 a stopping time. If P solves the measure extension problem, then
(i) the process
1{τ0≤t} −
∫ t∧τ0
0
dΛs
is an (Fτ0 , P) martingale,
(ii) τ0 is not predictable, provided P(τ0 < ∞) > 0.
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Proof. The proof uses stochastic integration, which assumes the usual hypothe-
ses. This causes no complications: by Lemma 4.1.1, we may first pass to the
P-completion F of F without losing the semimartingale property of any of the
processes involved, carry out the computations there, and then go back to F at
the cost of changing things on a P-nullset.
The integration by parts formula yields
Zt = 1 +
∫ t
0
e−Λs−dKs + [e−Λ,K]t −
∫ t
0
e−Λs−Ks−dΛs.
By Yoeurp’s lemma, [e−Λ,K] is a local martingale, so we have the additive Doob-
Meyer decomposition Zt = µt − at, where
µt = 1 +
∫ t
0
e−Λs−dKs + [e−Λ,K]t and at =
∫ t
0
Zs−dΛs.
By the Jeulin-Yor Theorem (see Theorem 1.1 in [35]), the process
1{τ0≤t} −
∫ t∧τ0
0
1
Zs−
das
is an (Fτ0 , P) martingale. Substituting for das yields (i).
To prove (ii), assume for contradiction that there is a strictly increasing se-
quence of Fτ0 stopping times ρn such that limn ρn = τ0. By the Lemma on page 370
in [59], there are F stopping times σn such that σn ∧ τ0 = ρn ∧ τ0. But since ρn < τ0
P-a.s., we have σn = ρn P-a.s. It follows that τ0 is P-a.s. equal to an F stopping
time, implying that
P(τ0 > t | Ft) = 1{τ0>t} P−a.s.
This contradicts the assumption that P solves the measure extension problem,
since by hypothesis P(τ0 < ∞) > 0. 
The significance of Theorem 4.3.1 is that it shows when the (F,Q) super-
martingale EQ[Nt | Ft] loses mass: it happens exactly when the compensator
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of τ0 increases, i.e., when there is an increased probability, conditionally on F,
that τ0 has already happened. This corresponds to a kind of smoothing over
time of the sets {τ0 ≤ t} when we pass to the smaller filtration F. This smooth-
ing is necessary to make the restrictions of P and Q equivalent, since {τ0 ≤ t} is
Q-null but not necessarily P-null.
4.4 A Diffusion Model
We now examine a specific model system in a diffusion setting. Let
f : Rd → R
be a continuous function that is C2 on the set { f > 0} = {x ∈ Rd : f (x) > 0}, which
is assumed nonempty. We also consider functions
µ : [0,∞) × Rd → Rd and σ : [0,∞) × Rd → Rd×d,
where Rd×d denotes the space of d × d matrices. We assume that
µ and σ are locally Lipschitz on [0,∞) × { f > 0},
σ(t, ·) is invertible on { f > 0} for all t ∈ [0,∞),
(4.4)
and
∇ f (y)>µ(t, y) + 1
2
Tr
(
σ(t, y)σ(t, y)>∇2 f (y)
)
= 0 on [0,∞) × { f > 0}. (4.5)
Consider the SDE
dYt = µ(t,Yt)dt + σ(t,Yt)dWt, Y0 ∈ { f > 0},
where W = (W1, . . . ,Wd) is d-dimensional Brownian motion. Due to the local
Lipschitz property of µ and σ, the SDE has a unique strong solution on [0, τ0∧ζ),
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where
τ0 = lim
n→∞ τn, τn = n ∧ inf
{
t ≥ 0 : f (Yt) ≤ 1n
}
and
ζ = lim
n→∞ ζn, ζn = n ∧ inf {t ≥ 0 : ‖Yt‖ ≥ n} .
Moreover, we assume that this solution is non-explosive in the sense that
τ0 < ζ on the set {τ0 < ∞}. (4.6)
We may then omit all instances of the stopping time ζ. Now, let (Ω,G,G) be the
space of Rd-valued paths that are continuous up to their (possibly finite) explo-
sion time, and then absorbed at infinity. G is the right-continuous modification
of the filtration generated by the coordinate process Y = (Y1, . . . ,Yd). This is a
standard system. Furthermore, let P be a probability measure such that the law
of the coordinate process Y on [0, τ0) is described by the above SDE. We then
define W on [0, τ0) via
Wt =
∫ t∧τ0
0
σ(s,Ys)−1dYs −
∫ t∧τ0
0
σ(s,Ys)−1µ(s,Ys)ds,
which is Brownian motion stopped at τ0. Note that the stochastic integral is
computed in the P-augmentation of G, so that the right side need not be G-
adapted. However, we can always choose W to be a G-adapted process indis-
tinguishable from it.
The measure extension problem (Problem 1) now consists in specifying (the
law of) Y appropriately on all of [0, ζ).
Remark. We emphasize that a key reason for being explicit about the struc-
ture of the sample space (as opposed to just considering the law of the processes
involved) is that this structure is crucial when we project onto smaller filtrations.
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The process M we have worked with previously is given by
Mt =

f (Yt) t < τ0
0 t ≥ τ0.
This makes the notation τn and τ0 consistent with previous sections. We can also
define N = 1/M as before. It is clear that M is a local martingale on [0, τ0) in the
sense that there are stopping times ρn, increasing to τ0, such that (Mt∧ρn)t≥0 is a
local martingale for each n. We will assume something stronger, namely:
M is a (G, P) martingale. (4.7)
Note that this does not depend on the behavior of Y after τ0. That is, it does not
depend on the specific choice of P.
A probability measure Q on G such that dQdP |Gt = Mt can now be constructed as
in Section 4.2. Again, the behavior of Y after τ0 does not matter for Q. It follows
that Y can be prescribed there at will, without invalidating any of what we have
done so far. In particular, in this setting, solving the measure extension problem
simply means to specify Y on [τ0, ζ) in such a way that part (ii) of Problem 1 is
satisfied (part (i) holds by construction). Of course, for this to have a meaning
we need to describe the smaller filtration F, and this is our next step.
We construct F as follows. Let X ⊂ Rd be measurable, and suppose
g : Rd → X
is continuous. One important example that we will revisit later is where X = Rk,
k < d, and g is a coordinate projection of Rd onto Rk. Given Y , we can define a
new process X = (Xt)t≥0 by setting
Xt = g(Yt), t ≥ 0.
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Then X is ca`dla`g since g is continuous and Y ca`dla`g. Moreover, it is clear that X
is G adapted, so the filtration F = (Ft)t≥0 given by
Ft =
⋂
u>t
σ(Xs : s ≤ u),
which is right-continuous but not P-augmented, is a subfiltration of G. Finally,
we introduce the following set:
X0 = g ({ f = 0}) = {x ∈ X : x = g(y) for some y with f (y) = 0}. (4.8)
The importance of the set X0 comes from the fact that if Xt < X0, then Yt cannot
lie in { f = 0}. Therefore the probability of τ0 occurring at any of those times is
zero. In order to makes this statement precise we first need a preliminary result.
Lemma 4.4.1 Assume that P solves the measure extension problem. Then X is contin-
uous, P-a.s.
Proof. Suppose for contradiction that P(∆Xσ , 0) > 0 for some F stopping time
σ. Then also P(∆Yσ , 0) > 0, since ∆Yσ = 0 implies that ∆Xσ = g(Yσ) − g(Yσ−) = 0
and thus {∆Xσ , 0} ⊂ {∆Yσ , 0}. But Y is continuous on [0, τ0), so we must have
τ0 ≤ σ on {∆Yσ , 0}. Hence
Zσ = P(τ0 > t | Ft)|t=σ = 0 on {∆Xσ , 0},
which has positive probability by assumption. However, this is impossible since
P solves the measure extension problem. 
Recall the multiplicative decomposition EQ[Nt | Ft] = e−ΛtUt of the positive
(F,Q) supermartingale EQ[Nt | Ft], which is of Class (DL) by Proposition 4.3.1,
provided the measure extension problem has a solution. We can say the follow-
ing about the points of increase of Λ:
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Theorem 4.4.1 Assume that P solves the measure extension problem and let Λ be as in
Proposition 4.3.1. Then the random measure dΛt is supported on the set {t : Xt ∈ X0}.
Proof. Consider the filtration Fτ0 described in Theorem 4.3.1. By that theorem,
1{τ0≤t} −
∫ t∧τ0
0
dΛs
is an (Fτ0 , P) martingale. Pick two bounded F stopping times ρ and σ such that
Xt < X0 for ρ < t ≤ σ. They are also Fτ0 stopping times, so the martingale
property and the optional sampling theorem yield
EP
[
1{ρ<τ0≤σ}
]
= EP
[∫ σ∧τ0
ρ∧τ0
dΛs
]
. (4.9)
We claim that P(ρ < τ0 ≤ σ) = 0. Indeed, if ρ < τ0 ≤ σ, the choice of ρ and
σ implies that g(Yτ0−) = Xτ0− = Xτ0 < X0, using also that X is continuous by
Lemma 4.4.1. But this is a contradiction, because f (Yτ0−) = limn→∞ f (Yτn) = 0, so
that g(Yτ0−) ∈ X0 by definition of X0. It follows that ρ < τ0 ≤ σ is impossible,
proving the claim.
An immediate consequence of this claim is that (Λσ − Λρ)1{ρ<τ0≤σ} = 0. More-
over, the left, and hence right, side of (4.9) is zero, implying that Λσ∧τ0−Λρ∧τ0 = 0.
Thus
(Λσ − Λρ)1{ρ<τ0≤σ} = (Λσ∧τ0 − Λρ∧τ0)1{ρ<τ0≤σ} = 0.
We deduce that Λσ −Λρ = (Λσ −Λρ)1{τ0≤ρ}, so that on {Λσ −Λρ > 0}, which lies in
Fσ, we necessarily have τ0 ≤ ρ. It follows that on this set,
Zσ = P(τ0 > t | Ft)|t=σ = 0.
To avoid a contradiction with the assumption that P solves the measure exten-
sion problem, we must have P(Λσ − Λρ > 0) = 0. From this we deduce the key
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fact that
Λσ − Λρ = 0 P−a.s.,
for any bounded F stopping times ρ and σ such that Xt < X0 when ρ < t ≤ σ.
Since X is continuous (Lemma 4.4.1), we can cover {X < X0} with countably
many intervals of the form (ρ, σ], where ρ and σ have these properties. This
completes the proof. 
As a corollary, we can give a simple sufficient condition for Λ to have sin-
gular paths, as in the example studied by Fo¨llmer and Protter [33] that was
mentioned in the Introduction.
Corollary 4.4.1 Assume the law of Xt under P admits a density for each t ≥ 0. Then,
if X0 is a nullset in X, the paths of Λ are singular.
Proof. By Fubini’s theorem,
EP
[∫ t
0
1{Xs∈X0}ds
]
=
∫ t
0
P(Xs ∈ X0)ds = 0,
since Xs has a density and X0 is a nullset. Since
∫ t
0
1{Xs∈X0}ds is nonnegative it is
in fact zero. The set {t : Xt ∈ X0} is therefore a nullset P-a.s., and it contains the
support of dΛt by Theorem 4.4.1. This proves the claim. 
4.5 The Inverse Bessel Process
So far we have assumed that the measure extension problem has a solution. Let
us now consider a particular example where such a solution can indeed be
found. The example falls into the diffusion framework described in Section 4.4.
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We take d = 3 and let f (y) = ‖y‖ be the Euclidean norm (which of course is C2 on
the non-empty set { f > 0}.) Next, we take σ(t, y) ≡ I, the identity matrix, and set
µ(t, y) = µ(y) = −y/‖y‖2 for y , 0. For y = 0, we can set µ(y) = 0, for example. Note
that both σ and µ certainly are locally Lipschitz on { f > 0} = R3\{0}. Moreover, a
calculation shows that (4.5) is satisfied. We thus choose P so that the law of the
coordinate process Y , restricted to [0, τ0 ∧ ζ), is given by the SDE
dY it = dW
i
t −
Y it
‖Yt‖2dt, i = 1, 2, 3,
where we set Y0 = (1, 0, 0). Furthermore, M is given by
Mt =

‖Yt‖, t < τ0 ∧ ζ
0, t ≥ τ0 ∧ ζ.
The following lemma shows that M has a simple structure. In particular, it im-
mediately implies that ζ = ∞ P-a.s. and that M is a martingale. The basic as-
sumptions (4.4), (4.5), (4.6) and (4.7) on the diffusion model in Section 4.4 are
therefore satisfied.
Lemma 4.5.1 The process M is Brownian motion starting from one and absorbed at
zero. It can be written
Mt = 1 +
3∑
i=1
∫ t∧τ0
0
Y isdW
i
s
‖Ys‖ .
Proof. Define stopping times ρn = τn ∧ ζn, n ≥ 1. An application of Itoˆ’s formula
yields
Mt∧ρn = 1 +
3∑
i=1
∫ t∧ρn
0
Y isdW
i
s
‖Ys‖
for n ≥ 1. Consequently, 〈M,M〉t∧ρn = t ∧ ρn, so (Mt∧ρn)t≥0 is Brownian motion
stopped at ρn. Thus limn→∞ ρn < ζ on the set where the limit is finite, since
Brownian motion does not explode in finite time. We deduce that limn→∞ ρn = τ0
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and that τ0 < ζ on {τ0 < ∞}. It also follows that Mt∧τ0 , which is equal to Mt, is
Brownian motion stopped at τ0. 
It remains to specify Y after τ0, and this can be done in different ways. One
possibility that makes the computations relatively simple is to kill the drift at
time τ0, and let Y continue from there as a standard three-dimensional Brownian
motion. That is, Y satisfies
Yt =

1
0
0
 + Wt −
∫ t∧τ0
0
Ys
‖Ys‖2ds.
We will show later that this indeed corresponds to a solution to the measure
extension problem when the filtration F is generated by Y1.
Recall that the measure Q is given by dQ|Gt = MtdP|Gt . It is well-known,
and easy to check by an application of the Girsanov theorem (see [59], Theo-
rem III.41), that M becomes a BES3 process under Q, so that N = 1/M is an in-
verse Bessel process. In particular, Q(τ0 = ∞) = 1. But a more precise statement
is true:
Lemma 4.5.2 Under Q, the process Y is three-dimensional Brownian motion starting
from (1, 0, 0).
Proof. By Lemma 4.5.1, 〈M,W i〉t =
∫ t∧τ0
0
Y is
‖Ys‖ds. Hence on [0, τ0), which is the
same as [0,∞) Q-a.s., we have
Y i0 + W
i
t −
∫ t
0
1
Ms
d〈M,W i〉s = Y it +
∫ t
0
Y is
‖Ys‖2ds −
∫ t
0
Y is
‖Ys‖2ds = Y
i
t .
This is a (G,Q) local martingale by the the Girsanov theorem. Since 〈Y i,Y i〉t = t
Q-a.s., and 〈Y i,Y j〉 = 0 for i , j, Le´vy’s theorem gives the result. 
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We are now exactly in the situation of Fo¨llmer and Protter [33], as described
in the Introduction: Under Q, N = 1/‖Y‖ is the reciprocal of the norm of a three-
dimensional Brownian motion starting from (1, 0, 0). We can therefore apply
their results on the behavior of its optional projection. More precisely, let F =
(Ft)t≥0 be given by
Ft =
⋂
u>t
σ(Y1s : s ≤ u),
which corresponds to g being a projection map from R3 onto R:
X = R, g(y) = y1, X0 = {0}.
Then
EQ [Nt | Ft] = 1 +
∫ t
0
ux(s,Y1s )dY
1
s −
∫ t
0
1
s
dL0s ,
where u(t, x) is given by (4.1) and L0 is the local time of Y1 at level zero.
It remains to verify that P indeed solves the measure extension problem. In
particular, this will require techniques from filtering theory. We start with two
lemmas.
Lemma 4.5.3 We have
EP
[
1
‖Yt‖1{τ0>t}
]
= EQ
[
N2t
]
.
Proof. Since dQdP |Gt = Mt = ‖Yt‖ on {τ0 > t}, and Q(τ0 > t) = 1, we get
EP
[
1
‖Yt‖1{τ0>t}
]
= EQ
[
1
M2t
1{τ0>t}
]
= EQ
[
N2t
]
,
as desired. 
Lemma 4.5.4 Let ξ = (ξt)t≥0 be a measurable process with EP[
∫ t
0
|ξs|ds] < ∞ for all
t ≥ 0. Then
EP
[∫ t
0
ξsds
∣∣∣∣∣ Ft] − ∫ t
0
EP[ξs | Fs]ds
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is a martingale. Here EP[ξt | Ft] refers to the optional projection.
Proof. This is a well-known result from filtering theory. 
We can now give the first result on the structure of Y1 in the shrunken filtra-
tion F, under the measure P.
Theorem 4.5.1 The process Y1 can be decomposed as
Y1t = 1 + Bt −
∫ t
0
θsds,
where B is (F, P) Brownian motion and θ satisfies, for every t ≥ 0,
θt = EP
[
Y1t
‖Yt‖21{τ0>t}
∣∣∣∣∣ Ft] and EP [∫ t
0
|θs|ds
]
< ∞.
Proof. For any y = (y1, . . . , yd) ∈ Rd we have
|yi|
‖y‖ ≤
‖y‖1
‖y‖ ≤
√
d,
where ‖y‖1 = |y1|+ . . .+ |yd| is the `1-norm on Rd. This inequality and Lemma 4.5.3
imply that
EP
[ |Y1t |
‖Yt‖21{τ0>t}
]
≤ √3EP
[
1
‖Yt‖1{τ0>t}
]
=
√
3EQ
[
N2t
]
. (4.10)
This allows us to define θ as the optional projection of Y
1
‖Y‖21{τ0>t} onto F. In par-
ticular,
θt = EP
[
Y1t
‖Yt‖21{τ0>t}
∣∣∣∣∣ Ft]
P-a.s. for each t ≥ 0. Moreover, θ is a measurable process, and from Jensen’s
inequality and (4.10) we get∫ t
0
EP[|θs|]ds ≤
∫ t
0
EP
[ |Y1s |
‖Ys‖21{τ0>t}
]
ds ≤ √3
∫ t
0
EQ
[
N2s
]
ds.
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The right side is finite due to the well-known fact that t 7→ EQ[N2t ] is locally
bounded on [0,∞), see for instance Chapter 1.10 in [10].
We now turn to the decomposition of Y1. Using the F adaptedness of Y1 we
get
Y1t = E
P
[
Y1t | Ft
]
= 1 + EP
[
W1t | Ft
]
− EP
[∫ t
0
Y1s
‖Ys‖21{τ0>s}ds
∣∣∣∣∣ Ft]
= 1 + Bt −
∫ t
0
θsds,
where we define
Bt = EP
[
W1t | Ft
]
+
∫ t
0
EP
[
Y1s
‖Ys‖21{τ0>s}
∣∣∣∣∣ Fs] ds − EP [∫ t
0
Y1s
‖Ys‖21{τ0>s}ds
∣∣∣∣∣ Ft] .
It remains to prove that B is Brownian motion. First, since W1 is a (G, P) martin-
gale, EP[W1t | Ft] is an (F, P) martingale. Second, an application of Lemma 4.5.4
with Ht = (Y1t /‖Yt‖)1{τ0>t} shows that Bt − EP
[
W1t | Ft
]
is an (F, P) martingale as
well. Hence B is an (F, P) martingale, and its quadratic variation coincides with
〈Y1,Y1〉t = t. By Le´vy’s theorem it is therefore a Brownian motion, and the proof
is complete. 
To show that we indeed have a solution to the measure extension problem,
we need to prove that the restrictions of P and Q to Ft are equivalent for each
t ≥ 0. We start with the following simple refinement of Bayes’ rule.
Lemma 4.5.5 Suppose Q  P are two probability measures, and let X be a random
variable in L1(Q). Let F be a sub-σ-field and suppose A ⊂ {EP[ dQdP | F ] > 0}. Then
EQ [X | F ] is uniquely defined on A up to a P-nullset, and we have
EP
[
dQ
dP
∣∣∣∣∣ F ] EQ [X | F ] 1A = EP [dQdP X1A
∣∣∣∣∣ F ]
P-a.s. (and hence Q-a.s.)
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Proof. To prove the first statement, let Y and Y ′ be two versions of EQ[X | F ].
Then Q(Y , Y ′) = 0, and we get
0 = Q
({Y , Y ′} ∩ A) = EP [EP [dQ
dP
∣∣∣∣∣ F ] 1{Y,Y′}∩A] .
Since EP[ dQdP | F ] > 0 on A, we get P({Y , Y ′} ∩ A) = 0, as desired. The second
statement follows from the following calculation, where B ∈ F is arbitrary:
EP
[
EP
[
dQ
dP
∣∣∣∣∣ F ] EQ [X | F ] 1A∩B] = EP [dQdP EQ [X | F ] 1A∩B
]
= EQ [X1A∩B]
= EP
[
dQ
dP
X1A∩B
]
.

The next lemma is the key to proving equivalence.
Lemma 4.5.6 For each t ≥ 0, ∫ t
0
θ2sds < ∞ P−a.s.
Proof. Define σ0 = inf{t ≥ 0 : P(τ0 > t | Ft) = 0}. Then τ0 ≤ σ0, so by Theo-
rem 4.5.1,
θt1{σ0≤t} = E
P
[
Y1t
‖Yt‖21{τ0>t}∩{σ0≤t}
∣∣∣∣∣ Ft] = 0.
Hence θt = θt1{σ0>t}. Now, set X =
Y1t
‖Yt‖31{τ0>t}. Then E
Q [|X|] = EP [|MtX|] = EP [|θt|],
which is finite by Theorem 4.5.1. Since also EP[Mt | Ft] > 0 on {σ0 > t} by
Lemma 4.3.1, we may apply Lemma 4.5.5 to get
θt = EP
[
Y1t
‖Yt‖21{τ0>t}
∣∣∣∣∣ Ft] 1{σ0>t} = EQ [ Y1t‖Yt‖3
∣∣∣∣∣ Ft] EP [Mt | Ft] 1{σ0>t}.
Since EP [Mt | Ft] is a finite, ca`dla`g process, it is pathwise bounded on each [0, t]
(with the bound depending on ω and t in a possibly non-predictable way.) It
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thus suffices to prove that
∫ t
0
ξ2sds < ∞, where ξs = EQ[ Y
1
s
‖Ys‖3 | Fs]. To do this, first
note that
|Y1s |
‖Ys‖3 ≤
1
|Y1s |2
.
Thus, since Y10 = 1 and Y
1 is continuous, there is a non-empty time interval
[0, ε), depending on ω, on which ξs is bounded. Next, since Y1 and (Y2,Y3) are
independent under Q, we have for each s > 0,
ξs = EQ
[
y
[y2 + ((Y2s )2 + (Y3s )2)]3/2
]
y=Y1s
= EQ
[
y
(y2 + sZ)3/2
]
y=Y1s
,
where Z = (s−1/2Y2s )2 + (s−1/2Y3s )2 is χ22 distributed. Thus
EQ
[
1
(y2 + sZ)3/2
]
=
1
2
∫ ∞
0
(y2 + sz)−3/2e−z/2dz ≤ 1
2
∫ ∞
0
(y2 + sz)−3/2dz =
1
2s|y| ,
and hence |ξs| ≤ 12s , which of course is square integrable over [ε, t]. Together with
the boundedness on [0, ε), this proves the claim. 
We can now finally prove that P solves the measure extension problem.
Theorem 4.5.2 We have EP[Mt | Ft] > 0 for all t ≥ 0, P-a.s. Hence P solves the
measure extension problem.
Proof. By Lemma 4.3.1 it is indeed enough to prove EP[Mt | Ft] > 0 for all
t ≥ 0. Throughout the proof we will freely use Lemma 4.1.1 to pass between
F and its P-completion, without explicit mentioning. We let B and θ be as in
Theorem 4.5.1. Now, thanks to Lemma 4.5.6 above, Theorem 4.5.3 (see the end of
this section) is applicable. In particular it follows that EP[Mt | Ft] is continuous,
hence strictly positive on t ≤ σn for each n, where
σn = inf
{
t ≥ 0 : EP[Mt | Ft] ≤ 1n
}
.
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The stochastic exponential representation for strictly positive martingales and
Theorem 4.5.3 therefore imply that for each n there is a process ξn such that
EP[Mt | Ft] = exp
{∫ t
0
ξnsdBs −
1
2
∫ t
0
(ξns )
2ds
}
, t ≤ σn.
Recalling that EP[Mt | Ft] = dQdP |Ft , we apply the Girsanov theorem to obtain that
Bt∧σn −
∫ t∧σn
0
ξnsds
is an (F,Q) local martingale. It is equal to
Y1t∧σn − 1 +
∫ t∧σn
0
(θs − ξns )ds,
and since Y1 is (F,Q) Brownian motion, the finite variation term must be zero.
Hence for each n, ξnt = θt dt ⊗ dP-a.e. on [0, σn], and we deduce that
EP[Mt | Ft] = exp
(∫ t
0
θsdBs − 12
∫ t
0
θ2sds
)
, t < lim
n→∞σn.
In particular, limn→∞ σn = inf{t ≥ 0 :
∫ t
0
θ2sds = ∞}, which is infinite by
Lemma 4.5.6. This concludes the proof. 
Having established that P solves the measure extension problem, let us make
a few comments on the general results established in Section 4.3 and Section 4.4
in the context of the above example. First, it was observed in [33] that EP[Nt | Ft]
is of Class (D). This is consistent with, albeit stronger than, the conclusion of
Proposition 4.3.1. Next, the processes Λ and U in the multiplicative decomposi-
tion EQ[Nt | Ft] = e−ΛtUt are easily computed:
Λt =
∫ t
0
1
su(s,Y1s )
dL0s , Ut = exp
(∫ t
0
ux
u
(s,Y1s )dY
1
s −
1
2
∫ t
0
ux
u
(s,Y1s )
2ds
)
.
In particular, Λ has singular paths. This is consistent with Corollary 4.4.1, since
Y1t admits a density and X0 = {0}. Moreover, Λ only increases on {Y1t ∈ X0} =
{Y1t = 0} since dΛt  dL0t . Finally, if we instead let F be generated by (Y1,Y2),
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the measure extension problem does not have a solution. This follows from
Corollary 4.3.1, since Theorem 5.2 in [33] shows that the optional projection of
N under Q is still a local martingale.
We end this section with the following result, which was needed in the proof
of Theorem 4.5.2. It seems likely that the result is known; however, we have
not been able to find it stated explicitly, and therefore provide full details. The
setting is a filtered probability space (Ω,F ,F, P).
Theorem 4.5.3 Let X be a stochastic process and assume that F is its natural filtration,
made right-continuous and augmented with the P-nullsets. Suppose
Xt = X0 + Bt −
∫ t
0
θsds
for a Brownian motion B and a predictable process θ such that
∫ t
0
θ2sds < ∞ for all t ≥ 0.
Then B has the predictable representation property: for every local martingale U there
is a predictable process ξ with
∫ t
0
ξ2sds < ∞ for all t ≥ 0, such that
Ut = U0 +
∫ t
0
ξsdBs.
Proof. Define stopping times ρn = inf{t ≥ 0 :
∫ t
0
θ2sds ≥ n}. Due to the integrability
of θ, limn→∞ ρn = ∞ a.s. Fix n and define
dZnt = Z
n
t θt1{t≤ρn}dBt, Z
n
0 = 1,
which is a strictly positive local martingale, and a uniformly integrable martin-
gale by Novikov’s criterion. Then define Qn ∼ P by dQn = Zn∞dP, and introduce
the filtration Fn = (Ft∧Tn)t≥0. Girsanov’s theorem together with Le´vy’s character-
ization of Brownian motion shows that
Wnt = Xt∧ρn − X0 = Bt∧ρn −
∫ t∧ρn
0
θsds
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is (Fn,Qn) Brownian motion on [0,Tn], and it clearly generates Fn. Hence every
(Fn,Qn) local martingale can be represented as a stochastic integral with respect
to Wn. Now, Girsanov’s theorem applied to the (Fn, P) local martingale Un =
(Ut∧ρn)t≥0 shows that
Unt −
∫ t
0
1
Zns
d〈Un,Zn〉s
is an (Fn,Q) local martingale, and thus equal to U0 +
∫ t
0
ξnsdW
n
s for some pre-
dictable ξn with
∫ t
0
(ξns )
2ds < ∞ for all t ≥ 0. Furthermore, the Kunita-Watanabe
inequality implies that d〈Un,Zn〉t  d〈Zn,Zn〉t  dt, so there is some Fn adapted
process ηn such that d〈Un,Zn〉t = ηnt dt. Combining these facts yields
Unt = U0 +
∫ t
0
ξnsdW
n
s +
∫ t
0
ηns
Zns
ds = U0 +
∫ t∧ρn
0
ξnsdBs +
∫ t∧ρn
0
(
ηns
Zns
− ξnsθs
)
ds.
But Un is an (F, P) local martingale, so the finite variation term is zero. We can
now construct the desired process ξ by setting ξ = ξn on (ρn−1, ρn] for n ≥ 1. 
4.6 Financial implications
The financial interpretation of the fact that a strict local martingale may lose
the local martingale property when projected onto a filtration to which it is no
longer adapted was discussed in [33]. The main conclusion there was that a
price process which is arbitrage free in the sense of NFLVR, may be perceived as
containing arbitrage opportunities by an investor who only has access to incom-
plete observations of the price process. We may now qualify this statement: if
the market is inefficient, the partially observed price process may look as though
arbitrage opportunities exist. In other words, the presence of dominated as-
sets (but absence of arbitrage opportunities) translates into the appearance of
arbitrage. On the other hand, in an efficient market this phenomenon does not
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occur: the optional projection of a martingale is always a martingale, as follows
from the calculation,
E[E[Mt | Ft] | Fs] = E[E[Mt | Gs] | Fs] = E[Ms | Fs].
Therefore, the efficiency property is stable with respect to any reductions of in-
formation set, while NFLVR is not.
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