ABSTRACT. We classify compact Kähler surfaces with nonconstant Killing potentials such that all integral curves of their gradients are reparametrized geodesics.
The following well-known fact will be needed at the very end of Section 11. 1 and elements of IR ⊂ IRP 1 , the standard conventions apply; thus, p/∞ = 0 and q/0 = p + ∞ = ∞ if p ∈ IR and q ∈ IR {0}.
KILLING POTENTIALS
The symbols J and ω always stand for the complex-structure tensor of a given Kähler manifold (M, g) and for its Kähler form, with ω = g(J · , · ). Real-holomorphic vector fields on M then are the sections v of TM such that £ v J = 0, which is equivalent to [J, ∇v] = 0, the commutator [ , ] being applied here to vector-bundle morphisms TM → TM. See, for instance, [4, § 5] .
A C ∞ function τ on a Kähler manifold is a Killing potential (Section 1) if and only if v = ∇τ is a real-holomorphic vector field, cf. [4, Lemma 5.2] . In this case, (3) d v ∆τ = 2 div ∇ v v − 2|∇v| 2 , where v = ∇τ.
In fact, the Bochner identity (1) with v = ∇τ reads d∆τ = div ∇dτ − Ric( · , v). Multiplying both sides by 2 and then subtracting the well-known equality (4) d∆τ = −2Ric( · , v), with v = ∇τ, valid whenever τ is a Killing potential [1] , cf. [4, formula (5.4)], we obtain d∆τ = 2 div ∇dτ. A special Kähler-Ricci potential [4, § 7] . on a Kähler manifold (M, g) is any nonconstant Killing potential τ such that, at points where dτ = 0, all nonzero vectors orthogonal to ∇τ and J(∇τ) are eigenvectors of both ∇dτ and Ric. Remark 3.2. Let τ and f be functions on a manifold M such that τ is nonconstant and f = χ • τ with some C ∞ function χ : I → IR, where I = τ(M) is the range of τ. We then say that f is a C ∞ function of τ. Remark 3.3. In view of (2) and (4), a nonconstant Killing potential τ on a Kähler surface (M, g) is a special Kähler-Ricci potential if and only if every point with dτ = 0 has a neighborhood on which both Q = g(∇τ, ∇τ) and ∆τ are C ∞ functions of τ.
GEODESIC GRADIENTS: THE SIMPLEST EXAMPLES
Let ∇ be a connection in the tangent bundle TM of a manifold M. A geodesic vector field relative to ∇ is any vector field v on M such that, for some function ψ : M ′ → IR defined on the open set M ′ ⊂ M on which v = 0, (5) ∇ v v = ψv everywhere in M ′ , or, equivalently, such that the integral curves of v are reparametrized ∇-geodesics.
We say that a function τ : M → IR on a Riemannian manifold (M, g) has a geodesic gradient if v = ∇τ is a geodesic vector field for the Levi-Civita connection ∇ of g. It is clear from (2) and (5) that this amounts to the condition (6) dQ ∧ dτ = 0, where Q = g(∇τ, ∇τ), which is in turn the same as requiring Q to be, locally in M ′ , a function of τ. (a) Some group of isometries of (M, g) with principal orbits of codimension 1 leaves τ invariant.
) that has a geodesic gradient and some χ : I → IR, where I ⊂ IR is an interval containing the range ρ(M).
) is the ε-neighborhood, for any sufficiently small ε ∈ (0, ∞), of a given compact submanifold Σ in a Riemannian manifold, and τ is the squared distance from Σ. (e) (M, g) is a Riemannian product and τ is a function with a geodesic gradient on one of the factor Riemannian manifolds, treated as a function on M. For (a) this is a direct consequence of (6), as the gradients of τ and Q are both normal to the orbits; (b) leads to (a) for the trivial group; and the claims in (c) -(d) easily follow from Remarks 4.1 and 2.2, while the case of (e) is obvious. Example 4.3. A a nonconstant function τ with a geodesic gradient exists on every Riemannian manifold (M, g), and may be chosen so that 0 is a regular value of τ, and τ −1 (0) is any prescribed compact submanifold Σ of codimension 1 which disconnects M (such as a sphere embedded in a coordinate domain).
In fact, for ε as in Remark 2.2 and a unit normal vector field w along Σ, the assignment (y, t) → exp y tw y defines a diffeomorphism Σ × (−ε, ε) → B ε (Σ). As the function ρ : B ε (Σ) → IR sending exp y tw y to t has a geodesic gradient (cf. Remark 2.2), we may set τ = χ • ρ, as in (iii), with χ : IR → IR that is nondecreasing, constant on both (−∞, −δ) and (δ, ∞) for some δ ∈ (0, ε), and equal to the identity on a neighborhood of 0.
Example 4.4. Every special Kähler-Ricci potential on a Kähler manifold (Section 3) has a geodesic gradient, which is immediate as (2) then implies (6 , is a nonconstant Killing potential with a geodesic gradient. More precisely, it is easy to verify that Q in (6) equals 4(1 − τ)τ, so that the critical points of τ form the union of two disjoint linear varieties CP k and CP l in CP m . Remark 4.6. Let τ be a function with a geodesic gradient exists on a Riemannian manifold. For any nonconstant integral curve t → x(t) of the gradient v = ∇τ, the τ-image of the curve has the form (b, c),
Since τ is an increasing function of t, it can be used as a new curve parameter. In terms of τ, the length of the curve obviously equals
FURTHER EXAMPLES AND A CLASSIFICATION THEOREM
The following construction generalizes that of [5, §5] (in the case m = 2), and gives rise to compact Kähler surfaces (M, g) with nonconstant Killing potentials τ, which have geodesic gradients, but, in contrast with [5, §5] , need not be special Käh-ler-Ricci potentials. For a detailed comparison with [5, §5] , see Remark 5.1 below.
One begins by fixing a nonuple
consisting of the following objects: 
where ω (h) is the Kähler form of (Σ, h). Thus, Ω = 0 at points at which γ = ∞. Note that, in (iii), (Σ, h) is nothing else than a closed oriented real surface endowed with a Riemannian metric. In addition to the data (7), let us fix a C ∞ diffeomorphism I • ∋ τ → r ∈ (0, ∞) such that dr/dτ = ar/Q, and a "base point" τ * ∈ I. We choose τ * to be the midpoint of I, which is just an arbitrary normalization. See Remark 5.2.
We use the symbol V for the vertical distribution Ker dπ on the total space of the bundle (also denoted by L), π : L → Σ being the bundle projection. From now on the norm function r : L → [0, ∞) of ( , ) is treated, simultaneously, as an independent variable ranging over [0, ∞), so that our fixed diffeomorphism τ → r turns τ, and hence Q as well, into functions L → IR.
Next we define a Riemannian metric g on M ′ = L Σ, where Σ is identified with the zero section, by g = (τ * − γ) −1 (τ − γ)h or g = h on H, g = (ar) −2 Q Re( , ) on V, and g(H, V) = {0}. Tensors on Σ are denoted by the same symbols as their pullbacks to M ′ , so that γ stands here for γ • π and h for π * h. On H, the first formula is to be used in the π-preimage of the set in Σ on which γ = ∞, and the second one on its complement. Note that C ∞ -differentiability of the algebraic operations in IRP 1 , wherever they are permitted (cf. Remark 2.5) implies that g is of class C ∞ .
Obviously, (M ′ , g) is an almost Hermitian manifold for the almost complex structure J obtained by requiring that the subbundles V and H of TM ′ be J-invariant and, for any x ∈ M ′ , the restriction of J x to V x , or H x , coincide with the complex structure of the fibre L π(x) or, respectively, with the dπ x -pullback of the complex structure of Σ.
Let M be the CP 1 bundle over Σ resulting from the projective compactification of L. Our g, τ and J then have C ∞ extensions to a metric, function, and almost complex structure on M denoted, again, by g, τ and J. In fact, such extensions exist for the distributions V and H. Our claim thus follows since, according to the conclusion made in [5, §5] for m = 1, the function τ restricted to the subset L y {0} of a single fibre of L y of L, and the metric (ar) −2 Q Re( , ) on L y {0}, can both be smoothly extended to the Riemann-sphere compactification of L y .
For the section v of the vertical distribution V on L which, restricted to each fibre of L, equals a times the radial (identity) vector field on the fibre, one easily verifies that d v = Q d/dτ, both sides being viewed as operators acting on C ∞ functions of τ. Consequently, v equals the g-gradient ∇τ of τ. Note that g (v, v) 
From now on the symbols w, w ′ will stand both for any two C ∞ vector fields in Σ and, simultaneously, for their horizontal lifts to L (which themselves are just the π-projectable horizontal vector fields on L). We also define a vector field u on L by u = iv (multiplication by i in each fibre), so that, for our J, and w as above, Jv = u, while Jw has the same meaning in L as in Σ. With ∇ and D denoting the Levi-Civita connections of g and h, one has, on a dense open subset of M ′ , (8) 
Also, J commutes with ∇ v , ∇ u , all ∇ w , and ∇v. These commutation relations are obvious from (8) , possibly except [J, ∇ w ]w ′ = 0, which follows, as (8) yields
The conclusions of the last paragraph amount to ∇J = 0 and [J, ∇v] = 0. The former equality means that g is a Kähler metric; the latter states that v = ∇τ is real-holomorphic, which makes τ a (nonconstant) Killing potential on the Kähler manifold (M, g), cf. Section 3. Also, τ has a geodesic gradient in view of the first line in (8) . Note that ∆τ = tr ∇v = 2φ + 2ψ, and so Compact Kähler manifolds of all dimensions, admitting special Kähler-Ricci potentials, have been completely described in [5, Theorem 16.3] . Combined with the following result, this provides a classification of compact Kähler surfaces with nonconstant Killing potentials that have geodesic gradients.
Theorem 5.3. Let τ be a nonconstant Killing potential with a geodesic gradient on a compact Kähler surface (M, g). If τ is not a special Kähler-Ricci potential on (M, g), then, up to a biholomorphic isometry, the triple (M, g, τ) arises from the above construction applied to some data (7) satisfying conditions
A proof of Theorem 5.3 is given in Sections 10 and 11.
ONE-JETS OF GEODESIC VECTOR FIELDS AT THEIR ZEROS
As a first step toward the proof of Theorem 5.3, we now proceed to establish one general property of geodesic vector fields, defined in Section 4. Proof. We may assume that E = 0 and identify a neighborhood of y in M with a neighborhood U of 0 in a vector space V, so that y corresponds to 0. This turns ∇ into a connection in TU. As v = 0 at the point 0, the operator E is now the differential at 0 of v viewed as a mapping U → V. We also fix a vector subspace V ′ ⊂ V of dimension rank E such that E maps V ′ isomorphically onto the image E(V), and choose a linear projection P : V → E(V). In view of the inverse mapping theorem, there exists a neighborhood U ′ of 0 in V ′ such that U ′ ⊂ U and
→ w/|w| as t → 0 + according to Remark 6.1, and an equality of the form (5) holds at each x(t), t ∈ (0, ε], with some function ψ (defined only at points where v = 0). Dividing both sides of that equality by |v(x(t))| and setting a(t) = ψ(x(t)), we obtain [∇ u(t) 
v] x(t) = a(t)u(t).
Consequently, a(t) has a limit a w as t → 0 + and, taking the limits of both sides of the last relation, we get [∇ w v] 0 = a w w, that is, Ew = a w w. Every w ∈ E(V) {0} is thus an eigenvector of E for some eigenvalue a w , which is only possible if a = a w does not depend on w. Hence E(V) ⊂ Ker (E − a) or, equivalently, E 2 − aE = (E − a)E = 0. If a = 0, the subspaces Ker E and Ker (E − a) must, for dimensional reasons, be the summands in a direct-sum decomposition of V. This leads to case (i). Hence, if E is not diagonalizable, we have a = 0, and (ii) follows.
MORSE -BOTT FUNCTIONS WITH GEODESIC GRADIENTS
A Morse-Bott function on a manifold M is a C ∞ function τ : M → IR such that the connected components of the set of critical points of τ are mutually isolated submanifolds of M (called the critical manifolds of τ), and the rank of the Hessian of τ at every critical point x is the codimension of the critical manifold containing x. Example 7.1. All Killing potentials are Morse-Bott functions, and their critical manifolds are totally geodesic complex submanifolds of the ambient Kähler manifold. This is a well-known consequence of Remark 3.1(b) and Kobayashi's result [7] For b and x(t) as in (iv), let t sup be the supremum of t ′ ∈ (0, b) such that v is tangent to the geodesic segment [0, t ′ ] ∋ t → x(t) and the set of t ∈ [0, t ′ ] with v x(t) = 0 is finite. By (iii), t sup > 0.
Suppose now that t sup < b. The word 'supremum' then can be replaced with 'maximum' since, whether v = 0 or v = 0 at the point x(t sup ), the parameter values t ∈ [0, t sup ) with v x(t) = 0 cannot form a strictly increasing sequence that converges to t sup . (In the former case this follows from continuity of v, in the latter from (iii) applied to y ′ = x(t sup ) and the critical manifold containing y ′ , rather than y and Σ.) Next, maximality of t sup gives v = 0 at y ′ . Applying (iii), again, to y ′ instead of y, we see that v is tangent to some segment [0, t ′ ] ∋ t → x(t) with t ′ > t sup . The resulting contradiction shows that t sup = b, completing the proof. In the remainder of the paper, except Section 9, τ is always assumed to be a nonconstant Killing potential with a geodesic gradient on a Kähler manifold (M, g) of complex dimension m ≥ 2. We write 
where (12.a) makes sense in view of the line following (6). In fact, (11) yields (12.b) and (12.d), while (2), (5) and (11) give dQ = 2ψ dτ, so that (12.a) and (12.c) follow. If m = 2, nonzero vectors in H are also eigenvectors of ∇v, for the eigenvalue function φ given by 2φ = ∆τ − 2ψ. Thus,
(The vector-bundle morphism ∇v : TM → TM is complex-linear and Hermitian at every point; see Section 3.) Since ∆τ = div v, (3) combined with (5) implies, To prove (c) on M ′ , assume first that γ : M ′ → IRP 1 is constant. Both when γ = ∞ (and so ∆τ = 2ψ), and when γ = ∞, this implies that ∆τ is, locally in M ′ , a function of τ, since so are Q and ψ by (6) We now show that γ : M ′ → IRP 1 has a C ∞ extension to M. To this end, let Σ be the critical manifold of τ containing a given point y ∈ M M ′ , cf. Example 7.1. For Σ ′ , ε and U chosen as in Remark 7.3, U Σ ′ is a bundle over Σ ′ with fibres which are even-dimensional (Example 7.1), and hence connected, punctured balls. By (a) for v along with Lemma 7.4(iv), the C ∞ mapping γ : U Σ ′ → IRP 1 is constant on each fibre, so that it has an obvious C ∞ extension to U, as required.
Finally, Lemma 7.4(iv) and (a) for v imply (b).
For (M, g) and τ constructed in Section 5, γ used in the construction, when viewed as a mapping M → IRP 1 , coincides with γ defined in Lemma 8.1. This is clear from (8) , (9) and (12.a).
We will show later (Lemma 10.3) that, if M in Lemma 8.1 is compact, the values of γ lie in IRP 1 I • , where I • = (τ min , τ max ). Identifying IRP 1 I • with an interval in IR, we may then treat γ as real-valued invariant. However, such an adjustment is not possible in general, since γ : M → IRP 1 is surjective for some nonconstant Killing potentials τ with geodesic gradients on (noncompact) Kähler surfaces (M, g). An example arises when one modifies the construction in Section 5, as described in the second paragraph of Remark 5.2. Specifically, let Σ = C, and so Σ = U + ∪ U − , where the open set U ± is defined by the condition ±Re z < 1 imposed on z ∈ C. We choose γ : C → IRP 1 to be a surjective mapping such that γ = ∞ on the closure K of U + ∩ U − , while γ restricted to C K is real-valued and has no critical points, and, finally, neither γ : U + → IRP 1 nor γ : U − → IRP 1 is surjective. (For instance, γ with the above properties may be a function of Re z.) We now select base points τ ± * ∈ IR γ(U ± ), any metric h on Σ = C, and any a ∈ (0, ∞). The 2-form Ω on Σ equal to −a(τ ± * − γ) −1 ω (h) on U ± is well defined, since both expressions yield Ω = 0 on U + ∩ U − . Being closed, Ω is exact, and so it the curvature form of a Hermitian connection in the trivial complex line bundle L over Σ, with the bundle projection still denoted by π : L → Σ. We now define a metric g on an open subset M ± of the line bundle L ± = π −1 (U ± ) over U ± as in Remark 5.2, using τ ± * and the same function Q of the variable τ in both cases. As the two metrics agree on the intersection π −1 (U + ∩ U − ), they together form a metric g on M = M + ∪ M − , thus giving rise to a triple (M, g, τ) for which γ : M → IRP 1 is surjective. 
If, in addition, w, w ′ commute with both v and u, then
Both equalities follow since φ is the eigenvalue function of ∇v in H, and so 
4(i)-(ii).
In fact, ∇dτ corresponds via g to ∇v, for v = ∇τ, while ∇u = J • ∇v.
MORSE -BOTT FUNCTIONS ON COMPACT MANIFOLDS
We now consider Morse-Bott functions τ with geodesic gradients such that (18) all critical manifolds of τ are of codimensions greater than 1. Proof. Let Σ and Σ * be the minimum and maximum levels of τ. By (6) , Q restricted to the open set M ′ where dτ = 0 is, locally, a C ∞ function of τ. The word 'locally' can be dropped in view of Lemma 9.1(b). The resulting C ∞ function I • ∋ τ → Q has a continuous extension to I, equal to 0 at the endpoints.
Next, let us fix a parametrization [0, δ] ∋ t → x(t) of a shortest geodesic segment Γ joining Σ to Σ * , with x(0) ∈ Σ. By (10), the infimum t ′ of those t ∈ (0, δ) for whichτ(t) = 0 lies in (0, δ]. As v = ∇τ is tangent to Γ (Lemma 7.4(iv)), andτ = g(v,ẋ) vanishes at t = t ′ , at x(t ′ ) we must also have v = 0, and hence τ = τ max . (The fact that τ(x(t) ) is an increasing function of t ∈ (0, t ′ ) excludes the only other possibility left open by Lemma 9.1(a), namely, τ = τ min .) The distance-minimizing property of Γ now implies that t ′ = δ, and so v x(t) = 0 whenever t ∈ (0, δ), that is, the open-interval restriction (0, δ) ∋ t → x(t) is a reparametrized integral curve of the gradient v = ∇τ. Thus, λ in (iii) is finite, as it equals the length of Γ (see Remark 4.6), which proves (iii) and (iv). Assertion (v) is in turn obvious from (iii). Finally, let us fix x ∈ M ′ . According to Remark 4.6 and (iii), the length of the maximal integral curve of v through x is finite, and so its underlying onedimensional manifold C has limit endpoints y min and y max (Remark 2.4), at which τ = τ min and τ = τ max due to maximality of C and Lemma 9.1(a). By Remark 4.6, the length of C is λ. Hence, in view of (iv), Γ = C ∪ {y min , y max } is a distance-minimizing geodesic segment. Consequently, the same is true of the subsegment Γ ′ of Γ joining y min to x, which is also the shortest geodesic segment joining Σ to x. The distance between Σ and x is therefore given by the length formula in Remark 4.6, applied to Γ ′ , and (vi) follows.
For (−ε, ε) ∋ t → x(t) as in Remark 7.5, with ε ∈ (0, ∞) chosen sufficiently small, |t| equals dist(Σ, x(t)) (or, dist(Σ * , x(t))), cf. Remark 2.2 and Lemma 9.1(a). Thus, by (vi), |t| is the value of s : M → IR or, respectively, λ − s : M → IR, at x(t). (Note that replacing τ by τ * − τ, where τ * is the midpoint of I, causes τ min to be switched with τ max , and s with λ − s.) The homeomorphic correspondence between s and τ in (v) now implies that τ(x(t)) is an even C ∞ function of t, and, due to the already-established dependence of Q on τ, the same is true of Q(x(t)). Evenness of both functions and the relationτ(0) = 0 =τ(0) (cf. (10)) are wellknown to imply that Q restricted to some neighborhood of τ min (or, τ max ) in I is a C ∞ function of τ. See, for instance, [5, the last nine lines in §9]. Thus, the extension of Q from I • to I is of class C ∞ , which proves (i).
Finally, dQ/dτ = 2ψ on I • , and, consequently, on I, since dQ = 2ψ dτ by (2) and (5). Again, let us choose a geodesic t → x(t) as in Remark 7.5. Then v is tangent to it (Lemma 7.4(iv)) and so, by (5),ẋ is, at every t, an eigenvector of ∇dτ (that is, of ∇v) for the eigenvalue ψ = [∇dτ](ẋ,ẋ) =τ. Now (10) implies (ii).
The next lemma uses the notations of Remark 2.2 and λ defined in Theorem 9.2. length dist(Σ, x) , such that x(0) = x anḋ x(0) is a negative multiple of v x , is also a shortest segment connecting x to Σ. In fact, choosing a shortest segment Γ connecting x to Σ, we see that it is normal to Σ, and so v is tangent to it (Lemma 7.4(iv)); as the diffeomorphism I • → (0, λ) in Theorem 9.2(v) is strictly increasing, on Γ Σ the gradient v = ∇τ must, by Theorem 9.2(vi), point away from Σ and toward x. Thus, both geodesic segments satisfy the same initial conditions at x.
Let the mapping H : M ′ → TM send any x ∈ M ′ to the vector −ẋ(1) tangent to M at x(1), for t → x(t) associated with x as in the last paragraph. Since x(1) ∈ Σ andẋ (1) 
PROOF OF THEOREM 5.3, FIRST PART
In this section we construct the required data (7) Using the data (7) just constructed for the given triple (M, g, τ), we also choose, as in Section 5, a C ∞ diffeomorphism (τ min , τ max ) ∋ τ → r ∈ (0, ∞) with dr/dτ = ar/Q. Its inverse now gives rise to the composite r → τ → s, for τ → s as in as in Theorem 9.2(v), allowing us to treat s as a function of r and write s = σ(r), so that r → σ(r) is a diffeomorphism (0, ∞) → (0, λ). This in turn leads to a fibre-preserving diffeomorphism θ : NΣ Σ → N λ Σ Σ of punctured-disk bundles, which sends a vector w = 0 normal to Σ at any point to σ(r)w/r, where r = |w| is the g-norm of w. For later reference, note that, according to Theorem 9.2(v),
By Lemma 9.3, Example 7.1 and (19),
We now show that F is a biholomorphic isometry of NΣ Σ ⊂ NΣ = L, with the complex structure and metric obtained as in Section 5 from the data (7), onto our (M ′ , g), and that it sends the Killing potential with a geodesic gradient, described in Section 5, onto our τ. The proof, split into three lemmas, closely follows the argument in [5, § §15-16] .
To minimize confusion, the hatted symbolsM,M ′ ,V,Ĥ,ĝ,Ĵ,v,û stand for for the objects constructed in Section 5 from our data (and from τ → r chosen above), which in Section 5 appeared as Proof. In the case of γ this is clear from Lemma 8.1(b), since F restricted to Σ is the identity mapping.
Because of how we definedĝ onV in Section 5, given y ∈ Σ, (21) implies that a line segment of g y -length r emanating from 0 in the normal space N y Σ has thê g-length σ(r), which is at the same time the g y -length of the segment's image under θ. That image is also a segment in N y Σ issuing from 0, and so Exp ⊥ sends it to a geodesic segment of g-length σ(r) in (M, g), normal to Σ at y. Since Theorem 9.2(vi) applies to both (M, g, τ) and (M,ĝ, τ), our claim about s follows from the distance-minimizing clause of Remark 2.2.
As the homeomorphic correspondence I → [0, λ] of Theorem 9.2(v) holds in both (M, g, τ) and (M,ĝ, τ), the same now follows for τ and Q. Finally, we just saw that F sends line segments emanating from 0 in the normal spaces of Σ to normal g-geodesics issuing from Σ. Sincev is tangent to the former (by definition), and v = ∇τ to the latter (cf. Example 7.1 and Lemma 7.4(iv)), the F-image ofv is the product of a function and v. That the function in question equals 1 is in turn obvious from the normalizing condition (12.b), valid in both (M, g, τ) and (M,ĝ, τ), along with our assertion, already established for τ and Q.
Lemma 11.2. The F-images ofû andV are, respectively, u and V, whileĝ andĴ restricted toV correspond under F to g and J on V.
Proof. Obviously, θ preservesû, that is, the θ-image ofû is the restriction ofû to N λ Σ Σ. As u is a Killing field, Remarks 2.1 and 8.3 combined with the definition ofû (cf. Section 5) imply in turn that Exp ⊥ sendsû to u. Hence so does F.
The rest of our assertion is now obvious from Lemma 11.1, since in both (M, g, τ) and (M,ĝ, τ) we have the relations (12.d) and V = Span(v, u) or, respectively, their hatted versions.
Lemma 11.3. The assertion of Lemma 11.2 remains true also whenV and V are replaced byĤ and H, while the data (7) constructed in Section 10 satisfy condition (vii) of Section 5.
Proof. Let us fix a g-unit vector field t → w(t) ∈ N y(t) Σ, normal to Σ, defined along a curve t → y(t) ∈ Σ, and parallel relative to the normal connection in L = NΣ. Since Σ is totally geodesic in (M, g) (see Example 7.1), the last condition reads ∇ẏw = 0, where ∇ is the Levi-Civita connection of g. The variable t ranges over some given open interval (b, c). For any t ∈ (b, c) and s ∈ (0, λ), we define x(t, s) ∈ M to be the F-image of rw(t) treated as an element ofM ′ , for the unique r ∈ (0, ∞) with s = σ(r). Thus, by the definition of F, we obtain a mapping We will use subscripts for its partial derivatives x t , x s , and their partial covariant derivatives x ts , x ss , etc. All such derivatives are sections of the pullback of TM under the mapping (22). The subscript-style partial (or, partial covariant) derivatives also make sense for functions (or, respectively, vector fields) on M, which amounts to differentiating the latter objects along each of the curves given by (22) [5] makes a stronger assumption about τ. However, the argument is the same as in [5] .
First, (12.d) implies the second part of (a), and the first part then follows: by (22) and Lemma 11.1, v equals a positive function times x s , and |x s | = 1. Furthermore, u is a Killing field, so that u t , x s = [∇u] x t , x s = − u s , x t , while u, x st = − u t , x s , as (a) and (12.d) give u, x s = 0. Consequently, u, x t s = u, x st + u, x ts , which yields (b), since ∇ is torsion-free, and so x ts = x st . The relations just established and (a) also show that u, x t s /2 = u, x st = − u t , x s = u s , x t =
