Abstract-This paper presents a constructive algorithm for training cooperative neural-network ensembles (CNNEs). CNNE combines ensemble architecture design with cooperative training for individual neural networks (NNs) in ensembles. Unlike most previous studies on training ensembles, CNNE puts emphasis on both accuracy and diversity among individual NNs in an ensemble. In order to maintain accuracy among individual NNs, the number of hidden nodes in individual NNs are also determined by a constructive approach. Incremental training based on negative correlation is used in CNNE to train individual NNs for different numbers of training epochs. The use of negative correlation learning and different training epochs for training individual NNs reflect CNNEs emphasis on diversity among individual NNs in an ensemble. CNNE has been tested extensively on a number of benchmark problems in machine learning and neural networks, including Australian credit card assessment, breast cancer, diabetes, glass, heart disease, letter recognition, soybean, and Mackey-Glass time series prediction problems. The experimental results show that CNNE can produce NN ensembles with good generalization ability.
I. INTRODUCTION

M
ANY real-world problems are too large and too complex for a single neural network (NN) to solve alone. An NN ensemble consisting of several individual NNs has been shown to be able to improve NNs generalization performance [48] , [49] . The goal of NN ensemble design is to determine ensemble architectures automatically. Architecture selection requires appropriate choice of both the number of individual NNs and their hidden nodes. Both theoretical [17] , [26] and empirical studies [18] , [41] have demonstrated that the generalization performance of NN ensembles depends greatly on both accuracy and diversity among individual NNs in an ensemble. An automatic approach to ensemble architecture design that considers both accuracy and diversity is clearly needed.
There has been much work in training NN ensembles [46] , [48] , in mixtures of experts [21] , [22] , and in various boosting and bagging methods [9] . However, all these methods are used to change weights in an ensemble. The structure of the ensemble, e.g., the number of NNs in the ensemble, and the structure of individual NNs, e.g., the number of hidden nodes, are all designed manually and fixed during the training process. While manual design of NNs and ensembles might be appropriate for problems where rich prior knowledge and an experienced NN expert exist, it often involves a tedious trial-and-error process for many real-world problems because rich prior knowledge and experienced human experts are hard to get in practice. This paper proposes a new constructive algorithm, called constructive NN ensemble (CNNE), for training cooperative NN ensembles. It is the first algorithm, to our best knowledge, that combines ensemble's architecture design with cooperative training of individual NNs in an ensemble. It determines automatically not only the number of NNs in an ensemble, but also the number of hidden nodes in individual NNs. It uses incremental training based on negative correlation learning [32] , [33] in training individual NNs. The main advantage of negative correlation learning is that it encourages different individual NNs to learn different aspects of the training data so that the ensemble can learn the whole training data better. It does not require any manual division of the training data to produce different training sets for different individual NNs in an ensemble.
CNNE differs from previous work in designing and training NN ensembles in a number of ways. First, CNNE emphasizes both accuracy and diversity among individual NNs in an ensemble. In order to produce accurate individual NNs, CNNE automatically determines the number of hidden nodes for individual NNs so that they are sufficiently accurate. Two techniques are used in CNNE for producing and maintaining diversity among individual NNs. They are incremental training based on negative correlation learning [32] , [33] and different numbers of training epochs for different NNs. While some previous work acknowledged the importance of maintaining both accuracy and diversity among individual NNs in an ensemble [8] , [17] , [18] , [24] , [26] , [49] , [51] , [52] , few techniques have actually been developed to achieve them [15] , [16] . The most common practice was to select the number of hidden nodes in individual NNs randomly and then trained them independently using the same training set or different training sets. However, random selection of hidden nodes may hurt the accuracy of individual NNs. Use of the same training set for all individual NNs in an ensemble may reduce the diversity among NNs, while different training sets for individual NNs may decrease accuracy of individual NNs. It is very difficult to construct appropriate training sets that maintain a good balance between accuracy and diversity among individual NNs in an ensemble [51] .
Second, CNNE incrementally trains each NN in an ensemble for a different number of training epochs, which is determined automatically by its training process. This training approach is quite different from existing ones which train all individual NNs for a predefined and fixed number of training epochs ( ). The difficulty of using the existing approach lies in the difficulty of selecting a that is suitable for all individual NNs in the ensemble.
Third, the number of individual NNs in an ensemble is often predefined and fixed in previous work. However, the number of NNs in an ensemble has a major impact on the performance of the ensemble. If the number of individual NNs is too small, the ensemble is likely to perform poorly in terms of generalization. If the number of individual NNs is too large, the computational cost of training the ensemble will increase. In some cases, the ensemble performance may even deteriorate in an overly large ensemble. To address this problem, CNNE proposed in this paper determines automatically the number of individual NNs in an ensemble as well as the number of hidden nodes in each NN using a constructive approach.
Fourth, CNNE uses a very simple cost function, i.e., the ensemble error, for determining ensemble architectures. This is quite different from some previous work [26] , [27] , [41] that divides the cost function into two parts: accuracy and diversity. A major disadvantage of this approach lies in the inherent difficulty in weighing and combining the two factors in one function. This difficulty becomes increasingly prominent as the number of individual NNs in an ensemble increases. Determining ensemble architectures automatically by applying a constructive approach and training individual NNs in an ensemble incrementally by negative correlation learning provide a novel and simple alternative that avoids the problem. The effectiveness of our approach has been demonstrated by the experimental results presented in this paper.
Fifth, CNNE has been tested extensively on a number of benchmark problems, including Australian credit card assessment, breast cancer, diabetes, glass, heart disease, letter recognition, soybean, and Mackey-Glass time series prediction problems. Few NN ensemble algorithms have been tested on a similar range of benchmark problems. In terms of generalization ability, our experimental results have showed clearly that CNNE is better than other ensemble and nonensemble algorithms.
The rest of this paper is organized as follows. Section II discusses various individual NN training algorithms and explains why we adopted the one used in CNNE. Section III describes our CNNE algorithm in details. Section IV presents results of our experimental study. Finally, Section V concludes the paper with a brief summary and a few remarks.
II. TRAINING METHODS FOR INDIVIDUAL NNs IN ENSEMBLES
One important issue with any NN ensemble algorithms is to decide how to train individual NNs in an ensemble, since the training strategy influences the diversity and accuracy of individual NNs in the ensemble. There are roughly three major approaches to training individual NNs, i.e., independent training, simultaneous training, and sequential training.
In independent training, each individual NN in the ensemble is trained independently to minimize the error between the target and its output. One major disadvantage of this approach is the lack of interaction among individual NNs during training [32] , [33] . Therefore, individual NNs may produce positively correlated outputs that are not useful for improving ensemble's performance.
In sequential training, individual NNs in the ensemble are trained one after another not only to minimize the error between the targets and their outputs, but also to decorrelate their errors from previously trained NNs. In this approach, the connection weights of previously trained NNs are frozen when the current NN is being trained. As a result, training an individual NN in an ensemble sequentially cannot affect the previously trained NNs. The errors of individual NNs are not necessarily negatively correlated [32] , [33] . It is known that negative correlation among individual NNs in an ensemble is beneficial for improving ensemble's performance [23] , [32] , [33] .
Recently, Liu and Yao [32] , [33] proposed simultaneous training for individual NNs in an ensemble for the same number of training epochs. They introduced an unsupervised penalty term in the error function of each individual NN so that individual NNs in an ensemble can be trained simultaneously and interactively. The advantage of this approach is that it can produce biased individual NNs whose errors tend to be negatively correlated. One disadvantage of this approach is that all individual NNs in an ensemble are concerned with the whole ensemble error. This may cause competitions among individual NNs in the ensemble. In addition, it may be difficult to select an appropriate number of training epochs that is suitable for all individual NNs in the ensemble.
None of the above three training approaches have addressed the issue of ensemble architecture design. The number of individual NNs and/or topologies of individuals NNs are usually designed by hand or through a trial-and-error process.
In this paper, CNNE uses a training algorithm that can be regarded as hybrid sequential and simultaneous training. In our algorithm, individual NNs are trained sequentially. However, the weights in previously trained NNs are not frozen while the current NN is being trained.
III. CNNE
CNNE uses incremental training, in association with negative correlation learning, in determining ensemble architectures. In our incremental training, individual NNs and hidden nodes are added to the ensemble architecture one by one in a constructive fashion during training. In order to facilitate interactions among individual NNs in an ensemble, negative correlation learning is used for training individual NNs.
In comparison with other ensemble training algorithms, the major advantages of CNNE include 1) automatic design of ensemble architectures; 2) maintaining of both diversity and accuracy among individual NNs in an ensemble; and 3) a good generalization ability of constructively learned ensembles. Although CNNE allows only three-layered feedforward NNs with a sigmoid transfer function in its current implementation, this is not an inherent constraint. In fact, any type of NNs (e.g., cascade NNs [10] ) can be used for individual NNs in the ensemble.
The major steps of CNNE are summarized in Fig. 1 , which are explained further as follows. Step 1) Create a minimal ensemble architecture consisting of two individual NNs. Each individual NN has three layers, i.e., an input, an output, and a hidden layer. The number of nodes in the input and output layers is the same as the number of inputs and outputs of the problem. Initially, the hidden layer contains only one node. Randomly initialize all connection weights within a certain small range. Label each individual NN with .
Step 2) Partially train all individual NNs in the ensemble on the training set for a certain number of training epochs using negative correlation learning. The number of training epochs, , is specified by the user. Partial training, which was first used in conjunction with an evolutionary algorithm [53] , means that NNs are trained for a fixed number of epochs regardless whether they have converged or not.
Step 3) Compute the ensemble error on the validation set. If is found unacceptable (i.e., too large), then assume that individual NNs in the ensemble are not trained sufficiently or the ensemble architecture is insufficient, and go to the next step. Otherwise, stop the training process and go to Step 8. In CNNE, the ensemble error is defined by (1) where is the number of patterns in the validation set, is the number of individual NNs in the ensemble, is the output of network on the th pattern, and represents the desired output of the th pattern.
Step 4) Check the criteria for halting network construction and node addition for each NN labeled . If any NN labeled does not satisfy the criteria for stopping network construction or node addition, then assume that the -labeled NNs are not trained sufficiently and go to Step 2 for further training. Otherwise, continue to the next step for the modification of ensemble architecture.
Step 5) Replace the labeling of each -labeled NN by label if it satisfies the halting criterion for network construction.
Step 6) If all -labeled NNs have been replaced by , add one new NN to the ensemble. Initialize the new NN in the same way as described in Step 1. Label the NN with and go to Step 2. Otherwise, continue.
Step 7) Add one node to each -labeled NN that satisfies the criterion for node addition and go to Step 2. Step 8) Determine the accuracy of the ensemble architecture using the testing set. It should be noted that this is not part of the CNNE training algorithm. It is used for testing the performance of trained ensembles only. Although the design of NN ensembles could be formulated as a multiobjective optimization problem, CNNE uses a very simple cost function, i.e., the ensemble error. The idea behind CNNE is straightforward. CNNE tries to minimize the ensemble error first by training, then by adding a hidden node to an existing NN, and lastly by adding a new NN. Details about each step of the CNNE algorithm will be given in the following sections.
A. Criteria for Node Addition and Halting Network Construction
CNNE uses simple criteria for deciding when to add hidden nodes in an existing NN and when to halt the construction of individual NNs. The criteria for node addition and halting network construction are based on the same function, i.e., the contribution of an individual NN to the ensemble. The contribution of an individual NN at any training epoch is (2) where is the ensemble error including individual NN and is the ensemble error excluding individual NN . The errors are computed according to (1) .
According to the node addition criterion, CNNE adds one node to any -labeled individual NN when its contribution to the ensemble does not improve by a threshold, , after a certain number of training epochs. The number of training epochs, , is user specified. This criterion is tested for every epochs and can be described as (3) Another simple criterion is used in CNNE for deciding when to halt the construction of individual NNs. It halts the construction of any -labeled individual NN when its contribution to the ensemble, measured after the addition of each hidden node, failed to improve after the addition of a certain number of hidden nodes, indicated by the parameter below. In other words, NN construction stops when the following is true: (4) where is a user specified parameter. If , then all individual NNs can consist of one hidden node only. In CNNE, no nodes are added to individual NNs after their construction process have halted.
Although the criteria for node addition and halting network construction in CNNE appear to be similar to those used in some constructive algorithms for monolithic NNs [1] , [20] , [30] , [36] , [50] , there is a significant difference. Existing constructive algorithms for monolithic NNs use NNs accuracy as their stopping criteria, while CNNE uses NNs contribution to an ensemble. There is one major problem of using NNs accuracy as the stopping criterion in the context of ensembles, because more accurate individual NNs do not always lead to an accurate ensemble. Using NNs contribution as a criterion for node addition and halting network construction reflects CNNEs emphasis on cooperative training of NNs, because the contribution of any NN in an ensemble could increase only when it would produce accurate but uncorrelated outputs with other NNs in the ensemble.
B. Constructive Approach
CNNE uses a constructive approach to determining both the number of individual NNs and the number of hidden nodes in the NNs. There are a number of reasons why we use a constructive approach in CNNE.
First, it is very difficult to determine the number of individual NNs and each NNs architecture in an ensemble. A constructive algorithm provides an automatic way of designing and training an ensemble without human intervention.
Second, it is relatively easy for an inexperienced user to specify the initial conditions in the constructive approach. For example, the number of individual NNs in an ensemble can simply be set to two and the number of hidden nodes in individual NNs can be just one.
Third, the strong convergence of a constructive algorithm follows directly from its universal approximation ability [28] . Such a result lays a solid theoretical foundation of our algorithm so that we know the ensemble is approximating the right function we are after.
Fourth, a constructive algorithm is computationally more efficient because it always searches small solutions first [29] , [30] . Because of smaller solutions, the ensemble is less likely to overfit the training data and, thus, more likely to generalize better.
Fifth, a constructive approach usually requires a relatively small number of user specified parameters. It is known that an important property required for efficient design is an autonomous function independent from, for example, user specified parameters [4] . The use of many user specified parameters requires a user to know rich prior knowledge, which often does not exist for complex real-world problems. The number of user specified parameters used in CNNE is relatively small, i.e., only three ( , and ), in comparison with other ensemble learning algorithms, e.g., [31] .
The parameter in CNNE determines when to add a new hidden node in an NN. This parameter is not very critical in CNNE. If is small, individual NNs may be under-trained, but CNNE does not freeze the training of individual NNs until the required ensemble error has been reached. If is large, individual NNs in an ensemble would be over-trained. However, over-training is not a major problem in ensembles (at least for noiseless training examples). In any case, CNNE deals with this problem by using a validation set to measure the ensemble error.
The other parameter determines when to halt the construction of individual NNs. This parameter is not very critical in CNNE either. For example, if the value of is too large, the number of hidden nodes in individual NNs would be large. In such a case, the number of individual NNs in the ensemble would be small. On the other hand, if the value of is too small, then CNNE may halt the construction of individual NNs very quickly. In such a case, the number of hidden nodes in individual NNs would be small. To offset the effect of early halting, CNNE would add more individual NNs to the ensemble.
C. Architecture Modifications
In CNNE, only when the criteria for node or NN addition are met, will architecture modifications will take place. For architecture modifications, node additions are always attempted before NN additions. CNNE maintains diversity among individual NNs primarily by using negative correlation training. Hidden nodes are added to individual NNs in a constructive fashion to improve the ensemble accuracy. Network additions to an ensemble will be attempted only after adding a certain number of hidden nodes to individual NNs has failed to reduce the ensemble error significantly. Such an ordering of preferring training to adding hidden nodes in existing NNs and preferring growing the existing NNs to adding new NNs bears certain similarity to the previous work on the order of applying architectural mutation in evolving NNs [53] .
Node Addition: In CNNE, a hidden node is added by splitting an existing node of the NN. The process of a node splitting is called "cell division" by Odri et al. [39] . Two nodes created by splitting an existing node have the same number of connections as the existing node. The weights of the new nodes are calculated according to Odri et al. [39] (5) (6) where represents the weight vector of the existing node, and and are the weight vectors of the new nodes. is a mutation parameter whose value may be either a fixed or random value. The advantage of this addition process is that it does not require random initialization of the weight vector of the newly added node. As a result, the new NN can maintain the behavioral link with its predecessor better [53] .
Network Addition: When the existing ensemble architecture is not capable of reducing the ensemble error below a predefined level and the construction of all individual NNs in the ensemble has been halted, CNNE adds one new NN to the ensemble. The new NN is initialized with one hidden node and small random connection weights. The new NN will be labeled and trained partially for a fixed number of training epochs using negative correlation learning.
D. Negative Correlation Learning
This section introduces the basic ideas of negative correlation learning. More details can be found in previous publications [32] , [33] .
Given a training set of size where ( ) is the input to an NN, is the desired output and is a scalar. The assumption that is a scalar is made merely to simplify exposition of the ideas without loss of generality. Consider estimating by forming an ensemble whose output is a simple average of a set of NN outputs (7) where and are the output of the th individual NN and the ensemble, respectively, on the th training pattern.
The aim of negative correlation learning is to produce diverse individual NNs in an ensemble. To promote diversity, negative correlation learning introduces a correlation penalty term into the error function of each individual NN in the ensemble. All individual NNs in the ensemble are trained simultaneously and interactively on the same training dataset . The error function for the th NN in negative correlation learning is defined by the following equation: (8) where is the error of the th NN after the presentation of the th training pattern. The first term in (8) is the empirical risk function of the th NN. The second term is the correlation penalty function. The purpose of minimizing is to penalize positive correlation of errors from different NNs, i.e., to encourage negative correlation of an NNs error with the error of the rest of the ensemble. The parameter is used to adjust the strength of the penalty. The penalty function may use the following equation:
The partial derivative of with respect to the output of network on the th training pattern is when is large (10) The classical backpropagation (BP) algorithm [47] can be used for weight adjustment in the mode of pattern-by-pattern updating. It can be seen from (10) that negative correlation learning is a simple extension to the classical BP. In fact, the only modification is the calculation of an extra term of the form for the th NN. The following observations can be made from (8), (9), and (10).
1) During the training process, all individual NNs interact with each other through their penalty terms in the error functions. Each NN minimizes not only the difference between and , but also the difference between and . In other words, negative correlation learning considers the error that all other NNs have while training an NN.
2) For
, there are no correlation penalty terms in the error functions of individual NNs. Individual NNs are just trained independently. That is, independent training is a special case of negative correlation learning.
3) For , we get from (8)
Note that the empirical risk function of the ensemble for the th training pattern is (12) where indicates the number of NNs in the ensemble. The partial derivative of with respect to on the th training pattern is (13) In this case, we get (14) In other words, the minimization of empirical risk function of the ensemble can be achieved by minimizing the error functions of individual NNs. In effect, a large and more complex task of training the ensemble is automatically decomposed into a number of simpler tasks of training individual NNs. Because individual NNs in CNNE are trained by negative correlation, different NNs will have different importance for different inputs although (1) and (7) seem to indicate that all individual NNs in the ensemble have the same importance. In any case, it is possible to extend the current work to include other combination strategies that consider the importance of individual NNs explicitly in the ensemble, similar to what we did previously in evolving NN ensembles [54] . Other methods, such as the BKS method [25] , genetic-algorithm-based selective ensemble [55] and Bayesian method [3] , could also be used.
IV. EXPERIMENTAL STUDIES
This section evaluates CNNEs performance on several wellknown benchmark problems, including classification and time series prediction problems. These problems have been the subject of many studies in NNs and machine learning. Experimental details, results, and comparisons with other work are described.
A. Classification Problems
Seven classification problems are used to evaluate the performance of CNNE. They are the Australian credit card assessment problem, the breast cancer problem, the diabetes problem, the glass problem, the heart disease problem, the letter recognition problem, and the soybean problem. The datasets representing these problems were obtained from the UCI machine learning benchmark repository and were real-world data. The characteristics of the datasets are summarized in Table I . We follow these suggestions in this paper. All datasets are partitioned into three sets: a training set, a validation set, and a testing set. The testing set is used to evaluate the generalization performance of the trained ensemble and is not seen by any individual NNs during the whole training process.
It is known that the experimental results may vary significantly for different partitions of the same data collection, even when the number of examples in each set is the same [42] . It is necessary to know precise specification of the partition in order to replicate an experiment or conduct fair comparisons. In the following experiments, we partitioned each dataset as follows:
• For the Australian credit card dataset, the first 345 examples were used for the training set, the following 173 examples for the validation set, and the final 172 examples for the testing set. • For the breast cancer dataset, the first 349 examples were used for the training set, the following 175 examples for the validation set, and the final 175 examples for the testing set.
• For the diabetes dataset, the first 384 examples were used for the training set, the following 192 examples for the validation set, and the final 192 examples for the testing set.
• For the glass dataset, the first 107 examples were used for the training set, the following 54 examples for the validation set, and the final 53 examples for the testing set.
• For the heart disease dataset, the first 134 examples were used for the training set, the following 68 examples for the validation set, and the final 68 examples for the testing set. There were 303 examples in the original dataset (Table I) . To facilitate comparison with previous work, 33 of them were not used in our experiments due to missing values, etc. So the same dataset was used as in other work [53] .
• For the letter recognition dataset, 16 000 and 2000 examples were randomly selected from 20 000 examples for the training and validation sets, and the remaining 2000 examples were used for the testing set.
• For the soybean dataset, the first 342 examples were used for the training set, the following 171 examples for the validation set, and the final 170 examples for the testing set. It should be kept in mind that such partitions do not represent the optimal ones in practice.
The input attributes of the Australian credit card, diabetes, heart disease, letter recognition and soybean datasets were rescaled to between 0.0 and 1.0 by a linear function. The outputs were encoded by the 1-of-representation for classes. The most commonly used winner-takes-all method was used for selecting the NN output. In this method, the output node with the highest activation was designated as the NN output. For each individual NN in an ensemble, one bias node with a fixed input of 1 was used for the hidden and output layers. The hidden and output node functions were defined by the logistic sigmoid function . Initial connection weights for individual NNs in an ensemble were randomly chosen in the range between 0.5 and 0.5. The learning rate and momentum for training individual NNs were chosen in the range of 0.10-0.50 and 0.5-0.9, respectively. The number of training epochs for partial training of individual NNs was chosen between 5 and 25. The number of hidden nodes used for halting the construction of individual NNs was chosen between one and five. The threshold value was chosen between 0.10 and 0.20. These parameters were chosen after some preliminary experiments. They were not meant to be optimal. The parameter used to adjust the strength of the penalty term was set to 1.0. Tables II-VIII show the results of CNNE over 30 independent runs on seven different problems. The error rate in the tables refers to the percentage of wrong classification produced by the trained ensemble on the testing set.
2) Experimental Results:
It can be observed from Tables II-VIII that the ensemble architectures learned by CNNE were influenced by the values of user specified parameters and . For example, for the Australian credit card assessment problem (Table II) , when and the average number of individual NNs and hidden nodes were 6.5 and 5.3, respectively, while the average number of individual NNs and hidden nodes were 7.8 and 4.7, respectively, when and . This indicates that, for the same value of , the number of individual NNs in an ensemble increases when the number of hidden nodes in NNs decreases. This is reasonable because a small NN has only a limited pro- mance of the learned ensembles much, which is a highly desirable feature for any NN training algorithm. In some cases, CNNE tended to produce slightly more compact architectures when was large (given the same ) because a large allowed individual NNs in an ensemble to have more training after adding hidden nodes to NNs. For the cancer problem (Table III) , for example, when and the average number of individual NNs and hidden nodes were 4.8 and 2.9, respectively, while the average number of individual NNs and hidden nodes were 4.5 and 2.5, respectively, when and . Again, the generalization performance of CNNE was not affected much by such variations of parameters and architectures.
CNNEs ability of constructing different ensembles for different problems automatically can be seen clearly from the tables. CNNE produced large ensembles for the letter recognition problem (Table VII) , which is large in comparison with other problems we have, and smaller ensembles for other problems. In terms of average results (Table VII) , for and , CNNE produced ensembles that had 15.3 individual NNs with 8.5 hidden nodes for the letter recognition problem, while it produced ensembles that had only 5.5 individual NNs with 4.9 hidden nodes for the heart disease problem (Table VI) . The number of training examples for the letter recognition problem was 16 000, while it was 134 for the heart disease problem. It is reasonable to have a larger ensemble process a large number of training examples. However, there are other factors in addition to the size of training sets, e.g., complexity of the given problem and noise in the training set, that influence the ensemble architecture. For example, the number of training examples for the diabetes problem (Table IV) was 384, while it was 342 for the soybean problem (Table VIII) . In terms of average results for and , CNNE produced ensembles that had 4.7 individual NNs with 4.5 hidden nodes for the diabetes problem (Table IV) , while it produced ensembles that had 5.3 individual NNs with 5.5 hidden nodes for the soybean problem (Table VIII) . In general, all the above examples illustrated the same point, i.e., CNNEs ability in determining the ensemble automatically for different problems without human intervention.
To observe the training process in CNNE, Fig. 2 shows, as the number of training epochs increases, the average error of the ensemble, the average number of NNs in the ensemble, the average number of hidden nodes in an NN, and the average contribution of NNs for the diabetes problem. Several observations can be made from the experimental results summarized in the figure and previous given tables.
First, CNNE was capable of finding a satisfactory ensemble architecture through the constructive process. It could dynamically add NNs to an ensemble and hidden nodes to NNs during training, depending on whether the ensemble had insufficient number of NNs or whether the NNs had insufficient number of hidden nodes. For example, the initial number of NNs and their hidden nodes in an ensemble were two and one, respectively, which were small. CNNE first added a few nodes to existing NNs in an ensemble. When adding hidden nodes had not achieved the minimum ensemble error, CNNE started adding new NNs to the ensemble.
Second, CNNE added different NNs to an ensemble at different training epochs during training [ Fig. 2(b) ]. The training of different NNs started at different times, similar to the case of sequential training.
Third, although adding hidden nodes and further training always improved ensemble's accuracy [ Fig. 2(a) ], they did not always improve the contribution of NNs. The reason is that, as mentioned previously, the contribution of NNs in an ensemble would increase only when it would produce accurate as well as uncorrelated or negative correlated output with other NNs in the ensemble.
Fourth, the fluctuation of NNs contribution [ Fig. 2(d) ] indicated the necessity for continuous training of NNs in an ensemble. For example, if one intends to freeze the weights of an NN based on some criteria, such as those used in the sequential training method, the contribution of the frozen NN to the ensemble may decrease as the training process of the ensemble progresses.
Fifth, although the initial ensemble architecture had the same number (i.e., two) of NNs and hidden nodes and CNNE added one NN or one hidden node in each time step, the final ensemble architecture for the diabetes problem had on average about 4.5 NNs and 21.0 hidden nodes. This indicated that hidden nodes were added more frequently than NNs. While the diversity among NNs in an ensemble was maintained by negative correlation learning, adding hidden nodes would improve ensemble's accuracy. Both accuracy and diversity were considered automatically in CNNE.
3) Accuracy and Diversity: This subsection analyzes ensemble's accuracy and diversity in order to gain a better understanding of the CNNE algorithm. The correct response sets of individual NNs are used to determine the accuracy of individual NNs in an ensemble. The diversity determines how many different examples are correctly classified by individual NNs in an ensemble. Let be the correct response set of individual NN in the testing set, which consists of all the patterns which are correctly classified by NN , be the size of , and be the size of set . Then among individual NNs in an ensemble is defined as , where is the size of for the least accurate NN among all NNs in the ensemble.
For the Australian credit card assessment problem, a typical ensemble produced by CNNE among the 30 runs had four networks , , , and . The sizes of correct response sets , , , and were 159, 150, 125, and 105, respectively. The large variation among networks' accuracies were due to the incremental approach adopted in CNNE for training the ensemble. For example, the initial ensemble consisted of networks and only. CNNE first trained and . When these two NNs had not achieved the required ensemble error, CNNE added to the ensemble and trained incrementally. Finally, CNNE added and trained it incrementally. The size of was only 57. So among networks , ,
, and was 48 ( ). In contrast, although the four individual NNs created by independent and simultaneous training reported in [32] had very similar accuracies, the diversity among them was much poorer. The sizes of correct response sets , , , and for independent and simultaneous training were in the range of 146-149 and 138-147, respectively. The sizes of their intersection sets [32] were 143 and 113, respectively, for independent and simultaneous training. Hence s of independent and simultaneous training were 4 ( ) and 25 ( ), respectively. It is clear that CNNE can produce much diverse NNs in an ensemble in comparison with independent and simultaneous training. [38] , EPNet [53] , CELS [33] , EENCL [31] , and three other ensemble training algorithms, i.e., bagging [6] , arc-boosting [7] , and ada-boosting [14] , tested by Opitz and Maclin [40] . acasper and EPNet are single NN design algorithms, while CELS, EENCL, bagging, arc-boosting, and ada-boosting are NN ensemble training algorithms. Although there are other ensemble algorithms, such as ensembles of decision trees and others [2] , [8] , [45] , CNNE is only compared with other NN ensemble algorithms here. The primary aim of this paper is not to exhaustively compare CNNE with all other ensemble algorithms, but to evaluate CNNE in order to gain a deeper understanding of automatic ensemble learning. The reason for choosing two nonensemble algorithms is to gain some insights into when and why NN ensembles may be better than single NNs.
The average results of CNNE and EPNet were obtained by averaging over 30 independent runs. The results for acasper and CELS were obtained by averaging over 50 and 25 runs, respectively. The average results of EENCL were obtained by tenfold cross-validation for the Australian credit card assessment problem, and by twelve-fold cross-validation for the diabetes problem. Opitz and Maclin [40] also used five standard tenfold cross-validation for bagging, arc-boosting, and ada-boosting. For each tenfold cross-validation, they first partitioned the original dataset into ten equal-sized sets, then each set was in turn used as the test set while the remaining nine sets were used for training individual NNs in an ensemble [40] .
Australian Credit Card Assessment Problem: Table X compares CNNEs results with those produced by EPNet [53] , CELS [33] , and three other ensemble algorithms tested by Opitz and Maclin [40] . CNNE was able to achieve the smallest average testing error rate among all algorithms compared. For example, the average testing error rate achieved by CELS was 0.120, while it was only 0.092 for CNNE. Table XI compares CNNEs results with those produced by EPNet [53] and three other ensemble algorithms tested by Opitz and Maclin [40] . CNNE, again, achieved the best performance although EPNet was a close second. One reason for the similar performance between CNNE and EPNet is that the cancer problem is a relatively easy problem. So improvement that can be made further by CNNE would be limited. However, CNNE was significantly faster than EPNet.
Diabetes Problem: Due to a relatively small dataset and high noise level, the diabetes problem is one of the most challenging problems in our experiments [53] . CNNE has outperformed all other algorithms significantly by a large margin. Table XII summarizes the results.
Glass Problem: The average results of CNNE, acasper [38] and three other ensemble algorithms tested by Opitz and Maclin [40] are given in Table XIII . Similar to the previous cases, CNNE outperformed all other algorithms significantly by a large margin.
Heart Disease Problem: Table XIV shows results from CNNE, EPNet [53] and three other ensemble algorithms tested by Opitz and Maclin [40] . It is clear from the table that CNNE performed the best among all algorithms.
Letter Recognition Problem: Table XV compares CNNEs results with three other ensemble algorithms tested by Opitz and Maclin [40] . In terms of average results, the three algorithms, i.e., bagging, arc-boosting, and ada-boosting, achieved testing error rates of 0.105, 0.057, and 0.046, respectively. Although the average performance of CNNE is better than bagging, ada-boosting performed significantly better than CNNE. It is well known that boosting may give significance improvement of performance when there is a reasonably large amount of data [13] . The results we obtained here appear to support this.
Soybean Problem: An important aspect of this problem is that most attributes have a significant number of missing values [42] . Thus, different selections of the testing set may significantly change the experimental results. This view seems to support the experimental results by Prechelt [42] who tested manually designed NNs by using three different testing sets. The average error rates of the manually designed NNs for the three testing sets were 0.088, 0.047, and 0.076. Opitz and Maclin [40] obtained the average testing error rate of 0.069, 0.067, and 0.063 for bagging, arc-boosting, and ada-boosting, respectively. CNNE achieved an average testing error rate of 0.076. Due to the significant number of missing values in the dataset, the ten-fold cross-validation used by bagging, arc-boosting, and ada-boosting would be able to average out some variations caused by different data splitting methods. Table XVI summarizes the results.
In order to gauge the performance of CNNE under cross-validation, additional experiments were carried out using tenfold cross-validation for CNNE, a setup that is the same as Optiz and Maclin's [40] . For each tenfold cross-validation, we first partitioned the original dataset into ten equal-sized sets, then each set was in turn used as the test set while the remaining nine sets were used for training individual NNs in an ensemble like [40] . Table XVII compares the average results of CNNE with those given in [40] over five runs. It is clear that CNNE outperformed bagging, arc-boosting and ada-boosting employed by Optiz and Maclin [40] for all problem cases, including the letter recognition and soybean problems. These results appear to indicate that the experimental results using cross-validation tend to be an optimistic estimation of ensemble's generalization ability.
Based on the above comparisons, it is clear that CNNE performed better than other algorithms in most cases. Although such comparisons may not be entirely fair due to different experimental setups, we have tried our best to make our experimental setup as close to the previous ones as possible. Because of the diverse range of experimental setups used in previous studies, it is difficult (and probably unnecessary) to do an exhaustive comparison with all other work under different experimental setups. This is outside the scope of this paper.
5) Discussions:
This section briefly explains why the performance of CNNE is better than other ensemble algorithms, e.g., CELS [31] , EENCL [33] , bagging, arc-boosting, and adaboosting [40] for most classification problems we tested. There are three major differences that might contribute to better performance by CNNE in comparison with other ensemble algorithms.
The first reason is that CNNE emphasizes both accuracy and diversity among individual NNs in an ensemble, while CELS, EENCL, bagging, arc-boosting, and ada-boosting emphasize primarily diversity. The significance of accuracy can easily be understood by comparing the performance of CELS, EENCL, bagging, arc-boosting, and ada-boosting with that of acasper [38] and EPNet [53] , which emphasizes accuracy but not diversity. Both acasper and EPNet could produce accurate single NNs. The performance of EPNet and acasper is better than or similar to that of EENCL, CELS, bagging, arc-boosting, and ada-boosting for most classification problems. For the diabetes problem, for example, the average testing error rate achieved by EPNet was 0.224, while EENCL, bagging, arc-boosting, and ada-boosting achieved the average testing error rates of 0.221, 0.228, 0.244, and 0.233, respectively. For the glass problem, the average testing error rate achieved by acasper was 0.306, while bagging, arc-boosting, and ada-boosting achieved the average testing error rates of 0.331, 0.320, and 0.311, respectively. CNNE achieved average testing error rates of 0.198 and 0.268, respectively, for the diabetes and glass problems (Tables IV  and V) .
The second reason is the effect of training procedure for individual NNs in an ensemble. In bagging, each individual NN in an ensemble was trained independently by a different training set. Each training set for an NN was constructed by forming a bootstrap replicate of the original training set . The number of training epochs for each individual NN in an ensemble was the same. It was a user-specified fixed number. It is known that bagging can generate diverse networks only if the learning algorithm is "unstable," that is, only if small changes to the training set can cause large changes in NNs performance [8] . Breiman [5] noted that "the vital element (of bagging) is the instability of the prediction method. If perturbing the learning set can cause the significant changes in the prediction constructed, then bagging can improve accuracy." He also noted that "poor predictors can be transformed into worse one" by bagging [5] . This will never happen in CNNE due to its incremental nature.
Unlike bagging, boosting algorithms train individual NNs in an ensemble sequentially for a user-specified fixed number of training epochs. The algorithms maintain a set of weights over the original training set and adjust these weights after each individual NN is trained by the learning algorithm. The adjustments increase the weight of examples that were misclassified by previously trained individual NN(s), and decrease the weight of examples that were correctly classified. The adjustment of weights leads to the construction of different training sets for different individual NNs in an ensemble. The only difference between arc-boosting and ada-boosting is the method used for calculating weights. Although boosting requires less instability than bagging, its effect is erratic [45] . It can overfit when training examples contain noise [40] . In addition, one may run out of examples to construct training sets for individual NNs in an ensemble when contains a smaller number of examples.
In contrast, CNNE trains individual networks in an ensemble incrementally based on negative correlation learning [32] . Negative correlation learning encourages different individual NNs in an ensemble to learn different aspects of the training data. Although CNNE, CELS, and EENCL all use negative correlation learning for training individual NNs in an ensemble, the training strategy used in CNNE is different from that in EENCL and CELS. CNNE trains individual NNs incrementally for a different number of epochs, which is automatically determined, while EENCL and CELS simultaneously train individual NNs for a user specified and same number of training epochs. The advantage of incremental training and different training epochs for individual NNs used in CNNE is that they implement a form of early stopping [38] , which has proven to be a useful method for obtaining good generalization [12] , [37] . It has been shown that incremental training is better than simultaneous training both in terms of accuracy and diversity among individual NNs in an ensemble (Table IX) .
The third is the effect of ensemble architectures. CNNE determines the number of individual NNs and their hidden nodes automatically. In contrast, CELS, bagging, arc-boosting, and ada-boosting all use user specified fixed ensemble architectures. According to [45] , the performance of bagging and ada-boosting may vary significantly due to the variation of the number of individual NNs in an ensemble. Although EENCL determines the number of individual NNs in an ensemble automatically, it still determines the number of hidden nodes in individual NNs manually.
B. Mackey-Glass Chaotic Time Series Prediction Problem
CNNE performs well not only on classification problems as shown in the previous section, but also on regression and time series problems as demonstrated in this section. The aim of this section is to illustrate the applicability of CNNE to time-series problems. We apply CNNE to the Mackey-Glass time series prediction problem, which has been used in many studies in the NN community. This problem is different from previous classification problems in that its output is continuous.
The following delay-differential equation is used to generate Mackey-Glass time series for our study: (15) where , , and [11] , [34] . According to Martinetz et al. [35] , is quasi-periodic and chaotic with a fractal attractor dimension 2.1 for the above mentioned parameters.
1) Experimental Setup:
The input to NNs consists of four data points, , , , and . The output is . To make multiple step prediction (e.g., ) during testing, iterative prediction of will be made. During training, the true value of was used as the target value. For the following experiments, the fourth-order Runge-Kutta method with initial condition , for and the time step 1 was applied to (15) for producing the Mackey-Glass time series data. The training set consisted of points 118 to 617 (i.e., 500 training examples). The following 500 points, starting from 618, were used as the testing data. The value of training and testing data were rescaled between 0.1 and 0.9. The above mentioned experimental setup was chosen in order to make comparison possible and fair with other work.
According to [11] and [35] , the normalized root mean square (rms) error was used to evaluate the performance of ensembles, which is determined by the rms value of the absolute pre- (16) where is the prediction of from the current state and represents the expectation of . As indicated in [11] , "If , the predictions are perfect; indicates the performance is no better than a constant predictor ." 2) Experimental Results and Comparison: Table XVIII shows the average results over 30 independent runs of CNNE. Each run was performed using a different set of random initial weights for individual NNs in the ensemble. Table XIX compares CNNEs results with those produced by EPNet [53] , CELS [31] , and EENCL [33] . It is clear from the table that CNNE outperformed all other algorithms for both and . It is worth pointing out that CELS's results were obtained over 25 runs only [33] , while EPNet [53] used a large amount of computational time in evolving the NN.
For a large time span with , CNNEs results were also better than those produced by Martinetz et al. [35] . For the same training set size of 500 data points, the average prediction error over 30 runs by CNNE was 0.034, which was smaller than the smallest prediction error (0.06) in [35] .
V. CONCLUSION
Ensembles have been introduced to the NN community for nearly a decade. However, most ensemble training algorithms can only adjust weights in an ensemble. Few algorithms exist that design automatically an ensemble architecture, e.g., the number of NNs in an ensemble and the architecture of individual NNs. Ensemble design still has to rely on either a tedious trial-and-error process or an experienced human expert with rich prior knowledge about the problem to be solved. This paper proposes a new constructive algorithm to design as well as train NN ensembles. Neither the number of NNs in an ensemble nor the architecture of individual NNs need to be predefined and fixed. They are determined automatically in the learning process.
Our new algorithm, i.e., CNNE, adopts negative correlation learning [32] , [33] to promote and maintain diversity among individual NNs in an ensemble. CNNE uses the constructive approach to grow individual NNs and an ensemble incrementally until the ensemble performance reaches a satisfactory level. Generalization is encouraged through the use of a validation set and different numbers of epochs for training different NNs. The criteria for growing NNs and the ensemble are based on an NNs contribution to reducing the ensemble's overall error, rather than in reducing its own error.
Extensive experiments have been carried out in this paper to evaluate how well CNNE performed on different problems in comparison with other ensemble and nonensemble algorithms. In almost all cases, CNNE outperformed the others. Although we compared the algorithms based on the averages only, the results have showed clearly the advantages of CNNE. For example, CNNEs average error rate for the Mackey-Glass time series prediction problem was even smaller than the smallest error rate produced by the "neural gas" algorithm (see Section IV-B2).
Although CNNE has performed very well for almost all problems we tested, our experimental study appeared to have revealed a weakness of CNNE in dealing with the letter recognition problem. Our initial speculation was that boosting algorithms were able to outperform CNNE because of their ability in exploiting a large training dataset. Boosting worked best when there was a large amount of training data. However, when we used the same cross-validation method as that used for boosting and bagging [40] , the results from CNNE were actually better than those from boosting and bagging algorithms (Table XVII) . It would be interesting in the future to analyze CNNE further and identify its strength and weakness. Potential hybridization between CNNE and boosting algorithms would also be an interesting future research topic.
Because the focus of this paper is on the presentation of the fundamental ideas and technical details of CNNE, the detailed comparison with other algorithms using rigorous statistical methods is left as the future work. Direct comparison with other algorithms using statistical tests is impractical at present, because some algorithms, such as boosting [40] , etc., use cross-validation, while other do not, such as EENCL [31] . It is impossible to compare them fairly unless we reimplement all the algorithms under the same experimental setup.
