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Algorithms for Sparse and Low-Rank Optimization:
Convergence, Complexity and Applications
Shiqian Ma
Solving optimization problems with sparse or low-rank optimal solutions has been an
important topic since the recent emergence of compressed sensing and its matrix extensions
such as the matrix rank minimization and robust principal component analysis problems.
Compressed sensing enables one to recover a signal or image with fewer observations than
the “length” of the signal or image, and thus provides potential breakthroughs in appli-
cations where data acquisition is costly. However, the potential impact of compressed
sensing cannot be realized without efficient optimization algorithms that can handle ex-
tremely large-scale and dense data from real applications. Although the convex relaxations
of these problems can be reformulated as either linear programming, second-order cone
programming or semidefinite programming problems, the standard methods for solving
these relaxations are not applicable because the problems are usually of huge size and con-
tain dense data. In this dissertation, we give efficient algorithms for solving these “sparse”
optimization problems and analyze the convergence and iteration complexity properties of
these algorithms.
Chapter 2 presents algorithms for solving the linearly constrained matrix rank mini-
mization problem. The tightest convex relaxation of this problem is the linearly constrained
nuclear norm minimization. Although the latter can be cast and solved as a semidefinite
programming problem, such an approach is computationally expensive when the matrices
are large. In Chapter 2, we propose fixed-point and Bregman iterative algorithms for solv-
ing the nuclear norm minimization problem and prove convergence of the first of these
algorithms. By using a homotopy approach together with an approximate singular value
decomposition procedure, we get a very fast, robust and powerful algorithm, which we call
FPCA (Fixed Point Continuation with Approximate SVD), that can solve very large matrix
rank minimization problems. Our numerical results on randomly generated and real matrix
completion problems demonstrate that this algorithm is much faster and provides much
better recoverability than semidefinite programming solvers such as SDPT3. For example,
our algorithm can recover 10001000 matrices of rank 50 with a relative error of 10 5 in
about 3 minutes by sampling only 20 percent of the elements. We know of no other method
that achieves as good recoverability. Numerical experiments on online recommendation,
DNA microarray data set and image inpainting problems demonstrate the effectiveness of
our algorithms.
In Chapter 3, we study the convergence/recoverability properties of the fixed-point con-
tinuation algorithm and its variants for matrix rank minimization. Heuristics for determin-
ing the rank of the matrix when its true rank is not known are also proposed. Some of
these algorithms are closely related to greedy algorithms in compressed sensing. Numer-
ical results for these algorithms for solving linearly constrained matrix rank minimization
problems are reported.
Chapters 4 and 5 considers alternating direction type methods for solving composite
convex optimization problems. We present in Chapter 4 alternating linearization algorithms
that are based on an alternating direction augmented Lagrangian approach for minimizing
the sum of two convex functions. Our basic methods require at most O(1=e) iterations
to obtain an e-optimal solution, while our accelerated (i.e., fast) versions require at most
O(1=
p
e) iterations, with little change in the computational effort required at each iter-
ation. For more general problem, i.e., minimizing the sum of K convex functions, we
propose multiple-splitting algorithms for solving them. We propose both basic and accel-
erated algorithms with O(1=e) and O(1=
p
e) iteration complexity bounds for obtaining an
e-optimal solution. To the best of our knowledge, the complexity results presented in these
two chapters are the first ones of this type that have been given for splitting and alternating
direction type methods. Numerical results on various applications in sparse and low-rank
optimization, including compressed sensing, matrix completion, image deblurring, robust
principal component analysis, are reported to demonstrate the efficiency of our methods.
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1.1 Background and Motivation
This dissertation is devoted to algorithms for solving problems with sparse or low-rank
optimal solutions. Research in this area was mainly ignited by the recent emergence of
compressed sensing (CS) and its matrix extensions such as the matrix completion and ro-
bust principal component analysis (PCA) problems. CS enables one to recover a signal
or image with fewer observations than the “length” of the signal or image, and thus pro-
vides potential breakthroughs in applications where data acquisition is costly. For example,
in magnetic resonance imaging (MRI) and computerized tomography (CT) problems, one
tries to reduce the data acquisition time since patients suffer from keeping still or from
exposure to ionizing radiation. However, the potential impact of CS cannot be realized
without efficient optimization algorithms that can handle extremely large-scale and dense
data from CS applications. Although the convex relaxations of these problems can be re-
2formulated as either linear programming, second-order cone programming or semidefinite
programming problems, the standard methods for solving these reformulations are not ap-
plicable because the problems are usually of huge size and contain dense data. In this
dissertation, we will give efficient algorithms for solving these “sparse” optimization prob-
lems and analyze the convergence and iteration complexity properties of these algorithms.
1.2 Preliminaries
1.2.1 Basic Notation
We denote the set of real numbers by R and the n-dimensional Euclidean space by Rn. The
superscript “>” denotes the transpose operation. The inner product of vectors x 2 Rn and
y 2 Rn is denoted by hx;yi = x>y = ånj=1 x jy j: The Euclidean norm of x 2 Rn is denoted
by kxk2 = (x>x)1=2. We use kxk0, the so-called `0 norm of x 2Rn, to denote the number of
nonzeros of x. We use kxk1 to denote the `1 norm of x, i.e., kxk1 =ånj=1 jx jj. kxk¥ denotes
the infinity norm, i.e., the largest component of x in magnitude, i.e., kxk¥ =max j jx jj.
We use Rmn to denote the Euclidean space of the set of mn matrices. rank(X)
denotes the rank of the matrix X 2 Rmn, i.e., the number of nonzero singular values of X .
If the rank of matrix X is r and its singular value decomposition (SVD) is given by X =
årj=1 u js jv>j with singular values s1  s2  : : : sr > 0, we denote by kXk the nuclear
norm of X , which is defined as the sum of singular values of X , i.e., kXk = årj=1s j. kXk
denotes the spectral norm of X , which is equal to the largest singular value of X 2 Rmn,
3i.e., kXk = s1. The Frobenius norm of X 2 Rmn is defined as kXkF =
q
åi; jX2i j. We
use vec(X) to denote the vector obtained by stacking the columns of X 2 Rmn as a long
vector. We use kXk1 and kXk¥ to denote the norms corresponding to the vector form of X ,
i.e., kXk1 := kvec(X)k1 and kXk¥ := kvec(X)k¥.
Diag(s) denotes the diagonal matrix whose diagonal elements are the elements of the
vector s. sgn(t) is the signum function of t 2 R, i.e.,
sgn(t) :=
8>>>>>><>>>>>>:
+1 if t > 0;
0 if t = 0;
 1 if t < 0;
while the signum multifunction of t 2 R is
SGN(t) := ¶jtj=
8>>>>>><>>>>>>:
f+1g if t > 0;
[ 1;1] if t = 0;
f 1g if t < 0:
We use a b to denote the elementwise multiplication of two vectors a and b. We use
X(k : l) to denote the submatrix of X consisting of the k-th to l-th columns of X .
Henceforth, we will write the linear map A(X) as AX as this should not cause any
confusion. For example, AAX := A(A(X)).
41.2.2 Sparse and Low-Rank Optimization
A fundamental problem in signal processing is to recover a sparse signal from a few mea-
surements. This problem can be formulated as
min
x2Rn
kxk0 s.t. Ax= b; (1.2.1)
where x is the sparse signal one wants to recover, A 2 Rmn is the sensing matrix, b 2 Rm
is the measurement and kxk0 counts the number of nonzeros of x. Problem (1.2.1) can be
interpreted as seeking the sparsest solution of a linear system. In some applications, the
signal itself is not sparse but is sparse under some transformW 2 Rnn. Then the problem
can be formulated as
min
x2Rn
kWxk0 s.t. Ax= b; (1.2.2)
i.e., the vector of coefficients of x under transform W is expected to be sparse. Note that
(1.2.2) can be reformulated in the form of (1.2.1) whenW is invertible
min
z
kzk0 s.t. AW 1z= b:
It is known that (1.2.1) is usually NP-hard [73] and thus numerically intractable. Com-




kxk1 s.t. Ax= b; (1.2.3)
i.e., kxk0 in the objective function is replaced by its convex envelope kxk1 on the unit ball
fx 2 Rnjkxk¥  1g (see, e.g., [54]). Compressed sensing theory guarantees that under
certain conditions, the optimal solution of the NP-hard problem (1.2.1) is given by the
optimal solution of the convex problem (1.2.3) with high probability (see [18,26]). So now
the question is how to solve the convex problem (1.2.3) efficiently. Although (1.2.3) can be
reformulated as a linear programming problem and thus solved by interior point methods
(IPMs), such methods are not practical since the problems arising from compressed sensing
are usually of large scale. Sometimes the measurement b is contaminated by noise, then
the constraint Ax= b must be relaxed, resulting in either the problem
min
x2Rn
kxk1 s.t. kAx bk2  q




where q and r are parameters. Many algorithms for solving the cardinality minimization
problem (1.2.1) and the `1 norm minimization problem (1.2.3) have been proposed. These
include greedy algorithms [7, 8, 25, 27, 28, 74, 90, 94] for (1.2.1) and convex optimization
6algorithms [17, 38, 50, 57, 101, 106] for (1.2.3) and its variant (1.2.4). See [24] for more
information on the theory and algorithms for compressed sensing.
The matrix rank minimization problem is a matrix extension of the `0 norm minimiza-
tion problem (1.2.1). The matrix rank minimization problem can be written as
min
X2Rmn
rank(X) s.t. A(X) = b; (1.2.5)
where A : Rmn ! Rp is a linear map. This model has many applications such as deter-
mining a low-order controller for a plant [42] and a minimum order linear system realiza-




rank(X) s.t. Xi j =Mi j; 8(i; j) 2W; (1.2.6)
is a special case of (1.2.5), where M 2 Rmn and W is a subset of index pairs (i; j): The so
called collaborative filtering problem [82, 87] can be cast as a matrix completion problem.
Suppose users in an online survey provide ratings of some movies. This yields a matrix M
with users as rows and movies as columns whose (i; j)-th entry Mi j is the rating given by
the i-th user to the j-th movie. Since most users rate only a small portion of the movies,
we typically only know a small subset fMi jj(i; j) 2Wg of the entries. Based on the known
ratings of a user, we want to predict the user’s ratings of the movies that the user did not
rate; i.e., we want to fill in the missing entries of the matrix. It is commonly believed that
7only a few factors contribute to an individual’s tastes or preferences for movies. Thus the
rating matrix M is likely to be of numerical low rank in the sense that relatively few of the
top singular values account for most of the sum of all of the singular values. Finding such
a low-rank matrix M corresponds to solving the matrix completion problem (1.2.6).
The matrix rank minimization (1.2.5) is NP-hard in general due to the combinational
nature of the function rank(). Similar to the cardinality function kxk0, we can replace
rank(X) by its convex envelope to get a convex and more computationally tractable ap-
proximation to (1.2.5). It turns out that the convex envelope of rank(X) on the set fX 2
Rmn : kXk  1g is the nuclear norm kXk [35], i.e., the nuclear norm is the best convex
approximation of the rank function over the unit ball of matrices with spectral norm less
than one. Using the nuclear norm as an approximation to rank(X) in (1.2.5) yields the
nuclear norm minimization problem
min
X2Rmn
kXk s.t. A(X) = b: (1.2.7)
As in the compressed sensing problem, if b is contaminated by noise, the constraintA(X)=
b must be relaxed, resulting in either the problem
min kXk s.t. kA(X) bk2  q




where q and r are parameters.
It was proved recently by Recht et al. [81] that under certain conditions, the optimal
solution of (1.2.5) is given by the solution of (1.2.7). Thus, to solve the NP-hard problem
(1.2.5), we only need to solve the convex problem (1.2.7).
For the matrix completion problem (1.2.6), the corresponding nuclear norm minimiza-
tion problem is
min kXk s.t. Xi j =Mi j;(i; j) 2W: (1.2.9)
It was proved recently by Cande`s and Recht [16] and Cande`s and Tao [19] that, under
certain conditions, (1.2.6) is equivalent to (1.2.9) in the sense that they have the same
optimal solutions.
1.2.3 Iteration Complexity and Alternating Direction Methods







9where f j; j = 1;    ;K are convex functions such that the following problems are easy to







In particular, we are specially interested in cases where solving (1.2.11) takes roughly the
same effort as computing the gradient (or a subgradient) of f j(x). Problems of this type
arise in many applications of practical interest, including the followings that arise from
sparse and low-rank optimization.






is of the form of (1.2.10) with f (x) = 12kAx  bk22 and g(x) := rkxk1. In this case, the
two problems (1.2.11) with f j = f and f j = g are easy to solve. Specifically, (1.2.11) with
f j = f reduces to solving a linear system and with f j = g reduces to a vector shrinkage
operation which requires O(n) operations (see e.g., [50]).







is of the form of (1.2.10) with f (X) = 12kA(X)  bk22 and g(X) = rkXk. In this case,
the problem (1.2.11) with f j = f reduces to solving a linear system. Problem (1.2.11)
with f j = g has a closed-form solution that is given by matrix shrinkage operation (see
e.g., [68]).
Example 3. Robust principal component analysis (RPCA). The RPCA problem
seeks to recover a low-rank matrix X from a corrupted matrix M. This problem has many
applications in computer vision, image processing and web data ranking (see e.g., [15]),
and can be formulated as
min
X ;Y2Rmn
kXk+rkYk1 s.t. X+Y =M; (1.2.12)




which is of the form of (1.2.10). Moreover, the two problems (1.2.11) with f j = kXk and
f j = rkM Xk1 corresponding to (1.2.12) have closed-form solutions given respectively
by a matrix shrinkage operation and a vector shrinkage operation.
Example 4. Sparse inverse covariance selection (SICS). Gaussian graphical mod-
els are of great interest in statistical learning. Because conditional independence between
different nodes correspond to zero entries in the inverse covariance matrix of the Gaussian
distribution, one can learn the structure of the graph by estimating a sparse inverse covari-
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ance matrix from sample data by solving the following maximum likelihood problem with
an `1-regularization term, (see e.g., [3, 39, 102, 107]).
max logdet(X) hS;Xi rkXk1;
or equivalently,
min   logdet(X)+ hS;Xi+rkXk1; (1.2.13)
where r> 0 and S 2 Sn+ (the set of symmetric positive semidefinite matrices) is the sample
covariance matrix. Note that by defining f (X) :=  logdet(X)+hS;Xi and g(X) := rkXk1,
(1.2.13) is of the form of (1.2.10). Moreover, it can be proved that the problem (1.2.11)
with f j = f has a closed-form solution, which is given by a spectral decomposition, while
the solution of problem (1.2.11) with f j = g corresponds to a vector shrinkage operation.
Example 5. Compressed sensing basedMRI. One version of the compressed sensing
magnetic resonance imaging (MRI) problem can be cast as minimizing the sum of three





where TV (x) is the total variation function, W is a wavelet transform, A 2 Rmn, b 2 Rm
and a > 0;b > 0 are weighting parameters. The three problems (1.2.11) corresponding to
(1.2.14) are also easy to solve.
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For the composite convex optimization problems discussed above, since the problems
(1.2.11) are easy to solve, alternating direction methods can be applied to solve them ef-
ficiently. Despite of the efficiency of alternating direction methods, iteration complexity
bounds for these methods were previously unknown. In Chapters 4 and 5 we propose
several alternating direction type methods for solving the composite convex optimization
problem (1.2.10). We prove that the iteration complexity of the basic version of these
algorithms is O(1=e) to obtain an e-optimal solution. The iteration complexity of our ac-
celerated algorithms is improved to O(1=
p
e) for an e-optimal solution, while the work
required at each iteration is almost unchanged compared to the basic algorithms. To the
best our knowledge, these iteration complexity results are the first ones of this type that
have been given for alternating direction type methods.
13
Chapter 2
Fixed Point and Bregman Iterative
Methods for Matrix Rank Minimization
2.1 Introduction
Let us first consider the relationship between matrix rank minimization problem
min rank(X) s.t. A(X) = b; (2.1.1)
and its convex relaxation, the nuclear norm minimization problem
min kXk s.t. A(X) = b; (2.1.2)
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and note that we can write the linear equations A(X) = b in (2.1.1) and (2.1.2) as
A vec(X) = b; (2.1.3)
where A 2 Rpmn is the matrix corresponding to the linear map A : An important ques-
tion is: when will an optimal solution to the nuclear norm minimization problem (2.1.2)
give an optimal solution to matrix rank minimization problem (2.1.1). In response to this
question, Recht et al. [81] proved that if the entries of A are suitably random, e.g., i.i.d.
Gaussian, then with very high probability, most m n matrices of rank r can be recov-
ered by solving the nuclear norm minimization (2.1.2) or equivalently, (2.1.3), whenever
pCr(m+n) log(mn); where C is a positive constant.
For the matrix completion problem
min rank(X) s.t. Xi j =Mi j;(i; j) 2W; (2.1.4)
and its convex relaxation
min kXk s.t. Xi j =Mi j;(i; j) 2W; (2.1.5)
Cande`s et al. [16] proved the following result.
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where the family fukg1kr is selected uniformly at random among all families of r or-
thonormal vectors, and similarly for the family fvkg1kr. Let n = max(n1;n2). Suppose
we observe m entries of M with locations sampled uniformly at random. Then there are
constants C and c such that if
mCn5=4r logn;
the minimizer to the problem (2.1.5) is unique and equal to M with probability at least 1 
cn 3. In addition, if r  n1=5, then the recovery is exact with probability at least 1  cn 3
provided that
mCn6=5r logn:
This theorem states that a surprisingly small number of entries are sufficient to complete
a low-rank matrix with high probability. Recently, this result was strengthened by Cande`s
and Tao in [19], where it is proved that under certain incoherence conditions, the number
of samples m that are required is only O(nrpolylog(n)): A similar result was shown by
Keshavan et al. in [56].
The dual problem corresponding to the nuclear norm minimization problem (2.1.2) is
max b>z s.t. kA(z)k  1; (2.1.6)
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where A is the adjoint operator of A . Both (2.1.2) and (2.1.6) can be rewritten as equiva-



















Thus to solve (2.1.2) and (2.1.6), we can use SDP solvers such as SeDuMi [89] and
SDPT3 [100] to solve (2.1.7) and (2.1.8). Note that the number of variables in (2.1.7) is
1
2(m+n)(m+n+1). SDP solvers cannot usually solve a problem when m and n are both
much larger than 100:
Recently, Liu and Vandenberghe [67] proposed an interior-point method for another
nuclear norm approximation problem
minkA(x) Bk; (2.1.9)
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where B 2 Rmn and
A(x) = x1A1+ x2A2+   + xpAp









Liu and Vandenberghe [67] proposed a customized method for computing the scaling di-
rection in an interior point method for solving the SDP (2.1.10). The complexity of each
iteration in their method was reduced from O(p6) to O(p4) when m=O(p) and n=O(p);
thus they were able to solve problems up to dimension m= n= 350:
Another algorithm for solving (2.1.2) is due to Burer and Monteiro [12, 13], (see also
Rennie and Srebro [82,87]). This algorithm uses the low-rank factorization X = LR> of the






s.t. A(LR>) = b:
(2.1.11)
It is known that as long as r is chosen to be sufficiently larger than the rank of the
optimal solution matrix of the nuclear norm problem (2.1.2), this low-rank factorization
problem is equivalent to the nuclear norm problem (2.1.2) (see e.g., [81]). The advantage
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of this low-rank factorization formulation is that both the objective function and the con-
straints are differentiable. Thus gradient-based optimization algorithms such as conjugate
gradient algorithms and augmented Lagrangian algorithms can be used to solve this prob-
lem. However, the constraints in this problem are nonconvex, so one can only be assured
of obtaining a local minimizer. Also, how to choose r is still an open question.
One very interesting algorithm is the so called singular value thresholding algorithm
(SVT) [14] which appeared almost simultaneously with our work. SVT is inspired by
the linearized Bregman algorithms for compressed sensing and `1-regularized problems.
In [14] it is shown that SVT is efficient for large matrix completion problems. However,
SVT only works well for very low rank matrix completion problems. For problems where
the matrices are not of very low rank, SVT is slow and not robust and often fails.
Our algorithms have some similarity with the SVT algorithm in that they make use of
matrix shrinkage (see Section 2). However, other than that, they are very different. All
of our methods are based on a fixed-point continuation (FPC) algorithm which uses an




By adopting a Monte Carlo approximate SVD in the FPC algorithm, we get an algorithm,
which we call FPCA (Fixed-Point Continuation with Approximate SVD), that usually gets
the optimal solution to (2.1.1) even if the condition of Theorem 2.1.1, or those for the
affine constrained case, are violated. Moreover, our algorithm is much faster than state-of-
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the-art SDP solvers such as SDPT3 applied to (2.1.7). Also, FPCA can recover matrices
of moderate rank that cannot be recovered by SDPT3, SVT, etc. with the same number
of samples. For example, FPCA can recover matrices of size 1000 1000 and rank 50
with a relative error of 10 5 in about 3 minutes by sampling only 20 percent of the matrix
elements. We know of no other method that has as good a recoverability property.
Outline. The rest of this chapter is organized as follows. In Section 2.2 we propose
the fixed-point iterative algorithm for nuclear norm minimization problems. In Section
2.3 we analyze the convergence property of the fixed-point iterative algorithm. In Section
2.4 we discuss a continuation technique for accelerating the convergence of our algorithm.
In Section 2.5 we propose a Bregman iterative algorithm for nuclear norm minimization
extending the approach in [106] for compressed sensing to the rank minimization problem.
In Section 2.6 we incorporate a Monte-Carlo approximate SVD procedure into our fixed-
point continuation algorithm to speed it up and improve its ability to recover low-rank
matrices. Numerical results for both synthesized matrices and real problems are given in
Section 2.7. We give conclusions in Section 2.8.
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2.2 Fixed-point iterative algorithm
Our fixed-point iterative algorithm for solving (2.1.12) is the following simple two-line
algorithm:
8>><>>:
Y k = Xk  tg(Xk)
Xk+1 = Stµ(Y k);
(2.2.1)
where Sn() is the matrix shrinkage operator which will be defined later.
Our algorithm (2.2.1) is inspired by the fixed-point iterative algorithm proposed in [49]
for the `1-regularized problem (1.2.4). The idea behind this algorithm is an operator split-
ting technique. Note that x is an optimal solution to (1.2.4) if and only if
0 2 µSGN(x)+g; (2.2.2)
where g = A>(Ax b). For any t> 0, (2.2.2) is equivalent to
0 2 tµSGN(x)+ tg(x): (2.2.3)
Note that the operator T () := tµSGN()+tg() on the right hand side of (2.2.3) can be split
into two parts: T () = T1() T2();where T1() = tµSGN()+ I() and T2() = I() tg().
Letting y= T2(x) = x  tA>(Ax b), (2.2.3) is equivalent to
0 2 T1(x)  y= tµSGN(x)+ x  y: (2.2.4)
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This problem has a closed form optimal solution given by the so called vector shrinkage
operator:
x = s˜n(y);
where n= tµ; and the vector shrinkage operator s˜n() is given by
s˜n() = sgn()maxfj  j n;0g: (2.2.6)
Thus, the fixed-point iterative algorithm is given by
xk+1 = s˜tµ(xk  tgk): (2.2.7)
Hale et al. [49] proved global and finite convergence of this algorithm to the optimal
solution of the `1-regularized problem (1.2.4).
Motivated by this work, we develop a fixed-point iterative algorithm for (2.1.12). Since
the objective function in (2.1.12) is convex, X is the optimal solution to (2.1.12) if and
22
only if
0 2 µ¶kXk+g(X); (2.2.8)
where g(X) = A(A(X)  b). Note that if the Singular Value Decomposition (SVD) of
X is X =USV>, whereU 2 Rmr;S= Diag(s) 2 Rrr;V 2 Rnr; then (see e.g., [2, 9])
¶kXk = fUV>+W :U>W = 0;WV = 0;kWk2  1g:
Hence, we get the following optimality conditions for (2.1.12):
Theorem 2.2.1. The matrix X 2 Rmn with singular value decomposition X = USV>;
U 2 Rmr;S = Diag(s) 2 Rrr;V 2 Rnr; is optimal for the problem (2.1.12) if and only
if there exists a matrix W 2 Rmn such that
µ(UV>+W )+g(X) = 0; (2.2.9a)
U>W = 0;WV = 0;kWk2  1: (2.2.9b)
Now based on the optimality conditions (2.2.8), we can develop a fixed-point iterative
scheme for solving (2.1.12) by adopting the operator splitting technique described at the
beginning of this section. Note that (2.2.8) is equivalent to
0 2 tµ¶kXk+X  (X  tg(X)) (2.2.10)
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for any t> 0. If we let
Y  = X  tg(X);
then (2.2.10) is reduced to
0 2 tµ¶kXk+X Y ; (2.2.11)





In the following we will prove that the matrix shrinkage operator applied to Y  gives
the optimal solution to (2.2.12). First, we need the following definitions.
Definition 2.2.2 (Nonnegative Vector Shrinkage Operator). Assume x 2 Rn+. For any
n> 0, the nonnegative vector shrinkage operator sn() is defined as
sn(x) := x¯; with x¯i =
8>><>>:
xi n; if xi n> 0
0; o.w.
Definition 2.2.3 (Matrix Shrinkage Operator). Assume X 2 Rmn and the SVD of X
is given by X = UDiag(s)V>, U 2 Rmr;s 2 Rr+;V 2 Rnr: For any n > 0, the matrix
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shrinkage operator Sn() is defined as
Sn(X) :=UDiag(s¯)V>; with s¯= sn(s):
Theorem 2.2.4. Given a matrix Y 2Rmn with rank(Y ) = t, let its Singular Value Decom-
position (SVD) be Y =UYDiag(g)V>Y , where UY 2 Rmt ;g 2 Rt+;VY 2 Rnt . Then for any
scalar n> 0,
X := Sn(Y ) =UYDiag(sn(g))V>Y (2.2.13)
is an optimal solution of the problem
min
X2Rmn
f (X) := nkXk+ 12kX Yk
2
F : (2.2.14)
Proof. Without loss of generality, we assume m  n. Suppose that the solution X 2 Rmn
to problem (2.2.14) has the SVD X =UDiag(s)V>; where U 2 Rmr;s 2 Rr+;V 2 Rnr.
Hence, X must satisfy the optimality conditions for (2.2.14) which are
0 2 n¶kXk+X Y ;






where U¯ 2 Rm(m r);V¯ 2 Rn(n r); s¯ 2 Rm r+ , ks¯k¥  1 and both Uˆ = [U;U¯ ] and Vˆ =
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[V;V¯ ] are orthogonal matrices, such that





3775Vˆ> UYDiag(g)V>Y = 0: (2.2.16)
To verify that (2.2.13) satisfies (2.2.16), consider the following two cases:
Case 1: g1  g2  : : :  gt > n: In this case, choosing X as above, with r = t;U =
UY ;V =VY and s= sn(g) = g ne, where e is a vector of r ones, and choosing s¯= 0 (i.e.,
W = 0) satisfies (2.2.16).
Case 2: g1  g2  : : : gk > n gk+1  : : : gt : In this case, by choosing r = k;Uˆ(1 :
t)=UY ;Vˆ (1 : t)=VY ;s= sn((g1; : : : ;gk)) and s¯1= gk+1=n; : : : ; s¯t k = gt=n; s¯t k+1= : : :=
s¯m r = 0; X andW satisfy (2.2.16).
Note that in both cases, X can be written as the form in (2.2.13) based on the way we
construct X .
Based on the above we obtain the fixed-point iterative scheme (2.2.1) stated at the
beginning of this section for solving problem (2.1.12).
Moreover, from the discussion following Theorem 2.2.1 we have
Corollary 2.2.5. X is an optimal solution to problem (2.1.12) if and only if X= Stµ(h(X)),
where h() = I()  tg():
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2.3 Convergence results
In this section, we analyze the convergence properties of the fixed-point iterative scheme
(2.2.1). Before we prove the main convergence result, we need some lemmas.
Lemma 2.3.1. The shrinkage operator Sn is non-expansive, i.e., for any Y1 and Y2 2Rmn,
kSn(Y1) Sn(Y2)kF  kY1 Y2kF : (2.3.1)
Moreover,
kY1 Y2kF = kSn(Y1) Sn(Y2)kF () Y1 Y2 = Sn(Y1) Sn(Y2): (2.3.2)
Proof. Without loss of generality, we assume m  n. Assume SVDs of Y1 and Y2 are
Y1 =U1SV>1 and Y2 =U2GV
>








s = (s1; : : : ;ss);s1  : : :  ss > 0 and g = (g1; : : : ;gt);g1  : : :  gt > 0. Note that here
U1;V1;U2 andV2 are (full) orthogonal matrices; S;G2Rmn. Suppose that s1  : : : sk 
n> sk+1  : : : ss and g1  : : : gl  n> gl+1  : : : gt , then












s¯= (s1 n; : : : ;sk n) and g¯= (g1 n; : : : ;gl n). Thus,
kY1 Y2k2F  kY¯1  Y¯2k2F
= Tr((Y1 Y2)>(Y1 Y2)) Tr((Y¯1  Y¯2)>(Y¯1  Y¯2))

















(gi n)2 2Tr(Y>1 Y2  Y¯>1 Y¯2):
We note that
Tr(Y>1 Y2  Y¯>1 Y¯2)
= Tr((Y1  Y¯1)>(Y2  Y¯2)+(Y1  Y¯1)>Y¯2+ Y¯1>(Y2  Y¯2))
= Tr(V1(S  S¯)>U>1 U2(G  G¯)V>2 +V1(S  S¯)>U>1 U2G¯V>2 +V1S¯>U>1 U2(G  G¯)V>2
= Tr((S  S¯)>U(G  G¯)V>+(S  S¯)>U G¯V>+ S¯>U(G  G¯)V>);
where U =U>1 U2;V = V
>
1 V2 are clearly orthogonal matrices. Now let us derive an upper
bound for Tr(Y>1 Y2  Y¯>1 Y¯2). It is known that an orthogonal matrix U is a maximizing
matrix for the problem
maxfTr(AU) :U is orthogonalg
if and only if AU is positive semidefinite matrix (see 7.4.9 in [55]). It is also known that
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Thus, Tr((S  S¯)>U(G  G¯)V>), Tr((S  S¯)>U G¯V>) and Tr(S¯U(G  G¯)V>) achieve their
maximum, if and only if (S  S¯)>U(G  G¯)V>, (S  S¯)>U G¯V> and S¯U(G  G¯)V> are
all positive semidefinite. Applying (2.3.3) to these three terms, we get Tr((S  S¯)>U(G 
G¯)V>) åisi(S  S¯)si(G  G¯), Tr((S  S¯)>U G¯V>) åisi(S  S¯)si(G¯) and Tr(S¯U(G 



















































since t  s and s2i + g2i  2sigi  0. Also, since the function f (x) := 2gix x2 is monotoni-
cally increasing in ( ¥;gi] and si < n gi; i= k+1; : : : ; l,
2gin n2+s2i  2sigi > 0; i= k+1; : : : ; l:
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Thus we get
D(Y1;Y2) := kY1 Y2k2F  kSn(Y1) Sn(Y2)k2F  0;
i.e., (2.3.1) holds.
Also, D(Y1;Y2) achieves its minimum value if and only if Tr((S  S¯)>U(G  G¯)V>),
Tr((S  S¯)>U G¯V>) and Tr(S¯U(G  G¯)V>) achieve their maximum values simultaneously.
Furthermore, if equality in (2.3.1) holds, i.e., D(Y1;Y2) achieves its minimum, and its
minimum is zero, then k = l, s = t, and si = gi; i = k+ 1; : : : ;s, which further implies
S  S¯ = G  G¯ and Tr((S  S¯)>U(G  G¯)V>) achieves its maximum. By applying the
result 7.4.13 in [55], we get
S  S¯=U(G  G¯)V>;
which further implies that
Y1 Y2 = Sn(Y1) Sn(Y2): (2.3.4)
To conclude, clearly kSn(Y1) Sn(Y2)kF = kY1 Y2kF if (2.3.4) holds.
The following two lemmas and theorem and their proofs are analogous to results and
their proofs in Hale et al. [49].
Lemma 2.3.2. Let AX = Avec(X) and assume that t 2 (0;2=lmax(A>A)). Then the oper-
ator h() = I()  tg() is non-expansive, i.e., kh(X)  h(X 0)kF  kX  X 0kF . Moreover,
h(X) h(X 0) = X X 0 if and only if kh(X) h(X 0)kF = kX X 0kF .
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Proof. First, we note that since t 2 (0;2=lmax(A>A)),  1 < li(I  tA>A)  1;8i; where
li(I  tA>A) is the i-th eigenvalue of I  tA>A. Hence,
kh(X) h(X 0)kF = k(I  tA>A)(vec(X) vec(X 0))k2  kI  tA>Ak2kvec(X) vec(X 0)k2
 kvec(X) vec(X 0)k2 = kX X 0kF :
Moreover, kh(X) h(X 0)kF = kX X 0kF if and only if the inequalities above are equalities,
which happens if and only if
(I  tA>A)(vec(X) vec(X 0)) = vec(X) vec(X 0);
i.e., if and only if h(X) h(X 0) = X X 0:
Lemma 2.3.3. Let X be an optimal solution to problem (2.1.12), t 2 (0;2=lmax(A>A))
and n= tµ. Then X is also an optimal solution to problem (2.1.12) if and only if
kSn(h(X)) Sn(h(X))kF  kSn(h(X)) XkF = kX XkF : (2.3.5)
Proof. The “only if” part is an immediate consequence of Corollary 2.2.5. For the “if”
part, from Lemmas 2.3.1 and 2.3.2,
kX XkF = kSn(h(X)) Sn(h(X))kF  kh(X) h(X)kF  kX XkF :
Hence, both inequalities hold with equality. Therefore, first using Lemma 2.3.1 and then
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Lemma 2.3.2 we obtain
Sn(h(X)) Sn(h(X)) = h(X) h(X) = X X;
which implies Sn(h(X)) = X since Sn(h(X)) = X. It then follows from Corollary 2.2.5
that X is an optimal solution to problem (2.1.12).
We now claim that the fixed-point iterations (2.2.1) converge to an optimal solution of
problem (2.1.12). Similar convergence results for the problem of finding a zero of the sum
of two maximal monotone operators can be found in [31, 40, 97].
Theorem 2.3.4. The sequence fXkg generated by the fixed-point iterations with
t 2 (0;2=lmax(A>A)) converges to some X 2 X ; where X  is the set of optimal solutions
of problem (2.1.12).
Proof. Since both Sn() and h() are non-expansive, Sn(h()) is also non-expansive. There-
fore, fXkg lies in a compact set and must have a limit point, say X¯ = lim j!¥Xk j : Also, for
any X 2 X ,
kXk+1 XkF = kSn(h(Xk)) Sn(h(X))kF  kh(Xk) h(X)kF  kXk XkF ;
which means that the sequence fkXk XkFg is monotonically non-increasing. Therefore,
lim
k!¥
kXk XkF = kX¯ XkF ; (2.3.6)
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where X¯ can be any limit point of fXkg. By the continuity of Sn(h()), the image of X¯ ,
Sn(h(X¯)) = lim
j!¥
Sn(h(Xk j)) = lim
j!¥
Xk j+1;
is also a limit point of fXkg. Therefore, we have
kSn(h(X¯)) Sn(h(X))kF = kSn(h(X¯)) XkF = kX¯ XkF ;
which allows us to apply Lemma 2.3.3 to get that X¯ is an optimal solution to problem
(2.1.12).
Finally, by setting X = X¯ 2 X  in (2.3.6), we get that
lim
k!¥
kXk  X¯kF = lim
j!¥
kXk j   X¯kF = 0;
i.e., fXkg converges to its unique limit point X¯ :
2.4 Fixed-point continuation
In this section, we discuss a continuation technique (i.e., homotopy approach) for acceler-
ating the convergence of the fixed-point iterative algorithm (2.2.1).
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2.4.1 Continuation
Inspired by the work of Hale et al. [49], we first describe a continuation technique to
accelerate the convergence of the fixed-point iteration (2.2.1). Our fixed-point continuation
(FPC) iterative scheme for solving (2.1.12) is outlined below. The parameter hµ determines
the rate of reduction of the consecutive µk, i.e.,
µk+1 =maxfµkhµ; µ¯g; k = 1; : : : ;L 1
Algorithm 2.1 Fixed-point Continuation (FPC)
Initialize: Given X0, µ¯> 0. Select µ1 > µ2 >   > µL = µ¯> 0: Set X = X0.
for µ= µ1;µ2; : : : ;µL do
while NOT converged do
select t> 0




2.4.2 Stopping criteria for inner iterations
Note that in the fixed-point continuation algorithm, in the k-th inner iteration we solve
problem (2.1.12) for a fixed µ= µk. There are several ways to determine when to stop this
inner iteration, decrease µ and go to the next inner iteration. The optimality conditions for
(2.1.12) is given by (2.2.9a) and (2.2.9b). Thus we can use the following condition as a
stopping criterion:
kUkV>k +gk=µk2 1< gtol; (2.4.1)
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where gtol is a small positive parameter. However, the expense of computing the largest
singular value of a large matrix greatly decreases the speed of the algorithm. Hence, we do
not use this criterion as a stopping rule for large matrices. Instead, we use the criterion
kXk+1 XkkF
maxf1;kXkkFg < xtol; (2.4.2)
where xtol is a small positive number, since when Xk gets close to an optimal solution X,
the distance between Xk and Xk+1 should become very small.
2.4.3 Debiasing
Debiasing is another technique that can improve the performance of FPC. Debiasing has
been used in compressed sensing algorithms for solving (1.2.3) and its variants, where
debiasing is performed after a support set I has been tentatively identified. Debiasing is
the process of solving a least squares problem restricted to the support set I , i.e., we solve
min kAI xI  bk2; (2.4.3)
where AI is a submatrix of A whose columns correspond to the support index set I , and xI
is a subvector of x corresponding to I .
Our debiasing procedure for the matrix completion problem differs from the procedure
used in compressed sensing since the concept of a support set is not applicable. When we
do debiasing, we fix the matricesUk and V k in the singular value decomposition of Xk and
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where r is the rank of current matrix Xk. Because debiasing can be costly, we use a rule
proposed in [104] to decide when to do it. In the continuation framework, we know that in
each subproblem with a fixed µ, kXk+1 XkkF converges to zero, and kgk2 converges to µ
when Xk converges to the optimal solution of the subproblem. We therefore choose to do
debiasing when kgk2=kXk+1 XkkF becomes large because this indicates that the change
between two consecutive iterates is relatively small. Specifically, we call for debiasing in
the solver FPC3 (see Section 2.7) when kgk2=kXk+1 XkkF > 10:
2.5 Bregman iterative algorithm
Algorithm FPC is designed to solve (2.1.12), an optimal solution of which approaches
an optimal solution of the nuclear norm minimization problem (2.1.2) as µ goes to zero.
However, by incorporating FPC into a Bregman iterative technique, we can solve (2.1.2)
by solving a limited number of instances of (2.1.12), each corresponding to a different b.
Given a convex function J(), the Bregman distance [11] of the point u from the point v
is defined as
DpJ (u;v) := J(u)  J(v) < p;u  v>; (2.5.1)
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where p 2 ¶J(v) is some subgradient in the subdifferential of J at the point v.
Bregman iterative regularization was introduced by Osher et al. in the context of image






was extended to an iterative regularization model by replacing the total variation functional
J(u) = µTV (u) = µ
Z
jÑuj;











for k = 0;1; : : : starting with u0 = 0 and p0 = 0. Since (2.5.3) is a convex programming
problem, the optimality conditions are given by 0 2 ¶J(uk+1)  pk+uk+1 b; from which
we get the update formula for pk+1 :
pk+1 := pk+b uk+1: (2.5.4)
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Interestingly, this turns out to be equivalent to the iterative process
8>><>>:
bk+1 = b+(bk uk)
uk+1  minu J(u)+ 12ku b
k+1k22;
(2.5.6)
which can be easily implemented using existing algorithms for (2.5.2) with different inputs
b. Interestingly, Bregman methods (2.5.5) and (2.5.6) were later found to be equivalent to
the classical augmented Lagrangian method (see, e.g., [106]).
Subsequently, Yin et al. [106] proposed solving the basis pursuit problem (1.2.3) by







for J(x) = µkxk1; and obtained the following two equivalent iterative schemes analogous
to (2.5.5) and (2.5.6), respectively:
 Version 1:
– x0  0; p0  0;
– for k = 0;1; : : : do
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– pk+1  pk A>(Axk+1 b)
 Version 2:
– b0  0;x0  0;
– for k = 0;1; : : : do
– bk+1  b+(bk Axk)




One can also use the Bregman iterative regularization algorithm applied to the uncon-
strained problem (2.1.12) to solve the nuclear norm minimization problem (2.1.2). That is,










and updates the subgradient pk+1 by
pk+1 := pk A(A(Xk+1) b); (2.5.8)
where J(X) = µkXk.
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Equivalently, one can also use the following iterative scheme:
8>><>>:
bk+1  b+(bk A(Xk))
Xk+1  argminX µkXk+ 12kA(X) b
k+1k22:
(2.5.9)
Thus, our Bregman iterative algorithm for nuclear norm minimization (2.1.2) can be
outlined as follows. The last step can be solved by Algorithm FPC.
Algorithm 2.2 Bregman Iterative Algorithm
b0  0;X0  0;
for k = 0;1; : : : do
bk+1  b+(bk A(Xk));
Xk+1  argminX µkXk+ 12kA(X) b
k+1k22.
end for
2.6 An approximate SVD based FPC algorithm: FPCA
Computing singular value decompositions is the main computational cost in Algorithm
FPC. Consequently, instead of computing the full SVD of the matrix Y in each iteration,
we implemented a variant of algorithm FPC in which we compute only a rank-ks approx-
imation to Y , where ks is a heuristically determined parameter. We call this approximate
SVD based FPC algorithm (FPCA). This approach greatly reduces the computational ef-
fort required by the algorithm. Specifically, we compute an approximate SVD by a fast
Monte Carlo algorithm: the Linear Time SVD algorithm developed by Drineas et al. [30].
For a given matrix A 2Rmn, and parameters cs;ks 2 Z+ with 1 ks  cs  n and fpigni=1;
pi  0;åni=1 pi = 1, this algorithm returns an approximation to the largest ks singular values
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and corresponding left singular vectors of the matrix A in linear O(m+n) time. The Linear
Time SVD Algorithm is outlined below.
Algorithm 2.3 Linear Time Approximate SVD Algorithm [30]
Input: A 2 Rmn, cs;ks 2 Z+ s.t.1 ks  cs  n, fpigni=1 s.t.pi  0;åni=1 pi = 1.
Output: Hk 2 Rmks and st(C); t = 1; : : : ;ks:
for t = 1 to cs do
Pick it 2 1; : : : ;n with Pr[it = a] = pa;a= 1; : : : ;n:
SetC(t) = A(it)=pcspit :
end for




Compute ht =Cyt=st(C) for t = 1; : : : ;ks:
Return Hks , where H
(t)
ks = h
t ; and st(C); t = 1; : : : ;ks:
The outputs st(C); t = 1; : : : ;ks are approximations to the largest ks singular values and
H(t)ks ; t = 1; : : : ;k are approximations to the corresponding left singular vectors of the matrix
A. Thus, the SVD of A is approximated by
A Aks := HksDiag(s(C))(A>HksDiag(1=s(C))>:
Drineas et al. [30] prove that with high probability, the following estimate holds for both
x= 2 and x= F :
kA Aksk2x  min
D:rank(D)ks
kA Dk2x+ poly(ks;1=cs)kAk2F ; (2.6.1)
where poly(ks;1=cs) is a polynomial in ks and 1=cs. Thus, Aks is a approximation to the
best rank-ks approximation to A. (For any matrix M 2 Rmn with SVD M = åri=1siuiv>i ,
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where s1  : : : sr > 0;ui 2 Rm;vi 2 Rn, the best rank-k approximation to M is given by
M¯ = åki=1siuiv>i ).
Note that in this algorithm, we compute an exact SVD of a smaller matrix C>C 2
Rcscs . Thus, cs determines the speed of this algorithm. If we choose a large cs, we need
more time to compute the SVD of C>C. However, the larger cs is, the more likely are
the st(C); t = 1; : : : ;ks to be close to the largest ks singular values of the matrix A since
the second term in the right hand side of (2.6.1) is smaller. In our numerical experiments,
we found that we could choose a relatively small cs so that the computational time was
reduced without significantly degrading the accuracy. In our tests, we obtained very good
results by choosing cs = 2rmax 2, where rmax = b(m+n 
p
(m+n)2 4p)=2c is, for a
given number of entries sampled, the largest rank of mn matrices for which the matrix
completion problem has a unique solution.
There are many ways to choose the probabilities pi. In our numerical experiments in
Section 2.7, we used the simplest one, i.e., we set all pi equal to 1=n. For other choices of
pi, see [30] and the references therein.
In our numerical experiments, we set ks using the following procedure. In the k-th
iteration, when computing the approximate SVD of Y k = Xk  tgk, we set ks equal to the
number of components in s¯k 1 that are no less than eksmaxfs¯k 1g; where eks is a small
positive number and maxfs¯k 1g is the largest component in the vector s¯k 1 used to form
Xk =Uk 1Diag(s¯k 1)V k 1
>. Note that ks is non-increasing in this procedure. However,
if ks is too small at some iteration, the non-expansive property (2.3.1) of the shrinkage
operator Sn may be violated since the approximate SVD is not a valid approximation when
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ks is too small. Thus, in algorithm FPCA, if (2.3.1) is violated 10 times, we increase ks by
1. Our numerical experience indicates that this technique makes our algorithm very robust.
Our numerical results in Section 2.7 show that this approximate SVD based FPC al-
gorithm: FPCA, is very fast, robust, and significantly outperforms other solvers (such as
SDPT3) in recovering low-rank matrices. One reason for this is that in the approximate
SVD algorithm, we compute a low-rank approximation to the original matrix. Hence, the
iterative matrices produced by our algorithm are more likely to be of low-rank than an ex-
act solution to the nuclear norm minimization problem (2.1.5), or equivalently, to the SDP
(2.1.7), which is exactly what we want. Some convergence/recoverability properties of a
variant of FPCA that uses a truncated SVD rather than a randomized SVD at each step, are
discussed in [46].
2.7 Numerical results
In this section, we report on the application of our FPC, FPCA and Bregman iterative
algorithms to a series of matrix completion problems of the form (2.1.4) to demonstrate the
ability of these algorithms to efficiently recover low-rank matrices.
To illustrate the performance of our algorithmic approach combined with exact and
approximate SVD algorithms, different stopping rules, and with or without debiasing, we
tested the following solvers.
 FPC1. Exact SVD, no debiasing, stopping rule: (2.4.2).
 FPC2. Exact SVD, no debiasing, stopping rule: (2.4.1) and (2.4.2).
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 FPC3. Exact SVD with debiasing, stopping rule: (2.4.2).
 FPCA. Approximate SVD, no debiasing, stopping rule: (2.4.2).
 Bregman. Bregman iterative method using FPC2 to solve the subproblems.
2.7.1 FPC and Bregman iterative algorithms for random matrices
In our first series of tests, we created random matrices M 2 Rmn with rank r by the fol-
lowing procedure: we first generated random matrices ML 2 Rmr and MR 2 Rnr with
i.i.d. Gaussian entries and then set M =MLM>R . We then sampled a subset W of p entries
uniformly at random. For each problem with mn matrix M, measurement number p and
rank r, we solved 50 randomly created matrix completion problems. We use SR= p=(mn),
i.e., the number of measurements divided by the number of entries of the matrix, to denote
the sampling ratio. We also list FR= r(m+n  r)=p, i.e. the dimension of the set of rank
r matrices divided by the number of measurements, in the tables. Note that if FR> 1, then
there is always an infinite number of matrices with rank r with the given entries, so we
cannot hope to recover the matrix in this situation. We use rmax to denote the largest rank
such that FR  1, i.e., rmax = b(m+ n 
p
(m+n)2 4p)=2c. We use NS to denote the
number of matrices that are recovered successfully. We use AT to denote the average time
(seconds) for the examples that are successfully solved.





to estimate the closeness of Xopt to M, where Xopt is the “optimal” solution to (2.1.5) pro-
duced by our algorithms. We declared M to be recovered if the relative error was less than
10 3, which is the criterion used in [81] and [16]. We use RA;RU;RL to denote the average,
largest and smallest relative error of the successfully recovered matrices, respectively.
We summarize the parameter settings used by the algorithms in Table 2.1. We use
Im to denote the maximum number of iterations allowed for solving each subproblem in
FPC, i.e., if the stopping rules (2.4.2) (and (2.4.1)) are not satisfied after Im iterations, we
terminate the subproblem and decrease µ to start the next subproblem.
Table 2.1: Parameters in Algorithm FPC
FPC µ¯= 10 8;hµ = 1=4;µ1 = hµkAbk2;t= 1;
xtol = 10 10;gtol = 10 4; Im = 500;X0 = 0
Approx SVD cs = 2rmax 2;eks = 10 2; pi = 1=n;8i
All numerical experiments were run in MATLAB 7.3.0 on a Dell Precision 670 work-
station with an Intel Xeon(TM) 3.4GHZ CPU and 6GB of RAM.
The comparisons between FPC1, FPC2, FPC3 and SDPT3 for small matrix completion
problems are presented in Table 2.2. From Table 2.2 we can see that FPC1 and FPC2
achieve almost the same recoverability and relative error, which means that as long as we
set xtol to be very small (like 10 10 ), we only need to use (2.4.2) as the stopping rule for
the inner iterations. That is, use of stopping rule (2.4.1) does not affect the performance
of the algorithm. Of course FPC2 costs more time than FPC1 since more iterations are
sometimes needed to satisfy the stopping rules in FPC2. While FPC3 can improve the
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recoverability, it costs more time for performing debiasing. SDPT3 seems to obtain more
accurate solutions than FPC1, FPC2 or FPC3.
Table 2.2: Comparisons of FPC1, FPC2, FPC3 and SDPT3 for randomly created small
matrix completion problems (m=n=40, p=800, SR=0.5)
r FR Solver NS AT RA RU RL
1 0.0988 FPC1 50 1.81 1.67e-9 1.22e-8 6.06e-10
FPC2 50 3.61 1.32e-9 1.20e-8 2.55e-10
FPC3 50 16.81 1.06e-9 2.22e-9 5.68e-10
SDPT3 50 1.81 6.30e-10 3.46e-9 8.72e-11
2 0.1950 FPC1 42 3.05 1.01e-6 4.23e-5 8.36e-10
FPC2 42 17.97 1.01e-6 4.23e-5 2.78e-10
FPC3 49 16.86 1.26e-5 3.53e-4 7.62e-10
SDPT3 44 1.90 1.50e-9 7.18e-9 1.82e-10
3 0.2888 FPC1 35 5.50 9.72e-9 2.85e-8 1.93e-9
FPC2 35 20.33 2.17e-9 1.41e-8 3.88e-10
FPC3 42 16.87 3.58e-5 7.40e-4 1.34e-9
SDPT3 37 1.95 2.66e-9 1.58e-8 3.08e-10
4 0.3800 FPC1 22 9.08 7.91e-5 5.46e-4 3.57e-9
FPC2 22 18.43 7.91e-5 5.46e-4 4.87e-10
FPC3 29 16.95 3.83e-5 6.18e-4 2.57e-9
SDPT3 29 2.09 1.18e-8 7.03e-8 7.97e-10
5 0.4688 FPC1 1 10.41 2.10e-8 2.10e-8 2.10e-8
FPC2 1 17.88 2.70e-9 2.70e-9 2.70e-9
FPC3 5 16.70 1.78e-4 6.73e-4 6.33e-9
SDPT3 8 2.26 1.83e-7 8.12e-7 2.56e-9
6 0.5550 FPC1 0 — — — —
FPC2 0 — — — —
FPC3 0 — — — —
SDPT3 1 2.87 6.58e-7 6.58e-7 6.58e-7
To illustrate the performance of our Bregman iterative algorithm, we compare the re-
sults of using it versus using FPC2 in Table 2.3. From our numerical experience, for those
problems for which the Bregman iterative algorithm greatly improves the recoverability,
the Bregman iterative algorithm usually takes 2 to 3 iterations. Thus, in our numerical
tests, we fixed the number of subproblems solved by our Bregman algorithm to 3. Since
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our Bregman algorithm achieves as good a relative error as the FPC algorithm, we only
report how many of the examples that are successfully recovered by FPC, are improved
greatly by using our Bregman iterative algorithm. In Table 2.3, NIM is the number of ex-
amples that the Bregman iterative algorithm outperformed FPC2 greatly (the relative errors
obtained from FPC2 were at least 104 times larger than those obtained by the Bregman
algorithm). From Table 2.3 we can see that for more than half of the examples successfully
recovered by FPC2, the Bregman iterative algorithm improved the relative errors greatly
(from [10 10, 10 9] to [10 16, 10 15]). Of course the run times for the Bregman iterative
algorithm were about three times that for algorithm FPC2, since the former calls the latter
three times to solve the subproblems.
Table 2.3: Numerical results for the Bregman iterative method for small matrix completion
problems (m=n=40, p=800, SR=0.5)
Problem FPC2 Bregman
r FR NIM (NS) RU RL RU RL
1 0.0988 32 (50) 2.22e-9 2.55e-10 1.87e-15 3.35e-16
2 0.1950 29 (42) 5.01e-9 2.80e-10 2.96e-15 6.83e-16
3 0.2888 24 (35) 2.77e-9 3.88e-10 2.93e-15 1.00e-15
4 0.3800 10 (22) 5.51e-9 4.87e-10 3.11e-15 1.30e-15
In the following, we discuss the numerical results obtained by our approximate SVD
based FPC algorithm (FPCA). We will see from these numerical results that FPCA achieves
much better recoverability and is much faster than any of the solvers FPC1, FPC2, FPC3
or SDPT3.
We present the numerical results of FPCA for small (m=n=40) and medium (m=n=100)
problems in Tables 2.4, and 2.5 respectively. Since we found that xtol = 10 6 is small
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enough to guarantee very good recoverability, we set xtol = 10 6 in algorithm FPCA and
used only (2.4.2) as stopping rule for the inner iterations. From these tables, we can see
that our FPCA algorithm is much more powerful than SDPT3 for randomly created matrix
completion problems. When m = n = 40 and p = 800, and the rank r was less than or
equal to 8, FPCA recovered the matrices in all 50 examples. When rank r = 9, it failed
on only one example. Even for rank r = 10, which is almost the largest rank that satisfies
FR  1, FPCA still recovered the solution in more than 60% of the examples. However,
SDPT3 started to fail to recover the matrices when the rank r = 2. When r = 6, there was
only one example out of 50 where the correct solution matrix was recovered. When r  7,
none of the 50 examples could be recovered. For the medium sized matrices (m= n= 100)
we used p = 2000, which is only a 20% measurement rate, FPCA recovered the matrices
in all 50 examples when r  6. For r = 7; FPCA recovered the matrices in most of the
examples (49 out of 50). When r = 8; more than 60% of the matrices were recovered
successfully by FPCA. Even when r= 9; FPCA still recovered 1 matrix. However, SDPT3
could not recover all of the matrices even when the rank r= 1 and none of the matrices were
recovered when r  4: When we increased the number of measurements to 3000, FPCA
recovered the matrices in all 50 examples up to rank r = 12: When r = 13;14; FPCA still
recovered most of them. However, SDPT3 started to fail for some matrices when r = 3:
When r  8, SDPT3 failed to recover any of the matrices. We can also see that for the
medium sized problems, FPCA was much faster than SDPT3.
48
Table 2.4: Numerical results for FPCA and SDPT3 for randomly created small matrix
completion problems (m=n=40, p=800, SR=0.5)
Problems FPCA SDPT3
r FR NS AT RA RU RL NS AT RA RU RL
1 0.0988 50 3.49 3.92e-7 1.43e-6 2.72e-7 50 1.84 6.30e-10 3.46e-9 8.70e-11
2 0.1950 50 3.60 1.44e-6 7.16e-6 4.41e-7 44 1.93 1.50e-9 7.18e-9 1.82e-10
3 0.2888 50 3.97 1.91e-6 4.07e-6 9.28e-7 37 1.99 2.66e-9 1.58e-8 3.10e-10
4 0.3800 50 4.03 2.64e-6 8.14e-6 1.54e-6 29 2.12 1.18e-8 7.03e-8 8.00e-10
5 0.4688 50 4.16 3.40e-6 7.62e-6 1.52e-6 8 2.30 1.83e-7 8.12e-7 2.60e-9
6 0.5550 50 4.45 4.08e-6 7.62e-6 2.26e-6 1 2.89 6.58e-7 6.58e-7 6.58e-7
7 0.6388 50 4.78 6.04e-6 1.57e-5 2.52e-6 0 — — — —
8 0.7200 50 4.99 8.48e-6 5.72e-5 3.72e-6 0 — — — —
9 0.7987 49 5.73 2.58e-5 5.94e-4 5.94e-6 0 — — — —
10 0.8750 30 7.20 8.64e-5 6.04e-4 8.48e-6 0 — — — —
11 0.9487 0 — — — — 0 — — — —
2.7.2 Comparison of FPCA and SVT
In this subsection we compare our FPCA algorithm against the SVT algorithm proposed
in [14]. The SVT code was downloaded from http://svt.caltech.edu. We constructed two
sets of test problems. One set contained “easy” problems. These problems are “easy” be-
cause the matrices are of very low-rank compared to the matrix size and the number of
samples, and hence they are easy to recover. For all problems in this set, FR was less than
0.34. The other set contained “hard” problems, i.e., problems that are very challenging.
These problems involved matrices that are not of very low rank and for which only a very
limited number of entries were samples. For this set of problems, FR ranged from 0.40
to 0.87. The maximum iteration number in SVT was set to be 1000. All other parame-
ters were set to their default values in SVT. The parameters of FPCA were set somewhat
loosely for easy problems. Specifically, we set µ¯ = 10 4;xtol = 10 4;t = 2; Im = 10 and
49
Table 2.5: Numerical results for FPCA and SDPT3 for randomly created medium matrix
completion problems (m=n=100)
Problems FPCA SDPT3
p r SR FR NS AT RA RU RL NS AT RA RU RL
2000 1 0.2 0.0995 50 4.93 5.80e-6 1.53e-5 2.86e-6 47 15.10 1.55e-9 1.83e-8 1.40e-10
2000 2 0.2 0.1980 50 5.26 6.10e-6 9.36e-6 4.06e-6 31 16.02 7.95e-9 8.69e-8 5.20e-10
2000 3 0.2 0.2955 50 5.80 7.48e-6 1.70e-5 4.75e-6 13 19.23 1.05e-4 9.70e-4 9.08e-10
2000 4 0.2 0.3920 50 9.33 1.09e-5 5.14e-5 6.79e-6 0 — — — —
2000 5 0.2 0.4875 50 5.42 1.61e-5 8.95e-5 8.12e-6 0 — — — —
2000 6 0.2 0.5820 50 7.02 2.62e-5 7.07e-5 8.72e-6 0 — — — —
2000 7 0.2 0.6755 49 8.69 7.69e-5 5.53e-4 1.11e-5 0 — — — —
2000 8 0.2 0.7680 32 10.94 1.97e-4 8.15e-4 2.29e-5 0 — — — —
2000 9 0.2 0.8595 1 11.75 4.38e-4 4.38e-4 4.38e-4 0 — — — —
2000 10 0.2 0.9500 0 — — — — 0 — — — —
3000 1 0.3 0.0663 50 7.73 1.97e-6 3.15e-6 1.22e-6 50 36.68 2.01e-10 9.64e-10 7.52e-11
3000 2 0.3 0.1320 50 7.85 2.68e-6 8.41e-6 1.44e-6 50 36.50 1.13e-9 2.97e-9 1.77e-10
3000 3 0.3 0.1970 50 8.10 2.82e-6 4.38e-6 1.83e-6 46 38.50 1.28e-5 5.89e-4 2.10e-10
3000 4 0.3 0.2613 50 8.94 3.57e-6 5.62e-6 2.64e-6 42 41.28 4.60e-6 1.21e-4 4.53e-10
3000 5 0.3 0.3250 50 9.12 4.06e-6 8.41e-6 2.78e-6 32 43.92 7.82e-8 1.50e-6 1.23e-9
3000 6 0.3 0.3880 50 9.24 4.84e-6 9.14e-6 3.71e-6 17 49.60 3.44e-7 4.29e-6 3.68e-9
3000 7 0.3 0.4503 50 9.41 5.72e-6 1.09e-5 3.96e-6 3 59.18 1.43e-4 4.28e-4 1.57e-7
3000 8 0.3 0.5120 50 9.62 6.37e-6 1.90e-5 4.43e-6 0 — — — —
3000 9 0.3 0.5730 50 10.35 6.32e-6 1.60e-5 4.56e-6 0 — — — —
3000 10 0.3 0.6333 50 10.93 8.45e-6 3.79e-5 5.59e-6 0 — — — —
3000 11 0.3 0.6930 50 11.58 1.41e-5 6.84e-5 6.99e-6 0 — — — —
3000 12 0.3 0.7520 50 12.17 1.84e-5 1.46e-4 8.84e-6 0 — — — —
3000 13 0.3 0.8103 48 15.24 5.12e-5 6.91e-4 1.25e-5 0 — — — —
3000 14 0.3 0.8680 39 18.85 2.35e-4 9.92e-4 2.05e-5 0 — — — —
3000 15 0.3 0.9250 0 — — — — 0 — — — —
3000 16 0.3 0.9813 0 — — — — 0 — — — —
all other parameters were set to the values given in Table 2.1. Relative errors and times
were averaged over 5 runs. In this subsection, all test matrices were square, i.e., m= n:
From Table 2.6, we can see that for the easy problems except for one problem which
is exceptionally sparse as well as having low rank, FPCA was much faster and usually
provided more accurate solutions than SVT.
For hard problems, all parameters of FPCA were set to the values given in Table 2.1,
except that we set xtol = 10 6 since this value is small enough to guarantee very good
recoverability. Also, for small problems ( i.e., maxfm;ng < 1000 ), we set Im = 500; and
for large problems ( i.e., maxfm;ng  1000 ), we set Im = 20:We use “—” to indicate that
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Table 2.6: Comparison of FPCA and SVT on easy problems
Problems FPCA SVT
n r p SR FR rel.err. time rel.err. time
100 10 5666 0.57 0.34 4.27e-5 0.39 1.64e-3 30.40
200 10 15665 0.39 0.25 6.40e-5 1.38 1.90e-4 9.33
500 10 49471 0.20 0.20 2.48e-4 8.01 1.88e-4 23.77
1000 10 119406 0.12 0.17 5.04e-4 18.49 1.68e-4 41.81
1000 50 389852 0.39 0.25 3.13e-5 120.64 1.63e-4 228.79
1000 100 569900 0.57 0.33 2.26e-5 177.17 1.71e-4 635.15
5000 10 597973 0.02 0.17 1.58e-3 1037.12 1.73e-4 121.39
5000 50 2486747 0.10 0.20 5.39e-4 1252.70 1.59e-4 1375.33
5000 100 3957533 0.16 0.25 2.90e-4 2347.41 1.74e-4 5369.76
the algorithm either diverges or does not terminate in one hour. Relative errors and times
were averaged over 5 runs.
Table 2.7: Comparison of FPCA and SVT on hard problems
Problems FPCA SVT
n r SR FR rel.err. time rel.err. time
40 9 0.5 0.80 1.21e-5 5.72 5.01e-1 3.05
100 14 0.3 0.87 1.32e-4 19.00 8.31e-1 316.90
1000 20 0.1 0.40 2.46e-5 116.15 — —
1000 30 0.1 0.59 2.00e-3 128.30 — —
1000 50 0.2 0.49 1.04e-5 183.67 — —
From Table 2.7, we can see that for the hard problems, SVT either diverged or did
not solve the problems in less than one hour, or it yielded a very inaccurate solution. In
contrast, FPCA always provided a very good solution efficiently.
We can also see that FPCA was able to efficiently solve large problems (m= n= 1000)
that could not be solved by SDPT3 due to the large size of the matrices and the large number
of constraints.
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2.7.3 Results for real data matrices
In this section, we consider matrix completion problems based on two real data sets:
the Jester joke data set [44] and the DNA data set [85]. The Jester joke data set con-
tains 4.1 million ratings for 100 jokes from 73,421 users and is available on the website
http://www.ieor.berkeley.edu/˜Egoldberg/jester-data/. Since the number of jokes is only
100, but the number of users is quite large, we randomly selected nu users to get a modestly
sized matrix for testing purpose. As in [88], we randomly held out two ratings for each
user. Since some entries in the matrix are missing, we cannot compute the relative error
as we did for the randomly created matrices. Instead, we computed the Normalized Mean








jrˆii1  rii1 j+ jrˆii2  rii2j; (2.7.1)
where rij and rˆ
i
j are the withheld and predicted ratings of movie j by user i, respectively,
for j = i1; i2: NMAE is defined as
NMAE =
MAE
rmax  rmin ; (2.7.2)
where rmin and rmax are lower and upper bounds for the ratings. Since all ratings are scaled
to the range [ 10;+10], we have rmin = 10 and rmax = 10:
The numerical results for the Jester data set using FPC1 and FPCA are presented in
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Figure 2.1: Distribution of the singular values of the recovered matrices for the Jester data
set using FPC1. Left:100 users, Middle: 1000 users, Right: 2000 users
Tables 2.8 and 2.9, respectively. In these two tables, smax and smin are the largest and
smallest positive singular values of the recovered matrices, and rank is the rank of the
recovered matrices. The distributions of the singular values of the recovered matrices are
shown in Figures 2.1 and 2.2. From Tables 2.8 and 2.9 we can see that by using FPC1 and
FPCA to recover these matrices, we can get relatively low NMAEs, which are comparable
to the results shown in [88] and [44].
Table 2.8: Numerical results for FPC1 for the Jester joke data set
num.user num.samp samp.ratio rank smax smin NMAE Time
100 7172 0.7172 79 285.65 3.49e-4 0.1727 34.30
1000 71152 0.7115 100 786.37 38.43 0.1667 304.81
2000 140691 0.7035 100 1.1242e+3 65.06 0.1582 661.66
Table 2.9: Numerical results for FPCA for the Jester joke data set (cs is the number of rows
we picked for the approximate SVD)
num.user num.samp samp.ratio eks cs rank smax smin NMAE Time
100 7172 0.7172 10 2 25 20 295.14 32.68 0.1627 26.73
1000 71152 0.7115 10 2 100 85 859.27 48.04 0.2008 808.52
1000 71152 0.7115 10 4 100 90 859.46 44.62 0.2101 778.56
2000 140691 0.7035 10 4 200 100 1.1518e+3 63.52 0.1564 1.1345e+3
We also used two data sets of DNAmicroarrays from [85]. These data sets are available
on the website http://cellcycle-www.stanford.edu/. The first microarray data set is a matrix
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Figure 2.2: Distribution of the singular values of the recovered matrices for the Jester data
set using FPCA. Upper Left: 100 users, eks = 10 2;cs = 25; Upper Right: 1000 users,
eks = 10 2;cs = 100; Bottom Left: 1000 users, eks = 10 4;cs = 100; Bottom Right: 2000
users, eks = 10 4;cs = 200
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that represents the expression of 6178 genes in 14 experiments based on the Elutriation
data set in [85]. The second microarray data set is based on the Cdc15 data set in [85], and
represents the expression of 6178 genes in 24 experiments. However, some entries in these
two matrices are missing. For evaluating our algorithms, we created complete matrices by
deleted all rows containing missing values. This is similar to how the DNAmicroarray data
set was preprocessed in [95]. The resulting complete matrix for the Elutriation data set was
576614. The complete matrix for the Cdc15 data set was 438124. We must point out
that these DNA microarray matrices are neither low-rank nor even approximately low-rank
although such claims have been made in some papers. The distributions of the singular
values of these two matrices are shown in Figure 2.3. From this figure we can see that in
each microarray matrix, only one singular value is close to zero, while the others are far
away from zero. Thus there is no way to claim that the rank of the Elutriation matrix is less
than 13, or the rank of the Cdc15 matrix is less than 23. Since these matrices are not low-
rank, we cannot expect our algorithms to recover these matrices by sampling only a small
portion of their entries. Thus we needed to further modify the data sets to yield low-rank
matrices. Specifically, we used the best rank-2 approximation to the Elutriation matrix as
the new complete Elutriation matrix and the best rank-5 approximation to the Cdc15 matrix
as the new complete Cdc15 matrix. The numerical results for FPCA for recovering these
two matrices are presented in Table 2.10. In the FPCA algorithm, we set eks = 10 2 and
xtol = 10 6. For the Elutriation matrix, we set cs = 115 and for the Cdc15 matrix, we set
cs = 88. The observed entries were randomly sampled. From Table 2.10 we can see that by
taking 60% of the entries of the matrices, our FPCA algorithm can recover these matrices
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Figure 2.3: Distribution of the singular values of the matrices in the original DNA microar-
ray data sets. Left: Elutriation matrix; Right: Cdc15 matrix.
very well, yielding relative errors as low as 10 5 and 10 6, which is promising for practical
use.
Table 2.10: Numerical results of FPCA for DNA microarray data sets
Matrix m n p rank SR FR rel.err Time
Elutriation 5766 14 48434 2 0.6 0.2386 1.83e-5 218.01
Cdc15 4381 24 63086 5 0.6 0.3487 7.95e-6 189.32
To graphically illustrate the effectiveness of FPCA, we applied it to image inpaint-
ing [5]. Grayscale images and color images can be expressed as matrices and tensors,
respectively. In grayscale image inpainting, the grayscale value of some of the pixels of the
image are missing, and we want to fill in these missing values. If the image is of low-rank,
or of numerical low-rank, we can solve the image inpainting problem as a matrix comple-
tion problem (2.1.4). In our test we applied SVD to the 512512 image in Figure 2.4(a),
and truncated this decomposition to get the rank-40 image which is shown in Figure 2.4(b).
Figure 2.4(c) is a masked version of the image in Figure 2.4(a), where one half of the pix-
els in Figure 2.4(a) were masked uniformly at random. Figure 2.4(d) is the image obtained
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from Figure 2.4(c) by applying FPCA. Figure 2.4(d) is a low-rank approximation to Figure
2.4(a) with a relative error of 8:41e  2: Figure 2.4(e) is a masked version of the image
in Figure 2.4(b), where one half of the pixels in Figure 2.4(b) were masked uniformly at
random. Figure 2.4(f) is the image obtained from Figure 2.4(e) by applying FPCA. Figure
2.4(f) is an approximation to Figure 2.4(b) with a relative error of 3:61e 2: Figure 2.4(g)
is another masked image obtained from Figure 2.4(b), where 4 percent of the pixels were
masked in a non-random fashion. Figure 2.4(h) is the image obtained from Figure 2.4(g)
by applying FPCA. Figure 2.4(g) is an approximation to Figure 2.4(b) with a relative error
of 1:70e 2.
2.8 Conclusion
In this chapter, we derived a fixed-point continuation algorithm and a Bregman iterative
algorithm for solving the linearly constrained nuclear norm minimization problem, which
is a convex relaxation of the NP-hard linearly constrained matrix rank minimization prob-
lem. The convergence of the fixed-point iterative scheme was established. By adopting an
approximate SVD technique, we obtained a very powerful algorithm (FPCA) for the matrix
rank minimization problem. On matrix completion problems, FPCA greatly outperforms
SDP solvers such as SDPT3 in both speed and recoverability of low-rank matrices.
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Figure 2.4: (a): Original 512 512 image with full rank; (b): Original image truncated
to be of rank 40; (c): 50% randomly masked original image; (d): Recovered image from
50% randomly masked original image (rel:err = 8:41e  2); (e): 50% randomly masked
rank 40 image; (f): Recovered image from 50% randomly masked rank 40 image (rel:err=
3:61e 2); (g): Deterministically masked rank 40 image (SR = 0.96); (h): Recovered image
from deterministically masked rank 40 image (rel:err = 1:70e 2).
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Chapter 3
Convergence and Recoverability of
FPCA and Its Variants
3.1 Introduction
In this chapter, we study the convergence/recoverability properties and numerical perfor-
mance of FPCA and some of its variants for solving the affinely constrained matrix rank
minimization problem. For convenience, we restate the matrix rank minimization and its
convex relaxations as follows.
The matrix rank minimization problem can be cast as:
min
X2Rmn
rank(X) s.t. A(X) = b; (3.1.1)
where b 2 Rp and A : Rmn 7! Rp is a linear map. Without loss of generality, we assume
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that m n throughout this chapter. A convex relaxation of (3.1.1) is the following nuclear
norm minimization problem:
min kXk s.t. A(X) = b: (3.1.2)




The FPCA algorithm (Algorithm 2.3) can be restated as follows:
Algorithm 3.1 Fixed-Point Continuation with Approximate SVD for MRM (FPCA)
Initialization: Set X := X0.
for µ= µ1;µ2; : : : ;µL = µ¯ do
while not converged do
Y := X  tA(AX b).
choose r.
X := Stµ(Rr(Y )).
end while
end for
We can see that FPCA makes use of three techniques, hard thresholding, soft shrinkage
and continuation. These three techniques have different properties which, when combined,
produce a very robust and efficient algorithm with great recoverability properties. By using
only one or two of these three techniques, we get different variants of FPCA. We will study
two of these variants, Iterative Hard Thresholding (IHT) and Iterative Hard Thresholding
with soft Matrix Shrinkage (IHTMS) in Sections 3.3 and 3.4, respectively, and FPCA with
given rank r (FPCAr) in Section 3.5.
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Before we discuss these algorithms, we need to define restricted isometry property and
present some consequences of it that our analysis relies on.
3.2 Restricted Isometry Property
In compressed sensing and matrix rank minimization, the restricted isometry property (RIP)
of the matrix A or linear operator A plays a key role in the relationship between the original
combinatorial problem and its convex relaxation and their optimal solutions.
The definition of the RIP for matrix rank minimization is:
Definition 3.2.1. For every integer r with 1 rm, the linear operator A :Rmn!Rp is
said to satisfy the Restricted Isometry Property with the restricted isometry constant dr(A)
if dr(A) is the minimum constant that satisfies
(1 dr(A))kXk2F  kAXk22  (1+dr(A))kXk2F ; (3.2.1)
for all X 2 Rmn with rank(X) r: dr(A) is called the RIP constant. Note that ds  dt ; if
s t:
The RIP concept and the RIP constant dr(A) play a central role in the theoretical de-
velopments of this chapter. We first note that if the operator A has a nontrivial kernel, i.e.,
there exists X 2 Rmn such that AX = 0 and X 6= 0, then dn(A)  1. Second, if we rep-
resent A in the coordinate form (AX)i = Tr(AiX); i= 1; : : : ; p; then dr(A) is related to the
joint kernel of the matrices Ai. For example, if there exists a matrix X 2 Rmn with rank r
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such that AiX = 0; i= 1; : : : ; p; then dr(A) 1. Our results in this chapter do not apply to
such a pathological case.
For matrix rank minimization (3.1.1), Recht et al. [81] proved the following results.
Theorem 3.2.2 (Theorem 3.3 in [81]). Suppose that rank(X)  r, r  1 and d5r(A) <
0:1. Then (3.1.1) and the corresponding nuclear norm minimization (3.1.2) have the same
optimal solution.
Theorem 3.2.3 (Theorem 4.2 in [81]). Fix d 2 (0;1). If A :Rmn!Rp is a nearly isomet-
ric random map (see Definition 4.1 in [81]), then for every 1 rm, there exist constants
c0;c1> 0 depending only on d such that, with probability at least 1 exp( c1p), dr(A) d
whenever p c0r(m+n) log(mn).
Theorems 3.2.2 and 3.2.3 indicate that if A is a nearly isometric random map, then
with very high probability, A will satisfy the RIP with a small RIP constant and thus we
can solve (3.1.1) by solving its convex relaxation (3.1.2). For example, if A is the matrix
version of the operator A , and its entries Ai j are independent, identically distributed (i.i.d.)
Gaussian, i.e., Ai j N (0;1=p), then A is a nearly isometric random map. For other nearly
isometric random maps, see [81].
In Section 3.7, we will show empirically that when the entries of A are i.i.d. Gaussian,
the algorithms proposed in this chapter can solve the matrix rank minimization problem
(3.1.1) very well.
In our proofs of the convergence of FPCA variants, we needA to satisfy the RIP. Before
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we describe some properties of the RIP that we will use in our proofs, we need the following
definitions.
Definition 3.2.4 (Orthonormal basis of a subspace). Given a set of rank-one matrices
Y= fy1; : : : ;yrg, there exists a set of orthonormal matrices G= fg1; : : : ;gsg, i.e., hgi;g ji=
0; for i 6= j and kgikF = 1 for all i, such that span(G)= span(Y). We call G an orthonormal
basis for the subspace span(Y). We use PGX to denote the projection of X onto the subspace
span(G): Note that PGX = PYX and rank(PGX) r;8X 2 Rmn:
Definition 3.2.5 (SVD basis of a matrix). Assume that the rank-r matrix Xr has the singu-
lar value decomposition Xr = åri=1siuiv>i . G := fu1v>1 ;u2v>2 ; : : : ;urv>r g is called an SVD
basis for the matrix Xr: Note that elements in G are orthonormal rank-one matrices.
We now list some important properties of linear operators that satisfy RIP. 1
Proposition 3.2.6. Suppose that the linear operator A : Rmn ! Rp satisfies the RIP with
constant dr(A). LetY be an arbitrary orthonormal subset of Rmn such that rank(PYX)




(1 dr(A))kPYXkF  kPYAAPYXkF  (1+dr(A))kPYXkF : (3.2.3)
1Propositions 3.2.6 and 3.2.8 were first proposed by Lee and Bresler without proof in [61]. Proofs of
Propositions 3.2.6 and 3.2.8 were provided later in [60].
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Proof. We prove (3.2.2) first. Since for any X 2 Rmn; rank(PYX) r, we have













To prove (3.2.3), note that by the RIP,
(1 dr(A))kPYXk2F  kAPYXk2F  (1+dr(A))kPYXk2F ;
which means the eigenvalues of PYAAPY restricted to span(Y) are in the interval [1 
dr(A);1+dr(A)]. Thus (3.2.3) holds.
Proposition 3.2.7. Suppose that the linear operator A : Rmn ! Rp satisfies the RIP with
constant dr(A). LetY;Y0 be arbitrary orthonormal subsets ofRmn such that rank(PY[Y0X)
r, for any X 2 Rmn. Then the following inequality holds
kPYAA(I PY)XkF  dr(A)k(I PY)XkF ;8X 2 span(Y0): (3.2.4)
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Proof. First, we prove
jhA(I PY)X ;APYY ij  dr(A)k(I PY)XkFkPYYkF ;8Y 2 Rmn;X 2 span(Y0):
(3.2.5)
(3.2.5) holds obviously if (I PY)X = 0 or PYY = 0. Thus we can assume (I PY)X 6= 0
and PYY 6= 0: Define Xˆ = (I PY)Xk(I PY)XkF and Yˆ =
PYY
kPYYkF ; then we have
XˆF = 1, YˆF = 1
and hXˆ ;Yˆ i = 0: Since Xˆ 2 span(Y[Y0) and Yˆ 2 span(Y), we have rank Xˆ+ Yˆ  r and
rank
 
Xˆ  Yˆ r. Hence by RIP,
2(1 dr(A)) = (1 dr(A))
Xˆ+ Yˆ2F  AXˆ+AYˆ22
 (1+dr(A))
Xˆ+ Yˆ2F = 2(1+dr(A)):
and
2(1 dr(A)) = (1 dr(A))
Xˆ  Yˆ2F  AXˆ AYˆ22
 (1+dr(A))












Thus, jhAXˆ ;AYˆ ij  dr(A) and (3.2.5) holds.
Finally we have, for any X 2 span(Y0),






i.e., (3.2.4) holds, which completes the proof.
Proposition 3.2.8. If a linear map A : Rmn ! Rp satisfies








; 8X 2 Rmn: (3.2.7)
Proof. This proof essentially follows that given by Needell and Tropp in [74]. Let Bs :=
fX 2 Rmn : rank(X) = s;kXkF  1g be the unit ball of rank-s matrices in Rmn: Define
66













Define another convex set
K := fX 2 Rmn : kXkF + 1prkXk  1g  R
mn;




The content of the proposition is the claim that K  S:
Choose a matrix X 2 K with SVD X =UDiag(s)V>. Let I0 index the r largest compo-
nents of s, breaking ties lexicographically. Let I1 index the next largest r components, and
so forth. Note that the final block IJ may have fewer than r components. We may assume











where l j = kUDiag(sjI j)V>kF andYj = l 1j UDiag(sjI j)V>. By construction, each matrix
Y j belongs to S because it’s rank is at most r and it has unit Frobenius norm. We will prove
that å j l j  1; which implies that X can be expressed as a convex combination of matrices
from the set S. So X 2 S and K  S:
Fix j in the range f1;2; : : : ;Jg: It follows that sjI j contains at most r elements and sjI j 1
contains exactly r elements. Therefore,



















l j  kXkF + 1prkXk  1
because X 2 K: This implies that X 2 S and K  S, and thus completes the proof.
3.3 Iterative Hard Thresholding
In the following three sections, we assume that the rank r of the optimal solution is given
and we compute the best rank-r approximation to Y in each iteration. In Section 3.6, we
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give a heuristic for choosing r in each iteration if r is unknown and use the fast Monte Carlo
algorithm proposed in [30] and described in Section 2.6 to compute a rank-r approximation
to Y .
In this section, we study a variant of FPCA that we call Iterative Hard Thresholding
(IHT) because of its similarity to the algorithm in [8] for compressed sensing.
If in FPCA, we assume that the rank r is given, we do not do any continuation or
soft shrinkage, and always choose the stepsize t equal to one, then FPCA becomes Al-
gorithm 3.2 (IHT). At each iteration of IHT, we first perform a gradient step Y k+1 :=
Xk A(AXk  b), and then apply hard thresholding to the singular values of Y k+1, i.e.,
we only keep the largest r singular values of Y k+1, to get Xk+1.
Algorithm 3.2 Iterative Hard Thresholding (IHT)
Initialization: Given X0;r:
for k = 0,1,. . . do
Y k+1 := Xk A(AXk b).
Xk+1 := Rr(Y k+1)
end for
As previously mentioned, IHT is closely related to an algorithm proposed by Blumen-
sath and Davies [8] for compressed sensing. Their algorithm for solving (1.2.1) performs
the following iterative scheme:
8>><>>:
yk+1 = xk  tA>(Axk b)
xk+1 = Hr(yk+1);
(3.3.1)
where Hr(y) is the hard thresholding operator that sets all but the largest (in magnitude) r
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elements of y to zero. Clearly, IHT for matrix rank minimization and compressed sensing
are the same except that the shrinkage operator in the matrix case is applied to the singular
values, while in the compressed sensing case it is applied to the solution vector.
To prove the convergence/recoverability properties of IHT for matrix rank minimiza-
tion, we need the following lemma.
Lemma 3.3.1. Suppose X := Rr(Y ) is the best rank-r approximation to the matrix Y , and
G is an SVD basis of X. Then for any rank-r matrix Xr and SVD basis Gr of Xr, we have
kPBX PBYkF  kPBXr PBYkF ; (3.3.2)
where B is any orthonormal set of matrices satisfying span(G[Gr) span(B).
Proof. Since X is the best rank-r approximation to Y and rank(Xr) = r, kX YkF  kXr 
YkF : Hence,
kPB(X Y )k2F +k(I PB)(X Y )k2F  kPB(Xr Y )k2F +k(I PB)(Xr Y )k2F :
Since (I PB)X = 0 and (I PB)Xr = 0, this reduces to (3.3.2).
For IHT, we have the following convergence results, whose proofs essentially follow
those given by Blumensath and Davies [8] for IHT for compressed sensing. Our first re-
sult considers the case where the desired solution Xr satisfies a perturbed linear system of
equations AXr+ e= b.
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Theorem 3.3.2. Suppose that b = AXr + e, where Xr is a rank-r matrix, and A has the
RIP with d3r(A)  a=
p




 akXr X0F + b1 akek2; (3.3.3)













Proof. Let Gr and Gk denote SVD bases of Xr and Xk, respectively, and Bk denote an
orthonormal basis of the subspace span(Gr [Gk). Let Zk := Xr Xk denote the residual
at iteration k. Since PBk+1Xr = Xr and PBk+1X
k+1 = Xk+1, it follows first from the triangle























Since rank(PBk+1X) 2r;8X 2 Rmn, by applying (3.2.2) in Proposition 3.2.6 we get,
PBk+1AeF p1+d2r(A)kek2:
Since PYPY = PY, it follows from (3.2.3) in Proposition 3.2.6 that the eigenvalues of the
linear operator PYAAPY are in the interval [1  dr(A);1+ dr(A)]. Letting Y = Bk+1, it
follows that the eigenvalues of PBk+1AAPBk+1 lie in the interval [1  d2r(A);1+ d2r(A)].
Hence the eigenvalues of I PBk+1AAPBk+1 are bounded above by d2r(A) and it follows
that
(I PBk+1AAPBk+1)PBk+1ZkF  d2r(A)PBk+1ZkF :
Also, since PBkZ
k = Zk, Zk 2 span(Bk) and rank(PBk[Bk+1X) 3r;8X 2Rmn, by applying
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Proposition 3.2.7 we get
PBk+1AA(I PBk+1)ZkF  d3r(A)(I PBk+1)ZkF :













By assumption, d3r(A) a=
p







Iterating this inequality, we get (3.3.3).
From (3.3.3), the recovery accuracy
ZkF  1 a+b1 a kek2, if akXr X0F  kek2.
Hence for k :=
l
log1=a
 Xr X0F =kek2m, (3.3.4) holds.
Remark 3.3.1. Note that in Theorem 3.3.2, convergence is guaranteed for any a 2 (0;1).













For an arbitrary matrix X , we have the following result.
Theorem 3.3.3. Suppose that b = AX + e, where X is an arbitrary matrix, and A has the
RIP with d3r(A) a=
p
8 where a 2 (0;1). Let Xr be the best rank-r approximation to X.
Then, at iteration k, IHT will recover an approximation Xk satisfying
X Xk
F
 akXr X0F + ge˜r; (3.3.7)
where g := b
2













 Xr X0F =e˜rm iterations, IHT estimates X with accuracy
X Xk
F
 (1+ g)e˜r: (3.3.9)






 akXr X0F + b1 ake˜k2:
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By Proposition 3.2.8, we know that

















 akXr X0F + b1 ake˜k2+kX XrkF
 akXr X0F + b1 ap1+dr(A)+1

e˜r
 akXr X0F + ge˜r:
This proves (3.3.7).
Furthermore,




 Xr X0F =e˜rm, (3.3.9) holds.




32  2:1696 and g = b22(1 a) + 1 









Similar bounds on the RIP constant for an approximate recovery were obtained by
Lee and Bresler [60, 61] for affinely constrained matrix rank minimization and by Lee
and Bresler for ellipsoidally constrained matrix rank minimization [62]. The results in
Theorems 3.3.2 and 3.3.3 improve the previous results for affinely constrained matrix rank
minimization in [60, 61]. Specifically, Theorems 3.3.2 and 3.3.3 require the RIP constant
d3r(A)< 1=
p
8 0:3536, while the result in [60,61] requires d4r(A) 0:04 and the result
in [62] requires d3r(A)< 1=(1+4=
p
3) 0:3022 for recovery in the noisy case. The IHT
algorithm for matrix rank minimization has also been independently studied by Meka, Jain
and Dhillon in [71], who obtained very different results than those in Theorems 3.3.2 and
3.3.3.
3.4 Iterative Hard Thresholding with Matrix Shrinkage
We study another variant of FPCA in this section. If in each iteration of IHT, we per-
form matrix shrinkage to Rr(Y ) with fixed thresholding µ > 0, we get the following algo-
rithm (Algorithm 3.3), which we call Iterative Hard Thresholding with Matrix Shrinkage
(IHTMS). Note that Sµ(Rr(Y )) = Rr(Sµ(Y ));8r;µ and Y .
Algorithm 3.3 Iterative Hard Thresholding with Matrix Shrinkage (IHTMS)
Initialization: Given X0;µ and r.
for k = 0,1,. . . do
Y k+1 := Xk A(AXk b).
Xk+1 := Rr(Sµ(Y k+1)).
end for
For IHTMS, we have the following convergence results.
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Theorem 3.4.1. Suppose that b = AXr + e, where Xr is a rank-r matrix, and A has the
RIP with d3r(A)  a=
p




 akXr X0F + 11 a(bkek2+2µpm); (3.4.1)


















Proof. Using the same notation as in the proof of Theorem 3.3.2, we know that PBk+1Xr =
Xr and PBk+1X








PBk+1Sµ(Y k+1) PBk+1Y k+1F :
(3.4.3)
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Since Xk+1 is the best rank-r approximation to Sµ(Y k+1), by applying Lemma 3.3.1 we get




PBk+1Sµ(Y k+1) PBk+1Y k+1F :
(3.4.4)
Therefore, by combining (3.4.3), (3.4.4) and noticing that


































For an arbitrary matrix X , we have the following results.
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Theorem 3.4.2. Suppose that b = AX + e, where X is an arbitrary matrix, and A has the
RIP with d3r(A) a=
p
8 where a 2 (0;1). Let Xr be the best rank-r approximation to X.
Then, at iteration k, IHTMS will recover an approximation Xk satisfying
X Xk
F
 akXr X0F + ge˜r+ 2µpm1 a ; (3.4.5)
where g := b
2




8, and e˜r is defined by (3.3.8). Furthermore, after
at most k :=
l
log1=a




 (1+ g)e˜r+ 2 a1 a2µ
p
m: (3.4.6)
Proof. The proof of (3.4.5) is identical to the proof of (3.3.7) in Theorem 3.3.3, except that





3.5 FPCA with Given Rank r
In this section, we study the FPCA when rank r is known and a unit stepsize t = 1 is
always chosen. This is equivalent to applying a continuation strategy to µ in IHTMS. We
call this algorithm FPCAr (see Algorithm 3.4 below). The parameter hµ determines the
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rate of reduction of the consecutive µ j in continuation, i.e.,
µ j+1 =maxfµ jhµ; µ¯g; j = 1; : : : ;L 1 (3.5.1)
For FPCAr, we have the following convergence results.
Algorithm 3.4 FPCA with given rank r (FPCAr)
Initialization: X0(1);r;µ1 > µ2 : : : > µL = µ¯:
for j = 1,. . . ,L do
Set µ= µ j:
for k = 0,1,. . . , until convergence do



















Output: X := X0(L+1):
Theorem 3.5.1. Suppose that b=AXr+e, where Xr is a rank-r matrix, and A has the RIP
with d3r(A)  a=
p
8 where a 2 (0;1). Also, suppose in FPCAr, after K j iterations with
fixed µ = µ j, we obtain a solution X
(K j)
( j) that is then set to the initial point X
0
( j+1) for the






































Proof. For X (K1)(1) , which is obtained by setting µ= µ1 in the first K1 iterations, we get from
Theorem 3.4.1, that if d3r(A) a=
p
8,




Then from iteration K1+1 to K1+K2, we fix µ= µ2. Again by Theorem 3.4.1, we get




By substituting (3.5.3) into (3.5.4), we get






Repeating this procedure we get (3.5.2).
Theorem 3.5.1 shows that as long as µL is small and KL is large, the recovery error will
be very small. For an arbitrary matrix X , we have the following convergence result.
Theorem 3.5.2. Suppose that b = AX + e, where X is an arbitrary matrix. Let Xr be the
best rank-r approximation to X. With the same notation and under the same conditions as
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in Theorem 3.5.1, FPCAr will recover an approximation X (KL)(L) that satisfies




























where g := b
2




8, and e˜r is defined by (3.3.8).
Proof. We skip the proof here since it is similar to the proof of Theorem 3.3.3.
3.6 Practical Issues
In practice, the rank r of the optimal solution is usually unknown. Thus, in every iteration,
we need to determine r appropriately. We propose some heuristics for doing this here. We
start with r := rmax= b(m+n 
p
(m+n)2 4p)=2c, which is for a given number of entries
sampled, the largest rank of mn matrices for which the matrix completion problem has
a unique solution. So X1 is a rank-rmax matrix. For the k-th iteration ( k  2 ), r is chosen
as the number of singular values of Xk 1 that are greater than essk 11 , where s
k 1
1 is the
largest singular value of Xk 1 and es 2 (0;1) is a given tolerance. Sometimes the given
tolerance truncates too many of the singular values, so we need to increase r occasionally.
One way to do this is to increase r by 1 whenever the non-expansive property (see [68]) of
the shrinkage operator Sµ is violated some fixed number of times, say 10. In the numerical
experiments described in Section 3.7, we used another strategy; i.e., we increased r by
1 whenever the Frobenius norm of the gradient g increased by more than 10 times. We
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tested this heuristic for determining r extensively. It enables our algorithms to achieve very
good recoverability and appears to be very robust. For many examples, our algorithms can
recover matrices whose rank is almost rmax with a limited number of measurements.
Another issue in practice is concerned with the SVD computation. Note that in IHT,
IHTMS and FPCA, we need to compute the best rank-r approximation toY k+1 at every iter-
ation. This can be very expensive even if we use a state-of-the-art code like PROPACK [59],
especially when the rank of the matrix is relatively large. Therefore, we used instead the
Monte Carlo algorithm LinearTimeSVD [30] described in Section 2.6 to approximate the
best rank-r approximation (see Algorithm 2.3). Although PROPACK is more accurate than
this Monte Carlo method (Algorithm 2.3), we observed from our numerical experiments
that our algorithms are very robust and are not very sensitive to the accuracy of the approx-
imate SVDs.
In the j-th inner iteration in FPCA we solve problem (3.1.3) for a fixed µ= µ j; and stop
when
kXk+1 XkkF
maxf1;kXkkFg < xtol; (3.6.1)
where xtol is a small positive number. We then decrease µ and go to the next inner iteration.
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3.7 Numerical Experiments
In this section, we present numerical results for the algorithms discussed above and provide
comparisons with the SDP solver SDPT3 [92]. We use IHTr, IHTMSr, FPCAr to denote
algorithms in which the rank r is specified, and IHT, IHTMS, FPCA to denote those in
which r is determined by the heuristics described in Section 3.6. We tested these six algo-
rithms on both randomly created and realistic matrix rank minimization problems (3.1.1).
IHTr, IHT, IHTMSr and IHTMS were terminated when (3.6.1) holds. FPCAr and FPCA
were terminated when both (3.6.1) holds and µk = µ¯. All numerical experiments were run
in MATLAB 7.3.0 on a Dell Precision 670 workstation with an Intel xeon(TM) 3.4GHZ
CPU and 6GB of RAM. All CPU times reported in this section are in seconds.
3.7.1 Randomly Created Test Problems
We tested some randomly created problems to illustrate the recoverability/convergence
properties of our algorithms. The random test problems (3.1.1) were created in the fol-
lowing manner. We first generated random matrices ML 2 Rmr and MR 2 Rnr with i.i.d.
Gaussian entries N (0;1) and then setM =MLM>R . We then created a matrix A 2Rpmn
with i.i.d. Gaussian entries Ai j  N (0;1=p): Finally, the observation b was set equal to
b :=Avec(M). We use SR= p=(mn), i.e., the number of measurements divided by the num-
ber of entries of the matrix, to denote the sampling ratio. We also list FR= r(m+n r)=p,
i.e. the dimension of the set of rank r matrices divided by the number of measurements, in
the tables. Note that if FR > 1, then there is always an infinite number of matrices with
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rank r satisfying the p linear constraints, so we cannot hope to recover the matrix in this




to indicate the closeness of Xopt to M, where Xopt is the optimal solution to (3.1.1) pro-
duced by our algorithms. We declared M to be recovered if the relative error was less than
10 3: We solved 10 randomly created matrix rank minimization problems for each set of
(m;n; p;r). We used NS to denote the number of matrices that were recovered successfully.
The average time and average relative error of the successfully solved problems are also
reported.
The parameters used in the algorithms are summarized in Table 3.1.
Table 3.1: Parameters used in the algorithms
parameter value description
µ¯ 10 8 parameter in Algorithms 3.1 and 3.4
hµ 0.25 parameter in (3.5.1)
es 0.01 parameter in LinearTimeSVD
cs 2rmax 2 parameter in LinearTimeSVD
pi 1=n;8i parameter in LinearTimeSVD
xtol 10 6 parameter in (3.6.1)
We first compare the solvers discussed above that specify the rank r with the SDP solver
SDPT3 [92]. The results for a set of small problems with m= n= 60, 20 percent sampling
(i.e., SR = 0.2 and p = 720) and different ranks are presented in Table 3.2. Note that for
this set of parameters (m;n; p), the largest rank that satisfies FR< 1 is rmax = 6.
From Table 3.2 we can see that the performance of our methods is very robust and
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Table 3.2: Comparison between IHTr, IHTMSr and FPCAr with SDPT3
Prob SDPT3 IHTr IHTMSr FPCAr
r FR NS time rel.err. NS time rel.err. NS time rel.err. NS time rel.err.
1 0.17 10 122.93 2.31e-10 10 2.60 1.67e-05 10 2.59 1.67e-05 10 4.63 9.00e-06
2 0.33 10 124.26 3.46e-09 10 4.97 1.99e-05 10 4.98 2.11e-05 10 6.06 1.51e-05
3 0.49 3 149.74 2.84e-07 10 10.04 2.38e-05 10 9.95 2.27e-05 10 10.64 2.35e-05
4 0.64 0 — — 10 22.99 2.88e-05 10 22.72 3.05e-05 10 23.29 2.93e-05
5 0.80 0 — — 10 75.86 3.89e-05 10 84.13 3.95e-05 10 79.46 3.94e-05
quite similar in terms of their recoverability properties. They are also much faster and their
abilities to recover the matrices are much better than SDPT3. For ranks less than or equal
to 5, which is almost the largest rank guaranteeing FR < 1, IHTr, IHTMSr and FPCAr
can recover all randomly generated matrices with a relative error of the order of 1e  5.
However, SDPT3 can only recover all matrices with a rank equal to 1 or 2. When the rank
r increases to 3, SDPT3 can only recover 3 of the 10 matrices. When the rank r increases
to 4 or 5, none of the 10 matrices can be recovered by SDPT3.
To verify the theoretical results in Sections 3.3, 3.4 and 3.5, we plotted the log of
the approximation error kXk XkF achieved by each of the algorithms IHTr, IHTMSr
and FPCAr versus the iteration number k in Figure 3.1 for one of 10 randomly created
problems involving a matrix of rank 2. From this figure, we can see that logkXk XkF is
approximately a linear function of the iteration number k. This implies that our theoretical
results in Sections 3.3, 3.4 and 3.5 approximately hold in practice.
For the same set of test problems, Tables 3.3, 3.4, and 3.5 present comparisons of IHTr
versus IHT, IHTMSr versus IHTMS and FPCAr versus FPCA.
From these tables we see that by using our heuristics for determining the rank r at
every iteration, algorithms IHT, IHTMS and FPCA perform similarly to algorithms IHTr,
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Figure 3.1: Approximation error versus the iteration number for a problem where the rank
equaled 2
Table 3.3: Comparison between IHTr and IHT
Prob IHTr IHT
r FR NS time rel.err. NS time rel.err.
1 0.17 10 2.60 1.67e-05 10 4.24 1.74e-05
2 0.33 10 4.97 1.99e-05 10 7.00 1.92e-05
3 0.49 10 10.04 2.38e-05 10 13.27 2.32e-05
4 0.64 10 22.99 2.88e-05 10 28.06 2.93e-05
5 0.80 10 75.86 3.89e-05 10 96.32 4.00e-05
IHTMSr and FPCAr which make use of knowledge of the true rank r. Specifically, algo-
rithms IHT, IHTMS and FPCA are capable of recovering low-rank matrices very well even
when we do not know their rank.
Choosing r is crucial in algorithms IHTr, IHTMSr and FPCAr as it is in greedy al-
gorithms for matrix rank minimization and compressed sensing. In Table 3.6 we present
results on how the choice of r affects the performance of algorithms IHTr, IHTMSr and
FPCAr when the true rank of the matrix is not known. In Table 3.6, the true rank is 3 and
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Table 3.4: Comparison between IHTMSr and IHTMS
Prob IHTMSr IHTMS
r FR NS time rel.err. NS time rel.err.
1 0.17 10 2.59 1.67e-05 10 3.98 1.77e-05
2 0.33 10 4.98 2.11e-05 10 6.95 2.04e-05
3 0.49 10 9.95 2.27e-05 10 12.65 2.30e-05
4 0.64 10 22.72 3.05e-05 10 27.12 2.86e-05
5 0.80 10 84.13 3.95e-05 10 94.13 4.10e-05
Table 3.5: Comparison between FPCAr and FPCA
Prob FPCAr FPCA
r FR NS time rel.err. NS time rel.err.
1 0.17 10 4.63 9.00e-06 10 4.66 8.88e-06
2 0.33 10 6.06 1.51e-05 10 6.15 1.55e-05
3 0.49 10 10.64 2.35e-05 10 11.50 2.24e-05
4 0.64 10 23.29 2.93e-05 10 25.66 2.88e-05
5 0.80 10 79.46 3.94e-05 10 83.91 3.87e-05
the results for choices of the rank from 1 to 6 are presented. The rows labeled IHT, IHTMS
and FPCA present the results for these algorithms which use the heuristics in Section 3.6
to determine the rank r. From Table 3.6 we see that if we specify a rank that is smaller than
the true rank, then all of the algorithms IHTr, IHTMSr and FPCAr are unable to success-
fully recover the matrices (i.e., the relative error is greater than 1e-3). Specifically, since
for the problems tested the true rank of the matrix was 3, the algorithms failed when r was
chosen to be either 1 or 2. If the chosen rank is slightly greater than the true rank (i.e.,
the rank was chosen to be 4 or 5), all the three algorithms IHTr, IHTMSr and FPCAr still
worked. However, the relative errors and times were much worse than those produced by
the heuristics based solvers IHT, IHTMS and FPCA. When the chosen rank was too large
(i.e., was chosen to be 6), IHTr, IHTMSr and FPCAr were only able to recover the matrices
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Table 3.6: Comparison when the given rank is different from the true rank of 3
Given rank NS time rel.err.
IHTr
1 0 — —
2 0 — —
3 10 10.04 2.38e-05
4 10 21.42 3.42e-05
5 10 63.53 5.51e-05
6 4 109.00 4.44e-04
IHT 10 13.27 2.32e-05
IHTMSr
1 0 — —
2 0 — —
3 10 9.95 2.27e-05
4 10 22.53 3.40e-05
5 10 67.89 5.93e-05
6 1 116.62 6.04e-04
IHTMS 10 12.65 2.30e-05
FPCAr
1 0 — —
2 0 — —
3 10 10.64 2.35e-05
4 10 21.26 3.46e-05
5 10 63.67 5.99e-05
6 3 108.02 4.04e-04
FPCA 10 11.50 2.24e-05
in 4, 1 and 3 out of 10 problems, respectively. However, IHT, IHTMS and FPCA always
recovered the matrices.
3.7.2 A Video Compression Problem
We tested the performance of our algorithms on a video compression problem. By stacking
each frame of the video as a column of a large matrix, we get a matrixM whose j-th column
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corresponds to the j-th frame of the video. Due to the correlation between consecutive
frames of the video matrix, M is expected to be of low rank. Hence we should be able
to recover the video by only taking a limited number of measurements. The video used
in our experiment was downloaded from the website http://media.xiph.org/video/derf. The
original colored video consisted of 300 frames where each frame was an image stored in an
RGB format, as a 1441763 array. Since this video data was too large for our use, we
preprocessed it in the following way. We first converted each frame from an RGB format
into a grayscale image, so each frame was a 144 176 matrix. We then used only the
portion of each frame corresponding to a 3947 submatrix of pixels in the center of each
frame, and took only the first 20 frames. Consequently, the matrix M had m = 1833 rows
and n= 20 columns. We then created a Gaussian sampling matrix A2Rp(mn) as in Section
3.7.1 with p = 1833  20  0:4 = 14664 rows (i.e., we used sampling ratio SR = 0:4) and
computed b= Avec(M) 2 Rp. This 1466436660 matrix A was close to the size limit of
what could be created by calling theMATLAB function A= randn(p;mn) on our computer.
Although the matrix M was expected to be of low rank, it was only approximately of low
rank. Therefore, besides comparing the recovered matrices with the original matrix M,
we also compared them with the best rank-5 approximation of M. Since the relative error
of the best rank-5 approximation of M was 2:33e  2, we cannot expect to get a more
accurate solution. Therefore, we set xtol equal to 0:002 for this problem. The results of our
numerical tests are reported in Table 3.7. The ranks reported in the table are the ranks of the
recovered matrices. The reported relative errors and CPU times are averages over 5 runs.
We do not report any results for SDPT3, because the problem is far too large to be solved
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by an SDP solver. From Table 3.7 we see that our algorithms were able to recover the
matrix M very well, achieving relative errors that were of the same order as that obtained
by the best rank-5 approximation.
Table 3.7: Results on recovery of compressed video
Solvers rank rel.err. time
IHTr 5 6.87e-2 645
IHT 5 9.76e-2 949
IHTMSr 5 6.72e-2 688
IHTMS 5 9.69e-2 804
FPCAr 5 5.10e-2 514
FPCA 5 5.17e-2 1296
In Figure 3.2, the three images in the first column correspond to three particular frames
in the original video. The images in the second column correspond to these frames in the
rank-5 approximation matrix of the video. The images in the third column correspond to
these frames in the matrix recovered by FPCA. The other five solvers recovered images
that were very similar visually to FPCA so we do not show them here. From Figure 3.2 we
see that FPCA recovers the video very well by taking only 40% as many measurements as
there are pixels in the video.
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(a) (b) (c)
Figure 3.2: Comparison of frames 4, 12 and 18 of (a) the original video, (b) the best rank-5
approximation and (c) the matrix recovered by FPCA
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Chapter 4
Fast Alternating Linearization Methods
for Minimizing The Sum of Two Convex
Functions
4.1 Introduction
We consider the special case of the composite convex problem (1.2.10) with K = 2 in this
chapter, i.e.,
min F(x) f (x)+g(x): (4.1.1)
93
Algorithms for solving problem (4.1.1) have been studied extensively in the literature. For














are relatively easy to solve, where t> 0;z 2 Rn, the class of alternating direction methods
that are based on variable splitting combined with the augmented Lagrangian method are
particularly important. In these methods, one splits the variable x into two variables, i.e.,
one introduces a new variable y and rewrites Problem (4.1.1) as
minf f (x)+g(y) : x  y= 0g: (4.1.4)
Since Problem (4.1.4) is an equality constrained problem, the augmented Lagrangian method
can be used to solve it. Given a penalty parameter 1=µ, at the k-th iteration, the augmented
Lagrangian method minimizes the augmented Lagrangian function
Lµ(x;y;l) := f (x)+g(y) hl;x  yi+ 12µkx  yk
2; (4.1.5)
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and then updates the Lagrange multiplier lk via:
lk+1 := lk  1µ(xk  yk): (4.1.7)
Minimizing Lµ(x;y;l) with respect to x and y jointly is often not easy. In fact, it certainly
is not any easier than solving the original problem (4.1.1). However, if one minimizes
Lµ(x;y;l) with respect to x and y alternatingly, one needs to solve problems of the form
(4.1.2) and (4.1.3), which as we have already discussed, is often easy to do. Such an
alternating direction augmented Lagrangian method (ADAL) for solving (4.1.4) is given
below as Algorithm 4.1.
Algorithm 4.1 Alternating Direction Augmented Lagrangian Method (ADAL)
Choose µ, l0 and x0 = y0.
for k = 0;1;    do
xk+1 := argminxLµ(x;yk;lk)
yk+1 := argminyLµ(xk+1;y;lk)
lk+1 := lk  1µ(xk+1  yk+1)
end for
The history of alternating direction methods (ADMs) goes back to the 1950s for solving
PDEs [29, 80] and to the 1970s for solving variational problems associated with PDEs
[41,43]. ADMs have also been applied to solving variational inequality problems by Tseng
[96, 97] and He et al. [51, 53]. Recently, with the emergence of compressive sensing and
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subsequent great interest in `1 minimization [18, 26], ADMs have been applied to `1 and
total variation regularized problems arising from signal processing and image processing.
The papers of Goldstein and Osher [48], Afonso et al. [1] and Yang and Zhang [105]
are based on the alternating direction augmented Lagrangian framework (Algorithm 4.1),
and demonstrate that ADMs are very efficient for solving `1 and TV regularized problems.
The work of Yuan [108] and Yuan and Yang [109] showed that ADMs can also efficiently
solve `1-regularized problems arising from statistics and data analysis. More recently, Wen,
Goldfarb and Yin [103] and Malick et al. [70] applied alternating direction augmented
Lagrangian methods to solve semidefinite programming (SDP) problems. The results in
[103] show that these methods greatly outperform interior point methods on several classes
of well-structured SDP problems. Furthermore, He et al. proposed an alternating direction
based contraction method for solving separable linearly constrained convex problems [52].
For a recent survey on the application of ADMs to distributed optimization and machine
learning, see [10].
Another important and related class of algorithms for solving (4.1.1) is based on operator-
splitting. The aim of these algorithms is to find an x such that
0 2 T1(x)+T2(x); (4.1.8)
where T1 and T2 are maximal monotone operators. This is a more general problem than
(4.1.1) and ADMs for it have been the focus of a substantial amount of research; e.g.,
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see [21–23, 32, 33, 66, 86]. Since the first-order optimality conditions for (4.1.1) are
0 2 ¶ f (x)+¶g(x); (4.1.9)
where ¶ f (x) denotes the subdifferential of f (x) at the point x, a solution to Problem (4.1.1)
can be obtained by solving Problem (4.1.8). For example, see [32–34,66,86] and references
therein for more information on this class of algorithms.
While global convergence results for various splitting and alternating direction algo-
rithms have been established under appropriate conditions, our interest here is on iteration
complexity bounds for such algorithms. By an iteration complexity bound we mean a
bound on the number of iterations needed to obtain an e-optimal solution which is defined
as follows.
Definition 4.1.1. xe 2 C is called an e-optimal solution to
min
x
F(x); s.t. x 2 C ; (4.1.10)
if F(xe) F(x) e, where x is an optimal solution to (4.1.10).
Complexity bounds for first-order methods for solving convex optimization problems
have been given by Nesterov and many others. In [75, 76], Nesterov gave first-order algo-
rithms for solving smooth unconstrained convex minimization problems with an iteration
complexity of O(
p
L=e), where L is the Lipschitz constant of the gradient of the objective
function, and showed that this is the best complexity that is obtainable when only first-order
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information is used. These methods can be viewed as accelerated gradient methods where
a combination of past iterates are used to compute the next iterate. Similar techniques
were then applied to nonsmooth problems [4, 77, 78, 99] and corresponding optimal com-
plexity results were obtained. The ISTA (Iterative Shrinkage/Thresholding Algorithm) and
FISTA (Fast Iterative Shrinkage/Thresholding Algorithm) algorithms proposed by Beck
and Teboulle in [4] are designed for solving (4.1.1) when one of the functions (say f (x))
is smooth and the other is not. It is proved in [4] that the number of iterations required by
ISTA and FISTA to get an e-optimal solution to problem (4.1.1) are respectivelyO(L( f )=e)
and O(
p
L( f )=e), under the assumption that Ñ f (x) is Lipschitz continuous with Lipschitz
constant L( f ), i.e.,
kÑ f (x) Ñ f (y)k2  L( f )kx  yk2; 8x;y 2 Rn:
ISTA computes a sequence fxkg via the iteration
xk+1 := argmin
x
Q f (x;xk); (4.1.11)
where
Q f (u;v) := g(u)+ f (v)+ hÑ f (v);u  vi+ 12µku  vk
2; (4.1.12)
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while FISTA computes fxkg via the iteration
8>>>>>><>>>>>>:















starting with t1 = 1, y1 = x0 2 Rn and k = 1.
Note that ISTA and FISTA treat the functions f (x) and g(x) very differently. At each
iteration they both linearize the function f (x) but never directly minimize it, while they
do minimize the function g(x) in conjunction with the linearization of f (x) and a prox-
imal (penalty) term. These two methods have proved to be efficient for solving the CS
problem (1.2.4) (see e.g., [4, 50]) and the nuclear norm minimization problem (1.2.8) (see
e.g., [68, 93]). ISTA and FISTA work well in these areas because f (x) is quadratic and is
well approximated by linearization. However, for the RPCA problem (1.2.12) where two
nonsmooth functions are involved, ISTA and FISTA (after first smoothing one of the func-
tions) do not work as well. As we shall show in Sections 4.2 and 4.3, our ADMs are very
effective in solving RPCA problems. For the SICS problem (1.2.13), intermediate iterates
Xk may not be positive definite, and hence the gradient of f (X) =   logdet(X)+ hS;Xi
may not be well defined at Xk. Therefore, ISTA and FISTA cannot be used to solve the
SICS problem (1.2.13). In [84], it is shown that SICS problems can be very efficiently
solved by our ADM approach.
Our contribution. In this chapter, we propose both basic and accelerated (i.e., fast)
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versions of first-order alternating linearization methods (ALMs) based on an alternating
direction augmented Lagrangian approach for solving (4.1.1) and analyze their iteration
complexities. Our basic methods require at most O(L=e) iterations to obtain an e-optimal
solution, while our fast methods require at most O(
p
L=e) iterations with only a very small
increase in the computational effort required at each iteration. Thus, our fast methods are as
efficient as optimal first-order methods in terms of iteration complexity. These algorithms
can also be viewed as extensions of the ISTA and FISTA algorithms in [4]. The complexity
bounds we obtain for our algorithms are similar to (and as much as a factor of two better
that) those in [4].
At each iteration, our algorithms alternatively minimize two different approximations
to the original objective function, obtained by keeping one function unchanged and lin-
earizing the other one. Our basic algorithm is similar in many ways to the alternating lin-
earization method proposed by Kiwiel et al. [58]. In particular, the approximate functions
minimized at each step of Algorithm 3.1 in [58] have the same form as those minimized in
our algorithm. However, our basic algorithm differs from the one in [58] in the way that
the proximal terms are chosen, and our accelerated algorithms are very different. More-
over, no complexity bounds have been given for the algorithm in [58]. To the best of our
knowledge, the complexity results in this chapter are the first ones that have been given
for a Gauss-Seidel type alternating direction method. Complexity results for related Jacobi
type alternating direction methods are given in Chapter 5 (see also [45]).
Organization. The rest of this chapter is organized as follows. In Sections 4.2 and 4.3
we propose our alternating linearization methods based on alternating direction augmented
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Lagrangian methods and give convergence/complexity bounds for them. We compare the
performance of our ALMs to other competitive first-order algorithms on an image deblur-
ring problem in Section 4.4. In Section 4.5, we apply our ALMs to solve very large RPCA
problems arising from background extraction in surveillance video and matrix completion.
Finally, we offer some conclusion in Section 4.6.
4.2 Alternating Linearization Methods
In each iteration of the ADAL method, Algorithm 4.1, the Lagrange multiplier l is updated
just once, immediately after the augmented Lagrangian is minimized with respect to y. For
the alternating direction approach to be symmetric with respect to x and y, one should also
update l after solving the subproblem with respect to x. Such a symmetric version of the
ADAL method is given below as Algorithm 4.2.
Algorithm 4.2 Symmetric Alternating Direction Augmented Lagrangian Method
(SADAL)
Choose µ, l0 and x0 = y0.










2   1µ(xk+1  yk+1)
end for
This ADAL variant is described and analyzed in [43]. Moreover, it is shown in [43]
that Algorithms 4.1 and 4.2 are equivalent to the Douglas-Rachford [29] and Peaceman-
Rachford [80] methods, respectively applied to the optimality condition (4.1.9) for problem
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(4.1.1). If we assume that both f (x) and g(x) are differentiable, it follows from the first-
order optimality conditions for the two subproblems in lines 3 and 5 of Algorithm 4.2 that
lk+
1
2 = Ñ f (xk+1) and lk+1 = Ñg(yk+1): (4.2.1)
Substituting (4.2.1) into Algorithm 4.2, we get the following alternating linearization method
(ALM) which is equivalent to the SADAL method (Algorithm 4.2) when both f and g are
differentiable. In Algorithm 4.3, Q f (u;v) is defined by (4.1.12) and
Qg(u;v) := f (u)+g(v)+ hÑg(v);u  vi+ 12µku  vk
2
2: (4.2.2)
Algorithm 4.3 Alternating Linearization Method (ALM)
Choose µ and x0 = y0.
for k = 0;1;    do
xk+1 := argminxQg(x;yk)
yk+1 := argminyQ f (y;xk+1)
end for
In Algorithm 4.3, we alternatively replace the functions g and f by their linearizations
plus a proximal regularization term to get an approximation to the original function F .
Thus, our ALM algorithm can also be viewed as a proximal-point algorithm.
We show in the following that the iteration complexity of Algorithm 4.3 is O(1=e) for
obtaining an e-optimal solution for (4.1.1). First, we need the following lemmas before we
prove these complexity results. The first lemma is the following fundamental property for
smooth functions in the class C1;1; see e.g., [6].
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Lemma 4.2.1. Let f : Rn ! R be convex function in the class C1;1 with Lipschitz constant
L( f ). Then for any L L( f ),
f (x) f (y)+ hÑ f (y);x  yi+ L
2
kx  yk22; 8x;y 2 Rn:
Lemma 4.2.2. The following inequalities hold for any u, v, µ 1=maxfL( f );L(g)g:
2µ(F(u) F(p f (v))) kp f (v) uk2 kv uk2; (4.2.3)
2µ(F(u) F(pg(v))) kpg(v) uk2 kv uk2; (4.2.4)
where





Proof. Since µ 1=maxfL( f );L(g)g, from Lemma 4.2.1 we have
f (p f (v)) f (v)+ hp f (v)  v;Ñ f (v)i+ 12µkp f (v)  vk
2;
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which implies that F(p f (v)) Q f (p f (v);v): Then it follows that
F(u) F(p f (v)) (4.2.7)
F(u) Q f (p f (v);v)
= f (u)+g(u)  ( f (v)+ hp f (v)  v;Ñ f (v)i+ 12µkp f (v)  vk
2+g(p f (v)))
hu  v;Ñ f (v)i+ hu  p f (v);Ñg(p f (v))i hp f (v)  v;Ñ f (v)i  12µkp f (v)  vk
2
=hu  p f (v);Ñ f (v)+Ñg(p f (v))i  12µkp f (v)  vk
2
=hu  p f (v); 1µ(p f (v)  v)i 
1
2µ





where the second inequality is from the convexity of functions f and g, the third equality
is due to the first-order optimality conditions of (4.2.5):
Ñg(p f (v))+Ñ f (v)+
1
µ
(p f (v)  v) = 0: (4.2.8)
Thus we proved (4.2.3). (4.2.4) can be proved similarly.
Now we are ready to give the complexity result of ALM.
Theorem 4.2.3. Assume Ñ f and Ñg are both Lipschitz continuous with Lipschitz con-
stants L( f ) and L(g), respectively. The sequence fxk;ykg generated via ALM with µ 
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Moreover, if 1=(bmaxfL( f );L(g)g)  µ  1=maxfL( f );L(g)g where b  1, the number
of iterations needed to get an e-optimal solution is at most dC=ee, where
C = bmaxfL( f );L(g)gkx0  xk2=4:
Proof. In (4.2.3), by letting u= x;v= xn+1, we get
2µ(F(x) F(yn+1)) kyn+1  xk2 kxn+1  xk2: (4.2.10)
Similarly, by letting u= x;v= yn in (4.2.4) we get
2µ(F(x) F(xn+1)) kxn+1  xk2 kyn  xk2: (4.2.11)
Taking the summation of (4.2.10) and (4.2.11) we get
2µ(2F(x) F(xn+1) F(yn+1)) kyn+1  xk2 kyn  xk2: (4.2.12)
Again in (4.2.3), by letting u= v= xn+1 we get
2µ(F(xn+1) F(yn+1)) kyn+1  xn+1k2  0: (4.2.13)
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Similarly, by letting u= v= yn in (4.2.4) we get
2µ(F(yn) F(xn+1)) kxn+1  ynk2  0: (4.2.14)
Summing (4.2.13) and (4.2.14) we get
F(yn) F(yn+1) 0: (4.2.15)
Combining (4.2.12) and (4.2.13) we get
2µ(2F(x) 2F(yn+1)) kyn+1  xk2 kyn  xk2: (4.2.16)
Summing (4.2.16) over n= 0;1; : : : ;k 1 and combining with (4.2.15) we get
2µ(2kF(x) 2kF(yk)) kyk  xk2 ky0  xk2  kx0  xk2: (4.2.17)
It follows immediately from (4.2.17) that (4.2.9) holds.
Remark 4.2.1. More general problems of the form
min f (x)+g(y)
s.t. Ax+ y= b
(4.2.18)
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are easily handled by our approach, since one can express (4.2.18) as
min f (x)+g(b Ax):
Remark 4.2.2. If a convex constraint x 2 C , where C is a convex set is added to problem
(4.1.1), and we impose this constraint in the two subproblems in Algorithm 4.3, i.e., we
impose x 2 C in the subproblem with respect to x and y 2 C in the subproblem with respect
to y, the complexity results in Theorem 4.2.3 continue to hold. The only changes in the
proof are in Lemma 4.2.2. If there is a constraint x 2 C , then (4.2.3) and (4.2.4) hold
for any u 2 C and v 2 C . Also in the proof of Lemma 4.2.2, the third equality in (4.2.7)
becomes a “” inequality due to the fact that the optimality conditions (4.2.8) become
hÑg(p f (v))+Ñ f (v)+ 1µ(p f (v)  v);u  p f (v)i  0;8u 2 C :
Remark 4.2.3. Although Algorithm 4.3 assumes that the Lipschitz constants are known, and
hence that an upper bound for µ is known, this can be relaxed by using the backtracking
technique in [4] to estimate µ at each iteration.
4.3 Fast Alternating Linearization Methods
In this section, we propose a fast alternating linearization method (FALM) which computes
an e-optimal solution to problem (4.1.1) in O(
p
L=e) iterations, while keeping the work at
each iteration almost the same as that required by ALM.
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FALM is an accelerated version of ALM for solving (4.1.1), or equivalently (4.1.4),
when f (x) and g(x) are both differentiable, and is given below as Algorithm 4.4. Clearly,
FALM is also a Gauss-Seidel type algorithm. In fact, it is a successive over-relaxation type
algorithm since (tk 1)=tk+1 > 0;8k  2:
Algorithm 4.4 Fast Alternating Linearization Method (FALM)
Choose µ and x0 = y0 = z1, set t1 = 1.
for k = 1;2;    do
xk := argminxQg(x;zk)




zk+1 := yk+ tk 1tk+1 (y
k  yk 1)
end for
In the following two lemmas and one theorem, we derive iteration-complexity bounds
for Algorithm 4.4.
Lemma 4.3.1. Assume Ñ f and Ñg are both Lipschitz continuous with Lipschitz constants
L( f ) and L(g), respectively. The sequences fxk;ykg generated via Algorithm 4.4 with µ 
1=maxfL( f );L(g)g satisfy
2µ(t2k vk  t2k+1vk+1) kuk+1k2 kukk2; (4.3.1)
where vk := F(xk)+F(yk) 2F(x), uk := tkyk  (tk 1)dk 1  x, dk = (xk+ yk)=2.
Proof. In (4.2.3), by letting u= dk, v= xk+1 we get
2µ(F(dk) F(yk+1) kyk+1 dkk2 kxk+1 dkk2: (4.3.2)
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By letting u= dk, v= zk+1 in (4.2.4) we get
2µ(F(dk) F(xk+1)) kxk+1 dkk2 kzk+1 dkk2 (4.3.3)
Taking the summation of (4.3.2) and (4.3.3), and using the facts that dk = (xk+ yk)=2 and
F() is convex, we obtain,
2µ(vk  vk+1) kyk+1 dkk2 kzk+1 dkk2 (4.3.4)
Again, in (4.2.4), by letting u= x, v= zk+1 we get
2µ(F(x) F(xk+1)) kxk+1  xk2 kzk+1  xk2: (4.3.5)
By letting u= x, v= xk+1 in (4.2.3) we get
2µ(F(x) F(yk+1) kyk+1  xk2 kxk+1  xk2: (4.3.6)
Taking the summation of (4.3.5) and (4.3.6) we obtain,
 2µvk+1  kyk+1  xk2 kzk+1  xk2: (4.3.7)
We then multiply (4.3.4) by t2k , (4.3.7) by tk+1, and take the summation of the resulting two
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inequalities. We can get the following result by using the fact t2k = tk+1(tk+1 1):
2µ(t2k vk  t2k+1vk+1) t2k+1kyk+1  zk+1k2
+2tk+1hyk+1  zk+1; tk+1zk+1  (tk+1 1)dk  xi:
(4.3.8)
Applying the Pythagoras relation
kb ak2+2hb a;a  ci= kb  ck2 ka  ck2
to the right-hand side of the last inequality with
a := tk+1zk+1;b := tk+1yk+1;c := (tk+1 1)dk  x;
we get
2µ(t2k vk  t2k+1vk+1) ktk+1yk+1  (tk+1 1)dk  xk2 ktk+1zk+1  (tk+1 1)dk  xk2:
Therefore, with tk+1zk+1 := tk+1dk + tk(yk   dk 1)  (dk   dk 1) and uk := tkyk   (tk  
1)dk 1  x, (4.3.1) follows immediately.
Lemma 4.3.2. Let fak;bkg be positive sequences of reals satisfying
ak ak+1  bk+1 bk;8k  1; with a1+b1  c;c 0:
Then ak  c for every k  1:
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Theorem 4.3.3. Assume Ñ f and Ñg are both Lipschitz continuous with Lipschitz constants
L( f ) and L(g), respectively. The sequences fxk;ykg generated via Algorithm 4.4 with µ 





Moreover if 1=(bmaxfL( f );L(g)g)  µ  1=maxfL( f );L(g)g where b  1, the num-
ber of iterations needed to get an e-optimal solution is at most dpC=ee  1, where C =
bmaxfL( f );L(g)gkx0  xk2:
Proof. Define
ak := 2µt2k vk;bk := kukk2;c := kx0  xk2:
From Theorem 4.3.1 we know that for every k  1,
ak ak+1  bk+1 bk:
If a1+b1  c holds, then according to Lemma 4.3.2, we obtain that,
2µt2k v
k  kx0  xk2;
which combined with tk  (k+1)=2 yields





The desired result follows immediately. Thus, all we need to do now is to prove a1+b1 c;
where a1 = 2µv1, b1 = ku1k2 = ky1  xk2: Note that (4.3.7) implies that
 2µv1  ky1  xk2 kz1  xk2:
Then we have
a1+b1 = 2µv1+ky1  xk2  kz1  xk2 = kx0  xk2;
and (4.3.9) follows immediately.
4.4 Comparison of ALM, FALM, ISTA, FISTA, SADAL
and SALSA
In this section we compare the performance of our basic and fast ALMs against ISTA,
FISTA, SADAL (Algorithm 4.2) and an alternating direction augmented Lagrangian method
SALSA described in [1] on a benchmark wavelet-based image deblurring problem from
[37]. In this problem, the original image is the well-known Cameraman image of size
256256 and the observed image is obtained after imposing a uniform blur of size 99
(denoted by the operator R) and Gaussian noise (generated by the function randn in MAT-
LAB with a seed of 0 and a standard deviation of 0:56). Since the coefficient of the wavelet
transform of the image is sparse in this problem, one can try to reconstruct the image u
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and setting u :=Wx¯, where A := RW and W is the inverse discrete Haar wavelet trans-
form with four levels. By defining f (x) := 12kAx  bk22 and g(x) := rkxk1, it is clear that
(4.4.1) can be expressed in the form of (4.1.1) and can be solved by ISTA, FISTA, SALSA
and SADAL (Algorithm 4.2). However, in order to use ALM (Algorithm 4.3) and FALM
(Algorithm 4.4), we need to smooth g(x) first, since these two algorithms require both f
and g to be smooth. Here we apply the smoothing technique introduced by Nesterov [77]
since this technique guarantees that the gradient of the smoothed function is Lipschitz con-
tinuous. A smoothed approximation to the `1 function g(x) := rkxk1 with smoothness
parameter s> 0 is
gs(x) :=maxfhx;zi  s2 kzk
2
2 : kzk¥  rg: (4.4.2)
It is easy to show that the optimal solution zs(x) of (4.4.2) is
zs(x) =minfr;maxfx=s; rgg: (4.4.3)
According to Theorem 1 in [77], the gradient of gs is given by Ñgs(x) = zs(x) and is
Lipschitz continuous with Lipschitz constant L(gs) = 1=s. After smoothing g, we can
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We have the following theorem about the e-optimal solutions of problems (4.4.1) and
(4.4.4).
Theorem 4.4.1. Let s = enr2 and e > 0. If x(s) is an e=2-optimal solution to (4.4.4), then
x(s) is an e-optimal solution to (4.4.1).
Proof. Let Dg :=maxf12kzk22 : kzk¥  rg= 12nr2 and x and x(s) be optimal solution
to problems (4.4.1) and (4.4.4), respectively. Note that
gs(x) g(x) gs(x)+sDg;8x 2 Rn: (4.4.5)
Using the inequalities in (4.4.5) and the facts that x(s) is an e=2-optimal solution to (4.4.4)
and sDg = e2 , we have
f (x(s))+g(x(s))  f (x) g(x) f (x(s))+gs(x(s))+sDg  f (x) gs(x)
 f (x(s))+gs(x(s))+sDg  f (x(s)) gs(x(s))
 e=2+sDg = e:
Thus, to find an e-optimal solution to (4.4.1), we can apply Algorithms 4.3 and 4.4 to
find an e=2-optimal solution to (4.4.4) with s = enr2 . The iteration complexity results in
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Theorems 4.2.3 and 4.3.3 hold since the gradient of gs is Lipschitz continuous. However,
the numbers of iterations needed by ALM and FALM to obtain an e-optimal solution to
(4.4.1) becomeO(1=e2) andO(1=e), respectively, due to the fact that the Lipschitz constant
L(gs) = 1=s= nr
2
e = O(1=e).
When Algorithms 4.3 and 4.4 are applied to solve (4.4.4), (4.1.3) with g replaced by gs
is also easy to solve; its optimal solution is
x := z  tminfr;maxf r; z
t+s
gg:
Since ALM is equivalent to SADAL when both functions are smooth, we implemented
ALM as SADAL when we solved (4.4.4). We also applied SADAL to the nonsmooth
problem (4.4.1). In all algorithms, we set the initial points x0 = y0 = 0, and in FALM we
set z1 = 0. MATLAB codes for SALSA, FISTA and ISTA (modified from FISTA) were
downloaded from http://cascais.lx.it.pt/mafonso/salsa.html and their default inputs were
used. Moreover, l0 was set to 0 in Algorithm 4.2. Also, whenever g(x) was smoothed,
we set s = 10 6. µ was set to 1 in all the algorithms since the Lipschitz constant of the
gradient of function 12kRW () bk22 was known to be 1. We set µ to 1 even for the smoothed
problems. Although this violates the requirement µ 1L(gs) in Theorems 4.2.3 and 4.3.3, we
see from our numerical results reported below that ALM and FALM still work very well.
All of the algorithms tested were terminated after 1000 iterations. The (nonsmoothed)
objective function values in (4.4.1) produced by these algorithms at iterations: 10, 50, 100,
200, 500, 800 and 1000 for different choices of r are presented in Tables 4.1 and 4.2.
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The CPU times (in seconds) and the number of iterations required to reduce the objective
function value to below 1:04e+5 and 8:60e+5 are reported respectively in the last columns
of Tables 4.1 and 4.2.
All of our codes were written in MATLAB and run in MATLAB 7.3.0 on a Dell Preci-
sion 670 workstation with an Intel Xeon(TM) 3.4GHZ CPU and 6GB of RAM.
Table 4.1: Comparison of the algorithms for solving (4.4.1) with r= 0:01
solver obj in k-th iteration cpu (iter)
10 50 100 200 500 800 1000
FALM 1.767249e+5 1.040955e+5 9.899843e+4 9.516208e+4 9.186355e+4 9.073086e+4 9.028790e+4 23.1 (51)
FISTA 1.723109e+5 1.061116e+5 1.016385e+5 9.752858e+4 9.372093e+4 9.233719e+4 9.178455e+4 26.0 (69)
ALM 4.585705e+5 1.481379e+5 1.233182e+5 1.116683e+5 1.047410e+5 1.025611e+5 1.016589e+5 208.1 (581)
ISTA 2.345290e+5 1.267048e+5 1.137827e+5 1.079721e+5 1.040666e+5 1.025107e+5 1.018068e+5 196.8 (510)
SALSA 8.772957e+5 1.549462e+5 1.267379e+5 1.132676e+5 1.054600e+5 1.031346e+5 1.021898e+5 223.9 (663)
SADAL 2.524912e+5 1.271591e+5 1.133542e+5 1.068386e+5 1.021905e+5 1.004005e+5 9.961905e+4 113.5 (332)
Table 4.2: Comparison of the algorithms for solving (4.4.1) with r= 0:1
solver obj in k-th iteration cpu (iter)
10 50 100 200 500 800 1000
FALM 9.876315e+5 8.629257e+5 8.369244e+5 8.210375e+5 8.097621e+5 8.067903e+5 8.058290e+5 25.7 (54)
FISTA 9.924884e+5 8.830263e+5 8.501727e+5 8.288459e+5 8.126598e+5 8.081259e+5 8.066060e+5 30.1 (79)
ALM 1.263787e+6 9.521381e+5 9.172737e+5 8.910902e+5 8.639917e+5 8.528932e+5 8.482666e+5 211.8 (588)
ISTA 1.048956e+6 9.396822e+5 9.161787e+5 8.951970e+5 8.700864e+5 8.589587e+5 8.541664e+5 293.8 (764)
SALSA 1.680608e+6 9.601661e+5 9.230268e+5 8.956607e+5 8.674579e+5 8.558580e+5 8.509770e+5 230.2 (671)
SADAL 1.060130e+6 9.231803e+5 8.956150e+5 8.735746e+5 8.509601e+5 8.420295e+5 8.383270e+5 112.5 (335)
From Tables 4.1 and 4.2 we see that in terms of the value of the objective function
achieved after a specified number of iterations, the performance FALM is always slightly
better than that of FISTA and is much better than the performance of the other algorithms.
Since, on the two test problems, FALM is always better than ALM, and FISTA is always
better than ISTA, we can conclude that the Nesterov-type acceleration technique greatly
speeds up the basic algorithms on these problems. Moreover, although sometimes in the
early iterations FISTA (ISTA) is better than FALM (ALM), it is always worse than the latter
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two algorithms when the iteration number is large. We also illustrate our comparisons
graphically by plotting in Figure 4.1 the objective function value versus the number of
iterations taken by these algorithms for solving (4.4.1) with r = 0:1. From Figure 4.1
we see clearly that for this problem, ALM outperforms ISTA, FALM outperforms FISTA,
FALM outperforms ALM.
From the CPU times and the iteration numbers in the last columns of Tables 4.1 and
4.2 we see that, the fast versions are always much better than the basic versions of the
algorithms. Since iterations of FISTA cost less than those of FALM, we see that although
FISTA takes 35% (4%) more iterations than FALM in the last column of Table 4.1 (4.2) it
takes only 7% more time (20% less time).
4.5 Applications
In this section, we describe how ALM and FALM can be applied to problems that can be
formulated as RPCA problems to illustrate the use of Nesterov-type smoothing when the
functions f and g do not satisfy the smoothness conditions required by the theorems in
Sections 4.2 and 4.3. Our numerical results show that our methods are able to solve huge
problems that arise in practice; e.g., one problem involving roughly 40 million variables
and 20 million linear constraints is solved in about three-quarters of an hour. We alse
describe application of our methods to the SICS problem.
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Figure 4.1: Comparison of the algorithms
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4.5.1 Applications in Robust Principal Component Analysis
We restate the robust PCA problem (1.2.12) here for convenience:
min
X ;Y2Rmn
kXk+rkYk1 s.t. X+Y =M: (4.5.1)
In order to apply Algorithms 4.3 and 4.4 to (4.5.1), we need to smooth both the nuclear
norm f (X) := kXk and the `1 norm g(Y ) := rkYk1. We again apply Nesterov’s smoothing
technique as in Section 4.4. g(Y ) can be smoothed in the same way as the vector `1 norm
in Section 4.4. We use gs(Y ) to denote the smoothed function with smoothness parameter
s> 0. A smoothed approximation to f (X) with smoothness parameter s> 0 is
fs(X) :=maxfhX ;W i  s2 kWk
2
F : kWk  1g: (4.5.2)
It is easy to show that the optimal solutionWs(X) of (4.5.2) is
Ws(X) =UDiag(minfg;1g)V>; (4.5.3)
whereUDiag(g)V> is the singular value decomposition (SVD) of X=s: According to The-
orem 1 in [77], the gradient of fs is given by Ñ fs(X) =Ws(X) and is Lipschitz continuous
with Lipschitz constant L( fs) = 1=s. After smoothing f and g, we can apply Algorithms
4.3 and 4.4 to solve the following smoothed problem:
minf fs(X)+gs(Y ) : X+Y =Mg: (4.5.4)
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We have the following theorem about e-optimal solutions of problems (4.5.1) and (4.5.4).
Theorem 4.5.1. Let s = e2maxfminfm;ng;mnr2g and e > 0. If (X(s);Y (s)) is an e=2-optimal
solution to (4.5.4), then (X(s);Y (s)) is an e-optimal solution to (4.5.1).
Proof. Let D f := maxf12kWk2F : kWk  1g = 12minfm;ng, Dg := maxf12kZk2F : kZk¥ 
rg= 12mnr2 and (X;Y ) and (X(s);Y (s)) be optimal solution to problems (4.5.1) and
(4.5.4), respectively. Note that
fs(X) f (X) fs(X)+sD f ;8X 2 Rmn (4.5.5)
and
gs(Y ) g(Y ) gs(Y )+sDg;8Y 2 Rmn: (4.5.6)
Using the inequalities in (4.5.5) and (4.5.6) and the facts that (X(s);Y (s)) is an e=2-
optimal solution to (4.5.4) and smaxfD f ;Dgg= e4 , we have
f (X(s))+g(Y (s))  f (X) g(Y )
 fs(X(s))+gs(Y (s))+sD f +sDg  fs(X) gs(Y )
 fs(X(s))+gs(Y (s))+sD f +sDg  fs(X(s)) gs(Y (s))
e=2+sD f +sDg  e=2+ e=4+ e=4= e:
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Thus, according to Theorem 4.5.1, to find an e-optimal solution to (4.5.1), we need to
find an e=2-optimal solution to (4.5.4) with s = e2maxfminfm;ng;mnr2g . We can apply Algo-
rithms 4.3 and 4.4 to solve (4.5.4). However, the numbers of iterations needed by ALM and
FALM to obtain an e-optimal solution to (4.5.1) become O(1=e2) and O(1=e), respectively,
due to the fact that the Lipschitz constant L( fs) = 1=s= 2maxfminfm;ng;mnr
2g
e = O(1=e).
The two subproblems at iteration k of Algorithm 4.3 when applied to (4.5.4) reduce to
Xk+1 := argminX fs(X)+gs(Y k)+ hÑgs(Y k);M X Y ki
+ 12µkX+Y k Mk2F ;
(4.5.7)
and
Y k+1 := argminY fs(Xk+1)+ hÑ fs(Xk+1);M Xk+1 Y i
+ 12µkXk+1+Y  Mk2F +gs(Y ):
(4.5.8)
The first-order optimality conditions for (4.5.7) are:
Ws(X) Zs(Y k)+ 1µ(X+Y
k M) = 0; (4.5.9)




satisfies (4.5.9), where UDiag(g)V> is the SVD of the matrix µZs(Y k) Y k +M. Thus,
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solving the subproblem (4.5.7) corresponds to an SVD. If we define B := µWs(Xk+1) 
Xk+1+M; it is easy to verify that
Yi j = Bi j µminfr;maxf r; Bi js+µgg for i= 1; : : : ;m and j = 1; : : : ;n (4.5.11)
satisfies the first-order optimality conditions for (4.5.8):  Ws(Xk+1)+ 1µ(Xk+1+Y  M)+
Zs(Y ) = 0: Thus, solving the subproblem (4.5.8) can be done very cheaply. The two sub-
problems at the k-th iteration of Algorithm 4.4 can be done in the same way and the main
computational effort in each iteration of both ALM and FALM corresponds to an SVD.
4.5.2 RPCA with Missing Data
In some applications of RPCA, some of the entries of M in (4.5.1) may be missing (e.g.,
in low-rank matrix completion problems where the matrix is corrupted by noise). Let W be
the index set of the entries of M that are observable and define the projection operator PW
as: (PW(X))i j = Xi j, if (i; j) 2 W and (PW(X))i j = 0 otherwise. It has been shown under
some randomness hypotheses that the low rank X¯ and sparse Y¯ can be recovered with high
probability by solving (see Theorem 1.2 in [15]),
(X¯ ;Y¯ ) := argmin
X ;Y
fkXk+rkYk1 : PW(X+Y ) = PW(M)g: (4.5.12)
To solve (4.5.12) by ALM or FALM, we need to transform it into the form of (4.5.1). For
this we have
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Theorem 4.5.2. (X¯ ;PW(Y¯ )) is an optimal solution to (4.5.12) if
(X¯ ;Y¯ ) = argmin
X ;Y
fkXk+rkPW(Y )k1 : X+Y = PW(M)g: (4.5.13)
Proof. Suppose (X;Y ) is an optimal solution to (4.5.12). We claim that Y i j = 0;8(i; j) =2
W. Otherwise, (X;PW(Y )) is feasible to (4.5.12) and has a strictly smaller objective func-
tion value than (X;Y ), which contradicts the optimality of (X;Y ). Thus, kPW(Y )k1 =
kY k1. Now suppose that (X¯ ;PW(Y¯ )) is not optimal to (4.5.12); then we have
kXk+rkPW(Y )k1 = kXk+rkY k1 < kX¯k+rkPW(Y¯ )k1: (4.5.14)
By defining a new matrix Y˜ as
Y˜i j =
8>><>>:
Y i j; (i; j) 2W
 Xi j; (i; j) =2W;
we have that (X;Y˜ ) is feasible to (4.5.13) and kPW(Y˜ )k1 = kPW(Y )k1. Combining this
with (4.5.14), we obtain
kXk+rkPW(Y˜ )k1 < kX¯k+rkPW(Y¯ )k1;
which contradicts the optimality of (X¯ ;Y¯ ) to (4.5.13). Therefore, (X¯ ;PW(Y¯ )) is optimal to
(4.5.12).
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The only differences between (4.5.1) and (4.5.13) lie in that the matrixM is replaced by
PW(M) and g(Y ) = rkYk1 is replaced by rkPW(Y )k1. A smoothed approximation gs(Y ) to
g(Y ) := rkPW(Y )k1 is given by
gs(Y ) :=maxfhPW(Y );Zi  s2 kZk
2
F : kZk¥  rg; (4.5.15)
and
(Ñgs(Y ))i j =minfr;maxf(PW(Y ))i j=s; rgg; for 1 i m and 1 j  n: (4.5.16)
According to Theorem 1 in [77], Ñgs(Y ) is Lipschitz continuous with Ls(g) = 1=s. Thus
the convergence and iteration complexity results in Theorems 4.2.3 and 4.3.3 apply. The
only changes in Algorithms 4.3 and 4.4 are: replacing M by PW(M) and computing Y k+1
using (4.5.11) with B is replaced by PW(B).
4.5.3 Numerical Results on RPCA Problems
In this section, we report numerical results obtained using the ALM method to solve
RPCA problems with both complete and incomplete data matrices M. We compare the
performance of ALM with the exact ADM (EADM) and the inexact ADM (IADM) meth-
ods in [64]. The MATLAB codes of EADM and IADM were downloaded from htt p :
==watt:csl:illinois:edu= perceive=matrix rank=sample code:html and their default set-
tings were used. To further accelerate ALM, we adopted the continuation strategy used in
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EADM and IADM. Specifically, we set µk+1 := maxfµ¯;hµkg, where µ0 = kMk=1:25; µ¯ =
10 6 and h= 2=3 in our numerical experiments. Although in some iterations this violates
the requirement µ  minf 1L( fs) ;
1
L(gs)
g in Theorems 4.2.3 and 4.3.3, we see from our nu-
merical results reported below that ALM and FALM still work very well. We also found
that by adopting this updating rule for µ, there was not much difference between the per-
formance of ALM and that of FALM. So we only compare ALM with EADM and IADM.
As in Section 4.4, since we applied ALM to a smoothed problem, we implemented ALM
as SADAL. The initial point in ALM was set to (X0;Y 0) = (M;0) and the initial Lagrange
multiplier was set to L0 =  Ñgs(Y 0). We set the smoothness parameter s = 10 6. Solv-
ing subproblem (4.5.7) requires computing an SVD (see (4.5.10)). However, we do not
have to compute the whole SVD, as only the singular values that are larger than the thresh-
old t = µgmaxfg;µ+sg and the corresponding singular vectors are needed. We therefore use
PROPACK [59], which is also used in EADM and IADM, to compute these singular values
and corresponding singular vectors. To use PROPACK, one has to specify the number of
leading singular values (denoted by svk) to be computed at iteration k. We here adopt the




svpk+1; if svpk < svk
minfsvpk+ round(0:05d);dg; if svpk = svk;
where d = minfm;ng and svpk is the number of singular values that are larger than the
threshold t.
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In all our experiments r was chosen equal to 1=
p
m. We stopped ALM, EADM and
IADMwhen the relative infeasibility was less than 10 7, i.e., kX+Y  MkF < 10 7kMkF .
Background Extraction from Surveillance Video
Extracting the almost still background from a sequence frames of video is a basic task in
video surveillance. This problem is difficult due to the presence of moving objects in the
foreground in the video. Interestingly, as shown in [15], this problem can be formulated
as a RPCA problem (4.5.1). By stacking the columns of each frame into a long vector, we
get a matrix M whose columns correspond to the sequence of frames of the video. This
matrix M can be decomposed into the sum of two matrices M := X¯ + Y¯ . The matrix X¯ ,
which represents the background in the frames, should be of low rank due to the correlation
between frames. The matrix Y¯ , which represents the moving objects in the foreground in
the frames, should be sparse since these objects usually occupy a small portion of each
frame. We apply ALM to solve (4.5.1) for two videos introduced in [63].
Our first example is a sequence of 200 grayscale frames of size 144176 from a video
of a hall at an airport. Thus the matrix M is in R25344200. The second example is a se-
quence of 320 color frames from a video taken at a campus. Since the video is colored, each
frame is an image stored in the RGB format, which is a 1281603 cube. The video is
then reshaped into a 128160 by 3320 matrix, i.e.,M 2R20480960. Some frames of the
videos and the recovered backgrounds and foregrounds are shown in Figure 4.5.3. We only
show the frames produced by ALM, because EADM and IADM produce visually identical
results. From these figures we can see that ALM can effectively separate the nearly still
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(a) (b) (c) (a) (b) (c)
Figure 4.2: In the first 3 columns: (a) Video sequence. (b) Static background recovered by
our ALM. Note that the man who kept still in the 200 frames stays as in the background. (c)
Moving foreground recovered by our ALM. In the last 3 columns: (a) Video sequence. (b)
Static background recovered by our ALM. (c) Moving foreground recovered by our ALM.
background from the moving foreground. Table 4.3 summarizes the numerical results on
these problems. The CPU times are reported in the form of hh :mm : ss. From Table 4.3 we
see that although ALM is slightly worse than IADM, it is much faster than EADM in terms
of both the number of SVDs and CPU times. We note that the numerical results in [15]
show that the model (4.5.1) produces much better results than other competing models for
background extraction in surveillance video.
Table 4.3: Comparison of ALM and EADM on surveillance video problems
Exact ADM Inexact ADM ALM
Problem m n SVDs CPU SVDs CPU SVDs CPU
Hall (gray) 25344 200 550 40:15 38 03:47 43 04:03
Campus (color) 20480 960 651 13:54:38 40 43:35 46 46:49
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Random Matrix Completion Problems with Grossly Corrupted Data
For the matrix completion problem (4.5.12), we set M := A+E, where the rank r matrix
A 2 Rnn was created as the product ALA>R , of random matrices AL 2 Rnr and AR 2 Rnr
with i.i.d. Gaussian entries N (0;1) and the sparse matrix E was generated by choosing
its support uniformly at random and its nonzero entries uniformly i.i.d. in the interval
[ 500;500]. In Table 4.4, rr := rank(A)=n, spr := kEk0=n2, the relative errors relX :=
kX  AkF=kAkF and relY := kY  EkF=kEkF , and the sampling ratio of W, SR = m=n2.
The m indices in W were generated uniformly at random. We set r = 1=
p
n and stopped
ALM when the relative infeasibility kX +Y  PW(M)kF=kPW(M)kF < 10 5 and for our
continuation strategy, we set µ0 = kPW(M)kF=1:25. The test results obtained using ALM
to solve (4.5.13) with the nonsmooth functions replaced by their smoothed approximations
are given in Table 4.4. From Table 4.4 we see that ALM recovered the test matrices from a
limited number of observations. Note that a fairly high number of samples was needed to
obtain small relative errors due to the presence of noise. The number of iterations needed
was almost constant (around 36), no matter the size of the problems. The CPU times (in
seconds) needed are also reported.
4.6 Conclusion
In this chapter, we proposed both basic and accelerated versions of alternating linearization
methods for minimizing the sum of two convex functions. Our basic methods require
at most O(1=e) iterations to obtain an e-optimal solution, while our accelerated methods
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Table 4.4: Numerical results for noisy matrix completion problems
rr spr iter relX relY cpu iter relX relY cpu
SR= 90%;n= 500 SR= 80%;n= 500
0:05 0:05 36 4.60e-5 4.25e-6 137 36 3.24e-5 4.31e-6 153
0:05 0:1 36 4.68e-5 5.29e-6 156 36 4.40e-5 4.91e-6 161
0:1 0:05 36 4.04e-5 3.74e-6 128 36 1.28e-3 1.33e-4 129
0:1 0:1 36 6.00e-4 4.50e-5 129 35 1.06e-2 7.59e-4 124
SR= 90%;n= 1000 SR= 80%;n= 1000
0:05 0:05 37 3.10e-5 3.96e-6 1089 37 2.27e-5 4.14e-6 1191
0:05 0:1 37 3.20e-5 4.93e-6 1213 37 3.00e-5 4.66e-6 1271
0:1 0:05 37 2.68e-5 3.34e-6 982 37 1.75e-4 2.49e-5 994
0:1 0:1 37 3.64e-5 4.51e-6 1004 36 4.62e-3 4.63e-4 965
require at most O(1=
p
e) iterations with only a small additional amount of computational
effort at each iteration. Numerical results on image deblurring, background extraction from
surveillance video and matrix completion with grossly corrupted data are reported. These
results demonstrate the efficiency and the practical potential of our algorithms.
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Chapter 5
Fast Multiple Splitting Algorithms for
Convex Optimization
5.1 Introduction
Many convex optimization problems that arise in practice take the form of a sum of convex
functions. Often one function is an energy that one wants to minimize and the other func-
tions are regularization terms to make the solution have certain properties. For example,
Tikhonov regularization [91] is usually applied to ill-conditioned inverse problems to make
them well-posed, compressed sensing [18, 26] uses `1 regularization to obtain sparse solu-
tions, and problems arising from medical imaging adopt both `1 and total variation (TV)
as regularization terms [69]. In this chapter, we propose and analyze splitting/alternating
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where fi : Rn ! R; i = 1; : : : ;K; are convex functions. When the functions fi’s are well-
structured, a well established way to solve problem (5.1.1) is to split the variable x into
K variables by introducing K  1 new variables and then apply an augmented Lagrangian
method to solve the resulting problem. Decomposition of the augmented Lagrangian func-
tion can then be accomplished by applying an alternating direction method (ADM) to min-
imize it.
Problem (5.1.1) is closely related to the following inclusion problem:
0 2 T1(x)+   +TK(x); (5.1.2)
where T1; : : : ;TK are set-valued maximal monotone operators. The goal of problem (5.1.2)
is to find a zero of the sum of K maximal monotone operators. Note that the optimality






hence, these conditions can be satisfied by solving a problem of the form (5.1.2).
In the extensive literature on splitting and ADM algorithms, the case K = 2 predom-
inates. The algorithms for solving (5.1.2) when K = 2 are usually based on operator
splitting techniques. Important operator splitting algorithms include the Douglas-Rachford
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[22, 29, 32], Peaceman-Rachford [80], double-backward [21] and forward-backward class
[40, 98] of algorithms. Alternating direction methods (ADM) within an augmented La-
grangian framework for solving (5.1.1) are optimization analogs/variants of the Douglas-
Rachford and Peaceman-Rachford splitting methods. These algorithms have been studied
extensively for the case of K = 2, and were first proposed in the 1970s for solving opti-
mization problems arising from numerical PDE problems [41,43]. We refer to [47] and the
references therein for more information on splitting and ADM algorithms for the case of
K = 2.
Although there is an extensive literature on operator splitting methods, very few con-
vergence results have been published on methods for finding a zero of a sum of more than
two maximal monotone operators. The principal exceptions, are the Jacobi-like method
of Spingarn [86] and more recently, the general projective splitting methods of Eckstein
and Svaiter [34]. The algorithm addressed in [86] first reduces problem (5.1.2) to the sum
of two maximal monotone operators by defining new subspaces and operators, and then
applies a Douglas-Rachford splitting algorithm to solve the new problem. The projective
splitting methods in [34] do not reduce problem (5.1.2) to the case K = 2. Instead, by using
the concept of an extended solution set, it is shown in [34] that solving (5.1.2) is equivalent
to finding a point in the extended solution set, and a separator-projection algorithm is given
to do this.
Global convergence results for variable splitting ADMs and operator splitting algo-
rithms for the case of K = 2 have been proved under various assumptions. However, ex-
cept for the fairly recently proposed gradient methods in [78] and related iterative shrink-
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age/thresholding algorithms in [4] and the alternating linearization methods in [47], com-
plexity bounds for these methods had not been established. These complexity results are
extensions of the seminal results of Nesterov [75, 76], who first showed that certain first-
order methods that he proposed could obtain an e-optimal solution of a smooth convex
programming problem in O(1=
p
e) iterations. Moreover, he showed that his methods were
optimal in the sense that this iteration complexity was the best that could be obtained using
only first-order information. Nesterov’s optimal gradient methods are accelerated gradient
methods that use a combination of previous points to compute the new point at each itera-
tion. By combining these methods with smoothing techniques, optimal complexity results
were obtained for solving nonsmooth problems in [77, 99].
In this chapter, we propose two classes of multiple variable-splitting algorithms based
on alternating direction and alternating linearization techniques that can solve problem
(5.1.1) for general K(K  2) and we present complexity results for them. (Note that the
complexity results in [4, 47, 78] and Chapter 4 are only for problem (5.1.1) when K = 2).
The algorithms in the first class can be viewed as alternating linearization methods in the
sense that at each iteration these algorithms perform K minimizations of an approxima-
tion to the original objective function F by keeping one of the functions fi(x) unchanged
and linearizing the other K  1 functions. An alternating linearization method for mini-
mizing the sum of two convex functions was studied by Kiwiel et al. [58]. However, our
algorithms differ greatly from the one in [58] in the way that the proximal terms are cho-
sen. Moreover, our algorithms are more general as they can solve general problems with
K(K  2) functions. Furthermore, we prove that the iteration complexity of this class of
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splitting algorithms is O(1=e) for an e-optimal solution. To the best of our knowledge, this
is the first complexity result of this type for splitting/alternating direction type algorithms.
The algorithms in our second class are accelerated versions of the algorithms in our first
class and have O(1=
p
e) iteration complexities. This class of splitting algorithms is also
new as are the complexity results.
Our new algorithms have, in addition, several practical advantages. First, they are all
parallelizable. Thus, although at each iteration we solve K subproblems, the CPU time
required should be approximately equal to the time required to solve the most difficult of
the subproblems if we have K processors that can work in parallel. Second, since every
function fi is minimized once at each iteration, our algorithms may need fewer iterations to
converge than operator splitting algorithms such as FPC [50, 68],TVCMRI [69], ISTA and
FISTA [4]. The numerical results in [1] for the case of K = 2 support this conclusion.
The rest of this chapter is organized as follows. In Section 5.2 we propose a class of
splitting algorithms based on alternating direction and alternating linearization methods
for solving (5.1.1) and prove that they require O(1=e) iterations to obtain an e-optimal
solution. In Section 5.3 we propose accelerated splitting algorithms for solving (5.1.1) and
prove they have O(1=
p
e) complexities. Numerical results are presented in Section 5.4.
Finally, we summarize our results in Section 5.5.
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5.2 A class of multiple-splitting algorithms
By introducing new variables, i.e., splitting variable x into K different variables, problem






s:t: xi = xi+1; i= 1; : : : ;K 1:
(5.2.1)
In Sections 2 and 3, we focus on splitting and ADM algorithms for solving (5.2.1) and their
complexity results.
We make the following assumptions throughout Sections 5.2 and 5.3.
Assumption 5.2.1.  fi() : Rn ! R; i = 1; : : : ;K is a smooth convex function of the
type C1;1, i.e. continuously differentiable with Lipschitz continuous gradient:
kÑ fi(x) Ñ fi(y)k  L( fi)kx  yk;8x;y 2 Rn;
where L( fi) is the Lipschitz constant.
 Problem (5.1.1) is solvable, i.e., X := argminF 6= /0:
The following notation is adopted throughout Sections 5.2 and 5.3.
Definition 5.2.2. We define f˜i(u;v) as the linear approximation to fi(u) at a point v plus a
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proximal term:
f˜i(u;v) := fi(v)+ hÑ fi(v);u  vi+ 12µku  vk
2;
where µ is a penalty parameter. We use Qi(v1; : : : ;vi 1;u;vi+1; : : : ;vK) to denote the follow-
ing approximation to the function F(u):





i.e., Qi is an approximation to the function F, where the i-th function fi is unchanged
but the other functions are approximated by a linear term plus a proximal term. We use
pi(v1; : : : ;vi 1;vi+1; : : : ;vK) to denote the minimizer of Qi(v1; : : : ;vi 1;u;vi+1; : : : ;vK) with
respect to u, i.e.,
pi(v1; : : : ;vi 1;vi+1; : : : ;vK) := argmin
u
Qi(v1; : : : ;vi 1;u;vi+1; : : : ;vK): (5.2.2)
With the above notation, we have the following lemma which follows from a funda-
mental property of a smooth function in the class C1;1; see e.g., [6].
Lemma 5.2.3. For f˜i defined as in Definition 5.2.2 and µ 1=max1iK L( fi), we have for
i= 1; : : : ;K,
fi(x) fi(y)+ hÑ fi(y);x  yi+ L( fi)2 kx  yk
2  f˜i(x;y);8x;y 2 Rn:
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The following key lemma is crucial for the proofs of our complexity results. Our proofs
of this lemma and most of the results that follow in this and the remaining sections of the
chapter closely follow proofs given in [4] for related lemmas and theorems.






 kp uk2 kv j uk2 ; (5.2.3)
where p := pi(v1; : : : ;vi 1;vi+1; : : : ;vK).
Proof. From Lemma 5.2.3 we know that F(p)  Qi(v1; : : : ;vi 1; p;vi+1; : : : ;vK) holds for
all i and v1; : : : ;vi 1;vi+1; : : : ;vK 2 Rn. Thus, for any u 2 Rn we have,






f j(u)  f j(v j) 















Ñ f j(v j);u  v j
 
Ñ f j(v j); p  v j+ 12µkp  v jk2




























where the second inequality is due to the convexity of the functions f j; j= 1; : : : ;K and the
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Then using the identity
ka  ck2 kb  ck2 = ka bk2+2ha b;b  ci; (5.2.6)












Our multiple-splitting algorithms (MSA) for solving (5.2.1) are outlined in Algorithm
5.1, where D(k) 2 RKK is a doubly stochastic matrix, i.e.,








D(k)i j = 1;8i; j = 1; : : : ;K:
One natural choice of D(k) is to take all of its components equal to 1=K. In this case, all




(k)=K, i.e., the average of the current K iterates.
At iteration k, Algorithm 5.1 computes K points xi(k); i = 1; : : : ;K by solving K sub-
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Algorithm 5.1 A Class of Multiple-Splitting Algorithms (MSA)




(0) = : : := w
K
(0) and µ 1=max1iK L( fi).
for k = 0;1;    do
for i= 1; : : : ;K do
compute xi(k+1) := pi(w
i

















problems. For many problems in practice, these K subproblems are expected to be very
easy to solve. Another advantage of the algorithm is that it is parallelizable since given
wi(k); i = 1; : : : ;K, the K subproblems in Algorithm 5.1 can be solved simultaneously. Al-
gorithm (5.1) can be viewed as an alternating linearization method since at each iteration,
K subproblems are solved, and each subproblem corresponds to minimizing a function in-
volving linear approximations to some of the functions. Although Algorithm 5.1 assumes
the Lipschitz constants are known, and hence that µ is known, this assumption can be re-
laxed by using the backtracking technique in [4] to estimate µ at each iteration.
We prove in the following that the number of iterations needed by Algorithm 5.1 to
obtain an e-optimal solution is O(1=e).
Theorem 5.2.5. Suppose x is an optimal solution to problem (5.2.1). For any choice of








Thus, the sequence fmini=1;:::;K F(xi(k))g produced by Algorithm 5.1 converges to F(x).
Moreover, if µ  b=maxifL( fi)g where 0 < b  1, the number of iterations needed to
obtain an e-optimal solution is at most dC=ee, where C = (K 1)maxifL( fi)gkx0 xk22b .














































where the second and the last equalities are due to the fact thatD(n+1) is a doubly stochastic
matrix and the inequality is due to the convexity of the function k  k2:
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where the last inequality is due to (5.2.9).































kxi(n+1) wi(n)k2  0: (5.2.12)
From the way we compute wi(n); i = 1; : : : ;K; and the facts that F is convex and D
(n) is a
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2b , and hence that for any kdC=ee, x(k) := argminfxi(k)jF(xi(k)); i=
1; : : : ;Kg is an e-optimal solution.
Remark 5.2.1. If in the original problem (5.1.1), x is subject to a convex constraint x 2 C ,
where C is a convex set, we can impose this constraint in every subproblem in MSA and
obtain the same complexity result. The only changes in the proof are in Lemma 5.2.4. If
there is a constraint x 2 C , then (5.2.3) and (5.2.4) hold for any u 2 C and the last equality















 0;8u 2 C :
Unfortunately, this extension is not very practical, since for it to be useful, adding the
constraint in every subproblem would most likely make most of these subproblems difficult
to solve.
5.3 A class of fast multiple-splitting algorithms
In this section, we give a class of fast multiple-splitting algorithms (FaMSA) for solving
problem (5.2.1) that require at most O(1=
p
e) iterations to obtain an e-optimal solution
while requiring a computational effort at each iteration that is roughly the same as Al-
gorithm 5.1. Our fast multiple-splitting algorithms are outlined in Algorithm 5.2, where
D(k) 2 RKK is a doubly stochastic matrix.
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Algorithm 5.2 A Class of Fast Multiple-Splitting Algorithms (FaMSA)




(1); i= 1; : : : ;K; t1 = 1; and choose µ 1=max1iK L( fi)
for k = 1;2;    do
for i= 1; : : : ;K do
compute xi(k) = pi(w
i

















compute tk+1 = (1+
q
1+4t2k )=2
for i= 1; : : : ;K do













e) iteration complexity of FaMSA, we need the following lemma.
Lemma 5.3.1. Suppose x is an optimal solution to problem (5.2.1). For any choice of
µmax1iK L( fi), the sequence fxi(k);wi(k); wˆi(k)gKi=1 generated by Algorithm 5.2 satisfies:





where vk := åKi=1F(xi(k)) KF(x) and uik := tkxi(k)  (tk 1)wˆi(k 1)  x; i= 1; : : : ;K:
Proof. In (5.2.3), by letting u= wˆi(k);v


















Summing (5.3.2) over i = 1; : : : ;K, and using the facts that F is convex and D(k) is a
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Now multiplying (5.3.3) by t2k and (5.3.5) by tk+1, adding the resulting two inequalities,
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using the relation t2k = tk+1(tk+1 1), and the identity (5.2.6), we get






















































ktk+1xi(k+1)  (tk+1 1)wˆi(k)  xk2 ktk+1wi(k+1)  (tk+1 1)wˆi(k)  xk2

:











tk+1wi(k+1)  (tk+1 1)wˆi(k)  x = tkxi(k)  (tk 1)wˆi(k 1)  x:
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This completes the proof.
Before proving our main complexity theorem to Algorithm 5.2, we note that the se-
quence ftkg generated by Algorithm 5.2 clearly satisfies tk+1  tk + 12 ; and hence tk 
(k+1)=2 for all k  1 since t1 = 1.
Theorem 5.3.2. Suppose x is an optimal solution to problem (5.2.1). For any choice of







Thus, the sequence fmini=1;:::;K F(xi(k))g produced by Algorithm 5.2 converges to F(x).
Moreover, if µ b=maxifL( fi)g where 0< b 1, the number of iterations needed to obtain
an e-optimal solution is at most bpC=ec, where C = 2(K 1)maxifL( fi)gkx0  xk2=b.






































where the first inequality is due to tk  (k+ 1)=2, the first equality is from the facts that
t1 = 1 and ui1 = x
i
(1)  x, the third inequality is from letting k = 0 in (5.3.5) and the last
equality is due to wi(1) = x0; i= 1; : : : ;K:






















Moreover, it follows that ifC=(k+1)2  e, i.e., k bpC=ec, then mini=1;:::;K F(xi(k)) 
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F(x)  e; where C = 2(K  1)maxifL( fi)gkx0  xk2=b. This implies that for any k 
bpC=ec, x(k) := argminfxi(k)jF(xi(k)); i= 1; : : : ;Kg is an e-optimal solution.
Remark 5.3.1. Although we have assumed that the Lipschitz constants L( fi) are known,
and hence that µ is chosen in Algorithm 5.2 to be smaller than 1=max1iKfL( fi)g, this
can be relaxed by using the backtracking technique in [4] that chooses a µ at each it-
eration that is smaller than the µ used at the previous iteration and for which F(p) 




(k); : : : ;w
i
(k)) for all i.
5.3.1 A variant of the fast multiple-splitting algorithm
In this section, we present a variant of the fast multiple-splitting algorithm (Algorithm 5.2)
that is much more efficient and requires much less memory than Algorithm 5.2 for problems
in which K is large. This variant uses D(k) := 1=Kee>, where e is the n-dimensional vector
with all ones, and replaces xi(k) in the last line of Algorithm 5.2 by wˆ
i
(k); i.e., in the last line







It is easy to see that in this variant, the wˆi(k); i= 1; : : : ;K are all the same and the w
i
(k+1); i=
1; : : : ;K are all the same. We call this variant FaMSA-s, where s refers to the fact that this
variant computes a “single” vector wˆk and a single vector w(k+1) at the k-th iteration. It is
given below as Algorithm 5.3.
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Algorithm 5.3 A variant of FaMSA (FaMSA-s)
Set x0 = xi(0) = wˆ(0) = w(1); i= 1; : : : ;K; t1 = 1; and choose µ 1=max1iK L( fi)
for k = 1;2;    do
for i= 1; : : : ;K do









compute tk+1 = (1+
q
1+4t2k )=2
for i= 1; : : : ;K do






It is easy to verify that the following analog of Lemma 5.3.1 applies to Algorithm
FaMSA-s.
Lemma 5.3.3. Suppose x is an optimal solution to problem (5.2.1). The sequence fw(k); wˆ(k)g
generated by Algorithm FaMSA-s satisfies:





where vk := K(F(wˆ(k)) F(x)) and uk := tkwˆ(k)  (tk 1)wˆ(k 1)  x:
Proof. The proof is very similar to the proof of Lemma 5.3.1; hence, we leave it to the
reader. The main difference is that instead of using the inequalityåKi=1F(wˆi(k))åKi=1F(xi(k))
to replace the sum involving wˆi(k), we use the fact that KF(wˆk+1)  åKi=1F(xi(k+1)) to re-
place the sum involving xi(k+1) in the proof.
From Lemma 5.3.3, Theorem 5.3.2 with wˆi(k) and w
i
(k), respectively, for i = 1; : : : ;K
replaced by wˆ(k) and w(k) follows immediately for FaMSA-s.
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Remark 5.3.2. Although for the above results we required all functions to be in the class of
C1;1, our algorithms can still be applied to solve nonsmooth problems by first smoothing
all nonsmooth functions using the smoothing techniques described in Chapter 4.
5.4 Numerical experiments
We present some preliminary numerical experiments in this section. Specifically, we apply
our MSA and FaMSA algorithms to solve the Fermat-Weber problem and a total variation
and wavelet based image deblurring problem. All numerical experiments were run in MAT-
LAB 7.3.0 on a Dell Precision 670 workstation with an Intel Xeon(TM) 3.4GHZ CPU and
6GB of RAM.
5.4.1 The Fermat-Weber problem






where ci 2 Rn; i = 1; : : : ;K are K given points. Problem (5.4.1) can be reformulated as
a second-order cone programming (SOCP) problem and thus solved in polynomial time
by an interior-point method. Since there are K cones, the size of a standard form SOCP
formulation for this problem is quite large for large K and n. Since fi(x) = kx  cik; i =
1; : : : ;K are not smooth, to apply our MSA and FaMSA algorithms, we need to smooth
151
them first. Here we adopt the smoothing technique discussed in Chapter 4; we approximate
fi(x) by the smooth function
f ri (x) :=maxfhx  ci;yi 
r
2
kyk2 : kyk  1g; (5.4.2)
where r > 0 is a smoothness parameter. The gradient of f ri , Ñ f
r
i (x) = y

i ; where y

i is
the optimal solution to the optimization problem in (5.4.2). It is easy to show that yi =
x ci
maxfr;kx cikg : Moreover, Ñ f
r
i (x) is Lipschitz continuous with constant L( f
r
i ) = 1=r. Now





f ri (x): (5.4.3)
The i-th subproblem in all of these algorithms corresponds to solving the following prob-
lem:












































If we choose the doubly stochastic matrix D(k) to be D(k) := 1=Kee> in MSA as we do
in FaMSA-s, all wi(k)’s are the same in MSA as they are in FaMSA-s. Hence, computing





zi(k) = w(k)  µK 1(zˆ 
w(k) ci





)(zi(k)  ci);8i= 1; : : : ;K
(5.4.5)
We compared the performance ofMSA and FaMSA-s with the classical gradient method
(Grad) and Nesterov’s accelerated gradient method (Nest) for solving (5.4.3). The classical
gradient method for solving (5.4.3) with step size t> 0 is:




Ñ f rj (x
k):
The variant of Nesterov’s accelerated gradient method that we used is the following:
8>><>>:
xk = yk 1  tåKj=1Ñ f rj (yk 1)
yk = xk  k 1k+2(xk  xk 1):
We created random problems to test the performance of MSA, FaMSA-s, Grad and
Nest as follows. Vectors ci 2Rn; i= 1; : : : ;K were created with i.i.d. Gaussian entries from
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N (0;n). The seed for generating random numbers in MATLAB was set to 0. We set the
smoothness parameter r equal to 10 3. The initial points xi; i = 1; : : : ;K were set to the





i: We chose D(k)i j = 1=K; i; j = 1; : : : ;K for all
k in MSA. To compare the number of iterations needed by MSA and FaMSA-s, we first
solved (5.4.1) by Mosek [72] after converting it into an SOCP problem to get the optimal
solution x, and then terminated MSA, FaMSA-s, Grad and Nest when the relative error of





was less than 10 6. We tested the performance of these four solvers for different choices
of t, which is the step size for Grad and Nest. Note that since the wi’s are the same in
MSA with D(k) = 1K ee
> for all k and in FaMSA-s, these two methods can be viewed as
linearization methods in which the single function åKj=1; j 6=i f j(x) is linearized at the point
w with only one proximal term K 12µ kx wk in the i-th subproblem. So the step size for
MSA and FaMSA-s is µ=(K 1). Hence, the parameter µ for MSA and FaMSA-s was set
to µ= t(K 1) in our numerical tests.
Our results are presented in Table 5.1. The CPU times reported are in seconds. These
results show that for the F-W problem, our implementations of MSA and FaMSA-s take
roughly between two and three times as much time to solve each problem as taken by Grad
and Nest, respectively. This is not surprising since it is clear that the computation of each
set of K vectors zi(k) and x
i
(k) for i = 1; : : : ;K in (5.4.5) is roughly comparable to a single
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computation of the gradient, i.e., the K gradients of f ri (x), for i = 1; : : : ;K. Moreover, for
the simple F-W objective function, not much is gained by minimizing only one out of the
K individual functions f ri (x), i= 1; : : : ;K, when K is large as it is in our tests. Note that the
number of iterations required by MSA and Grad were exactly the same on our set of test
problems. When K is of a moderate size and the individual functions are more complicated,
MSA should require fewer iterations than Grad.
The purpose of this set of tests was not to demonstrate any advantage that our algo-
rithms might have over gradient methods. Rather, they were performed to validate our
algorithms and show that the accelerated variants like algorithm Nest can reduce the num-
ber of iterations required to solve problems of the form (5.1.1). This is quite clear from
the results reported in Table 5.1. We further note that FaMSA-s often takes one to three
fewer iterations than Nest. Note that for some problems, the multiple-splitting algorithm
took only one iteration to converge. The reason was that for these problems, the number of
points was much larger than the dimension of the space. Therefore, the points were very
compact and fairly uniformly distributed around the initial point; hence that point was quite
likely to be very close to the optimal solution.
5.4.2 An image deblurring problem
In this section, we report the results of applying our multiple-splitting algorithms to a
benchmark total variation and wavelet-based image deblurring problem from [37]. In this
problem, the original image is the well-known Cameraman image of size 256 256 and
the observed image is obtained after imposing a uniform blur of size 9 9 (denoted by
155
the operator A) and Gaussian noise (generated by the function randn in MATLAB with a
seed of 0 and a standard deviation of 0:56). Since the vector of coefficients of the wavelet
transform of the image is sparse in this problem and the total variation norm of the image
is expected to be small, one can try to reconstruct the image x from the observed image b




where TV(x) := åi j
p
(xi+1; j  xi j)2+(xi j  xi; j+1)2 is the total variation of x, F is the
wavelet transform, A denotes the deblurring kernel and a > 0, b > 0 are weighting pa-
rameters. Problem (5.4.6) involves minimizing the sum of three convex functions with
f1(x) = aTV(x), f2(x) = bkFxk1 and f3(x) = 12kAx bk22.
To apply our multiple-splitting algorithms to solve (5.4.6), our theory requires all the
functions to be smooth functions. So we needed to smooth the TV and the `1 functions first.
We adopted the following way to smooth the TV function, widely used in the literature for
doing this:
f d1 (x) := aå
i j
q
(xi+1; j  xi j)2+(xi j  xi; j+1)2+d:
The `1 function was smoothed in the way described in Chapter 4:
f s2 (x) := bmaxu fhFx;ui 
s
2
kuk2 : kuk¥  1g:
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Thus, the smooth version of problem (5.4.6) was:
min
x
f d1 (x)+ f
s
2 (x)+ f3(x): (5.4.7)
However, when we applied our multiple-splitting algorithms to (5.4.7), we actually
performed the following computation on the k-th iteration:
8>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>:
xk+1 := argminx f1(x)+ hÑ f s2 (wk);x wki+ 12µkx wkk2
+hÑ f3(wk);x wki+ 12µkx wkk2
yk+1 := argminy f s2 (y)+ hÑ f d1 (wk);y wki+ 12µky wkk2
+hÑ f3(wk);y wki+ 12µky wkk2
zk+1 := argminz f3(z)+ hÑ f d1 (wk);z wki+ 12µkz wkk2
+hÑ f s2 (wk);z wki+ 12µkz wkk2
wk+1 := (xk+1+ yk+1+ zk+1)=3:
(5.4.8)
Note that in (5.4.8), when we linearized the TV function, we used the smoothed TV func-
tion f d1 (), i.e., we computed the gradient of f d1 (). But when we solved the first subprob-
lem, we used the nonsmooth TV function f1(), because there are efficient algorithms for










wk µ(Ñ f s2 (wk)+Ñ f3(wk)

=2)k2;
which is a standard TV-denoising problem. In our tests, we perform 10 iterations of the
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algorithm proposed by Chambolle in [20] to approximately solve this problem. The second





















where (w˜k) j =maxf 1;minf1; 2(Fw¯
k) j
2s+bµ gg and w¯k = wk µ





third subproblem in (5.4.8) corresponds to solving the following linear system:
(A>A+2=µI)z= A>b Ñ f d1 (wk)+2=µwk Ñ f d2 (wk):
Solving this linear system is easy since the operator A has a special structure and thus
(A>A+2=µI) can be inverted efficiently.
In our tests, we set a= 0:001, b= 0:035 and used smoothing parameters d= s= 10 4.
The initial points were all set equal to 0. We compared the performance of MSA, FaMSA,
FaMSA-s and Grad for different µ and step sizes t. In these comparisons, we simply
terminated the codes after 500 iterations. The objective function value and the improvement
signal noise ratio (ISNR) at different iterations are reported in Table 5.2. The ISNR is
defined as ISNR := 10log10
kx bk2
kx x¯k2 , where x is the reconstructed image and x¯ is the true
image. As we did for F-W problem, we always used µ = t(K  1) and since there were
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three functions in this problem, we used µ = 2t. For large µ, we did not report the results
for all of the iterations since the comparisons are quite clear from the selected iterations.
See Figure 5.1 for additional and more complete comparisons. We make the following
observations from Table 5.2. For µ = 0:1, FaMSA-s achieved the best objective function
value in about 200 iterations and 152 CPU seconds. The best ISNR was also achieved
by FaMSA-s, in about 300 iterations and 227 seconds. MSA and Grad were not able to
obtain an acceptable solution in 500 iterations. In fact, they were only able to reduce the
objective function to twice the near-optimal value of 3:86104 achieved by FaMSA-s. For
µ = 0:5, FaMSA-s achieved the best objective function value and ISNR in 100 iterations
and 76 seconds and 125 iterations and 94 seconds, respectively. Again, MSA and Grad
did not achieve acceptable results even after 500 iterations. For µ = 1, MSA achieved
the best objective function value, 3:73 104, after 500 iterations and 349 CPU seconds,
while the best ISNR was achieved by FaMSA-s in 80 iterations and 61 seconds. Also, the
best objective function value achieved by FaMSA-s was at the 60-th iteration after only 47
CPU seconds. We also note that for µ= 0:1;0:5 and 1, MSA was always better than Grad
and FaMSA-s was always slightly better than FaMSA. Another observation was that MSA
always decreased the objective function value for µ = 0:1;0:5 and 1, while FaMSA and
FaMSA-s always achieved near-optimal results in a relatively small number of iterations
and then started getting worse. However, in practice, one would always terminate FaMSA
and FaMSA-s once the objective function value started increasing. For µ = 5, MSA gave
very good results while the other three solvers diverged immediately. Specifically, the best
objective function value 3:73 104 was achieved by MSA in 120 iterations and 80 CPU
159
seconds, and the best ISNR was achieved by MSA in 200 iterations and 132 CPU seconds.
Thus, based on these observations, we conclude that FaMSA-s attains a nearly optimal
solution very quickly for small µ while MSA is more stable for large µ.
We also plotted some figures to graphically illustrate the performance of these solvers.
Figures (a), (b) and (c) in Figure 5.1 plot the objective function value versus the iteration
number for µ= 0:1;0:5 and 1, respectively. Figures (d), (e) and (f) in Figure 5.1 plot ISNR
versus the iteration number for µ= 0:1;0:5 and 1. We did not plot graphs for µ= 5, since
FaMSA, FaMSA-s and Grad diverged from the very first iteration. From Figure 5.1 we
can see the comparisons clearly. Basically, these figures show that FaMSA and FaMSA-s
achieve a nearly optimal solution very quickly. We can also see from (b), (c), (e) and (f)
that FaMSA-s is always slightly better than FaMSA and MSA is always better than Grad.
We also tested setting D(k) to the identity matrix in MSA and FaMSA, but this choice,
as expected, did not give as good results.
To see how MSA performed for the deblurring problem (5.4.7), we show the original
(a), blurred (b) and reconstructed (c) cameraman images in Figure 5.2. The reconstructed
image (c) is the one that was obtained by applying MSA with µ = 5 after 200 iterations.
The ISNR of the reconstructed image is 5.3182. From Figure 5.2 we see that MSA was
able to recover the blurred image very well.
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Figure 5.2: Using MSA to solve (5.4.7). (a): Original image; (b): Blurred image; (c):
Reconstructed image by MSA
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5.5 Conclusions
In this chapter, we proposed two classes of multiple-splitting algorithms based on alter-
nating directions and optimal gradient techniques for minimizing the sum of K convex
functions. Complexity bounds on the number of iterations required to obtain an e-optimal
solution for these algorithms were derived. Our algorithms are all parallelizable, which is
attractive for practical applications involving large-scale optimization problems.
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Table 5.1: Comparison of MSA, FaMSA-v, Grad and Nest on solving Fermat-Weber prob-
lem (5.4.3)
Problem Mosek MSA FaMSA-s Grad Nest
n K time iter relerr time iter relerr time iter relerr time iter relerr time
t= 0:001
50 50 0.85 500 4.1e-05 0.73 107 8.4e-07 0.17 500 4.1e-05 0.21 109 9.0e-07 0.05
50 100 3.40 500 5.6e-06 1.44 69 9.9e-07 0.21 500 5.6e-06 0.42 72 8.5e-07 0.07
50 200 0.96 427 9.9e-07 2.44 47 8.8e-07 0.28 427 9.9e-07 0.69 49 8.6e-07 0.09
100 100 1.78 500 8.9e-06 1.68 94 9.8e-07 0.33 500 8.9e-06 0.51 97 9.1e-07 0.10
100 200 4.48 500 1.6e-06 3.35 60 9.2e-07 0.42 500 1.6e-06 1.00 62 9.2e-07 0.13
100 400 9.40 198 1.0e-06 2.68 34 9.5e-07 0.47 198 1.0e-06 0.79 36 9.2e-07 0.15
200 200 22.22 500 2.3e-06 4.36 75 9.9e-07 0.67 500 2.3e-06 1.39 77 9.9e-07 0.22
200 400 45.55 275 1.0e-06 4.81 41 9.9e-07 0.73 275 1.0e-06 1.54 43 9.8e-07 0.25
200 800 100.15 41 1.0e-06 1.44 15 9.7e-07 0.54 41 1.0e-06 0.46 16 9.8e-07 0.18
300 300 102.64 419 1.0e-06 6.73 52 9.9e-07 0.85 419 1.0e-06 2.22 54 9.9e-07 0.29
300 600 194.99 24 1.0e-06 0.79 11 9.9e-07 0.37 24 1.0e-06 0.26 12 9.9e-07 0.14
300 1200 401.54 1 5.8e-07 0.08 1 5.8e-07 0.08 1 5.8e-07 0.03 1 5.8e-07 0.03
t= 0:01
50 50 0.84 238 9.9e-07 0.36 32 8.3e-07 0.06 238 9.9e-07 0.11 34 7.5e-07 0.02
50 100 3.36 93 9.9e-07 0.29 20 9.6e-07 0.07 93 9.9e-07 0.08 22 7.6e-07 0.03
50 200 0.96 42 9.9e-07 0.26 13 9.2e-07 0.09 42 9.9e-07 0.07 15 5.9e-07 0.03
100 100 1.78 160 1.0e-06 0.55 28 9.0e-07 0.11 160 1.0e-06 0.17 30 8.1e-07 0.04
100 200 4.48 62 9.8e-07 0.43 17 9.2e-07 0.13 62 9.8e-07 0.13 19 7.5e-07 0.05
100 400 9.46 20 9.5e-07 0.28 9 9.1e-07 0.13 20 9.5e-07 0.09 10 9.2e-07 0.05
200 200 22.37 91 1.0e-06 0.81 22 9.2e-07 0.21 91 1.0e-06 0.26 23 1.0e-06 0.07
200 400 45.56 28 9.7e-07 0.50 11 9.9e-07 0.21 28 9.7e-07 0.16 13 8.4e-07 0.08
200 800 99.38 4 1.0e-06 0.16 4 8.6e-07 0.16 4 1.0e-06 0.05 4 9.4e-07 0.05
300 300 100.48 42 9.9e-07 0.69 15 9.3e-07 0.26 42 9.9e-07 0.23 16 9.5e-07 0.09
300 600 194.88 3 9.7e-07 0.11 3 9.4e-07 0.11 3 9.7e-07 0.04 3 9.6e-07 0.04
300 1200 402.16 1 5.4e-07 0.08 1 5.4e-07 0.08 1 5.4e-07 0.03 1 5.4e-07 0.03
t= 0:1
50 50 0.84 23 9.5e-07 0.05 9 3.4e-07 0.03 23 9.4e-07 0.02 10 5.4e-07 0.01
50 100 3.41 9 7.7e-07 0.04 5 6.1e-07 0.03 9 7.7e-07 0.02 6 5.1e-07 0.01
50 200 0.95 4 5.3e-07 0.04 3 2.9e-07 0.03 4 5.2e-07 0.01 3 1.0e-06 0.01
100 100 1.80 16 8.6e-07 0.07 8 3.6e-07 0.04 16 8.6e-07 0.02 9 4.1e-07 0.02
100 200 4.48 6 8.3e-07 0.05 4 7.2e-07 0.04 6 8.3e-07 0.02 5 5.2e-07 0.02
100 400 9.40 2 6.4e-07 0.04 2 4.2e-07 0.04 2 6.4e-07 0.02 2 6.4e-07 0.02
200 200 22.25 9 9.4e-07 0.09 6 5.8e-07 0.07 9 9.3e-07 0.03 6 9.4e-07 0.02
200 400 45.61 3 7.9e-07 0.07 3 5.0e-07 0.07 3 7.9e-07 0.02 3 6.9e-07 0.03
200 800 99.77 1 5.0e-07 0.05 1 5.0e-07 0.05 1 5.0e-07 0.02 1 5.0e-07 0.02
300 300 100.37 4 9.9e-07 0.08 4 6.7e-07 0.08 4 9.9e-07 0.03 4 8.4e-07 0.03
300 600 197.72 1 7.0e-07 0.05 1 7.0e-07 0.05 1 7.0e-07 0.02 1 7.0e-07 0.02
300 1200 412.49 1 2.1e-07 0.08 1 2.1e-07 0.08 1 2.1e-07 0.03 1 2.1e-07 0.03
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Table 5.2: Comparison of MSA, FaMSA, FaMSA-s and Grad on solving TV-deblurring
problem
MSA FaMSA FaMSA-s Grad
Iter obj ISNR obj ISNR obj ISNR obj ISNR
µ= 0:1;t= 0:05
100 3.42e+005 0.9311 4.67e+004 3.6310 4.66e+004 3.6332 3.36e+005 0.9344
200 1.55e+005 1.5340 3.89e+004 4.9693 3.86e+004 4.9821 1.55e+005 1.5341
300 1.13e+005 1.9057 3.98e+004 5.2695 3.94e+004 5.2989 1.13e+005 1.9043
400 9.25e+004 2.1905 4.30e+004 4.6587 4.26e+004 4.7075 9.28e+004 2.1871
500 7.97e+004 2.4235 4.76e+004 3.3881 4.70e+004 3.4500 8.02e+004 2.4175
µ= 0:5;t= 0:25
25 2.41e+005 1.1343 7.70e+004 2.4777 7.69e+004 2.4784 2.36e+005 1.1408
50 1.29e+005 1.7359 4.31e+004 3.9343 4.28e+004 3.9416 1.29e+005 1.7376
75 9.66e+004 2.1260 3.92e+004 4.7122 3.88e+004 4.7324 9.67e+004 2.1250
100 7.96e+004 2.4243 3.90e+004 5.1257 3.84e+004 5.1638 8.00e+004 2.4198
125 6.92e+004 2.6659 3.97e+004 5.2558 3.90e+004 5.3160 6.98e+004 2.6569
150 6.21e+004 2.8682 4.12e+004 5.0880 4.04e+004 5.1737 6.30e+004 2.8538
175 5.71e+004 3.0416 4.33e+004 4.6478 4.23e+004 4.7576 5.82e+004 3.0207
200 5.34e+004 3.1928 4.58e+004 3.9964 4.46e+004 4.1258 5.48e+004 3.1646
225 5.06e+004 3.3266 4.86e+004 3.2006 4.73e+004 3.3442 5.22e+004 3.2902
250 4.85e+004 3.4463 5.18e+004 2.3223 5.03e+004 2.4758 5.03e+004 3.4009
275 4.67e+004 3.5545 5.54e+004 1.4132 5.37e+004 1.5723 4.88e+004 3.4991
300 4.54e+004 3.6529 5.93e+004 0.5078 5.74e+004 0.6705 4.76e+004 3.5869
500 3.99e+004 4.2186 9.74e+004 -5.2730 9.43e+004 -5.1193 4.38e+004 4.0416
µ= 1;t= 0:5
20 1.53e+005 1.5382 6.35e+004 2.7991 6.33e+004 2.8006 1.51e+005 1.5443
40 9.23e+004 2.1927 4.10e+004 4.2214 4.05e+004 4.2361 9.22e+004 2.1932
60 7.09e+004 2.6220 3.91e+004 4.9205 3.84e+004 4.9591 7.13e+004 2.6158
80 5.99e+004 2.9413 3.96e+004 5.2175 3.86e+004 5.2890 6.08e+004 2.9258
100 5.34e+004 3.1933 4.10e+004 5.1371 3.98e+004 5.2488 5.47e+004 3.1664
120 4.93e+004 3.4003 4.33e+004 4.6922 4.19e+004 4.8439 5.10e+004 3.3597
140 4.64e+004 3.5751 4.62e+004 3.9649 4.45e+004 4.1489 4.85e+004 3.5186
160 4.44e+004 3.7258 4.94e+004 3.0524 4.75e+004 3.2595 4.68e+004 3.6515
180 4.29e+004 3.8578 5.32e+004 2.0449 5.10e+004 2.2668 4.57e+004 3.7637
200 4.18e+004 3.9748 5.74e+004 1.0116 5.50e+004 1.2419 4.49e+004 3.8592
220 4.09e+004 4.0795 6.20e+004 -0.0045 5.93e+004 0.2311 4.44e+004 3.9407
240 4.02e+004 4.1741 6.70e+004 -0.9780 6.41e+004 -0.7394 4.40e+004 4.0103
260 3.96e+004 4.2602 7.22e+004 -1.8951 6.90e+004 -1.6561 4.37e+004 4.0695
280 3.92e+004 4.3388 7.77e+004 -2.7506 7.43e+004 -2.5136 4.36e+004 4.1197
300 3.88e+004 4.4111 8.34e+004 -3.5436 7.97e+004 -3.3102 4.35e+004 4.1620
500 3.73e+004 4.9042 1.35e+005 -8.5246 1.29e+005 -8.3127 4.47e+004 4.2742
µ= 5;t= 2:5
20 2.54e+007 -2.7911 1.10e+023 -157.9048 8.53e+018 -116.7985 5.63e+015 -84.9895
40 4.91e+005 3.7130 1.37e+040 -328.8532 8.05e+031 -246.5444 6.03e+022 -155.2917
60 4.69e+004 4.4065 3.59e+057 -503.0389 1.68e+045 -379.7479 6.55e+029 -225.6465
80 3.80e+004 4.6991 1.29e+075 -678.5934 4.93e+058 -514.4122 7.15e+036 -296.0278
100 3.74e+004 4.9027 5.53e+092 -854.9100 1.74e+072 -649.8897 7.84e+043 -366.4253
120 3.73e+004 5.0513 2.65e+110 -1031.7135 6.92e+085 -785.8864 8.61e+050 -436.8334
140 3.73e+004 5.1600 1.37e+128 -1208.8552 2.99e+099 -922.2437 9.47e+057 -507.2490
160 3.74e+004 5.2373 7.52e+145 -1386.2455 1.37e+113 -1058.8660 1.04e+065 -577.6699
180 3.76e+004 5.2888 4.31e+163 -1563.8262 6.62e+126 -1195.6913 1.15e+072 -648.0947
200 3.78e+004 5.3182 2.55e+181 -1741.5574 3.31e+140 -1332.6769 1.27e+079 -718.5224




We proposed and studied several algorithms for solving sparse and low-rank optimization
problems in this thesis.
In Chapter 2, we proposed a fixed-point continuation algorithm for solving matrix rank
minimization problems. By adopting a Monte Carlo algorithm for approximately comput-
ing SVD in each iteration, we got a very efficient and powerful algorithm that can recover
low-rank matrices using a limited number of observations effectively.
In Chapter 3, we studied several greedy type algorithms for solving matrix rank min-
imization problems. Their convergence and recoverability properties were analyzed. Our
results on convergence and recoverability improved the previous results on matrix rank
minimization.
In Chapter 4, we proposed alternating linearization methods for minimizing the sum
of two convex functions. Under the assumption that the objective function has a Lips-
chitz continuous gradient, we analyzed for the first time the iteration complexity results
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for alternating direction type methods. We proved that the basic and accelerated versions
of our alternating linearization methods need respectively O(1=e) and O(1=
p
e) iterations
for an e-optimal solution. Numerical results on compressed sensing and robust principal
component analysis problems showed the efficiency of our methods.
In Chapter 5, we proposed multiple splitting algorithms for more general convex com-
posite optimization problems, i.e., minimizing the sum of K convex functions for any
K  2. The O(1=e) and O(1=pe) iteration complexity for both basic and accelerated mul-
tiple splitting algorithms were analyzed. Numerical results on Fermat-Weber problem and
TV-denoising problem showed the advantages of our methods.
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