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ABSTRACT
There are many combinatorial optimization problems such as traveling salesman problem,
quadratic-assignment problem, flow shop scheduling, that are computationally intractable. Tabu
search based simulated annealing is a stochastic search algorithm that is widely used to solve
combinatorial optimization problems. Due to excessive run time, there is a strong demand for a
parallel version that can be applied to any problem with minimal modifications. Existing advanced
and/or parallel versions of tabu search algorithms are specific to the problem at hand. This leads
to a drawback of optimization only for that particular problem. In this work, we propose a parallel
version of tabu search based SA on the Graphics Processing Unit (GPU) platform. We propose two
variants of the algorithm based on where the tabu list is stored (global vs. local). In the first version,
the list is stored in the global shared memory such that all threads can access this list. Multiple
random walks in solution space are carried out. Each walk avoids the moves made in rest of the
walks due to their access to global tabu list at the expense of more time. In the second version, the
list is stored at the block level and is shared by only the block threads. Groups of random walks are
performed in parallel and a walk in a group avoids the moves made by the rest of the walks within
that group due to their access to shared local tabu list. This version is better than the first version
in terms of execution time. On the other hand, the first version finds the global optima more often.
We present experimental results for six difficult optimization functions with known global optima.
Compared to the CPU implementation with similar workload, the proposed GPU versions are faster
by approximately three orders of magnitude and often find the global optima.
vi
CHAPTER 1: INTRODUCTION AND MOTIVATION
Combinatorial optimization problems occur naturally in many fields such as artificial intel-
ligence, machine learning, software engineering, and others. Specific examples are making a good
timetable, finding optimal job scheduling for production, stacking of containers, planning effective
communication networks, etc. All these problems include finding values for discrete variables in
such a way that the optimal solution for the respective objective function must be found while
satisfying the specified constraints (if any).
1.1 Combinatorial Optimization Algorithms
The strategies used for solving combinatorial optimization problems can generally be classi-
fied into two fundamental categories, namely, exact and heuristic algorithms.
• Exact algorithms ensure finding an optimal solution and to demonstrate its optimality for
each and every instance of the problem. The run-time, nonetheless, increases significantly
(often exponentially) with the size of the problem instance, and in general, only small or
medium-sized instances can be practically solved.
• For larger instances, we can opt for heuristic algorithms [2] which helps us to find an optimal or
near-optimal solution in reasonable run-time. Though they are employed to get good results,
they do not guarantee optimal solutions.
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The main aim of this work is to develop a parallel version of generic tabu search based
meta-heuristic on Graphical Processing Unit (GPUs) which can be used to solve any combinatorial
optimization problems such as SAT (Boolean Satisfiability), TSP (Traveling Salesman Problem),
QAP (Quadratic Assignment Problem), flow-shop optimized search based mechanism that are by
nature NP-Complete. Apart from tabu search, we can also use simulated annealing and genetic
algorithms for solving these problems [3].
All the above-mentioned strategies are meta-heuristics, i.e., they mimic high-level metaphors,
borrowed from metallurgy and biology. According to the classification of meta-heuristics, simulated
annealing is treated as a single-state technique, whereas genetic algorithm is treated as a population
method. Combinatorial optimization generally refers to optimization achieved by choosing from
among a set of discrete values to the independent variables.
In order to solve a combinatorial optimization problem, any meta-heuristic algorithm, in
general, follows the following five steps.
1. In the first step, the domain-specific details are used to formulate a cost function.
2. The cost function is evaluated for a random solution which acts as a starting point.
3. The neighborhood of a given solution is defined by varying the current solution. Given a
solution, the neighborhood solutions are considered as possible new solutions.
4. If a new solution improves the cost, then accept the solution. Otherwise, accept it with a
certain probability.
5. Steps in 3 and 4 are applied until either some acceptance criterion is satisfied or a maximum
number of iterations is reached.
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Although different strategies [3] aim towards the same goal, they generate candidate solutions
in a different manner to be evaluated by the cost function.
1.2 Proposed Approach Overview
We propose a tabu search based simulated annealing algorithm [4] on GPU. Two versions
of parallel tabu search are proposed based on where the tabu list is stored. In first version, the
tabu list is stored in the global shared memory such that it is accessible to all threads. In second
version, multiple lists are stored at block level in different blocks and each one is shared only by
their respective block threads. Multiple random walks in solution space are carried out. In the first
version, each walk avoids the moves made in rest of the walks due to their access to global tabu
list at the expense of more time. In the second version, groups of random walks are performed in
parallel and a walk in a group avoids the moves made by the rest of the walks within that group
due to their access to shared local tabu list.
1.3 Experimental Results Overview
We implemented a serial version (C) and two parallel versions of tabu search algorithm
(CUDA framework) and validated with six complex optimization test functions [5], namely, Dejong,
Axis-parallel hyper ellipsoid, Rastrigin, Schwefel, Griewangk, and Drop-Wave. Parameters used are
tabu list size, number of threads or iterations, number of tabu lists for multiple tabu lists version,
annealing parameter (alpha). Compared to the CPU implementation with similar work load, the
proposed GPU versions are faster by approximately three orders of magnitude and often find the
global optima.
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1.4 Thesis Organization
The remainder of the thesis is organized as follows. Chapter 2 presents the concepts of tabu
search, simulated annealing, CUDA, and GPU as well as related work on parallelization of tabu
search based algorithm. Chapter 3 proposes two versions of parallel tabu search based algorithm on
GPUs. Chapter 4 reports the results and performance of the parallel version when compared to the
serial version. Chapter 5 concludes the work done and outlines directions for further enhancement.
1.5 Chapter Summary
In this chapter, the challenges involved in solving the combinatorial optimization problems
and the approaches to solve them are explained. The motivation behind this work is also discussed.
The overview of the thesis is presented.
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CHAPTER 2: RELATED WORK
In this chapter, we review various search algorithms such as hill-climbing, random-walk,
simulated annealing, and tabu search. We provide the background on GPUs and then review
parallel versions of simulated annealing and tabu search.
2.1 Search Optimization Techniques
Following the regular search algorithms such as Depth-First, Breadth-First search mecha-
nisms which aims to find the path to the goal and in the process consume lot of memory to store
different paths to reach the particular element, we also have search algorithms whose aim is to find
the best solution state rather than just the path which in turn use memory only for storing the
current state and move to the neighboring states. These search algorithms such as Hill-climbing,
Random walk, Simulated Annealing possess very little memory consumption and at the same time
help us to find reasonable solutions in large or continuous state spaces.
2.1.1 Hill-Climbing
In this approach, we select a current node and choose a best neighbor by inspecting all
neighbors on either side. It is helpful in the applications such as job shop scheduling, automatic
programming, circuit designing, vehicle routing and portfolio management. It provides solutions to
pure optimization problems where the main focus is on finding the best state for the given objective
function. This technique works well for finding the local minima but not global minima as it explores
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only its neighborhood and not go to further states away. For example, consider a person searching
for treasure on the top most peak of the mountain but got stuck at the local peak as shown in the
Figure 2.1 [6].
Figure 2.1: Hill Climbing Illustration
2.1.2 Random Walk
Here, we just try to follow a greedy approach but sometimes opt for random moves with
some probability. It starts by randomly picking a neighbor of the current state.
S(N) = S(N − 1) +Xn (2.1)
where Xn denotes the random step from random distribution and S(N) refers to the next state.
For example, consider a drunkard walking on a street which represents the random walk in one
dimensional platform in reference to [6]. An example to the random walk in two-dimensional space
with gausian step size distribution is shown in the Figure 2.2.
6
Figure 2.2: Random Walk in 2D
2.1.3 Challenges in Hill-Climbing and Random-Walk
The drawbacks [6] of the above mentioned algorithms are as follows.
• They can not keep track of best solutions found so far, need to increase mobility to explore
search space.
• They can not control the walk to move towards best optimal more quickly.
• They can not escape local minima.
• Random walk starts from good initial, but random guess solution is produced which is not
efficient.
2.1.4 Simulated Annealing
In general, annealing is referred to the thermal process for getting low energy states of a solid
in the heat bath. This process is performed in two steps:
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1. Increasing the temperature of the heat bath until it reaches the maximum where the melting
of solid takes place.
2. Decreasing it carefully until the particles get settled in the minimum energy state of the solid.
We can simulate this process of annealing with the help of Metropolis algorithm, which
is in turn based on Monte Carlo techniques. This helps us to find solutions to combinatorial
optimization problems where the solutions are equal to physical system states and solution cost is
equal to "energy" of the state.
In order to apply simulated annealing for solving optimization problems, we need a successor
function which deals with getting a neighboring solution given the current one. This helps to create
a disturbance to particles in the system. We also need a target function or objective function in
order to get the global minima, which mimics the energy of the system.
This algorithm starts with high temperature where the high random movements take place
in order to explore many different parts of the system but gradually we slow down the temperature
and make it behave more like hill climbing. This helps us to find good optimal values as it can go
beyond many local optima and move towards global optima. At any given temperature which is
finite, it is more likely that it climbs down from a lower peak than it is from a higher peak which
means it climbs from local peak to higher peak. The distribution we use to decide when we have a
bad move is called Boltzmann distribution.
pi = exp(−Ei/kT )
Z
where Z = N∑
i=1 exp(−Ei/kT ) (2.2)
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Here Ei refers to energy at that particular i, T refers to absolute temperature, k refers to
boltzmann constant and N refers to the total number of states.
At low temperature, probability is inclined towards low energy states which means it accepts
very less bad moves. This is known as acceptance probability.
It provides solutions to the problems having solution space like SAT, TSP, graph coloring
and matching, scheduling, image processing, VLSI design where the aim is to not find a path from
source to destination, rather the optimal path. It makes use of annealing schedule in order to reduce
the temperature. There are two possibilities to control it.
1. A constant value can be deducted to get new temperature (Tn = T − Td).
2. A constant scaling factor can be used to reduce the current temperature and get a new one
(Tn = T ∗ S where S act as a scaling factor).
Simulated Annealing depends upon four factors in general. They are:
1. Solution space
2. Cost function
3. Neighborhood structure
4. Cooling schedule
Simulated annealing strategy is described below.
1. Consider decreasing series of temperature, start from max
2. At each temperature, iterate these steps
9
0. Algorithm basicSA(Cost Function f)
1. Select starting temperature and initial parameter values
2. Randomly select a new point in the neighborhood of the current
3. Compare the two points using the Acceptance Probability
4. Repeat steps 2 and 3 until system reaches equilibrium state
5. In practice, repeat the process N times for large N
6. Decrease temperature and repeat the above steps, stop when system reaches frozen state
Figure 2.3: Basic Simulated Annealing Algorithm
3. Propose an update and evaluate function
4. Accept updates that improve solution
5. Accept few updates that do not improve based on acceptance probability
6. Acceptance probability is affected by temperature
7. If cooling is very slow, the global minima will be reached
Pseudocode for basic simulated annealing algorithm is shown in Figure 2.3.
For example, consider a ball in a terrain as shown in Figure 2.4. A and C are local maximas.
By accepting decreasing cost moves the ball can reach global optimum. The main drawback of
this algorithm is that it requires very slow cooling in order to escape the local minima and find
the optimized values which in turn takes more convergence time but still global optimum is not
guaranteed.
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Figure 2.4: Simulated Annealing Crossing Local Maxima
2.1.5 Tabu Search
Tabu search [7] is defined as a meta-heuristic algorithm in order to solve the optimization
problem with the help of a deterministic procedure of avoiding local minima. This makes us to go
past the local minima and explore the states further. Parameters used by tabu search are as follows:
1. Neighborhood structure
2. Local search process
3. Aspiration criteria
4. Form of tabu moves
5. Adding a tabu move to list
6. Maximum length of a tabu list
7. Stopping condition
It mainly uses the neighborhood search and memory in order to store the search history and
forbid the cycling search. It also records the forbidden moves and refer them to be tabu moves.
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0. Algorithm basicTabu(Cost Function f)
1. Choose an initial solution curr
2. N(curr) ← Find a subset of f(curr), neighbors of curr that are not in the tabu list
3. Find the best one (next) in set N(curr)
4. If f(next) < f(curr) then set curr = next /* positive move */
5. If f(next) > f(curr) or satisfied Aspiration Criteria /* negative move */
6. Update tabu list, curr ← next
7. Go to second step, till the stopping condition (Temp ≤ 1) is met
Figure 2.5: A Basic Tabu Search Algorithm
This can be done by two main strategies [8].
1. Having a tabu tenure which says that for a certain period of time do not make the same move
again. This can be implemented as a circular queue of finite size. This acts as a short-term
memory.
2. By keeping track of what moves are made in the recent past in order to make sure that we do
not go back to the same local minima which we are trying to escape [7].
Recent moves are known to be tabu, but we can make an exception in a bad situation when the
other moves are bad and this leads us to find the better solution. This is known as aspiration
criteria.
The basic tabu search algorithm is shown in Figure 2.5. In Figure 3.2, we can see where the
tabu list is stored on CPU.
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Figure 2.6: Globally Shared Tabu Search on CPU
2.1.6 Advantages of Tabu Search
• It allows even a bad solution to be accepted in order to escape from local minima.
• It makes use of tabu list to store the forbidden moves. This technique can be applied to both
continuous and discrete solution spaces.
• It helps us to solve problems which are NP-hard such as scheduling, quadratic assignment,
and vehicle routing by obtaining solutions that often surpass the best solutions previously
found by other algorithms.
2.1.7 Comparison of Tabu Search with other Optimization Algorithms
• Traditional methods like hill climbing do not allow bad moves but tabu search does.
• Unlike simulated annealing, which depend on semi-random procedures that make use of sam-
pling, Tabu search is mostly deterministic.
• Tabu search makes use of explicit memory unlike simulated annealing.
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2.2 Graphical Processing Units (GPUs)
A GPU, or Graphics Processing Unit, is basically an electronic circuit which quickly controls
and adjusts memory to quicken the formation of pictures in a frame buffer planned for yield to a
display. They are quick at executing scientific estimations and other calculations, and largely utilized
for rendering pictures. GPUs came into picture to oﬄoad these graphics related computations
from the CPU. Late GPUs are the robust graphics engine, yet added to achieve sensible speedup
with exceedingly strong parallel processors when contrasted with CPUs. GPUs with these abilities
along with the extreme increment in programmability drew the consideration of scientists in GPU
processing and hybrid computing. GPU accelerated computing is an utilization of GPUs when
teamed up with CPUs, quickens an extensive variety of enterprise, consumer, analytics, science and
engineering applications and so on. Features and the extensive variety of uses of GPUs make it
inescapable to focus on the advancements of Graphics Processing Units. The difference between
CPU and GPU architecture is as illustrated in Figure 2.7.
Figure 2.7: Architecture of CPU and GPU
Graphics quickened real-time applications prompted the presence of the Graphics Process-
ing Units. Graphics produced by PCs can be recognized by their measurements as 2-dimensional,
3-dimensional, and animated representation. In the early days, these graphics were handled by the
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Central Processing Unit (CPU), however, needed in higher productivity levels because of its archi-
tectural limitations. Massively parallel Graphics Processing Unit (GPUs) appeared with quickly
gaining development as a robust engine for computationally demanding applications.
GPUs are mainly developed for the applications to achieve these goals:
• Higher level computations: GPUs are required to convey high-end execution to quicken com-
plex real-time applications.
• Parallel processing: GPUs are used for massively parallel programming by using CUDA
• Throughput beats latency: Graphics pipeline is implemented in a way that GPUs prioritize
throughput over latency.
Earlier, GPU used to be a limited processor, pointed and reached expectations at 3-dimensional
graphics. From that point forward, GPUs were required to focus on the application programming
interface (API) and the robust hardware concentrated on the programmable parts of the GPUs.
Over a timeframe, GPUs have advanced as high-performance general purpose computing
engine, in order to beat the constraints of programming interfaces and programming instruments.
Advancements in the programming model and programming languages turned out to be similarly
essential with the breakthroughs in GPUs.
Presently the challenge is to keep up the right harmony between low-level access to the
hardware to empower performance and high-level programming languages and tools that permit de-
veloper flexibility and productivity, all in the face of quickly advancing hardware. The performance
per watt and utilization of power are fundamental parameters to survey the GPU's productivity in
various applications from compact gadgets with the confined power to high data computing units.
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Lack of sufficient power model framework brought challenges up in finding the proficiency of GPU
in terms of energy. Accordingly, a much more strong power prototype is required to set up energy
proficient architectures of the GPUs.
High-level interfaces such as CUDA, Brook, and OpenCL permit programmers to exploit
parallelism by utilizing threads and thereby decreasing the execution time of the application essen-
tially. CUDA is mostly used for parallel programming which uses GPUs. CUDA stands for Compute
Unified Device Architecture which is a general-purpose parallel computing platform and model that
utilizes the parallel compute engine in NVIDIA GPUs to solve many complex computational prob-
lems in a more efficient way than on a CPU. CUDA explains about two levels of parallelism, they
are: information parallelism and multi-threading.
CUDA additionally uncovered a greater amount of hardware resources such as different levels
of memory hierarchy and an adaptable kernel permitting developers to manufacture large applica-
tions effectively. GPUs exploit the thread-level parallelism (TLP) exposed by the programmer.
2.2.1 Graphics Hardware
Graphics hardware represents the hardware in the system that creates graphics and makes
it appear on display devices. By making use of device driver, it creates the images on the display.
It consists of three main components. They are:
1. Display Drivers
2. Graphics cards
3. Part of Graphics card
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1. Display Drivers: Using display driver, graphics hardware communicates with the operating
system. Hardware drivers are installed with the help of software provided by the manufacturer.
Different graphics hardware have their own drivers required for the hardware to run. Moreover,
computer graphics hardware usually releases the excess of heat, in particular, the high-end
gaming pieces, and need additional cooling systems to overcome this problem to some extent
and keep the system in normal temperature. This may increase the cost, although few graphics
cards come with built-in fans.
The new graphics hardware design is highly dependent on API specification because API is
the one which determines how a particular driver behaves and the driver is the one which de-
termines how the hardware behaves. Therefore, graphics hardware which is designed without
the knowledge of API usually exhibits poor performance.
2. Graphics card: It is the prominent part of graphics hardware. It is the piece of equipment that
renders out all images and sends them to a display device. They are of two types, integrated
and dedicated. The dedicated graphics card gives more performance when compared with
the integrated graphics card. We can have both dedicated and integrated graphics, but once
a dedicated graphics card is installed, the integrated card will no longer function until the
dedicated card is ejected.
3. Parts of a Graphics Card: Graphics card normally works in light of the GPU. It plays out
a lot of the work given to the card. The main purpose of the card is to relieve CPU from
spending time on pixel calculations and other computations related to graphics. Modern
GPUs are highly efficient enough to deal with graphics, and due to the benefit of having
parallel structure, it makes them more viable when compared to that of CPUs for big data
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processing problems. Nvidia released the first GPU called GeForce 256, a single-core processor
which includes features such as integrated transform, lighting, triangle setup/clipping, and
rendering engines that which can process a minimum of 10 million polygons/second. Later,
more features such as Shaded Solids, Vertex lighting, Rasterization of filled polygons, Pixel
depth buffer, and color blending are added.
2.2.2 GPU Accelerated Computing
GPU accelerated computing is the consolidated work of CPU and GPU to quicken applica-
tions in an extensive variety of areas such as science, engineering, analytics, and enterprise. GPUs
are accelerating applications in platforms such as cars, mobile phones, and tablets, to drones and
robots. Typically, calculations of the running applications are done on the CPU. But after intro-
ducing GPUs, CPU is oﬄoaded by compute-intensive segments of the application. The rest of the
code still runs on the CPU only. But by applying the principle of abstraction, it helps to feel
that applications have become faster significantly. A CPU has less number of cores optimized for
sequential serial processing whereas a GPU has thousands of smaller, efficient cores designed to
deal with multiple parallel tasks. The reason behind the discrepancy in floating point capability
between the CPU and the GPU is that the GPU is specialized for compute-intensive, highly parallel
computation, that is exactly what graphics rendering is about, and so designed in such a way that
more transistors are devoted for data processing rather than data caching and flow control.
2.2.3 CPU/GPU interaction
GPU and CPU interact with each other to accelerate the computation process via bus.
Communication between GPU/CPU is depicted in Figure 2.8.
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Figure 2.8: CPU-GPU Interaction([1])
2.3 CUDA Framework
NVIDIA presented CUDA, which stands for Compute Unified Device Architecture, a parallel
computing platform and programming model that make use of parallel compute engine in NVIDIA
GPUs to take care of numerous complex computational issues in a more effective manner than on
a CPU. CUDA accompanies a software environment that enables programmers to utilize C with it.
It has three key concepts [1].
1. A hierarchy of thread organization
2. Shared memory
3. Synchronization barrier
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They will provide fine-grained data and task parallelism. They control us to parcel the issue
into coarse sub-problems that can be solved autonomously in parallel with the help of thread blocks,
and each sub-issue can be partitioned into better pieces that can be solved in a cooperative manner
by all threads of a block in parallel along with automatic scalability. Each and every thread block
can be scheduled on any of the multiprocessors inside a GPU, without following any particular order
request, simultaneously or successively, so that an incorporated CUDA program can execute on any
number of multiprocessors and just the runtime system should be aware of the availability of the
multiprocessors.
2.3.1 Memory Hierarchy
The smallest unit of execution is called "thread" and it is provided with a local memory to
store any specific values in order to perform the computations. In turn, a group of threads forms
a block and each block has a shared memory associated with it which is accessible by all threads
in that particular block. Each group of blocks forms a grid and the blocks within a grid will have
access to global memory.
Registers and shared memories are accessible at high speed in parallel. Therefore, whatever
variables are stored here can be accessed very fast.
Each thread can just access its own registers. A kernel function also utilizes registers to hold
the variables that are frequently accessed and private to each thread. All threads in a block can
communicate with each other through shared memory. It has a scope of a block and not shared
between the blocks. It must be declared in the kernel function body and goes away once the kernel
finishes execution. The global memory can be accessed at any time by any thread during the
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execution of the program but it is slow when compared to other memories. The constant memory
permits just read-only access to the device and has grid scope which exists till the lifetime of an
application. It is very fast and gives optimal result when all the threads access the same memory
location in order to perform read operation. It is also used to define the number of blocks and
threads going to be used in the program. It resides in device memory but cached in a location
called constant memory cache and this leads to an actual increase in performance.
Texture memory is for accessing 2D Patterns which are related to textures. They are generally
used by game or graphic developers.
All these memories can be used to efficiently design the algorithm and use the memory which
is appropriate to the problem. CUDA programmers should be aware of the limitations of all these
memories.
2.3.2 Thread Allocation
A GPU is built with an array of Streaming Multiprocessors (SMs). A multi threaded program
is partitioned into thread blocks that can execute independently so that a GPU with more number
of multiprocessors will execute the program in less time.
2.4 Parallelizing Simulated Annealing and Tabu Search - Prior Art
2.4.1 Parallel Simulated Annealing
We know that simulated annealing is intrinsically sequential and so it is difficult to eliminate
its recursive nature. In [9], different strategies have been proposed that can be used in order to
parallelize simulated annealing algorithm as follows:
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Figure 2.9: Memory Organization in GPU([1])
1. Application dependent parallelization: The cost function operations are distributed to different
cores.
2. Domain decomposition: The search space is divided into sub domains and each processor will
find the best cost in that domain and share it with other processors.
3. Multiple Markov chains approach: The multiple markov chains are executed in an asyn-
chronous manner and communicate their best costs at certain period or at the end. The
general method is to communicate at the end and this is known as an asynchronous approach,
where as, the markov chains communicate their best costs at different temperatures.
In order to illustrate the previous works on simulated annealing and tabu search parallel
versions, let us consider the example of the traveling salesman problem Algorithm for parallel
simulated annealing on traveling salesman problem is shown in the Figure 2.10. As the actual SA
algorithm has many inter-dependencies, it is not possible to completely take advantage of massive
parallelism. Figure 2.11 shows the flow chart of simulated annealing [10].
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0. Algorithm TSP_ParallelSA(Cost Function f)
1. For each thread in parallel do
2. Create initial list of cities by shuﬄing the input list i.e, random visit
3. In each iteration, swap two cities in the list
4. Calculate cost which refers to the distance traveled by salesman so far
5. If new distance is better than current, update current
6. If new distance is worse than current, accept it with certain probability(acceptance probability)
7. Slow cooling of temperature at each iteration
8. Find optimal best cost among all other best costs obtained
Figure 2.10: Parallel Simulated Annealing on TSP
2.4.2 Parallel Tabu Search
Parallel tabu search is implemented specifically to a particular application rather than making
it generic. For example, refer to [11]. So far, we have the implementation of tabu search on
the Traveling Salesman problem [11], Quadratic Assignment problem [12], flow shop scheduling
problem [4] and other similar ones. It has been proved that the implementation of parallel tabu
search is better than the serial version of it. Hence, we would like to take advantage of this tabu
search based optimization algorithm by making the algorithm itself suitable for parallelism. Hence,
we implement a generic parallel tabu search to be adapted to any kind of optimization problem that
can be solved using basic tabu search.
Figure 2.11 shows the flow chart of tabu search algorithm. Another example for parallel tabu
search is to deal with Quadratic Assignment problem.
23
So far, there are proposals on parallel tabu search solving quadratic assignment problem in
order to get optimal solution for large instances [12, 13, 14, 15].
It is also known as facility-location problem where the main goal is to place the facilities on
locations in a way to minimize the sum of product between flows and distances. Traveling salesman
problem is similar to this problem if the weights are added in addition to distance cost.
Now let us see the parallel tabu search on traveling salesman problem algorithm in Figure 2.12.
2.5 Chapter Summary
This chapter reviewed existing search optimization and so far what work has been done.
Characteristics of GPU are discussed and are compared with CPU to better understand their be-
havior. In summary, the main search-optimization techniques such as simulated annealing and tabu
search help us to escape the local minima and reach the nearest global optimum. By implementing
parallel versions of these techniques on GPU, the livelihood of finding global optimum increases
when compared to the serial version.
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(a) (b)
Figure 2.11: (a) Simulated Annealing, and (b) Tabu Search Work Flow
25
0. Algorithm TSP_ParallelTabu(Cost Function f)
1. For each thread in parallel do
2. Create initial list of cities by shuﬄing the input list i.e., random visit and initialize the tabu
list with fixed size m
3. In each iteration, swap two cities in the list and check if it is in tabu list
4. If not, then calculate cost which indicates the distance traveled so far
5. Else skip the iteration
6. If new distance is better than current, update current and tabu list
7. If new distance is worse than current, accept it with certain probability known as acceptance
probability and when it is satisfied, update current and tabu list
8. Go to next iteration until maximum number of iterations reached
9. Return optimal best cost among all other best costs obtained
Figure 2.12: Parallel Tabu Search on TSP Algorithm
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CHAPTER 3: PROPOSED PARALLEL TABU SEARCH ON GPU
We discuss the proposed versions of tabu search on CPU as well as the two different versions
on GPUs.
3.1 Proposed Approaches
We choose the tabu search algorithm where we do have a short-term memory to keep track
of recent moves and also forbid them. This memory is called as tabu list. By maintaining this list,
it can escape from local minima and also implement an explorative strategy. In order to take full
advantage of massive parallelism, we implement a parallel and serial version of tabu search on GPU
in two versions.
1. By maintaining a globally shared tabu list
2. By maintaining numerous locally shared tabu lists
We present in detail the proposed tabu search approaches using CPU-GPU integration. First,
let us discuss the serial version of tabu search being implemented on CPU.
3.1.1 Serial Tabu Search on CPU
Figure 3.1 presents the algorithm for serial tabu search on CPU. Figure 3.2 illustrates where
the tabu list is stored in the serial version.
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0. Algorithm Tabu_CPU(Cost Function f)
1. Initialize tabu list of size m
2. Start from high temperature (Temp ← 100)
3. Choose an initial solution curr
4. N(curr) ← Find a subset of N(curr), neighbors of curr that are not in the tabu list
5. Find the best one (next) in set N(curr)
6. If f(next) < f(curr) then set curr = next /* positive move */
7. If f(next) > f(curr) or satisfied Aspiration Criteria /* negative move */
8. Update tabu list, curr ← next
9. Temp ← Temp ∗ alpha
10. Go to fourth step, till the stopping condition (Temp ≤ 1) is met
11. return best solution found
Figure 3.1: Serial Version of Tabu Search Algorithm
Figure 3.2: Serial Tabu Search on CPU
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3.1.2 Parallel Globally Shared Tabu Search on GPU
The parallel version of globally shared tabu list implementation on CUDA is as follows.
Figure 3.3 outlines the pseudo-code of the task run by each thread in the tabu search kernel.
1. Use the cudaEvent library to record the execution time on GPU.
2. Allocate memory for global tabu list on GPU using cudaMalloc()
cudaMalloc((void ∗ ∗)&tabulist,N ∗ sizeof(float));
3. Call the init kernel function to initialize different states for generating random seeds and also
pass the number of blocks and threads being used as their parameters.
init <<< Blocks, Threads >>> (time(0), states);
4. Use the cudaError library to know the reason for the error occurred.
5. Call the actual kernel function that is going to perform this tabu search algorithm for different
temperature levels and alpha where each thread will have an individual starting seed which
helps to generate the best cost and finally the best amongst the best costs are returned.
tabusearch <<< Blocks, Threads >>> (states, tabulist, alpha,N);
6. Use cudaMemcpy() to return the best cost from GPU and copy back to CPU memory.
cudaMemcpy(&cpu_bestcost,&gpu_bestcost, size, cudaMemcpyDeviceToHost);
7. Finally, free the memory used on GPU using cudaFree().
cudaFree(states); cudaFree(tabulist); cudaFree(bestcost);
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0. Algorithm Tabu_globalGPU(Cost Function f)
1. Initialize a global tabu list of size m
2. For each thread in parallel do
3. Start from high temperature(Temp←100)
4. Choose an initial solution curr
5. N(curr) ← Find a subset of N(curr), neighbors of curr that are not in the tabu list
6. Find the best one (next) in set N(curr)
7. If f(next) < f(curr) then set curr = next/* positive move */
8. If f(next) > f(curr) or satisfied Aspiration Criteria /* negative move */
9. Update tabu list, curr ← next
10. Temp ← Temp ∗ alpha
11. Go to fifth step, till the stopping condition (Temp ≤ 1) is met
12. Return global best
Figure 3.3: Parallel Version of Globally Shared Tabu Search Algorithm
3.1.3 Multiple Locally Shared Tabu Search on GPU
In the parallel implementation of multiple locally shared tabu lists version on GPU, we try
to fix the number of tabu lists equal to the number of blocks for trial purpose in order to completely
utilize the GPU shared memory. Each block will be responsible to generate the best cost for that
particular block of threads and each thread in a block is given the access to its own tabu list with
the help of shared memory. In this way, the threads within the block will communicate with each
other. Any changes to the shared memory are visible to all the threads in the respective block.
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Figure 3.4: Globally Shared Tabu Search on GPU
We can use shared memory by using the __shared__ variable specifier to declare shared
variables or array. The syntax to allocate a tabu list of size M on each block: __shared__ float
tabulist[M].
We use shared memory as we will traverse through the tabu list multiple times to check if the
init matches with the values in the list. This is due to the fact that the reading from global memory
requires one read from global memory and no reads from shared memory but loading it into shared
memory first needs one read from global memory read and one read from shared memory, which
takes little longer.
Though there are more reads while using the shared memory initially, as it is located on the
chip, it still provides us a much faster access when compared to the repeated access to global memory.
In order to make sure that there is synchronization between the threads, use a synchronization
barrier like __syncthreads().
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Following the previous version, let us see the task run by each thread in the tabu search
kernel call from the algorithm below in the Figure 3.5.
0. Algorithm Tabu_localGPU(Cost Function f)
1. Initialize a local tabu list for each block of size m
2. For each thread within each block in parallel do
3. Start from high temperature(Temp←100)
4. Choose an initial solution curr
5. N(curr) ← Find a subset of N(curr), neighbors of curr that are not in the tabu list of that
block
6. Find the best one (next) in set N(curr)
7. If f(next) < f(curr) then set curr = next/* positive move */
8. If f(next) > f(curr) or satisfied Aspiration Criteria /* negative move */
9. Update tabu list of that block, curr ← next
10. Temp ← Temp ∗ alpha
11. Go to fifth step, till the stopping condition (Temp ≤ 1) is met
12. Collect best solution from each block and return global best
Figure 3.5: Parallel Version of Locally Shared Tabu Search Algorithm
The algorithm in Figure 3.5 shows how the tabu lists are stored locally among different blocks
and accessed in parallel by different threads within the block.
This version provides us more optimized results when compared to the serial tabu list version
implemented on CPU and is time-efficient when compared to the other two versions. We can see
where the tabu list is stored in this version from Figure 3.6.
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Figure 3.6: Multiple Locally Shared Tabu Search on GPU
3.1.4 Challenges in GPU Version Implementations
All threads try to access the tabu list at the same time in order to perform either read
operation or update operation. This leads to a race condition which in turn refers to a critical
section problem. In order to solve this problem, CUDA provides atomic functions to mainly deal
with problems related to uninterruptable read-modify-write operation. This will help us to update
value at a specific address while no other thread has access to this address until it is completed.
The atomic function which we have used is atomicExch() function to update tabu list value at a
particular location in memory either shared or global.
3.2 Chapter Summary
We presented in detail the proposed versions of tabu search algorithm both in parallel and
in serial. The two main versions namely the globally shared tabu list and multiple locally shared
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tabu lists are shown here. Each version is discussed in detail by providing the steps used for
the implementation. The global optimum for each version is calculated with the help of the test
functions. The overall efficiency of different versions are estimated.
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CHAPTER 4: EXPERIMENTAL RESULTS
In this chapter, we report the experimental results performed on NVIDIA titan X card which
has 3072 CUDA cores. The specifications of this card is as shown in Table 4.1. The specifications
for the GPU card are obtained by running a device query program on GPU.
Table 4.1: Nvidia GTX Titan X Card Specifications
Number of Nvidia GTX Titan X cards 4
Compute Capability 5.2
Size of a single warp 32
Number of 32 bit registers per multiprocessor 64KB
Maximum number of 32 bit registers per thread block 64KB
Maximum number of 32 bit registers per thread block 64KB
Maximum number of 32 bit registers per thread 255
Amount of local memory per thread 512KB
Maximum number of threads per block 1024
Maximum number of resident grids per device 32
Maximum number of blocks per multiprocessor 32
Maximum number of warps per multiprocessor 64
Maximum number of threads per multiprocessor 2048
Maximum amount of shared memory per multiprocessor 96KB
Maximum amount of shared memory per block 48KB
Number of shared memory banks 32
Number of multiprocessors 24
Total global memory 12GB
Maximum grid dimensions 2
In Tabu Search, with increasing alpha, execution time also increases. The probability to find
optimal solution increases with alpha. However, this difference is very minute in the GPU versions.
This can be seen in the Figure 4.1. The results are collected assuming the tabu list size to be 50,
number of threads used on GPU to be 2000, number of tabu lists for multi tabu list version of GPU
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Figure 4.1: Alpha vs Execution Time
to be 50 and alpha differing from 0.01 to 0.99.
From the graphs shown in Figures 4.2 - 4.7, we can infer that the GPU version with multiple
local tabu lists takes less time when compared to the global tabu list GPU version and CPU. This
is due to two main reasons.
• The local tabu lists use shared memory which gives faster access than an access to global
memory.
• All threads should wait for a thread in critical section to complete in globally shared tabu list
version on GPU, whereas here, only threads within a block need to wait.
Tables 4.2 - 4.6 report the global optimum obtained for different test functions like Schwefel,
Dejong, Rastrigin, Griewangk, Hyper-ellipsoid and Drop wave for different values of alpha with the
fixed number of threads.
The maximum time taken by different versions for the respective functions based on the
above assumptions are seen in the Table 4.8.
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Figure 4.2: Performance of Dejong Function on CPU and GPU
Figure 4.3: Performance of Axis-Parallel Hyper Ellipsoid Function on CPU and GPU
We varied the number of threads and blocks to see which combination gives us the optimal
value in reasonable execution time. As the execution is done in warps, it is a good practice to keep
the number of threads as a multiple of 4. Table 4.9 shows the results obtained by varying number
of threads and blocks for schwefel function keeping the alpha constant. The graph for best cost on
CPU and GPU with reference to different alpha values are plotted in Figures 4.8 - 4.13 for different
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Figure 4.4: Performance of Rastrigin Function on CPU and GPU
Figure 4.5: Performance of Schwefel Function on CPU and GPU
optimization functions. From the above graphs, we can conclude that the GPU version of tabu
search both as single tabu list and multi tabu lists perform far better than the CPU and also are
time-efficient.
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Figure 4.6: Performance of Griewangk Function on CPU and GPU
Figure 4.7: Performance of Drop Wave Function on CPU and GPU
4.1 Chapter Summary
This chapter presented the experimental set up used to test the proposed parallel tabu search
algorithm. After initial tests, plots (Figure 4.8 - 4.13) are drawn in reference to [5], more experiments
were conducted to debug the system. Results of each trial are provided in tabular form showing the
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Table 4.2: Test Results for Dejong Function whose Global Optimum is 0
Alpha CPU best_cost GPU v1 best_cost GPU v2 best_cost
0.01 21.5387 0.0014 0.00
0.09 19.5193 0.0002 0.07
0.18 17.8064 0.0034 0.01
0.27 16.3874 0.0009 0.14
0.36 15.1639 0.0000 0.03
0.45 12.6885 0.0017 0.10
0.54 8.4482 0.0002 0.17
0.63 15.8342 0.0010 0.13
0.72 5.2626 0.0026 0.02
0.81 4.0887 0.0035 0.00
0.90 16.7122 0.0037 0.02
0.99 17.4858 0.0006 0.03
Table 4.3: Test Results for Hyper Ellipsoid Function whose Global Optimum is 0
Alpha CPU best_cost GPU v1 best_cost GPU v2 best_cost
0.01 31.0805 0.0098 0.04
0.09 26.7740 0.0063 0.02
0.18 23.3325 0.0107 0.07
0.27 21.1572 0.0026 0.05
0.36 20.4592 0.0114 0.05
0.45 18.7548 0.0012 0.06
0.54 8.5046 0.0023 1.92
0.63 6.6588 0.018 0.04
0.72 10.4968 0.0092 0.09
0.81 6.5528 0.0107 0.10
0.90 39.1789 0.0042 0.02
0.99 3.6657 0.0034 0.01
best cost for each version as well as the maximum execution time for different test functions.
40
Table 4.4: Test Results for Rastrigin Function whose Global Optimum is 0
Alpha CPU best_cost GPU v1 best_cost GPU v2 best_cost
0.01 69.1997 1.0752 1.69
0.09 78.9338 1.1191 3.81
0.18 77.7948 1.0379 2.83
0.27 28.0492 1.1011 1.27
0.36 41.0243 1.2140 3.81
0.45 31.2110 0.0136 5.24
0.54 20.4803 1.0697 4.30
0.63 39.8487 0.2532 3.52
0.72 30.7836 0.2442 3.50
0.81 33.9118 0.3981 2.07
0.90 30.8043 1.0547 3.86
0.99 37.7662 0.3274 3.16
Table 4.5: Test Results for Schwefel Function whose Global Optimum is -837.9658
Alpha CPU best_cost GPU v1 best_cost GPU v2 best_cost
0.01 -571.0576 -837.4848 -824.6300
0.09 -571.0576 -837.9343 -798.4799
0.18 -571.0576 -837.8125 -777.6799
0.27 -571.0576 -837.3569 -777.6199
0.36 -571.0576 -837.6251 -792.5300
0.45 -571.0576 -837.4354 -836.3900
0.54 -590.6231 -837.2100 -824.9699
0.63 -828.4769 -837.8969 -828.3699
0.72 -744.8635 -837.5797 -827.9600
0.81 -830.8632 -837.6602 -834.7199
0.90 -817.2084 -837.8195 -820.5300
0.99 -815.3178 -837.1840 -837.7700
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Table 4.6: Test Results for Griewangk Function whose Global Optimum is 0
Alpha CPU best_cost GPU v1 best_cost GPU v2 best_cost
0.01 105.5826 0.1725 2.02
0.09 96.5559 0.2355 0.73
0.18 91.9219 0.3002 0.89
0.27 93.0190 0.2337 0.72
0.36 59.4632 0.1813 0.74
0.45 49.9662 0.3566 1.25
0.54 58.4697 0.4475 0.61
0.63 20.9608 0.1461 0.13
0.72 6.9716 0.5517 3.59
0.81 26.1229 0.0805 2.22
0.90 145.9514 0.7116 0.48
0.99 87.6334 0.2721 0.95
Table 4.7: Test Results for Drop Wave Function whose Global Optimum is -1
Alpha CPU best_cost GPU v1 best_cost GPU v2 best_cost
0.01 -0.7622 -0.9359 -0.94
0.09 -0.6169 -0.9362 -0.84
0.18 -0.1528 -0.9350 -0.77
0.27 -0.0420 -0.9358 -0.92
0.36 -0.0067 -0.9362 -0.89
0.45 -0.1119 -0.9362 -0.89
0.54 -0.1208 -0.9431 -0.93
0.63 -0.0003 -0.9623 -0.95
0.72 -0.1592 -0.9362 -0.93
0.81 -0.2093 -0.9361 -0.92
0.90 -0.0642 -0.9362 -0.93
0.99 -0.0422 -0.9781 -0.93
Table 4.8: Maximum Execution Time for Different Test Functions
Function CPU(ms) GPUv1(ms) GPUv2(ms)
Dejong 22663.820 16.8624 10.5090
Hyper Ellipsoid 22788.062 18.7842 10.5093
Rastrigin 29909.772 16.8340 10.5695
Schwefel 43411.806 16.9204 10.5322
Griewangk 29550.431 17.1385 10.5775
Drop Wave 26100.639 17.8800 10.5386
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Table 4.9: Varying Threads and Blocks for Schwefel Function on GPU
Alpha Blocks Threads GPUv1(ms) GPUv1 BestCost GPUv2(ms) GPUv2 BestCost
0.99 5 5 14.0880ms -792.6274 14.7754ms -712.9951
0.99 5 10 13.6829ms -831.5307 14.1473ms -580.1810
0.99 5 20 14.4617ms -826.5587 14.5310ms -553.0531
0.99 10 5 14.2975ms -807.6823 14.9073ms -701.6497
0.99 10 10 13.6954ms -822.9091 15.5412ms -683.5175
0.99 10 20 13.7602ms -825.0317 15.0823ms -677.6859
0.99 10 30 14.9096ms -836.4426 14.5670ms -710.2794
0.99 30 30 16.6903ms -837.5374 14.76547ms -836.3804
0.99 50 40 15.9814ms -837.9246 16.5637ms -836.5220
Figure 4.8: Parallel vs. Serial Tabu Search for Dejong Function
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Figure 4.9: Parallel vs. Serial Tabu Search for Axis-Parallel Hyper Ellipsoid Function
Figure 4.10: Parallel vs. Serial Tabu Search for Rastrigin Function
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Figure 4.11: Parallel vs. Serial Tabu Search for Schwefel Function
Figure 4.12: Parallel vs. Serial Tabu Search for Griewangk Function
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Figure 4.13: Parallel vs. Serial Tabu Search for Drop Wave Function
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CHAPTER 5: CONCLUSION AND FUTURE WORK
In conclusion, the global tabu list implementation on GPU is always close to the global
optimum. In comparison to the CPU version, the multiple tabu lists version of GPU will give the
best optimal value by eliminating the probability of using repeated values and thereby providing
more opportunities to find the global optimum but it is not better than the performance of globally
shared tabu list version. This is due to the reason that the number of tabu lists are shared by small
group of threads when compared to the globally shared tabu list version where each thread shares
the global tabu list. Inspite of this fact, as we have discussed earlier, the multiple locally shared
tabu list version makes use of shared memory which acts like a GPU cache and thereby provides
faster access. Hence, the globally shared tabu list version finds global optimum frequently than
other two versions but it is not as time-efficient as the locally shared tabu list version. Similarly, the
locally shared tabu list version provides better optimal solution when compared to CPU version.
In summary, the parallel implementation of Tabu Search algorithm on GPU provides speed
up of upto three orders of magnitude when compared to the serial implementation on CPU with
similar work load.
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5.1 Future Enhancements
The following are suggestions for enhancing the proposed parallel tabu search algorithm.
• Profiling the application in order to present the amount of GPU and memory used.
• Extending the testing from two-dimension test function to multi-dimension test function.
• Finding ways to increase the efficiency by increasing the number of threads which is possible
by optimizing the other resources which occupy more space in memory.
• Implement a dynamic tabu list such that initially the size of the list is more and gradually
decrease the size of the list.
• Implement the interactive markov chain stochastic approach on the parallel globally shared
tabu search version such that the results are collected at different temperature levels rather
than at the end.
• Improving the scalability factor to use it in wide range of problems such as SAT and TSP.
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