Let R = d∈N0 R d be a positively graded commutative Noetherian ring which is standard in the sense that R = R 0 [R 1 ], and set R + := d∈N R d , the irrelevant ideal of R. (Here, N 0 and N denote the set of non-negative and positive integers respectively; Z will denote the set of all integers.) Let M = d∈Z M d be a non-zero finitely generated graded R-module. This paper is concerned with the behaviour of the graded components of the graded local cohomology modules
Introduction
Let R = d∈N0 R d be a positively graded commutative Noetherian ring which is standard in the sense that R = R 0 [R 1 ], and set R + := d∈N R d , the irrelevant ideal of R. (Here, N 0 and N denote the set of non-negative and positive integers respectively; Z will denote the set of all integers.) Let M = d∈Z M d be a non-zero finitely generated graded R-module. This paper is concerned with the behaviour of the graded components of the graded local cohomology modules H i R+ (M ) (i ∈ N 0 ) of M with respect to R + .
It is known (see [BS, 15.1.5] ) that there exists r ∈ Z such that H [BH, Lemma (4. 2)], Brodmann and Hellus showed that the answer is affirmative for all values of i when R 0 is semi-local and of dimension not exceeding 1; in §1 below, we show that the answer is affirmative when R 0 is a domain, M = R and R + can be generated by i homogeneous elements of degree 1.
There are instances when all the homogeneous components H i R+ (M ) r (r ∈ Z) have finite length (for example, when R 0 is Artinian) and we may then define the i-th cohomological Hilbert function of M, denoted by h i M : Z −→ N 0 , by h i M (r) = length R0 H i R+ (M ) r for all r ∈ Z. When R 0 is Artinian this function agrees with a polynomial for all r << 0 (see [BS, Theorem 17.1.9] ). In § §2,3 of this paper we construct examples which show that this result need not be true when R 0 is not Artinian.
The vanishing of top local cohomology modules
Throughout this section R 0 will denote an arbitrary commutative Noetherian domain. We set S = R 0 [U 1 , . . . , U s ] where U 1 , . . . , U s are indeterminates of degree one, and R = S/I where I ⊂ R 0 [U 1 , . . . , U s ] is a graded ideal. For t ∈ Z, we shall denote by ( • )(t) the t-th shift functor (on the category of graded R-modules and homogeneous homomorphisms).
For any multi-index λ = (
and we shall set |λ| = λ
(1) + · · · + λ (s) .
1.1. Lemma. Let I be generated by homogeneous elements f 1 , . . . , f r ∈ S. Then there is an exact sequence of graded S-modules and homogeneous homomorphisms [BS, 6.1.8 & 6.1.9] ) actually yields a homogeneous S-isomorphism
To complete the proof, just note that there is an isomorphism of graded S-modules H . We combine this realisation with the previous lemma to find a presentation of each homogeneous component of H s R+ (R) as a cokernel of a matrix with entries in R 0 .
Assume first that I is generated by one homogeneous element f of degree δ. For any d we have, in view of Lemma 1.1, a graded exact sequence
The map of free R 0 -modules φ d is given by multiplication on the left by a
matrix which we shall denote later by M (f ; d).
In the general case, where I is generated by homogeneous elements f 1 , . . . , f r ∈ S, it follows from Lemma 1.1 that the R 0 -module
Consider a homogeneous f ∈ S of degree δ. We shall now describe the matrix M (f ; d) in more detail and to do so we start by ordering the bases of the source and target of φ d as follows. For any λ, µ ∈ Z s with negative entries we declare that U λ < U µ if and only if U −λ < Lex U −µ where "< Lex " is the lexicographical term ordering in S with U 1 > · · · > U s . We order these bases, and by doing so also the columns and rows of M (f ; d), in ascending order.
Proof. We prove the lemma by producing a non-zero maximal minor of M (f ; d). Write f = λ∈Λ a λ U λ where a λ ∈ R 0 \ {0} for all λ ∈ Λ and let λ 0 be such that U λ0 is the minimal member of U λ : λ ∈ Λ with respect to the lexicographical term order in S.
Let δ be the degree of f . Each column of M (f ; d) corresponds to a monomial U λ ∈ B(d + δ); its ρ-th entry is the coefficient of
and consider the column c ν corresponding to U ν−λ0 ∈ B(d + δ). The ν-th entry of c ν is obviously a λ0 . Also, for any other λ 1 ∈ Λ with U λ1 > Lex U λ0 , either ν − λ 0 + λ 1 has an entry in N 0 , in which case the corresponding term of
This last statement follows from the fact that if j is the first coordinate where λ 0 and λ 1 differ then λ
1 ; this implies that U −ν+λ0−λ1 < Lex U −ν and U ν−λ0+λ1 < U ν . We have shown that the last non-zero entry in c ν occurs at the ν-th row and is equal to a λ0 . Consider the square submatrix of M (f ; d) whose columns are the c ν (ν ∈ B(d)); its determinant is clearly a power of a λ0 and hence is non-zero.
we define the content c(f ) of f to be the ideal a λ : λ ∈ Λ of R 0 generated by all the coefficients of f . If J ⊂ R 0 [U 1 , . . . , U s ] is an ideal, we define its content c(J) to be the ideal of R 0 generated by the contents of all the elements of J. It is easy to see that if J is generated by f 1 , . . . , f r , then c(J) = c(f 1 ) + · · · + c(f r ). Proof. It is enough to prove the lemma when r = 1; let f = f 1 . Write f = λ∈Λ a λ U λ where a λ ∈ R 0 \ {0} for all λ ∈ Λ. Assume that c(I) ⊆ √ I d and pick λ 0 so that U λ0 is the minimal element in U λ : λ ∈ Λ (with respect to the lexicographical term order in S) for which a λ / ∈ √ I d . Notice that the proof of Lemma 1.2 shows that U λ0 cannot be the minimal element of U λ : λ ∈ Λ . Fix any U ν ∈ B(d) and consider the column c ν corresponding to U ν−λ0 ∈ B(d + δ). The ν-th entry of c ν is obviously a λ0 . An argument similar to the one in the proof of Lemma 1.2 shows that, for any other
We have shown that all the entries above the ν-th row of c ν are in √ I d . Consider the matrix M whose columns are c ν (ν ∈ B(d)) and let :
and, therefore, a λ0 ∈ √ I d , a contradiction. Proof. Recall that for any p, q ∈ N with p ≤ q and any p × q matrix M of maximal rank with entries in any domain, Coker M = 0 if and only if the ideal generated by the maximal minors of M is the unit
In view of Lemmas 1.2 and 1.4, the ideal c(I) is contained in the radical of the ideal generated by the maximal minors of M ; therefore, for each x ∈ c(I), the localization of Coker M at x is zero; we deduce that c(I) is contained in all associated primes of Coker M .
To prove the second statement, assume first that c(I) is not the unit ideal. Since all minors of M are contained in c(I), these cannot generate the unit ideal and Coker M = 0. If, on the other hand, c(I) = R 0 then Coker M has no associated prime and Coker M = 0.
1.6. Corollary. Let the situation be as in 1.5. The following statements are equivalent:
is asymptotically gap-free in the sense of [BH, (4 
.1)].
It follows that, if T = n∈N0 T n is any standard graded finitely generated R 0 -algebra with T 0 = R 0 and if the R 0 -module T 1 can be generated by s elements, then H s T+ (T ) is asymptotically gap-free, because there is a homogeneous surjective ring homomorphism S → T .
1.7.
Remark. Theorem 1.5 cannot be extended to
)/I and it does not vanish when localized at X 1 .
We consider the following consequence of our work to be interesting because of its relevance to associated primes of local cohomology modules. 1.9. Remark. In [H, Conjecture 5 .1], C. Huneke put forward the conjecture that every local cohomology module (with respect to any ideal) of a finitely generated module over a local Noetherian ring has only finitely many associated primes. Recently, this conjecture was settled by the first author, who gave a counterexample in [K, Corollary 1.3]. Corollary 1.8 provides a little evidence in support of the weaker conjecture that every local cohomology module (with respect to any ideal) of a finitely generated module over a local Noetherian ring has only finitely many minimal associated primes.
Cohomological Hilbert functions which are not of reverse polynomial type
In this section, we shall use the terminology used in the final paragraph of the Introduction; also, we follow the terminology of [BS, 17.1.1(vi) ], and say that a function f : Z → Z is of reverse polynomial type if and only if there exists a polynomial P ∈ Q[T ] such that f (r) = P (r) for all r << 0. In this and the next section, we are interested in situations where H i R+ (M ) −d has finite length as an R 0 -module for all d ∈ Z. In such situations, one can ask whether the i-th cohomological Hilbert function h i M of M is of reverse polynomial type: it always is when R 0 is Artinian, by [BS, Theroem 17.1.9] . In this and the next section, we shall study such situations where R 0 is not Artinian, and we shall present an example in which h i M is of reverse polynomial type, and examples (in which R 0 is a polynomial ring over a field) in which h i M is not of reverse polynomial type: in this section we give an example over each field Z/pZ, where p is a prime number; in the next section, we give an example over an arbitrary field of characteristic zero.
In this section we study the cohomological Hilbert functions arising from an example first studied by A. Singh in [S] ; the example was also studied in [BKS, §2] , where the asymptotic behaviour of the sets of associated primes of the graded components of one of its local cohomology modules were investigated.
In this section, we shall use several results from [BKS, §2] , and unexplained terminology will be found in that section. Throughout this section, L will denote either a field or a principal ideal domain;
, where X, Y, Z, U, V, W are independent indeterminates over L; we also assign degree 0 to X, Y, Z and degree 1 to U, V, W . Denote by R + the ideal of R generated by the images of U, V, W .
During the course of the section, we shall have occasion to take L to be Q and Z/pZ, where p is a prime number. The way in which Proposition 2.8 of [BKS] is formulated means that the calculations in that result can be used in these cases.
Notice that Theorem 1.5 implies that, when L is a field, for any d ≥ 3, the vector space
We abbreviate h Q by h 0 , and h Z/pZ , for a prime number p, by h p . Thus h 0 and h p are cohomological Hilbert functions.
2.2. Lemma. Let d ∈ N with d ≥ 3. Consider the matrix
Proof. The first part follows from the fact that, for all integers i with 1 ≤ i ≤ 
We now use [BKS, Proposition 2.8 
The first term on the right-hand side is equal to r times the number of monomials Y τ Z ω (where τ, ω ∈ N 0 ) of total (ordinary) degree not exceeding 2k + r − 1. Therefore
Furthermore, it also follows from [BKS, Proposition 2.8 ] that (Im Q r,r+k ) (i,j) = 0 whenever i < k, while if k ≤ i ≤ 2k + r − 1, then dim L (Im Q r,r+k ) (i,j) is equal to the rank of a submatrix of Q r,r+k (defined in [BKS, Proposition 2.8] ) made up of the (consecutive) columns of that matrix numbered max{j + k − i, 1}, max{j + k − i, 1} + 1, . . . , min{j, r + k}.
This rank depends on the characteristic of L: when L = Q, each such submatrix has maximal rank (by [BKS, Corollary 2.12] ), whereas when L = Z/pZ for a prime number p, such a submatrix may not have maximal rank. Therefore g Q (r, r + k) ≤ g Z/pZ (r, r + k), and equality holds if and only if, over Z/pZ, all submatrices of Q r,r+k formed by consecutive columns have maximal rank. Let p denote a prime number. Now [BKS, Corollary 2.14] implies that when p / ∈ Π(r + k − 1) the above submatrices do all have maximal rank. Since
, and that equality holds if p / ∈ Π(d − 2). However, when p ∈ Π(d − 2), some of the 1 × 1 submatrices of
will vanish, and for such p and d we must have
(ii) Next, in the case where L = Q, we calculate ,j) . The comments in the preceding paragraph show that
and that, for an integer i with k ≤ i ≤ 2k + r − 1, the sum j∈N dim Q (Im Q r,r+k ) (i,j) =: T i is equal to the sum of the ranks of the submatrices of Q r,r+k obtained by selecting consecutive columns numbered by the sets of integers in the list {1}, {1, 2}, . . . , {1, 2, . . . , c}, {2, 3, . . . , c + 1}, . . . , {r + k − c + 1, r + k − c + 2, . . . , r + k}, {r + k − c + 2, r + k − c + 3, . . . , r + k}, . . . , {r + k − 1, r + k} and {r + k}, where c = i − k + 1. Since each such submatrix has maximal rank (by [BKS, Corollary 2.12] ) and has r rows, it follows that
Finally, we return to our cohomological Hilbert function: for all d ≥ 3,
12 .
Theorem.
(i) For any prime number p both the sets 
Proof. (i) This follows from Proposition 2.3(i) and [BKS, Lemma 2.16] .
(ii) Let p be any prime number. If h p (r) = P (r) for some polynomial P ∈ Q[T ] and for all r << −3, then P (r) = h 0 (r) for infinitely many r << −3 by part (i). Thus, by Proposition 2.3(ii), we must have
is finite. But this contradicts part (i).
(iii) Assume now that p and q are different prime numbers. By Proposition 2.3(i), it is enough to show that {j ∈ N : p ∈ Π(j), q / ∈ Π(j)} is infinite. The proof of Lemma 2.16 in [BKS] shows that q / ∈ Π(q k − 1) for all k ≥ 1. On the other hand, if p divides a ∈ N then p divides a 1 = a, so that p ∈ Π(a); it is therefore enough to show that p divides q k − 1 for infinitely many k ∈ N. Let α be the order of q in the multiplicative group of Z/pZ. For all β ∈ N we have
An example in characteristic zero
In §2, we provided, for each prime number p, an example of a cohomological Hilbert function of a standard positively graded finitely generated algebra over the field Z/pZ that fails to be of reverse polynomial type. In this section, we provide an example over a field of characteristic 0 that exhibits similar behaviour.
Fix K to be any field of characteristic zero.
, where X, Y, U, V are independent indeterminates over K. Define a grading on S by declaring that deg X = deg Y = 0 and deg U = deg V = 1. Let f = 2X 2 V 2 + 2XY U V + Y 2 U 2 and let R = S/f S. Notice that f is homogeneous and hence R is graded. Let S + be the ideal of S generated by U and V and let R + be the ideal of R generated by the images of U and V .
We will study the graded components of H 2 R+ (R) by exploiting the fact that this local cohomology module is homogeneously isomorphic to H 
given by multiplication by f , as described in Section 1. Note that H 2 R+ (R) r = 0 for all r > −2, and that Theorem 1.5 shows that, for all d, the R 0 -module
Thus h 
We also write (ii) Any submatrix of C n consisting of consecutive columns has maximal rank except for the matrix obtained from C n by removing its first and last columns when n ≡ 3 mod 4. This exceptional submatrix has rank n − 1.
Proof. (i) Write ∆ n = det D n for all n ≥ 1. We have ∆ 1 = 2 and ∆ 2 = 2; for n ≥ 3 we can expand the determinant ∆ n by the first row of D n to obtain ∆ n = 2∆ n−1 − 2∆ n−2 . So for all n ≥ 3 we can write
and by induction
The 2 × 2 rational matrix 2 −2 1 0 has complex eigenvalues √ 2e iπ/4 and √ 2e −iπ/4 , and by diagonalizing it we see that, for n ≥ 3,
. Hence ∆ n = 0 if and only if n ≡ 3 mod 4.
(ii) The matrix obtained from C n by removal of its first and last columns is D n , and it is straightforward to check that all other selections of n or fewer consecutive columns from C n are linearly independent.
Theorem. The cohomological Hilbert function h
2 . For convenience, we set d − 1 =: n. Turn the free R 0 -module
into an N 0 2 -graded module over the N 0 2 -graded ring R 0 = K[X, Y ] in such a way that deg e i = (0, i) for i = 1, . . . , n. All references to gradings in the rest of this proof refer to this N 0 2 -grading. Note that (R n 0 ) (i,j) = 0 whenever j > n + i. For each j = 1, . . . , n + 2, let c j denote the j-th column of C n , and note that c j is homogeneous of degree (2, j). Thus Im C n , the R 0 -submodule of R n 0 generated by the columns of C n , is graded; hence Coker C n is graded, too. Note that (Im C n ) (i,j) = 0 whenever i < 2.
It is not hard to see that the vectors X 2 e 1 , X 3 e 2 , . . . , X n+1 e n and Y 2 e n , Y 3 e n−1 , . . . , Y n+1 e 1 are in the image of C n . Hence (Im C n ) (i,j) = (R n 0 ) (i,j) whenever i > n + 1. These observations lead to the conclusion that
The first term on the right-hand side is equal to n times the number of monomials X τ Y ω (where τ, ω ∈ N 0 ) of total (ordinary) degree not exceeding n + 1. Therefore
(i + 1) = n(n + 2)(n + 3) 2 .
Now choose an integer i with 2 ≤ i ≤ n + 1. Our observations above show that, for any j ∈ N, (Im C n ) (i,j) = min{j,n+2} σ=max{2+j−i,1} KX i−2−j+σ Y j−σ c σ .
Thus dim K (Im C n ) (i,j) is equal to the rank of the submatrix of C n made up of the (consecutive) columns of that matrix numbered max{2 + j − i, 1}, max{2 + j − i, 1} + 1, . . . , min{j, n + 2}.
It follows that j∈N dim K (Im C n ) (i,j) is equal to the sum of the ranks of the submatrices of C n obtained by selecting consecutive columns numbered by the sets of integers in the list {1}, {1, 2}, . . . , {1, 2, . . . , i − 1}, {2, 3, . . . , i}, . . . , {n − i + 4, n − i + 5, . . . , n + 2}, {n − i + 5, n − i + 6, . . . , n + 2}, . . . , {n + 1, n + 2} and {n + 2}. By Lemma 3.1(ii), all these submatrices have maximal rank, except when n ≡ 3 mod 4 and i = n + 1, when they all have maximal rank except for that corresponding to the choice {2, 3, . . . , n + 1}, which has rank n − 1 rather than n.
It follows that, unless n ≡ 3 mod 4 and i = n + 1, in the exceptional case, the sum is one less than that given by the above formula. Hence, unless n ≡ 3 mod 4,
= n(n + 2)(n + 3) 2 − n+1 i=2 (i − 1)(n + 2) = n(n + 2)(n + 3) 2 − n(n + 1)(n + 2) 2 = n(n + 2); when n ≡ 3 mod 4, we have dim K Coker C n = n(n + 2) + 1. Thus, since n = d − 1, we have shown that
If h 2 R (r) were to agree with P (r) for a polynomial P ∈ Q[T ] for all r << 0, then P would have to be both T 2 − 1 and T 2 , which is, of course, absurd.
