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Resumen.
El aprendizaje automa´tico es una rama de la inteligencia artificial, y se puede definir como
el conjunto de te´cnicas, me´todos y sus implementaciones algorı´tmicas capaces de aprender y
mejorar su eficacia a trave´s de la experiencia. En la mayorı´a de los casos se busca realizar ese
aprendizaje a partir de informacio´n no estructurada y sin supervisio´n humana. En las u´ltimas
de´cadas, el uso de te´cnicas de aprendizaje automa´tico en aplicaciones en campos tan diversos
como la informa´tica, la estadı´stica, la robo´tica, la medicina, etc. se ha visto incrementado de
manera extraordinaria. Dada esta gran demanda de aplicaciones, el desarrollo de nuevas te´cni-
cas de aprendizaje automa´tico tambie´n se ha visto incrementado de manera notable.
Uno de los objetivos principales de este Proyecto de Fin de Carrera es el de presentar el esta-
do del arte del a´rea de aprendizaje automa´tico. En esta memoria se repasara´n brevemente las
aplicaciones y la taxonomı´a cla´sica de las distintas te´cnicas de aprendizaje automa´tico. De en-
tre e´stas, se hara´ especial hincapie´ en las te´cnicas de aprendizaje automa´tico no supervisadas,
concretamente, en las te´cnicas de agrupamiento o clustering.
El agrupamiento o clustering consiste en la clasificacio´n de datos, observaciones o vectores
de caracterı´sticas en grupos (clusters), sin tener ningu´n tipo de informacio´n sobre la salida. El
resultado de un agrupamiento es un conjunto de grupos en los cuales los objetos de un mismo
grupo son ma´s similares entre sı´ que con objetos de otros grupos. Con este trabajo se pretende
realizar un repaso a los distintos tipos de algoritmos de agrupamiento y algunas de sus aplica-
ciones.
Uno de los tipos de algoritmos de agrupamiento ma´s recientes son los denominados algorit-
mos de agrupamiento basados en densidades. Estas te´cnicas intentan resolver algunos de los
problemas que presentan los algoritmos de agrupamiento tradicionales. El presente proyecto,
realiza una breve introduccio´n a este tipo de te´cnicas de agrupamiento basadas en densidades.
Posteriormente, se explican detalladamente tres algoritmos dentro de este tipo. Estos son: DB-
SCAN, Mean Shift Clustering y un nuevo algoritmo de agrupamiento denominado LPC.
El u´ltimo objetivo de este Proyecto de Fin de Carrera es realizar un estudio comparativo de los
tres algoritmos de agrupamiento basados en densidades, DBSCAN, Mean Shift y LPC, para
ası´ poder comprender mejor las caracterı´sticas cualitativas de las agrupaciones basadas en den-
sidades y medir cuantitativamente la relacio´n existente entre estos tres algoritmos.
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Abstract.
Machine learning is a subfield of artificial intelligence and it can be defined as the set of tech-
niques, methods and algorithms which are capable of learn and improve its efficiency through-
out experience. The aim is to learn from data without structure and, in most cases, without
human supervision. During the last decades, the use of machine learning techniques in appli-
cations in fields as wide as informatics, statistics, robotics, medicine, etc. have been increasing
incredibly. Due to the huge demand in these applications, there has been an increase in the
development of new machine learning techniques.
One of the main goals of this Final Project is to present the state of art of machine learning.
Throughout this work a brief survey of the applications and a classic taxonomy of the different
machine learning techniques will be carried out. Among these, special interest will be paid to
non-supervised machine learning techniques, specifically, clustering techniques.
Clustering is the way to classify data, observations or feature vectors in clusters without any
information about the outputs. The results are clusters or groups on which objects belonging to
the same group are more similar among them than among objects from other groups. Through-
out this work a review of different clustering algorithms and some of its applications is done.
Nowadays, one of the most recent clustering techniques are the density based clustering tech-
niques. These techniques try to solve some of the problems that traditional clustering algo-
rithms have. This Final Project makes a brief introduction to these types of density based clus-
tering techniques. Subsequently, a detailed explanation of three algorithms, based on the idea
of density based clustering, will be given. These algorithms are: DBSCAN, Mean Shift Clus-
tering and a new clustering algorithm denominated LPC.
The last goal of this Final Project is to perform a comparison of these three density based algo-
rithms: DBSCAN, Mean Shift Clustering and LPC, so as to comprehend easily the qualitative
features of the density based groups and qualitatively measure the relations existing among
these three algorithms.
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Capı´tulo 1
Introduccio´n y objetivos.
Este primer capı´tulo esta´ dedicado a proporcionar una visio´n global del contenido de este
Proyecto de Fin de Carrera. En primer lugar, se analizara´n las motivaciones que han llevado a
emprender este trabajo. A continuacio´n, se presentan los principales objetivos que se pretenden
alcanzar con realizacio´n de este proyecto. Para terminar el capı´tulo, se describira´ brevemente
la organizacio´n y el contenido de esta memoria.
1.1. Motivacio´n.
La utilizacio´n de te´cnicas de agrupamiento (clustering) ha sido ampliamente tratada en diver-
sos campos. El agrupamiento es una te´cnica comu´n en el a´rea de ana´lisis estadı´stico y se ha
ido extendiendo, por su intrı´nseca aplicabilidad, a otros campos como el reconocimiento de
patrones, minerı´a de datos, ana´lisis de ima´genes o aprendizaje automa´tico.
Tradicionalmente, las te´cnicas de agrupamiento se han clasificado en dos tipos fundamentales:
las te´cnicas jera´rquicas y las particionales. Las primeras se corresponden con ana´lisis recur-
sivos de agrupamiento en los datos para ir obteniendo de una manera paulatina una jerarquı´a
de pertenencia de grupos. En la segunda clasificacio´n, se pretende obtener un u´nico nivel de
subconjuntos, donde cada uno de ellos recoge un comportamiento homoge´neo con respecto al
conjunto total.
Recientemente, han surgido nuevos me´todos que, por su relevancia, no son incluidos dentro de
la clasificacio´n previa, sino que han dado lugar a una nueva clasificacio´n con nuevos tipos. Un
ejemplo de estos nuevos tipos son los denominados me´todos probabilı´sticos. Estos me´todos
asumen que los grupos esta´n formados por objetos generados por distintas distribuciones de
probabilidad, de modo que el agrupamiento se realiza en base a la suposicio´n de una serie de
para´metros probabilı´sticos.
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2 Capı´tulo 1. Introduccio´n y objetivos.
Otro de los tipos de algoritmos de agrupamiento que han obtenido gran relevancia en los u´lti-
mos an˜os son los algoritmos de agrupamiento basados en densidades. En estos algoritmos, los
grupos son considerados como regiones densas en el espacio de datos y se encuentran sepa-
rados entre sı´ por regiones de baja densidad de objetos (ruido). Una caracterı´stica de este tipo
de algoritmos es que son capaces de encontrar grupos de formas arbitrarias y pueden estar
distribuidos de cualquier manera.
Segu´n los datos de los que disponemos, no existen actualmente muchas comparativas de estos
me´todos de agrupamiento, por lo que debido a su novedad y su cara´cter aplicado (por ejemplo,
seleccio´n estable de caracterı´sticas en espacios de alta dimensionalidad [1]), la realizacio´n de
un estudio ma´s profundo de las caracterı´sticas de estos me´todos puede considerarse como un
trabajo de generacio´n de conocimiento necesario para la bu´squeda de nuevas aplicaciones y
algoritmos.
Este trabajo esta´ orientado desde el punto de vista del aprendizaje automa´tico y, por tanto,
utilizaremos terminologı´a e historia referente a esta a´rea y no a ninguna de las otras a´reas
mencionadas anteriormente. Aunque no se tratara´ la terminologı´a de las otras a´reas, tampoco
trataremos de obviar ninguno de los puntos que puedan tener en comu´n.
1.2. Objetivos.
El objetivo principal de este Proyecto de Fin de Carrera es el de establecer el estado del arte y la
realizacio´n de un estudio comparativo de las te´cnicas de agrupamiento basadas en densidades
dentro del campo de aprendizaje automa´tico.
Para ello, sera´ necesario realizar una introduccio´n al campo de aprendizaje automa´tico y a las
te´cnicas de agrupamiento para, posteriormente, profundizar en las te´cnicas de agrupamiento
basadas en densidades. Se explicara´n en detalle tres algoritmos dentro de esta tipologı´a. Estos
son: DBSCAN (Density-Based Spatial Clustering of Applications with Noise [2]), el agru-
pamiento Mean Shift [3] y un nueva te´cnica de agrupamiento denominada LPC basada en un
algoritmo de bu´squeda de curvas locales principales definido por Einbeck et al. en [4].
Los requisitos deseados por cualquier algoritmo de agrupamiento se pueden resumir entre otros
en: la escalabilidad, la posibilidad de tratar con distintos tipos de atributos, la posibilidad de
descubrir grupos con distinta forma, la capacidad de detectar ruido o outliers, la capacidad
de manejar datos de gran dimensionalidad, la facilidad de interpretacio´n o la posibilidad de
tener un conocimiento mı´nimo del entorno para determinar los para´metros de entrada. En este
proyecto de fin de carrera se desarrollara´ una comparativa de estas tres te´cnicas de agrupamien-
to para poder obtener conclusiones sobre su comportamiento frente a estos requisitos deseables.
Las tres te´cnicas elegidas esta´n fundamentadas en diferentes bases argumentales y matema´ticas,
por lo que la comparativa recogera´ de manera extensa el estado actual de las te´cnicas de agru-
pacio´n basadas en densidades facilitando de este modo su comprensio´n y entendimiento.
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1.3. Estructura de la memoria.
La organizacio´n del contenido de la memoria del presente Proyecto Fin de Carrera se ha llevado
a cabo de la siguiente manera:
Capı´tulo 1: Introduccio´n.
A lo largo de este capı´tulo se ofrece una visio´n global del proyecto, se explica la moti-
vacio´n de su realizacio´n, se presentan los objetivos del mismo y se describe la organi-
zacio´n de la memoria.
Capı´tulo 2: Estado del Arte.
El objetivo principal de este capı´tulo es el de presentar el estado del arte del a´rea de
aprendizaje automa´tico como marco general de las te´cnicas de agrupamiento que sera´n
motivo de comparacio´n en el presente proyecto.
El capı´tulo esta estructurado en dos partes fundamentales. La primera parte ofrece una
visio´n global del aprendizaje automa´tico. En ella se realiza una breve taxonomı´a, se
explican algunas de las te´cnicas comu´nmente utilizadas y se introducen algunas de las
aplicaciones del aprendizaje automa´tico.
En la segunda parte de este capı´tulo, se profundiza en el aprendizaje automa´tico no su-
pervisado y ma´s concretamente en las te´cnicas de agrupamiento (o, en ingle´s, clustering).
En ella se lleva a cabo una breve introduccio´n explicando la motivacio´n de este tipo de
te´cnicas de aprendizaje no supervisado. Despue´s, se explican las distintas medidas de
similitud o de distancia necesarias para su implementacio´n y se realiza una visio´n gen-
eral sobre los distintos tipos de algoritmos de agrupamiento existentes. Finalmente, se
presentan las distintas aplicaciones de los algoritmos de agrupamiento.
Capı´tulo 3: Algoritmos de agrupamiento basados en densidades.
En este capı´tulo, tras introducir brevemente algunos de los algoritmos de agrupamiento
ma´s comunes, se presentan un nuevo tipo de algoritmos de agrupamiento basados en
densidades que dan solucio´n a algunos de los problemas que poseen los algoritmos de
agrupamiento cla´sicos.
En este capı´tulo se profundiza en las te´cnicas de agrupamiento basadas en densidades,
analizando en que consisten y los principales algoritmos implementados hasta hoy en
dı´a. Posteriormente, se estudian en profundidad el algoritmo DBSCAN y una versio´n
de este algoritmo denominado DBSCAN-4C. A continuacio´n, se estudia el algoritmo
de agrupamiento mean shift clustering basado en el desplazamiento de medias y ma´s
reciente que el anterior. Por u´ltimo, se define la implementacio´n de un nuevo algorit-
mo de agrupamiento basado en la bu´squeda de curvas locales principales denominado
agrupamiento LPC.
Capı´tulo 4: Comparacio´n de los algoritmos DBSCAN, Mean Shift Clustering y
LPC.
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En el capı´tulo anterior se estudian las caracterı´sticas principales de los tres algoritmos
de agrupamiento basados en densidades, DBSCAN, Mean Shift y LPC, con la intencio´n
de poder comprender su implementacio´n. Sin embargo, en ese capı´tulo no se aprecia la
relacio´n que existe entre estos tres algoritmos de agrupamiento basados en densidades.
Con el fin de comprender mejor sus caracterı´sticas generales y sus ventajas e inconve-
nientes, en el presente capı´tulo se lleva a cabo una comparacio´n de los tres algoritmos
nombrados anteriormente, de manera que se facilite su interpretacio´n, su comprensio´n y
su aplicabilidad en futuros nuevos problemas.
Capı´tulo 5: Conclusiones.
Este u´ltimo capı´tulo se presentan las conclusiones finales consecuencia del trabajo real-
izado y se discuten los resultados obtenidos.
Ape´ndice A: Algoritmos implementados en Matlab.
Este ape´ndice incluye los co´digos implementados en Matlab de los tres algoritmos ex-
plicados en este proyecto. El co´digo se presenta documentado (en ingle´s) y se presenta
un ejemplo de traza de ejecucio´n.
Capı´tulo 2
Estado del arte.
La posesio´n de informacio´n y la posterior adquisicio´n del conocimiento adecuado a cada
situacio´n han jugado un papel trascendental en la historia del hombre.
Desde el comienzo de la vida, la sabidurı´a y la posesio´n de informacio´n han sido sino´nimos de
poder y de supervivencia. En nuestros dı´as, la cantidad de informacio´n de la que disponemos
es enorme haciendo complicado su manejo y su tratamiento. La introduccio´n de la informa´tica
y las nuevas tecnologı´as han conseguido no so´lo que se puedan obtener y almacenar grandes
cantidades de datos, sino que adema´s nos preguntemos si es posible un uso inteligente de estos.
De este modo, se intentan desarrollar me´todos de ana´lisis de manera que los ordenadores sean
capaces de aprender sobre estos datos, mejorar la eficiencia de sus aplicaciones y obtener algu´n
conocimiento sin apenas intervencio´n humana.
Como consecuencia de estas necesidades surge una nueva a´rea de investigacio´n y trabajo de-
nominado aprendizaje automa´tico (machine learning), cuyo crecimiento en las u´ltimas de´cadas
ha sido extraordinario.
Uno de los objetivos principales de este capı´tulo es el de presentar el estado del arte del a´rea de
aprendizaje automa´tico como marco general de las te´cnicas de agrupamiento o clustering que
sera´n motivo de comparacio´n en el presente proyecto. La estructura de este capı´tulo se puede
dividir en dos partes fundamentales. En la primera parte de este capı´tulo, se ofrece una visio´n
general del significado del aprendizaje automa´tico. Adema´s, se detallan algunas de las te´cnicas
ma´s comunes en el aprendizaje automa´tico, haciendo una breve taxonomı´a e introduciendo
algunas de las aplicaciones para las cuales el aprendizaje automa´tico tiene o ha tenido un papel
relevante.
En la segunda parte de este capı´tulo, se profundiza en el aprendizaje automa´tico no supervisa-
do y ma´s concretamente en las te´cnicas de agrupamiento. En esta parte nos preguntamos por
la motivacio´n y el origen de estos me´todos de agrupamiento, explicando, adema´s, las distintas
medidas de similitud o distancia necesarias para su implementacio´n. A continuacio´n, se intro-
ducen brevemente los distintos tipos de algoritmos de agrupamiento existentes en la literatura
5
6 Capı´tulo 2. Estado del arte.
actual. Para terminar, al igual que en la parte anterior, se resumen las distintas aplicaciones de
las te´cnicas de agrupamiento.
2.1. Aprendizaje automa´tico.
El aprendizaje automa´tico es una rama de la inteligencia artificial originada para desarrollar
te´cnicas de aprendizaje en los ordenadores. El origen del aprendizaje automa´tico es poco exac-
to, ya que muchas de las te´cnicas utilizadas son anteriores a la formalizacio´n de este concepto.
El origen de la inteligencia artificial moderna tuvo lugar en la conferencia llevada a cabo en
Dartmouth en 1956. Algunos de sus participantes, J. MacCarthy, M. Misky, A. Newell y H.
Simon, se convirtieron en los principales referentes de esta materia. No obstante, la primera
vez que se hablo´ del aprendizaje automa´tico como tal fue en la de´cada de los an˜os 50, cuando
A. Samuel disen˜o´ el primer programa de ajedrez capaz de competir con un campeo´n mundial.
Cuando una persona intenta resolver un problema prueba una serie de me´todos simples. Primero,
recuerda aquellos me´todos usados en el pasado que obtuvieron un resultado positivo y descarta
aquellos me´todos cuyo resultado fuese negativo. Cuando surgen problemas de mayor comple-
jidad, primero prueba a resolverlos usando aquellos me´todos que fueron exitosos en el pasado.
Si estos me´todos no sirven para resolver los nuevos problemas, tratara´ de combinarlos obte-
niendo un nuevo conjunto de me´todos. Aquellos que obtienen un resultado positivo con mayor
frecuencia, sera´n aquellos usados en el futuro. E´ste proceso descrito resume los distintos pasos
a seguir por una persona para resolver un problema.
Del mismo modo que actu´a un hombre puede actuar una ma´quina. En general, se dice que un
programa aprende de una experiencia E con respecto a algunos tipos de tareas T y una medida
de rendimiento P, sı´ el rendimiento en las tareas T medido por P, mejora con la experiencia
E [5].
El aprendizaje automa´tico se encarga de disen˜ar y desarrollar algoritmos que permitan a los
ordenadores ser ma´s eficientes y realizar tareas sin apenas supervisio´n humana. El aprendizaje
automa´tico tratara´ de producir de manera automa´tica modelos, como pueden ser reglas o pa-
trones, de una serie de datos iniciales. El aprendizaje automa´tico esta´ por tanto ı´ntimamente
relacionado con campos tan extensos como pueden ser la minerı´a de datos, la estadı´stica o el
reconocimiento de patrones, entre otros.
Dada la importancia de este campo y su gran crecimiento en las u´ltimas de´cadas, han surgido
numerosos me´todos y te´cnicas para conseguir que una ma´quina o un programa aprendan de
una experiencia. Cada uno de ellos tiene unas caracterı´sticas determinadas y ofrecen al usuario
una aplicacio´n especı´fica al problema que se intenta resolver. En el siguiente apartado se hace
una taxonomı´a de los me´todos ma´s comunes en el campo del aprendizaje automa´tico y se hace
una introduccio´n de aquellos que han sido ma´s significativos a lo largo de la historia.
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2.1.1. Me´todos de aprendizaje.
El aprendizaje automa´tico tiene como objetivo final el desarrollo de te´cnicas que permitan
a los ordenadores aprender a partir de ejemplos. De forma ma´s concreta, se trata de crear
programas capaces de generalizar comportamientos a partir de una informacio´n suministrada,
y que consigan mejorar los resultados a partir de la experiencia. Este es, por tanto, un proceso
de induccio´n del conocimiento.
Existen dos modos diferenciados en el proceso del aprendizaje automa´tico dependiendo de si se
posee informacio´n acerca de la salida o no. Estos modos son denominados como supervisado
y no supervisado respectivamente. Por otro lado, recientemente han surgido nuevos me´todos
de aprendizaje que, por su creciente importancia, han pasado a considerarse entidades propias
en la clasificacio´n de los me´todos de aprendizaje automa´tico. Estos son denominados como
aprendizaje por refuerzo, y aprendizaje semi-supervisado. En los siguientes puntos se estudian
estos tipos de aprendizaje y se detallan brevemente alguno de los modelos ma´s utilizados en
cada uno de ellos.
2.1.1.1. Aprendizaje supervisado.
Con aprendizaje supervisado nos referimos a todas aquellas aplicaciones o procesos en los que
se dispone de informacio´n tanto de los valores de entrada del sistema como de los valores de
salida deseados. De manera global, dos de los problemas tı´picos en el aprendizaje supervisado
son el de clasificacio´n y el de regresio´n. En clasificacio´n, los valores deseados se corresponden
con las etiquetas de cada caso (informacio´n cualitativa), mientras que en regresio´n, la informa-
cio´n de salida es el valor real a estimar (informacio´n cuantitativa).
Un problema de clasificacio´n es, por ejemplo, el reconocimiento de caracteres, cuyo objetivo
final es asignar a cada vector de entrada una de las categorı´as discretas. Expresado de otro
modo, en la clasificacio´n supervisada el mapeo de un conjunto de vectores de entrada (x ∈ Rd,
donde d es la dimensio´n del espacio de entrada) a un conjunto finito de etiquetas discretas
(y = 1 . . . C, donde C es el nu´mero de clases existentes), donde dicho mapeo es modelado en
te´rminos de una funcio´n matema´tica y = f (x,w), siendow un vector de para´metros ajustables.
El vector de para´metros se determina mediante un algoritmo de aprendizaje.
Si por el contrario, la salida deseada consiste en una o ma´s de una variable continua, entonces
nos encontramos ante un problema de regresio´n. Un ejemplo de un problema de regresio´n es,
por ejemplo, la prediccio´n del rendimiento en un proceso de manufacturacio´n quı´mico, en el
cual las entradas consisten en concentraciones de reactantes, valores de temperatura o valores
de presio´n.
En la figura 2.1 puede verse el esquema de un proceso gene´rico de aprendizaje supervisado. En
este proceso, la primera fase es la de obtencio´n de los datos que son necesarios para definir el
modelo. Tras esta primera fase, es muy frecuente encontrarnos con la necesidad de transformar
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los datos obtenidos y llevarlos a otro espacio que pueda facilitarnos la creacio´n de un modelo
aprendido y con mayor precisio´n. Esta fase de preproceso suele denominarse fase de extraccio´n
y/o seleccio´n de caracterı´sticas. Se ha de tener en cuenta que el conjunto de datos resultante
de estas dos fases debe ser significativo y representativo; es decir, debe haber un nu´mero de
ejemplos suficientes y diverso, en el cual todas las regiones significativas del espacio esta´n
suficientemente representadas para, de este modo, asegurar la aplicacio´n general del modelo.
La siguiente fase es la ma´s importante de todas, y es la denominada fase de aprendizaje. En esta
fase se aplican los distintos algoritmos de aprendizaje y finaliza con la obtencio´n del modelo
o patro´n. Esta fase se puede subdividir en tres subfases: separacio´n de los datos de entrada,
seleccio´n del algoritmo y entrenamiento. La primera subfase consiste en separar los datos de
entrada en dos subconjuntos totalmente independientes: los datos de entrenamiento, que se
emplean durante el entrenamiento, y los datos de validacio´n, que se utilizan para la validacio´n
posterior del modelo generado. La siguiente subfase es la eleccio´n del algoritmo apropiado
para el problema planteado, teniendo en cuenta el tipo de datos del conjunto, los para´metros
de entrada que son conocidos, etc. Existen un gran nu´mero de algoritmos que ofrecen distintas
posibilidades, el objetivo de esta fase es el de escoger aquel que mejor se adapte a las necesi-
dades del problema. La u´ltima subfase del proceso de aprendizaje es la de mayor relevancia;
es la fase de entrenamiento y en ella se ejecuta el algoritmo escogido para los para´metros da-
dos. Durante esta fase el algoritmo se ejecuta de manera iterativa obteniendo un error en cada
iteracio´n, siendo este error la diferencia entre el valor esperado y el obtenido por el modelo
aprendido. Este modelo se ajustara´ en las sucesivas iteraciones en funcio´n de este error. Al
final de esta fase se obtendra´ un modelo aprendido ajustado a los datos de entrenamiento.
Por u´ltimo, se ha de comprobar que el modelo obtenido nos ofrece un resultado ido´neo para el
problema. Para ello se utiliza un nuevo conjunto de datos, los datos de validacio´n. En esta etapa
se comparan los resultados del modelo aprendido con los datos de validacio´n, obteniendo ası´ el
error real del modelo. Si el error es inferior a un umbral determinado el proceso de aprendizaje
se dara´ por concluido. Si es mayor, el disen˜ador del proceso podra´ volver a alguna de las fases
iniciales para ası´ reajustar o redisen˜ar el proceso global. Estas fases sera´n repetidas hasta que
el error final sea inferior al umbral definido.
Todas estas fases desempen˜an un papel fundamental, y un fallo en alguna de ellas puede llevar
a un fallo de clasificacio´n o de generacio´n del modelo. De entre ellas, la fase principal es la de
aprendizaje, ya que e´sta es la que terminara´ generando el patro´n o modelo.
Son muchas las te´cnicas que han surgido dentro del aprendizaje supervisado. Una de las primeras
te´cnicas fue K-vecinos ma´s cercanos (KNN K-Nearest Neighbours) y posteriormente surgieron
otros me´todos como las redes neuronales, los a´rboles de decisio´n y las ma´quinas de vectores
de soporte. A continuacio´n, se describen brevemente cada una de ellas.
K-Nearest Neighbours. El me´todo K-Nearest Neighbours (KNN, en espan˜ol: K vecinos ma´s
cercanos), definido por Fix y Hodges en 1951, es un me´todo de clasificacio´n supervisada que
sirve para estimar la funcio´n de densidad F (x|Cj) o directamente la probabilidad a posteriori
de que un elemento x pertenezca a la clase Cj a partir de la informacio´n proporcionada por
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Figura 2.1: Diagrama de flujo del proceso de aprendizaje supervisado.
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el conjunto de prototipos. En el proceso de aprendizaje de este me´todo no se hace ninguna
suposicio´n acerca de la distribucio´n de las variables predictoras.
El algoritmo KNN es uno de los algoritmos ma´s simples y consiste en asignar un objeto a la
clase ma´s comu´n entre sus K vecinos ma´s cercanos, siendo K un nu´mero entero positivo. Los
vecinos se obtienen de un conjunto de objetos (denominados datos de entrenamiento), para los
cuales el modelo de clasificacio´n correcto es conocido. Para identificar a los vecinos, los objetos
son representados por vectores de posicio´n en un espacio de caracterı´sticas multidimensional.
La me´trica ma´s utilizada para ello es la distancia euclı´dea, aunque tambie´n es frecuente el uso
de otras distancias como, por ejemplo, la distancia de Manhattan o la de Mahalanobis.
El problema principal del algoritmo KNN es su sensibilidad a la estructura local de los datos
de entrada y la falta de un algoritmo de seleccio´n de un valor o´ptimo para K. Aunque, tambie´n
presenta ventajas, como que el coste de aprendizaje es nulo, que no son necesarias suposiciones
iniciales, que es bastante robusto frente al ruido, etc. Existen numerosos me´todos que comple-
mentan el algoritmo KNN, como por ejemplo K-NN con rechazo, K-NN con distancia media,
K-NN con distancia mı´nima, K-NN con distancia ponderada, etc.
Redes neuronales. Las redes de neuronas artificiales son un paradigma de aprendizaje y
procesamiento automa´tico inspirado en la forma en que funciona el sistema nervioso de los
animales. Se trata de un sistema de interconexio´n de neuronas en una red que colabora para
producir un estı´mulo de salida. Una red de neuronas se puede ver como sistemas paralelos de
computacio´n masiva con un gran nu´mero de procesadores simples con muchas interconexiones.
Estas redes se componen de unidades llamadas neuronas o nodos. Cada neurona recibe una
serie de entradas a trave´s de interconexiones y emite una salida.
Las primeras redes neuronales surgieron a comienzos del siglo XX, pero no fue hasta la de´ca-
da de los 40 cuando empezaron a cobrar fuerza. En 1957 F. Rosenblatt desarrollo´ el modelo
ampliamente conocido como el PERCEPTRON, y dos an˜os ma´s tarde, en 1959, B. Widrow de-
sarrollo´ un modelo muy similar al anterior, denominado ADELINE. En [6] se puede encontrar
un resumen ma´s detallado sobre la historia de las redes neuronales desde comienzos del siglo
XX hasta nuestros dı´as. En la actualidad, uno de los modelos ma´s utilizados es el perceptron
multicapa.
Este me´todo se denomina redes de neuronas artificiales debido a la estrecha relacio´n existente
entre su estructura matema´tica y su disen˜o con el de una red de neuronas biolo´gica. Una red de
neuronas biolo´gica se compone de tres partes [6]:
Los receptores: se encuentran en las ce´lulas sensoriales y recogen la informacio´n en
forma de estı´mulos, bien del ambiente o bien del interior del organismo.
El sistema nervioso: recibe las informacio´n, la elabora y en parte la almacena y la envı´a
a los o´rganos efectores y a otras zonas del sistema nervioso.
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O´rganos diana o efectores: reciben la informacio´n y la interpretan en forma de acciones
motoras, hormonales, etc. Ejemplos de estos o´rganos son los mu´sculos y las gla´ndulas.
Del mismo modo que las neuronas biolo´gicas esta´n compuestas de tres partes, las redes neu-
ronales artificiales esta´n formadas por tres niveles de capas:
Nivel de entrada: tiene una sola capa con m neuronas de entrada.
Nivel oculto: puede tener una o ma´s capas, cada una de ellas con n neuronas, siendo n un
patro´n a escoger por el disen˜ador de la red.
Nivel de salida: tiene una u´nica capa con c neuronas, siendo c el nu´mero de salidas
deseadas.
Un ejemplo de red neuronal se representa en la figura 2.2 y en ella se pueden apreciar los tres
niveles citados, donde en este caso el nivel oculto tiene una u´nica capa. Este ejemplo de red
neuronal es una red neuronal tipo perceptron multicapa.
Figura 2.2: Ejemplo de red neuronal tipo perceptron multicapa.
La salida de una red neuronal viene representada por una funcio´n f (x) que es la combinacio´n
de otras funciones gi (x), las cuales a su vez pueden ser combinaciones de otras funciones. Una
funcio´n muy utilizada para una red neuronal con i neuronas ocultas es:
f (x) =
∑
i
w
(2)
i hi + θ
(2)
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siendo, wi los pesos asociados a las neuronas, θ una constante, el superı´ndice es el nivel corre-
spondiente, y hi una funcio´n no lineal como por ejemplo:
hi = tanh
∑
j
w
(1)
ij xj + θ
(1)
i

La complejidad de esta funcio´n y, por tanto, de la red neuronal, dependera´ del nu´mero de nodos
ocultos de la red.
Como se vio en el proceso del aprendizaje automa´tico supervisado, existe una fase de apren-
dizaje o entrenamiento y otra fase de validacio´n. Durante la fase de entrenamiento, las redes
neuronales artificiales usan un conjunto de datos de entrenamiento para determinar los pesos
(para´metros de disen˜o) que definen el modelo neuronal. Una vez entrenado este modelo, se pasa
a la fase de validacio´n, en la que se procesan el conjunto de datos de validacio´n, analiza´ndose
de esta manera las prestaciones definitivas de la red.
Existen mu´ltiples tipos de redes neuronales que pueden ser clasificados segu´n el tipo de en-
tradas, segu´n los algoritmos de aprendizaje,... Lo ma´s apropiado es escoger la red neuronal
teniendo en cuenta las necesidades especı´ficas del problema. La familia de redes neuronales
ma´s utilizada para problemas de clasificacio´n es la red de tipo feed-forward, la cual incluye
redes de perceptron multicapa y redes de funciones de base radiales.
Las redes neuronales adolecen de un problema comu´n en los me´todos de aprendizaje super-
visado denominado sobre-aprendizaje o sobre-ajuste (overfitting). El sobre-aprendizaje ocurre
cuando una red neuronal ha aprendido el modelo correctamente en la etapa de entrenamiento,
pero no responde adecuadamente a la validacio´n. Esto sucede por diversas causas como, por
ejemplo, porque el nu´mero de ciclos de aprendizaje es muy elevado, o porque el nu´mero de
neuronas de la capa oculta es tambie´n muy elevado, etc. El mejor modo de evitar el sobre-
aprendizaje es lograr un mayor nu´mero de casos para el entrenamiento. Cuando esto no sea
posible tambie´n se puede limitar el nu´mero de nodos en la capa oculta, limitar el nu´mero de
ciclos de aprendizaje o usar la te´cnica de validacio´n cruzada (cross-validation). La figura 2.3
muestra un caso de red neuronal sobre-entrenada. En la figura, el error de entrenamiento se
muestra en azul, mientras que el error de validacio´n se muestra en rojo. Si el error de vali-
dacio´n aumenta mientras que el de entrenamiento decrece puede que se este´ produciendo una
situacio´n de sobre-ajuste.
En [7] Bishop hace una revisio´n ma´s detallada sobre las redes neuronales, sus tipos, sus apli-
caciones, etc.
A´rboles de decisio´n. Un a´rbol de decisio´n es una herramienta de soporte que usa grafos o
modelos de decisio´n, incluyendo todas sus propiedades: costes, probabilidades de que ocurra
un evento, utilidad, etc.
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Figura 2.3: Sobre-ajuste o sobre-aprendizaje (overfitting) en una red neuronal.
El uso de a´rboles de decisio´n tuvo su origen en las ciencias sociales con los trabajos de Sonquist
y Morgan (1964), y Morgan y Messenger (1979) realizado en el Survey Research Center del
Institute for Social Research de la Universidad de Michigan. Pero, en el campo del aprendizaje
automa´tico, no fue hasta 1984 cuando Breiman, Friedman, Olshen y Stone [8] introdujeron el
algoritmo conocido como CART (Classification And Regression Trees) para la construccio´n de
a´rboles y se aplico´ a problemas de regresio´n y clasificacio´n. Casi al mismo tiempo, el proceso
de induccio´n mediante a´rboles de decisio´n comenzo´ a ser usado por la comunidad de apren-
dizaje automa´tico (Michalski, (1973), Quinlan (1983)). Uno de los a´rboles de decisio´n ma´s
conocidos, el C4.5, fue introducido por Quinlan en 1993 y desciende del ID3, tambie´n creado
por Quinlan en 1983 [9].
Los a´rboles de decisio´n se emplean con frecuencia en operaciones de bu´squedas, especialmente
en ana´lisis de decisio´n, para ayudar a identificar la estrategia con mayor probabilidad de alcan-
zar un objetivo. Otro uso de los a´rboles de decisio´n es el de un medio descriptivo para calcular
probabilidades condicionales.
La clasificacio´n de un patro´n particular en a´rboles de decisio´n comienza en el nodo raı´z, el cual
pregunta por el valor de una propiedad particular del patro´n. Los diferentes enlaces que salen
del nodo raı´z se corresponden con los posibles valores que puede tomar. Dependiendo de este
valor, descenderemos a trave´s del enlace hasta un nodo hijo. En los a´rboles, los enlaces han
de ser mutuamente distintos y exhaustivos, es decir, so´lo se puede seguir a trave´s de un u´nico
enlace. El siguiente paso es tomar una decisio´n en el sub-a´rbol del nodo hijo, que sera´ tomado
como nodo raı´z del sub-a´rbol. Seguiremos ası´ hasta que lleguemos a un nodo hoja, esto es, un
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nodo que no tiene hijos. Cada nodo hoja contiene una etiqueta con la categorı´a correspondiente,
y el patro´n de prueba es asignado con la categorı´a del nodo hoja alcanzado.
El a´rbol de decisio´n simple de la figura 2.4 ilustra el principal beneficio de esta te´cnica de clasi-
ficacio´n frente a otras: la facilidad de interpretacio´n. Pero, por otro lado, su principal inconve-
niente es la dificultad de implementacio´n para conjuntos de datos de gran dimensionalidad.
Figura 2.4: Ejemplo de un a´rbol de decisio´n.
S.R. Safavian y D. Landgrebe presentaron en [10] un estudio de la clasificacio´n a trave´s de
a´rboles de decisio´n, y en [11, 12, 13, 14] tambie´n encontramos diversos estudios interesantes
sobre a´rboles de decisio´n.
Ma´quinas de Vectores de Soporte. Las Ma´quinas de Vectores de Soporte (Support Vector
Machine, por sus siglas en ingle´s SVM) son un nuevo sistema de aprendizaje que ha tenido un
desarrollo muy significativo en los u´ltimos an˜os, tanto en la generacio´n de nuevos algoritmos
como en las estrategias para su implementacio´n. SVM es un sistema de aprendizaje basado
en el uso de un espacio de hipo´tesis de funciones lineales en un espacio de mayor dimensio´n
inducido por un Kernel. En este nuevo espacio las hipo´tesis son entrenadas por un algorit-
mo tomado de la teorı´a de optimizacio´n, que utiliza elementos de la teorı´a de generalizacio´n.
SVM es un sistema para entrenar ma´quinas de aprendizaje lineal de manera eficiente. Tanto
para clasificacio´n como para regresio´n se han encontrado muchas aplicaciones de SVM, como
por ejemplo en clasificacio´n de ima´genes, en reconocimiento de caracteres, en deteccio´n de
proteı´nas, en clasificacio´n de patrones, en identificacio´n de funciones, etc.
Las ma´quinas de vectores de soporte pueden verse como una solucio´n a los problemas de las
redes neuronales. Las ma´quinas de vectores de soporte se caracterizan por ser problemas de
optimizacio´n convexos. Uno empieza formulando un problema en un espacio inicial determi-
nado, pero termina resolviendo el problema en otro espacio de mayor dimensio´n donde existe
una solucio´n lineal. La solucio´n obtenida por las ma´quinas de vectores de soporte son solu-
ciones dispersas.
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SVM esta basado en el principio de minimizacio´n del riesgo estructural, el cual ha demostrado
ser superior al principio de minimizacio´n del riesgo empı´rico, utilizado por las redes neu-
ronales convencionales. Algunas de las razones por las que este me´todo ha tenido e´xito es que
no padece de mı´nimos locales y el modelo so´lo depende de los datos con ma´s informacio´n
llamados vectores de soporte (SV por sus siglas en ingles, ((Support Vectors))).
La ma´quina de vectores de soporte ma´s sencilla fue la ideada por Vapnik (para informacio´n
ma´s detallada de esta te´cnica ver [15]). Una visio´n general de las ma´quinas de vectores es la
ofrecida por C.J.C. Burges en [16], aunque existe una bibliografı´a muy extensa sobre este tema.
2.1.1.2. Aprendizaje no supervisado.
Hasta ahora, hemos hablado del aprendizaje supervisado donde se dispone de informacio´n de
la salida. En el lado contrario nos encontramos con los problemas en los que no se dispone
de ningu´n tipo de informacio´n de salida sobre los datos, pero se desea organizar los datos
de alguna manera para mejorar su comprensio´n. Este tipo de problemas son los denominados
problemas de aprendizaje no supervisado.
Segu´n [14], existen cinco razones principales por las cuales el uso de te´cnicas de aprendizaje
no supervisado resulta de intere´s para las aplicaciones:
La recoleccio´n de datos y su posterior etiquetamiento en un conjunto de datos muy ex-
tenso puede suponer un coste muy elevado.
Tambie´n puede ser de intere´s actuar en sentido contrario; aprender con una gran can-
tidad de datos sin etiquetar, y so´lo usar supervisio´n para etiquetar los distintos grupos
encontrados.
En muchas aplicaciones las caracterı´sticas de los patrones cambian lentamente con el
tiempo. Si estos cambios pueden rastrearse en un proceso de ejecucio´n sin supervisar,
podremos obtener un resultado ma´s ido´neo.
Podemos usar me´todos no supervisados para encontrar caracterı´sticas que sera´n u´tiles
para la categorizacio´n.
En el comienzo de la investigacio´n puede ser u´til tener una visio´n general de la naturaleza
y la estructura de los datos.
En la figura 2.5 puede verse el esquema de un proceso gene´rico de aprendizaje no supervisado.
Este proceso es similar al proceso de aprendizaje supervisado. Al igual que en el anterior,
existen varias fases fundamentales. Las primeras fases, la de obtencio´n de datos y su preproceso
(seleccio´n y extraccio´n de caracterı´sticas), son ide´nticas a las fases del aprendizaje supervisado.
En cambio, la siguiente fase, el aprendizaje, no es la misma. En este caso, al no disponer de
informacio´n acerca de la salida, en la fase de entrenamiento no se puede reajustar el modelo en
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base al error. Pero sigue siendo necesario separar los datos en datos de entrenamiento y datos
de validacio´n para decidir si el me´todo es bueno o no. La fase de seleccio´n del algoritmo y el
entrenamiento tambie´n se mantienen. En este caso, la posibilidad de validar si los resultados
son correctos no es frecuente, puesto que no se dispone de informacio´n de la salida. La manera
de decidir cuando se ha aprendido es viendo si el sistema converge o estableciendo un criterio
de parada como puede ser un nu´mero de iteraciones de funcionamiento ma´ximo.
Figura 2.5: Diagrama de flujo de un proceso de aprendizaje no supervisado.
Existen dos tipos de te´cnicas fundamentales de aprendizaje no supervisado: agrupamiento o
clustering y redes neuronales no supervisadas.
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Agrupamiento o Clustering. El agrupamiento se puede considerar como la aproximacio´n
ma´s utilizada en aprendizaje no supervisado. Su objetivo general es encontrar algu´n tipo de
estructura en una coleccio´n de datos sin etiquetar o sin clasificar, ya que en la mayorı´a de los
casos no se dispone de este tipo de informacio´n.
Los algoritmos de agrupamiento buscan organizar objetos en distintos grupos cuyos miembros
tienen caracterı´sticas similares. Un cluster o grupo es por tanto una coleccio´n de objetos que
son similares entre ellos y diferentes respecto a los miembros de otros grupos.
En el apartado 2.2, se hara´ una descripcio´n ma´s detallada de las te´cnicas de agrupacio´n y sus
tipos. Posteriormente se hara´ hincapie´ en las te´cnicas de agrupamiento basadas en densidades,
algunas de las cuales sera´n objeto de estudio y comparacio´n.
Redes neuronales no supervisadas. Las redes neuronales explicadas hasta ahora eran su-
pervisadas. Esto es, necesitan obtener informacio´n acerca de la salida para poder realizar su
aprendizaje. Sin embargo, en muchas situaciones no es posible tener esta informacio´n a pri-
ori. En este apartado, se estudian un nuevo tipo de redes neuronales no supervisadas, en la
que las propias redes son capaces de modificar sus para´metros internamente sin necesidad de
supervisio´n.
Las redes neuronales no supervisadas, por lo general, tienen una arquitectura sencilla, y se
caracterizan por ser ma´s similares a los modelos biolo´gicos que las redes neuronales artificiales
supervisadas.
La primera aproximacio´n a las redes neuronales no supervisadas fue en el an˜o 1949, cuando
D. Hebb enuncio´ la regla que lleva su mismo nombre, y que se refiere al comportamiento
biolo´gico observado en las neuronas. Ma´s tarde, en 1987, Carpenter y Grossberg desarrollaron
los modelos ART de redes neuronales no supervisadas basa´ndose en la teorı´a de resonancia
adaptiva.
Uno de los modelos de redes neuronales no supervisadas ma´s usados es el desarrollado por
Kohonen basado en mapas auto-organizativos (self-organizing maps). Las redes de Kohonen
son redes de dos capas: la capa de entrada que recibe la sen˜al de entrada a la red, y la capa de
salida que realiza el ca´lculo. Cada neurona de la capa de salida debe reflejar las coordenadas
que tiene en el espacio que el disen˜ador de la red decida. Para que las neuronas puedan ser
comparadas con la posicio´n de otras neuronas de la red, a cada neurona se le asocia una regla
de vecindad. El objetivo es agrupar entradas similares a neuronas de posiciones similares. El
conjunto de datos es agrupado, porque es asociado al mismo nodo o al mismo conjunto de
nodos.
Existe una amplia bibliografı´a acerca de este tipo de redes. Ejemplos de aplicaciones de redes
neuronales no supervisadas y un estudio ma´s profundo sobre e´stas puede encontrarse en [6].
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2.1.1.3. Aprendizaje por refuerzo.
Otra te´cnica muy extendida dentro del aprendizaje automa´tico es el aprendizaje por refuerzo.
Este tipo de aprendizaje busca las acciones ma´s apropiadas dada una situacio´n concreta, de
manera que aumente la recompensa por actuar de ese modo. El objetivo del aprendizaje por re-
fuerzo es usar el paradigma premio-castigo para aprender una funcio´n, la cual permitira´ tomar
decisiones en el futuro a partir de la percepcio´n del entorno. Es frecuente encontrar una secuen-
cia de acciones y de estados por medio de los cuales el algoritmo interactu´a con el entorno. En
muchos casos, la accio´n actual no so´lo afecta al beneficio o recompensa inmediatos, sino que
tambie´n puede afectar al beneficio en otros momentos futuros.
Una de las caracterı´sticas del aprendizaje por refuerzo es que se puede modelar con una cadena
de Markov. En estas cadenas, la accio´n a escoger dada una situacio´n depende u´nicamente de
esta situacio´n, y no del camino seguido para llegar a ella.
Las aplicaciones del Aprendizaje por Refuerzo son mu´ltiples, desde robots mo´viles que apren-
den a salir de un laberinto, programas de ajedrez que aprenden cua´les son las mejores secuen-
cias de movimientos para ganar un juego, o un brazo robo´tico que aprende co´mo mover las
articulaciones para lograr el movimiento final deseado.
2.1.1.4. Aprendizaje semi-supervisado.
Hasta ahora, hemos visto que el aprendizaje se puede realizar teniendo datos acerca de la salida
o sin ellos. El aprendizaje semi-supervisado es una combinacio´n del aprendizaje supervisado
y no supervisado. Puesto que asignar etiquetas o clases a los datos puede ser muy costoso,
se puede recurrir a la opcio´n de usar a la vez un conjunto de datos etiquetados de taman˜o
pequen˜o y un conjunto ma´s extenso de datos no etiquetados, mejorando ası´ la construccio´n
de los modelos. Esta te´cnica es la usada por el aprendizaje semi-supervisado. En este me´todo,
se ha de tener en cuenta que no siempre los datos no etiquetados son de ayuda al proceso de
aprendizaje. Por lo general, se asume que los datos no etiquetados siguen la misma distribucio´n
que los etiquetados para que el uso de datos sin etiquetar sea u´til.
Existen numerosos me´todos de aprendizaje semi-supervisado, los cuales ofrecen unas carac-
terı´sticas determinadas. La manera de escoger el me´todo ma´s adecuado es viendo cual de ellos
se ajusta mejor a las necesidades del problema especı´fico.
Uno de estos me´todos de aprendizaje es el co-entrenamiento (co-training) [17, 18], el cual
asume que el espacio de caracterı´sticas se puede dividir en dos subconjuntos independientes de
atributos. Cada subconjunto de atributos es suficiente para aprender un clasificador adecuado.
Inicialmente, dos clasificadores separados son entrenados con los datos etiquetados de los dos
subconjuntos respectivamente. Posteriormente, cada clasificador clasifica los datos sin etique-
tar, y ((ensen˜a)) al otro clasificador con algunos de los datos sin etiquetar de mayor fiabilidad o
confianza. Cada clasificador es entonces re-entrenado con los nuevos ejemplos entregados por
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el otro clasificador. El proceso se repite hasta que los dos clasificadores este´n de acuerdo, tanto
en los datos sin etiquetar, como en los etiquetados.
Otro me´todo de aprendizaje semi-supervisado es el de componentes comunes usando Expectation-
Maximization. La idea ba´sica de este me´todo es entrenar un clasificador usando u´nicamente
ejemplos etiquetados, y usar ese clasificador para asignar probabilidades-pesos de etiquetas
a los ejemplos no etiquetados. Despue´s se entrena un nuevo clasificador usando esas estima-
ciones y se vuelven a asignar pesos. Aunque los datos no etiquetados por sı´ solos no nos dan
ma´s informacio´n que una aleatoria si la clase es desconocida, la informacio´n de los valores de
los atributos nos proporciona informacio´n u´til sobre su distribucio´n.
Se puede encontrar informacio´n ma´s detallada sobre estos y otros me´todos de aprendizaje
semi-supervisado en [19].
2.1.2. Aplicaciones del aprendizaje automa´tico.
Hasta ahora se ha estudiado el significado del aprendizaje automa´tico y se han visto algunas
te´cnicas del aprendizaje automa´tico. El objetivo final del aprendizaje automa´tico es poder re-
alizar nuevas aplicaciones que ayuden y complementen las aplicaciones hasta ahora existentes.
El aprendizaje automa´tico es una rama descendiente de la estadı´stica y de la informa´tica. Por
tanto, son numerosas las aplicaciones del aprendizaje automa´tico en estas a´reas. En el a´rea
de la informa´tica, el aprendizaje automa´tico esta´ relacionado con aplicaciones tan diversas
como el desarrollo de robots humanoides o Internet. Un ejemplo de estas aplicaciones es el
PageRank usado por Google, que ampara una familia de algoritmos utilizados para asignar de
forma nume´rica la relevancia de los documentos (o pa´ginas web) indexados por un motor de
bu´squeda [20]. Por otro lado, en el campo de la estadı´stica, el aprendizaje automa´tico busca
obtener conclusiones en el ana´lisis de los conjuntos de datos.
Estos me´todos de aprendizaje automa´tico no so´lo se utilizan en el campo de la estadı´stica y en
la informa´tica para desarrollar nuevas aplicaciones. El a´rea de la psicologı´a, la neurociencia y
a´reas similares tambie´n aplican estas te´cnicas. El objetivo de estas aplicaciones es en este caso
estudiar el aprendizaje y las conductas en humanos y animales.
La biologı´a y la medicina son tambie´n a´reas de aplicacio´n del aprendizaje automa´tico. El apren-
dizaje automa´tico es muy importante para la clasificacio´n de secuencias de ADN o en el estudio
de enfermedades y su posible prediccio´n.
Por u´ltimo, el aprendizaje automa´tico tambie´n puede ser aplicado en los campos de la economı´a
o del control de sistemas, con un objetivo comu´n: la posibilidad de adaptarse o optimizar au-
toma´ticamente el entorno. Ası´, una posible aplicacio´n en la economı´a es el estudio de los
mercados, la bu´squeda de clientes o la deteccio´n de fraudes. En sistemas de control, el apren-
dizaje automa´tico puede ser aplicado en sistemas de servo-control, los cuales pueden mejorar
su estrategia de control a trave´s de la experiencia.
En la tabla 2.1 figuran algunas de las aplicaciones del aprendizaje automa´tico en estos campos.
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Dominio del problema Aplicacio´n Informacio´n
Bioinforma´tica Ana´lisis de secuencias
ADN / Secuencias de
proteı´nas.
Medicina Diagno´stico me´dico
Estudios de enfer-
medades, diagno´sticos
previos.
Economı´a Deteccio´n de fraudes
Comportamientos de
clientes o informes de
facturas.
Economı´a Prediccio´n de la bolsa
Documentos e informes
bursa´tiles.
Reconocimiento
biome´trico
Identificacio´n de personas
Cara, iris, huellas dacti-
lares.
Reconocimiento de voz
Informacio´n de direc-
torios telefo´nicos sin
necesidad de operadores
Onda de voz.
Astronomı´a
Clasificacio´n morfolo´gica
de galaxias
Ima´genes del espacio
Clasificacio´n de docu-
mentos
Bu´squeda en Internet Documentos de texto
Ana´lisis de ima´genes
Lectura automa´tica para
ciegos
Documentos de imagen
Robo´tica
Reproducir el compor-
tamiento humano
Sensores de audio, video,
infrarrojos, etc.
Teorı´a de juegos Automatizacio´n de juegos Estrategias
Psicologı´a y Robo´tica
Reconocimiento de emo-
ciones humanas
Ana´lisis de ondas de voz
y expresiones faciales
Informa´tica PageRank
Pa´ginas web e informa-
cio´n de accesos
Tabla 2.1: Ejemplos de aplicaciones del aprendizaje automa´tico y sus dominios.
2.2. Me´todos de agrupamiento o clustering.
Durante toda su historia, el hombre ha obtenido conocimiento a partir de la clasificacio´n de
objetos. El filo´sofo Plato´n fue consciente de este hecho, y al hablar sobre el mundo de las
ideas consiguio´ representar co´mo funciona la inteligencia humana. Plato´n asento´ las bases de
lo que hoy en dı´a entendemos por conocimiento. La mente funciona clasificando objetos. La
capacidad de reconocer un objeto es la capacidad de obtener un concepto que se identifique con
este objeto y de poder clasificar todos aquellos objetos que representan a un mismo concepto.
De esta manera, aunque existan infinidad de mesas distintas (hay mesas grandes, pequen˜as,
redondas, cuadradas, de roble, de pino,...) todas presentan algo en comu´n, todas tienen un
tablero y unas patas que lo sostienen. Este concepto, este modelo ideal, es lo que nos permite
identificar una mesa cuando la vemos.
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La sociedad actual se caracteriza por la cantidad de informacio´n a su alcance. El uso de orde-
nadores y el incremento de la capacidad de almacenaje permiten que cada vez se guarden ma´s
datos. Toda esta informacio´n es procesada y analizada para obtener de ella alguna informacio´n
relevante, que pueda ser manejada para uso propio o para futuros ana´lisis. Para poder compren-
der un objeto, las personas tienden a caracterizarlo y a compararlo con otros objetos existentes,
basa´ndose en su similitud o su disimilitud. Para poder caracterizarlo y compararlo es necesario
disponer de la ma´xima cantidad de informacio´n.
Uno de los me´todos de clasificacio´n de datos es el agrupamiento. Este consiste en ordenar
observaciones o vectores de caracterı´sticas en grupos (clusters), sin tener ningu´n tipo de in-
formacio´n sobre la salida, esto es, sin disponer de datos etiquetados. Al no poseer ningu´n
conocimiento acerca de los patrones de salida, nuestro sistema de clasificacio´n tiene que de-
scubrir la estructura interna de similitud de los datos de forma eficiente. El agrupamiento es
u´til en muchas te´cnicas exploratorias de ana´lisis de patrones, minerı´a de datos, toma de de-
cisiones,... es decir, es u´til en muchas te´cnicas de aprendizaje automa´tico. Sin embargo, en
muchos de estos problemas existe poca informacio´n a priori (como sucede por el contrario en
los modelos estadı´sticos) y a la hora de tomar las decisiones se deben hacer el mı´nimo nu´mero
posible de asunciones sobre los datos.
Podemos definir como agrupamiento al proceso de agrupar objetos, de tal modo que los objetos
de un mismo grupo son ma´s similares unos a otros que con objetos de otros grupos. Siguiendo
la definicio´n en [11] este concepto se puede formalizar como: dado un conjunto de datos de
entrada X = [x1, x2, . . . , xN ], tal que xi = [xi1, xi2, . . . , xid]T , siendo cada componente xij ∈
Rd una caracterı´stica distinta, se define una ((m-agrupacio´n)) de X a una particio´n del conjunto
de datosX enm conjuntos o clusters, C1, C2, . . . , Cm, de tal manera que se cumplan estas tres
condiciones:
Ci 6= 0, i = 1, . . . ,m
∪mi=1Ci = X
Ci ∩ Cj = 0,∀i,j : i 6= j, i, j = 1, . . . ,m
El conjunto de vectores contenidos en Ci son ((ma´s similares)) entre ellos y ((menos similares))
entre los contenidos en Cj .
Segu´n esta definicio´n dada, a cada objeto o punto se le asigna una u´nica clase, grupo o clus-
ter, es decir, la agrupacio´n llevada a cabo es de tipo dura. Pero tambie´n podrı´a darse el caso
de que un vector pudiera pertenecer a varias clases con un cierto grado de pertenencia, es el
denominado fuzzy clustering [21]. Un agrupamiento tipo fuzzy del conjunto de datos X en
m grupos, se caracteriza por m funciones uj , denominadas funciones de pertenencia, donde
uj : X → [0, 1], j = 1, . . . ,m y
∑m
j=1 uj (xi) = 1, i = 1, . . . , N y teniendo en cuenta que
0 ≤∑Ni=1 uj (xi) ≤ N, j = 1, . . . ,m. El valor de estas funciones de pertenencia es una carac-
terizacio´n matema´tica de un conjunto, en nuestro caso, el grupo. Aquellos valores ma´s cercanos
a la unidad representan un mayor grado de pertenencia a un grupo, y aquellos cercanos al cero
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representan un menor grado de pertenencia. Los valores de estas funciones de pertenencia son
un indicativo de la estructura del conjunto de datos, en el sentido de que si una funcio´n de
pertenencia tiene valores cercanos a la unidad para dos vectores del conjunto X , por ejemplo
xn y xk, estos se pueden considerar similares entre ellos.
En definitiva, se puede afirmar que el objetivo final de las te´cnicas de agrupamiento es orga-
nizar, a partir de medidas de similitud o disimilitud, los datos en grupos o clusters con algu´n
significado. Estos grupos tienen la particularidad de ofrecernos algu´n tipo de utilidad de la
que antes no disponı´amos. No hay que olvidar, que para la agrupacio´n los datos iniciales no
contienen ningu´n tipo de dato etiquetado, es decir, se trata de un me´todo de clasificacio´n no
supervisado.
Cuando se desea aplicar alguna de las te´cnicas de agrupamiento a un problema concreto, se
deben tener en cuenta una serie de fases para obtener un resultado o´ptimo. Estas etapas pueden
variar segu´n las necesidades y las particularidades de los datos, pero, en general, segu´n se
explica en [11], estas fases se pueden resumir en:
Preproceso: en algunos casos es necesario un tratamiento previo de los datos. Esto puede
deberse, por ejemplo, a su alta dimensionalidad. E´sta se trata de una fase especialmente
importante ya que su inclusio´n puede originar resultados finales totalmente distintos. En
ella se transforma el espacio original de los vectores de entrada en un nuevo espacio de
variables, donde el problema pueda ser resuelto con mayor facilidad. Existen dos tipos
de preprocesado:
• Extraccio´n de caracterı´sticas. La extraccio´n de caracterı´sticas se encarga de extraer
aquellos datos que son ma´s relevantes para la clasificacio´n y reducir la dimension-
alidad de los datos de entrada.
• Seleccio´n de caracterı´sticas. La seleccio´n de caracterı´sticas consiste en escoger un
subconjunto de datos de entrada eliminando aquellas caracterı´sticas con poca o
ninguna informacio´n predictiva. Ma´s informacio´n sobre esta fase puede obtenerse
en [22].
Disen˜o del algoritmo. Esta fase es la principal y se puede dividir en tres fases:
• Medida de similitud o distancia. Para saber cua´nto se asemejan o cua´nto difieren
dos vectores de caracterı´sticas o dos objetos, es necesario definir una me´trica de
similitud o distancia. Existen distintas medidas de similitud, y escoger la adecuada
es una tarea a la hay que prestar atencio´n, ya que esta medida afecta directamente
a la formacio´n de los grupos o clusters resultantes.
• Criterio para el agrupamiento. Dependiendo del tipo de grupos que se quiera en-
contrar, de si los para´metros de entrada son conocidos, etc. se debera´n tener en
cuenta unos criterios u otros para agrupar los datos.
• Seleccio´n del algoritmo. Una vez definidas la medida de similitud y los criterios
de agrupamiento, podemos pasar a escoger un algoritmo que se adapte a nuestros
requisitos. Existen muchos tipos de algoritmos que ofrecen distintas soluciones a
diversos problemas, por ello las fases anteriores son muy importantes.
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Validacio´n de los resultados. Una vez se obtengan los resultados, es necesario verificar
que son correctos y que no hay fallos en la clasificacio´n. El proceso de agrupamiento
va a dar siempre una salida, pero esta puede ser correcta o no. Por ello, es importante
validar que el resultado obtenido es el esperado.
Interpretacio´n de los resultados. El objetivo final de las te´cnicas de agrupamiento es
obtener algu´n significado o alguna estructura que nos ofrezca algu´n tipo de informacio´n
que antes no poseı´amos, o nos ayude a obtener un modelo para otros casos. En esta fase
se obtiene esa informacio´n o modelo.
En la figura 2.6 se resumen las etapas en el proceso de agrupamiento o clustering anteriormente
explicadas.
Figura 2.6: Etapas del proceso de agrupamiento.
2.2.1. Medidas de distancia o similitud.
Las medidas de similitud o de distancia son expresiones matema´ticas que permiten resumir en
un nu´mero el grado de relacio´n entre dos entidades, sobre la base de semejanza o la desigualdad
entre la cualidad o la cantidad de sus atributos, o ambas. Estas medidas son fundamentales en
la definicio´n de agrupamiento y han sido estudiadas desde la de´cada de los 50 [23], en campos
tan variados como la psicologı´a o el tratamiento de ima´genes [24].
Segu´n [11] una medida de similitud , s, en un conjunto de datosX , se define como s : X×X →
R , tal que ∃s0 ∈ R : −∞ < s (x, y) ≤ s0 < +∞,∀x, y ∈ X y se cumplen:
s (x, x) = s0,∀x ∈ X
s (x, y) = s (y, x) , ∀x, y ∈ X
s (x, y) = s0 ⇐⇒ x = y
s (x, y) s (y, z) ≤ [s (x, y) + s (y, z)] s (x, z) ,∀x, y, z ∈ X
Las medidas de similitud ma´s comunes son:
24 Capı´tulo 2. Estado del arte.
El producto interno. Se define segu´n la ecuacio´n 2.1. En la mayorı´a de los casos los
vectores x e y esta´n normalizados, de manera que tengan una misma longitud, a.
sinterno (x, y) = xT y =
l∑
i=1
xiyi (2.1)
La medida de similitud del coseno. Se define segu´n la ecuacio´n 2.2 y esta muy rela-
cionada con el producto interno. Posee como ventajas la independencia de la longitud
del vector y la invarianza a rotaciones lineales, pero, en cambio, no es invariante a trans-
formaciones lineales.
scos (x, y) =
xT y
‖x‖ ‖y‖ (2.2)
El coeficiente de correlacio´n de Pearson. Esta medida se puede expresar como:
rPearson (x, y) =
xTd yd
‖xd‖ ‖yd‖
donde xd e yd son los vectores diferencia, definidos como: xd = [x1 − x¯, . . . , xl −
x¯]T y yd = [y1 − y¯, . . . , yl − y¯]T , siendo xi, yi la coordenada i de los vectores x e y
respectivamente, y x¯ = 1l
∑l
i=1 xi, y¯ =
1
l
∑l
i=1 yi. La ventaja del coeficiente de Pearson
sobre el producto interno, es que el primero no depende directamente de los vectores x e
y sino de sus correspondientes vectores diferencia.
La tabla 2.2 muestra un resumen de estas medidas de similitud.
Medida de similitud Ecuacio´n
Producto Interno sin (x, y) = xT y =
∑l
i=1 xiyi
Medida de similitud del coseno scos (x, y) = x
T y
‖x‖‖y‖
Coeficiente de correlacio´n de
Pearson rPearson (x, y) =
xTd yd
‖xd‖‖yd‖
Tabla 2.2: Medidas de similitud.
No obstante, ma´s comu´n que medir la similitud entre dos puntos o dos objetos, es medir la dis-
imilitud o la distancia entre ellos. De acuerdo a [11] podemos definir las medidas de disimilitud
o la distancia como: d : X ×X → R, tal que ∃d0 ∈ R : −∞ < d0 ≤ d (x, y) < +∞,∀x, y ∈
X siendo R el espacio de los nu´meros reales, y cumplie´ndose:
d (x, x) = d0, ∀x ∈ X
d (x, y) = d (y, x) ,∀x, y ∈ X
d (x, y) = d0 ⇐⇒ x = y
d (x, z) < d (x, y) + d (y, z) ,∀x, y, z ∈ X
(2.3)
Donde d, es una me´trica y la inecuacio´n 2.3 es la denominada desigualdad triangular. La
ecuacio´n anterior a la desigualdad triangular demuestra que el valor d0 es el mı´nimo nivel de
disimilitud entre dos vectores pertenecientes a X , el cual se consigue cuando son iguales.
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Las medidas ma´s comunes de disimilitud o distancia son:
La distancia de Minkowski. Se define segu´n la ecuacio´n 2.4. Posee la peculiaridad de
que aquellas caracterı´sticas con valores y varianzas grandes tienden a dominar sobre
otras caracterı´sticas.
dMink (x, y) =
(
l∑
i=1
|xi − yi|n
)1/n
(2.4)
La distancia Euclı´dea. Es la medida ma´s utilizada. Es un caso especial de la distancia de
Minkowski cuando n = 2. Es invariante a translaciones y rotaciones lineales. Se define
segu´n la ecuacio´n 2.5 y presenta el problema de que tiende a formar grupos esfe´ricos.
dEu (x, y) =
(
l∑
i=1
|xi − yi|2
)1/2
(2.5)
Distancia de Ciudad o de Manhattan. Al igual que la anterior, es un caso especial de la
distancia de Minkowski, pero en este caso n = 1. Cuando esta me´trica es utilizada para
agrupar datos se tiende a formar grupos hiperesfe´ricos. Se define segu´n:
dMan (x, y) =
l∑
i=1
|xi − yi|
Distancia de Pearson. Se puede considerar como una modificacio´n de la distancia eu-
clı´dea. La ecuacio´n 2.6 define esta distancia, donde S0 = diag
(
s21, . . . , s
2
l
)
es la ma-
triz diagonal que contiene las varianzas de los vectores de X . Esta expresio´n equivale a
reescalar cada variable en unidades de desviacio´n tı´pica. La ventaja de esta medida frente
a las anteriores es que es invariante frente a cambios de escala.
dPear (x, y) =
√√√√ l∑
i=1
(xi − yi)2
s2i
=
√
(x− y)T S−10 (x− y) (2.6)
Distancia de Mahalanobis. Se define segu´n 2.7, donde S es la matriz de covarianzas del
conjunto de datos X . Es una me´trica adecuada como medida de discrepancia de datos
debido a los siguientes hechos:
• es invariante frente a transformaciones lineales no singulares de las variables,
• dEu (x, y) = dMaha (x, y) cuando la matriz de covarianzas es igual a la matriz
identidad; dPear (x, y) = dMaha (x, y) cuando la matriz de covarianza es igual a
S = diag
(
s21, . . . , s
2
l
)
,
• tiene en cuenta las correlaciones entre las variables.
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dMaha (x, y) =
√
(x− y)T S−1 (x− y) (2.7)
Al igual que la anterior, es tambie´n invariante frente a cambios de escala.
En la tabla 2.3 se muestra un resumen con las medidas de distancia ma´s utilizadas.
Medida de disimilitud Ecuacio´n
Distancia de Minkowski dMink (x, y) =
(∑l
i=1 |xi − yi|n
)1/n
Distancia Euclı´dea dEu (x, y) =
(∑l
i=1 |xi − yi|2
)1/2
Distancia de Ciudad o de
Manhattan dMan (x, y) =
∑l
i=1 |xi − yi|
Distancia de Pearson dPear (x, y) =
√∑l
i=1
(xi−yi)2
s2i
=
√
(x− y)T S−10 (x− y)
Distancia de Mahalanobis dMaha (x, y) =
√
(x− y)T S−1 (x− y)
Tabla 2.3: Medidas de disimilitud o distancia.
Por lo general, las medidas de distancia se utilizan para aquellas variables o caracterı´sticas
continuas, mientras que las medidas de similitud son ma´s usadas para variables cualitativas.
La seleccio´n de una u otra medida depende del problema con el que nos encontremos. Las
medidas definidas anteriormente son para conjuntos de datos que se puedan representar como
puntos, para datos ordinales, nominales, o incluso mezcla de otros datos. En [25, 26, 11] puede
encontrarse ma´s informacio´n acerca de estas medidas. Para medidas de similitud en textos, [27]
es una buena referencia.
2.2.2. Tipos de agrupamiento.
Dado que existen numerosos problemas en los que el ana´lisis de grupos es necesario, han surgi-
do diversas soluciones que se adecuan a cada una de las necesidades especı´ficas de cada prob-
lema. Todos estos algoritmos se pueden clasificar en base a una serie de criterios, dependiendo
de cual sea el resultado final, de como se escojan los para´metros de entrada, de la estructura
del algoritmo, etc.
A pesar de la gran cantidad de te´cnicas de agrupamiento existentes en la literatura, todas pueden
ser clasificadas en uno de los siguientes cuatro tipos de agrupamiento:
Algoritmos de agrupamiento particionales. Son aquellos que obtienen como resultado
una u´nica particio´n de los datos iniciales, en lugar de una estructura de agrupamiento
con varios niveles de particiones.
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Algoritmos de agrupamiento jera´rquicos. Organizan los datos en estructuras jera´rquicas
de acuerdo a la matriz de proximidades. Los resultados de estos algoritmos son, por lo
general, mostrados en un a´rbol binario o en un dendograma.
Algoritmos de agrupamiento probabilı´sticos. Desde el punto de vista probabilı´stico, se
asume que los objetos son generados de acuerdo a algunas distribuciones probabilı´sticas.
Objetos en distintos grupos son generados por distintas distribuciones de probabilidad o
son derivados de distintos tipos de funciones de densidad, o de las mismas familias pero
con distintos para´metros.
Algoritmos de agrupamiento basados en densidades. Estos algoritmos aplican criterios
locales de grupo. Los grupos son tenidos en cuenta como regiones en el espacio de datos
de gran densidad de objetos, y los cuales esta´n separados por regiones de menor densi-
dad (ruido). Estas regiones pueden tener cualquier forma y pueden estar distribuidas de
cualquier manera.
Por otro lado, debido a que el agrupamiento de datos tiene una aplicabilidad muy extensa y
variada, y por tanto resuelve problemas de muy distinta ı´ndole, se han de tener en cuenta una
serie de temas transversales para la aplicacio´n de estas te´cnicas. Segu´n [28] la clasificacio´n de
todos estos temas transversales se resume en:
Jera´rquicos o particionales. Este criterio esta´ relacionado con la estructura del resulta-
do final. Los me´todos jera´rquicos producen una serie de particiones anidadas mientras
que los particionales producen una u´nica particio´n. La clasificacio´n tradicional de los
algoritmos de agrupamiento se basa en este criterio.
Aglomerativos o divisivos. Este aspecto esta relacionado con la estructura algorı´tmica y
la operativa. Un me´todo aglomerativo comienza con cada dato en un grupo distinto, y va
sucesivamente mezclando o uniendo grupos hasta que algu´n criterio de parada se cumpla.
Los me´todos divisivos, por el contrario, comienzan introduciendo todos los datos en un
grupo y van dividiendo sucesivamente este grupo hasta que se cumple con un criterio de
parada.
Monote´icos o polite´icos. Esta clasificacio´n se refiere al uso secuencial o simulta´neo de
las caracterı´sticas en el proceso de agrupamiento. La mayorı´a de los algoritmos son
polite´icos, es decir, que la mayorı´a de las caracterı´sticas se tienen en cuenta a la hora
de calcular las distancias entre los datos, y las decisiones son llevadas a cabo en base
a estas distancias. En cambio, un algoritmo monote´ico considera las caracterı´sticas se-
cuencialmente para dividir la coleccio´n de datos dada.
Duros o difusos (fuzzy). Un algoritmo de agrupamiento duro asigna cada objeto a un
u´nico grupo durante su operacio´n y a la salida. Por el contrario, un algoritmo de agru-
pamiento difuso puede asignar a cada objeto o dato a ma´s de un grupo con un cierto
grado de pertenencia. Un algoritmo de agrupamiento difuso se puede convertir en uno
duro, si asignamos a cada objeto el cluster con mayor grado de pertenencia.
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Deterministas o estoca´sticos. Esta cuestio´n es ma´s relevante en me´todos particionales
disen˜ados para optimizar una funcio´n de error cuadra´tica. Esta optimizacio´n puede lle-
varse a cabo usando te´cnicas tradicionales o a trave´s de bu´squedas aleatorias en el espacio
de todas las posibles etiquetas actuales.
Incrementales o no incrementales. Este aspecto se debe tener en cuenta cuando el espacio
de datos a ser agrupado es muy grande, y existen limitaciones de memoria o de tiempo
de ejecucio´n. Entonces, la arquitectura del algoritmo, puede verse afectada.
2.2.2.1. Agrupamiento particional.
Un algoritmo de agrupamiento particional es aquel que obtiene como resultado una u´nica par-
ticio´n de los datos iniciales, en lugar de una estructura de agrupamiento con varios niveles
de particiones. Un algoritmo particional asigna a un conjunto de objetos K grupos sin estruc-
tura jera´rquica, siendo K un nu´mero real menor que el nu´mero total de objetos. Este tipo de
algoritmos son muy eficientes en aquellas aplicaciones con conjuntos de datos de gran di-
mensionalidad, pero presentan el problema de que es necesario escoger el nu´mero de grupos
deseados.
Los algoritmos particionales por lo general producen grupos optimizando una funcio´n criterio
definida, bien localmente (definida sobre un subconjunto de datos) o bien globalmente (definida
sobre el conjunto completo de datos). Una forma de encontrar la particio´n o´ptima es a trave´s
de una bu´squeda combinatoria del conjunto de valores de etiquetas posibles, pero esta solucio´n
es computacionalmente inviable. Por lo general, en vez de esta bu´squeda prohibitiva, se opta
por ejecutar varias veces el algoritmo con distintos puntos de entrada y la mejor configuracio´n
obtenida de entre todas las ejecuciones es usada como salida del algoritmo.
Uno de los factores ma´s importantes en los algoritmos particionales es la funcio´n criterio. En
los algoritmos particionales la funcio´n criterio ma´s utilizada es el error cuadra´tico. La ecuacio´n
2.8 define el criterio de error cuadra´tico dado un conjunto de entrada xj ∈ Rd, j = 1, . . . , N
que se quiere agrupar en un conjunto de K grupos, C = {C1, . . . , CK}; en esta ecuacio´n, Γ
es una matriz de particiones y M es una matriz de medias, centroides o prototipos de grupos.
Los grupos resultantes de esta funcio´n de error cuadra´tica son frecuentemente denominados
particiones de varianza mı´nima segu´n se explica en [14].
J (Γ,M) =
K∑
i=1
N∑
j=1
γij ‖xj −mi‖2 (2.8)
Donde Γ = [γij ] es la matriz de elementos, siendo
γij =
{
1 if xj ∈ cluster i
0 otro
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Con
K∑
i=1
γij = 1 ∀ j;
y donde M = [m1, . . . ,mK ] es la matriz de medias, siendo mi = 1Ni
∑N
j=1 γijxj una muestra
de la media del grupo i dados Ni objetos en ese grupo.
Existen numerosos algoritmos particionales basa´ndose en distintos aspectos, como por ejem-
plo: en las funciones criterio, en los atributos de entrada, en el tipo de salida, etc. Dos de los
algoritmos ma´s utilizados y ma´s sencillos son: K-Means Clustering [14, 29] y Fuzzy C-Means
Clustering. Ambos se basan en el mismo principio fundamental. Pero, el primero es un algo-
ritmo duro, es decir, a cada objeto se le asigna un u´nico grupo, mientras que el segundo es
difuso o fuzzy, es decir, un mismo objeto es asignado a distintos grupos. Ambos algoritmos son
explicados con ma´s detenimiento a continuacio´n.
Agrupamiento K-Means. Este algoritmo es el ma´s conocido de entre los algoritmos de agru-
pamiento particionales y usa como funcio´n criterio una funcio´n de error cuadra´tico. El algorit-
mo 1 muestra el pseudoco´digo de este me´todo.
Algorithm 1 Algoritmo de agrupamiento K-Means
1: Inicializar aleatoriamente las K-particiones. Calcular M = [m1, . . . ,mK ];
2: while ∃ cambios en M do
3: clasificar ojectos de acuerdo al mi ma´s cercano;
4: recalcular M basado en el actual;
5: end while
Salida: M.
Existen diversas maneras de asignar cada objeto del conjunto de datos al grupo Cw ma´s cer-
cano, es decir, de realizar el paso 3 del algoritmo. Una de las te´cnicas ma´s usadas es que un
objeto xj pertenezca al grupo Cw si ‖xj −mw‖ < ‖xj −mi‖ para j = 1, . . . , N , i 6= w e
i, w = 1, . . . ,K.
El algoritmo K-Means es muy simple y es fa´cil de implementar para resolver muchos proble-
mas pra´cticos. Funciona bien para grupos compactos y de forma hiperesfe´rica. La complejidad
de este algoritmo esO (NKd), y teniendo en cuenta queK y d son por lo general menores que
N , K-Means se puede usar en conjuntos de datos de gran dimensionalidad o de muchos datos.
Una forma de acelerar el algoritmo es utilizando te´cnicas de paralelismo a nivel de software
[30]. Pero K-Means tambie´n tiene algunas desventajas y un gran nu´mero de variantes de este
algoritmo han surgido para resolver estas desventajas. Las principales desventajas y algunas de
sus soluciones son:
No existe un me´todo eficiente y universal para identificar las particiones iniciales y para
determinar el nu´mero de grupos K. La convergencia de los centroides varı´a con distin-
tos puntos de entrada. Una estrategia para este problema es ejecutar el algoritmo varias
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veces para particiones iniciales aleatorias. El estudio llevado a cabo por Pen˜a, Lozano y
Larran˜aga en [31] compara este me´todo aleatorio con varias te´cnicas de inicializacio´n.
El procedimiento o´ptimo iterativo de K-Means no puede garantizar la convergencia a
un o´ptimo global. Las te´cnicas o´ptimas estoca´sticas, como por ejemplo los algoritmos
gene´ticos, pueden encontrar este o´ptimo global, pero con un gran coste computacional.
El algoritmo K-Means es sensible al ruido y a valores atı´picos (outliers). Para solucionar
este problema surgieron los algoritmos ISODATA [32], PAM [25] y K-Medoids [33].
La definicio´n de ((media)) (mean) limita la aplicacio´n de este algoritmo u´nicamente a
problemas con variables nume´ricas. El algoritmo K-medoids, previamente nombrado,
soluciona esta limitacio´n.
Adema´s de los algoritmos nombrados que solucionan algunos de los problemas y limitaciones
que presenta el algoritmo de K-Means, existen ma´s algoritmos que utilizan la base del K-Means
pero con mejoras notables.
Agrupamiento Fuzzy C-Means. En todas las iteraciones del algoritmo K-Means, cada ob-
jeto es asignado a un u´nico cluster. Otra posibilidad que existe es la de relajar esta condi-
cio´n y asumir que cada objeto xj tiene algu´n grado de pertenencia, µi (xi), al cluster Ci, con
0 ≤ µi (xi) ≤ 1. El algoritmo resultante de esta relajacio´n es el denominado Fuzzy C-Means y
busca minimzar la funcio´n de coste global:
J (U,M) =
c∑
i=1
N∑
j=1
µbij ‖xj −mi‖2
siendo U = [µij ]c×N la matriz de particiones borrosa, µij ∈ [0, 1] el grado de pertenencia
del objeto xj al grupo Ci, M = [mi, . . . ,mc] la matriz de prototipos de grupos y b > 1 un
para´metro de eleccio´n libre escogido para ajustar la ((mezcla)) de los distintos grupos.
Las probabilidades de pertenencia de los objetos a los grupos son normalizadas segu´n la
ecuacio´n:
∑c
i=1 Pˆ (Ci|xj) = 1, j = 1, . . . , N . El mı´nimo de la funcio´n de coste se obtiene
cuando ∂J/∂mi = 0 y cuando ∂J/∂Pˆj = 0 lleva´ndonos a las condiciones:
mj =
N∑
i=1
[P (Ci|xj)]b xj
N∑
i=1
[P (Ci|xj)]b
(2.9)
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y la probabilidad de pertenencia de un objeto,xj , a un grupo, Ci:
P (Ci|xj) =
(
1/ ‖xj −mi‖2
)1/(b−1)
c∑
r=1
(
1/ ‖xj −mr‖2
)1/(b−1) (2.10)
En general, la funcio´n de coste es minimizada, cuando los centros de los grupos, mj , esta´n
cerca de aquellos puntos que tienen una elevada probabilidad de pertenecer al grupo Cj . Las
medias de los grupos y las probabilidades de los puntos se estiman iterativamente segu´n el
algoritmo 2.
Algorithm 2 Algoritmo de agrupamiento Fuzzy C-Means
1: Inicializar las K-particiones aleatoriamente. Calcular P (Ci|xj) y M = [m1, . . . ,mc];
2: normalizar P (Ci|xj);
3: while ∃ cambios en M y en P (Ci|xj) do
4: clasificar objetos segu´n el mi ma´s cercano;
5: recalcular M segu´n la ecuacio´n 2.9;
6: recalcular P (Ci|xj) segu´n la ecuacio´n 2.10;
7: end while
Salida: M.
Aparentemente este me´todo mejora el problema de la convergencia del algoritmo K-Means,
pero posee algunas desventajas. La principal desventaja que presenta este me´todo es que para
normalizar las probabilidades de que un objeto xj pertenezca a un grupo Ci depende implı´cita-
mente del nu´mero de grupos, y si este nu´mero se especifica de manera erro´nea aparecera´n
graves problemas. Y sin embargo, al igual, que con el algoritmo K-Means, han surgido otros
algoritmos que tratan de solucionar estas desventajas.
2.2.2.2. Agrupamiento jera´rquico.
Los algoritmos de agrupamiento jera´rquicos organizan los datos en estructuras jera´rquicas de
acuerdo a la matriz de proximidades. El proceso de agrupamiento comienza suponiendo que
existe una secuencia de particiones de n objetos en K grupos. La primera de estas particiones
es una particio´n en n grupos, cada uno conteniendo exactamente un objeto. La siguiente es una
particio´n en n− 1 grupos, la siguiente en n− 2, y ası´ sucesivamente hasta la particio´n n-e´sima
en la cual, todos los objetos forman un grupo. Se dice que nos encontramos en el nivel c de
una secuencia cuando K = n − c + 1. Ası´, el primer nivel corresponde a n grupos y el nivel
n corresponde a un grupo. Dados dos objetos x1 y x2, en algu´n nivel estara´n agrupados juntos
en el mismo grupo. Si esta secuencia cumple la propiedad de que siempre que dos objetos se
encuentran en un mismo grupo en el nivel c y que siguen estando juntos en el resto de niveles,
entonces esta secuencia es un agrupamiento jera´rquico.
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Los resultados de estos algoritmos son, por lo general, mostrados en un a´rbol binario o en
un dendograma. El nodo raı´z del dendograma representa el conjunto entero de datos y cada
nodo hoja se considera como un objeto. Los nodos intermedios describen de que´ modo los
objetos esta´n pro´ximos entre sı´. La altura del dendograma normalmente representa la distancia
entre cada par de objetos o grupos a un objeto y un grupo. Los resultados del algoritmo de
agrupamiento se obtienen de realizar cortes en distintos niveles del dendograma. La figura
2.7 representa un ejemplo de dendograma de un estudio realizado sobre las mujeres gestantes
en Ame´rica [34]. La gran ventaja de estos dendogramas es que ofrecen descripciones muy
informativas y visuales acerca de las posibles estructuras de los grupos de datos.
Figura 2.7: Dendograma sobre un estudio de mujeres gestantes en Ame´rica.
Atendiendo a la estructura algorı´tmica, los algoritmos jera´rquicos se pueden dividir en dos:
aglomerativos y divisivos. Los algoritmos aglomerativos comienzan por n grupos y en cada
uno de ellos se incluye exactamente un objeto. A medida que se va ejecutando el algoritmo, los
grupos se van mezclando hasta que se llega a un u´nico grupo que incluye a todos los objetos.
Los algoritmos divisivos proceden de manera contraria. En un principio, el conjunto entero
de datos pertenece a un u´nico grupo y sucesivamente se va dividiendo hasta que todos los
grupos contienen un u´nico objeto, es decir, hasta que se forman tantos grupos como objetos. El
problema que surge de los algoritmos divisivos, es que para un conjunto de n objetos, existen
2n−1 − 1 posibles divisiones, lo cual supone un coste computacional muy elevado. Por esta
razo´n, los algoritmos divisivos no son muy utilizados.
La mayorı´a de los pasos a seguir en un algoritmo de agrupamiento jera´rquico aglomerativo se
pueden contemplar en el algoritmo 3, donde c es el nu´mero esperado de grupos finales.
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Algorithm 3 Agrupamiento jera´rquico aglomerativo
1: Inicializar c, cˆ← n, Di ← xi, i = 1, . . . , n;
2: repeat
3: cˆ← cˆ− 1;
4: Encontrar el grupo ma´s cercano, digamos Di y Dj ;
5: Mezclar Di y Dj ;
6: until c = cˆ
Salida: c grupos o clusters.
El algoritmo descrito termina cuando el nu´mero especificado de grupos se haya obtenido, y
entonces se devuelven estos grupos, descritos como conjuntos de puntos en vez de como una
media o un vector. Si continuamos hasta que c = 1 entonces podemos construir un dendograma
como el de la figura 2.7. En el paso cuatro del algoritmo, se utilizan me´tricas o medidas de
distancia. En cualquier nivel, la distancia entre los grupos ma´s cercanos puede dar un valor
de la disimilitud en ese nivel. Dependiendo de la medida de la distancia utilizada se tienen
distintos algoritmos.
Cuando la medida de distancia entre grupos es dmin (Di, Dj) = mı´nx∈Di,x′∈Dj ‖x− x′‖ el
algoritmo se denomina nearest-neighbour cluster algorithm o algoritmo mı´nimo. Si el algorit-
mo termina cuando la distancia entre los grupos ma´s cercanos excede un determinado umbral,
entonces se denomina single-linkage algorithm. Este algoritmo es capaz de generar un a´rbol de
expansio´n de un grafo conexo y no dirigido (spanning tree).
Cuando la medida de distancia usada es dmax (Di, Dj) = ma´xx∈Di,x′∈Dj ‖x− x′‖ el algo-
ritmo se denomina farthest-neighbour cluster algorithm o algoritmo ma´ximo. Si el algoritmo
termina cuando la distancia entre los grupos ma´s cercanos excede un determinado umbral,
entonces se denomina complete-linkage algorithm. Una aplicacio´n de este algoritmo es la de
generar subgrafos completos.
El principal problema comu´n a todos estos algoritmos es que son muy sensibles al ruido o
a pequen˜os cambios en las posiciones de los puntos. Una vez que un objeto es asignado a
un grupo, no volvera´ a ser tenido en cuenta, con lo cual el algoritmo no es capaz de corregir
posibles errores en la clasificacio´n.
La complejidad de la mayorı´a de estos algoritmos es de O(N2) y su elevado coste limita la
aplicacio´n a conjuntos de datos de gran dimensionalidad. Otra desventaja es la tendencia a
formar grupos esfe´ricos.
U´ltimamente, con la necesidad de usar conjuntos de datos de taman˜os ma´s grandes han surgido
nuevas te´cnicas jera´rquicas que permiten su utilizacio´n, como por ejemplo: CURE [35], BIRCH
[36] o ROCK [37];
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2.2.2.3. Agrupamiento probabilı´stico o Mixture Densities-Based clustering.
Desde el punto de vista probabilı´stico, se asume que los objetos son generados de acuerdo a
algunas distribuciones de probabilidad. Objetos en distintos grupos son generados siguiendo
distintas distribuciones de probabilidad, estos pueden haber sido derivados de distintos tipos de
funciones de densidad o de las mismas familias pero con distintos para´metros. Si las distribu-
ciones son conocidas, encontrar grupos de un conjunto de datos sera´ equivalente a estimar los
para´metros de algunos modelos. Supongamos que conocemos la probabilidad a priori,P (Ci),
de un grupo Ci, i = 1, . . . ,K, siendo K conocida, y la densidad de probabilidad condicional
p (x|Ci, θi), donde θi es el vector de para´metros desconocido. Entonces, la densidad de proba-
bilidad mezclada para todo el conjunto de datos se puede expresar como:
p (x|θi) =
K∑
i=1
p (x|Ci, θi)P (Ci)
donde θ = (θ1, . . . , θK) y
∑K
i=1 P (Ci) = 1. Mientras que el vector θ es decidido, la proba-
bilidad a posteriori de asignar cada objeto a un grupo se puede calcular fa´cilmente a trave´s del
teorema de Bayes.
Para estimar los para´metros, el estimador de ma´xima verosimilitud es considerado un me´todo
estadı´stico muy importante y es considerado el mejor estimador que maximiza la probabilidad
de generar todas las observaciones.
Desafortunadamente, dado que en la mayorı´a de los casos, las soluciones de las ecuaciones
de verosimilitud no pueden obtenerse de manera analı´tica, me´todos subo´ptimos iterativos son
usados para estimadores de ma´xima verosimilitud. De entre estos me´todos, el algoritmo EM
(expectation-maximization) es el ma´s conocido. E´ste considera el conjunto de datos como in-
completo y divide cada punto xj en dos partes, xj =
{
xgj ,x
m
j
}
, donde xgj representa las
caracterı´sticas observables y xmj =
(
xmj1, . . . , x
m
jK
)
son las caracterı´sticas desconocidas, te-
niendo en cuenta que xmji toma valores 1 o 0 segu´n x
m
j pertenezca o no a la componente i.
El algorimo EM estandar segu´n los pasos mostrados en 4 genera una serie de para´metros es-
timados
{
θ0, θ1, . . . , θT
}
, donde T representa en que´ instante se alcanza la convergencia del
criterio. Puede encontrarse informacio´n ma´s detallada acerca de este algoritmo en [38].
Algorithm 4 Algoritmo EM estandar
1: Inicializar θ0 y t = 0;
2: repeat
3: paso E: Calcular Q
(
θ0, θt
)
= E
[
log p
(
xg,xm|θ|xg, θt)];
4: paso M: θ = argmaxθQ
(
θ, θt
)
;
5: t = t+1;
6: until Se satisfaga la condicio´n de convergencia
Salida: θ.
Las principales desventajas del algoritmo EM son: la sensibilidad a la eleccio´n de los para´met-
ros de entrada, el efecto de una matriz de covarianzas singulares, la posibilidad de converger
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a un o´ptimo local y la baja tasa de convergencia. Variantes de este me´todo han surgido para
solucionar algunos de estos problemas.
2.2.2.4. Agrupamiento basado en densidades.
Los algoritmos basados en densidades intentan encontrar grupos de datos teniendo en cuenta la
distribucio´n de los puntos, de tal forma que los grupos que se forman tienen una alta concen-
tracio´n de puntos en su interior mientras que entre ellos aparecen zonas de baja densidad.
Estos algoritmos usan diversas te´cnicas para determinar dichos grupos, entre las que se pueden
encontrar: te´cnicas basadas en grafos, basadas en histogramas, en kernels, aplicando la regla
K-NN, empleando los conceptos de punto central, borde o ruido, etc. Entre ellos podemos men-
cionar los algoritmos DBSCAN [2], KNNCLUST [39], SNN [40], DBCLASD [41] o DEN-
CLUE [42].
El primer algoritmo que emplea este enfoque para dividir el conjunto de datos es DBSCAN,
y en e´l aparecen los conceptos de punto central, borde y ruido, los cuales son empleados para
determinar los diferentes grupos. Otros algoritmos basados en densidad que siguen la lı´nea de
DBSCAN son: OPTICS [43] y GDBSCAN [44].
Dada la creciente importancia de estos me´todos y el gran nu´mero de aplicaciones de agru-
pamiento por describir, este trabajo se centra en el estudio de estas te´cnicas de agrupamiento
de densidades. Este estudio se realizara´ en el capı´tulo 3 con una descripcio´n de las te´cnicas y
en el 4 con la realizacio´n de un estudio comparativo.
2.2.3. Aplicaciones.
Los algoritmos de agrupamiento pueden aplicarse en muchos campos. Como por ejemplo, en
marketing, buscando grupos de clientes con comportamientos similares entre una gran base
de datos con informacio´n relativa a los clientes; en Biologı´a, clasificando plantas y animales
a partir de sus caracterı´sticas; en Bibliotecas, ordenando libros; en compan˜ı´as aseguradoras,
identificando grupos de po´lizas de seguros con un gran coste, o fraudes; en planificacio´n de las
ciudades, identificando grupos de casas segu´n su tipo, su localizacio´n o su valor; en estudios de
terremotos, identificando zonas de alto riesgo a partir de datos observados de otros terremotos;
en Internet, clasificando documentos.
Otras aplicaciones muy interesantes de las te´cnicas de agrupamiento son, por ejemplo, la seg-
mentacio´n de ima´genes [45, 3] y el reconocimiento de caracteres u objetos.
La mayorı´a de las aplicaciones previamente nombradas sirven para ayudar a comprender los
datos o para mejorar su entendimiento. Pero tambie´n existe la posibilidad de utilizar estos
grupos de manera pra´ctica. En [26] se explica como se pueden resumir en cuatro direcciones
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ba´sicas el uso de te´cnicas de agrupamiento para buscar alguna utilidad en los datos. Estas
direcciones ba´sicas son:
Reduccio´n de datos. En numerosas ocasiones, la cantidad de datos disponible es enorme
y hace que su manejo y procesado sea muy complicado. El ana´lisis de grupos puede ser
utilizado para agrupar los datos en un nu´mero sensible de grupos de manera que cada
grupo se procese como una entidad. Este tipo de aplicacio´n se da, por ejemplo, en la
transmisio´n de datos donde los datos se comprimen antes de ser enviados.
Generacio´n de hipo´tesis. En este caso, se aplica el ana´lisis de grupos al conjunto de datos
para deducir alguna hipo´tesis sobre lo que concierne a la naturaleza de los datos. Estas
hipo´tesis han de ser verificadas usando otros conjuntos de datos.
Test de hipo´tesis. Otra posibilidad es utilizar el ana´lisis de grupos para validar hipo´tesis
hechas sobre el conjunto de datos.
Prediccio´n basada en grupos. Podemos aplicar el ana´lisis de grupos al conjunto de datos,
y los grupos resultantes son caracterizados segu´n aquellas propiedades de aquellos datos
de los que esta´n formados. En consecuencia, si tenemos un patro´n desconocido podemos
predecir a que´ grupo pertenece y caracterizarlo de acuerdo a la caracterizacio´n del grupo
respectivo. Un ejemplo de esta aplicacio´n es en el campo de la medicina o la psicologı´a.
Capı´tulo 3
Algoritmos de agrupamiento basados
en densidades.
Tal como se ha explicado anteriormente, existen un gran nu´mero de algoritmos de agrupamien-
to, cada uno adaptado a las necesidades especı´ficas de los distintos problemas. En este apartado
hablaremos de uno de los tipos de algoritmos de agrupamiento surgido recientemente y de gran
utilidad. Son los denominados algoritmos de agrupamiento basados en densidades.
En la primera parte de este capı´tulo se describen los algoritmos de agrupamiento basados en
densidades, se estudian sus particularidades y los motivos de su utilizacio´n frente a otros algo-
ritmos cla´sicos como K-Means.
A continuacio´n, se describen en detalle algunas de las te´cnicas ma´s conocidas dentro de este
tipo de algoritmos. Uno de los primeros algoritmos desarrollados dentro de este tipo es el
denominado DBSCAN, basado en la unio´n de zonas de alta densidad. Posteriormente, se de-
sarrollo´ una nueva versio´n de este algoritmo (DBSCAN-4C [46]) donde se an˜ade informacio´n
sobre las correlaciones entre datos.
A continuacio´n, se estudia el algoritmo de agrupamiento basado en el desplazamiento de me-
dias (Mean Shift [47]). Este algoritmo es comu´nmente aplicado en te´cnicas de segmentacio´n
de ima´genes [47] y recientemente para la seleccio´n de caracterı´sticas [1]. Por u´ltimo, se define
un nuevo algoritmo de agrupamiento basado en la bu´squeda de curvas locales principales y que
usa el mismo principio que el algoritmo mean shit.
En este capı´tulo, y con el propo´sito de mejorar el entendimiento y la comprensio´n de los dis-
tintos algoritmos, e igualmente facilitar la visualizacio´n de los resultados, se definen cinco
conjuntos de datos. Dos de ellos consisten en dos grupos con forma de curva cuadra´tica; el
primer conjunto de datos no contiene ruido, mientras que el segundo sı´. El tercer conjunto de
datos esta´ conformado por dos grupos que siguen una distribucio´n gaussiana. El cuarto con-
junto de datos esta´ definido en tres dimensiones y contiene tres grupos: dos lineales y una
esfera normalmente distribuida. El quinto y u´ltimo de los conjuntos de datos utilizados en este
capı´tulo contiene dos grupos donde el primero tiene forma de espiral y el segundo cuadra´tica.
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3.1. Definicio´n de los algoritmos de agrupamiento basados en den-
sidades.
Por lo general, si una persona tiene la posibilidad de observar un conjunto de datos, le resulta
fa´cil identificar a primera vista grupos de puntos y/o puntos que son ruido y/o que no pertenecen
a ningu´n grupo. La principal razo´n por la que reconocemos estos grupos es porque dentro de
cada uno existe una densidad de puntos que es considerablemente mayor a la existente fuera
de ese grupo. Adema´s, la densidad de puntos entre a´reas de ruido es menor que la densidad
en cualquiera de los otros grupos. Este feno´meno puede observarse en la figura 3.1a. Muchos
de los algoritmos de agrupamiento tradicionales no son capaces de integrar este resultado. Si
introducimos el conjunto de datos mostrado en la figura 3.1a, donde se puede apreciar clara-
mente que existen dos grupos, al algoritmo de agrupamiento K-Means, se obtiene el resultado
mostrado en la figura 3.1b, donde cada grupo esta´ representado por un color distinto. Como
puede observarse el resultado obtenido dista mucho del esperado.
(a) Conjunto de datos 1 (b) Resultado de aplicar K-Means
Figura 3.1: Conjunto de datos 1 y resultado de la ejecucio´n del algoritmo K-Means.
Para solucionar este tipo de problemas y teniendo en cuenta el feno´meno explicado anteri-
ormente, surgieron los algoritmos basados en densidades. Estos enfocan el problema de la
bu´squeda de grupos en un conjunto de datos teniendo en cuenta la distribucio´n de densidad de
los puntos, de tal forma que los grupos que se forman tienen una alta concentracio´n de puntos
en su interior mientras que entre ellos aparecen zonas de baja densidad.
Existen numerosos algoritmos basados en densidades donde cada uno utiliza una te´cnica dis-
tinta. Por ejemplo basa´ndose en grafos, en histogramas, en la regla KNN, etc. y que surgen de
las necesidades especı´ficas de cada problema.
Dentro de los algoritmos basados en densidades se puede destacar un grupo de me´todos, que
son denominados me´todos basados en mallas, grid-based methods. Una de las caracterı´sticas
a resaltar de estos me´todos es su rapidez, debido a que su tiempo de procesamiento depende
del taman˜o de las rejas y no tanto del nu´mero de objetos. Estos me´todos usan una reja o malla
3.2 DBSCAN. 39
para hacer una particio´n en celdas del espacio. Los objetos que se encuentran en cada celda
son representados por un conjunto de atributos estadı´sticos de dicha celda. El agrupamiento
se lleva a cabo utilizando la informacio´n estadı´stica de cada celda, en vez de usar todo el
conjunto de datos. Dado que el taman˜o de la reja es mucho menor que el nu´mero de objetos,
la velocidad de procesamiento se ve incrementada. Sin embargo, para distribuciones de datos
muy concentrados o irregulares, se necesita una reja con una granularidad muy alta para obtener
un resultado o´ptimo, es decir, para descubrir grupos muy pro´ximos, por lo que su ventaja en
rapidez se ve atenuada. Ejemplos de estos algoritmos son: STING [48], WaveCluster [49] y
CLIQUE [50], que usan rejas uniformes, o MAFIA [51] y el me´todo de agrupamiento basado
en AMR [52] que usan rejas adaptables.
Una vez explicada la motivacio´n de los algoritmos basados en densidades, podemos centrarnos
en estudiar alguno de estos algoritmos.
3.2. DBSCAN.
Los algoritmos basados en agrupamientos por densidades localizan regiones de alta concen-
tracio´n de puntos que se encuentran separadas entre sı´ por regiones con una menor densidad.
DBSCAN es un algoritmo simple basado en densidades, que trata de ilustrar una serie de con-
ceptos necesarios para cualquier algoritmo basado en densidades.
El algoritmo DBSCAN [2] fue desarrollado en el an˜o 1996 por M. Ester et al., en la Universidad
de Munich. Este algoritmo se basa en la bu´squeda de puntos centrales o core en los grupos.
Estos puntos centrales poseen un a´rea o regio´n de vecindad para un radio determinado que
contiene al menos un nu´mero mı´nimo de puntos, es decir, que su a´rea de vecindad excede un
umbral determinado.
Este me´todo es muy sencillo de implementar, pero la densidad de los puntos depende del radio
de la regio´n de vecindad especificado. De este modo, si el radio es suficientemente grande todos
los puntos tendra´n una densidad igual al nu´mero de puntos total del conjunto de datos. Por el
contrario, si es muy pequen˜o todos los puntos tendra´n una densidad igual a 1, es decir, el punto
se encontrara´ aislado.
Algunas de las aplicaciones de DBSCAN realizadas con e´xito son: la deteccio´n de usos en las
tierras a partir de ima´genes sate´lite, la creacio´n de perfiles de usuarios en Internet mediante la
agrupacio´n de sesiones Web, o el agrupamiento de bases de datos de ima´genes en histogramas
en color facilitando la bu´squeda de ima´genes similares [53].
En el siguiente apartado, se explican los fundamentos ba´sicos para la implementacio´n de DB-
SCAN, cuyo algoritmo se desarrolla en el apartado 3.2.2.
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3.2.1. Fundamentos.
La idea principal del algoritmo DBSCAN es encontrar todos los puntos centrales, donde los
puntos centrales de un grupo son aquellos que tienen una regio´n de vecindad que contiene
un nu´mero mı´nimo de puntos para un radio determinado. La forma de la regio´n de vecindad
viene determinada por la eleccio´n de la medida de la distancia entre dos puntos, dist (p, q). Por
ejemplo si se utiliza la distancia de Manhattan, DBSCAN tiende a formar grupos rectangulares.
La regio´n de vecindad de un punto p perteneciente a una base de datos D dado un radio Eps
se define como:
NEps (p) = {q ∈ D|dist (p, q)} ≤ Eps (3.1)
Teniendo en cuenta esta definicio´n podrı´amos dar una primera versio´n del algoritmo buscando
si para cada punto se cumple con el criterio de mı´nimo nu´mero de puntos en la vecindad; pero
este algoritmo no funcionarı´a, ya que en general en los bordes de los grupos las densidades no
son las mismas que en el interior de estos.
De este modo en un conjunto de datos se pueden distinguir tres tipos de puntos:
Puntos centrales o core. Son aquellos puntos que se encuentran en el interior de un
grupo. Un punto es central si el nu´mero de puntos en la regio´n de vecindad definida
segu´n el radio Eps excede un cierto umbral conocido, MinPts. Es decir, si se cumple
|NEps (p) | ≥MinPts.
Puntos frontera o de borde. Estos puntos no son puntos centrales, pero pertenecen a la
regio´n de vecindad de uno o ma´s puntos centrales.
Puntos de ruido. Estos puntos no son ni centrales ni frontera, es decir, no pertenecen a la
regio´n de vecindad de ningu´n otro punto.
Para que el algoritmo funcione correctamente, es necesario que para cada punto p, de un grupo
C, exista otro punto q en C, tal que p este´ dentro de la regio´n de vecindad de q, y que esta
regio´n de vecindad contenga un nu´mero mı´nimo de puntos. De este modo, se define:
Definicio´n 1 Un punto p es densamente alcanzable de manera directa (directly density-reachable)
desde un punto q dados el radio Eps y el nu´mero mı´nimo de puntos MinPts, si:
1. p ∈ NEps (q), esto es, p pertenece a la regio´n de vecindad de q, y
2. |NEps (q)| ≥MinPts, es decir q es un punto central [2].
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Definicio´n 2 Un punto p es densamente alcanzable (density-reachable) desde un punto q da-
dos el radio Eps y el nu´mero mı´nimo de puntos MinPts, si existe una cadena de puntos
p1, . . . , pn, p1 = q, pn = p tal que pi+1 es densamente alcanzable de manera directa desde pi
[2].
Densamente alcanzable es una extensio´n cano´nica de densamente alcanzable de manera di-
recta. Esta relacio´n es transitiva, pero no es sime´trica. La relacio´n de densamente alcanzable
es sime´trica para puntos centrales. Dos puntos frontera de un mismo grupo, pueden no ser
densamente alcanzables entre ellos, ya que es posible que la condicio´n de que sean centrales
no se cumpla para ambos. No obstante, debe existir un punto central en el grupo C desde el
cual los puntos frontera sean densamente alcanzables. Con esto se puede introducir la siguiente
definicio´n:
Definicio´n 3 Un punto p esta´ densamente conectado (density-connected) a un punto q dados
el radio Eps y el nu´mero mı´nimo de puntosMinPts, si existe un punto o tal que ambos, p y q,
son densamente alcanzables desde o dados Eps yMinPts. La relacio´n densamente conectado
es una relacio´n sime´trica y reflexiva [2].
Para comprender mejor estas definiciones se pueden observar las siguientes figuras. En la figura
3.2a, se muestra como un punto p es densamente alcanzable desde otro punto q, mientras que
q no es densamente alcanzable desde p, puesto que la regio´n de vecindad de p no contiene el
nu´mero mı´nimo de puntos. La figura 3.2b obtenida de [2], muestra como p y q esta´n densamente
conectados desde el punto o.
(a) Punto densamente alcanzable. (b) Puntos densamente conectados.
Figura 3.2: Puntos densamente alcanzables y densamente conectados.
Una vez establecidos los conceptos de alcanzabilidad y de conectividad podemos pasar a definir
formalmente los conceptos de grupo y ruido dados el conjunto de datosD, el radio de la regio´n
de vecindad Eps y el nu´mero mı´nimo de puntos MinPts.
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Definicio´n 4 Sea un conjunto de datos D, se dice que un grupo C dados el radio Eps y el
nu´mero mı´nimo de puntos MinPts, es un subconjunto no vacı´o de D que satisface las sigu-
ientes condiciones:
1. ∀p, q: si p ∈ C y q es densamente alcanzable desde p, dados Eps y MinPts, entonces
q ∈ C. (Maximitud)
2. ∀p, q ∈ C: q esta´ densamente conectado a p dados Eps y MinPts. (Conectividad) [2].
Definicio´n 5 Sean C1, . . . , CK los grupos del conjunto de datos D dados los para´metros Epsi
y MinPtsi, i = 1, . . . ,K. Entonces, se define el ruido como aquellos datos pertenecientes a
D que no forman parte de ningu´n grupo Ci, es decir: ruido = {p ∈ D|∀i : p /∈ Ci} [2].
Cabe destacar que un grupo C, dados Eps y MinPts, contiene al menos un nu´mero mı´nimo
de puntos, MinPts por las siguientes razones. Dado que C contiene al menos un punto p,
p debe estar densamente conectado a sı´ mismo vı´a otro punto o (el cual puede ser el mismo
punto p). Por lo tanto, al menos el punto o debe satisfacer la condicio´n de punto central y, en
consecuencia, la regio´n de vecindad de o contiene al menos MinPts puntos.
Los siguientes lemas son necesarios para validar la correccio´n del algoritmo de agrupamiento
que se quiere definir. En general, estos lemas intentan contemplar que, dados los para´metros
Eps y MinPts, se puede descubrir un grupo si se siguen dos pasos fundamentales: primero,
se escoge como comienzo un punto arbitrario del conjunto de datos que satisfaga la condicio´n
de ser un punto central y a continuacio´n, se recuperan todos los puntos que son densamente
alcanzables desde este punto inicial obteniendo ası´ el grupo que lo contiene.
Lema 3.2.1 Sea p un punto en D y |NEps (p) | ≥ MinPts. Entonces el conjunto O =
{o|o ∈ D y o es densamente alcanzable desde p dados Eps y MinPts} es un grupo dadosEps
y MinPts [2].
No es algo obvio el que un grupo, C, conocidos Eps y MinPts, este u´nicamente determinado
por cualquiera de sus puntos centrales. Sin embargo, cada punto enC es densamente alcanzable
desde cualquiera de los puntos centrales de C y, entonces, un grupo C contiene exactamente
los puntos que son densamente alcanzables desde cualquier punto central de C.
Lema 3.2.2 Sea C un grupo tal que son conocidos Eps y MinPts, y sea p cualquier punto
en C tal que |NEps (p) | ≥ MinPts. Entonces C es igual al conjunto definido por: O =
{o|o ∈ D y o es densamente alcanzable desde p, dados Eps y MinPts} [2].
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3.2.2. Algoritmo.
En el apartado anterior se han planteado las bases necesarias para formular el algoritmo DB-
SCAN. Este algoritmo descubre grupos y ruido en un conjunto de datos segu´n las definiciones
dadas anteriormente de estos conceptos. Como para´metros de entrada al algoritmo es necesario
definir el valor del radio de la regio´n o del a´rea de vecindad, Eps, y el nu´mero mı´nimo de
puntos, MinPts.
Para encontrar los grupos, DBSCAN comienza con un punto p arbitrario y se van recopilando
todos los puntos que son densamente alcanzables desde p con respecto a Eps y MinPts. Si
p es un punto central, entonces el proceso terminara´ formando un grupo con respecto a Eps y
MinPts segu´n se vio en el segundo lema. Si por el contrario, p es un punto frontera o es ruido
no hay puntos que sean densamente alcanzables desde p y, en este caso, p se clasifica como
ruido y se pasa al siguiente punto del conjunto total. Si un punto p es etiquetado inicialmente
como ruido, pero despue´s se descubre que es densamente alcanzable desde otro punto o, en-
tonces se le quita la etiqueta de ruido y se le asigna la de un punto frontera, clasifica´ndolo en el
mismo grupo que el punto o desde el que es densamente alcanzable. El proceso completo para
la agrupacio´n usando DBSCAN se muestra en el algoritmo 5.
Al finalizar el algoritmo, se obtienen dos vectores del mismo taman˜o que el conjunto de datos:
el vector class y el vector type. El vector class contiene la asignacio´n de cada una de las instan-
cias del conjunto de datos al grupo correspondiente, mientras que el vector type define el tipo
de punto que es cada instancia, es decir, si es central, frontera o ruido.
La complejidad de este algoritmo esO (n× tiempo para encontrar puntos en la vecindad), sien-
do n el nu´mero de puntos del conjunto de datos. En el peor de los casos, la complejidad sera´ de
O
(
n2
)
. Si los datos esta´n estructurados en el espacio por medio de una estructura tipo R-tree,
la bu´squeda exhaustiva de los puntos en el conjunto de datos conllevara´ un tiempo ma´ximo
O (log n), con lo que la complejidad de nuestro algoritmo se verı´a relajada a O (n log n).
3.2.3. Experimentos y resultados.
Si aplicamos este algoritmo al conjunto de datos mostrado en la figura 3.1a, obtenemos el
resultado mostrado en la figura 3.3. Como vemos, este algoritmo realiza correctamente el agru-
pamiento, mientras que K-Means no lo resuelve, tal como se comprueba en la figura 3.1b.
La mayorı´a de los algoritmos no son capaces de detectar la presencia de ruido en el conjunto
de datos. Si aplicamos el algoritmo K-Means al conjunto de datos representado en la figura
3.4 (en la que se pueden apreciar claramente dos grupos rodeados de ruido), los grupos que se
forman no son los deseados y el ruido no es detectado, tal como se observa en la figura 3.5. En
cambio, si lo aplicamos al algoritmo DBSCAN sı´ se obtiene el resultado deseado; se forman
los grupos que buscamos y se detecta ruido. Si se observa la figura 3.6, se puede apreciar como
el algoritmo detecta dos grupos, representados en colores azul y naranja, pero adema´s detecta
el ruido, representado en la figura como aquellos puntos mostrados como cuadrados azules.
44 Capı´tulo 3. Algoritmos de agrupamiento basados en densidades.
Algorithm 5 Algoritmo DBSCAN
Entrada: Conjunto de datos D ∈ Rd, con n puntos, radio Eps y MinPts;
1: while ∃ p ∈ D sin clasificar do
2: coger p ∈ D;
3: if p sin clasificar then
4: NEps (p)← {q ∈ D|dist (p, q) ≤ Eps};
5: if |NEps (p)| > MinPts then
6: type (p)← core;
7: class (p)← clusId;
8: end if
9: if p es core then
10: crear lista Φ = {x ∈ D|x ∈ NEps (p)};
11: while Φ tiene objetos do
12: coger o ∈ NEps (p);
13: NEps (o)← {q ∈ D|dist (o, q) ≤ Eps};
14: if |NEps (o)| > MinPts then
15: type (o)← core;
16: for all objecto i ∈ NEps (o) do
17: if i esta sin clasificar o es ruido then
18: if i esta sin clasificar then
19: an˜adir objeto i a Φ;
20: end if
21: if i es ruido then
22: type (i)← border;
23: end if
24: class (i)← clustId
25: end if
26: end for
27: else
28: type (o)← border;
29: end if
30: class (o)← clusId;
31: eliminar o de Φ;
32: end while
33: else
34: type (p)← noise;
35: class (p)← noise;
36: end if
37: end if
38: clustId← clusId+ 1;
39: end while
Salida: vector class y vector type.
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Figura 3.3: Resultado de aplicar el algoritmo DBSCAN al conjunto de datos 1, para Eps =
0,05 y MinPts = 4.
Figura 3.4: Conjunto de datos 2.
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Figura 3.5: Resultado de aplicar el algoritmo K-Means al conjunto de datos 2, para un nu´mero
de grupos igual a 2.
Figura 3.6: Resultado de aplicar el algoritmo DBSCAN al conjunto de datos 2, para Eps =
0,05 y MinPts = 4.
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Como se explico´ previamente, el algoritmo DBSCAN define tres tipos de puntos o elementos:
centrales, frontera y ruido. Si se aplica a un conjunto de datos como el mostrado en la figura
3.7 el algoritmo DBSCAN obtenemos un resultado como el de la figura 3.8. En esta figura se
representan los dos grupos a trave´s de dos colores, el color lila representa un grupo y el azul
otro. Adema´s, en esta figura se representan los tres tipos de puntos. Los puntos que son ruido
esta´n representados por medio de cuadrados azules, los puntos frontera se representan con un
cı´rculo y los puntos centrales figuran como asteriscos.
Figura 3.7: Conjunto de datos 3.
Figura 3.8: Tipos de puntos obtenidos al aplicar el algoritmo DBSCAN al conjunto de datos 3,
para Eps = 0,2 y MinPts = 5.
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3.2.4. DBSCAN 4C.
La principal razo´n por la que son u´tiles los algoritmos de agrupamiento es porque a trave´s de
ellos conocemos la estructura de los grupos formados, lo cual resulta de especial intere´s ya que
distintos grupos representan con frecuencia a distintos tipos de objetos, distincio´n que antes era
desconocida o inapreciable. De este modo, los grupos ofrecen otra visio´n del conjunto de datos
que puede ser explotada de otra manera.
Otro tipo de informacio´n que puede estar oculta entre los datos y que puede aportar ma´s in-
formacio´n relevante al usuario, son las correlaciones presentes en el conjunto de datos. Una
correlacio´n es una dependencia lineal entre una o ma´s caracterı´sticas del conjunto de datos.
El me´todo ma´s conocido para detectar correlaciones lineales es el ana´lisis de componentes
principales o PCA (principal component analysis) [54] pero presenta el inconveniente de que
so´lo se puede aplicar para el conjunto entero de datos, de modo que so´lo se pueden encontrar
correlaciones que esta´n presentes en todo el conjunto de datos.
En el trabajo presentado por C. Bo¨hm et al. [46] se presenta un me´todo, DBSCAN-4C, que
es capaz de encontrar subconjuntos de datos que contienen fuertes correlaciones y los cuales
esta´n densamente poblados. Estos subconjuntos se denominan grupos conectados y correlados
(correlation connected cluster). Este me´todo une los conceptos desarrollados en el algoritmo
DBSCAN [2] y el de PCA [54] para encontrar este tipo de agrupamientos correlados.
En los siguientes subapartados se presentan las bases fundamentales para la formulacio´n del
algoritmo DBSCAN-4C y su implementacio´n, ası´ como algunos resultados obtenidos.
3.2.4.1. Fundamentos.
Tal como se ha explicado anteriormente, el objetivo final de este algoritmo es encontrar gru-
pos conectados y correlados. Estos grupos son regiones densas de puntos en el espacio de
caracterı´sticas de dimensio´n N, que contienen, al menos, un eje principal en el cual los datos
tienen una variacio´n mı´nima. De este modo los grupos conectados y correlados poseen dos
propiedades: son grupos densamente conectados y son grupos cuyos datos esta´n correlados.
En el apartado 3.2.1 se estudiaron todos los aspectos necesarios para formular una definicio´n de
un grupo densamente conectado (density connected cluster). No obstante, para identificar los
grupos conectados y correlados es necesario saber que´ son conjuntos correlados. El ana´lisis de
componentes principales determina la matriz de covarianza del conjunto de datos S como: M =
[mij ] dondemij =
∑
s∈S sisj ; despue´s descompone esta matriz, M, en una matriz ortonormal,
V, denominada matriz de vectores propios, y en una matriz diagonal, E, denominada matriz
de valores propios. Un conjunto forma un hiperplano correlado de dimensio´n λ, si existen
d − λ valores propios que tienen un valor menor que un determinado umbral, δ ≈ 0. De este
modo se puede definir un conjunto linealmente correlado de dimensio´n λ (λ-dimensional linear
correlation set) como [46]:
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Definicio´n 6 Sea un subconjunto de datos, S ⊆ D, λ ∈ N (λ ≤ d), E = e1, . . . , ed los valores
propios de S en orden descendiente (esto es: ei ≥ ei+1 ) y δ ∈ R (δ ≈ 0). S forma un conjunto
linealmente correlado de dimensio´n λ con respecto a δ, si por lo menos existen d − λ valores
propios en S que son pro´ximos a cero. Esto es:
CorSetλδ (S)⇔ |{ei ∈ E|Ω (ei) ≤ δ}| ≥ d− λ
siendo Ω (ei) = ei/emax una normalizacio´n de los valores propios de [0, 1].
De igual manera, se puede definir una dimensio´n de correlacio´n de un subconjunto S ∈ D,
CorDim (S), como el nu´mero de valores propios con ei > δ. De este modo, si un subconjunto
S es un conjunto linealmente correlado de dimensio´n λ, entonces, CorDim (S) ≤ λ [46].
Para formalizar el concepto de conjuntos conectados y correlados es necesario unir los concep-
tos de conjuntos densamente conectados (definidos en el algoritmo DBSCAN, definicio´n 4) y
de conjuntos correlados (definicio´n 6). La idea fundamental es la de encontrar puntos centrales
en un grupo, de tal manera que estos puntos tengan una determinada dimensio´n de correlacio´n
y un nu´mero mı´nimo de puntos en su regio´n de vecindad dado el radio Eps. De este modo,
asociamos cada punto, P , a la matriz de similitud o de covarianzas, MˆP calculada a trave´s de la
regio´n de vecindad. Un punto P se incluye en el mismo grupo, si tiene una matriz de covarian-
zas parecida o igual que la de otros puntos que pertenecen a ese grupo. Para conseguir esto, el
algoritmo busca puntos que esta´n pro´ximos al eje principal de aquellos puntos que pertenecen
al grupo. Con estos datos se define una nueva matriz de covarianzas MˆP = VP EˆPVTP , donde
EˆP = {eˆ1, . . . , eˆd} es la nueva matriz de vectores propios calculada a partir de la matriz
EP = {e1, . . . .ed}, teniendo en cuenta la regla:
eˆi =
{
1 if Ω (ei) > δ
50 if Ω (ei) ≤ δ
Al aplicar esta regla, se consigue que los puntos en la direccio´n de ma´xima variacio´n tengan
mayor relevancia, mientras que aquellos que esta´n en otras direcciones tienen un peso menor.
La medida de disimilitud entre dos puntos del conjunto de datos, P y Q, usada en este algorit-
mo es: distP (P,Q) =
√
(P −Q) MˆP (P −Q)T . Hemos de tener en cuenta que esta medida
no es sime´trica, es decir, no siempre se cumple distP (P,Q) = distQ (Q,P ), por ello para
calcular la medida de similitud entre dos puntos se calcula el ma´ximo de las dos distancias an-
teriores, esto es: ma´x (distP (P,Q) , distQ (Q,P )). Con esta restriccio´n no se pueden usar las
definiciones de regio´n de vecindad, o de punto central segu´n se vio en DBSCAN. Las siguientes
definiciones son necesarias para formalizar el concepto de grupos conectados y correlados [46]:
Definicio´n 7 Sea Eps ∈ R, se define la regio´n de vecindad correlada dado un radio Eps de
un punto P ∈ D, denominada NMˆPEps (P ), como:
NMˆPEps (P ) = {X ∈ D|ma´x (distP (P,Q) , distQ (Q,P )) ≤ Eps}
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Definicio´n 8 Sea Eps, δ ∈ R y MinPts, λ ∈ N, un punto P ∈ D se define como punto
central correlado con respecto a Eps, δ, MinPts, λ (denominado: Corecorden (P )), si su regio´n
de vecindad dado el radio Eps es un conjunto linealmente correlado de dimensio´n λ, y su
regio´n de vecindad correlada dado el radio Eps contiene un mı´nimo de puntos MinPts, es
decir:
Corecorden (P )⇔ CorSetλδ (NEps (P )) ∧
∣∣∣NMˆPEps (P )∣∣∣ ≥MinPts
donde ((cor)) se refiere a los para´metros de correlacio´n, δ y λ, y ((den)) a los para´metros de
densidad, Eps y MinPts.
Definicio´n 9 Sea Eps, δ ∈ R y MinPts, λ ∈ N, un punto P ∈ D es directamente alcan-
zable y correlado desde otro punto Q ∈ D con respecto a Eps, δ, MinPts, λ (denomina-
do: DirReachcorden (Q,P )), si Q es un punto central correlado, la dimensio´n de correlacio´n de
NEps (P ) es por lo menos λ y P ∈ NMˆQEps (Q), es decir:
DirReachcorden (Q,P )⇔
1. Corecorden (Q)
2. CorDim (NEps (P )) ≤ λ
3. P ∈ NMˆQEps (Q)
Definicio´n 10 SeaEps, δ ∈ R yMinPts, λ ∈ N, un punto P ∈ D se define como alcanzable
y correlado desde un punto Q ∈ D con respecto a Eps, δ, MinPts, λ (Reachcorden (Q,P )), si
existe una cadena de puntos P1, . . . , Pn, tal que P1 = Q,Pn = P y Pi+1 es directamente
alcanzable y correlado desde Pi. Es decir:
Reachcorden (Q,P )⇔
∃P1, . . . , Pn ∈ D : P1 = Q ∧ Pn = P ∧ ∀i ∈ {1, . . . , n− 1} : DirReachcorden (Pi, Pi+1)
Definicio´n 11 Sea Eps ∈ R y MinPts ∈ N, un punto P ∈ D se define como conectado y
correlado a un punto Q ∈ D, si hay un punto O ∈ D, tal que ambos, P y Q son alcanzables y
correlados desde O. Es decir:
Connectcorden (Q,P )⇔ ∃O ∈ D : Reachcorden (O,P ) ∧Reachcorden (O,Q) .
La relacio´n ((conexio´n-correlacio´n)) es una relacio´n sime´trica. Con ella, se puede formalizar
una definicio´n de un conjunto o grupo conectado y correlado (correlation connected cluster):
Definicio´n 12 Sea Eps, δ ∈ R y MinPts, λ ∈ N, un subconjunto no vacio C ⊆ D se de-
nomina grupo conectado y correlado con respecto a Eps, δ, MinPts, λ, si todos los puntos
en C estan conectados y correlados, y si es ma´ximo con respecto a la alcanzabilidad y a la
correlacio´n. Es decir:
ConnSetcorden (Q,P )⇔
(1 ) ∀O,Q ∈ C : Connectcorden (O,Q)
(2 )∀P,Q ∈ C : Q ∈ C ∧Reachcorden (Q,P )⇒ P ∈ C.
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Al igual que en DBSCAN, tal como se explica en [46], los autores tambie´n definen dos lemas
para validar la correccio´n del algoritmo implementado. En general, estos dos lemas indican
que se puede encontrar un conjunto conectado y correlado siguiendo dos pasos: primero, se
escoge aleatoriamente, un objeto central correlado O ∈ D; y segundo, se recogen todos los
puntos que sean alcanzables y correlados desde O. Este proceso, lleva a la formacio´n de un
grupo densamente conectado y correlado que contiene a O.
3.2.4.2. Algoritmo.
Una vez presentados los principios ba´sicos necesarios para la formulacio´n del algoritmo, pode-
mos explicar su implementacio´n. La idea principal consiste en que al principio todos los objetos
este´n sin clasificar y a medida que el algoritmo se vaya ejecutando los puntos sean clasificados
en algu´n grupo o definidos como ruido. Primero, se escoge un punto sin clasificar al azar; de-
spue´s, se comprueba si este es un punto central correlado. Si es ası´, se buscan los puntos que
son densamente alcanzables y correlados desde e´ste y se comienza a expandir el grupo. Si no
es ası´, el punto se clasifica como ruido. Al igual que para el algoritmo DBSCAN, un punto
que es clasificado inicialmente como ruido y posteriormente, en algu´n punto de la ejecucio´n,
se demuestra que es alcanzable desde otro punto, entonces es clasificado dentro del grupo al
que pertenece el punto desde el que es alcanzable y se clasifica como punto frontera.
El proceso de expansio´n de un grupo comienza al crearse una lista con todos los puntos que
son densamente alcanzables y correlados desde el punto central y correlado inicialmente es-
cogido, es decir, aquellos que pertenecen a la regio´n de vecindad correlada de este punto.
Despue´s, se escoge un punto de la lista, y es clasificado como frontera o central y correlado
segu´n corresponda. Si el punto es central y correlado, se an˜aden a la lista todos los puntos que
se encuentran en la regio´n de vecindad de este nuevo punto. Cada vez que un punto de esta
lista es clasificado, se borra de ella y se continu´a por el siguiente punto de la lista siguiendo
los mismos pasos. Ası´ sucesivamente, hasta que la lista este vacı´a. Cuando la lista este vacı´a se
busca aleatoriamente otro punto del conjunto de datos que sea central y correlado y que este´ sin
clasificar, y se comienza a expandir un nuevo grupo del mismo modo que se hizo con el punto
anterior. El algoritmo 6 muestra el pseudoco´digo con el proceso descrito anteriormente.
En este algoritmo se buscan los vecinos de cada punto del conjunto de objetos que sea central y
correlado. Para comprobar que un punto es central y correlado, y buscar el nu´mero de vecinos
se necesita un tiempo ma´ximo de O
(
d2 · n). Para esta bu´squeda y esta comprobacio´n es nece-
sario calcular la matriz de covarianzas, lo cual se realiza en un tiempo ma´ximo de O (d · n);
despue´s, esa matriz es descompuesta en sus vectores y valores propios, lo cual conlleva un
tiempo ma´ximo de O
(
d3
)
. Si esto lo hacemos para cada punto, el algoritmo tardara´ un ma´xi-
mo deO
(
d2 · n2 + d3 · n). Si, del mismo modo que se hizo en DBSCAN, se ordenan los datos
segu´n una estructura que facilite su bu´squeda, el tiempo de ejecucio´n del algoritmo se puede
reducir a O
(
d2 · n · log n+ d3 · n).
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Algorithm 6 Algoritmo DBSCAN4C
Entrada: Conjunto de datos D ∈ Rd, con n puntos, radio Eps, MinPts, λ y δ;
1: while ∃ p ∈ D sin clasificar do
2: coger p ∈ D;
3: if p sin clasificar then
4: NEps (p)← {q ∈ D|max() dp (p, q) , dq (q, p) ≤ Eps};
5: if |NEps (p)| > MinPts then
6: calcular Mp
7: if CorDim (NEps (p)) ≤ λ then
8: calcular Mˆp y N
Mˆp
Eps (p)
9: if |N MˆpEps (p) | ≤MinPts then
10: type (p)← central y correlado;
11: class (p)← clusId;
12: end if
13: end if
14: end if
15: if type (p) = central y correlado then
16: crear lista Φ con puntos en NEps (p)
17: while Φ tiene objetos do
18: coger o ∈ Φ;
19: class (o)← clusId;
20: calcular R = {i ∈ D|DirReachcorden (o, i)};
21: for all objeto i ∈ R do
22: if i esta sin clasificar o es ruido then
23: if i esta sin clasificar then
24: an˜adir objeto i a Φ;
25: end if
26: if type (i) es ruido then
27: type (i)← border;
28: end if
29: class (i)← clustId
30: end if
31: end for
32: eliminar o de Φ;
33: end while
34: else
35: type (p)← noise;
36: class (p)← noise;
37: end if
38: end if
39: clustId← clusId+ 1;
40: end while
Salida: vector class y vector type.
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3.2.4.3. Experimentos y resultados.
La ventaja que presenta este algoritmo es que no so´lo es capaz de encontrar la estructura del
conjunto de datos a trave´s de la bu´squeda de grupos de puntos con una cierta densidad, sino que
tambie´n es capaz de buscar relaciones entre estos puntos. Esto se puede observar si introduci-
mos como conjunto de datos de entrada el representado en la figura 3.9a. Si como para´metros
de entrada para el algoritmo usamos: MinPts = 5, Eps = 7, λ = 2 y δ = 0,01 obtenemos
el resultado de la figura 3.9b; donde observamos que el algoritmo descubre los grupos que
tienen una dimensio´n de correlacio´n igual a 2, es decir, que tienen una estructura definida en
dos dimensiones.
Si al mismo algoritmo le introducimos el mismo conjunto de datos y los mismos para´metros,
exceptuando λ = 2 que es cambiado por λ = 3, vemos como en este caso el algoritmo encuen-
tra grupos que tienen una dimensio´n de correlacio´n igual a 3, es decir, que tienen una estructura
definida en 3 dimensiones. Este resultado se puede visualizar en la figura 3.9c.
(a) Conjunto de datos 4.
(b) Resultado de DBSCAN4C, para Eps = 0,15,
MinPts = 4, λ = 2 y δ = 0,001.
(c) Resultado de DBSCAN4C, para Eps = 0,15 y
MinPts = 4 λ = 3 y δ = 0,001.
Figura 3.9: Conjunto de datos 4 y resultados de la ejecucio´n del algoritmo DBSCAN 4C.
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3.3. Algoritmo de agrupamiento Mean Shift.
En este apartado es presentada una te´cnica general no parame´trica para encontrar grupos en
espacios de caracterı´sticas. Este me´todo fue desarrollado por D. Comaniciu y P. Meer en el
an˜o 2002 [47]. La utilizacio´n de esta te´cnica se basa en aplicar iterativamente el me´todo para
encontrar el ma´ximo local o punto estacionario de la funcio´n de densidad ma´s cercano a un
punto P del conjunto de datos. La mayor ventaja que presenta este algoritmo es que no es
necesario el conocimiento a priori del nu´mero de grupos y adema´s permite la forma arbitraria
de estos.
La razo´n para utilizar una te´cnica general no parame´trica de estimacio´n de la densidad se
debe a que el espacio de caracterı´sticas se puede considerar como la funcio´n de densidad de
probabilidad del para´metro representado. Regiones densas en el espacio de caracterı´sticas se
corresponden con los ma´ximos locales de la funcio´n de densidad de probabilidad, esto es, las
modas de la densidad desconocida. Una vez se ha encontrado la moda para cada punto, se
asociara´n en un grupo comu´n a todas aquellas que se encuentren en un contorno determinado.
Para encontrar cada una de las modas es necesario aplicar el algoritmo de Mean Shift que es
explicado en el siguiente apartado.
Este algoritmo ha sido aplicado en diversos entornos. Un ejemplo es su aplicacio´n en la seg-
mentacio´n y/o el filtrado de ima´genes [47]. Otra de las aplicaciones ma´s recientes y de mayor
e´xito ha sido en procesos de seleccio´n de caracterı´sticas en alta dimensionalidad tal como se
explica en [1].
3.3.1. Fundamentos.
Uno de los me´todos ma´s conocidos de estimacio´n de la densidad es el basado en la estimacio´n
del kernel de densidad. Dado un conjunto de datos, xi, i = 1, . . . , n de un espacio de dimensio´n
d, Rd, el estimador del kernel de densidad multivariante usando el Kernel K (x) con radio de
ventana o ancho de banda, h, es:
fˆ (x) =
1
nhd
n∑
i=1
K
(
x− xi
h
)
.
Uno de los kernels ma´s utilizados es el kernel gaussiano o normal, que es un kernel radialmente
sime´trico y se define como:
KN (x) = (2pi)−d/2 exp
(
−1
2
‖x‖2
)
Para todo Kernel radialmente sime´trico, como es el caso del kernel normal, ha de cumplirse:
K (x) = ck,dk
(‖x‖2), siendo k (x) el perfil del kernel, para todo x ≥ 0, y ck,d la constante de
normalizacio´n que hace que la integral del kernel sea la unidad.
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En el caso del kernel gaussiano o normal su perfil es:
kN (x) = exp
(
−1
2
x
)
x ≥ 0
Pese a que en nuestro caso es utilizado un kernel gaussiano, se pueden usar otros kernels, como
pueden ser el kernel uniforme o el Epanechnikov [47].
El primer paso en el ana´lisis del espacio de caracterı´sticas con densidad f (x) es encontrar
las modas de esta densidad. Estas modas se encuentran en los puntos donde el gradiente de
la funcio´n de densidad se anula, es decir, cuando ∇f (x) = 0. El me´todo Mean Shift es una
manera elegante de encontrar estos puntos sin necesidad de estimar la funcio´n de densidad.
El gradiente del estimador de densidad se define como:
∇ˆfh,K (x) = 2ck,d
nhd+2
n∑
i=1
(x− xi) g
(∥∥∥x− xi
h
∥∥∥2)
=
2ck,d
nhd+2
[
n∑
i=1
g
(∥∥∥xi − x
h
∥∥∥2)]

∑n
i=1 xig
(∥∥∥x−xih ∥∥∥2)∑n
i=1 g
(∥∥∥x−xih ∥∥∥2) − x

donde g (s) = −k′ (s). El primer te´rmino es proporcional al estimador de densidad en x calcu-
lado a partir del kernel G (x) = cg,dg
(‖x‖2) y el segundo te´rmino:
mh (x) =
∑n
i=1 xig
(∥∥x−xi
h
∥∥2)∑n
i=1 g
(∥∥x−xi
h
∥∥2) − x (3.2)
es el mean shift vector o el vector de desplazamiento medio. Este vector apunta siempre a la
direccio´n de ma´ximo incremento de la densidad. El me´todo Mean Shift se obtiene a trave´s de
la sucesio´n de los siguientes pasos:
Ca´lculo del mean shift vector mh
(
xt
)
Translacio´n de la ventana de desplazamiento xt+1 = xt + mh
(
xt
)
Este procedimiento garantiza la convergencia a un punto donde el gradiente de la funcio´n de
densidad es cero, asegurando ası´ la obtencio´n de un punto estacionario de densidad ma´xima.
En el caso de utilizar un kernel gaussiano, la expresio´n del mean shift vector nos queda:
mh (x) =
∑n
i=1 xiexp
− 1
2
∥∥∥x−xih ∥∥∥2∑n
i=1 exp
− 1
2
∥∥∥x−xih ∥∥∥2 − x
La ventaja de utilizar este kernel gaussiano es que el camino que se obtiene hasta llegar a la
moda tiene una trayectoria suave, es decir, el a´ngulo entre dos mean shift vectors consecutivos
es siempre menor que 90o [47].
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3.3.2. Algoritmo.
El algoritmo de agrupamiento basado en Mean Shift consiste en la aplicacio´n pra´ctica del
procedimiento de bu´squeda de modas, segu´n se describe a continuacio´n:
Para los puntos del conjunto de datos dejar correr el procedimiento de bu´squeda de pun-
tos estacionarios de fˆK,h (x) o modas.
Deshacerse de los puntos intermedios reteniendo so´lo el ma´ximo local.
En otras palabras, el algoritmo Mean Shift agrupa un conjunto de datos de dimensio´n n aso-
ciando a cada punto con la moda o el pico de la funcio´n de densidad de probabilidad del
conjunto de datos. Para cada punto, el algoritmo calcula la moda correspondiente y la asocia
a e´l. En primer lugar, se define un kernel radial centrado en el punto y con ancho de banda h
y se calcula la media de los puntos que caen dentro del a´rea definida bajo el kernel. Despue´s,
el algoritmo desplaza la ventana o el kernel hacia la media y se va repitiendo el proceso hasta
que converge, es decir, hasta que el mean shift vector calculado recursivamente se mantiene
constante o hasta que su variacio´n es inferior a un umbral determinado. En cada iteracio´n, la
ventana se desplazara´ hacia zonas de mayor densidad de puntos hasta que se alcance el pico,
donde los datos esta´n distribuidos de la misma manera en la ventana. El algoritmo 7 mues-
tra el pseudoco´digo del agrupamiento Mean Shift. Al finalizar el algoritmo, todos los puntos
asociados a una moda de valor similar son asignados a un mismo grupo.
Algorithm 7 Algoritmo de agrupacio´n Mean Shift
Entrada: Conjunto de datos X donde xi ∈ Rd, i = 1 . . . n y ancho de banda h.
1: for all xi ∈ X do
2: xt ← xi
3: while mh(xt) ! = umbral do
4: Calcular mh(t);
5: xt ← xt +mh(t)
6: end while
7: ClustCenti = {x ∈ D|dist (x, xt) es mı´nima}
8: if ClustCenti no existe then
9: Clusteri = nuevo ClusterId;
10: end if
11: end for
Salida: Vector cluster ∈ Rd.
La figura 3.10 muestra el camino seguido hasta encontrar las modas de tres puntos. Los tres
puntos de inicio, marcados con un cuadrado de color rojo, se encuentran rodeados por una ven-
tana circular de radio 0.05, el mismo radio que se usa para el kernel gaussiano. Los cuadrados
verdes describen cada uno de los desplazamientos necesarios hasta encontrar la moda, marca-
da con un cuadrado de color naranja. Se puede observar como los diferentes desplazamientos
van siendo cada vez menores segu´n se van acercando a la moda, debido a que el vector de
3.3 Algoritmo de agrupamiento Mean Shift. 57
desplazamiento medio es cada vez menor al acercarse a las zonas de mayor densidad. Tambie´n
puede verse en la figura como dos puntos que inicialmente esta´n en zonas diferentes, siguen
trayectorias ascendentes en densidad hasta llegar a una moda comu´n y por ello se considerara´n
miembros de un mismo grupo.
Figura 3.10: Proceso de bu´squeda de modas del algoritmo Mean Shift para un ancho de banda
h = 0,05.
Si aplicamos el conjunto de datos mostrado en la figura 3.1a, para h = 0,05, obtenemos un
resultado o´ptimo, tal y como se puede observar en la figura 3.11
3.3.3. Mejoras aplicadas al algoritmo.
El algoritmo de agrupamiento Mean Shift tal como se ha presentado en el apartado anterior,
presenta el inconveniente de ser demasiado lento para ciertas aplicaciones. Para solucionar
este problema, se pueden incorporar algunas mejoras para acelerar el proceso de ejecucio´n del
algoritmo.
Ba´sicamente, las mejoras que se han propuesto hasta ahora son dos. La primera se trata de la
denominada ((base de atraccio´n)). La idea consiste en que todos aquellos puntos cuya distancia
a la moda es menor que el ancho de banda del kernel van a converger a esa misma moda. Al
converger siempre a una misma moda, pueden ser asociados directamente a dicha moda sin
tener ası´ que repetir el proceso para cada uno de ellos.
La segunda mejora se basa en un principio similar al anterior. La idea es que aquellos puntos
que se encuentran a una distancia menor que h/c del camino de convergencia hacia el pico,
siendo c una constante y h el ancho de banda del kernel, estara´n asociadas al mismo grupo
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Figura 3.11: Resultado de aplicar Mean Shift para h = 0,05 al conjunto de datos 1.
que aquel que define la moda. En nuestro caso, escogemos c = 4 para asegurar la asignacio´n
correcta de los grupos y lograr una reduccio´n de los tiempos de ca´lculo.
3.4. Curvas locales principales o local principal curves (LPC).
Los primeros en introducir el concepto de las curvas principales fueron T. Hastie y W. Stu¨lt-
zle [55]. Ellos definen las curvas principales como curvas suaves de una dimensio´n que pasan
por el centro de un conjunto de datos de dimensio´n p, ofreciendo un resumen no lineal de los
datos. A partir de entonces, este tipo de ana´lisis ha tenido bastante seguimiento en la comunidad
cientı´fica y han surgido en la literatura diversos algoritmos de bu´squeda de curvas principales:
Tibshirani [56], Ke´gl et al. (KKLZ, [57]), y recientemente Delicado [58]. La mayorı´a de estos
algoritmos mantienen la estructura general, aunque difieren en la manera de encontrar el centro
de la distribucio´n.
En el an˜o 2007, J. Einbeck, G. Tutz y L. Evers, propusieron en [4] un nuevo algoritmo de
reconocimiento de curvas principales a partir de la bu´squeda de centros de masa en los datos.
Este algoritmo fusiona los conceptos de curvas principales usados por Delicado en [58] y de
vector de desplazamiento medio usado por D. Comaniciu y P. Meers en [47]. Los centros de
masa se encuentran a trave´s de la definicio´n de mean shift vector dada en el algoritmo anterior
y el camino seguido por los centros definen la curva principal.
En el artı´culo desarrollado por J. Einbeck et al., en [4] el algoritmo es u´nicamente usado para
obtener la curva local principal en un conjunto de datos. En nuestro trabajo, hemos desarrollado
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un nuevo algoritmo que servira´ no so´lo para detectar la curva, sino tambie´n para agrupar todos
los puntos pertenecientes a estas curvas y asignarlos a un mismo grupo. Este algoritmo tambie´n
se basa en su esencia en la bu´squeda de curvas locales principales descrito en el artı´culo de J.
Einbeck et al. aunque se an˜ade la fase de asignacio´n.
Cada uno de los pasos que se deben seguir para encontrar los grupos definidos por las curvas
locales principales se definen en el siguiente apartado. Estos pasos constituyen el algoritmo de
agrupamiento basado en curvas locales principales.
3.4.1. Algoritmo.
Dado un conjunto de datos, xi ∈ Rd, i = 1, . . . , n, la curva que pasa por el centro de estos datos
y, por tanto, el grupo asociado se puede obtener a trave´s de la secuenciacio´n de los siguientes
pasos:
1. Escoger el punto de inicio.
En principio, cualquier punto del conjunto de datos puede ser escogido para comenzar
la bu´squeda de las curvas principales. Existen dos posibilidades: escoger aleatoriamente
el punto, o escoger el punto con mayor densidad x0 = ma´xx∈R fˆ (x), siendo fˆ (x) el
estimador del kernel de densidad multivariante. En nuestro caso, se escoge un punto
de manera aleatoria para demostrar ası´ la robustez del algoritmo pero, en cambio, el
algoritmo ideado por J. Einbeck et al. opta por la segunda opcio´n para asegurarse que no
se comienza en un punto aislado.
2. Asignacio´n del grupo.
En el algoritmo de agrupamiento presentado es necesario asignar cada punto del conjunto
de datos a un grupo. Cada grupo se corresponde con una curva.
Como paso indispensable para la asignacio´n de una curva a un grupo, es necesario que
todos los puntos pertenecientes a la regio´n de vecindad definida por el a´rea dentro de la
circunferencia de radio h/2 y de centro el punto x, pertenezcan al mismo grupo al que
pertenezca el punto x. Formalmente: vecindad = {xi|dist (x, xi) < h/2}
En el algoritmo de bu´squeda de curvas este paso no es necesario, ya que en e´l no se busca
agrupar los datos del conjunto, sino encontrar las curvas existentes en este conjunto.
3. Calcular el centro de masas.
El centro de masas de un conjunto de datos se obtiene a trave´s de la siguiente ecuacio´n:
µx =
∑n
i=1 xiK
(
xi−x
h
)∑n
i=1K
(
xi−x
h
) ,
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donde K es una funcio´n kernel de dimensio´n d. En esta implementacio´n se opta por usar
uno de los kernels ma´s utilizados, este es, el kernel gaussiano o normal, que se define
como:
KN (x) = (2pi)−d/2 exp
(
−1
2
‖x‖2
)
La ecuacio´n del centro de masas esta ı´ntimamente relacionada con la ecuacio´n del vector
de desplazamiento o mean shift vector 3.2 definido por D. Comaniciu y P. Meers en [47].
El vector de desplazamiento se obtiene como: mh = µx − x
4. Calcular la componente principal.
Para calcular la componente principal es necesario definir la matriz de covarianza del
punto x. Esta matriz se define como una matriz, Σx, de elementos σjk, 1 ≤ i, j ≤ d,
obtenidos a partir de la ecuacio´n:
σxjk =
n∑
i=1
wi
(
xij − µxj
)
(xik − µxk) ,
donde wi son los pesos definidos a trave´s de la funcio´n kernel como:
wi =
KN
(
xi−x
h
)∑n
i=1KN
(
xi−x
h
) .
La componente principal, definida en este algoritmo como γx, se obtiene de escoger
la primera columna de la matriz vectores propios resultante de la descomposicio´n en
valores y vectores propios de la matriz de covarianzas, Σx.
5. Obtener el siguiente punto.
La recta definida por la componente local principal se puede obtener como vx (t) =
µx + tγx, siendo t un valor real. El nuevo punto se obtiene como un punto dentro de esta
recta: x = µx + t0γx, donde t0 es igual al valor del ancho de banda, h.
Previo a la generacio´n del siguiente punto, se tiene que tener en cuenta que la direccio´n
del vector propio puede variar de una iteracio´n a otra. Para ello se comprobara´ que el
coseno del a´ngulo formado entre el vector propio de la iteracio´n i y el de la iteracio´n
i − 1 es positivo o cero. Si e´ste es negativo, se cambiara´ γxi por −γxi . Este coseno se
obtiene como cos (αxi ) = γ
x
i−1 ◦ γxi , donde αxi es el a´ngulo formado entre los vectores
propios, y donde ◦ es el producto escalar.
6. Repetir los pasos 2-5 hasta que µx se mantenga constante.
Cuando el margen en el conjunto de datos es alcanzado, el algoritmo se estanca y pro-
duce valores constantes de µx o valores donde la variacio´n es pequen˜a o nula. En este
momento se ha alcanzado el lı´mite de la curva y se puede detener la ejecucio´n.
7. Repetir pasos 2-6 para la direccio´n opuesta.
Si el proceso comienza en un punto arbitrario de la curva, al alcanzar el lı´mite de esta
curva se termina el proceso. Pero puede que la curva no este´ completamente definida.
Es decir, si este punto no es un punto del lı´mite opuesto de la curva, faltara´ por definir
la otra mitad o parte de la curva. Para definir la otra parte de la curva, se realizara´n los
pasos del 2 al 5, pero teniendo en cuenta que ahora γxi toma el valor de −γxi .
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Cuando este proceso haya terminado se habra´ encontrado una curva completa, o lo que es lo
mismo, un grupo. Si au´n quedan puntos sin clasificar, todavı´a quedan nuevas curvas y grupos
por descubrir. Por tanto, sera´ necesario repetir los pasos 1-7 en los puntos sin clasificar. Este
proceso se seguira´ repitiendo hasta que todos los puntos se hayan clasificado, es decir, hasta
que se hayan definido todas las curvas. El pseudoco´digo del algoritmo de agrupamiento basado
en Local Principal Curves se muestra a continuacio´n:
Algorithm 8 Algoritmo de agrupamiento LPC
Entrada: Conjunto de datos X donde xi ∈ Rd, i = 1 . . . n y ancho de banda h.
Salida: class(x) y curves.
1: for i = 1 hasta n do
2: if xi sin clasificar then
3: x← xi
4: repeat
5: class(indx)← clusId
6: curves(indx)← x
7: ind← Find (xi|dist(x, xi) < h/2)
8: class(ind)← clusId
9: µx =
∑n
i=1 xiKN
(
xi−x
h
)
∑n
i=1KN
(
xi−x
h
)
10: Σx =
(
σxjk
)
σxjk =
∑n
i=1wi
(
xij − µxj
)
(xik − µxk), con 1 ≤ j, d ≤ d
donde wi =
KN
(
xi−x
h
)
∑n
i=1KN
(
xi−x
h
)
Σx = ΓxΛx (Γx)T
γx ← primera columna de Γx
cos
(
αx(i)
)
= γxi−1 ◦ γxi
11: if cos
(
αx(i)
)
< 0 then
12: γx ← −γx
13: end if
14: x← µx + hγx
15: until µx se mantenga constante
16: Repetir pasos 3-15 para direccio´n contraria γx ← −γx
17: end if
18: clusId← clusId+ 1
19: end for
La figura 3.12 muestra el proceso seguido hasta encontrar una curva local principal. En ella, el
punto de inicio se encuentra marcado en color azul claro y esta´ rodeado por una ventana circular
de radio 0.05, mostrada con un cı´rculo en rojo. En la figura, tambie´n se pueden observar, en col-
or rojo, los puntos que se encuentran bajo este a´rea y que son empleados para calcular la matriz
de covarianzas, los valores y vectores propios, y posteriormente el desplazamiento necesario
para crear un nuevo punto. Los puntos marcados como un cuadrado en verde describen cada
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uno de los nuevos puntos calculados con el desplazamiento necesario y unie´ndolos definen la
curva local principal.
Figura 3.12: Proceso de bu´squeda de una curva local principal usando el algoritmo LPC para
un ancho de banda h = 0,05.
3.4.2. Experimentos y resultados.
Al igual que en los algoritmos anteriores vamos a aplicar el algoritmo LPC al conjunto de datos
representados en la figura 3.1a, para verificar su funcionamiento correcto en la agrupacio´n de
formas curvas. El resultado obtenido se muestra en la figura 3.13, donde puede comprobarse
visualmente que la agrupacio´n es correcta.
La idea principal de este algoritmo es agrupar los elementos a trave´s de la bu´squeda de curvas
principales. Si observamos la figura 3.14a, nos encontramos el conjunto de datos original en el
cual existen dos grupos diferenciados, uno con forma de espiral y otro con forma cuadra´tica.
En la figura 3.14b, comprobamos que el algoritmo LPC para agrupacio´n ha encontrado los
dos grupos, estando cada uno representado con colores distintos. Por otro lado, la figura 3.14c
muestra los puntos que conforman las curvas suaves que pasan por el centro de cada uno de
los grupos del conjunto de datos encontradas por el algoritmo. Si se unen todos estos puntos
se obtienen las curvas locales principales. Como se observa en esta u´ltima figura, las curvas
descubiertas son una buena aproximacio´n de las curvas reales sin ruido.
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Figura 3.13: Resultado de aplicar LPC para h = 0,05 al conjunto de datos 1.
(a) Conjunto de datos 5.
(b) Grupos encontrados por LPC. (c) Curvas encontradas por LPC.
Figura 3.14: Conjunto de datos 5 y resultado al aplicar LPC para h = 0,02.

Capı´tulo 4
Comparacio´n de los algoritmos
DBSCAN, Mean Shift Clustering y
LPC.
En los apartados anteriores se ha definido en que consiste el agrupamiento y se estudiaron
algunas de las te´cnicas o algoritmos de agrupamiento, haciendo especial hincapie´ en las te´cni-
cas de agrupamiento basadas en densidades. Tambie´n se han explicado con detenimiento tres
algoritmos de agrupamiento basados en densidades, DBSCAN, Mean Shift y LPC.
En este capı´tulo, comparamos estas tres te´cnicas de agrupamiento para, de este modo, mejorar
su comprensio´n e interpretabilidad. De esta manera, se estudiara´n las relaciones existentes entre
los tres algoritmos y su comportamiento frente a las distintas caracterı´sticas que son deseables
en cualquier algoritmo de agrupamiento.
Los requisitos deseados por cualquier algoritmo de agrupamiento se pueden resumir entre otros
en: la escalabilidad, la posibilidad de tratar con distintos tipos de atributos, la posibilidad de
descubrir grupos con distinta forma, la capacidad de detectar ruido o outliers, la capacidad de
manejar datos de gran dimensionalidad, la facilidad de interpretacio´n o la posibilidad de tener
un conocimiento mı´nimo del entorno para determinar los para´metros de entrada. El objetivo
fundamental de este capı´tulo es demostrar si estos requisitos deseados se cumplen para los tres
algoritmos previamente nombrados y a la vez hacer una comparacio´n entre ellos.
Para alcanzar este objetivo, es necesario definir una serie de conjuntos de datos de pruebas, de
modo que aplicados a estos algoritmos ofrezcan informacio´n relevante acerca de cada uno de
ellos. En este capı´tulo, se analiza la respuesta de los algoritmos frente a datos que presentan
ruido, a la variacio´n de los para´metros de entrada, a la forma de los grupos que son capaces de
detectar, al tiempo que tarda en ejecutarse, etc.
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4.1. Conjunto de datos de pruebas.
El propo´sito principal de este trabajo es hacer un estudio comparativo de tres algoritmos de
agrupamiento basados en densidades, estos son: DBSCAN, Mean Shift y LPC. En general,
para poder hacer una buena comparacio´n de cualquier algoritmo, es necesario definir una serie
de conjuntos de datos de prueba a trave´s de los cuales se puedan apreciar cada una de las
ventajas e inconvenientes que presentan los algoritmos a comparar.
Un primer tipo de conjuntos de datos de prueba ha de ser creado de manera que se demuestre la
independencia de los algoritmos a las formas de los grupos. Es decir, el conjunto se generara´ de
modo que el resultado obtenido al ejecutar los algoritmos sobre e´l pueda demostrar que todos
los algoritmos son capaces de detectar grupos de formas arbitrarias y localizar si existe alguna
diferencia entre ellos. Para ello, se define un conjunto de datos que posee grupos con varias
formas, un grupo en forma de espiral, otro lineal, otro gaussiano y, finalmente, otro cuadra´tico.
Por otro lado, al tratarse de algoritmos de agrupamiento basados en densidades, es muy impor-
tante saber co´mo actu´an estos algoritmos frente a conjuntos de datos de distintas densidades
o conjuntos de datos que presentan densidades variables. Para ello, se genera un conjunto de
datos en el que existen grupos con una densidad muy elevada en una parte central, y a medida
que se alejan de este nu´cleo central tienen una densidad inferior. Esta cualidad se consigue
fa´cilmente si utilizamos distribuciones gaussianas para generar los datos de los grupos. De
igual manera, tambie´n se ha de observar que´ sucede si en vez de tener grupos de densidades
variables, los grupos tienen densidades constantes. Para ello, se genera un grupo de datos con
forma lineal uniformemente distribuido.
Otro punto muy importante a tener en cuenta es la presencia de outliers y ruido en los conjuntos
de datos. El estudio de co´mo reaccionan los tres algoritmos frente a la presencia de ruido es de
gran importancia a la hora de optar por uno u otro algoritmo. Para demostrar la respuesta de
los algoritmos frente al ruido, se ejecutan los tres algoritmos para distintos conjuntos de datos
con presencia de ruido y se estudia la tasa de acierto obtenida. El conjunto de datos de prueba
se genera como dos grupos de forma cuadra´tica rodeados de ruido aleatorio de distribucio´n
normal.
La cantidad de datos que presentan los conjuntos es tambie´n un dato a tener en cuenta a la hora
de realizar la comparacio´n de estos algoritmos. Es muy probable que cada algoritmo reaccione
de manera diferente ante estos atributos. Por ello, es necesario crear una base de datos que vaya
incrementando en nu´mero de puntos.
4.2. Efecto de la forma de los grupos sobre los resultados del algo-
ritmo.
Una caracterı´stica fundamental de los algoritmos basados en densidades es que, por lo gen-
eral, son capaces de obtener buenos resultados para formas de los grupos arbitrarias. En este
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apartado, se pretende estudiar co´mo reaccionan los tres algoritmos cuando son aplicados a un
conjunto de datos con grupos de formas arbitrarias.
Para averiguar el efecto de la forma de los grupos, se ejecutan los tres algoritmos para el
conjunto de datos mostrado en la figura 4.1a y, posteriormente, se observa el resultado obtenido
para cada uno de los algoritmos. El conjunto de datos utilizado presenta cuatro grupos, uno en
forma de espiral, otro lineal, uno gaussiano y uno cuadra´tico. Tal como se puede observar, este
conjunto de datos no presenta ruido o outliers. Como para´metros de entrada se usa el mismo
radio, 0.06, determinado heurı´sticamente, para el cual los tres algoritmos obtienen el mejor
resultado y, adema´s, para DBSCAN imponemos que el nu´mero mı´nimo de puntos de la regio´n
de vecindad es 4.
En las figuras 4.1b y 4.1c se puede observar que tanto el algoritmo DBSCAN como Mean Shift
funcionan correctamente e identifican los grupos sin ningu´n problema. En cambio, como se
observa en la figura 4.1d, el algoritmo LPC no es capaz de encontrar uno de los grupos. Esto
sucede puesto que este grupo sigue una distribucio´n gaussiana donde los puntos esta´n muy
dispersos y este algoritmo so´lo reconoce grupos con forma de curva.
(a) Conjunto de datos 6 (b) Resultado de aplicar DBSCAN
(c) Resultado de aplicar Mean Shift (d) Resultado de aplicar LPC
Figura 4.1: Resultados de la ejecucio´n de los algoritmos al aplicar el conjunto de datos 6.
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4.3. Efecto de la densidad de los grupos sobre los resultados del
algoritmo.
No so´lo la forma de los grupos es importante a la hora de estudiar el comportamiento de estos
algoritmos. Es importante tener en cuenta que en este tipo de algoritmos basados en densidades
la distribucio´n de los puntos tiene un papel crucial. Es decir, se ha de tener en cuenta que las
densidades de los grupos influyen sobre los resultados de los algoritmos.
Si se observa el conjunto de datos de la figura 4.2a vemos que los puntos siguen una distribu-
cio´n gaussiana y que la densidad va variando a lo largo del grupo, siendo muy densa en el
centro y presentando zonas de menor densidad en los bordes, pero sin llegar a considerarse
ruido. Si aplicamos los tres algoritmos cuestionados a este conjunto de datos, obtenemos los
resultados mostrados en las figuras 4.2b, 4.2c, 4.2d. Se puede comprobar visualmente que el
u´nico algoritmo capaz de identificar correctamente los grupos es Mean Shift. DBSCAN, no
actu´a bien cuando las densidades varı´an, tal y como se observa en la figura 4.2b, ya que al-
gunos puntos del borde son identificados como ruido y uno de los grupos aparece subdividido
en dos grupos. El algoritmo LPC no es capaz de identificar ni la forma del grupo. Esto se debe
a que LPC so´lo es capaz de reconocer grupos con forma de curva, y no descubre grupos con
puntos muy dispersos o con formas esfe´ricas.
(a) Conjunto de datos 7 (b) Resultado de aplicar DBSCAN
(c) Resultado de aplicar Mean Shift (d) Resultado de aplicar LPC
Figura 4.2: Conjunto de datos 7 y resultados de la ejecucio´n de los algoritmos.
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Del mismo modo que las densidades variables a lo largo de los grupos pueden afectar a la
efectividad del algoritmo de agrupamiento, grupos con densidades continuas tambie´n pueden
afectar al agrupamiento. Para comprobar este hecho, se introduce un conjunto de datos como
el mostrado en la figura 4.3a, donde existe un u´nico grupo de forma lineal y con densidad
constante. Las figuras 4.3b, 4.3c y 4.3d muestran los resultados obtenidos para estos tres algo-
ritmos. Se puede comprobar que tanto DBSCAN como LPC son inmunes al hecho de que los
grupos este´n formados por densidades constantes. En cambio Mean Shift no reconoce el grupo,
sino que divide el grupo en distintos subgrupos. Esto sucede, a causa de que el algoritmo Mean
Shift reconoce los grupos asociando cada uno con el punto en la zona de mayor densidad. Es
decir, supone que los grupos tienen una estructura con una parte ma´s densa y otra menos densa,
y cada punto del grupo es asociado con el centro de la zona de mayor densidad.
(a) Conjunto de datos 8 (b) Resultado de aplicar DBSCAN
(c) Resultado de aplicar Mean Shift (d) Resultado de aplicar LPC
Figura 4.3: Conjunto de datos 8 y resultados de la ejecucio´n de los algoritmos.
4.4. Capacidad de reconocer outliers o ruido.
El algoritmo DBSCAN presenta una ventaja sobre la mayorı´a de los algoritmos, y esta ventaja
es la capacidad de reconocer la presencia de ruido o de reconocer outliers en los datos. Mean
Shift clustering y LPC clustering no son capaces de reconocer ruido pero, se puede hacer una
aproximacio´n, se puede decir que los grupos encontrados cuyo nu´mero de puntos sea inferior
a un cierto umbral sera´n clasificados como puntos de ruido.
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Para estudiar la robustez de estos algoritmos frente al ruido, se realiza un estudio de la tasa
de acierto obtenida en la clasificacio´n a medida que aumenta el ruido en un conjunto de datos
determinado. Para llevar a cabo este estudio, se utilizara´ el conjunto de datos definido previa-
mente como conjunto 2 (mostrado en la figura 3.4), y realizando varios experimentos con un
nu´mero de puntos de ruido uniformemente distribuido entre 0 y 1. Hay que puntualizar que el
conjunto de datos 2 contiene 600 puntos sin ruido (cada grupo formado por 300 puntos).
La tasa de acierto sera´ obtenida como el nu´mero de objetos clasificados correctamente (nu´mero
de aciertos) dividido por el nu´mero de puntos del conjunto de datos. En esta clasificacio´n se
tendra´n en cuenta para el ca´lculo de aciertos tanto los puntos de las curvas como los puntos de
ruido. Ası´, si un punto de ruido es clasificado como parte de una curva, sera´ considerado como
error. De igual manera, si un punto de una curva es considerado como ruido, se considerara´ co-
mo error. La fo´rmula de la tasa de acierto se puede definir como:
Tasaacierto =
No aciertos
No de puntos totales
· 100
El experimento se realiza de la siguiente manera: se introduce el conjunto de datos con un
nu´mero de puntos de ruido determinado a uno de los algoritmos y se obtiene la tasa de acierto.
Posteriormente, se repite el algoritmo para el mismo conjunto de datos pero con ma´s puntos
de ruido que en el anterior, y se obtiene la nueva tasa de acierto, y ası´ sucesivamente hasta que
el nu´mero de puntos de ruido sea igual al nu´mero de puntos del conjunto de datos sin ruido.
Debido a que la distribucio´n del ruido en el espacio es aleatoria, se repite cada experimento
n = 10 veces con una inicializacio´n del ruido distinta (pero con el mismo nu´mero de puntos),
logrando ası´ una mayor exactitud en la medida de la tasa de acierto. Para cada n experimentos,
se calculara´ la media de la tasa de acierto y su desviacio´n tı´pica como:
Tasaacierto media =
∑n
i=1 Tasaaciertoi
n
,
y la desviacio´n tı´pica como:
σ =
√∑n
i=1 (Tasaacierto media − Tasaaciertoi)2
n (n− 1) .
Finalmente se calcula la tasa de acierto como:
Tasaacierto = Tasaacierto media ± σ.
Ası´, para el algoritmo DBSCAN obtenemos de las tasas de acierto mostradas en la tabla 4.1
si se va incrementado el nu´mero de puntos de ruido en cada iteracio´n. Para este experimento,
se demuestra heurı´sticamente que el mı´nimo radio con el que obtenemos un agrupamiento
correcto es para Eps = 0,02, teniendo en cuenta como nu´mero mı´nimo de puntos en la regio´n
de vecindad: MinPts = 4. El experimento se realizo´ an˜adiendo en cada iteracio´n 40 puntos
de ruido pero, en la tabla figura un resumen de este experimento.
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Puntos de ruido Tasa de acierto ( %)
0 100± 0 %
10 96, 774± 4,737 · 10−15 %
90 76, 923± 0 %
170 63, 83± 0 %
250 54, 545± 0 %
330 51, 714± 0, 084656 %
410 55, 479± 0, 17115 %
490 57, 873± 0, 19225 %
570 60, 46± 0, 19003 %
Tabla 4.1: Tasa de acierto para algoritmo DBSCAN aplicado al conjunto de datos 2 con distin-
tos valores de ruido.
Si se utiliza la misma te´cnica para el algoritmo Mean Shift, habiendo demostrado de manera
heurı´stica que el menor ancho de banda para el cual se obtiene un resultado o´ptimo es h = 0,05,
y definiendo como ruido todos aquellos puntos que son clasificados en un grupo que contiene
un nu´mero de miembros inferior a 300 (ya que las dos curvas esta´n compuestas de 300 puntos
cada una), se obtiene las tasas de acierto mostradas en la tabla 4.2.
Puntos de ruido Tasa de acierto ( %)
0 100± 0 %
10 83, 903± 0, 99071 %
90 68, 308± 1, 8816 %
170 57, 787± 2, 8197 %
250 46, 345± 1, 6694 %
330 52, 873± 1, 9295 %
410 55, 845± 1, 5189 %
490 56, 127± 3, 4869 %
570 56, 069± 2, 1372 %
Tabla 4.2: Tasa de acierto para algoritmo Mean Shift aplicado al conjunto de datos 2 con dis-
tintos valores de ruido.
Actuando del mismo modo que para Mean Shift, pero aplicando el algoritmo LPC con un ancho
de banda mı´nimo h = 0,02 (demostrado de manera heurı´stica), se consiguen los resultados de
la tasa de acierto mostrados en la tabla 4.3.
Para facilitar la comprensio´n de los datos y comparar los resultados obtenidos, se muestran
los datos de las tablas previas en la gra´fica 4.4. En la gra´fica se comprueba que, a medida que
aumenta el ruido, disminuye la tasa de acierto hasta llegar a nu´mero de puntos de ruido igual
al nu´mero de puntos de las curvas. En ese momento, aparece un punto de inflexio´n y la tasa de
acierto comienza a aumentar. Esto se debe a la forma de calcular la tasa de acierto, ya que se
incluyen como acierto los puntos de ruido clasificados como tal. De este modo, en un principio
la tasa de acierto disminuye y cuando el nu´mero de puntos de ruido es igual al nu´mero de
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Puntos de ruido Tasa de acierto ( %)
0 100± 0 %
10 94, 71± 2, 2324 %
90 79, 103± 0, 93178 %
170 62, 83± 1, 8527 %
250 54, 436± 1, 2389 %
330 51, 698± 1, 8164 %
410 56, 042± 1, 6091 %
490 58, 215± 2, 5352 %
570 63, 989± 2, 3224 %
Tabla 4.3: Tasa de acierto para algoritmo LPC aplicado al conjunto de datos 2 con distintos
valores de ruido.
puntos de los grupos se alcanza la entropı´a ma´xima y la tasa de acierto sera´ igual al 50 %.
Si a partir de este momento, se sigue aumentando el nu´mero de puntos de ruido, la tasa de
acierto aumentara´ porque hay ma´s puntos de ruido que son clasificados correctamente, siendo
hipote´ticamente posible llegar de nuevo a una tasa de acierto cercana al 100 %.
Figura 4.4: Tasa de acierto vs nu´mero de puntos de ruido.
Los tres algoritmos reaccionan de manera similar frente al ruido, teniendo en cuenta la su-
posicio´n original, aunque Mean Shift presenta un comportamiento algo peor que los otros dos.
La mayor diferencia estriba en la varianza. Se comprueba que DBSCAN tiene una varianza
mı´nima o nula, lo cual hace que sea ma´s robusto. LPC y Mean Shift son ma´s sensibles a la
inicializacio´n aleatoria de los datos. Por tanto, podemos concluir que por robustez quedan or-
denados de mayor a menor: DBSCAN, LPC y Mean Shift.
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4.5. Tiempo vs Nu´mero de datos.
En este apartado se estudiara´ la escalabilidad de los algoritmos DBSCAN, Mean Shift y LPC.
Se observara´ co´mo aumentan los tiempos de ca´lculo de estos algoritmos cuando se incrementa
el nu´mero de datos del conjunto de entrada.
El experimento realizado para estudiar el tiempo de ejecucio´n de estos algoritmos frente al
nu´mero de datos fue escoger un conjunto de datos como el conjunto de datos 1, con un total
de 400 puntos, ejecutar los tres algoritmos y calcular el tiempo de ejecucio´n de cada uno.
Sucesivamente, se va repitiendo el proceso pero aumentado el conjunto de datos en 400 puntos
hasta llegar a un total de 10000 puntos. En la tabla 4.4 se muestran algunos de los tiempos de
ejecucio´n obtenidos. El experimento se llevo a cabo en un ordenador marca Dell Pentium a 3
GHz con 1 Gb de memoria RAM.
``````````````N
o de puntos
Tiempo(s)
DBSCAN Mean Shift LPC
400 0,046 8,572 0,0001
1200 0,359 52,727 0,031
2000 0,734 123,36 0,032
2800 1,311 220,74 0,032
3600 2,092 369,19 0,047
4400 3,451 472,32 0,062
5200 4,185 698,18 0,062
6000 6,558 937,57 0,078
6800 8,368 1248,9 0,078
7600 10,211 1526,9 0,093
8400 11,46 1918 0,109
9200 14,892 2180,4 0,109
10000 15,078 2692,8 0,124
Tabla 4.4: Tiempo de ejecucio´n vs nu´mero de datos.
Para facilitar la comparacio´n, los resultados completos obtenidos en la ejecucio´n de los tres
algoritmos se muestran en la figura 4.5. En esta figura, el eje de ordenadas se representa en
escala logarı´tmica, ya que la diferencia de tiempos entre los algoritmos es muy grande. Como
podemos observar, el algoritmo que mejor actu´a frente al tiempo es LPC seguido de DBSCAN.
Mean Shift tarda mucho ma´s tiempo en ejecutarse a medida que se incrementa el nu´mero de
puntos y, por tanto, es el peor en escalabilidad.
4.6. Ventajas e inconvenientes.
Hasta ahora, se ha estudiado como se comportan los algoritmos DBSCAN, Mean Shift y LPC
para conjuntos de entrada con grupos de formas arbitrarias y con densidades variables en los
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Figura 4.5: Tiempo de ejecucio´n vs Nu´mero de datos.
grupos. En el segundo apartado de este capı´tulo se vio como DBSCAN y Mean Shift eran los
ma´s robustos a la hora de encontrar grupos de formas arbitrarias, y Mean Shift era el mejor de
los tres cuando las densidades en los grupos no eran constantes.
Por otro lado, tambie´n se estudio´ co´mo reaccionan los algoritmos frente al ruido. Por definicio´n,
el u´nico algoritmo capaz de reconocer puntos de ruido es DBSCAN, luego se puede concluir
que e´ste es el que mejor actu´a ante la presencia de datos ruidosos. A pesar de esto, se ha
realizado una aproximacio´n para permitir la deteccio´n de ruido en las te´cnicas LPC y Mean
Shift.
Per no so´lo estas caracterı´sticas son importantes a la hora de hacer una comparacio´n. El nu´mero
de para´metros de entrada y el conocimiento del entorno para determinarlos, la posibilidad de
tratar distintos atributos, la escalabilidad, etc. tambie´n son caracterı´sticas relevantes a la hora
de escoger uno u otro algoritmo. A continuacio´n, se explican las principales ventajas e incon-
venientes que los algoritmos comparados presentan respecto a estas cualidades.
Para´metros de entrada. El nu´mero de para´metros de entrada tambie´n es importante, ya
que son para´metros que se desconocen y que se deben suponer. Por lo tanto, cuantos menos
para´metros existan menos asunciones sera´n necesarias, y generalmente ma´s ra´pido sera´ el
me´todo.
En algunos casos, el entorno nos ofrece algu´n tipo de informacio´n para poder determinar estos
para´metros. En el caso de estos tres algoritmos, no existe ninguna forma de averiguar su valor
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aproximado, aunque, para el algoritmo DBSCAN, se puede asumir que cuatro es un buen valor
del nu´mero mı´nimo de puntos cuando el conjunto de datos es de dimensio´n dos, segu´n se ex-
plica en [2]. Esto hace pensar que puede haber algu´n tipo de conocimiento heurı´stico aplicable
para este me´todo.
En el caso de DBSCAN el nu´mero de para´metros necesarios es dos. Por un lado, el nu´mero
mı´nimo de puntos en un a´rea de vecindad y, por otro lado, el radio del a´rea de vecindad. En
cambio, los algoritmos Mean Shift y LPC so´lo necesitan un para´metro de entrada, es el radio
o ancho de banda de la ventana de desplazamiento. Los tres casos presentan una ventaja sobre
muchos otros algoritmos cla´sicos, y es el hecho de que no necesitan asumir el nu´mero de gru-
pos, sino que son capaces de identificar los grupos existentes sin necesidad de este para´metro.
Posibilidad de tratar distintos tipos de atributos. Los conjuntos de datos se caracterizan
por estar formados por atributos que pueden ser de distinto tipo. En general, nos encontramos
con dos tipos de atributos: nominales y ordinarios (nume´ricos). Los datos nominales tambie´n
pueden ser llamados catego´ricos, enumerados o discretos. Un requisito deseado en los algorit-
mos de agrupamiento es que sean capaces de tratar distintos tipos de atributos.
En el caso de los tres algoritmos estudiados, so´lo se trata con datos nume´ricos pero, es posible
hacer un preprocesado previo para que los algoritmos funcionen con distintos tipos de datos.
Robustez. Como se ha comentado en el apartado 4.4, el me´todo ma´s robusto frente al ruido
y a las diferentes inicializaciones de e´ste, es DBSCAN. LPC y Mean Shift son menos robus-
tos ya que su varianza frente al ruido es mayor. Adema´s, por definicio´n, ninguno de estos dos
algoritmos detecta el ruido; para comprobar la robustez frente al ruido fue necesaria una su-
posicio´n, segu´n la cual, aquellos grupos cuyo nu´mero de miembros es inferior a un umbral son
clasificados como ruido.
Observando la figura 4.4, podemos concluir que los tres algoritmos de agrupamiento no obten-
emos buenos resultados frente al ruido, ya que la tasa de acierto no disminuye de manera lineal
al aumentar el ruido.
Interpretabilidad El requisito de interpretabilidad mide la capacidad de una te´cnica para
ayudar a la interpretacio´n y comprensio´n de los datos que procesa. Todas las te´cnicas de
agrupamiento ayudan a la interpretabilidad de los datos debido a que buscan estructuras ho-
moge´neas en conjuntos globales y faltos de estructura. Todos los algoritmos de densidad ex-
plicados en este proyecto, encuentran formas arbitrarias que proporcionan una interpretacio´n
espacial en vez de una interpretacio´n puramente geome´trica como los algoritmos tradicionales.
Aunque los tres algoritmos estudiados poseen esta caracterı´stica, se pueden ver algunas difer-
encias especı´ficas de cada uno:
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DBSCAN es un algoritmo que obtiene los grupos conectando puntos que se encuentran
en regiones densas del espacio.
Mean Shift obtiene los grupos asociando cada punto a un pico o moda que se encuentra
en la regio´n de ma´xima densidad.
LPC obtiene grupos con la caracterı´stica de que esta´n correlados.
La tabla 4.5 resume los requisitos que se cumplen para cada uno de los tres algoritmos.
DBSCAN Mean Shift LPC
Escalabilidad Media Mala Buena
Atributos Nume´ricos Nume´ricos Nume´ricos
Para´metros de en-
trada
Eps y MinPts Eps Eps
Formas de los gru-
pos identificados
Encuentra gru-
pos de formas
arbitrarias
Encuentra gru-
pos de formas
arbitrarias
No siempre en-
cuentra grupos de
formas arbitrarias
Efecto densidad de
los grupos
Sensible a densi-
dades variables
Sensible a densidad
constante
Sensible a grupos
de densidades muy
dispersos
Ruido y Outliers Reconoce ruido No reconoce ruido No reconoce ruido
Robustez Media Baja Baja
Tabla 4.5: Comparacio´n de los algoritmos DBSCAN, Mean Shift y LPC.
Capı´tulo 5
Conclusiones.
El presente Proyecto de Fin de Carrera esta´ enmarcado dentro del a´rea del aprendizaje au-
toma´tico y, ma´s concretamente, en un conjunto de te´cnicas muy extendidas en este contexto,
denominadas te´cnicas de agrupamiento (clustering). Por esta razo´n, en la primera parte del
capı´tulo dos de esta memoria se han introducido brevemente los conceptos ba´sicos de este
campo, algunas de las te´cnicas de uso ma´s comunes y sus aplicaciones ma´s conocidas.
Las te´cnicas de agrupamiento han sido ampliamente utilizadas en campos tan diversos como la
estadı´stica, la informa´tica o la medicina (p.e. imaging). Uno de los objetivos principales de este
proyecto ha sido la presentacio´n del estado del arte del agrupamiento o clustering dentro del
a´rea del aprendizaje automa´tico. Este objetivo ha sido abordado en la segunda parte del capı´tulo
dos, el cual esta´ dedicado ı´ntegramente a la exposicio´n de los algoritmos de agrupamiento ma´s
comunes y a la descripcio´n de su taxonomı´a atendiendo a sus caracterı´sticas.
Una taxonomı´a cla´sica de las te´cnicas de agrupamiento es aquella que diferencia dos tipos de
me´todos: los jera´rquicos y los particionales. Debido a la ra´pida expansio´n y los e´xitos logra-
dos dentro del a´rea de minerı´a de datos, ha habido un gran desarrollo de nuevos me´todos y
te´cnicas de agrupamiento. Esto ha provocado la ampliacio´n de la taxonomı´a tradicional y la
incorporacio´n de dos nuevos tipos. Estos son los denominados me´todos probabilı´sticos y los
me´todos basados en densidades. Los me´todos basados en densidades rompen con las te´cnicas
tradicionales de agrupamiento. Estas nuevas te´cnicas se basan en distancias espaciales con el
fin de buscar formas arbitrarias teniendo en cuenta la densidad de puntos por a´rea. Este tipo
de agrupamiento surge dentro de la comunidad de aprendizaje automa´tico (ma´s concretamente
en minerı´a de datos) a mediados de los noventa [2] y, actualmente, sigue siendo un campo de
investigacio´n prolı´fico y con nuevas utilidades [1].
En el capı´tulo tres de esta memoria se ha profundizado en el estudio de este tipo de algoritmos
y, en concreto, en estos tres: DBSCAN, Mean Shift y el agrupamiento LPC. Los algoritmos
de agrupamiento basados en densidades surgieron para dar solucio´n a problemas que los al-
goritmos cla´sicos no podı´an resolver. En estos algoritmos, los grupos son considerados como
regiones densas en el espacio de datos que se encuentran separados entre sı´ por regiones de baja
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densidad de objetos (ruido). Una caracterı´stica de este tipo de algoritmos es que son capaces
de encontrar grupos de formas arbitrarias que pueden estar distribuidos de cualquier manera.
Algunas de las principales caracterı´sticas de cada uno de estos tres algoritmos son:
DBSCAN es un algoritmo de agrupamiento sencillo de implementar, basado en la bu´sque-
da de puntos centrales en los conjuntos de datos. Estos puntos centrales conectan zonas
de alta densidad de puntos hasta llegar a formar un grupo. Los puntos centrales se de-
finen como puntos que poseen un a´rea o regio´n de vecindad para un radio determinado
que contiene, al menos, un nu´mero mı´nimo de puntos.
El agrupamiento Mean Shift aplica iterativamente la te´cnica no parame´trica de esti-
macio´n de la densidad para encontrar el ma´ximo local o punto estacionario de la funcio´n
de densidad ma´s cercano a un punto P del conjunto de datos. La razo´n para utilizar esta
te´cnica se debe a que regiones densas en el espacio de caracterı´sticas se corresponden
con los ma´ximos locales (modas) de la funcio´n de densidad de probabilidad. Una vez se
haya encontrado la moda para cada punto, se asocian en un mismo grupo comu´n todos
aquellos puntos que han sido asociados a la misma moda.
El algoritmo de agrupamiento LPC es un nuevo algoritmo de agrupamiento basa´ndose en
el me´todo desarrollado por J. Einbeck, et al. [4] y realiza la bu´squeda de curvas locales
principales. Este nuevo algoritmo, no so´lo sirve para detectar la curva, sino que tambie´n
es capaz de agrupar todos los puntos pertenecientes a estas curvas y asignarlos a un
mismo grupo.
Dado que apenas existen muchos estudios de comparativas de me´todos de agrupamiento basa-
dos en densidades (entre otras razones por su novedad y su claro cara´cter aplicado) en este
Proyecto de Fin de Carrera nos hemos centrado en hacer una comparacio´n de los algoritmos
DBSCAN, Mean Shift y LPC. El objetivo de esa comparacio´n ha sido estudiar en profundidad
las caracterı´sticas de estos me´todos para, de este modo, facilitar su comprensio´n e interpretabil-
idad. Esta´ comparativa y los experimentos llevados a cabo han sido presentados en el capı´tulo
cuatro. Teniendo en cuenta las caracterı´sticas deseables en cualquier algoritmo de agrupamien-
to, se pueden extraer de la comparativa realizada los siguientes resultados:
a. Capacidad de descubrir grupos con distinta forma. Tanto DBSCAN como Mean Shift son
capaces de descubrir grupos de formas arbitrarias, pero LPC no es capaz de descubrir grupos
con formas esfe´ricas o con una varianza frente a la curva principal muy grande.
b. Efecto de la distribucio´n de la densidad en los grupos. DBSCAN y LPC son sensibles a
distribuciones de densidades variables en los grupos, mientras que Mean Shift no se ve
afectado por esta caracterı´stica. Por el contrario, Mean Shift no funciona para grupos dis-
tribuidos uniformemente pero, DBSCAN y LPC funcionan correctamente.
c. Capacidad de detectar ruido o outliers. El u´nico algoritmo capaz de detectar ruido es DB-
SCAN. Mean Shift y LPC no detectan la presencia de ruido en los grupos. Si se realiza la
aproximacio´n por la cual los grupos con un nu´mero de puntos inferior a un cierto umbral
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se clasifican como ruido, se puede simular la deteccio´n ruido en los algoritmos Mean Shift
y en LPC. De esta manera, a pesar de esta simulacio´n para detectar ruido, se comprueba
que DBSCAN se comporta mejor ante el ruido, mientras que LPC y Mean Shift son menos
robustos.
d. Escalabilidad. DBSCAN y LPC son ra´pidos desde un punto de vista computacional o tiem-
pos de ca´lculo del algoritmo. Por el contrario, a medida que se aumenta el nu´mero de puntos
para un conjunto de datos, el tiempo de ca´lculo para el algoritmo Mean Shift aumenta ra´pi-
damente. Podemos decir que la escalabilidad es buena para DBSCAN y LPC, mientras que
Mean Shift posee una mala escalabilidad.
e. Para´metros de entrada. Una ventaja fundamental de estos tres algoritmos es que ninguno
necesita suponer a priori el nu´mero de grupos a encontrar. Por otro lado, DBSCAN requiere
dos para´metros de entrada: el nu´mero mı´nimo de puntos en un a´rea de vecindad y el radio del
a´rea de vecindad. En cambio, los algoritmos Mean Shift y LPC so´lo necesitan un para´metro
de entrada, el radio o ancho de banda de la ventana de desplazamiento. Esto supone una
ventaja debido a que para LPC y Mean Shift so´lo es necesario el ajuste de un para´metro
para el proceso del aprendizaje lo que facilitara´ su optimizacio´n tanto en precisio´n como en
tiempos de ca´lculo.
f. Capacidad de manejar distintos tipos de datos de entrada. Los tres algoritmos se comportan
de igual manera, ya que esta´n implementados para manejar u´nicamente datos nume´ricos.
Como conclusio´n general de este proyecto, podemos decir que se ha presentado un resumen
actualizado del a´rea de aprendizaje automa´tico y ma´s concretamente de las te´cnicas de agru-
pamiento. Hemos estudiado un nuevo tipo de te´cnicas de agrupamiento basadas en densidades
y se han obtenido algunas de las ventajas e inconvenientes de cada una de ellas. Aunque existen
para´metros que no han sido estudiados exhaustivamente como por ejemplo el radio, el estudio
refleja bien las diferentes caracterı´sticas de cada una de las te´cnicas. Como posibles trabajos
futuros a realizar se propone la extensio´n del estudio a otros para´metros como el radio, o un
ana´lisis ma´s especı´fico sobre la robustez frente al ruido poniendo a prueba los algoritmos en
otros conjuntos de datos. El claro cara´cter aplicado de esta´s te´cnicas hace que su uso en nuevos
problemas sea uno de los motivos principales para su desarrollo. En esta lı´nea, se propone su
uso para la deteccio´n de formas en ima´genes o en un entorno algo ma´s teo´rico en su uso para
la deteccio´n de estructuras en entornos de alta dimensionalidad como en [1].

Ape´ndice A
Algoritmos implementados en Matlab.
Este ape´ndice pretende mostrar el co´digo en matlab de los algoritmos DBSCAN, Mean Shift
Clustering y LPC.
A.1. DBSCAN.
% ---------------------------------------------------------------
% Function: [class,type]=dbscan(x,k,Eps)
% ---------------------------------------------------------------
% Aim:
% Clustering the data with Density-Based Scan Algorithm with
% Noise (DBSCAN)
% ---------------------------------------------------------------
% Input:
% x - data set (m,n); m-objects, n-variables
% k - number of objects in a neighborhood of an object
% (minimal number of objects considered as a cluster)
% Eps - neighborhood radius, if not known avoid this parameter
% or put []
% ---------------------------------------------------------------
% Output:
% class - vector specifying assignment of the i-th object to
% certain cluster (m,1)
% type - vector specifying type of the i-th object
% (core: 1, border: 0, outlier: -1)
% ---------------------------------------------------------------
% Example of use:
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% x=[randn(30,2)*.4;randn(40,2)*.5+ones(40,1)*[4 4]];
% [class,type]=dbscan(x,5,[]);
% drawClusters2(class,x);
% ---------------------------------------------------------------
% References:
% M. Ester, H. Kriegel, J. Sander, X. Xu, A density-based
% algorithm for discovering clusters in large spatial databases
% with noise, proc. 2nd Int. Conf. on Knowledge Discovery and
% Data Mining, Portland, OR, 1996, p. 226, available from:
% www.dbs.informatik.uni-muenchen.de/cgi-bin/papers?query=--CO
% ---------------------------------------------------------------
function [class,type]=dbscan(x,k,Eps)
[m,n]=size(x);
if nargin<3 | isempty(Eps)
[Eps]=epsilon(x,k)
end
%Obtain matrix with euclidean distances from each point
Distances= pdist(x);
Distances= squareform(Distances);
x=[[1:m]’ x];
no=1;%ClusterId, beggins with 1
touched=zeros(m,1);%All the objects are unclassified
type=zeros(1,m);
index=[1:m];%Create index with all unclassified objects
while(length(index)˜=0)
%Choose randomly an object from the data set
value=round(rand(1)*length(index));
if value==0
value=1;
end
i=index(value);
index(value)=[];
if(touched(i)==0) % If object is unclassified
ob=x(i,:);%Get the object i
%Obtain distances from object i to the rest of objects
D=Distances(i,:);
%Return the indices of those elements in D smaller or
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%equal than Eps
ind=find(D<=Eps);
%If the number of points is smaller than numMin is a
%border point
if length(ind)>1 & length(ind)<k+1
type(i)=0;
class(i)=0;
end
%If the number of points is smaller than numMin is noise
if length(ind)==1
type(i)=-1;
class(i)=-1;
touched(i)=1;%Set point as classified
end
%If the number of points is bigger than numMin is a core
%point
if length(ind)>=k+1;
type(i)=1;
%Set those elements in the neighbourhoud with the
%same cluster id of the object
class(ind)=ones(length(ind),1)*max(no);
while ˜isempty(ind)
%Get an object from the neighbourhood of the
%object
ob=x(ind(1),:);
%Set point as classified
touched(ind(1))=1;
%Obtain distances from object ind(1) to the rest
%of objects
D=Distances(ind(1),:);
ind(1)=[];
%Return the indices of those elements in D
%smaller or equal than Eps
i1=find(D<=Eps);
if length(i1)>1
class(i1)=no;
if length(i1)>=k+1;
type(ob(1))=1;%type(indice)= core point
else
type(ob(1))=0;%type(indice)= noise
end
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for i=1:length(i1)
%If the object is unclassified, set it as
%classified and append it to the list of
%indexes
if touched(i1(i))==0
touched(i1(i))=1;
ind=[ind i1(i)];
class(i1(i))=no;
end
end
end
end
no=no+1;%Define new cluster
end
end
end
i1=find(class==0);
class(i1)=-1;
type(i1)=-1;
% ---------------------------------------------------------------
% Function: [Eps]=epsilon(x,k)
% ---------------------------------------------------------------
% Aim:
% Analytical way of estimating neighborhood radius for DBSCAN
% ---------------------------------------------------------------
% Input:
% x - data matrix (m,n); m-objects, n-variables
% k - number of objects in a neighborhood of an object
% (minimal number of objects considered as a cluster)
function [Eps]=epsilon(x,k)
[m,n]=size(x);
Eps=((prod(max(x)-min(x))*k*gamma(.5*n+1))/(m*sqrt(pi.ˆn))).ˆ(1/n);
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A.2. Agrupamiento Mean Shift.
% ---------------------------------------------------------------
% Function: [clustCent,class] = MSClusterNormal(x,bandWidth);
% ---------------------------------------------------------------
% Aim:
% Perform MeanShift Clustering of data using a flat kernel
% ---------------------------------------------------------------
% Input:
% x - data set (m,n); m-objects, n-variables
% bandWidth - is bandwidth parameter (scalar)
% ---------------------------------------------------------------
% Output:
% clustCent - mode associated to each point
% class - vector specifying assignment of the i-th object to
% certain cluster (m,1)
% ---------------------------------------------------------------
% Example of use:
% x=[randn(30,2)*.4;randn(40,2)*.5+ones(40,1)*[4 4]];
% [clustCent,class]=MSClusterNormal(x,5);
% drawClusters2(class,x);
% ---------------------------------------------------------------
% References:
% D. Comaniciu and P. Meer
% Mean shift: a robust approach toward feature space analysis
% Pattern Analysis and Machine Intelligence, IEEE Transactions on
% Volume 24, Issue 5, May 2002 Page(s):603 - 619
% http://dx.doi.org/10.1109/34.1000236
% ---------------------------------------------------------------
function [clustCent,class] = MSClusterNormal(x,bandWidth)
[m,n] = size(x);
clusterId = 0 ; %Cluster identifier
%All the objects have initially as center the origin
clustCent = zeros(m,n);
%Define index with objtects that are not classified
index = [1:m];
h = bandWidth;
%All the objects are unclassified
touched = zeros(m,1);
while(˜isempty(index))
%Choose a random point to classify it
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value = round(rand*length(index));
if value == 0
value = 1;
end
i=index(value);
%Find mode
[peak, indcpts] = findModeOpt(x,i,h);
%Find closest point to center found and set is as center
indCenter = findClosestPoint(x,peak);
%Obtain indexes of points with same clusterCenter (ind)
[c,ind,ib] = intersect(clustCent,x(indCenter,:),’rows’);
%If cluster is already defined store it and points in h/4
%radious of path
if length(ind) == 1
class(indcpts) = class(ind(1));
%Store center Id
clustCent(indcpts,:) = repmat(x(indCenter,:),length(indcpts),1);
%If new cluster, create new cluster id and store it and points
% in mode’s neighbourhood and points in h/4 radious of path
else
clusterId=clusterId+1;
%Find points in the neighbourhood of the peak
indcpts2 = find(h>sqrt(sum((x-repmat(peak,size(x,1),1)).ˆ2,2)));
class(indcpts) = clusterId;
class(indcpts2) = clusterId;
%Store center Ids
clustCent(indcpts,:) = repmat(x(indCenter,:),length(indcpts),1);
%Store center Ids
clustCent(indcpts2,:) = repmat(x(indCenter,:),length(indcpts2),1);
end
%Delete from index all previously classified values
index = setdiff(index,indcpts);
index = setdiff(index,indcpts2);
end
i1=find(class==0);
A.2 Agrupamiento Mean Shift. 87
class(i1)=-1;
% ---------------------------------------------------------------
% function [mode, indcpts] = findModeOpt(x,i,h)
% ---------------------------------------------------------------
% Aim:
% Compute mean shifts until a mode is found
% ---------------------------------------------------------------
% Input:
% x - m x n matrix containing m data points with n dimensions
% i - index of the data point for which we wish to compute its
% associated mode;
% h - search window radius (bandwidth)
% ---------------------------------------------------------------
% Output:
% mode - local maxima of the p.d.f
% indcpts - index containing locations of vectors within a
% distance h/4 from the path
% ---------------------------------------------------------------
function [mode, indcpts] = findModeOpt(x,i,h)
[m,n] = size(x);
%Vector storing a 1 for each point that is within a distance h/4
%from the path, and a 0 otherwise
cpts = zeros(1,m);
cpts(i) = 1;
stopThresh = 1e-10*ones(1,n); %Stop the gradient at this threshold
xt = x(i,:); %Start point
mean_shift = computeMean(xt,x,h); %Compute mean shift
while abs(mean_shift) > stopThresh
xt = xt + mean_shift; %translate the window
mean_shift = computeMean(xt,x,h); %Compute mean shift
%Find points within a distance h/4 from the path and set it to 1
aux = find((h/4)>sqrt(sum((x-repmat(xt,size(x,1),1)).ˆ2,2)));
cpts(aux) = 1;
end
indcpts = find(cpts==1);
mode = xt + mean_shift;
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% ---------------------------------------------------------------
% function [mean]= computeMean(xt,x,h)
% ---------------------------------------------------------------
% Aim:
% Compute mean shift
% ---------------------------------------------------------------
% Input:
% xt - data point to be shifted
% x - m x n matrix containing m data points with n dimensions
% h - search window radius (bandwidth)
% ---------------------------------------------------------------
% Output:
% mean - computed mean shift
% ---------------------------------------------------------------
function [mean]= computeMean(xt,x,h)
[m,n] = size(x);
a=zeros(1,n);
b=0;
for i=1:m
xi = x(i,:);
a = a + xi * exp( - ( norm((xt-xi)/h) ˆ2) / 2);
b = b + exp( - ( norm((xt-xi)/h) ˆ2) / 2);
end
mean = a / b - xt;
% ---------------------------------------------------------------
% function [index] = findClosestPoint(x,xt)
% ---------------------------------------------------------------
% Aim:
% Find closest neighbour of a point
% ---------------------------------------------------------------
% Input:
% x - m x n matrix containing m data points in n dimensions
% xt - data point from which we want to find its closest neighbour
% ---------------------------------------------------------------
% Output:
% index - index of closest point of xt in data points x
function [index] = findClosestPoint(x,xt)
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[m,n] = size(x);
D = sqrt(sum((((repmat(xt,m,1))-x).ˆ2)’));%Compute distances
%Find index of closest point
index = find(D==min(D));
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A.3. LPC.
% ---------------------------------------------------------------
% Function: [class,curves]=LPC(x,h)
% ---------------------------------------------------------------
% Aim:
% Clustering the data by using Local principal curves
% ---------------------------------------------------------------
% Input:
% x - data set (m,n); m-objects, n-variables
% h - neighborhood radius, bandwitdh
% ---------------------------------------------------------------
% Output:
% class - vector specifying assignment of the i-th object to
% certain cluster (m,1)
% curves - vector containing the objects that define each curves
% ---------------------------------------------------------------
% Example of use:
% x = -5:1/20:5;
% y = x.ˆ2+randn(size(x))
% m = [(1:1/20:11)’ y’]
% m = [(m-min(m))./(max(m)-min(m))];
% [class,curves]=LPC(x,0.05)
% drawClusters2(class,x)
% ---------------------------------------------------------------
% References:
% J. Einbeck, G. Tutz, L.Evers, Local Principal Curves.
% Sonderforschungsbereich 386, Paper 320 (2003)
% Online unter: http://epub.ub.uni-muenchen.de/
function [class,curves]=LPC(x,h)
[m,n] = size(x);
clustId = 1;
touched = zeros(m,1);%All the objects are unclassified
index = [1:m];
%Stop computing means at this threshold
Thr = h*1e-5*ones(1,n);
curves = [];
class = -1*ones(m,1);
% plot(x(:,1),x(:,2),’*’)
% hold on
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while(˜isempty(index))
value=round(rand(1)*length(index));
if value==0
value=1;
end
i=index(value);
index(value)=[];
if touched(i)==0;%If the object i is unclassified
m=x(i,:);%Get the object i
curves(length(curves)+1,:) = [clustId m];
touched(i) = 1;
%Find objects in the neighbourhood of object i
ind = find(h > sqrt(sum((x-repmat(m,size(x,1),1)).ˆ2,2)));
%Check if objects in neighbourhood where previously
%classified
s = length(ind);
a = find(class(ind)==-1);
if(length(a)< s/3)
b = find(class(ind)==-1);
class(ind(a)) = class(b(1));
touched(ind) = 1;
ind = find(touched==1);
index = setdiff(index,ind);
else
%Set those elements in the neighbourhoud with the
%same cluster id of the object
class(ind)=ones(length(ind),1)*clustId;
touched(ind) = 1;
mu_x = computeMean(m,x,h);
mu_x2 = 10*mu_x;
mu_x3 = 10*mu_x;
gamma_x2 = [];
mu_x_aux = mu_x; %Save parameter to run backwards later
ind_aux = ind;
m_aux = m;
while((abs(mu_x2-mu_x)> Thr)&(abs(mu_x3-mu_x)>Thr))
%Calculate covariance matrix
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covMat = cov(x(ind,:));
%Calculate eigenvectors and eigenvalues of covMat
[Vx,Ex] = eig(covMat);
gamma_x = Vx(:,length(Vx));
if ˜isempty(gamma_x2)
cos_alpha = gamma_x’*gamma_x2;
if cos_alpha < 0
gamma_x = - gamma_x;
end
end
m = mu_x + h*gamma_x’;
curves(length(curves)+1,:) = [clustId m];
ind = find(h>sqrt(sum((x-repmat(m,size(x,1),1)).ˆ2,2)));
if(˜isempty(find(class(ind)==-1)))
touched(ind) = 1;
%Set those elements in the neighbourhood
% with the same cluster id of the object
class(ind)=ones(length(ind),1)*clustId;
mu_x3 = mu_x2;
mu_x2 = mu_x;
mu_x = computeMean(m,x,h);
gamma_x2 = gamma_x;
else
mu_x2 = mu_x;
end
end
%Run backwards
mu_x = mu_x_aux;
mu_x2 = 10*mu_x;
mu_x3 = 10*mu_x;
gamma_x2 = [];
ind = ind_aux;
m = m_aux;
while((abs(mu_x2-mu_x)>Thr)&(abs(mu_x3-mu_x)>Thr))
%Calculate the covariance matrix of neighbourhood
covMat = cov(x(ind,:));
%Calculate eigenvectors and eigenvalues of covMat
[Vx,Ex] = eig(covMat);
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gamma_x = - Vx(:,length(Vx));
if ˜isempty(gamma_x2)
cos_alpha = gamma_x’*gamma_x2;
if cos_alpha < 0
gamma_x = - gamma_x;
end
end
m = mu_x + h*gamma_x’;
curves(length(curves)+1,:) = [clustId m];
ind = find(h > sqrt(sum((x-repmat(m,size(x,1),1)).ˆ2,2)));
if(˜isempty(find(class(ind)==-1)))
touched(ind) = 1;
%Set those elements in the neighbourhoud with
%the same cluster id of the object
class(ind)=ones(length(ind),1)*clustId;
mu_x3 = mu_x2;
mu_x2 = mu_x;
mu_x = computeMean(m,x,h);
gamma_x2 = gamma_x;
else
mu_x2 = mu_x;
end
end
clustId = clustId +1;
ind = find(touched==1);
index = setdiff(index,ind);
end
end
end
% ---------------------------------------------------------------
% function [mean]= computeMean(xt,x,h)
% ---------------------------------------------------------------
% Aim:
% Compute mean shift
% ---------------------------------------------------------------
% Input:
% xt - data point to be shifted
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% x - m x n matrix containing m data points, each point has n dim
% h - search window radius (bandwidth)
% ---------------------------------------------------------------
% Output:
% mean - computed mean shift
function [mean]= computeMean(xt,x,h)
[m,n] = size(x);
a=zeros(1,n);
b=0;
for i=1:m
xi = x(i,:);
a = a + xi * exp( - ( norm((xt-xi)/h) ˆ2) / 2);
b = b + exp( - ( norm((xt-xi)/h) ˆ2) / 2);
end
mean = a / b;
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