Multi-sample, importance-weighted variational autoencoders (IWAE) give tighter bounds and more accurate uncertainty estimates than standard variational autoencoders (VAE). However, they scale poorly: as the latent dimensionality grows, they require exponentially many samples to retain the benefits of importance weighting. While sequential Monte-Carlo (SMC) can address this problem, it is prohibitively slow because the resampling step imposes sequential structure which cannot be parallelised, and the resampling step is non-differentiable which is problematic when learning approximate posteriors. To address these issues, we developed tensor Monte-Carlo (TMC) which gives exponentially many importance samples by separately drawing K samples for each of the n latent variables, then averaging over all K n possible combinations. While the sum over exponentially many terms might seem to be intractable, in many cases it can be computed efficiently as a series of tensor innerproducts. Finally, we relate TMC to classical message passing allowing us to combine exact marginalisation over discrete latent variables with importance sampling over continuous latent variables.
Introduction
Variational autoencoders (VAEs) (Kingma & Welling, 2013; Rezende et al., 2014; Eslami et al., 2018) have had dramatic success in exploiting modern deep learning methods to do probabilistic inference in previously intractable high-dimensional spaces. However, standard VAEs using a single-sample objective give loose variational bounds and poor approximations to the posterior (Turner & Sahani, 2011; Burda et al., 2015) . Modern variational autoencoders instead use a multisample objective to improve the tightness of the variational bound and the quality of the approximate posterior (Burda et al., 2015) . These methods implicitly improve the approximate posterior by drawing multiple samples from a proposal, and resampling to discard samples that do not fit the data (Cremer et al., 2017) .
While multi-sample importance-weighted methods are often extremely effective, they scale poorly with problem size. In particular, recent results (Chatterjee & Diaconis, 2015) have shown that the number of importance samples required to closely approximate any target expectation scales as exp(D KL (P||Q)), where Q is the proposal distribution. Critically, the KLdivergence scales roughly linearly in problem size (and exactly linearly if we consider n independent subproblems being combined), and thus we expect the required number of importance samples to be exponential in the problem size. As such, multi-sample methods are typically only used to infer the latent variables for a single data point, rather than, for instance, to jointly infer a distribution over the parameters and latents for all data points (e.g. Burda et al., 2015) .
One approach to resolving these issues is sequential Monte-Carlo (SMC) (Maddison et al., 2017; Naesseth et al., 2017; Le et al., 2017) , which circumvents the need for exponentially many samples using resampling. However, SMC has two issues. First, the SMC resampling steps force an inherently sequential structure on the computation, which can prohibit effective parallelisation on modern GPU hardware. While this is acceptable in a model (such as a state-space model) that already has sequential structure, SMC has been applied in many other settings where there is considerably more scope for parallelisation such as mixture models (Fearnhead, 2004) or even probabilistic programs (Wood et al., 2014) . Second, modern variational inference uses the reparameterisation trick to obtain low-variance estimates of the gradient of the objective with respect to the proposal parameters (Kingma & Welling, 2013; Rezende et al., 2014) . However, the arXiv:1806.08593v2 [stat.ML] 9 Oct 2018 reparameterisation trick requires us to differentiate samples from the proposal with respect to parameters of the proposal, and this is not possible in SMC due to the inherently non-differentiable resampling step. As such, while it may be possible in some circumstances to obtain reasonable results using a biased gradient (Maddison et al., 2017; Naesseth et al., 2017; Le et al., 2017) , as the authors of those papers state, these are empirical results, and there are no guarantees that it is true in all practically relevant circumstances.
To resolve these issues, we introduce tensor Monte Carlo (TMC). While standard multi-sample objectives draw K samples from a proposal over all latent variables jointly, TMC assumes that there are n separate latent variables, associated with n separate proposal distributions. TMC draws K samples for each of the n latent variables separately, then forms a lower-bound by averaging over all K n possible combinations of samples for each latent variable. To perform these averages over an exponential number of terms efficiently, we exploit conditional independence structure in a manner that is very similar to early work on graphical models (Pearl, 1986; Lauritzen & Spiegelhalter, 1988) . In particular, we note that for TMC, as well as for classical graphical models, these sums can be written in an extremely simple and general form: as a series of tensor inner products. This formalism readily allows us to perform exact summation efficiently in difficult cases (e.g. loopy graphs), and can be described graphically as a series of reductions of a factor graph.
Finally, our work allows us to combine exact summation over discrete latent variables with importance sampling over continuous latent variables, generalising previous approaches (Johnson et al., 2016) . This provides an alternative to the usual methods for discrete latent variables in the VAE setting, including score-function estimators with various variance reduction schemes (Ranganath et al., 2014) , continuous relaxations (Maddison et al., 2016; Jang et al., 2016; Grathwohl et al., 2017) , and wake-sleep (Dayan et al., 1995; .
Background
Classical variational inference consists of optimizing a lower bound, L VAE , on the log-marginal likelihood, log P(x),
where x is the data, z is the latent variable, P is the generative model, and Q is the approximate posterior or equivalently proposal distribution. As the Kullback-Leibler (KL) divergence is always positive, we can see that the objective is indeed a lower bound, and if the approximate posterior, Q(z), is sufficiently flexible, then as we optimize L VAE with respect to the parameters of the approximate posterior, the approximate posterior will come to equal the true posterior, at which point the KL divergence is zero, so optimizing L VAE reduces to optimizing log P(x). However, in the typical case where Q(z) is a more restrictive family of distributions, we obtain biased estimates of the generative parameters and approximate posteriors that underestimate uncertainty (Minka et al., 2005; Turner & Sahani, 2011) .
This issue motivated the development of more general lower-bound objectives, and to understand how these bounds were developed, we need to consider an alternative derivation of L VAE . The approach is to take an unbiased stochastic estimate of the model evidence, denoted P,
and convert it into a lower bound on the log-model evidence using Jensen's inequality,
We can obtain most methods of interest, including single-sample VAE's, multi-sample IWAE, and TMC by making different choices for P and Q. For the single-sample variational objective we use a proposal, Q(z), defined over a single setting of the latents,
which gives rise to the usual variational lower bound, L VAE . However, this single-sample estimate of the model evidence has high variance, and hence a gives a loose lower-bound. To obtain a tigher variational bound, one approach is to find a lower-variance estimate of the model evidence, and an obvious way to reduce the variance is to average multiple independent samples of the original estimator,
which indeed gives rise to a tighter, importanceweighted bound, L IWAE (Burda et al., 2015) .
Results
First, we establish the feasibility of TMC by giving an almost trivial correctness proof in the case of factorised proposals. We then give a method for efficiently computing the required averages over an exponential number of terms using tensor inner products. Next, we come back and give the derivation for TMC in the nonfactorised setting (i.e. where the proposal depends on all samples drawn for previous variables). Finally, we perform a series of experiments showing that TMC is far more efficient than SMC and IWAE, and that using non-factorised proposals to sample from the prior is useful in the case where there are strong prior induced correlations between latents.
TMC for factorised proposals
In TMC each datapoint is associated with multiple latent variables, z = (z 1 , z 2 , . . . , z n ), so the generative and recognition models can be written as,
where we use a factorised proposal for simplicity. For the TMC objective, each individual latent variable, indexed i, is sampled K i times, 1 with samples indexed k i , from its own variational posterior,
Importantly, any combination of the k i 's can be used to form an unbiased, single-sample estimate of the marginal likelihood. Thus, for any k 1 , k 2 , . . . , k n we have,
.
Averaging over all K n settings for the k i 's (and hence over K n unbiased estimators), we obtain a lowervariance unbiased estimator,
and this forms the TMC estimate of the marginal likelihood.
Exact marginalisation over discrete latent variables
Notably, the TMC framework can be extended to incorporate exact marginalisation over discrete variables. In particular, we take the number of importance samples, K i , to be equal to the number of settings of the discrete variable, we consider a uniform proposal, Q(z i ) = 1/K i , and we use stratified sampling, such that each possible setting of the latent variable is represented by one sample (e.g. taking z i = {1, 2, . . . , K i }, 1 we sometimes take all Ki = K we might have z ki i = k i ). Making these choices, and taking z 1 to be a discrete variable, the TMC estimator over P x, z k1 1 , z k2 2 , . . . , z kn n is,
Note that this is exactly equal to a different TMC estimator, over a model with z 1 marginalised out (i.e. P(x, z 2 , z 3 , . . . , z n )). This is important because it enables us to link TMC with the rich prior literature on exact marginalisation in discrete graphical models, and because it allows us to combine importance sampling over continuous variables and exact marginalisation over discrete variables into a single framework.
Efficient averaging
Assuming that there are some conditional independencies in the generative model, each term that TMC averages over can be written as a product of n f factors,
where each factor is a tensor indexed by a subset of the original indicies, κ i ⊆ {k 1 , k 2 ...k n }, and where the elements of the tensor depend on the data, x, and implicitly on the parameters. To average over all possible combinations of samples for each latent variable, we use,
Note that, at least in the case where there are two factors relating to a single index, this is simply a tensor inner pinner roduct, and given that there are sufficiently many conditional independencies, it can be computed efficiently.
For instance, consider the generative model in Fig. 1A . The TMC estimator,
can be understood by reference to a loopy factor graph defined over k 1 , k 2 , k 3 , k 4 (Fig. 1B) . Summing over k 1 , we obtain Fig. 1C ,
Figure 1: A graphical depiction of the proceedure for efficiently computing the marginal likelihood for a loopy factor graph. A. The original graphical model. B. Representing the TMC unbiased estimator as a factor graph. C. Summing over k 1 simplifies the graph. D. Summing over k 2 gives a simple graph that can readily be summed out. Representing the TMC unbiased estimator as a factor graph. C. Summing over k 1 , k 2 , . . . k n simplifies the graph, allowing the TMC estimator to be readily computed by summing over k θ . l and summing over k 2 we obtain ( Fig. 1D) ,
which be computed directly. Now we can find the maximum marginal likelihood settings for the generative parameters by performing gradient ascent on the log-marginal likelihood using automatic differentation tools.
As a second more practical example, consider the generative model in Fig. 2A , with unknown parameters, θ, and unknown latents, z i , corresponding to each data point, x i . The corresponding TMC estimator is,
where k i , which runs from 1 to K, indexes samples of z i and k θ , which runs from 1 to K θ , indexes samples of θ. We can represent this estimator as a factor graph ( Fig. 2B) . To efficiently compute the TMC estimate, we sum over k 1 , k 2 , . . . , k n ,
which is represented in Fig. 2C and can be computed directly.
TMC for non-factorised proposals
Now that we have established the possibility of efficiently computing the TMC marginal likelihood estimate, we come back to show that it is possible to use non-factorised proposals in TMC.
Unfortunately, the proof is considerably more involved than the previous proof for factorised TMC, requiring us to consider the joint distribution over all samples for all latents, z = (z 1 , z 2 , . . . , z n ), where all samples for the ith latent are given by z i = (z 1 i , z 2 i , . . . , z n i ). Our goal is to show that an estimator defined over this full joint space,
is an unbiased estimate of the original marginal likelihood for any setting of the indicies, k, and that averaging over these indicies gives the natural generalisation of factorised TMC to non-factorised proposals.
To ensure that this is an unbiased estimator, we need the "indexed" latents, z k = (z k1 1 , z k2 2 , . . . , z kn n ), to behave just like the latents, z = (z 1 , z 2 , . . . z n ), in the original generative model. As such, the data should depend on the indexed latents in exactly the same way as it did under the original generative model,
Thus, the data is entirely independent of the other "non-indexed" latents, denoted z −k . Similarly, we factorise the prior to separate out the indexed and nonindexed latent variables,
such that the indexed latent variables come from the underlying generative model, P z k = P z = z k . We can now compute the expectation of the estimator directly,
integrating over z −k , then using our choices for the likelihood and prior,
so it is indeed an unbiased estimator, as required. Importantly, note that this derivation made no assumptions about the proposal, Q(z), and the generative model for the non-indexed latents, P z −k |z k , giving us complete freedom in how we choose those quantities.
To obtain a TMC estimator when we average over k, we exploit this freedom to make specific choices about the proposal distribution, Q(z), and the generative model for the non-indexed latents, P z −k |z k . For the proposal, we assume that each sample for a single latent is independent, conditioned on all samples of previous latents,
where we have ordered the latents so as to follow the conditional independencies in the proposal distribution. To ensure that the proposal cancels from the estimator for the non-indexed latents, we assume that the generative model for the non-indexed latents is equal to the proposal,
Taking the average over indicies, k,
substituting our choices of likelihood (Eq. 3), prior (Eq. 4) and proposal (Eq. 5)
Finally, substituting for the distribution over the nonindexed latents (Eq. 6) cancels the k i = k i terms in the denominator, giving,
which is a natural generalisation of the TMC estimator with a factorised proposal (cf. Eq. 1).
Using the prior as a non-factorised proposal
Non-factorised proposals give us considerable leeway to adapt methods that have previously proven effective in machine learning. For instance, proposing from the prior is a method commonly used in probabilistic programming (Wingate et al., 2011; Wood et al., 2014; Mansinghka et al., 2014) , and is useful because it avoids the need to learn the parameters of a factorised proposal, and because it automatically incorporates possibly tight correlations induced by the prior. However, sampling from the prior is not trivial in the TMC setting, (as it is in a standard VAE), because we have a whole set of samples of previous latent variables, z 1 , z 2 , . . . , z i−1 , and it is not clear which samples we should condition on. In a tree structured graph, we can simply choose past samples randomly, giving a mixture-model proposal,
. (8) where pa(i) is the set of indicies of parents of the ith latent variable under the proposal. However, in nontree-structured models, there will be correlations in the samples of z 1 , z 2 , . . . , z i−1 , and we need to be careful to choose z ki i and z kj j so as to be consistent with those correlations; we leave this to future work.
Experiments

Factorised proposal
We consider a simple example, with Gaussian parameters, latents and data. There is a single parameter, θ, drawn from a standard normal, which sets the mean of the N latent variables, z i . The N data points, x i , have unit variance, and mean set by the latent variable, P(θ) = N (θ; 0, 1) ,
For the proposal distributions for all methods, we used the generative marginals, Q(θ) = N (θ; 0, 1) ,
While this model is simplistic, it is a useful initial test case, because the true marginal likelihood can be computed (GT).
We computed marginal likelihood estimates for TMC, SMC and IWAE. First, we plotted the bound on the marginal likelihood against the number of particles for a fixed number of data points, N = 128 (Fig. 3A) . As expected, IWAE was dramatically worse than other methods: it was still far from the true marginal likelihood estimate, even with one million importance samples. We also found that for a fixed number of particles/samples, TMC was somewhat superior to SMC. We suspect that this is because TMC sums over all possible combinations of particles, while the SMC resampling step explicitly eliminates some of these combinations. Further, SMC was considerably slower than TMC as resampling required us to perform an explicit loop over data points, whereas TMC can be computed entirely using tensor sums/products, which can be optimized efficiently on the GPU (Fig. 3B ).
Next, we plotted the log-marginal likelihood per data point as we vary the number of data points, with a fixed number of importance samples, K = 128 (Fig. 3C) . Again, IWAE is dramatically worse than the other methods, and both TMC and SMC closely track the ground-truth result. However, note that the time taken for SMC ( Fig. 3D) is larger than that for the other methods, and scales linearly in the number of data points. In contrast, the time required for TMC remains constant up to around 1000 data points, as GPU parallelisation is exploited increasingly efficiently in larger problems.
Non-factorised proposal
Non-factorised proposals have a range of potential benefits, and here we consider how they might be more effective than factorised proposals in modelling distributions with very high prior correlations. In particular, we consider a chain of latent variables,
where z 0 = 0. As N becomes large, the marginal distribution over z N remains constant, but the correlations between adjacent latents (i.e. z i−1 and z i ) become stronger. For the factorised proposal, we use the marginal variance (i.e. Q(z i ) = N (0, i/N )). Taking N = 100, we find that the non-factorised method considerably outperforms the factorised method for small numbers of samples, K, because the non-factorised method is able to model tight prior-induced correlations.
Future work
In future work we hope that TMC will find applications in a broad range of areas, and that ideas from classical probabilistic methods can be used to improve TMC.
There are two particularly striking possible applications for TMC. First, TMC is potentially very wellsuited to probabilistic programming (Wingate et al., 2011; Wood et al., 2014; Mansinghka et al., 2014) , because it combines the advantages of SMC and variational inference. In particular, just like SMC it can leverage poor proposals (even sampling from the prior) to obtain reasonable posteriors, but retains the advantages of VAE's, in particular, the ability to use the reparameterisation trick to efficiently learn effective proposal distributions, which is important when there are high-dimensional latents without exploitable conditional independencies. Second, obtaining interpretable, high-level representations of input data remains an important challenge for deep learning. One approach to learning such representations is to impose structure, in the form of conditional independencies (e.g. Johnson et al., 2016) , and TMC should aid in the development of such methods by providing an efficient inference method that exploits these conditional independencies.
To improve TMC, there are a variety of directions to consider. First, it may be possible to improve TMC proposals by exploiting the rich array of methods from SMC, from implementing a particle filter as a proposal to using systematic and stratified resampling (Kitagawa, 1996; Douc & Cappé, 2005) . Second, it has been noted that methods (e.g. IWAE) giving tighter bounds on the model evidence also impede learning of an effective proposal distribution (Rainforth et al., 2018) . As TMC can be viewed as a further improvement over IWAE, these problems are likely to be even more severe in the TMC setting. As such, it may be necessary to consider approaches such as returning to reweighted wake-sleep . Third, TMC as described here is only suitable for sampling distributions with a finite number of latent variables, and not for distributions such as a Dirichlet process with an infinite number of latent variables. Implementing methods to handle such distributions is im-portant, especially in the probabilistic programming context, and may be achieved by taking inspiration from sampling-based methods for handling such distributions. Fourth, methods have been developed to optimize discrete proposals specifically in the context of IWAE (Mnih & Rezende, 2016) , and similar methods may be extremely efficient in the context of TMC.
Conclusions
We showed that it is possible to extend multi-sample bounds on the marginal likelihood by drawing samples for each latent variable separately, and averaging across all possible combinations of samples from each variable. As such, we were able to achieve lowervariance estimates of the marginal likelihood, and hence tighter bounds on the log-marginal likelihood than either IWAE or SMC. Furthermore, computation of these bounds parallelises effectively on modern GPU hardware.
Numerically stable matrix products in the log-domain
When we take inner products of tensors representing large probabilities, there is a considerable risk of numerical overflow. To avoid this risk, we work in the logdomain, and write down a numerically stable matrixinner product, denoted logmmexp, by analogy with the standard logsumexp function. In particular, consider the problem of computing e Z ik , as the matrix product of e Xij and e Y jk ,
taking the logarithm so as to compute Z ik ,
as the elements of X ij and Y jk could be very large (or very small), to ensure numerical stability of the sum, we add and subtract x i and y k ,
