Stochastic scheduling problems are difficult stochastic control problems with combinatorial decision spaces. In this paper we focus on a class of stochastic scheduling problems, the quiz problem and its variations. We discuss the use of heuristics for their solution, and we propose rollout algorithms based on these heuristics which approximate the stochastic dynamic programming algorithm. We show how the rollout algorithms can be implemented efficiently, with considerable savings in computation over optimal algorithms. We delineate circumstances under which the rollout algorithms are guaranteed to perform better than the heuristics on which they are based. We also show computational results which suggest that the performance of the rollout policies is near-optimal, and is substantially better than the performance of their underlying heuristics.
Introduction
Consider the following variation of a planning problem:
There is a finite set of K locations which contain tasks of interest, of differing value. There is a single processor on which the tasks are to be scheduled. Associated with each task is a task-dependent risk that, while executing that task, the processor will be damaged and no further tasks will be processed. The objective is to find the optimal task schedule in order to maximize the expected value of the completed tasks.
The above is an example of a class of stochastic scheduling problems known in the literature as quiz problems [5, 81. The simplest form of this problem involves a quiz contest where a person is given a list of N questions and can answer these questions in any order he/she chooses. Question i will be answered correctly with probability pi, and the person will then receive a reward vi. At the first incorrect answer, the quiz terminates and the person is allowed to keep his or her previous rewards. The problem is to choose the ordering of questions so as to maximize expected rewards.
The problem can be viewed in terms of dynamic programming (DP), but can more simply be viewed as a combinatorial problem, whereby we are seeking an optimal sequence in which to answer the questions. For the simple form of the quiz problem described above, the optimal sequence is deterministic, and can be ob- 
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tained using an interchange argument; questions should be answered in decreasing order of pivi/(l -pi) . Thus, this quiz problem belongs to the class of scheduling problems that admit an optimal policy, which is of the index type. This particular policy can also be used in variants of the quiz problem, where it is not necessarily optimal, and will be referred to as the index policy. Another interesting policy for quiz problems is the greedy policy, which answers questions in decreasing order of their expected reward pivi. A greedy policy is suboptimal because it does not consider the future opportunity loss resulting from an incorrect answer.
Unfortunately, with only minor changes in the structure of the problem, the optimal solution becomes much more complicated. Examples of interesting and difficult variations involve one or more of the following characteristics: (a) A limit on the maximum number of questions that can be answered, which is smaller than N ; (b) a time window for each question; (c) precedence constraints; (d) sequence-dependent rewards. These quiz problem variants encompass a very large collection of practical scheduling problems, such as vehicle routing problems and traveling salesman problems.
An important feature of the quiz problem is that there is a random mechanism f o r termination of the quiz. Despite the randomness in the problem, in all of the preceding variants there is an optimal open-loop policy, i.e., an optimal order for the questions that does not depend on the random outcome of the earlier questions. The reason is that we do not need to plan the answer sequence following the event of an incorrect answer, because the quiz terminates when this event occurs. We refer to the above variations of the quiz problem as deterministic quiz problems.
There are variants of the quiz problem where the optimal order to answer questions depends on random events. Examples of these are: (e) there is a random mechanism by which the quiz taker may miss a turn; (f) new questions can appear and/or old questions can disappear according to some random mechanism; (g) there may be multiple quiz takers; (h) the quiz taker may be allowed multiple chances; (i) The reward for answering a given question may be random and may be revealed during the course of the quiz.
We refer to these variations in the paper as stochastic quiz problems. They can be solved exactly only with DP, but their optimal solution is prohibitively difficult because the states over which D P must be executed are subsets of questions, and the number of these subsets increases exponentially with the number of questions.
In this paper, we develop suboptimal solution approaches for determiriistic and stochastic quiz problems that are computatioially tractable and have near optimal performance. In particular, we focus on rollout algorithms, a class of suboptimal solution methods inspired by the policy iteration methodology of DP and the approximate policy iteration methodology of neurodynamic programming (NDP for short). Algorithms of this type have been proposed in several DP application contexts. They have also been proposed by Tesauro and Galperin [7] in the context of simulation-based computer backgammon. For combinatorial problems, rollout algorithms were first proposed in [3, 21. In the next section, we introduce rollout algorithms for deterministic quiz problems. In Section 3, we provide computational results indicating that rollout algorithms can improve impressively on the performance of their underlying heuristics. In Section 4, we extend the rollout methodology to stochastic quiz problems [cf. variants (e)-(i) above], that require the use of stochastic DP for their optimal solution. In Section 5, we provide computational results using rollout algorithms for stochastic quiz problems. Finally, in Section 6, we provide computational results using rollout algorithms for quiz problems that involve graph-based precedence constraints. Our results indicate consistent and substantial improvement of rollout algorithms over their underlying heuristics.
Rollout Algorithms for Deterministic Quiz Problems
Consider a variation of a quiz problem of the type described in (a)- (.) . . , zk-l}} +Pi, . ' .
so it follows from these equations that
To maximize expected rewards, questions should be answered in decreasing order of pivi/(l -p i ) , which yields the index policy.
Unfortunately, the above argument breaks down when either Ad < N , or there are constraints on the admissibility of sequences due to time windows or precedence constraints. For these cases, we can still use heuristics such as the index policy or the greedy policy, but they will not perform optimally.
Consider a heuristic algorithm, which given a partial schedule P = (21,. . . , ik) of distinct questions constructs a complementary schedule
. . , i~) of distinct questions such that P n = 0. The heuristic algorithm is referred to as the base heuristic. We define the heuristic reward of the partial schedule P as
If P = (ill.. . , i~) is a complete solution, by convention the heuristic reward of P is the true expected reward V(i1,. . 
. , i~) .
Given a base heuristic, the corresponding rollout algorithm constructs a complete schedule in M iterations, one question per iteration. The rollout algorithm can be described as follows: At the 1st iteration it selects question il according to
and at the kth iteration it selects zk according to There are a number of variations of the basic rollout algorithm described above. In particular, we may incorporate multistep lookahead or selective depth lookahead into the rollout framework by using the rollout to approximate the cost-to-go several steps ahead [4] .
-+ In order to explore the performance of rollout algorithms for deterministic scheduling, we conducted a series of experiments involving the following seven algorithms: (1 The optimal DP algorithm; (2) the greedy heuristic (questions ranked by decreasing pivi); (3) the index heuristic (questions ranked by decreasing piwi/(l -p p~i ) ) ; (4) the one-step rollout policy based on the greedy heuristic; (5) the one-step rollout policy based on the index heuristic; (6) the selective two-step lookahead rollout policy based on the greedy heuristic; and (7) the selective two-step lookahead rollout policy based on the index heuristic.
The problems selected for evaluation involve 20 possible questions and 20 stages. Associated with each question is a sequence of times when that question can be attempted. Values were assigned randomly to each question from 1 to 10 in each problem instance. The probabilities of successfully answering each question were also chosen randomly, between a specified lower bound and 1.0. Each suboptimal algorithm was simulated 10,000 times to evaluate expected performance.
Our experiments focused on the effects of two factors: (a) The lower bound on the probability of successfully answering a question, which varied from 0.2 to 0.8, and (b) The average percent of questions which can be answered at a stage, which ranged from 10% to 50%. The first set of experiments fixed (b) to lo%, and varied (a) across four conditions: 0.2,0.4, 0.6, and 0. 8. For each experimental condition, we generated 30 independent problems, and compared the average performance of the algorithms. Table 1 shows the results. Rollout algorithms significantly improve the performance of both the greedy and the index heuristics in these difficult stochastic combinatorial problems, and achieve close to optimal performance. The rollouts recovered in all cases at least 50% of the loss of optimality due t o the use of the heuristic. which at time k maps a state Xk to a control pk(zk) E Uk(zk). The cost-togo of 7r starting from a state-time pair ( z k , k ) will be denoted by
Minimum
The cost-to-go functions J k satisfy the following recursion of dynamic programming (DP for short) J k ( x ) = E { g (~,~k (~) , W ) + J k + l ( f (~, I l k (~) ,~) ) } , (7) with the initial condition J T ( x ) = 0.
The rollout policy based on IT is denoted by ?r = {Po, & , . . .}, and is defined through the operation (8) Thus the rollout policy is a one step-lookahead policy, with the optimal cost-to-go approximated by the costto-go of the base policy.
In practice, one typically has a method or algorithm to compute the control p k ( 5 ) of the base policy, given the state x , but the corresponding cost-to-go functions J k may not be known in closed form. Then the exact or approximate computation of the rollout control j i k (F) using Eq. (8) becomes an important and nontrivial issue, since we need for all U E U ( x ) the value of '4 w))), (9) known as the Q-factor at time k. Alternatively The computation of the cost-to-go of the base policy is a difficult problem. When the number of states is very large, the DP recursion (7) may be infeasible. A conceptually straightforward approach for computing the rollout control a t a given state x and time k is to use Monte Carlo simulation. This was suggested by Tesauro [7] in the context of backgammon. To implement this approach, we consider all possible controls U E U ( x ) and we generate a "large" number of simulated trajectories of the system starting from x , using U as the first control, and using the policy T thereafter. Thus a simulated trajectory has the form
P~(Z,), wZ),
where the first generated state is 
U E r J ( X )
Unfortunately, this method suffers from the excessive computational overhead of the Monte Carlo simulation. We are thus motivated to consider approximations that involve reduced overhead, and yet capture the essense of the basic rollout idea. We describe next an approximation approach of this type next.
Suppose that we approximate the cost-to-go of the base policy 7r using certainty equivalence. In particular, given a state x k at time k , we fix the remaining disturbances a t some nominal values G k , G k + l , . . . , W T -~, and we generate a state and control trajectory of the system using the base policy 7r starting from x k and time k . The corresponding cost is denoted by j k X k , and is used as an approximation to the true cost J k [ I X k .
The approximate rollout control based on x is given by Given the parameter vector r , and the corresponding approximation j k ( x k , r ) to the cost of the base policy, as defined above, a corresponding approximate rollout policy is determined by is the approximate Q-factor. The parameter r will be determined by an off-line "training" process and it will then be used for calculating on-line the approximate rollout policy as above. One may use standard methods of Neuro-Dynamic Programming (NDP for short) to train the parameter vector r [l, 3, 61. We now specify the rollout approach based on certainty equivalence and scenarios to variants of the quiz problem where there is no optimal policy that is open-loop, such as the situations (e)-(i) given in Section 1. The state after questions 21, . . . , ik have been successfully answered is the current partial schedule ( 2 1 , . . . , zk) , and possibly the list of surviving quiz takers [in the case where there are multiple quiz takers, as in variant (g) of Section 11. A scenario a t this state corresponds to a (deterministic) sequence of realizations of some of the future random quantities, such as: (1) The turns that will be missed (variant (e) in Section 1); (2) the new questions that will appear and old questions that will disappear (variant (f) in Section 1); ( 3 ) the times a t which quiz takers will drop out (variant (g) in Section 1).
Given any scenario of this type a t a given state, and a base heuristic such as an index or a greedy policy, the corresponding value of the heuristic can be easily calculated. The approximate value of the heuristic at the given state can be computed by weighing the values of all the scenarios using a weight vector T , as in Eq. (11). In the case of a single scenario, a form of certainty equivalence is used, whereby the value of the scenario a t a given state is used as the (approximate) value of the heuristic starting from that state.
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Computational Experiments with Stochastic Quiz Problems
The class of quiz problems which we used in our computational experiments is similar to the class of problems used in Section 3, with the additional feature that an attempt to answer a question can be blocked with a prespecified probability (variant (e) in Section 1). The result of a blocking event is a loss of opportunity to answer any question at that stage. Unanswered questions can be attempted in future stages, until a wrong answer is obtained.
In order to evaluate the performance of the base policy for rollout algorithms, we use a particular version of the scenario approach described previously. Let the blocking probability be Pb. At any stage k, given A4 stages remaining, the equivalent scenario duration is computed as the smallest integer greater than or equal to the expected number of stages remaining:
Using this horizon, the expected cost of a base heuristic is computed as the cost incurred for an equivalent deterministic quiz problem starting with the current state, with remaining duration T,. The cost of the strategy obtained by the base policy is approximated using the resulting value function for this horizon, as computed by Eq. (1).
As in Section 4, we used seven algorithms in our experiments: (a) The optimal stochastic dynamic programming algorithm; (b) the greedy heuristic; (c) the index heuristic; (d) the one-step rollout policy based on the greedy heuristic and certainty equivalence policy evaluation; (e) the one-step rollout policy based on the index heuristic and certainty equivalence policy evaluation; (f) the selective two-step lookahead rollout policy based on the greedy heuristic, with certainty 10% to 50%. c) The probability that individual question attempts will not be blocked, from 0.3 to 1.0.
The first set of experiments fixed b) to lo%, c) to 0.6, and varied a) across four conditions: 0.2, 0.4, 0.6 and 0.8. Table 3 shows the results of our experiments. The results for this experiment are similar to the results for deterministic quiz problems. Without rollouts, the performance of either heuristic is poor, whereas the use of one-step rollouts can recover a significant percentage of the optimal performance. As the risk associated with answering questions decreases, the performance of the heuristics improves, and the resulting improvement offered by the use of rollouts decreases. On average, the advantage of using selective two-step rollouts is small, but this advantage can be large for selected difficult problems.
100%. The results also show that, even in cases where the heuristics achieve good performance, rollout strategies offer significant performance gains.
The last set of experiments kept a) a t 0.2, b) a t 10% and varied c) across 3 conditions: 0.3, 0.6, and 1.0. The last condition corresponds to the deterministic quiz problems of Section 3. Table 5 contains the results. As the blocking probability increases, there is increased randomness as to whether questions may be available in the future, which leads to improved performance of myopic strategies. In order to study the effectiveness of rollout strategies for problems with precedence constraints, we defined a class of quiz problems where the sequence of questions to be attempted must form a connected path in a directed graph. In these problems, a question attempt cannot be blocked as in the problems of Section 6, so there exist,s an optimal open-loop policy.
We summarize the results of these experiments below. The details can be found in [4] . In the experiments below, we compare the following five algorithms: (1) the optimal dynamic programming algorithm; (2) The greedy policy; (3) the index policy; (4) the one-step rollout policy based on the greedy heuristic; (5) the one-step rollout policy based on the index heuristic. Table 6 summarizes the results of graph experiments with 16 nodes. The first observation is that the performance of the heuristics in graph-constrained problems is relatively superior to the performance obtained in the experiments in Section 3. In spite of this improved performance, the results show that rollout algorithms can improve the performance of the heuristics, to levels where the achieved performance is roughly 95% of the performance of the optimal dynamic programming algorithm, with a significant reduction in computation cost compared with the optimal algorithm.
To illustrate the performance of rollout algorithms on larger problems, we ran experiments on graphs involving 100 questions and 100 stages. For problems of this size, exact solution via D P is computationally infeasible. Table 7 summarizes the average improvement achieved by the rollout strategies over the corresponding heuristics, as a percentage of the performance achieved by the rollout strategies. This improvement is consistent with the improvement shown in Table 6 . Rollout strategies continue to offer significant performance advantages over the corresponding heuristics.
In contrast with the optimal DP algorithm, the average computation time of the rollout algorithms for these problems is a fraction of a second on a Sun HyperSparc workstation. 
