Abstract-For the constrained linear parameter varying (LPV) system with bounded disturbance, a dynamic output feedback model predictive control (MPC), with a series of scalars for relaxing the disturbance-related constraints handling, is proposed. An optimization procedure, for off-line determining the relaxation scalars, is proposed based on the norm-bounding technique. The augmented state of the closed-loop system is guaranteed to converge to the neighborhood the equilibrium point. A numerical example is given to show the effectiveness of the results.
I. INTRODUCTION
The synthesis approach of output feedback robust model predictive control (OFRMPC), for the linear parameter varying (LPV) system with bounded disturbance, is considered. Here, the synthesis approach refers to the one with guaranteed stability, for which recursive feasibility (i.e., the optimization problem being feasible for all future time whenever it is at the starting time) is a usual property. In [7] , a simplified dynamic OFRMPC has been utilized. In [5] , the full dynamic OFRMPC is applied for the referred system. One of the barriers for our previous studies on this topic was the online refreshment of a set which includes all the possible evolutions of the estimation error. This set is called estimation error bound (EEB). The works [5] , [7] avoid this barrier by imposing, in the main optimization problem, the estimation error constraint (EEC); this leads to the fixed polyhedral EEB. Since EEC is an additional coercive constraint, the control performance can be degraded, and the applicable range reduced. The effort for recursive feasibility is also avoided in [5] , [7] since the off-line approach, where all the control law parameters are optimized off-line, is applied. However, as long as the on-line versions, where the control law parameters are on-line optimized, of [5] , [7] are utilized, the recursive feasibility is lost.
A shortcut to restore the on-line dynamic OFRMPC has been given in [4] , where the polyhedral EEB is refreshed online. This shortcut solves the main optimization problem only at the appropriate sampling time; the weak recursive feasibility (the on-line refreshed control law is recursively feasible), rather than the standard recursive feasibility, is guaranteed. The work [3] proposes the on-line dynamic OFRMPC, which guarantees the recursive feasibility by properly refreshing a simple ellipsoidal EEB. There is no EEC in [4] , [3] .
While [7] utilizes scalar bounds of the disturbance-related additive items (the so-called norm-bounding technique) to simplify the linear matrix inequalities (LMIs), [5] , [3] , [4] give up the norm-bounding technique. While [7] uses the norm-bounding technique to handle the invariance conditions, [5] , [3] , [4] utilize the notion of quadratic boundedness (QB) which is more concise for specifying the invariance and stability properties. While [5] , [7] pre-specify a part of the control law parameters for simplicity, [3] , [4] simultaneously optimizes all the controller law parameters. The present paper aims at combining the merits in [3] , [7] , based on which a general and a simplified approaches will be given.
In this paper, firstly, by introducing some relaxation scalars, the constraints handling technique for the dynamic OFRMPC in [3] is improved (section III-A); secondly, by extending the norm-bounding technique in [7] , the relaxation scalars are off-line optimized (section III-C). Some preliminary results have been given in [6] , [8] . The present paper delivers these contributions in a uniform framework, which smoothly (but not simply) combines the results in [6] , [8] for this framework.
In combining the merits of [3] , [7] and the results in [6] , [8] , only the norm-bounded disturbance will be considered. The results can be extended to the case of polytopic disturbance (for this disturbance, see [7] ), which will be discussed in the future works. In improving [3] , the invariance and optimality conditions will be separated, while in [3] they have been combined. Although in this paper there is no theoretical difficulty for combining the invariance and optimality conditions, numerical issue was encountered. Such a combining strategy will be further studied in the future works.
Notations: For any vector x and matrix W , ∥x∥
is the value of x at time k + i, predicted at time k. I is the identity matrix with appropriate dimension. ε M := {ξ|ξ T M ξ ≤ 1} denotes the ellipsoid associated with the positive-definite matrix M . An element belonging to CoS means that it is a convex combination of the elements in S, with the scalar combing coefficients nonnegative and their sum equal to 1. The symbol ⋆ induces a symmetric structure in any square matrix. A value with superscript * means that it is the optimal solution of the optimization problem. The timedependence of the MPC decision variables is often omitted for brevity.
II. PROBLEM STATEMENT
Consider the following LPV system:
where u ∈ R nu , x ∈ R nx , y ∈ R ny and w ∈ R nw are the input, state, output and persistent unknown norm-bounded disturbance, respectively. The physical constraints are
where
q×nz . In OFRMPC of this paper, the following dynamic output feedback controller (see [5] ) is applied:
where x c ∈ R nx c is the controller state; {A c , L c }(k) are the controller gain matrices; {F x , F y }(k) are the feedback gain matrices. The augmented prediction model at time k, based on (3) and the predictions made by (1) , is
] .
is known and timeinvariant, then one can refer to [12] , [18] , [10] , [17] when x(k) is measurable, and to [15] when x(k) is unmeasurable. If [A|B|C|D|E](k) is polytopic, then one can refer to [2] , [11] when x(k) is measurable, and to [14] , [16] when x(k) is unmeasurable and w(k) ≡ 0. In comparison, this paper and [5] , [7] , [3] , [4] consider a general form of (1), where x(k) can be unmeasurable, [A|B|C|D|E](k) is polytopic, and w(k) is persistent unknown norm-bounded. Besides our works, [9] considers OFRMPC for a different model parametric uncertainty -norm-bounded uncertainty (see [13] when there is no bounded disturbance). The procedure in [9] , as indicated by the authors, is not fully applicable to the polytopic description as in this paper.
For (4), the notion of quadratic boundedness (QB) in [1] can be utilized.
Definition 1: For all allowable λ j (k + i) and w(k + i), for all i ≥ 0, the system (4) is quadratically bounded with a common Lyapunov matrix Q −1 , if
(i|k). Lemma 1: Consider the system (4). For all allowable λ j (k + i) and w(k + i), for all i ≥ 0, the following facts are equivalent: (a) (4) is quadratically bounded with a common Lyapunov matrix Q −1 ; (b) the ellipsoid ε Q −1 is a positively invariant set for (4), i.e.,x(k) ∈ ε Q −1 leads tox(i|k) ∈ ε Q −1 for all i ≥ 1. The following uncorrupt system (i.e., the system not corrupted by the disturbance) will be utilized:
Correspondingly, the uncorrupt output and input are expressed as
Consider the dynamic OFRMPC which, at each k, solves
where Q > 0 and R > 0 are weighting matrices. More explanations of this optimization problem can be found in [5] , [3] , [4] .
The pre-specified E 0 allows x and x c to have different dimensions. If n x = n xc , then it is natural to select E 0 = I. The following Lemma 2 handles (8) by eliminating the unknown x(k). (8) holds if there exist a scalar ϱ and symmetric matrices {Q 1 , Q 3 } such that
Proof: By applying the definitions of M and e, it is shown thatx(k)
By applying the Schur complement, it is shown that, for any ϱ ∈ (0, 1), (12)- (13) guarantee (8) .
III. SYNTHESIS APPROACHES OF DYNAMIC OFRMPC
We firstly propose a general approach which incorporates the relaxation scalars into the dynamic OFRMPC in section III-A, then remove a part of the computation for the general approach in section III-B assuming that a part of the controller parameters are fixed a priori. The relaxation scalars, for the general and simplified approaches, are off-line optimized in section III-C.
A. A General Synthesis Approach of Dynamic OFRMPC
Lemma 3: For all admissible w(k + i), the condition (9) for allx(i|k), and the condition (10) for allx u (i|k), are equivalent to
, and α lj 's (α lj = α jl ) are scalars. Proof: This can be obtained by analogy to [6] . According to Definition 1 and Lemmas 1, 2 and 3, (12)- (15) lead to the invariance propertỹ
The following lemma introduces the relaxation scalars. Lemma 4: Suppose at time k, there exist scalars
is the s-th row of Ψ (n u -ordered identity matrix). Then, (6)- (7) are satisfied.
Proof: This can be obtained by analogy to "Lemma 2" in [6] .
Remark 2: In [3] , for z = y, it amounts to choose η 1s = η 3s = 1 2 and η 2s = 
The optimization problem (19) is non-convex, but its nearoptimal solution arbitrarily close to the theoretically optimal one, can be found by applying the cone complementarity approach, iterative optimization, LMI toolbox (see [3] ) and line searches. Note that [3] doesn't need to optimize η rs 's.
Since α lj 's and η rs 's can be line searched over (0, 1) with sufficient accuracy, these line searches do not affect the near-optimality property. Taking α lj = α jl will not bring conservatism. 
at each time k > 0, then {x, y, u} will converge to a neighborhood of {0, 0, 0}, and constraints (2) are satisfied for all k ≥ 0.
Proof: This is similar to "Theorem 1" of [3] , since the newly introduced η rs 's do not affect the rationale for "Theorem 1" of [3] .
B. A Simplified Synthesis Approach of Dynamic OFRMPC
Pre-specify L c and F y . TakeÂ c = A c Q 3 andF x = F x Q 3 . By taking congruence transformations, via diag{Q, I}, it is shown that (14)- (15) are guaranteed by
. By applying the similar transformations on (17)- (18) , the following conclusion is obtained.
Lemma 5: Suppose at time k, there exist scalars {α lj , η rs , ϱ} (α lj = α jl ), matrices {Â c ,F x } and symmetric matrices {Q 1 , Q 3 } such that (12)- (13), (21)- (22) and (with
where Σ (6)- (7) are satisfied.
In summary, the problem (5)- (10) (25) is feasible at time k = 0, and Assumption 3 holds, and M e (k) is refreshed as (20), at each time k > 0, then {x, y, u} will converge to a neighborhood of {0, 0, 0}, and constraints (2) are satisfied for all k ≥ 0.
Remark 3: Consider a special case of (1), where
becomes
Since ∥ṽ(k)∥ ≤ 1 for all k ≥ 0, (19) and (25) can be applied on (26), with η as an additional decision variable.
C. Pre-specifying η rs 's Based on the Norm-bounding Technique
For solving (19) and (25), there are on-line line searches for the scalars η rs 's, which can considerably increase the computational burden. In [7] , by applying the norm-bounding technique for the constraints handling, some scalars of the same kind are off-line specified. In the following lemma, the norm-bounding technique in [7] is extended. 
wherẽ
The proof is omitted for brevity. The readers may find in [6] , [8] for the guidelines.
For obtaining Lemma 6, as a special case of Lemma 5, we have chosen
The following algorithm removes all the line searches in {(19), (25)}. 
to obtain {F y , L c , α}. Thus, α lj = α in (19), and 
IV. ILLUSTRATIVE EXAMPLE
The system parameters are obtained by handling the model of a continuous stirred tank reactor (CSTR) for an exothermic, irreversible reaction (see [5] , [3] 
where φ 1 (y) = 7. )/y. The synthesis approaches in [5] , [7] are infeasible. We simulate three methods: Mthd2 and Mthd3, by applying (19) and (25), respectively, where η rs 's are optimized according to Algorithm 1; Mthd1, which is similar to Mthd2 but η 1s = η 3s = 1 2 and η 2s = 1 3 (see Remark 2) . In the absence of state constraint |x(k + 1)| ≤ 0.5, Mthd1 is referred to as in [3] (except that in [3] , α lj = α, and the invariance condition (14) and the optimality condition (15) have been combined -these are not the intrinsic differences).
0 , κ} = {200, 0, 0, 0.98} (see [3] : N 0 is the maximum allowable amount of iterations in the cone complementarity approach; d and d 0 are the complexity index and the maximum complexity index, respectively; κ is the accuracy for minimizing γ). Mthd1 and Mthd2 differ in whether or not η rs 's are optimized. Mthd2 and Mthd3 differ in whether or not {F y , L c } are on-line optimized. We utilize the LMI toolbox of Matlab for simulation.
Choose E 0 = I and M e (0) = diag{100, 0.25}. In selecting x c (0), the basic requirement x(0) − E Here, the region of attraction, say X c , is the region of x c (0) such that, whenever x c (0) ∈ X c , the optimization problem is feasible at time k = 0. The evolution of γ, as in Figures 3-4 , represents the control performance since we consider the min-max optimization in this paper. By observing Figures  1-4 , we obtain the following conclusions:
(i) off-line optimizing η rs 's (as in Algorithm 1) can enlarge the region of attraction and improve the control performance; (ii) on-line optimizing {F y , L c } can enlarge the region of attraction and improve the control performance.
For Mthd1-Mthd2, since κ = 0.98, i.e., 2 percent minimization error can be observed, the comparisons should be made by allowing this inaccuracy (e.g., in Figures 3-4 , the curves for Mthd1-Mthd2 decrease very slowly or very sharply at some sampling instants). While on-line optimizing {F y , L c } is advantageous for the control performance and region of attraction, it is disadvantageous for computation. The total amounts of computational time for k ≤ 40 (average of sets I and II) by applying Mthd1-Mthd3 are 1.86 hours, 2.04 hours and 31 seconds, respectively; the worst case amounts of computational time at a single sampling instant for Mthd1-Mthd3 are 4 minutes, 4 minutes and 1 second, respectively. This is not a real-time simulation. For the state trajectories and the control input signals, we only show those for set II for brevity (see Figures 5-6 ), which verify the closedloop stability and constraints satisfaction. In summary, the simulation example verifies the basic theoretical results.
V. CONCLUSION
This paper has presented the synthesis approaches of OFRMPC where the near-optimal solution in [3] has been integrated with the relaxation scalars on the physical constraints handling. The heavy computational burden has been alleviated by pre-specifying a part of the control law parameters. The norm-bounding technique in [7] has been extended to off-line optimize the relaxation scalars. The point by point comparisons with the results in [6] , [8] have been omitted.
