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a b s t r a c t
In this paper, a novel hybrid method based on fuzzy neural network for approximate fuzzy
coefficients (parameters) of fuzzy linear andnonlinear regressionmodelswith fuzzy output
and crisp inputs, is presented. Here a neural network is considered as a part of a large field
called neural computing or soft computing. Moreover, in order to find the approximate
parameters, a simple algorithm from the cost function of the fuzzy neural network is
proposed. Finally, we illustrate our approach by some numerical examples.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The concept of fuzzy numbers and fuzzy arithmetic operations were first introduced in [1,2]. We refer the reader to [3]
for more information on fuzzy numbers and fuzzy arithmetic.
Regression analysis is one of themost popular methods of estimation. It is applied to evaluate the functional relationship
between the dependent and independent variables. Fuzzy regression analysis is an extension of the classical regression
analysis in which some elements of the model are represented by fuzzy numbers. Fuzzy regression methods have been
successfully applied to various problems such as forecasting [4–6] and engineering [7]. Thus, it is very important to develop
numerical procedures that can appropriately treat fuzzy regression models. Modarres et al. [8] proposed a mathematical
programming model to estimate the parameters of a fuzzy linear regression
Yi = A1xi1 + A2xi2 + Anxin,
where xij ∈ R and A1, A2, . . . , An, Yi are symmetric fuzzy numbers for i = 1, 2, . . . ,m, j = 1, 2, . . . , n.
Ishibuchi et al. [9] proposed a learning algorithm of fuzzy neural networks with triangular fuzzy weights and Hayashi
et al. [10] fuzzified the delta rule. Buckley and Eslami [11] consider neural network solutions to fuzzy problems. The topic
of numerical solution of fuzzy polynomials by fuzzy neural network investigated in [12], consists of finding solution to
polynomials like a1x + a2x2 + · · · + anxn = a0 where x ∈ R and a0, a1, . . . , an are fuzzy numbers, and finding solution to
systems of s fuzzy polynomial equations such as [13]:
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f1(x1, x2, . . . , xn) = a10,
...
fl(x1, x2, . . . , xn) = al0,
...
fs(x1, x2, . . . , xn) = as0,
where x1, x2, . . . , xn ∈ R and all coefficients are fuzzy numbers.
In this paper, we first propose an architecture of fuzzy neural network (FNN) with fuzzy weights for real input vectors
and fuzzy targets to find approximate coefficients to fuzzy linear regression model
Y i = A0 + A1xi1 + · · · + Anxin,
and fuzzy nonlinear regression model
Y i = A0eA1xi1+A2xi2+Anxin ,
where i indexes the different observations, xi1, xi2, . . . , xin ∈ R, all coefficients and Y i are fuzzy numbers. The input–output
relation of each unit is defined by the extension principle of Zadeh [1]. Output from the fuzzy neural network, which is
also a fuzzy number, is numerically calculated by interval arithmetic [14] for fuzzy weights and real inputs. Next, we define
a cost function for the level sets of fuzzy outputs and fuzzy targets. Then, a crisp learning algorithm is derived from the
cost function to find the fuzzy coefficients of the fuzzy linear and nonlinear regression models. The proposed algorithm is
illustrated by some examples in the last section.
2. Preliminaries
In this section the basic notations used in fuzzy calculus are introduced. We start by defining the fuzzy number.
Definition 1. A fuzzy number is a fuzzy set u : R1 −→ I = [0, 1] such that
i. u is upper semi-continuous;
ii. u(x) = 0 outside some interval [a, d];
iii. There are real numbers b and c , a ≤ b ≤ c ≤ d, for which
1. u(x) is monotonically increasing on [a, b],
2. u(x) is monotonically decreasing on [c, d],
3. u(x) = 1, b ≤ x ≤ c .
The set of all the fuzzy numbers (as given in Definition 1) is denoted by E1.
An alternative definition which yields the same E1 is given in [15,16].
Definition 2. A fuzzy number u is a pair (u, u) of functions u(r) and u(r), 0 ≤ r ≤ 1, which satisfy the following
requirements:
i. u(r) is a bounded monotonically increasing, left continuous function on (0, 1] and right continuous at 0;
ii. u(r) is a bounded monotonically decreasing, left continuous function on (0, 1] and right continuous at 0;
iii. u(r) ≤ u(r), 0 ≤ r ≤ 1.
A crisp number r is simply represented by u(α) = u(α) = r, 0 ≤ α ≤ 1. The set of all the fuzzy numbers is denoted by
E1.
A popular fuzzy number is the triangular fuzzy number u = (um, ul, ur)where um denotes the modal value and the real
values ul > 0 and ur > 0 represent the left and right fuzziness, respectively. Its parametric form is
u(α) = um + ul(α − 1), u(α) = um + ur(1− α).
Triangular fuzzy numbers are fuzzy numbers in LR representation where the reference functions L and R are linear. The
set of all triangular fuzzy numbers on R is called FˆZ .
2.1. Operations on fuzzy numbers
We briefly mention fuzzy number operations defined by the extension principle [1]. Since coefficients vector of
feedforward neural network is fuzzified in this paper, the operations we use in our fuzzy neural network are fuzzified by
means of the extension principle. The h-level set of a fuzzy number X is defined by
[X]h = {x ∈ R|µX (x) ≥ h} for 0 < h ≤ 1,
and [X]0 =⋃h∈(0,1][X]h. Since level sets of fuzzy numbers become closed intervals, we denote [X]h by
[X]h = [[X]Lh, [X]Uh ],
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where [X]Lh and [X]Uh are the lower and the upper limits of the h-level set [X]h, respectively. The result of a fuzzy addition of
triangular fuzzy numbers is a triangular fuzzy number again. So we only have to compute the following equation:
(am, al, ar)+ (bm, bl, br) = (am + bm, al + bl, ar + br). (1)
We describe the classical definition of distance between fuzzy numbers [17].
Definition 3. The mapping dˆ : FˆZ × FˆZ −→ R+ is defined by
dˆ(A, B) = max(|am − bm|, |aλ − bλ|, |aρ − bρ |),
where A = (am, al, ar) and B = (bm, bl, br). It can be proved that dˆ is a metric on FˆZ and so (FˆZ, dˆ) becomes a metric space.
2.2. Input–output relation of each unit
Let us fuzzify a two-layer feedforward neural network with n input units and one output unit. Input vectors, targets and
connection weights are fuzzified (i.e., extended to fuzzy numbers). In order to derive a crisp learning rule, we restrict fuzzy
weights, real inputs and fuzzy target within triangular fuzzy numbers.
The input–output relation of each unit of the fuzzified neural network can be written as follows.
Input units:
oi0 = 1, oij = xij, j = 1, 2, . . . , n, i = 1, . . . ,m. (2)
Output unit:
Y i = f (Neti), i = 1, . . . ,m, (3)
Neti = W0 + oi1W1 + · · · + oinWn,
where xij is a real input andWj is the fuzzy coefficient weight.
2.3. Calculation of fuzzy output
The fuzzy output from each unit in Eqs. (2)–(3) is numerically calculated for level sets of fuzzy weights and real inputs.
The input–output relations of our fuzzy neural network can be written for the h-level sets.
Input units:
oi0 = 1, oij = xij, j = 1, 2, . . . , n, i = 1, . . . ,m. (4)
Output unit:
[Y i]h = f ([Neti]h), i = 1, . . . ,m, (5)
[Neti]h =
n∑
j=0
oij.[Wj]h.
From Eqs. (4)–(5), we can see that the h-level sets of the fuzzy output Y i is calculated from those of the fuzzy inputs and
fuzzy weights. The above relations are written as follows.
Input units:
oi0 = 1, oij = xij, j = 1, 2, . . . , n, i = 1, . . . ,m. (6)
Output unit:
[Y i]h = [[Y i]Lh, [Y i]Uh ] = [f ([Neti]Lh), f ([Neti]Uh )], (7)
where f is an increasing function.
[Neti]h = [[Neti]Lh, [Neti]Uh ] =
[∑
j∈b
oij.[Wj]Lh +
∑
j∈c
oij.[Wj]Uh ,
∑
j∈b
oij.[Wj]Uh +
∑
j∈c
oij.[Wj]Lh
]
, i = 1, . . . ,m, (8)
where b = {j | oij ≥ 0}, c = {j | oij < 0} and b ∪ c = {0, . . . , n}.
3. The linear regression model
We have postulated that the dependent fuzzy variable Y , is a function of the independent real variables x1, x2, . . . , xn.
More formally
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Fig. 1. Fuzzy neural network for approximating fuzzy linear regression.
f : Rn −→ E,
Yi = f (xi1, xi2, . . . , xin),
where i indexes the observations.
The objective is to estimate a fuzzy linear regression (FLR) model, express as follows:
Y i = A0 + A1xi1 + A2xi2 + Anxin. (9)
When f : R −→ E, we might do it by eye-fitting the line that looks best to us. Unfortunately, different people will draw
different lines and it would be nice to have a formal method for finding the line that would consistently provide us with
the best line possible. What would a ‘‘best possible line’’ look like? Intuitively, it would seem to have to be a line that fit the
data well. That is, the distance of the line from the observations should be as small as possible. Let A0, A1, . . . , An denote the
list of regression coefficients (parameters). A0 is an optional intercept parameter and A1, . . . , An are weights or regression
coefficients corresponding to xi1, . . . , xin. Then fuzzy linear regression is given by
Y i = A0 + A1xi1 + · · · + Anxin, (10)
where i indexes the different observations and A0, A1, . . . , An are fuzzy numbers.We are interested in finding A0, A1, . . . , An
of fuzzy linear regression such that Y i approximates Yi for all i = 1, 2, . . . ,m, closely enough according to some norm ‖.‖,
i.e.,
min ‖[Y i]Ďh − [Yi]Ďh‖, h ∈ [0, 1], (11)
where Ď means we have this equation for U (upper limit) and L (lower limit) together, independently. Also, we use this
notation after this, anywhere. Therefore,
min dˆ(Y i, Yi) for all i = 1, 2, . . . ,m. (12)
Then, it becomes a problem of optimization.
A FNN4 (fuzzy neural network with fuzzy weights, output signals and real inputs) solution to Eq. (10) is given in Fig. 1.
The input neurons make no change in their inputs and the input signals interact with the weights, so the input to the output
neuron is
A0 + A1xi1 + · · · + Anxin,
and the output, in the output neuron, equals its input, so
Y i = A0 + A1xi1 + · · · + Anxin.
How does the FNN4 solve the fuzzy linear regression? The training data are {(1, x11, . . . , x1n), . . . , (1, xm1, . . . , xmn)}
for inputs and target (desired) outputs are {Y1, . . . , . . . , Ym}. We proposed a learning algorithm from the cost function for
adjusting fuzzy number weights.
Following Section 4, we proposed a learning algorithm such that the network can approximate the fuzzy A0, A1, . . . , An
of Eq. (10) to any degree of accuracy.
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3.1. Learning fuzzy neural network
Consider the learning algorithm of the two-layer fuzzy feedforward neural network with 2 inputs and one output as
shown in Fig. 1. Let the h-level sets of the target output Yi, i = 1, . . . ,m be denoted
[Yi]h = [[Yi]Lh, [Yi]Uh ], i = 1, . . . , n, (13)
where Y Li (h) shows the left-hand side and Y
U
i (h) the right-hand side of the h-level sets of the desired output.
A cost function to be minimized is defined for each h-level sets as follows:
[E(W0,W1, . . . ,Wn)]h = [E(W0,W1, . . . ,Wn)]Lh + [E(W0,W1, . . . ,Wn)]Uh , (14)
where
[E(W0,W1, . . . ,Wn)]Ďh =
1
2
m∑
i=1
([Y i]Ďh − [Yi]Ďh)2.
The total cost function for the input–output pair (xi, Yi) is obtained as
e =
∑
h
[E(W0,W1, . . . ,Wn)]h. (15)
Hence [E(W0,W1, . . . ,Wn)]Lh denotes the error between the left-hand sides of the h-level sets of the desired and the
computed output, and [E(W0,W1, . . . ,Wn)]Uh denotes the error between the right-hand sides of the h-level sets of the
desired and the computed output.
In the research of neural networks, the norm ‖.‖ is often defined as follows:
[E(W0,W1, . . . ,Wn)]Ďh =
1
2
m∑
i=1
([Y i]Ďh − [Yi]Ďh)2 =
1
2
m∑
i=1
(
n∑
j=0
[oijWj]Ďh − [Yi]Ďh
)2
. (16)
Clearly, this is a problem of optimization of quadratic functions without constrains that can usually be solved by gradient
descent algorithm. In fact, denoting
[∇E(W )]Ďh =
([
∂E(W )
∂W0
]Ď
h
, . . . ,
[
∂E(W )
∂Wn
]Ď
h
)T
,
in order to solve Eq. (28), assume k iterations to have been done and get the kth iteration pointWk.
Remark 1. Since the Eq. (16) are quadratic functions, supposing 0 ≤ oij for i = 1, . . . ,m, j = 0, . . . , n, we rewrite these as
follows:
[E(W )]Ďh =
1
2
m∑
i=1
(
n∑
j=0
[oijWj]Ďh − [Yi]Ďh
)2
= 1
2
m∑
i=1
( n∑
j=0
oij[Wj]Ďh
)2
− 2[Yi]Ďh
n∑
j=0
oij[Wj]Ďh + ([Yi]Ďh)2

= 1
2
([W ]Ďh)TQ [W ]Ďh + ([B]Ďh)T [W ]Ďh + [C]Ďh,
where
Q =

m
m∑
i=1
oi1
m∑
i=1
oi2 . . .
m∑
i=1
oin
m∑
i=1
oi1
m∑
i=1
o2i1
m∑
i=1
oi1oi2 . . .
m∑
i=1
oi1oin
...
...
...
...
...
m∑
i=1
oin
m∑
i=1
oinoi1
m∑
i=1
oinoi2 . . .
m∑
i=1
o2in

,
[B]Ďh = ([b0]Ďh, [b1]Ďh, . . . , [bn]Ďh)T ,
[C]Ďh =
1
2
m∑
i=1
([Yi]Ďh)2,
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with [bj]Ďh = −
∑m
i=1 oij[Yi]Ďh. We have
[∇E(W )]Lh = Q [W ]Lh + [B]Lh, (17)
and
[∇E(W )]Uh = Q [W ]Uh + [B]Uh . (18)
To find the stationary point of [E(W )]h = ([E(W )]Lh, [E(W )]Uh ), we should put [∇E(W )]Lh = [∇E(W )]Uh = 0 ,
(0, 0, . . . , 0)T . When Q is positive definite matrices, the stationary point can be obtained as follows:
[W ∗]Ďh = −Q−1[B]Ďh. (19)
The Hessian matrices x this point are
[∇2E(W ∗)]Ďh = [∇(∇E(W ∗))]Ďh =

[
∂2E(W )
∂W 20
]Ď
h
[
∂2E(W )
∂W1∂W0
]Ď
h
. . .
[
∂2E(W )
∂Wn∂W0
]Ď
h[
∂2E(W )
∂W0∂W1
]Ď
h
[
∂2E(W )
∂W 21
]Ď
h
. . .
[
∂2E(W )
∂Wn∂W1
]Ď
h
. . . . . . . . . . . .[
∂2E(W )
∂W0∂Wn
]Ď
h
[
∂2E(W )
∂W1∂Wn
]Ď
h
. . .
[
∂2E(W )
∂W 2n
]Ď
h

W=W∗
= Q ,
which are positive definite matrices because Q is positive definite. From optimization theory, we known that [W ∗]h =
([W ∗]Lh, [W ∗]Uh ) = (−Q−1[B]Lh,−Q−1[B]Uh ), is the unique solution of the problem.
Remark 2. The above method is not very convenient in applications. Now we consider its explicit scheme. Since
[∇E(W )]Lh = Q [W ]Lh + [B]Lh and [∇E(W )]Uh = Q [W ]Uh + [B]Uh , then [∇E(Wk)]Lh = Q [Wk]Lh + [B]Lh and [∇E(Wk)]Uh =
Q [Wk]Uh + [B]Uh .
Hence we have [9,18,19]
Wk+1 = Wk +1Wk,
1Wk = −µ∇E(Wk), (20)
where k indexes the number of adjustments and µ is a fuzzy learning rate (a positive real number).
We know that [20]
([∇E(Wk+1)]Ďh)T [∇E(Wk)]Ďh = 0,
therefore we have [9]
(Q ([Wk]Ďh − [µk]Ďh[∇E(Wk)]Ďh)+ [B]Ďh)T (Q [Wk]Ďh + [B]Ďh) = 0.
Rearranging them, we have:
([∇E(Wk)]Ďh − [µk]ĎhQ [∇E(Wk)]Ďh)T [∇E(Wk)]Ďh = 0.
From these equations, we can easily get an expression for [µk]Lh and [µk]Uh :
[µk]Lh =
([∇E(Wk)]Lh)T [∇E(Wk)]Lh
([∇E(Wk)]Lh)TQ [∇E(Wk)]Lh
, (21)
and
[µk]Uh =
([∇E(Wk)]Uh )T [∇E(Wk)]Uh
([∇E(Wk)]Uh )TQ [∇E(Wk)]Uh
. (22)
Substituting these into equations
Wk+1 = Wk +1Wk,
1Wk = −µk∇E(Wk), (23)
where k indexes the number of adjustments and µk = ([µk]Lh, [µk]Uh ) is a learning rate, we have the explicit scheme
[Wk+1]Lh = [Wk]Lh −
([∇E(Wk)]Lh)T [∇E(Wk)]Lh
([∇E(Wk)]Lh)TQ [∇E(Wk)]Lh
[∇E(Wk)]Lh, (24)
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Fig. 2. Fuzzy neural network for approximating fuzzy nonlinear regression.
and
[Wk+1]Uh = [Wk]Uh −
([∇E(Wk)]Uh )T [∇E(Wk)]Uh
([∇E(Wk)]Uh )TQ [∇E(Wk)]Uh
[∇E(Wk)]Uh . (25)
We can also obtain similar relations for oij < 0 for i = 1, . . . ,m, j = 0, . . . , n and other cases.
4. The nonlinear regression model
We have postulated that the dependent fuzzy variable Y , is a function of the independent real variables x1, x2, . . . , xn.
More formally
f : Rn −→ E,
Yi = f (xi1, xi2, . . . , xin),
where i indexes the observations.
The objective is to estimate a fuzzy nonlinear regression (FNLR) model, express as follows:
Y i = A0eA1xi1+A2xi2+Anxin , (26)
where i indexes the different observations, A0, A1, . . . , An are fuzzy numbers and xi1, . . . , xin are real numbers. Let
A0, A1, . . . , An denote the list of regression coefficients (parameters). A0 is an optional intercept parameter and A1, . . . , An
are weights or regression coefficients corresponding to xi1, . . . , xin. By the above equation, we have
Ln Y i = Ln(A0)+ A1xi1 + A2xi2 + Anxin, (27)
where Ln is an increasing function. From interval arithmetic [14], the above operations on fuzzy numbers are written for
h-level sets as follows.
Input units:
oi0 = 1, oij = xij, j = 1, 2, . . . , n, i = 1, . . . ,m.
Output unit:
Ln[Y i]h = [Ln[Y i]Lh, Ln[Y i]Uh ] = [f ([Neti]Lh), f ([Neti]Uh )],
where f (x) = x is an increasing function. Hence we have
[Neti]h = [[Neti]Lh, [Neti]Uh ] =
[∑
j∈b
oij.[Wj]Lh +
∑
j∈c
oij.[Wj]Uh ,
∑
j∈b
oij.[Wj]Uh +
∑
j∈c
oij.[Wj]Lh
]
,
where [[A0]Lh, [A0]Uh ] = [e[W0]
L
h , e[W0]
U
h ], b = {j | oij ≥ 0}, c = {j | oij < 0}, b ∪ c = {0, . . . , n} and i = 1, . . . ,m.
We are interested in finding A0, A1, . . . , An of fuzzy nonlinear regression such that Y i approximates Yi for all i =
1, 2, . . . , n, closely enough according to some norm ‖.‖, i.e.,
min ‖[LnY i]Ďh − [Yi]Ďh‖, h ∈ [0, 1], (28)
hence
min dˆ(LnY i, Yi) for all i = 1, 2, . . . , n. (29)
Then, it becomes a problem of optimization. A FNN4 for solving Eq. (26) is given in Fig. 2.
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Table 1
Inputs and output data for Example 6.1.
x1 1 2 4 5 6
x2 2 3 4 5 8
Y (2, 4, 5) (3, 6, 8) (5, 8, 7) (7, 11, 14) (6, 13, 17)
Table 2
Numerical results for Example 6.1.
k W0(k) W1(k) W2(k)
1 (1.5, 1, 1) (1, 1, 1.5) (−0.3, 0.2, 0.8)
2 (1.5202, 1.0721, 1.0069) (1.0943, 1.3040, 1.5118) (−0.1943, 0.5672, 0.8301)
3 (1.5052, 1.5291, 1.3042) (1.5642, 1.1134, 0.5184) (−0.6108, 0.5868, 1.5995)
.
.
.
.
.
.
.
.
.
.
.
.
15 (1.6852, 1.8309, 1.1850) (1.6734, 1.2254, 0.3517) (−0.7068, 0.4901, 1.7612)
5. Algorithm
Step 1: Read K (number of iterations), Wj (fuzzy weights Wj are initialized values), {(xi1, . . . , xin, Yi)} for i = 1, 2, . . . ,m,
(real inputs and fuzzy target output).
Step 2: Compute [E(W0, . . . ,Wn)]h = [E(W0, . . . ,Wn)]Lh + [E(W1, . . . ,Wn)]Uh .
Step 3: Read µ (real learning rate) or compute µk = ([µk]Lh, [µk]Uh ) is a learning rate.
Step 4: The fuzzy weightW T = (W0, . . . ,Wn)T is updated by the Eq. (20) or Eq. (23).
Step 5: If k < K then k := k+ 1 and we continue the training by going back to Step 2, otherwise we go to Step 6.
Step 6: The training cycle is completed.
6. Numerical examples
To illustrate the technique proposed in this paper, consider the following examples.
Example 6.1. Consider the fuzzy data for a dependent fuzzy variable Y and two independent real variables x1 and x2 in
Table 1.
Using these data, develop an estimated fuzzy regression equation Y¯ = A0 + A1x1 + A2x2.
In the computer simulation of this example, we use the following specifications of the learning algorithm.
(1) Number of input units: 3 units.
(2) Number of output units: 1 unit.
(3) Stopping condition: K = 15 iterations of the learning algorithm.
The training starts with W0(1) = (1.5, 1, 1),W1(1) = (1, 1, 1.5) and W2(1) = (−0.3, 0.2, 0.8). Applying the proposed
method to the approximate solution of problem (10). Table 2 show the convergence behavior in the 15 iterations. Therefore
we have fuzzy regression equation
Y¯ = (1.6852, 1.8309, 1.1850)+ (1.6734, 1.2254, 0.3517)x1 + (−0.7068, 0.4901, 1.7612)x2.
Example 6.2. Consumer reports uses a survey to collect data on the annual cost of repairs for 5 makes and models of
automobiles. The fuzzy data are the fuzzy annual repair cost (dollar) and the age of the automobile (year), see Table 3.
Develop the estimated fuzzy nonlinear regression equation Y¯ = A0eA1x1 .
In the computer simulation of this example, we use the following specifications of the learning algorithm.
(1) Number of input units: 2 units.
(2) Number of output units: 1 unit.
(3) Stopping condition: K = 15 iterations of the learning algorithm.
The training starts withW0(1) = (95, 5, 5) andW1(1) = (0.1, 0.1, 0.1). Applying the proposedmethod to the approximate
solution of problem (10). Table 4 show the convergence behavior in the 15 iterations. Therefor we have fuzzy regression
equation
Y¯ = (108.6068, 9.8329, 15.1986)e(0.3070,0.0062,0.0059)x1 .
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Table 3
Age and repair for Example 6.2.
Age 1 2 3 4 5
Repair (139, 11, 19) (190, 26, 50) (340, 40, 18) (358, 18, 42) (470, 70, 115)
Table 4
Numerical results for Example 6.2.
k W0(k) W1(k)
1 (95, 5, 5) (0.1, 0.1, 0.1)
2 (101.2591, 3.3592, 3.5201) (0.3264, 0.0232, 0.0327)
3 (108.5870, 9.8132, 14.8135) (0.3067, 0.0059, 0.0044)
.
.
.
.
.
.
.
.
.
15 (108.6068, 9.8329, 15.1986) (0.3070, 0.0062, 0.0059)
Table 5
Numerical data and the estimation errors for Example 6.3.
Independent variable Response variable Errors in estimation
Tanaka Kao Neural network
1 (8.0, 1.8, 1.8) 62.4071 21.2671 19.9084
2 (6.4, 2.2, 2.2) 62.4071 21.2671 19.9084
3 (9.5, 2.6, 2.6) 10.6631 4.0022 4.0016
4 (13.5, 2.6, 2.6) 23.2031 32.1667 32.2214
5 (13.0, 2.4, 2.4) 28.1421 2.9535 2.9719
Total error 186.8226 81.6567 79.0118
Example 6.3. Kao et al. and Tanaka et al. [21,22] used an example to illustrate their regressionmodel, in that the explanatory
variable is crisp and the responses are triangular fuzzy numbers. That example has five sets of the (xi, Yi) observations, see
Table 5. For each fuzzy numbers, we use 11 h-cuts h = 0, 0.1, . . . , 1, where we calculate the error of each fuzzy output by
eY i =
1
2
∑
h
([Y i]Lh − [Yi]Lh)2 +
1
2
∑
h
([Y i]Uh − [Yi]Uh )2,
and total error by Eq. (15).
In the computer simulation of this example, we use the following specifications of the learning algorithm.
(1) Number of input units: 2 units.
(2) Number of output units: 1 unit.
(3) Stopping condition: K = 8 iterations of the learning algorithm.
The training starts with W0(1) = (1, 0.5, 0.5) and W1(1) = (0.3, 0.3, 0.2). Applying the proposed method to the
approximate solution of problem (10). In symbols, the fuzzy neural network model is:
Y FNN = (4.9499, 1.8399, 1.8398)+ (1.71, 0.16, 0.1601)x1.
In the study of Tanaka et al. [22], the results of theMin problem of h = 0 is used for comparison. The fuzzy regressionmodel
is:
Y T = (3.850, 3.850, 3.850)+ 2.100x1.
In the study of Kao et al. [21], the results of the fuzzy regression model is:
Y K = 4.808+ 1.718x1 + (0.118, 2.32, 2.32).
To compare the performance of these three methods in estimation, we apply to calculate the errors in estimating the
observed responses. Table 5 shows the errors in estimating the five observation for these three methods. The total error of
the fuzzy neural network method is 79.0118, which is obviously better than the total error of 81.6567 calculated from the
Kaomethod and the total error of 186.8226 calculated from the Tanakamethod. Fig. 3 depicts the estimations of these three
methods.
7. Summary and conclusions
Solving fuzzy linear regression (FLR) and fuzzy nonlinear regression (FNLR) by using universal approximators (UA), that
is, FNN is presented in this paper. The problem formulation of the proposed UAM is quite straightforward. To obtain the
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Fig. 3. Estimations of the fuzzy neural network, Tanaka and Kao methods.
‘‘Best-approximated’’ solution of FLRs and FNLRs, the adjustable parameters of FNN are systematically adjusted by using the
learning algorithm.
In this paper, we derived a learning algorithm of fuzzy weights of two-layer feedforward fuzzy neural networks whose
input–output relations were defined by extension principle. The effectiveness of the derived learning algorithm was
demonstrated by computer simulation of numerical examples. Computer simulation in this paper was performed for two-
layer feedforward neural networks using the back-propagation-type learning algorithm. If we use other learning algorithms,
wemayhave different simulation results. For example, some global learning algorithms such as genetic algorithmsmay train
fuzzy connection weights much better than the back-propagation-type learning algorithm.
This paper is one of the many different attempts to derive learning algorithms of fuzzy neural networks with crisp input,
fuzzy output and fuzzy weights. Extensions to the case of more general fuzzy weights are left for future studies.
The proposed method possesses several properties which makes it better, or at least more suitable, than the existing
methods. Firstly, the proposed method is able to handle non-triangular fuzzy observations. Secondly example three shows
that the fuzzy neural network method is better than of the previous studies, in terms of the sum of squared errors and the
precision in estimation.
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