Abstract-In this paper, the problem of identifying nonlinear systems under adaptive binary-valued output measurements is considered. We follow a nonparametric approach, which directly estimates the value of the nonlinear function representing the system at any fixed point with the help of a recursive kernel-based stochastic approximation algorithm with expanding truncations (SAAWET). The thresholds of the binary sensor are adaptively designed to achieve a sufficient richness of information in the output observations. The constructed estimates are proved to converge to the true values with probability one. Two numerical examples are given showing that the simulation results are consistent with the theoretical analysis.
I. INTRODUCTION

I
N THE past few years, the advent of modern technologies for the production and deployment of low-cost sensors has fostered the development of wireless sensor networks (WSNs). These networks usually consist of a medium-to-large number of sensors characterized by low-complexity, equipped with limited computation and communication capabilities and limited energy storage. WSNs have found application in many fields, such as traffic control, weather forecast, pollution control, environmental monitoring and surveillance. In general, however, the operational cost of such networks is still rather high, especially in the signal transmission phase, which causes high battery consumption. To cope with this issue, different greennetwork strategies have been developed in recent years to allow power saving and increase the lifetime of sensor batteries, as for instance sensor selection schemes (see [24] and references therein) which activate fewer sensors at a time. In parallel, many studies have concentrated on developing energy-efficient algorithms for information processing, focusing on the use of lowcomplexity (quantized or binary) messages. In this paper, we pursue this latter line of research, and study a nonlinear identification problem in the presence of sensors using only adaptive binary output measurements. Binary-valued sensors (BVSs) are characterized by low complexity (a single bit has to be transmitted), and usually present low operational costs. Moreover, BVSs now exist for diverse measurement needs, ranging from photoelectric sensors for positions, Hall-effect sensors for speed and acceleration, exhaust gas oxygen (EGO) sensors in automotive emission control, see [16] and references therein for an overview.
From a theoretical standpoint, the problem of quantized observations has been intensively studied in the recent years, for both estimation and control problems. In particular, numerous works are inspired by problems arising in the design of networked control systems, see, e.g., [17] , [38] and references therein, in consensus in networks with finite capacity channels and load balancing [4] , [13] , [18] , in quantized filtering in the context of sensor networks [19] , and in the stabilization of hybrid and switched systems [20] .
A typical binary sensor returns the values zero or one depending on whether the measured signal is smaller or larger than a given threshold. Clearly, the amount of information contained in a single binary observation is very limited: this renders the ensuing identification problem rather challenging, compared with the classical framework for system identification considered, for instance, in [6] , [21] .
Research on identification and control with binary-valued output observations has a long history, and for different classes of dynamic systems including linear systems, Hammerstein systems [39] , and Wiener systems [40] different problems have been considered in the literature, ranging from system identifiability, input design, to consistency of estimates, and time complexity of algorithms, see, e.g., [34] and [35] . Various approaches for the identification of dynamic systems with binary/quantized observations have been applied, including maximum likelihood [14] , set-membership [5] , and weighted least squares algorithm [10] . There are also some recent studies on adaptive control of linear systems with binary-valued output observations, e.g., [16] . It is immediate to observe that the {1, 0} binary information is equivalent to the sign observations {+1, −1}. Hence, there are evident connections between the identification with binary observations and the sign-filtering problem discussed, for instance, in [7] , [8] .
We now provide a brief review of the sign-filtering algorithm: let {y k , ϕ k } k ≥1 with y k ∈ R and ϕ k ∈ R p be stationary and ergodic random signals; the problem of sign-filtering is to find the minimizer of the 1 -cost
or equivalently, to find the zero point of the gradient function
where sgn(x) = +1 if x ≥ 0 and sgn(x) = −1 if x < 0. Since the gradient function g(θ) is unavailable and at time k we can only use its noisy observation ϕ k sgn(y k − θ T k ϕ k ), random optimization type algorithms, for example, stochastic approximation, can be used to solve the problem. Notice that
where I A is the indicator function of the set A. If we regard y k and ϕ k as the system output and input, respectively, and θ T k ϕ k as the threshold of the binary sensor for measuring the system output y k , then the estimation of θ in (1) essentially is an identification problem under binary-valued observations of {y k } k ≥1 with a sequence of time-varying thresholds { θ T k ϕ k } k ≥1 . Based on this idea, in [11] the stochastic approximation algorithm with expanding truncations (SAAWET, [7] ) is adopted to recursively identify the unknown parameters of linear systems with binaryvalued output observations. All estimates are shown to converge to their true values with probability one. Here we note that the sign-filtering algorithms and the stochastic approximation algorithms all belong to the stochastic optimization category, for which we refer to [22] , [27] , [31] for reference.
In the above-mentioned papers, the systems are either linear or parameterized, for example, in [39] and [40] , Hammerstein and Wiener systems with nonlinearities being polynomials or linear combinations of basis functions are considered. An important question that arises is the following: can we identify nonparametric nonlinear systems employing binary-valued output observations? In other words, can we directly estimate the value of the nonlinear function representing the system at any fixed point? This is referred to as Model on Demand in the literature [1] . Due to the nonparametric nature of this problem, the methods for identification of parameterized systems with binary-valued output observations cannot be directly applied. On the other hand, there have been a large number of contributions to the nonparametric identification of nonlinear systems, for instance, the direct weight optimization algorithm [29] , the stochastic approximation algorithm [41] , the local linear estimator [1] and its recursive version [42] , and many others including [2] , [30] . Further studies in this direction include the order estimation and variable selection of nonparametric nonlinear systems [3] , [43] . All these approaches require output measurements obtained by nonfaulty sensors. Overall, the difference between the parametric approach and the nonparametric approach for nonlinear systems identification lies in whether the nonlinearities h(·) in the system can be modeled by h(·) = h(·, θ) with θ being the unknown parameter or not, and correspondingly the identification algorithms fall into the estimation of θ or in the Model on Demand category.
The present work continues the research on nonparametric identification of nonlinear systems, but it differs from previous research by considering binary measurements of the system outputs. First, a modification to the SAAWET algorithm is proposed to recursively estimate the value of the nonlinear function of the system at any fixed point. Unlike the traditional signfiltering algorithms in [7] , [8] and the further developments in [5] , [10] , [11] , [14] , [35] , here we adopt a kernel function approach for weighted local average of observations. To this end, we adaptively design the thresholds of the output sensor to achieve a sufficient richness of information with binary observations. Second, under some mild conditions, the estimates are proved to be strongly consistent. To the best of our knowledge, this represents the first result on the nonparametric identification of nonlinear systems with binary-valued observations. This paper is an extended version of our early research [44] . In particular, detailed mathematical proofs of the main results are provided, while in [44] only sketched proofs are given. Moreover, a real-world simulation is presented in Example 2, regarding the identification of a liquid-saturated steam heat exchanger. Also, we here explicitly discuss the important case of inputs that are not independent and identically distributed (i.i.d.), see Remarks 5 and 6.
The remainder of the paper is organized as follows. The identification algorithms are defined in Section II. The main results of the paper are presented in Section III. A numerical example is given in Section IV, and some concluding remarks are made in Section V. The general convergence theorem (GCT) of SAAWET and two technical lemmas are given in the Appendix.
I. Notation
Let (Ω, F , P ) be a probability space, ω be an element in Ω, and E(·) be the expectation operator. Denote by f (·) the gradient of a function f (·). By sgn(x) we denote the sign function, i. 
II. KERNEL-BASED RECURSIVE IDENTIFICATION ALGORITHM
Consider the following nonlinear finite impulse response (FIR) system with binary-valued observations
where f (·) is a nonlinear function, u k and y k are the system input and output, respectively, ε k is the system noise, and p is the order of the system, i.e., the maximal time-delay of the input signal. The binary-valued observation z k is 0 or 1 depending on the sequence of time-varying thresholds {c k } k ≥1 . In this paper, we assume that these thresholds can adaptively be tuned on-line. The design of such thresholds represents a key point of the recursive identification scheme, and will be specified later on. We remark that the time-varying threshold technique is widely adopted in identification and adaptive control, filtering and state estimation, signal processing, see, e.g., [16] , [26] , [28] , [36] , [38] . All these works, however, deal with linear systems only. Let us define the vectors
The identification task for system (3a) consists of: i) adaptively choosing the thresholds {c k } k ≥1 and ii) estimating the value of
Since the function f (·) in (3a) is nonlinear, clearly not all {u k , z k } k ≥1 are useful for estimating the value f (ϕ * ) and only those data "close" to ϕ * contain useful information. To this end, we introduce a sequence of kernel functions,
where b k = 1 k δ for some δ ∈ (0, 1) and w(·) is a probability density function (pdf).
From the definition of the kernel we find that the {w k (ϕ * )} k ≥1 actually determine the weights of data according to their distances from the given point. If ϕ k is "far away" from ϕ * , then it will be neglected because the kernel w k (ϕ * ) is close to zero. On the other hand, as the total number k of the observed data goes to infinity, the number of data located in the neighborhood of ϕ * also increases. This explains the role of the kernel functions in the nonparametric identification problem. Widely used pdfs w(·) serving as kernels include the Gaussian, the Epanechnikov, the triangle, and the rectangle [12] .
Denote the estimate of f (ϕ * ) at time k by f k (ϕ * ). In the proposed identification scheme, the threshold c k of the sensor at time k is set to be c k = f k (ϕ * ). Then, with the observa-
is generated by the following algorithm: Remark 1 (SAAWET Algorithm): Algorithm 1 is a special case of SAAWET algorithm, see the Appendix where the standard form of the algorithm is reported (58)- (60), and the general Algorithm
Select an arbitrary initial value
be a sequence of positive numbers strictly-increasing to ∞.
Compute the recursion
convergence theorem (GCT) is recalled for completeness. The reader interested in details is referred to [7, Ch. 1, 2] . In particular, we remark that in (7a) the x * appearing in (58) is set to 0, a k is the stepsize, σ k represents the number of truncations that have occurred up to time k and M σ k is the truncation bound when the (k + 1)-th estimate is generated. Under mild assumptions, it can be shown that the number of truncations in Algorithm 1 is finite, or equivalently, the algorithm coincides with the conventional Robbins-Monro (RM) algorithm [23] after a finite number of steps. By using the expanding truncation technique, the conditions required for convergence of SAAWET are significantly weaker than those for the RM algorithm.
Remark 2 ( 1 -Optimization Algorithm): By the properties of the kernel and Lemma A2 given in the Appendix, it can be proved that
where c is a positive constant and x is deemed as the function argument. Thus, asymptotically, the function value
Algorithm 1 can be rewritten as
Thus, Algorithm 1 can be regarded as a nonlinear 1 -optimization algorithm.
Remark 3 (Adaptive Thresholds):
In Algorithm 1 the thresholds for the binary sequence are chosen to be a time-
Compared with the constant threshold C adopted in [34] , [39] , the time-varying threshold can be regarded as an additional dither signal d k entering into the system, i.e., I [yk
The motivation of this technique comes from the well-studied self-tuning regulator [15] : in the ideal case, it is reasonable to choose the binary sensor as
However, f (ϕ * ) is unknown and we replace it with its estimate f k (ϕ * ). A discussion on the necessity and advantage of the adaptively designed thresholds for identification and control of systems with binary-valued observations can be found in [5] , [16] , [37] .
Remark 4 (NARX Systems): Let us consider the following nonlinear autoregressive system with exogenous inputs (NARX) system, which clearly is an infinite impulse response (IIR) process ]
where the function m(·) describes the nonlinear dynamics of the system. For system (9) , y k is not available when the system output is observed with a binary-valued sensor. Thus, the kernel function for this case cannot be calculated and it is not easy to apply the algorithms (7a)-(7b) for its identification. In [41] , [42] , a structural condition is imposed under which the stochastic stability and ergodicity of system (9) are achieved. More precisely, by denoting
system (9) is rewritten as
The structural condition used in [41] , [42] is
where 0 < λ < 1, C > 0, and · ν denotes some vector norm in R q . Under (11) the system (9) is proved to be asymptotically stationary. Notice that the NARX system satisfying (11) is a generalization of the stable linear autoregressive system with exogenous inputs (ARX). For the NARX system (9) satisfying (11), we have the following relationships:
Assuming
which tends to zero as p increases. This means that the nonlinear IIR system (9) can be well approximated by a nonlinear FIR system with large order p. This is an important observation since it allows us to reasonably implement the proposed algorithm for large values of p even in the case of IIR systems.
In the next section, we introduce conditions to be imposed on the system to prove strong consistency of the estimates
III. STRONG CONSISTENCY OF ESTIMATES
Let the input {u k } k ≥1 be a sequence of i.i.d. random variables with Eu 2 k < ∞ and with a bounded and continuous probability density function (pdf) denoted by f u (·). The pdf of the regressor sequence {ϕ k } k ≥1 exists and is denoted by q(·). Assume q(·) is positive at ϕ * . We make the following assumptions on the system. A1) The function f (·) in (3a) is measurable, locally bounded, and continuous at ϕ * ; A2) {ε k } k ≥0 is a sequence of i.i.d. random variables with pdf f ε (·) such that f ε (0) > 0 and f ε (·) is symmetric, continuous, and bounded on R; A3) {u k } k ≥1 and {ε k } k ≥1 are mutually independent. We now specify w(·) and {b k } k ≥1 which appear in (6) and Let us define
Lemma 1: Assume that A1)-A3) hold. Then
and f (ϕ * ) is the unique zero of F (x). Proof: See the Appendix. We now prove the almost sure convergence of Algorithm 1. To this end, we first need the following technical lemma.
Lemma 2: Assume A1) and A2) hold and
Then, for any fixed T j , it holds that for all k sufficiently large:
where m(n k , T j ) is defined by (62). Proof: First, by the definition of m(n k , T j ) given in (62), we have (64) and (66) given in the appendix, it follows that
for some constants C 1 > 0 and C 2 > 0. Consider first the case where the number of truncations for Algorithm 1 is finite. Then, for some sufficiently large k, there is no truncation for f i (ϕ * ), i ≥ n k and thus
which, combined with (18), gives
We now consider the case where the number of truncations σ k for Algorithm 1 tends to infinity.
which indicates that there is no truncation for f i (ϕ * ), i = n k , . . . , m(n k , T j ) + 1. In other words, f i+1 (ϕ * ) is expressed by (19) for i = n k , . . . , m(n k , T j ) + 1. Then by (18) we again obtain (17) 
is a convergent subsequence generated by (7). Theorem 1: Assume A1)-A2) hold. Then
where
is generated by (7). Proof: Denote by S a countable set dense in R. By Lemma A2 given in the Appendix, there exists an ω-set Ω 0 with P {Ω 0 } = 1 such that for any ω ∈ Ω 0 , (67) and (68) is the fifth-order product space of S. In the following analysis, we focus on the trajectories belonging to
with T j > T j +1 be a sequence of positive constants tending to zero. Let {ε(l)} l≥1 be a sequence of positive constants with {ε(l)} l≥1 ⊂ S and
The relation in (7a) can be rewritten as
for any real function F (·), in particular, for F (·) given by (14) , where
Since f (ϕ * ) is the unique root of F (·) by Lemma 1, by GCT of SAAWET given in the Appendix, for (22) it suffices to verify the stability condition C2) and the noise condition C3).
Define
Then for any x = f (ϕ * ),
which implies
From (26) and (27) we know that the function v(x) is differentiable for all x ∈ R. By symmetry of f ε (·) and f ε (0) > 0, from (14) it follows that
(28) Based on (26) and (28) we derive the following equation:
for any 0 < δ < Δ. Further, for v(x) defined by (25) , there is a positive constant c 0 such that
From (29) and (30) it is seen that C2), required by the GCT of SAAWET given in the Appendix, is satisfied for Algorithm 1. Next, we verify that for the noise e k +1 defined by (24)
where {T j } j ≥1 is defined at the beginning of the proof. By noticing that θ is the limit point of the subsequence { f n k (ϕ * )} k ≥1 and {θ(n)} n ≥1 also converges to θ, the noise e k +1 defined by (24) can be rewritten as
Next, we verify (31) with e i+1 replaced by I s,i+1 (n), s = 1, . . . , 5. We begin with I 1,i+1 (n). The following holds:
It is clear that
By Lemma 2, we have
for any fixed l < n k . Therefore, we conclude
By (68) given in the Appendix, we know that
From the definition of the kernel, we have and letting k → ∞, we see that
Recall that T j −→ j →∞ 0 and ε(l) −→ l→∞ 0. Letting j, l, and n tend to infinity, from (44) we obtain the following result:
Combining (41)- (45) and using the fact that
We now consider I 2,k +1 (n). By (67) established in the Appendix, it follows that
as k → ∞, and hence
For I 3,k +1 (n), we have the following equalities:
Similar to (39) we have
which converges to zero by first letting k → ∞ and then n → ∞
Combining (49)- (50) we have that
By (15), it follows that
Finally, for I 5,k +1 , we have that for
By Lemma 2 and the assumption that f n k (ϕ
where o(1) tends to zero as k → ∞. Based on the above analysis and the fact
From (46), (48), (51), (52), and (54), we obtain (31). Then by Theorem A1 given in the Appendix, we derive the almost sure
For the almost sure convergence of { f k (ϕ * )} generated by (7), in the above analysis we required the inputs be i.i.d. However, from the proof it is seen that the i.i.d. assumption is only used in Lemma A2 for establishing (64)-(68). It is important to note that to ensure (64)-(68), and hence to ensure strong consistency of the estimates, it is possible to relax the conditions on the inputs. To this end we make the following additional assumptions:
B3) The sequence {ϕ k } k ≥1 is geometrically ergodic, i.e., there exists an invariant probability measure P IV (·) on (R p , B p ) and some constants c 1 > 0 and 0
is the marginal distribution of ϕ k and · var is the total variation norm of a sign measure. P IV (·) has a bounded pdf, denoted by f IV (·), which is positive at ϕ * . B4) {ϕ k } k ≥1 is an α-mixing process with mixing coef-
for some c 2 > 0 and 0 < ρ 2 < 1, and E ϕ k 2 < ∞ for k ≥ 1. Clearly, the mixing conditions on {ϕ k } k ≥1 include the i.i.d. assumption on the inputs as a special case. Following a similar discussion as Lemma 3 in [41] , we can prove (64)-(68) and thus we conclude that (22) holds under assumptions A1), A2), B3), B4). Remark 6: In existing papers on identification with binaryvalued output observations, e.g., [34] , [39] , the inputs are usually selected as periodic signals and the distribution of {ε k } k ≥1 is required to be known. However, from Example (ii) of the simulation study, we see that these assumptions may not hold for some practical systems. This is why we consider the identification of dynamic systems with binary observations under some other system settings. We remark that in this paper we do not assume a full knowledge of the distribution of {ε k } k ≥1 , but we use the i.i.d. or mixing-type input signals for sufficient excitation of the system. The performance of the proposed algorithms and reasonableness of the system settings are verified by simulation examples in the next section.
Remark 7: In the above identification algorithm, we choose the stepsize sequence as {a k = 1/k} k ≥1 , which is standard in stochastic approximation. In fact, by the same analysis as Lemma 4 in [42] , we can prove that Lemma A2 holds for
where the positive constant δ is defined in the kernel w k (ϕ * ), and then by carrying out the same proof as Theorem 1, we can prove that the almost sure convergence of the estimates still holds with the stepsize sequence {a k } k ≥1 satisfying the above requirement.
IV. NUMERICAL EXAMPLES
Example (i) Consider the following system
where {u k } k ≥1 and {ε k } k ≥1 are i.i.d. and they are mutually independent, u k ∈ N (0, 1), ε k ∈ N (0, σ 2 ). It is easy to verify that A1) and A2) hold. Let both {y 
For comparison of the performance of the identification algorithms, we choose the stepsize a k as 1/k, 1/k 0.9 , 1/k 0.8 , and 1/k 0.75 , respectively, and the standard deviation σ of the noise as 0.5 and 1, respectively. Clearly, the chosen stepsizes meet the requirements in Remark 7. Table I shows the quality of fitness (QoF) of the estimates at k = 3000 calculated as
with different choices of stepsize and different magnitude of noise variance. Fig. 1 shows the estimated surface f k (y (i) , u (j ) ) and the magnitude of the estimation error
and σ = 0.5 while Fig. 2 shows the estimated surface and the magnitude of the estimation error at k = 3000 with a k = 1/k 0.75 and σ = 1. From this example, we can see that the choice of stepsize and the magnitude of noise variance will affect the convergence rate as well as the finite sample performance of the identification algorithm. These phenomena indicate some interesting problems for future research.
Example (ii) We test the performance of the proposed algorithms on a real world example: a liquid-saturated steam heat exchanger [25] , where the input is the liquid flow rate and the output is the outlet liquid temperature. These data are obtained from [32] .
The data set contains 7500 pairs of samples, denoted by {u k , y k } 7500 k =1 . Since there is no information describing the exact mathematical relationship between {u k } 7500 k =1 and {y k } 7500 k =1 , in order to test the performance of the algorithms we model the system as a first-order and a second-order nonlinear FIR system, (1) (·) and f (2) 
In the simulation, we choose the standard Gaussian density function to serve as the kernel and the data set {u k , y k } 7500 k =1
is divided into two parts: the first 6000 samples are used to obtain the estimates of the nonlinear functions, denoted by f (i) (·), i = 1, 2, while the last 1500 samples are used for prediction. In z denote the predicted outputs f (1) 
generated by the first-order system (56) and the second-order system (57), respectively. Table I shows the quality of fitness (QoF) of the estimates calculated as Table I it is seen that the predicted outputs generated from the first-and the second-order systems approximate the true outputs quite well.
V. CONCLUDING REMARKS
For the nonparametric identification of nonlinear systems with binary-valued output observations, the kernel-based SAAWET algorithm is proposed to recursively estimate the value of the nonlinear function representing the system at any fixed point, and the strong consistency of estimates is established. Due to the nonlinearity of the system, we need to assign a threshold at each point of interest. This is different from linear systems for which the parameters are identical over the whole space. On the other hand, the distributed manner of designing the thresholds may find natural connections with networked systems, for which identification is an important problem for future research. Other open problems which deserve further study include the following: 1) In this paper we assume the system is FIR. According to Remark 4, it may be reasonable to implement the algorithm proposed for the FIR systems with sufficiently large p to the infinite impulse response (IIR) systems. However, characterizing the effect of the approximation error would be an interesting topic for future research. Meanwhile, it is also of interest to directly consider the identification of IIR systems without using FIR systems approximation.
2) It is of interest to consider the nonparametric identification of Hammerstein and Wiener systems with binary-valued output observations. 3) As pointed out in Remark 4, an NARX system (IIR) can be well approximated by a nonlinear FIR system with large order p. On the other hand, due to the curse of dimensionality, for identifying a nonlinear FIR system with large order, we need a large number of observations to obtain reliable estimates. How to balance between the order p and the data set size is an important topic. A possible solution is the order estimation and variable selection, which have not been well studied for stochastic nonlinear systems. 4) Other problems related to the proposed identification algorithm are its convergence rate and asymptotic normality. Since the identification algorithm belongs to the stochastic approximation and nonparametric estimation category, according to the corresponding results in [7] , [31] , and [33] , the convergence rate and asymptotic normality depend not only on the step size sequence {a k } k ≥0 , the observation noise e k +1 (see equation (32)) involved in the algorithm, but also on the nonlinear function f (·) in the system (3a). However, in order to directly apply the results contained in the above papers, we need to address the following difficulties: the noise e k +1 defined by (32) consists of not only the random noise ε k +1 but also the structural error f k (ϕ * ), and meanwhile the function sgn(·) appearing in e k +1 is nonsmooth. These problems may lead to some other important properties associated with the identification algorithm and we will consider these problems in the successive studies.
APPENDIX
For convenience of reading, we first formulate the general convergence theorem (GCT) of SAAWET [7] and include a technical result from probability theory [9] .
Let us consider the case where the root
be a sequence of positive numbers increasingly diverging to infinity and let {x k } k ≥1 be given by the following algorithm
We will use the following conditions. C1) a k > 0, a k −→ 
C4) f (·) is measurable and locally bounded. Theorem A1 ( [7] ) Assume that C1), C2), and C4) hold. Then For the kernel w k (ϕ * ), carrying out a similar discussion as Lemma 4 in [42] , we establish the following results.
Lemma A2 Assume that A1) and A2) hold. Then
for any measurable function h(x) which is continuous at ϕ * and R p w α (s)|h(s)|ds < ∞ for some positive constant α ∈ (0, 1),
and 
for any fixed constants c > 0, T > 0, z > 0, x, and y.
Proof of Lemma 1
From the definition of F k +1 (x) given by (13), we have
By Lemma A1 and the assumption that {ϕ k } k ≥1 and {ε k } k ≥1 are mutually independent, for the conditional expectation it holds that
Combining (69) with (70) we obtain , from (71) we further have
by the Dominated Convergence Theorem [9] and the fact that
Since the pdf f ε (·) is symmetric, it immediately follows that F (f (ϕ * )) = 0. By the assumption that f ε (·) is continuous and f ε (0) > 0, it holds that
for ∀ x = f (ϕ * ). Thus F (·) defined by (14) has a unique zero at x 0 = f (ϕ * ).
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