We introduce a new variation on the domination theme which we call vertex domination as reducing waste of time in transportation planning and optimization of transport routes. We determine the vertex domination number γ v for several classes of fuzzy graphs. The bounds is obtained for it. In fuzzy graphs, monotone decreasing property and monotone increasing property are introduced. We prove both of the vizing's conjecture and the Grarier-Khelladi's conjecture are monotone decreasing fuzzy graph property for vertex domination. We obtain Nordhaus-Gaddum (NG) type results for these parameters. The relationship between several classes of operations on fuzzy graphs with the vertex domination number of them is studied. Finally, we discuss about vertex dominating set of a fuzzy tree by using the bridges and α-strong edges equivalence.
Introduction

1
In 1965, Zadeh published his seminal paper "fuzzy sets" (Ref. [40] ) as a way for 2 representing uncertainty. In 1975, fuzzy graphs were introduced by Rosenfeld (Ref. [39] ) 3 and Yeh and Bang (Ref. [40] ) independently as fuzzy models which can be used in 4 problems handling uncertainty. In 1998, the concept of domination in fuzzy graphs was 5 introduced by A. Somasundaram and S. Somasundaram (Ref. [35] ) as the classical 6 problems of covering chess board with minimum number of chess pieces. They defined 7 domination in fuzzy graph by using effective edges (Refs. [35] and [36] ). The works on 8 domination in fuzzy graphs were also done such as domination (Refs. [19] and [27] ), 9 strong domination (Refs. [18] and [21] ), (1, 2)-vertex domination (Ref. [34] ), 10 2-domination (Ref. [28] ), connected domination (Ref. [20] ), total domination (Ref. [22] ), 11 Independent domination (Ref. [30] ), Complementary nil domination (Ref. [13] ), Efficient 12 domination (Ref. [38] ), strong (weak) domination (Ref. [29] ) and etc.
µ is a fuzzy relation on V and ∧ denote the minimum. We call σ the fuzzy vertex set of 73 G and µ the fuzzy edge set of G, respectively. We consider fuzzy graph G with no loops 74 and assume that V is finite and nonempty, µ is reflexive (i.e., µ({x, x}) = σ(x), for all 75 x) and symmetric (i.e., µ({x, y}) = µ({y, x}), for all x, y ∈ V ). In all the examples σ 76 and µ is chosen suitably. In any fuzzy graph, the underlying crisp graph is denoted by 77 G * = (V, E) where V and E are domain of σ and µ, respectively. The fuzzy graph 78 H = (τ, ν) is called a partial fuzzy subgraph of G = (σ, µ) if ν ⊆ µ and τ ⊆ σ. Similarly, 79 the fuzzy graph H = (τ, ν) is called a fuzzy subgraph of G = (V, σ, µ) induced by P in if 80 P ⊆ V, τ (x) = σ(x) for all x ∈ P and ν({x, y}) = µ({x, y}) for all x, y ∈ P. For the sake 81 of simplicity, we sometimes call H a fuzzy subgraph of G. We say that the partial fuzzy 82 subgraph (τ, ν) spans the fuzzy graph (σ, µ) if σ = τ. In this case, we call (τ, ν) a 83 spanning fuzzy subgraph of (σ, µ).
84
For the sake of simplicity, we sometimes write xy instead of {x, y}.
85
A path P of length n in is a sequence of distinct vertices u 0 , u 1 , · · · , u n such that 86 µ(u i−1 , u i ) > 0, i = 1, 2, · · · , n and the degree of membership of a weakest edge is 87 defined as its strength. If u 0 = u n and n ≥ 3 then P is called a cycle and P is called a 88 fuzzy cycle, if it contains more than one weakest edge. The strength of a cycle is the 89 strength of the weakest edge in it. The strength of connectedness between two vertices x 90 and y in is defined as the maximum of the strengths of all paths between x and y and is 91 denoted by µ ∞ G (x, y).
92
A fuzzy graph G = (V, σ, µ) is connected if for every x, y in V, µ ∞ G (x, y) > 0.
93
Note that µ G (x, y) is the strength of connectedness between x and y in the fuzzy The cartesian product in Ref. ( [25] , Proposition 2.1, pp. 160, 161) G = G 1 × G 2 of 125 two fuzzy graphs G i = (V i , σ i , µ i ), i = 1, 2 is defined as a fuzzy graph 126 G = (V × V, σ 1 × σ 2 , µ 1 × µ 2 ) where 127 E = {{uu 2 , uv 2 }|u ∈ V 1 , u 2 v 2 ∈ E 2 } ∪ {{u 1 w, v 1 w}|u 1 v 1 ∈ E 1 , w ∈ V 2 }. Fuzzy sets 128 σ 1 × σ 2 and µ 1 × µ 2 are defined as (σ 1 × σ 2 )(u 1 , u 2 ) = σ 1 (u 1 ) ∧ σ 2 (u 2 ) and 129 ∀u ∈ V 1 , ∀u 2 v 2 ∈ E 2 , (µ 1 × µ 2 )({uu 2 , uv 2 }) = σ 1 (u) ∧ µ 2 (u 2 v 2 ) and 130 ∀u 1 v 1 ∈ E 1 , ∀w ∈ V 2 , (µ 1 × µ 2 )({u 1 w, v w }) = µ 1 (u 1 v 1 ) ∧ σ 2 (w).
131
The union G = G 1 ∪ G 2 in Ref. ( [25] , Proposition 3.1, pp. 166, 167) of two fuzzy 132 graphs G i = (V i , σ i , µ i ), i = 1, 2 is defined as a fuzzy graph 133 G = (V 1 ∪ V 2 , σ 1 ∪ σ 2 , µ 1 ∪ µ 2 ) where E = E 1 ∪ E 2 . Fuzzy sets σ 1 ∪ σ 2 and µ 1 ∪ µ 2 are 134 defined as (σ 1 ∪ σ 2 )(u) = σ 1 (u) if u ∈ V 1 − V 2 , (σ 1 ∪ σ 2 )(u) = σ 2 (u) if u ∈ V 2 − V 1 , and 135 (σ 1 ∪ σ 2 )(u) = σ 1 (u) ∨ σ 2 (u) if u ∈ V 1 ∩ V 2 . Also (µ 1 ∪ µ 2 )(uv) = µ 1 (uv) if 136 uv ∈ E 1 − E 2 and (µ 1 ∪ µ 2 )(uv) = µ 2 (uv) if uv ∈ E 2 − E 1 , and
where E = E 1 ∪ E 2 ∪ E and E is the set of all edges 141 joining vertices of V 1 with the vertices of V 2 , and we assume that V 1 ∩ V 2 = ∅. Fuzzy 142 sets σ 1 + σ 2 and µ 1 + µ 2 are defined as (σ 1 + σ 2 )(u) = (σ 1 ∪ σ 2 )(u) and
145
Remark 2.1. For the sake of simplicity, we do sometimes saying σ(x) and µ(xy) with 146 different literature, e.g. value, weight, membership value and etc. 
Main Results
148
In this section, we provide the main results.
149
In what follows, the motivation of this research work is presented.
150
At first, we compare our new definition with previous definitions about domination 151 in fuzzy graphs. We do this comparison on constructing both of "number" and "set" by 152 attention to mathematical concepts and applications. roads. Now, we opt some roads which have a highest privilege between other paths. In 196 our terminology, we call these roads by α-strong arcs. If these roads deleted, the 197 maximum privilege of all paths decrease between two cities. Thus we pay attentions to 198 these special roads. Every city outside of the set of special cities must be connected to 199 at least one special cities by the special road. For constructing the number of this fuzzy 200 model, we assign to each special cities, a new privilege which is obtained from 201 summation its previous privilege with amount of power of privilege of special roads to 202 others. Finally, we opt the set which summation of privilege of its cities are the 203 minimum. We call it by vertex dominating set. We also get a number which state other 204 presentation of this fuzzy model with respect to privileges of cities, privileges of all roads 205 and privileges of all special roads. This number is called by vertex domination number. 206 Now, we will bring the old definitions which serves as a foundation of the rest
207
comparison with the newest.
208
In 1998, the concept of effective domination in fuzzy graphs was introduced by A.
209
Somasundaram and S. Somasundaram (Ref. [35] ) as the classical problems of covering 210 chess board with minimum number of chess pieces.
211
Definition 3.1 (Ref. [35] , Definition 2.9, p. 3). Let G = (σ, µ) be a fuzzy graph.
212
Then D ⊆ V is said to be effective dominating set, if for every
. Let S be the set of all effective dominating 214 sets in G. The effective domination number of G is defined as min D∈S (Σ u∈D σ(u)) 215 and it is denoted by γ(G).
216
In 2010, the concept of 2-strong(weak) domination in fuzzy graphs was introduced 217 by C. Natarajan and S.K. Ayyaswamy (Ref. [29] ) as the extension of strong (weak) 218 domination in crisp graphs.
219
Definition 3.2 (Ref. [29] , p. 1035). Let G = (σ, µ) be a fuzzy graph. Then D ⊆ V is 220 said to be 2-strong(weak) dominating set, if for every
. Let S be the set of all 2-strong(weak) dominating sets in G. The 2-strong(weak) domination number of
223
G is defined as min D∈S (Σ u∈D σ(u)) and it is denoted by γ sf (G)(γ wf (G)).
224
In 2014, the concept of 1-strong domination in fuzzy graphs was introduced by O.T. 225 Manjusha and M.S. Sunitha (Ref. [19] ) as the extension of domination in fuzzy graphs 226 with strong arcs.
227
Definition 3.3 (Ref. [19] , Definition 4.1(c), p. 3208). Let G = (σ, µ) be a fuzzy graph. 228 Then D ⊆ V is said to be 1-strong dominating set, if for every
. Let S be the set of all 1-strong dominating 230 sets in G. The 1-strong domination number of G is defined as min D∈S (Σ u∈D σ(u)) 231 and it is denoted by γ Sn (G).
232
In 2015, the concept of 2-domination in fuzzy graphs was introduced by A. Nagoor 233 Gani and K. Prasanna Devi (Ref. [28] ) as the extension of 2-domination in crisp graphs. 234 Definition 3.4 (Ref. [28] , Definition 3.1, p. 120). Let G = (σ, µ) be a fuzzy graph.
235
Then D ⊆ V is said to be 2-dominating set, if for every v ∈ V − D, there exists two 236 nodes like u in D such that µ(uv) = µ ∞ G (u, v). Let S be the set of all 2-dominating sets 237 in G. The 2-domination number of G is defined as min D∈S (Σ u∈D σ(u)) and it is 238 denoted by γ 2 (G).
239
In 2015, the concept of strong domination in fuzzy graphs was introduced by O.T.
240
Manjusha and M.S. Sunitha (Ref. [18] ) as reduction of the value of old domination 241 number and extraction of classic results.
242
Definition 3.5 (Ref. [18] , Definition 3.1, p. 372). Let G = (σ, µ) be a fuzzy graph.
243
Then D ⊆ V is said to be strong dominating set, if for every 
248
In 2016, the concept of (1, 2)−domination in fuzzy graphs was introduced by N.
249
Sarala and T. Kavitha (Ref. [34] ) as the extension of (1, 2)−domination in crisp graphs. 250 Definition 3.6 (Ref. [34] , Definition 3.1, p. 16502). Let G = (σ, µ) be a fuzzy graph. 251 Then D ⊆ V is said to be (1, 2)−dominating set, if for every v ∈ V − D, there exists 252 at least one node in D at distance 1 from v and a second node in D at distance almost 253 2 from v. Let S be the set of all (1, 2)−dominating sets in G. The (1, 2)−domination 254 number of G is defined as min D∈S (Σ u∈D σ(u)) and it is denoted by γ (1,2) (G).
255
a few researchers studied other domination variations which are based on above 256 definitions, e.g. connected domination (Ref. [20] ), total domination (Ref. [22] ),
257
Independent domination (Ref. [30] ), Complementary nil domination (Ref. [13] ), Efficient 258 domination (Ref. [38] ). So we only compare our new definition with the fundamental 259 dominations which are defined above.
260
The vertex domination number of a fuzzy graph is defined in a classic way, 261 Definition (3.7), (3.9), (3.10) as reducing waste of time in transportation planning and 262 optimization of transport routes.
263
Definition 3.7. Let G = (σ, µ) be a fuzzy graph on V. Let x, y ∈ V. We say that x 264 dominates y in G as α-strong if the arc {x, y} is α-strong.
265
Example 3.8. Let (σ, µ) be a fuzzy graph. By attention to it In Figure ( concept to a set, is as follows. We also say Σ u∈S (w v (u)), vertex weight of S, for every 272 S ⊆ V and it is denoted by w v (S). Now, let U be the set of all α-strong dominating 
277
Example 3.11. Let G = (σ, µ) be a fuzzy graph. In Figure ( 3), the set {v 2 , v 3 } is the 278 α-strong dominating set. This set is also vertex dominating set in fuzzy graph G. Hence 279 γ v (G) = 1.75 + 0.9 + 0.7 = 3.35. So γ v (G) = 3.35.
280
The comparison between old definitions and our new definition about domination in 281 fuzzy graphs can be discussed by structures of terms "dominating set", and
282
"domination number".
283
Dominating set. The structure of "dominating set" only depend on the type arc 284 which is used in constructing it. We use the type of arc which is equivalent with 285 bridge. This type of arc in comparison to other type arcs which are used in old 286 definition, is more useful from mathematical and applicational perspective as 287 mentioned in the first of this section. Hence these problems cause motivation for 288 us to changing the type of arc which construct "dominating set". (2) . In this fuzzy model,344 we have γ s = 0.2, γ Sn = 1.6,
It is well known and generally accepted that the problem of determining the 349 domination number of an arbitrary graph is a difficult one. Because of this, researchers 350 have turned their attention to the study of classes of graphs for which the domination 351 problem can be solved in polynomial time.
352
We determine vertex domination number for several classes of fuzzy graphs consists 353 of complete fuzzy graph, Proposition (3.16), empty fuzzy graph, Proposition (3.17), star 354 fuzzy graph, Proposition (3.19), complete bipartite fuzzy graph, Proposition (3.20) . Theorem 3.14. If G is a complete fuzzy graph such that there exists exactly one path 356 with strength of µ ∞ (u, v), then all arcs are α-strong.
357
Proof. Let G = (σ, µ) be a complete fuzzy graph, i.e. K σ . The strength of path P from 358 u to v is of the form
It means the arc uv is α-strong. The result 361 follows.
362
Theorem 3.15. If G is a complete bipartite fuzzy graph such that there exists exactly 363 one path with strength of µ ∞ (u, v), then all arcs are α-strong.
364
Proof. Let G = (σ, µ) be a complete bipartite fuzzy graph, i.e. K σ1,σ2 . All arcs of 365 K σ1,σ2 are only from V 1 to V 2 . Also, this fuzzy graph is complete. Hence the theorem is 366 proved by analogous to proof of Theorem (3.14). Proof. Since G is a complete fuzzy graph, all arcs are α-strong by theorem (3.14) and 
374
Proof. Since G is edgeless, Hence V is only α-strong dominating set in G and none of 375 arcs are α-strong. so we have
Definition (3.10). so we can write γ v (K n ) = p by our notations.
377
Figure 3. Vertex domination
It is interesting
378
to note the converse of Proposition 379 (3.17) that does not hold.
380
Example 3.18. We show the converse of Proposition (3.17) does not hold. For this purpose, Let 
Proof
are center and leaves of G, for 1 ≤ i ≤ n respectively. So G * = K * 1,n is underlying crisp 390 graph of G. {u} is vertex dominating set in G and all arcs are α-strong by Theorem 391 (3.15) and due to G is bipartite fuzzy graph. Hence the result follows. xy ∈ E. Let µ be the fuzzy subset of E such that µ (xy) = 0 and µ = µ otherwise.
406
Then (3) ⇔ (2) ⇔ (1) :
407
(1) xy is a bridge;
408
(2) µ ∞ (x, y) < µ(xy);
409
(3) xy is not the weakest edge of any cycle.
410
Corollary 3.23. Let G = (σ, µ) be a fuzzy graph. Let xy ∈ E. xy is a α-strong edge if 411 and only if xy is a bridge.
412
Proof. Obviously, The result is hold by Theorem (3.22).
413
Proposition 3.24. Let (σ, µ) be a fuzzy graph. If the arc uv is M -strong, then
Proof. Let G = (σ, µ) be a fuzzy graph. The strength of path P from u to v is of the
The 418 result follows.
419
Corollary 3.25. Let (σ, µ) be a fuzzy graph. If the arc uv is M -strong such that there 420 exists exactly one path with strength of µ ∞ (u, v). then uv is α-strong.
421
Proof. Let uv be a edge of (σ, µ). graph is also connected. We call the fuzzy graph G = (σ, µ) a fuzzy forest if it has a 427 partial fuzzy spanning subgraph which is a forest, where for all edges xy not in 428 F [ν(xy) = 0], we have µ(xy) < ν ∞ (x, y). In other words, if xy is in G, but not F, there 429 is a path in F between x and y whose strength is greater than µ(xy). It is clear that a 430 forest is a fuzzy forest. If G is connected, then so is F since any arc of a path in G is 431 either in F, or can be diverted through F. In this case, we call G a fuzzy tree. Theorem 3.27 (Ref. [26] , Proposition 2.7, p. 24). Let G = (σ, µ) be a fuzzy forest.
433
Then the arcs of F = (τ, ν) are just the bridges of G.
434
Corollary 3.28. Let G = (σ, µ) be a fuzzy forest. Then the arcs of F = (τ, ν) are just 435 the α-strong arcs of G.
436
Proof. Obviously, the results follows by Theorem (3.27) and Corollary (3.23).
437
Proposition 3.29. Let T = (σ, µ) be a fuzzy tree. Then
, where 438 D(T ), D(F ) and D(S) are vertex dominating sets of T, F and S, respectively. S is a set 439 of arcs which has no arcs with connection to F.
440
Proof. By Corollary (3.28), the arcs of F = (τ, ν) are just the α-strong arcs of G. So 441 the result follows by using Definition (3.10).
442
We give an upper bound for the vertex domination number of fuzzy graphs, Proof. γ v (K n ) = p by Proposition (3.17). So the result follows.
446
The classical paper [32] of Nordhaus and Gaddum established the inequalities for the 447 chromatic numbers of a graph G = (V, E) and its complementḠ. We are concerned 448 with analogous inequalities involving domination parameters in graphs. We begin with a 449 brief overview of Nordhaus-Gaddum (NG) inequalities for several domination-related [15] independently. 458 For the vertex domination number γ v the following theorem gives a Nordhaus-Gaddum 459 type result.
460
For any fuzzy graph the Nordhaus-Gaddum(NG)'result holds, Theorem (3.31).
461
Theorem 3.31. For any fuzzy graph G = (V, σ, µ), The Nordhaus-Gaddum result holds. 462 In other words, we have γ v +γ v ≤ 2p.
463
Proof. G is fuzzy graph. SoḠ is also fuzzy graph. We implement Theorem (3.30) on G 464 andḠ. Then γ v ≤ p andγ v ≤ p. Hence γ v +γ v ≤ 2p. So the theorem is proved. Proof. Obvious by attentions to all arcs between two sets which are only α-strong.
470
A domatic partition is a partition of the vertices of a graph into disjoint dominating 471 sets. The maximum number of disjoint dominating sets in a domatic partition of a 472 graph is called its domatic number.
473
Finding a domatic partition of size 1 is trivial and finding a domatic partition of size 474 2 (or establishing that none exists) is easy but finding a maximum-size domatic 475 partition (i.e., the domatic number), is computationally hard. Finding domatic 476 partition of size two in fuzzy graph G of order n ≥ 2 is easy by the following. Theorem 3.34. Every connected fuzzy graph G of order n ≥ 2 has a α-strong 478 dominating set D whose complement V − D is also a α-strong dominating set.
479
Proof. Obvious by attentions to V which is α-strong dominating set for every connected 480 fuzzy graph and analogous to proof of Theorem (3.33).
481
We improve upper bound for the vertex domination number of fuzzy graphs without 482 isolated nodes, Theorem (3.35). 
Hence the proof 488 is completed.
489
We also improve Nordhaus-Gaddum(NG)'s result for fuzzy graphs without isolated 490 nodes, Corollary (3.36). 
499
Proposition 3.37. Let G = (V, σ, µ) be a fuzzy graph. If all arcs have equal value, the 500 G has no α-strong edge.
501
Proof. Obviously the result is hold by using Definition of α-strong arc.
502
We give the relationship between M -strong arcs and α-strong arcs, Corollary (3.38). 503 Corollary 3.38. Let G = (V, σ, µ) be a fuzzy graph. If all arcs are M -strong, the G 504 has no α-strong edge.
505
Proof. Obviously the result is hold by using Proposition (3.37). is hold by using Definition (3.9).
513
We give a necessary 514 and sufficient condition for vertex 515 domination which is half of order,
516
In fact fuzzy graphs with vertex 517 domination which is half of order is characterized in the special case, Theorem (3.40) . 
531
The vertex domination of union of two fuzzy graphs is studied, Proposition (3.41).
532
Proposition 3.41. Let G 1 and G 2 be fuzzy graphs. The vertex dominating set of
and D 2 are the vertex dominating set of G 1 and 534
Proof. Obviously the result is hold by using Definition of union of two fuzzy graphs.
536
Also the vertex domination of union of fuzzy graphs Family is discussed, Corollary 537 (3.42).
538
Corollary 3.42. Let G 1 , G 2 , · · · , G n be fuzzy graphs. The vertex dominating set of
Proof. Obviously the result is hold by using proposition (3.41).
542
The concepts of both monotone increasing fuzzy graph property, Definition (3.43),
543
and monotone decreasing fuzzy graph property, Definition (3.45), are introduced.
544
Definition 3.43. We call a fuzzy graph property P monotone increasing if G ∈ P 545 implies G + e ∈ P, i.e., adding an edge e to a fuzzy graph G does not destroy the 546 property.
547
Example 3.44. Connectivity and Hamiltonicity are monotone increasing properties. A 548 monotone increasing property is nontrivial if the empty fuzzy graphK σ ∈ P and the 549 complete fuzzy graph K σ ∈ P.
550
Definition 3.45. A fuzzy graph property is monotone decreasing if G ∈ P implies 551 G − e ∈ P , i.e., removing an edge from a graph does not destroy the property. 
554
Remark 3.47. Obviously, a fuzzy graph property P is monotone increasing if and only if 555 its complement is monotone decreasing. Clearly not all fuzzy graph properties are 556 monotone. For example having at least half of the vertices having a given fixed degree d 557 is not monotone.
558
In graph theory, Vizing's conjecture [5] concerns a relation between the domination number and the cartesian product of graphs. This conjecture was first stated by Vadim G. Vizing (1968) , and states that, if γ(G) denotes the minimum number of vertices in a dominating set for G, then
Vizing's conjecture from 1968 asserts that the domination number of the Cartesian 559 product of two graphs is at least as large as the product of their domination numbers. 560 Let γ(G) denote the domination number of a simple graph G. Then Vizing (1963) [5] 561 conjectured that γ (G)γ(H) ≤ γ(G × H) , where G × H is the graph product. While the 562 full conjecture remains open, Clark and Suen (2000) [33] have proved the looser result 563 γ(G)γ(H) ≤ 2γ(G × H). 
566
The result in relation with vizing's conjecture by using α-strong arc and monotone 567 decreasing fuzzy graph property is determined, Theorem (3.48).
568
Theorem 3.48. The vizing's conjecture is monotone decreasing property in fuzzy graph 569 G, if the edge e be α-strong and γ v (G − e) = γ v (G).
570
Proof. The fuzzy graph (G − e) × H is the spanning fuzzy subgraph of G × H, for all
572
Hence vizing's conjecture is also hold for G − e. Then the result follows.
573
Some results in relation with vizing's conjecture by using α-strong arc and spanning 574 fuzzy subgraph is studied, Corollary (3.49).
575
Corollary 3.49. Suppose the vizing's conjecture is hold for G. Let K be the spanning 576 fuzzy subgraph of G such that γ v (K) = γ v (G). Then the vizing's conjecture is hold for 577 K.
578
Proof. The fuzzy graph K × H is the spanning fuzzy subgraph of G × H, for all fuzzy 579 graph H.
Hence the vizing's 580 conjecture is also hold for K. So the result follows.
581
The vertex domination of join of two fuzzy graphs is studied, Proposition (3.50).
582
Proposition 3.50. Let G 1 and G 2 be fuzzy graphs. The vertex dominating set of
Proof. Obviously the result is hold by using Definition of join of two fuzzy graphs which 586 state in this case, M -strong arcs between two fuzzy graphs is not α-strong which is 587 weak arc changing strength of connectedness of G.
588
Also the vertex domination of join of fuzzy graphs Family is discussed, Corollary 589 (3.51).
590
Corollary 3.51. Let G 1 , G 2 , · · · , G n be fuzzy graphs. The vertex dominating set of
Proof. Obviously the result is hold by using proposition (3.50).
594
Gravier and Khelladi (1995) conjectured a similar bound for the domination number 595 of the tensor product of graphs; however, a counterexample was found by Klavzar 596 Zmazek (1996) [16] . Since Vizing proposed his conjecture, many mathematicians have 597 worked on it, with partial results described below. For a more detailed overview of these 598 results, see Bresar et al. (2012) [2] 599 Gravier and Khelladi [40] conjecture a Vizing-like inequality for the domination 600 number of the cross product of graphs.
601
Gravier and Khelladi stated the still open conjecture:
602
Conjecture (Gravier and Khelladi [40] ). For all graphs G and H,
The result in relation with Gravier and Khelladi's conjecture by using α-strong arc and 603 monotone decreasing fuzzy graph property is determined, Theorem (3.52).
604
Theorem 3.52. The Gravier and Khelladi's conjecture is monotone decreasing 605 property in fuzzy graph G, if the edge e be α-strong and γ v (G − e) = γ v (G).
606
608
Hence Gravier and Khelladi's conjecture is also hold for G − e. Then the result 609 follows.
610
We conclude this section with some result in relation with Gravier and Khelladi's 611 conjecture by using α-strong arc and spanning fuzzy subgraph is studied, Corollary 612 (3.53). Khelladi's conjecture is hold for K.
616
Proof. The fuzzy graph K × H is the spanning fuzzy subgraph of G × H, for all fuzzy 617 graph H.
Hence the Gravier 618 and Khelladi's conjecture is also hold for K. So the result follows.
619
Practical Application
620
In this section, we introduce three applications are related with transportation planning. 621 Nowadays, researchers have two main problems. On the one hand people are 622 dependent on critical systems such as transportation, electricity, water supply, sewage, 623 ICT. According to the official definition, the critical infrastructure is a term used to 624 describe assets that are essential for the functioning of a society and economy. The following facilities are related to this subject [7] :
626
• electricity and heating generation, transmission and distribution; 627
• gas and oil production, transport and distribution;
628
• telecommunication;
629
• water supply;
630
• agriculture, food production and distribution;
631
• public health (hospitals, ambulances); • transportation systems (fuel supply, railway network, airports, harbours, inland 633 shipping);
634
• financial services (banking);
635
• security services (police, military).
636
There are several regional critical-infrastructure protection programmes, which main 637 aims are:
638
• to indentify important assets,
639
• to analyze a risk based on major threat scenarios and the vulnerability of each 640 asset,
641
• to indentify, select and make prioritisation of counter-measures and procedures.
642
These goals are common for all facilities presented above. It is very important to keep 643 these systems in good conditions [11, 12] . Thus, the risk and reliability analyses is 644 needed to understand the impact of threats and hazards [8, 9, 11] . Unfortunately, these 645 problems are more and more complex, because of existing strong interdependencies both 646 within and between infrastructure systems. The second problem is finding optimal 647 solutions. It is met in many areas of modern science, technology and economics. For 648 example, the navigator's main aim is optimizing the route of the ship due to safety, time 649 of passage, fuel and costs [24, 37] .
650
Transportation planning is a wide human-oriented field with diverse and challenging 651 problems waiting to be solved. Characteristics and performances of transport Due to this fact that human decision making are more consistent with fuzzy logic in 670 comparison with crisp mathematics, it seems that fuzzy logic could be a logical tool to 671 map such areas.
672
-Case study: Reducing waste of time in transportation planning and optimization 673 of transport routes.
674
At First, we discuss about the various types of parameters which can be a 675 fuzzification of the roads. In other words, We study a fuzzy model of paths between two 676 junctions without considering values of junctions for optimization of transport routes. The output quality value in Ref. [3] has six constant membership functions: mf1: 1 727 (the highest), mf2: 0.8, mf3: 0.6, mf4: 0.4, mf5: 0.2 and mf6: 0 (the lowest). 18 Fuzzy 728 rules are created between inputs and output, as follows: 'If the road is a dedicated lane, 729 elevation is downgrade and traffic is fast, then the bicycle ride quality is mf: 1'. This is 730 the highest result when all the parameters are fully satisfied, and the opposite is 'If the 731 road is unknown, elevation is upgrade and traffic is slow, then the bicycle ride quality is 732 mf: 0'. The riding quality is evaluated according to all of the three parameters; so while 733 two parameters are fully satisfied and one is not satisfied at all, the overall result of that 734 point will decrease. Fig. (6) . This map is expected to help bicyclists to see at which parts 743 of the route riding will be more comfortable, safe and easy. And which streets they need 744 to be aware of for a low riding quality; then to pay more attention to the traffic or to be 745 ready for extra physical effort. Additional information of the routes analyses is given in 746 Table ( We introduce a new variation on the domination theme. These concepts are definitely 787 interesting in the context of networks, as mentioned, the realization that networks are 788 "everywhere", is fundamental to our modern lives. It becomes even more important now 789 that algorithms are becoming more and more "prevalent" in everything, too. The 
