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This paper presents continuous-time adaptive estimation schemes associated with a class of 
finite dimensional, time invariant, linear stochastic signal models. A global convergence theory 
is given for such schemes under a coloured noise/prefiller positive real condition, which may be 
side-stepped for moving average models. Attention is first focused on extended least squares 
(ELS) identification of stable signal models driven by bounded inputs. A particular feature is that 
weighting is introduced into the ELS scheme according to a stability measure. This weighting 
selection ensures that there is almost surely no finite escape time, and also there is improved 
transient performance in the presence of ill-conditioning. Next, some convergence r sults for least 
squares (LS) estimation of unstable signal models are extracted from the earlier theory. The ELS 
and LS theory suggests construction of identification schemes based on both ELS and LS. Analysis 
results for such are studied. The results apply within the indirect adaptive control context under 
reasonable controller design constraints, although details are not included in this paper. 
estimation * identification * control * least squares 
I. Introduction 
Convergence r sults for adaptive algorithms are less straightforward in continuous 
time than in discrete time. For instance, in discrete time, the variables are known 
to exist for all time, whereas in continuous time, finite escape times can occur. For 
stochastic adaptive algorithms in continuous time, special measures may have to 
be taken to avoid the possibility of finite escape times. Convergence results for 
standard least squares algorithms are derived in [1] for continuous time signal 
models with "white" measurement oise under open-loop ergodicity assumptions. 
The author in [ 1 ] conjectures that in the case of coloured measurement oise where 
continuous-time extended least squares (ELS) is applied, there are no corresponding 
convergence r sults. 
One purpose of this paper is to demonstrate that certain techniques of discrete-time 
stochastic adaptive stimation, based on the application of extended least squares 
techniques for fixed but unknown linear stochastic plants [2-5], do in fact provide 
many of the insights required to design corresponding globally convergent con- 
tinuous time schemes. The main purpose of the paper is to build further on such 
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insights so as to devise continuous-time adaptive stimation and control schemes 
for which there is a global convergence theory. The convergence theory is developed 
using It6 calculus and martingale convergence r sults. 
One might ask: why bother with a continuous-time theory when implementations 
these days are invariably by means of computers in discrete time? The continuous- 
time theory is in fact relevant for discrete-time schemes using high sampling rates. 
It is important o establish that no insurmountable problems arise should the 
sampling rate increase. (Recall that for adaptive minimum variance control of 
sampled continuous-time plants, problems arise as the sampling rate increases 
because control energy is not penalized.) But why bother with a stochastic theory? 
A continuous time stochastic theory is one way of addressing the question of 
robustness in continuous-time adaptive schemes designed for deterministic signal 
models. The noise can reasonably represent certain disturbances, uch as wind 
turbulence in airplane models, or instrument measurement errors, or even certain 
classes of unmodelled ynamics. Taking into account noise in a signal model, 
estimation schemes can cope with uncertainty in the model in the frequency band 
of the noise. 
In Section 2, continuous time stochastic signal models and classes of parameter 
estimation schemes are presented. In Section 3, convergence properties are 
developed, including those derived from application of a standard martingale 
convergence theorem. In Section 4, convergence r sults are derived for open-loop 
(weighted) extended least squares (ELS) estimation of stable signal models. In 
Section 5, certain results for least squares (LS) estimation of unstable signal models 
which can be extracted from the results of Section 4 are exploited in a combined 
ELS/LS estimation scheme. Application to adaptive control is noted. Conclusions 
are drawn in Section 6. 
2. Signal models and parameter estimation 
In this section, we start with signal models familiar to engineers, being in the 
Laplace transform domain. Subsequently, time domain It6 state space form models 
are defined. 
P lant  mode l  set: Let us consider a scalar plant within the class of models, in 
Laplace transform notation, with zero initial conditions and n I> m, I 
b~s "-~ + • . .  +bm S n -m Cl S n -1  + • • . + ClS n - /  
- uP(s )~ sn wP(s ) .  (2.1) yP(s )  s "+a ls  " - l+ . . .+a .  +a ls  n -~+' '+an 
Here y{ are the plant outputs, u~ the control inputs, and w{ represents plant zero 
mean "white" noise disturbances (or more precisely, vt p being the integral of w{ is 
a Wiener process). Now define 
A(s )  = a l s  -~ +.  • • + ans -n, B (s )  = b ,s  -~ +.  • • + b=s -m 
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and 
C(s) = ClS -1 +. • • + c~s -I 
The model (2.1) can be organized as 
yP(s)= -AP(s)yP(s)+ B(s)u(s)+ C(s)w(s) 
to give a correspondence to autoregressive moving average exogenous input 
(ARMAX) discrete-time models. Here s -~ can be interpreted also as an integral 
operator. For continuous-time models there are technical difficulties associated with 
a direct feedthrough of "infinite" energy "white" noise. Our assumption that 1 ~< n 
avoids such difficulties. 
Coprimeness condition: The condition s"[1 + A(s)], s"B(s) coprime with respect 
to s excludes pole/zero cancellations in [1 + A(s)]-IB(s), and is required for some 
of the results to follow. (If the plant includes determinstic trends and sinusoidal 
distrubances, then the plant will have pole/zero cancellations on the rio-axis, but 
the associated modes will be persistently exciting and for such cases the coprimeness 
condition can be relaxed). 
Prefiltering: Observe that for determinstic bounded ut p, yt p or "white" stochastic 
w~, then variables based on pure integration of yf, u~, w~ become unbounded. Thus 
it is usual to introduce a prefilter which is exponentially stable (EAS), giving rise 
to prefiltered variables Yt, ut, wt defined from 
W(s)=l+wls-~+. . .+w,s  -', srW(s) Hurwitz, r>-(n,m,l), (2.2a) 
y(s)= W-l(s)yP(s), u(s)= W-I(s)uP(s), w(s)= W-I(s)wP(s). 
(2.2b) 
Now the states of the prefilters consist of the integrals of y,, u,, w, up to r times. 
If the prefilter inputs y,P, u, p, w~ are bounded, then the integrals of y,, u,, w, up to 
r times are also bounded by virtue of the EAS property of w- l(s) .  
Signal model for ELS: From (2.1) and the definitions of y,, u,, w,, zt, 
y(s) =-A(s)y(s)+ B(s)u(s)+ C(s)w(s). (2.3) 
A positive real condition" For the adaptive schemes of this paper, the subsequent 
convergence theory restricts the disturbances in the form C (s) W- ~ (s) w" (s) to being 
not "too" coloured in that 
[ W(s)C-l(s) _1] is strictly positive real (s.p.r). (2.4) 
Necessary conditions are that W(s), C(s) be Hurwitz (zeros in Re s <0) and that 
W(s)C-X(s) has relative degree zero (degree of C(s)= degree of W(s)). 
Remarks. 1. Recall that a strict positive real scalar functionf(s) is defined as having 
Re[f(joJ)] > 0 for all to, and poles in Re s < 0. The phase shift through a strict 
positive real positive transfer function is less than 90 °. A strictly positive real function 
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t 
is also strictly passive in that with input p, and output qt, then Jo[P,q~- 
2 2 e(q~+p~)] dz+ K I> 0 for some constant r and e > 0; see [6, page 178]. When e = 0, 
the condition defines passivity. Passivity properties are used in Lemmas 3.3, 3.4. 
2. In discrete-time the condition corresponding to (2.4) in the Z-domain is 
W(z)C-l(z)  -½ is s.p.r. It is often the case that the prefilter W(z) = 1 is chosen and 
the corresponding condition to (2.4) is that C-~(z)-1 be s.p.r., which is satified 
when the coloured noise "near" white• When there are deterministics disturbances 
such as constant biases, ramps and sinusoids, then inevitably C-~(z)-  1 cannot be 
s.p.r, even in white noise environments. Proposals in [4a] suggest a method to 
side-step the s.p.r, condition which seems to work well in simulations. A more 
rigorous analysis of the methods of [4] in [4b] show however that convergence is
not rigorously guaranteed unless A(s)= O. 
3. In continuous time the condition (2.4) is a more severe restriction than in the 
corresponding discrete-time case. Taking W(s) = 1, for example, means that (2.4) 
cannot be satisfied with any C(z) # 1. Of course, with some a priori knowledge of 
C(s), including its dimension l, some suitable W(s) satisfying (2.4) for all possible 
C(s) could be chosen. This represents a severe limitation of the E.L.S. method in 
continuous time, and suggests an explanation as to why fast sampling discrete time 
E.L.S. has poor robustness properties without appropriate prefiltering. There are 
continuous time versions of the methods of [4] to side-step this condition (2.4), but 
we stress here that this area needs further research. 
4. In practice, even a poor selection of W(s) may allow a "reasonable" estimate 
of C(s), denoted t~(s), so that W(s) can be taken as W(s)= C(s) subsequently. 
With C (s)"sufficiently close" to C (s), the C (s) C-  ~ (s) - ½ is s.p.r., so that subsequent 
convergence can be guaranteed. On-line adaptation of W(s) is then tempting, but 
fraught with the possibility that the added feedback loop is destablizing. Again, 
further research in this area is needed. 
Time domain equations: To formulate and analyse adaptive schemes for plants 
(2.1) modified as in (2.2)-(2.3), let us consider more precisely defined stochastic 
It6 form state equations. Time domain versions of the remaining part of the signal 
generating system are not needed in subsequent analysis. The co-ordinate basis is 
such that measurements dz, are linear in the unknown parameters, and as a con- 
sequence the "model" is in general nonminimal. Consider (2.3) reformulated as 
dxt = Ax dt+ e~ dyt + en+lU, dt + e,+,,,+~ dv, 
(2.5) 
dyt = O' xt dt + dvt, Xo=0, 
where e'i = [0. • • 0 1 0- • • 0] with 1 in the ith position and 
[al 1 O= b , xt= Ut , Yt = " , a= 
c v,J  
al] 
an 
(2.6a) 
y~ dz, y~l~__a Y,- (2.6b) 
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Likewise define U,, V, in terms of u~ i), v~ i), and b, c in terms of bi, c~. Also, 
[o Oo] A=block diag. (F., F,., Ft), F,, = /.-1 " (2.6c) 
The driving noise dv, in (2.5) is defined from 
D(S) = W-I(s)DP(s), (2.7) 
where (v~, F~) is a Wiener process with Ft a family of nondecreasing tr-algebras, 
and having a variance o'2t. 
We see here that with r I> m, n, l then x, is in fact the state of the asymptotically 
stable "prefilter" system with description (2.2b). This means there is no concern 
that the eigenvalues associated with (2.5) are zero. The components Y,, Ut of xt are 
of course measurable as are the variables ut, dy, and dz,. 
Extended least squares (ELS) estimation: Consider the weighted ELS estimation 
of 0 of (2.5) with a weighting factor ~,. 
d~, = AS, t dt  + e~ dy, + e,,+~ut dt  + e,,+,,,+~ d~,, d~t a_& dyt - O't~, dt, 
=dvt + w'f/t dr, [wl w2 • wr], 
dP~ -1 "Y~tx't dr, d/~, ~ A ~ A, = = -ytP~xtP~ dt, Po > O, 
A 
suitably initialized with ~o, 0o, and some Po > 0. Note that 
(2.8) 
(2.9) 
(2.10) 
At  I l A I  A 1 A AA "~ 1 
xt=[Yt  Ut Vt], Pt  = y,xtx ' ,dr+Po.  (2.11) 
Solution existence uniqueness assumption: At this stage we have not excluded the 
possibility of finite escape times on sample paths for (2.8)-(2.11). Let us for to ~/~ 
denote T/(w) as the finite escape time if it exists, and oo otherwise. One aim in any 
yt selection is to prevent he possibility of a finite escape time. Prior to any finite 
escape time, we assume that the solution of (2.8)-(2.11) exists and is unique on 
almost all sample paths. This assumption will not be made explicit in all subsequent 
lemmas. 
Weighting coefficient selection: When xt =xt, the above scheme is a weighted 
least squares scheme minimizing the integral of the weighted error squared 
"yt(dT.t - O'xt dt) 2. It turns out that a selection Yt = 1 does not allow the best parameter 
learning in the presence of "instability". Theory and simulations uggest that in the 
t A A 
presence of ill conditioning of ~o x~x'~ dz, the factor ~, be decreasing so as to weight 
less the more recent data. (This is in contrast to the situation where there is parameter 
drift and one weights less the distant past data.) Observe that with -~, the constant 
t 
y ~ 0, its magnitude is irrelevant, since then yP~ = Y(So yx~x, d~-) -~ is invariant of 3,. 
Selection of ~" Consider the following ~/~ selections for some K~ > 0, a > 0 
(selections for K~ are discussed in a later section; for ease of implementation a can 
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be taken as a = 1): 
{1 
Yt = rtl/2(ln rt)-(l+a)/2 
~= min {%}, 
if t e S~ a--- {t t C.N. <~ K1} , 
if t~S2a--{tlt# S~}, 
(2.12a) 
(2.12b) 
with the definitions 
Io fo(fo ) A ~!  ,~, A A A!  rt = x.,x~ dr, C.N. _a ~-max X.rXt¢ dr hmi n XrXr dr (2.13) 
A variable 8, used in the subsequent theory is defined as 
80 = 1, 8, decays as (In rt) -1-~ if t ~ $1 and In r, > 1, 
and otherwise remains constant. (2.14) 
A refinement of the above definition for % is to switch from $2 to $1 only when 
C.N. <~ 0.9K1. Then S~ and S2 are sets of time intervals (possibly disconnected) each 
of finite length. Such is assumed in subsequent theory. (Note (2.12b) can be 
implemented as Y, = min (r,, ~,_~) for some arbitrary small e > 0.) 
Another refinement for practical application is to work with an upper bound on 
the condition number ather than the number itself. Thus replace C.N. in (2.12) by 
trB~-l/tr B~ where dBt=-B~,~'tBt d , dB~l=x,x, dt0. Subsequent heory is in 
essence unaffected by such a change. 
3. Preliminary convergence analysis results 
In this section, we consider in turn properties associated with the yt selection, 
error equations, error equation properties, absence of a finite escape time, and 
application of the martingale convergence theorem. 
Weighting coefficient selection properties: A preliminary result is 
Lemma 3.1. For any £, on [0, T:(to)], a >0, and or] (ln r~,> 0), 
lim sup ~'~.r;-~(ln r,) -1-~ dr < oo. 
T--*e~ 
(3.1) 
Proof. The integral in (3.1) can be formulated as 
f~ 1 dry f 1 d ln~ r 
r~(ln r~) 1+'~ dr  dr  = L or(In r~) 1+'~ d-----~ dr 
1 I,~ d(ln r~ - a) 
~ d~" 
d7 = [(In (r~)-~ - (In rt)-~]/ot. 
Taking limits as t ~ T/(to), result (3.1) is now established. 
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Lemma 3.2. 
(2.8)-(2.11), for each to ~ 12, 
1 ~> ¢/,~>0, 1~>6,~>0 
With the ~,,, at selections in (2.12)-(2.14) associated with the ELS scheme 
are Ft measurable nonincreasing 
with 8, differentiable ( dS, <~ 0), 
f0  e` -2  *,  ~ * lim sup o,y~x r:x.~ dr < ~,  
t~ Tf(o~) 
• 1 l im inf  AmincStPt > 0. 
t-~ T/(,o) 
(3.2a) 
(3.2b) 
(3.2c) 
Proof. 
(ii) 
Thus 
(i) Condition (3.2a) holds trivially. 
For t < Ty(to) on any sample path to ~ 12, then for t ~ S 1 )1 
Io )-' A--1 * * t  ~< ')/t  min  X~.X¢ dr 
• --1 * ~!  K1 max x~.x~ de 
( Io ) -1  )-' )Lma x 9~TX' ~. dr ~< (n + m + I tr x~x~ dr  = (n + m + l)r71. 
f ,- -2'^ ~ ^ / ^2~ /$~t 
/- 
$1 '} Sl 
f ^ , .  -1 <~K(n+m+l)  x~x~r~ (In r~) -1-" dr  
Js 1 
(see (2.13), (2.14)), and for t~ $2, with o'[(ln r,,> 0), 
L I. o *2 *t /~.r~. r dr  <~ *' * " ~.y~x  (8,.x~P~x~)r-~l(ln r~)-1-" dr. 
Taking limits as t~ Tf(to) and applying Lemma 3.1 then (3.2b) follows. 
Now for time intervals in the set $2, then 8, is constant and thus 8t/3~ -1 is 
nondecreasing. Otherwise, with t ~ Sl, 
[ fo ^ 1 * ^ 8,P7 >i a,~,, ~min XTX ~ d7 I, I = identity matrix, Q 
at I> (ln rt) -1-'~, ~', >t rT1/2(ln rt) -lO+a)/2, 8t'Yt >I r71/2(ln r,) -3°+a)/2, 
L Io Ami n Xr.~tT d'r I> KllAmax * ^' x~x~. d7 
>t K11(m + n + l ) - l r ,  (as above). 
C~,ltrum voor Wiskunde on Informatica 
Arna~ 
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so that 
6tP -1 >t ( m + n + l ) - l  K l l  rl./2(ln rt) -3(1+a)/2 
which is nondecreasing. Thus (3.2c) holds. [] 
Error equations: Stability and convergence properties for the ELS scheme are 
governed by the properties of the underlying estimation error equations, where 
- e.+m+l(O,x,) dt d:rt = ( A - e,,+,,,+ l O'):x, dt  -, A 
= A£ ,dt  - eo+m+id~t (d~t = dv, - d,3t), (3.3a) 
dOt " " ^ " w' =-y ,  P tx t [dvt+ ~', dt] 
= - yt/3txt[(/~ xt dt + 0'£, dt + dvt) + w'( V, - I7',) dt] 
=--~t/3t~t[/~'t t dt+(c -w) '~: ,  dt+dvtP]. (3.3b) 
The last equality follows since expansions how that dvt+ w'V, dt = dvt p, 0'~t dt = 
c'~"t dt. These error equations can be organized as two subsystems back to back as 
follows (see also Figure 2.1) 
dVt=(F , , -e~c ' )Vtdt -e~qtdt  (d~t=-c '~ ' ,d t -q tdt ) ,  
p ,=(c -w) 'V t+½qt ,  (3.4a) 
=-yt r tx t ( -~qt  d t+pt  dt+dvtP), q, =xtOt.  (3.4b) 
Again, these equations define sample paths which are assumed to exist up to Tf(w). 
It is important o observ~ that the subsystem (3.4a) is linear and time invariant and 
the subsystem (3.4b) is also l inear but time varying, being parameterized by xt 
derived from (2.11). 
J 
7 
qt = 
A I 
Xt0 t 
Linear Time - invariant 
W(s)C-l(s) - 1/2 s.p.r. 
States Vt 
Pt = 
(c-w)' X7 t + qt/2 
Linear Time - varying Passive A Parametrized in terms of x t 
States 0t 
Z A Xt 
I 1 
Fig. 3.1. Passive systems back to back. 
dv p t 
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Error equation properties: 
[,emma 3.3. The subsystem (3.4a) of Figure 3.1 with input qt, output pt has a transfer 
function [ W(s)C- l (s ) -½].  Moreover, under the strict positive real condition (2.4), 
for some r, e > O, all t, arbitrary qt, and ~t monotonically nonincreasing, 
fo -e(q~+P~)]d~'+r>~O" 
~,~[p~q~ 2 2 (3.5) 
Proof. The first result follows straightforward manipulations of (3.4a) which parallel 
those in [2] for the corresponding discrete time results. An intermediate derivation 
shows that the transfer function is (½-[C(s) - W(s)]{1 - [1 - C(s)]}-l). The second 
follows from the fact that a strictly positive real system is also strictly passive, as 
noted in Remark 1 following (2.4). 
Lemma 3.4. The linear time varying feedback subsystem (3.4b) with inputs Pt in the 
deterministic case with v~ =-- O, and output (_qO=_ _q, [ v~ = O) is passive with arbitrary 
xt( " ) for all t < Tf( . ). That is, from the definition of passivity [6], for some r and 
all Pt, and t< 7":(. ), 
fO ^ 0 %-p.~(-q~.)dr>~-r. (3.6) 
Proof. Observe from (3.4b) for the case v~ = 0, with ~t - 0tlv~ = 0 
d(~'t/stl~t) 2d~t fi-~l~t + ~ d/5-~ ~, 
dt dt dt 
,'~ 0 1 0 
+-~qt) + = -2"ytq (p, "~t(qt°) 2 
A 0 
= --2'YtqtPt, 
fo ' A o ' 2 y~p~(-q~) dr =,~_~ ,~ so-0 so~- 
Since/5o 1> 0, the result, (3.6) holds. 
Remark. The error equations for the case vt ~ = 0 are seen to be a strictly positive 
real system (3.4a), under (2.4), with a feedback system (3.4b) (case v~ = 0) which 
is passive for arbitrary finite £t. Such systems when driven by L 2 external inputs 
are known [8] to give L2 outputs pt, qO. In (3.4), the "external" inputs dye(to) are 
sample functions of a Wiener process. The analysis of such a system can be carded 
out using martingale convergence theorems. 
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Absence of a finite escape time: 
Lemma 3.5. Consider the signal model/ELS system equations (2.5), (2.8)-(2.11) or 
the error equations (3.4) under the s.p.r, condition (2.4) with 8,, "~, selections satisfying 
(3.2) (as in Lemma 3.2) and the Solution Existence/Uniqueness Assumption. Then, 
defining ~2: = { to e O[ Ty( to ) < ~}, 
lim sup II o, II 2 < for each to e 0:. (3.7) 
t--, T f  ( ta ) 
Moreover, with inputs ut growing no faster than exponentially, there is almost surely 
no finite escape time for (3.4). (That is Tf(to)=oo, for almost all to e g), and (2.8)- 
(2.11), (3.4) are well defined stochastic differential equations for all t). 
Proof. The result (3.7) is based on the convergence of a martingale bounded in L2,  
and as t approaches any assumed finite escape time. See Appendix. 
Martingale convergence property: 
Lemma 3.6. Under the condition of Lemma (3.5), then 
limsupS,/~tt/3~-~O,<oo, l imsup IIo ,11=<  a.s. 
I...~ O0 t--~. C¢:~ 
and 
Io l im ^ 2 2 8~%(q~+p~) d~-<oo a.s. t --~ oo 
(3.8) 
(3.9a) 
I f '  ^ ^,  ^ A 
lim ,_.oosup t Jo y,x,.P~,, dr < ~ a.s. (3.9b) 
Moreover, with the states x, of (2.5) persistently exciting in that 
lim 8-/1P, = 0, p~-i ^ , = %x~x¢ d~-, 
t-.-* oo  
(3.10) 
then 
l im0,=0 a.s. 
t -~oo  
(3.11) 
Also, should t e S~ for all t >- ?for some ?, and rt-->oo as t-->oo, then (3.11) holds. 
Proof .  See Appendix. 
Remarks. 1. Selections ~/, = 1 in ELS schemes do not seem to lead to convergence 
results such as given in the above lemma, see [13]. 
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2. The theory for open-loop estimation of the next section ties the convergence 
result (3.11) to the more standard persistence of excitation property that 
Io lim inf 1 x,x', dr> 0 a.s. (3.12) t--.~ oo t 
In the next section it is shown that conditions such as (3.10), (3.12) translate to 
sufficient conditions on u,, v, via known theory. In particular, with x, reachable 
from u,, v, and with these signals "sufficiently rich" and having variances bounded 
2 below by o-,, then (3.10) and (3.12), translate to, respectively, 
lim 82 y,tr, dr = 0, lim inf 1 2 t-,~ ,-,~ t o'~ d~'> O. (3.13) 
2 Clearly, with tr, a constant, then (3.13b) is satisfied, and if in addition t E $1 for all 
t subsequent to some time ~, as guaranteed in cases studied in the next section, the 
~/, is bounded by a positive constant and (3.13a) holds. 
4. Convergence results 
In order to proceed, let us in this section restrict attention to stable signal models 
with the stability property, where I]" II denotes a Euclidean norm 
limsup 1 Ilx, ll2d.< g<oo a.s. (4.1) 
,_,~ t 
Also for some of the results, the following persistence of excitation properties are 
useful. 
Lemma 4.1. Consider the time-invariant linear signal model (2.8) (possibly unstable). 
Then if x, is completely reachable from ut, vt, the persistence of excitation property 
(3.12) holds if 
l iminf l  fo~[U'] t V~. V']d~->0. (4.2) 
Moreover, the states xt are completely reachable from u,, vt if s" [1 +A(s)],  s"B(s), 
s~C(s) are co-prime (no common zeros with respect to s). 
Proof. Part (i) follows from the key theorem of [ 11 ]. Part (ii) follows from straightfor- 
ward continuouus time generalizations of a result in [12]. 
[,emma 4.2. Consider the signal model (2.5) when ut is a stochastic process. Consider 
also that the fourth order moments of ut, vt are bounded in terms of their second 
moments, assumed to exist. Then a sufficient condition for (4.2) to hold is 
Io([ 1 1 lira inf 1 E U,. V,j[U" V']tF~ dz>0 (4.3) t --~oo t 
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where F, is a family of nondecreasing o'-algebras generated by u.~, v.~ for 0 <-r < t. 
Moreover, when v, is orthogonal to u, and E[u2,1F,], E[v l F,] are bounded below, 
then (4.3), (4.2) are satisfied. [When v,, u, are derived from wP,, u~ via EAS prefilters 
it suffices that E[(u,')2l F,], E[(w,')21F,] are bounded below.] 
Proof. Part (i). Follows from an asymptotic ergodicity result [ 12], trivially general- 
ized to the continuous-time case. 
Part (ii). The lower bound on the variances gives a lower bound on the integrand 
of (4.3) by standard linear system theory, and the result follows. 
Remarks. 1. The claims of Remark 2 following Lemma 3.6 are established as a mild 
extension of Lemmas 4.1, 4.2. 
2. Actually, it is known also that condition (4.2) is satisfied when ut, vt have but 
n/2, r/2 distinct spectral components respectively. With u,, v, each generated from 
independent white noise sources so that each has an infinite number of spectral 
components then (4,2) is then obviously satisfied. 
Theorem 4.1. Consider the ELS scheme (in open loop) with the stability condition 
(4.1) holding and the strict positive real condition (2.4) and Existence/Uniqueness 
Assumption. Consider also the ~t, 8, selection as in (2.12)-(2.14). Then for some scalar 
K > 0 (to dependent) 
1 
p,  
lim sup / x~-x'~ dr  <~ KI  < oo a.s. (4.4a) 
t---~ oo t Jo 
1 
lim sup-  rt <~ k < ~ a.s. (4.4b) 
t--~oO t 
lim inf t 1/2 In t3°+a) /2  fit8 t > 0 a.s. 
1---~. oo 
(4.4c) 
Also, with ~lln r~ > 0 
l imsup a.s. (4.5a) 
t---~, oo 
II I[ lim sup z_l/2(ln r)_(l+,o/2 d(~3~- v~) 2 t~  dr  dr < oo a.s. (4.5b) 
limsupO't t-½(ln t) -('+a)/2 ~ '~ dr 0~ < oo a.s. (4.5c) 
t--~ oo 
Moreover, with the states xt persistently exciting in the sense of (3.12)(guaranteed 
under conditions in Lemmas 4.1, 4.2), then the parameter estimates converge as 
lim tl/2(ln II =0  a.s. (4.6) 
t---~ oo 
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Also with C.N. denoting the condition number )[max/)[min 
[Io ] lira sup C.N. x,x" dr < oo a.s. (4.7) t---~ oO 
Furthermore, for K, chosen sufficiently large, 
lira ~, > 0, lim inf(ln t)('+~)~,8, > 0 a.s. (4.8) 
t-.-~ OO t'-~' ~ 
Also (4.5) holds with the factors r 1/2, t U2, replaced by (In r) ('+~)/2, (In t) O+a)/2 giving 
stronger convergence properties. 
Proof. See Appendix. 
Remarks. 1. The property (4.8a) which holds under persistence of excitation tells 
us that asymptotically the weighted ELS scheme approaches an ELS scheme with~, = 
y a positive constant. Such a scheme is equivalent to an "unweighted" ELS scheme 
with Yt = 1 since 
yx, x', d~" = x.,x, dr 
2. The result (4.8) in fact represents an advance on the corresponding discrete-time 
theory by virtue of improved ~, selection in (2.12) compared to discrete-time versions 
given in [2, 3]. For this reason the results have been derived without appeal to the 
discrete-time theory. 
3. Consider the case when there is an additional distubance vt in the plant model, 
so that (2.8b) is now 
dz, = O'xt dt+dvt+ ~, dt. (4.9) 
Consider that ~7, is bounded in L2, or satifies the mildly weaker condition 
f 8S/,E[II  ,IIIF,] dt < oo (4.10) 
where F, includes the tr-algebra generated by ~ for 0 ~< r ~< t. Then all the results 
of Theorem 4.1 still hold. The proof of this follows the corresponding discrete-time 
version given in [5, Section (IV)] and is not "repeated" here. 
4. When £, = x,, and ELS is LS, then the results are "stronger" than those hitherto 
obtained in [1], in that ergodicity is not required in the theory. The case ~, = 1 is 
not considered as such here, but is studied in a companion paper which focuses on 
rates of convergence [ 13]. 
5. ELS/LS estimation 
In the presence of "instability", then the noise term associated with v, in the 
signal model (2.4) becomes "negligible" as t increases. This means that any estima- 
tion of c in the presence of instability becomes ill-conditioned. Ill-conditioning is 
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indicated for us when t ~ $2, see (2.12). In this section we propose an alternative 
to the weighted ELS scheme of previous sections to avoid ill-conditioning and 
ensure global convergence for the case when u, is suitably rich. In particular, both 
an ELS update and a LS update are run in parallel, although only one is active at 
any one time (see Figure 5.1). 
82 
A 
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• SI: a~=K 4
Fig. 5.1. ELS/LS estimation. 
ELS/LS estimation: For t ~ $1 update the ELS scheme as before giving estimates 
0, = [~',,/~',, ~'t]' with ~, = 1. Also for t ~ $1 the LS scheme is not updated so that its 
estimates/3t are frozen. 
For t ~ $2 update a weighted LS estimation o f /3 '= [a' b'] yielding estimates/3, 
and ensure suitable xcitation (see below). Also for t ~ S2 the estimates 0, associated 
with ELS are merely updated as /~'t = [/3'~ ~'t] where cat is either frozen at its value 
prior to the time of switching from $1 to S2, if C- l (s )  is stable, or is projected into 
a stability domain in that C- l (s)  is stable, otherwise. 
Weighted LS estimation of~3: Let us redefine a "time" variable as s when t ~ $2. 
Thus s increases at the rate of t only when t ~ $2. The parameter estimates of/3 are 
given from the scheme, for some g 3 > 0, 
d~=@~/5,f~(dzs-~sg~ds), ~'~ = [ Y', U',] (5.1a) 
/ s  s 1 - _ _ ,  = y~x~x~ dr+/501, /5 =_  ~A/5~x~g'~/3~ dr+ 150 (5.1b) 
~/s=K3min{s-2, f[ (£'P~)-2 dz}. (5.1c) 
In subsequent theory, the weighting coefficient selection ~, can actually be any 
selection such as (5.1c) which satisfies 
lim <A dr  < oo, lim sup -2 -, - - y~x~P~x~ dr  < oo. (5.2) 
S--~ OO $--* OO 
Notice that the LS scheme is suspended when t ~ $1, and there is no resetting of 
its estimates from the ELS schemes. 
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External excitation signals: For t s $2, in what follows the external control signal 
u, must include at least.v/2 sinusoids where v is the McMillan degree of the plant, 
such as when u, is coloured noise with a rational spectral density. For simplicity, 
let us assume that ut includes white noise which is additive, zero mean, independent, 
2 E[u2lF,] selected according to a stability measure, in that and with variance 0-, = 
for some K4 and with S1, $2 as in (2.12), 
2 (K4 for t ~ $1, 
0-t = K4~/~-1 for t ~ S 2 (0 -2= K4'Ysl). (5.3) 
Convergence analysis: 
Theorem 5.1. Consider the ELS/  LS scheme above, applied to the signal generating 
system of Section 2 with s"[1 + A(s)], snB( s ) comprime and with ut having the properties 
of (5.3). Let us denote a time variable s increasing at the rate oft only when t~ $2. Then 
1 r 
lim inf ~ l ~ /~ '~ dz > 0 a.s., (5.4) 
s~Tf(w) S ~S2 
--1 
lim (ln s (a+,~)(f 3~,:~):f, dz =0 (5.4)' 
s--~Tf(to) ) \dS2  a.s. 
Moreover, 
lim s II 112 < oo a.s. (5.5) 
s ~ Tf(w ) 
and there is almost surely no finite escape time in $2, so that Ty(to) in (5.4), (5.5) is 
Tf( to ) = ~. Furthermore, should s not approach oo , then there is almost surely no finite 
escape time in $1 and the convergence r sults (4.5) of Theorem (4.1) hold with the 
factors ~.1/2, tl/2, replaced by (ln ~.)(1+~)/2, (ln t) °+~)/2 
Proof. From (5.3) it is immediate that 
lim inf y:r, dz> 0 (5.6) 
s~Tf(to) S JS2 
(Ss)1 lim (Ins) (;+~) - 2 y~0-~ dz = 0. (5.6)' 
$"~ Tf(to ) 2 
Part (i): The results (5.4), (5.4') follows, as do those of Lemma 4.1, 4.2, from a 
key result in [11] and ergodicity theory as in [3.12]. Details are not repeated here. 
Part (ii). The LS scheme is a special class of ELS so that the results of Section 
4 can be applied, and in particular the extension of Remark 3 following Theorem 
4.1. Here vt of (4.9) is interpreted as the "neglected" coloured noise terms C(s)v(s) 
with bounded variance, so that condition (4.10) here simplifies as (5.2a), taking 
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8s = 1, and is therefore satisfied. The condition (3.2) is here (5.2b) and is also 
satisfied. The consequent convergence property (3.8a) is here 
l imsup t$'~5~t$,.-s-~,--s <c~ a.s. 
s-~ Tf(¢o) 
Application of the persistence condition (5.4) gives (5.5) as claimed. 
Part (iii): The absence of a finite escape time follows as in Lemma 3.5. 
Part (iv): Follows from application of Theorem (4.1). 
Theorem 5.2. Consider the above ELS/ LS Estimation scheme under the conditions of 
Theorem 5.1, with the additional constraint hat the plant (2.1) is exponentially stable, 
and apart from excitation signals satisfying (5.3) has bounded external inputs. Then 
for K1, in (2.12) sufficiently large, there exists a finite time tl(to) such at t ~ $1 for all 
t/> tl(tO). Moreover, the convergence r sults (4.5) of Theorem 4.1 hold with the factors 
r 1/2, t ~/2, replaced by (In r) (1+~)/2 (In t) (~+'~)/2. 
Proof. Part (i): Should no finite tl(tO ) exist, then the refined ¢/T selection rule of 
Section 2 ensures that t s $2 for infinite intervals. In the notation of the previous 
theorem s --> oo and (5.5) holds with Ty(to) = oo under Theorem 5.1. The exponential 
^ 1 ~t  stability properties of the signal model and C-  (s) tells us that Area x x.~xr.~ d grows 
at the rate 0.~ dr, and the reachability of x, from u, under (5.5) and the excitation 
(5.3) tells us that Ami n j t  X.rXr dT" grows at the same rate. Thus 
[So ] lira sup C.N. x,x', dr < oo a.s. (5.7) t--~ oo 
so that t ~ $1 for K 1 sufficiently large, as claimed. 
Part (iii) results follow from Theorem 4.1. 
Remarks. It is crucial in the above analysis that there is an excitation signal with 
the properties (5.3). Should it be known a priori that B(s)= 0, so that there is no 
exogenous input, then the same results apply. Now Area x S t XrXr~. dr  grows linearly, 
and '~min St XrXtr d'r grows at the same rate with 0 .2 >/0.2 for some 0 .2 > 0. 
Application to adaptive control context: The above results together with the results 
in [14] lead naturally into a global convergence theory for indirect adaptive control 
schemes to plants as in (2.1). There are three reasonable requirements of such 
schemes to guarantee stability (perhaps asymptotic optimality) and parameter esti- 
mation convergence. The first is that the excitation be unpredictable by an optimal 
scheme such as when the innovations are "white" as in (5.4), see also [14]. The 
second is that the controllers must be stabilizing as /3, converges to /3 (perhaps 
asymptotically optimum as 0, -> 0). The third is that the controllers do not generate 
signals which grow faster than exponentially for bounded inputs. Clearly, a wide 
class of adaptive controllers come within the gambit of such mild restrictions. Further 
details are not included in this paper. 
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6. Conclusions 
The paper has presented first a continuous-time global convergence theory for 
open-loop extended least squares identification under stability assumptions. The 
theory was developed in response to conjectures that such could not be achieved. 
The conjectures probably overlooked the power of a weighing coefficient selection 
scheme to avoid finite escape times, and perhaps ignored the possibilities to prepro- 
cess the measurements with added noise signals to give robustness and avoid the 
potential for divergence of the equations even in straightforward conditions. 
The theory has been shown also to apply to least squares (LS) estimation of 
unstable signal models with suitable xternal excitation signals, giving global conver- 
gence results for identification of the deterministic signal model component. 
Combined ELS/LS identification schemes have been proposed. It has been 
pointed out that these permit application within the adaptive control context. 
Appendix A1 
Proof of Lemma 3.5. First observe that Tf(~o) associated with the ELS scheme 
(2.8)-(2.11), or error equations (3.3), (3.4) is given from 
{So Tf = sup t: y,x , r~x,d~'<oo (A.1) 
since ~o A2 A ,  ~ ^ t ' "y.~x~.r,x.~ < oo implies that Jo II II 2 dr < oo trivially. Moreover 
{So A2Ar~ ^ [ Tf > t] a__ to: "y.~x,r~x.~ dr < oo ~ Ft (A.2) 
'so that defining the indicator function It,< rsl to be unity for t < Tf and zero otherwise, 
then 
It,<7-sl ~ F,. (A.3) 
Also, since [ T s > t] = [ Ty ~ r]c where c denotes the complement, [ T s 6 t] ¢ F, and Ty 
is a Markov time. 
Let us now consider (2.11) modified as 
It,<rsl%P,x, av~, d.#, =-It,<,s]%P~,x;P, dt (A.4) 
with consequent changes to the error equations (3.4). Now these modified error 
equations have solutions which exist for all t on almost all sample paths, based on 
the above theory and earlier assumptions on (2.11). Moreover, since 0, can be 
expressed as 
Io Io /~,(~o) = f(~o, ~') d~'+ ~p(¢o, ~') dvP(¢o, t)+ 00 (A.5) 
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with f locally integrable and ¢ locally square integrable, than the It6 formula (7 
page 148] can be applied to yield for t < T: 
d(Ottp?l Ot) 20't#t'3t+3'tdP-~lOt+ ' 2,^~Axt  02(~, t~t l3 t )  = ~o'ptY,rtx,) 023t ('ytP,:~,) dt 
^ 1 2 t =-2ytqt[(~qt+Pt) dt+dvtP]+ " 2 2 A ^ A A "Ytqt d t+t rpytx tP tx t  dt. (A.6) 
Now defining t ^ T: to be min(t, T:) and 
f 
,^r: 
M*=Mt+2 6(~,[p,q,-e(q~+p~)]dT"+K, (A.7) 
,10 
and recalling that M, = 8,(0'~/;-10,), M* >I 0 under (2.7) via Lemma (3.3). Moreover, 
dM*= ^ 2 2 {-[2eSt%( qt + P t ) dt - O'tfi-~l ot dtSt]+ o'potYtxtr, " -2 ^ , ~ ^ dt 
., p 
+ (-28tYtqt)dvt }IEt<r:l. (A.8) 
Taking conditional expectations, noting that Ot, :~,, "Y,, 8,  Pt, It,<T:l e F, 
E [dM,  IF,] ,, 2 2 +I[,<T:]2e6t%(q +pt)dt<~I[t< 2,. A2 ,.e.., Tf]O'pOtYtXtl"tXt dt. (A.9) 
Integrating and noting that M*/> 0 under (2.7), and applying (3.2b), 
f 
,^r: 
lira 8,y,(q~+p~) dr<oo a.s. (A.10) 
t - -*oo d 0 
and, since 8,~/, <~ 1, 
fo ^ rs lira ~.2 .,2 2 o~y~q~ d~-< oo a.s. (A.11) 
t.-~ oo  
This latter condition means that 
If I lira 6,y,q~. dv~ < oo a.s. (A.12) t -~eo  dO 
since the integral term is a martingale bounded in L2 by (A. 11) and converges almost 
surely, by a standard martingale convergence theorem [8, page 26]. 
Integrating (A.8) and taking limits, applying (3.2b) and (A.12) now gives 
lim sup M* < oo, lim sup M, < oo, 
t-~ Tf(~) t-* Tf(to) 
fo6. ,%(q. ,+p,)  dr<oo (A.13) lim sup . 2 2 
t~ Tf(m) 
and under (3.2c), (A.13b) yields (3.7) as claimed. 
Actually, the result (A.13) and almost sure convergence of M* also follow directly 
from (A.11) and a generaliztion of the martingale convergence result [9, page 33] 
generalized to the continuous parameter case. The generalization is straightforward 
using [8, page 26] and noting that a positive supermartingale is bounded in L~. 
Such a result is stronger for our purposes than the theorem used in [1] for the 
ergodic LS situation. 
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Part (ii): The result (3.7) excludes almost surely a finite escape time for 0,. Now 
~, is generated by (2.8)-(2.11) which are "l inear" equations when viewed as para- 
metrized by 0,. Of course/~, is dependent on ~,, but irrespective of this dependence, 
the bound (3.7) on II o, lie[0, T:(to)] allows use of the result [10, Lemma 3.6] 
concerning linear systems with bounded time-varying parameters, namely that with 
inputs bounded by exponentials then the states and outputs are bounded by exponen- 
tials, and thus exhibit no finite escape time. Here the input u, is assumed to be 
bounded by an exponential, and v, p being a Wiener process almost surely grows no 
faster than exponentially, so that ~,, ~, grow no faster than exponentially, almost 
surely. Thus there is no finite escape time for ~,, ~, and 0~,,/~,,/~, in (2.8)-(2.11), (3.4). 
Proof of Lemma 3.6. Part (i): Under the lemma conditions, Lemma 3.5 holds, and 
there is almost surely no finite escape time for (3.4), so that T:(to)--oo a.s. As a 
consequence, the results (A.13), (3.7), apply to yield the results (3.8), (3.9a). 
To establish (3.9b), note that under the lemma assumptions mild extension of 
previous arguments tell us that x,, P, can grow no faster than exponentially so that 
~' /~, .~,  dr  = tr -~r  P" dr  = In det - ,  io 
can grow no faster than linearly. 
Part (ii): Observe that Vt (the nonzero elements of xt) are the states of the 
subsystem (3.4a), with input q, and output Pt, and transfer function [ W(s)C-~(s) -½] 
under Lemma 3.3. Also V, are the states of the system with transfer functions C-~(s) 
driven by q,. This system is asymptotically stable under the condition (2.4) so that 
bounded inputs qt imply bounded states V,. In particular, with q, satisfying (3.9a) 
then in turn 
lim,_.~osup 6, fo 
lim,~sup 6, f /  
A 2 y.~p. dr  < ~ a.s. 
 .11 .112 d~'<oo a.s. 
Also, since xrx', <~ 2 II x, II 21 + 2~v~',, with the notation of (2.2), (2.11), 
Io 8,P?' 28, II II = drI  + 26,/~F 1 
(A.14) 
so that the property (3.10) and result (A.14) yield 
lim 8-[1fi, = 0 a.s. 
t -~oo  
(A.15) 
This together with (3.8a) gives the result (3.11) 
Part (iii): Should teS1 over an infinite interval, and !.,--)oo as t~oo, then the 
least inequality in the proof of Lemma 3.2 tells us that (3.11) holds in view of (3.8a) 
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Proof of Theorem 4.1. Under the theorem assumptions the results of Lemmas 3.2, 
3.6 hold. Thus (3.9a) holds and implies 
Io limsup 8.~/~11~112dr<oo a.s. (A.16) t...* oo 
With (8,~,.)~0 as r~oo (a readily established property of (2.12)-(2.14)), then a 
continuous time version of the Kronecker lemma yields 
Io lim 6~/, I1~.11 = aT=0 a.s. (A.17) I ---~.oo 
With t ~ $1, we now claim that the 4, 6, selections (2.12) applied to (A.17) yield 
lim-1 I1~.112dr=0 a.s. (A.18) 
I ---), OO t 
To see this, first apply x,x, ~ 2 II ~, 11:I+2x,x,, to yield 
(f0' fo )-1 Ior 
Io <~ 2r~-' II ~. II 2 d~" 
Io ~6,~, II~.ll 2 d, (from the ~, selection (2.12)). (A.19) 
Noting the bound K of (4.1) then taking limits in (A.10), applying (A.17) yields 
E(~Io )-1 1 for 1 ]ina I Ix ' l ldr+2K 7 ll:~,ll2d~ - =0 a.s. 
The result (A.18) follows, otherwise there is a contradiction. 
Applying ~P~',~211~, 1:I+2x,x', and the bound (4.1) to (A.18) leads directly to 
(4.4a) from which (4.4b) follows. The definitions (2.12)-(2.14) for ¢h, 6, under (2.4b) 
imply that 
t~/2(ln/) (l+a)/2.~t  K -~, 6, 1> K-~(ln t)(1+"), 
so that (4.4c) follows. Application of (4.4c) in (A.16) gives (4.5a), and in (3.8a) 
A ~1 A gives (4.5c). Likewise, noting that dr3- dv = dz, - 0',~, dt -d r ,  = (O,x, + 0'~,) dr, then 
(4.4c) in (3.9a) gives (4.5b). 
From (A.18) and the bound ~fi',<~ 2 I1~, 112I+2x,x ', then the persistence property 
(3.12) gives 
lira sup ~- :~' ,  d'r > 0 a.s. 
Substitution into (4.5c) leads to the result (4.6). 
J.B. Moore / ELS parameter estimation 215 
The persistence property (3.12) and plant stability condition (4.1) ensure that 
(4.7) is satisfied. Thus for some suitably large K1, applying (A.18) gives that 
Io lira sup C.N. x,x'7 dr  < K1 a.s. 
Consequently, t e $1 for all t subsequent to some finite time ~, being a random 
variable. The properties (4.8) then follow and the stronger convergence r sults noted 
in the theorem. 
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