Abstract. We prove hypoellipticity in the sense of germs for the operator
Introduction
In 2005 J. J. Kohn published a seminal paper, [7] , devoted to the problem of C ∞ -hypoellipticity of operators being sums of squares of complex vector fields. In particular he proposed and studied a model operator of the form
Later on A. Bove, M. Derridj, J. J. Kohn, and D. S. Tartakoff, [2] , considered a generalization of that operator and proved both the C ∞ -hypoellipticity and the C ω -hypoellipticity, i.e., its analytic hypoellipticity.
One of the points of Kohn's paper is that, in contrast with the case of real vector fields satisfying the Hörmander bracket condition, a sum of squares of complex vector fields can be hypoelliptic and, at the same time, lose an arbitrary number of derivatives. As a consequence the primary tool to show its hypoellipticity, the localized a priori estimate, can be rather difficult to obtain. M. Christ, [5] , has shown that one may add a variable and consider the operator P k + D 2 y , y being the added real variable, and obtain an operator which is not hypoelliptic, provided k > 0, i.e., when P k is not subelliptic. Thus we have an example, even though in three variables, of an operator being the sum of squares of complex vector fields, satisfying the complex Hörmander bracket condition for which hypoellipticity fails.
On the other hand, in the subelliptic case, i.e., real vector fields satisfying the Hörmander bracket condition, the problem of analytic hypoellipticity-of course when the vector fields have real analytic coefficients-is still open, and it is well known that there are both C ∞ -, C ω -hypoelliptic and C ∞ -but not C ω -hypoelliptic operators. An attempt to understand this situation is Treves conjecture. We refer to the cited literature for details.
Hanges, [6] , and Bove, Derridj, Tartakoff, [3] , have shown that, for sums of squares of real vector fields, i.e. subelliptic operators, if one focuses on germ analytic hypoellipticity rather than on hypoellipticity, there are operators which are germ analytic hypoelliptic even though they are not analytic hypoelliptic. In [3] a connection is established between this fact and the microlocal Treves conjecture, in particular asserting that there is no contradiction between the conjecture and this phenomenon.
For sums of squares of complex vector fields the scenario is more involved (see, e.g., [4] .) In particular C ∞ -hypoellipticity is not guaranteed anymore by the bracket condition.
The purpose of this paper is to study the germ C ∞ -hypoellipticity for the operator
where The result is obtained following the ideas in [2] . We want to add just a few brief remarks. First the condition that q is even is no loss of generality, since the operator P with q odd is subelliptic and hence hypoelliptic.
The operator in (1.1) is not exactly a sum of squares of complex vector fields since it involves a pseudodifferential operator. We are not aware of a differential example of the situation we present here.
Even though the case of the operator P is not contained in Christ's paper [5] , one may repeat almost verbatim that proof, e.g., with q = 2, and show that P is not C ∞ -hypoelliptic. Thus in shifting from C ∞ -hypoellipticity to C ∞ -hypoellipticity in the sense of germs there is some gain.
Hypoellipticity in the sense of germs
Preliminary remarks and notation. Christ in [5] has shown that Kohn's operator plus the square of a derivative in an added variable is not hypoelliptic. Arguing analogously we may show that P, at least for certain values of the parameters, is not hypoelliptic.
We recall that a differential operator P , defined in Ω, an open set of R n , is said to be germ hypoelliptic at a compact set
In particular P is germ hypoelliptic at a point x 0 ∈ Ω if P is germ hypoelliptic at K = {x 0 }. In our case we choose K equal to {(t = 0, x = 0)} or {t = 0, |x| c}.
We use the same notation as in [2] : R.J., meaning relative junk, shall denote any multiple of terms in the left-hand side of an estimate (see below, e.g., (2.9)) but with lower Sobolev index and possibly a radial derivative on the localizing function. Besides that, by R.J. we also mean those multiples of terms in the left-hand side of (2.9) again with lower Sobolev index but in which a new localizing radial function equal to 1 on the support of the original localizing function ϕ has appeared. The relative junk terms are terms which can be iteratively estimated in the end.
Another technical observation concerns the localizing function used in proving the a priori estimate, ϕ: it will be a radial function of the x-variables only, with small support and equal to 1 near the origin. Its radial nature is closely related to the presence of the vector field Q: the projection of the bicharacteristic curves of Q on the space of variables comprises the level curves of the radial localizing function ϕ. The cut-off functions we use are smooth compactly supported functions of the xvariables only. This is allowed since any dependence on the t-variable would imply that any derivative of the localizing function localizes the operator in an elliptic region, where the hypoellipticity result is granted. We emphasize that the radial nature of the localizing function is a necessary condition to obtain the localization estimate (a key step to obtain the result). We remark in addition that since
The characteristic set of P,
is not symplectic, but the bicharacteristic curves of P, i.e., the Hamilton leaves of the foliation of Char (P), are closed curves foliating a suitable neighborhood of a characteristic base point on which the hypoellipticity in the sense of germs is going to be obtained. Since our result is essentially microlocal near τ = 0, any Sobolev norm can be replaced by a Sobolev norm in the x-variables, L We state now, without proof, some useful estimates. Let u ∈ C ∞ 0 (Ω). We have
where the notation "s.c." and " l.c." denotes an "arbitrary small positive constant" and a "large constant". The same estimate can be obtained exchanging the roles of s.c. and l.c.:
We also point out that the same result can be obtained on corona shaped sets, i.e., sets of the type
2 with c 2 ≥ c 1 ≥ 0}. Sure enough, the localizing function ϕ must again be chosen radial and equal 1 near K.
First we give a short proof of a generalization of a classical a priori estimate for P.
Let r ∈ R. We have
; the last term can thus be estimated:
0 . The first term in the right-hand side of (2.6) can be estimated as 
Localization of the estimate. Let us first consider the case k = 1. Let ϕ be as above and let u ∈ C ∞ (Ω) with small support in the t-variable. We have
We study each single term: 
where φ 1 is radial and φ 1 ≡ 1 on the support of φ.
On the other hand we have Case k > 1. We want to establish an estimate of the type
where the c j are suitable constants.
As before we start by estimating E 0 :
We consider each term, one by one:
the last two terms are relative junk in view of (2.7), and
Thus we have to estimate the second term of the above inequality. First of all we remark that there exists a symbol
, and in view of the estimate (2.7) we have
Now using (2.1) and (2.3) we have
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The next to last term, i.e., t k ϕu
, is relative junk because of (2.1), (2.3). The same is true for the term t k−1 ϕu
we have
On the other hand we have
, which are both relative junk by (2.7) and by definition. We can conclude that
and then
Using the above considerations on (I) and (II) and putting them together, we obtain
We proceed to estimate E 2 , E 3 and E 4 of (2.9):
l.c. ϕPu We point out that E 4 has a small constant as a factor, which allows us to absorb it on the left-hand side of (2.9).
As for the terms E 4 and E 5 of (2.9), using (2.4), we have
Thus we consider the only significant term in the last line. To deal with it we split it into three parts:
We estimate each one of the above terms.
For I 1 we have
l.c. ϕPu
for I 2 we have
and for I 3 we have
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Let us now consider I 4 on the right of the estimate for I 1 :
TakingĨ 5 into account, we havẽ
ForĨ 7 we havẽ 
