A formulation of gravitation theory originally proposed by Mandelstam is re-examined. The idea is to avoid the use of coordinates while staying in the continuum. This is accomplished by regarding a point as the end of a path. The theory is then formulated in the space of all paths. The analysis relies on the properties of path deformations. These deformations play the role of gauge transformations in path space. Their algebra is established. It closes if and only if the defining conditions of a riemannian geometry hold (Bianchi identity and vanishing of the antisymmetric part of the Riemann tensor in three of its indices). Two problems faced by Mandelstam are solved: (i) An explicit formula is given which establishes when two neighboring paths end at the same point, (ii) An action principle is given, in terms of a functional integral over path space. It is also indicated how to reconstruct the metric from the curvature through gauge fixing in path space. Brief comments are offered on the possibility of developing an invariant description of loops regarded as boundaries of two-dimensional surfaces.
Introduction
Physical theories of fundamental significance tend to be gauge theories. These are theories in which the physical system being dealt with is described by more variables than there are physically independent degrees of freedom. The physically meaningful degrees of freedom then re-emerge as being those invariant under a transformation connecting the variables (gauge transformation). Thus, one introduces extra variables to make the description more transparent and brings in at the same time a gauge symmetry to extract the physically relevant content.
It is a remarkable occurrence that the road to progress has invariably been toward enlarging the number of variables and introducing a more powerful symmetry rather than conversely aiming at reducing the number of variables and eliminating the symmetry.
In general relativity one normally describes the field by giving the elements of the matrix that takes the tangent basis of a coordinate system onto an orthonormal basis ("Vierbein"). Both the coordinate system and the orthonormal basis are arbitrary. In d dimensions the gauge transformations are parametrized by d functions of d variables corresponding to changes of coordinates and by ^d(d-1) local rotations thus adding up to \d(d+1) independent gauge transformations.
There is however a different approach to gravitation theory -or perhaps one should say to riemannian geometry -that introduces an enormously larger redundancy in a highly non-trivial but quite natural way.
The approach was pioneered by Mandelstam in the early sixties [1] , and it is quite attractive because it makes the concept of a point a derived one. A point is regarded as the end of a path. There are infinitely many paths leading to any given point from a specified reference point. Thus a point is a class of equivalence of paths. Physical theories are then formulated in path space. This permits to avoid introducing space-time coordinates while staying in the continuum. The price paid is the introduction of a very large redundancy but as we stated above this is not to be regarded in itself as a drawback.
The original papers of Mandelstam dealing with electrodynamics and gravitation were written in 1962. The electrodynamics paper introduces what we would now perhaps call a "Wilson line" (a Wilson loop would be a closed Wilson line). We will use the term "Mandelstam path" in this article. Later, in 1968 , he further applied the formalism to the Yang-Mills and 0932-0784 / 97 / 0100-0086 S 06.00 © -Verlag der Zeitschrift für Naturforschung, D-72072 Tübingen gravitational fields and obtained the Feynman rules for both cases. At about the same time Faddeev and Popov [2] introduced the path integral over gauge fields which provided a more efficient way of obtaining the Feynman rules and became, for this reason, the standard method. In this article we are not concerned with Feynman rules but rather with the approach itself. We combine the Mandelstam method with path integrals to write the action for the field as a functional integral. This functional integral over functions of one variable ("paths") replaces the ordinary integral over space and time in the action for a field.
In order to keep track of the redundancy inherent in the path description we introduce the idea of a path deformation. The path deformations are the gauge transformations of this approach. They obey an algebra that has interesting properties, notably it closes only when the defining conditions of a riemannian geometry (Bianchi identity, vanishing of the antisymmetric part of the Riemann tensor in three of its indices) are met.
In this approach neither the metric tensor, nor the connection ever appear explicitly (there are no coordinates!). The gravitational field or, rather, the geometry, is described directly in terms of the Riemann tensor. It is only when one fixes the gauge, by selecting a unique path that leads to each endpoint from the reference point, that a coordinate system is set up on space-time. Then one can, in principle, reconstruct the metric tensor from the curvature.
The plan of the paper is the following: Sect. 2 deals with the formulation of riemannian geometry in terms of Mandelstam paths. The notion of path deformation is introduced and a criterion for establishing when two neighboring paths end at the same point is given. The algebra of paths deformations is found. (The detailed analysis is given in appendix A.) Sect. 3 discusses how to define the action as a functional integral over path space. It is shown that the Faddeev-Popov determinant plays the role of a space-time volume element. The treatment is to be regarded as provisional, since the gauge algebra involves the fields through the Riemann tensor, and hence a proper BRST treatment [3] -which is not given -is needed. It is however verified (appendix B) that the naive treatment gives the correct answer for the simple case of a 2-sphere. Finally, appendix C discusses how to reconstruct the metric form the curvature, giving an explicit construction for Riemann normal coordinates and for spherical coordinates.
Riemannian Geometry in Terms of Paths

Mandelstam Paths
In a riemannian manifold we take an arbitrary We want to specify a path without recourse to a coordinate system. This is done by giving at every point of the path the components of the tangent vector referred to the frame attached to the path. We will denote those components by u a (/. It is to be emphasized that in this formulation there are no arbitrary coordinates to be changed nor arbitrary frames to be rotated. These concepts are never introduced. Also, although we have used the words "parallel transport" above, the connection will never appear in the formulae. It is only to make contact with the ordinary treatment of riemannian geometry that we say "the frames that come with the paths are to be regarded as parallely transported". This defines the connection.
Path Deformations
We are interested in knowing when two paths u\ (A) and u a 2 (Ä) end at the same point. If we had a coordinate system then one would simply demand that the coordinates of the end point be the same. However due to the "non-holonomic" character (in curved space) of the intrinsic description in terms of u a (X), the analysis is much more elaborate. It turns out however that one can give an explicit formula for deciding when the two paths differ infinitesimally. a (Ä) connects the point with the parameter value / on the original path with the point with the same parameter value on the deformed path. At each point of either path there is a standard orthonormal frame (not shown) obtained by parallel transport, along the path, of the reference frame at the reference point. One may parallely transport along e" (/.) the standard basis at A on the original path to the point X on the deformed path. It will arrive rotated with respect to the standard basis at A on the deformed path. The rotation matrix is the Q°b of equation (2.1 b). This result may be obtained by dividing the region between the two paths by a sequence of infinitesimal cells of the type shown in this figure. By definition of the Riemann tensor the amount of rotation in each cell is u c £ . In the closed diagram shown in the figure u + öu is referred to the standard basis on the deformed path whereas e, u and e(/ + d/) are referred to the standard basis on the original path. Thus to add u + öu to e and close the diagram one must first parallely transport it along e to the original path. This brings in the second term on the right side of eq. (2.1 a).
Consider, as shown in Fig. 1 , two neighboring paths The first path is defined by U"(A) and the second U"(A) + öu a (A). Call £"(/.) the components of the vector that goes from the point with the parameter value X on the original path to the point with the same A on the deformed path. The components E"(X) are referred to the frame at A on the first path. We will call E"(A) a "path deformation".
The following relation then holds:
We shall call (2.1) the "equation of path deformation". It is closely related to the equation of geodesic deviation of riemannian geometry. One can derive it ( Fig. 1 ) just from the basic definition of the Riemann tensor as giving the amount of rotation after transport along an infinitesimal closed curve.
The Riemann tensor in (2.1 b) is evaluated on the first path. This means, in particular, that all the components are referred to the frame along the path obtained by parallel transport of the reference frame from the reference point. There is thus no problem in adding tensors at different points through the integral (2.1 b) because the basis at each point is fixed.
If we are given u a and u a + öu a we need to solve Eqs.
(2.1) for E" with the initial condition e fl (A 1 ) = 0. If the E"{A) thus obtained is such that E"{A2) = 0 the two paths will end at the same point. It is important to realize that the criterion depends on the value of the Riemann tensor along the first path. Thus two paths which end at the same point in the presence of one curvature will not do so in general if the curvature is changed. In flat space, where one has R bcd = 0 for all paths, two paths end at the same point if and only if the "total displacement"
is the same for both. The X"(A2) are then just the cartesian coordinates of the final point. However, this is not longer valid in curved space where the integral (2.2) is of no special significance. are then the corresponding coordinate one-forms which are exact. The £°(A) defined in terms of Ö u A (X) by solving Eqs. (2.1) with e a (/ 1 ) = 0 are a basis of 1-forms which are not exact ("non-holonomic") but are local in space-time.
Path Derivatives
One may have functions defined over path space. These will be functionals of U" (X) . The values of the functionals that will be of interest in what follows may depend on the point "A along the path and also have components referred to the frame at the point A. They may be written as iI/ A (A) [u] where A is an index in some representation of the Lorentz group (vector, tensor, spinor, ...). If one deforms the path the induced change in the field is given in terms of the functional derivative öip/öu
There are some functionals that are particularly simple and important, namely those that are obtained by evaluating a field defined over space-time on a path. They will be called local functionals. For them, the standard covariant derivative exists and may be related in a simple manner to the path derivative. Consider, for definiteness a vector field A" (A) [«] . According to (2.3) its change under a path deformation is
But if A" is a local field it will not be sensitive to alterations Su b (X) for X>A, because those will only imply changes in the path for A > A. On the other hand ÖA a (X) is sensitive to all <5u a (X) for A<A because those change the location in space-time of the point A. Thus we have
and we can rewrite (2.4) as
On the other hand, from the definition of the covariant derivative and the discussion of Fig. 1 , we have
This equation may be compared with (2.6) by recalling the change of basis (2.1) that relates öu with e. This gives
From this we infer
(2.9)
Note that the limit of coinciding arguments must be taken with the differentiation acting away from the point A toward the beginning of the path. If it is taken in the opposite direction one gets zero from (2.5). Thus for space-time fields the first path derivatives are discontinuous. The amount of the jump is the covariant derivative,
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where h is the Heaviside step function h(ot) = 1 for a>0 and h{a) = 0 for a<0. The relation (2.7) contains further information. Once eq. (2.10) is used one finds, by changing the order of the double integral that comes in from and comparing the coefficients of e b (X) in the interval (2.11)
If we now take the limit A' -»• A the integral tends to zero and we find the important relation
Thus we can write for e>0
It is essential to keep proper track of the discontinuities in the path derivatives to avoid contradiction. For example the second covariant derivative reads ö föA a (X) (2.14)
Here the limits A~~ -*• A and A~ A are to be taken keeping A>A~>A~": For successive functional derivatives with coinciding arguments the order of the arguments moves toward the reference point as each new derivative is taken. Thus
and although second functional derivatives do commute expressions (2.14) and (2.15) are not equal. This is because they differ by the exchange of and A~ ~ and there is a discontinuity at A~=A~~ whose strength is precisely the Riemann tensor.
The Algebra of Path Deformations
The descriptions of a path deformation by means of the non-holonomic displacement e a is not only local but it also has built in the geometry of space-time. This is because its relation to the holonomic basis öu a involves the Riemann tensor components. It is therefore to be expected that the commutation law for path deformations in the non-holonomic basis will be sensitive to the properties of the Riemann tensor. This is indeed so, as we now proceed to demonstrate.
We first perform a deformation with parameter e" and subsequently another with parameter rj". If one performs first a deformation e and afterwards a deformation rj one does not find the same result as when the order is reversed. This is again due to the fact that one must correct (as in Fig. 1 ) for the relative rotation of the corresponding basis.
The Action in Path Space
Action as Functional Integral
One would like to formulate in path space the action principle for a field theory on a riemannian manifold, including general relativity. Such a formulation would provide a coordinate-free treatment while staying in the continuum.
In [1] it was found that while it was simple to find action densities it was not clear how to integrate them. The reason was that one wanted to integrate over space points regarded as end of paths, but is was not known when two paths ended at the same point.
This difficulty can be overcome now because functional integral techniques for gauge fields have become available. Thus, we will integrate over all paths U"(A) treating
as a gauge symmetry. In taking into account the invariance (3.1) we will use the Faddeev-Popov prescription. This is to be regarded only as a provisional treatment -perhaps not generally valid ("generally" meaning for all Riemann tensors and all gauge choices) -because the algebra (2.19) has field dependent structure constants (Q a b depends on the Riemann tensor). A proper treatment should be based on a BRST analysis [3] of (3.1). As already expressed, we hope to address that problem elsewhere. In the simple example discussed in appendix B the Faddeev-Popov prescription gives the correct answer.
The action is written as a functional integral over all paths S = Jj$?0k.
(3.2)
For the measure over path space we will take the obvious choice -consistent with local Lorentz invariance
Here C is a gauge condition that, once the end point is fixed, picks a unique path leading to it from the reference point. The symbol det Jl c stands for the associated Faddeev-Popov determinant. One may, also, replace <5[C] by a more general "averaging" gauge fixing functional. The action density if is to be invariant under (3.1). This is easily accomplished by demanding if to be a Lorentz invariant local field evaluated at the endpoint. Indeed if if is a local field and one deforms the path keeping the endpoint fixed its value at the endpoint will only change by a Lorentz rotation. If if is Lorentz invariant the rotation will have no effect.
Thus for a scalar field we have 
Gauge Fixing
One must write down a condition that picks a unique representative within the class of equivalence of all paths that end at a given end-point and can be continuously deformed into each other. In order for the condition to be a good one the (regularized) Faddeev-Popov operator M c defined by (3.9)
The equation C = 0 says that u a is parallely transported and thus the path chosen is a geodesic that goes from the reference point to the arbitrary endpoint. One may view the constants of integration «"(/j) as the space-time coordinates of the endpoint in the coordinate system implied by du7d/. = 0.
Once the factor <5[C] is taken into account, the integral over all functions U"(A) reduces to an integral over u"(/.J, the action then reads
which shows very clearly that det M c is ^Jg in the coordinate system defined by (3.9). The FaddeevPopov operator obtained by evaluating the change of (3.9) under a path deformation reads, when du/d/ = 0
(3.11)
One knows that, for example, on a sphere the Riemann normal coordinates fail at the antipodal point of the reference point. This will show itself in (3.11) failing to be invertible for that particular value of (/(/j). However, from the point of view of the integration in (3.10) that failure is not to be regarded as more worrisome that the failure of the ordinary polar coordinates at the origin. The case of the two-dimensional sphere is treated in detail in appendix B. The Faddeev-Popov operator is obtained by appropriately folding the subintervals as explained in detail for the case of the 2-sphere in appendix B.
Added Note. Loops as Boundaries
This article has dealt with the invariant description of points regarded as boundaries of paths. It is also an attractive possibility to consider instead loops (closed paths) as the fundamental objects of interest. The question then arises as to whether one can describe a loop without introducing coordinates. As we now briefly explain, for a path homotopic to a point, this can be done by a simple extension of the ideas discussed above. For more general paths it is not clear how to proceed.
The main idea is to consider a loop that can be deformed to a point as the boundary of a disk, or, rather, as the common boundary of all the elements of a family of disks. This is implemented as follows. One deals with loops that go through a reference point. The reference point itself is identified with the zero loop whose equation is
Next, one considers a one-parameter family of closed paths, labeled by a parameter z with This family is defined by giving the deformation vectors E"(A, Z) that take the path z to the path with z + dr. The value T j corresponds to the zero loop and hence one sets
The value z 2 corresponds to the loop one wishes to describe. One is sure that each path in the family is closed by demanding
The sequence of deformations e a (A, t) for z x defines a disk. At each point of the disk the vectors u a and E" are tangent to it and span an area element
There is a whole class of equivalence of disk whose boundary is the loop in question. One may write a formula analogous to (2.1) relating the tangent vectors of two neighboring equivalent disks. That formula defines a gauge transformation in the space of disks. A theory in the space of loops is then a theory in the space of disks which is invariant under the gauge transformation.
The problem with this treatment of loops is that it is not clear how to deal with loops that are not homotopic to the zero loop. One might at first think that it would suffice to simply declare that there is a family of basic loops u (0) (/), U (1) (/), ... which are given to start with as not homotopic to each other. One would then consider deformations away from each of the basic loops (and not just away from u (0) ). However one faces here a serious difficulty. It is the following. If M (1) (A) describes a closed path for a given Riemann tensor it will fail to do so if the curvature is altered, even slightly. For this reason we regard a satisfactory description of loops along these lines as not yet available.
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Appendix A. Path Deformation Algebra
In this appendix we derive (3.2) by direct calculation. It will only be assumed that R abcd is a local field obeying
Since it is necessary to keep track of the dependence of the rotation on both u and e we will write
Whenever the dependence on either u or e is irrelevant that argument will just be omitted. Similarly with X. We start with a path u and apply first a deformation e that takes it onto u'. Then we apply a second deformation rj which takes u' into u". Since we are interested in the commutator we will only keep terms up to the bilinear order sr] and, further, we will only be interested in the part antisymmetric under exchange of £ and rj.
If we denote by an overdot a derivative with respect to we have from the basic path deformation relation (2.1) [u, e] (A. 10) and (A. 11).
Appendix B. Faddeev-Popov Determinant for the 2-Sphere
The purpose of this appendix is to show in a simple example how the space-time volume element is recovered as a Faddeev-Popov determinant associated with gauge fixing in path space.
We consider a two-sphere with radius of curvature a. The spherical gauge (3.12) is imposed. Thus we divide the interval (A 1? A 2 ) in two subintervals I = [A i, X] and 11 = [A, A 2 ]. Overall normalization factors such as 2 n will be systematically disregarded. However, track will be kept of the dependence on k l , A and A 2 . Those values -being arbitrary -should drop out from the final answer. That will indeed be the case.
We denote by u, the value of u 1 in the first interval and by u" the value of u 2 in the second interval. We would like to evaluate det M by path-integral techniques. The basic formula being that the integral of the exponential of a bilinear form yields the inverse of its determinant. (We choose to integrate over ordinary commuting variables.)
The overall integral will be split in four contributions. Consider first the simplest ones, coming from E 1 in the first interval and e 2 in the second. One is to 
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The path integral over the action (B.2) is readily evaluated by rewriting it as the transition amplitude associated with the hamiltonian f dp E dp, c-M^e-'P<<«-£ '>=Jdp e ö[pM f -*i)] One then integrates over both e and y under the constraints y 2 -co, e 1 =0, y 1 -co" £ 2 = 0.
The corresponding action reads One may treat both intervals separately keeping e" (X) fixed and then fold the partial amplitudes together by integrating their product over e" (X). Except for the last term that couples both intervals in a nonlocal fashion the action in each interval is in hamiltonian form with Acting on |/.) the rotation transforms it into le 1 = sinö 6 1 (X), y 1 =cos0 e 1 (/.)), which yields for (B.25), <^=0, p yi = 01 e 1 = sin 9 e 1 (X), cos 6 e l {X)} = <5(sin0 e 1 (X)) = (sin0)~1 ^(e 1 (X)).
(B.28)
The inverse of the Faddeev-Popov determinant is obtained by multiplying together the partial contributions (B.7), (B.24) and (B.28) and integrating over e 1 (X) and e 2 (X). This yields for the volume element det M du, du,, = a 2 sin 2 6 d9 d (p, (B.29) which is the desired result. Note that the arbitrary parameter values X, A 2 have indeed dropped out.
