Higher brain function depends on task-dependent information flow between cortical regions. Converging lines of evidence suggest that interactions between cortical regions and the central thalamus play a key role in establishing the dynamic patterns of functional connectivity that normally support these processes. In patients with chronic disturbances of cognitive function due to severe brain injury, dysfunction of this circuitry likely plays a crucial role in pathogenesis. However, assaying thalamocortical interactions is challenging even in healthy subjects and more so in severely impaired patients. To approach this problem, we apply a dynamical-systems approach to motivate an analysis of the electroencephalogram (EEG In a preliminary study, we test this idea by analyzing the EEG of a patient with chronic brain injury, who has a marked improvement in behavior and frontal brain metabolism in response to zolpidem. The analysis shows that following zolpidem administration, changing patterns of coherence are identified between the frontal lobes and between frontal and distant brain regions. These observations support the role of the central thalamus in the organization of patterns of cortical interactions and suggest how indexes of thalamocortical dynamics can be extracted from the EEG.
Higher brain function depends on task-dependent information flow between cortical regions. Converging lines of evidence suggest that interactions between cortical regions and the central thalamus play a key role in establishing the dynamic patterns of functional connectivity that normally support these processes. In patients with chronic disturbances of cognitive function due to severe brain injury, dysfunction of this circuitry likely plays a crucial role in pathogenesis. However, assaying thalamocortical interactions is challenging even in healthy subjects and more so in severely impaired patients. To approach this problem, we apply a dynamical-systems approach to motivate an analysis of the electroencephalogram (EEG). We begin with a model for a single thalamocortical module [ . When two such modules interact via shared thalamic inhibition, multistable behavior emerges; each mode is characterized by a different pattern of coherence between cortical regions. This observation suggests that changing patterns of cortical coherence are a hallmark of normal thalamocortical dynamics. In a preliminary study, we test this idea by analyzing the EEG of a patient with chronic brain injury, who has a marked improvement in behavior and frontal brain metabolism in response to zolpidem. The analysis shows that following zolpidem administration, changing patterns of coherence are identified between the frontal lobes and between frontal and distant brain regions. These observations support the role of the central thalamus in the organization of patterns of cortical interactions and suggest how indexes of thalamocortical dynamics can be extracted from the EEG.
neural population models | nonlinear dynamics | EEG coherence T he goals of this paper are to present the basis for a dynamicalsystems approach to the analysis of the human electroencephalogram (EEG) and to describe a pilot study that supports its potential utility. Below we detail the sequence of considerations that forms the rationale for our approach, beginning with the biological motivations and then turning to the analytic strategy.
First, task-dependent interactions between cortical areas are essential for integrative function and organized behavior, such as working memory or forming a movement plan (1) (2) (3) (4) (5) . Importantly, the corticocortical interactions are dynamic: They occur only at certain times in a task, and the direction of the information transfer can be task dependent (3) (4) (5) . For example, an external sensory stimulus (occipitoparietal) can instruct eye movements (frontal) or an endogenous intentional signal (frontal) can drive focal attention and vision (occipitoparietal). Thus, these basic behavioral elements require corticocortical interactions, and, crucially, they must be rapidly and selectively regulated.
Second, evidence from anatomical, physiological, and clinical studies suggests that the central thalamus is key to establishing this dynamic functional connectivity (6) (7) (8) . The central thalamus is dominated by the "matrix" neurons of the thalamus (6) , which tend to project to superficial layers of specific sets of cortical areas and are heavily innervated by brain stem arousal systems. They are thus positioned to facilitate the activity of neurons that receive long-range connections from other cortical areas, thus supporting and modulating corticocortical interactions (6) (7) (8) . Reticular neurons, although they do not directly project to cortex, also provide for coupling of distant cortical areas. This coupling occurs as a result of their inhibitory connections with thalamic relay nuclei, heavy projections to the matrix cells of the intralaminar and related "nonspecific" thalamic nuclei, and the innervation of reticular neurons by descending projections from modular cortical regions. Because these shared inhibitory interactions set up a kind of competition between thalamocortical loops, this form of coupling may allow for rapid switching between patterns of cortical connectivity, on the basis of small changes in the sensory input.
The third consideration relates to the need for modeling. Whereas the use of the EEG has several potential advantages (it is noninvasive, it can be carried out for extended periods of time even in severely ill patients, and it has good temporal resolution), it has an obvious disadvantage: The EEG registers only cortical activity. Thus, thalamic activity is not seen directly and must be inferred from its effects on cortical populations. To bridge the gap between what is readily measured and what we want to assay requires some form of modeling. Most often, the approach to EEG modeling is to use parametric modeling of the biophysics of cortical networks and the media (scalp, skull, and brain) to attempt to understand the characteristics of the EEG signal (e.g., ref. 9). However, because of the number of parameters involved, and because the EEG represents a coarse population average, solving the corresponding inverse problem is not a viable strategy. This motivates our approach to modeling: Rather than pursue a detailed, parametric approach, we instead identify the qualitative dynamical features of neural population activity that emerge from the above kinds of interactions. We focus the analysis on EEG coherences, as much of the evidence for the role of corticocortical interactions (2-5) is derived from coherences, which are also readily measured from human data.
Motivated by these considerations, the first portion of this paper determines the qualitative dynamics of a neural-population model of thalamocortical interactions. As we recently reported (10), the analysis shows that inhibitory interactions in the thalamus allow for switching between multiple modes of coherence patterns between cortical areas. This result supports the evidence reviewed above that thalamic interactions enable such shifts and, importantly, leads to a strategy for determining whether multiple modes of coherence are present in samples of human EEG. In the second portion of this paper, we apply this strategy to the EEG of a patient with chronic brain injury, who has an un- This article is a PNAS Direct Submission. 1 To whom correspondence should be addressed. E-mail: jdvicto@med.cornell.edu.
usual but well-documented response to zolpidem: a marked, reversible, behavioral improvement, and a concomitant normalization of frontal metabolism. Results of the EEG analysis show that this zolpidem response is also characterized by the emergence of changing patterns of cortical coherence involving the frontal lobes, suggesting that our approach may be able to identify circuit-level dynamics that are functionally relevant.
Results
Model of Thalamocortical Dynamics. In the first part of Results, we analyze the qualitative dynamics of a model of coupled thalamocortical modules. We focus on the consequences of shared inhibition within the thalamus; as we show, this suffices to generate multiple stable modes of cortical coherence. We then consider the effects of other kinds of coupling: shared thalamic excitation and direct cortical-cortical excitation. Our analysis shows that these forms of coupling do not contribute to multistability; rather, they work against it.
The basic building block is the population-based model of a thalamocortical module developed by Robinson and colleagues (11, 12) , and our implementation of it is described in more detail in ref. 10 . Briefly (see the dashed oblong in Fig. 1 ), the module consists of four populations of neurons: excitatory (E) and inhibitory (I) cortical neurons, a thalamic relay nucleus (S), and a thalamic reticular nucleus (R). Each population has two state variables: a mean potential V and a mean firing rate ϕ (s
−1
). For each population, the mean potential V evolves in time, according to the inputs that it receives from itself and the other populations. The influence of each population b on a target population a is determined by a coupling strength ν a;b and a delay τ a;b , (a; b ∈ fE; I; S; Rg). As illustrated in Fig. 1 and in keeping with anatomy, only some of the connections have nonzero strengths. Connections with positive coupling strengths are present from the cortical excitatory population, including self-excitation (ν E;E ; ν S;E ; ν R;E ), and from the relay population (ν E;S ; ν R;S ); connections with negative coupling strengths are ν E;I , representing inhibition within the cortex, and ν S;R , representing inhibition within the thalamus. For the cortical excitatory population E and the thalamic populations S and R, the mean potential is linked to the sum of the input signals via a differential operator D,
where the differential operator D is given by
The potential of the cortical inhibitory population is slaved to that of the excitatory population, V I ¼ V E . The delay parameters τ a;b of Eq. 1 are assumed to be zero within the cortex (a; b ∈ fE; Ig) and within the thalamus (a; b ∈ fS; Rg); between cortex and thalamus they all have the same nonzero value, τ a;b ¼ τ. For the differential operator of Eq. 2, the parameters α and β are chosen so that its impulse response mimics the time course of a synaptic potential.
To complete the description of the model, it is necessary to specify how the firing rate of a population ϕ a depends on its mean potential V a . For the populations with relatively compact neurons, in which signal propagation is limited a ∈ fI; S; Rg, this relationship is assumed to be a sigmoidal function:
For the cortical excitatory population ða ¼ EÞ, potentials are assumed to propagate in a wave-like fashion. For spatially uniform solutions (the only ones we consider here), this assumption leads to
where γ is the ratio of the propagation velocity to mean axonal length. In the analysis below, we consider both the qualitative nature of the solutions to the system of Eqs. 1-4 and the spectral characteristic of solutions in which the relay population S is driven by a random input,
The random input term, which represents sensory input, is modeled as white noise, ν S;N ϕ N ¼ Nðμ; σ 2 E Þ of mean μ and spectral density σ 2 E . For numerical integration with step size Δt, the input is generated by independent draws from a Gaussian of
Qualitative Behavior of Coupled Thalamocortical Modules. Eqs. 1-4 constitute a population-level model of a single thalamocortical module. With this as our starting point, we now proceed to determine the dynamics of coupled modules. We consider two identical modules ( Fig. 1 ) and designate their component populations as E j , I j , S j , and R j ( j ∈ f1; 2g). The specific parameter values we use are those for which the spectral characteristics of the excitatory cortical potential, V E , match those of the human EEG in different behavioral states: eyes-open alert (EO), eyesclosed alert (EC), light sleep (S2), and deep sleep (S3) (see ref.
10 for parameter values). As described below, we probe the effects of coupling by introducing populations that are shared between the modules, along with parameters κ s and κ u that specify the connection strengths for the shared populations (κ s ) and the unshared populations (κ u ) in terms of the single-module connectivity parameters ν a;b .
R S sensory input sensory input Fig. 1 . A model of two thalamocortical modules coupled via a shared reticular nucleus. Each thalamocortical module (enclosed by a black dashed oblong) is modeled by a four-population Robinson (11, 12) system, in which the cortex is modeled by excitatory (E) and inhibitory (I) populations, and the thalamus is modeled by relay (S) and reticular (R) populations. The green and red arrows indicate local excitatory and inhibitory connections, which are assumed to have no delay. The blue arrows indicate long-range excitatory connections, characterized by a uniform propagation delay. The purple arrow indicates sensory input. The dashed arrows represent connections involving the shared thalamic reticular nucleus R s , whose relative strength is determined by κ s . The dotted arrows represent connections involving the unshared thalamic reticular nuclei R 1 and R 2 , whose relative strength is determined by κ u .
Thus, to model coupling via the reticular nucleus, we introduce a shared reticular population, R s . As shown in Fig. 1 , its connections (dashed arrows) correspond to those of the unshared populations R 1 and R 2 : It receives input from both cortical excitatory populations E 1 and E 2 and inhibits the two relay populations S 1 and S 2 . Its connection strengths are specified in terms of those of the basic module: ν Rs;a ¼ κ s v R;a (nonzero for a ∈ fE; Sg). The connection strengths for the unshared populations R 1 and R 2 (dotted arrows in Fig. 1 ) are given by ν Rj;a ¼ κ u v R;a ; we allow for the factor κ u so that we can add the shared population without necessarily changing the total size of the reticular populations. Note that ðκ s ; κ u Þ ¼ ð0; 1Þ corresponds to two uncoupled modules with standard parameters, ðκ s ; κ u Þ ¼ ð1; 0Þ corresponds to two such modules whose reticular component is entirely shared, and the line κ s þ κ u ¼ 1 corresponds to intermediate configurations, in which a portion of the reticular population is shared.
At this point, the task at hand is to determine the qualitative behavior of this coupled system, as a function of the parameters κ s and κ u . We use a standard approach for doing this (see ref. 10 for details) that makes use of the fact that the system defined by Eqs. 1-4 is a delay differential equation. The result of the analysis is a bifurcation diagram, i.e., a parcellation of the ðκ s ; κ u Þ plane into regions, each of which corresponds to a different qualitative behavior of the system (see, for example, Fig. 2 ). The bifurcation diagram thus concisely characterizes the different kinds of qualitative behaviors that the system can manifest. Below we describe the bifurcation diagrams that emerge from the above system and several variants of that system.
Inhibitory Coupling via the Central Thalamus. The bifurcation diagram for the coupled system of Fig. 1 (with the parameter set of the EO state) is shown in Fig. 2 . As described above, this diagram summarizes the way that the qualitative dynamics of the coupled system depend on the parameters of interest: κ s , the strength of the shared reticular component, and κ u , the strength of the unshared reticular component. We begin at the vertical axis (where the modules are independent) and sweep down to the horizontal axis (where the modules are maximally coupled).
Along the vertical axis, κ s ¼ 0, behavior is simple. At κ u ¼ 1, which corresponds to the standard level of the reticular inhibition in the EO parameter set, there is a single, stable fixed point. As the strength of the reticular inhibition decreases below the red curve, the system enters an oscillatory regime. This change in behavior corresponds to a transition from a conjugate pair of complex conjugate roots of the characteristic equation with a negative real part to a pair with a positive real part, i.e., a Hopf bifurcation (10) . When inhibition decreases further, below the dotted black curve in Fig. 2 , the system enters a mode in which activity in the excitatory populations saturates at high levels; this region is a nonphysiologic parameter range and we consider it no further.
Near the vertical axis (κ s small), behavior remains simple. Because coupling is weak, the modules act as if they are uncoupled, and the only effect of coupling is to synchronize their activity. We designate this case, where both modules maintain similar activity, as the "symmetric" mode.
Additional behaviors emerge toward the middle of the diagram, as the coupling between the modules increases. When κ s is sufficiently high, activity in one module can drive down the activity in another module. This "winner-take-all" (WTA) behavior, in which one module has a high level of activity, corresponds to new fixed points. These solutions arise along a fold bifurcation, which is indicated by the blue curve in Fig. 2 . Moreover, depending on the combined values of κ s and κ u , the WTA solutions themselves can become oscillatory; this transition is indicated by the green curve, another Hopf bifurcation, in Fig. 2 .
The most interesting aspect of the system's dynamics is that there is an overlap between the domain in which the symmetric solution is stable and the domain in which WTA solutions are present-the gray region in Fig. 2 . This overlap occurs because the loss of stability of the symmetric solution and the formation of the WTA solution occur via separate mechanisms. The symmetric solution loses stability by a pitchfork bifurcation, which corresponds to the black curve in Fig. 2 ; in contrast, the WTA solution (mentioned above) is generated by a fold bifurcation (the blue curve in Fig. 2 ). Between these two bifurcation curves is a region (shaded gray in Fig. 2 ) in which the WTA solutions have emerged, and the symmetric solution has not yet become unstable. This overlap includes subregions in which the symmetric solution is oscillatory (below the red curve) and in which the WTA solutions are oscillatory (below the green curve).
Finally, when shared inhibition becomes overwhelming (near the horizontal axis), the behavior of the system again simplifies: Within the physiologic range, only the WTA behavior is stable, and this stability can be either oscillatory (to the left of the red curve in Fig. 2 ) or nonoscillatory (to its right.)
In Drover et al. (10), we confirmed this mathematical analysis via numerical simulations (forward integration of the system, with a driving noise term, as in Eq. 5). We also showed that the multistable behavior was found not only for the EO parameter set (as in Fig. 2 ), but also for the EC parameter set and for the light sleep parameter set (S2). Interestingly, although this behavior is robust, it is not universal: the deep-sleep parameter set (S3) does not manifest WTA behavior. The mechanism of emergence of the multistable behavior is also discussed in Drover et al. (10) .
Excitatory Coupling via the Thalamic Projections. We now extend the above analysis to include another form of coupling that is suggested by the anatomy: joint activation of both cortical regions by projections from the intralaminar nuclei. To model this form of coupling, we add another component: a thalamic nucleus L that projects to both cortical populations E 1 and E 2 (Fig. 3) . Because this nucleus receives its own excitation and projects directly to both cortical populations, it provides a form of coupling that is distinct from the shared inhibition considered above.
To specify the model without adding multiple new parameters, the connection parameters of the population L are assumed to be a scaled version of the connection parameters of the relay nuclei S 1 and S 2 : Fig. 4A shows, increasing the shared excitation (κ L ) narrows the region between the fold bifurcation (blue) and the pitchfork bifurcation (black), thus diminishing the region in which multistability is present. For sufficiently high values of shared excitation (κ L ≈ 0:45), the fold bifurcation merges into the pitchfork, and mulitstability no longer occurs.
In sum, coupling via shared excitatory input does not produce multistability and, in fact, tends to diminish the range of parameter values κ s and κ u for which multistability occurs.
Coupling at the Cortical Level. As is well known, the long axons of layer III pyramidal neurons provide a means for direct corticocortical interactions (13) . Anatomically, these connections can be interhemispheric (via the corpus callosum) or intrahemispheric (connecting distant regions via the deep white matter or adjacent regions via the U-fibers). To model their effects on dynamics, we included direct corticocortical excitatory connectivity, formalized by coupling constants ν E 1 ;E2 and ν E2;E 1 . We parameterize the strength of this coupling by κ E , its strength relative to cortical self-excitation, and, for simplicity, we assume that this coupling is symmetric: ν E1;E2 ¼ κ E ν Ea;Ea and ν E1;E2 ¼ ν E2;E1 .
Fig . 4B shows the effects of adding this form of coupling. The κ E ¼ 0 line indicates the behavior of the baseline system with shared reticular coupling (κ u ¼ 0:7, 0 ≤ κ s ≤ 1); the upper half of the plot indicates increasing amounts of excitatory corticocortical coupling, κ E > 0. As is the case for shared thalamic excitation (Fig. 4A) , corticocortical coupling narrows the region between the fold bifurcation and the pitchfork bifurcation, decreasing the region of multistability. Of note, this behavior does not depend on the size of the corticocortical conduction delay, because the relevant bifurcations are folds and pitchforks (10) . Thus, excitatory coupling at the cortical level, like excitatory coupling at the thalamic level (Fig. 4A) , stabilizes the symmetric mode of behavior and reduces the domain of multistability.
Finally, we consider the possibility that the corticocortical projection neurons, although excitatory in nature, terminate primarily on inhibitory interneurons and thus have a net inhibitory effect (e.g., ref. 13) . A simple way to model the consequences of this possibility (without adding further parameters) is to allow the coupling constant κ E to be negative. When this is done, the domain of multistability increases (κ E < 0, lower half of Fig. 4B ). That is, viewed as a perturbation on the basic model of thalamocortical dynamics (Fig. 1) , net inhibitory corticocortical coupling enlarges the domain of multistability, whereas net excitatory corticocortical coupling diminishes this domain. Moreover, if κ E is sufficiently negative, multistability can occur even in the absence of shared inhibitory coupling in the thalamus (κ S ¼ 0).
From Model to EEG Analysis Strategy. Our next step is to use the inferences from the above modeling study to motivate a strategy for EEG analysis. To do this, we first need to synthesize the bifurcation analysis into an understanding of the global behavior of the model. As we showed above, when thalamocortical modules are coupled via partially shared inhibition, they will exhibit multiple modes of stable behavior: a symmetric mode and two WTA modes in which one module's activity drives down the other. Each of these modes is associated with different stable solutions of the model equations, so we anticipate that these different modes (symmetric and WTA modes) will have qualitatively different spectral characteristics. Each of the steady-state solutions (fixed points) corresponds to a distinct basin of attraction, within which unperturbed solutions converge to the fixed point. We therefore anticipate that the system will remain in one of these states, until the noise excitation is sufficiently large to cause a jump into one of the other states. As shown in Drover et al. (10) , these anticipations are confirmed by numerical solution of the original delay-differential equations. Specifically, the activity levels of populations make abrupt transitions between discrete modes of behavior (Fig. 5A) , and within these modes, the spectral characteristics determined analytically from the linearized model equations correspond closely to those obtained by numerical integration of the original equations excited by white noise (Fig. 5B) . This correspondence holds for each of the modeled populations; we illustrate it for the excitatory cortical populations ϕ E 1 and ϕ E2 , because our goal is to connect model behavior with the EEG.
In motivating a strategy for EEG analysis, we focus on the presence of these spontaneous transitions between states with distinct coherence patterns. The rationale is that this feature is robust: It emerges from a qualitative analysis of the behavior of the system, and, as we showed (10), it is not specific to a particular choice of parameter values. In contrast, the position of the spectral peaks (Fig. 5B) will be highly dependent on the particular choice of time constants and connection strengths. Similarly, we do not attempt to make use of the frequency of transitions between the states or their dwell times, because this will depend sensitively on the size of the noise excitation. Given the obvious simplified nature of the model, these robustness considerations are crucial.
If it were possible to obtain artifact-free direct-coupled (DC) recordings of EEG for long periods of time (analogous to the time series shown in Fig. 5A for ϕ E1 and ϕ E2 ), then we could simply inspect these time series for abrupt transitions and, hence, evidence of multistability. However, such recordings are not possible-especially in recordings from patients who are unable to cooperateso we are driven to adopt a somewhat more indirect approach to detect multistability that can be applied to brief epochs of recordings and does not require DC recording. Fig. 6 illustrates this strategy, first with model data and then applied to clinical EEG. In Fig. 6A , we analyze 300 s of the model outputs ϕ E1 and ϕ E2 . Because these are continuous, noisefree data, the transitions between modes are readily apparent from the abrupt changes in the spectrograms and coherograms. To develop an approach that will also work when only brief segments of data are available, we begin by looking for structure in the pattern of variation of the coherogram, by applying principal components analysis to it:
a i u i ðf Þv i ðtÞ:
Here, Cðf ; tÞ is the coherogram at frequency f and time t, and each term on the right-hand side is chosen in a stepwise fashion to provide the best possible approximation to Cðf ; tÞ. Thus, the frequency dependence of the first principal component, u 1 ðf Þ, indicates the pattern of fluctuation that accounts for the most variance, and its temporal multiplier, v 1 ðtÞ, indicates the weight of this factor in Cðf ; tÞat time t. As Fig. 6A (Left) shows, the temporal multiplier for the first principal component, v 1 ðtÞ, tracks the abrupt changes in modes. Because these mode transitions are discrete, the distribution of values of v 1 ðtÞ is bimodal. Conversely, multimodality of the distribution v 1 ðtÞ is an indicator that the coherence tended to dwell in discrete states. As a control, we apply an identical analysis to surrogate data, constructed to be stationary Gaussian processes with the same spectra as ϕ E 1 and ϕ E2 (Fig. 6A, Right) . Here, there is no evident variation in the spectrogram across time, and the distribution of v 1 ðtÞis unimodal. Crucially, these analysis procedures (principal components analysis, followed by examination of the distribution of values of the temporal multipliers corresponding to the principal components) can be applied to piecewise data and are thus applicable to clinical EEG as well. To provide an objective test of whether the distribution of a temporal multiplier v i ðtÞ is significantly multimodal, we apply the Hartigan dip statistic (14) and compare its value for the actual data to that of 200 Gaussian surrogates. In the example below, we consider only the first principal component, because it is the only component for which the fraction of the variance explained was substantially more than expected from surrogate data (∼20% excess). Fig. 6 B and C shows the results of applying this analysis to the EEG of a patient with severe brain damage, in whom marked improvements in behavior and brain function were reliably induced by oral zolpidem administration (15) . This is an unusual but well-documented phenomenon (16, 17) that would allow us to carry out a within-patient comparison and to correlate the findings with regional changes in brain metabolism (see Materials and Methods for clinical details). Fig. 6B shows the spectrograms and coherograms obtained from the EEG recorded at a pair of frontal channels. At baseline (Fig. 6B, Left) , there were only minimal fluctuations in the EEG spectra, and the distribution of v 1 ðtÞ did not differ significantly from unimodality (P > 0.1), indicating that no fluctuations in dynamics were detected. Following zolpidem (Fig. 6B, Right) , there were multiple abrupt fluctuations in the spectrogram, amounting to changes in power of more than a factor of 10, and the distribution of v 1 ðtÞ was significantly multimodal, P < 0.01. Fig. 6C summarizes this analysis for multiple pairs of EEG channels. Under baseline conditions (Fig. 6C, Left) , there was tendency toward a departure from unimodality at central locations (0.05 ≤ P < 0.1). Following zolpidem (Fig. 6C, Right) , there was evidence for fluctuations of bifrontal coherence (as in Fig. 6B ) and, especially on the right, for fronto-occipital coherence. Along with the emergence of frontal fluctuations in coherence, an 18 FDG PET study showed that zolpidem induced a normalization in cerebral metabolism, primarily involving the frontal lobes, the striatum, and the thalamus.
Discussion
In the first part of the Results, we have characterized the qualitative behavior of a population-level model of thalamocortical dynamics. The model consists of two thalamocortical modules (11, 12) that are coupled via shared inhibition in the reticular thalamus (Fig. 1) . Our main finding (10) is that shared reticular inhibition provides for multiple modes of stable coherence patterns: a symmetric mode in which cortical regions are synchronously active and two winner-take-all modes in which each cortical region drives the other (Figs. 2 and 5 ). Because these several modes constitute basins of attraction that are simultaneously present, small fluctuations in thalamic input can cause the dynamics to switch rapidly from one mode to another (Fig. 5 ). This kind of behavior is specifically due to coupling via inhibition; coupling via shared excitation from thalamic relay nuclei (Fig. 3) or direct corticocortical excitatory coupling reduces and eventually extinguishes this multistability (Fig. 4) .
The conclusions of the modeling studies, that central thalamic interactions allow for cortical dynamics to switch rapidly from one mode to another, along with several lines of evidence that cognitive operations are associated with specific patterns of corticocortical coherence (2) (3) (4) (5) , support the notion that the central thalamus (6) (7) (8) is crucially important for establishing dynamic functional connectivity patterns required for cognitive function.
It is important to stress that these conclusions are based on a mathematical analysis of the dynamics, rather than a numerical simulation, because this approach broadens the relevance of the conclusions. From a rigorous point of view, this analysis guarantees their validity in a range of parameter values surrounding the particular ones chosen for illustration. For example, this analysis allows us to conclude that multistability will be present even for cortical modules that are not identical. More broadly (but without a rigorous guarantee), the qualitative nature of our analysis makes it likely that our conclusions concerning its behavior are biologically relevant even though the model itself is oversimplified. For discussion of some simplifications madeboth at the cellular and at the network level-see ref. 10 .
The present analysis also suggests a way of identifying "fingerprints" of thalamic activity in the surface EEG. Coherence of population activity between widely separated cortical regions is readily measurable from the surface EEG, and the model suggests that fluctuations of these coherence patterns rely on thalamic interactions between cortical modules. With this in mind, we analyzed the coherence patterns in a patient in whom marked improvement in brain function could be reliably induced by zolpidem. As we showed (Fig. 6) , this improvement was associated with evidence for multiple modes of coherence in frontal regions, corresponding to the regions of greatest metabolic normalization.
This analysis is presented as evidence that analysis of coherence patterns is practical even in the very challenging setting of severe brain injury and as preliminary evidence of its utility.
We chose a patient who demonstrated the "zolpidem effect" (16, 17) because it allowed us to carry out a within-patient comparison and to correlate our findings with metabolic imaging. However, we emphasize both its preliminary nature (it is an "N = 1" analysis) and that we make no claim that it is specific to the zolpidem effect.
Although the underlying mechanisms of the response to zolpidem are not known, direct action of zolpidem on GABA-A α-1 receptors in the globus pallidus (18, 19) and inhibitory interneuronal networks of the anterior forebrain (20) has been proposed to underlie a reactivation of thalamocortical and thalamostriatal outflow increasing synaptic background activity and normalizing firing patterns in neocortical, striatal, and thalamic neurons. We anticipate that the appearance of coherence fluctuations in the patient shown in Fig. 6B reflects a general phenomenon associated with the observed normalization of cerebral metabolism and behavior, rather than a zolpidem-specific effect.
Broad application of coherence fluctuations to the study of the injured brain will be challenging, as this measure is likely to be sensitive to detailed functional interactions that may be impacted by many confounding factors such as medications, heterogeneity of underlying etiologies of brain injury, and patterns of structural disconnection. Nonetheless, the present study-which mitigated these factors by a within-patient design-suggests that further exploration is warranted and that tracking of coherence fluctuations in patients recovering from severe brain injuries may yield important clues to pathophysiologic mechanisms at the circuit level.
Materials and Methods
Bifurcation Analysis of Population Models. Characterization of the qualitative behavior of the model equations, a system of delay differential equations, was carried out by standard methods (21, 22) . Roots of the transcendental equations required for these calculations were determined numerically by Newton's method, implemented using Octave (23) . Time series were calculated using XPPAUT (24) .
Clinical Data. The patient EEG data were collected from a 32-y-old male (15) emerged from minimally conscious state (25) , as a result of severe hypoxic injury following near drowning, 9 y before evaluation. The behavioral response to zolpidem was discovered incidentally by the patient's mother and was detailed during an inpatient clinical research evaluation. Briefly, the patient's baseline neurologic status consisted of a spastic left hemiparesis with flexor posturing, accompanied by dysarthria, dysphagia, a 1-to 1.5-Hz resting tremor in the right arm, and extensor posturing in both legs. Following 10 mg zolpidem, verbal fluency and articulation improved, oral feeding became possible, spasticity was reduced, and the resting tremor was eliminated, enabling smooth, goal-directed movements and manipulation of objects. Anatomical MRI demonstrated a left thalamic lesion, and ⊃18 FDG-PET showed that global metabolism increased more than twofold following zolpidem, with the largest increases in the frontal lobes (139-183%), the striatum (156%), and the thalamus (128-148%).
EEG Acquisition and Analysis. During the inpatient evaluation, the EEG was recorded via silver-cup electrodes ( < 5KΩ impedance) and digitized at 200 Hz following amplification and 80 Hz lowpass anti-aliasing filtering (XLTEK; Natus Medical). With the aid of simultaneously recorded video, multiple artifact-free 3-s segments were selected from a period prior to (31 segments over a 25-min period) and 20 min following (79 segments over a 33-min period) oral zolpidem administration. Data were linearly reformatted from the 31 recorded channels (augmented 10-20 system, FCz reference) into Laplacian montage at 19 locations (Fp1, F3, C3, P3, O1, F7, T3, T5, Fp2, F4, C4,  P4, O2, F8, T4, T6 , Fz, Cz, and Pz), using the Hjorth approximation (26), and linearly detrended within each 3-s segment. From these 19 locations, coherences were calculated at 17 pairs (8 interhemispheric, 9 longitudinal), chosen to provide efficient coverage of the head while minimizing pairs that shared a common lead (27) . For each selected pair of Laplacian channels, spectrograms and coherograms were calculated via the multitaper method (28, 29) , with nonoverlapping 1-seg analysis windows and five tapers. Principal components analysis was applied to the resulting time-frequency decompositions, and the Hartigan dip test (14) was used to assay the degree of multimodality of the resulting weights. To assess statistical significance of the Hartigan dip parameter, we repeated these calculations on Gaussian surrogate data, created to have spectra and cross-spectra that matched those of the original data and segmented into similar epochs. These surrogates were created by choosing, at each temporal frequency, sine and cosine Fourier amplitudes from the multivariate Gaussian distribution. All calculations were carried out with custom software (Matlab; MathWorks), which invoked the Chronux toolkit (28) for spectral analysis. The above evaluations were carried out following informed consent obtained from the patient's legally authorized representative, under protocols approved by the Weill Cornell Medical College Institutional Review Board.
