Operating in dynamic environments requires the use of multi-objective (optimization) controllers. This work presents a methodology for supervising a set of controllers designed according to a set of different specifications, in a hierarchical control structure. In this paper, unlike the theory of switching control, a similar structure which focus on choosing the best controller at a given moment is proposed. This methodology is applied to an autonomous mobile robot that follows constrained trajectories. Due to the complex non-linear behavior of the robot, all possible controllers had to be modeled off-line. Then, the on-line supervisor selects an optimal controller to perform the requested task. This method is demonstrated on the soccer robots of RoGiTeam in RoboCup annual competition
INTRODUCTION
Dynamic systems usually operate in dynamic environments, where some elements are continually changing. Multi-objective design methods can potentially benefit the control of systems in dynamic environments that operate in many modes of operation. For example the motion control of a mobile robot demands the combination of both trajectory and positioning control.
The RoboCup competition (www.robocup.org) is a platform where mobile robots play soccer. Its purpose it to stimulate innovations on a wide range of technologies. In recent competitions, hierarchical structures of control and distributed agent structures have been applied to embedded control. One of the teams; RoGi Team uses a distributed control architecture with local controllers and distributed supervisor agents (Oller et al., 1998) (Oller et al., 2000) . The requirements for the realization of a trajectory under some specifications and restrictions must agree with the capabilities of the local controllers. Only then, to apply the best controller will be possible to accomplish a specific goal. Authors such as (Samaan et al., 1989) , (Kuippers and Astrom, 1994) have solved this problems using qualitative methods. Unlike these approaches, to solve this problem is possible from the point of view of the reachability of the solution in the space of continuous signals. In this sense (Liberzon and Morse, 1999) , (Morse et al., 1992) , (Narendra and Balakrishnan, 1993) have treated the stability analysis of switching problems in the context of switching adaptive controllers using multiple models, or controllers. Our problem is different from theirs, since in each period a single controller is selected to execute one action, and the actions in the following periods can be analyzed independently without interactions. Stable controllers must be designed to assure the reachability of the specifications. are then used to decide which and when a different specification is necessary for obtaining the goal.
The paper is organized as follows: Section 2 formulate the definition of the control problem in a dynamic environment a hierarchical control structure for this problem is presented in section 3; and section 4 presents our methodology. Section 5 presents a mobile soccer robot example, and section 6 concludes this work.
PROBLEM DEFINITION
The environment in the RoboCup competition is very dynamic, this means that due to the continuous change of the ball position, movements of other robots, the trajectories to be executed change continuously (figure 1). This makes the robot, to be continually deciding in a transient (non steady) state. And in these conditions, controllers may work correctly or not.
Goals of any robot range from shooting, passing or stoping the ball to robot positioning. Meanwhile the obstacles (the opponent robots) are moving continuously too. This requires a control structure adapted to this dynamic environment. One solution is to implement several optimal controllers adjusted to different cost functions, associate at different goals. Another conservative solution is to implement a robust controller which is adjusted for all specifications, nevertheless it is not possible due to the strict requirements.
These requirements give some undesirable results, and in these cases it's preferable to avoid control effort.
All specified conditions involve the use of several optimized controllers plus a supervisor of them. 
SOLUTION PROPOSED
Our purpose is to implement different controllers with different specifications for specific cases, and implement a supervisory control function for switching and selecting the most proper controller in every situation. Unlike the research on switching control (Morse et al., 1992) which does not solve this problem, we propose a similar structure which focuses on choosing the best controller at a given moment rather than the switching process.
We suggest the use of heterogeneous controllers to successfully manage demanding tasks in dynamic environments. Because of the difference in specifications, it is not sufficient to use different gain controllers.
The supervisor plans the current goal for each robot. New robot positions or kicking the ball commands are assigned according to the development of the game. A different controller might be advisable to execute each command. The robot which receives a command from the supervisor (a low level supervisor or rather a software agent) has to decide if the requested command is feasible according to the specifications of (at least one) the controllers in its possession. If such an appropriate controller exists, the robot would notify the supervisor about its capacity to perform the task.
This knowledge of capacity can be adjusted during the match. It's a great advantage over other solutions, because is only realized feasible trajectories, it economizes energy and avoid dispersion of the robot players.
To integrate low-level and high-level control considerations in a coherent way is necessary in the control structure. This structure is depicted in figure 2: a highlevel supervisor plans a trajectory with several specifications that the robot should track. A protocol between high-level supervisor and the local supervisor is used to validate the feasibility of the proposed trajectory. A set of controllers is defined as:
Where c 1 ,c 2 ,... c n are the closed loop controllers which are designed according to different specifications, for example minimum time, minimum energy or possible combinations of cost functions.
Following, four typical cost functions and a short explanation about when their use is most appropriate are presented.
(1) Min time to execute the trajectory Cost function applied:
Where t f is the time to reach the end point. (2) Fixed time to execute the trajectory.
Cost function applied:
Exact time is required to get to the specific point in the field, for passing the ball or a kicking condition. (3) Precision of the end point trajectory execution.
Where Q is a semi-definite positive matrix. (4) Accurate precision to execute the trajectory.
Where e(ω) is the error of the real trajectory and the trajectory specified and Sup is the supreme of the error.
These four cost functions give a minimum of four controllers. Combined weighing of cost functions can be used to specify additional controllers. In order to decide if it is able to follow some specification, the robot must have some kind of knowledge about its behaviour under each controller (a so called behaviour model). Due to the non-linear behaviour of the robot, a behaviour model of the system is extrapolated through the analysis of a large number of operating points. Since the computational effort is too high for real-time processing, the conformance with specifications will be checked off-line. Figure 3 presents the methodology used in this research, the sub-tasks are explained bellow.
METHODOLOGY
Off-line computations:
(1) Trajectory goal X: The set of all possibly desired goals is requested for determining the robot´s behavior. On-line computations:
The supervisor decides whether a trajectory should be executed under specification X. To request this tra- The On-line computations are repeated for each needed action, for as long as the control action is active.
EXAMPLE
The proposed methodology is applied to a mobile soccer robot. Figure 4 presents a sketch of a mobile soccer robot. The coordinates (x,y) describe the midpoint of the vehicle position between the two symmetric driving wheels; together with the orientation angle ψ with respect to a fixed frame (O,X,Y). Under the hypothesis of "pure rolling and non-slipping condition", the robot satisfies the following nonholonomic constraint.
ẋsin(ψ) −ẏcos(ψ) = 0
As a result, the following dynamic and static models are used for the soccer robot:
where P=(x,y,ψ)
The specific values for the parameters of the robot used in the experiment are as follows:
The Matlab Simulink environment was used to simulate a complete grid of trajectories, from a variety of initial and final state conditions, using the previous model. Table 1 presents the ranges of the six parameter domains investigated in the simulations for the desired action -robotic movement from starting position to ending position as presented in figure 5 . In the following example, we will demonstrate the methodology an a single type of controller -the controller for the goal of minimum time from starting position to the end position. Parameters Interval
The ranges of the six parameters
, were partitioned into 6-10 intermediate points.
In total, we conducted 104.000 simulations, testing the feasibility of the following non-linear controller, for the specified model. The particular position controller used for the example is:
where: x_er= X f i -X; y_er= Y f i -Y; er_ψ tra j =ψ tra j− ψ; er_ψ f i =ψ f i -ψ; and V, ω are set values, the tangent and angular velocities respectively.
The large amount of data generated from each simulation of the six parameters V ini , V f i , X f i , Y f i , ψ ini , ψ f i and each conclusion (feasible or non feasible control) it difficult to handle. To facilitate it used a convex hall spatial filtering over the results of the 104.000 simulations to select only representative values. This resulted in about 10.000 representative cases, which are on the boundaries of the areas, which determine if the realization of a trajectory is feasibility or not for the controller. The filter introduced some error. The certainty in applying only the representative cases is about 95% for all situations.
The supervisor requires a single lay to predict the performance of the controller. Formula 11 presents the parametric non-linear function used by the supervisor to predict the time. We used Matlab´s Lsqnonlin procedure for non-linear least square optimizationwhich adjusts the function parameters for a minimum square error.
Only the remaining (after filtering) feasible parameter settings, were used for approximating the time with the non-linear function. Table 2 presents the parameters obtained by least square method:
The function 11 obtained used with the 8 nonlinear regression parameters in table 2 was able to approximate the time needed to execute the required trajectory with an absolute mean square error of 0.11% for all area the simulated trajectories.
This function is used for on-line estimation of the approximate time it will take to execute a motion with the six (initial and final conditions): The input
when the control action is feasible.
RESULTS
The reliability of this method is analyzed on different representative trajectories, such as eight cases plotted in 2-D figures, two out of the six free parameters Figure 7 , presents both results in one graph: the current trajectory and the predicted trajectory. Table 3 presents the values obtained for the eight representative trajectories. The first case presents an erroneous prediction. As we can see from figure 6, though the supervisor thinks that a controller is feasible for this case, and though the predicted time 3.03s, was quite close to the measured time 3.30s, the final precision was not attained -the robot did not arrive to the place it was supposed to arrive: X f i was 38 rather than the requested 25. In cases 1-6, the final angle and position were accomplished with an error precision less than 10%, and , the time prediction error is quite small. In case 8, the supervisor concludes that no controller is able to produce the trajectory correctly. Figure 7 presents the same information of table 3, but the six dimensional information is presented in 15 bi-dimensional panels. Each panel contains seven triangles and one circle. Triangles and circles represent respectively the positive and negative feasibility to realize the proposed trajectory under final precision and time restriction. Points and plus symbol inside the triangles represent respectively the actual success to realize the trajectory under imposed time T. Figure 6 presents the seven dynamic trajectories as executed in Matlab, from final position to end position. Case number 1 represents the erroneous trajectory generated by an unsuitable controller. In an actual soccer game, that may lead to missing a pass, so the robot will make a new attempt to arrive at the desired point. Due to the computer vision acquisition noise, the behavior of the actual robotic system is inferior to the behavior of the simulated system, and the supervisor planning and modification of plan is done in a continuous manner, so we will not present the results here. 
CONCLUSION
An important aspect of supervisory control in dynamic scenarios, is the problem of being aware of which decisions are feasible and which decisions are not feasible. When there are multiples objectives to accomplish according to different control specifications, it's necessary to know a-priori the reachability of any possible solution, and after in the affirmative case, to choose the best one. Thus, a method for solving this problem is essential.
For this purpose we propose in this paper the use of an hierarchical supervisory structure for mobile robots. The main goal of the proposed approach with respect to other solutions is that it allows to choose a controller that can realize a complete goal. The switching controller problems are avoided switching the controller only once steady state is reached.
As an example, we presented a case of a minimum time specification. In this example, we obtained the following confidence results:
1) 95% correct prediction of the reachable solutions from all investigated cases. 2) Absolute square error of around 0.11% in the estimated end point trajectory.
Future work is oriented to simplify and generalize the proposed methodology so that it will be applicable in other real cases. 
