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ABSTRACT 
The author studies the spectrum of &matrices, i.e. matrices of the form A = aZ 
_ B where B > 0 and A,, Q a < p(B). Here, X,, is the maximum of the spectral radii 
of all principal submatrices of B of order n - 1. 
1. INTRODUCTION AND NOTATION 
A Z-matrix is an n X n real matrix whose off-diagonal entries are nonposi- 
tive. Of particular interest in this class are the nonsingular M-matrices [9], i.e. 
those matrices of the form A = aZ - B where B > 0 and (Y is greater than the 
spectral radius p(B) of B, and the N-matrices [2], i.e. those matrices of the 
form A = cxZ - B, B >, 0, X, < (Y < p(B), where ha is the maximum of 
the spectral radii of all principal submatrices of B of order n - 1. 
Johnson [8] defines N,-matrices to be matrices of the form A = cul - B, 
R > 0, X,, < (Y < p(B). In Johnson’s characterization of No-matrices, he men- 
tions that A&-matrices have exactly one negative eigenvalue. The purpose of 
this paper is to further characterize the spectrum of an No-matrix. 
We shall use the following well-known properties of M-matrices: 
THEOREM 1.1 [4, Theorem 4.31. Let A E Z. Then the following state- 
ments are equivalent: 
(i) A is an M-matrix. 
(ii) All principal minors of A are positive. 
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(iii) 71~ rcwl put-t of ccwh f~igfvturltff~ of .1 i.9 positicc,. 
(iv) :\ ’ cdst.3 cird A ’ 3 0. 
The relations (i) e (iv) and (i) 3 (ii) are clue to Frol)euiu\ I-5, S]. (ii) 3 (iv) 
i4 tlr~e to Ostrowski 191, Goheen [7], and Egerviry [I]. Fan [3] proved 
(i) = (iii). 
Fiecller and Pthk [4] denoted the class of M-tnatriees I)y K and let K,, 
denote the closure of this class, i.e., A is in K,, if A has the form A = cul - H 
\sd>ere H 2 0 and a >, p(H). Further. a matrix is a singular j21-tnatrix if it is it) 
K,, mrd is singular. 
In [8, p. 2111 Johnson remarked that an X,-matrix has exactly one 
negative eigellvahle. For completeness, we shall give a proof of this result. 
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Proof. Let A be an N,)-matrix and f(h) the characteristic polynomial of 
A, say f(X)=x”+X~=,( -l)‘ciX” ‘, where c, is the smn of all principal 
minors of order i of A, i = 1,2,. . . , n. Then, 
f( -A)=( -A)“+ i (-l)‘c,( -A)” ’ 
i=l 
= ( - 1)” [X” + c,X’ 1 + c2x1’ ” + + C), ,A + c,,] 
Since A is an N,,-matrix, all proper principal minors of A are nonnegative, 
which implies that c,, ca,. . . , c,, , are nonnegative and c’,, = det A < 0. Thus, 
f( - h) has one variation in sign, which implies that the characteristic 
equation f( h ) = 0 has exactly one negative root. n 
If A is an 1Y,,matrix, then A ’ < 0 is irreducible by Theorem 1.4. By the 
Perron-Frobenius theorem, A ’ has a single, simple negative eigenvalue p 
which has maximum modulus among the eigenvalues of A ’ and which has a 
corresponding positive eigenvector. If spA = { h r = pm ’ = n(A), X,, , X ,, }, 
then n( A) is the eigenvalue of A with minimum modulus; further, Re X, > 
n(A) for i = 2,3,..., n by applying the Perron-Frobenius theorem to R = tZ 
- A >, 0. Examples can be given to show that this bolmd on the real part of 
the remaining eigenvalues of A is sharp. 
Fiedler and Ptak [4, Theorem 4.81 determined the portion of the complex 
plane which contains the spectrum of an M-matrix. Here we obtain a similar 
result for an A&-matrix. 
THEOREM 2.2. Let A he un N,,-matrix with n(A) the negative eigenvalue 
of minimum n~odulus, let a = max{ aii }, und let R( A) = {z E C : ]z] 3 In(A)], 
]z - N] < (I - n(A)}. Th en R(A) contains the spectrum of A. 
Proof. Let h be an eigenvahie of A. Since ReX > n(A), ]h] 2 In(A 
Since 01 - A > 0, all eigenvalues of al - A have modulus less than or equal 
to the Perron rot of aZ - A, i.e., ]a - X] < p( ul - A) = (I - n(A). n 
Note that n(A) lies on the boundary of both circles. 
The following theorem parallels a result of Fiedler and Ptbk [4] for 
M-matrices. Although the proofs of (i), (ii), and (iii) are quite similar, they are 
inchrded for completeness. 
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THEOREM 2.3. Let A, B E No with A < B. Then, 
(i) H ‘A 2 I and AB-’ > I; 
(ii) A ‘B<I, BAml < I, and both cue in K; 
(iii) p(l-A-‘B)<l and p(Z-BA ‘)<l; 
(iv) n(R)>, n(A). 
Proof. To establish (i), note that H ’ < 0 and R - A > 0 implies that 
H ‘( H - A) < 0 and thus I < A- ‘A. The second part of (i) as well as the first 
and second parts of (ii) are similar. Since (A ‘H) ’ = H ‘A 2 Z > 0 and 
A ‘R < I, we have A ‘R E K and thus the third part of (ii) holds. Since 
Z-A ‘H=A ‘(A-B)>O, we have P(I-A~‘R)=~(~-A ‘A)=l-p 
for some real eigenvalue ~1 of A-‘R. Since A ‘R E K, p > 0. Thus, 1 - 1-1 < 1. 
This establishes the first part of (iii), and the second part is similar. To 
establish (iv), let h < n(A) < 0. Then A - XI E Z, and Re(p - X) > n(A) - 
h > 0 for each eigenvalue ~1 of A. Thus, A - XI E K, and if q( A - XI ) 
denotes the eigenvalue of A - XI of minimum modulus, then q( A - XI ) = 
n( A) - X. Fiedler and Ptak [4, Theorem 4.61 showed that if A E K, A < B, 
andR~%,then(a)REKand(b)q(R)>,q(A).Now,sinceB-hZ~A-XI 
and H-XIE%, we have B-XIEK and n(B)-h=q(B-hZ)>,y(A- 
hl) = n(A) - h, and (iv) follows. n 
Johnson [8, Theorem 3.11 examined matrices A that satisfy (i) A E %, (ii) 
all principal submatrices of orders < n - 2 belong to K,, and (iii) at least one 
principal &matrix of order n - 1 belongs to Iv,,. He showed that if A is 
nonsingular of order n > 3 and satisfies (i), (ii), and (iii) then det A < 0 and 
A ’ E Z with at least one positive diagonal entry. Here, we show that each 
member of this class of matrices has exactly one negative eigenvalue. 
First we shall need the following lemma. 
LEMMA 2.4. Let A he u matrix satisfying (i), (ii), and (iii). If A is 
sing&r, then c,, , < 0. 
Proof. Without loss of generality we may assume that A can be parti- 
tioned as 
A = 
where A,, E N,,. In proving the contrapositive, assmne that c,, L >, 0. Since 
det A,, < 0, this means that at least one ( n - 1) X ( n - 1) principal minor of 
A is positive. We may assume that B = A[2,. . . , n; 2,. . , n] has positive 
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determinant (else simultaneously permute rows and columns of A until this is 
the case). Since B E 2, B is nonsingular, and all principal minors of R are 
nonnegative, we have B E K. Thus d > 0, and hence det A = (det A,,)( tl - 
CA ,,‘h ) < 0, which implies that A is nonsingular. W 
Actually, we have shown that if A satisfies (i), (ii), and (iii) and has any 
(II - 1) x (n - 1) principal submatrix with positive determinant, then A is 
nonsingular. 
THEOREM 2.5. Let A he a mutrix of order n B 3 satisfying (i), (ii), and 
(iii). Then A has exactly one negative eigenvalue. 
Proof. Let A be such a matrix, and f(X) the characteristic polynomial 
of A. As in the proof of Theorem 2.1, 
f( -h)=( -l)“[A”+c,X”~‘+c,h”~“+ .‘. +c,,_,x+c,,]. 
Property (ii) implies that cl, cg,. . . , c,,_ 2 are nonnegative. f( - X) has one 
variation in sign by Johnson’s result if A is nonsingular and by Lemma 2.4 if 
A is singular. Hence, the characteristic equation f(X) = 0 has exactly one 
negative root. n 
7’lze uuthor wishes to thank the referee and Dr. David Curlson for their 
comments, which led to u suhstantiul improvement in the presentution of this 
pulper cd in particular to a much stronger form of Theorem 2.5. 
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