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ABSTRACT
Dark matter (DM) haloes forming near the thermal cut-off scale of the density per-
turbations are unique, since they are the smallest objects and form through mono-
lithic gravitational collapse, while larger haloes contrastingly have experienced merg-
ers. While standard cold dark matter (CDM) simulations readily produce haloes that
follow the universal Navarro-Frenk-White (NFW) density profile with an inner slope,
ρ ∝ r−α, with α = 1, recent simulations have found that when the free-streaming
cut-off expected for the CDM model is resolved, the resulting haloes follow nearly
power-law density profiles of α ∼ 1.5. In this paper, we study the formation of density
cusps in haloes using idealized N -body simulations of the collapse of proto-haloes.
When the proto-halo profile is initially cored due to particle free-streaming at high
redshift, we universally find ∼ r−1.5 profiles irrespective of the proto-halo profile slope
outside the core and large-scale non-spherical perturbations. Quite in contrast, when
the proto-halo has a power-law profile, then we obtain profiles compatible with the
NFW shape when the density slope of the proto-halo patch is shallower than a crit-
ical value, αini ∼ 0.3, while the final slope can be steeper for αini & 0.3. We further
demonstrate that the r−1.5 profiles are sensitive to small scale noise, which gradually
drives them towards an inner slope of −1, where they become resilient to such per-
turbations. We demonstrate that the r−1.5 solutions are in hydrostatic equilibrium,
largely consistent with a simple analytic model, and provide arguments that angular
momentum appears to determine the inner slope.
Key words: cosmology: dark matter – methods: numerical
1 INTRODUCTION
In the standard model of cosmic structure formation, the
formation and evolution of structures in the Universe is
driven by the dynamics of dark matter (DM), most com-
monly assumed to be in the form of collisionless cold dark
matter (CDM). Gravitationally collapsed and virialised DM
haloes drive the formation and evolution of galaxies and
galaxy clusters by attracting baryonic gas into their centres
where stars form from the condensed gas (e.g. White & Rees
1978). Due to the shape of the spectrum of density fluctu-
ations, structures grow hierarchically from the first gener-
ation of smallest DM haloes to galaxy clusters, and even
larger super-structures today. This theoretical scenario has
had tremendous success in reproducing a wealth of observa-
tional results, and particularly so on large scales (& 1Mpc;
e.g. Tegmark et al. 2004). At the same time, the particle na-
ture of DM still eludes us. DM that is mainly in the form
of the lightest stable supersymmetric particle at the mass
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scale of several hundred GeV has been a favourite candi-
date (the weakly interacting massive particle, WIMP). This
was mainly motivated by the WIMP miracle where weak-
scale interactions would predict the required relic abundance
(see e.g. Jungman, Kamionkowski & Griest 1996, and ref-
erences therein). However, with DM searches still having
found no trace of the WIMP, and the well known possible
small-scale problems of CDM (see e.g. Weinberg et al. 2015;
Bullock & Boylan-Kolchin 2017, and references therein), al-
ternative models, such as e.g. warm dark matter (WDM),
are also of great current interest.
The non-linear evolution of DM as a collisionless
self-gravitating fluid is governed by the Vlasov-Poisson
(VP) system of equations. The numerical evolution of
the cosmological VP equations is most commonly per-
formed through N-body simulations. Thanks to the rapid
evolution of both computational facilities and simula-
tion techniques in the last four decades, cosmological
N-body simulations have been the most powerful tools
to model the non-linear phase of structure formation in
the Universe (e.g. Miyoshi & Kihara 1975; Efstathiou
1979; Aarseth, Turner & Gott 1979; Klypin & Shandarin
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1983; Davis et al. 1985; Suto & Suginohara 1991;
Dubinski & Carlberg 1991; Springel et al. 2005). One
of the key results of such simulations has been the discovery
of the universal form of the spherically averaged radial den-
sity profile of relaxed DM haloes. Navarro, Frenk & White
(1996, 1997, hereafter NFW) found that independently
of halo mass, the density profile is well described by the
two-parameter family of NFW profiles, given by
ρ(r) =
ρs
(r/rs)[1 + (r/rs)]2
, (1)
where r is the distance from the centre of the DM halo, and
ρs and rs represent the scale density and length, respectively.
While subsequent studies pointed out some deviations from
universality (e.g. Fukushige & Makino 1997; Moore et al.
1999b; Jing & Suto 2000; Ricotti 2003; Tasitsiomi et al.
2004), the NFW profile works remarkably well over a wide
range of halo mass, from galactic to cluster scales even if the
slope of the power spectrum is changed (e.g. Cole & Lacey
1996; Tormen, Bouchet & White 1997; Ludlow & Angulo
2017). More recent papers based on higher resolution
simulations (e.g. Navarro et al. 2004; Springel et al. 2008;
Stadel et al. 2009; Navarro et al. 2010; Dutton & Maccio`
2014) found that the Einasto profile (Einasto 1965) provides
however a better fit for haloes in their simulations, especially
in the very central region of haloes, r . 0.01rvir, where rvir
represents the virial radius of the DM halo.
Simulations that take into account the damping of per-
turbations on small scales due to the free streaming of
DM particles associated with their kinetic temperature have
yielded a less coherent picture. The small but finite kinetic
temperature results in a cut-off in the matter power spec-
trum compared to the perfectly cold limit. This cut-off di-
rectly sets the mass scale of the smallest DM haloes by sup-
pressing structure formation below this scale. We note that
due to the huge number of particles that would be needed
to sample a true warm phase space distribution, modelling
DM with a finite temperature in the cold limit while adding
the cut-off to the perturbation spectrum is the common
and reasonable approach. For a CDM particle with mass
of order ∼ 100 GeV (e.g. Hagiwara et al. 2002; Ellis et al.
2003), the corresponding lower mass limit of CDM haloes is
about an earth mass (M⊕ ∼ 10
−6M⊙). These are the so-
called microhaloes (e.g. Green, Hofmann & Schwarz 2004,
but see also e.g. Bringmann 2009). Microhaloes are expected
to be very abundant in galactic- and cluster sized larger DM
haloes and may be a significant source of γ-rays from annihi-
lating DM (e.g. Berezinsky, Dokuchaev & Eroshenko 2003;
Diemand, Moore & Stadel 2005).
Thermally produced DM particles with smaller masses
have a higher kinetic temperature and thus suppress the
growth of fluctuations to larger scales. The resulting trun-
cation of the matter power spectrum hence corresponds to
a higher mass of the first dark haloes that are able to form.
A particularly interesting regime is of course the WDM
regime in which this mass scale coincides with the scale
of dwarf galaxies, ∼ 108−9M⊙ (Bode, Ostriker & Turok
2001). Because of the lack of substructures smaller than this
scale, WDM is a possible solution for the so-called missing
satellite problem (Klypin et al. 1999; Moore et al. 1999a).
From recent observational constraints (e.g. Viel et al. 2013;
Menci et al. 2016), an acceptable mass of a WDM particle
is & 3keV, which still results in a moderate suppression of
the abundance of dwarf galaxies.
The spherically averaged density profile of DM haloes
in models with a resolved cut-off in the matter power spec-
trum has also been investigated using cosmological N-body
simulations. Quite in contrast to the perfectly cold simu-
lations, the results have been less conclusive and therefore
more controversial. On the one hand, some studies found
that the density structure of DM haloes in cosmological N-
body simulations with a cut-off spectrum is well described by
the NFW profile: e.g. in the case of hot dark matter (HDM),
in which the DM candidate is a neutrino with a mass of . 0.3
eV (Battye & Moss 2014) and the truncation in the matter
power spectrum arises on cluster scales (e.g. Wang & White
2009); but also in the WDM case (e.g. Avila-Reese et al.
2001; Busha, Evrard & Adams 2007; Lovell et al. 2014).
On the other hand, Ishiyama, Makino & Ebisuzaki (2010)
and Anderhalden & Diemand (2013) found that microhaloes
have steeper central cusps than those of NFW haloes, i.e. fol-
low over a large range of radii more closely a single power-law
profile of the form
ρ ∝ r−α (with α > 1). (2)
Subsequent studies (Ishiyama 2014; Angulo et al. 2016)
confirmed the existence of cusps with α > 1 and also
demonstrated that the central density slope of the small-
est microhaloes is described by α = 1.5 for some time
after their formation and then becomes increasingly shal-
lower as their masses grow. In contrast to previous studies
that consistently found NFW profiles in WDM simulations,
Polisensky & Ricotti (2015) found a steeper inner profile,
but the difference from the NFW profile seems to be less
obvious than those seen in microhaloes.
Ogiya, Nagai & Ishiyama (2016) and Angulo et al.
(2016) argued that violent relaxation (Lynden-Bell 1967)
driven by major mergers between microhaloes – expected to
occur frequently because of the shallow slope of the power
spectrum above the cut-off and the lack of smaller substruc-
tures – plays a role in making the central density profile
shallower. They also found that the dynamical impact of
consecutive mergers weakens as the logarithmic central den-
sity slope, α, approaches unity, i.e., the NFW profile, and the
density structure becomes more resilient. This might explain
why the NFW profile is universally observed in most cosmo-
logical simulations. In light of these results, the controversy
of halo density profiles in cosmological N-body simulations
with the cut-off might be related to the WDM and HDM
haloes having already experienced mergers such that their
central cusp has been already transformed into that of the
NFW model.
There is however another possible effect that is harder
to quantify. It has been known for a long time that N-
body simulations, in particular those that are initialised
from a truncated density spectrum where the cut-off is
(well) resolved, suffer from so-called artificial fragmentation
(e.g. Melott et al. 1997; Splinter et al. 1998; Wang & White
2007; Hahn, Abel & Kaehler 2013; Angulo, Hahn & Abel
2013; Lovell et al. 2014): while the formation of DM haloes
should be strongly suppressed below the cut-off scale, spu-
rious haloes appear abundantly along filaments in such sim-
ulations. As they accrete onto the first generation of true
haloes, they may alter the density structure of physical DM
c© 2017 RAS, MNRAS 000, 1–21
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haloes by heating up their central part through mergers
and/or by introducing additional noise.
Since the first generation of haloes are the seeds (or
building blocks) of all larger systems formed later, such as
galaxies and galaxy clusters, in the hierarchical structure
formation scenarios, investigating the origin of their struc-
ture and untangling physical from numerical effects is of
key importance to understand the processes of formation
and evolution of cosmic structures. Especially in the WDM
model, a part of them would be expected to survive to late
times as the surroundings of dwarf galaxies which are dy-
namically dominated by DM and might retain the memory
of their formation processes.
The role of the cut-off in the spectrum as well as small
scale perturbations in setting the density profile of DM
haloes is therefore still unclear. With the profiles in at least
some cosmological scenarios not following a universal NFW
profile, we are thus led to ponder the following key questions:
(i) Why do CDM haloes in cosmological simulations with
the cut-off in the matter power spectrum, i.e. microhaloes,
have steeper density cusps (α > 1) than those in cosmolog-
ical simulations without the cut-off (α = 1, i.e., the NFW
profile)?
(ii) Why are cusps with α > 1 seen in microhaloes more
obviously than in WDM or HDM haloes?
(iii) And thus ultimately: What is the role of the peak
profile and shape of the proto-halo patch at variance with
the presence of small scale perturbations in setting the inner
profile?
It is clear that DM haloes near the cut-off in the matter
power spectrum form differently from their equal-mass coun-
terparts in perfectly cold DM: rather than by a sequence of
hierarchical mergers, they form through monolithic gravita-
tional collapse, and such DM haloes of the first generation
have not experienced any mergers. Their collapse originates
from an asymmetric perturbation of an otherwise smooth
density field. The main density peak of a first-generation
halo forming at some mass scale M is smooth below that
scale which leads to two (interrelated) main differences with
respect to the peak properties in the cold limit: (1) when
smoothed on a scale much smaller than M , the density at
the centre of the peak does not increase, and (2) there are no
small-scale density fluctuations. Based on these two aspects,
we will study the differences in the resulting density profiles
after the collapse of idealised proto-halo peaks in this paper
and investigate the impact of the peak profile, non-spherical
perturbations and small-scale noise on the outcome. This
will allow us to explore the origin of the very steep cusps
observed in cosmological simulations using idealised N-body
simulations with high resolution.
Our paper is structured as follows. In Section 2, we give
an overview over previous analytical results and explain the
model that we adopt in our subsequent simulations. Then,
in Section 3, we present the results of our suite of numerical
simulations. We discuss some phenomenological arguments
to explain the simulation results in Section 4, before we con-
clude in Section 5.
2 MODEL DESCRIPTION
In this section, we briefly review previous results on the col-
lapse of spherical density perturbations under self-gravity in
an expanding universe. Then, we discuss in detail the initial
conditions that we will adopt in our subsequent simulations
as model systems for the gravitational collapse of a proto-
halo patch to a DM halo.
2.1 Spherical infall models
Both analytical studies and numerical simulations have pro-
vided important insights into the formation of DM haloes
and their internal structure. Early analytical studies fo-
cused on the gravitational collapse of an isolated spheri-
cal overdense patch in an Einstein-de Sitter universe (e.g.
Gunn & Gott 1972; Gott 1975). In such spherical infall mod-
els, collisionless material (DM) expands first with the Hub-
ble flow and then falls back towards the centre of the isolated
system, thereby establishing a density profile of functionally
stable form with a singular central density cusp by under-
going multiple shell-crossing.
Fillmore & Goldreich (1984) subsequently developed a
more general spherical infall model in which the initial
mass perturbation, Mǫ, is described by a parameter, ǫ, as
Mǫ(r)/M0(r) ∝ M
−ǫ
0 (r), where M0(r) is the unperturbed
mass enclosed within the radius, r. The parameter is de-
fined in the range of 0 < ǫ 6 1 and the radial dependence of
the perturbation density, ρǫ(r), is given as
ρǫ(r) =
1
4πr2
dMǫ(r)
dr
∝ r−3ǫ. (3)
Fillmore & Goldreich (1984) then derived the self-similar
solutions for collapsed systems and the asymptotic be-
haviour of the central density structure as ρ(r) ∝ r−2 for
0 < ǫ 6 2/3 (see Appendix A1), and as ρ(r) ∝ r−9ǫ/(1+3ǫ)
for 2/3 6 ǫ 6 1. Bertschinger (1985) obtained the whole
structure of the collapsed systems for the model with ǫ = 1.
He also derived the density structure of α = 1.5 for collaps-
ing pressureless fluids, but the solution is valid only before
shell crossing. Gurevich & Zybin (1995) obtained a density
structure of α = 1.7 − 1.9 for proto-halo patches with the
initial profile of ρini ∝ (1 − r
2). Analyses in these studies
were however restricted by the assumption of purely radial
orbits. Subsequent analytical work also included non-radial
orbits in which case the radial dependence of the central
density profile is given by ρ(r) ∝ r−9ǫ/(1+3ǫ) for 0 < ǫ 6 1
(e.g. Sikivie, Tkachev & Wang 1997; Nusser 2001). N-
body simulations confirmed these analytical predictions
(White & Zaritsky 1992; MacMillan, Widrow & Henriksen
2006; Vogelsberger, Mohayaee & White 2011).
Williams, Babul & Dalcanton (2004) suggested that
α ∼ 1.5− 1.7 would be the upper limit for the inner density
slope of DM haloes in realistic cases.
More recent analytical studies found that the cen-
tral density structure depends not only on the parame-
ter ǫ but also on the velocity structure of the gravita-
tionally collapsed systems: those systems that are dynami-
cally dominated by radial velocity components have steeper
central density slopes (e.g. Subramanian 2000, Lu et al.
2006, hereafter L06; Lapi & Cavaliere 2011). Interestingly,
these authors predicted the NFW-like central structures,
c© 2017 RAS, MNRAS 000, 1–21
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ρ ∝ r−1, for the models with ǫ . 0.1 when the col-
lapsed systems have isotropic velocity dispersion (see also
Teyssier, Chie`ze & Alimi 1997).
In summary, for ǫ . 0.1 these analytical models predict
an inner slope of α = 1 in the limit of vanishing velocity
anisotropy and an inner slope of α = 2 in the limit of purely
radial orbits. We thus formulate the hypothesis that for real-
istic three-dimensional systems these values provide the lim-
iting cases for a range of proto-halo profiles and thus expect
that objects collapsing at the free-streaming scale plausibly
occupy an intermediate regime 1 < α < 2. We will next
discuss the setup we choose to study this hypothesis.
2.2 The proto-halo peak model in this work
In this paper, we adopt a model of a proto-halo patch of
increasing sophistication: first, we set up a simplified spher-
ically symmetric proto-halo profile motivated by the mean
peak profile in a Gaussian random field with a power spec-
trum both with and without a free-streaming cut-off; then,
in further steps, we break spherical symmetry by adding
nonspherical large-scale potential perturbations in a con-
trolled way, and finally we also add potential fluctuations
on scales smaller than the cut-off scale.
2.2.1 The spherically symmetric proto-halo profile
We thus start by considering an isolated spherical overdense
region in a flat universe, δ(r) ≡ [ρi(r)− ρb]/ρb, where ρi(r)
and ρb are the density structure of the overdense region and
the cosmic mean matter density, respectively. Under the as-
sumptions that haloes form at local peaks of the overdensity
field (equivalent also to local maxima in velocity conver-
gence in linear theory), the peak theory of Bardeen et al.
(1986, hereafter BBKS) applies and allows to calculate the
mean spherical peak profile (BBKS, equation 7.10) given a
filter kernel that determines the scale of the peak. The nat-
ural choice for the filter kernel when studying the behaviour
of spectra with a cut-off is of course given by the cut-off
function itself. We note that a constrained spherical peak in
the formalism of Hoffman & Ribak (1991) is equivalent of
course to the BBKS formula. However, here, we will adopt
a simpler model with almost identical asymptotic behaviour
as the mean BBKS profile. We will discuss the difference
between our simplified peak profile and the full BBKS pro-
file subsequently. When δ(r = 0) is large enough, the point
r = 0 is expected to be a local maximum of the density field,
and we can assume that the typical structure of the over-
dense region is sufficiently well described by the two-point
correlation function ξ(r), so that
δ(r) ∝ ξ(r). (4)
Analytical studies based on the spherical infall models men-
tioned in Section 2.1 and equation (4) investigated the re-
lation between the slope of the power spectrum and the
density slope of collapsed haloes and found steeper density
slopes for shallower power spectra (e.g. Hoffman & Shaham
1985). Subsequently,  Lokas (2000) proposed a modified
model and found density profiles of haloes that agree well
with the NFW model.
We computed two-point correlation functions for the
cosmological models of CDM without the cut-off, of CDM
with the cut-off, of WDM, and of HDM using a part of
the music code (Hahn & Abel 2011). The code uses the
fitting formulae of Eisenstein & Hu (1998) for the trans-
fer function and of Green, Hofmann & Schwarz (2004) and
Bode, Ostriker & Turok (2001) for computing the power
spectrum damped by free streaming motion of CDM and
WDM particles. We assume CDM (WDM) particles with
a mass of 100 GeV (3.5 keV). The damping factors of
the transfer function proposed by Bode, Ostriker & Turok
(2001) is also employed in the HDM model assuming
that HDM particles have a mass of 30 eV. The Wilkin-
son Microwave Anisotropy Probe (WMAP) 7-year cosmo-
logical parameter set is adopted throughout this paper
(Komatsu et al. 2011). 1
The upper panel of Figure 1 shows the two-point
correlation function as a function of mass scale, M =
(4π/3)ρb,0s
3, where ρb,0 is the cosmic mean density at the
present time. The corresponding spatial scales, s, are shown
in the upper horizontal axis. Black, red, blue and magenta
lines represent the cosmological models of CDM without the
cut-off, of CDM with the cut-off, of WDM and of HDM, re-
spectively. The two-point correlation function diverges for
r → 0 in the model without the cut-off in the matter power
spectrum. However, in other models in which the cut-off in
the matter power spectrum is imposed, the two-point corre-
lation function asymptotes to a constant below the scale of
free streaming damping of DM particles since density fluc-
tuations have been smoothed out on these scales. To model
the core structure in the two-point correlation function, we
modify equation (3) as
ρǫ(r) ∝ (r
2 + r2c )
−3ǫ/2, (5)
where rc is the core size. This form corresponds to equa-
tion (3) in the limit of rc → 0 and ensures the existence of
the peak (i.e. vanishing gradient) at the centre, as seen in
the two-point correlation functions (coloured lines in Figure
1). The core size in ξ(M) is approximately the same as the
lower mass limit of DM haloes in the model of CDM with
cut-off (of WDM), ∼ 10−6(108)M⊙. The lower mass limit of
DM haloes in the HDM model is ∼ 1014M⊙.
The lower panel shows the logarithmic slope of the two-
point correlation function. The vertical axis in the panel
corresponds to the parameter in the spherical infall model,
ǫ, when we assume the relation given in equation (4). The
typical structure of overdense regions near the free stream-
ing damping scale in the models of CDM with cut-off, of
WDM and of HDM can thus be well approximated with the
parameters ǫ = 0.05, 0.17 and 0.60, respectively. In addition,
we also run simulations for ǫ = 0.01, 0.30 and 0.80. Table
1 describes the redshifts to start and finish the simulations,
1 The cosmological parameters adopted in this study are the
Hubble constant at the present time, H0 = 70.3kms−1Mpc−1;
rms of density fluctuations measured in the sphere with a radius
of 8h−1Mpc, σ8 = 0.809; power law index of the primordial power
spectrum, ns = 0.96; fraction of the energy of the universe due to
total (dark matter + baryon) mass, Ωm = 0.27; and fraction of
the energy of the universe due to baryon mass, Ωb = 0.0451. We
assume a flat universe model throughout the paper and the frac-
tion of the energy of the universe due to the cosmological constant
is set to be ΩΛ = 1−Ωm = 0.73.
c© 2017 RAS, MNRAS 000, 1–21
Gravitational collapse and structure of DM haloes 5
	

	



	
      
ξ









 
ξ



 



!
"



⊙
#   ! 
Figure 1. Upper panel: Two-point correlation function as a func-
tion of mass scale, M = (4π/3)ρb,0s
3, where ρb,0 is the cosmic
mean density at the present time. The upper horizontal axis rep-
resents the corresponding spatial scales, s. Lower panel: Loga-
rithmic slope, -d ln ξ/d lnM , which would correspond to the slope
of the initial mass perturbation in the spherical infall models. In
each panel, black, red, blue and magenta lines represent the mod-
els of CDM without the cut-off in the matter power spectrum, of
CDM with the cut-off, of WDM and of HDM, respectively.
Table 1. Relation between the parameter to control the density
slope of the proto-halo patch, ǫ, and redshifts to start and finish
the simulations, zi and zf . All models follow (1 + zi)/(1 + zf) =
12.5. Assumed DM model, which determines the physical scale of
the haloes, is also shown.
ǫ zi zf DM model
0.01 399 31 CDM
0.05 (microhalo) 399 31 CDM
0.17 (WDM) 124 9 WDM
0.30 124 9 WDM
0.60 (HDM) 11.5 0 HDM
0.80 11.5 0 HDM
zi and zf . In all simulations, the scale factor of the universe
grows by a factor of 12.5 between start and end of the run,
i.e. (1 + zi)/(1 + zf) = 12.5.
As we have already mentioned above, equation (4) is
only an approximation to the mean peak shape predicted
by BBKS. In Figure 2 we show the difference between our
simplified peak profile (dotted line) and the corresponding
calculation for a mean spherical BBKS peak (solid line).
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Figure 2. Average radial profile of density peaks. The radial
bins are scaled by the size of the initial core, rc. Top, middle
and bottom panels show the profiles of peaks described with
ǫ = 0.05, 0.17 and 0.60. Black, red and blue lines in each panel
represent density peaks of the peak height, ν = 2, 3 and 4, respec-
tively. To draw solid and dotted lines, equations (7.10) and (7.11)
in Bardeen et al. (1986) are used assuming the function form for
two-point correlation function, ξ(r) ∝ (r2 + r2c )
−3ǫ/2. Solid lines
are the predictions by the peak theory of Bardeen et al. (1986).
Our simplified model (dotted lines) reasonably works for density
peaks of ν & 3.
The functional form of equation (5), ξ(r) ∝ (r2 + r2c)
−3ǫ/2,
is assumed for the two-point correlation function to draw the
solid lines using equation 7.10 in BBKS. We indeed observe
that the density profiles of the two models have similar radial
dependencies and the simplified model is clearly reasonable
for density peaks of ν & 3. Although the core sizes in the
two models are slightly different from each other, our results
are insensitive to the size of the initial core as shown in
Section 3.2. In addition, the simplified model corresponds
to equation (3) in the limit of rc → 0 studied by previous
c© 2017 RAS, MNRAS 000, 1–21
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papers and enables us to do direct comparisons with their
results.
Since we assume that ρǫ given in equation (5) is positive,
negative terms are also needed to compensate the overdense
perturbation at large distances, so that the mean overdensity
inside a radius r goes to 0 as r → ∞. If the perturbation
is not compensated, all DM will collapse and belong to the
halo after a certain period of time, which is inconsistent with
cosmological simulations in which homogeneity is reached
by definition at some large scale. We model the necessary
negative density perturbation term as
ργ(r) ∝ −r
γ , (6)
where γ is a parameter, which we fix to γ = 2 (e.g.
Gurevich & Zybin 1995). Finally, we thus arrive at the full
expression for the spherically symmetric proto-halo peak
profile, ρi(r), that we will assume throughout this paper:
ρi(r) = ρb(zi) + ρǫ(r) + ργ(r), (7)
where ρb(zi) = ρb,0(1 + zi)
3 is the cosmic mean density at
the initial redshift of the model, z = zi.
We employ the Zel’dovich approximation (Zel’dovich
1970) to perturb a regular particle lattice and thus ob-
tain initial conditions whose density structure follows equa-
tion (7) in the linear regime. Adopting a Zel’dovich per-
turbed regular lattice leads to initial conditions with low
enough discreteness noise and a reasonable independence
on the initial starting time. We then extract the almost (see
also the next subsection) spherical region from the perturbed
lattice as the initial particle distribution. 2
The equation of motion of the model naturally includes
not only the self-gravity of DM, g, but also the cosmic ex-
pansion, so that
d2r
dt2
= g +H20ΩΛr, (8)
where r represents the position of a particle in a physical
coordinate and H0 and ΩΛ are the Hubble constant and
fraction of the energy of the universe due to the cosmolog-
ical constant at the present time, respectively. We assume
a flat universe model so that the fraction of the energy of
the universe due to mass is Ωm = 1 − ΩΛ. The inclusion
of the second term does not significantly alter the density
structure of DM haloes. 3
Starting from this spherically symmetric model, we al-
low for two additional sophistication which we will discuss
next: non-spherical large-scale symmetry-breaking pertur-
bations, and small-scale Gaussian noise.
2 We note that the rejection sampling scheme could be consid-
ered as another possible way to generate a density perturbation
consistent with ρi. However, Poisson noise and the presence of
decaying modes are so strong as to render the outcome basically
useless.
3 Only the HDM model collapses late enough for ΩΛ to play
a role. The only effect we observe is a reduction of the accretion
rate, but no effect on the structure of the density profile compared
to the other runs.
2.2.2 Breaking the spherical symmetry
The first modification we will discuss is a non-spherical
perturbation induced by potential fluctuations that we ex-
press in terms of spherical harmonics. We consider this
as a phenomenological modification that is however well-
motivated by the observation that haloes in cosmologi-
cal simulations do not form from truly spherical peaks.
There is however another strong motivation to include
such a perturbation: It is well known that spherically
symmetric initial conditions, when evolved with a three-
dimensional N-body code, undergo a strong radial orbit in-
stability (ROI; e.g., MacMillan, Widrow & Henriksen 2006;
Vogelsberger, Mohayaee & White 2011). The ROI is always
triggered numerically and often leads to a system whose ma-
jor axis is aligned with a space-diagonal in tree-codes based
on an oct-tree. While the instability is a real one, and an
unstable system will of course undergo this instability, the
fact that it is triggered by discreteness leads to a lack of nu-
merical convergence. Convergence can be achieved however
when the symmetry of the system is weakly broken already
in the initial conditions. We discuss the effect of the ROI and
resolved symmetry breaking in more detail in Appendix A2
and A3.
Motivated by these observations, we therefore consider
a perturbation of the gravitational potential of the symmet-
ric system, Φ0(r), of the form
Φ(r, θ, φ) =
∑
l
∑
m
ylm
2l + 1
(
r
rp
)l
Φ0(r)Ylm(θ, φ), (9)
where Ylm(θ, φ) are the spherical harmonics of degree l
and order m (|m| 6 l). The control parameters ylm
and rp determine the amplitude and radial scale of the
perturbations. Equation (9) is of course motivated by a
multipole expansion of the gravitational potential (e.g.
Binney & Tremaine 2008) around the proto-halo peak in the
limit of r → 0, i.e.,Φ(r, θ, φ) ∝ rlYlm(θ, φ) (but see also
Hernquist & Ostriker 1992). In the simulations that we dis-
cuss in this paper, we set rp = redge/2 where redge is the ra-
dius of the sphere of particles extracted from the perturbed
particle lattice 4 , and y00 = 1 (for the spherical term),
y22 = 1/4 and ylm = 0 for spherical harmonics with other
l or m. The axial ratio of the overdense part in the proto-
halo patches is ≈ 1 : 0.93 : 0.87 while the whole structure
is almost spherical, i.e. the axial ratio of the whole patches
is ≈ 1 : 1 : 1. We note that interestingly our results do not
strongly depend on the particular choice of ylm, which we
discuss in Appendix A5.
2.2.3 Modelling the graininess of progenitors and
substructure
An interesting question is whether the density profiles of DM
haloes formed through gravitational collapse are robust to
the dynamical impact of small-scale perturbations and mi-
nor mergers. Recently, Ogiya, Nagai & Ishiyama (2016) and
Angulo et al. (2016) demonstrated that the central density
slope of the smallest microhaloes described as ρ ∝ r−1.5
4 The side length of the regular particle lattice before perturbing
by the Zel’dovich approximation corresponds to 2redge.
c© 2017 RAS, MNRAS 000, 1–21
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Figure 3. Power spectrum for the Gaussian noise, de-
fined as PGauss(k) = Pw/o cut−off (k) − Pw/cut−off (k), where
Pw/o cut−off (k) and Pw/cut−off (k) are the matter power spectra
in the model of CDM without the cut-off (shown as black dotted
line) and models with the cut-off. Red, blue and magenta lines
represent the power spectra for the Gaussian noise in the models
of CDM with the cut-off, of WDM and of HDM, respectively.
gets shallower as the haloes grow through mergers (see also
Ishiyama 2014). They also showed that the central slope
approaches the universal NFW-form, ρ ∝ r−1, and the cen-
tral density structure becomes more resilient to the dynam-
ical impact of subsequent mergers. Pilipenko et al. (2012)
investigated the impacts of small scale perturbations given
in the form of sine waves and found that the perturba-
tions can make the central density cusps shallower (see also
Huss, Jain & Steinmetz 1999). In the idealised N-body sim-
ulations of dissipationless collapse with the Gaussian ran-
dom density field by Nipoti (2015), the Se´rsic profile natu-
rally arises and the Se´rsic index depends on the slope of the
power spectrum of the Gaussian random field.
Their results may explain why the NFW model is the
universal form of the DM density profile in cosmological
simulations in which DM haloes are perturbed by mergers.
These observations motivate us to include a second addi-
tional ingredient: perturbations of the initial gravitational
potential due to a Gaussian random field of density fluctua-
tions. As we are not interested in major mergers here, we will
consider random perturbations only on scales smaller than
the scale of the free-streaming cut-off of each DM model (Ta-
ble 1). We note that this aims to model, in a phenomenolog-
ical way, the essential difference between cosmological simu-
lations with a resolved cut-off and those with power all the
way to the resolution limit of the simulation. We therefore
add a Gaussian random density perturbation field to the
initial density field described by equation (7). The power
spectrum for the Gaussian density field, PGauss(k), is given
as
PGauss(k) = gamp[Pw/o cut−off(k)− Pw/cut−off(k)], (10)
where k and gamp represent the wavenumber and a param-
eter to control the amplitude of the Gaussian density per-
turbation. Pw/o cut−off(k) and Pw/cut−off(k) are the matter
power spectra in the model of CDM without the cut-off
(shown as the black dotted line in Figure 3) and models
with the cut-off. The coloured lines in Figure 3 represent
PGauss(k) in each model.
2.3 Simulation code and numerical parameters
Our N-body simulations are carried out with a tree code
(Barnes & Hut 1986) to compute inter-particle forces and a
Leapfrog scheme for time integration. The code we employ
is designed to run on graphic processing unit (GPU) clus-
ters. Following Nakasato (2011), an oct-tree is built from
particles on CPU cores and communicated with other pro-
cesses, while the GPU cards subsequently evaluate the N-
body interactions by traversing the tree (Ogiya et al. 2013).
The softening length, b, is set to be b = redge/1280, which
corresponds to ∼ 10−3rvir at the final redshift of the simu-
lations. 5 The opening angle of the tree algorithm is set to
θ = 0.3 in all runs. We note that this value of θ is smaller,
i.e. higher force accuracy, than the value typically adopted
in cosmological simulations, θ = 0.6 − 0.7 (e.g. Power et al.
2003), but is required to achieve sufficient force accuracy in
the simulations (for details see Appendix A4). It might be
possible to achieve similar accuracy with higher θ but with
a higher order multipole expansion of the tree nodes (which
are accurate up to dipole order in our implementation). We
also note that we adopted a traditional tree algorithm in
our simulations, while the tree particle mesh scheme is com-
monly used in recent cosmological simulations and the errors
in simulations could be different even if the same θ and mul-
tipole expansion of the same order are adopted. We employ
8,680,336 particles in each run and ∼ 1 million particles are
contained in the virial radius of the DM halo at the end of
the simulations. The simulation results appear numerically
converged at the scales we consider (cf. Appendix A3).
We use the definition of virial overdensity of
Bryan & Norman (1998) throughout this paper when we re-
fer to virial radius and mass. The potential minimum in the
patch is defined as the halo centre and the virial mass and
radius are computed with the spherical-overdensity method
(e.g. Press & Schechter 1974).
3 RESULTS
In this section, we present the results of our numerical sim-
ulations. We will try to discern the relative contributions of
(1) the presence of an initial core in the proto-halo profile,
(2) the slope of the proto-halo profile, and (3) the role of
small-scale noise, on the final profile of the collapsed DM
halo. We have relegated additional material demonstrating
numerical convergence of our results as well as the impact
of certain parameter choices to the appendix.
3.1 Visual impression: role of core and noise
Before we discuss the results of our collapse simulations in
more detail, in Figure 4, we give a visual impression of the
density structure of a DM halo originating from an initially
5 The softening length is kept constant in physical units through-
out the simulations although cosmological simulations often keep
it constant in comoving units.
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Figure 4. Column density map of microhaloes (ǫ = 0.05) at z = 31. Left and right columns demonstrate the results of simulations
of rc/redge = 0.0 and 0.4. Panels in the upper and lower rows illustrate the images in simulations of gamp = 0 and 1, respectively.
Symmetric structures have been formed because of the non-spherical perturbation. The global structure in simulations of gamp = 0 is
symmetric and almost independent of rc/redge though smaller caustics are seen in the run of rc/redge = 0.0. The caustics in the lower
panels are less sharp than those in the upper panels because of the Gaussian noise. The noise distorts the global structure as well.
weakly aspherically perturbed proto-halo profile. The two
panels in the left column show haloes resulting from proto-
haloes without an initial core (i.e. with power-law asymp-
totics as r → 0), while those in the right column are the re-
sults of initially cored proto-halo profiles. The top row pan-
els, on the one hand, show the haloes forming from an initial
perturbation with no small-scale Gaussian noise, while the
bottom row shows the same haloes when the initial proto-
halo density profiles were perturbed with small-scale Gaus-
sian noise. The slope ǫ of the proto-halo profile was set here
to that corresponding to microhaloes (ǫ = 0.05). One clearly
sees that sharp, highly symmetric caustics have formed dur-
ing gravitational collapse in the runs without the Gaussian
noise (upper panels). We observe that the global structure
does not change significantly even if the size of the initial
core is varied (left vs. right panels), while sharper caustics
are formed in the centre of the halo in the run without an
initial core (i.e. rc/redge = 0.0). In all cases, the Gaussian
noise makes the caustics less sharp and weakly distorts the
global halo shape (lower panels). We also emphasise once
more that without the weak global aspherical perturbation,
we observe a strong radial orbit instability of numerical ori-
gin that prevents a clean convergence (see Appendix A2).
3.2 Impact of the proto-halo core
As a first step in our analysis, we wish to investigate the
role of the shape of the proto-halo peak on the final halo
density profile. In our model, as described above, the peak
c© 2017 RAS, MNRAS 000, 1–21
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Figure 5. Radial density profile of microhaloes (ǫ = 0.05) at
z = 31.0 in the runs varying the size of the initial density cores,
rc. The inset panel shows the profile of the logarithmic density
slope. The slope at a radial bin is estimated from the power-law
fitting for the density profile with six adjacent radial bins. The
condition, τrel(r) > τsim, is (not) satisfied in the radial range of
solid (dashed) lines. Red, blue, black and magenta lines show the
results of the runs with rc/redge = 0.0, 0.2, 0.4 and 0.6, where
redge is the truncation radius of the initial particle distribution.
Steeper density cusps are formed and higher central densities are
obtained in the runs with the larger rc. This trend almost sat-
urates when rc/redge > 0.4. Hereafter we adopt rc/redge = 0.4
in the runs to study the halo formation near the free-streaming
scale.
shape is essentially modelled by two parameters, the slope
ǫ as well as the presence or absence of an initial core due
to a cut-off in the spectrum. In the first set of runs, we fix
the parameter to control the initial density slope to be ǫ =
0.05 (corresponding to the scale of microhaloes), and vary
the core size in the initial proto-halo profile. The run with
rc/redge = 0.0 is a simple model for the gravitational collapse
in cosmological simulations without the cut-off in the matter
power spectrum where the resulting DM haloes are routinely
found to have an NFW-like central cusp, i.e. α ∼ 1.0. Other
runs with rc/redge > 0.0 model the gravitational collapse in
cosmological simulations with the cut-off.
Figure 5 presents the spherically averaged density pro-
file, ρ(r), and the inset shows the profile of the logarithmic
density slope, d ln ρ/d ln r, respectively. We indicate the ra-
dius up to which two-body relaxation might have possibly
affected our results by the transition from solid to dashed
lines: the radial bins at which the condition τrel(r) > τsim
is (not) satisfied are represented by solid (dashed) lines.
Here τsim is the simulation run-time to the output, and
τrel(r) is the time-scale of two-body relaxation, defined as
(cf. Power et al. 2003)
τrel(r) =
5
3
N(r)
8 lnN(r)
√
r3
GM(r)
, (11)
where N(r) and M(r) are the number of particles and mass
enclosed within the radius r respectively. The density slope
in the runs of rc/redge = 0.4 (black) and 0.6 (magenta)
approaches d ln ρ/d ln r ≈ −1.5 at the centre of the col-
lapsed systems. This is consistent with the results of cosmo-
logical N-body simulations for microhaloes (e.g., Ishiyama
2014; Angulo et al. 2016). As expected, the NFW-like cen-
tral cusp, d ln ρ/d ln r ≈ −1.0, is obtained in the run with
rc/redge = 0.0 (red).
The central densities of the collapsed systems which had
the larger rc in the initial state appear expectedly higher
than the others. Clearly, the one run starting from the pure
power-law profile is qualitatively different from all other runs
that started with an initial core. On the other hand, the
density structure in the outskirts is virtually the same in all
cases. The slope in the outskirts (r/rvir > 0.06) is almost the
same in all runs as well and the central cusp in systems with
larger rc is steeper, but the increase of the central density
and steepening of the slope almost saturate for rc/redge >
0.4. Due to this behaviour, we employ rc/redge = 0.4 as the
reference model for the cases with the cut-off in what follows,
and restrict our analysis to only the comparison between
runs with and without an initial proto-halo core.
The wiggles in the centre of DM haloes seen in the slope
profile might not usually be resolved in cosmological simu-
lations. As mentioned in Section 2.3, the opening angle of
the tree algorithm adopted in our simulations, θ = 0.3, is
smaller than the values typically adopted in cosmological
simulations, θ = 0.6− 0.7, and hence our simulations would
have higher force accuracy. The opening angle of θ = 0.3 is
carefully chosen to achieve numerical convergence and the
wiggle disappears when the typical value, θ = 0.6, is adopted
(see Appendix A3 and A4 for details).
It is also worth noting that the haloes are well relaxed
at zf . We computed the virial ratio, 2K/|U |, of DM haloes
in the two runs of rc/redge = 0.0 and 0.4, where K and
U are the total kinetic and potential energy of the haloes,
respectively. Their virial ratio stays ∼ 1 after z = 40 in
the runs. The time interval between z = 40 and zf = 31
corresponds to ∼ 3.8 times the free-fall time measured at the
virial radius at z = zf . The stability of the density profile
is also shown in the lower panels of Figures 7 and 8 (see
dashed and thick solid lines).
In the next step, we study how the final density struc-
ture depends on the density slope of the proto-halo pro-
file. Figure 6 shows the radial density profile of haloes in
runs in which we vary the parameter ǫ: black, red, blue, ma-
genta, cyan and yellow lines show the results of runs with
ǫ = 0.01, 0.05, 0.17, 0.30, 0.60 and 0.80, respectively. The re-
sulting central density slope in the runs without initial core
(i.e. rc/redge = 0.0; upper panel) is d ln ρ/d ln r ≈ −1.0 for
ǫ . 0.2, but shows a monotonous increase with ǫ if ǫ & 0.2.
These simulation results match well the theoretical predic-
tions by L06. The final halo profile is radically different how-
ever for the runs with an initial density core. Despite ǫ vary-
ing by almost two orders of magnitude, the central density
slope in the runs with initial cores (rc/redge = 0.4; bottom
panel) appears insensitive to ǫ and is d ln ρ/d ln r ∼ −1.5,
universally. We have combined these results (along with oth-
ers that we present below) into an overview of the relation
between initial and final slope, with and without initial proto-
halo core, in Figure 9, which can be thought of as a visual
summary of our findings.
3.3 Impact of small-scale Gaussian noise
In cosmological N-body simulations with the cut-
off in the initial matter power spectrum, the cen-
c© 2017 RAS, MNRAS 000, 1–21
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Figure 6. Radial density profile of haloes in runs varying the
parameter to control the initial slope, ǫ. The inset panel shows
the profile of the logarithmic density slope. Snapshots at the
redshift to finish the simulations, zf , are shown (see Table 1).
Upper and lower panels present the results from the runs of
rc/redge = 0.0, the models without the cut-off in the initial
power spectrum, and of 0.4, the models with the cut-off. In each
panel, black, red, blue, magenta, cyan and yellow lines represent
the results of runs of ǫ = 0.01, 0.05, 0.17, 0.30, 0.60 and 0.80, re-
spectively. The condition, τrel(r) > τsim, is (not) satisfied in the
radial range of solid (dashed) lines. The results of the runs of
rc/redge = 0.0 well match the analytical prediction by L06. In
the runs of rc/redge = 0.4, the central density slope is almost
independent of ǫ and is ∼ −1.5.
tral density cusps of α > 1 are seen in mi-
crohaloes (ǫ ≈ 0.05, Ishiyama, Makino & Ebisuzaki
2010; Anderhalden & Diemand 2013; Ishiyama 2014;
Angulo et al. 2016). Similar simulations for WDM (ǫ ≈ 0.17,
e.g. Avila-Reese et al. 2001; Busha, Evrard & Adams 2007;
Lovell et al. 2014, but see also Polisensky & Ricotti 2015)
or HDM haloes (ǫ ≈ 0.60, e.g. Wang & White 2009) found
that the density structure of the haloes is well described
by the NFW model (α = 1) although they are expected to
be formed through monilithic collapse just like microhaloes.
On the other hand, density cusps of α ∼ 1.5 are readily
formed in all our simulations when an initial core is present
(rc/redge = 0.4) for a wide range of power-law profiles above
the cut-off scale, 0.01 6 ǫ 6 0.8.
What might cause this apparent difference? In the
monolithic collapse simulations that we have discussed
above, the haloes form through the smooth accretion of
DM. In cosmological simulations, however, the dynamical
impact of interactions with nearby systems plays a key role
to determine the density structure of DM haloes. Even if
the smallest DM haloes have central cusps of α = 1.5, the
density cusp becomes increasingly shallower as the haloes
undergo subsequent mergers (cf. Ogiya, Nagai & Ishiyama
2016; Angulo et al. 2016, for the effect of mergers on the evo-
lution of microhalo profiles). These simulations also showed
that after reaching α ∼ 1, i.e. the NFW profile, the central
cusp becomes more resilient against mergers, and thus the
resilience may explain why the NFW model is the universal
DM density profile.
It is thus entirely possible that previous studies based
on cosmological simulations of WDM or HDM cosmol-
ogy may have focused on the density structure of DM
haloes whose central cusp has already been transformed
into that of the NFW model through mergers. For ex-
ample, Avila-Reese et al. (2001), Busha, Evrard & Adams
(2007) and Lovell et al. (2014) analysed Milky Way sized
or larger WDM haloes, &1000 times more massive than
the mass scale of the smallest WDM haloes. And although
Avila-Reese et al. (2001) also showed the density profile of
smaller WDM haloes with mass of ∼ 109M⊙, the spatial
resolution was not enough to resolve down to ∼ 1% of the
virial radius of the haloes.
While there is thus strong evidence for an evolution
of the density profiles as haloes grow in mass by merg-
ers, one might wonder to what degree the presence of any
small scale graininess might drive such a process. Cosmo-
logical simulations with a cutoff-spectrum should not pro-
duce haloes below the mass-scale associated with that scale.
The presence of spurious haloes due to artificial fragmen-
tation in such simulations and the associated difficulties to
make accurate predictions of the low-mass halo mass func-
tion has been discussed at length in the literature (e.g.,
Angulo, Hahn & Abel 2013; Lovell et al. 2014, and refer-
ences therein) and briefly summarised in the introduction
to this article. It is thus not unreasonable to suspect that
when spurious haloes merge with physical ones, the density
structure of physical DM haloes may be altered. In addition,
they can disturb the formation of physical ones by capturing
mass which should be contained in a physical one.
The sharpness of the cut-off in the power spec-
trum may also play a role to cause the difference be-
tween the density structures of micro- and WDM or
HDM haloes. The cut-off imposed in the scale of micro-
haloes (Green, Hofmann & Schwarz 2004) is sharper than
those in the scales of the smallest WDM or HDM haloes
(Bode, Ostriker & Turok 2001). Because of the sharp cut-
off, microhaloes may form and stabilize before other smaller
systems, including spurious haloes, affect them.
In this subsection, we study the impact of a grainy den-
sity field on the formation of our idealised haloes. To this
end, we present additional simulations in which we perturb
the initial particle lattice with Gaussian random density per-
turbations. Since we do not want to induce large scale per-
turbations to the proto-halo profile, we restrict the pertur-
bation spectrum to scales smaller than the cut-off scale. In
the upper panel of Figure 7, we show the density profile of
haloes in runs which model the halo formation in cosmo-
logical simulations with the cut-off (rc/redge = 0.4), varying
the amplitude of the Gaussian noise, gamp. In the runs with
higher gamp, the central density decreases and the density
c© 2017 RAS, MNRAS 000, 1–21
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Figure 7. Impacts of the Gaussian noise onto the density struc-
ture of CDM haloes in the scale of microhaloes. The initial over-
dense patch is characterized as rc/redge = 0.4 and ǫ = 0.05.
Upper panel: Radial density structure of haloes obtained from
runs varying the amplitude of the Gaussian noise, gamp. Black,
red, blue and magenta lines represent the results of runs with
gamp = 0, 0.5, 1 and 2, respectively. In runs with higher gamp,
shallower cusps are formed. Lower panel: Evolution of the den-
sity structure. Thin solid, dotted, dashed and thick solid lines are
the snapshots at z = 49.7, 48.4, 39.0 and 31.0, respectively. The
formation of the central cusp is suppressed by the noise in the run
of gamp = 2 (magenta), and the halo eventually has the shallower
cusp than that in the run without the noise (gamp = 0; black).
slope at the centre becomes shallower compared to the runs
with lower gamp. The lower panel of Figure 7 clearly shows
that the formation of the central cusp is disturbed by the
noise in the run with gamp = 2 (magenta), and the halo
eventually has a significantly shallower cusp than that in
the run without the noise (gamp = 0; black). We note that
the formation of the central cusp is disturbed by the noise
(see lines of the same line style), but the noise does not work
to flatten the cusp once it has been formed. Supposing that
the impact of spurious haloes are mimicked by the Gaussian
noise, it is thus entirely plausible that one of the reasons to
find the NFW halo profiles in cosmological simulations of
WDM and HDM cosmologies may be driven by small-scale
noise and spurious haloes if the cut-off scale is not very well
resolved.
Figure 8 shows the resultant density structure of DM
haloes obtained in runs which model the halo formation
in cosmological simulations without the cut-off (rc/redge =
0.0). The formation of the central cusp is disturbed and the
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Figure 8. Impacts of the Gaussian noise onto the density struc-
ture of CDM haloes in the scale of microhaloes. The initial over-
dense patch is characterized as rc/redge = 0.0 and ǫ = 0.05.
Upper panel: Radial density structure of haloes obtained from
runs varying the amplitude of the Gaussian noise, gamp. Black,
red, blue and magenta lines represent the results of runs with
gamp = 0, 0.5, 1 and 2, respectively. In runs with higher gamp,
shallower cusps are formed, but the impact in the slope is smaller
than that shown in Figure 7. Lower panel: Evolution of the den-
sity structure. Thin solid, dotted, dashed and thick solid lines are
the snapshots at z = 49.7, 48.4, 39.0 and 31.0, respectively. The
formation of the central cusp is suppressed as with the run in
Figure 7, but the impacts is weaker.
formed central cusp in the runs of the higher gamp is shal-
lower than that in the runs of the lower gamp, as presented in
Figure 7, but the impacts is much less significant compared
to the runs with the cut-off because in this case the ratio
of the amplitude of the density perturbation of the noise to
that of the smooth density peak would be smaller than that
in the case with the cut-off. Low-mass haloes formed in the
runs would correspond to subhaloes in cosmological simula-
tions without the cut-off and the simulation results indicate
that the NFW profile appears robust against the dynami-
cal impacts caused by substructures and other small-scale
noise. Hence once the central cusps of α = 1 is built up, the
density structure would be retained for a long time and seen
as the universal form in cosmological simulations.
One thing, which our simplified simulations do not take
into account, is the tidal torque of filaments and larger cos-
mic structures which might deform overdense patches (e.g.
Doroshkevich 1970; White 1984; Porciani, Dekel & Hoffman
2002, see also BBKS) in more complicated ways than mod-
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elled by our non-spherical perturbation. Because of that,
DM haloes have a small net angular momentum which
might also play a role in altering their density struc-
ture (e.g. Zukin & Bertschinger 2010). On the other hand,
Lentz, Quinn & Rosenberg (2016) presented that in most of
the cases they studied, the NFW profile arises even if the
amount of angular momentum of the proto-halo patches is
significantly varied. We note that our global perturbation
does not induce a net angular momentum, although indi-
vidual particles of course have non-zero angular momentum.
The role of non-zero global angular momentum is an aspect
which deserves further investigation, but is beyond the scope
of our present study.
3.4 Overview of all simulations
In order to facilitate the comparison of our various simu-
lation results, we next show the essence of our study in
a single graph. Figure 9 summarises the central density
slope, ρ ∝ r−α, as a function of the parameter, ǫ, de-
scribing the proto-halo power-law profile (on scales larger
than the cut-off, if one is present). The red and black dot-
ted lines represent the predictions by analytical studies and
α = 1.5, respectively. Red crosses show the logarithmic
density slope measured in the simulations without initial
core, i.e. rc/redge = 0.0, while black circles show the cor-
responding results for the runs with an initial core, i.e.
rc/redge = 0.4. For the large symbols, the inner slope is
measured at 0.1r−2, where r−2 is the radius at which the
logarithmic density slope is -2, or at the innermost radial
bin to satisfy the condition of two-body relaxation. We also
show the slope measured at 0.01rvir with the small symbols
for comparison although the condition of two-body relation
is not satisfied at the radius. Small red ones follow red solid
line well and black ones show α ∼ 1.5 in the parameter range
we study, 0.01 6 ǫ 6 0.8.
The pink crosses and grey circles show the results
including Gaussian small-scale noise (gamp = 2). We
note that both the red and pink crosses roughly follow
the relation of L06, given by the red solid line, over
the entire range of 0.01 6 ǫ 6 0.8 that we studied.
Vogelsberger, Mohayaee & White (2011) studied a similar
model over the smaller parameter range 0.4 6 ǫ 6 0.8, where
a strong relation between α and ǫ exists, and obtained re-
sults consistent with ours. While the runs without a cut-off
are thus remarkably insensitive to Gaussian noise (see red
and pink crosses and also Figure 8), the situation for the
models with a cut-off is dramatically different. The unper-
turbed initially cored models, shown by the black circles,
follow an almost constant α ∼ 1.5 over the entire range of
0.01 6 ǫ 6 0.8. Once perturbations are added, the profiles
all become shallower (see black and grey circles, and also
Figure 7) and for ǫ . 0.3 consistent with the relation of L06
and therefore all the other profiles.
4 PHENOMENOLOGICAL MODEL FOR THE
α = 1.5 STRUCTURE
As demonstrated in the previous section, we robustly ob-
tained steep central cusps of α ∼ 1.5 when the simulations
start from a cored proto-halo profile and no small-scale noise
is included. This is in good agreement with previous studies
of microhaloes in cosmological simulations. The cuspy proto-
halo profiles in contrast lead to shallower central cusps for
small ǫ and the dependence on larger values of ǫ as pre-
dicted by previous analytical studies. The persistence of the
α ∼ 1.5 cusps for cored proto-haloes requires however fur-
ther understanding, so that we will give some phenomeno-
logical motivation in what follows.
Let us consider the radial motion of a mass shell of
initial radius, ri. The specific energy of the mass shell, e,
can be written as
e =
H2(zi)r
2
i
2
+
L2
2r2i
−
GM0(< ri)
ri
−
GδMi
ri
=
L2
2r2i
−
GδMi
ri
, (12)
where H(zi) and L are the Hubble constant at the initial
redshift, zi, and the specific angular momentum of the shell.
The background mass enclosed within ri is given as M0(<
ri) = (4π/3)ρcrit(zi)r
3
i where ρcrit(zi) is the critical density
of the universe at zi and δMi means the perturbation mass.
The first and third terms in the first row of equation (12)
cancel out each other by definition in the Einstein-de Sitter
model which provides a good approxomation for the flat
universe model at high redshifts. Assuming conservation of
the specific energy and angular momentum then we expect
the following relation to hold before shell-crossing:
L2
2r2i
−
GδMi
ri
=
v2r
2
+
L2
2r2
−
GδMi
r
, (13)
where vr is the radial velocity of the shell when it is at r. The
conserved specific angular momentum of the shell is given
by
L2 = 2L2iGδMiri = 2L
2GδMir, (14)
where Li and L are the ratios between the specific angular
momentum and that of the circular orbit at zi and when the
shell is at r. In the cases we study in this paper, Li would be
much smaller than 1 because the initial particle orbits are
almost purely radial. Then, the radial velocity is given as
vr = ±
√√√√2GδMi
[
1− L2
r
−
1− L2i
ri
]
. (15)
Though equation (14) implies that L2 ∝ r−1, it does not
exceed 1 by definition (0 6 L 6 1) and the radial dependence
of vr would be
vr ∝ r
−0.5. (16)
The time of the shell to spend at r, δt|r, is
dt|r =
δr
vr
∣∣∣∣∣
r
∝ r1.5 (17)
and is expected to be proportional to the mass profile,M(r).
Hence the radial dependence of the density structure is
ρ ∝ r−1.5. We note that, e.g. Bertschinger (1985) derived the
same radial dependence for the density structure of pressure-
less fluids collapsing onto a central object (see their section
2). In fact, r−1.5 profiles have commonly been predicted in
the classical proto-stellar collapse studies, where the density
profile of an unstable isothermal sphere is predicted to have
c© 2017 RAS, MNRAS 000, 1–21
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Figure 9. The logarithmic density slope, α = −d ln ρ/dr, as a function of the parameter to control the slope of the proto-halo patch,
ǫ. Red dashed, dotted and solid curves show the models with the purely radial orbits (Fillmore & Goldreich 1984), with the fixed L for
all mass shells where L ≡ L/Lc is the ratio between the angular momentum, L, and that of the circular orbit, Lc (Nusser 2001), and
with the isotropic velocity structure (L06), respectively. The three curves overlap each other for ǫ > 2/3. Black dotted line corresponds
to α = 1.5. Crosses and circles are the density slope measured in the simulations of rc/redge = 0.0 and 0.4. The averaged α values of
the last 11 snapshots are shown and error bar demonstrates the 1st and 11th values. Red and black symbols represent the results of
simulations without the noise (gamp = 0). For the large symbols, the inner slope is measured at 0.1r−2, where r−2 is the radius at which
the logarithmic density slope is -2, except for runs with rc/redge = 0.0 and ǫ = 0.60 or 0.80 because the condition of two-body relaxation
is not satisfied at 0.1r−2 (it is satisfied in the other runs). Hence we measure the inner slope at the innermost radial bin to satisfy the
condition (at ∼ 0.15 and 0.3r−2 in the runs of ǫ = 0.60 and 0.80, respectively). The small symbols represent the inner slope measured
at 0.01rvir. Although the condition of two-body relaxation is not satisfied at the radius, we show them for comparison. Small red ones
follow red solid line well and black ones show α ∼ 1.5 in the parameter range we study, 0.01 6 ǫ 6 0.8. Pink and grey ones are obtained
in the simulations of gamp = 2 (α is measured at 0.1r−2). Comparing grey symbols with black ones, the noise makes the central cusp
shallower. Cusps formed in the runs of rc/redge = 0.0 are more robust to the noise (see red and pink symbols).
a slope of −1.5 due to free fall of the material interior to
an outward travelling ’rarefaction wave’ (see e.g. Shu 1977;
Hunter 1977; Whitworth & Summers 1985, but see also the
Larson-Penston solution by Larson 1969 and Penston 1969).
However, such free fall solutions might not be valid for
the longer time evolution of collisionless systems after shell
crossing. After the first shell crossing, the collapsed systems
would approach to the dynamically relaxed state from the
centre where the dynamical timescale is shorter than that
measured at the outskirts and the system is expected to
have the density structure of ρ ∝ r−1.5, at least for a while,
because the infalling material is supplied from the outskirts.
Hydrostatic equilibrium between gravity and velocity dis-
persion, σ, requires that
GM(r)
r2
= −
1
ρ
d(ρσ2)
dr
. (18)
For scale-free profiles, this implies that σ2 ∝ r2−α if ρ ∝
r−α, so that σ2 ∝ r0.5 for α = 1.5. Equation (18) is of
course valid only if the velocity dispersion is isotropic but in
fact gives the same asymptotic result as more complicated
models.
To show this, we can consider the models of Dehnen
(1993), which have an inner slope −α that changes at a
characteristic radius, rd, to an outer slope of −4, not too far
from what we found in our simulations:
ρ(r) = (r/rd)
−α (1 + r/rd)
α−4 (19)
The parameter, α, is restricted to the interval of 0 6 α < 3.
Using the Jeans equation and assuming a constant veloc-
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ity anisotropy, β = 1 − σ2t /2σ
2
r , where σt and σr are the
tangential and radial velocity dispersions, one finds
σ2r =
M∞
rd
(
r
rd
)−2β (
r
r + rd
)α (
r + rd
rd
)4
× (−1)2β B
(
−
rd
r
; 5− 2β, 2α− 6
)
, (20)
whereM∞ is the total mass (finite for α < 3), and B(x; a, b)
is the incomplete Beta-function. It is easy to show that the
asymptotic behaviour for r ≪ rd in the case β < α− 1 is
σ2r →
M∞
2(α− β − 1)rd
(
r
rd
)2−α
, (21)
which is independent of the anisotropy parameter, β, and
yields σ2r ∼ r
0.5 for α = 1.5. This independence from the ve-
locity anisotropy might contribute that even under pertur-
bations of the velocity anisotropy, the asymptotic velocity
dispersion remains unchanged. Clearly, these are crude argu-
ments, and a more in-depth theoretical analysis is necessary,
which is however beyond the scope of this paper.
The almost purely power law behaviour of these sys-
tems reveals another curious property, which we report as a
side note. The asymptotic behaviour in the case β > α− 1
can be shown to be σ2r → (M∞/rd)B0(r/rd)
α−2β , where B0
is a pre-factor containing Gamma-functions of α and β. The
transition between the two regimes is through an isother-
mal profile, where β fixes α. For radially biased orbits with
larger β, the asymptotic velocity dispersion profile thus de-
pends on both β and α. Once β has fallen below α− 1, the
velocity dispersion profile then becomes independent of β
and has the same radial dependence with the gravitational
potential, r2−α, as can already be seen from solutions to
equation (18). This means that the system shows asymp-
totically a polytropic behaviour with an effective pressure
P ∝ ρ2/3 (for α = 1.5; γ = 2 − 2/α). This has a negative
internal energy equal to the negative kinetic energy, which
is a result of the virial theorem and the resulting negative
specific heat responsible for the gravothermal catastrophe.
In contrast to an ideal gas, the pressure thus increases more
slowly than the density, leading to a decreasing temperature,
or σ2, towards the centre.
Figure 10 presents the evolution of the density and ve-
locity dispersion profiles of the DM halo formed in the run
of ǫ = 0.05, rc/redge = 0.4 and gamp = 0. Although the con-
dition of the timescale of two-body relaxation is satisfied at
r/rvir & 0.02 at z = 31, as shown in the previous figures,
the profiles are demonstrated over a broader radial range to
see how they fit the Dehnen model. We observed the central
density structure of α = 1.5 in the run (see e.g., Figure 5)
and the velocity dispersion profile has the expected radial
dependence, σ2 ∝ r0.5 (thin dashed line in the lower panel).
The both profiles well fit those of the Dehnen model with
α = 1.5 (red). As illustrated in this figure, after collapse
(z ∼ 48), the central part of the system relaxes and achieves
the equilibrium state, rapidly (z . 46), in both the radial
density and velocity dispersion profiles.
Another qualitative argument for the persistence of α =
1.5 profiles can be made based on the rotational support of
these haloes. Naively, the rate of change of specific angular
momentum vector, L, i.e. the torque, of the entire system
can be written as
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Figure 10. Evolution of the radial density (upper) and velocity
dispersion (lower) profiles. The initial overdense patch is charac-
terized as ǫ = 0.05, rc/redge = 0.4 and gamp = 0 and the collapsed
system has the inner density slope of α = 1.5 (see e.g. Figure 5).
Black thin dashed line in the lower panel represents the expected
radial dependence of σ2 ∝ r1/2. Black thin solid, dotted, dashed
and thick solid lines are the snapshots at z = 49.7, 48.4, 46.1
and 31.0, respectively. Red line represents the Dehnen model of
α = 1.5, assuming the concentration parameter, c = rvir/rd = 3,
which is consistent with cosmological N-body simulations with
the cut-off (Ishiyama 2014). The central part of the system rapidly
achieves the equilibrium state of ρ ∝ r−1.5 and σ2 ∝ r1/2 after
dynamical relaxation (z . 46) and the profiles well match the
Dehnen model.
dL
dt
=
∫
ρ(r× a)dV
/∫
ρdV, (22)
where r and a are the position and acceleration vectors and
dV represents the volume element, respectively. After the
first shell crossing, r × a of each particle is not 0 actually
because the symmetry in the initial state is strongly bro-
ken. The amount of angular momentum that a particle at
r obtains in a time interval, ∆t, is ∆L ∝ ra∆t. Assum-
ing a power-law density ρ ∝ r−α
′
, we obtain the relation,
∆L ∝ rM(< r)/r2∆t ∼ r−α
′+2∆t. Hence, a large frac-
tion of the angular momentum originates at large radii when
α′ < 2, including the central part of DM haloes we study in
this paper.
Figure 11 illustrates the mass accretion histories of DM
haloes. The mass contained in the initial core collapses at the
same time in the run of rc/redge = 0.4. The halo in the run
with rc/redge = 0.0 experiences a more fluent mass accretion
c© 2017 RAS, MNRAS 000, 1–21
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Figure 11. Mass accretion history of microhaloes (ǫ = 0.05).
Red and black lines represent the runs of rc/redge = 0.0 and 0.4.
Solid and dashed are the runs without (gamp = 0) and with the
noise (gamp = 2), respectively. In the run of rc/redge = 0.4, the
halo formation is delayed but the virial mass at the redshift to
finish the simulations, zf , is almost same with that in the run of
rc/redge = 0.0 because mass accretes in a shorter timescale. The
Gaussian noise does not significantly change the mass accretion
history as a whole.
history and the material spends a longer time at large radii
before collapsing. As a consequence, particles contained in
the halo in the run with rc/redge = 0.0 would have higher
angular momentum than their counterparts in the run with
rc/redge = 0.4. Comparing dashed lines with solid ones, the
Gaussian noise does not significantly change the mass accre-
tion histories as a whole, although it disturbs the formation
of the haloes and alters their central density structure.
In Figure 12, we compare the centrifugal force with
gravity and show that the centrifugal force in the run of
rc/redge = 0.0 more significantly supports the system than
that in the run of rc/redge = 0.4 when the Gaussian noise
is not included (gamp = 0; solid lines). In the runs with the
noise (gamp = 2; dashed lines), the ratio of the centrifugal
force to gravity is decreased in the runs with rc/redge = 0.0,
and increased in those with rc/redge = 0.4, and the degree
of rotational support in the centre is similar in the two runs.
Although the comparison is not precise actually because the
collapsed systems have deviated from the initial (almost)
spherical configurations as shown in Figure 4, we employ it
for simplicity and it helps us to qualitatively understand the
difference in the density profile.
Looking at the radial density profile of the haloes in
the runs without the Gaussian noise (e.g. Figure 5), the
density slope gets shallower at the centre in the run with
rc/redge = 0.0 where the degree of rotational support in-
creases. As argued above, free fall motion of DM particles
seems the key to form the density structure of α = 1.5 and
systems with higher tangential velocity dispersion are ex-
pected to have shallower central cusps (e.g. Subramanian
2000; L06; Lapi & Cavaliere 2011). The central part of the
halo in the run with rc/redge = 0.0 is indeed highly rota-
tionally supported, implying significant tangential motion.
Because of the velocity structure, a shallower cusp has been
formed in the run of rc/redge = 0.0. On the other hand, this
toy model works for the run with rc/redge = 0.4 in which
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Figure 12. Degree of rotation support in the runs with ǫ =
0.05. The centrifugal force, L2/2r3, is compared with gravity,
GM(r)/r2. Red and black lines are the snapshots at z = 31 in the
runs of rc/redge = 0.0 and 0.4. Solid and dashed lines represent
the results from the runs without (gamp = 0) and with the noise
(gamp = 2), respectively. When the noise is not imposed, the
central part of the collapsed system in the run of rc/redge = 0.0
(0.4) is highly (reasonably) rotation supported. The ratio of the
centrifugal force to gravity is decreased (increased) in the runs of
rc/redge = 0.0 (0.4). As a consequence, the degrees of rotation
support in the centre are similar in the two runs as with their
central density structure.
gravitational collapse happens in a short timescale and an-
gular momentum is lower, implying free fall motion. As ex-
pected from these arguments, a density structure of α = 1.5
is formed at the centre of the DM halo.
Figure 12 also shows that in the runs with the Gaussian
noise, the degree of rotational support in the haloes is almost
the same at & 0.02rvir. Although they experience different
mass accretion histories (Figure 11), their density profiles
are similar to each other and the central slope is α ∼ 1, like
that in the NFW model (Figures 7 and 8). This similarity
is clearly caused by the impact of the Gaussian noise which
is not taken into account in the toy model and it might in
fact be a key to understand the origin of the universal NFW
density profile.
As discussed above, the mass accretion history of DM
haloes is an important factor to determine their inter-
nal structure. Cosmological N-body simulations revealed
that the mass accretion history of DM haloes is closely
related with their mass profile (e.g. Ludlow et al. 2013;
Ludlow & Angulo 2017). Figure 13 studies the relation be-
tween the mass accretion history and the mass profile of
haloes in the runs of rc/redge = 0.4 and gamp = 0, vary-
ing the initial density slope beyond the core, ǫ. The central
density structure of α = 1.5 is obtained in these runs (see
Figure 9). In the upper panel, the mass accretion history is
represented as a function of the scale factor, a, normalized
by that at the final redshift of the run, zf . These haloes ex-
perience rapid mass accretion in the early phase because the
mass contained in the initial core collapses at the same time
and a similarity in the mass growth in the later phase can
be found.
Motivated by Ludlow et al. (2013) who found that scal-
ing the mass accretion history of DM haloes in an appropri-
c© 2017 RAS, MNRAS 000, 1–21
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Figure 13. Mass accretion history of DM haloes in runs of
rc/redge = 0.4 and gamp = 0, varying the parameter to control
the initial density slope beyond the core, ǫ. In each panel, black,
red, blue, magenta, cyan and yellow lines represent the results of
runs of ǫ = 0.01, 0.05, 0.17, 0.30, 0.60 and 0.80, respectively. Up-
per panel: Mass accretion history is presented as a function of the
scale factor, a, and the virial mass of the haloes is normalized
by that at the final redshift, zf (for details see Table 1). Lower
panel: Mass accretion history as a function of the critical density
at given redshift, ρcrit(z), scaled by that at the collapse redshift,
zcol, when the virial mass of the halo becomes non-zero. The virial
mass of haloes is scaled by the enclosed mass within the radius, at
which the density slope is -2,M−2, computed at zf . Black dashed
line represents the Dehnen model of α = 1.5.
ate way, it reproduces the mass profile of the halo, in the
lower panel, we show the mass accretion histories as a func-
tion of the critical density at a given redshift, ρcrit(z). The
virial mass is scaled by the enclosed mass within the ra-
dius at which the logarithmic slope is -2 at zf , M−2(zf).
We scale ρcrit(z) by that measured at the collapse redshift
although Ludlow et al. (2013) used that measured at z−2
when the virial mass of the halo is equal to M−2(zf). The
mass accretion histories derived from the simulations resem-
ble each other. The dashed line represents the Dehnen model
of α = 1.5. For this line, the vertical and horizontal axes are
the scaled mass enclosed within a radius,M(< r), and mean
density, < ρ >∝ M(< r)/r3, respectively. The simulation
results may not perfectly fit the Dehnen model although it
works well for the density and velocity dispersion profiles.
It would be interesting to investigate this relation in more
detail in cosmological simulations with the cut-off (see also
Ludlow et al. 2016).
5 SUMMARY AND CONCLUSION
The random motion of thermally produced DM particles
suppresses the growth of density fluctuations on small scales
due to free streaming and thus imposes a cut-off in the mat-
ter power spectrum. This cut-off scale directly sets the mass
scale of the smallest DM haloes that will form. Cosmological
N-body simulations which resolve this cut-off produce cen-
tral density cusps in DM haloes near the cut-off scale that
are steeper, i.e., ρ ∝ r−α with α > 1, than that of the NFW
profile, α = 1, and generally resemble more a single power
law. However, the origin of such steep cusps has remained
unclear. The situation is furthermore complicated by the
fact that no such power-law cuspy haloes have never been
detected in vanilla CDM simulations, where density pertur-
bations are included down to the Nyquist mode of the par-
ticle distribution. A resolved cut-off however implies funda-
mentally different dynamics: haloes that form at the cut-off
scale collapse monolithically. This is in stark contrast to the
common notion of hierarchical structure formation where all
structure, such as galaxies and galaxy clusters, assembles
through mergers of smaller scale objects (which would be
the case in an ideal, perfectly cold limit). Once such a halo
has collapsed from the primordially smooth density field –
by first collapsing to a pancake, a filament, and finally along
the third axis – it will grow further by both smooth accre-
tion as well as mergers with other such primordial haloes.
The primordial haloes are thus the atomic building blocks of
subsequent hierarchical formation, and an understanding of
their density profile and internal dynamics is of importance
to understand the development of the systems that develop
in later stages.
In this paper, motivated by the spherical infall model
developed by the previous analytical studies, we presented
a suite of high-resolution, idealised N-body simulations of
the collapse of proto-halo peaks to haloes in order to eluci-
date the connection between the properties of the proto-halo
patch and the properties of the halo to which it collapses.
We focused on the impact of three qualitatively different as-
pects: its profile, shape and graininess, as approximations to
proto-halo patches arising in cosmological Gaussian random
fields.
We found a clear difference in the resulting density pro-
file between proto-halo patches that have a power-law profile
(i.e. no cut-off) and those that are initially cored (i.e. with
a cut-off):
• cored proto-haloes universally lead to power-law like
final halo profiles with α ∼ 1.5 independently of the slope
of the profile beyond the core and large-scale non-spherical
perturbations
• power-law proto-haloes, in contrast, agree well with the
theoretical prediction of L06, i.e., α = 1.0 for ǫ . 0.2, and
steeper cusps for ǫ & 0.2, where ǫ describes the slope of the
proto-halo power law (see Fillmore & Goldreich 1984)
Furthermore, we studied the resilience of the central
density cusps to the dynamical impacts of small scale pertur-
bations, motivated by the results of recent papers (Ishiyama
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2014; Ogiya, Nagai & Ishiyama 2016; Angulo et al. 2016).
They demonstrated that mergers can reduce steep cusps of
α = 1.5 and bring it to the universal NFW-form, α = 1, that
appears more resilient to mergers. Complementing these pre-
vious studies, we have focused on much weaker and smaller
scale perturbations.
• cored proto-haloes are quite sensitive to the impacts of
the noise, making the final profile shallower than that of the
NFW model in extreme cases.
• power-law proto-haloes are much more robust to the
dynamical impacts of minor mergers and noise, compared
with the counterparts in the runs with the cut-off, with their
inner slope always being close to the value predicted for an
isotropic dispersion by L06
We note that spurious haloes or other sources of noise on
scales smaller than the physical cut-off scale might cause
similar effects as our noise model. This could be a possible
source of concern when studying density profiles in WDM
and HDM cosmological simulations and disentangling the
dynamical impact of subsequent mergers and perturbations
due to spurious haloes and other discreteness noise on the
profiles.
Finally, we have provided some phenomenological argu-
ments towards explaining our results. It appears clear from
our results that single power-law profile with α ∼ 1.5 are
naturally formed in gravitational collapse of collisionless flu-
ids. Supported by our simulations, we argue that the inner
parts of the haloes
• arguably are left-overs of a rapid early free-fall phase
which already sets a profile r−1.5 prior to shell-crossing
• behave nearly scale free, with power-law density and
velocity dispersion, as well as a constant velocity anisotropy
• appear to be in hydrostatic equilibrium (possibly with
polytropic behaviour), and are reasonably well fit by a
Dehnen model
Furthermore, haloes that collapse from initially cored pro-
files experience rapid mass accretion histories and the col-
lapsed material cannot be efficiently torqued to alter the
density structure. This is in contrast to the uncored proto-
haloes that have more gradual mass accretion histories
(shell-crossing earlier, but then growing slower). Material
thus spends a longer time at larger radii from the centre,
where angular momentum is efficiently originated. As a con-
sequence, the density structure of α = 1.5 is not formed and
the shallower central density slopes are obtained for ǫ & 0.3
in these cases.
The results shown in this paper provide a qualitative
understanding for the density structures of DM haloes which
have been formed through monolithic gravitational collapse
and have not experienced any mergers. However, there re-
main several important open questions. For example, the
large-scale cosmic density field can tidally torque haloes dur-
ing their collapse, thus altering their density structure. The
impact of such external torques is certainly an aspect that
would be interesting to follow up.
In addition, cosmological N-body simulations have
notoriously suffered from the presence of many spurious
haloes due to artificial fragmentation. Directly solving
the VP system of equations in numerical simulations may
be a good way to overcome the difficulty and it would
be exciting to see the density structure of DM haloes
in those simulations. However, it has been impossible
to solve the six-dimensional VP system of equations
due to the computational cost and numerical simula-
tions have been restricted to studying systems with some
symmetries to reduce the number of dimensions and compu-
tational costs (e.g. Janin 1971; Cuperman, Harten & Lecar
1971; Cheng & Knorr 1976; Fujiwara 1983; Klimas 1987;
Zaki, Gardner & Boyd 1988; Hozumi, Burkert & Fujiwara
2000; Filbet, Sonnendru¨cker & Bertrand
2001; Minoshima, Matsumoto & Amano 2011;
Halle, Colombi & Peirani 2017). Recent and future de-
velopments in increasing of computational power and in
new algorithms may help to achieve sufficient resolution
to study the structure of individual haloes in numerical
simulations that do not rely on particle methods (e.g.
Yoshikawa, Yoshida & Umemura 2013; Hahn & Angulo
2016; Tanaka et al. 2017).
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APPENDIX A: NUMERICAL CONVERGENCE
AND PARAMETER CHOICE
As demonstrated by many previous studies, the re-
sults of N-body simulations may sensitively depend
on the initial conditions and numerical parameter,
such as the number of particles and softening length
(e.g. Aarseth, Lin & Papaloizou 1988; Kandrup & Smith
1991; Melott et al. 1997; Boily, Athanassoula & Kroupa
2002; Binney 2004; Joyce, Marcos & Sylos Labini 2009;
Colombi et al. 2015). The sensitiveness has arisen especially
in simulations in which the particles are initially cold, col-
lapse under gravity, and then virialize, like in our simula-
tions. The critical aspects are the perfectly cold initial condi-
tions which are somewhat unforgiving to imprecisions when
setting them up. In order to find the setup of the simula-
tions which gives us trustable results, i.e. is insensitive to
the initial conditions and is numerically well converged, we
perform a series of test simulations in this Appendix.
A1 Purely radial orbits
The early analytical studies (e.g. Gunn & Gott 1972;
Bertschinger 1985) restricted their models to particles col-
lapsing on purely radial orbits. Fillmore & Goldreich (1984)
found the asymptotic central density structure, ρ ∝ r−2,
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Figure A1. Radial density profiles of haloes in the runs with
purely radial orbits. The inset panel shows the profile of the log-
arithmic density slope. The condition, τrel(r) > τsim, is (not)
satisfied in the radial range of solid (dashed) lines. The resulting
profiles are independent of the density structure of the proto-halo
patches. As predicted by the anaytical studies, ρ ∝ r−2 structures
are obtained.
for 0 < ǫ 6 2/3. MacMillan, Widrow & Henriksen (2006)
confirmed the predicted structure using N-body simula-
tions which were three-dimensional but restricted particles
to purely radial orbits.
We run the same kind of simulations for a broader
range of the initial density structures. In these runs, as
opposed to the runs presented in the main body of the
paper, the acceleration vector of each particle, a, is pro-
jected on its position vector, r. In other words, the acceler-
ation is given as arad = −ar/r and is thus purely radial
by definition. The initial overdense patches are thus not
perturbed by non-spherical terms which arise from particle
sampling or numerical approximations. We ran simulations
varying over a broad range the parameter to control the ini-
tial density slope, 0.05 6 ǫ 6 0.60, for initially cored and
non-cored proto-haloes. Figure A1 presents the resulting ra-
dial density profiles. Interestingly, almost identical density
profiles are obtained in all runs and the density slope is
d ln ρ/d ln r ≈ −2 (see the inset panel), consistent with the
analytical prediction.
A2 Spherical patches, ROI and convergence
When we do not perturb the initial density structure with
the spherical harmonics with a positive polynomial of de-
gree, Ylm(l > 0), the system initially has a perfect sym-
metry. Perfectly spherical overdense patches should collapse
isotropically and form spherical haloes. If particles do not
have angular momentum initially, results identical to the
ones shown in Figure A1 would be expected.
However, it is impossible to obtain such results in three-
dimensional simulations with non-radial motions due to two
reasons. The first one is the torque caused by discreteness.
Numerical simulations have finite resolutions and the ac-
tual particle distributions slightly deviate from the spheri-
cal symmetry which drives symmetry-breaking through the
ROI. This causes torque which does not exist in spherical
systems and makes the orbits of particles non-radial. The
c© 2017 RAS, MNRAS 000, 1–21
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second reason is due to errors in simulations. Any simulation
contains errors, due to discretisation of mass and time, and
they could also contribute to making the symmetric systems
non-symmetric. The impacts of them would be negligible at
the beginning of the simulations, but they can be seeds of
radial orbit instabilities and form non-spherical structures.
Figure A2 shows the images obtained in simulations
with spherically symmetric initial conditions. It is evident
that non-spherical structures, which are not expected phys-
ically, have been formed through radial orbit instability. The
upper left panel shows the image in the run with the refer-
ence numerical parameters. In the simulations shown in the
other panels, we vary the numerical parameters, the soften-
ing length, b (upper right), the opening angle of the tree al-
gorithm, θ (lower left) and the number of particles, N (lower
right). It is obvious that they look completely different from
each other because the numerically introduced radial orbit
instability is not controlled.
Because of the uncontrolled instability, we cannot know
how the results are physically meaningful in these runs. The
radial profiles of density and velocity dispersion of the col-
lapsed systems are shown in Figure A3. The density profile
(upper) seems to be converged near the centre, but is clearly
not in the outskirts of the collapsed systems, where the solu-
tion depends strongly on the adopted numerical parameters
and the velocity dispersion profile (lower) is not converged
at all.
A3 Non-spherical patches
To suppress and avoid the numerical issues described above,
non-spherical perturbations are needed that break the sym-
metry of the problem at a stronger level than that caused by
discretisation. Only then it can be hoped that despite the
still inherent discretisation of the problem, we can arrive at
a converged solution which is then physically meaningful.
In the runs with which we test the numerical conver-
gence, we adopt the same structural parameters as in the
runs without the non-spherical perturbation for the initial
conditions, ǫ = 0.05 and rc/redge = 0.4. The non-spherical
perturbation shall be given by the spherical harmonic, Y22,
and amplitude, y22 = 1/4. Figure A4 shows the images ob-
tained in the simulations with this non-spherical perturba-
tion in the initial conditions. In contrast to the ROI domi-
nated results discussed previously, the non-spherical struc-
tures that formed can now be considered as physical since
they are introduced by the non-spherical perturbation and
the features do not change even if we vary the numerical
parameters.
Figure A5 depicts the radial profiles of density and ve-
locity dispersion of collapsed systems. We have achieved
much better numerical convergence in the radial profiles
with the non-spherical perturbation when the force is calcu-
lated with sufficient accuracy (see also Appendix A4).
A4 Choice of numerical parameters
Figure A6 shows the error in the total energy of the N-body
system. The results of the same simulations in Figure A5
are shown. In the reference run (black line), the softening
parameter is set as b = redge/1280, and the opening an-
gle θ = 0.3 of the tree algorithm is used. We use variable
Table A1. Relation between the amplitude of the non-spherical
perturbation, ylm, and the axial ratio of the overdense part in the
proto-halo patches, b/a and c/a, where a, b and c are the three
major axes of the overdense region in the patch and satisfy the
relation, a > b > c. The axial ratio is derived by solving Poisson’s
equation. The whole structure of the proto-halo patches is almost
spherical (difference in the axial ratio is less than one percent).
ylm b/a c/a
y22 = 1/4 (reference) 0.93 0.87
y22 = 1/8 0.97 0.93
y22 = 1/2 0.87 0.76
y20 = −1/4 (oblate) 1.00 0.84
y20 = 1/4 (prolate) 0.84 0.84
time steps following the prescription of Power et al. (2003),
∆t ∝
√
b/amax, where amax is the maximum absolute value
of the acceleration among particles. Because of this prescrip-
tion, ∆t is reduced to about half its original value over the
time of the simulation of the red line. One may expect that
the error in the total energy gets smaller by a factor of four
since we employ a 2nd order time integration scheme, but
this actually not the case. This is because the dominant
part of the error in the total energy comes from the force
error during the early phase of the simulations at which the
overdensity is small and a high force accuracy is required to
resolve the small inhomogeneities. Hence the opening angle
of the tree algorithm adopted in our simulations, θ = 0.3,
are smaller than the ones standardly adopted, θ = 0.6− 0.7
(see e.g., Power et al. 2003). Since the radial profiles slightly
deviate from each other when we use the standard value,
θ = 0.6 (cyan), we employ the higher accuracy of θ = 0.3.
In the run of θ = 0.6, the error in the total energy exceeds
two per cent, although the other runs have errors well below
one per cent. In addition, the radial profiles and error in
the total energy do no change significantly even if the num-
ber of particles, N , is increased by a factor of eight (from
∼ 9 × 106 to ∼ 7 × 107) or the higher force accuracy of
θ = 0.2 is adopted. The chosen numerical parameters thus
ensure a sufficient accuracy of the simulation with reason-
able numerical costs.
A5 Choice of non-spherical perturbations
By adding the non-spherical perturbation, we introduce ad-
ditional degrees of freedom in our initial conditions. While
the purpose of the perturbation is really only one: to cause
a physical symmetry breaking, it may well be that the form
and amplitude of the perturbation is reflected in the final
solution. If this were the case, then a strong connection be-
tween the shape of a proto-halo and its resulting collapsed
profile would ensue, which would mean that there is no uni-
versal profile to which these proto-halos collapse. So: How
strongly do the results depend on the non-spherical pertur-
bation? To test this dependency, we run two more simula-
tion sets. In the first one, the amplitude of the non-spherical
perturbation, gamp, is varied. In the second one, we change
the shape of the non-spherical perturbation. Table A1 sum-
marizes the shape of the overdense part in the proto-halo
patches and the resulting density profiles are shown in Fig-
ures A7 and A8. It is clear that in these cases, the pro-
c© 2017 RAS, MNRAS 000, 1–21
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Figure A2. Images at z = 31 in simulations without the non-spherical perturbation in the initial conditions. The proto-halo patches
are described as ǫ = 0.05, rc/redge = 0.4 and gamp = 0. In the run shown in upper left panel, the reference numerical parameters are
adopted, i.e., the softening length, b = redge/1280, opening angle of the tree algorithm, θ = 0.3 and number of particles, N = 8, 680, 336.
In the run shown in upper right / lower left / lower right panel, the parameter is varied as b = redge/5120 / θ = 0.2 / N = 69, 861, 728.
Numerically induced and uncontrolled radial orbit instabilities form non-spherical structures. Due to them, the structures in each run
are completely different.
files are insensitive to both the amplitude and the shape
of the non-spherical perturbations at r/rvir > 0.02. This is
comforting in the sense that, within the limits we explored,
memory of the initial conditions is efficiently wiped out and
a universal collapsed profile is obtained. We thus adopt the
Y22-perturbation with y22 = 1/4 as the reference model for
the main part of this paper.
c© 2017 RAS, MNRAS 000, 1–21
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Figure A3. Radial profiles of density (upper) and velocity dis-
persion (lower) in runs without the non-spherical perturbation,
i.e., with a perfect symmetry in the initial conditions. The in-
set panel in the upper one shows the profile of the logarithmic
density slope. The condition, τrel(r) > τsim, is (not) satisfied in
the radial range of solid (dashed) lines. In the lower panel, up-
per (lower) lines show three-dimensional (radial) component, σ23d
(σ2r ). The softening length, b, opening angle of the tree algorithm,
θ, and number of particles, N , are varied to test if the results are
numerically converged. The profiles are not converged because of
numerically introduced, not physical, radial orbit instabilities.
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Figure A4. Images at z = 31 in simulations with the non-spherical perturbation in the initial conditions. The proto-halo patches are
described as ǫ = 0.05, rc/redge = 0.4 and gamp = 0 and the non-spherical perturbation of y22 = 1/4 is given. In the run shown in upper
left panel, the reference numerical parameters are adopted, i.e., the softening length, b = redge/1280, opening angle of the tree algorithm,
θ = 0.3 and number of particles, N = 8, 680, 336. In the run shown in upper right / lower left / lower right panel, the parameter is varied
as b = redge/5120 / θ = 0.2 / N = 69, 861, 728. The amplitude of the non-spherical perturbation overcomes that of the numerically
induced and uncontrolled ones. Hence the non-spherical structures are physical in these simulations and are insensitive to varying the
numerical parameters.
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24 Ogiya and Hahn


ρ



	


	


	

 
 




θ
θ

ρ
 ρ









	
 σ










 
 

Figure A5. Radial profiles of density (upper) and velocity dis-
persion (lower) in runs with the non-spherical perturbation. The
inset panel in the upper one shows the profile of the logarithmic
density slope. The condition, τrel(r) > τsim, is (not) satisfied in
the radial range of solid (dashed) lines. In the lower panel, up-
per (lower) lines show three-dimensional (radial) component, σ23d
(σ2r ). The symmetry in the initial condition is broken in some de-
gree by the perturbation. The softening length, b, opening angle
of the tree algorithm, θ, and number of particles, N , are varied
to test if the results are numerically converged. Both the density
and velocity dispersion profiles are numerically converged when
the force is sufficiently accurate (θ 6 0.3).
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Figure A6. Error in the total energy of the N-body systems.
Results of the simulations in Figure A5 are shown. The dominant
fraction of errors in the total energy comes from the force error
in the early phase of the simulations at which the overdensity
is small and high force accuracy is required to resolve the small
inhomogeneousness. Hence we need the high force accuracies of
θ 6 0.3 to ensure the suffifient accuracy of the simulation results.
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Figure A7. Radial density profiles of microhaloes in the runs
varying the amplitude of the non-spherical perturbation. The in-
set panel shows the profile of the logarithmic density slope. The
condition, τrel(r) > τsim, is (not) satisfied in the radial range of
solid (dashed) lines. We use the perturbation of Y22 in the runs.
The density structure is insensitive to the amplitude of the per-
turbation at r/rvir > 0.02. We adopt y22 = 1/4 as the reference
amplitude.
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Figure A8. Radial density profiles of micorhaloes in the runs
varying the shape of the non-spherical perturbation. The inset
panel shows the profile of the logarithmic density slope. The con-
dition, τrel(r) > τsim, is (not) satisfied in the radial range of
solid (dashed) lines. The amplitude of the perturbation is fixed
to be |y| = 1/4. Runs of red and blue lines adopt the perturba-
tions of the spherical harmonics, Y20, with y20 = −1/4 and 1/4.
Oblate and prolate perturbations are given in respective models.
In the run of black line, the perturbation of Y22 with y22 = 1/4 is
adopted. The density structure is insensitive to the shape of the
perturbation at r/rvir > 0.02. We adopt Y22-perturbation as the
reference model.
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