Given a stochastic differential equation with path-dependent coefficients driven by a multidimensional Wiener process, we show that the support of the law of the solution is given by the image of the Cameron-Martin space under the flow of the solutions of a system of path-dependent (ordinary) differential equations. Our result extends the Stroock-Varadhan support theorem for diffusion processes to the case of SDEs with path-dependent coefficients. The proof is based on the Functional Ito calculus. MSC2010 classification: 60H10 ; 28C20 ; 34K50.
Overview

Support theorems for stochastic differential equations
A stochastic process may be viewed as a random variable taking values in a space of paths; the (topological) support of this random variable then describes the (closure of) the set of possible sample paths and provides insight into the structure of sample paths of the process. The nature of the support has been investigated for various classes of stochastic processes, with a focus on stochastic differential equations, under different function space topologies. For diffusion processes, the support under the uniform norm was first described by Stroock and Varadhan [20, 21] , a result known as the 'StroockVaradhan support theorem'. An extension to unbounded coefficients was given by Gyöngy [14] . The support of more general Wiener functionals and extensions to SDEs in Hilbert space are discussed in Aida et al [2] and [1] . These results were extended to the Hölder topology by Ben Arous et al. [5] and, using different techniques, by Millet and Sanz-Solé [16] ; Bally et al [4] use similar methods to derive a support theorem in Hölder norms for parabolic SPDEs. Support theorems in p-variation topology are discussed by Ledoux et al [15] using rough path techniques. Support theorems in Hölder and p-variation topologies are discussed in [13] . Pakkanen [18] gives conditions for a stochastic integral ito have full support.
In this work, we extend some of these results to stochastic differential equations with path-dependent coefficients. Let (Ω, F , (F t ) t∈ [0,T ] , P ) be a filtered probability space on which there is a standard d-dimensional (F t 
(t, X), σ(t, X)
depend on the path X t = X(t ∧ .) of the solution up to t. Under Lipschitz conditions on the coefficients b, σ, this SDE has a unique solution X [17, 19] whose sample paths lie in some Hölder space C α ([0, T ], R m ). Our main result is a description of the support of the solution in the Hölder topology: we show that the support of the law of the solution is given by the image of the Cameron-Martin space H 1 under the flow associated with a system of functional differential equations. Using the concepts of horizontal and vertical differentiability for nonanticipative functionals [7, 12] , we introduce in Section 2.1 regularity assumptions on the coefficient σ ∈ C 1,2 ([r, T ) × S, R m×d ) and consider the map ρ : [r, T ) × S → R m given coordinatewise by denotes the vertical derivative [6, 12] of the (k, l)-coordinate function of σ for any k ∈ {1, . . . , m} and l ∈ {1, . . . , d}. Note that ρ = ∂ x σ · σ for m = d = 1. In this context, the support of the unique strong solution to (1.1) may be characterized by studying the following path-dependent ordinary differential equation driven by an element h ∈ H 
Statement of main result
for all s, t ∈ [r, T ), x, y ∈ S, k ∈ {1, . . . , m} and l ∈ {1, . . . , d}. Then: 
This result extends previous results [2, 5, 16, 20] on the support of diffusion processes to the case of path-dependent coefficients. In the diffusion case, we retrieve the results of [5, 16] under weaker assumptions on σ.
Our proof adapts the approach used by Millet and Sanz-Solé [16] to the path-dependent case, using the tools of Functional Ito calculus [6, 12] . We construct Hölder-continuous approximations of the solution using an adapted linear interpolation of Brownian motion and show that this approximation converges in probability to the solution in Hölder norm. A key ingredient is the use of functional estimates derived in [3] using the Functional Ito calculus, combined with interpolation error estimates in Hölder norm for stochastic processes.
Outline. The remainder of the paper is devoted to the proof of Theorem Support Theorem. Section 2 discusses the various building blocks of the proof. Section 2.1 recalls some functional calculus concepts from [6] and establishes several results useful in our setting. Section 2.2 gives conditions for existence and uniqueness of a (mild) solution to the path-dependent ODE (1.6); Section 2.3 gives conditions for the existence of a unique strong solution to (1.1); Section 2.4 dicusses the interpolation method used to characterize the support in Hölder topologies.
Section 3 discusses Hölder spaces for stochastic processes and the notion of convergence in probability in Hölder norm in more depth. Section 3.2 derives a variation on the Kolmogorov-Chentsov theorem with an estimate for the Hölder norm (Lemma 12) and an improved version of a statement from [16] (Proposition 14). Section 3.4 discusses adapted linear interpolation of Brownian motion, improving some results from [16] . Section 4 uses these ingredients to prove the existence and uniqueness of mild solutions to pathdependent ODEs (Sec. 4.1) and SDEs (Sec. 4.2). Finally, Section 5 combines these ingredients to give a proof of the main result.
Preliminaries
We shall denote Á d the d × d identity matrix; for a matrix A we denote by A ′ its transpose.
Non-anticipative functional calculus
denote the Banach space of all R m -valued càdlàg maps on [0, T ] equipped with the supremum norm · and recall the following notions from [6, 8] 
, where x t is path x stopped at time t:
In other words, F is ought to be bounded on bounded sets. We notice that the following
is complete and if F is d ∞ -continuous, then it is non-anticipative. As observed in [10] , Lipschitz continuity with respect to d ∞ allows for a Hölder smoothness of degree 1/2 in the time variable.
Let us recall the definitions of the horizontal and vertical derivative.
is differentiable at 0. In this case, its derivative there, will be denoted by ∂ t F (t, x). We say that F is vertically differentiable if for all t ∈ [r, T ) and
is differentiable at 0. In this case, its derivative there will be represented by
is differentiable at 0, where {ê 1 , . . . ,ê m } is the canonical basis of R m . In this case, its derivative there will be denoted by ∂ x i F (t, x). By calculus, if F is vertically differentiable, then it is partially vertically differentiable and
F is twice vertically differentiable if it is vertically differentiable and the same holds for ∂ x F . In this case, we set ∂ xx F := ∂ x (∂ x F ) and
It follows from Schwarz's Lemma that if F is twice vertically differentiable and
if it is once horizontally and twice vertically differentiable such that G itself and the derivatives ∂ t G, ∂ x G and ∂ xx G are boundedness-preserving and d ∞ -continuous. By
we denote the space of functionals
, where S is given by (1.2). Then it follows from [6, Theorem 5.4.1] that
are independent of the choice of the extension G. Note that (2.2) allows us to use the functional Itô formula [9] in the proof of Proposition 34, which gives one of the main arguments to establish (1.7). To conclude, we write C([r, T ) × S, R m×d ) for the linear space of all maps
. . , m} and l ∈ {1, . . . , d}.
Mild solutions to path-dependent ODEs
We show in this section a unique mild solution to the ODE (1.6), which belongs to the delayed Cameron-Martin space
To this end, let us consider the general path-dependent ordinary differential equatioṅ
where
where ρ is given by (1.5), yields the support characterizing ODE (1.6).
As for 
Under the above growth condition and Lipschitz smoothness on bounded sets, we obtain a unique mild solution that can be approximated by a Picard iteration in the delayed Cameron-Martin norm · H,r given by (1.4 
, recursively defined via x 0 (t) :=x(r ∧ t) and
for all n ∈ N 0 , converges in the delayed Cameron-Martin norm · H,r to y F .
Strong solutions for path-dependent SDEs
We turn to the derivation of a unique strong solution to (1.1), for which a.e. path lies in
We consider the stochastic differential equation with path-dependent coefficients 
, where · α 0 ,r equals · if α 0 = 0 and otherwise is given by (1.3) when α is replaced by α 0 .
Remark 4. If condition (S.ii) holds, then it is also true if α 0 is replaced by any α ∈ (α 0 , 1/2). Thus, it is strongest in the case that α 0 = 0. 6) which is complete, by Proposition 11. Moreover, if a sequence ( n X) n∈N in this linear space converges with respect to the above seminorm, then it also converges in the delayed Hölder norm · α,r in probability. Finally, we set
denote the intersection of the spaces C 
, recursively given by 0 X t :=X r∧t and
for all n ∈ N 0 , converges in the seminorm (2.6) to X for each p ≥ 2 and α ∈ [0, 1/2). In particular, lim n↑∞ P ( n X − X α,r ≥ ε) = 0 for all ε > 0.
Remark 6. Pathwise uniqueness is shown in Lemma 30, requiring only the following Lipschitz condition on bounded sets, which follows from (S.ii) in the strongest case α 0 = 0:
for all t ∈ [r, T ] and x, y ∈ S with x ∨ y ≤ n.
Characterization of the support in Hölder topology
Sections 2.2 and 2.3 provide the main arguments to prove the first two assertions of Theorem 1. Let us now describe how we shall characterize the support (1.7). For n ∈ N let T n be a partition of [r, T ] that we write in the form
for some k n ∈ N and t 0,n , . . . , t kn,n ∈ [r, T ] so that r = t 0,n < · · · < t kn,n = T and we denote its mesh by |T n | = max i∈{0,...,kn−1} (t i+1,n − t i,n ). We assume that lim n↑∞ |T n | = 0 and that the sequence of partitions is well-balanced in the sense of [11] , that is, there is c T ≥ 1 such that
and almost each of its paths belongs to H
Thus, let us suppose that the assumptions and the first two claims of Theorem 1 hold. To establish supp(
, we will justify in Section 5.4 that it suffices to check that
By definition of a mild solution to (2.3), we see for each n ∈ N that x n W is a strong solution to the degenerate path-dependent SDE
for all t ∈ [r, T ] a.s. In fact, h,n Z is a martingale, as clarified in Lemma 39.
is a probability measure equivalent to P . By using this fact, we will show that the converse inclusion in (1.7) follows once we have proven that
and X is a strong solution to the path-dependent SDE
for t ∈ [r, T ] under P h,n with initial condition n Y r =x r a.s. Hence, to prove (2.10) and (2.12) at the same time, we consider the following general framework.
Namely, we let B : [r, T ] × S → R m and B H : [r, T ] × S → R m×d be two non-anticipative product measurable maps and B ∈ C 1,2 ([r, T ) × S, R m×d ). Then for each n ∈ N we introduce the path-dependent SDE
where Σ : [r, T ] × S → R m×d is a non-anticipative product measurable map, as considered in Section 2.3. In addition, we introduce the path-dependent SDE
for t ∈ [r, T ], where we require the non-anticipative product measurable map
In Theorem 8 below, we in particular show that whenever n Y and Z are strong solutions to (2.14) and (2.15), respectively, such
Then the choice B = b − (1/2)ρ, B H = 0, B = σ and Σ = 0 yields (2.10), since R = (1/2)ρ in this case. Moreover, by choosing B = b, B H = σ, B = −σ and Σ = σ instead, (2.12) follows. Since these are the two desired results, we consider the following regularity conditions: Remark 7. Condition (C.iii) allows us to perform a change of measures to get a unique strong solution to (2.14). However, when deriving (2.17) in Sections 5.1, 5.2 and 5.3 we merely assume that (C.i) and (C.ii) hold.
Then the following three assertions hold:
(ii) There is a unique strong solution Z to (2.15) such that Z r =X r a.s. and
In particular, (2.17) holds, that is, ( n Y ) n∈N converges in the delayed Hölder norm · α,r in probability to Z.
3 Convergence in probability in Hölder norm
Hölder spaces for stochastic processes
We notice that a sequence ( n X) n∈N in this pseudometric space converges to some X ∈ C α r ([0, T ], R m ) if and only if it converges to this process in the delayed Hölder norm · α,r in probability. Put differently, ( n X − X α,r ) n∈N converges to zero in probability. Further, ( n X) n∈N is Cauchy if and only if it is Cauchy in the norm · α,r in probability in the sense that
, which is the linear space of all R m -valued adapted right-continuous a.s. continuous processes. Despite the fact that we do not assume the usual conditions, C ([0, T ], R m ) is complete, which yields the following result.
for all k, n ∈ N with k ∧ n ≥ n 0 . We fix l ∈ N and set δ l :
Hence,
for all n ∈ N with n ≥ n 0 . By the continuity of measures, ( n X − X α,r ) n∈N converges in probability to zero. In particular, X α,r < ∞ a.s. 
We conclude with the following convergence characterization.
6) if and only if it is p-fold uniformly integrable and there is
In the latter case, we have
Proof. By Lemmas 9 and 10, it suffices to show the if-direction of the first claim. To this end, let (ν n ) n∈N be a strictly increasing sequence in N such that ( νn X − X α,r ) n∈N converges to zero a.s., then
by Fatou's Lemma. Now let ε > 0, then there exist δ > 0 and
p for each A ∈ F with P (A) < δ and P ( n X − X α,r ≥ ε/3) < δ for all n ∈ N with n ≥ n 0 . Thus,
for every such n ∈ N, since similar reasoning as above gives
This completes the proof.
A general Kolmogorov-Chentsov estimate
In this section we revisit the proof of the Kolmogorov-Chentsov Theorem to allow for processes that are merely right-continuous and to obtain a quantitative estimate of the Hölder norm. Let
Then we have the following result.
Proposition 12. Let H be a set of R m -valued right-continuous processes and s, t ∈ [r, T ] be such that s < t. Asume that there are
Proof. For given n ∈ N 0 let D n be the n-th dyadic partition of [s, t], whose points are
then it is readily seen that there are 2 n tuples (u, v) ∈ ∆ n satisfying u < v.
We now set D :
We note that either i n = j n or instead n ≥ 1, j n ≥ 2 and i n = j n − 1, 
The power series on the right-hand side converges absolutely to the inverse of 1 − 2 α−q/(2p) , since α < q/(2p). For this reason, the proposition follows.
Convergence along a sequence of partitions
In this section, we state a sufficient criterion for a sequence of processes to converge in probability in the delayed Hölder norm · α,r where α ∈ [0, 1]. For this purpose, we require the following estimate.
Proof. First, assume that i, j ∈ {0, . . . , k − 1} are such that i < j − 1 and
because |s − t| > |s − t i+1 | ∨ |t i+1 − t j |. Now suppose that i, j ∈ {0, . . . , k − 1} satisfy i < j, s ∈ (t i , t i+1 ) and t ∈ (t j , t j+1 ). In this case,
This yields the before mentioned criterion. 
for all n ∈ N and λ > 0. If ( n U r ) n∈N and (max j∈{0...,kn} | n U t j,n |/|T n | α ) n∈N converge in probability to zero, then so does the sequence ( n U α,r ) n∈N for all α ∈ [0, q/(2p)).
Proof. Let n ∈ N and fix β ∈ (α, q/(2p)), then it follows that
. . , k n −1} and t ∈ (t j,n , t j+1,n ). Consequently, from (3.7) we obtain that
for all ε > 0, which directly entails that ( n U ) n∈N converges in probability to zero. Next, for fixed n ∈ N Lemma 13 gives us that
By using the facts that |u − v|
for any ε > 0. As the terms on the right-hand side converge to zero as n ↑ ∞, the assertion is shown.
1+q for all n ∈ N and u, v ∈ [r, T ], then Proposition 12 and Chebyshev's inequality assure that condition (3.7) is satisfied.
Adapted linear interpolation of Brownian motion
We study the sequence ( n W ) n∈N of adapted linear interpolations of W given by (2.9) and for which a.e. path lies in
To this end, we introduce the following notation. For given n ∈ N and t ∈ [r, T ), let i ∈ {0, . . . , k n − 1} be such that t ∈ [t i,n , t i+1,n ), then we set t n := t (i−1)∨0,n , t n := t i,n and t n := t i+1,n .
(3.8)
That is, t n is the predecessor of t n with respect to T n , unless i = 0, and t n is the successor of t n . We also set T n := t k n−1,n , T n := T and T n := T . In addition, we use the following abbreviations:
for each i ∈ {1, . . . , k n − 1}. After these preparations, let us begin with a general integral representation.
Lemma 16. Let n ∈ N and s, t ∈ [r, T ] be such that s < t. Then each R m×d -valued progressively measurable square-integrable process Y satisfies
In particular, for all j ∈ {1, . . . , k n } we have
Proof. As n W u = 0 for each u ∈ [r, t 1,n ], the second claim follows from the first, by choosing s = t 1,n and t = t j,n for j ∈ {1, . . . , k n }.
To check the first claim, suppose initially that s, t ∈ [t i,n , t i+1,n ] for some i ∈ {1, . . . , k n − 1}, then
Now assume instead that there are
and the case considered above imply the asserted representation. 
for each n ∈ N and s, t ∈ [r, T ] with s ≤ t.
Thus, let us use Lemma 16 and assume that s, t ∈ [t i,n , t i+1,n ] for some i ∈ {1, . . . , k n − 1}, then (M) yields that
where c T is the constant appearing in (2.8). Next, suppose that there are i, j ∈ {1, . . . , k n − 1} such that i < j, s ∈ [t i,n , t i+1,n ] and t ∈ [t j,n , t j+1,n ]. Then
This is due to Lemma 16, which asserts that the process [ 
So, let now s, t ∈ [t i,n , t i+1,n ] for some i ∈ {1, . . . , k n − 1} and Z be an R
by what we have just shown. Therefore, the claim holds.
Auxiliary convergence results
Lemma 19. Let ( n U) n∈N be a sequence of non-negative measurable processes for which there are p > 1 and c
Proof. Let q > 1 be such that 1/p+1/q = 1, then Lemma 18 gives a constant w q,2 > 0 that is independent of n such that
Thus, we define c 1,1 :=ŵ 
Lemma 20. Let n ∈ N and for every right-continuous map
x : [0, T ] → R m set L n (x)(t) := x(r ∧ t) for all t ∈ [0, t 1,n ), L n (x)(t) := x(t i−1,n ) + (t − t i,n ) x(t i,n ) − x(t i−1,n ) ∆t i+1,n for t ∈ [t i,n , t i+1,n ) with i ∈ {1, . . . , k n − 1} and L n (x)(T ) := x(t kn−1,n ). Then it holds that L n (x) t ≤ x r ∨ max j∈{1,...,kn−1}: t j,n ≤t |x(t j,n )| and L n (x) t − x t ≤ 2 max j∈{0,...,kn−1}: t j,n ≤t sup s∈[t j,n ,t j+1,n ] |x t (s) − x(t (j−1)∨0,n )| for each t ∈ [t 1,n , T ].
Proof. Fix s ∈ [t 1,n , t] and let
In addition, we immediately obtain that
and the assertions follow. 
Proof. Fix β ∈ (α, q/(2p)). From Lemma 20 we obtain that
for every n ∈ N. Consequently, Proposition 12 implies that the constant
where k β,q,p is given by (3.2) when α is replaced by β. Now the claim follows, since α < β.
for all n ∈ N, s, t ∈ [r, T ] with s = t and x ∈ S. Then there is c 1 > 0 satisfying for each n ∈ N,
Proof. We assume that E[ n U r 2 ] < ∞, as otherwise there is nothing to show. By decomposing the integral, we can rewrite that
with c 1,1 := 2λ 2 (T − r) 2 (1 + c 0 ). In addition, we estimate that
where c 2,2 := 2c 
Proof. We fix n ∈ N and once again decompose the integral to get that 
by Hölder's inequality, and the assertion follows.
Path-dependent ODEs and SDEs: proofs
In this section, we give the proof for
• the existence and uniqueness of mild solutions to path-dependent ODEs in Section 2.2 and
• the existence and uniqueness of strong solutions to path-dependent SDEs in Section 2.3.
Proof of Proposition 2
We first derive a global estimate for any mild solution. This allows us to use (O.ii), the Lipschitz condition on bounded sets, to derive existence and uniqueness results. 
The claim follows from (4.2), the fundamental theorem of calculus for RiemannStieltjes integrals and the transitivity of absolutely continuous measures.
We now show uniqueness of mild solutions, which implies uniqueness for classical solutions. Proof. By Lemma 24, there is n ∈ N such that x H,r ∨ y H,r ≤ n. Thus,
Proof of Proposition 2. As the uniqueness claim follows from Lemma 25, we directly turn to the existence assertion. To this end, let H be the set of
By Lemma 24, a map x ∈ S is a mild solution to the ODE (2.3) such that x(s) =x(s) for all s ∈ [0, r] if and only if x ∈ H and it is a fixed-point of the operator Ψ :
We remark that condition (4.3) assures that Ψ maps H into itself. Indeed, this follows by inserting (4.1) into the inequality
H,r ) ds, valid for all x ∈ H and t ∈ [r, T ]. As x 0 ∈ H and x n = Ψ(x n−1 ) for each n ∈ N, by definition (2.4), we now know that (x n ) n∈N 0 is a sequence in H . Next, let us choose l ∈ N satisfying x H,r ≤ l for all x ∈ H and set c 1 := 2(T − r + 1). Then we obtain that
H,r ds
for each x, y ∈ H and t ∈ [r, T ], which in particular shows that Ψ must be · H,r -Lipschitz continuous. Moreover, it follows inductively that
n for every n ∈ N 0 , where we have set δ := Ψ(x 0 )−x 0 H,r . Hence, the triangle inequality gives us that
for all k, n ∈ N 0 with k < n. Now the ratio test yields that the series
converges absolutely for all x ≥ 0. Hence, we have shown that lim k↑∞ sup n∈N: n≥k x n − x k H,r = 0.
As H is closed with respect to the complete norm · H,r , there exists a unique map y F ∈ H such that lim n↑∞ x n −y F H,r = 0. Lipschitz continuity of Ψ implies lim n↑∞ x n+1 − Ψ(y F ) H,r = 0. For this reason, y F = Ψ(y F ) and the proposition is proven.
Proof of Proposition 5
Lemma 26. Let X be an R m -valued adapted right-continuous process and B ⊂ R m be closed, then
Proof. First, we check that
To this end, it suffices to show that if t < T and ω ∈ Ω satisfies
In this case, for each n ∈ N there are s n ∈ [0, t + (T − t)/n) and y n ∈ B satisfying |y n − X sn (ω)| < 1/n. So, we choose a strictly increasing sequence (ν n ) n∈N in N such that (s νn ) n∈N converges to some s ∈ [0, t], then it follows that X s (ω) = lim n↑∞ X sν n (ω) ∈ B, which yields the intermediate claim.
Next, we set B n := {x ∈ B | |x| ≤ n} for all n ∈ N and use the notation dist(x, C) = inf y∈C |x − y| for all x ∈ R m and C ⊂ R m . Let t ∈ [0, T ] and D be a countable dense set in [0, t] containing t, then
Example 27. Let X ∈ C ([0, T ], R m ) and n ∈ N, then the above lemma gives a stopping time τ n ≥ r such that
for all t ∈ [r, T ], since we have that X t∧τn ≤ n a.s. on { X r ≤ n} and τ n = r a.s. on { X r > n}.
In this section, whenever p ≥ 1 and condition (S.i) is satisfied, we set
where w p is the constant appearing in (M).
Lemma 28. Under (S.i), for each p > 2 and α ∈ (0, 1/2 − 1/p) there is c α,p > 0 depending only on α, p and T − r such that any strong solution X to (2.5) satisfies
Proof. Assume that E[ X r 2p ] < ∞ and let n ∈ N. Then Example 27 yields a stopping time τ n ≥ r such that X τn ≤ X r ∨ n a.s. First,
for fixed t ∈ [r, T ]. Thus, from Jensen's and Cauchy-Schwarz's inequality we obtain that
Moreover, a similar computation shows that
where the constant k α,p−2,p is given by (3.2) for q = p − 2. Thus, Proof. Let X andX be two weak solutions to (2.5) defined on a common filtered probability space (Ω,F , (
r =X r a.s. We fix n ∈ N, then it follows from Example 27 that there is a stopping time τ n ≥ r such that
for given t ∈ [r, T ]. We set c 1 := ((T − r) + w 1 ), where w 1 is the constant in (M) for p = 1, theñ
So, X τn =X τn a.s., by Gronwall's inequality. As τ n ≤ τ n+1 a.s. for all n ∈ N and sup n∈N τ n = ∞ a.s., we get that X t = lim n↑∞ X 
for all t ∈ [0, T ] a.s. We stress the fact that, due to Proposition 12 and condition (4.5), for every X ∈ H , p > 2 and α ∈ (0, 1/2 − 1/p) it follows that
for all t ∈ [r, T ]. Thus, Ψ(H ) ⊂ H follows from plugging (4.4) into the above inequality. Since 0 X ∈ H and n X = Ψ( n−1 X) a.s. for all n ∈ N, by (2.7), we have shown that ( n X) n∈N 0 is a sequence in H . Next, choose p > 2 and α ∈ (0, 1/2) such that α 0 ≤ α < 1/2 − 1/p, where α 0 is the constant in the Lipschitz condition (S.ii). Further, we set
for all given X, Y ∈ H and t ∈ [r, T ]. After applying Proposition 12 and using
Hence, Gronwall's inequality entails that there is at most a unique solution X to (2.5) satisfying X s =X s for all s ∈ [0, r] a.s.
We also infer from the above inequality that Ψ is Lipschitz continuous with respect to the seminorm (2.6), where p is replaced by 2p. In addition,
. Hence, the triangle inequality gives
for each k, n ∈ N 0 with k < n. The ratio test implies that the series
Due to Proposition 11, because H is closed with respect to the complete seminorm (2.6), where p is replaced by 2p, there exists a process X ∈ H that is unique up to indistinguishability such that 
for all n ∈ N, which implies (4.6). For α ≥ 1/2 − 1/p we take q > p so that
p/q for all n ∈ N. As this also gives (4.6), the proof is complete. 
Proof. We let l ∈ N and use Example 27 to define a stopping time
for fixed s, t ∈ [r, T ] with s ≤ t. Thus, the triangle inequality and the inequalities of Cauchy-Schwarz and Jensen yield that 
where c p,8 := c p, 3 (1 + c p,7 ). Next, Proposition 17 gives a constantŵ p > 0 satisfying (3.10), which directly yields that
Hence, from (5.2) we in total obtain that 
with c p,10 := e 2 2p (1+c p,9 (T −r) p ) . Thus, by setting c p := (1 + c p,9 )(1 + c p,10 ), the claim follows from an application of Fatou's lemma.
Corollary 32. Let (C.i) hold and h
for all s, t ∈ [r, T ] with s = t.
Proof. Because the map R defined via (2.16) is bounded, we may apply Proposition 31 in the case that B is replaced by B + R, B is replaced by 0 and Σ is replaced by B + Σ. From this the claim follows immediately.
Proposition 33. Let (C.i) and (C.ii) be valid and h
Then there is c 1 > 0 such that for any n ∈ N and any strong solutions n Y and Z to (2.14) and (2.15), respectively,
In deriving (5.4), we have used that
, which follows from Lemma 20, since L n is linear.
The next step of the proof is to estimate the function γ n . For this purpose, let us choose two processes n ∆, n Θ ∈ C ([0, T ], R m ) such that
Then n Γ can be rewritten in the following way:
for all t ∈ [r, T ] a.s. Thus, we set c 1,2 := 10λ 2 (T − r + w 1 ), then it follows readily that
for all t ∈ [r, T ], where the increasing functions δ n , θ n :
Proposition 31 and Lemma 32 give constants l 1 , m 1 > 0 satisfying (5.1) and (5.3) for p = 1 when c p is replaced by l 1 and m 1 , respectively. Thus, putting (5.4) and (5.5) together, we find that 
where, just as in Lemma 20, for each right-continuous map w :
If now n Y and Z are strong solutions to (2.14) and (2.15), respectively, then the following decomposition can be used to deal with the remainder:
for any s ∈ [r, T ). In fact, in the next two sections, we will deal with the three terms on the right-hand side to ensure that (2.18) follows.
Convergence of the first two remainders
To deal with the first remainder term in (5.6), we will use the following estimation in combination with Lemma 19. 
for all (t, x) ∈ [r, T ) × S. Then for each p ≥ 1 there is c p > 0 such that for any n ∈ N and any strong solution n Y to (2.14) it holds that s] . Then the functional Itô formula [9] yields that We come to the second remainder term arising in (5.6). As before, we will derive an estimation that is necessary to apply Lemma 19. Finally, to prove Theorem 1 we require the following basic result on the support of image probability measures. Proof. (i) Let y ∈ supp(P • Y −1 ) and k ∈ N. Since (Y n ) n∈N converges to Y in probability, there exists n k ∈ N such thatP (ρ(Y n , Y ) > 1/(2k)) <P (ρ(Y, y) < 1/(2k)) for all n ∈ N with n ≥ n k . Hence,
for any such n ∈ N. So, there is ω k ∈Ω such that y k := Y n k (ω k ) ∈ D and ρ(y k , y) < 1/k. As k ∈ N has been arbitrarily chosen, the resulting sequence (y k ) k∈N converges to y, which gives the claim.
(ii) By way of contradiction, suppose that there are y ∈ D and ε > 0 such thatP (ρ(Y, y) ≥ ε) = 1. Let (y n ) n∈N be a sequence in D that converges to y and choose n ε ∈ N such thatρ(y nε , y) < ε/2. 
