For the damped-driven KdV equatioṅ
Introduction
In this work we continue the study of randomly perturbed and damped KdV equation, commenced in [KP08] . Namely, we consider the equation This implies that the force η(t, x) is smooth in x for any t. We study behaviour of solutions for (0.1) with given smooth initial data u(0, x) = u 0 (x) ∈ C ∞ (S 1 ) (0. where W (I) ∈ R ∞ is the frequency vector, see Section 1.2. 1 The integrating map Ψ is called the nonlinear Fourier transform.
2
We are mostly concerned with behaviour of actions I(u(t)) ∈ R ∞ of solutions for the perturbed KdV equation (0.1) for t, satisfying (0.3). For this end let us write equations for I(v) and ϕ(v), using the slow time τ = νt ∈ [0, T ]:
dI(τ ) = F (I, ϕ) dτ + σ(I, ϕ) dβ(τ ), dϕ = ν −1 W (I) dτ + . . . , (0.5)
where the dots stand for terms of order one, β = (β 1 , β 2 , . . . ) t and σ(I, ϕ) is an infinite matrix. For finite-dimensional stochastic systems of the form (0.5) under certain non-degeneracy assumptions, for the I-component of solutions for (0.5) the averaging principle holds. That is, when ν → 0 the I-component of a solution converges in distribution to a solution of the averaged equation dI = F (I) dτ + σ (I) dβ(τ ).
(0.6)
Here F is the averaged drift, F = F (I, ϕ) dϕ, and the dispersion matrix σ is a square root of the averaged diffusion σ(I, ϕ)σ t (I, ϕ) dϕ. This result was claimed in [Kha68] and was first proved in [FW03] ; see [Kif04] for recent development. In [KP08] we established "half" of this result for solutions of eq. (0.6) which corresponds to (0.1). Namely, we have shown that for solutions u ν (τ, x) of (0.1), (0.2), where t = ν −1 τ and 0 < τ ≤ T , i) the set of laws of actions {DI(u ν (τ ))} is tight in the space of continuous trajectories I(τ ) ∈ h p I , 0 ≤ τ ≤ T , where the space h p I is given the norm |I| h p I = 2 ∞ j=1 j 1+2p |I j | and p is any number ≥ 3;
ii) any limiting measure lim ν j →0 DI(u ν j (·)) is a law of a weak solution I 0 (τ ) of eq. (0.6) with the initial condition I(0) = I 0 := I(u 0 ).
(0.7)
The solutions I 0 (τ ) are regular in the sense that all moments of the random variables sup 0≤τ ≤T |I 0 (τ )| h r I , r ≥ 0, are finite. Similar results are obtained in [KP08] for limits (as ν j → 0) of stationary in time solutions for eq. (0.1).
If we knew that (0.6), (0.7) has a unique solution I 0 (τ ), then ii) would imply that DI(u ν (·)) ⇀ DI 0 (·) as ν → 0, (0.8)
as in the finite-dimensional case. But the uniqueness is far from obvious since (0.6) is a bad equation in the bad phase-space R ∞ + : the dispersion σ is not Lipschitz in I, and the drift F (I) is an unbounded operator. In this paper we show that still the convergence (0.8) holds true:
Theorem A. The problem (0.6), (0.7) has a solution I 0 (τ ) such that the convergence (0.8) holds.
The proof of this result, given in Section 4, Theorem 4.5, relies on a new construction, crucial for this work. Namely, it turns out that the 'bad' equation (0.6) may be lifted to a 'good' effective equation on the variable v = (v 1 , v 2 , . . . ), v j ∈ R 2 , which transforms to (0.6) under the mapping
To derive the effective equation we evoke the mapping Ψ to transform eq. (0.1), written in the slow time τ , to a system of stochastic equations on the vector v(τ )
Here V (u) = −u xxx + 6uu x is the vector-field of KdV, P k dτ + B kj dβ j is the perturbation u xx + η(τ, x), written in the v-variables, and β j 's are standard Wiener processes in R 2 (so B kj 's are 2 × 2-blocks). We will refer to the system (0.9) as to the v-equations.
The system (0.9) is singular when ν → 0. The effective equations for (0.9) is a system of regular stochastic equations dv k (τ ) = P k dτ + B kj (v) dβ j (τ ), k ≥ 1.
(0.10)
To define the effective drift P and the effective dispersion B , for any θ ∈ T ∞ let us denote by Φ θ the linear operator in the space of sequences v = (v 1 , v 2 , . . . ) which rotates each two-vector v j by the angle θ j . The rotations Φ θ act on vectorfields on the v-space, and P is the result of the action of Φ θ on P , averaged in θ:
(dθ is the Haar measure on T ∞ ). Consider the diffusion operator BB t (v) for the v-equations (0.9). It defines a (1,1)-tensor on the linear space of vectors v. The averaging of this tensor with respect to the transformations Φ θ is a tensor, corresponding to the operator
This is the averaged diffusion operator. The effective dispersion operator B (v) is its non-symmetric square root:
Such a square root is non-unique. The one, chosen in this work, is given by an explicit construction and is analytic in v (while the symmetric square root of BB t (v) is only a Hölder- This result is proved in Section 4, where we show that system (0.10) is a quasilinear stochastic heat equation, written in Fourier coefficients.
The effective system (0.10) is useful to study eq. (0.1) since this is a lifting of the averaged equations (0.6). The corresponding result, stated below, is proved in Section 3:
Theorem C. For every weak solution I 0 (τ ) of (0.6) as in assertion ii) there exists a regular weak solution v(τ ) of (0.10) such that v(0) = Ψ(u 0 ) and D π I (v(·)) = D(I 0 (·)). Other way round, if v(τ ) is a regular weak solution of (0.11), then I(τ ) = π I (v(τ )) is a weak solution of (0.6).
We do not know if a regular weak solution of problem (0.6), (0.7) is unique. But from Theorem B we know that a regular weak solution of the Cauchy problem for the effective equation (0.10) is unique, and through Theorem C it implies uniqueness of a solution for (0.6), (0.7) as in item ii). This proves Theorem A.
In Section 5 we evoke some intermediate results from [KP08] to show that after averaging in τ distribution of the actions of a solution u ν for (0.1) become asymptotically (as ν → 0) independent from distribution of the angles, and the angles become uniformly distributed on the torus T ∞ . In particular, for any continuous function f ≥ 0 such that f = 1, we have
The recipe (0.11) allows to construct effective equations for other perturbations of KdV, with or without randomness. These are non-local nonlinear equations with interesting properties. In particular, if the perturbation is given by a Hamiltonian nonlinearity ν(∂/∂x)f (u, x), then the effective system is Hamiltonian and integrable (its hamiltonian depends only on the actions I).
The effective equations (0.10) are instrumental to study other problems, related to eq. (0.1). In particular, they may be used to prove the convergence (0.8) when u ν (τ ) are stationary solutions of (0.1) and I 0 (τ ) is a stationary solution for (0.6). See [Kuk10] for discussion of these and some related results; the proof will be published elsewhere. We are certain that corresponding effective equations may be used to study other perturbations of KdV, including the damped equation (0.1) η=0 .
Our results are related to the Whitham averaging for perturbed KdV, see Appendix.
Agreements. Analyticity of maps B 1 → B 2 between Banach spaces B 1 and B 2 , which are the real parts of complex spaces B c 1 and B c 2 , is understood in the sense of Fréchet. All analytic maps which we consider possess the following additional property: for any R a map analytically extends to a complex (δ R > 0)-neighbourhood of the ball {|u| B 1 < R} in B c 1 . Such maps are Lipschitz on bounded subsets of B 1 . When a property of a random variable holds almost sure, we often drop the specification "a.s.". All metric spaces are provided with the Borel sigmaalgebras. All sigma-algebras which we consider in this work are assumed to be completed with respect to the corresponding probabilities. Notations. χ A stands for the indicator function of a set A (equal 1 in A and vanishing outside it). By Dξ we denote the distribution (i.e. the law) of a random variable ξ. For a measurable set Q ⊂ R n we denote by |Q| its Lebesgue measure. F. Flandoli, N. V. Krylov, Y. Le Jan, R. Liptser, S. P. Novikov and B. Tsirelson. I am especially obliged to A. Piatnitski for explaining me some results, related to the constructions in Section 1.4, and for critical remarks on a preliminary version of this work.
Preliminaries
Solutions of problem (0.1), (0.2) satisfy uniform in t and ν a priori estimates (see [KP08] ):
for any m, k ≥ 0 and any σ ≤ (2 max b 2 s ) −1 . Here · m stands for the norm in the Sobolev space
To study further properties of solutions for (0.1) with small ν we need the nonlinear Fourier transform Ψ which integrates the KdV equation.
Nonlinear Fourier transform for KdV
For s ≥ 0 denote by h s the Hilbert space, formed by the vectors v = (v 1 , v −1 , v 2 , v −2 , . . . ) and provided with the weighted l 2 -norm | · | s , 
4. For m = 0, 1, 2, . . . there are polynomials P m and Q m such that i) A local version of the last statement which deals with the germ of Ψ at the origin, is established in [KP10] . Considering the asymptotic expansion for the actions I j for u ∈ H m we have iii) The n-gap manifold T 2n is the set of all u(x) such that v = Ψ(u) satisfies v j = 0 if j ≥ n + 1. This is a 2n-dimensional analytic submanifold of any space H m . It passes through 0 ∈ H m and goes to infinity; it can be defined independently from the map Ψ, see [Kuk00, KP03] . In a suitable neighbourhood of T 2n there is an analytical transformation which put the KdV equation to a partial Birkhoff normal form (sufficient for purposes of the KAM-theory). The non-linear part of this map also is one-smoother than its linear part, see in [Kuk00] .
Proof of the Proposition in the general case, based on the spectral theory of Hill operators, will be given in a separate publication.
Equation (0.1) in Birkhoff coordinates
Applying the Itô formula to the nonlinear Fourier transform Ψ, we see that for u(t), satisfying (0.1), the function v(τ ) = Ψ(u(τ )), where τ = νt, is a solution of the system
x is the vector field of KdV,
Finally, the dispersion matrix B is formed by 2 × 2-blocks B kj , k, j ≥ 1, where
Equation (1.3) implies the following relation for the actions vector I = (I 1 , I 2 , . . . ):
HS is the squared Hilbert-Schmidt norm of the 2 × 2 matrix B kj , i.e. the sum of squares of all its four elements.
Estimates (1.1) and eq. (1.4) imply that
See in [KP08] .
Averaged equations
For a vector v = (v 1 , v 2 , . . . ) denote by ϕ(v) = (ϕ 1 , ϕ 2 , . . . ) the vector of angles. That is ϕ j is the argument of the vector v j ∈ R 2 , ϕ j = arctan(v −j /v j ) (if v j = 0, we set ϕ j = 0). The vector ϕ(v) belongs to the infinite-dimensional torus T ∞ . We provide the latter with the Tikhonov topology (so it becomes a compact metric space) and the Haar measure dθ = (dθ j /2π). We will identify a vector v with the pair (I, ϕ) and write v = (I, ϕ).
The torus T ∞ acts on each space h m by the linear rotations Φ θ , θ ∈ T ∞ , where Φ θ : (I, ϕ) → (I, ϕ + θ). For any continuous function f on h m we denote by f its angular average,
The function f (v) is as smooth as f (v) and depends only on I. Furthermore, if f (v) is analytic on h m , then f (I) is analytic on h m I ; for the proof see [KP08] .
Averaging equations (1.4) using the rules of stochastic averaging (see [Kha68, FW03] ), we get the averaged system
with the initial condition
Here the dispersion matrix K is a square root of the averaged diffusion matrix S,
(we abuse the language since the l.h.s. is not K 2 but KK t ). If in (1.6) we replace K by another square root of S, we will get a new equation which has the same set of weak solutions, see [Yor74] .
Note that system (1.6) is very irregular: the operator G 1 k is unbounded and the matrix K(I) is not Lipschitz continuous in I.
Averaging principle
Let us fix any p ≥ 3 and denote
In [KP08] we have proved the following results: given any T > 0, for the process
Then the family of measures D(I ν (·)) is tight in the space of (Borel) measures in H I . Any limit point of this family, as ν → 0, is the distribution of a weak solution I 0 (τ ) of the averaged equation (1.6), (1.7). It satisfies the estimates
for each k.
Remarks. 1) The convergence (1.12) is proved in Lemma 4.3 of [KP08] . There is a flaw in the statement of Lemma 4.3: the convergence (1.12) is there claimed for any fixed τ (without integrating in dτ ). This is true only for the case of stationary solutions, cf. the next remark. The proof of the main results in [KP08] uses exactly (1.12), cf. there estimate (5.7). See below Appendix, where the proof of Lemma 4.3 is re-written for purposes of this work.
2) A similar result holds when u ν (t) = u ν st (t), t ≥ 0, is a stationary solution of (0.1), see [KP08] .
Dispersion matrix K
The matrix S(I) is symmetric and positive but its spectrum contains 0. Consequently, its symmetric square root √ S(I) has low regularity in I 3 at points of the set ∂ h p I+ = {I ∈ h p I+ : I j = 0 for some j}. Now we construct a 'regular' square root K (i.e. a dispersion matrix) which is an analytic function of v, where I(v) = I. This regularity will be sufficient for our purposes.
We will obtain a dispersion matrix K = {K lm }(v), I(v) = I, as the matrix of a dispersion operator K : Z −→ l 2 , where Z is an auxiliary separable Hilbert space and the operator depends on the parameter v, K = K(v). The matrix K is written with respect to some orthonormal basis in Z and the standard basis {f j , j ≥ 1} of l 2 . Below for a space Z we take a suitable parameter v, we denote by Op(M(v)) the corresponding integral operator from L 2 (X) to l 2 :
We will define the dispersion operator
. For any choice of the orthonormal basis in Z the Percival identity holds:
Since a law of a zero-meanvalue Gaussian process is defined by its correlations, then due to (1.13) the law of the process l≥1 f l m≥1 K lm β m (τ ) ∈ l 2 does not depend on the choice of the orthonormal basis in Z: it depends only on the correlation operator K (i.e. on its kernel K) and not on a matrix K. Accordingly, we will formally denote the differential of this process as
(1.14)
where β x (τ ), x ∈ X, are standard independent Wiener processes on some probability space. 4 Naturally, if in a stochastic equation the diffusion is written in the form (1.14), then only weak solutions of the equation are well defined. This notation well agrees with the Itô formula. Indeed, denote the differential in (1.14) by dη and let f (η) be a C 2 -smooth function. Then due to (1.13)
(1.15)
Due to (1.13) the matrix
(1.16)
The matrix in the right-hand side of (1.16) equals
where Φ m θ is the linear operator in R 2 , rotating the v m -component of a vector v by the angle θ. Let us choose for X the space X = Z + × T ∞ = {(l, θ)} and equip it with the measure µ(dx) = dl × dθ, where dl is the counting measure in Z + and dθ is the Haar measure in T ∞ . Consider the following Schwartz kernel K:
The differential (1.14) depends on v, but its law depends only on I(v). We formally write the averaged equation (1.6) with the constructed above dispersion operator Op(K(v)), I(v) = I, as
(1.19)
Let us fix a basis in the space L 2 (Z + × T ∞ ) and fix the Wiener processes {β m (·), m ≥ 1}, corresponding to the presentation (1.14) for the stochastic term in (1.19). Let ξ ∈ h p be a random variable, independent from the processes {β m (τ )}.
Definition 1.4. I) A pair of processes
is called a regular strong solution of (1.19) in the space h p I × h p , corresponding to the basis above and the Wiener processes {β m (·)}, if (i) I and v are adapted to the filtration, generated by ξ and the processes {β m (τ )},
(ii) the integrated in τ version of (1.19) holds a.s. II) A pair of processes (I, v) is called a regular weak solution if it is a regular solution for some choice of the basis and the Wiener processes {β m }, defined on a suitable extension of the original probability space (see in [KS91] ).
is a regular weak solution of eq. (1.19), then I(τ ) is a weak solution of (1.6), where K km (I) is the symmetric square root S km (I).
Proof. Clearly the process I(τ ) is a solution to the (local) martingale problem, associated with eq. (1.6) (see [KS91] , Proposition 4.2 and Problem 4.3). So I(τ ) is a weak solution of (1.6), see [Yor74] and Corollary 6.5 in [KP08] .
The representation of the averaged equation (1.6) in the form (1.19) is crucial for this work. It is related to the construction of non-selfadjoint dispersion operators in the work [DIPP06] and is inspired by it. We are thankful to A. Piatnitski for corresponding discussion.
Effective equations
The goal of this section is to lift the averaged equation (1.6) to an equation for the vector v(τ ) which transforms to (1.6) under the mapping v → I(v). Using Lemma 1.5 we instead lift equation (1.19). We start the lifting with the last two terms in the right hand side of (1.19). They define the Itô differential
Due to (1.15), for
Notice that the diffusion term in the last formula coincides with that in (2.1). The drift terms also are the same since Φ
Now consider the first part of the differential in the right-hand side of (1.6),
Recall that P 1 = dΨ(u)u xx with u = Ψ −1 (v) and that P 2 (v) is the Itô term. We have
where
∂x 2 Π θ u dθ, and the operators Π θ are defined by the relation Π θ u = Ψ −1 (Φ θ v). Similarly,
2). Now consider the system of equations:
The arguments above prove that if v(τ ) satisfies (1.19), then I(v(τ )) satisfies (1.6). Using Lemma 1.5 we get Proposition 2.1. If v(τ ) is a regular weak solution of equation (2.3), then I(v(τ )) is a regular weak solution of (1.6).
Here a regular weak solution is a weak solution, satisfying (1.20). The drift R 1 (v) + R 2 (v) in the effective equations (2.3) is an averaging of the vector-field
to the space h := h −1/2 (so the space h is given the l 2 -scalar product), see Section 1.5. The operator R(v)R(v) t : h → h has the matrix X(v), formed by 2 × 2-blocks
Due to (1.17) this is the matrix of the averaged diffusion operator (0.12). If we write the diffusion term in the effective equations in the standard form, i.e. as
, where B is a matrix of the operator R(v) with respect to some basis in L 2 (see (1.14)), then also B (v) B t (v) = X(v), see (1.13). So the dispersion operator in (2.3) is a non-symmetric square root of the averaged diffusion operator in the v-equations. Cf. relation (0.13) and its discussion.
System (1.19) has locally Lipschitz coefficients and does not have a singularity at ∂ h I p+ , but its dispersion operator depends on v. Now we construct an equivalent system of equations on I which is v-independent, but has weak singularities at ∂ h
(2.5)
Let us provide L 2 (T 1 , dx/2π) with the basis ξ j (θ), j ∈ Z, where ξ 0 = 1, ξ j = √ 2 cos jx if j ≥ 1 and ξ j = √ 2 sin jx if j ≤ −1. For i ∈ Z and s = (s 1 , s 2 , . . . ) ∈ Z N , |s| < ∞, define
(the infinite product is well defined since a.a. factors is 1). These functions define a basis in L 2 (N × T ∞ ). Let (E r , r ∈ N), be the same functions, re-parameterised by the natural parameter. For any v = (I, ϕ) the matrix K(v) with the elements
is the matrix of the operator Op(K(v)) with respect to the basis {E r }.
Due to (2.5) for v = (I, ϕ) the operator Op(K(I, ϕ)) equals Op(K(I, 0))•U(ϕ). So its matrix is
where the matrix M km (I) corresponds to the kernel K k (l, θ)(I, 0) and U mr (ϕ) is the matrix of the operator U(ϕ) (the matrices are formed by 2×2-blocks). Clearly K(I, ϕ) HS = M(I) HS for each (I, ϕ). Taking into account the form of the functions E i,s (l, θ) we see that any U mr (ϕ) is a smooth function of each argument ϕ j and is independent from ϕ k with k large enough. In particular,
Note that the Lipschitz constant of U mr depends on m and r. Let us denote the drift in the system (1.19) by F k (I) dτ and write the dispersion matrix with respect to the basis {E r }. It becomes
(2.7)
Let ϕ(τ ) ∈ T ∞ be any progressively measurable process with continuous trajectories. Consider the processesβ m (τ ), m ≥ 1,
Since U is an unitary operator, thenβ m (τ ), m ≥ 1, are standard independent Wiener processes. So we may write (2.7) as
Note that each weak solution of (2.9) is a weak solution of (2.7) and vice versa. Due to (1.18) the matrix M satisfies (1.9). So equation (2.9) has the same weak solutions as equation (1.6). Now consider system (2.3) for v(τ ). Denote by R km (v) the matrix, corresponding to the kernel R(k; l, θ)(v) in the basis {E k }. Denoting R 1 k + R 2 k = R k we write (2.3) as follows:
As before, equations (2.3) and (2.11) have the same sets of weak solutions. Since matrix elements U mr (ϕ) smoothly depend on ϕ, we have
We have established Lemma 2.2. Equations (2.11) have the same set of regular weak solutions as equations (2.10), and equations (2.9) -as equations (1.6). The Wiener processes {β r (τ ), r ≥ 1} and {β m (τ ), m ≥ 1} are related by formula (2.8), where v(τ ) = (I(τ ), ϕ(τ )) and the unitary matrix U(ϕ) satisfies (2.6).
We also note that if a process v(τ ) satisfies only one equation (2.11), then it also satisfies the corresponding equation (2.10).
Lifting of solutions 3.1 The theorem
In this section we prove an assertion which in some sense is inverse to that of Proposition 2.1. For any ϑ ∈ T ∞ and any vector I ∈ h p I we set
, where
Then ϕ j (V ϑ (I)) = ϑ j ∀ j and for every ϑ the map I → V ϑ (I) is right-inverse to the map v → I(v). For N ≥ 1 and any vector I we denote
Theorem 3.1 (Lifting).
Proof.
Step 1. Re-defining the equations for large amplitudes.
For any P ∈ N consider the stopping time
(here and in similar situations below τ P = T if the set is empty). For τ ≥ τ P and each ν > 0 we re-define equations (1.3) to the trivial system
and re-define accordingly equations (1.4) and (1.6). We will denote the new equations as (1.3) P , (1.4) P and (1.6) P . If v ν P (τ ) is a solution of (1.3) P , then I ν P (τ ) = I(v ν P (τ )) satisfies (1.4) P . That is, for τ ≤ τ P it satisfies (1.4), while for τ ≥ τ P it is a solution of the Itô equations
where w k (τ ) is the Wiener process τ (cos ϕ k dβ k + sin ϕ k dβ −k ). So (1.4) P is the system of equation
Accordingly, the averaged system (1.6) P may be written as
(3.4) k ≥ 1. Here (as in (2.7)) F k dτ abbreviates the drift in eq. (1.6), and for τ ≥ τ P we replaced the Wiener process w k by the process β k -this does not change weak solutions the system. 
. Choosing a suitable subsequence we achieve that also D(I ν j P (·)) ⇀ D(I P (·)) for some process I P (τ ), for each P ∈ N. Clearly I P (τ ) satisfies estimates (3.5).
Lemma 3.2. For any P ∈ N, I P (τ ) is a weak solution of (1.6) P such that
Proof. The process I ν P (τ ) satisfies the system of Itô equations (1.4) P =(3.3) which we now abbreviate as
Denote by F k (τ, I) and SS t km (τ, I) the averaged drift and diffusion. Then
(2.7) and (1.8)). We claim that
for q = 1 and 4. Indeed, since
But the r.h.s. goes to zero with ν, see in [KP08] Proposition 5.2 and relation (6.17). So (3.7) holds true. Relations (3.6) and (3.7) with q = 1 imply that for each k the process Z k (τ ) = I k (τ ) − τ 0 F k ds, regarded as the natural process on the space H I , given the natural filtration and the measure D(I P ), is a square integrable martingale, cf. Proposition 6.3 in [KP08] . Using the same arguments and (3.7) with q = 4 we see that for any k and m the process Z k (τ )Z m (τ ) − τ 0 SS t km ds also is a D(I P )-martingale. It means that the measure D(I P ) is a solution of the martingale problem for eq. (1.6) P =(3.4). That is, I P (τ ) is a weak solution of (1.6) P .
Since D(I ν P ) = D(I ν ) =: P ν for τ ≤ τ P , then passing to the limit as ν j → 0 we get the second assertion of the lemma. As P ν {τ P < T } ≤ CP −1 uniformly in ν (cf. (3.5)), then the last assertion also follows.
Step 2. Equation for v N . By Lemma 2.2 the process I 0 (τ ) satisfies (2.9). For any N ∈ N we consider a Galerkin-like approximation for equations (2.11), coupled with eq. (2.9). Namely, denote
and consider the following system of equations:
where v = (v N , V >N (I)). We take I(τ ) = I 0 (τ ) for a solution of the I-equations. Then (3.8) becomes equivalent to a system of 2N equations on v N (τ ) with progressively measurable coefficients.
As at Step 1 we re-define the I-equations in (3.8) after τ P to equations (3.2) and the v-equations -to (3.1). We denote thus obtained system (3.8) P . By Lemma 3.2 the process I P (τ ) satisfies the new I-equations, and we will take I P (τ ) for the I-component of a solution for (3.8) P . To solve (3.8) P for 0 ≤ τ ≤ T we first solve (3.8) till time τ P and next solve the trivial system (3.1) for τ ∈ [τ P , T ]. The second step is obvious. So we will mostly analyse the first step. The coefficients R k are Lipschitz in v N on bounded subsets of R 2n . Due to (2.12) the coefficients Our goal is to construct a weak solution for (3.8) P such that its distribution P = P N P = D(I, v N ) satisfies π I • P = D(I P (·)) and I(v N (·)) = I N (·) P-a.s. After that we will go to a limit as P → ∞ and N → ∞ to get a required weak solution v of (2.3).
Step 3. Construction of a measure P δ .
Let us denote [I] = min 1≤j≤N {I j }. Fix any positive δ. For a process I(τ ) we define stopping times θ 
will be a weak solution of (3.8) P . Next we will obtain a desirable measure P N P as a limit of the laws of these processes as j → ∞ and δ → 0.
For the sake of definiteness assume that 0 = θ + 0 . a) τ ∈ Λ 0 . We will call the 'δ-stopped system (3.8) P ' a system, obtained from (3.8) P by multiplying the v-equations by the factor χ τ ≤θ . We wish to construct a weak solution (I, v N ) of this system such that, as before, D(I) = D(I P ). We will only show how to do this on the segment [0, θ − 1 ∧ τ P ] since construction of a solution for τ ≥ τ P is trivial.
Lemma 3.3. For any positive δ and for ϑ as in Theorem 3.1 the δ-stopped system (3.8) P has a weak solution (I, v N ) such that D(I(·)) = D(I P (·)) and
Proof. Let (I, v N ) be a solution of (3.8) P . Application of the Itô formula to
where v = (v N , V >N ) and
Here · stands for the inner product in R 2 . In the r.h.s. of (3.9), for k = 1, . . . , N we express v k (τ ) via ϕ k (τ ) and
R atn km become smooth functions of I and ϕ M . Accordingly, (2.9) P + (3.9) P is a system of equations for (I, ϕ N ) and the pair (I, ϕ N ) as above is its solution. Other way round, if a pair (I, ϕ N ) satisfies system (2.9) P + (3.9) P , then (I, v N ) is a solution of the δ-stopped equations (3.8) P such that
For any M ≥ 1 we call the 'M-truncation of system (3.9)' a system, obtained from (3.9) by removing the terms R atn km dβ m with m > M. The M-truncated and δ-stopped system (3.9) with I = I P is an equation with progressively measurable coefficients, Lipschitz continuous in ϕ N (see (2.12)). So it has a unique strong solution ϕ N,M . Since
then all moments of the random variable sup τ R atn (v(τ )) HS are finite. Accordingly, the family of processes (I P , ϕ N,M ) ∈ h I P × T N , M ≥ 1, is tight. Any limiting as M → ∞ measure solves the martingale problem, corresponding to the δ-stopped system (2.9) P +(3.9) P . So this is a law of a weak solution (I P , ϕ N ) of that system (i.e., (I P , ϕ N )(τ ) satisfies the system with suitably chosen Wiener processesβ m ). Accordingly, we have constructed a desirable weak solution (I, v N )(τ ).
We denote by P 
and
is a diffusion process, we may replace it by a continuous process w ν P (τ ; ω, ω 1 ) on an extended probability space Ω × Ω 1 such that
3. for τ ≥ θ Using a construction from [KP08] , presented in Appendix, for each ω we construct a continuous process ( 
where for every τ the vector B N (τ ) and the matrix a N (τ ) satisfy
with some C = C(P, M). Next for ν = ν j consider the process
Due to (3.5) and (iii) the family of laws {D(ξ .8)). Now we set P
c) The constructed measure P + 1 gives us distribution of a process (I(τ ), v N (τ )) for τ ≤ θ ) and iterate the construction. It is easy to see that a.s. the sequence θ ± j stabilises at τ = T after a finite (random) number of steps. Accordingly the sequence of measures P ± j converges to a limiting measure P δ onΩ.
d) On the spaceΩ, given the measure P δ , consider the natural process which we denote ξ δ (τ ) = (I δ (τ ), v N δ (τ )). We have
3. for τ ∈ Λ the process ξ δ is a weak solution of (3.8) P , while for τ ∈ ∆ the process v N δ (τ ) is distributed as an Itô process (3.10).
Step 4. Limit δ → 0. Due to 1-3 the set of measures {P δ , 0 < δ ≤ 1} is tight. Let P P be any limiting measure as δ → 0. Clearly it meets 1 and 2 above.
Lemma 3.4. The measure P P is a solution of the martingale problem for equation
The lemma is proved in the next subsection.
Step 5. Limit P → ∞.
Due to 1, 2 above, relations (3.5) and Lemma 3.4 the set of measures P P , P → ∞, is tight. Consider any liming measure P N for this family. Repeating in a simpler way the proof of Lemma 3.4 we find that P N solves the martingale problem (3.8). It still satisfies 1 and 2 (see Step 3d) ). Let (I(τ ), v N (τ )) be a weak solution for (3.8) such that its law equals P N . Denote by
) and denote by µ N its law in the space H v (see (1.10)).
Step 6. Limit N → ∞. Due to (1.11) the family of measures {µ N } is tight in H v . Let N j → ∞ be a sequence such that µ N j ⇀ µ. The process N v(τ ) satisfies equations (2.11) 1≤k≤N with suitable standard independent Wiener processesβ m (τ ). Due to Lemma 2.2 and a remark, made after it, the process also satisfies equations (2.10) 1≤k≤N . Repeating again the proof of Lemma 3.4 we see that µ is a martingale solution of the system (2.10) 1≤k≤N for any N ≥ 1. Hence, µ is a martingale solution of (2.10) and of (2.3). Let v(τ ) be a corresponding weak solution of (2.10), D(v(·)) = µ. As µ N j ⇀ µ, then the process v satisfies assertions i) and ii) in Theorem 3.1 and the theorem is proved.
Proof of Lemma 3.4.
Consider the spaceΩ with the natural filtration F τ , provide it with a measure P δ and, as usual, complete the sigma-algebras F τ with respect to this measure. As before we denote by ξ δ (τ ) = (I δ (τ ), v N δ (τ ), 0 ≤ τ ≤ T ), the natural process onΩ. i) For k ≥ 1 consider the process I δk (τ ). It satisfies the I k -equation in (3.8) P :
Here F P k equals F k for τ ≤ τ P and equals
For each δ > 0 and any k the process χ
ds is an P δ -martingale. Due to (1.11) the L 2 -norm of these martingales are bounded uniformly in τ and δ. Since P δ ⇀ P P and the laws of the processes χ I k , corresponding to δ ∈ (0, 1] are tight in C[0, T ], then χ I k (τ ) also is an P P -martingale. ii) Consider a process v δk , 1 ≤ k ≤ N. It satisfies (3.8) P for τ ∈ Λ and satisfies the k-th equation in (3.10) for τ ∈ ∆, where the vector B N (τ ) and the operator a N (τ ), τ ∈ ∆, meet the estimates (3.11). So v δk satisfies the Itô equation
(3.13)
Note that the random dispersion matrices G δ (τ ) and C δ (τ ) are supported by non-intersecting random time-sets.
For any δ > 0 the process χ
is an P δ -martingale. Let us compare A δ k ds with the corresponding term in (3.8) P . For this end we consider the quantity
(3.14)
By (3.5) and(1.12),
Similar Υ 2 ≤ C(P ) o δ (1). So (3.14) goes to zero with δ. Since the L 2 -norms of the martingales χ δ k are uniformly bounded and their laws are tight in
ds is an P P -martingale. Indeed, let us take any 0 ≤ τ 1 ≤ τ 2 ≤ T and let Φ ∈ C b (Ω) be any function such that Φ(ξ(·)) depends only on ξ(τ ) 0≤τ ≤τ 1 . We have to show that
The l.h.s. equals
So (3.15) is established. iii) For the same reasons as in i), for each k and l the process
is an P P -martingale. iv) Due to (3.13), for any δ and any k, l ≤ N the process
is a P δ -martingale. We compare it with the corresponding expression for eq. (3.8) P . To do this we first consider the expression
(3.16)
As in ii), the r.h.s. goes to zero with δ. Hence, χ
lm ds is an P P -martingale by the same arguments that prove (3.15). v) Finally consider the I, v-correlation. For k ≥ 1 and 1 ≤ l ≤ N the process
is an P δ martingale. We know that 
Now repeating once again the arguments in ii) we find that
lm ds is an P Pmartingale.
Due to i)-v) the measure P P is a martingale solution for eq. (3.8) P .
Uniqueness of solution
In this section we will show that a regular solution of the effective equation (2.3) (i.e. a solution that satisfies estimates (1.11)) is unique. Namely, we will prove the following result:
Theorem 4.1. If v 1 (τ ) and v 2 (τ ) are strong regular solutions of (2.3 ) with
Using the Yamada-Watanabe arguments (see, for instance, [KS91]), we conclude that uniqueness of a strong regular solution for (2.3) implies uniqueness of a regular weak solution. So we get 
Corollary 4.3. Under the assumptions of Theorem 3.1 the law of a lifting v(τ ) is defined in a unique way.
Evoking Theorem 3.1 we obtain Corollary 4.4. Let I 1 (τ ) and I 2 (τ ) be weak regular solutions of (1.6), (1.7) as in Theorem 1.3 (i.e. these are two limiting points of the family of measures D(I ν (·))). Then their laws coincide.
These results and Theorem 1.3 jointly imply Theorem 4.5. The action vector I ν (·) converges in law in the space H I to a regular weak solution I 0 (·) of (1.6), (1.7). Moreover, the law of I 0 equals I • D(v(·)), where v(τ ) is a unique regular weak solution of (2.3) such that v(0) = V ϑ (I 0 ). Here ϑ is any fixed vector from the torus T ∞ .
Proof of Theorem 4.1. Denote by (·, ·) 0 the inner product in h 0 . For a fixed κ > 0 we introduce the stopping time Θ:
(if the set is empty we set Θ = T ). Due to (1.20)
To prove the theorem it suffices to show that w(τ ) = 0 a.s., for each κ > 0.
We have
Application of the Itô formula yields
We will estimate the three terms in the r.h.s. and start with the term Ξ 3 . By the definition of R(k; l, θ)(v) and due to item 4 of Theorem 1.1 we have
for any N ∈ Z + , with a suitable n 0 ∈ Z + . Therefore, Proof. We have
The first integrand equals
since L −1 ∆LΦ θ = ∆ and ∆ commutes with the operators Φ θ . We have dΨ 0 (u θ ) : h m → h m+1 . Since the map Ψ is symplectic, then also dΨ 0 (u θ ) : h r → h r+1 for −m − 2 ≤ r ≤ m (cf. Proposition 1.4 in [Kuk00] ). So for any θ the second integrand defines an analytic map h m → h m−1 . Now the assertion follows.
By this lemma with m = 1
Combining the obtained estimates for Ξ 1 , Ξ 2 and Ξ 3 , we arrive at the inequality 
(5.2) Indeed, due to Theorem 4.5 we have
So (5.2) would follow if we prove the convergence
for any τ . But (5.3) is established in [KP08] (see there (6.9) and below) for
is the drift in eq. (1.4). The arguments in [KP08] are general and apply to any bounded Lipschitz function
established for characteristic functions. Accordingly, (5.1) holds, firstly, for piecewise constant functions f (τ ) with finitely many discontinuities and, secondly, for continuous functions.
Appendices

Whitham averaging
The n-gap solutions of the KdV equation under the zero-meanvalue periodic boundary condition have the form (0.4), where 0 = I n+1 = I n+2 = . . . . They depend on the initial phase ϕ ∈ T n and the n-dimensional action I n ∈ R n . These solutions form a subset of the bigger family of space-quasiperiodic n-gap solution which may be written as Θ n (Kx + W t + ϕ; w). Here the parameter w has dimension 2n + 1, Θ n is an analytic function on T n × R 2n+1 and the vectors K, W ∈ R n depend on w. See in [ZMNP84, DN89, LLV93, Kuk00]. Denote by X = νx and T = νt slow space -and time-variables. We want to solve either the KdV itself, or some its ν-perturbation (say, eq. (0.1) η=0 ) in the space of functions, bounded as |x| → ∞ (not necessarily periodic in x). We are looking for solutions with the initial data
where w 0 (X) ∈ R 2n+1 is a given vector-function. Assuming that a solution u(t, x) exists, decomposes in asymptotical series in ν and that the leading term may be written as
Whitham shown that w(T, X) has to satisfy a nonlinear hyperbolic system, known now as the Whitham equations. In the last 40 years much attention was given to the Whitham equations and Whitham averaging (i.e. to the claim that an exact solution u(t, x) may be written as u = u 0 (t, x) + o(1), where u 0 has the form (6.1)). Many results were obtained for the Whitham equations for KdV and for other integrable systems, e.g. see [ZMNP84, Kri88, DN89] (we note that in the last section of [DN89] the authors discuss the damped equation (0.1) η=0 ). In these works the Whitham equations are postulated as a first principle, without precise statements on their connection with the original problem. Rigorous results on this connection, i.e. results on the Whitham averaging, are very few, and these are examples rather than general theorems since they apply to some initial data and hold in some domains in the space-time R 2 , see in [LLV93] . In the spirit of the Whitham theory our results may be casted in the following way. Consider a perturbed KdV equatioṅ
and take initial condition u 0 (x) of the form above with arbitrary n, where w 0 is an x-independent constant such that u 0 (x) is 2π-periodic with zero mean-value. Let us write u 0 as a periodic ∞-gap potential u 0 (x) = Θ ∞ (Kx + ϕ 0 ; I 0 ), where
for a theory of ∞-gap potentials). We may write a solution of (6.2) as u ν (t, x) = Θ ∞ (Kx+ϕ ν (τ ); I ν (τ )), τ = νt, with unknown phases ϕ ν ∈ T ∞ and actions I ν ∈ R ∞ + . The main task is to recover the actions. To do this we write the effective equations for I(τ ), corresponding to (6.2). Namely, we rewrite (6.2) using the non-linear Fourier transform Ψ, pass to the slow time τ , delete from the obtained v-equation the KdV vector-field dΨ • V and apply to the rest the averaging (0.11). We claim that for some classes of perturbed KdV equations the vector I 0 (τ ) = π I (v(τ )), where v solves the effective equations, well approximates I ν (τ ) with small ν. Our work justifies this claim for the damped-driven perturbations (0.1) in the sense that the convergence (0.8) holds. This special case of the Whitham averaging deals with perturbations of solutions for KdV which fast oscillate in time (since we write them using the slow time τ ), while the general case treats solutions which fast oscillate both in the slow time T and slow space X. The effective equations serve to find approximately the action vector I ν (τ ) ∈ R ∞ + which represents a space-periodic solution for (6.2) as an infinite-gap potential Θ ∞ (Kx + ϕ ν (τ ); I ν (τ )). They play a role, similar to that of the Whitham equations, serving to find the parameter w(T, X) ∈ R 2n+1 , describing n-gap potentials (6.1) which approximate (non-periodic) solutions.
Lemma 4.3 from [KP08]
Below we present a construction from [KP08] , used essentially in Section 3. For η 1 , η 2 ∈ R 2 \ {0} we denote by U(η 1 , η 2 ) the operator in SO(2) such that U(η 1 , η 2 ) • If τ 
for all τ , where C depends only on N and P and we regardB γ as an 2N × 2N-matrix.
Let us set
(cf. (6.5)) and consider the process
Thenṽ γN = A γ (τ ) + M γ (τ ) and due to (6.9) the family of laws of the processes ξ γ is tight in the space C(θ ′ , T ; h p ) × C(θ ′ , T ; R 2N ) × C(θ ′ , T ; R 2N ). Consider any limiting (as γ j → 0) law D 0 and find any process (v(τ ), A 0 (τ ), M 0 (τ )), distributed as D 0 . Denoteṽ N (τ ) = A 0 (τ ) + M 0 (τ ) and consider the process (v(τ ),ṽ N (τ )) ∈ h p × R 2N . It is easy to see that it satisfies 1-3. In [KP08] we show that estimates (6.9) imply that These are the estimates, mentioned in item 4 above. Now by (6.9) and Theorem 4 from Section 2.2 in [Kry80] , applied to the Itô processṽ k , we have
where C = C(N, P ). Taking θ ′ = 0 and passing to a limit as ν → 0 we see that the process I P k (τ ) also meets (6.12). Since D(I P (·)) ⇀ D(I(·)) as P → ∞, then we get estimate (1.12).
For any ν > 0 the processes I ν P and I ν coincide on the event {sup τ |I ν (τ )| h I p ≤ P }. Due to (1.5) probability of this event goes to 1 as P → ∞, uniformly in ν. So (6.12) also implies that 
