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A B S T R A C T
Small processing units with sensors for the collection of environmental data in-
creasingly complement classical computers. These units communicate with each
other and with external units to propagate information and coordinate with other
units. As a result, even safety-critical embedded systems open up to the outside
world. These systems are now vulnerable to direct attacks and indirect attacks
that are performed involving additional non-safety-critical units.
Software that is used on resource constrained embedded systems is typically
reduced to the most necessary and does not include complex security mechanisms.
Measures such as testing of software cannot ensure the absence of errors. In real
systems, it can be assumed that errors exist that can be exploited by attackers.
Runtime monitoring of such systems has been proven to be effective to detect
previously unknown attacks and failures. Many different languages have emerged
that support the description of such specifications (signatures) of allowed and
prohibited behavior. These languages support diverse modelling concepts. For
the generation of monitors from these specifications in software and hardware,
various code generators have to be developed. Additionally, some of the com-
monly used specification languages have no formal definition of their syntax and
semantics.
This PhD thesis presents in conjunction with [Pat14], the Model-based Security-
/Safety Monitor (MBSecMon) development process. The process is parallel to the
actual software-development process of the system that should be monitored and
includes the specification, the generation and the integration of runtime monitors.
The goal of this thesis is the design of a formally defined intermediate language
for the representation of highly interleaved concurrent communications. Based on
existing approaches the requirements for such an intermediate language are de-
termined. On this basis, the intermediate language Monitor Petri nets (MPN) is
designed and formally defined. This intermediate language supports the repre-
sentation of signatures that are modeled in various specification languages and
the generation of efficient runtime monitors for different target platforms. The
MPNs are a formalism that is based on Petri nets and is extended with concepts
for the domain of runtime monitoring. The MPN language completely fulfils the
determined requirements except of a hierarchical concept for events, which is
out-of-scope of this thesis.
A prototypical tool has been developed that supports the generation of runtime
monitors. It supports the MBSecMon specification language [Pat14] as complex
input language and uses the MPN language as intermediate representation for the
generation of monitors for various target platforms and languages. The generated
monitors are evaluated for their runtime behavior and their memory consumption.
It becomes apparent that the MPN language despite its expressiveness is suited for




Z U S A M M E N FA S S U N G
Computer werden heute zunehmend durch kleine Recheneinheiten mit Sensoren
zur Erfassung der Außenwelt ergänzt. Diese Recheneinheiten kommunizieren un-
tereinander und mit externen Einheiten, um Informationen weiterzugeben und
sich untereinander abzustimmen. Hierdurch findet auch eine Öffnung von sicher-
heitskritischen eingebetteten Systemen nach außen statt. Die Systeme können nun
entweder direkt oder indirekt über zusätzliche Einheiten angegriffen werden.
Des Weiteren ist die auf eingebetteten Systemen eingesetzte Software durch
beschränkte Ressourcen auf das Nötigste reduziert und bietet keine komplexen
Sicherheitsmechanismen. Maßnahmen wie Testen von Software kann deren Feh-
lerfreiheit nicht sicherstellen. In realen Systemen ist zudem davon auszugehen,
dass nicht bekannte Fehler existieren, die u. a. auch von Angreifern ausgenutzt
werden können.
Die Laufzeitüberwachung solcher Systeme hat sich als geeignet erwiesen, um
auch unbekannte Angriffe und Fehler zu erkennen. Zur Spezifikation solcher
Laufzeitmonitore über Beschreibungen (Signaturen) von erlaubtem und verbo-
tenem Verhalten haben sich viele verschiedene Spezifikationssprachen herausge-
bildet. Diese basieren auf verschiedensten Modellierungskonzepten. Zur Generie-
rung von Monitoren aus diesen Spezifikationen in Software und Hardware müs-
sen für die unterschiedlichen Sprachen verschiedenste Codegeneratoren erstellt
werden. Des Weiteren besitzen einige der gewöhnlich verwendeten einfach zu
verstehenden Spezifikationssprachen keine formalisierte Syntax und Semantik.
In dieser Arbeit wird zusammen mit [Pat14] der Model-based Security/Safety
Monitor (MBSecMon)-Entwicklungsprozess vorgestellt. Dieser umfasst parallel zu
dem eigentlichen Softwareentwicklungsprozess des zu überwachenden Systems
die Spezifikation, die Generierung und die Einbindung von Laufzeitmonitoren.
Ziel dieser Arbeit ist die Definition einer formal definierten Zwischensprache
zur Repräsentation stark verschränkter nebenläufiger Kommunikationen. Zu ihrer
Entwicklung werden Anforderungen basierend auf existierenden Arbeiten aufge-
stellt. Auf Grundlage dieser Anforderungen wird die Zwischensprache Monitor-
Petrinetze (MPN) entworfen und formal definiert. Diese Zwischensprache unter-
stützt die Repräsentation von Signaturen, die in verschiedensten Spezifikations-
sprachen modelliert sind, und die Generierung von effizienten Laufzeitmonitoren
für unterschiedliche Zielplattformen. Die MPNs sind ein auf Petrinetzen basieren-
der Formalismus, der um Konzepte der Laufzeitüberwachung erweitert wurde.
Es wird gezeigt, dass die MPN-Sprache alle ermittelten Anforderungen an eine
solche Zwischensprache, bis auf ein Hierarchisierungskonzept für Ereignisse, das
in dieser Arbeit nicht behandelt wird, erfüllt.
Die MPN-Sprache wird in einem prototypischen Werkzeug zur Monitorgenerie-
rung eingesetzt. Dieses unterstützt die MBSecMon-Spezifikationssprache [Pat14]
als Eingabesprache und verwendet die MPN-Sprache als Zwischenrepräsentati-
on zur Monitorgenerierung für verschiedenste Plattformen und Zielsprachen. Die
vii
generierten Monitore werden auf ihr Laufzeitverhalten und ihren Speicherver-
brauch evaluiert. Es hat sich gezeigt, dass sich die MPN-Sprache trotz ihrer ho-
hen Ausdrucksstärke zur einfachen Generierung effizienter Laufzeitmonitore für
verschiedenste Plattformen und Zielsprachen eignet.
viii
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E I N L E I T U N G
Seit der Einführung von Computern findet bis heute eine zunehmende Technisie-
rung der Gesellschaft statt. Beginnend mit dem PC (Personal Computer), der 1981
durch IBM eingeführt wurde, begann der Siegeszug der Computer in den Privat-
haushalten. Dieser wird bis heute durch die Entwicklung neuer immer kompak-
terer Rechner wie Notebooks, Tablets und Smartphones fortgesetzt. Heute sind
Computer in den verschiedensten Varianten überall im täglichen Leben vorzufin-
den.
Computer werden im Alltag zunehmend von diversen kleinen Recheneinhei-
ten ergänzt. Diese sollen die Lücke zwischen realer und virtueller Welt durch
die automatische Erfassung der Umwelt schließen. Die Erfassung findet dabei
nicht mehr durch den Menschen selbst, sondern durch diese kleinen Einheiten
mit Sensoren statt. Diese kommunizieren untereinander und sind größtenteils
nur noch eingeschränkt auf Interaktion mit dem Nutzer ausgelegt. So kommu-
nizieren u. a. Kühlschränke, Videoüberwachungsanlagen, Drucker, medizinische
Geräte und sogar Windturbinen über das Internet und lokal miteinander.
Diese durch die Systeme erhobenen Informationen werden genutzt, um die
Menschen bei ihrer Arbeit oder im Alltag zu unterstützen bzw. die Sicherheit zu
erhöhen. So aggregiert heutzutage z. B. ein Fahrzeug viele Informationen über
den aktuellen Zustand des Fahrzeugs und der Umwelt, um in Gefahrensituatio-
nen die Insassen aktiv zu schützen oder den Fahrer mit zusätzlichen Informatio-
nen zu versorgen.
Die die Informationen erfassenden und verarbeitenden Recheneinheiten wer-
den in hoher Stückzahl in Fahrzeugen verbaut und stellen einen erheblichen Kos-
tenfaktor bei der Produktion eines solchen Fahrzeugs dar. Die Recheneinheiten
(eingebettete Systeme) besitzen deshalb zur Reduktion der Herstellungskosten ei-
ne sehr eingeschränkte Rechenleistung und begrenzte Speicherressourcen. Aus
diesem Grund werden für sie möglichst effiziente, auf das Nötigste beschränkte
Programme entwickelt. In vielen Domänen waren diese in einem lokalen Netz-
werk zusammenarbeitenden Einheiten bisher von der Außenwelt getrennt und
bezogen ihre Informationen über Sensoren. Hierdurch waren Sicherheitslücken
in diesen Systemen ohne physischen Zugang nicht oder nur schwer auszunutzen.
Diese sicherheitskritischen Systeme sowie die mit ihnen agierenden klassischen
Computersysteme bieten jedoch ein großes Potenzial für Angriffe.
Getrieben von technischen Innovationen arbeiten eingebettete Systeme heute
oft nicht mehr isoliert, sondern formen das sogenannte „Internet der Dinge“ (engl.
Internet of Things). In diesem bilden kleine über die Zeit wechselnde Recheneinhei-









munikationsstruktur und tauschen erhobene und vorverarbeitete Daten unterein-
ander aus. Somit können eingebettete Systeme nicht mehr als isolierte Systeme
gesehen werden, die keine Angriffsfläche von außen bieten, obwohl sie ursprüng-
lich als solche entwickelt wurden. Für sich selbst sichere Komponenten können
durch unterschiedlich wirksame Sicherheitskonzepte der Kommunikationspart-
ner bedroht werden. Dies trifft sogar auf sicherheitskritische Anwendungsgebiete
wie den Automobilbereich zu.
Nach der Einführung elektronischer Mautsysteme mit drahtloser Kommuni-
kation zwischen Mautbrücke und On-Bord-Units sind verschiedenste Car-to-Car-
und Car-to-Infrastucture-Kommunikationsanwendungen in Entwicklung, die un-
ter anderem vom Car2Car Communication Consortium (C2CCC)1 vorangetrieben
werden. Durch die Verbindung eingebetteter Systeme mit der Außenwelt ent-
stehen neue Sicherheitsbedrohungen. In der Vergangenheit wurde wenig Auf-
wand betrieben diese Systeme vor Angriffen zu schützen. So fehlen in aktuellen
Fahrzeuge Authentifikationsmechanismen zwischen verschiedenen Komponen-
ten und die Kopplung der Kommunikationsbusse über gemeinsame Gateways
ist hochgradig anfällig für aktive und passive Angriffe [GR09]. Dies ermöglicht
Angreifern mittels manipulierter Steuergeräte (ECUs) Nachrichten auf den Kom-
munikationsbus zu injizieren und so das System zu stören oder zu manipulieren.
Selbst bei einer Neuentwicklung eines Systems ist es unmöglich, alle vorhan-
denen Sicherheitslücken eines verteilten Systems zur Entwicklungszeit zu finden
und zu eliminieren. Des Weiteren kann während des Betriebs die Existenz un-
zuverlässiger oder sogar bösartiger Kommunikationspartner bzw. Komponenten
nicht generell ausgeschlossen werden. Eine zusätzliche Instanz, die die Kommu-
nikation zwischen Komponenten des Systems und die Abläufe der Anwendungen
überwacht, kann einen zusätzlichen Nutzen in Bezug auf die Sicherheit eines Sys-
tems bieten. Es wurde gezeigt, dass die Laufzeitüberwachung (engl. runtime mo-
nitoring) eines Systems vorher unbekannte Attacken und Fehler erkennen kann.
[Kum95]
Definition 1 (Laufzeitüberwachung und Monitor). Laufzeitüberwachung ist eine
Technik zur Sicherstellung von Eigenschaften eines Systems zur Laufzeit. Basierend auf
Spezifikationen, die das Referenzverhalten des Systems oder die bekanntes Fehlverhalten
beschreiben, wird das System durch eine zusätzliche Instanz – einen Monitor – auf Basis
von Ereignissen überwacht. Zur Spezifikation des Referenzverhaltens wird in der Regel
eine formal definierte Sprache eingesetzt. Der Monitor läuft parallel zum System und
erkennt Abweichungen von der Spezifikation bzw. bekanntes Fehlverhalten möglichst ohne
das System selbst zu beeinflussen.
1.1 Monitorgenerierung aus modellbasierten Beschreibungen
Als Ausgangspunkt der Spezifikation von Laufzeitmonitoren werden häufig An-
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der Spezifikation des Systems genutzt. Die Überwachung dieser Anforderungen
zur Laufzeit erhöht die Zuverlässigkeit der entwickelten Systeme [MJG+12].
Basierend auf diesen Informationen werden Monitore häufig nicht mehr auf ei-
nem niedrigen Abstraktionsniveau, sondern mittels Protokollspezifikationsspra-
chen auf einem höheren Abstraktionsniveau spezifiziert. Dabei haben sich vie-
le verschiedene Spezifikationssprachen herausgebildet, die eine unterschiedliche
Ausdrucksstärke besitzen und verschiedene Modellierungskonzepte anbieten.
Definition 2 (Spezifikationssprache und Zwischensprache). Der Begriff Spezifi-
kationssprache beschreibt in dieser Arbeit Sprachen, die zur Modellierung von Syste-
men und Monitoren eingesetzt werden. Im Gegensatz hierzu dient eine Zwischenspra-
che in erster Linie zur Repräsentation einer Spezifikation und deren Weiterverarbeitung.
Bei einer Zwischensprache liegt der Fokus somit nicht auf die Verständlichkeit und An-
schaulichkeit der Spezifikation, sondern auf einer möglichst expliziten Repräsentation mit
wenigen verschiedenen Modellierungselementen.
Eingesetzte Spezifikationssprachen sind hierbei unter anderem Dialekte von
Finite State Machines (FSM), Temporalen Logiken (TL) und Message Sequence
Charts (MSC), die wieder in FSMs übersetzt werden. FSMs haben den Vorteil ei-
ner fast konstanten Verarbeitungszeit der überwachten Kommunikationsereignis-
se. Für komplexe Sequenzen mit mehreren möglichen Alternativen steigt jedoch
die Anzahl der zur Modellierung benötigten Zustände exponentiell an. Dies zeigt
sich deutlich, wenn FSMs als Zwischensprache für die Codegenerierung aus Live
Sequence Charts (LSC) [HKP05] genutzt werden. LSCs sind eine ausdrucksstärke-
re Variante der Message Sequence Charts (MSCs) [IT00], die die kompakte Spezi-
fikation überlappender quasi-paralleler Kommunikationssequenzen unterstützen.
Die Übersetzung dieser LSCs in FSMs benötigt entweder eine exponentiell wach-
sende Anzahl von Zuständen oder die Einführung vieler paralleler Teil-FSMs mit
relativ komplexen Kommunikationsbeziehungen.
Bei der direkten Codegenerierung aus einer solchen Spezifikationssprache oh-
ne Zwischensprache muss für jede Zielsprache und Zielplattform ein Codegene-
rator geschrieben werden. Dies führt zu einer Vielzahl verschiedener Codegene-
rierungskonzepte und zu generiertem Code, der an die Syntax und Semantik der
Spezifikationssprache angelehnt ist.
1.1.1 Notwendigkeit einer Zwischensprache für die Monitorgenerierung
Abbildung 1.1 stellt abstrakt das in dieser Arbeit behandelte Problem dar. Das Ziel
ist die Entwicklung eines Prozesses zur Monitorgenerierung aus verschiedensten
Spezifikationssprachen für unterschiedliche Zielplattformen, die sich stark von-
einander unterscheiden können.
Wie im vorherigen Abschnitt erwähnt und in Kapitel 4 genauer betrachtet, exis-
tieren eine Vielzahl verschiedenster Spezifikationssprachen für Laufzeitmonitore.
Diese Spezifikationen müssen in einen auf der Zielplattform ausführbaren Moni-












Abbildung 1.1: Monitorgenerierung aus Spezifikationen
satzgebiete sinnvoll, Monitore nicht nur in Software, sondern auch in Hardware
umzusetzen. Als zusätzliche Zielplattform kommt somit für zeitkritische Aufga-
ben auch eine Umsetzung der Monitore in Hardware in Betracht. Hierzu muss
die Quellspezifikation in eine logische Schaltung bzw. in eine Hardwarebeschrei-
bungssprache übersetzt werden. Die möglichen Zielplattformen (PC, eingebettete
Systeme, Hardware) und damit auch die Zielsprachen (Java, C, VHDL), in die die
Signaturen übersetzt werden, sind vielfältig.
Diese Herausforderung unterschiedliche Zielplattformen zu unterstützen, wird
bei existierenden Ansätzen häufig umgangen, indem für jede der Plattformen ein
speziell angepasstes Rahmenwerk für die Ausführung von Monitorspezifikatio-
nen oder von Monitorcode entwickelt wird. Ein solches Rahmenwerk kann auch
als Komponente, die die Signaturen in der Spezifikationssprache direkt interpre-
tiert, umgesetzt sein.
Viele der existierenden Ansätze legen eine spezielle Spezifikationssprache fest
und es muss für jede zu unterstützende Plattform ein Rahmenwerk oder ein
Codegenerator erstellt werden. Eine Möglichkeit zur Unterstützung weiterer Spe-
zifikationssprachen wäre die Übersetzung in die Eingabesprache des für die ent-
sprechende Zielplattform zur Verfügung stehenden Ansatzes. Dabei eignen sich
die Spezifikationssprachen, die gut zur Modellierung geeignet sind, jedoch nicht
zwangsläufig auch als formale Repräsentation zur Codegenerierung.
Die Kombination aus verschiedenen Eingabesprachen und Zielsprachen bzw.
-plattformen würde bei einem solchen Ansatz zu einem großen Anpassungsauf-
wand führen. Um die Entwicklung spezieller Codegeneratoren für alle Kombina-
tionen aus Spezifikationssprache und Zielplattform zu umgehen, wird in vor-
handenen Ansätzen für einen Teil der Spezifikation eine universelle, nicht an
die Laufzeitüberwachung angepasste Zwischensprache wie endliche Automaten
(FSM) eingesetzt. In diese Zwischensprache werden die Spezifikationen übersetzt
und aus dieser Repräsentation in der Zwischensprache der Monitor für die ent-
sprechende Plattform generiert.
Ein erster Ansatz, der eine gemeinsame Zwischensprache verwendet, ist im
JavaMOP-Rahmenwerk [MJG+12] zu finden. Neben einer direkten Codegene-
rierung aus verschiedenen Spezifikationssprachen werden soweit möglich Finite
State Machines (FSM) als Zwischensprache eingesetzt, in die die Spezifikationen
übersetzt werden. Jedoch sind diese FSMs nicht ausdrucksstark genug, um je-
de der bei diesem Ansatz betrachteten Spezifikationssprachen abzudecken. Au-
ßerdem leiden die FSMs unter einer Zustandsexplosion, wenn viele alternative
Abläufe repräsentiert werden sollen. Um die Ausdrucksmächtigkeit zu erhöhen,
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die die Spezifikationssprachen (FSMs) eingebettet werden, zur Verfügung gestellt.
Hierdurch ist nur ein Teil der Spezifikationssprache formal definiert.
Automaten (FSMs) sind als Zwischensprache, wenn z. B. die ausdrucksstarken
Live Sequence Charts als Signaturmodellierungssprache unterstützt werden sol-
len, nicht geeignet [BS05]. Zur Repräsentation von solchen Spezifikationssprachen
wird als universelle Zwischensprache eine formal definierte Sprache benötigt, die
parallele bzw. nebenläufige Konzepte beinhaltet.
Bei der Suche nach besser geeigneten Alternativen ist es relativ natürlich auf
einer petrinetz-ähnlichen Sprache, die für die Modellierung parallel arbeitender
Systeme entwickelt wurde, aufzusetzen. Monitor-Petrinetze (MPNs), die in dieser
Arbeit eingeführt werden, sind eine erweiterte Form der Petrinetze, die auf die
Anforderungen der Laufzeitüberwachung angepasst wurden. Sie unterstützen die
speziellen Anforderungen (Abschnitt 3.5), die für eine Modellierungssprache für
Signaturen und für eine Zwischensprache für die Codegenerierung notwendig
sind.
Eine solche formal definierte Zwischensprache bietet weitere Vorteile gegen-
über der direkten Übersetzung der Spezifikation in Code. Zum einen kann die in
dieser Arbeit formal definierte neue Zwischensprache Monitor-Petrinetze (MPN)
durch Spezifikation einer Transformation von einer beliebigen Spezifikationsspra-
che zu den MPNs eingesetzt werden, um die Semantik der Spezifikationssprache,
wie in [Pat14] durchgeführt, selbst zu formalisieren. Zum anderen erleichtert eine
gemeinsame Zwischensprache die in dieser Arbeit behandelte Generierung von
Laufzeitmonitoren. Eine getestete und validierte Übersetzung aus der gemeinsa-
men Zwischensprache in den plattformspezifischen Code kann für verschiedene
Spezifikationssprachen wiederverwendet werden. Durch eine Modell-zu-Modell-
Transformation in die Zwischensprache kann somit aus verschiedenen Spezifika-
tionssprachen mit reduziertem Aufwand im Gegensatz zur direkten Generierung
ein lauffähiger und optimierter Monitor generiert werden. Durch die gemeinsa-
me Zwischensprache haben die generierten Monitore eine übersichtliche grund-
legend identische Struktur und sind hierdurch besser wartbar.
1.1.2 Der MBSecMon-Entwicklungsprozess
Die für das Monitoring neu entwickelte Zwischensprache Monitor-Petrinetze wird
in den Model-Based Security and Safety Monitor (MBSecMon)-Entwicklungsprozess
eingebettet, der an den Model-Driven Engineering (MDE)-Ansatz2 angelehnt ist.
Dieser Prozess verläuft parallel zu dem für die Systementwicklung eingesetzten
Entwicklungsprozess. Im Folgenden wird der MBSecMon-Prozess zusammen mit
dem Systementwicklungsprozess V-Modell XT [BTZ05, Bun12] betrachtet.
Das V-Modell XT (eXtreme Tailoring) ist ein Standard zur Planung und Durch-
führung von IT-Systementwicklungsprojekten der öffentlichen Hand in der Bun-
desrepublik Deutschland. Es ist eine Weiterentwicklung des V-Modell 97 [BMI97],
ist jedoch in Hinblick auf die Abfolge der Prozessschritte anpassbar und somit
z. B. auch für die agile Softwareentwicklung einsetzbar. Das V-Modell XT besteht
grundlegend aus den drei Phasen:
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Abbildung 1.2: Der MBSecMon-Prozess im V-Modell
• Spezifikation und Zerlegung
• Realisierung
• Integration
Abbildung 1.2 zeigt den MBSecMon-Entwicklungsprozess, der in einer Variante
des V-Modell XT aus der Sicht des Auftragnehmers eingebettet ist. Die Prozess-
schritte des V-Modells sind grau hinterlegt dargestellt, während sich die Schritte
des MBSecMon-Prozesses innerhalb des V-Modells befinden. Das hier dargestellte
V-Modell bezieht sich nur auf die Softwareentwicklung und spart Projektmana-
gement, Qualitätssicherung und Konfigurationsmanagement größtenteils aus.
Spezifikation und Zerlegung Der erste Schritt des V-Modells ist die An-
forderungsanalyse. In dieser werden zunächst die funktionalen sowie nicht-funk-
tionalen Anforderungen des zu entwickelnden Systems in einem Lastenheft fest-
gehalten. Des Weiteren beinhaltet die Anforderungsanalyse die Systemanalyse. In
ihr wird das System, in dem das zu entwickelnde System eingesetzt werden soll,
spezifiziert, sowie eine Skizze des zu entwickelnden Systems erstellt. Hierzu wer-
den die objektorientierte Analyse mithilfe von UML-Diagrammen oder die funk-
tionale Analyse durchgeführt. Unter die objektorientierte Analyse fallen u. a. die
Anwendungsfallmodellierung, die Klassen-/Objekt-Modellierung und die Inter-
aktionsmodellierung.
In der Systemspezifikation wird zusätzlich zu den Anforderungen ein Grobent-
wurf des zu entwickelnden Systems erstellt. Hierbei werden u. a. Schnittstellen
definiert und eine grobe Gesamtsystemarchitektur entwickelt. In diesem Schritt
werden wiederum die angesprochenen funktionalen oder objektorientierten Tech-
niken eingesetzt. Die Anforderungen und der Grobentwurf werden in der Ge-
samtsystemspezifikation (Pflichtenheft) dokumentiert.
Darauf folgt der Systementwurf, in dem der Grobentwurf verfeinert und auf
Konsistenz überprüft wird, sodass allein auf Grundlage dessen die Entwicklung
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werden die Schnittstellen, die einzusetzenden Konzepte und das Verhalten der
Systemelemente nach außen spezifiziert. Zusätzlich wird festgelegt, wie die Im-
plementierung stattfinden soll.
Realisierung Der Feinentwurf baut auf den bis jetzt erstellten Spezifikatio-
nen für externe sowie interne Hardware und Software auf und verfeinert diese
vollständig. Anhand dieser Spezifikationen werden anschließend in der System-
elementimplementierung die Systemelemente realisiert und anschließend gegen die
Spezifikation des Schrittes Feinentwurf verifiziert.
Integration Im Schritt Systemintegration werden die realisierten Systemele-
mente zusammengefasst und die Interaktion zwischen ihnen getestet. Für diese
Integrationstests wird auf die Spezifikationen des Schrittes Systementwurf zurück-
gegriffen. Am Ende dieses Schrittes liegt das System in einer auslieferbaren Form
vor.
In der Systemauslieferung findet nach Prüfung der Funktionalität des Produktes
auf Basis der Gesamtsystemspezifikation und der Dokumentation die Auslieferung
an den Auftraggeber statt. Abschließend wird in der Systemabnahme das entwi-
ckelte System durch den Auftraggeber abgenommen, der diese Abnahme auf Ba-
sis der im Lastenheft spezifizierten Szenarien durchführt.
MBSecMon-Prozess Im Gegensatz zu der gewöhnlich relativ späten Be-
trachtung von Sicherheitsaspekten im Softwareentwicklungsprozess ist es vor-
zuziehen, die Monitore schon in der Anforderungs- und Designphase zu spe-
zifizieren [MFMP06]. Hierfür wurde der MBSecMon-Entwicklungsprozess – ein
modellbasierter Entwicklungsprozess für die Spezifikation und Generierung von
Software- und Hardwaremonitoren – entwickelt. Der MBSecMon-Prozess ist pa-
rallel zu dem verwendeten Entwicklungsprozess spezifiziert, um eine Unabhän-
gigkeit des Monitorentwicklungsprozesses vom Softwareentwicklungsprozess zu
erreichen. Hierbei sind die vier Prozessschritte Sicherheitsanforderungsanalyse, Mo-
nitorsignaturspezifikation, Monitorgenerierung und Monitoranbindung definiert.
Die Sicherheitsanforderungsanalyse spezifiziert zusätzlich zu den in der Anforde-
rungsanalyse erstellten funktionalen Anforderungen nicht-funktionale sicherheits-
relevante Szenarien, die z. B. Angriffe oder unerwünschtes Verhalten beschreiben.
Zur Spezifikation der Monitorsignaturen z. B. als Szenarien können im Schritt
Monitorsignaturspezifikation neben den in der Anforderungsanalyse gewonnenen
Anforderungen auch verfeinerte Szenarien sowie die Systemarchitektur aus den
Schritten Systemspezifikation und Systementwurf verwendet werden. Hierfür wird
die MBSecMon-Spezifikationssprache [Pat14] eingesetzt. Zum einen besteht sie
aus der zur Strukturierung der Spezifikation eingesetzten MUC-Sprache, in der
positive Anforderungen als Usecases und negative als Misusecases modelliert
werden. Diese Usecases und Misusecases können zusätzlich in Beziehung zuein-
ander gesetzt werden. Zum anderen werden diese abstrakten Beschreibungen des
erlaubten und verbotenen Verhaltens in einer erweiterten Version der Live Se-









Charts (MSC), modelliert. Diese eLSCs dienen zur Beschreibung von Mustern
(Signaturen), die erlaubtes und verbotenes Systemverhalten repräsentieren.
Definition 3 (Signatur/Signaturspezifikationssprache). In dieser Arbeit definiert
eine Signatur, die in einer Signaturspezifikationssprache modelliert ist, eine Menge von
Ereignissequenzen auf einer abstrakten Modellierungsebene. Signaturspezifikationsspra-
chen können im Gegensatz zu Protokollspezifikationssprachen, die nur positive (erlaubte)
Sequenzen beschreiben – sie bieten keine Sprachkonstrukte für die explizite Beschreibung
verbotener Abläufe –, auch negative (verbotene) Sequenzen beschreiben. In Kombination
bilden diese Signaturen eine Menge erlaubter und verbotener Abläufe, die durch Laufzeit-
monitore überwacht werden können.
Die MUC-Sprache dient zur Strukturierung und Wiederverwendung dieser Sig-
naturen, die als eLSCs spezifiziert sind. Durch die hohe Ausdrucksstärke dieser
MBSecMon-Sprache sind die beschriebenen Signaturen zwar einfach zu verste-
hen und kompakt zu modellieren, jedoch für die folgende Monitorgenerierung
komplex zu interpretieren.
Im nächsten Schritt findet auf Basis der Monitorsignaturen die Monitorgene-
rierung statt. Hierfür wird die Monitorspezifikation zunächst in die universelle
Zwischensprache MPN transformiert und anschließend werden Optimierungen
auf den übersetzten Signaturen durchgeführt. Auf Basis dieser optimierten Zwi-
schenrepräsentation werden weitgehend unabhängig von der eigentlichen Sys-
temelementimplementierung Monitore generiert. Durch Bereitstellung zusätzlicher
Informationen über das Zielsystem und die Zielplattform wird die Monitorgene-
rierung konfiguriert.
Die Monitoranbindung an das entwickelte System findet im Schritt der System-
integration des V-Modells statt. Hierbei wird der generierte Monitor an das zu
überwachende System angebunden und somit während der Laufzeit des Systems
mit Ereignissen versorgt.
1.2 Einsatzbereich des Ansatzes
Nachdem in Abschnitt 1.1.2 der MBSecMon-Entwicklungsprozess, ein paralleler
Ansatz zur Codegenerierung aus Monitorspezifikationen, vorgestellt wurde, wird
in diesem Abschnitt die Gültigkeit dieses Prozesses betrachtet. Der Fokus des MB-
SecMon-Prozesses liegt auf der Generierung von Monitoren zur Überwachung
von Systemen auf einer globalen Ebene. Hierbei wird die Kommunikation über
mehrere Teilkomponenten hinweg überwacht. Zusätzlich zum Einsatz robuster
Protokolle und sicherer Architekturen, wie sie in [GR09, KCR+10] gefordert wer-
den, wird durch die Laufzeitmonitore des MBSecMon-Prozesses ein erweiterter
übergreifender Schutz gegen Angriffe und Fehlverhalten des überwachten Sys-
tems erreicht. Des Weiteren unterstützt dieser Ansatz die lokale Überwachung
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Annahmen an die Spezifikationssprache und das zu überwachen-
de System Zur Spezifikation der Signaturen wird eine ausdrucksstarke Spe-
zifikationssprache, die Konzepte zur Beschreibung paralleler Anläufe unterstützt,
eingesetzt. Zusätzlich unterstützt die Spezifikationssprache die Unterscheidung
von verschiedenen Varianten eines zu überwachenden Ablaufs durch optionale
Signaturanteile und Vorbedingungen.
Das zu überwachende System verfügt potenziell über stark nebenläufige Kom-
munikationsabläufe und parallele Kommunikationsstränge. Die dieses System
überwachenden Laufzeitmonitore müssen auf verschiedensten Plattformen, auch
solchen mit eingeschränkter Rechenleistung und eingeschränkten Speicherres-
sourcen, lauffähig sein.
Es wird angenommen, dass das zu überwachende Verhalten durch Techniken
wie Instrumentierung oder zusätzliche Module an Kommunikationsbussen vom
Monitor erfasst werden kann. Der Monitor läuft entweder parallel zu dem zu
überwachenden System oder wird durch Instrumentierung (aspektorientierte Pro-
grammiertechniken oder Wrapping) in dieses integriert.
Zum universellen Einsatz der entwickelten Zwischensprache müssen verschie-
denste Zielplattformen und Zielsprachen in dem in dieser Arbeit entwickelten
Prozess unterstützt werden. Aus diesem Grund muss die Zwischensprache pro-
grammiersprachenunabhängig und für verschiedenste Zielplattformen geeignet
sein. Neben Software- werden auch Hardwaremonitore benötigt, um Ereignis-
se bei hohen Kommunikationsraten in Echtzeit überwachen zu können. Deshalb
werden stellvertretend die Zielplattformen PC, Mikrocontroller und FPGA sowie
die Zielsprachen Java, C und VHDL evaluiert.
Zu erkennendes Fehlverhalten und zu erkennende Angriffe Die
erkennbaren Angriffe und das erkennbare Fehlverhalten des in dieser Arbeit vor-
gestellten Ansatzes, hängen sowohl von der Ausdrucksstärke der verwendeten
Signatursprache, die zur Beschreibung der Monitore verwendet wird, als auch
von der eingesetzten Zwischensprache ab.
Definition 4 (Sicherheit – Safety und Security). Sicherheit teilt sich in die Berei-
che Safety und Security auf. Während Safety (Betriebssicherheit), die Absicherung von
Fehlverhalten des Systems durch unbekannte und zufällige Fehler im System oder durch
unbeabsichtigte Fehlbedienung behandelt, beschäftigt sich Security (Angriffssicherheit)
mit der Abwehr von mutwilligen Angriffen auf ein System.
Der Fokus dieser Arbeit liegt auf dem Bereich Safety. Durch den MBSecMon-
Ansatz werden jedoch auch Teile der Sicherheitsziele der Security abgedeckt.
Umzusetzende Safety-Maßnahmen umfassen dabei Überwachungsmechanis-
men für Kommunikationen und Programmabläufe, jedoch keine weiteren archi-
tektonischen Maßnahmen wie z. B. redundante Ausführung und diversitäre Pro-
grammierung. Der auf Ereignissen basierende Ansatz kann die Reihenfolge und
das Timing beliebiger Übergänge im Zustand des Systems und im Ablauf von
Kommunikationen überwachen, wenn diese als Ereignisse dem Monitor zur Ver-









Nachrichteninhalte und an den Monitor übergebenen Variablenwerte, die z. B.
durch Instrumentierung des Systems gewonnen werden, in die Überwachung ein-
bezogen werden.
Im Bereich Security werden von diesem Ansatz insbesondere die Teilbereiche
Protokollüberwachung, System- und Datenintegrität abgedeckt. Hierbei können
Abweichungen von definierten Protokollen und bekannte Angriffe erkannt wer-
den, die als positive bzw. negative Signaturen spezifiziert wurden. Die Reihenfol-
ge der Nachrichten und deren Timing sowie die Plausibilität der übermittelten
Daten sind mögliche Überwachungsziele.
Die Überwachung der Sicherheitsziele der Security wird im MBSecMon-Ent-
wicklungsprozess wie im Bereich Safety durch Generierung von Monitoren, die
das System auf Basis von Signaturen überwachen, umgesetzt. Diese Monitore er-
lauben die teilweise Sicherstellung der Systemintegrität, der Datenintegrität und
der Verfügbarkeit.
Systemintegrität bedeutet in diesem Fall, dass sich das System jederzeit nach-
vollziehbar und logisch korrekt verhält. Dieses Ziel kann durch Überwachung
der Reihenfolge und des Timings der Ereignisse sowie des internen Zustands des
Systems gegenüber positiven und negativen Signaturen erreicht werden.
Im Bereich der Datenintegrität können Daten aus dem System oder von Nach-
richten, die dem Monitor zusammen mit den Ereignissen übergeben werden,
plausibilisiert werden. Ein Schutz vor Manipulation kann nur bei Abweichung
der Werte von der Spezifikation (Signaturen) stattfinden.
Die Verfügbarkeit eines Systems und die Verfügbarkeit von Datenwerten kann
durch einen externen Monitor erreicht werden. Hierzu wird das zeitliche Verhal-
ten des Systems und das Timing zwischen Nachrichten anhand der ihm über-
gebenen Ereignisse überwacht und es werden bei einem zeitlichen Fehlverhalten
Gegenmaßnahmen eingeleitet.
Weitere Sicherheitsziele können durch Funktionalitäten externer domänenspe-
zifischer Bibliotheken realisiert werden, die in Signaturen über Aktionen und Be-
dingungen eingebunden werden. Diese sind jedoch nicht im Fokus dieser Arbeit.
Nach der Erkennung von Fehlverhalten oder Angriffen sollen durch den MB-
SecMon-Ansatz gezielte Gegenmaßnahmen initiiert werden. Solche Gegenmaß-
nahmen, die auf dem Zustand der Überwachung und den auf die Erkennung
eines Fehlverhaltens folgenden Ereignissen basieren, werden zur Durchsetzung
der Sicherheitsziele eingesetzt.
1.3 Beitrag
Der MBSecMon-Entwicklungsprozess wurde im Rahmen zweier Promotionen ent-
wickelt. Abbildung 1.3 zeigt den Prozess mit Fokus des in dieser Arbeit behan-
delten Themas der Monitorgenerierung aus Spezifikationen. Die Definition der
MBSecMon-Spezifikationssprache (MBSecMonSL) und die Transformation in die
Zwischensprache MPN wird durch die Arbeit von Sven Patzina in [Pat14] betrach-
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Abbildung 1.3: Überblick über den Monitorgenerierungsprozess
In dieser Arbeit steht die Definition der neuen MPN-Sprache sowie die Gene-
rierung effizienter Monitore aus dieser Zwischensprache im Vordergrund. Hier-
bei wird die Spezifikation in der MPN-Sprache zunächst durch eine Transforma-
tion an die Zielplattform angepasst und optimiert. Die benötigten Zusatzinfor-
mationen zu den Eigenschaften der Zielplattform werden durch plattformspe-
zifische Informationen (PSI) dem Prozess übergeben. Anschließend wird durch
einen Codegenerator, der die optimierten plattformunabhängigen MPNs und die
PSI als Eingabe übergeben bekommt, der Monitor bzw. die Monitore für die ent-
sprechende Zielplattform generiert.
Diese Arbeit beschreibt einen mehrschrittigen Entwicklungsprozess für Lauf-
zeitmonitore. Es werden Anforderungen an eine Zwischensprache, die in einem
solchen Entwicklungsprozess eingesetzt werden kann, auf Basis von existierenden
Ansätzen und dem zu unterstützenden Prozess aufgestellt. Hierbei wird zur Un-
terstützung von beliebigen Spezifikationssprachen die neue an das Monitoring
angepasste Zwischensprache MPN formal definiert und im MBSecMon-Prozess
eingesetzt. Die MPN-Sprache ist eine auf Petrinetzen basierte Zwischensprache,
die parallele und hoch nebenläufige Abläufe effizient überwachen kann.
Hierzu besitzen die MPNs eine formal definierte Syntax und Semantik. Im Ge-
gensatz zu allgemeinen Formalismen, die als Zwischensprache in anderen An-
sätzen eingesetzt werden, sind die MPNs an die Domäne der Laufzeitüberwa-
chung angepasst. Die MPNs enthalten alle Konzepte, die für die Beschreibung
von Monitoren benötigt werden, wobei eine möglichst explizite Repräsentation
der Signaturen, eine Syntax mit wenigen verschiedenen Elementen sowie eine ein-
deutige Semantik im Fokus steht. Es ist nicht wie bei anderen Ansätzen notwen-
dig, zusätzliche Beschreibungssprachen einzusetzen, die nicht formalisiert sind.
Hierdurch ist es möglich, durch eine Transformation in die MPN-Sprache be-
liebige auch nicht formal definierte Spezifikationssprachen zu formalisieren. An
den Transitionen annotierte Bedingungen und Berechnungen sind hierbei ausge-










Die MPNs unterstützen selbst die Abbildung komplexer Spezifikationsspra-
chen, wie die eLSCs, die für eine übersichtliche und verständliche Modellierung
von Signaturen entwickelt wurden. Eine Abbildung paralleler Abläufe ist, im Ge-
gensatz zu Sprachen wie den FSMs, in den MPNs, da sie auf Petrinetzen basieren,
mit deutlich weniger Elementen in der Repräsentation verbunden. Sie besitzen im
Gegensatz zu Petrinetzen eine deterministische Ausführungssemantik, die für die
Beschreibung von Monitoren ausreichend ist. Hierdurch ist die Übersetzung von
der Spezifikationssprache in die MPN-Sprache durch die reduzierte Komplexität
weniger fehleranfällig.
Zusätzlich zu dieser grundlegenden Version der MPN-Sprache wird ein optio-
nales Referenzsystem eingeführt, das die Wiederverwendbarkeit von Teilen der
Signaturen unterstützt. Es können Signaturen in Beziehung zum Zustand anderer
Signaturen gesetzt werden und so der Überwachungszeitpunkt der Signatur defi-
niert werden. Dieses Konzept beinhaltet die Spezifikation von Gegenmaßnahmen
bei Erkennen von Abweichungen von erlaubtem oder bei Eintreten von verbote-
nem Verhalten.
Des Weiteren beschäftigt sich diese Arbeit mit der Generierung effizienter Mo-
nitore aus verschiedenen Spezifikationssprachen über die Monitor-Petrinetzspra-
che. Hierzu werden die generierten Monitore auf Skalierbarkeit analysiert und
mit verwandten Ansätzen verglichen. Es wird gezeigt, dass sich der Formalismus
der MPNs sowohl in Speicherverbrauch als auch in Laufzeit der generierten Mo-
nitore für den Einsatz auf PCs, ressourcenbeschränkten eingebetteten Systemen
und zur Umsetzung in Hardware eignet.
Zusammenfassend sind die Beiträge dieser Arbeit:
• Die Analyse existierender Ansätze und Ableitung von Anforderungen an
eine Zwischensprache
• Die Entwicklung und Formalisierung einer an das Monitoring angepassten
Zwischensprache – Monitor-Petrinetze
– Die grundlegende Definition der Monitor-Petrinetze zur Abbildung
höchst nebenläufiger Prozesse
– sowie die Definition eines optionalen Referenzsystems, durch das Teil-
signaturen zueinander in Beziehung gesetzt werden können.
• Die Umsetzung des Ansatzes in einem Entwicklungsprozess
• Die Evaluation des Ansatzes und der Zwischensprache für verschiedene
Zielsprachen und Zielplattformen
1.4 Gliederung der Arbeit
Diese Arbeit gliedert sich in fünf Teile, die in Abbildung 1.4 dargestellt sind. Im
Folgenden wird genauer auf die Teile der Arbeit eingegangen.
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Abbildung 1.4: Strukturierung der Arbeit
Kapitel 1: Zusätzlich zu der in diesem Kapitel gegebenen Einleitung mit Moti-
vation und der Vorstellung des entwickelten Prozesses, in den der Beitrag dieser
Arbeit einfließt, wird der Beitrag dieser Arbeit beschrieben. An diesen Abschnitt,
der die Gliederung der Arbeit beschreibt, anschließend wird das Szenario einge-
führt, das als durchgängiges Beispiel in dieser Arbeit eingesetzt wird.
Teil II: Vorstellung der Grundlagen und Analyse themenverwand-
ter Arbeiten In diesem Teil der Arbeit werden die Grundlagen in Bezug auf
die Einsatzgebiete der Monitore und die verwendeten Spezifikationssprachen für
Monitore betrachtet. Hieraus werden die Anforderungen an eine Zwischenspra-
che zur Monitorgenerierung abgeleitet und die Modellierungsansätze in Bezug
auf diese Anforderungen evaluiert.
Kapitel 2: In diesem Kapitel wird die Technik eines FPGAs, das als eine der
Zielplattformen dient und die AUTOSAR-Methodik, in die der Generierungspro-
zess integriert wird, vorgestellt.
Kapitel 3: Ausgehend von den Grundlagen der in dieser Arbeit verwende-
ten Modellierungssprachen und Konzepte werden Anforderungen, die eine Zwi-
schensprache für Monitorspezifikationen erfüllen muss, aufgestellt. Diese resul-
tieren aus den Kategorien Ausdrucksstärke der Sprache, Modellierung der Sig-
naturen sowie Generierung und Ausführung der Monitore für und auf einem
Zielsystem.
Kapitel 4: In der Vergangenheit wurde eine Vielzahl an Modellierungssprachen
und Zwischensprachen zur Monitorbeschreibung eingesetzt. Hierunter befinden
sich Monitorspezifikationssprachen sowie Ansätze der Monitorgenerierung und
Überwachung von Spezifikationen. Diese verwandten Ansätze und Sprachen wer-
den kategorisiert und nach den aufgestellten Anforderungen an eine Zwischen-









Teil III: Monitor-Petrinetze : Informelle Einführung und forma-
le Definition Auf Basis der im vorherigen Teil ermittelten Anforderungen
an eine Zwischensprache wird in diesem Teil eine Sprache entwickelt und for-
malisiert, die als universelle Zwischensprache für die Monitorgenerierung dienen
soll.
Kapitel 5: Es wird zunächst eine grundlegende Version der Monitor-Petrinetze
eingeführt. Diese besitzt eine deterministische Semantik und unterstützt die pa-
rallele Überwachung verschiedener Kommunikationsstränge. Anschließend wird
diese Formalisierung um ein Konzept zur verschränkten Überwachung einzelner
Signaturen erweitert.
Kapitel 6: Aufbauend auf der MPN-Formalisierung wird ein Konzept zur Mo-
dellierung von Abhängigkeiten zwischen einzelnen MPN-Signaturen eingeführt
– das Referenzsystem. Anschließend werden die Umgebung, Variablen sowie die
Zeit in MPNs eingeführt. Zur Spezifikation von Gegenmaßnahmen im Referenz-
system wird beschrieben, wie ausführbare MPNs definiert werden. Für die Über-
wachung verteilter Systeme ist es notwendig, die ganzheitlich modellierten Moni-
torspezifikationen in Teilmonitore aufzuteilen. Hierzu wird besprochen, wie dies
mit der MPN-Sprache umgesetzt werden kann.
Teil IV: Implementierung und Evaluation Nach der Formalisierung
wird die Implementierung des Prozesses und der Generierung der Monitore be-
schrieben. Diese werden anschließend für verschiedene Zielsprachen auf verschie-
denen Zielplattformen auf ihre Einsetzbarkeit und das Verhalten der MPNs eva-
luiert.
Kapitel 7: Dieses Kapitel beschreibt die Umsetzung des MBSecMon-Rahmen-
werks mit dem Fokus auf den MPN- und Monitorgenerierungsanteil. Hierbei
wird die Anpassung des UML-Modellierungswerkzeugs Enterprise Architect so-
wie die Implementierung des MPN-Codegenerators betrachtet. Abschließend wer-
den die im Prototypen umgesetzten Zielplattformen und Zielsprachen betrachtet.
Kapitel 8: Die aus der Spezifikationssprache in die MPN-Sprache übersetzten
Signaturen werden anschließend in Code übersetzt. In diesem Kapitel werden das
Konzept der Codegenerierung und die durchgeführten Optimierungen am Bei-
spiel der C-Codegenerierung vorgestellt. Zusätzlich zu den MPNs werden platt-
formspezifische Informationen, für die Generierung von plattformspezifischem
Monitorcode benötigt.
Kapitel 9: Nach Vorstellung der Codegenerierung und der Struktur des Codes
findet in diesem Kapitel die Evaluation der generierten Monitore statt. Hierbei
werden verschiedenste Zielsprachen (Java, C und VHDL) sowie Zielplattformen
(PC, Mikrocontroller und FPGA) miteinander verglichen. Die für Java generier-
ten Monitore werden einem sehr ähnlichen Ansatz gegenübergestellt. Die Moni-
torgenerierung wird außerdem als realitätsnahes Beispiel in die AUTOSAR-Me-
thodik integriert und an diese Domäne angepasster Monitorcode generiert. Die
Anbindung des Monitors an das System durch Instrumentierung des Codes als
auch die Anbindung über aspektorientierte Programmierung wird betrachtet. Ab-
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Eindruck über die Stärken und Schwächen der MPN-Sprache im Einsatz in Mo-
nitoren zu gewinnen.
Teil V: Zusammenfassung und Ausblick Abschließend wird ein Fazit
der durch diese Arbeit erreichten Ziele gezogen und ein Ausblick auf weitere
Erweiterungen und Forschungsgebiete im Bezug auf die Arbeit gegeben.
Kapitel 10: Auf Grundlage der in Teil II aufgestellten Anforderungen an eine
Zwischensprache für die Monitorgenerierung wird die vorgestellte MPN-Sprache
bewertet. Es wird besprochen, inwieweit die Anforderungen erfüllt werden konn-
ten und welche in Zukunft noch zu erfüllen sind. Anschließend werden in einem
Ausblick mögliche Erweiterungen der Sprache und zusätzliche Einsatzgebiete der
MPNs besprochen.
1.5 Das Car2X-Mautbrückenzenario
Als durchgängiges Beispiel wird in dieser Arbeit eine Kommunikation zwischen
einem Fahrzeug und einer Mautbrücke betrachtet. Zur Kommunikation wird ein
Protokoll benötigt, das den Ablauf der Kommunikation festlegt.
Es gibt viele verschiedene „Electronic Fee Collection“ (EFC)-Systeme, die auf
ein On-Bord-Equipment (OBE), das mit einer Mautbrücke kommuniziert, setzen.
Das bekannteste und in Deutschland eingesetzte EFC-System ist Toll Collect, ein
streckenbasiertes, satellitengestütztes Freeflow-System, das jedoch nicht ausrei-
chend öffentlich dokumentiert ist. Deshalb wird in dieser Arbeit das CARDME-4
Protokoll als durchgehendes Beispiel verwendet. Es ist in EN ISO 14906 in An-
hang B und in [Oeh02] spezifiziert und beschrieben.
CARDME-4 definiert ein Rahmenwerk für einen vollständig kompatiblen EFC-
Service auf Basis zentraler Zahlungskonten. Es ist mit dem Ziel entwickelt wor-
den, sich in bestehende Systeme auch über Landesgrenzen hinweg integrieren zu
können. Hierzu wird eine EFC-Applikation definiert, die parallel zu bestehenden
Systemen laufen kann. Der Vorteil dieser Art der Einbindung ist, dass Nutzer, die
die Vorteile des CARDME-4-Protokolls, wie z. B. die grenzübergreifende Kompa-
tibilität (Roaming), nutzen wollen, eine zusätzliche OBE in ihr Fahrzeug einbau-
en können. Für alle anderen lokalen Nutzer ändert sich nichts. Des Weiteren ist
CARDME-4 als Basis für die Neuentwicklung von EFC-Diensten vorgesehen.
In Abbildung 1.5 sind die möglichen Einsatzgebiete des CARDME-4-Protokolls
grafisch dargestellt. CARDME-4 ist unabhängig von der verwendeten Hardware
und anwendbar für offene und geschlossene Systeme in Einspurumgebungen
oder Freeflow-Mehrspurumgebungen. Das Protokoll sieht von sich aus keine Ver-
schlüsselung vor, erlaubt jedoch eine Erweiterung um kryptografische Sicherheits-
maßnamen auf den OBUs, falls dies von den Betreibern gewünscht wird. Bei ei-
nem offenen Mautsystem wird bei jedem Durchfahren einer Mautbrücke (RSE)
eine Gebühr abgerechnet. Hierbei spielen die gefahrene Strecke und die vorher
passierten Mautbrücken keine Rolle. Im Gegensatz dazu erhält der Nutzer in ei-
nem geschlossenen System beim Einfahren in einem mautpflichtigen Bereich ein
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Abbildung 1.6: Architektur des CARDME-4-Protokolls nach [Oeh02]
sen dazu verwendet, die gefahrene Strecke und damit die anfallenden Gebühren
zu bestimmen.
Das Protokoll sieht zwei verschiedene Domänen vor:
• Die Heimatdomäne, in der der Vertragsaussteller (Contract Issuer), mit dem
der Nutzer einen Vertrag hat, das EFC-System betreibt.
• Die Fremddomäne, in der verschiedenste „fremde“ Betreiber und verschie-
dene EFC-Systeme, die das CARDME-Protokoll unterstützen, existieren.
Abbildung 1.6 zeigt die grundlegende Architektur des Protokolls. In der Heimat-
domäne kommuniziert der Nutzer direkt mit seinem Vertragsaussteller. Ist der
Nutzer in einer Fremddomäne, präsentiert er den Vertrag seines eigenen Vertrags-
ausstellers, aus dem der „fremde“ EFC-Betreiber die Informationen extrahiert, die
er benötigt, um eine Forderung an den ursprünglichen Vertragsaussteller zu stel-
len. Die Abrechnung findet gesammelt zwischen dem Nutzer und dem Vertrags-
aussteller statt.
Die Mautstation (Road Side Equipment) sendet zyklisch eine standardisierte
Nachricht, auf die ein Fahrzeug (On-Board Equipment), das diese empfängt, ant-
wortet. Das anschließende Protokoll besteht grundlegend aus fünf Phasen, wobei
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1. Initialisierung: Auch der Nutzer kann mehrere EFC-Verträge besitzen, von
denen der EFC-Betreiber nicht alle unterstützt. In dieser Phase findet eine
Einigung über den zu verwendenden EFC-Vertrag statt.
2. Präsentation 1: Das RSE liest die OBE-Daten, in denen unter anderem De-
tails zum Vertrag, zum Konto, dem Fahrzeugtyp und der letzten durchge-
führten Transaktion stehen.
3. Präsentation 2 (optional): Falls es sich um einen fremden Anbieter (nicht
lokalen) handelt, findet eine zweite Präsentationsphase statt, in der Daten
zum fremden Anbieter übermittelt werden.
4. Belegphase: Das RSE stellt eine elektronische Quittung aus, die bei späteren
RSE verwendet wird, um die gefahrene Strecke und damit die Gebühren zu
bestimmen.
5. Verfolgen- und Schließenphase (optional): Das RSE verfolgt das Fahrzeug,
während es im Kommunikationsbereich ist, und schließt eventuell die Trans-
aktion ab.
Bei jeder Belegphase werden die alten gespeicherten Quittungen gelesen und es
wird eine neue Quittung geschrieben. Je nachdem, ob es sich um ein geschlossenes
oder offenes System handelt, werden die alten Quittungen von der RSE ignoriert
oder zur Bestimmung der gefahrenen Strecke herangezogen.
CARDME bietet folgende optionale Sicherheitsmaßnahmen:
• Integritätsservice zur Absicherung vor unautorisierten Änderungen an den
übermittelten Daten
• Authentifikationsservice zur Sicherstellung der Identität des Kommunika-
tionspartners
• Verschwiegenheitsservice zum Verhindern unautorisierter Offenlegung von
Informationen
• Zugriffskontrollservice zum Verhindern unautorisierter Operationen auf
Informationen und Prozessen des Systems
Der EFC-Betreiber kann entscheiden, welche Sicherheitsmaßnahmen notwendig
sind und wann er sie in sein System integriert.
Im Folgenden wird der allgemeine Ausdruck Road Side Unit (RSU) als Überbe-
griff für die Mautbrücke und andere statischen Einheiten an der Straße genutzt.
Das OBE wird durch eine allgemeine Vehicle-Komponente repräsentiert.

Teil II
V O R S T E L L U N G D E R G R U N D L A G E N U N D A N A LY S E
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T E C H N I K E N U N D E I N S AT Z G E B I E T E F Ü R M O N I T O R E
Die in dieser Arbeit aus den Monitor-Petrinetzen zu generierenden Monitore sol-
len auf verschiedenen Zielplattformen, die in verschiedenen Programmier- bzw.
Beschreibungssprachen programmiert werden, eingesetzt werden. Hierbei kom-
men als Programmiersprachen Java, C und VHDL als Hardwarebeschreibungs-
sprache zum Einsatz. Als Zielplattform wird der PC, ein Mikrocontroller und
programmierbare Hardware als Ziel der Monitore genutzt. Des Weiteren wird
der Prozess in den internationalen Standard der Automobilindustrie für eine ge-
meinsame Softwarearchitektur AUTOSAR integriert. Zum besseren Verständnis
wird in den folgenden Abschnitten genauer auf den AUTOSAR-Standard und die
programmierbare Hardware am Beispiel eines FPGAs eingegangen.
2.1 AUTOSAR
In einem Fahrzeug existiert eine Vielzahl an Steuergeräten (engl. Electronic Control
Units) (ECU), auf denen Anwendungen laufen. Diese übernehmen unkritische
Aufgaben wie Multimediafunktionen bis zu sicherheitsrelevanten Aufgaben wie
die Motorsteuerung. Diese wurden in der Vergangenheit größtenteils zielplatt-
formspezifisch entwickelt und mussten bei Änderung der Zielhardware (ECU)
aufwendig angepasst werden.
AUTomotive Open System ARchitecture (AUTOSAR) [KF09] ist ein internationa-
ler Standard der Automobilindustrie. Er definiert eine Softwarearchitektur, die
Abstraktionsebenen vorgibt und hierdurch die Erstellung plattformunabhängiger
Softwarekomponenten (engl. software components) (SW-Cs) ermöglicht. Des Weiteren
wird eine Methodik geboten, die Austauschformate festlegt, die als Eingabe für
den Konfigurationsprozess der Basissoftware dienen und die Integration von An-
wendungen auf Steuergeräten beschreibt. Es werden Anwendungsschnittstellen
für häufig benötigte Komponenten definiert, um das Zusammenspiel zwischen
und die Austauschbarkeit von Anwendungen zu unterstützen.
Abbildung 2.1 zeigt die generelle AUTOSAR-Schichtenarchitektur als Steuer-
gerätesicht (ECU-Sicht). Diese besteht aus mehreren Abstraktionsebenen, die auf-
einander aufbauen und die die eigentliche Hardware von der Anwendungssoft-
ware trennen. Auf der untersten Ebene befindet sich die eigentliche ECU-Hard-
ware. Von dieser abstrahiert die Basissoftware und bietet definierte Schnittstellen
an das Runtime Environment (RTE) an. Die Basissoftware besteht aus verschie-
denen Komponenten, die untereinander ebenfalls über standardisierten Schnitt-
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Abbildung 2.1: ECU-Sicht der AUTOSAR-Methodik (basierend auf [KF09])
Der Microcontroller Abstraction Layer ist mikrocontrollerspezifisch und abstra-
hiert von dem auf dem Steuergerät eingesetzten Mikrocontroller. Dieser umfasst
die Initialisierung und die Konfiguration der Hardware sowie Treiber für die ein-
zelnen Komponenten.
Darauf aufbauend bietet der ECU Abstraction Layer eine Abstraktion der Trei-
berschnittstellen und der eigentlichen Kommunikationsschnittstellen als standar-
disierte Schnittstellen an die darüberliegende RTE und den Services Layer. Der
Services Layer bietet der RTE grundlegende Dienste, wie Betriebssystem, Speicher-
verwaltung und abstrakte Kommunikationsschnittstellen.
Zusätzlich zu dieser abstrahierenden Architektur existieren die Complex Device
Drivers. Diese bieten die Möglichkeit für zeitkritische Aufgaben die einzelnen Ab-
straktionsschichten der Basissoftware zu umgehen und direkt aus der RTE auf die
Hardware zuzugreifen. Durch den Schritt der Konfiguration der Basissoftware
in der Methodik des AUTOSAR-Prozesses ist ein Austausch der ECU-Hardware
möglich.
Das Runtime Environment (RTE) bindet die von der Basissoftware angebotenen
Schnittstellen ein und bietet auf die Anwendungssoftware angepasste Schnittstel-
len zur Kommunikation der SW-Cs untereinander und mit anderen Steuergeräten.
Die Modellierung des Systems (Systemspezifikation) findet auf der Ebene des
Virtuellen Funktionsbusses (engl. virtual function bus) (VFB) statt. Diese Ansicht ist
schematisch auf der linken Seite der Abbildung 2.2 dargestellt. Auf dieser Ebe-
ne werden die Kommunikationsverbindungen zwischen den SW-Cs auf Model-
lierungsebene beschreiben. Hierbei dient eine Softwarekomponente (SW-C) als
Modellierungselement des VFB. Diese SW-Cs sind Strukturelemente und besitzen
Ports. Ports sind dabei Interaktionspunkte von SW-Cs, die ein Port-Interface zuge-
wiesen bekommen. Es wird zwischen anbietenden Ports (engl. provide ports) und
verlangenden Ports (engl. require ports) unterschieden. Als Port-Interfaces stehen
drei Typen zur Verfügung. Das Client/Server-Interface dient dazu, dass ein Client
bei einem Server Operationen ausführen kann. Dagegen bietet das Sender/Receiv-
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Abbildung 2.2: Modellierung mit dem VFB und Abbildung auf ein verteiltes System (ba-
sierend auf [KF09])
der Konfiguration 1-zu-m oder n-zu-1 an. Das dritte ist das Calibration-Interface,
das ausschließlich der Übermittlung von Kalibrierungswerten dient.
Nach der Modellierung der Systemspezifikation wird die Basissoftware konfi-
guriert und damit an die tatsächlich verwendete ECU angepasst. Das Runtime
Environment (RTE) wird auf Basis der Systemspezifikation mit einem RTE-Gene-
rator erzeugt. Dieses realisiert die auf VFB-Ebene modellierten Kommunikations-
verbindungen zwischen SW-Cs und zwischen SW-Cs und der Basissoftware. Wie
in Abbildung 2.2 auf der rechten Seite dargestellt ist, kann die Kommunikation,
bei Verteilung der SW-Cs auf verschiedene ECUs, auch über Busse stattfinden. Für
die SW-Cs entsteht durch die Kommunikation über standardisierte Schnittstellen
kein Unterschied zu der Kommunikation zwischen SW-Cs, die sich auf derselben
ECU befinden.
AUTOSAR wird in dieser Arbeit als Zielplattform zur Evaluation der Monitor-
generierung in einem realen Umfeld genutzt. Durch seine restriktiven Anforde-
rungen an Schnittstellen erlaubt es die Integration des MBSecMon-Prozesses die
weitgehend automatische Generierung und Einbindung von Monitoren in das
AUTOSAR-System unter Einbeziehung der AUTOSAR-Systemspezifikation.
2.2 Konfigurierbare und rekonfigurierbare Logik
In der Automobilindustrie beinhalten ECUs gewöhnlich Mikroprozessoren, die
die Ausführung der Softwarekomponenten und damit die Steuerung der Kompo-
nenten übernehmen.
Mikroprozessoren sind insbesondere für kontrollflussdominierte Aufgaben ge-
eignet und universell einsetzbar. Sie können Unregelmäßigkeiten im Kontrollfluss
effizient verarbeiten. Jedoch werden alle Aufgaben sequenziell verarbeitet, was die
Verarbeitungsgeschwindigkeit einschränkt.
Im Gegensatz dazu finden Digitale Signalprozessoren (DSPs) und Spezialpro-
zessoren bei datendominierten Aufgaben Einsatz. Diese sind auf die Datenverar-
beitung ausgelegt und können spezielle Funktionen schnell und parallel abarbei-
ten.
Zur kundenspezifischen Anpassung dieser Spezialprozessoren stehen verschie-
dene Stufen der Flexibilität zur Verfügung. Applikationsspezifische Integrierte
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nach Kundenwunsch entwickelte und gefertigte Prozessoren. Sie erreichen eine
hohe Integrationsdichte, jedoch sind der Entwurfsprozess und die Fertigung sehr
langwierig und teuer. Eine solche Lösung ist nur bei hohen Stückzahlen sinnvoll.
Eine deutlich günstigere Lösung sind Semi-Custom ASICs. Bei diesen beschränkt
sich die Umsetzung auf vorgegebene Standardzellen und ein einfacheres Verbin-
den dieser Zellen (Routing), bei niedrigerer Integrationsdichte. Hierzu zählen
auch die Gatearrays, die vordefinierte Standardgatter auf dem Chip bieten, die
noch nicht verbunden sind.
Definition 5 (Gatter). Ein Gatter ist ein elektronisches Bauteil mit booleschen Ein- und
Ausgängen, das logische Operatoren wie AND, OR oder NOT realisiert und kombiniert.
Es bildet eine Menge von Eingangssignalen über eine boolesche Funktion auf die Ausgän-
ge ab.
Die Verbindung dieser Gatter und damit die Programmierung der Funktion
geschieht erst in einem zweiten Herstellungsschritt nach Kundenvorgaben. Diese
Schaltungen sind somit programmierbar und bieten eine relativ hohe Integrati-
onsdichte.
Bei Field Programmable Logic (FPL) kann der Kunde nicht nur selbst die Verbin-
dung zwischen Gattern bestimmen, sondern diese auch selbst durchführen. Hier
wird zwischen einfach und mehrfach programmierbaren FPLs unterschieden. Bei
einfach programmierbaren FPLs werden bei der Programmierung Leitungen ge-
trennt, um die gewünschte Funktion zu realisieren. Dieser Prozess wird auch
„brennen“ genannt. Ein Nachteil hierbei ist, dass bei einem Designfehler im Ent-
wicklungsprozess dieser auf dem FPL nicht mehr korrigiert werden kann. Mehr-
fach programmierbare FPLs, zu denen auch das Field Programmable Gate Array
zählt, werden durch EPROM oder SRAM realisiert.
Ein Field Programmable Gate Array (FPGA) ist ein integrierter Schaltkreis, der
logische Schaltungen implementieren kann. Er ist mehrfach programmierbar und
ermöglicht somit die Integration logischer Schaltungen in einer schnellen und ite-
rativen Art. Ein FPGA unterstützt die parallele Verarbeitung von Daten, während
Mikroprozessoren komplexe Programme sequenziell abarbeiten.
Abbildung 2.3 zeigt eine abstrahierte Darstellung der grundlegenden Struktur
eines FPGAs. Die programmierbaren Logikblöcke können über schnelle Signal-
pfade (engl. single lines) mit ihren Nachbarblöcken verbunden werden. Diese kön-
nen über die Schaltmatrix beliebig konfiguriert werden. Um weiter voneinander
entfernte Basisblöcke untereinander effizient zu verbinden, steht ein Gitter aus
Busstrukturen zur Verfügung, die ebenfalls konfiguriert werden können.
Ein Logikblock besteht hauptsächlich aus Lookup-Tabellen (LUTs) und 1-Bit-
Registern (D-Flip-Flops), die gewöhnlich im Verhältnis 1 zu 1 in einem FPGA
vorkommen. LUTs können durch die Programmierung ihrer Wahrheitstabelle, die
gewöhnlich als flüchtiger Speicherbaustein (SRAM) realisiert ist, beliebige Binär-
funktionen abbilden. Die LUTs besitzen gewöhnlich zwischen 4 und 6 einzelne
Bit-Eingänge und einen Ausgang, der den Wert 0 oder 1 annehmen kann. Das








































Abbildung 2.4: Einfachste Form einer Logikzelle
xer in den Basisblöcken erlauben es entweder getaktete Logik (mit Flip-Flop) oder
kombinatorische Logik, in der das Flip-Flop umgangen wird, umzusetzen.
Die in Abbildung 2.4 gezeigte einfachste Form einer Logikzelle besteht aus ei-
nem LUT, einem D-Flip-Flop und einem konfigurierbaren Multiplexer um das D-
Flip-Flop zu umgehen. Diese einfache Form der Logikzelle ist zwar ausreichend
für die Integration beliebiger Schaltungen, jedoch für häufig verwendete Funktio-
nen nicht effizient genug. Deshalb besitzen moderne FPGAs in ihren Basisblöcken
komplexere konfigurierbare Logikschaltungen sowie dedizierte Schaltungen, wie
effizientere Multiplizierer, für häufig benötigte Aufgaben.
Die einzelnen Logikzellen werden auf FPGAs zu Logikblöcken kombiniert. Die-
se bieten schnelle konfigurierbare Signalpfade zwischen den Elementen der Lo-
gikblöcke zur Rückkopplung von Signalen.
Hardwarebeschreibungssprachen wie die VHDL (Very High Speed Integrated
Circuit Hardware Description Language) [IEE09] oder Verilog [IEE06] werden zur
Beschreibung der Funktionsweise (logischen Funktionen), die auf dem FPGA ab-
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Abbildung 2.5: Ablauf des Entwurfs beginnend mit dem Register Transfer Level
ben die Spezifikation auf Ebene der funktionalen Verhaltensbeschreibung bis zur
Ebene des Register Transfer Levels (RTL).
Definition 6 (Register Transfer Level). Das Register Transfer Level beschreibt den
Signalfluss zwischen Hardware-Registern und logische Operationen auf den Signalen.
Diese Spezifikationen werden erst synthetisiert (Synthese) und dann auf die
FPGA-Struktur abgebildet (Implementierung). Abbildung 2.5 zeigt die grundle-
genden Schritte für die Übertragung der Hardwarebeschreibung auf eine Zielar-
chitektur (FPGA)
Im Schritt Synthese findet zunächst die Syntaxüberprüfung statt, in der die Ein-
gabebeschreibung auf Syntaxfehler überprüft wird. Darauf folgend findet eine
Übersetzung auf die RTL-Ebene statt. Abschließend wird ein Technologiemapping
durchgeführt, das die logischen Ausdrücke (RTL) auf die Gatterebene abbildet.
Hierbei spielt die Bibliothek des übersetzenden Werkzeugs eine große Rolle für
die spätere Umsetzung. Die Ausgabe dieses Schrittes ist eine Netzliste.
Der zweite Schritt ist die Implementierung. Dieser setzt sich aus den Schritten,
Übersetzung, Mapping und Place-and-Route zusammen. Bei der Übersetzung wer-
den die übergebenen Netzlisten zusammen mit den Einschränkungen (engl. cons-
traints), die zur Reduzierung der Komplexität dieses Schrittes dienen, in eine Ge-
samtnetzliste überführt. Anschließend wird im Mapping diese Gesamtnetzliste,
die Elemente auf Gatterebene besitzt, auf Komponententypen der Zielarchitektur
abgebildet. Abschließend werden im Place-and-Route-Schritt die Komponenten
auf konkrete Komponenten der Zielarchitektur abgebildet. Die generierte Bitfile
wird abschließend zur Programmierung des FPGAs eingesetzt. Der gerade be-
schriebene zweite Schritt ist ein NP-hartes Problem und wird durch Angabe von
Einschränkungen des Entscheidungsraums durch die Constraint-Datei in vertret-
barer Zeit berechenbar.
In dieser Arbeit wird VHDL als Zielsprache für die Monitorgenerierung aus
der Monitor-Petrinetzsprache eingesetzt und die generierten Monitore wurden
auf einem Xilinx Spartan3E Board1 als Zielplattform zur Evaluation ausgeführt.
Auf diesem FPGA nennt sich die Kombination aus vier Logikzellen (Slice) mit
komplexerer Verschaltung Configurable Logic Block (CLB). Das Spartan 3E FPGAs
in der Version XC3S500E besitzt 1.164 CLBs und somit 4,656 Slices.


















M O D E L L I E R U N G S S P R A C H E N F Ü R
Ü B E RWA C H U N G S S Y S T E M E
In diesem Kapitel werden die zum Verständnis dieser Arbeit benötigten Grundla-
gen des Themas Modellierungssprachen erläutert. Die Unified Modeling Language
(UML) [RQJZ07] wird hierbei als bekannt vorausgesetzt.
Zunächst wird in Abschnitt 3.1 die Model-based Security/Safety Monitor Specifica-
tion Language (MBSecMonSL) [Pat14] mit den erweiterten Live Sequence Charts
und der Strukturierungssprache MUC, die als Spezifikationssprache des MB-
SecMon-Prozesses dienen, eingeführt. Die MBSecMonSL ist eine komplexe aus-
drucksstarke Spezifikationssprache für Monitore, die alle an eine Signatursprache
gestellten Anforderungen [Mei04] erfüllt. Somit dient sie als Referenzspezifikati-
onssprache für die in dieser Arbeit entwickelte formale Zwischensprache Moni-
tor-Petrinetze. Diese Zwischensprache muss auch Signaturen, die in einer solchen
komplexen Modellierungssprache spezifiziert sind, effizient repräsentieren kön-
nen.
Anschließend wird in Abschnitt 3.2 allgemein auf die Eigenschaften von Zu-
standstransitionssystemen, die in verwandten Ansätzen Verwendung finden, und
ihre Eignung für die Abbildung von parallelem, verschränktem Kommunikations-
verhalten eingegangen. Hierbei werden flache endliche Automaten, Zustandsau-
tomaten der UML2 und Petrinetze betrachtet. Petrinetze mit ihrem ausgeprägten
Parallelitätskonzept bilden im folgenden die Grundlage der in dieser Arbeit ent-
wickelten Monitor-Petrinetze.
In dieser Arbeit wird der modellgetriebene MBSecMon-Entwicklungsprozess
für Laufzeitmonitore vorgestellt. In diesem Prozess werden verschiedene Model-
le spezifiziert und ineinander überführt. Abschnitt 3.3 stellt die modellgetriebene
Softwareentwicklung vor, an die der MBSecMon-Entwicklungsprozess angelehnt
ist. Hierbei werden die Variante der modellgetriebenen Entwicklung der OMG –
Model Driven Architecture – und die darin eingesetzte Metamodellierung vorge-
stellt.
In verwandten Arbeiten und einer Variante der aus Monitor-Petrinetzen ge-
nerierten Monitore wird die Aspektorientierte Modellierung eingesetzt. Dieses Pro-
grammierparadigma für die objektorientierte Programmierung wird am Beispiel
der Implementierung AspectJ für Java in Abschnitt 3.4 vorgestellt.
Abschließend werden in Abschnitt 3.5 Anforderungen abgeleitet, die eine Zwi-
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3.1 Die MBSecMon-Spezifikationssprache
Zur Modellierung von Signaturen in Form von Szenarien, die zur Überwachung
von Systemen dienen, wurde die Model-Based Safety/Security Monitor Specification
Language (MBSecMonSL) entwickelt, die auf den Live Sequence Charts und den
Misusecases basiert. Die MBSecMonSL ist in [Pat14] beschrieben und dient als
komplexe Spezifikationssprache für Monitorsignaturen. In diesem Abschnitt wird
auf die für diese Arbeit relevanten Aspekte der MBSecMonSL eingegangen.
3.1.1 Erweiterte Live Sequence Charts
Erweiterte Live Sequence Charts (eLSCs) basieren auf den Live Sequence Charts,
die in [DH01, HM03] eingeführt wurden. Diese dienen dem Zweck der Inter-Ob-
jekt-Modellierung von Szenarien. Im Gegensatz hierzu dienen Automaten bzw.
Statecharts zur Modellierung von Intra-Objekt-Verhalten und beschreiben somit
den internen Ablauf von Systemkomponenten.
Es existieren neben den LSCs viele Varianten der Message Sequence Charts
(MSCs). Unter anderem sind dies die Variante der ITU [IT00], die angepasste
Variante der UML2 und durch Zeitbedingungen und Coregionen erweiterte Ver-
sionen, sowie die High-Level MSCs, die eine übersichtliche Darstellung der Bezie-
hungen zwischen MSCs erlauben. Alle diese Varianten bieten als Anforderungs-
sprache nur eine sehr eingeschränkte Ausdrucksstärke. [HM03]
LSCs sollen diese Ausdrucksstärke durch neue Elemente und Modalitäten, die
mögliche (engl. cold) und notwendige (engl. hot) Elemente unterscheiden, erhö-
hen. In LSCs werden Universal- und Existential-Chart unterschieden. Ein Univer-
sal-Chart kann eine Vorbedingung (Prechart) besitzen und beschreibt einen Ab-
lauf, der auftreten muss, falls die Vorbedingung erfüllt ist. Ein Existential-Chart
beschreibt einen Ablauf, der zu irgendeinem Zeitpunkt im System vorkommen
kann.
Abbildung 3.1 stellt einen Usecase (positive Signatur) als Universal eLSC dar,
das die wichtigsten in dieser Arbeit verwendeten Elemente enthält. Die beiden Le-
benslinien symbolisieren die kommunizierenden Instanzen Road Side Unit (RSU),
die eine Mautbrücke darstellen kann, und ein Fahrzeug (Vehicle).
Die Vorbedingung, die in einem Prechart modelliert ist, erwartet einen asyn-
chronen Nachrichtenaustausch zur Initialisierung der Kommunikation zwischen
RSU und Fahrzeug. Anschließend an diese Kommunikation wird das über die In-
itializationResponse-Nachricht als Parameter übermittelte Protokoll überprüft, ob
für die weitere Kommunikation das CARDME-Protokoll verwendet wird. Ist dies
der Fall, gilt im Folgenden die im Mainchart modellierte Signatur. Ansonsten wird
die Überwachung des eLSCs abgebrochen (terminiert).
Im Mainchart wird zunächst ein notwendiger durch zwei heiße asynchrone
Nachrichten modellierter Nachrichtenaustausch der Präsentationsphase erwartet.
Darauf folgend ist eine Zuweisung mit dem Ausdruck vehicleclass = pr.vc mo-
delliert, der den mit der PresentationResponse-Nachricht übermittelten Parameter-
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Live Sequence Chart CARDME 
Vehicle RSU 
ir.Protocol == "CARDME" 
ignore 



















Abbildung 3.1: Das CARDME-Protokoll als Universal-Chart der eLSCs
Die RSU kann dann eine Quittung (Receipt) an das Fahrzeug schicken oder
gleich mit einem ClosingRequest die Kommunikation beenden. Die Receipt-Nach-
richt ist als kalte Nachricht modelliert und hierdurch optional.
Während der Überwachung des Maincharts sind die beiden zusätzlichen Ig-
nore- und Forbidden-Charts aktiv. Das Ignore-Chart bewirkt, dass die Initialisa-
tionResponse-Nachricht im Hauptteil der Signatur ignoriert wird. Die Implemen-
tierung der RSU sollte diese Nachrichten zu diesem Zeitpunkt der Kommunika-
tion ebenfalls ignorieren. Falls jedoch eine Antwort der RSU auf diese Nachricht
gesendet wird, ist dies ein Fehler und die Signatur ist fehlgeschlagen (failed).
Tabelle 3.1 zeigt eine Auflistung der Modellierungselemente der durch Harel
eingeführten LSCs mit Beschreibung ihrer Bedeutung. Die erweiterten LSCs füh-
ren weitere Modellierungselemente (Tabelle 3.2) ein und passen die Semantik der
LSCs an, sodass sie für die Überwachung einsetzbar sind. Diese semantischen
Anpassungen können in [Pat14] genauer nachgelesen werden. In den in dieser
Arbeit folgenden Beispielen, die in der eLSC-Sprache modelliert sind, wird die
Semantik direkt an den verwendeten Beispielen erläutert.
Zusätzlich werden eLSCs als Use- bzw. Misusecase eingeordnet. Hierdurch ist
eine Unterscheidung durch die Einordnung der eLSCs und nicht wie bei den LSCs
durch einen negativen Ausgang der Signatur gegeben. Negative Signaturen unter-
scheiden sich somit nicht nur durch eine zu „false“ auszuwertende Bedingung am
Ende des LSCs, sondern sind direkt als solche markiert. Ein als Misusecase mar-
kiertes eLSCs gilt in Gegensatz zu einem Usecase bei erfolgreicher Überwachung
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Element Beschreibung
Lebenslinien Lebenslinien stellen Kommunikationspartner dar, zwischen denen Nachrichten
verschickt werden.
Prechart Ein Prechart markiert den Bereich, in dem die modellierte Signatur eine Vorbe-
dingung ist.
Mainchart Das Mainchart ist der Hauptteil der Signatur und muss erfüllt werden, wenn
das Prechart vorher erfüllt wurde.
Subchart Ein Subchart dient der Synchronisierung von Abläufen auf mehreren Lebensli-
nien und kapselt somit Teile der Signatur.
Schleife Eine Schleife ist ein spezieller Subcharttyp. Sie erlaubt eine Multiplizität (z. B.
0..*, 3..5 oder 5) zu definieren, die angibt, wie oft der Inhalt der Schleife auftreten
muss bzw. darf.
Nachrichten Nachrichten werden entweder zwischen verschiedenen Lebenslinien oder auf
der eigenen Lebenslinie modelliert. Bei Nachrichten wird wie in MSCs zwischen
synchronen und asynchronen Nachrichten unterschieden. Während asynchro-
ne Nachrichten ein Sendeereignis und ein darauf folgendes getrenntes Emp-
fangsereignis ausdrücken, fallen bei einer synchronen Nachricht Sende- und
Empfangsereignis zusammen.
Zuweisungen Zuweisungen sind Ausdrücke, die es erlauben Berechnungen auf Variablen aus-
zuführen und das Ergebnis auf einer Variablen zu speichern.
Bedingungen Bedingungen enthalten logische Ausdrücke (Prädikate), die zu wahr oder falsch
evaluieren.
Forbidden-Chart Das Forbidden-Chart wird dem LSC selbst oder einem der Charts zugeordnet.
Es beschreibt Muster, die während der Ausführung bzw. Überwachung des ent-
sprechenden Bereichs der Signatur nicht auftreten dürfen.
Tabelle 3.1: Syntaktische Elemente der Live Sequence Charts
3.1.2 MUC-Sprache
Zur Strukturierung der Signaturen in der eLSC-Sprache bietet die MBSecMonSL
eine auf Usecasediagrammen basierende Misusecase-Sprache (MUC-Sprache) an.
Die MUC-Sprache unterscheidet zwischen Usecases (UC) und Misusecases (MUC).
Während Usecases positive Szenarien beschreiben, die in der zu überwachenden
Kommunikation auftreten dürfen, beschreiben Misusecases nicht erlaubte Abläu-
fe bzw. Angriffe auf das System.
Abbildung 3.2 zeigt eine auch im weiteren Verlauf der Arbeit wieder aufge-
griffene und dort detaillierter beschriebene Strukturierung von Signaturen in der
MUC-Sprache. Diese Strukturierung besteht aus insgesamt fünf Anwendungsfäl-
len (Cases) und fünf Beziehungen zwischen diesen. Die Anwendungsfälle werden
durch eLSCs detaillierter beschrieben. Das im vorherigen Abschnitt vorgestellte
eLSC (Abb. 3.1) ist in einer erweiterten Form eine Signatur im Usecase CARDME.
Der Usecase CARDME beschreibt das allgemeine Kommunikationsprotokoll
des CARDME-Standards. Durch die «extend»-Beziehung und den UC CARDME
Parking wird eine Alternative zu einem Teil der Signatur beschrieben, der sich
beim Einsatz des Protokolls in einem Parksystem von der Signatur in dem UC
CARDME unterscheidet. Die «include»-Beziehung ermöglicht die Auslagerung
von Teilen der Signatur und damit auch die Wiederverwendung dieser Teile in
anderen UCs. Hier ist ein generischer Teil des Protokolls der die Nachverfol-
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Element Beschreibung
Referenzfragment Das Referenzfragment ist wie in MSCs ein Subchart, das andere LSCs referen-
ziert. Hierdurch können Teilsignaturen in ein LSC eingefügt und somit wieder-
verwendet werden.
Par-Fragment Das Par-Fragment besitzt beliebig viele orthogonaler Regionen, die es erlauben
parallel auftretende Ereignisabfolgen zu überwachen. Hierbei müssen erst alle in
den Regionen spezifizierten Muster beendet sein, bevor das Subchart verlassen
wird.
Ignore-Chart Das Ignore-Chart ist ähnlich zum Forbidden-Chart definiert. Im Gegensatz zum
Forbidden-Chart beschreibt es Nachrichten, die während der Überwachung
ignoriert werden.
Tabelle 3.2: Zusätzliche syntaktische Elemente der erweiterten Live Sequence Charts



























Usecase Misusecase ausführbarer Usecase 
Beziehung 
Abbildung 3.2: Beispiel für eine Misusecase-Strukturierung in der MBSecMon-Sprache
CARDME-Protokolls werden InitializationRequest-Nachrichten in der Hauptsigna-
tur ignoriert. Der Misusecase DoS Attack, der mit dem UC über eine «threat-
en»-Beziehung verknüpft ist, überwacht die Frequenz dieser Nachrichten und
meldet einen Angriff, wenn diese Frequenz eine Schwelle überschreitet. Falls dies
geschieht, wird der UC Close Connection, der über eine «mitigate»-Beziehung mit
dem MUC verbunden ist, ausgeführt.
Erweiterungspunkte (engl. extension points), die Elementen wie gesamten eLSCs
oder den Charts der LSCs zugeordnet werden, erlauben über die Beziehungen
Bereiche der Signaturen, in denen eine Teilsignatur überwacht werden soll, zu
definieren. Die «threaten»-Beziehung ist mit dem Erweiterungspunkt mit dem
Namen „DuringMainchart“ verknüpft, der an das Mainchart des eLSCs CARDME
im UC CARDME zugeordnet ist.
Die in den LSCs notwendige Kategorisierung in Use- und Misusecases ist durch
die Verwendung der MUC-Sprache nicht mehr notwendig, da die Zuordnung der
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3.2 Zustandstransitionssysteme
Zustandstransitionssysteme werden u. a. zur Beschreibung und Verifikation von
zustandsbasierten Systemen in der Informatik eingesetzt. Sie bestehen aus einer
Menge an Zuständen und Transitionen, die die Übergänge zwischen Zuständen
beschreiben. Den Transitionen kann eine Beschriftung (engl. label) aus einer Menge
an Beschriftungen zugeordnet sein, die auch an mehreren Transitionen vorkom-
men kann.
Weder die Anzahl an Zuständen, noch die Anzahl der Transitionen müssen
hierbei beschränkt sein. Zustandstransitionssysteme können als gerichtete Gra-
phen dargestellt werden. Zu dieser Kategorie gehören u. a. Endliche Automaten,
UML2 State Machines und Petrinetze, die im Folgenden vorgestellt werden. Diese
Formalismen besitzen einen unterschiedlichen Umfang an Modellierungskonzep-
ten in Bezug auf die Modellierung von parallelem Systemverhalten.
3.2.1 Endliche Automaten
Zu der Kategorie der Zustandstransitionssysteme gehören unter anderem auch
die Endlichen Automaten [Sam08]. Sie besitzen in Gegensatz zu Zustandstransiti-
onssystemen spezielle Start- und Endplätze, die den Beginn bzw. das Ende eines
Automaten repräsentieren. Ein flacher Endlicher Automat besteht grundlegend
aus Zuständen, Transitionen und Aktionen.
Ein System besitzt verschiedene Zustände, wenn es sich in verschiedenen Situa-
tionen auf dieselben Eingaben unterschiedlich verhält. Funktionen, die unabhän-
gig von vorherigen Eingaben immer dasselbe Ergebnis zurückliefern, sind dage-
gen nicht zustandsbehaftet. Endliche Automaten (engl. finite state machines) (FSMs)
eignen sich, um zustandsbehaftete Systeme abzubilden. Ein Endlicher Automat
kann nur eine endliche Anzahl an verschiedenen Zuständen einnehmen. Jeder-
zeit ist immer genau ein Zustand aktiv. Wenn ein System in einem Zustand ist,
reagiert es nur auf Teile der möglichen Eingaben, liefert vom Zustand abhängige
Ausgaben zurück und wechselt durch Eingaben in neue Zustände.
Ein Zustand bildet in einer vom eigentlichen System abstrahierten Form die
Folge der vorausgegangenen Ereignisse und damit relevanten Aspekte des Sys-
temzustands ab.
Ein Zustand modelliert eine Situation während der einige (normaler-
weise implizite) invariante Bedingungen gelten. Die Invariante kann
eine statische Situation wie ein Objekt, das auf das Auftreten eines ex-
ternen Ereignisses wartet, repräsentieren. Des Weiteren kann ein Zu-
stand dynamische Bedingungen modellieren, wie dass der Prozess ein
bestimmtes Verhalten ausführt. [OMG11]
Übergänge zwischen Zuständen werden durch Transitionen modelliert, die an-
notiert sein können. Im einfachsten Fall sind dies Bedingungen, die sich auf Sys-
temvariablen beziehen. Sind diese erfüllt, findet ein Übergang von Quell- zum
Zielzustand statt. Zusätzlich hierzu können Ereignisse an den Transitionen als

















Wenn eine Eingabe verarbeitet wird, kann der Automat mit einer Aktion reagie-
ren, die z. B. eine Variable inkrementiert.
Beispiel Flacher endlicher Zustandsautomat eines Mautbrückenmoduls
Abbildung 3.3 zeigt die Betriebszustände des Mautbrückenmoduls im Fahr-
zeug als Endlicher Automat. Der Automat startet im Startzustand und wech-
selt sobald das Modul gestartet wird den Zustand, der das Starten des Systems
darstellt. Sobald das Modul hochgefahren ist (started), wechselt es in den Be-
triebszustand, in dem es senden kann (send). Wird es abgeschaltet (ignitionOff ),
wechselt der Automat wieder in seinen Startzustand.
started 
Zustand Zustandsübergang 




Abbildung 3.3: Endlicher Automat des Mautbrückenmoduls im Fahrzeug
Grundsätzlich existieren zwei von ihrer Ausdrucksstärke identische Ausprä-
gungen der Endlichen Automaten. Bei Mealy-Automaten hängt die Ausgabe vom
aktuell aktiven Zustand und der aktuellen Eingabe ab. Im Gegensatz hierzu hängt
die Ausgabe des Moore-Automaten ausschließlich von den verlassenen und be-
tretenen Zuständen ab. Die genutzte Transition ist für die Ausgabe unerheblich.
Parallele oder nebenläufige Aktivitäten eines Systems führen bei Abbildung
auf einen flachen Endlichen Automaten zu einer exponentiellen Zunahme an zu
modellierenden Zuständen.
3.2.2 Zustandsautomaten der UML2
Die Zustandsautomaten (engl. State Machines) der UML2 [OMG11] sind eine ob-
jektorientierte Variante der Statecharts von Harel [Har87]. Neben vielen neuen
Modellierungselementen werden zusätzlich zu den flachen Endlichen Automaten
in den UML2-Zustandsautomaten Konzepte zur Hierarchisierung (eingebettete
Zustände) und zur Modellierung von Parallelität (orthogonale Regionen) einge-
führt. Die Zustandsautomaten der UML2 vereinen die Eigenschaften von Mealy-
und Moore-Automaten und bieten hierdurch Aktionen, die auf dem Zustand des
Systems und der aktuellen Eingabe basieren, sowie Entry- und Exit-Aktionen der
Zustände. Hierbei wird zwischen Protocol und Behavioral State Machines unter-
schieden, die für verschiedene Einsatzgebiete vorgesehen sind. Protocol State Ma-
chines beschreiben legale Einsatzszenarien für Protokolle und dienen der Über-
wachung der Einhaltung. Behavioral State Machines sind dagegen für die Model-
lierung des Verhaltens einer Instanz des Systems vorgesehen.
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Das Konzept der orthogonalen Regionen erweitert die Endlichen Automaten
(FSMs) um ein Konzept zur Modellierung paralleler Abläufe. Hierdurch wird die
Übersichtlichkeit der Spezifikation erhöht und dem exponentiellen Zuwachs an
Zuständen entgegengewirkt. Jedoch hat dieses Konzept auch Einschränkungen.
Orthogonale Regionen müssen immer vollständig verlassen werden, da nur ein
Zustand in UML2-Zustandsautomaten auf einmal aktiv sein kann.
Beispiel UML2-Zustandsautomat der Kommunikationsmodule eines Fahrzeugs
In Abbildung 3.4 ist ein kleines Beispiel eines UML2-Zustandsautomaten zu
sehen. Dieser abstrahiert die Betriebszustände zweier Steuergeräte, die für die
Kommunikation mit außerhalb des Fahrzeugs befindlichen Einheiten zuständig
sind. Nachdem ein WakeUp-Signal an die beiden Steuergeräte gesendet wurde,
starten diese nebenläufig zueinander. Dies ist durch einen Zustand mit den zu-
einander orthogonalen Regionen TB_Module_Start und Enterprise_Module_Start
modelliert. Wird die Zündung während der Initialisierungsphase abgeschaltet
([IgnitionOff]), wird der Automat beendet. Haben hingegen beide Zustands-
automaten in den orthogonalen Regionen den Endzustand erreicht, wird der
übergeordnete Initialisierungszustand verlassen und der Zustand Ready aktiv.
In diesem Zustand kann beliebig gesendet werden (send). Wenn die Zündung
abgeschaltet wird ([IgnitionOff]) beendet sich der Automat.














Abbildung 3.4: UML2-Zustandsautomat der Kommunikationsmodule im Fahrzeug
3.2.3 Petrinetze
Petrinetze wurden 1962 zum ersten Mal in der Dissertation von Carl Adam Petri,
die am Fachbereich Mathematik und Physik der Technischen Universität Darm-
stadt eingereicht wurde, veröffentlicht und in [Pet62] vorgestellt. Das erste Ein-
satzgebiet der Petrinetze war die Beschreibung chemischer Prozesse. Die Erfor-
schung und Erweiterung der Petrinetze fand größtenteils in Deutschland und
Europa statt. Einen Überblick über die Entwicklung und die Einsatzgebiete von

















Petrinetze sind ein grafisches und mathematisches Werkzeug, das durch seine
Allgemeinheit in den verschiedensten Einsatzgebieten anwendbar ist. Es dient der
Modellierung und der Analyse von Systemen, bei denen parallele oder nebenläu-
fige Aktivitäten beschrieben werden müssen. Einsatzgebiete sind unter anderem
die Modellierung und Analyse von Kommunikationsprotokollen, verteilten Syste-
men, parallelen oder nebenläufigen Programmen, programmierbarer Logik, aber
auch formaler Sprachen.
Der größte Schwachpunkt der Petrinetze ist das Komplexitätsproblem, das bei
der Analyse von Petrinetzen auftritt. Selbst für nicht sehr große Systeme tendieren
Petrinetze zu groß für die Analyse zu werden. Dem kann durch Einschränkungen
der Modellierungsfreiheiten, angepasst auf das zu lösende Problem, entgegenge-
wirkt werden.
In Kapitel 5 werden die Place/Transition-Netze [DR98] als Grundlage für die
formale Definition der Monitor-Petrinetze genutzt. Sie bieten eine grafische No-
tation für schrittweise Prozesse mit Entscheidung (Choice), Iteration und neben-
läufiger Ausführung. Im Folgenden werden die Grundbegriffe der Petrinetze in-
formell eingeführt.
Statische Elemente: Abbildung 3.5 zeigt ein einfaches Place/Transition-Netz.






Abbildung 3.5: Grundlegendes Petrinetz
Definition 7 (Plätze). Plätze werden durch Kreise oder Ellipsen dargestellt. Sie mo-
dellieren passive Komponenten und können Dinge enthalten und dadurch sich in einem
Zustand befinden.
Definition 8 (Transitionen). Transitionen werden durch Quadrate oder Rechtecke sym-
bolisiert. Sie modellieren aktive Komponenten und können Dinge erzeugen, verbrauchen
und transportieren.
Definition 9 (Kanten). Plätze und Transitionen werden durch gerichtete Kanten, die
grafisch als Pfeil dargestellt werden, verbunden. Sie modellieren abstrakte Beziehungen
zwischen Komponenten.
Die statischen Elemente werden zu einem Netz zusammengefügt und beschrei-
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Definition 10 (Netzstruktur). Plätze werden durch gerichtete Kanten mit Transitionen
verbunden und umgekehrt. Plätze bzw. Transitionen direkt miteinander zu verbinden ist





Abbildung 3.6: Vor- und Nachbereich einer Transition bzw. eines Platzes
Abbildung 3.6 a) zeigt anhand eines Teilnetzes den Vor- und den Nachbereich
einer Transition, und Abbildung 3.6 b) den Vor- und Nachbereich eines Platzes.
Hierbei befindet sich im Vor- und Nachbereich einer Transition eine Menge von
Plätzen und in dem eines Platzes eine Menge von Transitionen. Der Vor- und
Nachbereich einer Transition bzw. eines Platzes ist dabei folgendermaßen defi-
niert:
Definition 11 (Vorbereich/Nachbereich). Als Vorbereich einer Komponente versteht
man alle Komponenten, die durch eine in die Komponente eingehende Kante mit dieser
verbunden sind. Zum Nachbereich einer Komponente gehören entsprechend alle durch eine
ausgehende Kante verbundenen Komponenten. Hierbei sind die Mengen nicht zwingend
disjunkt.
Dynamische Elemente: Neben diesen statischen Elementen besitzen Petrinet-
ze auch dynamische Elemente. Diese dienen zur Darstellung des Zustandes des
Netzes und beschreiben, wie sich dieser verändern kann.
In Abbildung 3.5 ist die Anfangsmarkierung durch ein Token im linken Platz
als runder gefüllter Kreis dargestellt. Die hier betrachteten Petrinetze besitzen
nur abstrakte Token, die keinen Typ besitzen. Allgemein können sich in Petrinet-
zen [Rei10] hingegen verschiedene Typen von Token in einem Netz befinden, die
von Transitionen unterschiedlich behandelt werden.
Definition 12 (Token). Token (Marken) sind dynamische Elemente eines Petrinetzes
und werden durch Symbole in den Plätzen dargestellt. Sie repräsentieren Elemente der
realen Welt und können entweder einen Typ besitzen oder auch abstrakt sein.
Die sich in einem Netz befindenden Token bilden zusammen die Markierung,

















Definition 13 (Markierungen). Markierungen sind eine Verteilung von Token auf die
Plätze eines Netzes. Die Markierung repräsentiert dabei den aktuellen Zustand des durch
das Petrinetz modellierten Systems.
Für die Zustandsänderung des Netzes können Transitionen unter gewissen Be-
dingungen schalten.
Definition 14 (Schritte). Eine Transition wird aktiviert, wenn alle Plätze in ihrem Vor-









In Abbildung 3.7 ist ein einfaches Petrinetz mit Kantenbeschriftungen zu sehen.
Definition 15 (Kantenbeschriftung). Die Kantenbeschriftungen geben an, wie viele
Token in den Plätzen des Vorbereichs der Transition liegen müssen, damit diese aktiviert
wird. An ausgehenden Kanten zeigt sie an, wie viele Token beim Schalten der Transition
in den nachfolgenden Plätzen erzeugt werden.
Das Petrinetz kann in diesem Fall einmal schalten, da genügend Token auf den
Plätzen im Vorbereich der Transition liegen. Aus dem oberen Platz im Vorbereich
werden zwei Token und aus dem unteren wird ein Token entfernt. Im Platz des
Nachbereichs der Transition wird ein Token erzeugt. Sind keine Kantenbeschrif-
tungen angegeben, wird beim Schalten einer Transition immer nur ein Token pro
Platz gelöscht bzw. erzeugt. Diese Kantenbeschriftungen können neben der An-
zahl der Token auch den Typ der gelöschten bzw. der erzeugte Token definieren.
Zusätzlich zu den Kantenbeschriftungen kann durch das Festlegen von Platz-
kapazitäten eine Höchstgrenze für bestimmte Plätze spezifiziert werden.
Definition 16 (Kapazitäten von Plätzen). Kapazitäten legen in Petrinetzen fest, wie
viele Token in einem Platz gleichzeitig liegen können. Würde diese Grenze durch Schalten
einer Transition verletzt werden, führt dies dazu, dass sie nicht aktiviert ist und somit die
Transition nicht schalten kann.
Abbildung 3.8 stellt ein Beispielnetz dar, in dem der untere Platz im Nachbe-
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Kapazität: 2 







Abbildung 3.9: Petrinetz der Kommunikationsmodule im Fahrzeug
Transition, da die Plätze im Vorbereich belegt sind, schalten. Hier verhindert nun
der Platz mit Kapazität, dass die Transition aktiviert wird, da auf ihm schon zwei
Token liegen und damit beim Schalten die Kapazität verletzt würde.
Abbildung 3.9 zeigt das im vorherigen Abschnitt für einen UML2-Zustandsau-
tomaten eingeführte Beispiel der Betriebszustände zweier Steuergeräte. Das wäh-
rend der Initialisierung mögliche Abschalten der Zündung wurde in diesen Fall
nicht mit modelliert, da Transitionen für alle Kombinationen der Zustände wäh-
rend des Hochfahrens der Komponenten modelliert werden müssten. Dieses Ab-
räumen des Netzes kann die Anzahl der zu modellierenden Transitionen deutlich
erhöhen und die Übersicht verschlechtern. Die parallel ablaufenden Stränge sind
in einem Petrinetz unabhängig und werden erst an Ende wieder synchronisiert.
Hierdurch lassen sich auch beliebig verschachtelte Abläufe modellieren.
Nichtdeterminismus in Petrinetzen: Bei der Ausführung von PNs mit abstrak-
ten Token und ohne Kantenbeschriftungen gilt Folgendes: Eine Transition kann
schalten, wenn alle Plätze im Vorbereich der Transition belegt sind. Können in
einem Schritt mehrere Transitionen schalten, wird eine der Transitionen nichtde-
terministisch ausgewählt. Somit schaltet in jedem Schritt genau eine Transition.
Abbildung 3.10 zeigt die einfachste Version eines solchen Konflikts (Verzwei-
gungskonflikt). In diesem Beispiel sind beide Transitionen aktiviert und könnten
schalten. Da beide Transitionen sich einen Platz in ihrem Vorbereich teilen, kann,
wenn eine der beiden schaltet, die andere nicht mehr schalten. Eine zweite Art
des Konflikts, der Wettbewerbskonflikt, kann in Petrinetzen, in denen die Plätze
Kapazitäten besitzen, auftreten. Wenn ein gemeinsamer Platz im Nachbereich der
Transitionen eine obere Grenze besitzt, kann es vorkommen, dass nur eine Tran-
sition der beiden schalten kann, da die Kapazität mit dem Schalten der anderen
Transition überschritten würde. Diese Eigenschaften der Petrinetze führen zu ei-
nem möglichen nichtdeterministischen Verhalten. Dieser Nichtdeterminismus gilt
ebenfalls für Petrinetze mit Kantenbeschriftungen und symbolischen Token. Die
Free-Choice-Netze genannte Variante der Petrinetze schließt die Konstruktion von
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Abbildung 3.10: Verzweigungskonflikt in einem Petrinetz
Analysen in Petrinetzen: Im Gegensatz zu anderen Industriestandards wie den
UML-Aktivitätsdiagrammen, der Business Process Modeling Notation (BPMN)
und der Event-driven Process Chain (EPC) besitzen Petrinetze eine sehr stark ent-
wickelte mathematische Theorie. Diese mathematische Basis erlaubt eine Vielzahl
von Analysen. Viele dieser Analysen auf Petrinetzen basieren auf dem Konzept
des Markierungsgraphen.
Definition 17 (Markierungsgraph). Ein Markierungsgraph bildet die möglichen Zu-
stände (Markierungen) eines Petrinetzes (PN) ab. Er wird aus der Anfangsmarkierung
des PNs gewonnen, indem Transitionen, die aktiviert sind, geschaltet werden und die ent-
stehende Markierung des PNs als Knoten in einem gerichteten Graphen gespeichert wird.
Die schaltende Transition, die den Übergang von der vorherigen zur aktuellen Markie-
rung auslöst, wird an den Kanten des Markierungsgraphen annotiert. Hierbei werden alle
Pfade durch das Petrinetz genommen.
Markierungsgraphen können nur für beschränkte Netze, d. h., es existiert ei-
ne obere Schranke für die Anzahl der Token im Netz, berechnet werden. Selbst
bei diesen Netzen wächst die Anzahl der Markierungen im Markierungsgraphen
exponentiell mit der Größe des Netzes (Plätze und Transitionen) an. Dieses Phä-
nomen wird Zustandsraumexplosion genannt. Bei unbeschränkten Netzen wird
die Technik des Überdeckungsgraphen angewendet, bei der jeder Zustand, un-
abhängig von der Anzahl der Token in den Plätzen, nur einmal im Graphen
erfasst wird. Hierzu werden regelmäßige sich wiederholende endliche Teilgra-
phen zusammengeführt. Obwohl diese Technik nicht bei jeder Anwendung auf
ein Petrinetz identische Graphen produziert, sind diese für die auf den Markie-
rungsgraphen aufsetzenden Analysen gleichwertig. Diese Techniken erlauben die
Analyse von Petrinetzen auf Eigenschaften wie Lebendigkeit, Terminierung und
Beschränktheit.
3.3 Modellgetriebene Entwicklung
Der in dieser Arbeit beschriebene MBSecMon-Entwicklungsprozess orientiert sich
an dem Konzept der modellgetriebenen Softwareentwicklung. Modellgetriebene
Entwicklung (engl. Model-Driven Engineering) (MDE) bezeichnet einen Prozess, der
es unterstützt aus formalen Spezifikationen (Modellen) lauffähige Software zu ge-
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nicht immer erreichbare Abstraktion des zu modellierenden Problems zu erzie-
len. Hierzu werden domänenspezifische Sprachen (engl. Domain Specific Languages)
(DSL) entwickelt, die eine passende Abstraktion des zu beschreibenden Problems
darstellen. Aus den in diesen DSLs verfassten Beschreibungen wird automatisch
entweder der lauffähige Code erzeugt oder das Modell interpretiert.
Durch den höheren Abstraktionsgrad der DSLs gegenüber von Code wird ei-
ne einfachere Verständlichkeit der Spezifikation erzielt. Die Entwicklung der DSL
und die Bereitstellung einer Werkzeugkette für die Generierung des Codes führt
jedoch zu einem erhöhten Initialaufwand gegenüber der klassischen Programmie-
rung. Ziel ist es, durch Wiederverwendung der Modelle, eine vereinfachte Test-
fallerstellung und bessere Wartbarkeit der Modelle eine mindestens gleichwertige
wenn nicht höhere Qualität des Softwareprodukts bei mindestens gleichbleiben-
der Gesamtproduktivität zu erreichen.
3.3.1 Model Driven Architecture
Die Model Driven Architecture (MDA)1 ist eine Umsetzung des MDE der OMG.
Grundidee der MDA ist die Generierung von Software aus einem Modell, das
in klar getrennte Schichten aufgeteilt ist. Das Modell wird in der MDA in fol-
gende vier Schichten aufgeteilt, die von einem sehr abstrakten Modell bis zum
Codemodell reichen.
Computation Independent Model (CIM) Das CIM beschreibt Anforde-
rungen an das System und ist unabhängig von der Realisierung dieser Anfor-
derungen sowie von der Zielsprache und der Zielplattform des zu entwickelnden
Systems. Als Sprache können hierfür in der UML z. B. Usecase-Diagramme oder
Interaktionsdiagramme eingesetzt werden.
Platform Independent Model (PIM) Das PIM beschreibt das zu entwi-
ckelnde System, zeigt jedoch keine Details der Plattform auf dem das System
eingesetzt wird.
Platform Specific Model (PSM) Das PSM beschreibt dasselbe System wie
das PIM. Es enthält zusätzlich Informationen, die festlegen, wie das System die
Zielplattform nutzt.
Codemodell Das Codemodell ist eine Repräsentation des PSM in einer Ziel-
sprache wie Java oder C, die auf der Zielplattform lauffähig ist.
Grundsätzlich wird in der MDA das auf der höheren Abstraktionsebene liegen-
de Modell mit genaueren Informationen angereichert, um das darunterliegende
weniger abstrakte Modell zu erhalten. Die Abbildung einer Schicht auf die darun-
terliegende Schicht soll möglichst durch eine automatische Transformation statt-
finden und rückführbar sein. Hierbei werden Elemente des Modells auf Elemente
des darunterliegenden Modells abgebildet. Der Übergang von PSM zu Code fin-
det durch eine Codegenerierung statt. Eine Möglichkeit der direkten Codegene-
rierung aus einem PIM ohne die Verwendung eines PSM ist in der MDA ebenfalls
vorgesehen.
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Beispiel Abstraktionsschichten der MDA am Beispiel des MBSecMon-Prozesses
Abbildung 3.11 zeigt die vorgestellten Abstraktionsschichten am Beispiel des
MBSecMon-Prozesses. Auf oberster Ebene (CIM) befindet sich eine Beschrei-
bung der durch die Signaturen zu erkennenden Fehler und Angriffe. Diese
werden z. B. durch umgangssprachliche Beschreibungen oder durch die MUC-
Sprache mit einfachen, abstrahierten eLSCs beschrieben.
Auf der PIM-Ebene befinden sich zwei verschiedene Modelle, die auseinan-
der hervorgehen. Das CIM wird soweit verfeinert, dass explizite Signaturen, die
sich für die automatische Weiterverarbeitung eignen, in der MBSecMon-Spra-
che, vorliegen. Diese werden dann durch eine Transformation in die explizitere
MPN-Repräsentation gebracht.
Auf Basis dieses MPN-Modells werden die Signaturen optimiert und Trans-
formationen durchgeführt, die die Signaturen an die Zielplattform anpassen.
Dies führt zu einem PSM. Zusätzlich kommen in diesem Schritt weitere platt-
formspezifische Informationen hinzu.
Als letzte Transformation werden die Signaturen mit den plattformspezi-
fischen Informationen in einen Monitor in Java, C oder VHDL überführt. Diese
Transformation ist eine Codegenerierung.
CIM Zu erkennende Fehler und Angriffe 
PSM MPN-Signaturen (optimiert) + 
plattformspezifische Information  








Abbildung 3.11: Abstraktionsschichten der MDA am Beispiel des MBSecMon-Prozesses
Die Sprachen MBSecMonSL und MPN, in der die Modelle der verschiedenen
Schichten beschrieben werden, werden durch Metamodelle definiert.
3.3.2 Metamodellierung
Die Metamodellierung bildet die Grundlage der modellgetriebenen Softwareent-
wicklung. Sie ist die Basis für die Definition domänenspezifischer Sprachen, die
Modelltransformation und die Werkzeugentwicklung.
Meta kommt aus dem Griechischen und beschreibt, dass sich etwas auf einer
höheren als der aktuellen Ebene befindet. Metamodelle sind damit als Modelle
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Modell M1 Signaturen in der MPN-Sprache 
Generierter Monitor (Code) 
Instanzen M0 Ausgeführter Monitor 
Metamodell M2 Monitor-Petrinetz-Sprachdefinition (MPN) 









Abbildung 3.12: Metaschichten-Architektur der OMG
ckelt, die mindestens vier Ebenen umfasst, die mit M0 bis M3 gekennzeichnet
sind.
Die Modellierung beschreibt eine Domäne mittels eines Modells. Für dieses
Modell wird eine Modellierungssprache benötigt, die eine festgelegte Syntax und
Semantik besitzt. Zur Beschreibung der Syntax und statischen Semantik dieser
Modellierungssprache selbst wird wiederum eine Sprache benötigt, die Meta-
modellierungssprache. Diese Metamodellierungssprache besitzt nun wieder eine
festgelegte Syntax und Semantik, die definiert werden muss. Zum Aufbrechen
dieses Zyklus wird eine Meta-Metamodellierungssprache benötigt, die durch sich
selbst beschrieben werden kann. Die OMG schlägt als Meta-Metamodellierungs-
sprache die Meta Object Facility (MOF) vor.
Abbildung 3.12 zeigt am Beispiel der MPN-Sprache die Metaschichten-Archi-
tektur der OMG. Im Gegensatz zu der OMG-Spezifikation wird in diesem Beispiel
wie auch in der Umsetzung der MPNs in dieser Arbeit Ecore [SBPM08], die die es-
senziellen Kernbeschreibungselemente der MOF enthält, als Metamodellierungs-
sprache eingesetzt. Als Meta-Metamodell der M3-Ebene wird die Sprache Ecore
verwendet. Mit dieser wird das Metamodell der MPN-Sprache (M2) beschrieben.
Mit der MPN-Sprache können dann Signaturen (M1) modelliert werden, aus de-
nen ausführbarer Code (M1) generiert wird. Die Instanzen der Monitore zur Lauf-
zeit überwachen das System (M0).
Beispiel MDA-Metaschichten am Beispiel der MPN-Sprache
Abbildung 3.13 zeigt am konkreten Beispiel die Metaebenen M1 bis M3 der ver-
einfachten MPN-Sprache. Auf der M3-Ebene ist die Metamodellierungssprache
Ecore zu finden. Dieser Kern der Ecore-Sprache besteht aus EClass, EAttribu-
te, EReference und EDataType. Alle diese Klassen sind wiederum Instanzen der
EClass. Die Klasse EClass repräsentiert eine Klasse von Instanzen. EAttribute
stellt Namen-Wert-Paare dar, die mit einer EClass verknüpft sind. Diese At-
tribute haben einen Typ, der durch die Klasse EDatatype repräsentiert wird.
Schließlich stellt EReference ein Ende einer Assoziation dar, die sich zwischen
zwei Klassen befindet. Die EReference kann eine Besitztbeziehung (engl. contain-
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ecore Ecore 
EClass 
+  name  :EString 
EAttribute 
+  name  :EString 
EReference 
+  containment  :EBoolean 









































name = "CARDME_Init" 
place1 / places : 
Place 
place2 / places : 
Place 
transition1 /  
transitions : 
Transition 
event = "init" 
placearc1 / arcs : 
PlaceArc 




Abbildung 3.13: Metaschichten am konkreten Beispiel der MPN-Sprache
zität zugewiesen, die festlegt, wie viele Instanzen der referenzierten Klasse auf
der darunterliegenden Ebene existieren dürfen. Die Instanzen der EAttributs
auf dieser Ebene, die in den Klassen EClass, EReference und EAttribute annotiert
sind, sind vom Typ EString bzw. EBoolean.
Basierend auf dieser Metamodellierungssprache kann nun auf der Ebene M2
das Metamodell der zu definierenden Sprache erstellt werden. Hier ist eine ver-
einfachte Version des MPN-Metamodells gezeigt. Die Klassen wie MPN, Place
und Transition sind Instanzen der Metaklasse EClass. Die Referenzen zwischen
den Klassen basieren auf der Metaklasse EReference und die Attribute in den
Klassen auf der Metaklasse EAttribute.
Ein MPN besitzt Transitionen und Plätze. Es existieren zwei Typen von Kan-
ten: PlaceArcs, die von Plätzen besessen werden, und TransitionArcs, die zu den
Transitionen gehören. Von einem Platz gehen PlaceArcs zu Transitionen und
TransitionArcs zeigen auf Plätze. An Transitionen sind Ereignisse (event) anno-
tiert und MPNs besitzen Namen. Beide sind vom Typ EAttribute und vom in
Ecore als EDataType definierten Typ EString.
Auf der Ebene M1 ist nun ein einfaches Petrinetz mit zwei Plätzen und einer
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MPN-Metamodells auf Ebene M2. Der Platz place1 ist über die Kante placearc1
mit der Transition transition1 verbunden. Die Verknüpfungen finden auf der
M1-Ebene über Links statt, die Instanzen der Referenzen der darüber liegenden
Ebene sind. Die Transition transition1 ist über die Kante transitionarc1 mit dem
zweiten Platz place2 verbunden. Alle Plätze und Transitionen sind über eine
Besitztbeziehung (Link mit dem Attribut containment auf „true“) mit dem MPN
verknüpft.
Bei der modellbasierten Entwicklung dient das Metamodell als Richtlinie wie
ein Modell auszusehen hat. Des Weiteren kann aus dieser Spezifikation ein Mo-
dell-Repository generiert werden, in dem Modelle gespeichert werden können.
Auf Basis dieser Modelle in den Repositories ist es dann möglich Modelltransfor-
mationen bzw. Codegenerierungen durchzuführen.
3.4 Aspektorientierte Programmierung
Aspektorientierte Programmierung (AOP) ist ein Programmparadigma für objekt-
orientierte Sprachen wie zum Beispiel Java, C++ und C#. Ziele von AOP sind eine
bessere Wartbarkeit und Wiederverwendung von Funktionalitäten durch stärkere
Modularisierung der Implementierung. AOP wurde in [KLM+97] für die Rea-
lisierung einer besseren Aufteilung querschnittlicher Belange vorgeschlagen. Es
dient der Auslagerung von Implementierungsteilen, die modulübergreifend ein-
gehalten werden müssen (Cross-Cutting Concern). Ein häufiger Einsatzzweck ist
hierbei die Umsetzung generischer Funktionen, wie zum Beispiel das Logging.
Diese müssten ansonsten als Methodenaufrufe an vielen Stellen manuell in den
Quelltext eingebracht werden und können mit dieser Technik nun in einen Aspekt
ausgelagert werden. Zur Kompilierzeit werden diese in einem Aspekt gekapselten
Funktionalitäten automatisch in den Quelltext eingewoben. Es ist das Ziel einen
möglichst hohen Anteil des Overheads durch Vorberechnungen und angepasste
Intrumentierungen schon zu diesem Zeitpunkt zu verursachen, um den späteren
Laufzeitoverhead zu verringern.
Aspektorientierte Programmierung wird nicht direkt von jeder Sprache unter-
stützt. Auch die beispielhaft aufgeführten Programmiersprachen Java, C++ und
C# unterstützen diese nicht von sich aus, weshalb AOP durch Einbindung eines
Rahmenwerks hinzugefügt werden muss. Ein solches Rahmenwerk für Java ist
zum Beispiel AspectJ [KHH+01].
Im Folgenden wird auf die Benennung der Konzepte in AspectJ zurückgegrif-
fen, wobei diese sich in den Rahmenwerken für verschiedene Programmierspra-
chen unterscheiden können. Grundsätzlich existieren zwei Typen des Crosscut-
tings. Static Crosscutting beschreibt neue Operationen auf statischen Typen und
Dynamic Crosscutting definiert zusätzlich auszuführende Operationen an klar de-
finierten Punkten des Programms. Im Folgenden wird das in diese Arbeit einge-
setzte dynamische Crosscutting betrachtet.
Zur Umsetzung der aspektorientierten Programmierung in Java führt AspectJ
nur eine kleine Menge an neuen Konstrukten ein:
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Pointcuts sind ein Mittel zur Referenzierung von Mengen von Join Points und
bestimmten Werten an diesen Punkten.
Advices sind methodenähnliche Konstrukte zur Beschreibung von zusätzlichem
Verhalten an Join Points, die durch zugeordnete Pointcuts referenziert werden.
AspectJ unterstützt grundlegend die Advices before, after und around, die den
Zeitpunkt angeben, wann das Advice ausgeführt werden soll. Für das after-
Advice existieren zusätzlich noch die Spezialfälle after returning sowie after
throwing.
Aspects sind Einheiten modularer querschnittlicher Impementierungseinheiten,
die aus Join Points, Advices und normalem Javacode bestehen.
Beispiel Aspekt zur Übergabe von Ereignissen an einen Monitor
Im Folgenden ist ein kleines Beispielprogramm zu sehen, das aus je einer Me-
thode in der Klasse RSU zum Senden und zum Empfang einer Nachricht be-
steht.
public class RSU{
public void sendInitRequest(int reqno){
...
}





Die Methoden haben jeweils einen Parameter reqno bzw. respno der beim Auf-
ruf der Methoden gesetzt wird.
Jedes Mal wenn die Methode sendInitRequest aufgerufen wird, soll dem
Monitor das Ereignis initRequest mit dem übergebenen Parameterwert zur
Verarbeitung übergeben werden. Der folgende Aspekt in der Sprache AspectJ
übernimmt diese Aufgabe.
public aspect RSUMonitor{
pointcut monitorMethod(int reqno) : args(reqno) && calls(* *.RSU.
sendInitRequest(int));
//Advice
before(int reqno) : monitorMethod(reqno) {
monitor.dispatchEvent(" initRequest ", reqno);
}
}
Hierbei wird ein before-Advice, der den Monitor vor der Ausführung der be-
schriebenen Methode aufruft, verwendet. Der Advice besitzt den Parameter
reqno, der ihm vom Pointcut monitorMethod übergeben wird. Das Argument
wird im Pointcut über das args-Schlüsselwort aus dem Join Point dem be-
nutzerdefinierten Pointcut-Bezeichner monitorMethod übergeben. Der Pointcut
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RSU mit einem Parameter des Typs int. Der Rückgabewert der Methode und
die Paketstruktur der Klasse sind hierbei durch Wildcards (*) freigelassen.
Für objektorientierte Sprachen werden Aspekte häufig als Zielsprache bzw. Mo-
dellierungssprache für Monitore oder zur Integration von Monitoren in vorhan-
dene Programme verwendet. Das dynamische Crosscutting dieses Programmierpa-
radigmas wird u. a. in dieser Arbeit zur Einbindung von Monitoren in objekt-
orientierte Sprachen wie Java verwendet. Somit können die Instrumentierungen,
die der Einbindung der Monitore dienen, unabhängig vom zu überwachenden
Programm erstellt und gewartet werden.
3.5 Anforderungen an eine Zwischensprache für die Monitorge-
nerierung
Ziel dieser Arbeit ist die Definition einer universellen Zwischensprache zur Abbil-
dung von Spezifikationssprachen für Monitore, wie die MBSecMonSL, auf platt-
formspezifischen Monitoringcode. Eine Sprache, die in einem Prozess als allge-
meine Zwischenrepräsentation für verschiedene Spezifikationssprachen dienen
soll, muss die in diesem Abschnitt vorgestellten Anforderungen erfüllen.
Es gibt zwei Kategorien von Anforderungen, die für die Zwischensprache re-
levant sind. Zum einen sind das direkte Anforderungen an die Ausdrucksstärke
einer Signatursprache. Diese beschreiben, welche Mustertypen mit der Sprache
modelliert werden können und gelten auch für die Spezifikationssprachen. Zum
anderen sind es Anforderungen, die aus dem Einsatz als Zwischensprache in
einem Entwicklungsprozess für Monitore mit anschließender Codegenerierung
entstehen. Diese umfassen auch domänenspezifische Anforderungen, die sich aus
der Laufzeitüberwachung an sich und den Zielplattformen auf denen der Monitor
laufen soll ergeben.
Als erstes werden hier die Anforderungen der ersten Kategorie betrachtet. Sie
sind wie die Anforderungen der Event Description Language (EDL) [Sch04] an den
in [Mei04] veröffentlichten Anforderungen an eine Ereignisbeschreibungssprache
angelehnt. Da die im Prozess vorgesehene Modellierungssprache für Signaturen,
die erweiterten LSCs [PPS11], die folgenden Anforderungen erfüllen, müssen die-
se auch durch die Zwischensprache erfüllt werden. Folgende Anforderungen sind
somit an die Semantik einer Signatursprache zu stellen:
AS1) Sequenztypen
Sequenz Mehrere Ereignisse mit einer festen sequenziellen Ordnung
Konjunktion Mehrere Ereignisse/Ereignisabfolgen, die in beliebiger Rei-
henfolge auftreten können. Dabei enden die Abfolgen mit einem gemeinsa-
men Ereignis.
Negation Ein Ereignis bzw. eine Ereignisabfolge, die nicht auftreten darf.
Disjunktion Ein Ereignis bzw. eine Ereignisabfolge von mehreren mög-
lichen darf auftreten.
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AS2) Iterationstypen
Exakt Ein Muster muss n-mal auftreten.
Mindestens Ein Muster muss mindestens n-mal auftreten.
Höchstens Ein Muster darf höchstens n-mal auftreten.
AS3) Kontinuität
Kontinuierlich Jedes Ereignis, das auftritt, muss in der Signatur mo-
delliert sein. Dabei muss die spezifizierte Reihenfolge eingehalten werden.
Nicht-kontinuierlich Eine Signatur wird erkannt, wenn alle in ihr
modellierten Ereignisse in der richtigen Reihenfolge aufgetreten sind. Er-
eignisse, die zusätzlich zu den modellierten auftreten, werden ignoriert.
AS4) Nebenläufigkeit
Nicht-überlappend Zwei oder mehr Ereignissequenzen müssen nach-
einander auftreten. Sie dürfen keine Ereignisse während des Matchings tei-
len.
Überlappend Zwei oder mehr Ereignissequenzen dürfen sich während
des Matchings Ereignisse teilen. Hierdurch werden Ereignissequenzen ver-
schränkt überwacht.
AS5) Kontextbedingungen
Intra-Schritt-Bedingung Die Bedingung besteht aus einem einfachen
booleschen Ausdruck, der auf den Eigenschaften eines Ereignisses, zum
Zeitpunkt des Auftretens dieses Ereignisses, basiert.
Inter-Schritt-Bedingung Eine komplexe Bedingung zwischen Eigen-
schaften mehrerer Ereignisse.
AS6) Matching-Regeln
Erstes Das erste auftretende Ereignis eines Ereignistyps wird gebunden.
Letztes Das letzte Ereignis bei mehrfachem Auftreten eines Ereignistyps
wird gebunden.
Alle Jedes passende Auftreten eines Ereignistyps wird gebunden.
AS7) Konsum
Konsumierend In einer Signatur wird ein aufgetretenes Ereignis nur für
einen Match im modellierten Ereignismuster verwendet.
Nicht-konsumierend In einer Signatur wird ein aufgetretenes Ereignis
für alle möglichen Matches in einem Ereignismuster verwendet.
Diese Anforderungen an die Ausdrucksstärke einer Signatursprache müssen
auch von der Zwischensprache erfüllt werden, um alle beliebigen Signaturspra-
chen, die diese oder einen Teil dieser Sprachkonstrukte beinhalten, weiterverar-
beiten zu können. In [Pat14] wird durch die Abbildung auf die hier entwickelte





















































Abbildung 3.14: Quellen der Anforderungen
sind. Für die Anforderung AS1 (Simultan) gilt im Fall der MBSecMon-Sprache ein-
schränkend, dass eine Zeitspanne definiert wird, in der die Ereignisse als gleich-
zeitig angesehen werden. AS1 Konjunktion und AS4 Nebenläufigkeit unterscheiden
sich insoweit, dass eine Konjunktion zusätzlich eine Zusammenführung über ein
Ereignis am Ende der simultanen Abfolge verlangt.
Die Anforderungen der zweiten Kategorie, die aus dem Einsatzgebiet als Zwi-
schensprache in einem Monitorgenerierungsprozess entspringen, werden im Fol-
genden betrachtet. Hierbei spielen insbesondere der Monitorgenerierungsprozess,
der Einsatz der Sprache zur Spezifikation von Laufzeitmonitoren sowie die Anfor-
derungen der möglichen Zielplattformen und Programmiersprachen eine wichti-
ge Rolle.
Tabelle 3.3 zeigt die Kategorisierung der vorgestellten Anforderungen an die
Zwischensprache nach Ursprung im Prozess, der in Abbildung 3.14 dargestellt
ist. Hierbei entstehen viele der Anforderungen aus mehreren Schritten des Pro-
zesses der Monitorgenerierung. Der Schritt Modellierung steht hierbei für Eigen-
schaften der Signatur an sich in der Zwischensprache nach der Übersetzung aus
einer Spezifikationssprache oder der direkten Modellierung. Die Ausdrucksstär-
ke der Zwischensprache baut auf den Anforderungen aus der ersten Kategorie
der Anforderungen auf und konkretisiert diese auf die Anwendung im Generie-
rungsprozess für Monitore. Die Kategorie Generierung steht für die Übersetzung
einer Spezifikation in der Zwischensprache auf eine Zielplattform und in eine
Programmiersprache. Unter Ausführung sind Anforderungen zusammengefasst,
die von der Ausführung auf dem Zielsystem herrühren. Diese Ausführung kann
u. a. auf eingebetteten Systemen, auf Hardware oder durch einen Interpreter statt-
finden. Hierbei sind ein niedriger Speicherverbrauch und eine niedrige Laufzeit
des Monitors wichtige Kriterien.
Die aus diesen Aspekten abgeleiteten Anforderungen an eine Zwischensprache
basierend auf dem Prozess der Monitorgenerierung aus modellbasierten Spezifi-
kationen sind im Folgenden spezifiziert.
AP1) Formale Spezifikation der Syntax und Semantik: Zum Einsatz einer Sprache als
Zwischensprache in einem Monitorgenerierungsprozess muss diese formal
definiert sein. Die hierdurch festgelegte Ausführungssemantik verhindert
falsche Interpretation der Signaturen und erlaubt die Formalisierung der
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Anforderung Kategorie
Ausdrucksstärke Modellierung Generierung Ausführung
AP1 Formale Spezifikation x x x
AP2 Determ. Semantik x
AP3 Keine Zustandsr.-Expl. x
AP4 Effizient ausfürbar x
AP5 Parallele Kommun. x
AP6 Verschränkte Überw. x
AP7 Einfache Generierung x
AP8 Kompakte Repräsent. x x
AP9 Zeitaspekte x
AP10 Aufteilbarkeit x x
AP11 Bedingte Überwachung x x
AP12 Gegenmaßnahmen x x
AP13 Plattformunabh. x x
AP14 Erl. u. verb. Verhalten x
AP15 Deontische Bedingung x
AP16 Ereignisklassen x x
AP17 Lok./glob. Variablen x
Tabelle 3.3: Kategorisierung der Anforderungen an die Zwischensprache
AP2) Deterministische Ausführung/Semantik: Die Sprache sollte eine deterministi-
sche Auswertung der ihr übergebenen Ereignisse ermöglichen. Dies könnte
auch durch Einschränkungen der Modellierung gewährleistet werden, birgt
jedoch ein hohes Fehlerpotenzial, wenn diese nicht von sich aus determinis-
tisch ist. Eine nicht-deterministische Ausführung der Signaturen ist für das
Monitoring und die Ausführung von Gegenmaßnahmen nicht sinnvoll, da
die Entscheidungen durch das System selbst getroffen werden und Gegen-
maßnahmen keine zufälligen Entscheidungen beinhalten sollten.
AP3) Keine Zustandsraumexplosion: Da die Signaturen u. a. zur Codegenerierung
für eingebettete Systeme genutzt werden sollen, darf ihre Modellierung kei-
ne sehr großen Modelle erzeugen. Dies würde zu hohem Speicherbedarf für
die Speicherung des Monitoringcodes führen.
AP4) Effizient ausführbar: Die in der Zwischensprache repräsentierten Signaturen
werden zur Laufzeit eines Systems überwacht. Hierzu muss der generierte
Monitor parallel zum System ausgeführt werden, was zu einem Laufzeit-
overhead führt. Der als Zwischensprache verwendete Formalismus muss
effizient ausführbar sein, um den Overhead in einem zu überwachenden
System niedrig zu halten.
AP5) Abbildung paralleler zu überwachender Kommunikationen/Prozesse: Die Überwa-
chung vieler verschiedener Instanzen eines Teilsystems sollte schon in der






















52 modellierungssprachen für überwachungssysteme
AP6) Verschränkte Überwachungsversuche von Signaturen: Eine Signatur (besonders
Fehlverhalten) muss nicht nur sequenziell überwacht werden, sondern auch
verschränkt. Sequenzielle Überwachung bedeutet dabei, dass erst die Über-
wachung einer Signaturinstanz beendet sein muss, bevor diese erneut über-
wacht wird. Verschränkte Überwachung startet mit jedem Auftreten des ers-
ten in einer Signatur erwarteten Ereignisses einen neuen Überwachungsver-
such, während die vorherigen noch laufen. Hierdurch werden zueinander
verschränkt mehrere Überwachungsversuche durchgeführt.
AP7) Einfache Generierung von Code für verschiedene Plattformen: Die Zwischenspra-
che sollte eine möglichst einfache und explizite Syntax mit wenigen essenzi-
ellen Elementen und eine eindeutige Semantik besitzen. Durch wenige Kon-
zepte, die keine aufwendige Analyse ihrer impliziten Semantik erfordern,
kann eine einfache Codegenerierung für verschiedene Plattformen, umge-
setzt werden.
AP8) Kompakte Repräsentation der Quellspezifikation: Ziel der Zwischensprache muss
eine explizite aber dennoch kompakte Repräsentation verschiedener kom-
plexer Quellspezifikationen sein. Sie sollte in ihrer Semantik Konzepte be-
inhalten, die es erlauben den Umfang der Spezifikation zu reduzieren und
daraus folgend den Speicherbedarf des generierten Monitors bzw. der zu
interpretierenden Spezifikation möglichst klein zu halten.
AP9) Abbildung/Modellierung von konkreten Zeitaspekten: In der Zwischensprache
müssen zeitliche Aspekte modellierbar sein. Bei der Laufzeitüberwachung
von Signaturen müssen zeitliche Abbruchkriterien modelliert werden, da
ansonsten bei nicht auftretenden Ereignissen keine Entscheidung getroffen
werden kann, ob ein Fehler aufgetreten ist. Des Weiteren müssen häufig
auch zeitliche Aspekte, wie die Frequenz des Auftretens eines Ereignisses,
überwacht werden.
AP10) Aufteilbarkeit auf verschiedene Teilsysteme: Nicht in allen zu überwachenden
Systemen besteht die Möglichkeit einen zentralen Monitor einzusetzen. Sei
es durch eingeschränkte Verfügbarkeit der benötigten Ereignisse und Da-
ten oder durch einen geschützten Kommunikationskanal. Die modellierten
Monitore müssen deshalb ggf. zur Einsparung von Speicherplatz und zur
Reduzierung der Laufzeit auf die miteinander kommunizierenden Kompo-
nenten frei aufgeteilt werden. Bei der Generierung von Monitoren aus Spe-
zifikationssprachen, die die Unterscheidung zwischen verschiedenen Kom-
ponenten unterstützen, sollte in der Zwischensprache eine Aufteilung der
Signaturen in Teilmonitore vorgesehen werden, um eine verteilte Überwa-
chung zu unterstützen. Diese Teilmonitore sollten auch als Wrapper um
einzelne Komponenten einsetzbar sein.
AP11) Bedingte Überwachung: In Signaturspezifikationssprachen existieren häufig
Konzepte zur Formulierung von Vorbedingungen, die die Anwendbarkeit
einer Signatur einschränken. Erst wenn diese Vorbedingung erfüllt wurde,
muss der Rest der Signatur eingehalten werden. Diese bedingte Überwa-
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che abgedeckt werden können. Zur möglichst kompakten und laufzeiteffizi-
enten Repräsentation der Signaturen in einer Zwischensprache sind Bezie-
hungen zwischen Signaturen sinnvoll, die bestimmen zu welcher Zeit eine
Signatur auftreten kann und diese auch nur dann überwachen.
AP12) Ausführung von Gegenmaßnahmen (policy enforcement): Wenn durch den Mo-
nitor eine Abweichung zum erlaubten Ablauf oder ein modellierter Fehler
gefunden wurde, kann es notwendig sein eine Gegenmaßnahme durchzu-
führen, die das System wieder in einen sicheren Zustand versetzt. Die Zwi-
schensprache muss eine Modellierung von ausführbaren Gegenmaßnahmen
unterstützen. Diese sollten in der Zwischensprache selbst spezifiziert wer-
den können.
AP13) Plattform- und Sprachunabhängigkeit: Die Zwischensprache muss plattform-
und programmiersprachenunabhängig sein. Durch diese Eigenschaft kann
die Sprache universell in verschiedensten Generierungsprozessen für Mo-
nitore eingesetzt werden. Sie sollte weder von der Spezifikationssprache
noch von der Zielsprache/-pattform abhängig sein. Erst zur Generierungs-
zeit sollten zielplattformspezifische Informationen eingewoben werden.
AP14) Erlaubtes und verbotenes Verhalten: Die Zwischensprache muss die Model-
lierung von erlaubtem und verbotenem Verhalten unterstützen. Hierdurch
kann neben der Erkennung von Fehlverhalten, wie bei der klassischen signa-
turbasierten Überwachung stattfindet, auch eine Anomalieerkennung, die
auf positiven Signaturen basiert, durchgeführt werden. Durch die Beschrei-
bung von erlaubtem Verhalten werden auch Angriffe erkannt, die vorher
nicht bekannt sind. Die Reaktion darauf ist jedoch im Allgemeinen nicht
spezifisch möglich.
AP15) Abbildung von deontischen Bedingungen: Viele Ansätze verwenden nur klassi-
sche Aussagenlogik zur Formulierung von Signaturen. Eine Zwischenspra-
che, die eine möglichst große Anzahl verschiedener Spezifikationssprachen
repräsentieren soll, muss jedoch auch erweiterte Logiken wie deontische
Logik abbilden können. Die deontische Logik ergänzt die klassische Aussa-
genlogik durch Begriffe wie die Erlaubnis und die Verpflichtung zur For-
mulierung normativer Aussagen. Diese sind z. B. durch die Signatursprache
eLSC, die die Modallogik unterstützt, abgedeckt [SES07] und müssen auch
auf die Zwischensprache abbildbar sein.
AP16) Ereignisklassen zur abstrakteren Beschreibung von Szenarien und Zusammenfas-
sung von Ereignissen: Bei der Beschreibung von Angriffsszenarien können
viele bis auf die annotierten Ereignistypen identische Signaturen entstehen.
Zur effizienten Repräsentation solcher Signaturen in einer Zwischensprache
können diese durch abstraktere Signaturen mit allgemeinen Ereignisklassen
spezifiziert werden. Hierzu ist es nötig Ereignisse auch in Ereignisklassen
zu gruppieren. Dies führt zu weniger zueinander ähnlichen Signaturen, die
sich nur in den überwachten Ereignissen unterscheiden, und spart Speicher-
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AP17) Lokale und globale Variablen: Zur Unterstützung der Überwachung von Daten,
die durch Ereignisse übertragen werden und Berechnung von Werten, benö-
tigt die Zwischensprache ein Konzept zur Zwischenspeicherung von diesen
Daten zur Laufzeit. Diese Variablen müssen in Bedingungen zur Evaluation
des Monitorergebnisses herangezogen werden können. Hierbei muss zwi-
schen Variablen, die an eine Signaturinstanz gebunden sind und Variablen,
die global für eine Signatur gelten unterschieden werden können. Zusätz-
lich sind Variablen, die durch verschiedene Signaturen verwendet werden
können, wünschenswert.
Diese Anforderungen dienen als Ausgangspunkt für den Vergleich von ver-
wandten Arbeiten sowie der Entwicklung und Definition einer an die Laufzeit-


















V E RWA N D T E A R B E I T E N – Ü B E RWA C H U N G S T E C H N I K E N
F Ü R S Y S T E M E
In diesem Kapitel werden verwandte Arbeiten zum Thema Überwachungstechni-
ken behandelt. Hierbei werden Sprachen zur Spezifikation von Monitoren, Werk-
zeuge und Zwischensprachen, die zur Generierung und Beschreibung von Moni-
toren verwendet werden, betrachtet.
Bei der Überwachung von Systemen, unabhängig davon, ob es sich um „In-
trusion Detection“-Systeme oder um Laufzeitmonitore handelt, werden zu erken-
nende Muster als Signaturen in einer Spezifikationssprache beschrieben. Diese
Signaturen definieren entweder positive oder negative Muster, die dementspre-
chend interpretiert werden. Sie werden während der Überwachung auf der Basis
von zur Laufzeit des Systems auftretenden Ereignissequenzen ausgewertet.
Im Folgenden werden existierende Ansätze gruppiert nach ihren Einsatzgebie-
ten betrachtet. Hierfür werden in Abschnitt 4.1 Ansätze der Modellierung von
negativen Anwendungsfällen (Misusecases) betrachtet, die auch als Basis der in
[Pat14] vorgestellten MUC-Sprache dienen. Diese Misusecases werden in den be-
trachteten Ansätzen zur Absicherung von Systemen vor Angriffen eingesetzt. Ab-
schnitt 4.2 beschreibt anschließend verschiedenste Ansätze und Sprachen aus dem
Bereich der „Intrusion Detection“-Systeme. Der Bereich der Laufzeitüberwachung und
Laufzeitverifikation wird in Abschnitt 4.3 betrachtet. Hierbei werden Ansätze, die
auf verschiedenen Varianten von Temporalen Logiken, Automaten und Petrinetzen
basieren, analysiert. Des Weiteren werden auf UMLsec und SecureUML basierende
Ansätze betrachtet und es wird als spezielle Bereiche der Laufzeitüberwachung
auf Design by Contract und den Einsatz der aspektorientierten Programmierung ein-
gegangen. Als spezielles Einsatzgebiet zur Integration des MBSecMon-Prozesses
wurde in dieser Arbeit die AUTOSAR-Methodik gewählt, die ebenfalls grundlegen-
de Überwachungstechniken unterstützt. Diese Ansätze werden in Abschnitt 4.4
besprochen. Abschließend findet in Abschnitt 4.5 eine Bewertung einer Auswahl
der vorgestellten Ansätze in Bezug auf die in Abschnitt 3.5 aufgestellten Anfor-
derungen an eine Zwischensprache für den MBSecMon-Prozess statt.
4.1 Misusecases zur Beschreibung von negativen Signaturen
Usecases [RQJZ07] (UCs), wie sie in der UML2 verwendet werden, werden zur Be-
schreibung positiver Szenarien (Teilabläufe), die in einem System auftreten, einge-
setzt. Sie ermöglichen die Beschreibung funktionaler Anforderungen an das Sys-
tem. Diese Usecases werden z. B. durch Interaktionsdiagramme der UML2 oder
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rungsphase zur Beschreibung des Systemverhaltens und zur Testfallbeschreibung
verwendet.
Sindre et al. [SO01] führt zusätzlich zu den positiven Usecases negative Sze-
narien (engl. Misusecases) ein. Diese Misusecases werden zur Modellierung von
Fehlverhalten eingesetzt und über spezielle, neue Beziehungen mit Usecases in
Verbindung gesetzt. Die hierdurch modellierbaren nicht-funktionalen Anforde-
rungen an das System [Ale03] beschreiben auch bösartige Akteure, die negativ
auf das System einwirken.
Whittle et al. [WWH08] beschreibt einen Ansatz zur Modellierung und Ausfüh-
rung von Misusecases, die mit Extended Interaction Overview Diagrams (EIODs)
verfeinert werden. EIOD ist eine formalisierte Variante der UML2-Interaktions-
übersichtsdiagramme, die um Beziehungen von Use- und Misusecases erweitert
sind. Ziel dieses Ansatzes ist nicht die Erzeugung von Laufzeitmonitoren, son-
dern EIODs als ausführbare Spezifikation zur Unterstützung bei der Entwicklung
eines sicheren Systems zu verwenden. Hierbei werden sie in eine Menge von
untereinander kommunizierenden Finite State Machines (FSM) übersetzt [WJ06].
Die Abläufe der einzelnen Lebenslinien der Sequenzdiagramme werden in jeweils
einen Teilautomaten übersetzt, der sich über Ereignisse mit den anderen Teilauto-
maten synchronisiert. Spezielle Mitigationsszenarien1 beschreiben Gegenmaßnah-
men zu bekannten Angriffen in Form von Sequenzdiagrammen. Sie werden als
aspektorientierte Szenarien modelliert, die in den Ablauf der Usecase-Szenarien
eingewoben werden [WJ08]. Misusecases dienen zur Beschreibung von Angriffen
auf das spezifizierte System. Mit diesen Angriffsmustern kann die durch die Mi-
tigationsszenarien erweiterte ausführbare Spezifikation (FSM) stimuliert werden,
um sicherzustellen, dass die Gegenmaßnahme den Angriff verhindert.
Systeme, die mithilfe dieses Ansatzes entwickelt wurden, werden gegen die
zur Entwicklungszeit bekannten Angriffe abgesichert. Abweichungen vom er-
wünschten Verhalten oder unbekannte Angriffe können vom System nur abge-
wehrt werden, wenn sie eine identische Manifestation (sie werden durch Sequenz-
diagramme bekannter Angriffe erkannt) im Systemablauf aufweisen. Die verwen-
dete Technik könnte jedoch auch für die Entwicklung von Monitoren eingesetzt
werden, indem kommunizierende FSMs bzw. High-Level FSMs als Zwischenspra-
che zur Monitorgenerierung verwendet werden. Hierzu müssten Misusecases je-
doch so modelliert werden, dass sie potenzielle Attacken nicht nur auslösen, son-
dern erkennen können.
4.2 Intrusion Detection Systeme
„Intrusion Detection“-Systeme (IDS) werden eingesetzt, um Angriffe auf Compu-
tersysteme oder -netzwerke zu erkennen. Auf Basis von im System oder Netzwerk
auftretenden Ereignissen werden Muster erkannt, die auf einen Angriff oder Miss-
brauch schließen lassen.
1 Mitigation bedeutet Schadensminderung. Mitigationsszenarien beschreiben Gegenmaßnahmen
für einen Angriff und somit Änderungen an den das System beschreibenden Sequenzdiagram-
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IDS existieren in zwei unterschiedlichen Ausprägungen, die zur Laufzeit des
Systems oder auf aufgezeichneten Protokoll- bzw. Auditdaten arbeiten. Der ver-
breitetste Typ ist die Signaturanalyse (engl. misuse detection), die auf Basis vorgege-
bener Muster bekannte Angriffe erkennt. Hierbei werden Muster modelliert, die
auf einen Angriff schließen lassen. Im Gegensatz dazu wertet die Anomalieerken-
nung (engl. anomaly detection) das Normalverhalten eines Systems statistisch aus
und meldet auf Basis dieser Daten durch Verwendung von Metriken Abweichun-
gen vom Normalverhalten. Ein Indiz für eine „Denail of Service“-Attacke, die
das System überlasten soll, kann zum Beispiel eine erhöhte Anzahl von Verbin-
dungsversuchen in einem festgelegten Zeitintervall sein. Die Anomalieerkennung
erlaubt es im Gegensatz zur Signaturanalyse auch vorher unbekannte Angriffe zu
erkennen, ist jedoch deutlich komplexer zu konfigurieren und führt durch ihre
niedrigere Erkennungsgenauigkeit zu einer erhöhten „False-Positive“-Rate (Fehl-
alarme). Durch die genaue Einordnung einer Attacke sind bei IDS mit Signatur-
analyse auch gezielte Gegenmaßnahmen möglich.
IDS werden zusätzlich nach der Komplexität der zu erkennenden Angriffsmus-
ter kategorisiert. Hierbei findet eine Unterscheidung zwischen Einschritt- und
Mehrschrittattacken statt. Einschritt-IDS basieren zum Großteil auf Stringverglei-
chen, die verdächtige Byte-Sequenzen im Auditeintrag erkennen. Mehrschritt-IDS
sind in der Lage auch komplexere Analysen auf den Auditdaten auszuführen und
damit komplexe Mehrschrittattacken zu erkennen.
Ein weiteres Unterscheidungskriterium ist die Datenbasis, auf die das IDS zu-
rückgreifen kann. Hier wird zwischen netzwerk- und hostbasierten IDS unter-
schieden. Netzwerkbasierte IDS arbeiten auf den protokollierten Daten des Netz-
werks und können an zentraler Stelle des Netzwerks den Verkehr überwachen.
Hostbasierte IDS sind im Allgemeinen leistungsfähiger in Hinsicht auf die Ein-
bruchserkennung, beeinflussen jedoch die Leistungsfähigkeit des zu überwachen-
den Systems. Dies resultiert daraus, dass sie auf Betriebssystemereignissen auf ei-
nem Zielsystem in einer gesicherten Umgebung arbeiten. Des Weiteren existieren
auch hybride IDS, die netzwerk- und hostbasierte Komponenten kombinieren.
IDS existieren in den verschiedensten Ausführungen, die für bestimmte Ein-
satzgebiete die beschriebenen Techniken kombinieren. Hierbei existieren viele
kommerzielle und einige freie IDS. Zu den freien gehören u. a. SNORT2, Samhain3
und Prelude4. Das weitverbreitete IDS SNORT ist ein signaturbasiertes, netzwerk-
basiertes Einschritt-IDS. Samhain ist im Gegensatz dazu ein host-basiertes System,
das nur den lokalen Computer überwacht und den Netzwerkverkehr ignoriert.
Prelude ist ein hybrides IDS, das andere IDS und damit netzwerk- und hostbasier-
te Komponenten integriert. Zu den kommerziellen IDS gehören die Werkzeuge
zum Bau von Expertensystemen CLIPS [GR98] und P-BEST [LP99]. Hierbei stellt
CLIPS drei verschiedene Programmierparadigmen zur Verfügung: regelbasiert,
objektorientiert und prozedural. P-BEST unterstützt den Bau von angepassten
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Bei der Umsetzung der Signaturen in ausführbare Repräsentationen können
grundlegend zwei Typen unterschieden werden. Die einen übersetzen die ein-
zelnen Signaturen in Programmmodule, während die anderen Expertensysteme
[GR98] zur Ausführung nutzen.
Zur ersten Kategorie gehören dabei Systeme wie STAT [VEK00] und IDIOT
[Kum95]. Diese Systeme übersetzen die modellierten Signaturen in einzelne C++-
Programmmodule, die voneinander unabhängig die aufgezeichneten Ereignis-
sequenzen (Auditdaten) analysieren. Redundante Spezifikationen werden durch
diesen Ansatz zur Laufzeit mehrfach ausgewertet.
Im Gegensatz dazu arbeiten Expertensysteme wie CLIPS [GR98] und Produc-
tion-Based Expert System Toolset (P-BEST) [LP99] mit Inferenzmechanismen. Sie ba-
sieren auf deklarativen Inferenzregeln mit einer Wenn-Dann-Struktur. Wenn die
Vorbedingung einer Regel erfüllt ist, wird eine Aktion auf den Fakten bzw. Daten,
die den aktuellen Zustand des zu überwachenden Systems beschreiben, ausge-
führt. Diese Aktion kann zur Erfüllung weiterer Vorbedingungen anderer Regeln
führen. Die Basis der Fakten wird somit von dem System selbst und den Inferenz-
regeln verändert, was wiederum Aktionen auslösen kann. Des Weiteren können
zeitliche Regeln über den Fakten spezifiziert werden. Den Vorteil von der Ab-
bildung der Spezifikation auf Regeln eines Expertensystems stellen die einfache
Struktur der Regeln und die Verwendung optimierter Inferenzalgorithmen ba-
sierend auf RETE- [For82] und Markovalgorithmen [GR98] zur Ausführung dar.
Hierbei wählt die Inferenzengine eine passende Regel aus, führt den Dann-Teil
aus und wiederholt den Vorgang, bis keine der Regeln mehr anwendbar ist. Die
Expertensysteme werden dann in die IDS integriert.
Der Vorteil dieser Art der Spezifikation ist die Trennung von Problembeschrei-
bung und Kontrollalgorithmus, der die Regeln auswertet und anwendet. Ein
großer Nachteil ist, dass die linke Seite der Produktionsregeln (Wenn-Teil) kei-
ne vorgegebene Sequenz besitzt und damit eine effiziente Reihenfolge der An-
wendung der Regeln für den Inferenzalgorithmus schwer zu bestimmen ist. Ex-
pertensystemregeln können somit in einem Monitorgenerierungsprozess als eine
Zielsprache gesehen werden, da diese durch Inferenzalgorithmen zur Laufzeit
des IDS ausgewertet werden und aus ihnen im Normalfall keine weiteren Über-
setzungen in andere Zielsprachen durchgeführt wird.
In signaturbasierten „Intrusion Detection“-Systemen werden bekannte Misuse-
cases (Attacken) definiert, die erkannt werden sollen. Diese müssen jedoch zur
Modellierungszeit bekannt sein. Zur Erkennung unbekannter Attacken werden
signaturbasierte Ansätze mit der Anomalieerkennung wie statistisches Profiling
[Den87], Neural Networks [DBS92], und Sequenzanalyse [FHSL96] kombiniert,
die das System auf Basis von vorher analysiertem Verhalten auf Abweichungen
zu diesem überwachen.
Im Gegensatz zu den Monitor-Petrinetzen agieren Expertensysteme durch ih-
re einfachen Regeln auf einer relativ komplexen Faktenbasis, die zur Laufzeit
im Datenspeicher vorgehalten werden muss. Des Weiteren müssen Informatio-
nen zu den durchgeführten Regelanwendungen gespeichert werden. Dies führt
bei der Überwachung komplexer Signaturen (vieler aufeinander aufbauender Re-
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hende Datenspeicher stark belastet wird. Monitor-Petrinetze speichern nur die
aktuelle Markierung des Netzes, da viele der Zusammenhänge durch das Netz
beschrieben sind und somit statisch im Codespeicher vorgehalten werden kön-
nen.
Das Ziel der Monitor-Petrinetze ist es zwischen erwünschtem und verbotenem
Verhalten bei der Signaturbeschreibung zu unterscheiden. Hierdurch ist es auch
möglich bei zur Modellierungszeit nicht bekannten Attacken den gewünschten
Ablauf (Usecase) zu modellieren und Abweichungen von diesem als Fehler zu
erkennen. Das Zurückgreifen auf Anomalieerkennungsansätze ist in der Praxis
nicht sinnvoll, da diese Ansätze schwer zu konfigurieren sind und eine hohe
False-Positive-Rate besitzen. Somit können die Monitore basierend auf der Ano-
malieanalyse bei Erkennung eines Angriffs keine eigenständigen Gegenmaßnah-
men auslösen. Im Fall von IDS wird bei solchen Ansätzen häufig nur eine War-
nung erzeugt, die durch einen Menschen eingeschätzt werden muss.
Im Folgenden werden deshalb Sprachen zur signaturbasierten Spezifikation
von IDS betrachtet. Hierbei werden die zu dieser Arbeit ähnlichsten Ansätze zur
Modellierung und Generierung von Monitoren genauer vorgestellt.
STAT (State Transition Analysis Technique) Das Rahmenwerk STAT
[VEK00] zur Entwicklung von IDS verwendet die Spezifikationssprache STATL,
die auf Zustands-Transitionssystemen basiert. In STAT werden Angriffe auf Com-
puter als Sequenzen von Ereignissen (Aktionen) repräsentiert, die Übergänge im
Sicherheitszustand des Systems auslösen. STAT wurde in host-basierten (USTAT)
und netzwerkbasierten IDS (NetSTAT) verwendet. Jede Signatur besitzt einen
Startzustand und mindestens einen Endzustand, der die Kompromittierung des
Systems signalisiert. Als Annotationssprache wird die Programmiersprache C ein-
gesetzt. In einem Vorbereich können Konstanten und Variablen deklariert werden,
die in den Signaturen genutzt werden können. Globale Variablen können von al-
len Instanzen einer Signatur verwendet werden, während die Sichtbarkeit lokaler
Variablen auf die entsprechende Instanz eingeschränkt ist. Die Signaturen besit-
zen eine einfache Struktur, die aus Zuständen und Transitionen besteht. Zustände
werden als Invarianten beschrieben und Transitionen als Bedingungen, Ereignisse
und Aktionen. Transitionen haben verschiedene Typen wie konsumierend, nicht-
konsumierend und rückabwickelnd (engl. unwinding), die es ermöglichen, dass
mehrere Zustände im Netz gleichzeitig aktiv sind. Um die Interpretation der Sig-
naturen zu erleichtern, existieren keine Aufspaltung (Fork) und keine Zusam-
menführung (Join), wodurch es nur einen Vorgänger und einen Nachfolger einer
Transition gibt. Aus dieser Einschränkung der Sprache resultiert eine Zustands-
explosion der Signaturen, da bei parallelen Abläufen jede Permutation als eige-
ner Zustand modelliert werden muss. STATL unterstützt ein Timerkonzept. Die
aus den Signaturen generierten Programmmodule werden in der STATL-Toolsuite
eingebunden und überwacht.
IDIOT (Intrusion Detection In Our Time) IDIOT [Kum95] verwendet
eine angepasste Form der ausdrucksstarken gefärbten Petrinetze (CPNs) – die Co-
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guage annotiert werden. Eine Signatur, die Misusecases beschreibt, besteht aus
beliebig vielen Startplätzen und einem Endplatz. Die Pfade zwischen ihnen be-
schreiben die zu findenden Ereignissequenzen. Der Hauptunterschied zu CPNs
[Jen91] ist die Abwesenheit von Nebenläufigkeit. Hierdurch kann für ein Ereignis
nur eine Transition im CPA schalten. CPAs unterstützen keine lokalen Transitions-
variablen, sondern nur dem gesamten CPA zugewiesene Variablen. Jedes Token
trägt dabei die Werte der dem CPA zugewiesenen Variablen und ist damit ge-
färbt. Eine Signatur muss ein zusammenhängendes Netz bilden. Des Weiteren
ist es möglich Vor- und Nachbedingungen, sowie Invarianten für Signaturen zu
definieren. Vorbedingungen und Invarianten ermöglichen die Spezifikation von
Bedingungen, die nicht oder schwer mit CPAs ausdrückbar sind und Nachbedin-
gungen können zum rekursiven Aufruf derselben Signatur genutzt werden.
Ziel dieses Ansatzes ist ein möglichst allgemeiner Formalismus zur Beschrei-
bung von Ereignissequenzen, der in IDS eingesetzt werden kann. Die Verwen-
dung von CPAs führt zu einer ausdrucksstarken, aber schwer verständlichen
(unübersichtlichen) Spezifikation. Zur Überwachung dieser systemunabhängigen
Signaturen wird eine Matching-Engine eingesetzt. Durch die Einschränkung der
CPA des nicht-nebenläufigen Schaltens von Transitionen kommt es im Gegensatz
zu den CPNs bei komplexen Spezifikationen zu größeren Netzen. Bei der Abbil-
dung von alternativen Abläufen, die teilweise die selben Ereignistypen beinhalten,
kommt es wie bei STAT zu einer Explosion der Größe des Netzes.
EDL (Event Description Language) Die Signaturbeschreibungssprache
Event Description Language (EDL) [MS05, FM12] ist als ganzheitliche Modellie-
rungssprache für „Intrusion Detection“-Systeme entwickelt worden. Sie wird ge-
nutzt um Signaturen zu modellieren (engl. signature nets), die Muster bestehend
aus mehreren Schritten beschreiben. Ziel bei der Entwicklung dieser Sprache war
die Verbesserung der Modellierungsfreundlichkeit im Gegensatz zu STATL und
IDIOT. Der Modellierungsansatz von EDL basiert syntaktisch wie STATL auf ge-
färbten Petrinetzen, wobei die Sprache die in [Mei04] für Signaturen geforderten
notwendigen semantischen Konzepte ausdrücken kann (siehe Abschnitt 3.5). Die
Semantik unterscheidet sich jedoch von Petrinetzen. Die EDL definiert eine de-
terministische Schaltregel, die alle Transitionen, die schalten können, auch im
Falle eines Verzweigungskonflikts auslöst. Die Beschreibung der Signaturen fin-
det textuell statt, jedoch können die Signaturen auch grafisch dargestellt werden.
Transitionen beschreiben hierbei Aktionen und Plätze Systemzustände. Es exis-
tieren vier Platztypen – Initial-, Final-, Escape- und Interior-Plätze. Initialplätze
besitzen zu Beginn der Überwachung ein Token, das während der Überwachung
über Interior-Plätze zu Exit- bzw. Escape-Plätzen wandert. In einer Signatur darf
es nur einen Exit-Platz, der für die Erkennung einer Signatur steht und beliebig
viele Escape-Plätze, die das Token aus dem Netz entfernen und damit die Über-
wachung abbrechen, geben. Zur Abstraktion des zur Überwachenden Systemzu-
standes besitzen Plätze Merkmale (Sets von Variablen), die den Systemzustand,
soweit wie zur Spezifikation der Attacke benötigt, beschreiben. Dabei werden bei
diesem Variablenkonzept die Datentypen Bool, Float, String und Integer unter-
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Plätze zugeordnet sind. Durch schaltende Transitionen, die einen Merkmalsbin-
dungsblock besitzen, können die Wertebelegungen der Token verändert werden.
Ob Token durch das Schalten der Transition von ihren Vorplätzen entfernt wer-
den, wird durch die Konfiguration der Kanten zwischen Plätzen und Transitionen
als konsumierend bzw. nicht-konsumierend festgelegt. Zur Spezifikation komple-
xer Ereignisse (Ereignissequenzen) bietet die EDL ein Hierarchisierungskonzept
an, das auf der der Sprache SHEDEL [MBH02] basiert. In diesem Konzept kön-
nen Transitionen selbst als Folgen von Transitionen (signature net) beschrieben
werden. Die Bindung von Variablenwerten an einzelne Token ist ein mächtiges
Konzept, jedoch komplex in Monitoren umzusetzen. Für die Speicherung dieser
Werte der einzelnen Token wird zur Laufzeit Datenspeicher, der von der Anzahl
der Token im Netz und der maximalen Anzahl verschiedener Variablenbindun-
gen der Token abhängt, benötigt. Für den Einsatz auf eingebetteten Systemen ist
hierzu eine komplexe Analyse auf den EDL-Signaturen notwendig, um eine obere
Grenze des benötigten Datenspeichers zu bestimmen.
Auch bei diesen auf Zustands-Transitionssystemen basierenden IDS-Ansätzen
werden, wie bei IDS üblich, nur negative Signaturen, die eine Attacke beschrei-
ben, unterstützt. Die Signaturen in der Spezifikationssprache EDL werden zur
Ausführung auf einer Analyseeinheit auf Regeln eines Expertensystems abgebil-
det. Die als Aktionen und in Bedingungen verwendbaren Funktionen basieren
auf den von der Analyseeinheit (Zielplattform) angebotenen Funktionen. Hierbei
sind auch Reaktionen (Gegenmaßnahmen), die auf den durch die Analyseeinheit
angebotenen Funktionen basieren, beim Auslösen einer Transition möglich. Je-
doch müssen im Gegensatz zu der in dieser Arbeit eingeführten MPN-Sprache
auch bei der EDL alle möglichen Pfade durch das Netz (positive und negative)
explizit modelliert werden. Des Weiteren ist das Konzept der gefärbten Token,
deren Variablenbindungen von den belegten Plätzen abhängt relativ komplex für
die Codegenerierung.
Schlussfolgerung „Intrusion Detection“-Systeme sind für den Einsatz auf
PCs/Servern und den Netzwerken zwischen ihnen entwickelt worden. In signa-
turbasierten IDS werden Angriffe modelliert, die erkannt werden sollen. Es zeigt
sich, dass der Formalismus der Petrinetzdialekte für die Spezifikation systemun-
abhängiger Ereignissequenzen geeignet ist. Jedoch eignen sich die hier vorgestell-
ten Ansätze nur eingeschränkt für die Verwendung auf eingebetteten Systemen,
da diese nicht auf die eingeschränkten Speicher- und Rechenzeitanforderungen
hin entwickelt wurden. Bei allen diesen Ansätzen müssen alle möglichen Pfade
durch die Signatur explizit modelliert werden, sodass alle Token aus dem Netz
abgeräumt werden. Dies führt bei komplexen Signaturen zu relativ umfangrei-
chen Netzen. Reaktionen bzw. Gegenmaßnahmen basieren in den betrachteten
Signaturbeschreibungssprachen immer auf dem Aufruf von Funktionen der Ana-
lyseeinheit. Die Unterscheidung mehrerer Kommunikationssequenzen und die
verschränkte Überwachung einer Signatur ist nicht Teil dieser Sprachen, sondern
wird durch mehrfache Instanziierung der Signaturen durch die ausführende Ein-
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4.3 Laufzeitverifikation und Laufzeitüberwachung
Die Laufzeitüberwachung (engl. runtime monitoring) und die Laufzeitverifikation
(engl. runtime verification) haben zum Ziel Programme zur Laufzeit gegen formale
Spezifikationen zu überprüfen. Ein Laufzeitverifikationssystem generiert hierfür
Überwachungscode, der durch Instrumentierung in das zu überwachende System
integriert wird. Hierfür muss ein Laufzeitverifikationssystem folgende Schritte
unterstützen:
1. Spezifikation der zu überwachenden Aspekte in einem Formalismus.
2. Generierung von Code aus dieser Spezifikation, der parallel zum Zielsys-
tem oder im Zielsystem eingesetzt werden kann. Für die Transformation
von formaler Spezifikation zu ausführbaren Überwachungscode ist ein Mo-
nitorsynthesealgorithmus notwendig.
3. Verbinden des Zielsystems mit dem Monitorcode durch Instrumentierung.
Hierbei bestimmt die Wahl des Spezifikationsformalismus die Ausdrucksstärke
des Monitorgenerierungssystems.
In diesem Abschnitt werden Ansätze aus dem Bereich der Laufzeitverifikation
betrachtet. Hierbei wird insbesondere auf die verwendeten Sprachen der Ansätze
eingegangen. Darunter sind Sprachen, die zur Spezifikation der Monitore, und
Sprachen, die als Zwischensprachen zur Generierung eingesetzt werden.
Im Folgenden werden existierende Ansätze der Laufzeitverifikation genauer be-
trachtet. Die Unterteilung der Unterabschnitte findet nach dem Typ der verwen-
deten Spezifikationssprache und ihrem Einsatzgebiet statt. Zunächst werden die
weitverbreiteten Spezifikationssprachen aus dem Bereich der Temporalen Logiken
anhand einiger Beispielsprachen betrachtet. Darauf folgend werden modellbasier-
te Ansätze, die Automaten bzw. Petrinetze zur Spezifikation einsetzen, vorgestellt.
Der Abschnitt Design by Contract stellt anschließend eine zur Laufzeitverifikation
verwendete Art der Spezifikation mittels Vor-, Nachbedingungen und Invarianten
(Assertions) direkt im Programmcode vor. Eine modellbasierte Variante für den
Einsatz von Assertions wird im Abschnitt UMLsec und SecureUML besprochen.
Die Aspektorientierte Programmierung wird auf ähnliche Weise zur Spezifikation
von Bedingungen, die im Quelltext zur Laufzeit überprüft werden sollen, ver-
wendet. Zusätzlich wird dieser Ansatz u. a. im Monitor-oriented Programming auch
zur Anbindung von Laufzeitmonitoren an die zu überwachenden Programme
(Instrumentierung) eingesetzt.
4.3.1 Temporale Logiken
Eine Verifikation realer Systeme ist aufgrund ihrer Größe oft nicht mehr mög-
lich. Des Weiteren wird bei der Verifikation von Systemen ein formales Modell
des Systems auf Korrektheit geprüft und nicht die Implementierung selbst, die
viel detaillierter sein kann und sich nicht zwingend in allen Details an die for-
male Spezifikation halten muss. Aus einer solchen Spezifikation können Testfälle
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eine (repräsentative) Untermenge der möglichen Eingaben überprüft werden. Die
Verifikation der formalen Spezifikation (statische Analyse) und das Testen der Im-
plementierung können somit nicht garantieren, dass ein implementiertes System
sich zur Laufzeit korrekt verhält. Um dieses Problem zu umgehen, werden in der
Runtime Verification Laufzeitmonitore aus formalen Spezifikationen synthetisiert.
Diese stellen sicher, dass die aktuelle Ausführung korrekt ist. Danach können sie
entweder offline für Debuggingzwecke auf gesammelten Daten oder online zur
Überprüfung von Eigenschaften eines Programms oder einer Kommunikation zur
Laufzeit eingesetzt werden. Beispiele für Runtime-Verification-Rahmenwerke für
logikbasiertes Monitoring sind Monitoring and Checking (MaC) [KKL+01], Path-
Explorer (PaX) [HR01], Eagle und seine Abwandlung RuleR [BRH10]. Alle diese
Ansätze bzw. ihre Umsetzungen verwenden ihre eigene festgelegte Spezifikati-
onssprache aus dem Bereich der Temporalen Logiken. Eine Übersicht über ver-
schiedene Varianten der Temporalen Logiken ist in [Var01] zu finden.
• MaC bietet zwei Spezifikationssprachen: Primitive Event Definition Language
(PEDL), die für die Beschreibung von Ereignissen zuständig ist und die Meta
Event Definition Language (MEDL) zur Beschreibung von High-Level Anfor-
derungen (Invarianten). Die Sprache basiert auf der Interval Temporal Logic
und unterstützt die Modellierung anhand von Ereignissen und Bedingun-
gen. MEDL erlaubt zusätzlich die Definition von Hilfsvariablen, die zum
Beispiel zum Zählen von Ereignissen genutzt werden können.
• Java PaX bietet für logikbasiertes Monitoring ein Rahmenwerk zur Defi-
nition von High-Level-Anforderungen und ihrer darunterliegenden Logik
in der Sprache Maude. Bei Maude handelt es sich um eine Rewriting-Lo-
gik, die es erlaubt Logiken zu definieren. Unterstützt werden Future-Time
(LTL) und Past-Time-Linear-Temporal Logic (PTLTL). Das Maude-Rahmen-
werk wird anschließend zum Abgleich zwischen beobachteten Ereignissen
und den temporalen Formeln verwendet.
• Eagle unterstützt Future-Time- und Past-Time-Logiken. Die Eagle-Logik ist
eine eingeschränkte Fixpunkt-LTL erster Ordnung mit Verkettung (engl. chop)
über endliche Ereignissequenzen (Traces).
• RuleR definiert ein Subset der Eagle-Sprache, mit dem Ziel einer effiziente-
ren Ausführung.
Die beiden kommerziellen Werkzeuge Temporal Rover [Dru00] und sein Nach-
folger DBRover erwarten als Eingabe ein Programm, das mit LTL/MTL-Formeln,
die als Kommentare im Quellcode annotiert sind, versehen ist. Diese LTL-Formeln
werden in Quelltext überführt, der in das Programm eingebettet wird. Sie haben
festgelegte Spezifikationsformalismen (LTL) und können für verschiedenste Pro-
grammiersprachen Code generieren.
Ein weiterer Ansatz, der auf Linear Temporal Logic (LTL) zur Spezifikation von
Laufzeitmonitoren setzt, wird in [BLS06] beschrieben und in [BJ08, BJ10] auf seine
Anwendbarkeit auf Safety- und Co-Safety-Eigenschaften evaluiert. Die verwende-
te LTL unterstützt eine dreiwertige Logik für Wahrheitswerte. Diese ermöglicht es,
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Laufzeit zu überwachen. In dieser Logik wird, wenn ein Präfix erkannt wurde
und dessen Postfix nicht mehr fehlschlagen kann, der Wert „true“ und wenn die
Formel nicht mehr erfüllt werden kann „false“ zurückgegeben. In allen anderen
Fällen wird ein „uneindeutig“ (engl. inconclusive) zurückgegeben.
Die Formeln, die entweder in LTL oder in Timed LTL formuliert sind, wer-
den in einen Monitor übersetzt. Für LTL-Formeln werden nach Konstruktion
der negativen LTL-Formel, die beiden Formeln (positive und negative Formel)
einzeln über verschiedene nicht-deterministische Automaten und abschließender
Potenzmengenkonstruktion zu deterministischen Automaten transformiert. An-
schließend wird aus ihnen eine FSM mit dreiwertiger Logik konstruiert. Diese
durch die einzelnen Transformationsschritte im Verhältnis zur Formel exponen-
tiell gewachsene FSM wird im Weiteren durch Standardtechniken reduziert. Für
TLTL-Formeln wird kein deterministischer Automat erzeugt, sondern der Moni-
tor aus einem Region-Automat, der einem Büchi-Automaten [Büc66] ähnelt, direkt
generiert.
Die Abbildung unendlicher Ereignissequenzen, die durch LTL beschrieben wer-
den, haben dazu geführt, dass die Autoren der Ansätze diese durch unterschied-
liche Interpretation der LTL-Formeln auf endlichen Systemtraces abbilden muss-
ten. Somit unterscheiden sich die Eingabesprachen der unterschiedlichen Ansät-
ze trotz eines gemeinsamen TL-Formalismus. Quellspezifikationen, die in die-
sen Ansätzen eingesetzt werden sollen, müssen zunächst in die Eingabesprache
des Ansatzes übersetzt werden. Dieser Einsatz verschiedener Temporaler Logi-
ken in den Werkzeugen erschwert die Nutzung bzw. den Wechsel eines solchen
Rahmenwerks, wenn vorhandene Spezifikationen wiederverwendet werden sol-
len. Ein Ansatz, der sich zum Ziel gesetzt hat verschiedenste Eingabesprachen in
einem Rahmenwerk zu unterstützen, ist das Monitor-oriented Programming (MOP)
Rahmenwerk [MJG+12], das in Abschnitt 4.3.7 näher vorgestellt wird.
Schlussfolgerung In den vorgestellten Ansätzen dienen Temporale Logi-
ken zumeist als Spezifikationssprache und nicht als Zwischensprache, die dann
in Code oder vorher in Automaten, die als Zwischensprache dienen, übersetzt
werden. Diese Automaten, sind zumindest während der Generierung der Moni-
tore von einer Zustandsraumexplosion betroffen. Selbst wenn diese Automaten
durch Reduktionstechniken vor der Codegenerierung optimiert werden, besitzen
sie die Nachteile der im nächsten Abschnitt vorgestellten Ansätze, die Automa-
ten zur Spezifikation einsetzen. Im Gegensatz zu der auf Petrinetzen basierenden
MPN-Sprache kommt es bei der Repräsentation von nebenläufigen verschränkten
Signaturen, wie sie in der MBSecMon-Sprache vorkommen, auch bei der Abbil-
dung auf Temporale Logik zur Explosion der Größe der Formeln und in den
optimierten Automaten zu einer Explosion der Größe des Netzes.
4.3.2 Automaten
Zur Spezifikation von Signaturen, die überwacht werden sollen, werden in der
Literatur auch Automaten eingesetzt. Hierbei werden in den folgenden Ansätzen,
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spezifiziert, die das gewünschte Verhalten beschreiben. Security-Policies verhin-
dern damit Systemverhalten, das als nicht akzeptabel (vom spezifizierten Verhal-
ten abweicht) spezifiziert ist.
Einer der ersten Ansätze zur Beschreibung einer Klasse durchsetzbarer Secu-
rity-Policies sind die Security Automata [Sch00]. Sie werden in einer Klasse von
Büchi-Automaten [Büc66] spezifiziert. Bei diesem Ansatz werden Sicherheitsricht-
linien durchgesetzt, indem ein zum Programm parallel laufender Monitor die Ak-
tionen des Programms gegen die spezifizierten Security-Policies überwacht und
diese durchsetzt, indem er bei Erkennung einer Abweichung von den Security-
Policies das System terminiert. Ein solcher Automat (Truncation Automata) be-
steht aus Zuständen und Eingaben. Eine Policy kann beliebig viele Initialzustände
enthalten. Die Übergänge zwischen den Zuständen sind durch eine Übergangs-
funktion beschrieben, die aus Kombination von Zustand und Eingabe auf die
Potenzmenge der Zustände abbildet. Eingabesymbole können dabei u. a. System-
zustände, atomare Aktionen oder Zustandsaktionspaare sein.
Diese Security Automata besitzen nur eine sehr eingeschränkte Reaktionsmög-
lichkeit auf unerwünschtes Verhalten. Edit Automata [LBW05a, LBW05b] sind ein
Rahmenwerk, das es erlaubt Aktionen von nicht vertrauenswürdigen Program-
men zur Laufzeit abzufangen und zu modifizieren. Programmmonitore (Edit Au-
tomata), die auf Security Automata basieren, werden als Finite-State- oder abzähl-
bare Infinite-State-Automaten (engl. abstract machines) spezifiziert. Diese Monitore
untersuchen die Sequenz von Programmaktionen bevor sie ausgeführt werden
und greifen in diese Sequenz ein, wenn sie von der spezifizierten Policy abwei-
chen. In der Literatur werden zusätzlich zu den Truncation Automata (TA) der
Security Automata zwei Klassen von Monitoren definiert: Suppression Automata
(SA) und Insertion Automata (IA), deren Möglichkeiten des Eingriffs in das Sys-
temverhalten (den Aktionsstrom) ansteigt. Während der TA bei Abweichung von
der Spezifikation das überwachte System unterbricht, kann der SA die nicht er-
laubte Aktion unterdrücken und der IA kann die verbotene Aktion durch eine
andere ersetzen, die das System wieder in einen stabilen Zustand überführt. Edit
Automata sind eine Kombination des IA und des SA.
Eine neue Art der Monitorbeschreibung in diesem Bereich sind Service Automa-
ta [GMS12], die auf den Security bzw. Edit Automata aufbauen. Die Service Auto-
mata können zusätzlich verteilte Systeme in einer dezentralisierten, koordinierten
Art sichern, indem sie verteilte miteinander agierende Monitore beschreiben. Die-
se überwachen die Ausführung verteilter Programme und setzen Gegenmaßnah-
men durch, bevor eine Verletzung einer spezifizierten Security-Policy eintreten
kann. Im Gegensatz zu Security Automata sind sie in der Lage auch nicht-lokale
Sicherheitsanforderungen durchzusetzen. Service Automata sind mittels Kommu-
nizierenden Sequenzielle Prozesse (engl. Communicating Sequential Processes) (CSP)
formalisiert. Die Umsetzung findet hierbei als Handimplementierung in Java statt.
Ziel ist es, diese Handimplementierung der Monitore durch die in CSP beschrie-
benen Spezifikationen zu verifizieren.
Schlussfolgerung Die hier vorgestellten Formalismen werden zur Spezifi-
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das Ziel dieser Ansätze aus den Spezifikationen Monitore zu generieren, sondern
die Policies formal zu beschreiben und die implementierten Monitoringmechanis-
men zu verifizieren.
4.3.3 Petrinetze
Zur direkten Spezifikation von Monitoren werden Petrinetze außerhalb vom IDS,
wie sie in Abschnitt 4.2 vorgestellt wurden, nur selten eingesetzt. Eine der weni-
gen Ansätze ist die von Frankowiak et al. [FGP09] eingeführte leicht erweiterte
Version der Petrinetze. Diese besitzt spezielle Plätze, die Token generieren (engl.
token generators) und Plätze in denen Token abgeräumt werden (engl. bins). Die
Tokengeneratoren erzeugen basierend auf Ereignissen außerhalb des Netzes neue
Token, die dann durch das Netz wandern. Es gibt je Petrinetz nur einen Tokenge-
nerator aber ein bis beliebig viele Endplätze. Einzelne Petrinetze beschreiben nur
Teilabläufe des zu überwachenden Systems und können über ein Kontrollnetz
verknüpft werden. Sogenannte Output Transitions, die es ermöglichen Ergebnisse
nach außen zu schicken, können dazu verwendet werden je nach Implementie-
rung des Systems einen Alarm auszulösen.
Schlussfolgerung Frankowiak zeigt, dass Petrinetze dazu geeignet sind,
Monitore zu spezifizieren und daraus für eingebettete Controller Quelltext zu
generieren. Im Gegensatz zu den in dieser Arbeit vorgestellten MPNs führen
komplexe Spezifikationen mit der in [FGP09] vorgestellten Version der Petrinet-
ze zu großen Netzen, da alle möglichen Ereignissequenzen und alle Abbrüche
der Überwachung mittels Transitionen modelliert werden müssen. MPNs besit-
zen in ihrer Semantik ein implizites Abbruchkriterium der Überwachung einer
Signatur. Ein Endplatz stellt bei Frankowiak zudem immer nur das Ende eines
Prozesses dar und ermöglicht keine Unterscheidung zwischen positiven und ne-
gativen Enden eines Petrinetzes. Ansätze wie der von Kumar et al. [Kum95], der
gefärbte Petrinetze als Modellierungssprache für Monitore mit der funktionalen
Programmiersprache ML einsetzt, führt zwar zu einer kompakten Repräsentation
der Signaturen jedoch in Folge der Komplexität der Sprache zu einer aufwendigen
Codegenerierung. Hierdurch ist die Unterstützung neuer Plattformen und Ziel-
sprachen sehr aufwendig. Für den Einsatz auf einem eingebetteten System muss
für eine Zwischensprache ein Kompromiss zwischen ihrer Komplexität (Anzahl
der Konzepte) und ihrer Kompaktheit (Größe der Spezifikation) gefunden wer-
den.
4.3.4 Design by Contract
Eine weitere Möglichkeit der Laufzeitüberwachung eines Programms ist das Prin-
zip des Design by Contract (DbC) [Mey88]. Hierbei wird der Quelltext, ähnlich wie
bei den auf Temporaler Logik basierenden Ansätzen, durch semantische Spezifi-
kationen erweitert. Diese werden während der Kompilierung zu Invarianten und
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Konzept wurde erstmals in der Programmiersprache Eiffel5 eingeführt, wobei es
das Ziel ist, das Zusammenspiel verschiedener Programmmodule durch diese se-
mantischen Spezifikationen sicherzustellen. Dies soll die Korrektheit eines Sys-
tems sicherstellen und die Robustheit erhöhen. Hierzu werden Vorbedingungen
formuliert, die den Zustand des Systems beschreiben, in dem z. B. eine Methode
korrekt arbeitet. Nachbedingungen überprüfen nach der Ausführung der Metho-
de, ob sie sich korrekt verhalten hat. Des Weiteren gibt es Klasseninvarianten, die
alle Instanzen zur Laufzeit des Programms erfüllen müssen.
Für den Einsatz in Java existieren verschiedene Ansätze. Jass [BFMW01] ist ein
Präcompiler, der es erlaubt Java-Programme nach dem DbC-Prinzip mit Spezifika-
tionen in Form von Assertions, die zur Laufzeit ausgewertet werden, zu erweitern.
Die Spezifikationen, die als speziell formatierte Kommentare in den Quelltext ge-
schrieben werden, werden durch den Präcompiler nach Java übersetzt. Zusätzlich
zu Assertions (Vorbedingungen, Nachbedingungen und Invarianten) unterstützt
Jass Refinement checks, die Rahmenbedingungen für Vererbungen festlegen, und
Trace assertions. Trace assertions ermöglichen dynamisches Verhalten zu überwa-
chen, wie es u. a. mit Temporaler Logik möglich ist. Darunter fallen z. B. die Auf-
rufreihenfolge von Methoden und die Anzahl von Aufrufen in einer bestimmten
Zeitspanne. Hierzu wird eine Notation verwendet, die ähnlich der Prozessalgebra
Communicating Sequential Processes (CSP) [Hoa85] ist. Die hierbei überwachbaren
Ereignisse sind Beginn und Ende von Methodenaufrufen.
Ein zweiter Ansatz ist jContractor [KHB99], der das DbC-Konzept mithilfe ei-
ner Java-Bibliothek in Java integriert. Die Spezifikation wird bei diesem Ansatz als
Java-Methoden mit speziellen Namenskonventionen formuliert. Zusätzlich zu As-
sertions werden Quantifikatoren und Operatoren der Prädikatenlogik wie Forall,
Exists, suchThat und implies in Assertions unterstützt.
Des Weiteren existieren verhaltensbasierte Schnittstellenbeschreibungssprachen,
wie die Java Modeling Language (JML) [CKLP06] und Spec# [BLS05]. Diese be-
schreiben Vor- und Nachbedingungen von Methodenaufrufen. Die JML ist eine
solche verhaltensbasierte Schnittstellenbeschreibungssprache für Java, die es er-
laubt eine Teilmenge der JML zur Laufzeit zu überprüfen. In Assertions wird die
Notation von Java verwendet, die durch verschiedene Spezifikationskonstrukte
wie Quantifikatoren erweitert wurde. Sie werden als Annotationen in Kommenta-
ren dem Java-Quelltext hinzugefügt. Zusätzlich können FSMs spezifiziert werden,
auf deren Zustand in den Assertions zurückgegriffen werden kann. Für die ob-
jektorientierte Programmiersprache C# existiert eine Erweiterung Spec# [BLS05],
die das DbC-Konzept für C# umsetzt. Diese ist vom Umfang der unterstützten
Sprachmittel sehr ähnlich zu JML. Vorbedingungen und Nachbedingungen wer-
den in ausführbaren Inlined-Code übersetzt.
Schlussfolgerung Alle diese DbC-Konzepte sind zielsprachengebunden und
bieten eine unterschiedliche Ausdrucksstärke. Die Syntax der Spezifikationsspra-
chen ist unterschiedlich und an die zu unterstützenden Programmiersprachen
angelehnt. Sie erlauben die Spezifikation und Überprüfung von Regeln, die Ob-
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Eine übergeordnete Überwachung der Kommunikation zwischen Komponenten,
in denen der zeitliche Ablauf eine Rolle spielt, wie sie in dem in dieser Arbeit
vorgestellten MBSecMon-Ansatz erreicht werden soll, lässt sich mit diesem auf
Assertions und Invarianten basierten Ansatz nicht umsetzen. Die Erweiterung des
DbC-Konzepts in Jass mit der Prozessalgebra CSP führt dazu, dass auch Abfolgen
von Ereignissen bzw. parallele Abläufe überwacht werden können. Im MBSec-
Mon-Prozess würde diese Sprache als Spezifikationssprache gelten, da ein CSP
zur Ausführung in einen Automaten übersetzt würde. Sie würden somit auf eine
Zwischensprache abgebildet werden.
4.3.5 UMLsec und SecureUML
Neben den im Design by Contract (DbC) eingesetzten Sprachen um Programm-
code mit Assertions zu annotieren, existieren modellbasierte Ansätze, die insbe-
sondere die Unified Modeling Language (UML) erweitern.
UMLsec [Jür02, Jür05] ist eine Erweiterung der UML, die sich zum Ziel ge-
setzt hat die Entwicklung sicherer Systeme zu unterstützen. UMLsec annotiert
UML-Modelle mit sicherheitsrelevanten, nicht-funktionalen Zusatzinformationen.
Es handelt sich um eine leichtgewichtige Erweiterung der UML, die zusätzliche
Eigenschaften (Tags) und Constraints definiert, wobei UML-Elemente mittels Ste-
reotypen markiert werden. Als Spezifikationssprache wird die Object Constraint
Language (OCL) eingesetzt. Diese Annotationen dienen in erster Linie zur Verifi-
kation der Systemspezifikation, die in UML spezifiziert ist.
Zur Laufzeitverifikation des implementierten Systems werden diese UMLsec-
Sicherheitsanforderungen in verschiedene Zwischensprachen übersetzt, aus de-
nen anschließend Monitore generiert werden. So werden Sicherheitsanforderun-
gen, die in UMLsec spezifiziert wurden, in LTL übersetzt [BJ10], um sie durch den
Ansatz von [BLS06] in Monitore zu überführen. Diese basieren auf der dreiwerti-
gen Semantik der LTL von [BLS06] und werden dann, wie in Abschnitt 4.3.1 vor-
gestellt, über verschiedene nichtdeterministische Automaten in eine Finite State
Machine (FSM) transformiert. Auf Basis dieser FSM werden Monitore generiert,
die die in UMLsec spezifizierten Anforderungen zur Laufzeit überprüfen.
Ein weiterer Ansatz ist die Übersetzung der in UMLsec spezifizierten Sicher-
heitsanforderungen in die im DbC (Abschnitt 4.3.4) eingesetzte Sprache Java Mod-
eling Language (JML). JML wird in [LJ09] verwendet, um die in UMLsec auf Basis
von UML-Diagrammen spezifizierten Sicherheitsanforderungen in den zu über-
wachenden Code als Assertions einzubetten. Die Übersetzung von UMLsec zu
JML wurde händisch durchgeführt, mit dem Ziel den Code gegen die UMLsec-
Spezifikation zu verifizieren.
Neben vielen weiteren Profilen erweitert UMLsec die UML um die Definition
von Role-based Access Control (RBAC). Bei RBAC werden Zugriffe auf Operationen
und Dateien eingeschränkt, indem Benutzern des Systems Rollen mit speziellen
Rechten zugewiesen werden. Für die Laufzeitverifikation des in UMLsec definier-
ten Profils zur Spezifikation von RBAC-Eigenschaften werden diese Eigenschaften
in die Zielsprache Java bzw. AspectJ übersetzt [MJH+10]. Die AspectJ-Variante
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die Eigenschaften vom eigentlichen Programmcode getrennt sind und die RBAC-
Eigenschaften zur Laufzeit durchgesetzt werden können. Hierbei wird das Java
Authentication and Authorization Service-Rahmenwerk (JAAS) eingesetzt.
Im Gegensatz zu UMLsec fokussiert sich SecureUML [LBD02, BDL06] haupt-
sächlich auf die Spezifikation von RBAC. Zusätzlich zu RBAC werden Autori-
sierungsbedingungen (engl. authorization constraint) eingeführt, die als Vorbedin-
gung für den Zugriff auf eine Operation dienen. SecureUML ist im Gegensatz zu
UMLsec eine schwergewichtige Erweiterung der UML. SecureUML unterstützt
die Generierung von Java-Code für RBAC-Eigenschaften auf Basis von Enterprise
JavaBeans (EJB). Jedoch werden die ebenfalls in OCL spezifizierten Eigenschaften
nicht vor der Generierung des Codes auf dem UML-Modell selbst verifiziert.
Schlussfolgerung Auch in diesem Bereich werden verschiedene Zwischen-
sprachen zur Abbildung der zu überwachenden Eigenschaften eingesetzt. Die
Kombination der UMLsec-Eigenschaften mit dem Ansatz der Monitorgenerierung
von [BJ10] aus einer dreiwertigen LTL, der in Abschnitt 4.3.1 vorgestellt wurde,
ergibt sich ein ähnlicher Monitorgenerierungsprozess, wie der hier vorgestellte
MBSecMon-Prozess. Die Generierung der Monitore geht über verschiedenste Au-
tomaten als Zwischensprachen und mündet in einer FSM. Bei der Übersetzung
ergibt sich eine Zustandsexplosion, die durch Optimierungstechniken auf der ge-
nerierten FSMs abgemildert werden muss. Das Ziel der Monitor-Petrinetze ist
eine einzige auf die Laufzeitüberwachung zugeschnittene Zwischensprache zur
Beschreibung von Ereignissequenzen zu spezifizieren, die im Gegensatz zu FSMs
auch nebenläufige Abläufe kompakt darstellen kann.
4.3.6 Aspektorientierte Programmierung
Aspektorientierte Programmierung (AOP), die in Abschnitt 3.4 vorgestellt wur-
de, eignet sich zur Instrumentierung von Programmcode und zum Einweben von
Assertions (engl. Advices) an definierten Stellen (engl. Pointcuts) in den auszufüh-
renden Code. Somit lassen sich mit dieser Technik wie bei den „Design by Con-
tract“-Ansätzen in Abschnitt 4.3.4 Vor- und Nachbedingungen, sowie Invarianten
definieren, die zur Laufzeit des Programms überwacht werden. Hierbei wird zur
Spezifikation die Syntax des entsprechenden AOP-Rahmenwerks verwendet.
Zusätzlich zu Assertions unterstützen Implementierungen der AOP wie AspectJ
auch sogenanntes Controllflow-based Croscutting, das die Einbindung von zuvor
eingetretenen Pointcuts in die Bedingungen eines Pointcuts erlaubt. Dieses Kon-
zept kann auch zur Spezifikation von Laufzeitmonitoren verwendet werden, in-
dem die Reihenfolge, in der Pointcuts erreicht werden sollen, durch Bedingungen
spezifiziert werden und somit Fehler im Ablauf erkannt werden. Dies ist jedoch
nur sehr eingeschränkt möglich, da nur positive Verläufe modelliert werden kön-
nen und die Spezifikation unter Verwendung der Pointcuts sehr unübersichtlich
wird. Für komplexere Ablaufspezifikationen werden in Ansätzen, die auf AOP
basieren, formale Spezifikationssprachen verwendet, die den Ablauf der durch
die Pointcuts erzeugten Ereignisse beschreiben. Ein Beispiel hierfür ist das im
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Im MBSecMon-Prozess selbst sind die AOP-Sprachen eine Zielsprache [Lan13]
und werden u. a. zur Anbindung der Monitore an Java-Programme eingesetzt. Die
Spezifikation der Ereignisabfolgen findet großteils in der MPN-Sprache statt.
4.3.7 Monitor-oriented Programming
Monitor-oriented Programming (MOP) [MJG+12] ist ein Rahmenwerk zur auto-
matischen Generierung von Laufzeitmonitoren. Es hat dasselbe Ziel wie der in
dieser Arbeit vorgestellte MBSecMon-Prozess, unterscheidet sich jedoch darüber
hinaus beträchtlich in der Umsetzung.
MOP stellt abstrakt die grundlegenden Mechanismen zur Spezifikation und
Generierung von Monitoren zur Verfügung. Es ist damit unabhängig von der
Zielsprache, in der die Monitore generiert werden. MOP bietet ein Logik-Repo-
sitory, in dem vorgefertigte Logik-Plugins eine grundlegende Unterstützung von
Spezifikationssprachen zur Verfügung stellen.
Dieses abstrakte Rahmenwerk muss erweitert werden, um verschiedene Ziel-
sprachen zu unterstützen. Hierbei müssen für jede Zielsprache zwei verschiede-
nen Modultypen bereitgestellt werden. Zum einen ist dies ein Spezifikationspro-
zessor, der die grundlegende Unterstützung für die Zielsprache implementiert,
und zum anderen muss für jede Spezifikationssprache eine Implementierung des
durch das Rahmenwerk bereitgestellten abstrakten Logik-Plugins erstellt werden.
Hierdurch ist das MOP-Rahmenwerk sehr flexibel und kann auf die vorgestellte
Weise erweitert werden.
Es existieren zwei Instanzen des MOP-Rahmenwerks:
• JavaMOP ist eine Instanz, zur Generierung von Laufzeitmonitoren in der
Zielsprache Java. Die generierten Monitore eignen sich somit für die Über-
wachung von Java-Programmen. JavaMOP unterstützt durch den Formalis-
mus des Parametrischen Trace Slicings die Zuordnung von Ereignissen zu
Instanzen der Java-Klassen des überwachten Programms.
• BusMOP ist eine im Funktionsumfang eingeschränkte Instanz, die für die
Generierung von Hardwaremonitoren entworfen wurde. Sie unterstützt die
Zielsprache VHDL und die generierten Monitore überwachen den Daten-
verkehr auf einem PCI-Bus. Im Gegensatz zu JavaMOP wird keine Parame-
trisierung unterstützt.
Im Folgenden wird genauer auf JavaMOP eingegangen. Die Spezifikation dieser
Signaturen findet in einer textuellen Syntax statt, die an den JavaMOP-Compiler
übergeben werden. Diese Spezifikationen bestehen hierbei grundlegend aus zwei
Teilen:
• Einer Definition der Ereignisse, basierend auf der AspectJ-Syntax und
• einer formalen Beschreibung der erlaubten Ereignissequenzen.
Der Compiler generiert aus den Signaturen daraufhin Monitore, die in das zu
überwachende Java-Programm eingewoben werden. Hierbei kann das MOP-Rah-
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Spezifikationssprache Eigenschaften
Erfüllung Verletzung Zwischensprache
Finite State Machine (FSM) - X FSM
Extended Regular Expressions (ERE) X X FSM
Context Free Grammar (CFG) X X LookAheadLR(1)-Parser
Linear Temporal Logic (LTL) - X FSM
String Rewriting System (SRS) X X -
Past Time Linear Temporal Logic (PTLTL) X X FSM + Tabelle
PTLL with Calls and Returns (PTCaRet) X X -
Tabelle 4.1: Durch MOP unterstütze Spezifikationssprachen
Logikplugins für JavaMOP JavaMOP unterstützt eine Vielzahl an Spezi-
fikationssprachen. Tabelle 4.1 zeigt eine Übersicht über die von JavaMOP unter-
stützten Formalismen. Sie zeigt welche Aussagen sich mit diesen Sprachen formu-
lieren lassen und welche als Zwischensprache für die Codegenerierung genutzt
werden.
• Erfüllung bedeutet, dass der Monitor auf die Erfüllung der Spezifikation
reagieren kann.
• Verletzung bedeutet, dass der Monitor Verletzungen der Spezifikation er-
kennt und daraufhin eine Aktion auslösen kann.
Die Ausgabe der Logik-Plugins ist in allen Fällen Pseudocode, der anschlie-
ßend in die Zielsprache übersetzt wird. Zu beachten ist, dass als grundlegen-
de Zwischensprache die auch als Spezifikationssprache verwendeten FSMs ge-
nutzt werden, auf die ERE und Temporale Logiken abgebildet werden. SRS und
PTTLCaRet werden im Gegensatz dazu direkt in die Pseudocoderepräsentation
übersetzt. Bei der Entwicklung des MOP-Rahmenwerks stellte die Generierung
effizienter Laufzeitmonitore aus CFG-Spezifikationen [MJCR08] den Hauptfokus
dar. Diese werden in einen LALR(1)-Parser übersetzt. Grund für die CFG-Spezi-
fikation ist hierbei die höhere Ausdrucksmächtigkeit im Gegensatz zu regulären
Ausdrücken und Temporalen Logiken, die sich auf einfache FSMs reduzieren las-
sen.
Hierbei dienen die verschiedenen Spezifikationssprachen nur als Formalismus
zur Beschreibung von Ereignissequenzen. Die Aspekte, die die Ereignisse be-
schreiben, können zusätzlich durch Bedingungen eingeschränkt werden und Da-
ten auf lokale Variablen schreiben. Globale Variablen, die zwischen verschiedenen
Signaturen zum Austausch von Daten genutzt werden, sind durch die Verwen-
dung von AspectJ nicht realisierbar.
Beispiel Signatur eines JavaMOP-Laufzeitmonitors
Die in JavaMOP spezifizierte Monitorspezifikation in Auflistung 4.1 überwacht,
dass aufeinanderfolgende InitReq-Nachrichten eine streng monoton ansteigen-
de Sequenznummer besitzen.
Die Syntax von JavaMOP ist stark an die von AspectJ angelehnt. Im Kopf
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Auflistung 4.1: Signatur eines JavaMOP-Laufzeitmonitors
import example.domain.*;
//Kopf
Sequencenumbers(Vehicle v, RSU r) {
//Variablen
private int seq_old = -1;
//Ereignisse





&& condition(seq > seq_old) {
seq_old = seq;
}















System.out.println(" Spezifikation nicht eingehalten");
}
}
Klassen – Vehicle und RSU – angegeben. Darauf folgt beliebiger Programm-
code in der Zielsprache, der direkt in den generierten Monitor übernommen
wird. In diesem Fall ist es die Definition einer Variablen seq_old, die die vor-
herige Sequenznummer zwischenspeichert. Ereignisse werden ähnlich zu den
Pointcuts in AspectJ formuliert und können somit mittels Bedingungen einge-
schränkt werden. Im Beispiel werden zwei Ereignisse definiert. Zum einen das
initreq-Ereignis, das beim Aufruf der Methode initReq ausgelöst wird, wenn die
aktuelle Sequenznummer seq größer als die vorherige ist. Zum anderen ist ein
Ereignis falseinitreq definiert, das beim selben Methodenaufruf erzeugt wird,
mit dem Unterschied, dass die aktuelle Sequenznummer nicht größer als die
vorherige ist. Im Gegensatz zu AspectJ ist keine separate Definition eines Ad-
vices notwendig, sondern es kann in der Ereignisdefinition direkt beliebiger
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den Ereignisse aufgerufen wird die aktuelle Sequenznummer auf die Variable
seq_old gespeichert.
Auf die Definition der Ereignisse folgt die Spezifikation des Monitors. Hier-
bei darf nur eine der beiden Spezifikationen, die im Beispiel gezeigt sind, auf
einmal verwendet werden. Sowohl die Kontextfreie Grammatik (CFG) als auch
die Finite State Machine (FSM) beschreiben, dass beliebig oft hintereinander das
initreq-Ereignis auftreten muss. Wenn sich die Sequenznummer nicht erhöht,
wird das Ereignis falseinitreq ausgelöst und die Monitorspezifikation schlägt
fehl. Die Schlüsselwörter @match und @fail erlauben auf eine Erfüllung und
auf eine Verletzung der Signatur zu reagieren. In den entsprechenden Berei-
chen wird beliebiger Code in der Zielsprache eingefügt, der bei der Erfüllung
bzw. Verletzung der Signatur ausgeführt wird.
Parametrisches Monitoring Zur Abbildung von Kommunikationssträn-
gen verwendet MOP Parametrisches Monitoring (engl. parametric monitoring) [RC12],
in dem Ereignisse parametrisiert sind und somit zur Laufzeit z. B. Instanzen des
überwachten Systems zugeordnet werden können.
Definition 18 (Kommunikationsstrang). Ein Kommunikationsstrang stellt eine Men-
ge miteinander kommunizierender Einheiten dar. Verschiedene Kommunikationsstränge
unterscheiden sich in ihren dazugehörigen kommunizierenden Einheiten. Eine Einheit
kann jedoch in mehreren Kommunikationssträngen vorkommen.
Dieses Verfahren basiert auf Trace Matching [AAC+05], das es ermöglicht einen
Trace bezüglich der Einhaltung einer formalen Spezifikation zu überprüfen. Trace-
Matching beachtet jedoch nicht die Zuordnung von Ereignissen an einen be-
stimmten Kommunikationsstrang, weshalb in MOP Trace-Matching auf Parame-
trisches Monitoring erweitert wird. Hierbei übernimmt die das Ereignis auslösen-
de Komponente die Aufgabe, die Zuordnung des Kommunikationsstranges dem
Ereignis mitzugeben. Durch diese Zuordnung kann in MOP zur Laufzeit für jeden
Kommunikationsstrang ein einzelner Monitor initialisiert werden.
Schlussfolgerung Das MOP-Rahmenwerk unterstützt eine Vielzahl ver-
schiedener Spezifikationssprachen und bietet durch Logikplugins die Möglichkeit
aus diesen Monitoringcode zu generieren. Die Zielsetzung des Rahmenwerks ist
ähnlich zu der des MBSecMon-Rahmenwerks. Jedoch sind die Spezifikationsspra-
chen stark zielsprachengebunden, da die auf aspektorientierter Programmierung
basierende Spezifikation der Ereignisse an die Zielsprache angelehnt ist. Des Wei-
teren ist die Spezifikation durch die Trennung der Spezifikation von Ereignissen,
die auch Bedingungen enthalten können, und die Spezifikation der Ereignisab-
folgen in einer zweiten formalisierten Sprache nicht vollständig formalisiert. Im
MOP-Rahmenwerk werden hauptsächlich FSMs mit ihren Vor- und Nachteilen
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4.3.8 Schlussfolgerung
Um die Vielfalt der Eingabesprachen und deren direkte Übersetzung in Monito-
re zu reduzieren, ist es das Ziel dieser Arbeit eine universelle Zwischensprache
für die Monitorgenerierung formal zu spezifizieren, auf die Quellspezifikationen
abgebildet werden können. Im Verlauf dieser Arbeit wird gezeigt werden, dass
die neu eingeführten Monitor-Petrinetze dazu geeignet sind, als Zwischensprache
für die Generierung von Monitoren aus verschiedensten Spezifikationssprachen
zu fungieren. Diese Zwischensprache vereinfacht die Generierung von Monitoren
für beliebige Zielsprachen und -plattformen.
4.4 Laufzeitüberwachung in AUTOSAR
Der AUTOSAR-Standard [KF09], der in Abschnitt 2.1 vorgestellt wurde, sieht
mehrere integrierte Überwachungstechniken vor. Diese werden vom Betriebssys-
tem (engl. Operating System) (OS) und vom Watchdogmanager (WdM) zur Verfü-
gung gestellt.
In der Spezifikation des Betriebssystems [AUT11a] werden drei verschiedene
Techniken beschrieben. Alle beziehen sich auf die Überwachung von Zeitbedin-
gungen zur Laufzeit. Die Execution time protection stellt sicher, dass ein vorher
definiertes Zeitbudget für einzelne Tasks und Category 2 Interrupt Service Routines
(C2ISR) zur Laufzeit nicht überschritten wird. Diese Zeitbudgets werden als stati-
sche obere Grenzen definiert. Die Locking time protection (LTP) überwacht die Zeit,
die eine Ressource von einem Task oder einer C2ISR gesperrt wird. Sie beinhaltet
alle Unterbrechungszeiten (engl. suspension time) der OS-Interrupts und alle In-
terrupts des Systems. Die LTP verhindert Prioritätsinvertierungen und dient zur
Wiederherstellung eines funktionsfähigen Systemzustands nach potenziellen Ver-
klemmungen (engl. deadlock). Die Inter-arrival time protection, überwacht die ver-
gangene Zeit zwischen erfolgreichen Aufrufen von Tasks und der Ankunft von
C2ISRs.
Die gerade vorgestellten in der Spezifikation des Betriebssystems definierten
Überwachungsmechanismen werden auf OS-Level konfiguriert und beschreiben
zeitliche Zusammenhänge zwischen Tasks. Sie eignen sich nicht, um Kontroll-
fluss- oder Datenflussanalysen zu spezifizieren. Im Gegensatz dazu erlaubt das
in [PPPM13] vorgestellte in den AUTOSAR-Prozess integrierte MBSecMon-Rah-
menwerk die Spezifikation von Kontroll- und Datenflussanalysen zur Laufzeit.
Hierbei werden nicht Tasks, sondern auch die Systemsicht des Modells mit ein-
bezogen.
Auch die AUTOSAR-Spezifikation des Watchdogmanagers [AUT11b] bietet drei
Mechanismen an, die komplementär zu denen des AUTOSAR-Betriebssystems
sind. Grundsätzlich basieren die Mechanismen auf Überwachungsstellen (engl.
checkpoints), die, wenn sie erreicht werden, dies an den Watchdog-Manager (WdM)
melden. Hierzu müssen zu überwachende Funktionen mit Aufrufen an den WdM
instrumentiert werden. Sie ermöglichen die Überwachung der Reihenfolge der
Transition der Überwachungsstellen und deren zeitlicher Zusammenhänge. Bei
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wachungsstellen, der überwachten Komponente, in festgelegten Zeitschranken er-
reicht wurden. Hierdurch ist es möglich Tasks zu erkennen, die zu häufig oder
zu selten laufen. Die Deadline supervision erlaubt dagegen die Überwachung aperi-
odischer oder episodischer Ereignisse, die spezielle Bedingungen an die zeitlichen
Abläufe zwischen den Überwachungsstellen stellen. Es wird die Ausführungszeit
ganzer Blöcke überwacht, ob sich diese in den vorgegebenen Grenzen befindet.
Der WdM bietet als dritten Mechanismus das Logical monitoring das sich auf die
Entdeckung von Kontrollflussfehlern fokussiert. Hierbei wird überwacht, ob eine
oder mehrere erwartete Programminstruktionen entweder in der falschen Reihen-
folge oder überhaupt nicht ausgeführt werden. Dieser Mechanismus basiert auf
der Arbeit von Oh et al. [OSM02]. Eine zu überwachende Funktion wird hierzu
als Graph dargestellt. Zunächst wird die Funktion in Basisblöcke (engl. basic blocks)
zerlegt, indem diese an allen (bedingten) Verzweigungen getrennt wird. Diese
Basisblöcke werden dann in einem Graphen als Knoten repräsentiert und die er-
laubten Zweige werden als Kanten zwischen diesen Blöcken dargestellt. Wenn zur
Laufzeit ein neuer Block betreten wird, wird anhand des Graphen überprüft, ob
es sich um einen erlaubten Zweig handelt.
Bis auf die Kontrollflussüberwachung eignen sich die Überwachungsmechanis-
men, die AUTOSAR momentan bietet, nur zur Überwachung zeitlicher Bedingun-
gen auf einer relativ niedrigen Abstraktionsebene. Keine der hier vorgestellten
Methoden wird auf der Ebene des AUTOSAR-Systemmodells konfiguriert, das
dem Entwickler eine intuitive und integrierte Sicht auf das System gibt. Außer
den in AUTOSAR vorgestellten Mechanismen wurde das Thema der Monitorge-
nerierung für AUTOSAR in der Forschung wenig behandelt.
Eine Ausnahme bilden die Arbeiten von Cotard et al. [CFB12a, CFB+12b]. In
diesen Publikationen beschreiben die Autoren einen Ansatz zur Überwachung
der Synchronisierung von Tasks auf Mehrkern-Hardwareplattformen. Als Grund-
lage werden Beziehungen zwischen Tasks als endlicher Automat (FSM) modelliert.
Diese Spezifikation wird dann in Lineare Temporale Logik (LTL) übersetzt, aus
der Moore-Automaten und schließlich C-Code generiert werden. Der Hauptfo-
kus liegt dabei auf der Synchronisierung und nicht auf der Überwachung von
Kontroll- oder Datenfluss.
Im Gegensatz dazu werden im MBSecMon-Prozess die zu überwachenden Sig-
naturen als Szenarien in den erweiterten Live Sequence Charts modelliert. Hierbei
liegt der Fokus auf Kommunikation zwischen den einzelnen Komponenten und
nicht auf den einzelnen Komponenten selbst. Auch hier wird die Spezifikation in
eine Zwischensprache – Monitor-Petrinetze – übersetzt. Die Aufteilung auf ver-
schiedene Steuergeräte bzw. Komponenten findet erst vor der Generierung des
AUTOSAR-konformen C-Codes satt.
4.5 Bewertung der existierenden Ansätze
In diesem Abschnitt wird nach der Betrachtung der existierenden Ansätze ein
Vergleich zu den in Abschnitt 3.5 aufgestellten Anforderungen an eine Zwischen-
sprache durchgeführt. Dabei wird bei Ansätzen, die nicht direkt das Ziel der






































































































Ausdrucksstärke + + +/+ +/+ o + + +
AP1 Formale Spezifikation - + +/+ +/+ + - + +
AP2 Determ. Semantik + o +/+ o/o + + - -
AP3 Keine Zustandsr.-Expl. + + -/o -/+ o + + +
AP4 Effizient ausfürbar + + o/o +/o o o + o
AP5 Parallele Kommun. - + -/- -/- + + o o
AP6 Verschränkte Überw. + + o/o o/o + o o o
AP7 Einfache Generierung + - -/- +/- o - + -
AP8 Kompakte Repräsent. o + o/o -/o o o o o
AP9 Zeitaspekte o + +/+ -/o o o - +
AP10 Aufteilbarkeit - - -/+ -/+ - - - +
AP11 Bedingte Überwachung o + -/- -/o o o o o
AP12 Gegenmaßnahmen + o -/- o/o + + o o
AP13 Plattformunabh. - - +/+ +/+ - o + o
AP14 Erl. u. verb. Verhalten - - +/+ -/+ + - - -
AP15 Deontische Bedingung - o +/+ -/- o + + +
AP16 Ereignisklassen - + -/- o/- - - - +
AP17 Lok./glob. Variablen - + -/- +/o - - - +
+ erfüllt; o teilweise erfüllt; - nicht erfüllt
Tabelle 4.2: Bewertung existierender Ansätze mit den Anforderungen an eine Zwischen-
sprache
Tabelle 4.2 stellt die unterschiedlichen möglichen Zwischensprachen den An-
forderungen gegenüber. Die erste Spalte enthält die Anforderungen an eine Zwi-
schensprache, die in Abschnitt 3.5 vorgestellt wurden. Für die verschiedenen For-
malismen wurde jeweils ein Ansatz, der im vorherigen Teil des Kapitels vorge-
stellt wurde, als Repräsentant ausgewählt.
Die in den Design by Contract-Ansätzen (DbC) verwendeten Sprachen sind im
Allgemeinen an Zielsprachen in ihrer konkreten Syntax angelehnt, um die Model-
lierung zu vereinfachen. Die Semantik der verwendeten Sprachen ist für die lokale
Überwachung von Parametern mittels Assertions eingeschränkt und nur wenige
Ansätze bieten eine Sprache an, die die Überwachung von Sequenzen erlaubt
(CSP). Hierbei ist jedoch deren Anwendung durch die Ziele des DbC-Konzepts
sehr eingeschränkt.
Die einfache Syntax und Semantik der Sprachen für Expertensysteme bietet Mög-
lichkeiten viele verschiedene Spezifikationssprachen in ihnen zu überwachen, je-
doch führt deren Auswertung zu einem relativ hohen Overhead zur Speicherung
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leicht ein. Die Expertensysteme werden direkt von den IDS ausgeführt, was sie
eher zu einer Zielsprache als eine Zwischensprache für verschiedenste Zielplatt-
formen macht.
Temporale Logiken (TL) werden häufig zur Modellierung von einzuhaltenden Er-
eignissequenzen verwendet. Unter anderem finden sie ebenfalls in DbC-Ansätzen
Einsatz. Zur Verifikation von Modellen werden Modelchecker genutzt, die einen
großen Bedarf an Hardwareressourcen haben. Zur Laufzeitanalyse findet häu-
fig eine Transformation in Automaten wie FSMs oder Büchi-Automaten statt, die
schließlich in Code umgesetzt werden. TLs sind somit eher als Modellierungs-
sprache und nicht als Zwischensprache zu sehen, da es bei der Übersetzung aus-
drucksstarker Sprachen in TL zu Einschränkungen und zur Explosion der Größe
der temporalen Formel kommt. Bei der Verwendung von nicht-deterministischen
Automaten als Zwischensprache kann die Größe der Signatur im Gegensatz zu
einer FSM zwar deutlich reduziert werden, jedoch benötigt dessen Ausführung
eine deutliche höhere Laufzeit [SEJK08].
Finite State Machines (FSM) sind insbesondere durch ihre fehlenden parallelen
Konzepte für komplexe Signaturen als Zwischensprache der Monitorgenerierung
weniger geeignet. Die Ausführung einer FSM ist zwar effizient möglich, jedoch
benötigen FSMs zur Abbildung paralleler Spezifikationen viel Speicherplatz. Hie-
rarchische FSMs haben den Vorteil parallele Spezifikationen kompakt abbilden zu
können, führen jedoch durch ihre relativ komplexe Semantik zu einem Mehrauf-
wand bei der Codegenerierung und einer erhöhten Laufzeit.
Monitor-oriented Programming (MOP) ist ein Rahmenwerk, das verschiedenste
Eingabeformalismen wie Kontextfreie Grammatiken, Erweiterte Reguläre Aus-
drücke (ERE) und Temporale Logiken, die auf eine FSM übersetzt werden, und
FSM selbst zur Beschreibung von Ereignissequenzen unterstützt. Hierbei basiert
die Modellierungssprache jedoch auf aspektorientierter Programmierung und ist
damit stark zielsprachenbezogen. Des Weiteren werden bei der Ausführung von
Monitoren häufig Monitorinstanzen erstellt und wieder abgebaut. Durch die Ob-
jektorientierung des Ansatzes ist der Einsatz auf eingebetteten Systemen nur
schwer umzusetzen. Die von MOP unterstützen Sprachen haben alle ihre Vor-
und Nachteile, wie in Abschnitt 4.3.7 beschrieben wurde.
Wie in Tabelle 4.2 zu sehen ist, sind auf Petrinetzen basierende Sprachen am
besten für den Einsatz als Zwischensprache für die modellbasierte Generierung
von Laufzeitmonitoren geeignet. In vielen der betrachteten Ansätze wurde die Pe-
trinetzsyntax um Konzepte für das Monitoring erweitert. In diesem Bereich sind
besonders spezielle Start- und Endplätze hervorzuheben. Die Variante der Gefärb-
ten Petrinetze (CPN) [Kum95] ist zwar sehr mächtig, jedoch durch die Vielzahl an
komplexen Konzepten sehr aufwendig in Code für eine Zielplattform zu überset-
zen. Des Weiteren eignen sich Petrinetze wie in [Fah07] gezeigt, um LTL-Formeln
in eine ausführbare Form zu überführen.
In dieser Arbeit wird aus diesen Gründen eine zielsprachen- und zielplattform-
unabhängige Zwischensprache auf Basis der Petrinetze entwickelt, die an die spe-
ziellen Anforderungen einer Zwischensprache für die Monitorgenerierung ange-
passt wurde. Ein wichtiger Punkt hierbei ist, dass die Sprache so einfach wie






















78 überwachungstechniken für systeme
fikationen und Ausführung von Monitoren von sich aus unterstützen sollte. Dabei
wird besonders auf die in Abschnitt 3.5 aufgeführten Anforderungen eingegan-
gen.
Zusammenfassend sind dies:
• Eine ausreichende Ausdrucksstärke zur Überwachung asynchroner Kom-
munikationsstränge mit beliebig verschachtelten nebenläufigen Kommuni-
kationsprozessen.
• Konzepte zur Zwischenspeicherung und Verwendung von Datenwerten in
den Signaturen.
• Eine möglichst kleine Menge an Sprachkonstrukten in der Zwischensprache
zur einfachen Generierung von Monitoren.
• Eine kompakte Repräsentation der Quellspezifikation und somit ein niedri-
ger Speicherverbrauch.
• Ein möglichst geringer Laufzeitoverhead zum Einsatz auf eingebetteten Sys-
temen.
• Eine hohe Skalierbarkeit bei Abbildung von komplexen Spezifikationen in
die Zwischensprache durch Zerlegung in wiederverwendbare Teilspezifika-
tionen, die sich gegenseitig referenzieren können.
Teil III
M O N I T O R - P E T R I N E T Z E : I N F O R M E L L E E I N F Ü H R U N G
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M O N I T O R - P E T R I N E T Z E
Dieses Kapitel behandelt die Formalisierung der Monitor-Petrinetze (MPNs), die
als neue Zwischensprache zur Generierung effizienter Laufzeitmonitore entwi-
ckelt wurde. Eine erste Formalisierung der MPN-Sprache wurde in [PPPS10] ver-
öffentlicht.
In diesem Abschnitt wird zunächst ein Bedrohungsmodell (engl. threat model)
aufgestellt, das das Zusammenspiel zwischen den durch die MPNs beschriebe-
nen Signaturen darstellt. Vor der Formalisierung wird in Abschnitt 5.1 und 5.4
jeweils anhand eines Beispiels die konkrete Syntax und die Semantik der dar-
auf folgenden Formalisierung der MPNs vorgestellt. In Abschnitt 5.2 werden die
in Beispiel gezeigten grundlegenden Eigenschaften der MPN-Sprache noch ein-
mal zusammengefasst. Die Formalisierung findet in zwei Schritten statt. Zunächst
wird in Abschnitt 5.3 eine grundlegende Version der MPNs definiert und danach
diese in Abschnitt 5.5 um ein Konzept zur verschränkten Überwachung einzelner
Signaturen erweitert.
Ein Bedrohungsmodell ist in dieser Arbeit folgendermaßen definiert.
Definition 19 (Bedrohungsmodell). Ein Bedrohungsmodell (engl. threat model) be-
schreibt eine Menge von Sicherheitsaspekten (Signaturen) und ihr Zusammenspiel unter-
einander. In der Gesamtheit zeigt das Modell, welche Angriffe durch den Monitor erkannt
werden können.
Abbildung 5.1 zeigt, wie eine Menge von Monitor-Petrinetzen die Sprache aller
möglichen Kommunikationssequenzen (CES) eines überwachten Systems zu einer


















einer betrachteten Ereignissequenz (engl. Trace) von den AES wird durch wenigs-
tens ein aktives MPN signalisiert, das entweder ein erwartetes Kommunikations-
verhalten (Netze die zu MPN+ gehören) oder einen bekannten Angriff (Netze die
zu MPN− gehören) spezifiziert. Wie in Abbildung 5.1 und Definition 20 zu sehen
ist, besteht die Untermenge AES von CES aus der Schnittmenge der durch die
Netze in MPN+ erlaubten (akzeptierten) Ereignissequenzen mit Ausschluss aller
Sequenzen, die durch die Netze der Menge MPN− erkannt (akzeptiert) werden.
Definition 20 (Akzeptierte Ereignissequenzen). Die von einem Monitor akzeptier-
ten Ereignissequenzen (AES) sind folgendermaßen definiert. Das zu überwachende Sys-
tem besitzt die Ereignissequenzen CES.
CES = Menge aller möglichen Kommunikationssequenzen eines
betrachteten verteilten Systems
Die MPNs werden in positive und negative Signaturen unterteilt.
MPN =MPN+ ·∪MPN−
wobei ·∪ die disjunkte Vereinigung beschreibt. Die Semantik S eines MPNs ist:
S :MPN→ P(CES)
Die durch ein MPN mpn akzeptierten Ereignissequenzen (AES) sind:
SJmpnK ⊆ CES
Die akzeptierten Ereignissequenzen einer endlichen Menge von positiven und negativen
MPNs sind:








mit MPN+ ∈MPN und MPN− ∈MPN
Befindet sich eine Ereignissequenz nicht in der Menge der akzeptierten Ereig-
nissequenzen, wurde ein Fehler bzw. Angriff erkannt.
Im Folgenden wird das Beispiel basierend auf Abschnitt 1.5 eingeführt, das zur
Illustration der Formalisierung der Monitor-Petrinetze herangezogen wird.
5.1 Beispiel für eine Monitorspezifikation
In Abbildung 5.2 ist eine Monitorspezifikation (Signatur) abgebildet, die eine ein-
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int ac = 0 
Live Sequence Chart Attack (MUC) 
Vehicle RSU 
ac > 60 
connect() 
ack() 
























































Abbildung 5.2: Erkennung einer einfachen DoS-Attacke
Folgenden, nachdem die Syntax und Semantik der MPNs beispielhaft vorgestellt
wurde, zur Erläuterung der Formalisierung herangezogen.
eLSCs Auf der linken Seite von Abbildung 5.2 sind die Signaturen als erwei-
tertes Live Sequence Charts (eLSC) dargestellt. Bei den eLSCs handelt es sich um
einen Usecase Communication, der die gewünschte Kommunikation beschreibt,
und einen dazugehörigen Misusecase Attack, der überprüft, ob der Angriffsfall
eingetreten ist. Der Usecase beschreibt, wie sich ein Fahrzeug (Vehicle) mit der
Mautbrücke (RSU) verbindet und danach Daten austauscht. Sobald die connect-
Nachricht von der Mautbrücke mit dem Versenden einer ack-Nachricht angenom-
men wurde, wird ein globaler Zähler (ac), der die aktuell aktiven Verbindungen
zählt, inkrementiert. Nach dieser Kommunikation, die in einem Prechart model-













ten enthalten, an die Mautbrücke senden. Handelt es sich beim Mautbrückenbe-
treiber nicht um den eigenen Provider (Roamingbetrieb), müssen noch weitere
Zahlungsinformationen (data_b) an die Mautbrücke geschickt werden. Zum Ab-
schließen der Transaktion sendet das Fahrzeug eine disconnect-Nachricht an die
Mautbrücke. Sobald die disconnect-Nachricht empfangen wurde, wird der Zähler
für die aktiven Verbindungen wieder dekrementiert.
Dieses eLSC wird für jede neue Verbindung von außen (ein neues Fahrzeug)
initialisiert. Hierdurch ist es möglich, die aktiven Verbindungen nachzuverfolgen.
Der Misusecase greift auf dieselbe globale Variable ac, die auch der Usecase
verwendet, zu. Er hat im Gegensatz zu dem Usecase keine Vorbedingung. Nach-
dem sich ein neues Fahrzeug mit der Mautbrücke verbunden hat, prüft dieser,
ob der Zähler für die aktiven Verbindungen größer als 60 ist. Wenn dies der Fall
ist, sind mehr Verbindungen vorhanden als durch die räumlichen Gegebenheiten
möglich ist und es handelt sich um eine DoS-Attacke.
MPNs Auf der rechten Seite von Abbildung 5.2 sind diese beiden Signaturen
als MPN dargestellt. Das MPN Communication zeigt die Übersetzung des Usecase-
eLSCs in ein MPN aus der Menge MPN+. Für jede Lebenslinie im eLSC wird ein
Initialplatz erstellt. Eine asynchrone Nachricht, wie die connect-Nachricht, wird in
zwei Transitionen übersetzt. Eine für das Sende- und eine für das Empfangsereig-
nis. Diese beiden Transitionen werden über einen Synchronisationsplatz so ver-
bunden, dass das Sende- vor dem Empfangsereignis auftreten muss. Die übrigen
beiden Nachfolgeplätze der Transitionen dienen der Sicherstellung des zeitlichen
Ablaufs auf der Lebenslinie. Für die ack-Nachricht wird das gleiche Muster in
gespiegelter Form angehängt.
Die Annotationen an den Transitionen des MPNs haben folgendes Format:
Ereignis[Bedingung]/Aktion
Alle Teile dieser Annotation sind optional und können nach Bedarf weggelassen
werden. Transitionen ohne annotiertes Ereignis werden im Folgenden als Epsilon-
transition bezeichnet. Die Zuweisung (Statement) ac++ kann als zusätzliche nach-
folgende Transition modelliert werden oder wie hier geschehen als Aktion nach
dem Empfang des Sendeereignisses annotiert werden. Der Übergang zwischen
Pre- und Mainchart wird durch eine Epsilontransition zur Synchronisation, in der
alle offenen Plätze zusammengeführt werden, dargestellt. Dahinter wird für jede
Lebenslinie ein Platz angelegt, an dem wie schon im Prechart für das Mainchart
fortgefahren wird.
Nachdem die Nachricht data_a und die optionale Nachricht data_b übersetzt
wurden, wird auch die disconnect-Nachricht übersetzt und es werden zusätz-
lich „Übersprungstransitionen“ für die optionale Nachricht angelegt, sodass diese
übersprungen werden kann. Auch hier wurde die Aktion /ac-- an die Transition
des vorherigen Ereignisses annotiert. Als Abschluss des MPNs wird, da es sich
um einen Usecase handelt, auf einen Endplatz synchronisiert.
Zusätzlich zu den Plätzen, die aus der direkten Übersetzung der eLSC-Elemen-
te entstehen, enthält das MPN zwei zusätzliche Plätze, die die Charts der eLSCs
darstellen. Um nicht alle Plätze der Vorbedingung (aus Prechart entstanden) mar-
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Signatur symbolisiert, als solcher markiert. Hierdurch ist eine Unterscheidung
zwischen vorausgehenden Teil und nachfolgenden (consequent) Teil der Signatur
bei der Auswertung des Monitorergebnisses möglich.
Das MPN Attack zeigt die aus dem Misusecase-eLSC entstandene MPN-Re-
präsentation aus der Menge MPN−. Dieses eLSC besitzt kein Prechart, sondern
nur ein Mainchart, das hier nicht explizit modelliert ist. Da ein Misusecase nur
dann fehlschlägt, wenn ein Fehlerplatz erreicht wurde, ist es nicht notwendig, zu-
sätzliche Plätze im MPN für die entsprechenden Charts im eLSC zu generieren.
Zusätzlich zu den bekannten Übersetzungsschritten wird hier die heiße Bedin-
gung ac>60, die sich über beide Instanzen erstreckt, übersetzt. An diesem Punkt
findet eine Synchronisation auf einen Fehlerplatz statt, da bei erfüllter Bedingung
der Misusecase entdeckt wurde. Da die heiße Bedingung sofort erfüllt sein muss,
wird zusätzlich eine zweite Transition mit der invertierten Bedingung angelegt,
die auf einen Endplatz führt.
Ausführung des Monitors Zur Vorbereitung auf die Formalisierung der
Semantik in Abschnitt 5.3 werden hier drei Durchläufe des Monitors betrachtet.
Der Erste zeigt einen positiven Durchlauf durch den Usecase Comunication mit
einem Fahrzeug, das mit der Mautbrücke kommuniziert. Der Zweite demonstriert
das Verhalten des Monitors, wenn ein Ereignis nicht der im Usecase modellierten
Sequenz entspricht. Der dritte zeigt, wie der Misusecase Attack bei Durchfahrt
mehrerer Fahrzeuge erkannt wird.
Tabelle 5.1 beschreibt die Markierung und ihre Änderung bei Stimulation mit
Ereignissen des MPNs. Die erste Spalte stellt die Nummer des aktuellen Makro-
schrittes und die zweite Spalte die gerade zu verarbeitenden Ereignisse dar. Die
Plätze des MPNs werden durch ihre Nummern, aus Abbildung 5.2 gekennzeich-
net. In den beiden rechten Spalten befindet sich der Wert der globalen Variablen
ac und der aktuelle Status des MPNs. Hierbei wird zwischen laufend (running),
beendet (terminated) und fehlgeschlagen (failed) unterschieden. Die Werte in den
Spalten unter den Platznummern stellen die Token, die mit einer Instanznummer
der Signatur markiert sind, dar. Diese Instanznummern werden im Folgenden
Eingabegenerationen genannt und dienen der Unterscheidung von Ereignissen,
die verschiedenen Kommunikationssträngen (z. B. Fahrzeug/Mautbrücken-Kom-
binationen) zugeordnet sind. In den ersten beiden Beispielen wird hierbei nur die
Kommunikation zwischen einem Fahrzeug und einer Mautbrücke betrachtet. Die
Eingabegeneration ist somit 1.
Zeile 1 zeigt den Initialzustand des MPNs, in dem nur die Initialplätze mit ei-
nem Token der Eingabegeneration 1 belegt sind. Der Wert der Variablen ac ist
auf 0 initialisiert und der Monitor ist im Status laufend (running). Darauf folgend
wird das Ereignis s.con verarbeitet. Hierbei schaltet die Transition, die mit dem
entsprechenden Ereignis annotiert ist, da ein Token der entsprechenden Einga-
begeneration im Platz ihres Vorbereichs (1) liegt. Dies bedeutet, dass das Token
in Platz 1 im Vorbereich der Transition gelöscht und in den Plätzen im Nach-
bereich der Transition (3a, 3b) je ein Token der Eingabegeneration erzeugt wird.
Hieraus ergibt sich die in Makroschritt 2 angegebene Markierung des MPNs und














vorausgehender Teil nachfolgender Teil Chart
1 2 3a 3b 4 5a 5b 6 7 8 9a 9b 10 11a 11b 12 13a 13b 14 15 16 17 ac Status
1 1 1 1 0 r
2 (1) s.con 1 1 1 1 0 r
3 (1) r.con 1 1 1 0 r
4 (1) s.ack 1 1 1 1 1 r
5.1 (1) r.ack 1 1 1 1 r
5.2 - 1 1 1 1 r
6 (1) s.d_a 1 1 1 1 1 r
7 (1) r.d_a 1 1 1 1 r
8 (1) s.dis 1 1 1 1 1 r
9.1 (1) r.dis 1 1 1 1 r
9.2 - 1 1 t
Tabelle 5.1: Beispieldurchlauf durch den Usecase
wird mit den beiden folgenden Ereignissen verfahren, was in der Markierung in
Makroschritt 3 resultiert. In Makroschritt 4 wird, nachdem die Transition geschal-
tet hat, die annotierte Aktion \ac++ ausgeführt und die globale Variable damit auf
1 inkrementiert. Makroschritt 5 in dem das Ereignis r.ack verarbeitet wird, zeigt,
wie sich ein Makroschritt in mehrere Mikroschritte aufteilt. Nachdem die entspre-
chende Transition im MPN geschaltet hat, sind die Plätze 5a, 5b, 6 und 16 belegt.
Da an der nachfolgenden Transition kein Ereignis annotiert ist, handelt es sich
um eine Epsilontransition, die schaltet, sobald die Plätze in ihrem Vorbereich be-
legt sind. Folgend auf die Verarbeitung eines von außen übergebenen Ereignisses,
wird innerhalb desselben Makroschrittes so lange versucht Epsilontransitionen zu
schalten, bis das MPN nicht mehr schaltet. Dies führt zur Markierung in Schritt
5.2, in der der Platz der die Vorbedingung markiert (16), nicht mehr belegt ist.
Die Auswertung der Markierung des MPNs wird erst, nachdem das MPN nicht
mehr schaltet, durchgeführt. Dieser Durchlauf wird nun basierend auf den fol-
genden Ereignissen weiter ausgeführt. In Schritt 9 findet nach der Verarbeitung
des Ereignisses r.dis ein Mikroschritt statt, der dazu führt, dass der Endplatz (15)
belegt wird. Dies bedeutet, dass die Signatur erfolgreich beendet (terminated) wur-
de. Alle Token der aktiven Eingabegeneration werden im Folgenden abgeräumt
und das MPN neu initialisiert.
Tabelle 5.2 zeigt, wie sich die MPN-Semantik beim Auftreten von nicht im MPN
modellierten Ereignissequenzen verhält. Schritte 1 bis 4 sind identisch zu der vor-
her betrachteten Ereignissequenz. In Schritt 5.1a wird ein nicht erwartetes (nicht
akzeptiertes) Ereignis (r.con) dem Monitor übergeben, dass keine Transition feu-
ern lässt. Da Platz 16, der als Vorbedingung markiert ist, zu diesem Zeitpunkt
noch mit einem Token belegt ist und somit Platz 17 der den nachfolgenden Teil
repräsentiert kein Token enthält, bedeutet dies, dass das MPN durch die Aus-
wertung beendet (terminated) wird. Die Vorbedingung drückt einen Bereich in der
Signatur aus, der dazu dient Zustände zu erkennen, in denen der nachfolgende







5.1 beispiel für eine monitorspezifikation 87
Nr. Ereignis Plätze
vorausgehender Teil nachfolgender Teil Chart
1 2 3a 3b 4 5a 5b 6 7 8 9a 9b 10 11a 11b 12 13a 13b 14 15 16 17 ac Status
1 1 1 1 0 r
2 (1) s.con 1 1 1 1 0 r
3 (1) r.con 1 1 1 0 r
4 (1) s.ack 1 1 1 1 1 r
5.1a (1) r.con 1 1 1 1 1 t
5.1b (1) r.ack 1 1 1 1 r
5.2 - 1 1 1 1 r
6 (1) s.d_a 1 1 1 1 1 r
7a (1) r.d_b 1 1 1 1 1 f
7b (1) r.d_a 1 1 1 1 r
8 (1) s.dis 1 1 1 1 1 r
9.1 (1) r.dis 1 1 1 1 r
9.2 - 1 1 e
Tabelle 5.2: Beispieldurchlauf durch den Usecase (Fehlschlagen)
ternativen Ablauf mit dem akzeptierten Ereignis. Schritt 7.1a stellt ein Ereignis
dar, das wiederum nicht zu dem vom MPN beschriebenen Ablauf passt. In der
Zwischenzeit ist das MPN im nachfolgenden Teil, in dem Platz 17 belegt ist, an-
gekommen. Im Auswertungsschritt der MPN-Semantik wird hier ein Fehlerfall
(failed) erkannt, da die Signatur in diesem Bereich des MPNs verpflichtend ist.
Auch hier wird, wie bei Erreichen eines Terminalplatzes, das MPN auf die Initial-
markierung zurückversetzt. Der übrige Ablauf entspricht dem in Tabelle 5.1.
Im Gegensatz zu positiven MPNs (MPN+) besitzen negative MPNs (MPN−),
die aus einem Misusecase entstanden sind, keine Unterscheidung zwischen Vor-
bedingung und Nachbereich. Damit der Misusecase eintritt, muss ein Fehlerplatz
erreicht werden. Jeder Abbruch durch ein nicht schaltendes MPN führt hier zu
einem Beenden der Überwachung (terminated).
Nach der beispielhaften Einführung der MPN-Semantik für einen Usecase wird
im Folgenden der Misusecase Attack aus Abbildung 5.2 betrachtet. Mehrere Fahr-
zeuge haben sich in diesem Durchlauf (Tabelle 5.3) schon mit der Mautbrücke ver-
bunden und auch teilweise wieder abgemeldet. Insgesamt sind zu Beginn dieses
Ausschnitts noch 59 Fahrzeuge mit der Mautbrücke verbunden. Gezeigt werden
in diesem Beispiel nur die Eingabegenerationen 80 und 81, wobei sich während
dessen keine Fahrzeuge an- oder abmelden. Vor diesem Ausschnitt hat sich das
Fahrzeug, dem die Eingabegeneration 80 zugewiesen wurde, schon angemeldet
(connect-Nachricht wurde verschickt und empfangen) und ein weiteres Fahrzeug
hat sich noch nicht angemeldet.
Im zweiten Schritt sendet das neue Fahrzeug ein s.con-Ereignis und wird der
Eingabegeneration 81 zugewiesen. Das ack-Ereignis in Schritt 3 führt für die Kom-
munikation der Generation 80 dazu, dass der Zähler ac um eins auf 60 inkremen-














1 2 3a 3b 4 5a 5b 6 7 8 ac Status
1 81 81 80 80 59 r(80,81)
2 (81) s.con 81 80, 81 81 80 59 r(80,81)
3 (80) s.ack 81 80, 81 81 80 80 60 r(80,81)
4.1 (80) r.ack 81 81 81 80 80 60 r(80,81)
4.2 - 81 81 81 80 60 t(80),r(81)
6 (81) r.con 81 81 61 r(81)
7 (81) s.ack 81 81 81 61 r(81)
8.1 (81) r.ack 81 81 61 r(81)
8.2 - 81 61 f(81)
Tabelle 5.3: Beispieldurchlauf durch den Misusecase
mit sich ausschließenden Bedingungen. Da der Zähler ac auf 60 steht, schaltet die
linke Transition und das MPN wird beendet (terminated). Die Token der Genera-
tion 80 werden abgeräumt. Wenn nun Eingabegeneration 81 diese Stelle erreicht
ist der Zähler in Schritt 6 schon auf 61 aktive Verbindungen erhöht worden und
die rechte Transition schaltet. Hierdurch wird ein Token auf dem Fehlerplatz (7)
erzeugt. Der durch den Misusecase modellierte Angriff wurde hiermit erkannt.
Wie vorher in Abbildung 5.1 gezeigt schränkt somit das gerade gezeigte ne-
gative MPN (aus MPN−) die durch das positive MPN (aus MPN+) erlaubten
Sequenzen ein.
5.2 Zusammenfassung der Eigenschaften der MPN-Sprache
Die grundlegenden Eigenschaften der Monitor-Petrinetz-Sprache, die im vorhe-
rigen Abschnitt am Beispiel gezeigt wurden, werden in diesem Abschnitt noch
einmal zusammengefasst und besprochen.
Anders als die in Abschnitt 3.2 vorgestellten Petrinetze sind die MPNs deter-
ministisch. Dies wird unter anderem erreicht, indem im Gegensatz zu Petrinetzen
in MPNs keine Konflikte existieren. Transitionen konkurrieren nicht um Token
auf gemeinsamen Plätzen in ihrem Vorbereich, sondern können durch die Ma-
kroschrittsemantik, die die Aktivierung der Transitionen auf Basis des Ausgangs-
zustandes evaluiert, gleichzeitig schalten. Durch das Aufräumen des Netzes beim
Erreichen der Terminalplätze und bei Nichtschalten des Netzes kann kein Dead-
lock eintreten. Jeder Platz nimmt nur ein Token einer Generation auf. Plätze im
Nachbereich, die schon mit einem Token der entsprechenden Generation belegt
sind, verhindern nicht das Schalten der Transition und die Token werden zu-
sammengeführt. Im Gegensatz zu Petrinetzen müssen in MPNs Transitionen, die
aktiviert sind, schalten. Hierbei schalten alle Transitionen, die schalten können,
innerhalb eines Makroschrittes.
Zur Unterstützung der Laufzeitüberwachung besitzen MPNs in ihrer Syntax
Konstrukte, die eine implizite Auswertung des Monitorzustandes ermöglichen.







5.3 grundlegende version 89
schiedene Endplätze erlauben die gezielte Erkennung positiver und negativer En-
den eines MPNs. Des Weiteren können MPNs positive und negative Signaturen
beschreiben, was sich auf die Auswertung der Markierung auswirkt. Spezielle
Initialplätze, die Token nach festgelegten Regeln erzeugen, erlauben die Überwa-
chung mehrerer Kommunikationsstränge in einem Netz.
Um eine Überwachung einer Signatur, die als MPN beschrieben wurde, zu er-
möglichen, muss immer ein Pfad durch das MPN zu einem Terminalplatz vor-
handen sein. Dies gilt insbesondere für die Modellierung negativer Signaturen,
da nur auf diese Weise verbotene Ereignissequenzen erkannt werden können. Je-
doch müssen dabei nur Pfade, die sich nicht implizit aus der MPN-Semantik
ergeben, modelliert werden. Token dürfen, wenn ein Terminalplatz erreicht wird,
noch im MPN vorhanden sein und müssen nicht vollständig durch den Endplatz
abgeräumt werden. Dies ermöglicht eine kompakte Modellierung und damit eine
kompakte Repräsentation im Speicher.
5.3 Grundlegende Version
Zur besseren Übersicht wird in diesem Abschnitt zunächst eine grundlegende
Version der Monitor-Petrinetze eingeführt. Diese beinhaltet alle zur MPN-Spra-
che gehörenden Elemente und eine Semantik, die die Unterscheidung zwischen
verschiedenen Kommunikationssträngen beinhaltet.
5.3.1 Syntax der MPNs
In diesem Abschnitt wird die abstrakte Syntax der Monitor-Petrinetzsprache, die
auf Place/Transition-Netzen basiert, formal definiert. Die MPN-Sprache beinhal-
tet das Konzept der Eingabegenerationen, das in Abschnitt 5.1 exemplarisch zur
Repräsentation von Kommunikationssträngen zwischen Mautbrücke und Fahr-
zeug eingesetzt wurde.
Beispiel Eingabegenerationen
Abbildung 5.3 zeigt, wie diese Eingabegenerationen mit der Menge der MPNs
einen Raum an möglichen Markierungen aufspannt, der je nach Anzahl der ak-
tiv überwachten Kommunikationsstränge anwächst. Hierbei wird für jede neue
Eingabegeneration 
MPN 
Abbildung 5.3: Eingabegenerationen in der MPN-Definition
Eingabegeneration für alle MPNs im Monitor eine neue MPN-Instanz (Eingabe-













Definition 21 (MPN-Instanz). Eine MPN-Instanz ist ein MPN mit der Markierung
einer bestimmten Eingabegeneration.
Eine Eingabegeneration wird in der folgenden Formalisierung mit dem Oberbe-
griff Generation benannt. Diese Generation wird in der späteren Formalisierung
erweitert.
Definition 22 (Syntax). Ein Netz mpn ∈ MPN ist eine erweiterte Variante der
Place/Transition-Netze über einem gegebenen Alphabet von möglichen Eingabeereignis-
sen (engl. input events) I = {i1, . . . , i|I|, i} (wobei i ein Eingabeereignis mit einem
Epsilonereignis ist, das spontane Transitionen feuern lässt) und einem festgelegten Set
von Ausgangsereignissen (engl. output events) O = {running, terminated, failed}
mit
mpn = (S, T , F,E,G, IMPN,m,p,a) wobei
S = Si ·∪ Sn ·∪ St =
{
s1, s2, . . . , s|S|
}
ist eine endliche Menge von Plätzen, die die
Vereinigung von den disjunkten nicht leeren Mengen der
• Initialplätze Si, die Markierungen beinhalten und den initialen Zustand des
Netzes repräsentieren.
• normalen Plätze Sn.
• Terminalplätze St, die das Ende eines MPN-Ausführungsprozesses signalisie-
ren.
St = Se ·∪ Sf sind die Terminalplätze, die reguläre End- oder Fehlerplätze sein können.
Sc ⊆ S;Sa ⊆ S;Sc ∩ Sa = ∅ sind Mengen von Plätzen, die entweder den vorausgehen-
den (antecedent) oder den nachfolgenden (consequent) Teil der Signatur symbolisie-
ren. Sie werden zusätzlich zu den End- und Fehlerplätzen für die Unterscheidung
von positiven und negativen Enden eines MPNs, wenn keine Transition durch das
Eingabeereignis gefeuert wird, verwendet.
T =
{
t1, t2, . . . , t|T |
} 6= ∅ ist eine endliche Menge aller Transitionen.
F ⊆ (S \ St × T)∪ (T × S) ist die Flussrelation, die Plätze mit Transitionen verbindet.
G ⊆ N ist eine Menge von natürlichen Zahlen, die zur Unterscheidung zwischen ver-
schiedenen Generationen von Markierungen im Netz verwendet wird.
E : G → E ist die Familie aller möglichen Umgebungen eines MPNs, die potenziell ge-
nerationsspezifische Bindungen von Variablen zu Werten während der Ausführung
eines MPNs speichert. Eine genauere Definition findet sich in Abschnitt 6.3.
IMPN ⊆ I ist eine Menge von Eingabeereignissen, die von dem MPN verarbeitet wer-
den und aus Ereignissen und einer Teilumgebung bestehen. Elemente von I \ IMPN
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m ∈ M : (S×G) → {1, 0} ist die Funktion, die die Markierung des Netzes definiert.
Die Funktion unterscheidet zwischen verschiedenen Eingabegenerationen (g ∈ G).
Ein Platz kann je Generation g nur mit einem Token markiert sein.
p : T × IMPN × E×G → {true, false} ist ein Prädikat, das jeder Transition für eine
gegebene Eingabe (engl. Input), eine Umgebung von Variablenbindungen und einer
Generation einen logischen Wert zuweist.
a : T × IMPN × E×G → E sind die Aktionen, die an den Transitionen annotiert sind,
die eine spezifische Eingabe (engl. Input), eine Generation und eine Umgebung als
Kontext übergeben bekommen und eine neue Umgebung mit modifizierten Varia-
blenbindungen als Ergebnis erzeugen.
Vorbereich von t ∈ T : •t = {s ∈ S|(s, t) ∈ F} ist die Menge aller Plätze, die mittels einer
Flussrelation von einem Platz zu der gegebenen Transition verbunden sind.
Nachbereich von t ∈ T : t• = {s ∈ S|(t, s) ∈ F} ist die Menge aller Plätze, die mittels
einer Flussrelation von der gegebenen Transition zu einem Platz verbunden sind.
Im Folgenden wird auf Elemente eines MPNs mit der Notation mpn.e oder
in allen Fällen in denen nur ein MPN verarbeitet wird direkt mit e zugegriffen.
Aus Gründen der Übersichtlichkeit und Verständlichkeit wird in den Definitionen
mpn nicht explizit jeder Prozedur als Parameter übergeben. Außerdem werden
die statischen Elemente eines MPNs, wie Plätze und Transitionen, direkt adres-
siert.
Die MPN-Sprache unterscheidet zwischen Signaturen, die erlaubtes und verbo-
tenes Verhalten beschreiben.
Definition 23 (Positive und negative MPNs). Ein MPN beschreibt ein positives (Use-
case) oder ein negatives (Misusecase) Muster von Kommunikations-/Eingabeereignissen.
MPN = MPN+ ·∪MPN− (5.1)
5.3.2 Semantik der MPNs
Zur Überwachung (Monitoring) von Ereignissequenzen wurde eine Semantik, die
auf Mikro- und Makroschritten basiert, entwickelt. Das Schalten (Feuern) einer
einzelnen Transition wird Mikroschritt genannt. Die Verarbeitung eines einzel-
nen Eingabeereignisses, das alle aktivierten Transitionen des Netzes nebenläufig
schaltet und die neue Markierung auswertet, wird Makroschritt genannt.
Wenn eine neue Instanz einer Kommunikationsereignisteilsequenz (engl. trace)
überwacht werden soll, werden Token mit einer neuen Generationsnummer auf














Definition 24 (Initiale Markierung). Die initiale Markierung einesmpnmitm = m0
ist folgendermaßen definiert. In allen initialen Plätzen wird ein Token erzeugt.
m0(s,g) =
1 for s ∈ Si
0 else.
;g ∈ G (5.2)
In der initialen Umgebung E0 werden alle Variablen, die in der MPN-Spezifikation
benötigt werden, mit ihrem Standardwert initialisiert (Formale Definition folgt in Ab-
schnitt 6.3).
Während ein Ereignis verarbeitet wird, schalten alle aktivierten Transitionen.
Beispiel Aktivierte Transitionen
Abbildung 5.4 zeigt ein Beispiel in konkreter Syntax für eine aktivierte Transi-
tion. Beide Plätze in Vorbereich der Transition sind mit einem Token der Gene-
ration 1 belegt. Wenn nun das Prädikat an der Transition zu wahr ausgewertet
wird, schaltet die Transition. Die in der folgenden Definition verwendeten Va-





m = (1, 1, 0, 0) fu¨r g = 1}
•t
p(t, i, e, g)}
t•
Abbildung 5.4: Beispiel einer aktivierten Transition
Definition 25 (Aktivierungsbedingung). Eine Transition t eines mpn ist aktiviert,
wenn das Prädikat p der Transition zu wahr ausgewertet wird und alle Plätze im Vor-
bereich der Transition mit einem Token der gerade verarbeiteten Generation g markiert
sind.
enabled(t : T , i : IMPN, e : E,m :M,g : G)→ Bool
enabled(t, i, e,m,g) :⇔ p(t, i, e,g)∧ ∀s ∈ •t : m(s,g) = 1
Eine schaltende Transition kann eine Aktion haben, die Teile der Umgebung
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Definition 26 (Zusammenführung). Änderungen an der Umgebung werden mit fol-
gender Prozedur verarbeitet:
merge(e : E, e1 : E, e2 : E)→ E
e ′ = merge(e, e1, e2)
wobei e ′ ∈ E das zusammengeführte Ergebnis der Änderungen e1 und e2 der Variablen-
bindungsumgebung e ist. Die Umgebungen e1 und e2 entsprechen den Auswirkungen
zweier verschiedener Transitionen, die nebenläufig schalten. Konflikte bei Variablenzu-
weisungen von nebenläufig schaltenden Transitionen sollten nicht auftreten und können
entweder durch Verwendung von Transitionsprioritäten gelöst werden oder als Spezifika-
tionsfehler, der den Überwachungsprozess abbricht, behandelt werden.
Das Schalten von Transitionen ändert die Markierung des Netzes. Bei der Ak-
tualisierung werden nur der übergebene Platz und das Token der übergebenen
Generation verändert. Alle anderen Markierungen bleiben hierbei unverändert.
Definition 27 (Aktualisierung der Markierung). Änderungen der Markierung wer-
den folgendermaßen verarbeitet:
update(m :M, s ′ : S,b : Bool,g ′ : G,out m ′ :M) :
∀s ∈ S, ∀g ∈ G : m ′(s,g) =
if s = s ′ ∧ g = g ′ then b else m(s,g)
Nach der Definition der Aktualisierung der Markierung des Netzes wird im
Folgenden die Verarbeitung eines Ereignisses definiert.
Definition 28 (Verarbeitung eines Ereignisses). Alle Transitionen, die aktiviert sind
(ausgewertet auf der übergebenen Umgebung e und der Markierung m), schalten, die
Aktionen werden ausgeführt und es wird für die verarbeitete Generation gespeichert, ob
eine Transition im Netz gefeuert hat.
processEvent(inout m :M, i : IMPN,g : G, inout e : E, inout fired : Bool) :
// Kopiere Markierung und Umgebung1
m ′ = m; e ′ = e;
foreach t ∈ T , with enabled(t, i, e,m,g)
// führe Aktion aus
e ′′ = a(t, i, e,g); e ′ = merge(e, e ′, e ′′);
fired = true;
// verarbeite Vorbereich
foreach s ∈ •t
update(m ′, s, 0,m ′,g);
foreach t ∈ T with enabled(t, i, e,m,g)
// verarbeite Nachbereich













foreach s ∈ t•
update(m ′, s, 1,m ′,g);
m = m ′; e = e ′;
Beispiel Determinismus des Schaltens mehrerer Transitionen
Die in Definition 28 vorgestellte Verarbeitung eines Ereignisses stellt ein de-
terministisches Ergebnis sicher. Abbildung 5.5 zeigt eine Situation, die bei Be-
trachtung jeder Transition einzeln, wie es in Petrinetzen üblich ist, zu einem
nichtdeterministischen Ergebnis führen würde. Es wird dem Netz das Ereignis











Abbildung 5.5: Problem bei gleichzeitig schaltenden Transitionen
tet, wird auf dem mittleren Platz ein Token gelöscht und auf dem rechten eines
erstellt. Das Schalten der linken Transition im selben Schritt würde dann zum
dargestellten Ergebnis mit zwei Token im Netz führen. Ist die Bearbeitungs-
reihenfolge umgekehrt, führt dies zu der auf der rechten Seite dargestellten
Markierung mit nur einem Token Netz.
Durch die Erstellung einer Kopie des Netzes zur Auswertung der zu schal-
tenden Transitionen sowie die Aufteilung der Verarbeitung des Vorbereichs al-
ler schaltender Transitionen (Löschen der Token) und anschließende Bearbei-
tung des Nachbereichs (Erstellen neuer Token), wird in einem MPN immer das
linke Ergebnis erreicht.
Nachdem ein Ereignis von einem MPN verarbeitet wurde, muss die neue Mar-
kierung ausgewertet werden, um das Ergebnis des aktuellen Überwachungsschrit-
tes zu bestimmen.
Definition 29 (Auswertung des Überwachungsergebnisses). Diese Funktion eva-
luiert das Ergebnis der Ausführung des MPNs für eine Generation. Das Ergebnis (∈ O)
hängt von der Markierung der Terminalplätze ab. Falls das MPN nicht geschaltet hat,
wird anhand der Belegung der als vorausgehender (antecedent) oder als nachfolgender
(consequent) Teil der Signatur markierten Plätze und ob das MPN einen Use- oder Mis-
usecase darstellt das Ergebnis bestimmt.
evaluateMonitoringResult(m :M,g : G, fired : Bool)→ O :
if fired then
// eine Transition hat geschaltet
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else if ∃s ∈ Se : m(s,g) = 1 then terminated
else running
else
// keine Transition hat geschaltet
if mpn ∈MPN− then terminated
else
// Unterscheidung zwischen vorausgehendem (antecedent) und nachfolgendem
(consequent) Teil
if ∃s ∈ Sc|m(s,g) = 1 then failed;
else terminated;
In dieser Auswertung besitzt das Fehlschlagen (failed) einer Signatur Priorität
über das Beenden (terminated). Wenn in einem Fehlerplatz und in einem Endplatz
am Ende der Ereignisverarbeitung ein Token liegt, gilt die Signatur als fehlge-
schlagen.
Das Zurücksetzen zur initialen Markierung für eine zugeordnete Eingabegene-
ration ermöglicht das Beenden eines Überwachungsversuchs. Dabei wird nur der
Teil der Markierung zurückgesetzt, der der übergebenen Generation entspricht.
Definition 30 (Initialisieren einer Markierung). Die Initialisierung eines Teils der
Markierung auf die initiale Markierung m0 wird mit folgender Prozedur durchgeführt:
init(m :M,g ′ : G,out m ′ :M) :
∀s ∈ S, ∀g ∈ G : m ′(s,g) = if g = g ′ then m0(s,g) else m(s,g);
Zur Unterstützung der Synchronisation verschiedener paralleler Kontrollflüs-
se in einem MPN wird eine Transition ohne annotiertes Ereignis benötigt, das
die Abwesenheit eines spezifischen Ereignisses symbolisiert – das Epsilonereignis
Dieses Ereignis kann einem MPN als reguläres Ereignis mit einem zusätzlichen
Kontext, der in Bedingungen und Aktionen genutzt werden kann, übergeben wer-
den.
Definition 31 (Nachverarbeitung). In einer zweiten Phase, nachdem das reguläre Er-
eignis verarbeitet wurde, schalten Epsilontransitionen, wenn ihr Kontext zu wahr aus-
gewertet wird, bis keine Epsilontransition mehr aktiviert ist. Wenn in einem MPN min-
destens ein Token einer Generation auf einem Terminalplatz liegt oder es nicht geschaltet
hat, wird die Markierung m ausgewertet und danach der Teil der Markierung, die zur
entsprechenden Generation gehört wieder mit der initialen Markierung m0 initialisiert.
Die Variable mresult gibt den aktuellen Status des MPNs zurück.
postprocessing(inout m :M,g : G, inout e : E, fired : Bool,out mresult : O) :
epsfired = true;
// so lange das Netz schaltet
while (epsfired)














// setze wahr wenn Epsilontransition geschaltet hat
fired = true;
mresult = evaluateMonitoringResult(m,g, fired);
if mresult 6= running then
// entferne Generation aus den aktiven Generationen
G = G \ {g};
Letztendlich werden die vorher beschriebenen Definitionen zu einem Makro-
schritt zusammengefasst.
Definition 32 (Makro-Schritt-Ausführung). Die Verarbeitung eines Eingabeereignis-
ses und die Evaluation des Ergebnisses wird Makroschritt genannt. Nur wenn die über-
gebene Eingabe i in der Menge der akzeptierten Eingaben IMPN enthalten ist, wird sie
verarbeitet. Falls die Generation des übergebenen Ereignisses nicht schon in der Men-
ge der aktiven Ereignisse G ist, wird die Markierung für die übergebene Generation g
initialisiert. Danach wird das Ereignis verarbeitet. Die Prozedur macro ist definiert als:
macro(inout mpn : MPN, i : I,g :N,out mresult : O) :
mpn.e = merge(mpn.e, i.e, i.e); // Die von außen übergebene Teilumgebung wird mit der
des MPNs zusammengeführt.
// Ist i ein akzeptiertes Eingabeereignis?
if i ∈ IMPN then
if !g ∈ mpn.G then
// aktiviere neue Generation
mpn.G = mpn.G∪ {g}
init(mpn.m,g,mpn.m);







Wenn ein Epsilonereignis von außen an macro übergeben wird, transportiert
dieses in der Regel einen Wert, wie zum Beispiel die regelmäßige Aktualisierung
einer Variablen. Da es sich bei solchen Ereignissen nicht um klassische Ereignis-
se, die durch Versenden von Nachrichten entstehen, handelt, führen diese auch
nicht zum Abbruch des MPNs, wenn keine Transition schaltet. Dies wird durch
das Setzen von fired auf true erreicht. Hierdurch wird es möglich Variablen in
der Umgebung eines MPNs zu aktualisieren, auf die im Nachbearbeitungsschritt
dann in Bedingungen an Transitionen zugegriffen werden kann. MPNs können
auch bei diesen Ereignissen als terminated oder failed ausgewertet werden, falls
ein End- oder Fehlerplatz erreicht wird.
Um Parameter (Umgebungen), die durch Eingaben dem Monitor übergeben
werden, auch für spätere Verarbeitungsschritte zur Verfügung zu stellen, wer-
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Hierdurch können von außen übergebene Parameterwerte im Folgenden von den
MPN-Instanzen zur Auswertung verwendet werden. Die Diskussion der Gültig-
keitsbereiche verschiedener Variablenarten findet in Abschnitt 6.3 statt.
Die eingeführte relevante Menge von Eingaben IMPN beschränkt den in der
Signatur zu modellierenden Anteil von möglichen Ereignissen. Dies ermöglicht
bei einer Spezifikationssprache, wie z. B. den LSCs von Harel [HK02], die Se-
mantik abzubilden, dass nur Nachrichten (Ereignisse), die in der Spezifikation
modelliert sind, vom Monitor überwacht werden. Andererseits lässt sich auch die
Semantik der eLSCs abbilden, in der alle Nachrichten, die auftreten können, auch
modelliert werden müssen, falls es nicht anders durch ein Ignore-Fragment defi-
niert ist. Dies kann erreicht werden, indem die Menge IMPN alle Eingaben, die
in den Signaturen des Gesamtmonitors vorkommen, beinhaltet. Durch diese Kon-
figurationsmöglichkeit wird eine kompakte Darstellung der Quellsignaturen als
MPN erreicht, die es erlaubt kompakte Monitore zu spezifizieren und zu gene-
rieren, da die Einschränkung der zu modellierenden Ereignisse und damit die zu
modellierenden Transitionen und Plätze reduziert werden können.
Ein Monitor besteht aus mehreren Signaturen, die zusammen die akzeptierten
Ereignissequenzen des Monitors festlegen. Eine Ereignissequenz befindet sich in
der Semantik eines MPNs, wenn die in Definition 33 beschriebene Signatur zu
„true“ auswertet.
Definition 33 (Akzeptierte Ereignissequenzen eines MPNs). Eine Ereignissequenz
ces ∈ CES ist eine akzeptierte Ereignissequenz (AES) des MPNs mpn ∈MPN wenn:
ces ∈ SJmpnK :⇔ process(ces : CES,mpn : mpn,g :N)→ Bool:
while (ces 6= ∅)
ces = (i, ces ′);
ces = ces ′;
macro(mpn, i,g,mresult);
if (mresult == failure)
return false;
return true;
wobei g eine neue vorher nicht verwendete Generation darstellt.
Wenn alle Instanzen der Signaturen eines Monitors sich im Zustand running
oder terminated befinden, gelten sie als nicht fehlgeschlagen und die bisherige
Ereignissequenz gehört zur Menge AES. Das heißt alle Präfixes eines MPNs sind,
solange sie nicht durch eine andere Signatur des Monitors zu failure ausgewertet
werden, in der Menge AES.
5.4 Beispiel für eine verschränkt ausgeführte Signatur
Im vorherigen Abschnitt wurde die grundlegende Syntax und Semantik der Mo-
nitor-Petrinetze definiert. Mit dieser ist es möglich, einfache Signaturen, die eine
durchgängige, vollständige Sequenz von Ereignissen beschreiben, abzubilden. Je-
doch werden diese Signaturen erst nachdem sich das MPN beendet hat bzw. fehl-
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Abbildung 5.6: Beispiel eines verschränkt ausgeführten MPNs
die in einer Vorbedingung einer Signatur beschrieben sind, nicht erkannt werden,
da der Monitor gerade einen anderen Teil der Signatur überwacht.
Beispiel Einschränkung durch nicht verschränkte Überwachung
Gegeben ist eine Ereignissequenz e1, e1, e2, . . . . Die Signatur, die auf die Teil-
sequenz e1, e2 prüft, würde den zweiten Teil der Sequenz nicht erkennen, da
erst, nachdem das zweite Ereignis e1 aufgetreten und verarbeitet wurde, die
Signatur neu initialisiert würde.
Eine solche verschränkte bzw. nebenläufige (engl. concurrent) Überwachung einer
Signatur wird in der vorliegenden Formalisierung der MPNs nicht unterstützt.
Im folgenden Beispiel wird diese verschränkte Überwachung zur Überwachung
der Konsistenz eines streng monoton ansteigenden Zählers genutzt. Die Signatur
in Abbildung 5.6 ist als erweitertes Live Sequence Chart (eLSC) und als MPN mo-
delliert und beschreibt einen Usecase. Die Signatur wird verschränkt ausgeführt.
Dies bedeutet, wenn die Nachricht tracking mit dem Parameter id erkannt wird,
wird der Wert des Parameters auf lastId zwischengespeichert. Zusätzlich wird eine
neue Instanz (Subgeneration) des Musters erzeugt. Tritt diese Nachricht ein zwei-
tes Mal auf, wird zunächst die erste Instanz abgearbeitet und der neue Wert des
Parameters mit dem zwischengespeicherten Wert verglichen. Danach wird diese
Subgeneration ausgewertet und beendet. Darauf folgend startet die Abarbeitung
der zweiten Subgeneration mit demselben Ereignis. Der neue Wert wird wieder
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Nr. Ereignis Plätze
vorausgehender Teil nachfolgender Teil Chart
id 1 2 3a 3b 4 5 6 7 8a 8b 9 10 11 12 13 14 lastId Status
1 0 1 1 1 0 r(1)
2 (1) s.track 1 2 1,2 1 1 1,2 0 r(1,2)
3. (1) r.track 1 2 2 1 1 1,2 0 r(1,2)
3.1 - 1 2 2 1 1 1,2 1 r(1,2)
3.2 - 1 2 2 1 1 2 1 1 r(1,2)
4 (1) s.track 2 3 2,3 2 2 1 1 1 2,3 1 1 r(1,2,3)
5 (1) r.track 2 3 3 2 2 1 1 2,3 1 1 r(1,2,3)
5.1 - 2 3 3 2 2 1 1 2,3 2 r(1,2,3)
5.2 - 2 3 3 2 2 1 3 2 2 t(1), r(2,3)
6 (1) s.track 1 4 3,4 3 3 2 2 2 3,4 2 2 r(2,3,4)
5 (1) r.track 1 4 4 3 3 2 2 3,4 2 2 r(2,3,4)
5.1 - 1 4 4 3 3 2 2 3,4 2 r(2,3,4)
5.2 - 1 4 4 3 3 2 4 3 2 f(2), r(3,4)
Tabelle 5.4: Beispieldurchlauf einer verschränkt überwachten Signatur
Tabelle 5.4 zeigt einen Beispieldurchlauf durch diese Signatur. In diesem Durch-
lauf werden nur Ereignisse der Eingabegeneration 1 vom Monitor verarbeitet. In
der Tabelle sind im Gegensatz zum vorherigen Beispiel nur die Subgenerationen
der Eingabegeneration 1 abgebildet. Bei verschränkt ausgeführten MPNs wird
immer eine neue noch nicht geschaltete (passive) Instanz bereitgehalten. Schritt
2 zeigt die Markierung nach der Verarbeitung des ersten Ereignisses s.track mit
dem Parameterwert 1. Da das Token der Subgeneration 1 aus einem der Initi-
alplätze gelöscht wurde, wird eine neue Instanz (Subgeneration 2) angelegt. In
Schritt 3 schaltet die Transition mit dem Ereignis r.track für die erste Subgenerati-
on. Die gerade erzeugte Subgeneration 2 schaltet jedoch nicht, da sie das Ereignis
s.track erwartet, und wird, da sie die passive Subgeneration ist, nicht terminiert.
Anschließend schalten in den Mikroschritten für die aktive Subgeneration alle
aktivierten Epsilontransitionen. Hierbei wird für Subgeneration 1 der Wert des
Parameters id auf lastId gespeichert.
Beim Auftreten der nächsten tracking-Nachricht werden die Ereignisse zunächst
von Subgeneration 1 verarbeitet. Nach dem Schalten der unteren Transition mit
dem Ereignis r.track, die in der Markierung im Schritt 5 resultiert, wird der letzte
gespeicherte Wert auf der Variablen lastId mit dem aktuellen Wert des Parame-
ters id verglichen. Da sich die ID der Nachricht zu diesem Zeitpunkt von 1 auf
2 erhöht hat, terminiert die Subgeneration in einem Endplatz (12). Die später er-
zeugte passive Subgeneration wird, wie in Schritt 2 und 3 für Subgeneration 1
gezeigt wurde, verarbeitet. Dabei wird wie vorher eine neue passive Subgenera-
tion (3) erzeugt. Wie gerade gezeigt, findet erst am Ende des Makroschrittes die
Auswertung des Ergebnisses des MPNs statt.
Die nächste tracking-Nachricht hat mit 1 eine ID, die niedriger als die vorherige
ist. Dies führt im nächsten Schritt, in dem das Ereignis r.track verarbeitet wurde,













und bei der Auswertung des Ergebnisses ein Token im Fehlerplatz (11) liegt. Es
wurde der gesuchte Fehler gefunden und der Monitor endet mit dem Zustand
failure.
Das gerade vorgestellte Subgenerationskonzept ist ein internes Konzept der
Ausführung von MPN-Signaturen, das nicht direkt von außen beeinflusst wird.
Die Subgenerationen, die mit Eingabegenerationen verknüpft sind, haben eine
eigene Reihenfolge der Abarbeitung und werden MPN-intern verwaltet und aus-
gewertet. Eine Abbildung des Subgenerationskonzeptes auf eine Menge von Ein-
gabegenerationen wäre grundsätzlich möglich, würde jedoch bedeuten, dass die
Verwaltung und Abarbeitung von außen gesteuert werden müsste. Subgenera-
tionen repräsentieren eine interne Verwaltung mehrerer verschränkt ausgeführter
Überwachungsversuche einer Signatur und haben nichts mit der Unterscheidung
verschiedener zu überwachender Kommunikationsstränge zu tun.
5.5 Erweiterte Version
Das gerade im vorherigen Abschnitt am Beispiel eingeführte Konzept der Subge-
nerationen wird im Folgenden genauer betrachtet und formalisiert.
Nach der Formalisierung der grundlegenden MPN-Syntax und Semantik mit
der Unterscheidung zwischen verschiedenen Kommunikationssträngen (Einga-
begenerationen) wird hier ein Konzept zur verschränkten Überwachung von In-
stanzen einer Signatur (Subgenerationen) für einen Kommunikationsstrang einge-
führt. Hierfür wird die Syntax und Semantik aus Abschnitt 5.3 redefiniert, wobei
nur die Unterschiede zur vorherigen Definition beschrieben werden. Das neue
Konzept der Subgenerationen kann wie die bisher eingeführten Generationen für
jedes einzelne MPN konfiguriert werden. Durch das Weglassen der Teile der De-
finition, die spezifisch für Generationen oder Subgenerationen sind, indem ihre
Größe auf eins limitiert wird, kann die Definition für die entsprechende Teilspra-
che ohne Generationen bzw. Subgenerationen der MPNs abgeleitet werden.
Zur Abbildung solcher verschränkt überwachter Muster in die Monitor-Petri-
netzsprache wird im Folgenden die MPN-Sprache um das Konzept der Subgene-
rationen erweitert.
5.5.1 Syntax der MPNs
Die Erweiterung der Syntax der MPNs bezieht sich besonders auf die Einführung
einer neuen Dimension von Instanzen der MPN-Signaturen. Diese Instanzen wer-
den durch Subgenerationen repräsentiert, die verschränkte Überwachungsversu-
che einer Signatur zur Laufzeit abbilden.
Beispiel Subgenerationen
Abbildung 5.7 zeigt die neu hinzugekommenen Subgenerationen, die einzel-
nen Eingabegenerationen zugeordnet werden. Hierbei ist zu beachten, dass das
Konzept der Subgenerationen optional ist und sich die Anzahl der vorhande-
nen Subgenerationen je nach MPN und Eingabegeneration unterscheiden kann.
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Eingabegeneration 
MPN Subgeneration 
Abbildung 5.7: Subgenerationen in der MPN-Definition
Die folgende Definition erweitert die grundlegende Formalisierung damit um das
Konzept der Subgenerationen. Diese Subgenerationen werden Eingabegeneratio-
nen zugeordnet. Paare bestehend aus Eingabe- und zugehöriger Subgeneration
bilden im Folgenden gemeinsam eine Generation.
Definition 34 (Erweiterte Syntax). Basierend auf Definition 22, ist ein
mpn ∈ MPN eine erweiterte Variante eines Place/Transition-Netzes mit
mpn = (S, T , F,E,G, IMPN,m,p,a) wobei
G ⊆ Gi ×Gs;Gi ⊆ N;Gs ⊆ N ist die Menge der Generationen, die zwischen ver-
schiedenen Eingangsgenerationen (Gi) und Subgenerationen (Gs) der Token unter-
scheidet. Diese wird durch Tupel natürlicher Zahlen definiert.
EG : G → E ist die Familie aller möglicher Umgebungen eines MPNs, das potenzi-
ell (sub-)generationsspezifische Bindungen von Variablen zu Werten während der
Ausführung eines MPNs speichert.
m ∈M : (S×G)→ {1, 0} ist die Funktion, die die Markierung des Netzes definiert. Die
Funktion unterscheidet zwischen verschiedenen Kombinationen von Eingabegene-
rationen und Subgenerationen (G). Ein Platz kann je Generation g nur mit einem
Token markiert sein.
p : T × I× E×G → {true, false} ist ein Prädikat, das jeder Transition für eine ge-
gebene Eingabe (engl. Input), eine Umgebung von Variablenbindungen und einer
Generation einen logischen Wert zuweist.
a : T × I×E×G→ E sind die Aktionen, die an den Transitionen annotiert sind, die eine
spezifische Eingabe (engl. Input), eine Generation und eine Umgebung als Kontext
übergeben bekommen und eine neue Umgebung mit modifizierten Variablenbindun-
gen als Ergebnis erzeugen.
5.5.2 Semantik der MPNs
Im Folgenden werden notwendige Änderungen an der Ausführungssemantik der
in Abschnitt 5.3.2 eingeführten MPNs durch senkrechte Balken an der linken Sei-
te der Definition gekennzeichnet. Für die folgenden Definitionen ist es nötig, die
höchste/kleinste aktive Subgeneration für eine bestimmte Eingabegeneration zu













zu erst nach der aktuell verarbeiteten Eingabegeneration gefiltert werden und
dann aus dieser Menge die höchste/niedrigste vorhandene Subgeneration ermit-
telt werden.
Definition 35 (Subgenerationen zu einer Eingabegeneration). Die existierenden
Subgenerationen zu einer Eingabegeneration gi werden durch die Funktion subGen(gi :
Gi)→ P(Gs) bestimmt. Sie ist folgendermaßen definiert.
subGen(gcur) = {gs ∈ Gs | (gcur,gs) ∈ G} (5.3)
Mithilfe dieser Definition kann die höchste Subgeneration für eine Eingabege-
neration ermittelt werden.
Definition 36 (Höchste Subgeneration). Die Funktion maxSub(gcur : Gi) → N
bestimmt das Maximum der schon vorhandenen Subgeneration einer übergebenen Einga-
begeneration gcur in den Paaren der vorhandenen Generationen (G).
maxSub(gcur) = gs ∈ Gis | @ (g ′s ∈ Gis) > gs (5.4)
mit der Menge der existierenden Subgenerationen aus der Menge der Paare mit der aktu-
ellen Eingabegeneration gcur
Gis = subGen(gcur) (5.5)
Auf ähnliche Weise lässt sich auch die niedrigste Subgeneration für eine Menge
an Subgenerationen bestimmen.
Definition 37 (Niedrigste Subgeneration). Die niedrigste Subgeneration in einer
Menge an Subgenerationen (Gsub) wird durch die FunktionminSub(Gsub : P(Gs))→
N bestimmt. Sie ist folgendermaßen definiert.
minSub(Gsub) = gs ∈ Gsub|@(g ′s ∈ Gsub) > gs (5.6)
Die Definition der initialen Markierung (Def. 24) ändert sich durch die Einfüh-
rung der Subgenerationen nur geringfügig. Es wird die um die Subgeneration
erweiterte Definition der Generation verwendet. Auch die Definitionen für die
Aktivierungsbedingung (Def. 25), die Aktualisierung der Markierung (Def. 27)
und die Initialisierung der Markierung (Def. 30) werden bis auf die Neudefinition
der Generation übernommen.
Durch die Einführung der Subgenerationen, die die verschränkte Überwachung
eines MPNs (Signatur) ermöglichen, muss die Verarbeitung eines Ereignisses er-
weitert werden. Dabei werden alle aktiven Instanzen der Eingabegeneration des
Ereignisses (Subgenerationen) eines MPNs in der Reihenfolge ihrer Erzeugung
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auf Werte der Umgebung zugreifen, die durch Aktionen der vorherigen Instanzen
verändert wurden. Hierdurch wird eine aufeinander aufbauende Verarbeitung
von Werten unterstützt.
Beispiel Subgenerationen zu Laufzeit des Monitors
Ein Beispiel für eine solche Überwachung ist die in Abschnitt 5.4 gezeigte Sig-
natur, die einen Wert, der mit der Eingabe übergeben wird, auf monotonen
Anstieg überprüft. Abbildung 5.8 zeigt die Existenz von Subgenerationen zu
einem Zeitpunkt der Monitorausführung, in dem die Überwachung der ver-
schiedenen Eingabegeneration unterschiedlich weit fortgeschritten ist. Die Sub-
Subgenerationen 









Abbildung 5.8: Aktive und passive Subgenerationen
generationen sind jeweils einer Eingabegeneration zugeordnet und haben eine
Reihenfolge, die auf ihrer Erzeugungsreihenfolge basiert. Die Signaturinstan-
zen werden bei der Ausführung immer von der kleinsten (links) zur höchsten
Subgeneration (rechts) mit dem aktuell verarbeiteten Ereignis stimuliert. Dabei
ist die letzte Subgeneration immer die passive, die noch nicht geschaltet hat
und auf das erste Ereignis, das in der Signatur modelliert ist, wartet. Termi-
nierte Signaturinstanzen werden aus der Menge der Subgenerationen entfernt.
Definition 38 (Verarbeitung eines Ereignisses). Alle Transitionen, die aktiviert sind,
schalten und es wird für jede Generation gespeichert, ob irgendeine Transition im Netz
gefeuert hat. Die Subgenerationen werden in der Reihenfolge ihrer Erzeugung verarbeitet,
um die Änderungen der Umgebung auf die nächste Subgeneration zu übertragen. Dies
ermöglicht verschränkte Überwachungsversuche einer Signatur.
processEvent(inout m :M, i : IMPN,gi : Gi, inout e : E,out ,newSubgen : Bool,
inout fired : Bool[]) :
newSubgen = false;
// kopiere Markierung und Umgebung
m ′ = m; e ′ = e;
subGens = subGen(gi); // hole Subgenerationen von gi
while (|subGens| > 0)
gs = minSub(subGens); // kleinste Subgeneration
subGens = subGens \ gs; // entferne kleinste Subgeneration
g = (gi,gs);
foreach t ∈ T with enabled(t, i, e,m,g)
// führe Aktion der Transition aus
e ′′ = a(t, i, e,g); e ′ = merge(e, e ′, e ′′);
fired[g] = true;
// verarbeite Vorbereich













update(m ′, s, 0,m ′,g);
if (s ∈ Si ∧ gs = maxSub(gi)) then
newSubgen = true
foreach t ∈ T with enabled(t, i, e,m,g)
// verarbeite Nachbereich
foreach s ∈ t•
update(m ′, s, 1,m ′,g);
m = m ′; e = e ′; // nach jeder Subgeneration
// erzeuge falls nötig eine neue Subgeneration
if (newSubgen∧ ∃s ∈ Si| m(s, (gi,maxSub(gi))) = 0) then
G = G∪ {(gi,maxSub(gi) + 1)};
foreach s ∈ Si // erzeuge Token der neuen Subgeneration
update(m ′, s, 1,m ′, (gi,maxSub(gi)));
m = m ′; e = e ′;
Wenn die höchste Subgeneration (passive Subgeneration) geschaltet hat, bedeu-
tet dies, dass das Ereignis zum Anfang der Signatur passt und es wird eine neue
Subgeneration erzeugt. Diese nimmt nun die Stelle der passiven Subgeneration
ein. Schaltet die passive Subgeneration nicht, führt dies nicht zum Beenden und
zur Neuinitialisierung, da sich diese noch im Initialzustand befindet.
Nachdem das MPN gemäß seines Zustandes und der Eingabe geschaltet hat,
wird der aktuelle Zustand ausgewertet. Hierbei wird das Ergebnis für jede Sub-
generation einzeln ausgewertet und der Zustand des Monitors zurückgegeben.
Definition 39 (Auswertung des Überwachungsergebnisses). Diese Funktion eva-
luiert das Ergebnis der Ausführung des MPNs für eine Generation. Das Ergebnis (∈ O)
hängt von der Markierung der Terminalplätze ab. Falls das MPN nicht geschaltet hat,
wird anhand der Belegung der als vorausgehender (antecedent) oder als nachfolgender
(consequent) Teil der Signatur markierten Plätze und ob das MPN einen Use- oder Mis-
usecase darstellt das Ergebnis bestimmt.
evaluateMonitoringResult(m :M,g : G, fired : Bool[])→ O :
if fired[g] then
if ∃s ∈ Sf : m(s,g) = 1 then failed
else if ∃s ∈ Se : m(s,g) = 1 then terminated
else running
else
if mpn ∈MPN− then terminated
else
if ∃s ∈ Sc|m(s,g) = 1 then failed;
else terminated;
Die vorgestellte Auswertung findet im Rahmen des folgenden Nachverarbei-
tungsschrittes statt. Auch diese Definition wird auf die Verarbeitung von Subge-
nerationen erweitert. Hierbei werden die Subgenerationen im Gegensatz zu den
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gewertet. Die eventuell bei der Verarbeitung des Eingabeereignisses neu erzeugte
Subgeneration wird hierbei noch nicht verarbeitet.
Definition 40 (Nachverarbeitung). In diesem Schritt schalten zunächst alle Epsilon-
transitionen, die aktiviert sind. Dies wird so lange fortgesetzt, bis keine Änderungen im
Netz mehr auftreten. Wenn eine Generation eines MPNs zumindest ein Token in einem
Terminalplatz hat, oder wenn das Netz im Makroschritt nicht gefeuert hat, wird die Mar-
kierung m ausgewertet und danach der Teil der Markierung, der zur aktuell verarbeiteten
Generation gehört, auf die initiale Markierung m0 zurückgesetzt.
postprocessing(inout m :M,gi : Gi, inout e : E, fired : Bool[],newSubgen : Bool,
out mresult : O[ ]) :
epsfired = true;
subGens = subGen(gi); // hole Subgenerationen von gi
// ignoriere neue Subgeneration
if (newSubgen) subGens = subGens \maxSub(subGen(gi));
while (|subGens| > 0)
gs = minSub(subGens); // kleinste Subgeneration
subGens = subGens \ gs; // entferne kleinste Subgeneration
g = (gi,gs);
while (epsfired) // so lange das Netz geschaltet hat
processEvent(m, i,g, e,newSubgen, epsfired); // newSubgen wird hier ignoriert
if (epsfired)
fired[g] = true;
subGens = subGen(gi); // hole Subgenerationen von gi
// ignoriere neue Subgeneration
if (newSubgen) subGens = subGens \maxSub(subGen(gi));
while (|subGens| > 0)
gs = minSub(subGens); // kleinste Subgeneration
subGens = subGens \ gs; // entferne kleinste Subgeneration
g = (gi,gs);
mresult[g] = evaluateMonitoringResult(m,g, fired);
if mresult[g] 6= running then
G = G \ {g}
In der Ausführung eines Makroschrittes wird zur Initialisierung eine Generati-
on der entsprechenden Eingabegeneration und der Subgeneration 1 erzeugt. Zur
Entscheidung, welche Subgenerationen ausgewertet werden müssen, wird der Pa-
rameter newSubgen eingeführt.
Definition 41 (Ausführung eines Makroschrittes). Für jeden übergebenen Eingang
i schalten für die dazugehörige Generation alle aktivierten Transitionen. Die Prozedur
macro ist definiert als:
macro(inout mpn :MPN, i : I,gi :N,out mresult : O[ ]) :
mpn.e = merge(mpn.e, i.e, i.e);
if i ∈ IMPN then
if @g : g = (gi,gs) ∈ mpn.G then














if i == i then // Epsilonereignis von außen
fired[] = {true}; // initialisiere Array
else
fired[] = {false}; // initialisiere Array
mresult[] = {running}; // initialisiere Array
processEvent(mpn.m, i,gi,mpn.e,newSubgen, fired);
postprocessing(mpn.m,gi, i,mpn.e, fired,newSubgen,mresult);
Wie schon im Beispiel in Abschnitt 5.4 gezeigt wurde, kann für die Anzahl
der benötigten Subgenerationen in vielen Fällen eine obere Grenze bestimmt wer-
den.
Beispiel Anzahl der möglichen Subgenerationen
Die Anzahl der gleichzeitig aktiven Subgenerationen liegt in der Beispielsigna-
tur bei drei Subgenerationen, da diese zwei Nachrichten verarbeitet und zu-
sätzlich eine passive Subgeneration benötigt wird. In komplexeren Signaturen
kann die automatische Bestimmung dieser Grenze komplizierter sein.
Für die Zuordnung einer Ereignissequenz zu den akzeptierten Ereignissequen-
zen der Signaturen als MPN wird Definition 33 um die Behandlung von Subge-
nerationen erweitert.
Definition 42 (Akzeptierte Ereignissequenzen eines MPNs). Eine Ereignissequenz
ces ∈ CES ist eine akzeptierte Ereignissequenz (AES) des MPNs mpn ∈MPN wenn:
ces ∈ SJmpnK :⇔ process(ces : CES,mpn : mpn,gi :N)→ Bool:
while (ces 6= ∅)
ces = (i, ces ′);
ces = ces ′;
macro(mpn, i,gi,mresult);
foreach g = (gi,gs) with gs ∈ subGens(gi)
if (mresult[g] == failure)
return false;
return true;
wobei gi eine neue vorher nicht verwendete Eingabegeneration darstellt.
Sobald eine Subgeneration mit failed ausgewertet wurde, gehört die übergebe-
ne ces nicht mehr zu den akzeptierten Ereignissequenzen. Somit ist ein Fehler
erkannt worden.
5.6 Modellierungsrichtlinien
Bei der Modellierung von MPNs sind zusätzlich zu den in der MPN-Syntax vor-
gegebenen Eigenschaften eines Netzes einige Richtlinien einzuhalten. Eine Miss-
achtung führt zu fehlerhaften Signaturen oder zu Signaturen mit überflüssigen
























Abbildung 5.9: Beispiele für korrekte und fehlerhafte MPNs
• Ein MPN muss mindestens einen Initialplatz und eine Transition besitzen
(Abb. 5.9 a).
• Epsilontransitionszyklen mit beliebiger Länge sind verboten, da sie zur Lauf-
zeit des Monitors zu einem Lifedeadlock führen würden (Abb. 5.9 b).
• Alle Initialplätze müssen eine ausgehende Transition besitzen.
• Standardplätze müssen sowohl ein- als auch ausgehende Transitionen besit-
zen (Abb. 5.9 c).
• Terminalplätze müssen eine eingehende aber dürfen keine ausgehende Tran-
sition haben (Abb. 5.9 d).
Durch diese grundlegenden Richtlinien entstehen Netze, die endliche Abläufe
beschreiben, die in einem Terminalplatz enden oder potenziell unendliche Ab-
läufe, die durch Auswertung der Signaturen beim Nichtschalten eines Netzes en-
den können. MPN-Netze müssen nicht zwangsweise ein zusammenhängendes
Netz bilden. Wenn es sich um unabhängige Teilnetze handelt, muss jedoch jedes
von ihnen mindestens einen Initialplatz enthalten und eine Transition besitzen
(Abb. 5.9 a). Terminalplätze sind nur dann notwendig, wenn die zu spezifizieren-









E RW E I T E R U N G D E R M O N I T O R - P E T R I N E T Z E
Bisher wurden in Kapitel 5 einzelne, ganzheitlich modellierte Signaturen betrach-
tet. Diese Signaturen können eigenständig überwacht werden, da sie ihren Kon-
text (Vorbedingung), in dem sie gültig sind, selbst beschreiben. Ein Vorteil dieser
vollständigen Art der Modellierung ist, dass Signaturen, die im Monitor über-
wacht werden sollen, einfach dem Monitor hinzugefügt und aus ihm entfernt
werden können. Bei der Modellierung solcher Signaturen in einer Spezifikations-
sprache, wie zum Beispiel den in Abschnitt 3.1 vorgestellten erweiterten Live Se-
quence Charts, entstehen durch diese Vorbedingungen (Precharts) implizite Zu-
sammenhänge zwischen den Signaturen. Das bedeutet, dass Muster, die in einer
Signatur modelliert sind, eine Vorbedingung einer anderen Signatur sein können.
Dies führt zu schwer wartbaren Monitorspezifikationen, da der Modellierer diese
Zusammenhänge verstehen und überblicken muss.
Definition 43 (Teilsignatur). Teilsignaturen sind Signaturen, die nur im Zusammen-
hang mit anderen Teilsignaturen eine vollständige Signatur im bisherigen Sinn bilden.
Sie entstehen durch die Auslagerung gemeinsamer bzw. redundanter Teile, die in meh-
reren Signaturen vorkommen, und die Zusammenfassung identischer Vorbedingungen
mehrerer Signaturen.
Aus diesen Gründen bietet die MBSecMon-Spezifikationssprache eine überge-
ordnete Sprache, die MUC-Sprache aus Abschnitt 3.1.2, zur Strukturierung von
Signaturen an. Diese erlaubt mehrfach in der Monitorspezifikation vorkommen-
de Teilsignaturen auszulagern und Teilsignaturen, bedingt vom Zustand anderer
Signaturen, zu überwachen.
Aus der Sicht der Monitor-Petrinetze als Zwischensprache und der Monitorge-
nerierung aus Signaturen in dieser Zwischensprache führen die bisher betrachte-
ten einzelnen Signaturen zu einigen Nachteilen. Die aus diesen Signaturen gene-
rierten Monitore enthalten die Signaturen als einzelne Programmmodule, die mit
Ereignissen stimuliert werden. Identische Teilsignaturen in verschiedenen Signa-
turen werden zur Laufzeit des Monitors mehrfach ausgewertet. Die Redundanz
in den einzelnen Signaturen führt zusätzlich zu einer umfangreicheren Spezifika-
tion und somit zu erhöhtem Speicherverbrauch auf dem Zielsystem. Das Ziel für
den Einsatz der Monitore auf eingebetteten Systemen muss es deshalb sein, eine
möglichst kompakte Spezifikation mit wenigen Redundanzen zu erreichen.
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• Die Zusammenführung aller in die MPN-Sprache übersetzten Teilsignatur-
en in eine Gesamtsignatur.
• Die Einführung eines Referenzsystems zur Beschreibung von Abhängigkei-
ten zwischen MPNs.
Die Zusammenführung aller Signaturen in ein Gesamtnetz ist für ausgelagerte
Teilsignaturen generell möglich, würde jedoch die Komplexität der MPN-Seman-
tik und des Generierungsprozesses erhöhen. Des Weiteren führt die Zusammen-
führung ausgelagerter Teilsignaturen in ein Gesamtnetz zu einer Vervielfältigung
mehrfach inkludierter Teilnetze. Das Abräumen beendeter oder fehlgeschlagener
Teilnetze in diesem Gesamtnetz führt zu einer erhöhten Anzahl von Transitionen
im Netz, da nicht mehr wie in der MPN-Semantik definiert ganze Teilnetze ver-
worfen werden können. Solche großen MPNs mit vielen Transitionen, die identi-
sche Ereignisse annotiert haben, führen bei der Auswertung der zu schaltenden
Transitionen zu einem erhöhten Laufzeitoverhead.
Ein weiteres Ziel ist die Unterstützung rekursiver Aufrufe der Signaturen in
der Zwischensprache. Dies kann durch ein Gesamtnetz in der MPN-Sprache nicht
realisiert werden.
Aus diesen Gründen wird ein optionales Referenzsystem, das die Verknüpfung
mehrerer MPNs untereinander unterstützt und keine Anpassung der MPN-Se-
mantik erfordert, vorgestellt. Das in Abschnitt 6.1 am Beispiel einer Menge von
Signaturen in der MBSecMon-Sprache vorgestellte Referenzsystem vermeidet Du-
plikationen von Teilnetzen in Signaturen und unterstützt Rekursion in MPNs, die
durch das bisherige MPN-Konzept nicht ausdrückbar ist. Darauf folgend wird
das vorgestellte Referenzsystem in Abschnitt 6.2 formalisiert.
Abschnitt 6.3 konkretisiert die in der MPN-Formalisierung eingeführte Umge-
bung zur Speicherung von Variablenwerten. Darauf folgend wird in Abschnitt 6.4
auf Basis dieses Variablenkonzepts auf die Modellierung von Zeitaspekten in
MPNs eingegangen. Für die Ausführung von Gegenmaßnahmen werden im Refe-
renzsystem ausführbare MPN-Signaturen eingesetzt, die in Abschnitt 6.5 betrach-
tet werden. Abschließend findet in Abschnitt 6.6 die Betrachtung der Verteilung
komponentenübergreifend modellierter MPN-Signaturen auf verschiedene Teil-
systeme statt.
6.1 Referenzsystem – Abhängigkeiten zwischen MPNs
Das in den bisherigen Kapiteln vorgestellte Konzept der Monitore basierend auf
einzelnen MPNs führt dazu, dass jedes Eingabeereignis die Abarbeitung aller
MPNs im Monitor auslöst, selbst wenn die Signatur, die das MPN beschreibt, in
diesem Zustand des Systems nicht eintreten kann. Die vorgestellte Einschränkung
des Makroschrittes, dass ein MPN nur auf die Ereignisse reagiert, die auch in sei-
ner Beschreibung vorkommen, reduziert den Auswertungsaufwand. Es müssen
jedoch für die verbleibenden Ereignisse alle Vorbedingungen ausgewertet wer-
den. In einem solchen Fall würde die Vorbedingung des MPNs negativ ausge-
wertet und das MPN wieder zurückgesetzt, um das nächste Ereignis zu verarbei-
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Monitors. Des Weiteren müssen alle MPNs bzw. die Signaturen in der Spezifi-
kationssprache ganzheitlich modelliert werden, indem jedes seinen vollständigen
Kontext beschreibt, um Fehlerkennungen (False-Positives und False-Negatives)
zu auszuschließen. Diese Art der Modellierung führt bei umfangreichen Syste-
men schnell zu einer unübersichtlichen Spezifikation, in der sich, insbesondere in
Refaktorierungsschritten, leicht Modellierungsfehler einschleichen können. Das
Anwachsen der MPN-Spezifikationen (Plätze und Transitionen) führt im resul-
tierenden Monitor zu einem höheren Speicherverbrauch und durch die höhere
Anzahl der Transitionen, die bei der Verarbeitung der Ereignisse geprüft werden
müssen, zu einer höheren Laufzeit für die Ereignisverarbeitung.
Beispiel Redundante Signaturen
Zwei vollständig modellierte Einzelsignaturen, die ähnliche Teilabläufe beinhal-











einzelne Signaturen kombinierte Signatur 
Abbildung 6.1: Abstraktes Beispiel für redundante Signaturen
ten Signaturen sind bis auf die Teilsignaturen b1 und b2 identisch. Wenn diese
nun während der Laufzeit des Monitors abgearbeitet werden, führt dies dazu,
dass Ereignisse in Teilsignatur a und c doppelt – für jede Signatur einzeln –
vom Monitor verarbeitet werden. Änderungen an den Teilsignaturen a und c
müssen mehrfach durchgeführt werden. Dies führt zu einer schlechteren Wart-
barkeit der Monitorspezifikation. Die rechte Seite von Abbildung 6.1 zeigt, wie
sich diese Nachteile umgehen lassen, indem ein Konzept zur Zusammenfas-
sung identischer Teilsignaturen verwendet wird.
Zur Reduzierung dieses Modellierungs- und Ausführungsaufwandes, sowie des
benötigten Speichers, wird in diesem Abschnitt ein Referenzsystem eingeführt,
das die Kopplung von MPN-Beschreibungen untereinander ermöglicht. Ziel ist
es, das Konzept möglichst unabhängig von der Spezifikationssprache (im Bei-
spiel die MBSecMon-Sprache) zu halten und dabei alle notwendigen Konzepte
zur Strukturierung von MPN-Teilsignaturen bereitzustellen.
Das Referenzsystem muss hierbei ausdrucksstark genug sein, um das Misuse-
case-Konzept der MBSecMon-Sprache semantisch abzubilden. Jedoch ist es unab-
hängig von dem Konzept der Spezifikationssprache und zeigt allgemein ausfüh-
rungsspezifische Zusammenhänge zwischen den MPNs.
Eine durch das Referenzsystem abzubildende Sprache ist die in Abschnitt 3.1.2
vorgestellte MUC-Sprache der MBSecMonSL. Diese setzt Use- (UC) und Misuse-
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Definition 44 (Basis-Anwendungsfall). Als Basis-Anwendungsfall wird im Folgen-
den der Anwendungsfall (Use- oder Misusecase) verstanden, aus dem Teilsignaturen aus-
gelagert werden oder zu dem Teilsignaturen in Beziehung gesetzt werden. Bei der «ex-
tend»-, «threaten»- und «mitigate»-Beziehung ist dies der Anwendungsfall an der Pfeil-
spitze und bei der «include»-Beziehung der Anwendungsfall am Beginn des Pfeils.
Folgende Beziehungen existieren in der MUC-Sprache:
Extend Die Signaturen werden in der parallel zum Basis-Anwendungsfall mo-
dellierten Signatur ausgeführt und stellen eine Alternative zum im Basis-Anwen-
dungsfall modellierten Verhalten dar. Hierbei können auch Alternativen zu Teil-
signaturen des Basis-Anwendungsfalls beschrieben werden.
Threaten Diese Beziehung wird ähnlich wie die «extend»-Beziehung behan-
delt. Sie verknüpft negative Signaturen (Misusecases) mit einer Signatur im Ba-
sis-Anwendungsfall. Hierbei wird die negative Signatur parallel zum Basis-UC
ausgeführt, stellt jedoch keine positive Alternative, sondern eine vollständige ne-
gative Signatur dar.
Include Die Teilsignatur wird an der entsprechenden Stelle in den Ablauf in
der Signatur des Basis-Anwendungsfalls integriert. Hierbei werden beide Signa-
turen parallel ausgeführt und wie eine Signatur behandelt. Im Unterschied zu der
«extend»-Beziehung ist die Teilsignatur keine Alternative zur Signatur im Basis-
Anwendungsfall, sondern ein Teil der Signatur.
Mitigate Sie verknüpft mögliche Gegenmaßnahmen, die nachfolgend (nicht
parallel) ausgeführt werden, wenn der referenzierte Basis-Anwendungsfall (UC
oder MUC) fehlschlägt. Dies bedeutet für einen UC, dass er fehlgeschlagen ist,
und für einen MUC, dass er erkannt wurde.
Beispiel MUC-Diagramm zur Strukturierung von Signaturen
Abbildung 6.2 zeigt eine Strukturierung der Signaturen in der MUC-Spra-
che der MBSecMon-Spezifikationssprache. CARDME Local ist in diesem Bei-
spiel die zentrale Signatur, die mit den anderen Signaturen in Beziehung steht.
Dieser zentrale Usecase (UC) wird durch den UC CARDME Parking über ei-
ne «extend»-Beziehung erweitert. Ein Teil dieser Signatur ist über eine «in-
clude»-Beziehung in einen zweiten UC Tracking ausgelagert. Zusätzlich steht
der Misusecase (MUC) DoS Attack durch die «threaten»-Beziehung in Verbin-
dung mit dem zentralen UC. Wenn dieser MUC erkannt wird, wird der UC
Close Connection ausgeführt, der über eine «mitigate»-Beziehung auf den MUC
zeigt. Dieser UC Close Connection mildert den im MUC modellierten Angriffs-
fall ab.
Die eingeführten Use- und Misusecases werden durch Signaturen in Form von
eLSCs beschrieben. Im folgenden Beispiel wird aus Gründen der Übersichtlich-
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Abbildung 6.2: Beispiel für eine Misusecase-Strukturierung in der MBSecMon-Sprache
jedoch Use- und Misusecases mehrere Signaturen enthalten, in denen z. B. meh-
rere Alternativen beschrieben werden.
Beispiel Signaturen des MUC-Diagramms
Abbildung 6.3 zeigt die zugehörigen Signaturen als eLSC der Use- und Mis-
usecases in Abbildung 6.2. Die Benennung basiert hierbei auf den im Misuse-
case-Diagramm verwendeten Namen, die um den Zusatz BasicPath erweitert
wurden.
CARDME Local Diese Signatur zeigt den für dieses Beispiel vereinfach-
ten Ablauf des CARDME-Protokolls. Als Vorbedingung werden zwei Initia-
lisierungsnachrichten erwartet, in denen ein erster Kontakt zwischen Road-
side-Unit (RSU) und dem Fahrzeug (Vehicle) mit dem Austausch der unter-
stützen Protokolle erfolgt. Handelt es sich bei dem gewählten Protokoll um
das CARDME-Protokoll, beschreibt diese Signatur den danach folgenden Ab-
lauf der Kommunikation. Hierbei werden zunächst die beiden Nachrichten der
Präsentationsphase ausgetauscht. Darauf folgend wird eine Quittung (Receipt)
von der RSU an das Fahrzeug gesendet und der Empfang vom Fahrzeug bestä-
tigt. Solange sich das Fahrzeug im Bereich der RSU befindet, findet eine Nach-
verfolgung (Tracking) statt, die mit dem ClosingRequest beendet wird. Während
der Monitor das Mainchart der Signatur überwacht, werden weitere Initiali-
sierungsnachrichten, die in den Ignore-Fragmenten modelliert sind, für diese
Signatur ignoriert.
CARDME Parking CARDME Parking erweitert die Basissignatur CARDME
Local am Erweiterungsfragment (Subchart) der Quittungsphase. Im MUC-Dia-
gramm (Abb. 6.2) wird diese Signatur über die «extend»-Beziehung eingebun-
den. Diese referenziert das im eLSC durch ein Notizelement markierte Sub-
chart, zu dem es eine Alternative darstellt. Anstelle der ReceiptRequest- und
ReceiptResponse-Nachrichten können auch die für das Parkraummanagement
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Live Sequence Chart Tracking_BasicPath 
RSU Vehicle 
* 




Live Sequence Chart Disable Connections_BasicPath 
RSU Vehicle 
Ignore(Vehicle) 




Live Sequence Chart DoS Attack_BasicPath 
RSU Vehicle 
t = time 





Abbildung 6.3: Signaturen des CARDME-Szenarios als eLSCs
Tracking Diese Signatur wird im Beispiel durch eine «include»-Beziehung in
den UC CARDME Local integriert. Im eLSC CARDME Local ist dies als Refe-
renzfragment modelliert, der auf einen Inklusionspunkt mit dem Namen Basic
Tracking zeigt. Hierdurch wird die Teilsignatur an der Stelle des Referenzfrag-
ments erwartet. Die inkludierte Signatur selbst prüft zuerst, ob die Nachverfol-
gung von Fahrzeugen (Tracking) aktiviert ist und falls ja, werden beliebig viele
Paare von Tracking-Nachrichten erwartet, die final durch ein ClosingRequest ab-
geschlossen werden.
DoS Attack Nachdem das Fahrzeug die Initialisierungsphase abgeschlossen
hat, beginnt der Hauptteil (Mainchart) der eLSC-Signatur, in der die Kommuni-
kationspartner Daten austauschen. In der Signatur CARDME Local werden ab
diesen Zeitpunkt Initialisierungsnachrichten ignoriert. Das System selbst ver-
arbeitet diese jedoch, wodurch eine Überlastung des Systems auftreten kann.
Um einen darauf basierenden Angriff zu verhindern, wird mit der Signatur
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Zeit überwacht. Finden die Kommunikation häufiger als einmal in 100 ms statt,
wird eine potenzielle Attacke erkannt.
Close Connection Close Connection ist im MUC-Diagramm mit dem Misuse-
case DoS Attack über eine «mitigate»-Beziehung verbunden und wird aktiv aus-
geführt, falls der Misusecase entdeckt wird. Hierdurch werden die Auswirkun-
gen des im Misusecases beschriebenen Fehlverhaltens oder Angriffs abgemil-
dert. In diesem Fall besteht das eLSC nur aus einem synchronen Methodenauf-
ruf ignore mit dem Identifikator des Fahrzeugs als Parameter.
Nach der Vorstellung der im Referenzsystem abzubildenden Beziehungen an-
hand der Beispielsignaturen in der MBSecMon-Sprache, wird nun vor der Ein-
führung der formalen Definition gezeigt, wie diese Spezifikation in das MPN-Re-
ferenzsystem übertragen werden kann.



























Abbildung 6.4: Zusammenhänge zwischen MPNs im Referenzsystem
Abbildung 6.4 zeigt wie die in Abbildung 6.2 gezeigte Strukturierung der Sig-
naturen in der MBSecMonSL in das Referenzsystem der MPNs übersetzt wird.
Hierbei findet die Unterscheidung zwischen den verschiedenen Beziehungen
im MUC-Diagramm durch die Beschreibung ihres konkreten Verhaltens statt.
Ein Erweiterungspunkt hat grundlegend folgende Eigenschaften:
• Eine Basis-Signatur, die über eine Referenz mit dem Erweiterungspunkt
verbunden ist.
• Eine oder mehrere über Referenzen mit dem Erweiterungspunkt verbun-
dene Teilsignaturen.
• Teilabhängigkeiten, die spezifizieren welche MPNs, bei einer Kaskadie-
rung von MPNs über Erweiterungspunkte, bei der Auswertung des Er-
weiterungspunkts mit einbezogen werden müssen.
• Ein Attribut concurrent, das beschreibt, wie die referenzierten MPNs im
Verhältnis zum Basis-MPN ausgeführt werden.
• Eine Menge von Plätzen im Basis-MPN (Sact), die Einfluss auf die Aus-
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• Eine generationsspezifische boolesche Variable, die zum Blockieren eines
Teilablaufs im Basis-MPN zur Laufzeit genutzt wird.
So wird die «threaten»- bzw. «extend»-Beziehung als Referenz mit einem
nebenläufigen (engl. concurrent) Erweiterungspunkt modelliert. Die Unterschei-
dung dieser beiden Erweiterungspunkttypen kann durch das Ziel der Referenz
bestimmt werden. Wie in Definition 23 festgelegt, zeigt MPN+ dabei, dass es
sich um ein erlaubtes Verhalten und MPN−, dass es sich um einen Fehlerfall
handelt. Eine «include»-Beziehung wird durch einen Erweiterungspunkt, der
ebenfalls nebenläufig ausgeführt wird, repräsentiert. Teile der referenzieren-
den MPN-Instanz können dabei während der Überwachung der referenzierten
Teilsignatur angehalten werden. Hierbei verhindert eine Bedingung an Transi-
tionen im MPN, dass der entsprechende Teil des Basis-MPNs weiter schalten
kann. Bei allen erwähnten Beziehungen werden dem Erweiterungspunkt Akti-
vierungsplätze im Basis-MPN zugewiesen, die die Überwachung der referen-
zierten Teilsignaturen steuern. Abschließend wird eine «mitigate»-Beziehung
als nicht nebenläufig modelliert, wobei die Menge an Aktivierungsplätzen Sact
auch leer sein kann. Dies führt zu einer Ausführung des referenzierten MPNs
nach Fehlschlagen (failed) des Basis-MPNs. Durch Teilabhängigkeiten werden
bei den Erweiterungspunkten EP1 und EP2 angezeigt, dass es sich bei dem re-
ferenzierten MPN um eine Teilsignatur handelt, die zusammen mit CARDME
Local ausgewertet werden muss.
In Abbildung 6.5 und 6.6 werden die im Beispiel gezeigten Signaturen als
MPN dargestellt. Die zu den Quellsignaturen in Abbildung 6.3 zusätzliche Sig-
natur CARDME Local_Alt_EP1 in Abbildung 6.6 entsteht bei der Übersetzung
in die MPN-Sprache durch die Auslagerung der mit einer Alternative (Parking)
verbundenen Teilsignatur aus CARDME Local. In einem solchen Fall werden
Teilsignaturen aus dem Basis-MPN in ein einzelnes MPN, das mit demselben
Erweiterungspunkt, wie die anderen Alternativen, verbunden ist, extrahiert.
Die Aktivierung der MPN-Instanzen der referenzierten Teilsignaturen zur
Laufzeit werden durch die Belegung der als Aktivierungsplätze markierten
Plätze im Basis-MPN gesteuert. Abbildung 6.5 zeigt diese Platzmengen in Ver-
bindung mit den zugehörigen Erweiterungspunkten. Hierbei kennzeichnen die
zu den Erweiterungspunkten gehörende Menge der Aktivierungsplätze (Sact)
Plätze, von denen einer mit einem Token belegt sein muss, damit der Erwei-
terungspunkt und damit die referenzierten MPNs aktiviert werden. Solche
Punkte existieren im Beispiel für die Erweiterungspunkte EP1 bis EP3. Für
EP4, der durch die Übersetzung einer «mitigate»-Beziehung entstanden ist,
ist die Platzmenge Sact leer. Der Erweiterungspunkt EP4, der zusätzlich als
nicht nebenläufig markiert ist, wird erst nach dem Fehlschlagen seines Ba-
sis-MPNs aktiviert. Eine nicht-leere Menge an Aktivierungsplätzen würde in
diesem Fall als Vorbedingung für die Ausführung des referenzierten UC inter-
pretiert werden. Hierdurch ist es möglich, Alternativen für Gegenmaßnahmen
abhängig vom Zustand des Basis-MPNs zu spezifizieren. Die aus der «include»-
und «extend»-Beziehung entstandenen Erweiterungspunkte EP1 und EP2 ha-
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MPN Diagram CARDME Parking 











MPN Diagram Close Connection 
RSU 
/Ignore(Vehicle.id) 
MPN Diagram Tracking 








MPN Diagram DoS Attack 










[time < t + 100ms] 
c 
Abbildung 6.6: Signaturen des CARDME-Szenarios als MPN (2/2)
bzw. EP2.end, die im Basis-MPN CARDME Local zur zeitweisen Blockierung
der Signatur eingesetzt werden.
In Tabelle 6.1 und 6.2 sind zwei Beispieldurchläufe unter Beachtung der
durch das Referenzsystem vorgegebenen Abhängigkeiten für eine Eingabege-
neration gezeigt. Hierbei sind Ereignisse in Form von Nachrichten zusammen-
gefasst und die Belegung der MPNs nicht explizit dargestellt, um einen besse-
ren Überblick über die neuen Konzepte des Referenzsystems zu geben. Die ers-
ten beiden Spalten beschreiben die Nummer der zusammengefassten Schritte
und die abgekürzten Namen der versendeten Nachrichten. Dahinter folgen die
einzelnen MPNs mit Kennzeichnung, ob ihre Instanz freigeschaltet oder blo-
ckiert wird. Das Basis-MPN CARDME Local ist in der Tabelle nicht enthalten,







6.1 referenzsystem – abhängigkeiten zwischen mpns 119
Nr. Ereignis MPN Erweiterungspunkt
Parking/ Tracking DoS Close EP1 EP2 EP3 EP4
Local_Alt_EP1
1. IReq, IResp act Sact = 1
2. PReq, PResp act false
Sact = 1
3. RReq, RResp deact act true false
Sact = 0 Sact = 1
4. ... deact deact true
Sact = 0 Sact = 0
Tabelle 6.1: Positiver Beispieldurchlauf durch die Spezifikation mit Referenzsystem
rungspunkte dargestellt und notiert, ob ihre Platzmengen belegt sind. Hierbei
steht Sact = 1 dafür, dass mindestens ein Platz in der Menge mit einem Token
belegt ist und Sact = 0, dass kein Platz mit einem Token belegt ist. Die Logik-
werte true und false stehen für den Wert der erweiterungspunktspezifischen
Variablen (EP1.end und EP2.end), die im MPN CARDME Local zum Blockieren
und Freischalten von Transitionen genutzt werden.
Der positive Durchlauf in Tabelle 6.1 beginnt mit einer Folge von vier Er-
eignissen der Nachrichten InitialisationRequest (IReq) und InitialisationResponse
(IResp). Nach der Verarbeitung des letzten Ereignisses (recv.InitResponse) wird
der Platz im MPN CARDME Local, der sich in der Aktivierungsplatzmenge des
Erweiterungspunktes 3 (EP3) befindet, belegt. Dies löst die Aktivierung des
MPNs DoS Attack aus, das ab dem nächsten verarbeitenden Ereignis die Über-
wachung beginnt. Bis zu diesem Zeitpunkt musste nur das MPN CARDME
Local die auftretenden Ereignisse verarbeiten. Nach der Verarbeitung der nächs-
ten Ereignisse der beiden Nachrichten der Präsentationsphase in Schritt 2 ist ein
Aktivierungsplatz des EP1 belegt. An diesem Punkt wird parallel zu der in das
MPN ausgelagerten Alternative CARDME Local_Alt_EP1 die zweite Alternative
in der Belegphase ermöglicht, indem die beiden MPNs CARDME Parking und
CARDME Local_Alt_EP1 aktiviert werden. Die Variable EP1.end des EP1 wird
auf false initialisiert und blockiert somit das Basis-MPN CARDME Local über
diese Variable. Die Verarbeitung der nächsten beiden Nachrichten in Schritt 3,
die dem ausgelagerten Teilablauf aus dem MPN CARDME Local_Alt_EP1 ent-
sprechen, führt dazu, dass der Aktivierungsplatz der Alternative (EP1) verlas-
sen wird. Dies wird durch das Setzen der Variablen EP1.end des EP1 auf true
erreicht und damit durch Übergabe eines Epsilonereignisses an das Basis-MPN
der Aktivierungsplatz des EP2 belegt. Das MPN CARDME Parking wird infol-
gedessen beendet und das zusammen mit CARDME Local überwachte MPN
Tracking aktiviert. CARDME Local wird im Folgenden, durch eine Bedingung
[EP2.end] blockiert, bis die Signatur Tracking positiv erkannt wurde. Nachdem
eine passende Abfolge von Ereignissen verarbeitet wurde, werden die aktivier-
ten MPN-Instanzen Tracking und DoS wieder deaktiviert und das Basis-MPN
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Nr. Ereignis MPN Erweiterungspunkt
Parking/ Tracking DoS Close EP1 EP2 EP3 EP4
Local_Alt_EP1
1. IReq, IResp act Sact = 1
2. PReq, PResp act false
Sact = 1
3. PRReq, PRResp deact act true false
Sact = 0 Sact = 1
4. IReq, IResp deact
5. IReq, IResp (< 100ms) act true
Sact = 0 Sact = 0
Tabelle 6.2: Negativer Beispieldurchlauf durch die Spezifikation mit Referenzsystem
Tabelle 6.2 zeigt einen Durchlauf, der zur Erkennung der DoS-Attacke führt.
Schritt 1 und 2 sind dabei identisch zu denen im vorherigen Beispielablauf.
In Schritt 3 werden im Gegensatz zum vorherigen Ablauf die alternativen Er-
eignisse der Nachrichten ParkingReceiptRequest (PRReq) und ParkingReceiptRe-
sponse (PRResp) des MPNs CARDME Parking dem Monitor übergeben. Nach-
dem diese durch das über EP1 referenzierte MPN (CARDME Parking) erkannt
wurden, beenden sich diese (terminated) und seine Alternative CARDME Lo-
cal_Alt_EP1. Darauf folgend wird das MPN CARDME Local durch das Frei-
schalten der Transition mit der Bedingung [EP1.end] auf die Plätze hinter dem
durch die alternative Sequenz abgedeckten Bereich geschaltet. Die MPN-In-
stanz von CARDME Parking wird durch das Verlassen des Aktivierungsplat-
zes von EP1 wieder deaktiviert. Durch die Belegung des Aktivierungsplatzes
von EP2 wird eine Instanz von Tracking aktiviert. Folgend auf diesen Schritt
werden in Schritt 4 und 5 die Ereignisse für zwei aufeinanderfolgende Initiali-
sierungsnachrichten mit einem zeitlichen Abstand, der unter 100 ms liegt, ge-
sendet. Hierdurch wird der die MPN-Instanz des negativen MPNs DoS Attack
mit dem Ergebnis failed beendet. Das als nicht nebenläufig spezifizierte positive
MPN Close Connection wird hierdurch aktiviert und mit einem Epsilonereig-
nis angesprochen, damit die dort modellierte Gegenmaßnahme nicht bis zur
nächsten Eingabe verzögert wird.
In diesem Beispiel wurde bisher nur eine Eingabegeneration betrachtet. In
einem komplexen Monitor mit der Verwendung von Eingabe- und Subgenera-
tionen müssen auch diese beachtet und die MPN-Instanzen, sowie ihre Frei-
schaltung für einzelne Generationen (Eingabe- bzw. Subgenerationen) verwal-
tet werden.
Zur Abbildung eines solcher Beziehungen der Spezifikationssprache werden
die folgenden Erweiterungen an der MPN-Sprache vorgenommen. Dabei muss
die Möglichkeit geschaffen werden, MPN-Instanzen vom Zustand anderer MPN-
Instanzen abhängig zu aktivieren und zu deaktivieren. Im deaktivierten Zustand
verarbeiten diese keine Ereignisse. Zusätzlich müssen die Instanzen der referen-
zierten MPNs zurückgesetzt werden, falls sie vor ihrer Beendigung durch das Ver-










































Legende (MPN-Referenzsystem):        
¬
Abbildung 6.7: Übersetzung der MUC-Sprache in das Referenzsystem
MUC-Sprache EP-Konfig. Ref. MPNs Ausführung Domänen
«include» concurrent 1 abhängig MPN+/MPN−
↔MPN+/MPN−
«extend» concurrent 1..* abhängig MPN+/MPN−
↔MPN+/MPN−
«threaten» concurrent 1..* abhängig MPN+↔MPN−
∧dependentMPNs = ∅
«mitigate» ¬concurrent 1..* selbstständig MPN+/MPN−
↔MPN+
Tabelle 6.3: Konfigurationsmöglichkeiten des Referenzsystems
Ausführen referenzierter MPNs, wobei das referenzierte MPN eine Alternative
oder Teilsignatur darstellt, muss eine teilweise Blockierung und Freischaltung der
aufrufenden Basis-MPN-Instanz möglich sein.
Tabelle 6.3 und Abbildung 6.7 zeigen anhand der vier vorgestellten Beziehung-
en der MUC-Sprache die entsprechenden Konfigurationen des Referenzsystems
der MPN-Sprache. Eine «include»-Beziehung wird dabei auf einen nebenläufig
(concurrent) ausgeführten Erweiterungspunkt (EP) abgebildet, der nur ein MPN
referenziert. Im Gegensatz dazu werden «extend»- und «threaten»-Beziehungen
zwar ebenfalls auf einen nebenläufig ausgeführten EP abgebildet, jedoch mit be-
liebig vielen referenzierten MPNs. Die eingezeichneten Teilabhängigkeiten bei
«extend»- und «include»-Beziehungen können beliebig viele MPNs referenzieren
(dependentMPNs), die zusammen mit den vom Erweiterungspunkt referenzierten
MPNs behandelt werden müssen. Dabei handelt es sich um das Basis-MPN und
andere MPNs vor diesem. Der aus der «threaten»-Beziehung entstandene EP re-
ferenziert immer MPNs aus der Menge MPN−. Diese referenzierten MPNs sind
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tung das Basis-MPN nicht mit einbezogen werden muss. Wird ein Erweiterungs-
punkt, der aus einer «threaten»-Beziehung entstanden ist, bei der Übersetzung
erreicht, werden deshalb die in der Referenzierungskette vorhergehenden MPNs
nicht mehr in die Menge der Teilabhängigkeiten (dependetMPNs) mit einbezogen.
Zur Abbildung der «mitigate»-Beziehung wird ein nicht nebenläufig ausgeführ-
ter EP verwendet. Aktivierungsplätze können als Vorbedingung der Aktivierung
genutzt werden, um Zustände des Basis-MPNs festzulegen, in denen das referen-
zierte MPN aktiviert wird.
Bei der Übersetzung einer «include»- bzw. «extend»-Beziehung enthält der
Erweiterungspunkt, wie es im Beispiel (Abb. 6.5) für die Erweiterungspunkte
EP1 und EP2 zu sehen ist, eine generationsspezifische Variable (repräsentiert in
Abb. 6.7 durch ep.end). Diese kann im Basis-MPN an Transitionen eingesetzt wer-
den, um einen Teilablauf der Signatur mithilfe einer Bedingung zeitweise zu blo-
ckieren, bis eines der referenzierten MPNs positiv beendet wurde. Bei der Über-
setzung von Alternativen, die aus einer «extend»-Beziehung entstanden sind,
muss die im Basis-MPN modellierte Teilsignatur aus diesem extrahiert werden,
um eine einheitliche Verarbeitung der alternativen Abläufe zu ermöglichen.
Das in Kapitel 5 eingeführte Bedrohungsmodell (Abb. 5.1), das das Zusam-
menspiel der Signaturen beschreibt, ändert sich durch die Einführung des hier
vorgestellten Referenzsystems nicht. Dies ist darauf zurückzuführen, dass Teil-
signaturen, die zuvor als eigenständige Signaturen modelliert waren, nun durch
die Referenzierung übergeordnet zusammengefasst werden. Durch die Referen-
zierung einzelner Teilsignaturen und die daraus entstehenden Gesamtsignaturen
bleiben die akzeptierten Ereignissequenzen somit erhalten. Das Referenzsystem
erlaubt zusätzlich die Wiederverwendung von Teilsignaturen, die von verschie-
denen Basis-MPNs aus referenziert werden können.
6.2 Formalisierung des Referenzsystems
Im Folgenden wird die erweiterte Definition der Syntax der Monitor-Petrinetze
aus Abschnitt 5.5 als Grundlage genommen und um die Konzepte des Referenz-
systems erweitert. Hierbei bleiben alle syntaktischen Elemente der MPNs erhalten
und es werden nur die zusätzlichen Elemente beschrieben.
6.2.1 Syntax des Referenzsystems
Zunächst wird eine zusätzliche Einordnung der MPN-Signaturen definiert, die
den Initialzustand der Signaturen beschreibt. Die Einordnung unterscheidet zwi-
schen Signaturen, die zu Beginn der Monitorausführung aktiviert bzw. deaktiviert
sind.
Definition 45 (Aktivierte und deaktivierte MPNs). Ein MPN kann zum Beginn der
Überwachung aktiviert oder deaktiviert sein. Nur aktivierte MPNs reagieren während der
Ausführung auf Eingabeereignisse.
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Im Allgemeinen sind MPNs, die durch ein anderes MPN referenziert werden,
zu Beginn deaktiviert und nicht referenzierte MPNs aktiviert.
Beispiel Aktivierte und deaktivierte MPNs
Die (Teil-)Signaturen der Monitorspezifikation aus Abbildung 6.2 sind den Men-
gen MPNact und MPNdeact folgendermaßen zugeordnet.
MPNact = {CARDME Local}
MPNdeact = {DOS Attack, Tracking, CARDME Parking, Close Connection,
CARDME Local_Alt_EP1}
Die extrahierte Erweiterung der CARDME Local-Signatur, die Teilsignatur CARD-
ME Local_Alt_EP1, ist so spezifiziert, dass sie zu Anfang der Überwachung de-
aktiviert ist.
Die syntaktische Beschreibung der MPNs wird für die Einführung des Refe-
renzsystems folgendermaßen erweitert. Hierbei werden identische Teile zu Defi-
nition 34 nicht wiederholt.
Definition 46 (Syntax). Ein Netz mpn ∈ MPN ist eine erweiterte Varian-
te der Place/Transition-Netze über einem gegebenen Alphabet von möglichen Ein-
gabeereignissen (engl. input events) I = {i1, . . . , i|I|, i} (wobei i eine Ein-
gabe mit einem Epsilonereignis ist, das spontane Transitionen feuern lässt) und
einem festgelegten Set von Ausgangsereignissen (engl. output events) O =
{running, terminated, failed, terminated_temp, failed_temp} mit
mpn = (S, T , F,E,G, IMPN,EP,m,p,a) wobei
ep ∈ EP = P(Sact)×Bool×P(V ×G)×P(MPNdeact)×P(MPN) sind die Erwei-
terungspunkte eines MPNs, wobei die Potenzmenge der Menge der Aktivierungs-
plätze Sact entspricht. Der folgende boolesche Parameter entspricht der Eigenschaft
concurrent und bestimmt, ob die referenzierten MPNs nebenläufig oder ersatzweise
für das referenzierende MPN ausgeführt werden sollen. Des Weiteren besitzen Er-
weiterungspunkte eine Variable pro Generation, die Blockierung eines Teils des Ba-
sis-MPNs über eine Bedingung zu steuern. Die folgende Potenzmenge entspricht
den durch den Erweiterungspunkt referenzierten MPNs. Die letzte Potenzmenge
beschreibt, welche MPNs mit dieser Teilsignatur zusammenhängen. Diese Angabe
der Teilabhängigkeiten wird genutzt, um die bei der Auswertung des Zustandes der
MPN-Instanzen mit einzubeziehenden Teilsignaturen zu referenzieren.
extP :MPN → P(EP) ist die Funktion, die eine Menge von Erweiterungspunkten, die
dem übergebenden MPN zugeordnet sind, zurückliefert.
Sact ⊆ S ist eine endliche Menge von Plätzen, die eine Aktivierung anderer MPNs
auslösen, wenn ein Token in ihnen liegt.
epVar : ep × G → {true, false} ist eine Funktion, die zu einer Kombination eines
Erweiterungspunktes und einer Generation den im Erweiterungspunkt gespeicher-
ten Wahrheitswert zurückliefert. Die Funktion wird mit false initialisiert. Sie wird
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dependentMPNs : EP → P(MPN) ist die Funktion, die zu einem Erweiterungspunkt
eine Menge von MPNs zurückliefert, die mit den referenzierten MPNs zusammen-
hängen.
refMPNs : EP → P(MPNdeact) ist die Funktion, die zu einen Erweiterungspunkt
eine Menge von MPNs zurückliefert, die durch diesen referenziert werden.
act ∈ Act :MPN×Gi → {true, false} ist die Funktion, die abhängig von MPN und
Generation zurückgibt, ob das MPN aktiviert ist oder nicht.
refGens ∈ RefGens :MPN×G× EP → P(Gi) ist die Funktion, die für jedes MPN
und einem dazugehörigen Erweiterungspunkt eine Generation auf weitere inter-
ne Eingabegenerationen abbildet. Sie liefert nach übergebener Generation die pas-
sende Eingabegeneration des referenzierten MPNs zurück. Wenn keine passende
äquivalente Eingabegeneration zur übergebenen Kombination aus MPN, Genera-
tion und Erweiterungspunkt vorhanden ist, wird eine leere Menge zurückgegeben.
Diese Funktion wird im Folgenden zur Verwaltung von neuen Instanzen, der durch
Referenzen aktivierten MPNs, verwendet.
dependentGens ∈ DependentGens :MPN×Gi×EP → G∪ {⊥} ist die Funktion,
die für ein MPN, einen Erweiterungspunkt und eine Eingabegeneration die Genera-
tion aus dem übergebenden referenzierenden MPN zurückliefert, aus der die Einga-
begeneration entstanden ist. Diese Funktion verwendet die refGens-Funktion zur
Bestimmung der äquivalenten Generation. Wenn für die Kombination aus MPN,
äquivalenter Eingabegeneration und Erweiterungspunkt keine Generation vorhan-
den ist, wird nicht definiert (⊥) zurückgegeben.
Abbildung 6.5 zeigt am Beispiel des Erweiterungspunktes 1 (EP1) wie die Platz-
menge Sact in einem Basis-MPN angeordnet sein kann. Im Allgemeinen kann die
Menge Sact beliebig viele Plätze eines MPNs enthalten. Diese repräsentieren Mar-
kierungen des MPNs, in denen eine referenzierte Teilsignatur aktiviert werden
soll. Wenn mindestens ein Platz aus Sact mit einem Token belegt ist, werden die
referenzierten MPNs freigeschaltet. Liegt kein Token mehr auf einem der Plätze
in Sact, werden alle referenzierten MPN-Instanzen, die der gerade verarbeiteten
Generation zugeordnet sind, beendet.
Die Funktion refMPNs ordnet einem Erweiterungspunkt referenzierte MPNs zu.
Im Gegensatz dazu ordnet die dependentMPNs-Funktion dem Erweiterungspunkt
MPNs zu, die zu den referenzierten MPNs in Teilabhängigkeit stehen. In dem in
Abbildung 6.4 gezeigten Beispiel sind diese Teilabhängigkeiten für EP1 und EP2
nur das Basis-MPN CARDME Local selbst, da es sich bei diesem um ein nicht
referenziertes Wurzelelement handelt. Bei über EPs kaskadierten MPNs können
sich Abhängigkeiten zu weiteren, davorliegenden MPNs in dieser Kette ergeben,
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6.2.2 Semantik des Referenzsystems
Basierend auf der statischen Einteilung in aktivierte und deaktivierte MPNs in
Definition 45, wird die Freischaltung der MPN-Instanzen zu Beginn der Monitor-
ausführung initialisiert.
Definition 47 (Initialisierung der Freischaltung). Die Freischaltung der MPN-In-
stanzen wird mithilfe der statischen Zuordnung der MPNs zuMPNact undMPNdeact
folgendermaßen initialisiert:
act0(mpn,gi) =
true for mpn ∈MPNact
false else.
;g ∈ G (6.2)
Während der Ausführung des Monitors müssen MPN-Instanzen, basierend auf
der Markierung der referenzierenden Basis-MPNs, aktiviert bzw. deaktiviert wer-
den.
Definition 48 (Aktualisierung der Freischaltung). Änderungen der Freischaltung
der MPNs werden folgendermaßen verarbeitet:
updateAct(mpn ′ :MPN,g ′i : Gi,b : Bool,out act
′ : Act) :
∀mpn ∈MPN, ∀gi ∈ Gi : act ′(mpn,gi) =
if mpn = mpn ′ ∧ gi = g ′i then b else act(s,gi)
Hierbei bestimmt der Parameter b, ob die zu aktualisierende Generation des MPNs akti-
viert werden soll (true) oder deaktiviert werden soll (false).
Im späteren Teil der Definition des Referenzsystems ist es notwendig, die Men-
ge der vorhandenen Generationen nach der höchsten (als letztes erstellten) Gene-
ration zu filtern.
Definition 49 (Höchste Eingabegeneration). Die FunktionmaxGen(Gi : P(N))→
Gi bestimmt die höchste vorhandene Generation eines übergebenen MPNs.
maxGen(Gi) = gi ∈ Gi | @(g ′i ∈ Gi > gi) (6.3)
Im Laufe der Ausführung des Monitors werden durch Abhängigkeiten zwi-
schen den einzelnen MPNs neue Eingabegenerationen, die zu einer übergebenen
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Beispiel Äquivalente Eingabegenerationen
Durch das Referenzsystem sollen auch verschränkt ausgeführte MPNs (mit
Subgenerationen) unterstützt werden. Abbildung 6.8 zeigt ein Beispiel, in dem








refGens(mpn1, (1, 1), ep) → {2}
refGens(mpn1, (1, 2), ep) → {3}
g = (1, 1)
g = (1, 2)
g = (2, 1)
g = (2, 2)
g = (3, 2)
g = (3, 1)
Abbildung 6.8: Äquivalente Eingabegenerationen
Wird ein referenziertes MPN von einer Basis-MPN-Instanz aktiviert, die ver-
schränkt überwacht wird (Subgenerationen verwendet), muss eine Zuordnung
der aktuellen Generation zu einer neuen internen Eingabegeneration stattfin-
den. Da das referenzierende Basis-MPN mehrere neue MPN-Instanzen für jede
seiner Subgenerationen erzeugen kann, reicht es nicht aus die ursprüngliche
Eingabegeneration zu verwenden. Es müssen neue der ursprünglichen Gene-
ration zugeordnete (äquivalente) Eingabegenerationen erzeugt werden.
In Abbildung 6.8 sind sowohl die Signaturen mpn1 als auch mpn2 verschränkt
überwachte Signaturen. Für die Eingabegeneration 1 wurden im mpn2 zwei
äquivalente Eingabegenerationen (2 und 3) erzeugt, um die Unterscheidung
zwischen von Generation 1.1 und 1.2 erzeugten verschränkten Überwachungs-
versuchen in mpn2 zu ermöglichen. Über die Funktion refGens kann für jedes
Basis-MPN und einen der dazugehörigen EPs zu der aktuellen Generation (1.1
bzw. 1.2) die entsprechende äquivalente Eingabegeneration des referenzierten
MPNs (2 bzw. 3) bestimmt werden.
Mit der folgenden Funktion werden diese Generationszuordnungen aktuali-
siert.
Definition 50 (Aktualisierung der äquivalenten Generationen). Änderungen an
den von anderen Generationen abhängigen Eingabegenerationen werden folgendermaßen
verarbeitet:
updateRefGens(mpn ′ :MPN,g ′ : G,ginew :N, ep ′ : EP,add : Bool,
inout refGens : RefGens) :
∀mpn ∈MPN, ∀ep ∈ mpn.EP, ∀g ∈ mpn.G : refGens(mpn,g, ep) =
if mpn = mpn ′ ∧ ep = ep ′ ∧ g = g ′ then
if add = true then refGens(mpn ′,g, ep)∪ {ginew} else
refGens(mpn ′,g, ep) \ {ginew}







6.2 formalisierung des referenzsystems 127
Wenn eine MPN-Instanz, die im Referenzsystem eingebettet ist, beendet wird,
kann dies Einfluss auf die von ihr referenzierten MPN-Instanzen haben.
Beispiel Abstrakte Beschreibung der Abarbeitung von Referenzen
Abbildung 6.9 zeigt, welche Auswirkungen das Beenden einer MPN-Instanz
haben kann, die über das Referenzsystem in Beziehung zu anderen Instanzen
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Abbildung 6.9: Verarbeitung von Referenzen
Basis-MPN-Instanz aus referenziert werden können, handelt es sich bei den
Abhängigkeiten um eine Baumstruktur mit einer Instanz eines nicht referen-
zierten MPNs als Wurzel. Hierbei wird die gerade aktuelle Generation bzw.
ihre äquivalenten Generationen (bei Verwendung von Subgenerationen) bear-
beitet. Sobald die Instanz mpn2 sich beendet (failed/terminated), sind alle von ihr
abhängigen referenzierten Instanzen auch zu beenden, da ihr Gültigkeitskon-
text verlassen wird. Dies findet in einem Bottom-up-Verfahren statt. Zunächst
werden alle Referenzen verfolgt, und sobald ein Blatt gefunden wurde, alle
Instanzen rekursiv beendet (terminated).
Die beendeten nachfolgenden MPN-Instanzen werden durch folgende Proze-
dur zurückgesetzt.
Definition 51 (Beenden von referenzierten MPN-Instanzen). Diese Prozedur be-
endet rekursiv im Bottom-up-Verfahren alle MPN-Instanzen, die von der übergebenen
Generation abhängen.
endingReferencedMPNs(srcMPN :MPN, ep : EP,g : G, inout mres : O[ ][ ]) :
foreach refMPN ∈ refMPNs(ep)
if (ep.concurrent) // wenn parallel ausgef. EP
foreach giref ∈ refGens(srcMPN,g, ep)
foreach gref ∈ {(gic,gsc)|(gic,gsc) ∈ refMPN.G∧ gic = giref} // alle Subgenerationen
if (mres[refMPN][gref] == running)
foreach ep ′ ∈ refMPN.extP(refMPN) // Referenzen verfolgen
endingReferencedMPNs(refMPN, ep ′,gref,mres);
mres[refMPN][gref] = terminated; // Beenden
refMPN.G = refMPN.G \ gref;
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Beim rekursiven Beenden der referenzierten MPN-Instanzen werden Erweite-
rungspunkte ignoriert, die als nicht nebenläufig markiert wurden. Die Rekursion
wird hier abgebrochen, da es sich um keine nebenläufig zu überwachende Sig-
natur handelt. Diese Signaturen agieren, wenn sie aktiviert wurden, selbstständig
und müssen, falls sie mehr als einen Makroschritt umfassen, eigenständig mittels
annotierter Ereignisse, Bedingungen und Aktionen ablaufen. Des Weiteren wer-
den nur MPN-Instanzen, die noch als laufend (running) markiert sind, beendet,
da die Abarbeitung der MPN-Instanzen von den Blättern zur Wurzel stattfindet
und damit nachfolgende Instanzen schon behandelt wurden.
Die folgenden beiden Definitionen beschreiben, wie ein MPN von außen deak-
tiviert und beendet bzw. aktiviert wird. In Definition 52 wird hierzu zunächst das
übergebene MPN für die entsprechende Eingabegeneration deaktiviert. Darauf
folgend werden alle MPN-Instanzen, die von dieser zu deaktivierenden MPN-In-
stanz abhängen, ebenfalls beendet. Hierzu wird die in Definition 51 beschriebene
rekursive Prozedur aufgerufen. Je nach übergebenem Monitorzustand aus der
Menge der Ausgangsereignisse wird das Ergebnis der zu deaktivierenden MPN-
Instanz aktualisiert. Dabei bedeutet ein als neuer Monitorzustand übergebener
Wert null, dass das Ergebnis nicht geändert werden muss.
Definition 52 (Deaktivieren und Beenden von referenzierten MPN-Instanzen).
Diese Prozedur deaktiviert und beendet referenzierte MPN-Instanzen und aktualisiert die
Ausgangsereignisse dieser MPN-Instanzen.
deactivateAndEndRefMPNs(inout mpn :MPN,g :N×N,newres : O∪ {null},
inout mres : O[ ][ ])
updateAct(mpn,g.gi, false,mpn.act); // Deaktivieren des Basis−MPNs
foreach ep ∈ extP(mpn) // Beenden aller referenzierten Instanzen
endingReferencedMPNs(mpn, ep,g,mres);
if (newres 6= null) // Setzen des neuen Zustands
mres[mpn][g] = newres;
Mithilfe der folgenden Prozedur wird das Aktivieren einer referenzierten MPN-
Instanz durchgeführt. Nach der Aktivierung der MPN-Instanz wird ihr ein Ep-
silonereignis übergeben, um das MPN in einen stabilen Zustand zu überführen
und das Erreichen von Terminalplätzen zu erkennen. Dies wird u. a. für die Spe-
zifikation sofort ausgeführter Gegenmaßnahmen benötigt. Daraufhin muss der
Monitorzustand dieser MPN-Instanz aktualisiert werden.
Definition 53 (Aktivieren von referenzierten MPNs). Diese Prozedur aktiviert re-
ferenzierte MPNs für die übergebene Generation und aktualisiert den aktuellen Monitor-
zustand.
activateMPN(inout mpn :MPN,g :N×N,process : Bool, inout mres : O[ ][ ])
ginew = maxGen(mpn.Gi) + 1;
gnew = (ginew, 1);
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Bei der Verwendung des Referenzsystems werden Signaturen in mehrere MPNs
aufgeteilt. Die Auswertung der einzelnen MPN-Instanzen auf lokaler Basis reicht
somit nicht mehr aus, da ein MPN, das nicht geschaltet hat, im Gegensatz zu
ganzheitlich modellierten Signaturen nicht zwangsläufig auch beendet werden
muss. Es ist sein gesamter Kontext (alle zusammenhängenden Teilsignaturen) zu
betrachten. Hierzu wird im Folgenden Definition 39 für eine Unterscheidung zwi-
schen erreichten Terminalplätzen und dem Nicht-Schalten eines MPNs angepasst.
Die in Definition 46 neu hinzugekommenen Ausgangsereignisse terminated_temp
und failed_temp werden verwendet, um deren endgültige Evaluation in einen zu-
sätzlichen globalen Auswertungsschritt auszulagern.
Definition 54 (Auswertung des Überwachungsergebnisses mit Referenzsystem).
Diese Funktion evaluiert das Ergebnis der Ausführung des MPNs für eine Generation.
Das Ergebnis (∈ O) hängt von der Markierung der Terminalplätze und dem Fakt, ob die
MPN-Instanz geschaltet hat, ab. Falls das MPN nicht geschaltet hat, wird anhand der
Belegung der als vorausgehender (antecedent) oder nachfolgender (consequent) Teil der
Signatur markierten Plätze und ob das MPN einen Use- oder Misusecase darstellt, das
Ergebnis bestimmt.
evaluateMonitoringResult(m :M,g : G, fired : Bool[])→ O :
if fired[g] then
if ∃s ∈ Sf : m(s,g) = 1 then failed
else if ∃s ∈ Se : m(s,g) = 1 then terminated
else running
else
if mpn ∈MPN− then terminated_temp
else
if ∃s ∈ Sc|m(s,g) = 1 then failed_temp;
else terminated_temp;
Durch die Einführung des Referenzsystems kann die Auswertung der einzelnen
MPN-Instanzen und insbesondere das Beenden dieser beim Nicht-Schalten nicht
mehr lokal von der entsprechenden MPN-Instanz getroffen werden. Aus diesem
Grund wird auch die in Kapitel 6 eingeführte Nachverarbeitung (Def. 40) modifi-
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Definition 55 (Nachverarbeitung ohne direkte Beendigung). In diesem Schritt
schalten zunächst alle Epsilontransitionen, die aktiviert sind. Dies wird so lange fortge-
setzt, bis keine Änderungen im Netz mehr auftreten. Wenn eine Generation eines MPNs
zumindest ein Token in einem Terminalplatz hat, oder wenn das Netz im Makroschritt
nicht gefeuert hat, wird die Markierung m ausgewertet. In dieser Version der Prozedur
wird danach der Teil der Markierung, der zur aktuell verarbeiteten Generation gehört,
nicht auf die initiale Markierung m0 zurückgesetzt, um eine globale Verarbeitung der
MPN-Instanzen unter Einbeziehung des Referenzsystems zu ermöglichen.
postprocessing(inout m :M,gi : Gi, inout e : E, fired : Bool[],newSubgen : Bool,
out mresult : O[ ]) :
epsfired = true;
if (newSubgen) maxSub(subGen(gi)) − 1; // ignoriere neue Subgeneration
subGens = subGen(gi); // hole Subgenerationen von gi
while (|subGens| > 0)
gs = minSub(subGens); // kleinste Subgeneration
subGens = subGens \ gs; // entferne kleinste Subgeneration
g = (gi,gs);
while (epsfired) // so lange das Netz geschaltet hat
processEvent(m, i,g, e,newSubgen, epsfired); // newSubGen wird hier ignoriert
if (epsfired)
fired[g] = true;
subGens = subGen(gi); // hole Subgenerationen von gi
while (|subGens| > 0)
gs = minSub(subGens); // kleinste Subgeneration
subGens = subGens \ gs; // entferne kleinste Subgeneration
g = (gi,gs);
mresult[g] = evaluateMonitoringResult(m,g, fired);
//if mresult[g] 6= running then
// G = G \ {g}
Die Erweiterung der Ausgangsereignisse und die Auslagerung des Zurückset-
zens der MPN-Instanzen sind die beiden einzigen Änderungen an der ursprüng-
lichen MPN-Semantik.
Das Referenzsystem soll eine gezielte Überwachung von Signaturen auf Ba-
sis des Überwachungszustandes (Markierung) anderer Signaturen unterstützen.
Auch hierbei sollen so wenig wie möglich Änderungen an der ursprünglichen
Definition der MPN-Sprache durchgeführt werden. Deshalb wird im Folgenden
eine unabhängig von der Ereignisauswertung aufrufbare Prozedur definiert, die
je nach Markierung der Instanzen des Basis-MPNs die referenzierten MPN-In-
stanzen freischaltet oder sperrt.
Definition 56 (Analyse des MPNs auf freizuschaltende und zu blockierende
referenzierte MPNs). Diese Prozedur analysiert die durch die Generation gegebene
Markierung des übergebenen MPNs und schaltet basierend auf den vorhandenen Erwei-
terungspunkten die referenzierten MPN-Instanzen frei. Dies geschieht auf Basis der Ak-







6.2 formalisierung des referenzsystems 131
des Basis-MPNs ist nicht belegt), wird es zurückgesetzt. Bei Erweiterungspunkten, die
nicht nebenläufig sind, wird dieser Aktivierungsschritt ignoriert.
analyseDependencies(inout mpn :MPN,g : G, inout mres : O[ ][ ]) :
foreach ep = extP(mpn)
activateRefMPNs = false;
// überprüfen, ob ein Aktivierungsplatz belegt und der EP nebenläufig ist
if (∃s ∈ ep.Sact | m(s,g) = 1∧ ep.concurrent)
activateRefMPNs = true;
foreach mpn = refMPNs(ep)
foreach giref ∈ refGens(mpn,g, ep)
if (activateRefMPNs∧¬act(mpn,giref))
activateMPN(mpn,g, false,mres);
updateEPVar(ep,g, false); // Zurücksetzen der EP−Variablen
elseif (¬activateRefMPNs) // Generation aus dem aktuellen MPN entfernen
endingReferencedMPNs(mpn, ep,g,null,mres);
Die Einführung des Referenzsystems führt dazu, dass entschieden werden muss,
wann eine MPN-Instanz mit Subgenerationen im Gesamten fehlgeschlagen ist
und wann nicht. Diese Entscheidung wurde in der Definition der MPNs bisher
ausgespart und Subgenerationen als eigene Instanzen angesehen. Für die Auswer-
tung im Referenzsystem muss nun ein Monitorzustand für die Eingabegeneration
definiert werden.
Definition 57 (Monitorzustand für die Eingabegeneration). Wenn eine der Subge-
nerationen fehlgeschlagen ist, bedeutet dies, dass auch die dazugehörige Eingabegeneration
fehlgeschlagen ist.
monitoringState(mpn :MPN,gi :N,mres : O[ ][ ])→ O :
if |mpn.subGen(gi)| > 1





Im Verlauf der Überwachung müssen immer wieder MPN-Instanzen, die nicht
mehr gültig sind, beendet werden. Hierzu zählen auch alle durch die zu beenden-
de MPN-Instanz referenzierten MPN-Instanzen.
Definition 58 (Beenden eines MPNs). Diese Prozedur übernimmt die Aufgabe, been-
dete MPN-Instanzen aus den Netzen zu entfernen. Hierbei kann unterschieden werden,
ob nur eine Subgeneration entfernt werden soll oder die gesamte Eingabegeneration.
endMPN(srcMPN :MPN,gi :N,gs :N,newres : O,onlySub : Bool,
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foreach g ∈ {gi × subGen(gi)}
deactivateAndEndRefMPNs(srcMPN,g,newres,mres);
srcMPN.G = srcMPN.G \ {g};
else // nur Subgen löschen
g = (gi,gs);
deactivateAndEndRefMPNs(srcMPN,g,newres,mres);
srcMPN.G = srcMPN.G \ {g}
Die folgende Funktion setzt die Variablen der Erweiterungspunkte, die in den
Basis-MPNs verwendet werden, auf einen neuen Wert, um blockierte Teile des Ba-
sis-MPNs nach paralleler Überwachung referenzierter MPNs wieder freizuschal-
ten.
Definition 59 (Setzen der Erweiterungspunktvariablen). Mit dieser Funktion wer-
den erweiterungspunkt- und generationsspezifische Variablen auf true bzw. false gesetzt.
updateEPVar(ep ′ : EP,g ′ :N×N,b : Bool) :
∀mpn ∈MPN,∀ep ∈ mpn.EP, ∀g ∈ mpn.G : mpn.epVar(ep,g) =
if ep = ep ′ ∧ g = g ′ then b else epVar(ep,g)
Die folgende Prozedur wertet, basierend auf dem Zustand der Monitorinstan-
zen, die eingeführten Abhängigkeiten (Referenzen) aus. Durch die Anpassung
von Definition 54 und die Auswertung des Ergebnisses der einzelnen Monitorin-
stanzen im Vorfeld, muss nicht mehr unterschieden werden zu welcher Teilklas-
se (MPN+ oder MPN−) die MPNs an den Enden der Referenz gehören. Basie-
rend auf dem aktuellen Zustand (running, terminated, failed, terminated_temp und
failed_temp) und der Konfiguration der Erweiterungspunkte werden die vom Re-
ferenzsystem herrührenden Änderungen an den MPN-Instanzen vorgenommen.
Diese Änderungen beinhalten das Beenden eines MPNs und das Deaktivieren
von MPN-Instanzen. Die Ergebnisse des in den MPNs inhärenten Konzepts der
Auswertung eines Ergebnisses nach der Belegung der Plätze werden nur dann
vom Referenzsystem überschrieben, wenn es durch referenzierte MPNs zu zu-
sätzlichen Beendigungsbedingungen kommt. Bei Änderungen an MPN-Instan-
zen, die den Zustand der Überwachung betreffen, werden Änderungen an den
Ergebnissen durchgeführt, um nach der Verarbeitung eine aktuelle und zum Mo-
nitorzustand konsistente Darstellung des Endzustandes der Ausgangsereignisse
zu erhalten.
Beispiel Auswertung der Ergebnisse auf Basis des Referenzsystems
In Abbildung 6.10 ist die in der nachfolgenden Definition beschriebene Auswer-
tung der Abhängigkeiten zwischen den MPN-Signaturen abstrakt dargestellt.
Zunächst wird der Zustand des gerade betrachteten MPNs ausgewertet. Ist
dieser failed oder terminated, müssen alle nachfolgenden MPN-Instanzen auch
beendet werden. Hat die Instanz nicht geschaltet, wird seine direkte Umge-
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Abbildung 6.10: Auswertung der Ergebnisse auf Basis des Referenzsystems
umfasst die über den gerade betrachteten EP des Basis-MPNs referenzierten
MPN-Instanzen und die als im Erweiterungspunkt abhängig (Teilabhängigkeit)
markierten Instanzen.
Definition 60 (Auswertung der Referenzen). Diese Prozedur wertet den Zustand ei-
nes parallel oder nachfolgend gestarteten MPNs aus und führt die Nachbearbeitung durch.
Es werden ausgehend von den Erweiterungspunkten noch nicht abschließend ausgewertete
Zustände der einzelnen MPNs global ausgewertet. Hierbei findet, falls die gerade betrach-
tete MPN-Instanz keine MPN-Instanzen referenziert, eine spezielle Vorverarbeitung statt.
Falls das Basis-MPN fehlschlägt, werden die durch als nicht nebenläufig gekennzeichneten
EPs referenzierten MPNs ausgeführt.
processExtensionPoints(inout srcMPN :MPN,gi : Gi, ep : EP,mres_temp : O[ ][ ],
inout mres : O[ ][ ]) :
if (ep.concurrent∧ dependentMPNs(ep) 6= ∅) // parallel mit dependentMPNs
// nicht final ausgewertete Referenzen (Blätter) vorverarbeiten
foreach refMPN ∈ refMPNs(ep)
foreach gs ∈ srcMPN.subGen(gi) // über alle SubGens des Basis−MPNs iterieren
g = (gi,gs);
foreach giref ∈ refGens(srcMPN,g, ep) // RefGen bestimmen
if (monitoringState(refMPN,giref,mres) == terminated_temp
∨monitoringState(refMPN,giref,mres) == failed_temp)
if (mres[srcMPN][g] == terminated|falied|running
∨∃refMPN2 ∈ refMPNs(ep)
: monitoringState(refMPN2,giref,mres) == terminated|falied|running)
// ein MPN hat geschaltet
foreach (gref ∈ {giref × refMPN.subGen(giref)})
mres[refMPN][gref] = running;
elseif (mres[refMPN][gref] == terminated_temp)
foreach (gref ∈ {giref × refMPN.subGen(giref)})
mres[refMPN][gref] = terminated;
elseif (mres[refMPN][gref] == failed_temp)
foreach (gref ∈ {giref × refMPN.subGen(giref)})
mres[refMPN][gref] = failed;
// Normalfall für alle anderen MPN−Instanzen
foreach gs ∈ srcMPN.subGen(gi) // alle SubGens des Basis−MPN durchgehen
g = (gi,gs);
if (mres[srcMPN][g] == failed∨mres[srcMPN][g] == terminated)
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endMPN(srcMPN,gi,gs,null, false,mres);
elseif (mres[srcMPN][g] == terminated_temp∨mres[srcMPN][g] == failed_temp)
foreach giref ∈ refGens(srcMPN,g, ep)
if (∃refMPN ∈ refMPNs(ep)
: monitoringState(refMPN,giref,mres) == running)
mres[srcMPN][g] = running;
if (∃mres_temp[refMPN][gref] == terminated
: gref = (gi,gs) ∈ refMPN.G : gi ∈ refGens(srcMPN,g, ep))
updateEPVar(ep,g, true); // Setzen der blockierenden Variablen auf true
// schalte srcMPN hinter EP−Bedingung
srcMPN.macro(srcMPN, i,gi,mresult);
mres[srcMPN][g] = mresult[g];
elseif (∃dependentMPN ∈ dependentMPNs(ep)
: dependentGens(dependentMPN,gi, ep) 6=⊥
∧mres[dependentMPN][dependentGens(dependentMPN,gi, ep)] == running)
mres[srcMPN][g] = running;
else
if (mres[srcMPN][g] == terminated_temp)
newstate = terminated;
elseif (mres[srcMPN][g] == failed_temp)
newstate = failed;
// Löschen von srcMPN und refMPNs
endMPN(srcMPN,gi,gs,newstate, false,mres);
if (¬ep.concurrent) // nachfolgend
foreach gs ∈ srcMPN.subGen(gi) // über alle SubGens des Basis−MPNs iterieren
g = (gi,gs);
if (mres[srcMPN][g] == failed∧ (ep.Sact = ∅∨ (∃s ∈ ep.Sact | m(s,g) = 1)))
foreach refMPN ∈ refMPNs(ep)
activateMPN(refMPN,g, true,mres);
Zusätzlich zum Schalten der MPN-Instanzen muss durch das Referenzsystem
die vorhandenen Teilabhängigkeiten zwischen den MPNs in einem globalen Aus-
wertungsschritt beachtet werden. Hierzu ist es notwendig, alle zu der gerade ver-
arbeiteten Eingabegeneration zugehörigen äquivalenten Eingabegenerationen zu
kennen. Die folgende Prozedur sammelt alle in den MPNs vorhandenen äquiva-
lenten Eingabegenerationen.
Definition 61 (Alle äquivalenten Eingabegenerationen). Diese Prozedur sammelt
alle äquivalenten Eingabegenerationen zu einer Eingabegeneration gi und gibt diese als
GiRef zurück.
equivalentInputGenerations(gi :N, inout GiRef : P(N))
foreach mpn ∈MPN
foreach ep ∈ extP(mpn)
foreach gs ∈ mpn.subGens(gi);
g = (gi,gs);
GirefCur = refGens(mpn,g, ep);
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foreach girefCur ∈ GirefCur
equivalaentInputGenerations(girefCur,GiRef);
Das Referenzsystem wird, bis auf die kleinen Änderungen an der MPN-Seman-
tik, die die Erweiterung der Ausgangsereignisse und das Auslagern des Zurück-
setzens eines Monitors beinhaltet, als optionaler Teil außerhalb des eigentlichen
MPN-Konzepts definiert. Hierzu wird eine zusätzliche Prozedur eingeführt, die
die zusammenfassende Verwaltung mehrerer MPNs und ihre durch das Referenz-
system eingeführten globalen Zusammenhänge verarbeitet.
In der folgenden Prozedur werden zwei zusätzliche Schritte durchgeführt, nach-
dem die MPNs aufgrund des Eingabeereignisses geschaltet haben. Zusätzlich
zum normalen Schalten der MPNs findet eine Auswertung der von der Eingabe-
generation abhängigen äquivalenten Eingabegenerationen statt. Alle Ergebnisse
der Signaturauswertung werden nach ihrer Generation abgespeichert, um in den
folgenden Schritten als Eingabe zu dienen.
Im ersten zusätzlichen Schritt werden alle MPNs nacheinander auf Verände-
rungen der Referenzen analysiert. Dabei wird von der höchsten zur niedrigs-
ten Eingabegeneration vorgegangen. Dies führt durch die Aktivierungsreihenfol-
ge der MPN-Instanzen dazu, dass implizit die referenzierten MPNs im Bottom-
up-Verfahren bearbeitet werden. Hierdurch werden Änderungen, die durch die
processExtensionPoints-Prozedur an den Basis-MPNs in diesem Schritt durch-
geführt werden, ebenfalls beachtet. Subgenerationen werden bei der Auswertung
der Referenzen, wie auch im Makroschritt der MPNs, nach ihrer Subgenerations-
nummer in aufsteigender Reihenfolge verarbeitet.
Im zweiten der zusätzlichen Schritte, werden auf dem Ergebnis der beiden ers-
ten Schritte MPNs für bestimmte Generationen aktiviert bzw. deaktiviert. Diese
Änderungen haben erst Einfluss auf das nächste verarbeitete Eingabeereignis.
Definition 62 (Kontrollstruktur des Referenzsystems). Diese Prozedur führt die
Verarbeitung von Ereignissen auf allen MPNs aus.
processMPNs(i : I,gi : Gi,out mres : O[ ][ ]) :
// Sammeln der vorhandenen Eingabegenerationen
Giall = {gi};
equivalentInputGenerations(gi,Giall);
// Verarbeitung des Ereignisses lokal in den MPNs
foreach mpn ∈MPN
foreach gicur ∈ Giall
if (gicur ∈ mpn.Gi)
if (act(mpn,gicur))
macro(mpn, i,gicur,mresult);
foreach g ∈ {(gic,gsc)|(gic,gsc) ∈ mpn.G∧ gic = gicur}
mres[mpn][g] = mresult[g];
// Globale Analyse der Ergebnisse
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mres_temp = mres; // Kopie der Ergebnisse erstellen
while (|Gialltemp| > 0) // von der höchsten zur niedrigsten Eingabegeneration
gicur = maxGen(Gialltemp); // höchste Eingabegeneration
Gialltemp = Gialltemp \ {gicur}; // entferne höchste Generation
foreach mpn ∈MPN
if (gicur ∈ mpn.Gi ∧ refMPNs(mpn) 6= ∅)
foreach ep ∈ extP(srcMPN)
processExtensionPoints(mpn,gicur, ep,mres_temp,mres);
// Überprüfung der Aktivierung
foreach mpn ∈MPN
foreach gicur ∈ Giall
foreach g ∈ {(gic,gsc)|(gic,gsc) ∈ mpn.G∧ gic = gicur}
if (mres[mpn][g] == running)
analyseDependencies(mpn,g,mres);
Mit dem hier eingeführten Konzept ist es möglich, auch rekursive Abläufe aus
der Spezifikationssprache in MPNs zu modellieren.
Beispiel Rekursion in der MPN-Sprache mit Referenzsystem
Abbildung 6.11 zeigt eine einfache Spezifikation einer rekursiven Signatur in
der MPN-Sprache mit Referenzsystem. Die Signatur besteht aus einem MPN,
dass über einen nebenläufigen Erweiterungspunkt auf sich selbst referenziert.
Tritt das Ereignis e1 auf wird der Zähler x inkrementiert. Darauf folgend fin-
det eine Überprüfung des Zählers statt. Wenn der Zähler kleiner der gleich
5 ist, wird der Aktivierungsplatz des EPs belegt. Hierdurch wird eine neue
Instanz mit äquivalenter Eingabegeneration initialisiert und die Basis-MPN-In-
stanz über die Bedingung [ep.end] blockiert. In den weiteren Schritten, in denen
e1 Auftritt, schalten immer alle aktiven MPN-Instanzen. In der „neusten“ In-
stanz schaltet die obere Transition, die einen Initialplatz in ihrem Vorbereich
besitzt, und in den anderen Instanzen die Eigentransition. Hierdurch werden
die Subgenerationen und damit die Gesamtsignatur nicht beendet.
Tritt das Ereignis e1 ein und der Zähler überschreitet den Wert 5, beendet
sich die aktuelle MPN-Instanz. Hierdurch wird in der Basis-MPN-Instanz die
blockierte Transition über die Variable des diese MPN-Instanz referenzierenden
Erweiterungspunkts freigeschaltet. Auf diese Art und Weise beenden sich alle
vorherigen Instanzen.
Erreichte Ziele: Durch die Einführung eines übergeordneten Referenzsystems
ist es gelungen die eigentliche MPN-Semantik, bis auf den Auswertungsfokus,
nicht zu verändern. Das Referenzsystem kann somit als optionaler Teil angesehen
werden und erlaubt es bei einfachen, weniger komplexen Monitorspezifikationen
den potenziellen Overhead des Referenzsystems vollständig zu vermeiden. Falls
es sich um eine komplexe Spezifikation mit vielen Abhängigkeiten zwischen den
Signaturen handelt, erlaubt es das Referenzsystem von den in der Quellspezifika-

















Abbildung 6.11: Rekursion in der MPN-Sprache mit Referenzsystem
Referenzsystem die bedingte Ausführung von komplexen Gegenmaßnahmen, die
ebenfalls als MPN modelliert sind.
Zur Bestimmung der Analysereihenfolge der Erweiterungspunkte kann statt
der Verwendung von neuen, äquivalenten Eingabegenerationen für jede aktivierte
MPN-Instanz auch die Referenzsystem-Netzstruktur herangezogen werden. Dies
würde den Vorteil mit sich bringen, dass neu aktivierten MPN-Instanzen nur
wenn diese durch Subgenerationen nutzende MPNs aktiviert werden oder wenn
MPNs sich rekursiv aufrufen neue äquivalente Eingabegenerationen zugeordnet
werden müssen. Eine solche Umsetzung würde zu einem geringeren Speicherver-
brauch (RAM) und einer kürzeren Laufzeit führen.
6.2.3 Modellierungsrichtlinien für das Referenzsystem
Auch für das Referenzsystem existieren Modellierungsrichtlinien, bei deren Nicht-
einhaltung fehlerhafte Signaturen entstehen.
• Globale Variablen, die für den gesamten Monitor gelten, dürfen nicht ab-
hängig von der Abarbeitungsreihenfolge der MPNs sein, es sei denn, sie
wird durch das Referenzsystem vorgegeben.
• Nicht alle Kombinationen von MPNs mit Subgenerationen und Beziehung-
en zwischen den MPNs sind sinnvoll. So muss eine ausgelagerte nebenläu-
fig (concurrent) ausgeführte und verschränkt überwachte positive Signatur
mit einem eindeutigen Ereignis (keine Epsilontransition) beginnen, wenn es
sich nicht um einen antecedent Teil (Vorbedingung) der Signatur handelt.
Andernfalls würde die zweite Subgeneration in jedem Fall fehlschlagen, da
diese nach ihrer Erzeugung schalten würde und somit keine passive Subge-
neration mehr ist. Beim nächsten Ereignis, das nicht mit dem als nächstes


















Tabelle 6.4: Geltungsbereich der Variablen im MPN.
• Referenzierte MPNs müssen wie MPNs im Allgemeinen mit einem eindeu-
tigen Ereignis abschließen, wenn das aufrufende MPN durch eine EP-Varia-
ble blockiert wird. Ansonsten ist durch das Referenzsystem kein eindeutiger
Abschluss der Signatur erkennbar.
• Rekursion und Schleifen in der Spezifikation des Referenzsystems müssen
unter Beachtung der Zielplattform verwendet werden. Die Signaturen müs-
sen für den Einsatz auf eingebetteten Systemen ein eindeutiges Abbruchkri-
terium aufweisen, um eine obere Grenze der Instanzen festlegen zu können.
• Die Auswertung der Plätze der Aktivierungsplatzmenge Sact findet immer
nach der Ausführung des Makroschrittes statt. Hierdurch müssen Plätze,
die sich in der Menge Sact befinden, sich an Stellen der Signatur befin-
den an denen nach einem Makroschritt ein Token liegen kann. Bei Plätzen
mit Epsilontransitionen ohne Bedingung im Nachbereich haben diese keine
Auswirkung zur Laufzeit des Monitors und sind somit ein Spezifikations-
fehler.
6.3 Variablen und Umgebung
Die vorher in Kapitel 5 eingeführte Umgebung E speichert Bindungen von Varia-
blen zu Werten während der Ausführung von MPNs. Bisher wurde die Umge-
bung als Blackbox betrachtet, in der die Variablen gespeichert werden. Im Folgen-
den werden diese Umgebung und die Variablen genauer definiert.
Variablen der MPNs können in zwei orthogonalen Dimensionen nach ihrem
Geltungsbereich kategorisiert werden (Tabelle 6.4). Die erste Dimension beschreibt
die Beziehung zu den MPNs, wobei globale Variablen für alle MPNs im Monitor
zugreifbar sind und lokale Variablen MPN-spezifisch sind. Die zweite Dimension
beschreibt die Abhängigkeit zu den Generationen bzw. den MPN-Instanzen. Die
Variablen können hierbei unabhängig oder spezifisch für Eingabe- oder Subgene-
rationen sein.
Insgesamt existieren fünf Geltungsbereichstypen, die in einer MPN-Beschrei-
bung genutzt werden können. Globale Variablen, die subgenerationsspezifisch
sind, sind nicht sinnvoll, da Subgenerationen per Definition mit einem MPN as-
soziiert sind.
Die in Abschnitt 5.3 und 5.5 verwendete Umgebung wird auf die hier einge-
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Definition 63 (Variablen und Umgebung). Die Variablen V werden in einer Umge-
bung E zusammengefasst, über die der Zugriff auf Werte der Variablen stattfindet.
V ist eine endliche Menge von Variablenbezeichnern.
D⊥ = {⊥} ∪D ist eine Menge von Werten mit ⊥ für die Kennzeichnung undefinierter
Werte.
E : V ×MPN×G→ D⊥ liefert zu einer Generation, einem MPN und einer Variablen
den aktuellen Wert zurück. Für globale Variablen ist der Wert z. B. unabhängig von
G und MPN.
Für eine globale Variable v ∈ V gilt somit E(v,mpn,g) = E(v,mpn ′,g) wobei
mpn,mpn ′ ∈MPN und für eine generationsunspezifische Variable E(v,mpn,g) =
E(v,mpn,g ′) mit g ∈ G.
Neben der Einteilung nach ihrem Gültigkeitsbereich können Variablen zusätz-
lich nach ihrem Einsatzzweck in der MPN-Spezifikation eingeteilt werden.
Definition 64 (Variablentypen). Die Menge der möglichen Variablen eines Monitors
V setzt sich aus folgenden Untermengen zusammen:
V = VMPN ·∪ VPar (6.4)
Hierbei werden die Variablen aus VMPN, die allgemein in den MPNs verwendet werden,
und die als Parameter zusammen mit den Eingabeereignissen übergebenen Variablen aus
VPar unterschieden. Die durch Eingabeereignisse (auch zusammen mit Epsilonereignis)
übergebenen Variablen aus VPar sind immer global.
Verwendung von Variablen in den MPN-Signaturen MPNs sind de-
terministisch definiert. Diese Eigenschaft muss auch bei der Verwendung von
Aktionen auf Variablen, die an Transitionen annotiert sind, beachtet werden. Der
Determinismus ist in der Definition der MPNs jedoch nur für einzelne MPN-
Instanzen sichergestellt. In einem Ereignisverarbeitungsschritt (Def. 38) ist dies
realisiert, indem die Auswertung auf einer Kopie der Umgebung stattfindet. An-
schließend wird durch die Zusammenführung der aufgetretenen Änderungen an
der Umgebung eine neue Umgebungsinstanz erzeugt, die für die weiteren Schrit-
te verwendet wird.
Außerhalb dieses Schrittes, wie der Verarbeitung eines Ereignisses in mehreren
MPN-Instanzen, können die globalen Variablen von mehreren MPNs beeinflusst
und ausgewertet werden. Somit kann es bei nicht vorgegebener Auswertungsrei-
henfolge der MPN-Instanzen während der Verarbeitung eines Ereignisses durch
Veränderung der Umgebung zu nichtdeterministischen Verhalten kommen. Dies
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Beispiel Möglicher Nichtdeterminismus in Monitorspezifikationen
Gegeben sind die folgenden Signaturen mit Annotationen an den Transitionen:
mpn1: e1, e2/a++, . . .
mpn2: e2 [a>=2], . . .
Die globale Variable a hat den Wert 1. Tritt nun das Ereignis e2 nach Ereignis e1
auf, hängt es von der Verarbeitungsreihenfolge von mpn1 und mpn2 ab, ob die
Transition mit der Bedingung [a>=2] schaltet oder ob sich mpn2 beendet.
Bei Subgenerationen, die auf einer MPN-spezifischen (lokalen) Variablen ar-
beiten, ist die Möglichkeit einer Übernahme der Änderung des Variablenwertes
von einer Subgeneration zu nächsten Subgeneration jedoch gewünscht. Durch
die festgelegte Abarbeitungsreihenfolge der Subgenerationen ist eine determinis-
tische Ausführung sichergestellt. Variablen aus der Menge VPar dürfen nur von
außen auf Basis von Eingabeereignissen aktualisiert werden.
6.4 Zeit in MPNs
Bisher wurde die Zeit als Teil der Modellierung in MPNs nicht explizit behan-
delt. Zeitbedingungen und Timer lassen sich mit den vorhandenen Mitteln der
MPN-Sprache umsetzen.
Globale und lokale Uhren werden durch die Verwendung von Epsilonereig-
nissen mit der aktuellen Zeit als Parameterwert, die von außen dem Monitor in
regelmäßigen Abständen übergeben werden, umgesetzt. Der aktuelle Wert dieser
Uhren kann dann mittels Bedingungen und Aktionen in den MPNs verarbeitet
werden.
Auch zur Beschreibung von einfachen Signaturen kann ein Zeitbezug zur Er-
kennung ausbleibender erwarteter Ereignisse notwendig sein. Werden hierfür kei-
ne Zeitbedingungen eingeführt, wartet die MPN-Instanz im Zweifelsfall beliebig
lange und erkennt nicht, dass ein Fehler, wie die Störung der Kommunikations-
strecke oder ein defekter Kommunikationspartner, aufgetreten ist.
Zeit in Monitor-Petrinetzen wird durch den Einsatz von Variablen in der Um-
gebung und zeitlichen Bedingungen an den Transitionen modelliert.
Definition 65 (Variablentypen (erweitert)). Die Menge der möglichen Variablen eines
Monitors V setzt sich aus folgenden Untermengen zusammen:
V = VMPN ·∪ VPar ·∪ VTime (6.5)
Hierbei werden Variablen aus VMPN, die allgemein in den MPNs verwendet werden, die
als Parameter mit Eingabeereignissen übergebenen Variablen aus VPar und Zeitvariablen
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e1 /startTime = time 
e2 [time < 
startTime+100ms] 
e2 [time >= 
startTime+100ms] 
e1 /timer = time+100ms 
e2 [time > timer] 
a) b) 
Abbildung 6.12: Beispiel (a) der Verwendung von Zeit in MPNs und (b) der Verwendung
eines Timers
Beispiel Zeit in MPNs
Schon in der CARDME-Monitorspezifikation aus Abschnitt 6.1 in Abbildung 6.6
ist eine solche Zeitbedingung in der Signatur DoS Attack modelliert. Sie wird
zur Messung der Zeit zwischen dem Auftreten verschiedener Ereignisse einge-
setzt. Die Variablen t und time sind Elemente der Variablenmenge Vtime. Die
Uhr wird durch die Variable time dargestellt, die von außen in regelmäßigen
Abständen über Epsilonereignisse mit entsprechender Umgebung aktualisiert
wird. Die Variable t wird durch eine Aktion an einer Transition auf die aktuelle
Zeit gesetzt. Über eine Bedingung im späteren Verlauf der Signatur wird die
vergangene Zeit ausgewertet.
Abbildung 6.12 zeigt zwei weitere einfache Beispiele für den Einsatz von Zeit
in einem MPN. Auch hier ist time die Uhr, die von außen durch Epsilonereig-
nisse aktualisiert wird. In Abbildung 6.12 a) wird eine globale Uhr (time) im
MPN genutzt um zwischen positiven und negativen Ausgang zu entscheiden.
Zunächst wird der Zeitpunkt zu den das Ereignis e1 auftritt auf der Variablen
startTime zwischengespeichert. Beim Auftreten des Ereignisses e2 wird diese
gespeicherte Zeit und der aktuelle Wert der Uhr in deiner Bedingung genutzt.
Signaturen, bei denen ein abschließendes Ereignis nicht eintritt oder nicht
eintreten muss, führen dazu, dass die Überwachung einer Signaturinstanz nicht
abgeschlossen werden kann, wenn das erwartete Ereignis nicht eintritt. Um zu
bestimmen, ob noch auf dieses letzte Ereignis gewartet werden muss, kann
hier eine Zeitbedingung eingesetzt werden. Diese Bedingung wird so model-
liert, dass sie das Überspringen des optionalen Ereignisses zulässt, wenn die
Bedingung zu wahr ausgewertet wird. In Abbildung 6.12 b) ist ein Timer mo-
delliert. Dieser speichert die Deadline basierend auf der aktuellen Zeit auf der
Variablen timer. Danach wird aus das optionale Ereignis e2 gewartet. Zusätz-
lich ist eine Transition mit Bedingung modelliert, die bei Ablauf des Timers den
Monitor beendet.
Durch die Aktualisierung der Uhren über Epsilonereignisse wird, wie auch bei
der Übergabe anderer Werte an den Monitor, eine Überprüfung der Epsilontran-
sitionen in den MPN-Signaturen ausgelöst. Diese Verarbeitung des Epsilonereig-
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Epsilontransitionen in den MPN-Signaturen bis sich die Markierung des Netzes
nicht mehr ändert.
Zusammenfassend wird Zeit in MPNs somit folgendermaßen abgebildet.
• Uhren werden über Variablen der Menge VTime realisiert, indem von außen
Epsilonereignisse diese Variable mit der aktuellen (System-)Zeit aktualisie-
ren.
• Zeitbedingungen greifen auf diese Variablen zu und vergleichen die Zeit
mit gespeicherten und berechneten Zeitwerten.
• Timer werden durch Setzen einer Zeitvariablen auf einen Wert der aktuellen
Zeit, der um die Zeit erhöht wird, in der die Deadline liegt, gestartet. Die
Erkennung des Ablaufens des Timers wird über Bedingungen realisiert, die
bei jeder Aktualisierung der aktuellen Zeit von außen durch Epsilonereig-
nisse ausgewertet werden.
Eine für alle Monitore gemeinsame Zeit, die über Epsilonereignisse von au-
ßen aktualisiert wird, kann auf dieselbe Art über eine Variable v ∈ VTime reali-
siert werden. Diese Variablen können MPN- und/oder generationsübergreifend
definiert werden, wodurch eine gemeinsame Zeit (Uhr) für alle Signaturen oder
spezifischere Uhren zur Verfügung stehen.
Ist dieses Konzept nicht ausreichend, können auch externe Timer eingesetzt
werden. Diese können u. a. eine genauere Auflösung liefern, ohne das der Monitor
durch viele Aktualisierungen der Zeit von außen, die ebenfalls Rechenzeit benö-
tigen, blockiert wird. Hierzu können externe eigenständige Timer über Aktionen
der MPNs gestartet werden, die bei Erreichen eines Zeitpunktes ein Ereignis dem
Monitor übergeben, auf das dann im Monitor reagiert werden kann.
6.5 Ausführbare MPNs
Während der Überwachung eines Systems kommt es vor, dass ein Fehler im Ab-
lauf des Systems oder in der Kommunikation festgestellt wird. Im Fall eines er-
kannten Fehlers muss auf das überwachte System eingewirkt werden, sodass es
wieder in einen stabilen sicheren Zustand überführt wird. Hierzu wurde in Ab-
schnitt 6.2 im Rahmen des Referenzsystems der MPNs ein nach dem Fehlschla-
gen einer MPN-Instanz (aus MPN+ oder MPN−) nicht nebenläufig ausgeführter
Erweiterungspunkt definiert. Dieser referenziert positive MPNs aus der Menge
MPN+, in denen Gegenmaßnahmen spezifiziert sind.
Im Allgemeinen Fall eines zentralen oder verteilten Monitors in dem der Moni-
tor die Ereignisse, die im zu überwachenden System eingetreten sind, überwacht,
muss das System wieder in einen sicheren Zustand gebracht werden. Hierzu wer-
den in den Gegenmaßnahmen Aktionen spezifiziert, die z. B. Teile des Systems
zurücksetzen und entsprechende Teile des Monitors (Signaturen) neu starten. Der
Monitor startet für diese Signaturen mit einer leeren Eingabesequenz.
Bei Monitoren, die als Wrapper um zu überwachende Komponenten umgesetzt
wurden und hierdurch Ereignisse (Nachrichten) bis zur Überprüfung zurückhal-














Abbildung 6.13: Anpassung der Kommunikation zum Erreichen einer akzeptierten Er-
eignissequenz
genmaßnahme beispielhaft in Abbildung 6.13 dargestellt. Es wurde eine Ereig-
nissequenz erkannt, die nicht in der Menge der akzeptierten Ereignissequenzen
(AES) liegt. Ziel ist es nach der Erkennung einer solchen Abweichung das Sys-
tem in einen stabilen Zustand und die Kommunikation in den Bereich der ak-
zeptierten Ereignissequenzen (AES) zu überführen. Hierdurch können negative
Auswirkungen auf die Kommunikationspartner verhindert werden. Eine solche
Gegenmaßnahme wird durch die Anwendung der ausführbaren MPNs durchge-
führt und z. B. eine fehlerhafte Nachricht abgeändert oder unterdrückt.
Beispiel Ausführbares MPN
In Abbildung 6.6 wurde das sehr einfache auszuführende MPN Close Connection
vorgestellt. Dieses besteht nur aus der auszuführenden Aktion Ignore(Vehicle.id),
die dazu führt, dass die Nachrichten dieses Fahrzeugs zukünftig von der Maut-
brücke ignoriert werden. Durch die Verbindung des ausführbaren MPNs mit
dem negativen MPN DoS Attack über einen Erweiterungspunkt des Referenz-
systems der MPNs, wird die Situation definiert, an dem das MPN ausgeführt
wird. Sobald die im Basis-MPN spezifizierte negative Ereignissequenz erkannt
wird, wird das referenzierte MPN ausgeführt.
Ausführbare MPNs sind in ihrer Syntax und Semantik identisch zu denen, die
für die Laufzeitüberwachung verwendet werden. Zur Spezifikation von Gegen-
maßnahmen steht die volle Ausdrucksstärke der MPN-Sprache zur Verfügung.
Grundlegend können zur Modellierung alle Elemente der MPN-Sprache inklusi-
ve Bedingungen und Aktionen an den Transitionen eingesetzt werden. Falls die
Ausführung zusätzlich abhängig von Eingabeereignissen sein soll, können auch
diese an den Transitionen annotiert werden. Die Ereignisse, die annotiert werden,
dienen, wie auch bei allen anderen MPNs, nur zur Überwachung und nicht da-
zu Ereignisse in das System oder an den Monitor zu schicken. Zum Senden von
Ereignissen und zur Beeinflussung des Systems werden Aktionen eingesetzt.
Durch Vorbedingungen und Bedingungen in den MPNs selbst, die auf die Va-
riablen in der Umgebung zugreifen, können auch verschiedene sich ausschließen-
de oder ergänzende ausführbare MPNs als Reaktion auf einen erkannten Fehler
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Markierung der fehlgeschlagenen (failed) MPN-Instanz abhängen. Diese Markie-
rung lässt indirekt auf den Zustand des überwachten Systems schließen. Hierzu
kann im Referenzsystem der MPNs auch die Ausführung der modellierten Gegen-
maßnahmen durch die Belegung der Aktivierungsplätze Sact bedingt werden.
Bei der Aktivierung eines ausführbaren MPNs ist es nötig ein Epsilonereignis
diesem zu übergeben, damit dieses mit der Ausführung beginnt. Ab diesem Zeit-
punkt wird das MPN bis zum Ende, das durch Erreichen eines Terminalplatzes
oder das Nichtschalten auf ein Eingabeereignis ausgelöst werden kann, durchge-
führt.
Im Allgemeinen werden zur Spezifikation von Gegenmaßnahmen einfachere
Signaturen als für die Überwachung verwendet werden. Durch das Ändern des
Systemzustandes durch Aktionen der Gegenmaßnahmen kann es dazu kommen,
dass auch schon begonnene Signaturüberwachungen fehlschlagen. Hier ist zu
überlegen, ob bestimmte MPN-Instanzen in einem solchen Fall in eine passen-
de Ausgangsmarkierung gebracht werden müssen.
6.6 Aufteilung von Monitoren auf verschiedene Steuergeräte
Bisher wurden Monitore immer als zentrale Komponenten gesehen, die alle Ereig-
nisse eines Systems zur Verfügung gestellt bekommen. Dieses Szenario ist jedoch
in der Praxis häufig nicht gegeben. Im Automotiveumfeld und speziell in AU-
TOSAR wird großen Wert auf die Verteilbarkeit von Softwarekomponenten auf
verschiedene Elektronische Steuergeräte (ECUs) gelegt. Diese Verteilung findet
oft erst spät im Entwicklungsprozess statt. Werden Spezifikationssprachen wie
eLSCs zur Beschreibung verwendet, bilden sie Zusammenhänge zwischen ver-
schiedenen miteinander kommunizierenden Komponenten ab. Da MPNs als Zwi-
schensprache entwickelt wurden, muss es auch möglich sein, alle Komponenten
umfassende Spezifikationen, die zu MPNs übersetzt wurden, vor der Monitorge-
nerierung an die im Zielsystem gegebenen Anforderungen anzupassen.
Das Ziel dieses Abschnittes ist die Aufteilung einer vollständigen Monitorbe-
schreibung auf ein verteilt laufendes System. Hierbei ist es notwendig, dass auch
in der Quellspezifikation (z. B. eLSCs) eine Zuordnung der Signaturteile auf Teil-
systeme des zu überwachenden Systems vorhanden ist, die in die Zwischenspra-
che übertragen werden kann. In eLSCs kann dies über die einzelnen Lebenslinien
und damit über die Objekte bzw. Komponenten, die auf verschiedene Systeme
verteilt werden, stattfinden. Auch die Monitore müssen hierzu in Teilmonitore
aufgeteilt werden.
Beispiel Zuordnung von Monitoren auf verteilte Zielsysteme
Eine Signatur, die mehrere modellierte miteinander kommunizierende Teilsys-
teme (A, B und C) einbezieht, kann auf verschiedene Weise auf zwei ECUs
verteilt werden. Die Aufteilung der Signaturen hängt von der Verteilung der
zu überwachenden Komponenten des Zielsystems ab. So kann u. a. eine Auf-
teilung der Signaturen in Teilsignaturen, die z. B. Monitorteile für {A,B} und {C}















Abbildung 6.14: Informationsverlust durch Trennung der MPNs
muss, um verteilte Systeme zu unterstützen, eine Aufteilung von Gesamtsigna-
turen in beliebige Teilmonitore unterstützen.
Eine direkte Aufteilung, indem die MPNs an den Synchronisationsplätzen ge-
trennt werden, führt zu einem starken Informationsverlust, da Zusammenhän-
ge wie das Senden einer Nachricht vor dem Empfangen nicht mehr überprüft
werden. Abbildung 6.14 zeigt schematisch das auftretende Problem, das beim
Trennen ganzheitlich modellierter MPN-Signaturen auftritt, wenn kein Kommu-
nikationskanal zwischen den Teilmonitoren zur Verfügung steht. Geteilte Spezifi-
kationen, in denen keine Synchronisation der entstandenen Teilsignaturen mehr
stattfindet, führen zu einer Veränderung der Menge der akzeptierten Ereignis-
sequenzen (AES). Durch aufgetrennte MPNs aus der Menge MPN+ kann, bei
Überlappung mit anderen MPNs aus MPN+, die Menge der AES erweitert wer-
den, wohingegen aufgetrennte MPNs aus der Menge MPN− diese verkleinern
können. Änderungen, die sich in Bereichen außerhalb der Schnittmenge der Sig-
naturen aus MPN+ befinden und damit nicht zu zusätzlichen AES führen, haben
keine Auswirkungen auf die Genauigkeit des Monitors.
Beispiel Aufteilung an Synchronisationsplätzen
Abbildung 6.15 zeigt die Aufteilung der Signatur CARDME Local an den Syn-
chronisationsplätzen ohne das die Synchronisation erhalten wird. Hierbei wur-
de der Teil, der die Unterscheidung zwischen vorausgehendem (antecedent)
und nachfolgenden (consequent) Teil der Signatur festlegt, für beide Seiten
dupliziert, da er für beide Seiten von Interesse ist. Beim Trennen gehen je-
doch Informationen der Gesamtsignatur verloren. Zum einen werden Bedin-
gungen, die festlegen, dass zuerst eine Nachricht gesendet werden muss, bevor
sie empfangen wird, nicht mehr überprüft. Zum anderen werden Synchroni-
sationen zwischen Pre- und Mainchart nicht mehr gleichzeitig in beiden Teil-
signaturen durchgeführt, was dazu führen kann, dass zum Beispiel das Ereig-
nis recv.PresRequest verarbeitet wird bevor recv.InitResponse aufgetreten ist. Dies
sind beides Fälle, in denen die Menge an akzeptierten Ereignissequenzen er-
weitert wird, da es sich um eine Signatur aus MPN+ handelt.
Des Weiteren führt dies dazu, dass sich eine Teilsignatur noch im voraus-
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Abbildung 6.15: Auftrennung einer Signatur
nachfolgenden befindet. Falls ein Teil der Signatur sich vorzeitig beendet, da
keine seiner Transitionen geschaltet hat oder ein Terminalplatz erreicht wur-
de, würde der andere Teil weiter ausgewertet werden. Bei der Synchronisation
auf einen Terminalplatz entsteht dasselbe Problem, das auch bei Synchronisa-
tionstransitionen auftritt. Ein Teil des Monitors, der sein letztes Ereignis schon
abgearbeitet hat, würde sich beenden, während der andere Teil noch auf sein
letztes Ereignis wartet.
Um diesen Informationsverlust zu verhindern, ist eine Synchronisation dieser
Informationen über einen Kommunikationskanal notwendig. Zur Aufteilung wird
deshalb eine Zuordnung zwischen Objekten und Plätzen in den Teil-MPNs benö-
tigt. Hierzu bekommen alle Plätze eine einzigartige Identifikationsnummer, über
die Zusammenhänge (Plätze die in beiden Teilmonitoren existieren) zwischen den
Teilmonitoren erkannt werden können. Beim Aufteilen gibt es Plätze, die direkt
zu einem Objekt des eLSCs zuordenbar sind und Plätze, die für ein Objekt von
Interesse sind. Diese Synchronisationsplätze, die für den Empfänger von Inte-
resse sind, werden über den Kommunikationskanal synchronisiert. Plätze, die
beschreiben, ob eine MPN-Instanz sich in einer Vorbedingung (antecedent) oder
im Hauptteil (consequent) einer Signatur befindet, sind für alle Teilmonitore von
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Zusammenfassend lassen sich damit in Bezug auf die Aufteilung von Signatur-
en drei Arten von Plätzen unterscheiden:
• Plätze, die einem Ursprungsobjekt zuzuordnen sind
• Plätze, die für andere Objekte von Interesse sind
• Plätze, die für alle Objekte von Interesse sind
In den folgenden Beispielen wird die Aufteilung an den bei der eLSC-zu-MPN-
Transformation entstehenden typischen Mustern vorgestellt.
Beispiel Aufteilung einer asynchronen Nachricht
Abbildung 6.16 zeigt die Aufteilung einer asynchronen Nachricht zwischen
den Kommunikationspartnern RSU und Vehicle, wie sie im eLSC modelliert
ist. Hierbei wird an dem Synchronisationsplatz, der zu RSU gehört und für Ve-
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Abbildung 6.16: Aufteilung einer asynchronen Nachricht
hicle von Interesse ist, getrennt. Dieser Platz wird in beiden Teilen der Signatur
erstellt und hierdurch eine Synchronisierung des Platzes vom Ursprungsob-
jekt zum Interessentenobjekt realisiert. Die Synchronisierung des gemeinsamen
Platzes kann nach dem Schalten der ersten Transition (send.PresReq) stattfinden,
da erst bei der Verarbeitung des nächsten Ereignisses (recv.PresReq) der Platz
im Vorbereich der Transition belegt sein muss.
Ein zweites Muster, das in den Signaturen in der MPN-Sprache vorkommt, ist
eine Synchronisation, die aus der Übersetzung von synchronen Nachrichten, in-
stanzübergreifenden Bedingungen oder die aus Übergängen zwischen Teilsigna-
turen entsteht.
Beispiel Aufteilung einer Synchronisation zwischen Pre- und Mainchart
In Abbildung 6.17 ist die Aufteilung einer Synchronisation zwischen Pre- und
Mainchart, bei drei Kommunikationspartnern, abstrakt dargestellt. Hierbei wird
jede Änderung eines Platzes im Vorbereich einer Transition in der Teilsignatur
des Ursprungsobjektes zu den korrespondierenden Plätzen der Teilsignaturen
der Interessentenobjekte übertragen. Eine synchrone Nachricht führt zu dem-
selben Muster mit nur zwei Teilnehmern an der Transition.
Die in den beiden Beispielen vorgestellten Regeln zur Trennung von MPNs rei-
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Abbildung 6.17: Aufteilung einer Synchronisation
können. Dies ist auf die MPN-Semantik, die in jedem Makroschritt ein Einga-
beereignis verarbeitet und auf die in der Übersetzung aus den eLSCs vorhande-
nen Zuordnung der Elemente zu Objekten zurückzuführen.
Zusammenfassend lassen sich folgende Ereignisse hervorheben, die synchroni-
siert werden müssen:
• Erstellen und Löschen eines Token auf Synchronisationsplätzen
• Vorzeitige Abbrüche eines Teil-MPNs (auch durch zusätzliche Terminalplät-
ze an Bedingungen)
• Zuweisung auf instanzübergreifende Variablen
Instanzübergreifende Variablen führen zu einem weiteren Kommunikationsover-
head, da diese an die anderen Teilmonitore übertragen werden müssen. Die Syn-
chronisierung kann wie bei den anderen Ereignissen auch am Ende des Ma-
kroschrittes durchgeführt werden, da die aktuellen Werte erst bei der Verarbei-
tung des nächsten Ereignisses gültig sind. Bei Einsatz von Subgenerationen muss
die Synchronisation nach jeder Verarbeitung einer Subgenerationen durchgeführt
werden, um aktuelle Variablenwerte bei der Verarbeitung der nächsten Subgene-
ration zur Verfügung zu haben.
In Signaturen, die Timern und Zeitbedingungen verwenden, muss eine gemein-
same Basiszeitquelle vorhanden sein. Diese aktuelle Zeit kann zum Beispiel, wie
in Abschnitt 6.4 beschrieben, über ein Epsilonereignis als Datenwert übertragen
und als Variable (Uhr) in der Umgebung beider Teil-MPNs gespeichert werden.
Die Ausführungsreihenfolge der Teilmonitore ist unabhängig von der model-
lierten Signatur und findet folgendermaßen statt:
1. Schalten des Teilmonitors mit dem aktuellen Ereignis.
2. Wenn ein Ursprungsplatz, der für andere Teilmonitore von Interesse ist, be-
legt wird:
a) wird das Token in den anderen Teilmonitor auf den entsprechenden
Platz übertragen und aus dem Ursprungsplatz entfernt.
b) geänderte Variablen werden übertragen.
c) der entsprechende aktualisierte Teilmonitor mit einem Epsilonereignis
angestoßen, was dazu führt, dass er Epsilontransitionen schaltet, bis er
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Zur Reduktion des Kommunikationsoverheads ist folgende Einschränkung bei
der Verwendung globaler Variablen gegeben. Globale und MPN-spezifische Va-
riablen, die in einem Teilmonitor (Lebenslinie) zugewiesen werden und in einem
anderen Teilmonitor (einer anderen Lebenslinie) verwendet werden, sind nur er-
laubt, wenn ihnen eine Synchronisation über einen Synchronisationsplatz voraus-
geht. Ansonsten müssen solche Bedingungen, die die Variable setzende Instanz
über eine aufgeteilte Synchronisationstransition mit einschließen.
Mit dieser vorgestellten Verarbeitungsreihenfolge für jede Teilsignatur ist die
definierte Syntax und Semantik der MPN-Sprache ausreichend für die verteilte
Überwachung ganzheitlich modellierter Signaturen. Ein Ereignis kann immer nur
ein Sende- oder ein Empfangsereignis sein, wodurch eine Verarbeitung der bei-
den Ereignisse im selben Makroschritt der MPNs nicht auftreten kann. Synchro-
ne Ereignisse werden wie im Beispiel gezeigt in zwei unabhängige Transitionen
bei der Trennung übersetzt, die in beliebiger Reihenfolge schalten können. Selbst
zwei aufeinanderfolgende Transitionen, die dasselbe Ereignis annotiert haben und
über einen Synchronisationsplatz verbunden sind, dürfen nach der MPN-Seman-
tik nicht im selben Makroschritt schalten. Durch das Epsilonereignis, dass dem
der veränderten Teilsignatur übergeben wird, schalten auch Epsilontransitionen,
die erst durch die Variablenwertänderung oder durch die Synchronisation von
Platzbelegungen aktiviert werden. Hierdurch ist die Reihenfolge der Teilmonitore
bei Signaturen in der MPN-Sprache weiterhin frei wählbar und das Ergebnis der
MPN-Instanzen deterministisch. Die MPN-Sprache muss für die Aufteilung nicht
angepasst werden.
Unabhängige Teilmonitore Der angesprochene Informationsverlust bei
der Trennung von Monitoren kann jedoch auch gewollt sein, wenn eine gesamt-
heitliche Signatur Instanzen beschreibt, auf die im zu überwachenden System
kein Zugriff besteht. Dies kann zum Beispiel eine abstrakte Umgebungsinstanz
sein, die in eLSCs zur Modellierung der Quelle von Nachrichten genutzt wurde.
Beispiel Unabhängiger Teilmonitor
In vielen Fällen kann es vorkommen, dass Objekte die in der Signaturbeschrei-
bung enthalten sind, im Zielsystem nicht vorhanden sind oder dass die entspre-
chenden Ereignisse für den Monitor nicht zur Verfügung stehen. Die Signatur
in Abbildung 6.15 zeigt die Kommunikation zwischen RSU und Vehicle. Soll
nun ein Monitor generiert werden, der auf dem Fahrzeug läuft, kann dieser
nicht auf die Ereignisse der RSU zugreifen. In diesem Fall muss die RSU als
Umgebung angesehen werden, und zählt nicht zu den Objekten, die von Inte-
resse sind. Es wird ein Teilmonitor generiert, der nur aus der auf der rechten
Seite gezeigten Teilsignatur besteht. Dabei kommt es aufgrund der durch die
Verteilung fehlenden Informationen zu der vorher in Abbildung 6.14 gezeigte
Vergrößerung der Menge akzeptierten Ereignissequenzen (AES).
Für diese Quelle kann zwar ein Teilmonitor generiert, dieser aber nicht während
der Laufzeit des Systems ausgeführt werden. Eine Ausführung auf demselben
System wie der zweite Teilmonitor und eine Abbildung der Empfangsereignisse
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nitors mit sich bringen. Hier ist es sinnvoll den Teil, der die Umgebung abbildet,
bei der Monitorgenerierung vollständig zu ignorieren und einen Monitor nur für
die empfangende Instanz zu generieren.
Aufteilung mit Referenzsystem Die Aufteilung von Monitorspezifika-
tionen kann grundsätzlich auch für Spezifikationen, die das Referenzsystem nut-
zen, verwendet werden. Hierbei können die Monitorspezifikationen wie vorher
beschrieben einzeln aufgeteilt werden. Für die Ausführung muss jedoch auf die
durch das Referenzsystem vorgegebene Reihenfolge der Ergebnisauswertung ge-
achtet werden. Hierzu und zur Aktivierung von über Erweiterungspunkten refe-
renzierte Teilmonitore, ist eine zusätzliche Kommunikation zwischen den aufge-
teilten Teilmonitoren notwendig.
Wie schon beschrieben, führt die im Referenzsystem eingeführte globale Aus-
wertung der zusammenhängenden Teilmonitore zu einem größeren Kommunika-
tionsoverhead im Fall der Verteilung, da weitere Synchronisationsereignisse ver-
sendet werden müssen. Es ist notwendig die verschiedenen Teilmonitore zusam-
menhängend zu verarbeiten, um die Abarbeitungsreihenfolge, wie sie im Refe-
renzsystem vorgestellt wurde, sicherzustellen.
Im Allgemeinen ist es sinnvoller Monitore, die verteilt werden sollen, ohne das
Referenzsystem zu spezifizieren. Dies führt zwar eventuell zu größeren Spezifi-
kationen der Teilmonitore und mehr Speicherbedarf auf den Komponenten, ver-
meidet jedoch zusätzliche Kommunikation zwischen den Teilmonitoren.
Schlussfolgerung In diesem Abschnitt wurde gezeigt, wie aus ganzheitli-
chen Signaturen in der MPN-Sprache verteilte Monitore generiert werden kön-
nen, ohne die MPN-Sprache anpassen zu müssen. Des Weiteren können aus den
MPN-Spezifikationen auch unabhängige Teilmonitore generiert werden, die auf
Teilsystemen eingesetzt werden können. Hierzu müssen die MPN-Signaturen In-
formationen über die Zugehörigkeit der Elemente zu den Teilsystemen enthalten,
die gegebenenfalls aus der Quellspezifikation gewonnen werden können. Die Vor-
teile eines solchen verteilten Überwachungsansatzes sind:
• Die lokale Überwachung von Teilsystemen ist möglich.
• Es bestehen Eingriffsmöglichkeiten in den ein-/ausgehenden Datenstrom
mittels Wrapper.
• Es entstehen kleinere Monitore direkt an der Ereignisquelle.
Jedoch sind kritische zu beachtende Punkte u. a.:
• Der Monitor hat ohne Synchronisation nur Teilsicht auf das System.
• Bei der Synchronisation muss Sendereihenfolge der Ereignisse über das
Kommunikationsmedium übereinstimmen und die Übertragung muss si-
chergestellt werden.
• Es entsteht eine höhere Belastung des Kommunikationskanals, da Synchro-
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Insgesamt muss die Kommunikation in die Laufzeit des Monitors mit einberech-
net werden. Diese ist je nach Kommunikationsmedium, wie in Abschnitt 9.3 be-
trachtet, im Gegensatz zu den Ereignisverarbeitungszeiten relativ groß.
Durch zusätzliche Garantien des Kommunikationskanals kann ggf. der Kom-
munikationsoverhead, der durch die Synchronisation entsteht, reduziert werden.
So können, wenn auch für Nachrichten des Systems die Übertragung garantiert
ist, Synchronisationen, die nicht für die Übertragung von Variablenwerten benö-
tigt werden, ohne Informationsverlust entfernt werden.
Die Aufteilbarkeit der MPNs hängt von ihrer Modellierung und von der Exis-
tenz der benötigten Zuordnungen zu den Teilsystemen in der Quellspezifikation
ab. Im Fall von eLSCs als Spezifikationssprache erlaubt es die Abbildung in die
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I M P L E M E N T I E R U N G
Nach der Formalisierung der Monitor-Petrinetz-Sprache (MPN) in verschiedenen
Ausbaustufen wird in diesem Kapitel die Umsetzung des Prozesses zur Monitor-
generierung in der MBSecMon-Tool-Suite, des MPN-Editors und der generierten
Monitore thematisiert. Hierbei werden in Abschnitt 7.1 zunächst der Gesamtpro-
zess und seine Implementierung beschrieben. Abschnitt 7.2 stellt die Funktiona-
lität des MPN-Editors vor, der in das UML-Modellierungswerkzeug SparxSystems
Enterprise Architect integriert wurde. Darauf folgt in Abschnitt 7.3 ein Überblick
über die vor der Generierung von Monitorcode aus Monitor-Petrinetzen durchge-
führten Schritte. Es werden beispielhaft einige Optimierungen an den MPN-Spe-
zifikationen vorgestellt, die den Umfang der Spezifikationen reduzieren können.
Zur Codegenerierung werden zusätzlich zur Spezifikation in Form von MPNs
weitere Informationen über die Zielplattform und die Zielsprache benötigt. Die
Gewinnung und die Einbindung dieser plattformspezifischen Informationen in
den Generierungsprozess wird vorgestellt. Anschließend wird die Umsetzung der
Trennung von MPNs zur Verteilung auf verschiedene Steuergeräte und auf die
Übersetzung auf verschiedene Plattformen eingegangen. Abschließend beschreibt
Abschnitt 7.4 die umgesetzten Varianten der Codegenerierung für verschiedene
Zielsprachen und Zielplattformen, bevor in Kapitel 8 auf die eigentliche Codege-
nerierung detailliert eingegangen wird.
7.1 MBSecMon-Tool-Suite
In diesem Abschnitt wird der entwickelte Prototyp der MBSecMon-Tool-Suite, der
den Prozess, in dem die Monitor-Petrinetz-Sprache als Zwischensprache Verwen-
dung findet, vorgestellt. Das Hauptaugenmerk dieses Abschnitts liegt auf dem
MPN-spezifischen Teil des Prozesses und nicht auf der Modellierung der Signa-
turen in der Spezifikationssprache, die in [Pat14] behandelt wird.
Abbildung 7.1 zeigt das UML2-Komponentendiagramm der MBSecMon-Tool-
Suite. Die Quellspezifikation wird dem Rahmenwerk in Form einer XMI-Datei
übergeben. Diese Spezifikation kann aus einer beliebigen Modellierungsumge-
bung stammen. Im Prototyp wird die Quellspezifikation in der MBSecMonSL,
die aus eLSCs und MUC-Diagrammen besteht, in einem grafischen Editor, der als
Add-in für das UML2-Modellierungswerkzeug SparxSystems Enterprise Architect
umgesetzt ist, spezifiziert und als Ecore-XMI-Datei dem Prozess zur Verfügung
gestellt. Wie auf der rechten Seite dargestellt ist, sind alle Repositories für die
Sprachen und die Transformationen zwischen Modellinstanzen der verwendeten
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Abbildung 7.1: Architektur der MBSecMon-Tool-Suite
generiert. Hierbei wurde die Metamodellierungssprache Ecore für die Spezifikati-
on der Sprach-Repositories und die Transformationssprache Story Driven Model-
ling (SDM) für die Transformation zwischen der MBSecMonSL und den MPNs
verwendet. Aus diesen Spezifikationen wird Java-Code generiert, der die Trans-
formationen zwischen den Modellinstanzen in den Repositories durchführt.
Die Quellspezifikation als XMI-Datei wird in das MBSecMon-Repository gela-
den und mithilfe des generierten Transformationscodes in ein MPN-Modell über-
setzt. Diese Transformation muss für jede zu unterstützende Spezifikationsspra-
che erstellt werden. Die daraus entstehende MPN-Repräsentation der Signaturen
dient anschließend als Eingabe für den Codegenerator des MBSecMon-Tools.
Der untere Teil von Abbildung 7.1 (Code Generation Tool) zeigt die Komponen-
ten des Codegenerierungsprozesses zusammen mit den benötigten Eingabedaten.
Eine Konfigurationsdatei, die den Generierungsprozess steuert, wird zusammen
mit plattformspezifischen Informationen (PSI) in das Configuration and PSI Repo-
sitory geladen. Die PSI beinhaltet Daten, die aus den MBSecMon-Spezifikationen
und weiteren Systemmodellen im Modellierungswerkzeug gewonnen werden. Sie
werden bei Bedarf mit zusätzlichen PSI durch den Entwickler oder durch vorlie-
gende Abbildungen auf die Zielplattform ergänzt.
Im ersten Schritt übersetzt der Transformer die Modelle, die sich im MPN-
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(Codegen Repository), das nur die für die Codegenerierung benötigten Daten ent-
hält. Hierfür wird das Modell optimiert, indem redundante Plätze und Transition-
en entfernt werden. Abhängig von der Konfiguration, werden in diesem Schritt
die MPN-Spezifikationen für die Generierung verteilter Monitore aufgeteilt und
reduziert. Des Weiteren werden Validitätsüberprüfungen wie die Analyse auf to-
te Transitionen und das Einhalten der syntaktischen MPN-Regeln durchgeführt.
Diese Optimierungen werden in Abschnitt 7.3.2 genauer beschrieben.
Darauf folgend wird die Codegenerierung nach dem Prinzip der Model Driven
Architecture1 durchgeführt. Mit Hilfe von StringTemplates2, die durch Javacode auf
Basis der optimierten MPNs im Codegen Repository gefüllt werden, wird der Moni-
torcode für die Zielplattform generiert. Annotationen an den Transitionen wie Er-
eignisse, Bedingungen und Aktionen müssen in die Zielsprache übersetzt werden
und an die Konventionen der Zielplattform angepasst werden. Der Codegenera-
tor liest die Annotationen mit einem Parser ein, der aus ANTLR-Grammatiken3
generiert wurde, und übersetzt diese mithilfe der im PSI-Repository vorhandenen
Informationen in eine zielplattformkonforme Repräsentation. Dieser Code fließt
in der Codegenerierung an den entsprechenden Stellen der Templates ein.
Für die Codegenerierung wird ein simulationsbasierter Ansatz verwendet, der
die Struktur der MPNs direkt in Code abbildet. Durch die explizite Spezifika-
tion mit wenigen verschieden Elementen mit einfacher Semantik in Form von
MPNs ist die Codegenerierung sehr geradlinig und einfach. In Abbildung 7.1 un-
ten rechts ist die generelle Struktur des generierten Monitors dargestellt. Für jedes
MPN wird eine Komponente in der entsprechenden Zielsprache generiert (MPN
Code). Für jedes MPN-Element (Plätze und Transitionen) wird ein Codefragment
generiert, das in eine Kontrollstruktur eingefügt wird. Der entstandene Code für
ein MPN wertet selbstständig den aktuellen Zustand seiner MPN-Instanzen (Ge-
nerationen) aus. Zusätzlich wird ein Controller generiert, der die Schnittstellen
nach außen, die Verarbeitung der Eingaben (Ereignisse und Parameterwerte) und
die Ansteuerung der einzelnen MPNs übernimmt.
Die Codegenerierung wurde prototypisch für Java, C und VHDL implemen-
tiert. Diese Sprachen repräsentieren verschiedene Klassen von Zielsprachen – die
objektorientierte Sprache Java zum Einsatz auf verschiedenen Plattformen, die
imperative Sprache C, zum Einsatz auf Mikrocontrollern und die Hardwarebe-
schreibungssprache VHDL für die Generierung von Hardwaremonitoren.
7.2 Enterprise Architect Add-in
Zusätzlich zur Umsetzung des Codegenerierungsprozesses wurde im Rahmen
dieser Arbeit ein Add-in für SparxSystems Enterprise Architekt (EA) entwickelt.
Dieses erweitert EA um die graphische Modellierung von MPNs, einen Import
von MPNs, die in Form von XMI-Dateien vorliegen, sowie die Simulation (Visua-
lisierung) von aufgezeichneten Monitordurchläufen.






















Abbildung 7.2: MPN-Editor als EA-Add-in
7.2.1 Monitor-Petrinetz Editor
In Abbildung 7.2 ist der Editor für Monitor-Petrinetze in EA zu sehen. Er un-
terstützt die grafische Modellierung von Monitor-Petrinetzen sowie den Import
und die Simulation bzw. das Abspielen von vorher aufgezeichneten Durchläufen
durch das MPN zu Debuggingzwecken.
Auf der linken Seite befindet sich die Toolbox mit den vier verschiedenen Platz-
typen – Initial, Place, End und Failure. Des Weiteren enthält diese Transitionen
(Transition) und Kanten (Arc). Mithilfe dieser Elemente können auf der Arbeits-
fläche (Mitte) MPNs modelliert werden. Auf der rechten Seite befindet sich der
Project Browser, in dem die einzelnen Diagramme und deren Elemente in einer
Baumstruktur mit Paketen eingeordnet sind. Zur Simulation der MPNs befindet
sich unten rechts das MPN Simulation Control-Fenster und eine vereinfachte Ver-
sion unten im MBSecMonSL Control Panel.
7.2.2 Import
Nach der Transformation der Spezifikationen von der Spezifikationssprache in
die MPN-Sprache kann die entstandene MPN-Repräsentation als Ecore-XMI-Da-
tei gespeichert werden. Dieses XML-Format ist jedoch nicht dazu geeignet, das
Ergebnis der Transformation zu überprüfen, da es in der XML-Repräsentation nur
schwer lesbar ist. Aus diesem Grund unterstützt das MPN-EA-Add-in den Import
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Abbildung 7.3: Beispiel für eine Trace-Visualisierung im MPN-Editor
nach dem Import automatisch in einem Diagramm angeordnet, sodass sich ein
übersichtliches MPN-Diagramm entsteht. Dieser Algorithmus ist auf die Struk-
tur der MPNs optimiert, die aus Sequenzdiagrammen, insbesondere aus eLSCs,
entsteht.
7.2.3 Simulation/Visualisierung
Der MPN-Editor unterstützt die schrittweise Visualisierung von Traces (Schalt-
schritten des MPNs), die während der Ausführung eines aus Monitor-Petrinetzen
generierten Monitors aufgezeichnet wurden. Hierzu lässt sich während der Moni-
torgenerierung zusätzlicher Code zur Aufzeichnung, der durch den Monitor zur
Laufzeit durchgeführten Schritte, generieren. Diese Traces können nicht nur aus
generiertem Monitorcode sondern auch aus der Ausführung der MPN-Signatur-
en in einem MPN-Interpreter stammen. Diese in einer Datei gespeicherten Traces
können zusammen mit dem MPNs in den Editor importiert werden und dort die
Ausführung für verschiedene Generationen schrittweise durchgespielt werden.
Abbildung 7.3 zeigt die ersten fünf Schritte in der Ausführung der Commu-
nication-Signatur aus Abschnitt 5.1. Die Schritte sind von links nach rechts und
von oben nach unten zu lesen, in denen die Ereignisse send.con, recv.con, send.ack,
recv.ack verarbeitet werden. Hierbei werden die Plätze, auf denen Token liegen, in
denen Token gelöscht wurden und in denen neue Token generiert wurden farbig
hervorgehoben. Transitionen, die im gerade angezeigten Makroschritt gefeuert
haben, werden ebenfalls hervorgehoben. Die Zahl unten rechts an den hervorge-
hobenen Plätzen und Transitionen repräsentieren die Generation der Token im
entsprechenden Platz. Im hier gezeigten Durchlauf existiert nur die Generation 0.

























+  name  :EString 
«EClass» 
Place 
+  isAntecedent  :EBoolean 
+  isConsequent  :EBoolean 
+  name  :EString 
+  objectID  :EString 





+  isConcurrent  :EBoolean 
+  isMisusecase  :EBoolean 






+  code  :EString 
+  condition  :EString 
+  event  :EString 
+  objectID  :EString 

































Abbildung 7.4: Metamodell der MPNs
kroschritt in dem zusätzlich eine Epsilontransition schaltet. Hier werden beide im
Makroschritt schaltenden Transitionen hervorgehoben und alle Plätze, die belegt
waren, als nicht mehr markiert gekennzeichnet.
Diese Visualisierung kann im Nachhinein zu Debuggingzwecken genutzt wer-
den, um festzustellen, ob der Monitor sich so wie erwartet verhält oder um zu
erkennen in welchem Schritt einen Fehler erkannt wurde. Durch die Kopplung
der Visualisierung mit dem MPN-Interpreter ist eine Simulation der Ausführung
von MPN-Signaturen umsetzbar.
7.3 Generierung von Monitoren
Bei der Generierung des Monitors aus MPN-Spezifikationen findet wie beschrei-
ben zunächst eine Übersetzung von dem MPN Repository in eine für die Code-
generierung angepasste Datenstruktur, das sogenannte Codegen Repository, statt.
Dieses bietet über standardisierte Schnittstellen Zugriff auf die für die Codegene-
rierung optimierte Form der MPN-Signaturen.
7.3.1 Das MPN-Metamodell
Die Implementierung der MPN-Datenstrukturen ist im Metamodellierungswerk-
zeug eMoflon realisiert. Abbildung 7.4 zeigt das Ecore-Metamodell der MPN-
Sprache, in das durch eine Transformation verschiedene Spezifikationssprachen
übersetzt werden. Die Klasse MPNDocument bildet den obersten Behälter in dem
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+  isAntecedent  :EBoolean 
+  isConsequent  :EBoolean 
+  name  :EString 
+  objectID  :EString 
+  uniqueID  :EShort 
«EClass» 
MPNDocument 
+  name  :EString 
«EClass» 
MPNExtensionPoint 
+  hasEPVariable  :EBoolean 
+  isConcurrent  :EBoolean 


























Abbildung 7.5: Metamodell des MPN-Referenzsystems
Klasse MPN referenzierte Klasse Metadata werden grundlegende Konfigurationen,
die nicht zielplattformspezifisch sind, der einzelnen MPNs gespeichert. Hierunter
fallen Informationen zur Überwachung und Auswertung, wie ob Subgenerationen
genutzt werden (isConcurrent) und ob es sich bei dem MPN um einen Misusecase
handelt (isMisusecase). Die Klasse MPN enthält Plätze (Place) und Transitionen
(Transition). Beide Klassen haben hierbei das Attribut objectID, das eine Zuord-
nung der MPN-Elemente zu bestimmten zu überwachenden Instanzen ermög-
licht. Diese werden, wie in Abschnitt 6.6 besprochen, zur Aufteilung der Signa-
turen auf verschiedene Steuergeräte benötigt. Des Weiteren haben diese Klassen
ein Attribut uniqueID, das eine eindeutige Identifikation der Elemente während
der Monitorgenerierung und zur Laufzeit für die Synchronisierung verteilter Teil-
monitore erlaubt. Plätze existieren hierbei, wie in Kapitel 5 definiert, in den Aus-
prägungen InitialPlace, StandardPlace und den Terminalplatztypen EndPlace und
FailurePlace. Ihr Attribut isAntecedent bzw. isConsequent bestimmt, ob der Platz für
die Auswertung des Monitorzustandes den vorhergehenden Teil (eine Vorbedin-
gung) oder den nachfolgenden Teil der Signatur symbolisiert. Annotationen an
Transitionen werden als Strings in den Attributen event für das Ereignis, condition
für die Bedingung und code für Aktionen gespeichert. Verbunden werden Plätze
mit Transitionen durch die Klasse PlaceArc und Transitionen mit Plätzen durch
die Klasse TransitionArc, die jeweils von der abstrakten Oberklasse Arc erben.
Abbildung 7.5 zeigt die Erweiterung des MPN-Metamodells um das Referenz-
system der MPN-Sprache, wie es in Abschnitt 6.1 eingeführt ist. Diese besteht
aus den zwei zusätzlichen Klassen MPNExtensionPoint und PlaceSet. Der MPNEx-
tensionPoint beschreibt hierbei die Erweiterungspunkte zwischen den MPNs und
referenziert weitere MPNs. MPNs kennen hierbei beliebig viele Erweiterungs-
punkte. Zur Repräsentation der Aktivierungsplatzmenge Sact existiert die Klasse
PlaceSet, die eine Referenz zu den Plätzen des Basis-MPNs besitzt. Hierdurch kön-
nen beliebig viele Plätze des referenzierenden MPNs (Basis-MPN) in die Menge
Sact übernommen werden. Zur Laufzeit des Monitors muss einer der referenzier-
ten Plätze mit einem Token belegt sein, damit eine neue Instanz des referenzierten




















ob das referenzierte MPN parallel zu dem Basis-MPN oder erst nach dessen Fehl-
schlagen ausgeführt wird. Das Attribut hasEPVariable bestimmt, ob der Erweite-
rungspunkt eine generationsspezifische Variable besitzt, die im referenzierenden
MPN zum Blockieren von Teilabläufen genutzt wird. Zur Spezifikation der Teil-
abhängigkeiten, die zusammen mit dem EP ausgewertet werden müssen, dient
die Referenz mit dem Ende dependentMPNs.
Das vorgestellte MPN-Metamodell repräsentiert die Konzepte der MPNs sehr
übersichtlich, ist jedoch für die Codegenerierung nicht optimal geeignet. Plätze
müssen bei der Codegenerierung erst nach Typ gefiltert werden und Arcs müssen
über zwei Schritte verfolgt werden. Dies führt zu einer aufwendigeren Codegene-
rierung, da Informationen nicht direkt aus diesem Metamodell abfragbar sind.
Abbildung 7.6 zeigt das zur Codegenerierung optimierte Metamodell. Es be-
steht nur noch aus sechs Klassen. Abhängigkeiten zwischen Plätzen und Tran-
sitionen, die im vorherigen Metamodell als Arc repräsentiert wurden, sind nun
direkt als Referenzen modelliert. Alle Plätze werden in die allgemeine Klasse Gen-
ViewPlace übersetzt und die verschiedenen Ausprägungen als Referenzen reprä-
sentiert, die einen direkten Zugriff auf die Platzmengen ermöglichen. Durch die
Übersetzung indirekter Zusammenhänge in klare Abhängigkeiten über zusätzli-
che Referenzen kann nun z. B. direkt auf die Plätze im Vor- und Nachbereich ei-
ner Transition zugegriffen werden. Instanzen verschiedener Platztypen sind nun
durch spezialisierte Referenzen direkt erreichbar, wodurch sich die Codegenerie-
rung vereinfacht.
Zur Generierung von verteilten Monitoren, die aufgeteilte Signaturen überwa-
chen (Abschnitt 6.6), werden die Plätze der Signaturen in zwei zu synchronisieren-
de Mengen eingeteilt. Das Attribut der Klasse Place isSynchIn beschreibt hierbei
Plätze, die durch die Belegung eines andern Platzes in einem anderen Teilmoni-
tor der mit isSynchOut gekennzeichnet ist, synchronisiert werden. Zum direkten
Zugriff auf diese Mengen befinden sich zwischen GenViewMPN und GenView-
Place die Referenzen MPNHasSyncIn und MPNHasSyncOut. Bei der Übersetzung
in diese Repräsentation werden Optimierungen an den MPN-Signaturen und die
Aufteilung in Teilmonitore durchgeführt.
Die Erweiterung um das Referenzsystem findet sich im oberen Teil des Me-
tamodells zur Codegenerierung in den Klassen GenViewExtensionPoint und Gen-
ViewPlaceSet wieder. Im Endeffekt wird der Teil des in Abbildung 7.5 gezeigten
Metamodells in das Codegenerierungsmetamodell direkt übernommen.
7.3.2 Optimierung von MPNs
Monitor-Petrinetze (MPNs) sind eine Zwischensprache, die dazu dient verschie-
dene Spezifikationssprachen in einer für die Codegenerierung und Interpretation
gut geeigneten, expliziteren Form abzubilden. Wie bei den bisher betrachteten
Übersetzungen von erweiterten Live Sequence Charts (eLSCs) zu MPNs zu sehen
ist, führt die Transformation einer Spezifikationssprache, in der die Kommunika-
tionspartner einzeln modelliert sind, nicht immer zu minimalen MPNs. Das in
Abschnitt 6.1 eingeführten MPNs für die Signatur CARDME Local und DoS Attack
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Ecore Diagram MPNGenView 
«EClass» 
GenViewMPN 
+  isConcurrent  :EBoolean 
+  misusecase  :EBoolean 
+  name  :EString 
«EClass» 
GenViewPlace 
+  isAntecedent  :EBoolean 
+  isConsequent  :EBoolean 
+  isSyncedIn  :EBoolean 
+  isSyncedOut  :EBoolean 
+  name  :EString 
+  uniqueID  :EShort 
«EClass» 
GenViewTransition 
+  code  :EString 
+  condition  :EString 
+  event  :EString 
+  name  :EString 
+  uniqueID  :EShort 
«EClass» 
GenViewExtensionPoint 
+  hasEPVariable  :EBoolean 
+  isConcurrent  :EBoolean 


























































nach einer Synchronisation ermöglichen die Aufteilung der Signaturen nach der
tatsächlichen Verteilung der Komponenten im Zielsystem (Abschnitt 6.6). Jedoch
führen diese dazu, dass mehr Plätze in der übersetzen Signatur vorhanden sind,
als zur Überwachung benötigt werden.
Redundante Plätze und Transitionen Abbildung 7.7 zeigt Optimie-
rungen, die vor der Codegenerierung auf den MPNs durchgeführt werden, um
den Speicherverbrauch und die maximale Laufzeit für eine Ereignisverarbeitung
zu reduzieren. In Optimierungstransformation a) werden parallele Plätze, auf die
eine weitere synchronisierende alle Plätze umfassende Transition folgt, zu einem
gemeinsamen Platz verschmolzen. Hierbei können vor und nach den zu ver-
schmelzenden Plätzen beliebig viele Transitionen, die beide Plätze im Vor- bzw.
Nachbereich haben, existieren. Bei diesem Schritt müssen keine Annotationen an
den Transitionen beachtet werden, da sich an den akzeptierten Ereignissequen-
zen (AES) nichts ändert. Optimierungstransformation b) zeigt, wie aufeinander















































Abbildung 7.7: Mögliche Optimierungen in MPNs
fasst werden können. Hierbei wird eine Transition mit einem annotierten Ereignis
mit einer nachfolgenden Epsilontransition ohne Bedingung zu einer Transition
zusammengefasst. Diese Struktur entsteht zum Beispiel bei der Übersetzung ei-
nes eLSCs mit einer auf den Empfang einer Nachricht folgenden Zuweisung, wie
sie in der Signatur DoS Attack auftritt. Bei der Verschmelzung der Transitionen
werden annotierte Aktionen nach ihrer Reihenfolge im Netz aneinandergehängt,
wodurch die durch die ursprüngliche Signatur beschriebene Abfolge nicht ver-
ändert wird. Diese Transformation kann beliebig oft angewendet werden, um
mehrere Epsilontransitionen hintereinander mit der vorhergehenden Transition
zu kombinieren.
Bei der Verwendung des Referenzsystems sind bei der Optimierung zusätzlich
die Platzmengen, die Erweiterungspunkte aktivieren (Sact), zu beachten. Wer-
den durch die Optimierung Plätze zusammengefügt, müssen die Platzmengen
entsprechend angepasst werden. In Fall a) auf den neuen die vorherigen Plätze
ersetzenden Platz und in Fall b) auf den Platz nach der kombinierten Transition.
Durch die Semantik des Referenzsystems, in der die referenzierten MPNs erst
nach Durchführung des Makroschrittes aktiviert bzw. deaktiviert werden, führt
diese Anpassungen der Platzmengen bei Einhaltung der Modellierungsrichtlini-
en des Referenzsystems zu keiner Änderung des Laufzeitverhaltens.
Zwei aufeinanderfolgende Transitionen mit identischem Ereignis können nicht
kombiniert werden, da sich hiermit die Aussage des MPNs von zwei aufeinan-
derfolgenden Ereignissen auf nur ein erwartetes Ereignis verändern würde. Des
Weiteren ist eine Zusammenführung zweier aufeinanderfolgender Transitionen,
von denen die zweite eine Bedingung besitzt, nicht generell semantisch äquiva-
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Transitionen im Erreichbarkeitsgraphen: 
(t1, t4, t2, t3, t5) 
Abbildung 7.8: Erkennen von toten Transitionen in einem MPN
Auftretens des Ereignisses der ersten Transition mit den erwarteten Werten belegt
sein muss.
Tote Transitionen Eine weitere Möglichkeit der Optimierung der MPNs
vor der Monitorgenerierung ist die Bestimmung toter Transitionen.
Definition 66 (Tote Transitionen). Eine Transition in einem Petrinetz ist genau dann
tot, wenn zur Laufzeit keine Markierung eintreten kann, die diese Transition aktiviert.
Die MPN-Signaturen werden hierbei durch den Aufbau eines Markierungsgra-
phen auf Basis der an den Transitionen annotierten Ereignisse analysiert. Ist eine
Transition nicht im Markierungsgraphen vorhanden, kann diese auch nicht schal-
ten und kann aus der Signatur entfernt werden.
Beispiel Tote Transitionen durch Übersetzung von optionalen Nachrichten
Abbildung 7.8 zeigt ein Beispiel-MPN, in dem tote Transitionen (t5 und t6)
durch die Übersetzung einer kalten Nachricht aus der eLSC-Sprache vorhanden
sind. Beim Aufbau des Markierungsgraphen werden die Transitionen, die in
ihn übernommen werden, aufgezeichnet. Im Beispiel sind dies die Transitionen
t1 bis t5. Transition t6 und t7 können durch die Struktur des MPNs nie schalten
und sind somit tote Transitionen, die aus dem MPN entfernt werden können.
Durch Entfernung toter Transitionen können wie im Beispiel weitere Optimierun-
gen durchgeführt werden, die vorher nicht möglich waren. So können nach Regel




















biniert werden. Hierdurch kommt es zu einer Reduktion des benötigten Codespei-
chers durch weniger Transitionen, des benötigten Datenspeichers (RAMs) durch
weniger Plätze und der Laufzeit durch weniger generierte und gelöschte Token in
einem Makroschritt. Zusätzlich führt die Reduzierung der Anzahl der Transition-
en mit identischen Ereignistypen zu einem Rückgang der Laufzeit des Monitors
bei der Verarbeitung dieser Ereignisse. Durch diese Analyse auf tote Transitionen
kann des Weiteren bei der Übersetzung von Quellspezifikationen in die MPN-
Sprache die Anzahl bzw. der Umfang der benötigten Transformationsregeln re-
duziert werden, da weniger Spezialfälle betrachtet werden müssen.
Diese Analyse der Signaturen kann auch dazu genutzt werden, dem Modellie-
rer der Signatur Rückmeldung zu geben und hierdurch mögliche Spezifikations-
fehler aufzudecken. Die so erreichten Ergebnisse sind nicht zwingend optimal,
da nur die an den Transitionen annotierten Ereignisse mit in die Analyse einbe-
zogen werden. Bedingungen bzw. Aktionen, die zur Laufzeit ebenfalls zu toten
Transitionen führen können, werden jedoch ignoriert.
7.3.3 Gewinnung von plattformspezifischen Informationen
Zur Generierung von Monitoren aus diesen optimierten Signaturen werden platt-
formspezifische Informationen (PSI) benötigt. Diese Informationen können aus
Systembeschreibungen, die während der Spezifikation in einem modellbasier-
ten Entwicklungsprozess entstehen, gewonnen werden. Dies können zum Bei-
spiel Komponentendiagramme sein, die das zu überwachende System beschrei-
ben. Hieraus werden die nötigen Informationen der Schnittstellenbezeichnungen,
die für die Generierung des Monitors und die Instrumentierung des Systemcodes
notwendig sind, ausgelesen. Zusätzliche Konfigurationen, die monitorspezifisch
sind, können aus der Spezifikation des Monitors extrahiert werden und gegebe-
nenfalls durch den Entwickler vervollständigt werden.
Im MBSecMon-Tool wird bei der Transformation von Signaturen in der MBSec-
MonSL zu MPNs eine Datei mit plattformspezifischen Informationen automatisch
angelegt.
Beispiel PSI-Datei für einen Monitor
Abbildung 7.9 zeigt eine vereinfachte Signatur (ohne Subgenerationen) des
CARDME-Protokolls. Nachdem die InitialisationRequest-Nachricht (InitReq) ge-
sendet wurde, antwortet das Fahrzeug (Vehicle) mit einer InitializationRespon-
se-Nachricht (InitRes), die in diesem Fall ein Datenpaket ir mit Informationen
des zu verwendenden Protokolls mitführt. Wenn das Datenpaket das Proto-
koll mit dem Identifizierer 1 beinhaltet, muss abschließend ein ClosingRequest
verschickt werden.
Zur Übergabe der Ereignisse an den Monitor werden zur Instrumentierung
des zu überwachenden Zielsystems Schnittstellen nach außen benötigt. Diese
Konfiguration des Generierungsprozesses findet über eine Konfigurationsdatei
statt. Eine solche plattformspezifische Informationsdatei (PSI-Datei) mit Kon-
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Live Sequence Chart CARDME_BasicPath 
RSU Vehicle 




Abbildung 7.9: Signatur zur Überwachung des CARDME-Protokolls
Beispiel ist in Auflistung 7.1 gezeigt. Im Folgenden wird auf diese PSI-Datei im
Detail eingegangen. Die PSIs sind in drei Teile eingeteilt:
• Die grundlegende Konfiguration, die die Zielsprache, die Zielplattform
und allgemeine Konfigurationsdetails spezifiziert.
• Die plattformspezifischen Schnittstelleninformationen, die Namen für be-
nötigte externe Schnittstellen, Parameter und deren Datentypen enthält.
Diese werden auch für die Abbildung zwischen externen Schnittstellen
und internen Ereignissen genutzt.
• Die spezifische Monitorkonfiguration und die Abbildung von Annotatio-
nen an den Transitionen auf die Zielplattform bzw. Zielsprache. Viele der
grundlegenden Konfigurationen wie die maximale Anzahl der Subgene-
rationen können auch hier MPN-spezifisch spezifiziert werden. Hierbei
ist durch Referenzen (@. . . ) ein Zugriff auf andere Schlüssel möglich.
Bei der Generierung der PSI-Datei aus der Systemspezifikation werden Stan-
dardschlüssel für die Konfiguration der Codegenerierung zur Anpassung an die
Zielplattform generiert. Zusätzlich wird für jedes MPN eine Menge von Konfigu-
rationsparametern generiert, die zum Beispiel bestimmen, ob es sich um ein ver-
schränkt ausgeführtes MPN handelt und, wenn ja, wie viele Subgenerationen be-
nötigt werden. Annotationen an den Transitionen der MPNs werden durch einen
ANTLR-Parser eingelesen und z. B. für Methodenaufrufe und Variablen, die eine
Anpassung an die Zielsprache benötigen, Einträge erzeugt. Alle diese Informatio-
nen können, wenn eine ausreichend umfangreiche Systemspezifikation vorliegt,
aus dieser automatisch gewonnen werden. Die Übersetzung von Methoden und
Funktionen auf die Zielsprache ist durch vorgegebene Bibliotheken möglich oder
vom Entwickler einmalig in dieser Datei durchzuführen.
7.3.4 Einbindung von plattformspezifischen Informationen
Die im vorherigen Abschnitt beschriebenen in einer XML-Datei gespeicherten




















Auflistung 7.1: Plattformspezifische Informationen
<?xml version="1.0" encoding="UTF−8" standalone="no"?>




<entry key="genLanguage">C</entry> // Zielsprache
<entry key="genTargetPlatform">Standard</entry> // spezifizierte Zielplattform
<entry key="instancesToGenerate"></entry> // zu generierender Teilmonitor
<entry key="checkEvent">true</entry> // filtern von Ereignissen auf Vorkommen in Signatur
<entry key="activateMPNInteractions">false</entry> // Aktivierung des Referenzsystems
<entry key="maxGenerationCount">5</entry> // maximale Anzahl der Eingabegenerationen
<entry key="maxSubgenerationCount">3</entry> // maximale Anzahl der Subgenerationen
<entry key="optimizeMPNs">false</entry> // Optimierungen vor Generierung aktivieren
<entry key="inlineTransitionFiring">true</entry> // Inlining des Codes zum Schalten der
Transitionen
<entry key="tempPlaces">false</entry> // Kopie der Plätze statt Änderungsvariablen verwenden
<entry key="enableLog">false</entry> // Logging aktivieren
<entry key="contextIncludes">../include/Datatypes.h</entry> // Zusätzliche Includes des Kontextes
<entry key="contextVariableName">contextTemp</entry> // Name der Kontextvariablen
<entry key="Controller.packageName">monitor</entry> // Paketname des Controllers
<entry key="Controller.className">Controller</entry> // Name des Controllers
<entry key="Controller.imports"></entry> // Zusätzliche Imports des Controllers
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Mon-Tool geladen und sind dort während der Codegenerierung über die ange-
gebenen Schlüssel einheitlich abrufbar. Für die Codegenerierung wird zunächst
der grundlegende Teil der PSI ausgewertet und die Codegeneratoren des MB-
SecMon-Tools entsprechend konfiguriert. Nachdem die MPN-Signaturen, wie in
Abschnitt 7.3.2 beschrieben, optimiert und gegebenenfalls Teilsignaturen erstellt
wurden, werden diese an den Codegenerator übergeben. Grundlegend besitzt je-
der Codegenerator des MBSecMon-Tools eine Übersetzung der MPN-Elemente in
eine Repräsentation in der angegebenen Zielsprache. Während der Codegenerie-
rung, die im Prototyp mit Java und StringTemplate umgesetzt wurde, werden die
Annotationen an den Transitionen der MPNs mittels eines ANTLR-Parsers ein-
gelesen und mithilfe der PSI-Informationen in die Zielsprache übersetzt. Aus der
Kombination der plattformunabhängigen Signaturbeschreibungen und den PSI
entsteht ein ausführbarer Monitor.
7.3.5 Trennung von Monitorspezifikationen
In Abschnitt 6.6 wurde die Aufteilung von Monitorspezifikationen in mehrere
Teilsignaturen für die Verteilung auf mehrere Steuergeräte betrachtet. Im Folgen-
den wird auf die Auswirkungen für die Implementierung eingegangen.
Zur Aufteilung der Monitore werden zusätzliche Informationen benötigt. Zum
einen sind dies, welche Kommunikationspartner miteinander über einen Kanal
kommunizieren können bzw. sollen. Diese Information wird benötigt, um zu be-
stimmen, ob die Teilsignaturen als Einzelsignaturen ausgeführt werden oder sich
untereinander während der Laufzeit des Monitors synchronisieren. Des Weite-
ren müssen die Kommunikationsschnittstellen (Sende- und Empfangsmethoden)
definiert werden, die für diese Synchronisation zwischen den Teilmonitoren auf
dem Zielsystem verwendet werden. Diese Informationen wurden als Einträge in
die PSI-Datei ausgelagert. Die Plätze eines MPNs wurden vor der Trennung der
MPNs in Teilsignaturen zusätzlich mit eindeutigen Identifizierern (engl. unique
IDs) markiert, sodass eine eindeutige Identifikation der zu synchronisierenden
Plätze gegeben ist. Hierdurch bleibt die Monitorspezifikation mit den MPNs un-
abhängig von der für den Kommunikationskanal verwendeten Technik.
Der Kommunikationskanal zur Übertragung der Synchronisationsnachrichten
muss sicherstellen, dass die Reihenfolge der Nachrichten erhalten bleibt. Außer-
dem muss die Übertragung und Verarbeitung der Synchronisation abgeschlossen
sein, bevor das nächste Ereignis vom empfangenden Monitorteil verarbeitet wer-
den kann. Hierzu muss die Synchronisierung schneller bzw. gleich schnell oder
priorisiert zu anderen Nachrichten erfolgen und zum Einsatz in realen Systemen
möglichst leichtgewichtig sein.
Für die Überprüfung von Inter-Step-Bedingungen, die Variablenwerte oder Zeit-
punkte von Ereignissen benötigen, müssen auch diese, soweit sie den Teilmoni-





















7.4 Umsetzungen der Codegenerierung für verschiedene Zielspra-
chen und Einsatzzwecke
Die Generierung der Monitore wurde für verschiedene Zielsprachen und Plattfor-
men umgesetzt. Hierbei wurde besonders die Generierung von Java-Code als ob-
jektorientierte Sprache und C-Code für optimierte Monitore auf eingebetteten Sys-
temen betrachtet. Bei der Java-Implementierung existiert eine universelle Variante
und eine erweiterte, die die Instrumentierung von Java-Code des zu überwachen-
den Systems unterstützt. Hierzu werden Aspekte in der Sprache AspectJ generiert,
die die Erzeugung von Ereignissen und deren Zuordnung zu Generationen zur
Laufzeit übernehmen. Für die C-Codegenerierung existiert eine universelle und
eine an die Anforderungen von AUTOSAR angepasste Variante. Als Machbar-
keitsstudie wurde des Weiteren eine Generierung einer VHDL-Implementierung
der MPNs mit eingeschränktem Funktionsumfang und ein Interpreter umgesetzt.
In Tabelle 7.1 sind die verschiedenen Implementierungen und die von ihnen un-
terstützten MPN-Sprachanteile aufgeführt. Die Grundlagen der MPNs umfassen
die Syntax und die Schaltsemantik, wie sie in Kapitel 5 definiert wurden. Die-
se werden durch alle Implementierungen unterstützt. Die Unterscheidung von
Eingabegenerationen ist in der AUTOSAR-Variante der C-Generierung nicht ak-
tiviert, da die verwendete AUTOSAR-Entwicklungsumgebung keine Mehrfachin-
stanziierung von Komponenten unterstützt. Somit wird dieses Konzept hier nicht
benötigt. Subgenerationen sind in der prototypischen Umsetzung der VHDL-Va-
riante nicht umgesetzt. Bedingungen, Aktionen sowie die Aufteilung von Signa-
turen können in allen Implementierungen grundlegend genutzt werden. Komple-
xe Bedingungen und Aktionen sind jedoch in der VHDL-Implementierung nicht
direkt unterstützt, sondern nur Bedingungen auf Basis boolescher Variablen. Ei-
ne Generierung von Teilschaltungsbeschreibung in VHDL für komplexe Bedin-
gungen könnte auf Basis des Parseranteils des Generierungsprozesses umgesetzt
werden. Die Generierung von Kommunikationsschnittstellen für aufgeteilte Mo-
nitore, über die sich die Teilmonitore synchronisieren, ist nur für die C-Code-Ge-
nerierung umgesetzt.
Im Rahmen einer Arbeit wurde eine Variante der Java-Generierung umgesetzt,
die es ermöglicht automatisch Aspekte in AspectJ zu generieren, die die Anbin-
dung an das zu überwachende System ermöglichen. Für die AUTOSAR-Varian-
te ist es notwendig, sich an die Schnittstellenkonventionen des AUTOSAR-Stan-
dards zu halten. Die Instrumentierung, die diese Schnittstellen nutzt, wird durch
ein externes Werkzeug umgesetzt. Hierzu können dem Prozess Schnittstellenkon-
ventionen, wie sie im Beispiel in Abschnitt 7.3.3 vorgestellt wurden, übergeben
werden. Die generierten Schnittstellen des Monitors können dann über Instru-
mentation des zu überwachenden Systems angesprochen werden.
Das Referenzsystem (Abschnitt 6.1) ist prototypisch für die C-Implementie-
rung umgesetzt. Hierbei werden exemplarisch, die aus der «threaten»- und «mit-
igate»-Beziehung der MUC-Sprache, entstandenen Referenzen unterstützt.
Interpreter Zusätzlich zu den Umsetzungen in Code bzw. VHDL wurde
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Feature Java C VHDL Interpreter
Standard Aspekt Standard AUTOSAR
Grundlage MPN X X X X X X
Eingabegenerationen X X X - X X
Subgenerationen X X X X - -
Bedingungen X X X X X X
- komplex X X X X - X
Aktionen X X X X X X
- komplex X X X X - X
Aufteilbarkeit X X X X X -
- mit Kommunikation - - X - - -
Instrumentierung - X - (X) - -
Spezielle Schnittstellen - X - X - (X)
Referenzsystem - - X X - -
X: unterstützt; -: nicht unterstützt
Tabelle 7.1: Unterstütze Features der Monitorgenerierungen der Implementierungen
Java entwickelt [Lan11]. Hierbei wurde im Metamodellierungswerkzeug MOF-
LON [AKRS06] die Transformationssprache Story Driven Modelling (SDM) einge-
setzt, um die Semantik der MPNs zu definieren. Der Interpreter liest die XMI-Re-
präsentation eines MPNs in ein durch MOFLON generiertes MPN-Repository ein
und kann Ereignissequenzen auf Basis der eingelesenen MPN-Signaturen über-
wachen. Der Interpreter fungiert hier als Server, an den über das XML Remote
Procedure Call-Protokoll das zu überwachende System per Instrumentierung an-
gebunden werden kann. Diese Schnittstelle ist austauschbar. Zur Auswertung der

















M O N I T O R - P E T R I N E T Z E Z U C O D E
Nachdem im vorherigen Kapitel die grundlegende Umsetzung des MBSecMon-
Prozesses und insbesondere die Vorbereitung der Codegenerierung aus Moni-
tor-Petrinetzen betrachtet wurde, wird in diesem Kapitel die Generierung von
Monitoren für verschiedene Zielplattformen mit dem Fokus auf der Codegene-
rierung vorgestellt. Hierbei werden zur Vorbereitung der Evaluation in Kapitel 9
die grundlegenden Eigenschaften der Codegenerierung in die verschiedenen Ziel-
sprachen betrachtet.
Bei der Codegenerierung in die in Abschnitt 7.4 vorgestellten Zielsprachen wur-
den folgende Prinzipien verfolgt, um die Anpassungen der Codegenerierung an
das Zielsystem zu vereinfachen. Der Controller des Monitors sollte möglichst ein-
fach strukturiert sein, da er zielsystemspezifische Anteile, wie Schnittstellen nach
außen und die Parameterzwischenspeicherung enthält. Des Weiteren übernimmt
er die Ansteuerung der einzelnen Signaturen. Der MPN-Code sollte möglichst ge-
nerisch sein, sodass er für verschiedene Zielplattformen in seiner Struktur nicht
angepasst werden muss. Hierdurch ergibt sich für jede Zielsprache eine grundle-
gende Übersetzung, die an die Zielplattform angepasst werden kann. So werden
unter anderem die Schnittstellen für verschiedene Plattformen wie AUTOSAR an-
gepasst und eine obere Grenze für die maximal mögliche Generationsanzahl im
zu überwachenden System bestimmt.
In Abschnitt 8.1 wird zunächst auf die unterschiedlichen, im Generierungspro-
zess exemplarisch eingesetzten Zielsprachen und deren Eignung für verschiedene
Zielplattformen eingegangen. Darauf folgend werden in Abschnitt 8.2 existieren-
de Konzepte zur Codegenerierung aus petrinetzähnlichen Sprachen betrachtet
und die Besonderheiten der Codegenerierung aus MPNs besprochen. Anhand
der Codegenerierung für C wird dann in Abschnitt 8.3 die Umsetzung der Mo-
nitore, die später auch in der Evaluation verwendet wird, vorgestellt. Die gene-
rierten plattformunabhängigen Monitore werden in Abschnitt 8.4 anschließend
durch zusätzliche plattformspezifische Informationen an die Zielplattform ange-
passt. Abschließend wird in Abschnitt 8.5 ein die Codegenerierung optimierender
Ansatz zur automatischen Bestimmung der maximal möglichen Änderungen in
einem Schritt im MPN beschrieben.
8.1 Unterschiede der Zielsprachen
Zielsprachen, in denen Monitore generiert werden sollen, bieten verschiedens-
te Programmierkonzepte an. Diese erlauben unterschiedliche Umsetzungen der
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Monitore laufen sollen, ihre eigenen Vor- und Nachteile. Zur Evaluation des
Konzepts der Codegenerierung aus MPNs wurden die folgenden repräsentativen
Sprachen und Zielsysteme gewählt:
Java : Bei Java handelt es sich um eine objektorientierte Programmiersprache,
die hauptsächlich auf PCs eingesetzt wird. Die Umsetzung der MPNs findet durch
objektorientierte Konzepte statt, wobei Generationen durch Klasseninstanzen der
MPNs repräsentiert werden und komplexe Datentypen wie HashSet zur Speiche-
rung von Platzbelegungen eingesetzt werden. Des Weiteren dient diese Sprache
zur Anbindung der Monitore an das zu überwachende System mittels aspektori-
entierter Programmierung [Lan13].
C: Die Programmiersprache C wurde als nicht objektorientierte Programmier-
sprache für den Einsatz auf PC und Mikrocontroller gewählt. In dieser Umsetzung
wird eine möglichst speicher- und laufzeiteffiziente Implementierung der Moni-
tore in den Fokus gerückt. So werden statt Switch-Blöcken der Java-Implementie-
rung Funktionspointer-Arrays verwendet und zur Speicherung der Markierung
eines MPNs, die bitweise Speicherung in Char-Arrays, auf die mittels Bit-Opera-
tionen zugegriffen wird, eingesetzt. Des Weiteren werden zur Unterstützung von
AUTOSAR Anpassungen an den Schnittstellen des Monitors nach außen im Gene-
rierungsprozess unterstützt und die Konfiguration einer Obergrenze für Genera-
tionen eingeführt. Diese Erweiterungen haben das Ziel, dass bei der Ausführung
auf einem Mikrocontroller ein minimaler statischer Datenspeicherbedarf (RAM)
benötigt wird.
VHDL: Bei VHDL handelt es sich, wie in Abschnitt 2.2 eingeführt, um eine
Hardwarebeschreibungssprache, die für die Programmierung rekonfigurierbarer
Hardware (FPGA) eingesetzt wird. Ziel dieser Monitorimplementierung ist die
Umsetzung der MPNs in eine Parallelität unterstützende Repräsentation. Hierbei
werden die MPNs auf eine statische Struktur mit parallelen Netzen für jede Ge-
neration abgebildet, um eine möglichst niedrige Laufzeit zu erreichen. Durch die
Umsetzung der VHDL-Beschreibung in Hardware können auch komplexe Ma-
kroschritte in der MPN-Ausführung, bei denen viele Transitionen überprüft und
eventuell geschaltet werden müssen, schnell verarbeitet werden. Somit bietet sich
diese Variante als Monitorlösung für die Überwachung von Kommunikationen
mit hoher Datenrate an.
8.2 Generierung von Code aus petrinetzähnlichen Sprachen
In der Literatur werden zwei Klassen der Codegenerierung aus petrinetzähnli-
chen Beschreibungen betrachtet. Diese sind die Ansätze der Codegenerierung für
Petrinetze sowie verschiedene Implementierungskonzepte für Statecharts. Für die
Codegenerierung aus Petrinetzen stellt [Phi06] Ansätze basierend auf strukturel-
ler Analyse, Markierungsgraphen und Simulation vor. Die strukturelle Analyse pro-
duziert zwar durch Übersetzung von Mustern im Petrinetz in korrespondierende
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die Modellierungsfreiheiten der Petrinetze stark ein. Der Ansatz über den Mar-
kierungsgraphen übersetzt alle möglichen Zustände (Platzkombinationen) in einen
Automaten. Dies führt schon bei der Erstellung des Markierungsgraphen zu einer
Zustandsraumexplosion. Das Generieren von zustandsbasiertem Simulationscode ist
im Gegensatz zu den beiden anderen Ansätzen zwar sehr vielseitig, bringt jedoch
durch viele Tests auf aktive Transitionen Effizienzprobleme mit sich.
Im Gegensatz zur Codegenerierung aus Petrinetzen gehört die Codegenerie-
rung aus Statecharts zu einer lang erforschten und in der Praxis und Industrie ver-
breiteten Technik. Viele kommerzielle UML-Werkzeuge, wie IBM Rational Rhap-
sody1, bieten eine Generierung von universell einsetzbarem ausführbarem Code
für verschiedene Programmiersprachen. Hierbei wird eine Spezifikation voraus-
gesetzt, die eine Kombination aus Statecharts und explizitem Code in der Ziel-
sprache ist.
In [Sam08] werden für die Codegenerierung aus Statecharts verschiedene klas-
sische Implementierungskonzepte, die den Ansatz der Simulation verfolgen, vor-
gestellt. Zu diesen gehören unter anderem die State Table, das State Design Pattern
und die Nested-Switch-Statement-Implementierung. Die State Table beschreibt eine
Matrix zwischen Zuständen und Ereignissen und das State Design Pattern ist eine
objektorientierte Variante, die auf Vererbung und Delegation basiert. Diese beiden
Ansätze sind für eingebettete Systeme aufgrund des Speicherverbrauchs bzw. der
objektorientierten Basis nicht geeignet. Im Gegensatz hierzu hat der Nested-Switch-
Statement-Ansatz einen kleinen Speicherverbrauch, benötigt keine Hierarchie und
ist einfach zu generieren. Er überprüft auf oberster Ebene der Switch-Anweisung
den Zustand, der in einer skalaren Zustandsvariablen codiert ist, und wertet dann
das aktuell zu verarbeitende Ereignis aus.
Die Generierung von effizientem Code aus Petrinetzen stellt, wie in [GV03] er-
läutert wird, eine größere Herausforderung dar und ist nicht weit verbreitet. Als
Grundlage für die Codegenerierung aus MPNs wird eine abgewandelte Variante
des simulativen Nested-Switch-Statements verwendet. Die Effizienzprobleme dieses
Ansatzes für die Generierung von ausführbaren Programmen werden in [Phi06]
adressiert und Lösungsvorschläge vorgestellt, die auf dem Konzept der struk-
turellen Analyse basieren. Bei der Generierung von Monitoren für eingebettete
Systeme aus MPNs ergeben sich jedoch von [Phi06] nicht adressierte Herausfor-
derungen, die im folgenden Abschnitt behandelt werden.
8.3 Herausforderungen der Codegenerierung aus MPN-Signatur-
en
Die in Abschnitt 6 eingeführte Definition der MPNs lässt Details der Implementie-
rung offen. Da die Zielplattform unter anderem eingebettete Systeme sind, müs-
sen ein niedriger Code- (ROM) und Datenspeicherverbrauch (RAM) sowie eine
kurze Rechenzeit erreicht werden.
Die kritischen Aspekte bei der Implementierung der MPN-Definition sind:
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c 
 MPN Diagram CARDME_BasicPath 





[getProtocol(ir) == 1] 
send.ClosingRequest 
recv.ClosingRequest 
[!(getProtocol(ir) == 1)] 
a 
Live Sequence Chart CARDME_BasicPath 
RSU Vehicle 




Abbildung 8.1: Einfacher Ausschnitt aus dem CARDME-Protokoll
2. Effiziente Speicherung der aktuellen Markierung
3. Effiziente Zuordnung und Identifizierung der Ereignisse
4. Effiziente Änderungsverfolgung der Markierung
Als Beispielsignatur wird der in Abbildung 8.1 dargestellte vereinfachte Aus-
schnitt des CARDME-Protokolls eingesetzt. Diese Signatur wird zusammen mit
der in Abschnitt 7.3.3 vorgestellten PSI-Datei als Ausgangspunkt für die Codege-
nerierung genutzt. Die Signatur beschreibt einen positiven Ablauf, in dem nach ei-
ner erfolgreichen Initialisierungsphase ein ClosingRequest gesendet werden muss.
Die InitRes-Nachricht trägt einen Parameter mit Informationen zu vom Fahrzeug
unterstützen Protokollen mit sich. Diese muss das Protokoll 1 unterstützen.
Im Folgenden werden Lösungen zu den beschriebenen Herausforderungen vor-
gestellt, die es erlauben auch komplexe, parallele Muster, die in der MPN-Sprache
spezifiziert sind, auf eingebetteten Systemen zu überwachen. Hierzu wird als Bei-
spiel die Monitorgenerierung für die Zielsprache C verwendet.
1. Effiziente Ausnutzung der MPN-Semantik Die MPN-Semantik wur-
de so entworfen, dass nur ein Bruchteil der möglichen Kontrollflussenden explizit
als Terminalplatz im MPN modelliert und damit implementiert werden muss.
Dies wird durch die Auswertung nach Vorbedingung (antecedent) und nach-
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Hierdurch verringert sich die Anzahl der zu verwaltenden Plätze, woraus ein
niedrigerer Datenspeicherverbrauch resultiert. Die damit einhergehende Redukti-
on der Anzahl der zu überprüfenden Transitionen führt zu geringerer Rechenzeit
und verringertem Codespeicherverbrauch.
Im Gegensatz zur Überprüfung, ob ein Platz der Menge der nachfolgenden
Plätze belegt ist, findet in der hier gezeigten Implementierung die Überprüfung
der Vorbedingungsplätze statt. Dies hat den Vorteil, dass in Signaturen, die keine
Vorbedingung besitzen, diese Überprüfung der Belegung nach dem Nicht-Schal-
ten der Signatur im generierten Monitor vollständig entfallen kann. Hierzu muss
jedoch in den MPNs durch die Transformation sichergestellt sein, dass auf Vor-
bedingungsplätzen beim Übergang in den nachfolgenden Bereich keine Token
liegen bleiben. Dies ist zum Beispiel bei der Transformation aus der MBSecMon-
Sprache gegeben.
Die Zuordnung von Plätzen und Transitionen zu den Instanzen des zu über-
wachenden Systems erlaubt die für zentrale Monitore generierten MPNs auf ein
oder mehrere ausgewählte Instanzen aufzuteilen und hierdurch nur Code für die
relevanten Teilsignaturen zu generieren. Hierdurch kann der Speicherverbrauch
auf den einzelnen Systemen deutlich reduziert werden.
Beispiel Kompakte Spezifikation
Das MPN in Abbildung 8.1 besitzt durch die in der MPN-Semantik enthaltene
Auswertung nach aktueller Markierung des MPNs beim Nichtschalten auf ein
Ereignis nur zwei explizit modellierte Endplätze. Müssten alle möglichen En-
den des MPNs explizit modelliert werden, würde es zu einer deutlich höheren
Anzahl von Terminalplätzen und Transitionen in der Signatur und damit im
generierten Monitorcode führen.
2. Effiziente Speicherung der aktuellen Markierung Die Markie-
rung der MPNs wird in einem zweidimensionalen (bei Subgenerationen in einem
dreidimensionalen) Array gespeichert, dessen erste (bzw. zweite) Dimension die
Eingabegenerationen (bzw. Subgeneration) widerspiegeln und die letzte die Bele-
gung der Plätze des MPNs. Die Speicherung findet somit in einem Array in der
folgenden Art und Weise statt:
Markierung[Eingabegeneration, (Subgeneration),Platz]→ {0, 1} (8.1)
Aufgrund des limitierten Datenspeichers eingebetteter Systeme muss die maxima-
le Anzahl der zu überwachenden Kommunikationsstränge eingeschränkt werden.
Diese Einschränkung erlaubt eine Abschätzung der oberen Grenze des Daten-
speicherverbrauchs zur Laufzeit. Es muss jedoch eine Strategie entwickelt wer-
den, wie mit dem Erreichen dieser oberen Grenze umgegangen wird. Hierbei gibt
es verschiedene Möglichkeiten wie die Ausgabe einer Fehlermeldung oder das
Verwerfen der ältesten überwachten Kommunikation.
Die Anzahl der notwendigen Subgenerationen kann durch Analyse der Sig-
naturen bestimmt werden, wenn wiederholende Ereignisse im MPN existieren.
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Des Weiteren kann durch die Speicherung der Markierung der Plätze in einem
Array je nach Zielsystem unnötig viel Datenspeicher belegt werden. Hier kann
durch die bitweise Codierung mehrerer Plätze in einer Variablen (z. B. char) der
Datenspeicherplatzbedarf je Platz auf bis zu 1 Bit reduziert werden. Dies führt
jedoch zu zusätzlichen Bitoperationen, um die Änderungen der Platzbelegung zu
schreiben und auszulesen.
Beispiel Speicherung der Markierung
Jedem Platz in einem MPN wird eine eindeutige aufsteigende natürliche Zahl
zugeordnet. Die Speicherung der Markierung eines MPNs findet in einem Ar-
ray mit Elementen des Typs CARDME_BASICPATH_Places statt, in dem je Platz
des MPNs ein Bit verwendet wird. Bei einem MPN ohne Subgenerationen
stellt die erste Dimension dieses Arrays die Eingabegenerationen dar, wobei
die zweite Dimension die nach Platznummern gespeicherte Markierung der
Plätze enthält. In der PSI-Datei ist die obere Grenze der Eingabegenerationen
mit 5 spezifiziert und die Signatur verwendet keine Subgenerationen.
Auflistung 8.1: Speicherung der aktuellen Markierung
typedef struct CARDME_BASICPATH_plc {
char list[3];
} CARDME_BASICPATH_Places;
//Helper for initialization of arrays
CARDME_BASICPATH_Places CARDME_BASICPATH_initplaces;
//Arrays, which contain active places of respective generation
CARDME_BASICPATH_Places CARDME_BASICPATH_activePlaces[5];
//Indicates which generation is active
char CARDME_BASICPATH_activeGenerations[1] = {0};
Auflistung 8.1 zeigt die Deklaration der Datenstrukturen zur Speicherung
der Markierung der Plätze im MPN. CARDME_BASICPATH_Places ist ein Struct
mit einem Array von Chars, das passend zu der Platzanzahl im MPN dimen-
sioniert ist. Das MPN in Abbildung 8.1 hat 18 Plätze. Die Struktur CARD-
ME_BASIC_PATH_Places enthält ein Char-Array der Größe 3. Dieses bietet Platz
für die Speicherung von bis zu 24 Platzmarkierungen, da ein MPN nur ein To-
ken pro Platz hält. Auch die Speicherung von schon im MPN aktiven Generatio-
nen wird bitweise mit der Variablen CARDME_BASICPATH_activeGenerations
durchgeführt.
Die Änderungen auf dieser Speicherstruktur finden durch Bitoperationen
statt. Bei der Verwendung von Subgenerationen wird eine weitere Dimension
der Datenstruktur hinzugefügt.
3. Effiziente Zuordnung und Identifikation der Ereignisse Die
Zuordnung eines Ereignisses zu den entsprechenden Transitionen kann, wie in
den in Abschnitt 8.2 beschriebenen klassischen Ansätzen, direkt in den MPNs ge-
schehen. Dies führt jedoch dazu, dass der Abgleich für jedes MPN und für jedes
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kation des Ereignisses aus dem MPN in den Controller kann der Aufwand für die
Zuordnung der Ereignisse auf eine Komplexität von O(1) reduziert werden. Hier-
zu wird jedes Ereignis im Controller einmalig auf einen Wert eines kompakten
Bereichs (Enumeration) übersetzt oder falls vorhanden schon passend aus dem
System extrahiert. Dieses vorverarbeitete Ereignis dient dann als Eingabe für das
MPN. Erst danach werden die Transitionen, die dieses Event besitzen, evaluiert.
In einem Monitor mit festgelegten Schnittstellen für jedes Ereignis kann bei Auf-
ruf der Schnittstelle direkt das entsprechende Literal der Ereignis-Enumeration
dem Controller übergeben werden. Hierdurch werden die rechenzeitintensiven
Auswertungen der Aktivierungsbedingungen an den Transitionen deutlich redu-
ziert.
Beispiel Schnittstelle mit direkter Bestimmung des Ereignisses
Alle in der Monitorspezifikation vorkommenden Ereignisse werden gemein-
sam in einer zentralen Enumeration für alle MPNs gespeichert. Hierdurch be-
sitzen alle MPNs dieselbe Zuordnung zwischen Ereignis und dem kompakten
Bereich. Auflistung 8.2 zeigt für einen Monitor, der die CARDME-Signatur be-
inhaltet, eine solche Enumeration.













Die zusätzlichen nicht in der vorgestellten Signatur vorkommenden Ereignisse
der Präsentationsphase resultieren aus einer weiteren Signatur im Monitor.
Diese Zuordnung der Ereignisse auf einem kompakten Bereich kann auch im
weiteren Verlauf der Verarbeitung der Ereignisse ausgenutzt werden.
Beispiel Auswertung der Ereignisse im MPN
Der Controller des Monitors ruft, nachdem er die Eingaben auf interne Ereig-
nisse abgebildet hat, die evaluateEvent-Methode der MPNs auf. Zur effizien-
ten Zuordnung der Ereignisse zu den auszuwertenden Transitionen im MPN
wird statt eines Switch-Statements ein Funktionspointer-Array eingesetzt. Auf-
listung 8.3 zeigt am Beispiel der Signatur diese Methode und das dazugehörige
Funktionspointer-Array. Dieses Array enthält für jedes für die Signatur relevan-
te Ereignis einen Funktionspointer auf die entsprechende spezielle ereignisspe-
zifische evaluateEvent-Methode. Hierbei wird die durch die Enumeration aller
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//Evaluate an event with a context on the MPN
char CARDME_BASICPATH_evaluateEvent(unsigned char event, unsigned char
generation){
char result = 0;




Die evaluateEvent-Methode des MPNs ruft zunächst die dem Ereignis entspre-
chende Methode auf und wendet die dabei entstehenden Änderungen falls
nötig danach mit der applyChanges-Methode an.
In den MPNs kann bestimmt werden, ob die Signaturen vollständig model-
liert wurden oder nur die modellierten Ereignisse beachtet werden sollen. Falls
ein MPN nur mit eingeschränkten Ereignistypen überwacht werden soll, kann
das Funktionspointer-Array zur Bestimmung, ob ein Ereignis für ein MPN rele-
vant ist, herangezogen werden. Liefert das Array eine 0 für ein Ereignis zurück,
muss das Ereignis nicht vom MPN verarbeitet werden.
Basierend auf den bisher vorgestellten Konzepten wird in der ereignisspezifischen
evaluateEvent-Methode der Vorbereich der Transitionen mit diesem Ereignis über-
prüft und eventuell Bedingungen an den Transitionen ausgewertet.
Beispiel Schalten einer Transition
Für jedes Ereignis im MPN wird wie beschrieben eine evaluateEvent-Methode
generiert. Die Implementierung für das Ereignis send.InitReq ist in Auflistung 8.4
dargestellt. In dieser werden die Plätze im Vorbereich aller Transitionen, an de-
nen dieses Ereignis annotiert ist, überprüft. In diesem Fall ist dies nur eine
Transition mit einem Platz im Vorbereich. Wenn alle Plätze im Vorbereich mit
einem Token belegt sind, werden Änderungen, die durch diese Transition aus-
gelöst werden, in den Arrays deletedToken und createdToken, die für alle MPNs
im Monitor gemeinsam genutzt werden, zwischengespeichert, bis alle Transi-
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eine Übertragung dieser Änderungen auf die aktuelle Markierung des MPNs
aus.
Auflistung 8.4: Auswertung und Schalten einer Transition
int CARDME_BASICPATH_evaluateEvent_SEND_INITREQ(unsigned char generation){
int result = 0;
if (((CARDME_BASICPATH_activePlaces[generation].list[0]&1) == 1)){











4. Effiziente Änderungsverfolgung der Markierung In der Defini-
tion der MPN-Semantik in Kapitel 5 wird eine Kopie der aktuellen Markierung
des MPNs angelegt, auf der die Analysen durchgeführt werden. Dies führt jedoch
zu einer Verdopplung des linear mit der Anzahl der Plätze des MPNs wachsenden
Datenspeicherverbrauchs. Zur Optimierung wird ein Mechanismus eingeführt,
der nur die Änderungen protokolliert und anschließend, nachdem das Ereignis
verarbeitet wurde, die Änderungen an der aktuellen Markierung durchführt. Die
obere Grenze der zu protokollierenden Änderungen wird vor der Generierung
des Codes für jedes MPN analysiert. Diese Analyse, die in Abschnitt 8.5 genauer
beschrieben wird, basiert auf dem Überdeckungsgraphen der MPNs und erlaubt
es eine obere Grenze an zu löschenden und zu erzeugenden Token zu bestimmen.
Dieser Änderungsspeicher wird gemeinsam für alle MPNs und zu überwachen-
den Generationen im Controller zur Verfügung gestellt.
Beispiel Änderungsverfolgung
In Auflistung 8.5 ist sowohl die Datenstruktur als auch die Methode zur Über-
tragung der Änderungen dargestellt. Zur Änderungsverfolgung sind zentral
im Controller zwei Arrays für die Speicherung von Änderungen in einem be-
liebigen MPN im Monitor definiert. Des Weiteren existieren für jedes der Ar-
rays ein Zähler, der den aktuellen Befüllungsstand repräsentiert. Diese Zähler
werden sowohl bei der Speicherung der Änderungen der Belegung als auch
bei der Übertragung der Änderungen auf die aktuelle Markierung des MPNs
verwendet.
Zur Übertragung der Änderungen ist die applyChanges-Methode zuständig,
die, nachdem ein Ereignis von einem MPN verarbeitet wurde, die Änderungen
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Auflistung 8.5: Änderungsverfolgung und Übertragung der Änderungen
int deletedToken[3];
int createdToken[3];
int nextChangeDelete = 0;
int nextChangeCreate = 0;
void CARDME_BASICPATH_applyChanges(unsigned char generation){
int i;










Nachdem die grundlegende Übersetzung der MPNs zu Code in diesen Ab-
schnitt beschrieben wurde, wird im nächsten Abschnitt auf die Übersetzung von
Annotationen an Transitionen wie Bedingungen und Aktionen eingegangen.
8.4 Generierung von plattformspezifischen Monitoren aus MPNs
Die Generierung von Monitoren für verschiedene Zielplattformen endet nicht da-
mit die passende Zielsprache bei der Generierung aus Monitor-Petrinetzen zu
verwenden. Eine weitere Herausforderung bei der Umsetzung von Monitor-Pe-
trinetzen in Code ist die Übersetzung von Annotationen in die Zielsprache. Dies
betrifft die Annotationen an den Transitionen der MPNs, wie Aktionen und Be-
dingungen, die in die Zielsprache übersetzt werden müssen.
Die Programmiersprachenabhängigkeit betrifft u. a. Funktionen, Vergleiche und
Stringvergleiche sowie deren Negation und Stringkopien, die in die Notation der
Zielsprache übersetzt werden müssen.
Beispiel Stringvergleich in verschiedenen Zielsprachen
Häufig müssen an Transitionen komplexe Vergleiche zwischen Werten verschie-
dener Datentypen durchgeführt werden. Die Beschriftung an einer Transition
könnte für einen Stringvergleich folgendermaßen aussehen: [str1==str2] Die Va-
riablen str1 und str2 sind hierbei Zeichenketten. Das korrekte Codefragment für
den Vergleich unterscheidet sich in den Zielsprachen Java und C deutlich.
Java: if (str1.equals(str2))
C: if (strcmp(str1, str2)== 0)
Hierbei ist es notwendig während der Codegenerierung zu erkennen, dass es
sich um einen Stringvergleich handelt und es sich somit bei den Variablen nicht
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dieser Ausdrücke für die Modellierung von Alternativen wie [!(str1==str2)] im
MPN unterscheiden sich in den verschiedenen Zielsprachen.
Java: if (!str1.equals(str2))
C: if (strcmp(str1, str2)!= 0)
Die Annotationssprache der MPNs ist nicht der Fokus dieser Arbeit, weshalb
hier nur grundlegend auf die Verarbeitung dieser Annotationen eingegangen
wird. Zur Vereinfachung des Übersetzungsprozesses kann im MBSecMon-Pro-
zess eine beliebige Annotationssprache gewählt werden, die im Extremfall auch
die Zielsprache sein kann. Eine solche Wahl würde jedoch die Zielsprachenunab-
hängigkeit der Spezifikation aufheben. Als Standard ist im MBSecMon-Prozess ei-
ne einfache als ANTLR-Grammatik definierte Sprache implementiert, die je nach
Komplexität der zu beschreibenden Signaturen erweitert werden kann. Hierbei
werden die Ausdrücke in Teile wie Variablennamen, logische Operatoren, ma-
thematische Operatoren und Methodennamen und ihre Parameter aufgeteilt und
dem Übersetzungsmodul des Codegenerators übergeben.
Beispiel Parsen einer Bedingung



















Abbildung 8.2: Parsen einer logischen Operation
Abbildung 8.2 zeigt, wie ein komplexer Ausdruck der Annotationssprache in
seine Teilausdrücke zerlegt wird. Zur weiteren Verarbeitung werden die Teil-
ausdrücke mit ihrem Typ (LogicOp, Variable, . . . ) zusammen an den Übersetzer
übergeben, der dann unter Einbeziehung der PSI-Datei Quellcodefragmente in
der Zielsprache für den Codegenerator erzeugt.
Der Eintrag aus der PSI-Datei in Auflistung 7.1 <entry key="CARDME_BasicPath
.context_method.getProtocol">getProtocolID</entry> führt, falls sich der Ausdruck
im entsprechenden MPN befindet, dazu, dass der Methodenname aus der An-
notation im MPN getProtocol durch die auf dem Zielsystem vorhandene Me-
thode getProtocolID ersetzt wird.
Dieses Übersetzungsmodul ändert auf Basis der grundlegenden Regeln für die
Zielsprache und den zusätzlichen plattformspezifischen Informationen (PSI) die
ihm übergebenen Ausdrücke zu zielsprachen- und zielplattformspezifischen Code.
Die Übersetzung der MPNs wie ihre statische Struktur und ihre Semantik ist
für jede Programmiersprache nur einmal zu definieren. Auch zielsprachenspezi-
fische Übersetzungen der annotierten Ausdrücke sind als Bibliothek (als wieder-
verwendbare PSI-Datei) in den Generierungsprozess einbindbar.
Eine weitere Herausforderung ist die Plattformabhängigkeit, die u. a. die Na-
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Beispiel Plattformspezifische Schnittstellen und Datentypen





Sie beschreiben die Abbildung von externen zielsystemkonformen Schnittstel-
len auf die in einem Monitor verwendeten Ereignisse. Zusätzlich wird noch der
Name des Parameters der Schnittstelle und dessen Typ IRData definiert. Der
Typ ist dabei ein aus der Systemspezifikation gewonnener festgelegter komple-
xer Datentyp.
Der folgende Ausschnitt (Auflistung 8.6) zeigt eine generierte plattformspe-
zifische Schnittstelle, in der nach der Zwischenspeicherung des übergebenen
Parameters ein Ereignis als Literal der MonitorEvents-Enumeration dem Moni-
tor übergeben wird. Somit kann der Monitor ereignisspezifische Schnittstellen
nach außen zur Verfügung stellen, die durch Intrumentierung des zu überwa-
chenden Systems angesprochen werden.
Auflistung 8.6: Ereignisspezifische Monitorschnittstelle




Im Monitor selbst wird zur Zwischenspeicherung des Variablenwerts ir_param
der Typ IRData verwendet.
Diese plattformspezifischen Anpassungen des generierten Monitors sind be-
sonders bei Einbindung in ein zu überwachende System wie AUTOSAR, das in
auf Bezug auf zu verwendenden Schnittstellen und Datentypen sehr restriktiv ist,
notwendig. Hierbei werden auf Basis der im Prozess extrahierten PSI u. a. Da-
tentypen aus dem zu überwachenden System übernommen und durchgängig im
Monitor eingesetzt. Des Weiteren müssen standardkonforme Schnittstellen gene-
riert werden.
Neben der hier betrachteten Umsetzung in die prozedurale Programmierspra-
che C wurden noch Monitorgenerierungen für die objektorientierte Programmier-
sprache Java und in die Hardwarebeschreibungssprache VHDL implementiert.
Zusammenfassend ist der Generierungsaufwand des Monitors in eine Hardware-
beschreibungssprache wie VHDL im Gegensatz zu einer prozeduralen oder ob-
jektorientierten Programmiersprache deutlich geringer. Dies resultiert zum einen
aus dem eingeschränkten Funktionsumfang und zum anderen daraus, dass viele
Teile, wie der Controller, durch die Generierung der parallel zueinander liegen-
den MPN-Beschreibungen bis auf die Verknüpfung der Signale zu den einzelnen
MPN-Instanzen wenig an die tatsächlich eingebundenen Signaturen angepasst
werden muss. Der Aufwand der Implementierung eines Codegenerators steigt
mit speziellen Anforderungen an den Code des Zielsystems bzw. der Zieldomäne,
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Hierdurch müssen dem Generierungsprozess deutlich mehr plattformspezifische
Informationen zur Verfügung gestellt werden.
8.5 Optimierung des MPN-Codes
Die in Abschnitt 5.3.2 in Definition 28 beschriebene MPN-Semantik und ihre Er-
weiterung ist darauf angewiesen, die Änderungen in einem MPN basierend auf
der alten Markierung des MPNs durchzuführen. Um das vollständige Kopieren
der aktuell zur Verarbeitung des Ereignisses genutzten Markierung zu verhin-
dern, wird in den Implementierungen ein Änderungsspeicher verwendet, in dem
die Änderungen bis zum Abschluss der Verarbeitung eines Ereignisses zwischen-
gespeichert werden. Erst danach werden die Änderungen auf die Markierung des
MPNs angewendet.
Zur Bestimmung der maximalen Anzahl möglicher Änderungen der Platzbele-
gung im MPN während einer Ereignisverarbeitung existieren verschiedene Mög-
lichkeiten. Zum einen eine einfache statische Analyse der MPN-Signaturen und
zum anderen die Verwendung eines Markierungsgraphen, wie er für die Analyse
von Petrinetzen eingesetzt wird.
Statische Analyse Bei der statischen Analyse wird die Anzahl der Plätze im
Vor- bzw. Nachbereich aller Transitionen im MPN betrachtet. Die Plätze im Vor-
bzw. Nachbereich der Transitionen mit demselben annotierten Ereignis werden
addiert und anschließend das Maximum für die Anzahl der Plätze bestimmt.
Markierungsgraph/Überdeckungsgraph Bei der Nutzung eines Markie-
rungsgraphen (Abschnitt 3.2.3) wird dieser eingesetzt, um die partielle Ordnung
der MPNs in die Berechnung einzubeziehen. Der Markierungsgraph wird basie-
rend auf den erreichbaren Markierungen und den Transitionen des MPNs (zu-
nächst ohne Betrachtung der Ereignisse) aufgebaut. Basierend darauf wird jede
Markierung betrachtet und es werden alle ausgehenden Transitionen verfolgt. Bei
Transitionen, die dasselbe Ereignis annotiert haben, werden die Plätze im Vor-
bzw. Nachbereich addiert. Aus der Menge der Ergebnisse wird die maximale An-
zahl möglicher Änderungen in einem Schritt für den Vor- und den Nachbereich
bestimmt.
Beispiel Ein Monitor-Petrinetz und sein Markierungsgraph
Abbildung 8.3 zeigt ein MPN zusammen mit seinem Markierungsgraphen. Die-
ser basiert sowohl auf den Transitionen mit als auch ohne annotiertem Ereignis.
Epsilon-Transitionen werden explizit als ein Ereignistyp betrachtet. Der Graph
beginnt mit der Anfangsmarkierung und zeigt alle erreichbaren Markierungen
des MPNs. Dabei sind die entsprechenden Ereignisse, die den Markierungs-
wechsel auslösen, an den Übergängen annotiert.
Mit der statischen Analyse bzw. basierend auf dem Markierungsgraphen findet
die Bestimmung der Anzahl der maximal auftretenden Änderungen in einem






















































/lastId = id 
send.track 
recv.track 
[lastId < id] [!(lastId < id)] 
c 
Abbildung 8.3: Markierungsgraph eines MPNs
Beispiel Analyse des Petrinetzes auf benötigte Änderungsspeicherplätze
Im Folgenden wird die ermittelte maximale Anzahl von Änderungen einer
Markierung als Paar dargestellt. Es wird zwischen gelöschten und erzeugten
Token unterschieden und dies im Format (#gelöscht, #erzeugt) notiert.
Das in Abbildung 8.3 gezeigte MPN würde nach der ersten Variante folgende
Werte bestimmen:
send.track: (1+1, 2+2)→ (2, 4)
recv.track: (2+2, 1+1)→ (4, 2)
epsilon: (1+3+1+1+3, 1+3+1+1+1)→ (9, 7)
Nach dieser Analyse würden folglich Speicher für 9 Löschaktionen und 7 Er-
zeugungsaktionen reserviert werden. Dies ist ein unnötig hoher Wert und re-
sultiert aus vielen Epsilontransitionen im MPN.
Die zweite Methode unter Einbeziehung des Markierungsgraphen liefert im
Gegensatz hierzu folgende Ergebnisse:
send.track: {(1, 2); (1, 2)}→ (1, 2)
recev.track: {(2, 1); (2, 1)}→ (2, 1)
epsilon: {(1, 1); (3, 3); (1, 1); (1+1, 1+1); (3, 1)}→ (3, 3)
Hierbei werden alle möglichen Markierungen betrachtet und aus derselben
Markierung ausgehende Kanten mit identischem Ereignis durch Addition zu-
sammengefasst. Das Ergebnis sind somit maximal 3 Löschaktionen und 3 Er-
zeugungsaktionen, die unter Einbeziehung der partiellen Ordnung im MPN
entstehen können. Auch dieser Ansatz liefert nicht immer ein optimales Er-
gebnis. Wenn Bedingungen wie an der Transition im Nachbereich von Platz 9
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ren, kann dies durch die Addition der Plätze zu einer zu hohen Anzahl führen.
In diesem Beispiel ist diese Ungenauigkeit durch die Epsilontransition mit den
Werten (3, 3) zwischen Vorbedingung und Hauptteil verdeckt worden.
Während die statische Analyse in vielen Fällen schnell zufriedenstellende und
korrekte Ergebnisse liefert, ist die Berechnung des Markierungsgraphen deut-
lich rechenintensiver, liefert jedoch deutlich bessere Ergebnisse. Statt des Mar-
kierungsgraphen kann für MPNs ein gewöhnlicher Überdeckungsgraph der P/T-
Netze genutzt werden, da paralleles Schalten in einer Ereignisverarbeitung durch
das Zusammenfassen von Transitionen mit demselben Ereignis, die aus derselben
Markierung ausgehen, in der vorgestellten Analyse abgefangen wird. Schleifen
im MPN führen bei der Berechnung des Überdeckunsgraphen zu keinen neuen
Markierungen und die Verfolgung wird somit abgebrochen.
Analysetechniken auf Petrinetzen leiden größtenteils unter dem Komplexitäts-
problem [Mur89]. Alle Entscheidungsalgorithmen zur Bearbeitung des Ereichbar-
keitsproblems, somit auch die Erstellung Markierungsgraphen sind mindestens
EXPSPACE kompliziert. Sie haben also einen exponentiellen Speicherbedarf. Der
Markierungsgraph entspricht bei MPNs für diese Analyse dem Überdeckungs-
graphen, da in einem MPN Token derselben Generation verschmolzen werden
und damit MPNs 1-beschränkt sind. Die Berechnung der Anzahl der benötigten
Änderungsspeicherplätze findet während der Monitorgenerierung und auf einer
überschaubaren Menge an MPN-Signaturen, deren Überdeckungsgraph eine be-
grenzte Anzahl Markierungen beinhaltet, statt.
Die vorgestellt Analyse über den Überdeckungsgraphen führt im Gegensatz
zur statischen Analyse in MPNs mit vielen Transitionen, die dasselbe Ereignis
besitzen, zu einer deutlich besseren oberen Abschätzung der benötigten Ände-
rungsspeicherplätze. Da nur Ereignisse bei der Analyse betrachtet werden, und
andere Annotationen wie Bedingungen und Aktionen ignoriert werden, führt die-
ser Ansatz immer zu einer ausreichenden Menge an Änderungsspeicherplätzen,
















E VA L U AT I O N
In diesem Kapitel findet die Evaluation der Monitor-Petrinetze als Zwischenspra-
che und der Monitorgenerierung aus ihnen statt. Hierbei werden insbesondere
die Generierung für verschiedene Zielsprachen (C, Java) und Zielplattformen wie
eingebettete Systeme, PC und rekonfigurierbare Hardware, betrachtet. Auf Basis
von Laufzeit und Speicherbedarf werden diese Implementierungen verglichen.
Hierzu werden zunächst in Abschnitt 9.1 die Java- und die C-Implementierung
gegenübergestellt. Diese sind mit einem grundsätzlich unterschiedlichen Ziel ent-
wickelt worden. Während die Java-Implementierung stark auf die Anwendung
von Objektorientierung setzt, ist die C-Implementierung stark optimiert und setzt
soweit wie möglich auf primitive Datentypen, um in Laufzeit und Speicherver-
brauch auch auf Mikrocontrollern einsetzbar zu sein. Der Hauptfokus dieser Be-
trachtung ist die Skalierbarkeit des MPN-Ansatzes als Zwischensprache für die
Codegenerierung. Nach der Evaluation auf einem PC wird die C-Implementie-
rung auch auf einem Evaluationsboard mit Mikrocontroller auf Skalierbarkeit und
Einsetzbarkeit getestet.
Die Semantik der MPNs unterstützt das parallele Schalten von Transitionen in
einem Makroschritt. In der Implementierung für klassische Programmiersprachen
werden diese Transitionen sequenziell verarbeitet und wenn nötig geschaltet. Ab-
schnitt 9.2 betrachtet aus diesem Grund eine Implementierung der Monitore in
der Hardwarebeschreibungssprache VHDL auf einem FPGA und vergleicht diese
mit der optimierten C-Implementierung auf einem Mikrocontroller. Diese VHDL-
Implementierung erlaubt ein paralleles Schalten aller Transitionen, was zu hoher
Performanz führt.
In Abschnitt 6.6 wurde vorgestellt, dass ganzheitlich modellierte Monitorspezi-
fikationen nach Übersetzung von der Spezifikationssprache in die MPN-Sprache
verteilt generiert werden können. Abschnitt 9.3 betrachtet die Auswirkung ge-
trennter Monitore gegenüber vollständiger Monitore.
In Abschnitt 4 wurde das Monitor-oriented Programming (MOP) als verwand-
ter Ansatz zum MBSecMon-Prozess eingeführt und es wurden die Konzepte ver-
glichen. Hierbei handelt es sich um einen sehr ähnlichen Ansatz mit teilweise
ähnlichen Zielen. In Abschnitt 9.4 werden die generierten Monitore aus der In-
stanziierung JavaMOP des MOP und die um einen aspektorientierten Anteil er-
weiterte Java-Monitorgenerierung des MBSecMon-Ansatzes gegenübergestellt.
Bisher wurden die einzelnen Monitorinstanzen nur in einfachen Szenarien ein-
gesetzt. Abschnitt 9.5 zeigt den Einsatz von durch den MBSecMon-Prozess gene-
rierten Monitoren in einer in Bezug auf Schnittstellen und Datentypen restrikti-




















ture (AUTOSAR) und beleuchtet die notwendigen Anpassungen am Generie-
rungsprozess. Hier wird betrachtet, wie weit die automatisierte Monitorgenerie-
rung für diesen Standard angepasst werden muss, um die Spezifikation für die
automatische Generierung zu nutzen. Es wird erreicht, dass auch komplexe Mo-
nitore in AUTOSAR-Systemen eingesetzt werden können.
Im MOP werden neben den Kontextfreien Grammatiken als Spezifikationsspra-
che Endliche Automaten (FSM) sowohl als Spezifikationssprache als auch als Zwi-
schensprache zur Repräsentation vieler anderer Spezifikationssprachen eingesetzt.
Somit müssen alle Sprachen, die in FSMs übersetzt werden auch die Nachteile von
FSMs in der eigentlichen Implementierung teilen. Abschnitt 9.6 vergleicht anhand
der parallelen Konzepte der MBSecMonSL die Vor- und Nachteile der FSMs ge-
genüber den MPNs als Zwischensprache.
Abschließend wird in Abschnitt 9.7 eine erste Evaluation mit einem Teil des
in Abschnitt 6.2 eingeführten Referenzsystems, durchgeführt. In dieser wird bei-
spielhaft eine Signatur mit Use- und Misusecase als unabhängige Teilsignaturen
und mit Einsatz des Referenzsystems auf Laufzeit und Speicherverbrauch vergli-
chen.
9.1 Vergleich von Java- und C-Monitoren
In diesem Abschnitt ist das Ziel eine objektorientierte Java-Implementierung mit
einer prozeduralen C-Implementierung zu vergleichen. Eine Evaluation am Bei-
spiel des CARDME-Protokolls würde nur zu einem einzigen Vergleichswert füh-
ren und Codefragmente, die in den Signaturen modelliert sind, enthalten. Die-
se Codefragmente, deren Laufzeit maßgeblich von der verwendeten Zielsprache
abhängt, würden die Ergebnisse der Skalierbarkeitsanalyse verzerren. Deshalb
werden anhand eines konstruierten Beispiels die beiden Implementierungen ver-
glichen und die Skalierbarkeit des Ansatzes evaluiert.
9.1.1 Ziel
Das Ziel dieser Evaluation ist die Unterschiede im Konzept der verschiedenen
Umsetzungen der MPNs in Code und deren Auswirkungen auf Laufzeit und
Speicherverbrauch zu untersuchen. Des Weiteren soll die Skalierbarkeit der MPNs
bei wachsenden Netzgrößen untersucht werden. Diese ist insbesondere für den
Einsatz auf eingebetteten Systemen mit Mikrocontroller von Bedeutung.
Bei diesem Vergleich wird der Speicherverbrauch nicht zwischen Java- und
C-Implementierung verglichen, da dieser durch das objektorientierte Konzept der
Java-Implementierung deutlich höher ausfällt. Die C-Implementierung hat einen
vorher festgelegten Datenspeicherbedarf, während die Java-Implementierung dy-
namisch neue Objekte zur Laufzeit anlegt. Der Daten- sowie der Codespeicherbe-
darf wird in Abschnitt 9.1.4 für eingebettete Systeme genauer betrachtet, um die






























Abbildung 9.1: Konstruierte Signaturen zur Messung der Laufzeit
9.1.2 Monitorsignaturen
Zum Vergleich der beiden Implementierungen der Monitore in Java und in C
werden folgende Monitorsignaturen verwendet. Abbildung 9.1 zeigt zwei Signa-
turtypen, die zwei Extreme in der Ausführung von MPN-Signaturen darstellen.
Zum einen kommunizieren zwei Instanzen asynchron miteinander (a), wobei je-
de der Nachrichten einen anderen Nachrichtentyp besitzt. Zum anderen besitzt
im zweiten Signaturtyp (b) jede Nachricht den selben Nachrichtentyp.
In der MPN-Repräsentation ergibt sich somit ein MPN, in dem jede Transition
einen anderen Ereignistyp besitzt bzw. ein MPN, das nur zwei Ereignistypen im
gesamten MPN besitzt. Bei der Verarbeitung der Ereignisse eines MPNs werden
alle Transitionen, die mit dem übergebenen Ereignistyp annotiert sind, geprüft, ob
sie schalten können. Hierdurch repräsentiert der erste Signaturtyp das untere und
der zweite Signaturtyp das obere Extrem bei der Verarbeitung von Ereignissen in
dem generierten Monitor.
Die hier verwendeten Signaturen besitzen keine zusätzlichen Annotationen an
den Transitionen wie Bedingungen und Aktionen, die in die Zielsprache übersetzt
werden. Hierdurch werden die MPN-Konzepte an sich betrachtet.
9.1.3 Messungen auf dem PC
Aus den Monitorsignaturen werden MPNs generiert, die anschließend zur Gene-
rierung von Java- und C-Code genutzt werden. Diese Monitore werden dann mit
Ereignissen stimuliert und es werden die Laufzeit und der Speicherverbrauch ge-
messen. Die Messungen werden auf einem PC1 durchgeführt. Es werden 100 kom-
plette Durchläufe durch den Monitor durchgeführt und die Laufzeit gemessen.
Hierfür werden die Win32-API-Funktionen QueryPerformanceCounter (QPC) und
QueryPerformanceFrequency genutzt, die eine CPU-Tick-Granularität bieten. Es
werden für jedes Eingabemodell 20 Messwerte bestimmt und der Median über
diese gebildet.





















Java Zur Messung des Laufzeitverhaltens in Java ist zu beachten, dass die Ja-
va-VM2 zur effizienten Ausführung von Code Optimierungsstrategien einsetzt.
Ein Beispiel hierfür ist der Java HotSpot Client VM’s Adaptive Compiler3, der
während der Ausführung eines Programms oft verwendete Teile des Codes nicht
interpretiert, sondern in nativen Code kompiliert. Hierbei werden auch Techni-
ken wie Inlining eingesetzt, um die Ausführungsgeschwindigkeit weiter zu erhö-
hen. Diese Maßnahmen führen zu starken Laufzeitschwankungen während der
Messungen. Ein Abschalten dieser Optimierungsstrategien führt zwar zu einer
konstanteren Laufzeit, jedoch auch zu starken Leistungseinbußen, bis zu einem
Faktor von 10.
Um dem entgegenzutreten, wird im Folgenden für die Messungen ein Vorlauf
vor die eigentliche Messung geschaltet, die dafür sorgt, dass die Programmaus-
führung eingeschwungen ist. Hierzu wird der Monitor 1000-mal komplett durch-
laufen. Erst dann findet die eigentliche Laufzeitmessung mit 100 Durchläufen
statt. Dies ist ein realistisches Szenario für einen Monitor, da dieser während der
gesamten Laufzeit des Programms parallel mitläuft.
Zur Messung wird die System.nanoTime()-Methode, die auf dem QPC basiert
und die Zeit in einer Auflösung von Nanosekunden bietet genutzt. Trotz dieser
Maßnahmen kann in Java jedoch eine Verfälschung der Werte durch den Gar-
bage-Collector nicht ausgeschlossen werden, da dieser besonders während länge-
rer Messungen immer wieder anspringt. Die hierdurch entstehende Streuung ist
jedoch typisch für die Ausführung eines Java-Programms.
C Für die Messung in C werden direkt die Methoden der Win32-API genutzt,
um die vergangene Zeit zu messen. Hier ist ein Vorlauf nicht notwendig, da C-
Code direkt in Maschinencode kompiliert wird und zur Laufzeit keine Optimie-
rungen mehr stattfinden. Zur Kompilierung des Monitorcodes wird die Cygwin
GCC-Werkzeugkette mit Standardeinstellungen verwendet.
Auswertung Abbildung 9.2 und Abbildung 9.3 zeigen die Laufzeit, die für
die Verarbeitung eines Ereignisses benötigt wird. Bei steigender Anzahl von Tran-
sitionen im Monitor werden die beiden in Abschnitt 9.1.2 beschriebenen Signa-
turen betrachtet. Diese beiden Signaturtypen bilden wie erwähnt zwei Extreme
bei der Struktur einer Signatur ab. Die höchsten Abweichungen der Messwerte
sind als vertikale Fehlerbalken dargestellt und es wurde der Median über die
Messwerte gebildet.
Die Implementierung in C (Abb. 9.2) zeigt hier in beiden Fällen einen linearen
Anstieg in der Laufzeit. Der flache Anstieg der Laufzeit zwischen 100 und 200
Transitionen in der Signatur lässt sich auf die Verarbeitung auf dem PC zurück-
führen, da in Abschnitt 9.1.4 in diesem niedrigen Bereich auf einem Mikrocon-
troller ein durchgängiges lineares Verhalten auftritt.
Im Gegensatz dazu zeigt die weniger optimierte, auf objektorientierter Pro-
grammierung aufbauende Implementierung in Java (Abb. 9.3) bei der Signatur
2 Oracle Java SE, Vers. 1.7_25
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Abbildung 9.2: Laufzeiten der C-Monitore




















































Versch. Ereignisse Java (Median)
Versch. Ereignisse C (Median)
Abbildung 9.4: Laufzeiten der Monitore bei verschiedenen Ereignissen
mit identischen Ereignissen eine höhere Laufzeit. In der Implementierung werden
viele Objekte und Datenstrukturen aufgebaut, die durch den Garbage-Collector
aus dem Heap entfernt werden. Besonders die Verwaltung der belegten Plätze in
HashSets, führt zu längeren Laufzeiten bei der Überprüfung, ob eine Transition
aktiv ist. An dieser Stelle ist eine Umstellung des Speicherns der belegten Plätze
auf das Konzept der C-Codegenerierung sinnvoll.
Zum direkten Vergleich der beiden Implementierungen sind in Abbildung 9.4
und 9.5 die Laufzeit der Monitore für denselben Signaturtyp dargestellt. Hier-
bei ist zu sehen, dass die Laufzeiten der Implementierungen bei verschiedenen
Ereignistypen an jeder Transition konstant bleiben. Die Java-Implementierung ist
hierbei deutlich langsamer als die C-Implementierung. Dies ist auf die Optimie-
rung des C-Codes im Gegensatz zur Java-Implementierung und die Ausführung
des Java-Codes in der Java Virtuellen Maschine zurückzuführen.
Schlussfolgerung Ein realistischer Monitor würde nur wenige Transition-
en, die mit demselben Ereignis annotiert sind, enthalten. Quellen für solche Tran-
sitionen sind zum einen Epsilontransitionen und zum anderen Transitionen, die
aus optionalen Elementen in der Quellspezifikation (z. B. eLSC) stammen. Aus
diesem Grund liegt die tatsächliche Laufzeit eines realen Monitors im unteren
Bereich zwischen diesen beiden Kurven. Des Weiteren sind eher kleinere Signa-
turen mit einer Größe zwischen 20 und 100 Transitionen realistisch. Wenn weitere
Signaturen dem Monitor hinzugefügt werden, wächst die Laufzeit des Monitors
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Gleiche Ereignisse Java (Median)
Gleiche Ereignisse C (Median)
Abbildung 9.5: Laufzeiten der Monitore bei identischen Ereignissen
9.1.4 Messungen auf einem Mikrocontroller
Die Messungen auf dem PC im vorherigen Abschnitt haben die Unterschiede
zwischen den Implementierungen verdeutlicht. Jedoch konnte bei kleinen Signa-
turen beobachtet werden, dass kleine Monitore im Verhältnis schneller ausgeführt
wurden, als große Monitore. Des Weiteren gab es bei längeren Messungen relativ
starke Streuungen. Um diesen Effekt genauer zu betrachten, werden im fraglichen
Bereich kleinere Signaturen, die dem Muster aus Abschnitt 9.1.2 entsprechen, zwi-
schen einer Nachricht (zwei Transitionen) und 100 Nachrichten (200 Transitionen)
auf einem Mikrocontroller untersucht. Für den Einsatz eines Monitors auf einem
eingebetteten System stellt der benötigte Speicher einen kritischen Aspekt dar.
Hierbei ist besonders der Datenspeicher von Bedeutung, der in einem solchen
System in der Regel sehr klein ist.
Die Messung wird auf einem Fujitsu SK-16FX-100PMC-Evaluationsboard (24 kB
RAM, 544 kB Flash), das mit einem F2MC-16FX MB96340 series-Mikrocontroller
(16 bit, 56 MHz) bestückt ist, ausgeführt. Der C-Code wird durch den mit dem
Board ausgelieferten Fujitsu Softtune C-Compiler in Maschinencode übersetzt.
Es wird die Laufzeit, die für 1000 Durchläufe durch den Monitor benötigt wird,
gemessen und die Laufzeit auf ein verarbeitetes Ereignis heruntergerechnet. Die
Ausführungszeit auf einem Mikrocontroller ohne Betriebssystem ist determinis-
tisch, weshalb eine Messung pro Signatur ausreicht. Zusätzlich zur Laufzeit wird
hier der Speicherbedarf der Monitore gemessen, der insbesondere auf eingebet-
teten Systemen eine große Rolle spielt. Die Werte des benötigten Datenspeichers
(RAM) enthalten hierbei 800 Bytes, die nicht vom Monitor selbst stammen.
Auswertung Abbildung 9.6 zeigt die Laufzeit der Monitore nach wachsen-





































Abbildung 9.6: Laufzeiten der Monitore auf einem Mikrocontroller
der Monitore und der Anteil des Controllers an der Laufzeit noch eine große Rol-
le, weshalb zunächst bei steigender Signaturgröße eine Laufzeitabnahme für die
Verarbeitung eines Ereignisses bei kleinen Signaturen zu sehen ist. Auch hier ist
ein linearer Anstieg bei identischen Ereignissen an den Transitionen der Signatur
zu erkennen. Bei unterschiedlichen Ereignissen ist die Laufzeit mit wachsender
Größe der Signatur konstant.
Abbildung 9.7 stellt den wachsenden Codespeicherverbrauch der C-Implemen-
tierung der generierten Monitore dar. Dieser wächst linear zu der Größe der
MPNs. Für jeden Ereignistyp wird eine Funktion generiert, die alle Transition-
en mit diesem Ereignis zusammenfasst. Hierbei ist insbesondere die Anzahl der
Transitionen mit verschiedenen Ereignissen im MPN der treibende Faktor, der
den Unterschied in der Steigung der Kurve verursacht.
Abbildung 9.8 zeigt den Datenspeicherverbrauch (RAM) des Monitors bei wach-
sender Signaturgröße. Hierbei unterscheiden sich die beiden betrachteten Signa-
turtypen nur unwesentlich. Dies ist darauf zurückzuführen, dass der Hauptteil
des Datenspeichers für die Speicherung der Belegung der Plätze im MPN auf-
gewendet wird. Der Speicherverbrauch steigt mit wachsender Signaturgröße sehr
langsam an, da eine Codierung der Platzbelegung in einen Integer-Array stattfin-
det, in dem die Platzbelegung bitweise gespeichert wird. In einem MPN kann ein
Platz nur belegt sein oder nicht belegt sein, wodurch im Idealfall nur ein Bit pro
Platz und Generation im MPN zur Speicherung des Zustandes benötigt wird.
Schlussfolgerung Es lässt sich feststellen, dass Monitore, die aus Monitor-
Petrinetzen generiert wurden, auch auf eingebetteten Systemen einsetzbar sind.
Hierfür sprechen insbesondere der niedrige Bedarf an Datenspeicher und der li-
neare Anstieg des benötigten Codespeichers. Auch im niedrigen Bereich (bei klei-
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Abbildung 9.7: Codespeicherverbrauch der Monitore auf einem Mikrocontroller









































identischen Ereignissen an den Transitionen. Bei unterschiedlichen Ereignissen
bleibt die Laufzeit pro Ereignis konstant.
In diesem Teil der Evaluation wurden nur die MPNs und ihre Implementie-
rung an sich betrachtet. Diese Messungen wurden ohne Einsatz zusätzlicher Be-
dingungen und Aktionen in den Signaturen durchgeführt, die entsprechend ihrer
Komplexität in die Laufzeit des Monitors einberechnet werden müssen.
9.2 Vergleich von C auf einem Mikrocontroller und VHDL auf
einem FPGA
Die Abbildung von Monitor-Petrinetzen auf die Hardwarebeschreibungssprache
VHDL basiert grundlegend auf [SP05], die die Übersetzung von Petrinetzen zu
VHDL-Code beschreibt. Dieser Ansatz benötigt zwei Taktzyklen für das Feuern
einer Transition im Petrinetz und kombiniert je einen Platz mit einer Transition in
einem Modul.
Der Ansatz wurde in [Ill12] für die Generierung von Monitor-Petrinetzen soweit
angepasst und optimiert, sodass nur noch ein Takt für das Schalten einer Transi-
tion benötigt wird. Des Weiteren wurde die Repräsentation von Platz und Transi-
tion auf einzelne Blöcke aufgeteilt, um einen optimierten Verbrauch an Slices zu
erreichen.
In gewöhnlichen Petrinetzen kommt es im Gegensatz zu den MPNs zu Konflik-
ten. Für die Abbildung des Makroschrittkonzepts der MPNs, in denen mehrere
Transitionen in einem Schritt schalten können, wurde ein Execute-Signal einge-
führt, das das Schalten der Transitionen nach dem Setzen der Bedingungen und
des Ereignisses synchron auslöst. Hierdurch kommt es nicht schon durch das Set-
zen eines der Bedingungseingänge zu einem Schalten einzelner Transitionen, die
Token von Plätzen entfernen, die von einer anderen Transition im selben Makro-
schritt benötigt werden.
Die Repräsentation der Generationen kann durch Vervielfachung des Netzes
auf dem FPGA oder durch einen Speicher, in dem der Zustand jeder Generation
gespeichert wird, umgesetzt werden. Durch Lese- und Schreibzugriffe auf einen
Speicher würde der Vorteil des FPGAs, die hohe Verarbeitungsgeschwindigkeit,
jedoch stark reduziert werden. Deshalb wird bei dieser Implementierung für jede
Generation ein eigene Kopie des MPNs auf dem FPGA generiert.
9.2.1 Beispielsystem Ampelanlage
Abbildung 9.9 zeigt das für den Vergleich zwischen Mikrocontroller- und FPGA-
Implementierung herangezogene Szenario. Hierbei handelt es sich um eine Am-
pelanlage, die an einer Kreuzung mit Haupt- und Nebenstraße eingesetzt wird.
Diese Ampelanlage wird, wie auf der rechten Seite von Abbildung 9.9 dargestellt
ist, von zwei Mikrocontrollern gesteuert. Dabei übernimmt der eine Mikrocon-
troller die Hauptstraße und der andere die Steuerung der Ampel an der Neben-
straße. Die Kommunikation zwischen diesen beiden Steuerungseinheiten findet

































Tabelle 9.1: Eigenschaften des TrafficLight-MPNs
Diese Kommunikation über den CAN-Bus soll im Folgenden durch einen Mo-
nitor auf Korrektheit überwacht werden. Hierzu wird im MBSecMon-Prozess ein
Monitor in der MBSecMon-Spezifikationssprache (eLSCs) spezifiziert. Diese Spe-
zifikation wird dann verwendet, um C-Code bzw. eine VHDL-Beschreibung zu
generieren.
Die Signatur, die den korrekten Ablauf der Kommunikation der Ampel be-
schreibt, ist in Abbildung 9.10 dargestellt. Die Kommunikation zwischen der Am-
pel auf der Hauptstraße (Mainroad) und der Ampel auf der Nebenstraße (Sideroad)
läuft asynchron ab. Zunächst wird eine SwitchToGeen-Nachricht an die Neben-
straße geschickt. Daraufhin kann je nach Konfiguration der Ampeln die Neben-
straßenampel eine Nachricht (AmberRed) verschicken, dass die Ampel auf Gelb-
Rot geschaltet wurde. Verpflichtend muss danach die Nachricht Acknowledgement-
Green von der Nebenstraßenampel aus gesendet werden, die der Hauptstraßen-
ampel signalisiert, dass die Ampel auf Grün geschaltet wurde. Derselbe Ablauf
folgt darauf für die Schaltung der Nebenstraßenampel auf Rot.
In der MPN-Repräsentation besitzt diese Signatur die in Tabelle 9.1 angege-
benen Eigenschaften. In diesem Szenario wird nur eine Generation verwendet,
da nur die Kommunikation zwischen zwei Steuergeräten (ein Kommunikations-




























Abbildung 9.10: Signatur des korrekten Ablaufs der Kommunikation zwischen den Am-
peln
9.2.2 Ziel
In der MPN-Sprache können mehrere Transitionen in einem Makroschritt schal-
ten. Somit müssen alle für das gerade zu verarbeitende Ereignis infrage kommen-
den Transitionen ausgewertet werden. Ziel dieser Evaluation ist die Messung des
Laufzeitunterschieds durch die Parallelisierung der Auswertung von Ereignissen
auf einem FPGA gegenüber eines Mikrocontrollers mit ähnlicher Taktrate. Die
Messungen werden an einem Ampelszenario zur Ermittlung der Laufzeiten an ei-
ner komplexen Signatur und der Ermittlung des Platzverbrauchs auf einem FPGA
bei steigender Generationszahl durchgeführt. Zur Bestimmung des Verhaltens der
Implementierung auf einem FPGA in Bezug auf den Platzbedarf und Laufzeit bei
steigender Signaturgröße wird das konstruierte Beispiel aus Abschnitt 9.1.2 mit
einer steigenden Anzahl von Transitionen verwendet.
9.2.3 Messungen
Die Frequenz des Mikrocontrollers ist 56 MHz und die des FPGAs 50 MHz. Zur
Messung der Verarbeitungszeit wurde ein Logic Analyzer4, der eine Abtastrate
von 100 MHz unterstützt verwendet und die Zeit von der Übergabe des Ereignis-
ses an den Monitor bis zum Ende der Abarbeitung gemessen. Diese Abtastrate
entspricht einer Auflösung von 10 ns.
Tabelle 9.2 stellt die benötigte Laufzeit des Monitors auf dem FPGA und dem
Mikrocontroller gegenüber. Betrachtet wird hierbei die Laufzeit, die der Monitor
benötigt, um ein Ereignis zu verarbeiten. Alle Ereignisse wurden getrennt vonein-
ander gemessen, um einen Vergleich der Laufzeiten für verschiedene Ereignisse
zu ermöglichen.
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Ereignis Bearbeitungszeit














Tabelle 9.2: Vergleich der Ereignisverarbeitungszeiten
Generationen Controller












Tabelle 9.3: Messung der Slicenutzung der Module bei steigender Generationszahl
Die durchschnittliche Laufzeit beträgt für das Ampelszenario bei Verwendung
des Mikrocontrollers 24,51µs und bei Einsatz eines FPGAs konstante 60 ns. Die
Schwankungen bei verschiedenen Ereignissen auf dem Mikrocontroller sind auf
die Ausführung unterschiedlich umfangreicher Berechnungen zurückzuführen.
Hierbei spielen die Anzahl der Plätze im Vor- und Nachbereich sowie die Anzahl
der Transitionen mit demselben Ereignis eine Rolle. Im Gegensatz dazu werden
auf dem FPGA alle Transitionen parallel ausgewertet und somit ist nur ein Schritt
für die Ereignisverarbeitung notwendig. Der Anstieg um einen Takt beim FPGA
auf 80 ns beim letzten Ereignis ist auf die nachfolgende Epsilontransition für die
Endsynchronisation zurückzuführen. Diese kann nicht parallel ausgeführt wer-
den und muss somit sequenziell zum vorherigen Ereignis verarbeitet werden. Die






































Abbildung 9.11: Benötigte Slices auf dem FPGA (nicht optimiert) im Verhältnis zur An-
zahl der zu verwaltenden Generationen
Abbildung 9.11 stellt den in Tabelle 9.3 aufgelisteten steigenden Verbrauch der
Slices mit steigender Generationsanzahl dar. Slices sind logische Blöcke eines
FPGAs, die in diesem Fall aus zwei Flip-Flops, zwei Lookup-Tabellen (LUT) und
zur Konfiguration benötigte Schaltungslogik bestehen. Hierbei ist zu beachten,
dass die Werte den nicht-optimierten Stand des Sliceverbrauchs vor dem Map-
ping-Schritt darstellen, in dem auf dem Gitter des FPGAs die logischen Elemente
platziert und verbunden werden. Optimierungen, die durch das Zusammenlegen
von Slices auf dem FPGA entstehen, sind nicht beachtet. Durch diese Optimierun-
gen ist eine deutliche Reduktion der tatsächlich benötigten Slices auf dem FPGA
möglich. Da die Übersetzung der Generationen einer Vervielfachung der Netz-
struktur auf dem FPGA entspricht, ist zu sehen, dass die Anzahl der benötigten
Slices linear mit der Anzahl der Generationen ansteigt.
9.2.4 VHDL-Evaluation an einem konstruierten Beispiel
Im vorherigen Abschnitt wurden die Laufzeit und der Slice-Verbrauch auf einem
FPGA bei zunehmender Anzahl von Generationen betrachtet. Hier werden nun
das Laufzeitverhalten und der Verbrauch an Slices bei wachsender Größe der
Signaturen untersucht.
In dieser Betrachtung wird das konstruierte Beispiel aus Abschnitt 9.1 verwen-
det. Abbildung 9.12 stellt die Laufzeiten der Monitore auf dem FPGA dar. Das
FPGA läuft mit 50 MHz, wobei ein Takt somit eine Dauer von 20 ns hat. Hierbei
ist die Laufzeit bei verschiedenen und bei identischen Ereignissen in der Signatur
konstant bei 60 ns. In diesem Diagramm wurde das letzte Ereignis im Monitor,
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Abbildung 9.12: Laufzeiten der Monitore auf einem FPGA
silontransition, die auf eine Transition mit einem annotierten Ereignis folgt und
schaltet, fügt jeweils 20 ns zur Verarbeitungszeit hinzu.
Abbildung 9.13 stellt den Bedarf an Slices auf dem FPGA für eine wachsende
Anzahl von Transitionen im Monitor dar. Hierbei zeigt sich ein ähnliches Bild
wie bei dem Speicherbedarf der C-Monitore auf einem Mikrocontroller in Ab-
schnitt 9.1.4. Für Monitore mit verschiedenen Ereignissen an den Transitionen
des MPNs wird mehr Speicher benötigt als für die Monitore mit identischen Er-
eignissen. Hierbei ist der Anstieg der benötigten Slices linear zur Größe der Mo-
nitorspezifikation.
9.2.5 Schlussfolgerung
Signaturen, die als Monitor-Petrinetze vorliegen, können auf ein FPGA bzw. die
Hardwarebeschreibungssprache VHDL abgebildet werden. Dabei hat sich gezeigt,
dass sich die Semantik der MPNs mit ihren Makroschritten gut auf eine parallele
Schaltung auf dem FPGA übertragen lässt. Hierdurch sind konstante und sehr
kurze Laufzeiten bei der Ereignisverarbeitung des Monitors zu erreichen. Selbst
bei einem Wachstum der Signatur mit Transitionen mit identischen Ereignissen
findet im Gegensatz zu den Implementierungen in C und Java kein Anstieg der
Laufzeit statt.
Einschränkungen der prototypischen VHDL-Implementierung sind:
• Keine Subgenerationen
• Keine komplexen Variablen







































Abbildung 9.13: Benötigte Slices der Monitore auf einem FPGA
In der prototypischen Implementierung des Generierungsprozesses für ein FPGA
wurde eine reduzierte Version der Monitor-Petrinetze mit Generationen zur Über-
wachung von verschiedenen Kommunikationssträngen und einfachen booleschen
Signalen als Bedingungen umgesetzt. Jedoch ist auch eine Unterstützung anno-
tierter Bedingungen, die sich in logische Schaltungen in der Zielsprache überset-
zen lassen, ebenfalls umsetzbar. Dies würde zu keiner Verlängerung der Laufzeit
führen, da es sich hierbei nur um eine logische Schaltung handelt. Erst sehr kom-
plexe Schaltungen mit langen Laufzeiten würden dazu führen, dass das FPGA auf
einem niedrigeren Takt betrieben werden müsste, um das Timing sicherzustellen.
9.3 Aufteilung der Monitore in C
In der Bachelorarbeit [Keß12] wurde eine Version der Codegenerierung für C
entwickelt, die es unterstützt, Teilmonitore, wie sie in Abschnitt 6.6 eingeführt
wurde, zu generieren. Eine solche Erweiterung führt dazu, dass neue Identifi-
zierer eingeführt werden müssen, um die zu synchronisierenden Plätze durch
Kommunikationsmethoden zu verknüpfen. Zusätzlich wurden die Monitore um
eine Warteschlange (engl. Queue) erweitert, um den Monitor thread-sicher auf ei-
nem Echtzeitbetriebssystem betreiben zu können. Die Auswirkung dieser Erwei-
terungen wird in diesem Abschnitt genauer betrachtet. Hierzu wird das folgende
Mautbrückenszenario genutzt.
9.3.1 Beispielsystem Mautbrücke
In diesem Vergleich wird das CARDME-Mautbrückenszenario aus dieser Arbeit
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Kommunikationsreichweite Fahrzeug 
Mautbrücke 
Abbildung 9.14: Mautbrückenszenario zur Evaluation eines verteilten Monitors
Teilsystem A (Fahrzeug) 
Monitor-Controller 
Monitor 1 Monitor 2 
Anwendung 
Ereignis 
Teilsystem B (Mautbrücke) 
Monitor-Controller 





Abbildung 9.15: Prinzip der Verteilung ganzheitlich spezifizierter Monitore
nem zentralen Monitor ausgegangen, der alle für die Überwachung benötigten
Ereignisse zur Verfügung gestellt bekommt. Abbildung 9.14 zeigt das verwendete
Szenario. Fahrzeuge fahren auf eine Mautbrücke zu und kommunizieren mit die-
ser, wenn sie in die Kommunikationsreichweite der Mautbrücke kommen, wie es
in Abschnitt 1.5 vorgestellt wurde.
Die Monitore werden ganzheitlich für die Kommunikation zwischen Fahrzeug
und Mautbrücke in der MBSecMonSL spezifiziert und wie in Abschnitt 6.6 be-
schrieben auf Fahrzeug und Mautbrücke aufgeteilt. Abbildung 9.15 stellt diese
Aufteilung abstrakt dar. Hierbei ergeben die Teilmonitore für Monitor 1 bzw. Mo-
nitor 2 auf den verschiedenen Teilsystemen jeweils den Gesamtmonitor der ur-
sprünglichen Signatur. Der Monitor-Controller übernimmt hierbei die notwendige
Synchronisation der Teilmonitore.
Die Mautbrücke und das Fahrzeug werden jeweils durch ein Evaluationsboard
mit Mikrocontroller repräsentiert, auf dem C-Code läuft. Diese beiden Boards
kommunizieren hierbei über den CAN-Bus. Der Monitor verwendet zur Synchro-
nisation der Teilmonitore denselben Bus.
9.3.2 Ziel
Durch die Einführung des Aufteilens von Signaturen wird durch die Synchroni-




















Modell Statische Daten Code
CARDME_Local 138 4867
CARDME_Local (TB) 186 3437
CARDME_Local (Vehicle) 188 4033
Tabelle 9.4: Speicherverbrauch des Monitorcodes in Byte
Monitor eingeführt. Andererseits wird die Größe der Signaturen auf den ein-
zelnen Steuergeräten reduziert. In dieser Evaluation ist es das Ziel festzustellen,
inwieweit sich diese beiden Aspekte beeinflussen und wie die Kommunikation
zum Laufzeitoverhead beiträgt.
9.3.3 Messungen
Die folgenden Messungen werden auf einem Mikrocontroller mit dem Echtzeit-
betriebssystem (RTOS) FreeRTOS5 durchgeführt. Es wird wiederum ein Fujitsu
SK-16FX-100PMC-Evaluationsboard (24 kB RAM, 544 kB Flash), das mit einem
F2MC-16FX MB96340 series Mikrocontroller (16 bit, 56 MHz) bestückt ist, verwen-
det.
Die Synchronisierung der Platzbelegungen zwischen Teilmonitoren sowie die
Kommunikation des zu überwachenden Systems findet über einen CAN-Bus, der
mit einer Taktrate von 50 kBit/s betrieben wird, statt. Die Laufzeit der Synchroni-
sierungsnachrichten, die als Daten, die zu synchronisierende Platz-ID (16 Bit), die
Generation (8 Bit) und den Wert, ob ein Token aus dem Platz entfernt oder auf
den Platz gelegt werden soll (8 Bit), übermittelt. Eine solche Nachricht benötigt in
dem hier beschriebenen Fall ca. 2 ms. Hier ist zu sehen, dass diese Zeit gegenüber
der Verarbeitung eines Ereignisses (ca. 40µs) im Monitor relativ hoch ist und stark
vom verwendeten Kommunikationskanal abhängt.
9.3.4 Auswertung
Tabelle 9.4 zeigt den benötigten Speicher für das CARDME-Szenario. Hierbei wird
von den Werten jeweils der vom Basissystem ohne Monitor benötigte Speicher
abgezogen, um den Einfluss des Monitors zu untersuchen. Aufgeteilt wird die
CARDME_Local-Signatur aus Abschnitt 6.1.
Es zeigt sich, dass durch die Aufteilung des Monitors ein erhöhter Bedarf an sta-
tischem Datenspeicher auf beiden Seiten entsteht. Dieser ist durch die Kommuni-
kationsschnittstellen, die zur Synchronisierung der Plätze und Daten hinzukom-
men, zu erklären. Die Reduktion der Plätze hat hierauf einen untergeordneten
Einfluss, da diese sehr speichereffizient verwaltet werden. Gleichzeitig reduziert
sich im Gegensatz zur vollständigen Signatur der benötigte Codespeicher für die
einzelnen Systeme.
Der Monitorcode für verteilbare Systeme wurde im Gegensatz zu den Moni-





















Tabelle 9.5: Eigenschaften der MPNs
















Abbildung 9.16: Laufzeit für 100 Iterationen des verteilten und nicht verteilten Monitors
bei wachsender Spezifikation
erleichtern. Des Weiteren wurden Schnittstellen zur Kommunikation der Teil-
monitore untereinander eingeführt. Im Folgenden wird die Auswirkung auf die
Laufzeit und den Speicherbedarf der Monitore durch diese Neustrukturierung
betrachtet.
Zur weiteren Messung wird wieder ein konstruiertes Beispiel verwendet, bei
dem zwei Komponenten miteinander asynchron kommunizieren. Tabelle 9.5 zeigt
die Eigenschaften dieser MPNs. Jede der Nachrichten hat einen unterschiedlichen
Nachrichtentyp, wodurch für jede Nachricht zwei Ereignistypen entstehen. Zu-
sätzlich existiert noch ein Ereignistyp für Epsilontransitionen.
Mithilfe dieser Modelle wird mit dem bisherigen nicht verteilten Ansatz Moni-
torcode generiert (ohne Verteilung) und mit dem neuen Ansatz (synchronisierbar)
Code generiert. Abbildung 9.16 stellt die Laufzeit des Monitors für jeweils 100 Ite-
rationen über die gesamte Spezifikation dar. Hierbei ist zu sehen, dass diese linear
anwächst und bei dem verteilten Monitor ohne Synchronisation nur leicht erhöht
ist. Diese höhere Laufzeit resultiert unter anderem durch häufigere Funktionsauf-
rufe während der Auswertung der Ereignisse.
Zur Messung des Speicherbedarfs der beiden Versionen der Codegenerierung







































Abbildung 9.17: Codespeicherverbrauch (ROM) des Monitors für nicht verteilte und ver-
teilte Monitore bei wachsender Spezifikation
zeigt den Codespeicher, der von den Monitoren benötigt wird. Die für die Syn-
chronisierung vorbereitete Version benötigt durch die Umstrukturierung etwas
weniger Codespeicher.
Abbildung 9.18 zeigt den benötigten Datenspeicher der Implementierungen.
Hier ist deutlich zu sehen, dass durch die Verteilbarkeit des Monitors, die zu-
sätzliche Identifizierer für die Zuordnung der Plätze einführt, nach einem niedri-
geren Speicherbedarf bei kleinen Monitoren ein deutlicher Anstieg bei größeren
Signaturen gegenüber dem nicht verteilbaren Monitor entsteht. Der erhöhte Da-
tenspeicherbedarf bei kleinen Signaturen (10 Nachrichten) des nicht verteilbaren
Monitors resultiert aus dem höheren Speicherbedarf des Controllers im Gegen-
satz zu der auf Verteilbarkeit optimierten Implementierung.
9.3.5 Schlussfolgerung
Durch die Aufteilung der Monitore wird ein Overhead dem System hinzugefügt.
Dieser ist jedoch relativ gering und erlaubt die Überwachung komplexerer Signa-
turen, die Informationen des Gesamtsystems verwenden, auf verteilten Systemen.
Hierbei muss jedoch auch ein Kommunikationskanal geschaffen werden, der in
die Laufzeit des Monitors mit einberechnet werden muss.
Wenn die Laufzeit des Monitors zur Verarbeitung eines Ereignisses eine kri-
tische Größe darstellt, sollten für einzelne Komponenten eigenständige Monitore
generiert werden, die nicht oder nur sehr selten miteinander kommunizieren. Zur
Reduktion der Verarbeitungszeit kann hierbei ein eigenständiger schneller Kom-
munikationskanal für die Monitore eingeführt werden. Ein solcher zusätzlicher
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Abbildung 9.18: Datenspeicherverbrauch (RAM) des Monitors für nicht verteilte und ver-
teilte Monitore bei wachsender Spezifikation
9.4 Vergleich von MBSecMon und JavaMOP
In diesem Abschnitt der Evaluation werden der in dieser Arbeit vorgestellte MB-
SecMon-Ansatz mit dem Monitor-oriented Programming (MOP)-Ansatz [MJG+12]
verglichen, der in Abschnitt 4.3.7 vorgestellt wurde. Dieser Vergleich basiert auf
der Masterthesis [Lan13] und kann dort in vollem Umfang nachgelesen werden.
Hierbei werden die Spezifikationssprachen Kontextfreie Grammatiken und Er-
weiterte Reguläre Ausdrücke als repräsentative Auswahl aus den möglichen Spe-
zifikationssprachen die MOP unterstützt gewählt.
In der Arbeit [Lan13] wurde die Monitorgenerierung von Java-Monitoren um
ein Konzept zur Einbindung der generierten Monitore in ein Java-Programm
durch Verwendung von AspectJ erweitert. JavaMOP verwendet eine aspektori-
entierte Spezifikationssprache als Teil der Monitorspezifikation zur Beschreibung
von Ereignissen. Dieser orientiert sich an der AspectJ-Syntax.
9.4.1 Beispielsystem Alarmanlage
Zur Evaluation der beiden Ansätze wird in diesem Abschnitt eine Alarmanlage
als zu überwachendes System verwendet. Abbildung 9.19 zeigt eine schematische
Darstellung dieser Alarmanlage. Die Alarmanlage besteht grundsätzlich aus einer
Zentrale, die Signale von den Sensoren erhält und gegebenenfalls über den Aktor
Alarm gibt. Als Sensoren stehen hierbei u. a. Tür- und Fensterkontakte und Bewe-
gungsmelder zur Verfügung, die durch eine Alarmsteuerung ausgewertet werden.
Die Zentrale besitzt eine Ein- bzw. Ausgabeschnittstelle, über die sie die Signale

































Sensoren Zentrale (PC) 
Abbildung 9.19: Schematische Darstellung einer Alarmanlage
Steuerungssoftware Alarm ausgelöst, indem der Signalgeber eine Ausgabe stattfin-
det.
Dieses zu überwachende System ist als Java-Programm implementiert. Das Ziel
ist es hier einen Laufzeitmonitor zu generieren, der die Funktionsweise der Zentrale
überwacht.
Verwendete Signaturen Als Signaturen werden drei unterschiedliche Mo-
nitorspezifikationen, die in Abbildung 9.20 als eLSC dargestellt sind, verwendet.
In MBSecMon wurden für die bessere Vergleichbarkeit synchrone Nachrichten
gewählt, da JavaMOP nur ein Ereignis pro Methodenaufruf produziert.
Die Signatur Einbruch (E) stellt einen Usecase dar, der beschreibt, wann ein Sys-
tem einen Einbruch melden soll. Hierzu wird nach jeder notify-Nachricht, die vom
Bewegungsmelder geschickt wird, die Variable globalAlarm der Zentrale auf true
geprüft und erwartet, dass der Alarm durch den Aufruf der Methode setAlarm
ausgelöst wird.
Fehlfunktion (F) überwacht als Misusecase, ob das System einen Alarm auslöst,
obwohl dazu kein Grund besteht, indem die durch die activate-Methode überge-
bene PIN mit der gültigen PIN der Zentrale verglichen wird. Wenn sich diese
unterscheiden und die Alarmsteuerung aktiviert wird, wurde der Misusecase er-
kannt.
Sequenznummern (S) ist als Usecase modelliert und überwacht, dass die Se-
quenznummern der notify-Nachrichten im System monoton steigend sind. Hierzu
wird die Signaturinstanzen verschränkt ausgeführt und hierfür im Fall der MPNs
das Konzept der Subgenerationen genutzt.
In JavaMOP werden die Ereignissequenzen als Kontextfreie Grammatiken (CFG)
sowie als Erweiterte Reguläre Ausdrücke (ERE) spezifiziert. Hierbei stellt die Spe-
zifikation als CFG die Besonderheit des MOP-Ansatzes dar, dessen effizienter Im-
plementierung bei der Entwicklung große Bedeutung zugemessen wurde. ERE
werden wie in Abschnitt 4.3.7 beschrieben vor der Codegenerierung in Endliche
Automaten (FSM) übersetzt. Diese stehen in dieser Evaluation für alle Eingabe-
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E) S) 
F) Live Sequence Chart Fehlfunktion_BasicPath 
ZentraleIO Alarmsteuerung 
pin != global_pin 
activate(pin) 
activated() 
Live Sequence Chart Sequenznummern_BasicPath 
Bewegungsmelder ZentraleIO 
z = seq; 
seq >  z 
notify(id, seq) 
notify(id, seq) 
Live Sequence Chart Einbruch_BasicPath 
Signalgeber Bewegungsmelder ZentraleIO 
global_alarm == true 
notify(id, seq) 
setAlarm(status) 
Abbildung 9.20: Signaturen zur Überwachung der Alarmanlage
9.4.2 Ziel
Ziel dieses Vergleichs ist die Betrachtung der Implementation JavaMOP mit der
Java-Monitorgenerierung des MBSecMon-Prozesses. Hierbei wird insbesondere
auf die Laufzeit und den bisher noch nicht betrachteten Speicherverbrauch der
beiden Ansätze bei Überwachung paralleler Java-Programme eingegangen.
Bedingungen werden in MOP schon in den Aspekten definiert und zur Lauf-
zeit, bevor ein Ereignis ausgelöst wird, überprüft. Im Gegensatz hierzu werden
Ereignisse im MBSecMon-Prozess direkt an den Monitor übergeben und erst dort
die Bedingung, die Teil der Signatur ist, überprüft. Diese zwei Konzepte führen
zu einer unterschiedlichen Erzeugung von Monitorinstanzen.
9.4.3 Messungen
Zur Messung der Laufzeiteigenschaften werden zwei Millionen Kommunikations-
stränge (Generationen) sequenziell ausgeführt. Die Messungen bestehen hierbei
aus zwei Schritten: (1) Instantiierung der für den zu messenden Kommunikations-
strang notwendigen Objekte aus dem Alarmanlagenbeispiel und (2) Auslösen der




















Im Folgenden werden die vorgestellten Signaturen in Szenarien mit offenen
und geschlossenen Kommunikationssträngen betrachtet. Offene sind dabei nicht
beendete Monitore, deren Ergebnis noch nicht feststeht und geschlossene sind
vollständig durchlaufene Monitore.
Als Ausführungsplattform wurde ein PC mit folgenden Eigenschaften verwen-
det:
• CPU: Intel Core i7-860 mit 2,80 GHz
• Arbeitsspeicher: 8 GB
• Software: Windows 7 Professional SP2, JavaMOP 3.0.0, MBSecMon-Tool
Zur besseren Vergleichbarkeit wurde die Garbage-Collection der JavaVM wäh-
rend der Laufzeit verhindert.
Im Folgenden werden verschiedene Szenarien betrachtet, die nach ihren ge-
nutzten Signaturen benannt sind.
• F1 verwendet die Signatur Fehlfunktion, wobei nur die Methode activate auf-
gerufen wird. Es ergeben sich hierbei offene (nicht beendete) Monitorin-
stanzen. Dieses Szenario zeigt den schlimmsten Fall, in dem eine steigende
Anzahl von offenen Monitorinstanzen erzeugt wird.
• F2 ist dasselbe Szenario wie F1 mit dem Unterschied, dass anschließend zum
Aufruf von activate noch die Methode activated aufgerufen wird. Hierdurch
werden die Monitorinstanzen beendet. Dies zeigt, wie die Monitoransätze
den Abschluss von Monitorinstanzen verarbeiten.
• S1 verwendet die Signatur Sequenznummern, die verschränkt ausgeführt wer-
den soll. Da MOP dies nicht unterstützt, wurde eine ähnliche Konstruktion
gewählt, in der die Methode notify zweifach aufgerufen wird. Dies führt
im MOP-Monitor zu einem geschlossenen und einem offenen Kommunika-
tionsstrang.
• E1 verwendet die Signatur Einbruch, in der drei Kommunikationsteilneh-
mer überwacht werden. Bei diesem Szenario werden die drei in der Sig-
natur modellierten Methodenaufrufe nacheinander ausgeführt. Ziel ist die
Betrachtung des Verhaltens der Monitore bei der Überwachung mehrerer
Teilnehmer.
• EF1 ist ein Szenario, in dem die beiden Signaturen Einbruch und Fehlfunkti-
on eingesetzt werden. Hierbei werden nur die Methoden activate und notify
ausgeführt, um eine wachsende Anzahl offener Monitorinstanzen zu erhal-
ten. Hierdurch wird die Skalierbarkeit der beiden Ansätze bei Einsatz meh-
rerer Signaturen betrachtet.
Durchschnittliche Laufzeiten Tabelle 9.6 zeigt die durchschnittlichen
Laufzeiten pro Kommunikationsstrang. Diese werden über die gemessenen zwei
Millionen Kommunikationsstränge gemittelt, um eindeutige Messwerte zu erhal-
ten. Im oberen Teil sind die einzelnen Szenarien aufgeführt und in der letzten
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(1) (2) (3) Vergleiche
Untersuchung MBSecMon MOP-CFG MOP-ERE (1) vs. (2) (1) vs. (3) (2) vs. (3)
F1 0.0025 0.0023 0.0022 108% 116% 108%
F2 0.0024 0.0024 0.0021 97% 113% 116%
S1 0.0052 0.0025 0.0022 209% 242% 115%
E1 0.0037 0.0068 0.0053 55% 70% 128%
EF1 0.0053 0.0063 0.0062 85% 86% 101%
Gesamt 0.0038 0.0041 0.0036 94% 107% 113%
Tabelle 9.6: Vergleich der durchschnittlichen Ausführungszeiten je Kommunikations-
strang in [ms]
Es ist zu erwähnen, dass die Garbage-Collection während der Messung deak-
tiviert war. Da die Lebenszeit der Monitorinstanzen in MOP von der Lebenszeit
der überwachten Objekte abhängt und diese Objekte während der Messung nicht
freigegeben wurden, war während der Laufzeit bei JavaMOP eine Reorganisation
der Datenstrukturen (HashMaps) notwendig. Dies hat Einfluss auf die Messer-
gebnisse der Szenarien F2 und E1. Die hohen Werte für die Verarbeitung von
Szenario S1, in dem bei MBSecMon Subgenerationen zum Einsatz kommen, sind
nicht vollständig mit den Werten von Java MOP vergleichbar. Da JavaMOP die
verschränkte Überwachung nicht unterstützt, wurde eine ähnliche aber funktio-
nal eingeschränkte Signatur verwendet, die schneller auszuwerten ist.
Die mit MBSecMon generierten Java-Monitore sind hinsichtlich der Verarbei-
tungszeit zwischen denen von MOP mit CFG als Spezifikationssprache und MOP
mit ERE und damit FSMs als Spezifikationssprache einzuordnen. Die hier ge-
messenen Ausführungszeiten zeigen, dass beide Ansätze zur Überwachung von
Programmen auf einem PC einsetzbar sind. Im schlechtesten Fall konnten durch-
schnittlich mehr als 200.000 Kommunikationsstränge in der Sekunde verarbei-
tet werden. Dies dürfte genügend Reserven bieten, um auch komplexere Muster
zu überwachen. Der Vergleich der Laufzeiten der Java-Implementierung mit der
C-Implementierung der generierten Monitore des MBSecMon-Prozesses in Ab-
schnitt 9.1 lässt darauf schließen, dass die Java-Implementierung starkes Opti-
mierungspotential bietet.
Durchschnittlicher Speicherbedarf Tabelle 9.7 zeigt den Datenspei-
cherbedarf der Monitore der verschiedenen Ansätze. Bei JavaMOP und MBSec-
Mon ist auch hier zu bemerken, dass der Garbage-Collector während der Mes-
sung deaktiviert war und nur am Ende der Messung einmalig aufgerufen wurde,
um nicht mehr referenzierte Objekte abzuräumen. Hierdurch findet keine Deallo-
kation der erstellten Monitore zur Laufzeit statt. Auch der Unterschied bei S1 in
der Umsetzung von Subgenerationen gilt für diese Messung.
Die Szenarien F1, S1 und EF1 stellen den schlechtesten Fall dar, da in einem
realen Monitor davon auszugehen ist, dass der größte Teil der Kommunikations-
stränge sich in einer absehbaren Zeit beendet (geschlossen wird). Nur wenige




















(1) (2) (3) Vergleiche
Untersuchung MBSecMon MOP-CFG MOP-ERE (1) vs. (2) (1) vs. (3) (2) vs. (3)
F1 1050.79 746.38 490.00 141% 214% 152%
F2 97.98 746.38 490.00 13% 20% 152%
S1 1299.42 762.40 506.02 170% 257% 151%
E1 187.90 2365.68 1412.06 8% 13% 168%
EF1 2098.54 1628.76 1284.41 129% 163% 127%
Gesamt 946.93 1249.92 836.50 76% 113% 149%
Tabelle 9.7: Vergleich des durchschnittlichen Speicherverbrauchs in [MB]
stellt das hier in diesen Szenarien dargestellte Verhalten eine obere Schranke des
Speicherverbrauchs dar.
Auffällig ist der große Unterschied zwischen MBSecMon- und den MOP-Moni-
toren bei den Messungen F2 und E1. In diesen Fällen, in denen die Monitore bis
zum Ende durchgeführt werden, ist zu sehen, dass bei MOP die Monitorinstan-
zen noch nicht freigegeben sind. In MBSecMon wurden alle vollständig durchge-
führten Monitore direkt dereferenziert und konnten somit vom Garbage-Collector
abgeräumt werden.
Auch bei der Evaluation des Speicherverbrauchs ist der MBSecMon-Ansatz
zwischen JavaMOP mit CFG und JavaMOP mit ERE als Spezifikationssprache ein-
zuordnen. Der geringere Speicherverbrauch von JavaMOP gegenüber MBSecMon
ist darauf zurückzuführen, dass in der Monitorimplementierung von JavaMOP
deutlich stärker auf primitive Datentypen gesetzt wird als in der Java-Implemen-
tierung von MBSecMon. Somit fallen die Kosten der Verwaltung von Monitorin-
stanzen in JavaMOP größtenteils wesentlich geringer aus. Dagegen bietet der MB-
SecMon-Ansatz in der MPN-Sprache selbst die verschränkte Überwachung einer
Signatur und die Verwendung zusätzlicher Informationen in Bedingungen und
Aktionen an, die in JavaMOP nur sehr eingeschränkt im aspektorientierten Teil
der Spezifikation verwendet werden können.
9.4.4 Schlussfolgerung
Diese Betrachtung hat gezeigt, dass Monitor-Petrinetze auch bei kleinen Signatur-
en einsetzbar sind und die Java-Implementierung mit der des MOP-Ansatzes ver-
gleichbar ist, obwohl sie weitere Konzepte wie die Subgenerationen, die von MOP
nicht angeboten werden, besitzt. Die Java-Implementierung des MBSecMon-An-
satzes ist, wie in Abschnitt 9.1 gezeigt, nicht auf Speicherverbrauch und Laufzeit
optimiert, sondern setzt auf objektorientierte Konzepte in denen viele Objekte
angelegt und wieder verworfen werden. Des Weiteren waren die verwendeten
Signaturen im Fall von MPN nicht minimal in Hinsicht auf ihre Plätze, da die-
se aus eLSC-Spezifikationen generiert wurden. Für jede Lebenslinie existierte ein
Platz, da die Optimierungen, die in Abschnitt 7.3.2 besprochen wurden, noch
nicht implementiert waren.
In diesem Vergleich wurden relativ einfache Ereignismuster ohne Parallelität
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Hier hat sich gezeigt, dass sich die aus MPN-Signaturen generierten Monitore
mit denen aus EREs (FSMs) und CFGs im JavaMOP-Konzept messen können. Ein
genauerer Vergleich der Zwischensprachen, die kein Parallelitätskonzept von sich
aus unterstützen, und den MPNs findet in Abschnitt 9.6 anhand der FSMs statt.
9.5 AUTOSAR-Integration : Automatikschaltung
In diesem Abschnitt der Evaluation werden der Einsatz und die Anpassbarkeit
des MBSecMon-Ansatzes, insbesondere die Generierung von Monitoren aus der
MPN-Sprache, für ein in Bezug auf die Schnittstellen und Datentypen restriktives
System betrachtet. Die Evaluation basiert auf der Veröffentlichung [PPPM13]. Die
AUTomotive Open System ARchitecture (AUTOSAR)6 (Abschnitt 2.1) ist ein offener
Industriestandard der Automobilindustrie, der zum Ziel hat eine gemeinsame
Plattform für die Entwicklung von Fahrzeugsystemen zu bieten. Er bietet eine
modulare Softwarearchitektur mit standardisierten Schnittstellen und eine Lauf-
zeitumgebung (engl. Runtime Environment) (RTE), die die Softwarekomponenten
der Applikationsebene von den darunter liegenden Modulen der Basic-Software-
schicht und der tatsächlichen Hardware trennt. Ziel dieser Trennung ist besser
mit der wachsenden Komplexität der Software in Fahrzeugen zurechtzukommen.
Der AUTOSAR-Standard bietet, wie in Abschnitt 4.4 besprochen, nur die Spe-
zifikation von Monitoren zur Überwachung des Kontrollflusses und von Zeitas-
pekten auf einem niedrigen Abstraktionsniveau an. Jedoch bietet es keine Un-
terstützung für die Spezifikation und Generierung komplexer Monitore auf dem
Abstraktionsniveau der Softwarekomponenten.
In [PPPM13] wurde der MBSecMon-Prozess in den AUTOSAR-Entwicklungs-
prozess integriert. Im Folgenden werden die durch den MBSecMon-Ansatz gene-
rierten Monitore evaluiert und deren Einsetzbarkeit in einem AUTOSAR-System
betrachtet.
9.5.1 Integration des MBSecMon-Prozesses in den AUTOSAR-Entwicklungsprozess
In diesem Abschnitt wird für die Evaluation des MBSecMon-Ansatzes ein kleines
realistisches AUTOSAR-System verwendet. Abbildung 9.21 zeigt ein vereinfach-
tes System einer Automatikschaltung als Komponentendiagramm. Es besteht aus
vier Komponenten – ShiftLogic, Transmission, Engine und Vehicle. Hierbei reprä-
sentiert die Komponente Vehicle die physischen Eigenschaften des Fahrzeugs. Zur
Kommunikation zwischen den Komponenten wird das Sender-Receiver-Muster
verwendet, das zur asynchronen Kommunikation zwischen AUTOSAR-Kompo-
nenten vorgesehen ist. Hierbei übergibt der Sender den zu übertragenden Wert
an die RTE und die empfangende Komponente ruft bei Bedarf entsprechenden
Wert bei der RTE ab.
In Abbildung 9.21 sind zusätzlich die Eingabeports markiert, die die Werte
von Gas (engl. Throttle) und Bremsmoment (engl. BrakeTorque) von außen überge-
ben bekommen. Überwacht werden sollen in diesem Beispiel die Kommunikation









































Abbildung 9.21: Die Automatikschaltung als Komponentendiagramm
Die Implementierung der Komponenten basiert auf einem dem Mathworks
Matlab/Simulink-Werkzeug beiliegenden Beispielprojekt einer Automatikschal-
tung7, das für die Generierung AUTOSAR-konformen C-Codes leicht angepasst
wurde. Kontinuierliche Blöcke im Simulinkmodell, die nicht mit der Codegenerie-
rung für AUTOSAR kompatibel sind, wurden durch ihre diskreten Gegenstücke
ersetzt. Die AUTOSAR-konforme Implementierung wird auf Basis dieses Modells
mit Mathworks Embedded Encoder generiert. Integriert wird diese Implementie-
rung in eine AUTOSAR-Simulationsumgebung, die mithilfe des Werkzeugs Op-
tiXware Embedded Architect auf Basis des in Abbildung 9.21 Komponentendia-
gramms generiert wurde.
9.5.2 Ziel
Das Ziel dieser Fallstudie ist die Bestimmung des Overheads von Monitoren in
einem kleinen realen System sowie die Integration von Monitoren in eine vorhan-
dene in Bezug auf Schnittstellen und Datentypen restriktive Softwarearchitektur.
9.5.3 Anpassungen des MBSecMon-Prozesses
Abbildung 9.22 zeigt den an die Generierung von Monitoren für AUTOSAR-Sys-
teme angepassten MBSecMon-Prozess. Auf der linken Seite ist ein stark verein-
fachter AUTOSAR-Prozess dargestellt. Als Eingabe dient in diesem die AUTO-
SAR-Systemspezifikation, die im ARXML-Format vorliegt. Diese beinhaltet un-
ter anderem eine Systembeschreibung auf Komponentenbasis, wie sie in Abbil-
dung 9.21 dargestellt ist, und weitere Informationen, wie die Namen und Typen
der über die Ports übermittelten Daten. Aus dieser wird über ein AUTOSAR-
Werkzeug Applikationscode erzeugt, der dann auf der RTE ausgeführt wird.
Zur Einbindung dieser Spezifikation in den Monitorgenerierungsprozess wird,
wie in [Pat14] beschrieben, die Systemstruktur als Komponentendiagramm in das
MBSecMon-EA-Add-in importiert. Auf Basis dieser Daten können nun die Signa-
turen in der MBSecMonSL modelliert werden.
Für die Generierung der Monitore mussten nur kleine Erweiterungen an der
Codegenerierung und der PSI-Datei vorgenommen werden. Als Basis diente die





















































Abbildung 9.22: Der angepasste Generierungsprozess für Monitore in AUTOSAR
vorhandene Monitorgenerierung für C. Der AUTOSAR-Standard sieht Namens-
konventionen für Schnittstellen vor, die im System genutzt werden. Des Weiteren
muss zur Einbindung in das AUTOSAR-System, die Schnittstellensignaturen, die
das Instrumenting-Device [PWMS12] zur Instrumentierung des Systemcodes mit
Aufrufen des Monitors benötigt, bekannt sein. Die PSI wurden um Einträge für
die Beschreibung von individuellen Schnittstellen erweitert, die Informationen
über den Namen der benötigten Schnittstellen des Monitors und deren Para-
metern, wie den speziellen AUTOSAR-Datentyp, enthalten. Diese können beim
Export der Signaturen aus dem MBSecMon-EA-Add-in automatisch aus der im-
portierten Systemspezifikation auf Basis der Signaturen gewonnen werden.
Mit diesen kleinen Anpassungen ist es nun möglich Monitore für AUTOSAR-
Systeme zu generieren, die sich an den AUTOSAR-Standard halten und diese
über das Instrumenting-Device in das System einzubinden.
9.5.4 Evaluation der generierten Monitore
Im Folgenden werden die mit dem angepassten Prozess generierten Monitore
genauer auf ihren Speicherverbrauch und ihr Laufzeitverhalten gegenüber dem
AUTOSAR-System betrachtet.
Signaturen In dieser Evaluation werden Signaturen verwendet, die das Sub-
generationskonzept der MPNs verwenden und Zuweisungen von Variablen so-
wie Bedingungen besitzen. Hierdurch soll evaluiert werden, ob auch solche rela-
tiv komplexen Signaturen, in denen mehrere Instanzen der Signaturen zur Lauf-
zeit erstellt und verworfen werden, in einem AUTOSAR-System einsetzbar sind.
Abbildung 9.23 zeigt die beiden eingesetzten Signaturen AcceptedSpeedChanges

























lastGear = currentGear 
1 < absVal(currentGear -  lastGear) 
Gear_Gear(currentGear:GearDataType) 
Gear_Gear(currentGear:GearDataType) 





lastSpeed = currentSpeed 
10 > absVal(lastSpeed - currentSpeed) 
VehicleSpeed_VehicleSpeed(currentSpeed:VehicleSpeedDataType) 
VehicleSpeed_VehicleSpeed(currentSpeed:VehicleSpeedDataType) 
Abbildung 9.23: Nebenläufig ausgeführte Signaturen zur Überwachung des AUTOSAR-
Systems































Abbildung 9.24: Eingabedaten für das AUTOSAR-System
überwachen diese Signaturen ähnlich wie die in Abschnitt 5.4 vorgestellten ver-
schränkten Signaturen in jedem Schritt die Veränderung des übergebenen Wertes.
Hierbei handelt es sich bei ASC um eine positive Signatur, deren Fehlschlagen
einen Fehler darstellt und bei IGC um eine negative Signatur.
Messungen Die Messungen werden in der OptXware Embedded Architect
Simulationsumgebung für AUTOSAR durchgeführt. Diese läuft auf einem AMD
Phenom II X4 955 Prozessor, mit 3.20 GHz. Die Messungen werden mit den Win-
dows Win32-API-Funktionen MyQueryPerformanceCounter und MyQueryPer-
formanceFrequency gemessen, die eine CPU-Tick-Granularität bieten. Diese Mes-
sungen werden in Beziehung mit den Laufzeiten des AUTOSAR-Systems gesetzt,
um einen Eindruck über die Dimension des Overheads, der durch die Monitore
eingeführt wird, zu gewinnen.
Als Eingabe für die Messung der Laufzeit des Systems wird die in Abbil-
dung 9.24 gezeigte Kurve gewählt, die ein Überholmanöver darstellt.
Laufzeitanalyse Zunächst wird der Einfluss der beiden jeweils verschränkt
ausgeführten Monitore auf den Aufruf der RTE-Methoden betrachtet. Tabelle 9.8
zeigt für die einzelnen instrumentierten Ports die Laufzeit ohne (Original) und
mit Monitoren (Instr.). Die Zugriffe auf die RTE beinhalten bei der Verwendung
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Komponente RTE-Aufruf Mittelwert
Original (ticks) Instr. (ticks) Diff. (%)
ShiftLogic() Rte_Read_VehicleSpeed . . . 24,76 38,87 57
ShiftLogic() Rte_Write_Gear . . . 18,00 23,60 31
Transmission() Rte_Read_Gear . . . 25,28 37,63 49
Vehicle() Rte_Write_VehicleSpeed . . . 21,56 27,62 28
Tabelle 9.8: Vergleich der Ausführungszeit der originalen und der überwachten Aufrufe
der RTE
Komponente Mittelwert
Original (ticks) Instr. (ticks) Diff. (ticks) Diff. (%)
ShiftLogic() 56,03 70,97 14,94 28
Transmission() 57,28 63,77 6,49 11
Vehicle() 48,63 58,39 9,76 20
Tabelle 9.9: Vergleich der Ausführungszeit der originalen und überwachten Komponen-
ten
ble bzw. das Lesen aus einer Variablen, die in der RTE verwaltet wird. Hierbei
wird ggf. die Einhaltung des in der Systemspezifikation definierten Wertebereichs
des Variablentyps überprüft. Für den schreibenden Zugriff auf die RTE liegt der
Overhead bei 28% und 31% und für den lesenden Zugriff bei 49% und 57%. Die
gemessene Zeit beinhaltet bei der instrumentierten Variante der RTE-Aufrufe den
Wrapper um die Aufrufsmethode, den Aufruf des Monitors und die Verarbeitung
des übergebenen Ereignisses und Datenwerts durch den Monitor.
Der erhöhte Wert für die lesenden Zugriffe resultiert aus der Struktur der Moni-
tore, die auf der empfangenden Seite Zuweisung von Variablen und Auswertun-
gen von Bedingungen enthalten. Diese Bedingungen und Aktionen haben somit
einen großen Anteil an der Gesamtlaufzeit des Monitors.
In Tabelle 9.9, wird im Gegensatz zur vorherigen Betrachtung der Einfluss des
Laufzeitoverheads der Monitore auf die Laufzeit der Softwarekomponenten be-
trachtet. Bei der ShiftLogic-Komponente sind zwei Ports instrumentiert, was zu
einem höheren Overhead in Relation zu den anderen SW-Komponenten, bei de-
nen nur ein Port instrumentiert ist, führt. Insgesamt liegt der Overhead der Kom-
ponente ShiftLogic bei 28%. Dies entspricht ungefähr dem Overhead für einen
lesenden und einen schreibenden Zugriff auf die Ports.
Speicher-Analyse Zur Messung des Speicherverbrauchs wird das Werk-
zeug objdump der GNU Binutils Toolsuite angewendet. Dieses arbeitet auf den kom-
pilierten Objektdateien und liefert eine Übersicht über den Speicherverbrauch des
Quellcodes (Code) und der drei Datensektionen Data, bss (uninitialisierte Daten)
und rdata (Read-Only-Daten).
Tabelle 9.10 zeigt den Speicherbedarf des Systems und der Monitore. Hierbei ist
zu erkennen, dass die Wrapper um die RTE-Aufrufe, die die Ereignisse und Daten
an den Monitor weiterleiten, nur einen sehr kleinen Einfluss auf den benötigten





















Typ Read_VS Write_VS Read_G Write_G Contr. ASC IGC
Code 48 48 48 48 1632 2512 2160
Data 0 0 0 0 88 40 32
Tabelle 9.10: Speicheroverhead der Monitore in Byte
Monitor besteht wie in Kapitel 7 beschrieben aus einem Controller (Contr.), der
die einzelnen Signaturen verwaltet und anspricht, und den Signaturen Allowed-
SpeedChanges (ASC) und InvalidGearChanges (IGC) selbst. Der durch den Monitor
eingeführte Overhead der Datensektion ist sehr gering und wächst nur langsam
mit der Größe der Signatur, da nur der Zustand der Monitorinstanzen und die
zwischengespeicherten Variablen dort gespeichert werden.
Schlussfolgerung In dieser Evaluation wurde ein kleines AUTOSAR-Sys-
tem, bestehend aus rudimentären SW-C-Implementierungen, mit Monitoren über-
wacht, die das Subgenerationskonzept der MPNs verwenden. Die Implementie-
rungen des Systems bestehen größtenteils nur aus wenigen Simulink-Blöcken und
Tabellen. Aus diesem Grund zeigt sich bei der Betrachtung ein relativ hoher Over-
head in Bezug auf die Laufzeit und den Speicherbedarf des Systems an sich. Je-
doch ist zu beachten, dass die Verarbeitung eines Ereignisses im Extremfall nur
15 CPU-Ticks auf einem PC-Prozessor in Anspruch nimmt. Zusammen mit der
Betrachtung der Skalierbarkeit der Monitore auf eingebetteten Systemen in Ab-
schnitt 9.1 lässt sich schlussfolgern, dass die generierten Monitore mit MPN als
Zwischensprache in einem solchen realen System einsetzbar sind.
Diese Evaluation hat gezeigt, dass der MBSecMon-Prozess an restriktive Syste-
me mit starken Anforderungen an den generierten Code mit relativ kleinem Auf-
wand angepasst werden kann. Informationen der AUTOSAR-Systemspezifikation
wurden in den MBSecMon-Prozess einbezogen. Hierdurch können Monitore au-
tomatisch aus den Signaturen, die in der MBSecMonSL vorliegen, generiert und
über eine Instrumentierung in das zu überwachende System eingebunden wer-
den.
9.6 Laufzeit und Speicherverbrauch im Gegensatz zu FSMs
Basierend auf den unterstützen Sprachen in JavaMOP wird in diesem Abschnitt
ein Vergleich zwischen speziellen Konzepten und deren Abbildung in die ver-
schiedenen Zwischensprachen betrachtet. Hierbei wird insbesondere auf für die
einzelnen Sprachen problematischen Aspekte eingegangen.
CFG und ERE sowie FSM können keine parallelen Abläufe darstellen. Hier-
durch muss im Fall, dass eine Signatur in einer Spezifikationssprache, die Paral-
lelität unterstützt, modelliert wurde, der parallele Teil ausmultipliziert werden.
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Abbildung 9.26: Abbildung einer asynchronen Signatur als FSM und MPN
• Ignore-/Forbidden-Fragmente,
• kalte Elemente,
• sowie zwei unabhängige Abläufe auf bzw. zwischen verschiedenen Lebens-
linien einer Signatur.
Im Folgenden wird die Übersetzung einiger dieser Modellierungselemente in
die Zwischensprachen am Beispiel genauer betrachtet. Abbildung 9.25 zeigt hier-
zu zunächst eine Übersetzung einer synchronen Kommunikation in FSM und
MPN. Auffällig hierbei ist, dass sich die Modellgröße der beiden Zwischenspra-
chen identisch verhält. Sowohl die FSMs als auch die MPNs wachsen linear in
Bezug auf Plätze/Zustände und Transitionen. Wie in Abschnitt 9.1 beschrieben,
ist die Laufzeit des MPNs zur Verarbeitung eines Ereignisses von der Anzahl
der Transitionen in dem MPN mit demselben annotierten Ereignis abhängig. Dies
unterscheidet sich bei einer FSM. Eine FSM besitzt nur einen aktiven Zustand
und die Laufzeit einer Ereignisverarbeitung hängt von der Anzahl der ausge-
henden Transitionen des aktiven Zustandes ab. Somit ist die Verarbeitung eines
Ereignisses in einer FSM lokal, während bei einem MPN alle infrage kommenden
Transitionen im Netz überprüft werden müssen.
In Abbildung 9.26 ist die Übersetzung einer asynchroner Kommunikation als
eLSC nach FSM und MPN dargestellt. Die eLSCs haben eine schwache partielle










































Abbildung 9.27: Anstieg der Anzahl der Elemente in FSM und MPN bei asynchroner
Kommunikation
denen möglichen Sequenzen führt, die explizit ausmultipliziert werden müssen.
Schon bei diesem asynchronen Muster ist in Abbildung 9.27 zu erkennen, dass die
Anzahl der Zustände in FSMs mit wachsender Anzahl der Nachrichten mehr als
linear anwachsen. Dies gilt sowohl für die Zustände als auch für die Anzahl der
Transitionen. MPNs hingegen wachsen in beiden Aspekten linear mit der Anzahl
der Nachrichten und haben schon bei sehr wenigen Nachrichten (2) einen Vorteil
gegenüber den FSMs.
In der eLSC-Sprache existiert zusätzlich noch das Par-Fragment, das eine pa-
rallele Ausführung verschiedener Sequenzen beschreibt. Abbildung 9.28 zeigt ein
solches Fragment in Kombination mit jeweils nur einer synchronen Nachricht
in den parallelen Teilen. Zur Bestimmung der Werte wurden bei der Erstellung
der FSM Zustände zusammengefasst, auf die identische Ereignissequenzen folgen.
Auch hier wächst, wie in Abbildung 9.29 zu sehen ist, die Anzahl der Elemente
für die MPN-Signatur bei der Übersetzung nur linear an, während die der FSM
exponentiell steigt.
Ignore-Fragmente beschreiben, wie in den vorherigen Beispielen gezeigt, zu
ignorierende Ereignisse. Diese müssen in der Zwischenrepräsentation explizit
modelliert werden, wenn es sich um eine kontinuierliche Signatur handelt, in der
nur modellierte Ereignisse vorkommen dürfen. Durch die parallel aktiven Plätze
in MPNs kann ein zusätzlicher Platz erzeugt werden, an den diese Transitionen
mit den zu ignorierenden Ereignissen annotiert werden können. Im Gegensatz
hierzu muss in FSMs an jeden der Zustände in dem Bereich, in dem ein Ereignis
ignoriert werden soll, explizit eine Transition modelliert werden. Dasselbe gilt für















































Abbildung 9.28: Abbildung eines Par-Fragments in einer synchronen Signatur als FSM
und MPN
























Abbildung 9.29: Anstieg der Anzahl der Elemente in FSM und MPN bei Einsatz eines
Par-Fragments in den eLSCs
Kalte Elemente (Nachrichten) in LSCs werden zu Übersprungstransitionen über-
setzt. In MPNs können diese an die entsprechenden Plätze angehängt werden. In
FSMs führen diese durch das Ausmultiplizieren der Zustände zu einer entspre-
chend höheren Anzahl von Transitionen in der Zwischenrepräsentation.
Des Weiteren kommt es bei der Spezifikation auf Ebene der eLSCs auch dazu,
dass zwei größtenteils unabhängige Abläufe in einer Signatur, die keine überlap-
penden LSC-Objekte besitzen, auftreten. Dies führt ähnlich zum Par-Fragment zu
einer Ausmultiplikation in einem FSM während MPNs diese Parallelität direkt
abbilden können.
Schlussfolgerung Wie schon an den einfachen Beispielen zu sehen ist, sind
FSMs, wie sie u. a. im Monitorrahmenwerk MOP als Spezifikationssprache einge-




















munikationsthreads mit beliebig verschachtelten nebenläufigen Kommunikations-
prozessen geeignet. Die hier betrachteten Szenarien spiegeln nur das einzelne
Auftreten paralleler Konzepte wieder. In realen Signaturen werden die vorgestell-
ten Konzepte jedoch auch kombiniert angewendet. So wird ein Par-Fragment mit
Sequenzen an asynchronen Nachrichten in den Teilen des Par-Fragments kombi-
niert.
Auch Erweiterte Reguläre Ausdrücke, Temporale Logiken, die im MOP nach
FSM übersetzt werden, und Kontextfreie Grammatiken, bieten keine Konzep-
te zur Beschreibung von Parallelität. Parallelität lässt sich in diesem Fall einge-
schränkt durch von außen angesteuerte Teilsignaturen simulieren, wodurch die
formale Grundlage nur für die Teilsignaturen gilt. MOP verwendet diese Forma-
lismen nur zur Beschreibung von erlaubten und verbotenen Ereignissequenzen
und beschreibt Bedingungen in AspectJ und Reaktionen in der Zielsprache.
Die Monitor-Petrinetze sind auf die Spezifikation von Monitoren angepasst und
skalieren beim Speicherverbrauch bei parallelen Sequenzen, besser als FSMs. Bei
kleinen, einfachen Sequenzen haben FSM in der Ausführungszeit ihre Vorteile,
jedoch werden MPNs schon bei ein wenig komplexeren Signaturen effizienter.
Des Weiteren sind viele beim Monitoring benötigte Aspekte in der MPN-Sprache
formalisiert enthalten.
9.7 Auswirkungen des Referenzsystems
Das in Kapitel 6 eingeführte Referenzsystem ermöglicht nicht nur die einfache
Modellierung von Zusammenhängen zwischen Teilsignaturen, sondern reduziert
auch die Redundanz in den einzelnen Signaturen. So können Vorbedingungen,
die schon in der Basissignatur geprüft werden, aus den abhängigen Teilsigna-
turen entfernt werden und durch einen Erweiterungspunkt, der den Gültigkeits-
bereich der Teilsignatur in der Hauptsignatur angibt, ersetzt werden. Dieses Re-
ferenzsystem führt natürlich wiederum selbst einen Overhead ein, der Laufzeit
beansprucht. Im Folgenden wird an einem kleinen Beispiel eine erste Evaluation
stattfinden, ob das Referenzsystem Vorteile gegenüber der Einzelmodellierung
der Signaturen bringt.
Signaturen Für eine erste Evaluation des Referenzsystems werden die in Ab-
bildung 9.30 und 9.31 in der MBSecMonSL modellierten Signaturen herangezo-
gen. In beiden Monitorspezifikationen ist die Signatur CARDME_Local identisch
und stellt den vereinfachten Ablauf des CARDME-Protokolls dar.
In Abbildung 9.30 ist der Monitor, der aus Use- und Misusecase besteht, ganz-
heitlich modelliert. Die erste Signatur CARDME_Local stellt den normalen Ablauf
des CARDME-Protokolls dar, der auf Einhaltung geprüft wird. Die zweite Signa-
tur ist ein Misusecase der die Daten der ersten und zweiten Präsentationsphase
auf Plausibilität überprüft. Hierzu werden, nachdem Präsentationsphase 1 und
2 abgeschlossen sind, die übermittelten Daten an die Methode plausibleData(data
_P, data_P2) übergeben und falls diese ein negatives Ergebnis zurück liefert ein
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Live Sequence Chart CARDME_Local_BasicPath 
RSU Vehicle 
ir2_Protocol == "CARDME" 





















Abbildung 9.30: Signatur mit Use- und Misusecase ohne Referenzsystem
nachlässigt, da sie sich nicht als eigenständige Signatur ohne das Referenzsystem
modellieren lässt und so in beiden Fällen identisch wäre.
In beiden Signaturen wird dieselbe Vorbedingung geprüft, um eine unabhän-
gige Auswertung der beiden Teilsignaturen zu ermöglichen. Solche ganzheitlich
modellierten Signaturen, die nicht voneinander abhängen, können beliebig kom-
biniert werden.
Im Gegensatz dazu zeigt Abbildung 9.31 denselben Monitor als kombinierte
Signaturen, wobei der dargestellte Misusecase dem Mainchart des Usecases über
eine «threaten»-Beziehung zugeordnet ist. Der Misusecase wird somit erst über-
wacht, wenn die Überwachung des Maincharts in der Signatur CARDME_Local
beginnt.
Messungen Aus den Signaturen werden mit dem MBSecMon-Tool MPNs ge-
neriert und daraus wiederum C-Quelltext erzeugt. Die Messung wird auf einem
PC8 mithilfe des QueryPerformanceCounters der WIN32-API durchgeführt. Zur
Bestimmung der Messwerte wird die Signatur pro Messung 100-mal durchlaufen
und die Messung 20-mal wiederholt. Über den Messwerten wird anschließend
der Median gebildet.
Auswertung Abbildung 9.32 zeigt die Laufzeit, die für 100 Durchläufe durch
die Signaturen benötigt wird. Wie zu sehen ist, wirkt sich der Einsatz des Refe-
renzsystems positiv auf die Laufzeit des Monitors aus. Methodenaufrufe und an-
































Abbildung 9.31: Signatur mit Use- und Misusecase mit Referenzsystem




Abbildung 9.32: Laufzeit des CARDME-Monitors mit und ohne das Referenzsystem der
MPNs
dere Aktionen in den Bedingungen werden in beiden Monitoren ausgewertet. Die
gemessene Laufzeitersparnis des Monitors mit Referenzsystem entsteht aus der
reduzierten Auswertung der Ereignisse des Misusecases in der Vorbedingung. In
diesem Beispiel werden die Neuinitialisierungen des Monitors nicht verringert, da
in beiden Fällen die in der Signatur UnplausibleData nicht enthaltene Ereignisse bei
der Evaluation ignoriert werden. Diese Ersparnis würde bei einem Monitor, der
die Ereignisse vor der Auswertung nicht filtert, hinzukommen. Das Referenzsys-
tem selbst führt einen Laufzeitoverhead ein, der den Laufzeitgewinn wiederum
einschränkt, wobei sich in diesem Beispiel die Laufzeit reduziert.
Abbildung 9.33 zeigt den Speicherbedarf des Codes der beiden Monitorversio-
nen mit und ohne das Referenzsystem. Dieser nimmt durch die kleinere Signatur
UnplausibleData beim Monitor mit Referenzsystem ab. Die Ersparnis durch die
Reduzierung der Auswertungsmethoden für Transitionen des MPNs ist größer
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Abbildung 9.34: Datenspeicherverbrauch des CARDME-Monitors mit und ohne das Re-
ferenzsystem der MPNs
als die eingeführte Auswertungslogik des Referenzsystems. Beim Datenspeicher-
verbrauch, der in Abbildung 9.34 zu sehen ist, fällt die Reduzierung der Größe
der Signatur nicht auf, da die Speicherung der Belegung der Plätze eine unter-
geordnete Rolle spielt. Hinzu kommen durch das Referenzsystem zum Beispiel
Variablen, die anzeigen, ob eine Signaturinstanz aktiviert ist. Im Beispiel bleibt
der Speicherverbrauch gleich.
Schlussfolgerung In dieser Evaluation wurde an einem kleinen Beispiel
gezeigt, dass sich das Referenzsystem der MPN-Sprache bei der Laufzeit des Mo-
nitors positiv bemerkbar macht und damit einsetzbar ist. Auch der Speicherver-
brauch lässt sich durch den Einsatz des Referenzsystems reduzieren.
Teilweise ist es bei der ganzheitlichen Modellierung von Use- und Misuse-
cases schwer eine passende und dennoch kompakte Vorbedingung zu formulie-
ren. Hierzu bietet z. B. die MBSecMonSL die MUC-Sprache an, um die Abhängig-
keiten zwischen Signaturen zu beschreiben.
Bei der Übersetzung der Signaturen aus einer Spezifikationssprache, die Kon-
zepte wie die MUC-Sprache unterstützt, in die MPN-Sprache müsste ohne das
Referenzsystem eine Erzeugung von passenden Vorbedingungen automatisiert
durchgeführt werden. Dieser Schritt wäre sehr komplex. Hier hilft das Referenz-
system Abhängigkeiten zwischen Signaturen in der Spezifikationssprache direkt
in die MPN-Zwischensprache zu übernehmen, ohne komplexe Analysen auf der
Quellspezifikation ausführen zu müssen.
Des Weiteren wird der Nachteil der Redundanz in der Überwachung, der in
Abschnitt 4.2 betrachteten Ansätze im Bereich der IDS, die Signaturen in ein-
zelne Programmmodule übersetzen, durch das Referenzsystem der MPN-Spra-
che abgemildert. Dabei ist jedoch zu beachten, dass das Referenzsystem an sich
auch einen gewissen Overhead einführt und somit in Extremfällen (kleine und
relativ unabhängige Teilsignaturen) zu Verschlechterungen der Laufzeit und des
Speicherbedarfs führen kann.
In diesem Beispiel wurde nur ein relativ kleiner Anteil des Referenzsystems,
das die Repräsentation von «threaten»- und «mitigate»-Beziehungen unterstützt,
evaluiert. Eine Evaluation der «include»- und «extend»-Beziehungen aus der MB-
SecMonSL muss in Zukunft noch ausgeführt werden.
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Z U S A M M E N FA S S U N G
Ziel dieser Arbeit ist es einen Formalismus zu entwickeln, der sich als universel-
le Zwischensprache für die Spezifikation von Monitoren für hoch verschränkte
Kommunikationsabläufe eignet. Dieser soll in der Domäne der Laufzeitüberwa-
chung eingesetzt werden und spezielle Konzepte, die in diesem Gebiet benötigt
werden, bieten.
Zusammengefasst sind die Beiträge dieser Arbeit:
• Die Monitor-Petrinetze als ein neuer Formalismus mit deterministischer Se-
mantik, der als Zwischensprache zur Repräsentation von Signaturen hoch
nebenläufiger Abläufe dient.
• Die Einbettung dieses MPN-Formalismus in einen durchgängigen Entwick-
lungsprozess für Laufzeitmonitore.
• Ein Konzept zur Generierung effizienter Monitore aus diesen MPNs.
• Die Implementierung des Prozesses als umfangreicher Prototyp.
• Die umfangreiche Evaluation des Prototypen in verschiedensten Einsatzbe-
reichen und für unterschiedliche Zielsprachen.
Die in dieser Arbeit entwickelten Monitor-Petrinetze (MPN) sind zur effizien-
ten Überwachung stark verschränkter nebenläufiger Abläufe geeignet. Die MPNs
sind als allgemeine Zwischensprache für Werkzeugketten zur Generierung von
Laufzeitmonitoren entwickelt worden. Sie erfüllen einen Großteil der für eine
Zwischensprache zur Monitorgenerierung in Abschnitt 3.5 aufgestellten Anforde-
rungen und bieten somit eine auf das Monitoring angepasste formalisierte Spra-
che.
Anforderungen an die MPN-Sprache Tabelle 10.1 zeigt einen Über-
blick, inwieweit MPNs die gestellten Anforderungen erfüllen und durch welche
Konzepte dies erreicht wird. In der rechten Spalte der Tabelle sind zusätzlich Ver-
weise auf die Abschnitte in denen diese Anforderungen erfüllt und besprochen
werden. Unter dem Punkt AS Ausdrucksstärke sind alle Anforderungen an eine
Signatursprache, die in Abschnitt 3.5 beschrieben sind, zusammengefasst. Diese
werden durch die MPN-Sprache vollständig erfüllt, wie durch die Abbildung der
Signaturmodellierungssprache eLSC auf die MPNs in [Pat14] gezeigt wird.
Die MPN-Sprache ist vollständig formalisiert (AP1) und erlaubt hierdurch die
Generierung sicherheitsrelevanter Monitore. Die Signaturen lassen sich durch ihre





















Anforderung MPN Konzept Abschn.
AS Ausdrucksstärke + [Pat14]
AP1 Formale Spezifikation + 5, 6
AP2 Deterministische Semantik + Mikro-/Makroschrittsemantik 5
AP3 Keine Zustandsraumexplosion + Basierend auf Petrinetzen, 1-beschränkt 9.6
AP4 Effizient ausführbar + Einfache Schaltsemantik 5.3.2, 9
AP5 Parallele Kommunikation + Eingabegenerationen 5.3
AP6 Verschränkte Überwachungsversuche + Subgenerationen 5.5
AP7 Einfache Generierung/Ausführung + Wenige syntaktische Elemente 5.3.1
AP8 Kompakte Repräsentation + Auswertung auf Basis von Markierung 5
AP9 Zeitaspekte o Über Aktionen und Bedingungen 6.4
AP10 Aufteilbarkeit + Durch Übersetzung und Parallelitätskonzept
der Petrinetze
6.6, 9.3
AP11 Bedingte Überwachung + Antecedent-/Consequent-Plätze, Referenzsys-
tem
6.2
AP12 Gegenmaßnahmen + Ausführbare MPNs (Referenzsystem) 6.5
AP13 Plattformunabhängigkeit + Plattformspezifische Informationen 8.4
AP14 Erlaubte u. verbotene Signaturen + Positive und negative MPNs 5
AP15 Deontische Bedingungen + Durch Übersetzung von eLSC gezeigt [Pat14]
AP16 Ereignisklassen - -
AP17 Lokale/globale Variablen + Variablenklassen (Aktionen und Bedingungen) 6.3
+ erfüllt; o teilweise erfüllt; - nicht erfüllt
Tabelle 10.1: Anforderungen an die Zwischensprache in Bezug auf Monitor-Petrinetze
fest vorgegebenen Syntax und Semantik. Des Weiteren ist die Formalisierung von
Spezifikationssprachen durch die Abbildung auf die MPN-Sprache möglich.
Durch ihre deterministische Semantik (AP2) sind MPNs an die Domäne der
Monitorbeschreibung angepasst, die von außen übergebene Eingaben auf Kor-
rektheit überprüft. Nichtdeterministische Modellierungskonzepte würden teilwei-
se zu einer kompakteren Darstellung der Signaturen führen. Jedoch würde es,
wenn die Signaturen nicht wie üblich auf einen deterministischen Formalismus
(z. B. FSM) abgebildet werden, die Codegenerierung erschweren und die Komple-
xität des daraus resultierenden Monitors erhöhen.
Durch die Codierung von Zuständen in Kombinationen von Platzbelegungen
(Markierungen) ist die modellierte Signatur in MPN relativ kompakt. Die dedi-
zierten Start- und Endplätze sowie die impliziten Abbruchkriterien in der Se-
mantik der MPNs führen im Gegensatz zu klassischen Petrinetzen zu kleineren
Netzen. Zusätzlich führt die Begrenzung von nur einem Token auf einem Platz
dazu, dass es nicht zu einer Zustandsraumexplosion (AP3) kommt.
Der als Zwischensprache verwendete Formalismus MPN muss, nachdem er
in einen lauffähigen Monitor gewandelt wurde, effizient ausführbar sein (AP4).
Die Evaluation hat gezeigt, dass aus MPNs effiziente Monitore generiert werden
können.
Zur effizienten Überwachung einer hohen Anzahl paralleler Kommunikationen
desselben oder eines ähnlichen Typs (AP5) dienen in den MPNs die Eingabege-


















Zuordnung von äußeren Kommunikationssträngen zu internen Markierungen er-
laubt. In der praktischen Implementierung können diese Identifizierer natürliche
Zahlen oder komplexe Objekte sein. Hierzu wird eine Abbildung auf eine interne
Eingabegeneration vorgenommen. Eine Instanziierung eines weiteren Monitors
für einen neuen Kommunikationsstrang kann hierdurch allein durch eine neue
Markierung dargestellt werden.
Das Konzept der Eingabegenerationen ist jedoch für die Laufzeitüberwachung
nicht ausreichend. Eine verschränkte (engl. concurrent) Überwachung einer Signa-
tur (AP6), ist notwendig, wenn der Beginn der Signatur mit dem ersten Ereignis
nicht eindeutig zu erkennen ist. Hierbei kann es vorkommen, dass eine Signa-
tur noch in der Vorbedingung ist, während der eigentliche Anfang der Signatur
auftritt. Hierzu bieten die MPNs das Konzept der Subgenerationen. Diese bietet
eine verschränkte Überwachung der Signatur einer Eingabegeneration, die wäh-
rend der Überwachung einer Signaturinstanz eine neue Instanz überwacht. Die
Reihenfolge der Verarbeitung der Subgenerationen basiert auf deren Erstellungs-
zeitpunkt und wird intern im MPN verwaltet.
Allgemein bedeutet im MPN-Konzept ein nicht erfolgreicher Überwachungs-
versuch einer Signatur nur das Zurücksetzen der Markierung für die entspre-
chende Eingabe- bzw. Subgeneration.
Eine einfache Generierung von Monitoren (AP7) ist durch die geringe Anzahl
aktiver und passiver Elemente der Sprache gegeben. Ein MPN besteht wie ein
Petrinetz aus Plätzen und Transitionen, die miteinander über Kanten verknüpft
sind. Hierdurch sind nur das Schalten von Transitionen und die Auswertung der
Belegung der speziellen Plätze im zu generierenden Monitor umzusetzen.
Diese implizite Auswertung auf Basis des Schaltens und der speziellen Plätze
erlaubt im Gegensatz zu Petrinetzen, eine Reduktion der zu modellierenden Ele-
mente. Es müssen nicht alle möglichen Enden einer Signatur modelliert werden,
wenn diese durch die Semantik schon gegeben sind. Dies führt zusammen mit
der Codierung des Zustandes als Markierung des Netzes zu einer kompakten
Repräsentation (AP8) der Signatur.
Zeitaspekte (AP9) sind bisher über den Einsatz von Aktionen zum Speichern
von Zeitpunkten und das Starten bzw. Stoppen von Timern sowie Bedingungen
auf Zeitvariablen und aktuellen Zeitpunkten modellierbar. Eine externe Zeit kann
über Epsilonereignisse dem Monitor diskret übergeben werden.
In verteilten Systemen in denen lokale Monitore für verschiedene Steuerge-
räte erzeugt werden sollen, ist es notwendig, auf Änderung der Verteilung der
zu überwachenden Komponenten zur Generierungszeit zu reagieren. Signaturen,
die die Kommunikation mehrerer Teilnehmer beschreiben, können, soweit dies
in der Übersetzung der Spezifikationssprache betrachtet wurde, in Teilmonitore
aufgeteilt (AP10) werden. Dies wird durch die Parallelität des Petrinetzkonzeptes
in den MPNs unterstützt, indem die Kommunikation und die zu überwachen-
den Schritte der einzelnen Kommunikationspartner unabhängig voneinander, mit
synchronisierenden Anteilen, modelliert werden können. Durch die Zuordnung
in der Umsetzung der Transformation der Elemente der MPNs zu Kommunikati-





















Signatur eine Generierung von Teilsignaturen möglich. Für die Synchronisierung
der Teilmonitore wurde ein erstes Konzept entworfen.
Zur effizienteren Überwachung bieten die MPNs Konzepte zur bedingten Über-
wachung (AP11) an. Dies ist die Unterscheidung von Vorbedingungen zu Haupt-
teilen der Signatur. In Überwachungssystemen werden häufig vollständige Ein-
zelsignaturen, die alle unabhängig voneinander ausgewertet werden, überwacht.
Hierdurch kommt es dazu, dass unnötigerweise ähnliche oder identische Teil-
signaturen mehrfach ausgewertet werden. Zur Reduktion dieses Überwachungs-
aufwandes bietet das Referenzsystem der MPNs durch Markierung von Teilen
(Plätzen) einer Basissignatur an, Bereiche in denen andere Signaturen überwacht
werden sollen, zu spezifizieren.
Wenn ein Fehler oder Angriff von einem Monitor erkannt wurde, ist es sinn-
voll Gegenmaßnahmen (AP12) ausführen zu können, die das System wieder in
einen sicheren und stabilen Zustand bringen. Zusätzlich zu Aktionen an Transi-
tionen in den eigentlichen Signaturen, können diese Gegenmaßnahmen im Refe-
renzsystem durch ausführbare MPNs modelliert werden, die dieselbe Semantik
wie jedes MPN besitzen. Eine Unterscheidung verschiedener Gegenmaßnahmen
kann durch die Markierung des fehlgeschlagenen MPNs durchgeführt werden.
Zusätzlich können in MPN-Signaturen durch Ereignisse und Bedingungen sowie
die Unterscheidung zwischen Vorbedingung (engl. antecedent) und Hauptteil (engl.
consequent) der Signatur, verschiedene Alternativen, die sich auf das weitere Ver-
halten des Systems beziehen, modelliert werden.
Die MPN-Sprache ist plattformunabhängig (AP13), da ihre Syntax und Seman-
tik nur allgemeingültige Konzepte der Laufzeitüberwachung beinhaltet. Diese
werden unter Verwendung zusätzlicher plattformspezifischer Informationen in
ausführbare Monitore übersetzt. Die Annotationssprache für Aktionen und Be-
dingungen an den Transitionen ist nicht im Fokus dieser Arbeit. Hier kann je-
doch eine beliebige in die Zielsprache übersetzbare Annotationssprache mit aus-
reichender Ausdrucksstärke gewählt werden.
Die Unterscheidung zwischen erlaubten und verbotenen Signaturen (AP14) fin-
det bei den MPNs pro Signatur statt. Diese ist nicht nur implizit durch ihre Struk-
tur mit entsprechenden Terminalplätzen gegeben, sondern wird für jede Signatur
explizit festgelegt. Die implizite Auswertung des Ergebnisses beim Nichtschalten
des MPNs verwendet diese Eigenschaft. Somit vereinfacht sich die Struktur des
MPNs und damit auch dessen Generierung.
Deontische Bedingungen (AP15) erweitern die Ausdrucksstärke der klassischen
Aussagenlogik mit den Operatoren Erlaubnis und Verpflichtung. Sie ist ein Spe-
zialfall der Modallogik, die durch eLSCs unterstützt wird. Durch die Abbildung
der eLSC-Konzepte auf die MPNs in [Pat14] ist gezeigt, dass auch MPNs diese
Ausdrucksstärke besitzen.
Zur weiteren Abstraktion von Signaturen ist es wünschenswert Ereignisklas-
sen und komplexe Ereignisse (AP16) einzuführen. Dieses Thema wurde in dieser
Arbeit aufgrund seiner Komplexität ausgespart. Komplexe Ereignisse und Ereig-



















Durch lokale und globale Variablen (AP17) können Werte, die durch Eingaben
dem Monitor übergeben werden, für die weitere Überwachung zur Verwendung
in Aktionen und Bedingungen zwischengespeichert werden. Die Unterscheidung
zwischen verschiedenen Gültigkeitsbereichen, die in Abschnitt 6.3 beschrieben
sind, schränkt deren Zugriff ein und verhindert hierdurch Fehler in den resul-
tierenden Monitoren. So können Variablen zwischen Eingabegenerationen bzw.
Subgenerationen geteilt werden oder spezifisch diesen zugewiesen werden.
Analyse von MPN-Signaturen : Spezielle Varianten der Petrinetze wie
die MPNs können durch ihre stark angepasste Semantik nicht mehr mit den
Standardmethoden auf besondere Eigenschaften wie Lebendigkeit, Beschränkt-
heit und Erreichbarkeit geprüft werden. Jedoch können Standardtechniken der
Place/Transition-Netze wie der Markierungsgraph bzw. Überdeckungsgraph her-
angezogen werden, um Eigenschaften wie die Anzahl der gleichzeitig möglichen
Änderungen im Netz (Abschnitt 8.5) zu bestimmen. Des Weiteren erlauben sie
auch die Optimierung der Spezifikationen durch die Analyse auf tote Transition-
en (Abschnitt 7.3.2), die zwar nicht schalten können, jedoch in den generierten
Monitoren zur Laufzeit überprüft werden. Diese Anzahl der Transitionen mit
identischen Ereignissen in einem MPN ist wie in Kapitel 9 gezeigt zur Laufzeit ei-
ne kritische Größe, da die Laufzeit, die zur Verarbeitung eines solchen Ereignisses
benötigt wird, mit der Anzahl an „identischen“ Transitionen linear ansteigt.
In Monitor-Petrinetzen sind im Gegensatz zu anderen Ansätzen wie JavaMOP,
die Kontextfreie Grammatiken oder Endliche Automaten zur Spezifikation der
Monitorsignaturen verwenden, monitoringspezifische Konzepte integriert. Hier-
durch ist es nicht notwendig, diese in speziellen zusätzlichen Spezifikationsspra-
chen zu beschreiben. Die Abbildung auf die Zielsprache und Zielplattform findet
bei den MPNs im MBSecMon-Prozess erst direkt bei der Monitorgenerierung statt.
Hierdurch können Monitore zielsystem- und zielsprachenunabhängig in einer be-
liebigen auf die MPNs abbildbaren Spezifikationssprache beschrieben und dann
auf beliebigen Zielsystemen eingesetzt werden.
Fazit Monitor-Petrinetze wurden als allgemeine Zwischensprache für Werk-
zeugketten zur Generierung von Monitoren entworfen und in einem Entwick-
lungsprozess für Monitore eingesetzt. Der MBSecMon-Prozess, der auf dem MDE-
Ansatz aufbaut, verwendet die MPNs als Zwischensprache zur Repräsentation
von Signaturen, die in der MBSecMonSL modelliert wurden.
Die Spezifikation der zu überwachenden Signaturen wird in einer ausdrucks-
starken für die Modellierung von komplexen nebenläufig und verschränkten Zu-
sammenhängen geeigneten Sprache, der MBSecMonSL, durchgeführt. Jedoch wer-
den durch die neue Zwischensprache MPN vielfältige Spezifikationssprachen als
Eingabe unterstützt, für die nur eine Übersetzung in die MPN-Sprache umgesetzt
werden muss. Die Transformation der Spezifikationen, die in der MBSecMonSL
modelliert wurden, in die formal definierten Monitor-Petrinetze, die eine explizi-
tere Repräsentation der Signaturen bieten, ermöglicht die effiziente Monitorgene-
rierung bzw. Interpretation der Signaturen. Durch die Anpassung der MPNs vor





















fischer Informationen, die auch aus vorhandenen Systemspezifikationen gewon-
nen werden, ist die Generierung von plattformspezifischen Monitoren erreicht
worden. Es ist eine Vielzahl an Zielplattformen durch leichte Anpassungen der
Generierung aus der MPN-Sprache unterstützbar.
Evaluation Die Generierung von Monitoren aus der MPN-Sprache und de-
ren Effizienz wurde in dieser Arbeit detailliert evaluiert. Hierbei wurden stellver-
tretend für verschiedene Zielsprachen und Zielplattformen Prototypen umgesetzt,
die miteinander verglichen wurden. Als objektorientierte Sprache ist Java, als pro-
zedurale Sprache C und als Hardwarebeschreibungssprache VHDL gewählt wor-
den. Diese wurden auf verschiedenen Plattformen auf Laufzeit und Speicherbe-
darf evaluiert. Hierunter sind Java auf einem PC, C auf PC und Mikrocontrol-
ler und VHDL auf einem FPGA. Es hat sich gezeigt, dass die generierten Moni-
tore insbesondere in der optimierten C-Variante Ereignissequenzen effizient zur
Laufzeit überwachen können. Die Skalierbarkeit bei wachsender Komplexität der
Spezifikation ist insbesondere bei Beschreibung verschränkter Abläufe durch den
Petrinetzformalismus gegeben. Im Vergleich zu einem ähnlichen Ansatz, dem Mo-
nitor-oriented Programming (MOP), sind die Monitore in Bezug auf ihre Effizienz
selbst für die von MOP unterstütze Untermenge von Konzepten des MBSecMon-
Ansatzes zur Laufzeit gleichwertig, ohne dass die Java-Variante stark optimiert
wurde. MOP ist bei der Überwachung von stark verschränkten Ereignissequen-
zen und parallelen Abläufen durch den exponentielle Speicherplatzkomplexität
der verwendeten Zwischensprache FSM und kubischer Laufzeitkomplexität des
CFG-Ansatzes auf eingebetteten Systemen nicht einsetzbar. Die Einbindung des
Prozesses in AUTOSAR hat gezeigt, dass der Prozess und die Codegenerierung
aus der MPN-Sprache an die Zielplattform mit Restriktionen in Bezug auf Schnitt-
stellen und Datentypen gut anpassbar sind. Die generierten Monitore wurden au-



















A U S B L I C K
In dieser Arbeit wurden einige weiterführende Konzepte und Probleme nur in-
itial betrachtet. Hier werden diese noch einmal benannt und weiterführende For-
schungsaufgaben angesprochen.
Evaluation des Referenzsystems In der Evaluation wurde nur eine erste
Umsetzung des Referenzsystems mit den Repräsentationen für «threaten»- und
«mitigate»-Beziehungen der MBSecMonSL auf die Einsetzbarkeit in realen Mo-
nitoren betrachtet. Hier konnte festgestellt werden, dass sich durch das Konzept
keine Verschlechterung der Laufzeit und des Speicherverbrauchs, sondern eine
leichte Verbesserung einstellte. Es muss in Zukunft evaluiert werden, ob und in-
wieweit das vollständige Referenzsystem ohne große Leistungseinbußen, durch
Verwaltung und Auswertung des Referenzsystems, auch auf eingebetteten Syste-
men nutzbar ist.
Erweiterung des Referenzsystems Bisher wurde in der Formalisierung
des Referenzsystems die Einschränkung gemacht, dass ein als nicht-nebenläufig
gekennzeichneter Erweiterungspunkt (EP) nachträglich nach dem Fehlschlagen
(failed) des Basis-MPNs ausgeführt wird. Dies ist für die Umsetzung der eLSC-
Sprache ausreichend. In Zukunft kann falls erforderlich dieses Konzept verallge-
meinert werden. Der EP kann dann konfiguriert werden, dass er auf das Fehl-
schlagen (failed) oder auf das Beenden (terminated) reagiert. In Verbindung mit
den Aktivierungsplätzen lassen sich hierdurch feingranulare Bedingungen für die
Ausführung von Gegenmaßnahmen formulieren.
Aufteilung der Monitore In dieser Arbeit wurde die Aufteilung der Mo-
nitore nur oberflächlich betrachtet. Eine Kommunikation zwischen den Teilmoni-
toren führt einen hohen Laufzeitoverhead ein, der zu der Ereignisverarbeitungs-
zeit hinzugerechnet werden muss. Des Weiteren muss sichergestellt werden, dass
für die Übertragung der Synchronisationsnachrichten ein schneller oder priori-
sierter Kanal zur Verfügung steht, der die Reihenfolge der Synchronisationsnach-
richt und des folgenden Ereignisses sicherstellt.
Gleichzeitige Verarbeitung mehrerer Ereignisse Bisher wurde nur
ein Ereignis auf einmal von einem MPN verarbeitet. Gleichzeitigkeit wurde durch
eine vorher definierte Zeitspanne in der zwei Ereignisse auftreten definiert. Eine
mögliche Erweiterung der MPN-Semantik ist die Verarbeitung mehrerer Ereig-





















trachtet und alle Schaltvorgänge auf einer Markierung ausgeführt werden. Eine
solches Konzept wäre z. B. bei der Überwachung eines Systems mit mehreren
Sensoreingängen denkbar. Es ist zu evaluieren, ob eine solche Gleichzeitigkeit bei
der Überwachung von realen Systemen benötigt wird, oder, ob das vorhandene
Konzept ausreichend ist.
Ereignisklassen Auch die Möglichkeiten komplexe Ereignisse zu definie-
ren wurde in der Arbeit nur angerissen. Für die Modellierung von Mustern kann
die Zusammenfassung mehrerer aufeinanderfolgender Ereignisse zu einem kom-
plexen Ereignis eine Abstraktion der Signaturen ermöglichen, die hierdurch kom-
pakter ausfallen. Diese können mit einer zusätzlichen Sprache definiert werden
oder durch MPNs, die als Aktion ein komplexes Ereignis dem Monitor übergeben.
Des Weiteren sind auch übergeordnete Ereignistypen, die mehrere Ereignistypen
unter sich vereinigen, denkbar. Diese Konzepte wurden in der Formalisierung nur
grundlegend behandelt und in der prototypischen Implementierung nur für das
AUTOSAR-Beispiel zur Abbildung von internen Ereignissen zu externen Schnitt-
stellen umgesetzt. Ein MPN kann momentan keine Ereignisse dem Monitor über
eine Aktion übergeben. Dies könnte zu Seiteneffekten führen, die in Zukunft be-
trachtet werden müssen.
Eingabesprachen In Zukunft könnten andere Eingabesprachen wie Endli-
che Automaten durch die Übersetzung in MPNs für die Monitorgenerierung un-
terstützt werden. Diese Übersetzung ist um einiges einfacher als die Übersetzung
der komplexen LSCs, da es sich bei FSMs um eine Untermenge klassischer Petri-
netze handelt. Des Weiteren ist zu untersuchen, inwieweit Sprachen wie Tempo-
rale Logiken und die EDL effizient in MPN abgebildet werden können.
Zeit in der MPN-Formalisierung Zeitaspekte werden in der in dieser
Arbeit vorgestellten Form der MPNs als Aktionen und Bedingungen an den Tran-
sitionen modelliert. Zukünftig ist es wünschenswert hierfür eine eigene Spra-
che ähnlich zu den im MARTE-Profil [OMG08] definierten Erweiterungen der
UML2 in die MPNs formal einzuführen. Zeitpunkte, an denen Ereignisse auftre-
ten, könnten während der Laufzeit, wie es das MARTE-Profil der OMG vorschlägt,
gespeichert werden und für die Auswertung an den Transitionen automatisch zur
Verfügung stehen. Hierbei wäre im Gegensatz zum MARTE-Profil zur Reduzie-
rung des Speicherbedarfs der Monitore eine Einschränkung auf den letzten Zeit-
punkt des Auftretens eines Ereignisses ausreichend, da das Variablenkonzept der
MPNs falls notwendig eine weitergehende Speicherung der Zeitpunkte erlaubt.
Optimierung der Codegenerierung Viele Transitionen in den MPNs mit
„identischen“ Ereignissen in einer Signatur führen, wie in der Evaluation fest-
gestellt, zu einem Anstieg der Laufzeit des Monitors. Auch wenn dies in den
betrachteten nicht künstlich generierten Signaturen nicht in erhöhtem Maße vor-
kommt, bieten solche Signaturen Optimierungsmöglichkeiten. Die Auswertung
welche Transitionen schalten, könnte nicht auf Basis des an den Transitionen an-


















belegt), durchgeführt werden. Hierzu müssten Informationen über die aktuell ak-
tivierten Transitionen vorgehalten werden. Hierdurch könnte die Verarbeitungs-
zeit der einzelnen Ereignisse auf Kosten von weiterem Speicherverbrauch (RAM)
reduziert werden. Das Aktualisieren der gerade aktivierten Transitionen kostet je-
doch auch Rechenzeit. Es muss evaluiert werden, in welchen Situationen Vorteile
zu erwarten sind.
Überwachung sich ändernder struktureller Eigenschaften eines
Systems Neben Kommunikationen und Programmabläufen können auch struk-
turelle Eigenschaften eines Systems überwacht werden. Dies kann, wie in [Dec13]
vorgeschlagen, durch Mustersuche (Pattern-Matching) auf einer Graphstruktur,
die das System repräsentiert, umgesetzt werden. Hierbei werden Temporale Logi-
ken zur Modellierung von zeitlichen Abfolgen vorgeschlagen. Durch eine erwei-
terte Spezifikationssprache, die zeitliche Abfolgen von gefundenen Graphmustern
und anderen Ereignissen kombiniert, kann die MPN-Sprache ebenfalls als Zwi-
schensprache zur Monitorgenerierung eingesetzt werden. Es müssen für gefunde-
ne und verschwundene Graphmuster Ereignisse generiert werden. Erlaubte und
verbotene Ereignisabfolgen und zeitliche Aspekte lassen sich dann durch MPNs
beschreiben und durch generierte Monitore überwachen.
Proaktive Überwachung Die hier umgesetzten Prototypen überwachen
ein System und reagieren im Fall einer Verletzung der Signaturen mit einer Ak-
tion, die in einem aktiven MPN modelliert ist. Hierbei handelt es sich um einen
reaktiven Ansatz. Eine weitere Möglichkeit ist die proaktive Überwachung wie
sie in Abschnitt 4.3.2 für Edit Automata vorgestellt wurde. Auch hierzu eignen
sich die Signaturen in der MPN-Sprache. Es können Monitore als Wrapper gene-
riert werden, die erst die durch das System gesendete Nachricht oder aufgerufene
Operation auswerten und dann, auf Basis des Ergebnisses, diese Aktion zulassen,
blockieren oder mit einer erlaubten ersetzten.
Policy Enforcement Bei der Einführung der ausführbaren MPNs muss
darauf geachtet werden, dass die Monitore und das System in einem konsisten-
ten Zustand gebracht werden. Zusätzlich zu verschiedenen Entscheidungen, die
als Bedingung im ausführbaren MPN modelliert werden können, ist es sinnvoll
bei mehreren möglichen Eingriffsmöglichkeiten, die Monitore testweise mit den
entsprechenden Ereignissen der Gegenmaßnahme zu stimulieren und zu über-
prüfen, ob hierdurch keine anderen Monitore fehlschlagen. Erst wenn dies ge-
geben ist, kann das System tatsächlich mit der ausführbaren Signatur stimuliert
werden. Momentan unterstützt die MPN-Sprache über das Referenzsystem meh-
rere Alternativen mit unterschiedlichen Vorbedingungen als Gegenmaßnahme zu
spezifizieren.
Einsatz der MPN-Sprache zum Testen Spezifikationssprachen wie die
im MBSecMon-Prozess eingesetzten eLSCs werden in der Praxis auch zur Testbe-
schreibung eingesetzt. Die in dieser Arbeit generierten Monitore und die MPN-





















genutzt werden. Hierbei würde der Monitor parallel zum System laufen und Ein-
und Ausgaben überwachen. Interne Signale könnten über Instrumentierungstech-
niken nach außen geführt werden. Um MPNs auch als Testtreiber (Eingaben in
das System) nutzen zu können, müssten diese Eingaben als Aktionen im MPN
modelliert werden.
Testfallgenerierung aus MPN-Signaturen Die Signaturen für Lauf-
zeitmonitore in der MPN-Sprache beschreiben positive und negative Abläufe des
Systems. Positive Signaturen sind somit eine Spezifikation des Normalverhaltens
des Systems. Beschreiben sie dabei das Kommunikationsverhalten des Systems
an Schnittstellen, können sie als Quelle für eine Testfallgenerierung dienen. Ein
Überdeckungskriterium, das die zu erreichende Abdeckung definiert, kann auf
den MPNs definiert werden. Ähnlich wie im Ansatz in [WWH08] können nega-
tive MPNs als Test für im System implementierte Gegenmaßnahmen eingesetzt
werden.
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A N H A N G
A.1 Quelltext eines generierten Monitors in C
In diesem Abschnitt ist der generierte C-Code des CARDME-Beispiels aus Ab-
schnitt 8.2 dargestellt. Hierbei werden nur die C-Quellcodedateien gezeigt.
Auflistung A.1 zeigt den generierten Code der CARDME_BasicPath-Signatur.
Dieser bildet die Verwaltung der MPN-spezifischen Konzepte, wie die Speiche-
rung der Markierung, die Überprüfung und das Schalten der Transitionen sowie







6 //Helper for initialization of arrays
7 CARDME_BASICPATH_Places CARDME_BASICPATH_initplaces;
8 //Arrays, which contain active places of respective generation
9 CARDME_BASICPATH_Places CARDME_BASICPATH_activePlaces[5];
10 //Indicates which generation is active





16 for (i = 0; i < 3; i++) {
17 CARDME_BASICPATH_initplaces.list[i] = 0;
18 }
19 for (i = 0; i < 5; i++) {




24 //Activates generation and sets initials places
25 void CARDME_BASICPATH_newGeneration(unsigned char generation){
26 CARDME_BASICPATH_activeGenerations[generation/8] |= 1<<(generation%8);
27 CARDME_BASICPATH_activePlaces[generation].list[0] |= 1;
28 CARDME_BASICPATH_activePlaces[generation].list[0] |= 2;










32 //Deactivates generation and its active places
33 void CARDME_BASICPATH_removeGeneration(unsigned char generation){
34 CARDME_BASICPATH_activeGenerations[generation/8] &= ~(1<<(generation%8));




39 int CARDME_BASICPATH_evaluateEvent_EPSILON(unsigned char generation){...}
40
41 int CARDME_BASICPATH_evaluateEvent_SEND_INITREQ(unsigned char generation){
42 int result = 0;
43 if (((CARDME_BASICPATH_activePlaces[generation].list[0]&1) == 1)){
44 //Store changes to the marking
45 deletedToken[nextChangeDelete++] = 0;
46 createdToken[nextChangeCreate++] = 3;
47 createdToken[nextChangeCreate++] = 4;
48 //Action
49 //fprintf("CARDME_BASICPATH generation %d transition 7 fired\n",
generation);





55 int CARDME_BASICPATH_evaluateEvent_RECV_INITREQ(unsigned char generation){
56 int result = 0;
57 if (((CARDME_BASICPATH_activePlaces[generation].list[0]&8) == 8)
58 && ((CARDME_BASICPATH_activePlaces[generation].list[0]&2) == 2)){
59 deletedToken[nextChangeDelete++] = 3;
60 deletedToken[nextChangeDelete++] = 1;
61 createdToken[nextChangeCreate++] = 5;
62 //fprintf("CARDME_BASICPATH generation %d transition 8 fired\n",
generation);




67 int CARDME_BASICPATH_evaluateEvent_SEND_INITRESP(unsigned char generation)
{...}
68 int CARDME_BASICPATH_evaluateEvent_RECV_INITRESP(unsigned char generation)
{...}
69 int CARDME_BASICPATH_evaluateEvent_SEND_CLOSINGREQUEST(unsigned char
generation){...}
























85 //Evaluate an event with a context on the MPN
86 char CARDME_BASICPATH_evaluateEvent(unsigned char event, unsigned char
generation){
87 char result = 0;
88 result = (*CARDME_BASICPATH_functionArray[event])(generation) || result;




93 //Check antecedent places
94 char CARDME_BASICPATH_checkPrecondition(unsigned char generation, unsigned
char event){
95 if((CARDME_BASICPATH_activePlaces[generation].list[0]&4) == 4){
96 fprintf(stderr,"TERMINATED; CARDME_BASICPATH ended in precondition;
Generation %d; event %d\n",generation,event);
97 return 1;
98 }else{






104 //Check terminal places
105 char CARDME_BASICPATH_checkPlaces(unsigned char generation, unsigned char
event){
106 if (0){
107 fprintf(stderr,"FAILURE; CARDME_BASICPATH reached failure place;
Generation %d; event %d\n",generation,event);
108 return 2;
109 } else
110 if (((CARDME_BASICPATH_activePlaces[generation].list[1]&128) == 128)){
111 fprintf(stderr,"TERMINATED; CARDME_BASICPATH reached end place;





Auflistung A.2 zeigt die Kontrollstruktur, die die Schnittstellen des Monitors
zur Verfügung stellt, die Speicherung der mit dem Ereignis übergebenen Parame-
terwerte sowie die Zwischenspeicherung der Änderungen an der MPN-Markie-













5 struct cntxt contextTemp = {{0,0,0,0,0}};
6 int deletedToken[3];
7 int createdToken[3];
8 int nextChangeDelete = 0;







16 // Event specific interface






23 char dispatchEvent(unsigned char event, unsigned char generation){





29 // Evaluate CARDME_BASICPATH signature
30 if(CARDME_BASICPATH_functionArray[event] != 0){




34 cardme_basicpathFired = CARDME_BASICPATH_evaluateEvent(event,
generation);
35 evaluateEpsilonTransition = 1;
36 while (evaluateEpsilonTransition) {
37 evaluateEpsilonTransition = CARDME_BASICPATH_evaluateEvent(
EVENT_EPSILON, generation);
38 if (evaluateEpsilonTransition) cardme_basicpathFired = 1;
39 }
40 monitorResult = evaluateMonitoringResult(generation,
cardme_basicpathFired, &CARDME_BASICPATH_checkPrecondition, &
CARDME_BASICPATH_checkPlaces, event);
41 if ((monitorResult == 1) || (monitorResult == 2)){
42 CARDME_BASICPATH_removeGeneration(generation);
43 }
44 } else {












50 char evaluateMonitoringResult(unsigned char generation, char mpnFired,
char (*checkPreconditionPointer)(unsigned char, unsigned char), char




53 result = checkPreconditionPointer(generation, event);
54 return result;
55 }




60 // Apply changes to the marking
61 void CARDME_BASICPATH_applyChanges(unsigned char generation){
62 int i;








69 nextChangeDelete = 0;
70 nextChangeCreate = 0;
71 }

