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Abstract
We give a survey and a uni+ed presentation of the defect theorem, its generalizations and
recent aspects of interest. In its basic form, the defect theorem states that if a set of n words
satis+es a nontrivial relation, then these words can be expressed simultaneously as products of
at most n − 1 words. In other words, dependency of words causes a defect e1ect. There does
not exist just one defect theorem, but several ones depending on the restrictions that are put to
the n − 1 words. The defect theorem is closely related to equations of words, and in this way
to the compactness theorem for systems of word equations.
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1. Introduction
Results and notions of (linear) algebra are well known and appreciated mathematical
tools in combinatorics as well as in combinatorics on words. One such important
notion is a dimension, which, when available, provides methods for proving +niteness
conditions in combinatorics. An example of this is Eilenberg’s equality theorem, which
gives an optimal criterium for the equality of two rational series over a (skew) +eld,
see [8,11], where a problem on words is solved by transforming it into a problem on
vector spaces and their dimension properties.
Our basic problem in this article is: do sets of words possess dimension properties
of some kind? In the present approach to this problem, we consider dependencies of
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words and implications of these. Our starting point is the well-known defect theorem,
usually considered to be part of folklore, see [27,4,10]: if a set of n words satis+es a
nontrivial relation, then these words can be expressed simultaneously as products of at
most n− 1 words, i.e., a dependence of words causes a defect e2ect. Actually, as we
shall see, there does not exist just one defect theorem, but several ones depending on
the restrictions that are put to the n− 1 words.
The defect e1ect can be seen as a weak dimension property of words. In order
to analyse it further, we consider what happens when n words satisfy several di1erent
relations, where di1erency is formalized as independency as follows: a set E of relations
on n words is independent, if E viewed as a system of equations does not contain
a proper subset that has the same solutions as E does. Karhum'aki and Plandowski
[21] constructed a set X of words with card(X )= n that satis+es (n2) independent
relations, and still the words of X cannot be expressed as products of less than n− 1
words. That is, the (n2) independent relations cause the same defect e1ect as a
single nontrivial relation. Consequently, the dimension property provided by the defect
theorem is rather weak.
Another fundamental result of words revealed in 1985 by Albert and Lawrence
[1] and Guba [9] is the compactness property of free semigroups (also known as
Ehrenfeucht’s Conjecture), see also [6,12,13]: each independent set of equations of
words is +nite. This result, contrary to the above examples, shows that dependencies
of words do imply some, although weak, dimension properties.
As a conclusion our goal is to point out that the defect theorem formalizes a di-
mension property of words, which, however, due to the examples on large-independent
sets of equations, is rather weak, but not arbitrarily weak as shown by the compactness
property.
After preliminaries for equations of words in Section 2, we present in Section 3
the defect theorems for words with respect to free, pre+x, combinatorial and !-ranks.
A generalization of the defect theorem is considered in Section 4 in terms of a graph
associated with a +nite set of words. In Section 5, the defect theorem is considered with
respect to in+nite words. In this section we shall also state results on the cumulative
defect e1ects. The rank of an equation is treated in Section 7, and this treatment
is continued in Section 8 in connection with independent systems of equations. A
generalization of the defect theorem is shown to fail already for rather simple cases of
two-dimensional words in Section 9, but in Section 10 a related problem for trees is
shown to possess the defect e1ect. Results on trees generalize many, but not all basic
defect theorems for words.
2. Sets and equations
Let A and  be two +nite sets, where the elements of  are called variables. We are
mostly interested in the interrelations between +nite languages X ⊆A∗ and (constant-
free) equations (u; v)∈+×+ over . To be more precise, our concern is on what
can be said of +nite languages as solutions of systems of equations, and conversely,
what can be said of systems of equations as relations determined by +nite languages.
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Let (u; v)∈+×+ be an equation, usually written as u= v. Its solution in the free
semigroup A+ is a morphism :+→A+ that satis+es (u)= (v). Solutions of an
(in+nite) system of equations E are de+ned in the obvious way. Let Sol(E) be the
set of all solutions of a system E of equations in any A+. Two systems E and E′ of
equations are said to be equivalent if they have the same solutions, Sol(E)=Sol(E′).
Further, a system E of equations is independent, if it is not equivalent to any of its
proper subsystems.
For simplicity, we often write x= u instead of (x)= u when x∈ is a variable,
and  a morphism.
Example 2.1. Consider the following system E of equations:
ei: xyiz = zyix; i = 1; 2; : : : :
The equations e1: xyz= zyx and e2: xy2z= zy2x are independent, since x= a, y= b and
z= aba is a solution of the +rst one but not of the second one, and x= a, y= b and
z= abba is a solution of the second one but not of the +rst one. The system E is equiv-
alent to its subsystem E′= {e1; e2}. For this, we can suppose by symmetry that |x|¿|z|
in a solution of e1. Therefore, x= zw1 =w2z for some words w1 and w2. From e1 and
e2, we obtain w1y=yw2 and w1y2 =y2w2, and, consequently, yw2y=w1y2 =y2w2,
i.e., yw2 =w2y, and similarly w1y=yw1. Since |w1|= |w2|, we have w1 =w2, and
therefore, for i¿2, xyiz= zw1yiz= zyiw1z= zyix as required.
The morphisms :+→A+ are, in a natural way, in a 1–1 correspondence with the
+nite-ordered subsets X ⊆A+ with card(X )= card(). We exploit this by attaching to
a +nite-ordered subset X = {w1; w2; : : : ; wn}, a set X = {x1; x2; : : : ; xn} of variables and
a morphism X :+X →X+, for which X (xi)= ui for all i. Such a surjective morphism
is a presentation of the semigroup X+. Now we can view the set X of words as a
solution of an equation u= v in +X ×+X , if the morphism X is its solution. Further,
the set of relations satis+ed by X is de+ned as the kernel of the morphism X ,
E(X ) = {(u; v) ∈ +X × +X | X (u) = X (v)}: (1)
Here E(X ) is a congruence of the free semigroup +X , that is, it is an equivalence
relation and a subsemigroup of the direct product +X ×+X .
A subsemigroup X+ of a free semigroup A+ is cancellative, and so is the semigroup
E(X )⊆+X ×+X . Therefore if X+ satis+es the relations (u1; v1) and (u1u2; v1v2) (or
(u2u1; v2v1)), it also satis+es (u2; v2). We say that a relation (u; v) is reduced, if it
belongs to the relational base Ered(X ) of X
Ered(X ) = (E(X )\E(X )2)\X ;
where X = {(x; x) | x∈X } is the identity relation of X . Clearly, if (u; v)∈Ered(X ),
then the +rst variables in u and v are di1erent, and so are the last ones. It is also plain
that, as systems of equations over X , E(X ) and Ered(X ) are equivalent.
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Example 2.2. Let X = {a; ab; ba}⊆{a; b}+. Then it satis+es the relation (x1x3; x2x1),
and, as in the previous example, it also satis+es all the relations (x1xi3; x
i
2x1) for all
i∈N. It is not diNcult to see that the latter are exactly the reduced relations satis+ed
by X+, i.e., Ered(X )= {(x1xi3; xi2x1) | i∈N}. This can be concluded using the theory of
+nite automata, see [2] or [15]. Consider the +nite automaton M with states q=(; )
and p=(; b), where q is the initial and +nal state, and the transitions are
(q; (x1; x2)) = p; (p; (x3; x1)) = q; (p; (x3; x2)) = p:
The automaton M seeks through all double X -factorizations of words in X+.
In general, the above automaton can be constructed as follows. The states of the
automaton form a subset of the pairs (u; ), (; u), where u is a proper suNx of a word
in X , and there is a transition ((u1; v1); (x; y))= (u2; v2), if u1X (x)v2 = v1X (y)u2 for
x; y∈X ∪{}. In our example the automaton was simpli+ed after the construction.
The next theorem is easily proved.
Theorem 2.3. The sets Ered(X ) and E(X ) of a 6nite set X ⊆A+ are rational relations.
Thus the sets Ered(X ) and E(X ) are rather easy to compute. However, to compute
Sol(u; v) for a given equation u= v is much more demanding.
3. The defect theorem
In this section we shall formulate the defect theorem, in fact, several of those, as
well as some of its generalizations. In Section 7, we show that these defect theorems
merge into a single result, when they are formulated for equations.
A subset X ⊆A+ is said to be a code, if every word u∈X+ has a unique X -
factorization, that is, if for all di1erent u; v∈X , uX ∗ ∩ vX ∗= ∅. Similarly, X ⊆A+
is an !-code, if the above holds for all w∈XN, that is, if for all di1erent u; v∈X ,
uXN ∩ vXN= ∅. Finally, X ⊆A+ is a pre6x code, if for all u; v∈X , u∩ vA+ = ∅. Ob-
viously, every pre+x code is an !-code, and each !-code is a code.
For a subsemigroup X ⊆A+, let
B(S) = S\S2
be its unique minimal generating set, called the base of S. The rank of S is de+ned
as rank(S)= card(B(S)). It is easy to see that a subsemigroup S of A+ is free, if its
base B(S) is a code. A bit more diNcult is to show, see [3], that S is free if and only
if it satis+es the following Sch+utzenberger’s condition:
∀u ∈ A+: Su ∩ S = ∅ and uS ∩ S = ∅ ⇒ u∈ S: (2)
Similarly, a subsemigroup S of A+ is said to be right unitary, if its base is a pre+x
code. It is straightforward to show, see again [3], that S is right unitary if and only if
∀u ∈ S; v ∈ A+: uv ∈ S ⇒ v ∈ S: (3)
T. Harju, J. Karhum+aki / Theoretical Computer Science 324 (2004) 35–54 39
From (2) and (3) one obtains Tilson’s result: any nonempty intersection of free (resp.
right unitary) subsemigroups of A+ is free (resp. right unitary). This, in turn, implies
that for any subset X ⊆A+, there exists the least free subsemigroup F(X ) containing
X , and there exists the least right unitary subsemigroup P(X ) containing X . Indeed,
F(X ) =
⋂{S |X ⊆ S ⊆ A+; S is free};
P(X ) =
⋂{S |X ⊆ S ⊆ A+; S is right unitary}:
These semigroups are called the free hull and the pre6x hull of X , respectively. Note
that we could have used here X+ instead of X , that is, for example, F(X+)=F(X ).
A subsemigroup S of A+ is called !-free, if its base is an !-code. As in the above
it can be shown, see [5], that S is an !-free subsemigroup if and only if it is free and
satis+es the condition
∀u ∈ S; s ∈ SN; w ∈ A+: uw ∈ S; ws ∈ SN ⇒ w ∈ S: (4)
Using this condition, we obtain that for any subset X ⊆A+, there exists the least !-free
subsemigroup,
W (X ) =
⋂{S |X ⊆ S ⊆ A+; S is !-free}
containing X . The semigroup W (X ) is called the !-free hull of X .
Let X be a +nite subset of A+. We de+ne three properties on pairs of words in
X ×X , where u¡v means that u is a proper pre+x of v:
Cp(X ) = {(u; v) ∈ X × X | u ∩ vA+ = ∅ or v ∩ uA+ = ∅};
Cf(X ) = {(u; v) ∈ X × X | u = v; uX ∗ ∩ vX ∗ = ∅};
C!(X ) = {(u; v) ∈ X × X | u = v; uXN ∩ vXN = ∅}:
By the de+nitions, X is a pre+x code (resp. a code or an !-code) if and only if
Cp(X )= ∅ (resp. Cf(X )= ∅ or C!(X )= ∅). Notice that
Cf(X ) ⊆ C!(X ) ⊆ Cp(X ) (5)
for all +nite X .
Next we de+ne iterative procedures Pp, Pf, P! corresponding to these properties.
Let $∈{p;f; w}.
Procedure. P$. Let X ⊂ A+ be 6nite. Set X0 =X , and iterate for j¿0:
(1) Choose (u; v)∈C$(Xj) such that u= vw for some w∈A+. If no such pair exists,
then stop and return P$(X )=Xj.
(2) If w∈Xj, set Xj+1 =Xj\{u}.
(3) If w =∈ Xj, set Xj+1 = (Xj\{u})∪{w}.
The sizes s(Xj)=
∑
u∈Xj |u| of the sets Xj decrease strictly when j grows, and
therefore the procedures will terminate. Clearly card(Xj+1)¡card(Xj) if and only if
the procedures apply step (2).
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Consider the procedure Pp for the pre+x property. For any +nite set X ⊆A+, P(X )=
P(X0) and P(Xj)=P(Xj+1) for all j¿0. Therefore an inductive argument shows that
the procedure Pp terminates in the base of the pre+x hull P(X ) of the set X . The case
for the free hull and the !-free hull are similar, except that in these cases we use (2)
and (4), respectively, to conclude that the procedures Pf and P! terminate in the base
of the free hull F(X ) and in the base of the !-hull W (X ), respectively.
From the procedures P$ it follows that the base elements of P(X ), W (X ) and F(X )
are suNxes of words of X . In the case $=f the mirror images of the words in X can
be considered so that the elements of F(X ) are also pre+xes of words of X . These
observations yield directly to the following results, where P(X )∗, W (X )∗ and F(X )∗
are used to include the empty word into the corresponding hulls.
Lemma 3.1. Let X be a 6nite subset of A+. Then the following hold:
(i) B(P(X ))⊆ (P(X )∗)−1X .
(ii) B(W (X ))⊆ (W (X )∗)−1X .
(iii) B(F(X ))⊆ (F(X )∗)−1X ∩X (F(X )∗)−1.
We adopt the following shorter notations for the free rank, the !-rank and the pre6x
rank of X ,
rf(X ) = rank(F(X )); r!(X ) = rank(W (X )); and rp(X ) = rank(P(X )):
We are now ready to prove the defect theorems.
Theorem 3.2. Let X ⊆A+ be a 6nite set. Then the following hold:
(i) rf(X )6card(X ) with equality if and only if X is a code.
(ii) rp(X )6card(X ).
(iii) r!(X )6card(X ) with equality if and only if X is an !-code.
Proof. By the above, the procedure Pf computes rf(X ) correctly. Let Xj be any
intermediate set of the procedure, and assume that Xj is not a code, say u; v∈Xj
with us= vt and u= vw for some s; t ∈X ∗j and w∈A+. Clearly if (u; v) is not chosen
in step (1), then Cp(Xj+1) = ∅, and, in this case, Xj+1 is not the +nal outcome.
Suppose thus that (u; v) is chosen in step (1). If (2) applies, then the cardinality will
decrease. If (3) applies, then Xj+1 = (Xj\{u})∪{w}, and the word t=ws has two
di1erent factorizations over Xj+1, since w =∈ Xj. Therefore Xj+1 is not a code, and
hence it is not the +nal outcome. We conclude that the procedure terminates after
an application of (2), and the cardinality will eventually decrease. The claim for the
equality rf(X )= card(X ) is clear.
Claims (ii) and (iii) follow, since, by (5), rp(X )6r!(X )6rf(X ).
Cases (i) and (iii) of Theorem 3.2 formalize the intuitive defect theorem mentioned
in the introduction: if n words satisfy a nontrivial relation, then they can be built up
from at most n− 1 words. Theorem 3.2(iii) shows that the defect e1ect follows from
a weaker condition than the one that the set is not a code.
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We also note that the proof of Theorem 3.2 is, at least to some extent, more compu-
tational than the one presented for example in [22]. At the same time it is very uni+ed
and applies not only in Theorem 3.2, but also in other situations, as will be seen.
We know, this far, that for a +nite subset X ⊆A+,
rc(X )6rp(X )6r!(X )6rf(X )6card(X ); (6)
where
rc(X ) = min{card(Y ) |X ⊆ Y+}
is the combinatorial rank of X . Note that unlike in the previous cases, the family of
subsemigroups Y+ for which X ⊆Y+ need not be closed under intersections. How-
ever, by the defect theorem, each Y ⊆A+ for which card(Y )= rc(X ) and X ⊆Y+, is
necessarily a code.
Example 3.3. Consider X = {a; ab; aabac; abacabbacbc; bacbcbcbac; bcbac}. The words
in X satisfy a relation: a·abacabbacbc·bcbac= aabac·ab·bacbcbcbac, or x1x4x6 = x3x2x5
in terms of X . The procedure Pf gives the base of the free hull, B(F(X ))= {a; ab;
abac; bacbc; bcbac} of rank 5. The result is not an !-code, since a ·bacbc · · · · = abac ·
bcbac · : : :. The procedure P! continues by computing the base of the !-free hull,
B(W (X ))= {a; ab; bac; bc} of rank 4. The procedure Pp will then give B(P(X ))=
{a; b; c}, and hence rc(X )6rp(X )¡r!(X )¡rf(X )¡card(X ). Now de+ne an injective
morphism : {a; b; c}+→{a; b}+ by (a)= ab, (b)= a2b and (c)= a3b. Then for the
set Y = (X ), we obtain rc(Y )¡rp(Y )¡r!(Y )¡rf(Y )¡card(Y ).
In [10] it was shown that for each X ⊆A+, there exists a unique least subsemigroup
U (X )⊆A+ such that each element of X has a unique factorization over U (X ). Denote
by ru(X ) the rank of U (X ), called the unique factorization rank of X . Note that
the semigroup U (X ) need not be free. However, we do have F(X )=F(U (X )). The
following was proved in [10] by reducing the claim to the basic defect theorem.
Theorem 3.4. Let X ⊆A+ be a 6nite subset that is not a code. Then
rf(X )6 ru(X )¡card(X ):
Example 3.5. We can now modify Example 3.3 to yield a set X that satis+es
rc(X )¡rp(X )¡r!(X )¡rf(X )¡ru(X )¡card(X ): (7)
For this, consider +rst the set Z = {c; cde; dee; eed; ed}⊆{c; d; e}+. Then F(Z)=
{c; d; e}+, and ru(Z)= 4¿rf(Z)= 3. Indeed, Z is uniquely factorizable over the set
{c; de; e; ed}. Let then Y be the +nal outcome of Example 3.3. It is clear that X =Y ∪Z
satis+es the inequalities of (7). Furthermore, the set X can be embedded into {a; b}+
to yield an example consisting of binary words.
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For each +nite set X ⊆A+, there exists the least integer /(X )¿0 such that F(X )
=U/(X )(X ), where inductively U 0(X )=X and Ui(X )=U (Ui−1(X )) for i¿1. The
next result is a corollary to Theorem 3.4.
Theorem 3.6. Let X ⊆A+ be 6nite. Then rf(X )6card(X )− /(X ).
Theorem 3.6 can be viewed as a cumulative defect theorem. However, the property
implying a cumulative defect e1ect is here implicit. More explicit conditions are stated
in Section 6. As shown in [10], for each +nite X ⊆A+ there exists a Y ⊆A+ such that
the semigroups X+ and Y+ are isomorphic, and, moreover, rf(X )= ru(Y ) (in which
case rf(Y )= ru(Y )).
Consider the sets X = {a; ab; bc; cbb; bbe; e} and Y = {a; ab; bc; cd; de; e}. Then X+
and Y+ are isomorphic, but we have F(X )= {a; b; c; e} and F(Y )= {a; b; c; d; e} and
therefore rf(X ) = rf(Y ). Consequently, the free rank possesses some nonalgebraic
features.
Theorem 3.7. The free rank is not invariant under isomorphisms, that is, there exist
isomorphic subsemigroups of A+ that have di2erent ranks.
We conclude this section by considering briePy the algorithmic complexity of com-
puting the mentioned ranks of a +nite set X . We observe that in the procedures P$, the
complexity of determining rf(X ), r!(X ) and rp(X ) is polynomial. The essential part
here is that the checking of each of the conditions Cp(X ); Cf(X ) and C!(X ) can be
done in polynomial time. The situation for the combinatorial rank is entirely di1erent.
Indeed, to determine whether rc(X )6k for an instance (X; k) of a subset X ⊆A+ and
a natural number k6card(X ), is an NP-complete problem, see [26].
4. The graph lemma
In this section we present a generalization of the defect theorem in terms of graphs.
For a +nite set X ⊆A+, the condition Cf(X ) used in the procedure Pf(X ) determines
in a natural way a graph GX =(X; Cf(X )) on the set X of nodes, called the dependency
graph: a pair (u; v)∈X ×X is an edge of GX if and only if there are words s; t ∈X ∗
such that us= vt. The following result was +rst proved in [10]. We rework the proof
as an evidence how well it suits to our approach, i.e., to our procedures.
Theorem 4.1 (Graph lemma). Let X ⊆A+ be a 6nite set that is not a code. Then
rf(X )6 c(X )¡card(X );
where c(X ) is the number of the connected components of GX .
Proof. Consider any intermediate value Xj of the procedure Pf that constructs the
base of the free hull for X , and let the chosen pair be (u; v)∈Cf(Xj) with u= vw
such that us= vt for some s; t ∈A∗. Now if step (2) applies to Xj, then the graph
GXj+1 is obtained from GXj by removing the node u. In this case, if (u; u
′)∈Cf(Xj),
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then also (v; u′)∈Cf(Xj), and therefore c(Xj+1)= c(Xj). Assume then that the step
(3) applies to Xj. In this case, the node u is removed and a new node w is created.
If (u; u′)∈Cf(Xj) with u′ = v, then (v; u′)∈Cf(Xj+1), since u= vw and w∈Xj+1.
Finally, let t= v′t′ for v′ ∈Xj; t′ ∈X ∗j . If here v′ = u, then (w; v′)∈Cf(Xj+1), and if
t= ut′, then (w; v)∈Cf(Xj+1). We conclude that w merges into an existing connecting
component, and therefore c(Xj+1)6c(Xj). Since the +nal outcome of the procedure is
the base of the free hull that has a discrete graph on at most card(X )− 1 nodes, the
claim follows.
It is essential in Theorem 4.1 to have X as a subset of the semigroup A+, that is,
 =∈ X . Indeed, allowing ∈X gives easily counter examples of the form xyi =yix for
i=1; 2; : : : ; k. The graph would be connected in this example, but the equations do
have nonperiodic solutions, where x=  and yi ∈A∗ are arbitrary words.
Example 4.2. We illustrate the above results in terms of the procedure Pf that deter-
mines the free hull of a +nite set. Let X = {ab; aba; abb; bab}. Then the graph GX =GX0
is given in Fig. 1, since, e.g., aba · bab= ab · ab · ab and abb · ab= ab · bab.
Choose an edge, say (ab; abb). Then u= abb and w= b =∈ X . The new graph GX1 has
nodes {ab; aba; b; bab}, and it is the second graph given in Fig. 1. Note that bab= b·ab,
and therefore GX1 has the edge (bab; b). When this edge is chosen, the step (2) of the
procedure applies, and it gives a graph GX2 , where bab is simply removed. Finally, by
choosing the remaining edge (ab; aba), the new node will be a, and after this the +nal
graph GX3 has two nodes, a and b, and no edges.
5. In$nite relations
In this section we shall consider the defect theorem for 1-way in+nite, as well as
for two-way in+nite relations.
Analogously to GX we de+ne the graph G
(!)
X =(X; C!(X )) using the property C!(X )
instead of Cf(X ). The next result is proven similarly to Theorem 4.1.
Theorem 5.1. Let X ⊆A+ be a 6nite set that is not an !-code. Then
r!(X )6 c!(X ) ¡ card(X );
where c!(X ) is the number of the connected components of G
(!)
X .
Fig. 1. The graphs GXi .
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The defect theorem for one-way in+nite relations does not extend to two-way in+nite
relations: the pre+x set X = {ab; ba} and the periodic word (ab)Z provides a trivial
counter example for this. Our next example is stronger and more interesting. It shows
that even a nonperiodic bi-in+nite word s∈AZ may possess two di1erent factorizations
in terms of a +nite set X such that rp(X )= r!(X )= rf(X )= rank(X+).
Example 5.2. Consider the pre+x code X = {a; bab; baab}. Then rp(X )= rank(X+).
The words w1 = baab · a∈X+ and w2 = a · a · bab∈X+ are b-conjugates, that is,
w1b= bw2. Also, the words v1 = bab · a∈X+ and v2 = a · bab∈X+ are b-conjugates.
Hence any bi-in+nite word s∈{w1; v1}Z is factorizable over {w2; v2}. It is clear that
the bi-in+nite words in {w1; v1}Z need not be periodic.
In the above example the combinatorial rank of X is strictly smaller than rank(X+).
This observation, indeed, leads to a general result shown in [20].
Theorem 5.3. Let s∈AZ be a bi-in6nite word that has two di2erent factorizations
over a 6nite set X ⊆A+. Then s is periodic or rc(X )¡card(X ). In particular, if X
consists of two words, then s is periodic.
Proof. The claim is clear, if X is not a code. Assume thus that X is a code, and let s
be nonperiodic with two di1erent factorizations s1; s2 ∈X Z. We say that a word w∈A+
is an over;ow, if s1 = s11s12 and s2 = s21s22 such that s21 = s11w and ws22 = s12, where
each sij is factorizable in X . By Theorem 3.2(iii) (and its dual for words in+nite to
the left), we may assume that the overPows di1er from .
Since s is nonperiodic, there exists an overPow w∈A+ that occurs at least twice
such that the situation of (the left part of) Fig. 2 holds: s= : : : uu1 ·v : : : = : : : w ·v1w : : :,
where u; v∈X are di1erent, and u1; v1w∈X ∗ satisfy uu1 ·w=w · v1w. Further, since s
is in+nite to the right, there exists an overPow t ∈A+ that occurs twice as in Fig. 2.
The dependency graph GY of the set Y =X ∪{w; t} contains the edges (w; u);
(w; v) and (t; v′) for some v′ ∈X , and therefore it has less than card(X ) connected
components. Now Theorem 4.1 implies that rc(X )¡card(X ) for the combinatorial rank
of X .
The crucial property of rc(X ) that we used in the above proof, and which is not true
for the other ranks, is that rc(X ∪{t})¿rc(X ) for all words t ∈A+. For instance, by
taking X = {ab; ba; ca; cb} and t= a we have rc(X )= 4¿rc(X ∪{t})= 3. We also want
to emphasize that Theorem 5.3 is not only a defect theorem for bi-in+nite relations,
but also the +rst defect theorem which is witnessed only by the combinatorial rank,
and not by the other ranks we have been considering.
Fig. 2. A bi-in+nite word with two factorizations.
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6. Cumulative defect e'ect
We already have studied the cumulative defect e1ect in the above, that is, situations
where relations satis+ed by a +nite set X forces X to be of rank at most card(X )− k
for some k¿2. The optimal situation would be the case where k relations force the
rank to be at most card(X ) − k. Example 2.1 shows that in general optimality does
not hold in all situations. There two independent equations force only a defect e1ect
of order 1.
For the general cases there are rather few results on cumulative defect e1ect. Graph
Lemma (Theorem 4.1) is one such example. Under certain conditions (as in Example
7.3 below) it satis+es the above optimality requirement. In what follows we mention
two other results on cumulative defect e1ect.
Our +rst cumulative defect result is from Karhum'aki and MaQnuch [18] (see also
[25]). For this, recall that two factorizations s= · · · u−1u0u1 · · ·= · · · v−1v0v1 · · · of a
bi-in+nite word s∈AZ are disjoint, if the starting positions of ui and vj are di1erent
for all i; j∈Z, see [22] or [18] for details.
Theorem 6.1. Let X ⊆A+ be a pre6x code. Let s∈AZ be a nonperiodic bi-in6nite
word that has three disjoint factorizations over X . Then rc(X )6card(X )− 2.
Theorem 6.1 gives rise to the following problem, which was stated in [18].
Problem 1. Let X ⊆A+ be a code. Let s∈AZ be a nonperiodic bi-in6nite word that
has k disjoint factorizations over X for some k6card(X ). Is is true that rc(X )¡
card(X )− k?
Actually we do not know the answer to Problem 1 either in the case when X
is arbitrary. The connections of Problem 1 and the critical factorization theorem are
discussed in [18].
Another result on cumulative defect e1ect was recently proved by BruyRere [5]. The
proof is quite complicated extending a related result of Honkala [14] and it is based
on arguments introduced by Karhum'aki [16,17]. For a set X of words, let X˜ be the
set of the mirror images of the words in X .
Theorem 6.2. If X is a code such that X and X˜ are not !-codes, then there is a set
Y of words such that card(Y )6card(X )− 2 and X ⊆Y ∗.
7. The rank of an equation
This section is devoted to the rank of an equation, and not to that of a +nite set, as
it was in the previous sections.
The rank of a morphism :+→A+, denoted by rank(), is de+ned as the rank of
the free hull of (+). The rank of a system E⊆+×+ of equations is de+ned as
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the maximum rank of its solutions:
rank(E) = max{rank() |  ∈ Sol(E)}: (8)
If E has no solutions, let rank(E)= 0. The rank of E is well de+ned, since for all
solutions  of E, rank()6card(). We recall that only solutions in the free semigroup
A+ are considered here, so that the empty word is not allowed in any solution.
Let E⊆+×+ be a system of equations. De+ne a graph GE =(; RE) with the
set of nodes , and with the set of edges
RE = {(x; y) ∈  ×  | ∃u; v ∈ ∗: xu = yv ∈ E}:
As a reformulation of Theorem 4.1, we see that the number c(GE) of connected com-
ponents of the graph GE gives an upper bound for the rank of E.
Theorem 7.1. Let E⊆+×+ be a system of equations over A+. Then
rank(E)6 c(GE)6 card():
In particular,
Corollary 7.2. If the graph GE is connected for a system E of equations, then all
solutions in A+ of E are periodic.
Example 7.3. Let = {x; y; z}. Then any solution in A+ of a system
xu1 = yu2;
xv1 = zv2;
where ui; vi ∈∗, is periodic.
One is tempted to de+ne di1erent notions of a rank of equations as was done for
+nite sets. However, the next result states that the chain corresponding to (6) will
collapse.
Theorem 7.4. Let e be an equation over . There is a solution  of e such that the
combinatorial rank of X = () coincides with the rank of e, rank(e)= rc(X ).
Proof. We +rst observe that if X ⊆A+ is a +nite set, then rc(X )= rc(F(X )), and,
by the defect theorem and the de+nition of a combinatorial rank, every subsemigroup
S ⊆A+ containing X and satisfying rank(S)= rc(X ), is necessarily free.
Let e be an equation u= v, and let :+→A+ be a solution of e. Denote X = ().
It is clear that rc(X )6rf(X ). To prove the claim, we need to construct another solution
3 of e such that rc(3())= rf(X ).
Let 4:B(F(X ))→D be a bijection of the base of F(X ) onto an alphabet D. Since
F(X ) is free, 4 de+nes a semigroup isomorphism 4:F(X )→D+ in a natural way.
De+ne then 3= 4:+→D+. Clearly, 3 is a solution of e. By condition (2) (or by
the procedure Pf), it is plain that 4(F(X ))⊆F(3()), and therefore F(3())=D+.
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Now for any free semigroup S containing 3(), also F(3())=D+⊆ S. Since the
semigroups S that contain 3() and satisfy rank(S)= rc(3()) are free, it follows that
rc(3())= card(D)= rf(X ) as required.
The following corollary is the defect theorem for equations.
Corollary 7.5. For each nontrivial equation e over ,
rank(e) ¡ card():
We note that in Corollary 7.5, as well as in Theorem 7.4, the requirement that the
solutions are in the free semigroup A+ is not needed—they can also be in the free
monoid A∗.
As we have seen, the notion of combinatorial rank is fundamental for equations. The
following example further emphasizes this viewpoint.
Example 7.6. Let A= {a; b; c}, and de+ne a morphism :A+→A+ by
(a) = b; (b) = cab; and (c) = cabca:
Now 2(a)= cab, 2(b)= (cab)3 and 2(c)= (cab)5. Thus rc((A))= 2 and
rc(2(A))= 1, which shows that the combinatorial rank is not closed under compo-
sitions of sets. Using n copies of the alphabet, it is not diNcult to construct a set X
over a 3n-letter alphabet such that rc(X )− rc(X 2)¿n.
8. Independent systems
The defect theorems formalize a weak dimension property of words. However, it is
very weak, as we shall now show: several ‘di1erent’ relations need not force a larger
defect e1ect than is forced by a single one.
The notion of ‘di1erence’ is formalized to mean independency: no equation from a
system can be omitted without changing the set of the solutions.
The basic result concerning independence is the following compactness theorem,
[1,9].
Theorem 8.1. Every independent system of equations in a free semigroup A+ over a
6nite set  of variables is 6nite.
At this point we emphasize that for any solution X = () of a system E of equa-
tions, the rank of X (of any kind) is a property of X , i.e., of a solution of E. The
independence of E, in turn, is a property of all solutions of E. Therefore an attempt
to ful+l our goal, faces a problem of relating a particular solution of E to all solutions
of it.
Using Makanin’s algorithm, see [7], and Theorem 2.3, it is not diNcult to conclude
that
48 T. Harju, J. Karhum+aki / Theoretical Computer Science 324 (2004) 35–54
Theorem 8.2. Let X be a 6nite subset of A+. One can e2ectively 6nd a 6nite inde-
pendent system EI (X )⊆E(X ) of equations satis6ed by X .
From the point of view of our goal, Theorem 8.2 is not really helpful, since the
set EI (X ) need not be unique. As a concrete example of a challenging problem, we
mention
Problem 2. Let card()= 3. Does there exist an independent system of three equa-
tions that has a solution of rank 2 over the free semigroups A+?
Let  be a set of variables and denote n=card(). For t6n, de+ne
Dt(n) = sup{card(E) | E is an independent system over  having
a solution of combinatorial rank at most n− t}:
We note that instead of using the combinatorial rank in the de+nition of Dt(n), we
could have used the free rank or the pre+x rank without changing the value of Dt(n).
This, indeed, follows from Theorem 7.4.
We have for all t with 16t6n− 1, D1(n)6Dt(n)6Dn−2(n), and therefore the two
most natural choices for the parameter t are the values t=1 and t= n− 2. The former
corresponds to the case where the defect e1ect is minimal, that is, equal to 1, while
t= n− 2 corresponds to the case where nonperiodic solutions still can exist.
The following lower bound for Dt(n) was obtained in [21].
Theorem 8.3. (i) D1(n)=(n2) in A+ with card(A)=∞.
(ii) Dn−2(n)=(n3) in A+ with card(A)¿2.
Theorem 8.3 is based on the next example; for more details on case (ii), see [21].
Example 8.4. Let E be the following system of equations over = {x; y}∪ {pi; qi; zi |
i=1; 2; : : : ; n},
E : xpjzkqjy = ypjzkqjx for j; k = 1; 2; : : : ; n:
Now card(E)= n2 and card()= 3n+ 2. We claim that
(i) E has a solution of combinatorial rank 3n+ 1, and
(ii) E is independent.
For (i) choose x=y, which makes the equations of E trivial, so that a required
solution exists over the free semigroup having 3n+ 1 generators.
For (ii), we show that for each pair (j; k), there exists a solution of the system
E(j; k)=E\{xpjzkqjy=ypjzkqjx}, which is not a solution of E. Here is such a solu-
tion:
x = b2ab; (9)
y = b; (10)
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pt =
{
ba if t= j;
bab otherwise;
(11)
z‘ =
{
bab2 if ‘ = k;
b otherwise;
(12)
qt =
{
ba if t = j;
a otherwise:
(13)
To +nd such a solution is not obvious, but to verify that it is a required one, is easy:
we compute for t= j and ‘= k,
xpjzkqjy = b2ab · ba · · · = b · ba · bab2 · · · = ypjzkqjx:
Therefore (9)–(13) is not a solution of E. For the remaining cases, we compute
t = j; ‘ = k : b2ab · bab · b · a · b = (bba)3b = b · bab · b · a · b2ab;
t = j; ‘ = k : b2ab · bab · b2ab2 · a · b = (bba)4b = b · bab · bab2 · a · b2ab;
t = j; ‘ = k : b2ab · ba · b · ba · b = (bba)3b = b · ba · b · ba · b2ab;
and, indeed, (9)–(13) is a solution of E(j; k).
In part (i) of the previous theorem we used an in+nite generating set A. Indeed,
this is unavoidable if D1(n) is de+ned based on the combinatorial rank. However, as
we already mentioned, the de+nition can be based on the pre+x rank, for example.
Over A+, with card(A)=∞, the de+nitions are equivalent. If D1(n) was de+ned using
the pre+x rank, then in the part (i) we can choose a binary generating set A. This
is due to the fact that countably generated free semigroups can be embedded into a
two-generator one using a pre+x code as an embedding.
As also shown in [21] in the monoid case, that is, when the equations are solved in
the free monoid, the lower bounds of Theorem 8.3 can be improved: D1(n)=(n3)
and Dn−2(n)=(n4).
No upper bounds for the functions of Theorem 8.3 are known. A fundamental ques-
tion on independent systems of equations is:
Problem 3. How large an independent system of equations in n variables can be? Is
it always bounded by 2n?
9. Two-dimensional words
In the remaining two sections, we consider two examples of two-dimensional objects
in connection to the defect theorem. Firstly, we show that +gures, i.e., two-dimensional
words, in the plane do not satisfy the defect theorem even in several simple cases. In
the last section, we show that the defect theorem can be generalized to trees.
A +gure in the plane consists of a +nite number of unit squares of integer points
labelled by letters of an alphabet. To be more precise, a 6gure is a partial function
8:Z×Z→A with a +nite domain, denoted by dom(8). We consider each point (i; j)
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Fig. 3. $1; $2; $3 and 8.
as a square of unit length centred at (i; j). A +gure colours each square of its domain
by a letter from the alphabet A.
A +gure $ is said to be a factor of a +gure 8, if there exists a translation of the plane,
(i; j)= (i+p; j+q) for some constants p; q∈Z, such that 8(i+p; j+q)= $(i; j) for all
(i; j)∈ dom($). In this case, we also say that $ occurs in 8 at (i+p; j+q), where (i; j)
is the least point of $. The domain of such an occurrence is the set (p; q) + dom($).
Let X = {$1; $2; : : : ; $n} be a +nite set of +gures. We say that a +gure 8 is factor-
izable over X , if 8 can be divided into occurrences of the $i the domains of which
partition the domain of 8.
Example 9.1. We show in this example that the defect e1ect is not valid for sets of
three +gures. For this consider the set X = {$1; $2; $3} and 8 from Fig. 3. In this case,
there does not exist a set of two +gures Y = {$′1; $′2} such that each $i ∈X would be
factorizable over Y . However, 8 has two di1erent factorizations over X .
Problem 4. Prove that if there exists a 6gure 8 that is factorizable over a set
X = {$1; $2} of two 6gures in two di2erent ways, then there exists a 6gure $ such
that both $1 and $2 are factorizable over {$}.
Now we move to consider restricted +gures. Consider +rst vectors as elements of
the set X , that is, we consider +gures $:Zm×{0}→A and $: {0}×Zm→A for m¿1,
which can be represented by row words (i.e., row vectors) a1 · · · am and by column
words (i.e., column vectors) (a1 · · · am)T, respectively. Here Zm= {0; 1; : : : ; m− 1}.
Example 9.2. Let X = {$1; $2} consist of two vectors and assume that there exists a
+gure 8 that is factorizable in two di1erent ways over X . Then both $1 and $2 are
factored over a singleton set Y = {$}, where $= a is a unit square.
We prove this defect result by contradiction. Assume that the elements of X are not
factorizable over a singleton +gure, and let 8 be a +gure that has a minimal domain
such that 8 has two di1erent factorizations, say F1 and F2, over X . A row of a +gure
8 is any maximal length row word the domain of which lies in 8. It is clear that the
rows of 8 factorize it.
If both vectors in X are row words then the claim reduces to the defect theorem
for words by considering any row of 8 (which does have two di1erent factorizations).
Symmetrically, the same holds if the vectors in X are both column vectors. Hence, we
can assume that $1 is a row word and $2 = (a1a2 : : : am)T is a column word. By the
minimality of 8 we have:
(*) No vector of X occurs in the same position in both F1 and F2.
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Each row of 8 has a factorization over the set W = {$1}∪ {ai | i=1; 2; : : : ; m}. Let
81 be the least row (the lowest and the leftmost) of 8. By (*), 81 has two di1er-
ent factorizations over W , and since it is the lowest, these factorizations are over
W1 = {$1; am}. By the defect theorem for words, $1 ∈ a∗m. By considering a rotation of
90◦, we conclude that also $2 ∈ a∗m, and the claim follows from this.
The above defect e1ect does not hold for sets of four vectors:
Example 9.3. Let X = {ab; cd; (ac)T; (bd)T}. Then there is a +gure $, namely the
square with rows ab and cd, that has two di1erent factorizations over X , but the
defect e1ect does not apply to X .
Problem 5. Let X = {$1; $2; $3} be a set of three vectors such that there exists a
6gure 8 that can be factorized in two di2erent ways over X . Is it true that there
exists a set Y = {:1; :2} of two vectors such that each $i is factorizable over Y ?
We can assume in this problem that $1 and $2 are row vectors and $3 = (a1a2 · · · am)T
is a column vector. As in the case of two vectors, we can deduce that there exists a
word :1 such that for the set Y = {:1; am}, $1; $2 ∈Y ∗.
A square is a +gure $:Zn×Zn→A, where n¿1. It is not diNcult to see that if
X = {$1; $2} consists of two squares and if a +gure 8 is factorizable in two di1erent
ways over X , then there exists a square $′ such that both $1 and $2 can be factorized
over {$′}.
As the next example shows the above does not generalize to sets of three squares.
Example 9.4. In Fig. 4 a 4× 4-square 8 is factorized in two di1erent ways by three
squares, and there do not exist two squares that factorize the given squares. We notice
that 8 consists of two identical rectangles the factorizations of which are just permuted.
10. Defect theorems for trees
We continue the two-dimensional cases by considering trees. By the above negative
examples, it is somewhat surprising that the defect theorems do hold for trees.
Fig. 4. Two di1erent factorizations of a square word 8 with three factors.
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Let ;= {1; 2; : : : ; k} be a special alphabet for addressing trees. We identify a
k-ary tree with a partial mapping 8:;∗→A whose domain, dom(8)⊆;∗, is +nite
and pre+x closed, that is, if uv∈ dom(8) then also u∈ dom(8) for all u; v∈;∗. In par-
ticular, ∈ dom(8), and the node labelled by  is called the root of 8. The domain
of a tree 8 is its address space, and each address assumes a value from the alphabet
A. In this sense our trees are planar trees, that is, the sons ui1; ui2; : : : ; uit of a node
u∈ dom(8), are ordered by ;, i1¡i2¡ · · ·¡it . We allow empty trees for which the
domain is the empty set.
For a tree 8, we let
fr+(8) = {ui | u ∈ dom(8); i ∈ ;; ui =∈ dom(8)}
be its outer frontier.
A tree $ is a factor of a tree 8, and it is a subtree rooted at v in 8, if there exists
a node v∈ dom(8) such that v · dom($)⊆ dom(8) and $(u)= 8(vu) for all u∈ dom($).
Here the domain of the subtree rooted at v is v · dom($). A subtree $ of 8 is a pre6x
of 8, if $ is rooted at .
We say that 8 is factorizable over a set {$i | i=1; 2; : : : ; m} of trees, if each $i is
a factor of 8 and there are subtrees 8i, i=1; 2; : : : ; t, consisting of these factors the
domains of which partition the domain of 8.
For two k-ary trees 8 and $, let 8 $ denote their maximal common subtree rooted
at . Therefore 8(u)= $(u) for all u∈ dom(8  $). The set of factors corresponding to
the maximal subtrees of 8 and $ rooted at the nodes of fr+(8  $) is denoted by 8$.
Moreover, we say that 8 and $ overlap if dom(8  $)= dom(8)∩ dom($).
We now generalize the graph construction of Section 4 to trees as follows. Let X
be a +nite set of k-ary trees with values in A. De+ne GX =(X; E) as the graph with
edges ($1; $2)∈X ×X if there exists a tree 8 that has two factorizations, F1 and F2,
over X such that $i, for i=1; 2, is a pre+x of 8 according to Fi. Let again c(GX ) be
the number of connected components of GX .
Clearly if there exists a k-ary tree 8 having two di1erent factorization over a set X ,
then c(GX )¡card(X ). With these notations the Graph Lemma was proved for trees in
[20] as an extension of the +rst defect theorem for trees by Mantaci and Restivo [24].
Theorem 10.1. If a k-ary tree is factorizable in two di2erent ways over a set X of
k-ary trees, then there exists a set Y of c(GX ) k-ary trees such that the trees in X
are factorizable over Y .
Proof. Let F1 and F2 be two di1erent factorizations of a tree 8 over X . We can assume
that these factorizations employ di1erent pre+xes of 8, say $1; $2 ∈X . These pre+xes
overlap each other. Let
X ′ = (X \{$1; $2}) ∪ {$1  $2} ∪ $1$2:
The trees of X are factorizable over X ′.
In the graph GX ′ the edge ($1; $2) is removed, and each edge ($i; :), for i=1; 2, of
GX is replaced by an edge ($1$2; :). Moreover, if GX ′ has a new edge (:1; :2), then
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necessarily :i ∈{$1$2}∪ $1$2 for i=1 or i=2. One can now deduce, see [18] for
more details, that c(GX ′)6c(GX ), and the size of GX ′ is strictly less than the size of
GX . Therefore the procedure terminates in a +nite number of iterations to a discrete
graph of at most c(GX ) nodes. The claim follows from this.
The above theorem is strengthened in [18] for free ranks, suNx ranks and for !-free
ranks, but not for pre+x ranks. The mentioned notions of ranks, of course, have to
be de+ned in a proper way, the de+nitions being very analogous to those of words.
Therefore the defect e1ect applies to trees in almost the same manner as it applied to
words. Note, however, that there are two di1erences: +rstly, unlike for words the pre+x
rank and the suNx rank are not symmetric. Secondly, the proof of Theorem 10.1, in
all its details, is more complicated due to the fact that the size of the intermediate sets
in the procedure may also be larger than the original ones.
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