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Abstract
This chapter will introduce the phenomenology of vacillation in baroclinic ﬂows based
on experimental data, CFD and low-order numerical models. The processes leading to
vacillation of a steady baroclinic wave will be discussed in terms of nonlinear interactions
between diﬀerent wave modes and between waves and the azimuthally or longitudinally
averaged baroclinic ﬂow. Complementing the review of the literature on amplitude vacil-
lation, some new material will be presented to discuss the eﬀect of the presence of lateral
boundary layers in laboratory experiments and of the Prandtl number on feedback be-
tween the vacillating waves and the Ekman transport in the boundary layers. In the later
sections, other forms of vacillation will be discussed and, ﬁnally, the role of vacillation in
the transition to chaos and turbulence will be brieﬂy addressed.
1. Phenomenology of Amplitude Vacillation
The ﬁrst reference to the term ‘vacillation’ in reference to baroclinic ﬂows, with a
qualitative description, can be found in a brief note from January 1953 by Hide [28] on
observations in a rotating baroclinic annulus: ‘One cycle of this phenomenon, which has
been termed ‘vacillation’ begins (say) with a symmetrical wave pattern with its continu-
ous ‘jet’. Some seconds later there is a distinct leaning backward of the troughs and a
decrease of their width. This is followed by the troughs returning to N.-S. orientation
and then leaning forward in preparation of the stage when the ‘jet’ stream is actually
interrupted and intense cyclones are formed in the position of the wave troughs. The
cyclones decay and the ‘jet’ is re-established; the wave pattern returns to the initial stage
and the cycle starts again. The period corresponds to a few ‘weeks’.’. A full description
of his observations can be found in Hide [29] and two typical snapshots of a vacillating
wave 3 are shown in Figure 1. While it will become apparent in this chapter that this
excerpt describes structural vacillation, rather than amplitude vacillation, it initiated
detailed research into vacillating ﬂows in many places.
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reﬁned, distinguishing between amplitude vacillation and shape vacillation [32]. Fowlis
and Pfeﬀer [15] characterised amplitude vacillation based on an array of thermistors
in a large baroclinic annulus. Since then, amplitude vacillation has been investigated
in laboratory experiments with a range of thermally-driven baroclinic rotating annulus
experiments, for example by White and Koschmieder [86], Tamaki and Ukaji [78], and
Sitte and Egbers [74] in addition to those by Raymond Hide and Richard Pfeﬀer. While
these experiments generated the baroclinic ﬂow by thermal forcing of the side-walls, it
can also be mechanically forced by a diﬀerentially rotating lid in contact with the upper
layer of a two-layer ﬂuid. This system has also been investigated in detail by Hart [22]
and successors. Like the thermally driven annulus, this two-layer experiment has also
shown amplitude vacillation both, in experiments with two immiscible ﬂuids [23, 24] and
with salt-stratiﬁed water [14].
Another example of ﬂow observations referred to as amplitude vacillation is from
a thermally driven annulus which is rotated so rapidly that the centrifugal term out-
weighs terrestrial gravity [2, 56, 73]. In that case, the ﬂuid is no longer stably stratiﬁed
and the resulting ﬂow is closer to rotationally constrained Rayleigh-B´ enard convection
than to baroclinic instability. The term vacillation is also used to describe atmospheric
phenomena, such as tropospheric wave-zonal ﬂow ﬂuctuations [40, 12], the stratospheric
vacillation [10, 67, 77], or sea-surface temperature (SST) ﬂuctuations [82], and for climate
ﬂuctuations [76].
A widely accepted deﬁnition of amplitude vacillation (AV) is now that it is a (fairly)
regular oscillation of the magnitude of a well-deﬁned wave mode while the spatial struc-
ture remains (essentially) unchanged. A more complex form of vacillation is modulated
amplitude vacillation (MAV) [71, 17] which frequently displays chaotic oscillations and
usually involves ﬂuctuations of several wave modes of diﬀerent spatial structure. A peri-
odic amplitude vacillation of a wave number 2 and a chaotic modulated amplitude vacil-
lation are illustrated in Figure 2, both taken from the Direct Numerical Simulations of an
air-ﬁlled annulus described by Randriamampianina et al. [69] and Randriamampianina
and Crespo Del Arco [68] in this book. A special case of a ﬂow which appears like a
modulated amplitude vacillation is the superposition of two steady wave modes; this has
been termed interference vacillation [55, 44].
Figure 1: Illustration of two ﬂow stages within an amplitude vacillation cycle (Peter Read, published in
[41], c  John Wiley & Sons, used with permission).
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Figure 2: Typical time series of wave amplitudes for (a) and Amplitude vacillation and (b) a Modulated
Amplitude vacillation. Quantities shown are Fourier amplitudes from the temperature ﬁelds calculated
by the model described by Randriamampianina and Crespo Del Arco [68].
For laboratory experiments of baroclinic ﬂows, these types of amplitude vacillations
are contrasted to ‘structural vacillation’, ‘tilted-trough vacillation’ or ‘shape vacillation’
[32, 79, 64, 19, 30, 71, 17]. These ﬂows are mainly characterised by distinct changes in
the shape but little changes in the power of the waves. While these vacillations can occur
at a distinct time scale, they tend to be much less regular than amplitude vacillations,
and the time scale is shorter than that of the typical amplitude vacillation. Hart [22] also
reported the phenomenon of ‘frequency vacillation’ in the mechanically-driven two-layer
experiment which appeared to involve an oscillation of the wave speed independently of
the wave amplitude though a similar time series was later interpreted by Hart [25] as
‘wave number vacillation’ where the ﬂow structure vacillated between a mode 1 and a
mode 2.
1.1. Nondimensional Parameters
In the thermally-driven baroclinic annulus, the two principal non-dimensional pa-
rameters are usually the Taylor number and the thermal Rossby number. The Taylor
number,
Ta =
 
f L2
ν
 2 L
d
=
4Ω2 (b − a)
5
ν2d
, (1)
is essentially the ratio of the Coriolis term to viscous dissipation where Ω = f/2 is
the angular velocity of the annulus, L and d the horizontal and vertical length scales
(L = b − a with a the radius of the inner cylinder and b that of the outer), and ν the
kinematic viscosity. Using an aspect ratio of γ = L/d, the Taylor number can be equated
to the Ekman number as Ta = γE−2.
The thermal Rossby number,
Θ =
gαd∆T
Ω2 (b − a)
2 (2)
3Figure 3: Illustration of typical regime diagrams for ﬂow regimes in the thermally-driven baroclinic
annulus, a) ﬁlled with air (after Castrejon-Pita and Read [7], Randriamampianina et al. [69] and Read
et al. [72]) and b) ﬁlled with a water-glycerol ﬂuid (after Hide and Mason [32] and Hignett [34]). The
numbers refer to the dominant wave number and ‘S’ indicates a steady wave while ‘AV’ indicates am-
plitude vacillations including complex vacillations such as MAV. Common ranges of the values explored
in such regime diagrams are O(10−3) . Θ . O(1) and O(105) . Ta . O(1010).
is a measure of the vertical stratiﬁcation through a ratio of the buoyancy term over the
Coriolis term. The term ‘thermal Rossby number’ originates from the standard Rossby
number, Ro = U/(fL) where the scaling velocity is deﬁned through the thermal wind
balance Uth = gα∆T d/(fL). The parameter is also related to the stratiﬁcation through
the buoyancy frequency, N2 = −(∂ρ/∂z)g/ρ (commonly also referred to as the Brunt-
V¨ ais¨ ala frequency), and by that to the rotational Froude number, F = (fL/(Nd))
2
as Θ = 4/F. In either case, the thermal Rossby number is a measure of the thermal
forcing of the system whereas the Taylor number is a measure of the dissipation. The
mechanically-driven two-layer experiments tend to use the Rossby number deﬁned by the
mechanically imposed velocity as one of the two principal parameters, and then either
the Froude number or a dissipation parameter deﬁned as r =
√
E/Ro.
The ﬂow observations can then be summarised in regime diagrams in the parameter
space deﬁned by the two parameters. While the illustrations of the regime diagrams in
ﬁgure 3 were derived from the thermally-driven annulus, the equivalent regime diagrams
for the mechanically-driven systems will show similar features and structures. Since
the regime diagrams intend to highlight the typical occurrence of amplitude vacillation-
type ﬂows, they were compiled from a wide range of experimental observations across
diﬀerent systems and hence do neither show more complex ﬂows such as MAV ﬂows
nor show speciﬁc values of the nondimensional parameters, since they depend on other
parameters as well, such as aspect ratios and the Prandtl number. Common ranges of the
values explored in these regime are O(10−3) . Θ . O(1) and O(105) . Ta . O(1010)
4. Irrespective of precise values, a common observation is that amplitude vacillations,
including AV and MAV, are found within the parameter space occupied by the regular
and steady waves, whereas the less regular structural vacillation types are found at higher
Taylor numbers or lower values of the dissipation parameter as the ﬂow moves towards
turbulent ﬂow.
The classic Reynolds number as the ratio of the dissipation to the advection term
is linked to the Taylor and Rossby numbers through Re = UL/ν = (U/fL)(fL2/ν) =
Ro/E. Identifying the thermal Rossby number with the Rossby number and Ta = γE−2,
the Reynolds number can be written as Re = Θ
 
Ta/γ and lines of constant Reynolds
number in ﬁgure 3 are lines with a slope of −1/2 with low Reynolds number values in
the lower left corner and high Reynolds numbers in the upper right corner of the regime
diagrams. Inserting the typical ranges for Θ and Ta results in a typical range of the
Reynolds number as O(1) . Re . O(5). As will be seen later on in Section 3.5, Eq. (4),
the Ekman or Taylor number quantiﬁes the dissipation through the Ekman layers which
is proportional to the potential vorticity. The Reynolds number, on the other hand,
quantiﬁes the horizontal viscous diﬀusion and is proportional to the second derivative
of the potential vorticity and hence highly dependent on the length scales of the ﬂow
structures.
1.2. Transition to Amplitude Vacillation
Amplitude vacillations tend to develop from their corresponding steady wave ﬂow
through a supercritical bifurcation as precursor to a mode transition to a diﬀerent wave
number. While the occurrence of structural vacillation appears to be determined more
by dissipation, the onset of amplitude vacillation and mode transitions are more deter-
mined by the thermal forcing. Other factors known to aﬀect the occurrence of amplitude
vacillation are the tank geometry and the ﬂuid’s Prandtl number. An impressionistic
synthesis of the various experimental reports by, in particular Hide et al. [33], Jonas
[38], Hignett [34], Pfeﬀer et al. [61, 63], Buzyna et al. [6], Sitte and Egbers [74] and von
Larcher and Egbers [80], suggests the following generalisation: vacillations seem to be
more prevalent in a wider and deeper annulus ﬁlled with a higher Prandtl number ﬂuid.
The fact that vacillation appears more easily in a wider gap could be a diﬀerent
phrasing of another observation, namely that amplitude vacillation tends to be seen
more when the baroclinic wave has a relatively low wave number. Hide and Mason [31]
showed that only a ﬁnite range of wave number can be observed, given by the ratio of
the zonal wave length to the gap width,
α =
mπ(a + b)
(b − a)
as 0.25α ≤ m ≤ 0.75α. (3)
The key diﬀerence between the regime diagram for a low-Prandtl number ﬂuid (Pr .
1 in ﬁgure 3a) and for a high-Prandtl number ﬂuid (10 . Pr . 80 in ﬁgure 3b) is the
relative position of the vacillating regime. For a lower Prandtl number, a steady wave can
develop an amplitude vacillation as the thermal forcing is reduced, prior to a transition to
a ﬂow with a higher wave number, while the onset of amplitude vacillation in a ﬂuid with
a higher Prandtl number is usually found when the thermal forcing and stratiﬁcation is
increased. While there is no experimental evidence for a systematic trend in low-Prandtl
number ﬂuids, it has been observed in many experiments that vacillation is rare in water
5but becomes more widely observed at higher Prandtl numbers, to a degree where steady
waves become rare as the Prandtl number reaches values in excess of 40. For example,
the water-ﬁlled annulus of von Larcher and Egbers [80] only exhibited ﬂow resembling
amplitude vacillation in the region between the m = 2 and m = 3 dominated range in
the narrow-gap annulus, whereas the annulus ﬁlled with a silicone ﬂuid of Pfeﬀer et al.
[63] appears to show always vacillating ﬂows in the regular wave range.
Bifurcation studies in a high-Prandtl number ﬂuid by Read et al. [71] have suggested
that the onset of vacillation on increasing Θ is consistent with a Hopf bifurcation, and
similarly Randriamampianina et al. [69] showed the same for the onset of amplitude
vacillation in direct numerical simulations of a low-Pr ﬂuid on decreasing Θ. The in-
termediate case was covered by Sitte and Egbers [74] who were able to show that both
existed, a Hopf bifurcation from a steady wave 2 to a 2AV on decreasing Θ towards the
m = 3 region and a Hopf bifurcation from a steady wave 3 on increasing Θ towards the
m = 2 region. The region between these two bifurcation showed secondary bifurcations
to chaotic modulated vacillations, each involving both modes, m = 2 and m = 3, but
dominated by their respective original mode. While the hysteresis in the transition be-
tween modes involving only steady waves and amplitude vacillation is substantial, the
transition between the 2-dominated and the 3-dominated chaotic ﬂows seen by Sitte and
Egbers [74] had little hysteresis and is more gradual, similar to the transition between
complex amplitude vacillation ﬂow observed by Fr¨ uh and Read [17]. It appears that the
modulated vacillations always involve activity in other modes, especially the sidebands
of the dominant mode, and thereby facilitate the transition from one dominant mode to
the next lower or higher mode.
In the corresponding two-layer experiment, Hart [22] observed that amplitude vacilla-
tion emerged from a steady wave when the driving of the lid and consequently the Rossby
number was decreased. If the vertical velocity shear, either driven by the lid or through
the thermal wind balance, is taken as the ‘forcing’ of the system, then the Rossby num-
ber deﬁned by the lid rotation takes the equivalent role as the thermal Rossby number
deﬁned by the thermal wind. In that case, the observed transition from a steady wave
to the amplitude vacillation in the two-layer system corresponds to the thermally-driven
annulus ﬁlled with a low-Prandtl number ﬂuid.
2. Mechanics of Amplitude Vacillation
In this section, some possible processes resulting in amplitude vacillation will be pre-
sented. As all observations suggest that AV is a global modulation of a ﬁnite-amplitude
steady wave mode and that the steady wave originates from a global-mode instability of a
zonal ﬂow, the processes are usually expressed in terms of energy transfer between modes
and the underlying zonal ﬂow. In this framework, the energy is described in such terms
as ‘Zonal kinetic energy’, ‘Zonal potential energy’, ‘Eddy kinetic energy’, and ‘Eddy po-
tential energy’ [45]. Following Hart [24], the possible transfer routes can be illustrated
as in Figure 4. In the mechanically driven two-layer system, the lid injects kinetic en-
ergy into the two ﬂuids, which are then converted to a distortion of the interface, while
in the thermally-driven annulus, the imposed horizontal temperature diﬀerence sets up
the sloped isotherms and the vertical shear ﬂow. In both cases, the baroclinic instabil-
ity releases the zonal potential energy stored in the sloped isotherms or isopycnals and
transfers this to eddy potential energy and then kinetic energy of growing wave modes.
6Figure 4: Illustration of the routes of energy transfer from the forcing of the vertical shear in the two-
layer experiment, or from the imposed baroclinicity in the thermally-driven annulus to dissipation of
the kinetic energy (adopted from Fig.6 of Hart [24], c  American Meteorological Society. Used with
permission) and incorporating the thermal forcing relevant for Pfeﬀer et al. [61].
These lose energy through friction from the Ekman layers and through horizontal viscous
diﬀusion but also feed back into the zonal ﬂow. The feedback which can lead to an equi-
libration to a steady wave arises from the fact that the energy transfer from the eddies to
the zonal ﬂow reduces the baroclinicity until a balance between the energy supply from
the forcing is balanced by energy loss through Ekman friction and diﬀusion.
Amplitude vacillation can set in when this balancing point of forcing and dissipation
becomes unstable, and a slight increase in wave amplitude does not lead to a suﬃcient
reduction in zonal potential energy and vice versa. Pfeﬀer et al. [61] used experimental
data to test a suggestion by Pfeﬀer and Chiang [60] that the main energy conversion re-
sulting in amplitude vacillation would be the two routes between zonal and eddy potential
energy and between eddy potential and kinetic energy. The observations showed that the
two potential energy terms were shifted by a quarter vacillation period, or phase-shifted
by π/2, with the zonal potential energy leading. This means that the time of maximum
zonal potential energy coincided with increasing eddy potential while the maximum eddy
potential energy coincided with decreasing zonal potential energy. The results for the
kinetic energy terms were noisier but suggested that they were coinciding with their re-
spective potential energy terms or very slightly delayed. An idealisation of Figures 17 to
19 from Pfeﬀer et al. [61] in our Figure 5 illustrates the various energy terms in (a) and
the main energy conversion terms in (b). A positive value in Figure 5 (b) corresponds
to an energy ﬂow in the direction given by the arrow in the annotation and a negative
value indicates a reverse energy ﬂow. In particular, Figure 5(b) shows that the energy
transfer between the potential energy forms appears to be always from the zonal to the
eddy potential energy, and that the transfer between the two eddy energies appears to
be always from the eddy potential energy to the eddy kinetic energy. In contrast to this,
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Figure 5: Idealisation of the energetics for an amplitude vacillation cycle (after Pfeﬀer et al. [61]) using
AZ for zonal potential energy, AE for eddy potential energy, KE for eddy kinetic energy, and KZ for
zonal kinetic energy. a) Energy contained in that type, b) rate of energy transfer from one type to
another (adopted from Figures 17, 18 and 19 of Pfeﬀer et al. [61], c  American Meteorological Society.
Used with permission) .
8Figure 6: Schematic of the energy ﬂow during the two extreme stages of an amplitude vacillation as
calculated by Pfeﬀer et al. [61] using F for forcing, AZ for zonal potential energy, AE for eddy potential
energy, KE for eddy kinetic energy, KZ for zonal kinetic energy, and D for dissipation (adopted from
Figures 20 and 21 of Pfeﬀer et al. [61], c  American Meteorological Society. Used with permission).
the transfer between the two zonal energy forms changes sign: the zonal kinetic energy
receives energy from the zonal potential energy during minimum energy transfer from
the zonal potential energy to eddy potential and then to eddy kinetic energy. This then
changes to a drain from the zonal kinetic energy to the zonal kinetic energy at times
when the energy transfer from this zonal kinetic energy to the other forms of energy
is large. The transfer between the two kinetic energy terms was always very small but
appeared to be in the direction from eddy kinetic to zonal kinetic energy. The reversal
of the energy transfer between the kinetic energy terms is illustrated in Figure 6.
3. Modelling Approaches
3.1. Computational Fluid Dynamics
Hignett et al. [35] succeeded in reproducing a realistic amplitude vacillation in the
ﬁnite-diﬀerence Navier-Stokes model for the Oxford annulus ﬁlled with a ﬂuid of Prandtl
number of around Pr ≈ 13 from James et al. [37] even at a relatively low resolution of 16
grid cells in the radial and vertical, respectively, and 64 in the azimuthal direction, using
a stretched grid to resolve the boundary layers adequately. A later version of this model,
now known as MORALS, was used by Young and Read [87] to construct a more detailed
regime diagram for this apparatus and found very good agreement in the structure of
the regime diagram, similar to that of Figure 3(b).
Lu et al. [51] developed a numerical model using ﬁnite diﬀerence discretization in
the radial and vertical but a spectral representation in the azimuthal direction to model
the larger Florida annulus with a relatively narrow gap and ﬁlled with a viscous ﬂuid of
Prandtl number 73 (experiment B in Pfeﬀer et al. [63]) and found good agreement, in
9particular the fact that vacillating ﬂows were extremely common and steady waves very
rare. Lu and Miller [50] then analysed two particular vacillating cases, one classiﬁed as
amplitude vacillation and the other as structural vacillation. In particular, they observed
that the amplitude vacillation showed a clear oscillation of the relative phase of the wave
in the lower part of the annulus compared to that of the upper part. Steady baroclinic
waves have long been associated with a clear westward tilt of the temperature ﬁeld and
associated vertical heat transport, e.g. Hide and Mason [32]. With this in mind, the
strong variation in the westward tilt is associated with the transfer between eddy kinetic
energy (little tilt) and eddy potential energy (strong tilt) from the basic energy transfer
model given in Figure 4. In contrast, the case classiﬁed as structural vacillation shows
no such vertical tilt of the ﬂow features but is essentially barotropic.
A high-resolution spectral Fourier-Chebyshev model of the thermal annulus ﬁlled
with air was used by Maubert and Randriamampianina [52] with the then surprising
observation that vacillating ﬂows occurred on increasing the rotation rate (or the forcing
towards favouring higher wave numbers). At the time this was surprising as all pre-
vious vacillation studies had been carried out in liquids where vacillation is found on
decreasing the rotation rate. Randriamampianina et al. [69] then traced a full bifurca-
tion sequence from the initial instability to a chaotic modulated amplitude vacillation
which was subsequently conﬁrmed experimentally by Castrejon-Pita and Read [7].
3.2. Quasi-Geostrophic approximation
In the quasi-geostrophic approximation, the momentum equations are scaled against
the Coriolis term and then ordered in a series of terms of increasing power of the Rossby
number, where the Rossby number is the ratio of the advection term to the Coriolis term,
Ro = U/(fL), e.g. [58]. If the Rossby number is small, the leading balance of forces is
the Coriolis force to the horizontal pressure gradient which leads to the deﬁnition of the
geostrophic stream function. The terms of order O(Ro2) then give an equation for the
evolution, advection and diﬀusion of this geostrophic stream function.
Based on the quasi-geostrophic approximation, a variety of models have been de-
veloped, all of which center around wave mode perturbations for the horizontal motion
around an idealised baroclinic basic state. The vertical structure of this baroclinic basic
state could be continuous such as the Eady model [11] or the Charney model [8] or dis-
crete such as Phillips’ two-layer model [65]. The model can be used for high-resolution
modelling for a systematic truncation to a low order, or for investigating the evolution
of a speciﬁc perturbation.
3.3. Low-order Models
The picture of a ﬂow with a regular spatial structure has led to a number of low-
order dynamical systems models of amplitude vacillation in which the components are
as follows:
1. A constant forcing, often represented as a constant vertical shear velocity, applied
positively to a pair of wave mode amplitude equations,
2. A mean-ﬂow correction equation, coupled to the wave amplitude (the larger the
wave, the stronger the correction), which counteracts the forcing (applied nega-
tively,
103. Dissipation applied negatively to both the wave amplitude and the mean-ﬂow cor-
rection equations.
This suggests that the system requires at least three dimensions but the energy transfer
routes indicated in Figure 4 suggests that four components are needed. Translating the
amount of necessary information to a normal-mode decomposition, this would suggest a
travelling barotropic wave (consisting of two modes or amplitude and phase), a travelling
baroclinic wave (also two degrees of freedom) and a mean ﬂow correction. While this adds
up to ﬁve degrees of freedom it is recognised that one of the phases can be eliminated by
a suitable coordinate transformation, leaving four degrees of freedom. Reducing this to
only three degrees of freedom would only be possible if either the relative phase or the
relative amplitude between the barotropic and baroclinic mode is constant.
3.4. Eady-type Models
The basic instability as developed by Eady [11] led to the formulation of the nonlinear
dynamics of ﬁnite-amplitude waves driven by a linear vertical shear. Weng et al. [85]
expressed the ﬂow through a (nondimensional) stream function, φ = −yz + φ′ + ¯ φ,
where −yz is the basic Eady proﬁle, φ′ the wave ﬁeld, and ¯ φ the mean ﬂow correction
which they then expressed in modes using eikx sinlπy for the horizontal component of
the ﬁelds and sinhµz and coshµz for the vertical structure. Using this, Weng et al.
[85] followed a bifurcation scenario from the initial instability to a steady wave with the
lowest radial (sinπy) wave number, which then underwent a period-doubling bifurcation,
followed eventually by the growth of the second radial mode, sin2πy, which is referred
to a structural vacillation. However, while period-doubling has been observed in the
two-layer experiment, the only well-documented period-doubling in the thermally-driven
annulus was associated with strong stationary forcing due to an imperfection in the
apparatus [17]. Weng and Barcilon [83] suggested that, while structural vacillation is
due to the interference of two radial modes of the same zonal wave, amplitude vacillation
is due to the interference of two vertical modes of the same zonal wave. This is in accord
with the CFD results from Lu and Miller [50] who identiﬁed the vertical transport of
energy associated with periodic changes in the vertical tilt of the wave structure during
the vacillation cycle. Weng and Barcilon [84] added more zonal wave modes to the
model but in a way which did not allow for wave-wave interactions. With this they
demonstrated that wave-mean ﬂow interactions alone are suﬃcient to give rise to wave
number vacillation as well as amplitude vacillation and structural vacillation.
3.5. Two-layer Models
Two-layer quasi-geostrophic models are a standard tool in Geophysical Fluid Dynam-
ics, e.g. Pedlosky [58], and can be formulated for the stream function in each layer or for
the barotropic and baroclinic components. For example on a β-plane in the layer formu-
lation with ψi with i = 1,2 for the upper and lower layer respectively, the equations can
be written as  
∂
∂t
+ J (ψi,·)
 
qi = −
r
2
∇2ψi +
1
Re
∇2qi (4)
with
qi = ∇2ψi + βy + (−1)
−i Fi (ψ1 − ψ2)
11i = 1 for upper layer, 2 for lower layer,
∇ =
∂2
∂x2 +
∂2
∂y2
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∂ψ
∂x
∂q
∂y
−
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r =
√
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νf0
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U
, the dissipation parameter,
Fi =
ρ0f2
0L2
g(ρ2 − ρ1)Di
, the Froude number, and
Re =
UL
ν
=
1
r2 Ro
, the Reynolds number.
The equivalent form for the barotropic component, ψs = (ψ1 + ψ2)/2, and the baroclinic
component, ψd = (ψ2 − ψ1)/2 respectively, is for the barotropic component (‘s’ = ‘sum’)
∂
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∇2ψs + β
∂ψs
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+ us
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followed by a suitable spectral expansion and truncation, for example Fourier modes for
a straight channel [16]
ψs,d =
N  
n=1
φ(t)
n
s,d cosnπy (7)
+
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m,n=1
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mn
s,d cos
2mπ
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mn
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2mπ
α
x
 
sinnπy.
To satisfy the lateral boundary conditions, only some of the cross-channel Fourier modes
are possible but the nonlinear interactions in the equations result in terms of the other
modes and this energy must be projected onto those which do satisfy the boundary
conditions. If the product of two wave terms has a zero zonal wave number, m = 0, it
has a mean-ﬂow structure of the form of sinnπy while the modes satisfying the boundary
conditions are of the form cosℓπy. This means that each term of radial mode n has to
be expressed by a series of zonal ﬂow correction terms ℓ with
cnℓ =
2
π
 
1 − (−1)
n+ℓ
  n
n2 − ℓ2. (8)
12The Reynolds-number term was originally omitted in the low-order models as it was
assumed that the Stewartson layers at the side boundaries were ‘passive’ while the rele-
vant dissipation occurred through Ekman suction from the Ekman layers as the horizontal
boundaries. However, Smith [75] showed that the side boundaries are involved in the en-
ergy balance for the ﬂuid interior and, in particular, that their absence resulted in a
non-physical energy source of mean ﬂow kinetic energy.
One of the earliest applications by Lorenz [47] of a truncation of a two-layer model
to investigate speciﬁcally amplitude vacillation, arrived at a 14-dimensional system, cap-
turing a barotropic zonal ﬂow, a baroclinic zonal ﬂow, and two diﬀerent radial modes
of a wave with a common zonal wave number, each represented by a cosine and a sine
component of the stream function as well as a temperature component. Depending on
the parameter values, this system produced steady wave solutions, periodic vacillations,
as well as aperiodic ﬂow which appeared to arise form a homoclinic bifurcation.
Further studies have successively reduced the dimension of the system to the absolute
minimum required for vacillation to isolate a simple suﬃcient mechanism for vacillation.
For example, Pedlosky and Frenzen [59], derived from the quasi-geostrophic two-layer
equations a set of ordinary diﬀerential equations of the form
dA
dt
= B − γA (9)
dB
dt
= −
γ
2
(B − γA) + A − c
 
A2 + Vk
 
(10)
dVk
dt
= γ
 
A2 − αVk
 
(11)
where A is the amplitude of the represented baroclinic wave, B = dA/dt + γA, and Vk
is a set of k = 1...M cross-channel modes of the mean-ﬂow correction to capture the
mean ﬂow correction adequately, cf eq.(8). In this model, only the wave amplitude is
represented explicitly but not the phase speed.
Pedlosky and Frenzen [59] showed that this system can be reduced to a form equivalent
to the classic Lorenz equations, originally derived as the simplest model for Rayleigh-
B´ enard convection [46]. The relationship between the Lorenz equations and the two-layer
model equations was subsequently analysed and discussed by Lovegrove et al. [48].
4. Wave Interactions
4.1. Wave Triad Interactions
A common description of the underlying processes is to identify the transfer to and
from the eddy kinetic and potential energies through nonlinear wave interactions which
arise explicitly in the advection term, (u·∇)u of the Navier-Stokes or ‘primitive’ equa-
tions or the Jacobian J(∇2ψ,ψ) in the vorticity-stream function form of the momentum
equations, when the ﬂow ﬁeld is expanded into Fourier modes. The product of sine and
cosine terms leads to contributions to the equations for the modes with mode numbers
of the sum and diﬀerence of the two terms in the product. This leads to the notion of
wave triads: two waves with zonal and radial wave numbers (m,n) and (m′,n′) combine
in the multiplication to structures with wave numbers (m′′,n′′) = (m±m′,n±n′) which
then appear in the evolution equation for those respective modes. These possibilities are
13constrained for two-dimensional and non-divergent ﬂow such that energy has to ﬂow to
both, larger and smaller scales, in such a way that both kinetic energy and enstrophy are
conserved [13]. In addition, Hasselmann [27] pointed out that within a triad only the
wave with the highest frequency can support energy transfer to the other two members
of this triad, which was conﬁrmed experimentally by McEwan et al. [53]. Finally, the
energy transfer to a mode will be most eﬀective if the frequency of the forcing is equal or
close to that of the wave itself (‘resonance’). All these together then lead to the concept
of resonant triads [5, 66], in which triads can interact if their frequencies align to max-
imise energy transfer form one scale to others, which is expressed in the selection criteria
for the zonal and radial wave numbers,
m ± m′ ± m′′ = 0
n ± n′ ± n′′ = 0
 
, (12)
respectively, and resonance condition for their frequencies
ω − ω′ − ω′′ ≪  ω , (13)
where  ω  is the average drift frequency of the three modes. True resonance is achieved if
the left hand side is equal to zero but energy transfer can also take place at non-zero but
small values. In a steady wave case, the nonlinear coupling would lead to entrainment
of the frequencies such that they do add up to zero but in cases with varying mode
amplitudes the strength of entrainment may also ﬂuctuate. If the left hand side is non-
zero when the coupling is weak, the waves may drift apart but if that drift is slow,
i.e. ≪  ω , their relative phases will still be close enough to re-establish entrainment
when the amplitude of the driving mode becomes again strong enough.
The basic form of nonlinear interactions through a resonant triad is illustrated in Fig-
ure 7 in a diagram following Ablowitz and Segur [1, §4.2.b] using the dispersion relation
for linear Rossby waves against the zonal wave number for the ﬁrst three cross-channel
modes. Here, the selection criteria are satisﬁed by choosing two wave modes and cal-
culating the diﬀerence between the wave modes to identify candidates for triads. To
determine whether there is the possibility for resonance, the diﬀerence in the frequency
of the chosen pair of waves is calculated. The wave number diﬀerence and the frequency
diﬀerence are then used to place the circle in the dispersion diagram. If a mode is found
within that circle, it satisﬁes the condition and can participate in the resonant triad inter-
action. As the selection rule applies to both, the zonal and cross-channel wave number,
the graph is in fact a projection of a three-dimensional graph with axes m,n,ω, where
the lines for the diﬀerent cross-channel modes are displaced in the third direction onto
the plane of the zonal modes only. So, in this picture one has to ensure that the mode
within the circle also satisﬁes the second of the selection rules in eq. 12. The example
shown is the triad of zonal wave numbers 4, 3, and 1, where the two selection rules are
satisﬁed. The resonance condition is not fully satisﬁed but still within a range allowing
for some energy transfer. For this case, linear Rossby waves were used for illustration
purposes. However, ﬁnite amplitude baroclinic wave have a substantially modiﬁed fre-
quency. For one, the strongly nonlinear shape of a ﬁnite amplitude wave leads to the
fact that a single wave mode is not represented by a single mode but by a superposition
of the fundamental mode and its harmonics, all moving with the same group velocity. In
addition the frequency or angular velocity of a wave depends on the wave amplitude. As
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Figure 7: A basic routes of energy transfer through an almost resonant triads involving the ﬁrst
radial/cross-channel modes of wave numbers (m,n) = (3,1) and (m′,n′) = (4,1) and the second radial
mode of wave number (m′′,n′′) = (1,2).
15a) b)
0 1 2 3 4 5 6
0
0.02
0.04
0.06
0.08
0.1
0.12
m
ω
 
 
m
3 − m
2
ω
3 − ω
2
m
3−m
2
ω
3−ω
2
m
4 − m
3
ω
4 − ω
3
m
4−m
3
ω
4−ω
3
n=1
n=2
n=3
0 1 2 3 4 5 6 7 8
0
0.02
0.04
0.06
0.08
0.1
0.12
m
ω
 
 
m
6 − m
4
2ω
3 − ω
4
m
2
ω
2
n=1
n=2
n=3
Figure 8: Two possible routes of energy transfer to the sidebands, either (a) involving two triads, coupled
by the common long wave with m′ = 1, or (b) through the harmonic of the dominant mode, m′ = 2m.
a result, the resonance condition may be satisﬁed for a certain range of wave amplitudes
but not for another.
4.2. Harmonic Forcing and Zonal Mean Flow Correction
One special case of the selection rules is where m′ = m, in that case, the ‘triads’
are to feed energy to the ﬁrst harmonic of the wave, m′′ = 2m, and to the zonal ﬂow,
i.e. m′′ = 0. To satisfy Fjørtoft’s constraint of transfer to larger and smaller scales, the
energy transfer to the harmonic requires the ﬂow of energy from (m,2) to (m,1) and
(2m,1). Since ﬁnite-amplitude waves are never sinusoidal, there is always strong energy
transfer between a mode and its harmonic.
Similarly, for the mean ﬂow correction, the transfer requires (m,1) and (m,2), though
with the complication that the self-interaction is of the form of sinnπy while the modes
satisfying the boundary conditions are of the form cosℓπy, cf. eq. 8. Since the resonance
condition is irrelevant for the zonal mean ﬂow, this route for energy transfer is always
possible and only depends on the wave amplitude, whereas the energy transfer through
resonant triads depends on the wave amplitudes and resonance conditions.
4.3. Higher-order Wave Interactions
If no triad is fully resonant, higher-order interaction scenarios can aﬀect the baro-
clinic wave. One classic example of this is the Benjamin-Feir instability [4] where a
monochromatic surface wave with wave vector k in a channel develops a slow modu-
lation through the rise of a long wave of wave vector δk and ‘side band’ waves with
wave vectors k ± δk. As with the resonance condition for the resonant triads, eq. 13, a
condition for the sideband instability can be written as [88]
2ωk − ωk−δk − ωk+δk = 0. (14)
In the rotating annulus or two-layerexperiments, the possible wave numbers are a discrete
set, k = 2πm/L, and the longest possible wave is that with the wave number m = 1,
16i.e. δk = 2π/L. With this, we can propose an illustration of how this sideband instability
can occur through a coupled set of triads; one option invokes this long wave, m′ = 1,
while the other possible route involves the ﬁrst harmonic of the main wave mode, as
illustrated in Figure 8.
The questions which arise from this framework are: is any particular set of possible
nonlinear interaction the essential process to destabilise a steady baroclinic wave and lead
to amplitude vacillation? Do a range of interaction possibilities allow for all or speciﬁc
types of amplitude vacillation.
4.4. Wave Interactions in Experiments and CFD
Hide et al. [33] developed a method to quantify the degree to which sidebands inter-
act from spatially resolved temperature measurements in the thermally-driven rotating
annulus. A Fourier analysis gave the amplitude, A, and phases, φ, of the zonal modes
(but not resolving radial modes). Integrating eq. 14 suggests
2φm − φm−1 − φm+1 ≈ const
which lead to the deﬁnition of a side band phase locking function
Φm = 2φm − φm−1 − φm+1, (15)
and Hide et al. [33] observed that this phase locking function was indeed ﬂuctuating
around a constant value of Φm ≈ π for fully-developed steady waves and amplitude
vacillations. This did not hold for irregular ﬂow nor for ﬂows with a noticeable structural
vacillation. The ﬂuctuation around a constant value implies that the resonance would
only be nearly satisﬁed and that nonlinear interactions couple the waves when they are
strong enough, that the waves start to drift apart when that coupling becomes weaker
as the main mode decays and that they become re-entrained when the wave grows again
in the vacillation cycle. While the side band phase locking conﬁrmed the presence of
nonlinear wave interactions it does not distinguish between the two possible interaction
routes illustrated in Figure 8. A theoretical study by Plumb [66] suggested the route
through the long wave (Fig. 8a), while an analysis of a numerical simulation by James
et al. [37] suggested the route through the harmonic (Fig. 8b).
4.5. Wave interaction scenarios in Low-order Models
Numerous studies have investigated the onset of vacillation in a range of low-order
models, each of them isolating a few, or even a single, possible routes by which a steady,
equilibrated wave starts to develop a vacillation. The most basic of them, for example,
demonstrated that the wave-mean ﬂow interaction between a single zonal wave and the
mean ﬂow is able to render a ﬁnite-amplitude steady wave unstable to vacillation if
the forcing as quantiﬁed by the Froude number is large enough, or if the dissipation
parameter, r, is small enough. As a comprehensive review of the earlier two-layer models
by Klein [39] has shown, the ‘interesting’ behaviour of vacillating and chaotic ﬂows in
the simplest models with a single unstable wave of wave number (k,l) was mostly found
at an intermediate balance of forcing and dissipation, as quantiﬁed by r/∆1/2 = O(1),
where ∆ = F −(k2 +l2)/2. Klein [39] also found that the inclusion of more wave modes
into the models tends to stabilise the ﬂow but that it does not fundamentally alter the
types of ﬂows observed.
17Fr¨ uh [16] analysed the various possible wave interaction scenarios in a set of low-order
models where the included wave modes were carefully chosen to allow or suppress speciﬁc
wave-wave interaction routes based on the selection criteria, eq. (12). For the analysis,
the sideband phase locking function, eq. (14), was adapted to the triad resonance condi-
tion, eq. (13), to deﬁne a triad phase locking function. In the full model, they observed
a sequence of bifurcations which, at least superﬁcially, resembled the types of transitions
found in the experiment, from a steady wave through an amplitude vacillation, to some
forms of chaotic modulated amplitude vacillations, all of which involved substantial en-
ergy transfer between the diﬀerent zonal wave modes, and ﬁnally to fairly irregular ﬂow
within the constraints of the dimensions of the system. All the ﬂows involving more
than one zonal mode showed clear resonant triad interactions, where the strength de-
pended on the relative mode amplitudes. Removing speciﬁc triads from these model
resulted only in moderate changes of the observed ﬂows which suggested that the dy-
namics would make use of preferred triads if they are available but that they could make
use of alternative routes for energy transfer. The results changed more substantially if all
triads were removed and only wave-mean ﬂow interactions were retained. In that case,
the preferred route was through a competition between diﬀerent zonal modes. This can
be understood through the fact that the most unstable zonal mode is not usually the
mode to which a ﬂow would eventually equilibrate. The ﬁnal steady-wave regime would
usually be dominated by a lower zonal wave number [23, 26, 57]. For this reason, there is
an amplitude-dependence of the growth rates of the waves such that a higher mode can
grow preferably during a stage of strong zonal ﬂow but that this mode suﬀers stronger
damping and reduced growth compared to a longer wave when the zonal ﬂow is reduced
through the original growth of the shorter wave, leading to an alternation of which mode
received more energy from the zonal ﬂow.
5. Prandtl Number Eﬀects
5.1. Observations
As discussed by Lewis [42], the Prandtl number as the ratio of the kinematic viscosity
over the thermal diﬀusivity,
Pr =
ν
κ
, (16)
aﬀects the ﬁrst transition, from axisymmetric ﬂow to regular waves. We have also already
mentioned in Section 1 that the Prandtl number aﬀects the transition to amplitude
vacillation strongly in a way which can be summarised as follows: bifurcation to AV
from a steady wave on decrease of Θ if Pr . 1, none or very little AV in water, onset
of AV on increase of Θ if Pr & 10 and amplitude vacillation prevalent if Pr ≫ 10. One
key characteristic deﬁned largely by the Prandtl number alone is the relative thickness
of the momentum and temperature boundary layers.
5.2. Possible Role of Boundary Layers
As the low-order models are, so far, all based on the quasi-geostrophic equations
which do not solve explicitly the heat equations, nor the boundary layers, they rely on
capturing the eﬀect of boundary layers implicitly through Ekman suction from horizon-
tal boundary layers and horizontal diﬀusion from vertical boundary layers. However,
18the relative thickness of the thermal and velocity boundary layers aﬀects the relative
contribution to the heat transport through the boundary layers and through the ﬂuid
interior, respectively. A linear analysis by Barcilon and Pedlosky [3] identiﬁed that two
parameters, namely the Ekman number and the product of the thermal Rossby number
and Prandtl number, organise the relative contribution from diﬀerent boundary layers
into three scenarios,
Homogenous ﬂuid, PrΘ < E1/2: the ﬂuid interior is homogeneous and constrained
by the Taylor-Proudman theorem. Dissipation is through Ekman suction, and the
sidewall boundary layers are the two Stewartson layers of thickness E1/3 and E1/4.
Weakly stratiﬁed, E1/2 < PrΘ < E2/3: the Taylor-Proudman theorem is still strong
but thermal stratiﬁcation is increasingly noticeable. The E1/4-Stewartson layer is
largely unaﬀected but buoyancy very close to the wall aﬀects the E1/3-Stewartson
layer and two new boundary layers develop: one very thin layer of thickness
E1/2/(PrΘ)1/4 in which the viscous stresses balance buoyancy, and an outer, hy-
drostatic layer of thickness (PrΘ)1/2.
Strongly stratiﬁed, PrΘ > E2/3: the ﬂuid is strongly stratiﬁed, the hydrostatic (PrΘ)1/2
layer merges with the interior and only the E1/2/(PrΘ)1/4 buoyancy layer remains.
Ekman suction is very weak and the interior is controlled by viscous diﬀusion.
Read [70] analysed the heat transfer calculated using the MORALS model (introduced
above in Section 3.1) as function of a boundary layer ratio, deﬁned as the squared ratio
of the thermal sidewall boundary layer thickness to the Ekman layer thickness. This
demonstrated that the Ekman layer was the limiting factor when the thermal boundary
layer was wider than the Ekman layer but that the heat transport by the axisymmetric
ﬂow became constant when the thermal boundary layer became thinner than the Ekman
layer.
5.3. Low-order model of wave - boundary layer interaction
Based on the scaling by Barcilon and Pedlosky [3] and the observations by Read [70]
that the thinner of the two vertical boundary layers in a way determines the behaviour of
the heat transfer in the steady wave through the Ekman layers and ﬂuid interior, respec-
tively, we can propose a simple conceptual model of the interaction between baroclinic
waves and the thermal forcing of the Ekman circulation and the thermal wind in the
interior using the following argument, which is also illustrated schematically in Figure 9.
Since the analysis by Barcilon and Pedlosky [3] suggests a change from the E1/3 Stew-
artson layer to thermal boundary layers scaling with PrΘ, we use the E1/3-Stewartson
layer as our reference layer in the following argument which is based on the relative
thickness of the vertical velocity and thermal boundary layers.
To determine the relative thicknesses and put these in the context of the non-dimensional
parameters, a set of axisymmetric solutions of the MORALS code for a range of Prandtl
numbers but otherwise ﬁxed parameters was generated (see Appendix Appendix A for
model speciﬁcations). Applying the classiﬁcation from Barcilon and Pedlosky [3], all
solutions presented here are nominally strongly stratiﬁed, with the transition from weak
stratiﬁcation to strong stratiﬁcation at Pr ∼ 0.1. Since the Ekman number was a con-
stant in all computations, the E1/3-Stewartson layer thickness was used as our reference
19Figure 9: Schematic diagram of the eﬀect of baroclinic waves on the mean radial temperature proﬁle for
a) Pr < 1 and b) Pr > 1. Shown are sections in the r − z plane with cooling at the right wall, heating
at the left, and insulated rigid upper and lower boundaries.
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Figure 11: Eﬀective temperature contrast across the ﬂuid interior against Prandtl number, obtained
from axisymmetric solutions of the MORALS code.
21layer. Figure 10 shows the distances of the theoretical and computed boundary layer
thicknesses at the inner cold wall. There the theoretical two Stewartson layers are shown
as the horizontal green dashed lines and the location of the maximum jet velocity in the
interior is shown as the solid line, while the outer hydrostatic thermal boundary layer is
the black solid line and the inner buoyancy layer is the dashed black line. The extent
of interior baroclinic ﬂow is measured as the location of the maximum velocity of the
baroclinic jet. This is located just outside the outer E1/4 Stewartson layer and did not
appear to depend on the Prandtl number at all. Since the axisymmetric solutions always
showed a strong downwelling at the cold sidewall adjacent to a small upwelling (and
vice versa at the warm wall), the extent of the vertical ﬂow is measured as the location
of zero vertical velocity and shown as the blue triangles with the dotted line. This is
clearly limited by the inner E1/3 Stewartson layer. To obtain a measure of the thermal
boundary layer, the distance from the wall where the temperature had increased from
−∆T/2 to −∆T/4 relative to the mean temperature was found. This is shown by the
red crosses and dotted line. For Pr . 2 this thermal layer has a constant thickness
which appears to be limited by the vertical convection since it is very close to the edge
of the velocity boundary layer. Once the Prandtl number increases beyond Pr ∼ 2, the
temperature gradient near the walls increases noticeably and follows a decay similar to
that of the buoyancy boundary layer. The change-over from a solution where the heat
transfer is limited by the velocity boundary layer to that where the thermal boundary
layer thickness aﬀects the heat transfer occurs at a point where the theoretically derived
hydrostatic (PrΘ)1/2 layer becomes thicker than the E1/3 Stewartson layer. With this,
we can now state the principle of the Prandtl number dependent coupling between the
boundary layer and the baroclinic waves as:
1. The horizontal temperature proﬁle across the entire domain is characterised by high
temperature gradients within the thermal boundary layers and smaller gradients
outside of them.
2. The velocities behaviour is split into velocity boundary layers and the ’ﬂuid inte-
rior’. The ’interior’ is deﬁned by the horizontal velocities and is therefore termi-
nated by the E1/3 Stewartson layers.
3. The eﬀective forcing of the thermal wind in the ﬂuid interior is determined by the
horizontal temperature diﬀerence across the ﬂuid interior.
4. Therefore the temperature at the top of the E1/3 Stewartson layers determines the
thermal wind. The ratio of the eﬀective temperature contrast over the imposed
temperature contrast as a function of the Prandtl number for axisymmetric ﬂow
derived from MORALS results is shown in Figure 11.
5. Finite-amplitude baroclinic waves, at least those with a wave number preferred by
Hide’s geometric constraint, eq. (3), tend to ﬁll the gap up to the edges of the
Stewartson layers.
6. Finite-amplitude waves enhance the heat transfer through the interior, and thereby
act to reduce the temperature gradient within the ﬂuid interior.
7. If the thermal boundary layers are thinner than the Stewartson layers, the temper-
ature at the edges are aﬀected only slightly since most of the imposed temperature
contrast is taken by the thermal boundary layers. Hence the feedback between
sidewall forcing and baroclinic waves is minor
228. If, on the other hand, the thermal boundary layers are thicker than the Stewartson
layers, the temperature at the edges of the boundary layers are aﬀected substan-
tially because the baroclinic waves extend to within the thermal boundary layers
and thus provide an additional heat transfer route across the annulus directly from
one thermal boundary to that at the opposite side wall.
This principle can be formalised in a one-dimensional model for the temperature at
the interface between the Stewartson and the ﬂuid interior based on the vertical heat
convection through the Ekman circulation, the radial heat conduction, and the radial
heat convection which is a function of the wave amplitude. If the radial extent of the
ﬂuid interior is taken to extend from y = ±1 with y = 0 at the centre of the annulus
gap, the E1/3-layer has a thickness of δ, and the nondimensional temperatures at the
side walls are T = ±1, then the energy equation
∂T
∂t
= −u·∇T +
1
Pr
∇2T
can be discretised for the temperature at the interface, T(y) = θ as
∂θ
∂t
= −vw
θ
1
− ws
1 − (−1)
γv − (−γv)
+
1
Pr
(1 − θ)/δ − θ/1
1 + δ/2 − 1/2
where vwθ is the heat convection into the interior through the waves with a radial ﬂuid
velocity vw, ws/γv its the vertical heat convection through the Stewartson layer with a
vertical velocity of ws. The parameter γv is the vertical aspect ratio of the annulus. The
last term is the horizontal heat conduction from the wall (at y = 1+δ) to the edge of the
boundary layer at y = 1, and from that edge to the centre of the annulus at y = 0. One
implicit assumption here is that the ﬂow and temperature ﬁelds are symmetric around
the centre line. This can then be re-arranged to a diﬀerential equation with a constant
term, a term proportional to the eﬀective temperature, θ, and a term proportional to the
strength of the baroclinic waves as quantiﬁed by vw.
∂θ
∂t
=
2
Pr(1 + δ)δ
−
 
2
Pr δ
− vw
 
θ − ws
1
γv
. (17)
Coupling this equation to a low-order two-layer model can then simulate the eﬀect of
the now wave-dependent eﬀective thermal forcing from the edge of the Stewartson layer.
An implementation of this into the minimal two-layer model of a single wave and a single
mean-ﬂow correction term by Lovegrove et al. [49] is presented in Appendix Appendix
B. Some initial results of this are shown as a set of bifurcation diagrams for a selection
of Prandtl numbers in Figure 12 where the Taylor number was kept ﬁxed at Ta = 105
and the bifurcation parameter was the thermal Rossby number. The diagrams show the
mean and extreme values of the wave amplitude of the barotropic component,
 
χ2
s + σ2
s
with χs the barotropic cosine mode and σs the sine mode, following the convention used
in Eq. (7) for either increasing Θ (left branch) or decreasing as a test for hysteresis.
In general, the axisymmetric ﬂow develops into a steady wave on increasing Θ, then
develops an amplitude vacillation before returning to the axisymmetric ﬂow. The main
feature of Figure 12 is that the location of the steady waves and the amplitude vacillation
shifts towards higher Θ as the Prandtl number is increased. Furthermore, the relative
23Figure 12: Bifurcation diagrams for Ta = 105 and various ‘Prandtl numbers’ with the thermal Rossby
number, Θ as the bifurcation parameter. The quantity plotted is the amplitude of the mean ﬂow
correction, on the left of the central axis for increasing Θ and on the right of the axis for decreasing Θ.
The solid lines indicate the range of the amplitude and the dotted lines the mean amplitude.
extent of the steady over the vacillating ﬂows shifts towards more prevalent vacillation
for higher Prandtl numbers which is consistent with the experimental observations. The
clear reversal of the bifurcation order is not captured in this very simple model, although
a very small steady wave regime can be observed for the lowest Prandtl number above
the vacillating regime.
In conclusion, there is some evidence that the proposed feedback between wave am-
plitude and the eﬀective thermal forcing can contribute to the vacillation as seen in
experiments, though this very simple model is far from complete.
6. Other Forms of Vacillation
6.1. Interference and Wave Number Vacillations
Though not strictly speaking an ‘amplitude vacillation’, it is worth to mention the
processes explaining the interference vacillation found in the two-layer experiment. Fol-
lowing on from the concept of the onset of a wave through a Hopf bifurcation, Ohlsen and
Hart [55] used the two-layer model developed for the two-layer experiment to investigate
the dynamics following a double-Hopf bifurcation where two modes become unstable
simultaneously. They found that the two modes can both grow to a ﬁnite amplitude.
These two co-existing modes can then generate zonal-ﬂow oscillations through interac-
tions of a mode with its sidebands. Interference vacillation was also found by Harlander
et al. [21] in the thermally driven annulus with a free surface. In contrast to the two-layer
experiment, there was no indication that the two waves were coupled through nonlinear
24interactions but they appeared to be a linear superposition of two modes of diﬀerent
zonal wave number drifting at diﬀerent speeds.
Related to amplitude vacillation is the wave number vacillation as it arises from the
interaction between two or three wave modes and the zonal ﬂow. Weng and Barcilon
[84] suggested that the two-wave wavenumber vacillation arises from an imbalance in
the forcing of the wave from the baroclinic zonal ﬂow and viscous damping of the two
participating unstable modes.
6.2. Structural Vacillation
Over the year, many processes have been invoked to understand the nature of ‘struc-
tural vacillation’ and the transition to it. Key features of structural vacillation compared
to amplitude vacillation is that smaller horizontal scales are involved besides the dom-
inant wave mode and that the vertical structure is much less baroclinic. The more
barotropic nature of this ﬂow was observed experimentally by Pfeﬀer et al. [62] and
subsequently conﬁrmed through CFD for those cases by Lu and Miller [50] and for
the air-ﬁlled annulus by Read et al. [72]. Furthermore, the timescale associated with
the structural vacillation is usually considerably shorter than that of an amplitude vac-
illation, though still longer than the rotation period of the apparatus. A systematic
experimental study by Tamaki and Ukaji [79] suggested that the onset of structural vac-
illation occurs at a fairly well-deﬁned place in parameter space irrespective of which wave
mode dominates the ﬂow which is in distinct contrast to the amplitude vacillation where
its onset depends on the wave number of the ﬂow. Read et al. [71] and Fr¨ uh and Read
[17] noticed that the overall heat transfer ﬂuctuates only slightly compared to that of
amplitude vacillations, another hint that the processes driving the onset of structural
vacillation are fundamentally diﬀerent from those leading to amplitude vacillation.
A closer analysis of the structural vacillation found by Read et al. [72] and Fr¨ uh et al.
[19] is presented here in terms of the temporal and radial spectra of the ﬂuctuations
relative to the steady wave. The azimuthally averaged temporal spectra are shown in
Figure 13 as a contour plot in the radial-frequency plane, where the radial co-ordinate
is the node number i from the computational grid with ri = cos(iπ/N),i = 1...N, as
described by Randriamampianina and Crespo Del Arco [68] in this book, which stretches
the radial coordinate to resolve some scales near the boundary. To show the key distances,
the dashed lines indicated the near-wall region, within 1% and 5% of the gap width and
the inner E1/3 and outer E1/4 Stewartson layers. The key regions of variability are
located in the ﬂuid interior but even more so in the outer Stewartson layers at the longer
time scale of 32 nondimensional time units (t = 2Ωt∗). This period, of around 10 rotation
periods of the apparatus is consistent with the usually observed vacillation periods of
structural vacillation. Additionally there is also a source of much faster ﬂuctuations
within the near-wall regions at a time scale of only 3 to 5 time units, of the same
magnitude as the rotation period of the annulus. This suggests that a relatively fast
boundary layer process might be involved in the onset of structural vacillation whereas
amplitude vacillation was understood as a global instability of the ﬂuid interior. The
azimuthal spatial spectrum, in Figure 14 shows the clear peaks of the dominant mode 2
and its harmonics superimposed on a general decay with a decay rate between pθ ∼ m−2.2
and m−3, which would be consistent with a quasi-geostrophic turbulence spectrum [9, 81].
The radial spectrum, on the other hand shows a spectrum with radial wave number as
pr ∼ k−5/3 which is closer to a mesoscale energy spectrum in terms of the horizontal wave
25Figure 13: Radius-frequency contour plot of azimuthally averaged power spectral magnitude for struc-
tural vacillation in air-ﬁlled annulus.
Figure 14: Azimuthal spatial spectrum, averaged over time and radius for structural vacillation.
26Figure 15: Radial spatial spectrum, averaged over time and azimuth for structural vacillation.
number [54] or strongly stratiﬁed turbulence where strong small-scale static instability
is present [43].
One suggested route is the instability of a higher radial mode of the dominant wave
growing to a ﬁnite-amplitude modulation of that higher mode superimposed on the still
steady fundamental radial mode of that wave is supported by the experiments of Fr¨ uh
and Read [17] and explained in a low-order Eady-type model by Weng et al. [85]. This
explanation would suggest that there is a clear bifurcation route from steady wave to
AV which then bifurcates to a SV in some way. However, this bifurcation remains
elusive, and calculations of the Grassberger-Procacciadimension of amplitude vacillations
and structural vacillations has repeatedly shown that amplitude vacillations are well
behaved and appear to follow low-dimensional dynamics whereas the dimension estimates
for measurements from structural vacillations do not converge to a reliable estimate
[20, 71, 17]. Another explanation might be a localised instability of the large-amplitude
wave resulting in possibly a barotropic instability of the type of a detached shear layer
[18] but localised in space along the edges of individual wave lobes, or in the form of a
breaking wave leading to internal gravity waves such as those described by Jacoby et al.
[36]. Yet another option might be a boundary layer instability as the large-amplitude
wave impinges on the sidewalls, such as seen by Read et al. [72] and Fr¨ uh et al. [19].
7. Amplitude Vacillation as a Step towards Chaos and Turbulence
In this context, the distinction between ‘chaos’ and ‘turbulence’ is based on the as-
sumption that chaotic ﬂow is governed by deterministic equations which can be modelled
by a ﬁnite (hopefully small) number of degrees of freedom whereas turbulence requires
so many dimensions that it might, from a practical point of view, be as well an inﬁnite-
dimensional system or a non-deterministic system.
To distinguish these two cases, the attractor dimension reconstructed from experi-
mental or numerical data can be used as a guide. So far, chaotic modulated amplitude
27vacillation and similarly complex forms of amplitude vacillation have always appeared
to follow fairly low-dimensional dynamics when their Grassberger-Procaccia dimension
was estimated, as demonstrated for the thermally-driven annulus by Guckenheimer and
Buzyna [20], Read et al. [71], Fr¨ uh and Read [17] and Sitte and Egbers [74]. From all
studies, it is clear that amplitude vacillation is a key candidate to explore a number
of standard bifurcation scenarios through secondary Hopf bifurcations, Period-doubling
cascades, and intermittency-type bifurcation, to name but a few. The majority of the
evidence points to a picture whereby the chaotic ﬂow is in some way the result of global
mode instabilities or through attractor crises arising from two coexisting attractors asso-
ciated with diﬀerent zonal global wave modes. Either type of transition was always found
to lead to strictly low-dimensional behaviour where the Grassberger-Procaccia dimension
tended to be less than 4. Ultimately, the chaotic ﬂow is normally terminated by steady
wave ﬂow again, usually of a lower wave number if Pr > 1 and a higher wave number if
Pr < 1.
Another possible progression is to a structural vacillation. The evidence, however,
points to an understanding that AV and SV are fundamentally diﬀerent types of ﬂow,
and that a transition from AV to SV occurs more by accident than through a systematic
transition. This is because the transition is only found at high Prandtl number where AV
is so ubiquitous in the regular wave regime that it is virtually the only possible regular
wave ﬂow on which an SV can develop, whereas SV does also develop on a steady wave
through an, as yet, poorly understood mechanism.
The transition to turbulence, on the other hand seems to be closely linked to either
structural vacillation through the emergence of possibly localised ﬂow structures, as the
Taylor number is increased, or to the progressive emergence of higher wave modes as
the rotation rate is increased (simultaneous increase of Ta and Θ). A re-evaluation of
the dimension estimates for structural vacillation from [20] by Pfeﬀer et al. [64] supports
the proposition that structural vacillation represents a secondary instability on top of
the remaining stable baroclinic wave which gradually gains predominance as the ﬂow
becomes turbulent. Their argument is based on the observation that, at the onset of SV,
the dimension estimates suggest a Grassberger-Procaccia dimension of 1.6, a number
which persists as ‘the answer’. At the same time a second scaling region develops at
smaller scales in phase space. That second scaling region suggests a dimension of between
7 and 10, with an estimated dimension of full geostrophic turbulence of 11. These
observations are consistent with those of Sitte and Egbers [74] and Fr¨ uh and Read [17]
who observed two scaling ranges for their weak structural vacillation, one suggesting a
dimension of 1.3, the other 4.5. Complementary dimension estimates for the integrated
total heat ﬂux measured simultaneously with the temperature measurements in the same
experiment gave inconsistent results with a suggested dimension of 5.8. Usually the heat
transfer dimension, DQ, would be related to that from the temperature data, DT, as
DQ = DT − 1 since the total heat transfer does not resolve the spatial structure within
the ﬂow. To overcome the diﬃculties presented by dimension estimates and spurious
Lyapunov exponents, Pfeﬀer et al. [64] used Lorenz analog diagrams to visualise the
degree of chaos by presenting the phase space distance between subsequent states to
show how the apparently stable global ﬂow structure is being broken up by spatially
separated ﬂuctuations.
288. Conclusions
This review of amplitude vacillation has attempted to introduce a range of meth-
ods to investigate this phenomenon, from careful experimentation in a thermally or a
mechanically driven apparatus, complemented by high-resolution Computational Fluid
Dynamics as well as targeted low-order models. By combining the ﬁndings from the
various approaches it has been possible to build up a fairly comprehensive picture of
the processes leading to, and involved in, amplitude vacillation. The main processes re-
main nonlinear wave-wave interactions and wave-mean ﬂow interaction but also feedback
mechanisms between the ﬂuid interior and the boundary layers.
This survey has re-iterated the fact that the baroclinic annulus and the two-layer
experiment are key ﬂuid experiments to investigate a rich variety of nonlinear dynamics
including chaotic ﬂows and geostrophic turbulence. The success but also the challenges
in modelling the observed ﬂows successfully in CFD models makes this system a good
candidate for model development and validation. For straightforward code validation it
is possible to ﬁnd relatively simple ﬂows which are (or should be!) easy to model, and
for model development there is the option to model slightly more complex ﬂows which
involve either a higher resolution or combine new processes such as gravity waves. It is
also possible to push the experimental conditions to truly complex ﬂows which are likely
to remain a serious challenge to computational modelling.
From a practical point of view, a frequently asked question is how this experiment
can possibly help to understand real atmospheric ﬂows, let alone help to predict weather
and climate more accurately. This is a valid question, especially as the boundary layers
are much more important in the laboratory than in the atmosphere. Furthermore, at-
mospheres do not have the Stewartson layers to contend with and therefore should not
be aﬀected by the Prandtl number in the way as described in §5. However, through
developing some understanding of how the Prandtl number aﬀects the annulus ﬂow it is
possible to disentangle the laboratory-speciﬁc dynamics from those which are relevant to
atmospheric or oceanic dynamics and to the atmospheric modeller.
Acknowledgments. The author wishes to thank in particular Raymond Hide, Peter Read,
Patrice Klein, Christoph Egbers and Thomas von Larcher for many inspiring discussions
on the baroclinic annulus and the concept of vacillation.
Appendix A. MORALS code set-up
The 2-D solver of MORALS was set up for axi-symmetric ﬂow integration with a grid
resolution of 24 by 24 and 32 by 32 without any appreciable diﬀerence, where the grid
was stretched using a hyperbolic tangent function. As a result no further grid reﬁnement
was carried out.
The dimensions of the annulus were an inner radius of a = 2.5cm, outer radius
b = 8cm, depth d = 14cm, and the temperatures were 18◦C at the inner wall and 22◦C
at the outer wall.
The ﬂuid properties at the reference temperature of T0 = 22◦C were a density of
ρ0 = 1.043g/cm3, a kinematic viscosity of ν0 = 0.0162g/cm3 and a thermal diﬀusivity,
κ0, calculated to set the Prandtl number as
29Pr 0.1 0.5 0.7 1 1.4 2
κ0 0.162 0.0324 0.0231 0.0162 0.01157 0.00810
Pr 7 10 13 26 50 100
κ0 0.00231 0.00162 0.00129 0.000623 0.000324 0.000162
The variation of the ﬂuid properties with temperature were a volume expansion co-
eﬃcient for the ﬂuid of α = 3.07 × 10−4K−1 and quadratic approximations as
ρ = ρ0
 
1 − α(T − T0) − 7.83 × 10−6 (T − T0)
2
 
ν = ν0
 
1 − 2.79 × 10−2 (T − T0) − 6.73 × 10−4 (T − T0)
2
 
κ = κ0
 
1 − 2.33 × 10−3 (T − T0)
 
.
Appendix B. Low-order model of boundary-layer feedback
The model to couple the one-dimensional boundary layer model with a single zonal
baroclinic wave mode with zonal mode m and radial mode n = 1 was formulated to
simulate the behaviour for annulus parameters given by
γh , the horizontal aspect ratio, π(a + b)/(b − a)
γv , the vertical aspect ratio, L/(b − a)
n , the zonal wave number
Pr , the Prandtl number, eq.(16)
Ta , the Taylor number, eq.(1)
Θ , the thermal Rossby number, eq.(2)
β = df/dy , the β eﬀect
Deﬁning equivalences between the thermally driven annulus and the two-layer system
by using the thermal wind as the deﬁnition for both, the Rossby number of the two-layer
system and the shear forcing, we can associate the two-layer terms on the left hand side
with thermal annulus parameters on the RHS as
Ro = θ/2
Ud = θ/2
Us = 0
F = 8/θ
r =
 
4/
 
γ3
vTa
  1/4
2/θ

    
    
(B.1)
30Furthermore, the thickness of the E1/3-Stewartson layer can be described through the
vertical aspect ratio of the annulus and the Taylor number as
δ = γ−1/2
v Ta−1/6. (B.2)
Using the correspondences, thermal annulus conditions can be converted to those of
the minimal baroclinic two-layer model analysed by Lovegrove et al. [49] as
k1 = 2mπ/γh
K2 = k2
1 + π2
∆s = r
 
1 + rRoK2 
∆d = rK2/
 
K2 + 2F
 
+ r2 RoK2
∆b = rπ2/
 
π2 + 2F
 
+ r2 Roπ2
βs =
 
β/K2 − Us
 
k1
βd =
 
β/
 
K2 + 2F
 
− Us
 
k1
vs = Ud k1
vd = Ud
 
K2 − 2F
 
/
 
K2
1 + 2F
 
k1
γs = 16k3
1/(16K2)
γd = 16k1
 
k2
1 − 2F
 
/
 
6
 
K2 + 2F
  
γb = 32F k1/
 
3
 
π2 + 2F
  

                  
                  
(B.3)
The model by Lovegrove et al. [49] consists of four equations for the baroclinic wave
of zonal and radial mode numbers m and n = 1, respectively, in terms of the cosine
component C and sine componen, S, for the barotropic and baroclinic vertical modes
using subscript s for ‘sum’ or barotropic and d for ‘diﬀerence’ or baroclinic, as well
as an equation for a single mean-ﬂow correction term, A. The coupling between the
standard model by Lovegrove et al. [49] and the boundary layer adds an equation for the
temperature at the interface between the interior and the Stewartson layer, θ in the form
of
˙ Cs = −∆sCs + βsSs − (vs + γsA)Sd (B.4)
˙ Ss = −βsCs − ∆sSs + (vs + γsA)Cd (B.5)
˙ Cd = −(vs + γdA)Ss − ∆dCd + βdSd (B.6)
˙ Sd = (vs + γdA)Cs − βdCd − ∆dSd (B.7)
˙ A = γbSdCs − γbCdSs − ∆bA (B.8)
˙ θ = −
∆b
δ
A (B.9)
−
 
∆b
δ
+
1
Pr
+ vn exp(−Pr)
 
θ +
1
Pr(1 + gS)
While the eﬀect of the waves on the interface temperature is explicit, the reverse eﬀect
is implicit in the fact that the forcing parameter as deﬁned in eq.(B.1) depends on the
interface temperature.
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