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We implement the master relationship in [12], Laplace-Fourier path in [13], and
determinant of a surface wave in [14] together to form a LY algorithm and apply
this algorithm to solve the Lamb’s problem completely. We obtain an explicit
solution formula for the Lamb’s problem in the space-time variable~x-t. The so-
lution formula is given in terms of the fundamental solutions of the d’Alembert
wave equations in 3-D and 2-D by the Kirchhoff’s formula and Hadamard’s for-
mula . Complicated 2D-3D coupling wave structures on the surface present in
the surface wave solution formula. This shows that the wave structures given in
the paper are much richer than the Rayleigh wave discussed in the original arti-
cles, [19, 9]. Further computation and estimates of the solution formula would
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Derivation of Solution Formula
1.1 Introduction
The presence of a unbounded boundary in a multi-D space domain will com-
pletely change the natures of problems without any boundary completely such
as the compressible Euler equation, compressible and incompressible Navier-
Stokes equation, Maxwell equation, etc.. Without understanding the basic wave
natures around boundary, the general practice “to find robust estimates” among
the researchers in the modern PDE for initial value problem may fail. The ne-
cessity for a new input to gain insights on the wave natures around the boundary
arouses. Such an input would become a sharp tool to help the general practice
to continue when an initial-boundary value problem encountered.
A good candidate for such a new input is the construction of an explicit solution
formula of the Green’s function for a constant coefficient problem in a half space
domain. The advantage of an explicit solution formula of the Green’s function
is that one can represent the solution of a linear or nonlinear problem by the
Duhamel’s principle in terms of the Green’s function so that the singular struc-
ture (in the space-time variable) of the Green’s function around the boundary
will pass to the solution. This may give the sufficient ansatz structure around
boundary so that one can focus on how to obtain sharper estimates for the linear
or nonlinear problems encountered. Thus, explicit formulae in the space-time
1
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variable might be very useful.
Our primary interest is to develop a general methodology to obtain an explicit
solution formula of the Green’s function for a half space problem. For the sake
of making this paper interesting to the majority of mathematical disciplines in
science, we choose a rather classical unsolved mathematical problem, which is
commonly known in mathematics, physics, and engineering communities, to
demonstrate the effectiveness of the new methodology, the LY algorithm, which
is a structured program for a general class of PDEs. The details of the algorithm
will be given in Chapter 2.
We choose the Lamb’s problem as a source of ideas to practice the LY algorithm.
The Lamb’s problem is an initial-boundary value problem for a linear elastic-
ity problem in 3-D half space with a free boundary condition. This problem
is an important mathematical model to study the natural phenomenon, “earth-
quake”. The free boundary value problem for linear elasticity was initiated by
Lord Rayleigh. In [19], he investigated the motion of waves on the surface by
considering a linear elastic equation for an isotropic elastic medium in a three-
dimensional half-space R3+ with a free boundary condition at x = 0; and in [9]








λ(∇ · u)I + µ(∇u +∇uT)
)
,
~x ≡ (x, y, z) ∈ R3+ ≡ {(x, y, z) : x > 0, y, z ∈ R}, t ≥ 0,
(2µ + λ)∂x λ∂y λ∂z
µ∂y µ∂x 0
µ∂z 0 µ∂x







u(~x, 0) = ~Φ(~x)
∂tu(~x, 0) = ~Ψ(~x),
(1.1.1)
where u = u(~x, t) ∈ R3 is the displacement vector; and ~Φ and ~Ψ are the given
2
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initial data.
The elastic properties of isotropic materials are characterized by density ρ (con-
stant) and Lamé constants λ > 0 and µ > 0. Instead of solving the ini-
tial boundary value problem (1.1.1), Rayleigh considered a special solution
u(x, y, z, t) = ept−rx−i f y−igzv( f , g, p) (a wave train solution in y-z plane)
to fit the boundary condition, the speed of surface wave motion was obtained
in terms of the wave numbers ( f , g) in y-z plane and the Lamé constants, i.e.
p = Ω( f , g, λ, µ), which is a dispersion relationship. This surface wave mo-
tion was named after him as the Rayleigh wave in physics; and indeed such a
surface wave motion is a generic physics phenomena. In [9], Lamb continued
to investigate the structure of the solution of the initial boundary value problem
for (1.1.1) in the transform variables and related the Rayleigh wave to the phe-
nomenon in seismology, the earthquake. This problem became a well-known
problem, the Lamb’s problem, in the seismology, geophysics, mechanical en-
gineering, etc.. One can find related references for the Rayleigh wave and the
Lamb’s problem in research articles and textbooks in physics, geophysics, me-
chanical engineering such as [10, 1, 17, 2, 4, 8, 11, 3, 18, 20, 22].
The system (1.1.1) is a hyperbolic system in 3-D half space domain. Though
there were many works for linear hyperbolic systems in half space domain, for
examples, [6, 16, 21], the definite structures of the surface wave for the system
(1.1.1) were never been obtained before 2011. The first key step towards this
definite surface wave structure was obtained in [12]. The fundamental solution
was used to convert an initial-boundary value problem into a problem with an
inhomogeneous boundary value problem together with zero initial data so that
an intrinsic relationship among the boundary data in terms of transform vari-
ables was discovered. This step also works for the system (1.1.1). One can use
the fundamental solution to convert the system into the following form:
3
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∂2
∂t2
a− λ + 2µ
ρ
∇(∇ · a) + µ
ρ
∇× (∇× a) = 0, (1.1.2a)
a(~x, 0) = ∂ta(~x, 0) =~0, (1.1.2b)
(2µ + λ)∂x λ∂y λ∂z
µ∂y µ∂x 0
µ∂z 0 µ∂x
 a(0, y, z, t) = gb(y, z, t), (1.1.2c)
and gb(y, z, t) is a given function in terms of initial data u(x, y, z, 0) and ut(x, y, z, 0).
Then, one introduces the transforms
aˆ(x, iη, iζ, t) = F[a](x, iη, iζ, t) ≡
∫∫
R2
a(x, y, z, t)e−iyη−izζdydz,
a˜(x, iη, iζ, s) = L[a](x, iη, iζ, s) ≡
∫ ∞
0
aˆ(x, iη, iζ, t)e−stdt,
J[a](ξ, iη, iζ, s) ≡
∫ ∞
0
a˜(x, iη, iζ, s)e−xξdx.
(1.1.3)
Then, similar to [12], by (1.1.2a), (1.1.2b), and
lim
x→∞L[a](x, iη, iζ, s) < ∞ for each given (η, ζ, s) ∈ R×R×R+
together, one obtains an intrinsic algebraic relationship between the Dirichlet
data L[a](0, iη, iζ, s) and Neummann data L[ax](0, iη, iζ, s), which is the mas-
ter relationship:
M(iη, iζ, s;L[a](0, iη, iζ, s),L[ax](0, iη, iζ, s)) =~0,
where the system M is linear in L[a](0, iη, iζ, s) and L[ax](0, iη, iζ, s). This
system of linear equations and the transform for (1.1.2c) together give rise the
explicit solution of (L[a](0, iη, iζ, s),L[ax](0, iη, iζ, s)) in the transform vari-
4
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ables as follows
 L[a](0, iη, iζ, s)





S11(iη, iζ, s) S12(iη, iζ, s) S13(iη, iζ, s)
S21(iη, iζ, s) S22(iη, iζ, s) S23(iη, iζ, s)
S31(iη, iζ, s) S32(iη, iζ, s) S33(iη, iζ, s)
S41(iη, iζ, s) S42(iη, iζ, s) S53(iη, iζ, s)





Here, the symbols Sij are given by explicit rational functions,
Sij =
Snij(iη, iζ, s, ξT, ξL)
Sdij(iη, iζ, s, ξT, ξL)
,
in iη, iζ, s, and roots ξL(iη, iζ, s), ξT(iη, iζ, s) of characteristic polynomial
p(ξ, iη, iζ, s) of the system (1.1.2a), where
p(ξ, iη, iζ, s) ≡ pT(ξ, iη, iζ, s)2pL(ξ, iη, iζ, s);
pT(ξ, iη, iζ, s) ≡
(
µξ2 − µ (η2 + ζ2)− s2ρ) ,
pL(ξ, iη, iζ, s) ≡
(
(λ + 2µ)ξ2 − (λ + 2µ)(η2 + ζ2)− s2ρ) ,
ξT =
√
η2 + ζ2 + s2/c2T, cT =
√
µ
ρ : speed of S-wave,
ξL =
√
η2 + ζ2 + s2/c2L, cL =
√
λ+2µ
ρ : speed of P-wave.
The symbols ξT and ξL implicitly represent the differential equations at x = ∞,
and similarly one can identify the denominator Sdij(iη, iη, s, ξT, ξL) as an im-
plicit balance between PDE at x = ∞ and boudary condition. It is a common
sense in science to make every quanitities into the same UNIT in order to make
comparison. Now, the only unit in the problem within our imagination is poly-
nomial. This concept leads to characteristic-non characteristic decomposition
to regularize the denominator Sdab(iη, iζ, s, ξT, ξL) into polynomial in the LY
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where cab;mn(iη, iζ) and nab;mn(iη, iζ, s) are polynomials in iη, iζ, and s of
degree less than 4, and the polynomial D(iη, iζ, s) can be realized as an explicit
balance between PDE at x = ∞ and the boundary condtion in the same unit.
We also define it as the determinant of the Rayleigh wave:




(s2 + c2j (η




















































A = µ3ρ6(17λ− 11µ)(λ + 2µ)2,
Q = µ6ρ12(λ + 2µ)3
(
11λ3 + 4λ2µ− 9λµ2 − 10µ3) .
(1.1.7)


















 = 0.263082 . . . .
(1.1.8)
All ci are real numbers when 12 λ/(λ + µ) ≤ σ∗. Two ci are complex numbers
when 12 λ/(µ + λ) > σ
∗.
By completing the LY algorithm given in Section 3, we obtain the solution for-
mula of the surface wave:
Theorem 1.1.1. [Surface Wave Formula] For the problem (1.1.2), the surface
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Case. 12 λ/(µ + λ) < σ
∗. a(0, y, z, t)
























gb(y, z, t). (1.1.9)
Case. 12 λ/(µ + λ) = σ
∗.
 a(0, y, z, t)






U0(y, z, ckt) ∗
(y,z,t)































gb(y, z, t). (1.1.10)
Here, cij,mn(iη, iζ), Nij;mn;k1(iη, iζ), and Nij;mn;k0(iη, iζ, t) are all polynomi-
als in (η, ζ) with degree less or equal to 4 generated by the LY algorithm,
and Nij;mn;k1 is a polynomial in t of degree 1. The functions WL(y, z, t) and
WT(y, z, t) are defined by
WL(y, z, t) ≡ 2W0(0, y, z, cLt),
WT(y, z, t) ≡ 2W0(0, y, z, cTt).
Here,W0(x, y, z, t),U0(y, z, t), andU1(y, z, t) are the solutions of the d’Alembert
7
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wave equations in 3-D and 2-D as follows
(∂2t − ∂2x − ∂2y − ∂2z)W0 = 0,
W0(x, y, z, 0) = 0,
∂tW0(x, y, z, 0) = δ(x)δ(y)δ(z),

(∂2t − ∂2y − ∂2z)U0 = 0,
∂tU0(y, z, 0) = 0,
U0(y, z, 0) = δ(y)δ(z),

(∂2t − ∂2y − ∂2z)U1 = 0,
∂tU1(y, z, 0) = δ(y)δ(z),




is the convolution operator over the domain R2 ×R+.
Case. 12 λ/(µ + λ) > σ
∗. a(0, y, z, t)
























gb(y, z, t). (1.1.12)
Here for c1 which is a real number, the symbols are similar defined as the other
two cases. While for c2 and c3 which are complex numbers, the symbol U1 is
not the solution of wave equation. But we can still conclude that this formula is
also valid i.e it can be reverse to physical domain.
Remark 1.1.2. Here, the functions W0(x, y, z, t), U0(y, z, t), and U1(y, z, t)
are the kernel functions given by the Kirchhoff’s formula and the Hadamard’s
formula by the method of descendent. They are generalized functions, the spher-
ical delta function etc. Thus, the kernel functions of (a(0, y, z, t), ax(0, y, z, t))
are finite combinations of differential operators and generalized functions.
We will not spell out all the polynomials cij;mn and Nij;mn;kl in the paper, since
they can be generated explicitly by a program in the mathematica 8.0. Thus, we
will not list all polynomials except some typical polynomials, since to display
all the polynomials or not will not affect the rigorous integrity of this paper.
Remark 1.1.3. The Rayleigh wave described by the geophysics community is
8
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the native 2-D wave structure. It is corresponding to the surface waves in
(1.1.12) and (1.1.10) with (m, n) = (0, 0). Theorem 1.1.1 gives the generic
surface wave patterns. It gives waves on the surface possessing a complicated
2D-3D wave nature.
Remark 1.1.4. In the third case±c1 represents the only real roots of 1.1.6. Thus
we see that when the poisson ratio is greater than the critical value there would
be four complex root of 1.1.6, but these roots would have similar cancelations
as in case 1.
With the solution formula of a(0, y, z, t) and ax(0, y, z, t) given in Theorem
1.1.1, one has the solution formula for a(~x, t) with~x ∈ R3+ by the first Green’s
identity:
Corollary 1.1.5 (Interior wave formula). The solution formula of the problem
(1.1.2) is






































with a(0, y∗, z∗, τ) given by Theorem 1.1.1, where G1(~x, t) is the fundamental
9
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solution of (1.1.1)
G1(~x, t) ≡ (Gij(~x, t))3×3,
Gij(~x, t) ≡ 14piρ
(



































G0(~x, t) ≡ ∂tG1(~x, t),
xˆi ≡ xi|~x| , H(r) ≡

1 for r > 0,
0 for r ≤ 0,
~n ≡ (1, 0, 0)T.
(1.1.14)
With Corollary 1.1.5, one has the solution formula for the Lamb’s problem:





G0(~x−~x∗, t)Φ(~x∗) +G1(~x−~x∗, t)Ψ(~x∗)d~x∗,
gb(y, z, t) ≡ −

(2µ + λ)∂x λ∂y λ∂z
µ∂y µ∂x 0
µ∂z 0 µ∂x
A(0, y, z, t),
u(~x, t) ≡ A(~x, t) + a(~x, t),
(1.1.15)
where a(~x, t) is the solution given by Corollary 1.1.5 with the given inhomoge-
neous boundary data gb(y, z, t) as the one given in (1.1.15).
The ingredients of the LY algorithm in Section 3 are given in a logical order
below:
1. A fundamental solution: to shift initial data to boundary data.
10
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2. A master relationship: An intrinsic algebraic relationship among the full
boundary data in the transform variables for a solution of differential equa-
tion with zero initial data.
3. Algebraic solution of the full boundary data in the transform variables.
4. An algebraic characteristic-non characteristic decomposition of the sym-
bols of boundary data: To decompose the symbols into a polynomial in
∂sξL/s, and ∂sξT/s over the ring spanned by rational functions in η, ζ,
and s. The denominator of the rational function gives the determinant of
the surface wave.
5. Laplace-Fourier path: A path in the complex plane for the Laplace vari-
able s consistent of the spectrum with respect to all wave numbers. This is
an instrument to invert the symbols ∂sξL/s and ∂sξT/s into waves in the
~x-t domain.
The combination of ingredients (1), (2), and (3) were introduced in [12] for
the purpose to study multi-D viscous shock profile stability. The ingredient (5)
was introduced in [13] to invert the symbols of the full boundary data in the
transform variables into data in the space-time variable~x-t. The ingredient (4)
was introduced to realize the surface wave for a linearized compressible Navier-
Stokes equation [14].
With above five components, the solution formula for any 2×2 hyperbolic sys-
tem in a 2-D half-space domain was obtained in [5] with any arbitrary well-
posed boundary condition.
In Section 2, the preliminaries materials are given. In Section 3, we will give the
LY algorithm to conclude Theorem 1.1.1 as the main program of the paper; and
design Sections 4,5,6 as the subroutines for completing some details described
11
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in the LY algorithm.
The LY algorithm is also successfully implemented to the study the pointwise
2-D wave scattering over viscous shock profile, [15].
1.2 Preliminary
In this section, we first list some basic properties of Laplace and Fourier Trans-
form.
Proposition 1.2.1. For any g, h ∈ C∞c [0, ∞) with the property ∂kt g(0) = 0
for k ∈ N ∪ {0}, then their Laplace transforms G(s) ≡ ∫ ∞0 e−stg(t)dt and








e−stg(t) ∗ f (t)dt,
(
g(t) ∗ f (t) ≡
∫ t
0




e−stg[n](t)dt = snG(s),∫ ∞
0 e
−st f [n](t)dt = snF(s)−∑n−1l=0 sl∂n−1−lt f (0).
(1.2.1)










Proposition 1.2.3. For any G(s) analytic in s ∈ Re(s) ≤ 0 with the property
that there exists c0 such that
∫





estG(s)ds = 0 for all t < 0;
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Proposition 1.2.5 (Fourier Transform). The Fourier transform of the solutions
of the d’Alembert wave equations given (1.1.11) are
∫∫∫
R3
e−ixξˆ−iyη−izζW0(x, y, z, t)dxdydz =
sin(
√
ξˆ2 + η2 + ζ2 t)√




e−iyη−izζU0(y, z, t)dydz = cos(
√
η2 + ζ2 t),∫∫
R2
e−iyη−izζU1(y, z, t)dydz =
sin(
√
η2 + ζ2 t)√
η2 + ζ2
.
Proposition 1.2.6. Let f be a function defined on R2, and satisfies








where F(k) is the Fourier transform of f , J0 is the Bessel function of the first
kind of order 0.
Proposition 1.2.7 (Orthogonality of Bessel function). Let Jν be the Bessel func-






The LY algorithm will be given as a logical sequence to yield Theorem 1.1.1.
i. Fundamental Solution, Shift Initial Data, and Transforms
13
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With the fundamental solution G0(~x, t) and G1(~x, t) of (1.1.1) given in
(1.1.14), one can shift the initial data in (1.1.1) to the boundary data to




G0(~x−~x∗, t)Φ(~x∗) +G1(~x−~x∗, t)Ψ(~x∗)d~x∗,
a(~x, t) ≡ u(~x, t)−A(~x, t).
(1.3.1)
The function A(~x, t) is a given function in terms of ~Ψ and ~Φ; and the
variable a satisfies (1.1.2) with the inhomogenous boundary condition at
x = 0 given in (1.1.2c) with gb(y, z, t) defined by
gb(y, z, t) ≡ −

(2µ + λ)∂x λ∂y λ∂z
µ∂y µ∂x 0
µ∂z 0 µ∂x
A(0, y, z, t). (1.3.2)
We reserve two notions for the Dirichlet data and Neumann data:
D(iη, iζ, s) ≡ L[a](0, iη, iζ, s),
N(iη, iζ, s) ≡ L[ax](0, iη, iζ, s).
(1.3.3)
The system (1.1.2) in the transform variables is
M · J[a] =

























(2µ + λ) 0 0
0 µ 0
0 0 µ
N = L[gb]. (1.3.5)
By multiplying M−1 to (1.3.4), one has
14
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J[a] = M−1













p(ξ, iη, iζ, s)











≡ soln(ξ, iη, iζ, s; D, N), (1.3.6)
where p(ξ, iη, iζ, s) is the determinant of the matrix M and pT(pL) is the
characteristic polynomial for the transverse (longitudinal) wave:
p(ξ, iη, iζ, s) = det(M) = pT(ξ, iη, iζ, s)2pL(ξ, iη, iζ, s), (1.3.7)
where









pL(ξ, iη, iζ, s) =
(
(λ + 2µ)ξ2 − (λ + 2µ)(η2 + ζ2)− s2ρ) .
(1.3.8)
Remark 1.3.1. The parameter x does not show up in J[a] due to the fact that
the initial data was set to be zero. It is a very important initial step in this
program.
ii. Well-Posedness, Master Relationship, and solution of boundary data in
transform variables
The function soln is rational function in ξ so that one can perform the in-
verse transform in the x-variable for given (η, ζ, s) ∈ R×R×R+:




soln(ξ, iη, iζ, D, N). (1.3.9)
The well-posedness assumption:
For each (η, ζ, s) ∈ R×R×R+, the solution a(~x, t) satisfies
lim sup
x→∞
|L[a](x, iη, iζ, s)| < ∞. (1.3.10)
This well-posedness assumption will exclude the exponential growth com-
ponent in (1.3.9). It gives rise to the following Master Relationship:
15
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Definition 1.3.2 (Master Relationship). For each (η, ζ, s) ∈ R×R×R+,
~0 = M(iη, iζ, s; D, N) ≡ Res
ξ=ξ∗





The master relationship (1.3.11) and the boundary condition (1.3.5) form
an algebraic system for D and N. One obtains the solution
D
N









L[gb](iη, iζ, s), (1.3.12)
where the entries Sij is a rational function in iη, iζ, s, ξT, and ξL:
Sij = Snij(iη, iζ, s, ξT, ξL)/S
d
ij(iη, iζ, s, ξT, ξL),
ξT ≡
√
η2 + ζ2 + ρµ s2 =
√
η2 + ζ2 + s2/cT2,
ξL(iη, iζ, s) ≡
√
η2 + ζ2 + ρ2µ+λ s2 =
√
η2 + ζ2 + s2/cL2,
pT(ξT, iη, iζ, s) = pL(ξL, iη, iζ, s) = 0,
(1.3.13)
and Snij(iη, iζ, s, a, b), S
d
ij(iη, iζ, s, a, b) are polynomials in η, ζ, s, a, and b.
Remark 1.3.3. In Section 4, we will give the expression of matrix (Sij)6×3.
At least, we will write down the rational function S22(iη, iζ, s, a, b) i.e.
Sn22(iη, iζ, s, a, b)/S
d
22(iη, iζ, s, a, b) explicitly.
iii. Characteristic-non characteristic decomposition of the symbols Sij, De-
terminant of Rayleigh Wave
16
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The symbols 1/Sdij(iη, iζ, s, ξT(iη, iζ, s), ξL(iη, iζ, s)) are not local ana-
lytic function in (iη, iη, s) around (0, 0, 0). Algebraic manipulations using
the specific form of the characteristic polynomials pT and pL are carried
out to obtain the decomposition of the following form:














where D(iη, iζ, s) and nij;mn(iη, iζ, s) are polynomials in η, ζ, and s only;
and the degrees of the polynomials in s satisfy
deg(nij(iη, iζ, s)) < deg(D(iη, iζ, s)),
and cij;mn(iη, iζ) is polynomials in η and ζ with degree ≤ 2.
Definition 1.3.4. The polynomial D(iη, iζ, s) is defined as the determinant
for Rayleigh surface wave given by (1.1.1). The terms ∂sξL/s and ∂sξT/s
are defined as the symbols of the interior wave on the surface.
This notion and decomposition were initiated in [14]; and one can realize
1/D(iη, iζ, s) as the symbol of the differential operator D(∂y, ∂z, ∂t)−1. It
leads to the consideration of the roots of D(iη, iζ, s) to recover the wave
motion structure. The structures with convolution to ∂sξL/s and ∂sξT/s
in (1.3.14) were never been recognised in any physics, geophysics, or me-
chanical engineering literatures. The determinant D(iη, iζ, s) is:



























The determinant D can be factorized
into
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(s2 + c2j (η
2 + ζ2)), (1.3.16)





















































A = µ3ρ6(17λ− 11µ)(λ + 2µ)2,
Q = µ6ρ12(λ + 2µ)3
(
11λ3 + 4λ2µ− 9λµ2 − 10µ3) .








∗ Q < 0 positive positive positive
λ
2(µ+λ) = σ
∗ Q = 0 positive positive positive
λ
2(µ+λ) > σ
∗ Q > 0 positive complex complex
(1.3.18)
The critical value σ∗, which is given in (1.1.8), has been found in different
articles from the secular equation produced by Rayleigh.
Remark 1.3.5. In Section 5, we will use the Euclid algorithm to perform the
decomposition (1.3.14). The polynomials cij;mn and nij;mn can be computed
explicitly by Mathematica 8.0; and they are polynomials of degree less or
equal 4.
iv. Inversion of surface wave propagator L−1[Sij].
By the decomposition (1.3.14), the operator L−1[Sij] is decomposed into
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is identified as the native 2-D wave (Rayleigh wave); and the operators
L−1[∂sξL/s] and L−1[∂sξT/s] are identified as the 3-D body waves on
surface.
A The inversion of the Rayleigh Wave (Native 2-D wave)
a Complex Rayleigh roots (When 12 λ/(µ + λ) > σ
∗).






one needs to compute the poles of
nij;mn(iη,iζ,s)
D(iη,iζ,s)
in s. The pole of the rational functions are at the zeros of D. Then,
from the table (1.3.18) one has that when the Poisson ratio satisfies
λ
2(µ+λ) > σ
∗, the coefficients c22 and c23 are complex conjugates. Thus
the poles would be two couples of conjugates and symmetric with re-
spect to y axis, which are apart from the imaginary axis.
Case1. The figure above explains the poles in the right half space. In
19
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this case, the Bromwich integral should be integrated along the path
to the right of the poles. However, as the poles of c2 and c3 come from
the rationalization of the determinant of the formula, the residue of
these two poles would be zero. Thus the integral path of Bromwich
integral can be switched to the line on the left. More precisely, we can
use the imaginary axis as the integral path. Then we see this integral
would only contain c1 part and the integral along branch cut.
Case2. For the two poles in the left half space, one can compare
their coefficients with the coefficients of the two poles in the right half
space. Then, as the symmetric property of these poles, the contribution
of the two conjugate poles in the left half space would be canceled just
like the two in the right half space.
Then we can conclude that there would be no instability terms in the




b Real roots (When 12 λ/(λ + µ) ≤ σ∗).
20
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Figure 1.2: real roots
When the Poisson ratio λ/(2(µ + λ)) ≤ σ∗, all roots s of D = 0 are









































Case. 12 λ/(λ + µ) < σ
∗.
When the Poisson ratio 12 λ/(λ+ µ) < σ
∗, one has that Nij;mn;k0 = 0



















From this and Proposition 1.2.5, one has
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Nij;mn;k1(∂y, ∂z)U1(y, z, ckt).
(1.3.22)
Case. 12 λ/(λ + µ) = σ
∗
The coefficient Nij;mn;kl is a polynomial in iη and iζ of degree ≤ 4














Nij;mn;k0(iη, iζ, t) cos(ck
√




































Nij;mn;k1(∂y, ∂z)U1(y, z, ckt).
(1.3.24)
Note that the polynomial Nij;mn;k,0(iη, iζ, t) as a polynomial of degree
one in t is due to double roots of ck. This resonance causes that there
is a linear growth factor t for the case 12 λ/(λ + µ) = σ
∗.
Remark 1.3.6. As in the third case, the main part is the c1 part and the
computation of c1 part is same as the computations in other two cases,
we will only show the inverse transform of the case 12 λ/(µ + λ) ≤ σ∗.
B The inversion of the 3-D interior wave on surface (Native 3-D wave)
To perform the inversion L−1[∂sξL/s] and L−1[∂sξT/s] we will need
to introduce the Laplace-Fourier paths as follows.
For each fixed (η, ζ) the Laplace-Fourier paths for ξT and ξL are defined
22
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as follows:
Γ+T ≡ {s = s+T (ξˆ, iη, iζ)|ξT(iη, iζ, s+T (ξˆ, iη, iζ)) = iξˆ, ξˆ ∈ R+},
Γ−T ≡ {s = s−T (ξˆ, iη, iζ)|ξT(iη, iζ, s−T (ξˆ, iη, iζ)) = iξˆ, ξˆ ∈ R+},
Γ+L ≡ {s = s+L (ξˆ, iη, iζ)|ξL(iη, iζ, s+L (ξˆ, iη, iζ)) = iξˆ, ξˆ ∈ R+},
Γ−L ≡ {s = s−L (ξˆ, iη, iζ)|ξL(iη, iζ, s−L (ξˆ, iη, iζ)) = iξˆ, ξˆ ∈ R+}.
(1.3.25)



















































From the above combinations of path integrals, one defines









































Lemma 1.3.7. The notionsWT(y, z, t),WL(y, z, t),RT(y, z, t),RL(y, z, t)
given in (1.3.29) satisfy
WT(y, z, t) = RT(y, z, t) =W0(0, y, z, cTt),
RL(y, z, t) = WL(y, z, t) =W0(0, y, z, cLt).
(1.3.30)
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We will leave the proof of Lemma 1.3.7 in Section 6.
v. The completion of the LY algorithm
The decomposition in (1.3.19), the inversions in (1.3.22), (1.3.24), and
Lemma 1.3.7 together conclude Theorem 1.1.1. This gives the final compo-
sition of the explicit solution formula of the surface wave, (a(0, y, z, t), ax(0, y, z, t))
in terms of the given inhomogeneous term gb(y, z, t).
1.4 Master Relationship, boundary condition, and matrix (Sij)6×3
The master relationship (1.3.11) with ξ∗ ∈ {ξL, ξT} will pose 6 equations, but







(2µ + λ) 0 0
0 µ 0
0 0 µ
N = L[gb] (1.4.1)
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give another 3 linearly independent equations. One has the following linear
system for D and N:













(λ + 2µ) + s2ρ
)




−iζ(λ + 2µ)ξL ζηµ ζ2µ(
ζ2 + η2
)
(λ + 2µ) iηµ ξT iζµ ξ




















The first three rows are due to the master relationship, the last three rows are the













L[gb](iη, iζ, s), (1.4.3)
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where each entry Sij is a rational function in iη, iζ, s, ξT, and ξL:
Sij = Snij(iη, iζ, s, ξT, ξL)/S
d
ij(iη, iζ, s, ξT, ξL),
ξT ≡
√
η2 + ζ2 + ρµ s2 =
√
η2 + ζ2 + s2/cT2,
ξL(iη, iζ, s) ≡
√
η2 + ζ2 + ρ2µ+λ s2 =
√
η2 + ζ2 + s2/cL2,
pT(ξT, iη, iζ, s) = pL(ξL, iη, iζ, s) = 0,
(1.4.4)






µ2 (ξL − ξT) + µ
(−4s2ζ2ρξT − s2η2ρξT + 4s2ζ2ρξL)
((ζ2 + η2) µ + s2ρ) (4s2 (ζ2 + η2) µρ + s4ρ2 − 4 (ζ2 + η2) µ2 (−ζ2 − η2 + ξLξT))
≡ S
n
22(iη, iζ, s, ξT, ξL)
Sd22(iη, iζ, s, ξT, ξL)
;
(1.4.5)
and we use this entry as an example to compute the polynomials cij;mn, nij;mn,
and Nij;mn;kl.
1.5 Characteristic-non characteristic decomposition
The polynomials Sd22(iη, iζ, s, X, Y) and S
n
22(iη, iζ, s, X, Y) given in (1.4.5) are
assumed to be relative prime polynomials in X and Y over the coefficient ring
C[η, ζ, s]. The denominator Sd22 contains roots ξL and ξT. These two roots are
not local analytic in the variables (iζ, iζ, s) around (0, 0, 0). Due to this defect,
they are classified as characteristic roots in [13]; and one will need to remove
them from the denominators by simple algebraic manipulations introduced in
[14]. The algebraic manuplications can be achieved as follows.
By the Euclid Algorithm, one can find polynomials Q1(iη, iζ, s, X, Y), QT(iη, iζ, s, X, Y),
26
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QL(iη, iζ, s, X, Y), and R(iη, iζ, s) such that
Q1(iη, iζ, s, X, Y)Sd22(iη, iζ, s, X, Y)
+QT(iη, iζ, s, X, Y)pT(iη, iζ, s, X)+QL(iη, iζ, s, X, Y)pL(iη, iζ, s, Y) = R(iη, iζ, s).
(1.5.1)
By this identity, one has
S22(iη, iζ, s, X, Y)
=
Q1(iη, iζ, s, X, Y)Sn22(iη, iζ, s, X, Y)
R(iη, iζ, s)−QT(iη, iζ, s, X, Y)pT(iη, iζ, s, X)−QL(iη, iζ, s, X, Y)pL(iη, iζ, s, Y) .
(1.5.2)
By the property that deg(pT) = deg(pL) = 2 in ξ, there exist qT(iη, iζ, s, X, Y)
and qL(iη, iζ, s, X, Y) such that
Q1(iη, iζ, s, X, Y)Sn22(iη, iζ, s, X, Y)
= qT(iη, iζ, s, X, Y)pT(iη, iζ, s, X) + qL(iη, iζ, s, X, Y)pL(iη, iζ, s, X)
+ n00(iη, iζ, s) + n01(iη, iζ, s)X + n10(iη, iζ, s)Y + n11(iη, iζ, s)XY.
(1.5.3)
Then, by (1.5.2), (1.5.3), and pT(iη, iζ, s, ξT) = pL(iη, iζ, s, ξL) = 0 together
to yield that
S22(iη, iζ, s, ξT, ξL) =
n00 + n01ξT + n10ξL + n11ξTξL
R(iη, iζ, s)
. (1.5.4)
This gives rise to
R =
(
























µ(λ + 2µ)ρ2 + s6(λ + 2µ)ρ3
)
,
n00 = − R
µ
(














µ(λ + µ)ρ + 3s4(λ + 2µ)ρ2
)
,







n01 = n10 = 0.
(1.5.5)
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Then, substitute ξL∂sξL = s and ξT∂sξT = s together with (1.5.5) into (1.5.4)
to yield that













































c22;01 = −1ρ .
(1.5.7)
The divisor D is independent of i, j,
D(iη, iζ, s)


























The polynomial D(iη, iζ, s) is defined as the determinant of the Rayleigh wave;





























where the square of ck are listed in (1.3.17).
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1.6 Realization of decomposition
1.6.1 Inversion of the Rayleigh Wave




an example to compute the polynomial N22;10;kl.





















Case. 12 λ/(λ + µ) < σ
∗.






est n22;10Dij = −
4µ(µ−ρc2k)(λ+2µ−ρc2k)η2










est n22;10Dij = −
4µ(µ−ρc2k)(λ+2µ−ρc2k)η2





















2µ(µ− ρc2k)(λ + 2µ− ρc2k)

















Case. 12 λ/(λ + µ) = σ
∗.
In this case two surface wave speeds coincide: c1, c2, c3 > 0 and c2 = c3. From
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λ + 2µ− ρc22
)
ρ4c22




































































1.6.2 Proof of Lemma 1.3.7.
It is sufficient to give the proof forRT and WT, only.































By this identity together with substituting
√
(η2 + ζ2) = rˆ into RT defined in
(1.3.29), and by the Propositions 1.2.6 and 1.2.7 together, one has















































=W0 (0, y, z, cTt) .
(1.6.9)
In order to compute the waveWT, one identifies the two branches of the Laplace-
Fourier paths Γ+T and Γ
−




























































































































ξˆ2 + η2 + ζ2
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This identity and Proposition 1.2.5 conclude that the component WT satisfies

































ξˆ2 + η2 + ζ2
) dξˆdηdζ
=W0 (0, y, z, cTt) .
(1.6.13)





In the previous chapter we derive the solution formula of the Lamb’s problem.
Especially, we obtain the formula of the boundary data. Then we can reverse
each term into time-space domain and combine them by convolution with re-
spect to time and space variables. However, as our main goal is to construct
the Green’s function of Lamb’s problem, we need to combine the boundary op-
erators with the interior radiation waves, then our formula would have several
drawbacks:
• The solution formula (1.1.15) expressed in matrix form for Lamb’s prob-
lem is not clear enough for further analysis.
• There are too many convolutions and this would result in difficulty for
estimates.
Thus now we need to recombine the formula for further estimates. For sim-
plicity we only consider the case when Poisson ratio is smaller than the critical
value and we also suppose the formula is independent of variable z and thus the
half space system will become a 2-D system. In the 2-D system we can avoid 3-
34
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D Kirchhoff’s formula and thus the computation would be much more feasible;
moreover the wave structure on the boundary (dimension 1) will remain existed.








λ(∇ · u)I + µ(∇u +∇uT)
)
,
~x ≡ (x, y) ∈ R2+ ≡ {(x, y) : x > 0, y ∈ R}, t ≥ 0,(2µ + λ)∂x λ∂y
µ∂y µ∂x





u(~x, 0) = ~Φ(~x)
∂tu(~x, 0) = ~Ψ(~x),
(2.1.1)
Then we can consider the case only horizontal impulsion load initially and
rewrite the 2-D system as below,

ρvtt = (2µ + λ)vyy + µvxx + (λ + µ)uxy




vx + uy = 0




ut(x, y, 0) = 0, u(x, y, 0) = 0
vt(x, y, 0) = δ(x− x0, y− y0), v(x, y, 0) = 0
(2.1.4)
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Theorem 2.1.1. The solution of system (2.1.2) with free boundary condition
(2.1.3) and horizontal load (2.1.4) can be expressed in transform domain as
uˆ =
iη


























































































































The reflective operators Nu(v)L(T)L(T) can be found in (2.3.8) and (2.3.11).
2.2 Fundamental Solution of Elastic Equation
Then we consider the equation (2.1.2) in full space, i.e we want to study the
fundamental solution of (2.1.2):
ρvtt = (2µ + λ)vyy + µvxx + (λ + µ)uxy
ρutt = (µ + λ)vxy + µuyy + (2µ + λ)uxx
(2.2.1)
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with initial condition
ut(x, y, 0) = 0, u(x, y, 0) = 0
vt(x, y, 0) = δ(x, y), v(x, y, 0) = 0
(2.2.2)

































Proof. Make Fourier transform of y and Laplace transform of t we can change
the (2.2.1) into symbols as:

s2ρvˆ− ρδ(x) = −(2µ + λ)η2vˆ + (µ + λ)iηuˆx + µvˆxx
s2ρuˆ = (µ + λ)iηvˆx − µη2uˆ + (2µ + λ)uˆxx
(2.2.4)
This is an inhomogeneous second order ODE with source term δ(x). So we
need to study the homogeneous one first:

s2ρvˆ = −(2µ + λ)η2vˆ + (µ + λ)iηuˆx + µvˆxx
s2ρuˆ = (µ + λ)iηvˆx − µη2uˆ + (2µ + λ)uˆxx
(2.2.5)
we can rewrite (2.2.5) into a matrix form if we denote ux by m and vx by n:
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(mˆ, nˆ, uˆ, vˆ)x = (mˆ, nˆ, uˆ, vˆ)

0 − (µ+λ)iηµ 1 0
− (µ+λ)iη2µ+λ 0 0 1
ρs2+µη2












































































Then we can diagonalize (2.2.6) and then the two positive eigenvalues would
lead to instability on the right hand-side and thus, for x > 0, the coefficients of
these two terms would be forced to be zero. Then we have
for x > 0





E2 · (mˆ, nˆ, uˆ, vˆ) = 0






E4 · (mˆ, nˆ, uˆ, vˆ) = 0
(2.2.8)
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Similarly for x < 0

E1 · (mˆ, nˆ, uˆ, vˆ) = 0




E3 · (mˆ, nˆ, uˆ, vˆ) = 0













































































From 2.2.4 we note that there is only one dirac-delta function in the system, i.e
when we balance the two side of each equation in (2.2.4), we have the continu-
ous condition for mˆ, uˆ, vˆ and jump condition for nˆ:

mˆ(0+) = mˆ(0−)
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Then we obtain lemma 2.2.1.
2.3 Solution in Half Space
Now we turn to the half space problem. We consider the problem

ρvrtt = (2µ + λ)v
r
yy + µvrxx + (λ + µ)urxy
ρurtt = (µ + λ)v
r




vrx + ury = g1




g1 = −(v fx + u fy) ∗(x,y) δ(x− x0, y− y0) |x=0




urt(x, y, 0) = 0, u
r(x, y, 0) = 0
vrt(x, y, 0) = 0, v
r(x, y, 0) = 0
(2.3.4)
Then vr + v f and ur + u f would satisfy the original problem 2.1.2. Then we
have
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




























Now notice that (2.3.1) is homogeneous equation thus from the computation
of fundamental solution we know the solution of (2.3.1) can be expressed as
(2.2.9). Then substitute (2.2.9) into the boundary condition (2.3.2) we can solve
the unknowns in (2.2.9) and derive the solution of (2.3.1) with boundary condi-
tion (2.3.2) and zero initial data (2.3.4).























































Where we have the coefficients here
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




η2(λ + 2µ− 1) + ρs2)
NuTT = iη
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η2(λ + 2µ) + ρs2
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η2(λ + 2µ) + ρs2
(
2η2µ(λ + 2µ− 1))




)2 + 2µ (2η2µ + ρs2)2
(2.3.8)
We also have the solution formula of vr.

















































































µ(λ + 2µ− 1)√λ + 2µ√η2µ + ρs2√η2(λ + 2µ) + ρs2)
NvLT = η






2η2µ(λ + 2µ− 1) + ρs2(λ + 4µ− 1))




)2 + 2µ (2η2µ + ρs2)2
(2.3.11)
Combining lemma (2.2.1), (2.3.7) and (2.3.10) we can prove the theorem 2.1.1.
This expression can separate the vertical and horizontal displacement into four
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parts respectively and each part can be viewed as a reflection wave with par-
ticular incoming impulsion (transverse wave or longitude wave) and outgoing
radiation wave (transverse wave or longitude wave). However, when study the
property of the solution, these formulas have to be combined together to gener-
ate some cancelation. For instance, according to the above formulae, the term s2
in the denominator represents Newton potential and the influence domain would
be infinite if we study uLLr independently. On the other hand if we combine
these formulas together then there would be some cancelations so that outside
some cone the solution would be zero, which fits the classic theory in elastic
equation.
2.4 Poisson Solid and Solution Behavior on the Surface
In seismology Poisson solid is a ideal type of elastic material with its Lame
constants to be µ = λ = ρ = 1. One can simply observe that Poisson solid has
Poisson ratio smaller than the critical value. We will use this special and classic
model to study the behavior of our solution on the boundary in the following. In
fact we have
Theorem 2.4.1. For initial data is of the form
δ(x− x0)Heaviside(1− |y|)
where x0 ≥, the solution behavior on the boundary can be expressed as below
| ((ub − usb) ∗y Heaviside(1− |y|)) | ≤ O(1) 1√t (2.4.1)
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and c21 = 2− 2√3 .
Theorem 2.4.2. For initial data u (x, y, 0) has compact support, denoted by D,





































































and c21 = 2− 2√3 .
Theorem 2.4.2 is a consequence of theorem 2.4.1. In fact when initial data is of
compact support on the half space, then for initial data restricted on any fixed
x0 we have the structure in theorem 2.4.1. Now x0 is uniformly bounded as the
initial data has compact support, thus our estimate in theorem 2.4.1 is uniformly
with respect to x0. Thus when integrate with respect to x0 we can prove theorem
2.4.2.
2.4.1 Initial Impulsion absorption
From previous study we know that the initial impulsion would translate freely
until hitting the boundary. In other words, the initial impulsion would be sepa-
rated into two parts: one will move towards the rear of the half space and would
have a 2-D wave behavior and the other part would collide with the boundary
and generate reflection waves and surface wave. Thus our first task is to study
the time asymptotic behavior of the solution in free space which will completely
48
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absorb the initial impulsion. We have derived this part in the previous sections
for general Lame constants and when we substitute µ = λ = ρ = 1 into the
formula we will obtain































































































9t2−3(x2+y2) , t ≤
√









































t2− x23 − y
2
3
, t ≤ √x2 + y2 ≤ √3t.
(2.4.7)
Then it is obvious that u f and v f would have uniformly decay rate of 1√
t
if
initial data has compact support. This part would completely absorb the initial
impulsion and will act as a source impulsion when collide with the boundary.
2.4.2 Initial Impulsion Restricted on the Boundary
Now we turn to the reflection waves and surface wave. Firstly we assume the
initial data is totally on the boundary.
We substitute µ = λ = ρ = 1 into the formula we obtained previously:
50


















































































Now we assume a initial transverse load on the free surface i.e
ut(x, y, 0) = 0, u(x, y, 0) = 0
vt(x, y, 0) = δ(x, y− y0), v(x, y, 0) = 0
(2.4.9)
Then our solution formula of u can be expressed by superposition of (2.4.7) and
(2.4.10)with x0 = 0 as our initial data is restricted on the boundary. u f has a
exact expression so we only need to deal with ur.
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Then rationalize above formula and do the partial fraction we have:
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Now as we want to estimate the solution on the boundary, we let x = 0 and then
the formula for ub in transform variable domain would be simplified as
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Then we need to reverse this formula into time-space domain. First we need to
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• Analysis on c1 term
































































However, when consider the other part in (2.4.16) we need detail of the convo-













(c21 − 1)(y2 − t2)) + log(t + c1y +
√






Proof. 1. When y > t we will observe that in 2.4.42the forward cone and
backward cone will not intersect hence the convolution would be 0.
2. When t > y > c1t the forward cone and backward cone has intersection and
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−ArcSin[ c1s−c1t+ys ] + ArcSin[−c1s+c1t+ys ]
2c1
ds)








(c21 − 1)(y2 − t2)) + log(t + c1y +
√




































































−ArcSin[ c1s−c1t+ys ] + ArcSin[−c1s+c1t+ys ]
2c1
ds)








(c21 − 1)(y2 − t2)) + log(t + c1y +
√






Now considering that F−1[Sin[c1ηt]c1η ∗t Bessel[0, ηt]] is an even function with
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respect to x, we have ∂yF−1[Sin[c1ηt]c1η ∗t Bessel[0, ηt]] is an odd function and


























1− c21Heaviside[|y| > t] +
1√




Proof. According to 2.4.4 we have
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(c21 − 1)(y2 − t2)) + log(t + c1y +
√























(c21 − 1)(y2 − t2)) + log(t + c1y +
√


















1− c21Heaviside[|y| > t] +
1√




Now we can apply 2.4.5 to our formula 2.4.16 and we have the corollary:
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are the same. Then we can draw the conclusion.



































3η2 − 6η2 − 3s2
) ]] + 1√
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Now to investigate the time asymptotic property of this formula we need to
make some assumptions on the initial data. In fact we assume the initial data
has a compact support on the surface:
u(x, y, 0) = δ(x)Heaviside(1− |y|). (2.4.28)
Lemma 2.4.9. For any fixed y,
∂y
1√
t2 − y2 ∗(t,y) (
1√
3t2 − y2 + t
√
3− c21
) ∗y H(1− |y|) (2.4.29)
would has a decay rate of log(t)t .
































































































































) ≤ O(1) log(t)
t
(2.4.33)
However this decay rate is not uniformly in y. This is because of that the choice
of α in the previous proof is not uniform, α would change when y changes. To
estimate the uniformly decay rate of the convolution 2.4.29 we need to consider
the behavior along the cone, i.e y = kt. For the case k 6= 1 one can use the
similar method to prove 2.4.33. While when k = 1, the situation will change.








H(1− |y|) has decay rate of 1√
t
Proof. For simplicity, we let b = 0. In fact, as the initial data is of compact
support [−1, 1], we need to compute the integration
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where |α| ≤ 1.















3s2 − (η − α)2
)
(2.4.35)
For each fixed s, the integration can be viewed as the 2-D wave convolve with a
compact support initial data at time s, where we put the differential operator to






























3s2 − (η − α)2
) ≤ O(1)√
t
For the third part we have
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δ(y + c1t)− δ(y− c1t)
2c1




Proof. (2.4.38) is a direct consequence of lemma 2.4.8 and lemma 2.4.10.














of (2.4.14) and the other term would have similar property.
In (2.4.39) the first term represents a 1-D wave with speed c2 = 2 which would
be greater than the speed of both transverse and longitude waves. According to
seismology research this case cannot happen so we need to show the cancelation
of such 1-D wave in our formula.
Lemma 2.4.12. For c2 and c3 we have
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H(y¯ + s)− H(y¯− s)√
s2 − y¯2






H(y + ci(t− s) + s)− H(y + ci(t− s)− s)
2ci
√





H(y− ci(t− s) + s)− H(y− ci(t− s)− s)
2ci
√
s2 − (y− ci(t− s))2
ds
(2.4.42)
1. When y > cit the integral function is equal to 0 hence the integral is 0.
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H(y + ci(t− s) + s)− H(y + ci(t− s)− s)
2ci
√





H(y− ci(t− s) + s)− H(y− ci(t− s)− s)
2ci
√






−H(y− ci(t− s) + s)− H(y− ci(t− s)− s)
2ci
√























H(y + ci(t− s) + s)− H(y + ci(t− s)− s)
2ci
√





H(y− ci(t− s) + s)− H(y− ci(t− s)− s)
2ci
√




















































, y < tci
(2.4.44)
Now considering that F−1[Sin[ciηt]ciη ∗t Bessel[0, ηt]] is an even function with
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respect to y, we have ∂yF−1[Sin[ciηt]ciη ∗t Bessel[0, ηt]] is an odd function and
hence we can write out the formula for y < 0. Thus we have:













(δ(y− cit) + δ(y + cit)).
(2.4.45)
Proof.
Similarly we can deduce the results for general positive real number cL which
is smaller than c2 and c3.






















































(δ(y− 2t) + δ(y + 2t))
(2.4.48)
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Proof. Applying corollary 2.4.15 and 2.4.16 we obtain (2.4.49).
Again (2.4.49) is only a L1 operator and we assume the initial data to be of














]] ∗y Heaviside(1− |y|) |≤ O(1) 1√
t
(2.4.50)





























Lemma 2.4.20. If the initial data is restricted on the boundary and has com-
pact support on the boundary surface, then the behavior of the solution on the
boundary would has the property below:







δ(y + c1t)− δ(y− c1t)
2c1
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Proof. Applying corollary 2.4.19, lemma 2.4.18 and lemma 2.4.11 we can im-
ply (2.4.52).
2.4.3 Initial Impulsion in Interior
Now we consider the case when initial impulsion is in the interior domain i.e
we suppose our initial data to be
u(x, y, 0) = δ(x− x0, y− y0) (2.4.53)


















6η2 − 4√3√η2 + s2√3η2 + s2 + 3s2) ex0(−√η2+s2))
2
(
12η4 + 3s4 + 12η2s2 − 4√3η2√η2 + s2√3η2 + s2)
(2.4.54)
Now rationalize the denominator and we can rewrite (2.4.54) as linear combi-













































Then by partial fraction we can separate (2.4.55) into simpler operators:
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In the previous section we show the cancelation of c2 and c3 terms. Now for
NT2,3 and N
L
2,3 we can similarly prove that there would be no surface wave with
speed c2 or c3. Then we can have some results without detail of proof.
Lemma 2.4.21.









For the c1 terms we can use similar method as we did in previous section to




































































Proof. This is a consequence of lemma 2.4.5.
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The first two terms with log function are surface wave components and we can
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denote the remainder as NT1 .
We can do the same analysis on c1 term of urL.









η2 + s2 + 3
√
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√
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Lemma 2.4.27. For NT1 and N
L
1 we have the time asymptotic structure when
the initial data has compact support in variable y i.e the initial data is of the
form
δ(x− x0)Heaviside(1− |y|)
Then NT1 and N
L
1 would has a uniformly decay rate of
1√
t








Proof. The proof is similar as what we did in previous sections.











































These two terms cannot be studied independently because of the s2 on the de-
nominator which represents the Newton potential. In fact the unbounded in-
fluence domain due to the Newton potential would be restricted in a cone after
cancelation in the summation.
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Proof. In fact the term s2 can be viewed as a limit case of s2 + c2η2 where
c = 0. Thus we can repeat the process in the previous work in lemma 2.4.26
and lemma 2.4.25 and combine our results for solution in free space in (2.4.7)
to obtain the estimate in (2.4.69).
Finally combining (2.4.7), lemma 2.4.21, lemma 2.4.22, lemma 2.4.28, lemma






According to the previous chapters we have two main results i.e theorem 1.1.1,
theorem 2.1.1 and theorem 2.4.2.
In chapter 1 theorem 1.1.1 gives out surface formula without any restriction of
the poisson ratio, i.e the poisson ratio can be any constant between 0 and 0.5.
Although our formula is valid in mathematical sense there are something strange
when comparing our formula with the classic theory in seismology. More pre-
cisely, in case 1 and case 2, all the three poles are on the imaginary axis, thus
the bromwich integral cannot avoid any pole and this may lead to some surface
wave with speed greater than body waves’, which contradicts classic seismol-
ogy, which says surface wave speed should be smaller than body waves’, and
observation in real life [1] [8]. Thus some further study is needed on these for-
mulas obtained in theorem 1.1.1 to make our conclusion consistent with classic
theory.
In chapter 2 we have two main tasks. Firstly, we recombine the formula in
transform space and obtained solution for particular initial boundary value in
theorem 2.1.1. The recombination highly simplified our formula and allow us
to reverse it to time-space domain. Secondly, we explained that the terms with
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wave speed greater than body waves’ in 1.1.1 will be canceled and thus our
conclusion will coincide with classic theory. Finally, we estimates our formulas
in 2.1.1 and show that the c1 terms (contain the surface wave part with wave
speed c1 which is smaller than body waves’ speed) would be the main part.
More precisely, on the surface, the formulas in 2.1.1 will have a uniformly decay
rate 1√
t
except for surface wave part which travels along the surface with speed
c1. It is well known in classic theory of seismology that the surface wave will be
more destructive than body waves and our results are illustration of this theory.
3.2 Difficulties and Future Work
There are still some difficulty remain. Firstly, we can generate the Green’s func-
tion of the Lamb’s problem but it is hard to give out a proper estimates of the
formulas even in 2-D case. More precisely (in 2-D case) the interaction of 2-D
waves with different speed is not clear enough. Secondly, Lamb’s problem as-
sumes the homogeneous Lame constants i.e the elastic property of the materia
is the same every where. It is natural to think of what happen if the media is
inhomogeneous. One of the models to investigate the inhomogeneous problem
is so called Love wave problem. In this model the half space is divide to 2
layers, which are parallel to the boundary, with different elastic property. Thus
the upper layer would be a wave guide in which Love wave would translate
along the surface. The main difference between Love wave and Rayleigh wave
is that Love wave has dispersion property while Rayleigh wave not, so Love
wave speed is not unique. Many study on this topic try to reduce the system into
eigenvalue problems and draw some conclusions with assumptions about the
form of the solution [1], while, to handle with initial boundary value problem,
some further study and maybe some new tools are needed.
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