Abstract-Given a Fractional Repetition (FR) code, finding the reconstruction and repair degree in a Distributed Storage Systems (DSS) is an important problem. In this work, we present algorithms for computing the reconstruction and repair degree of FR Codes.
I. INTRODUCTION
Distributed Storage Systems (DSSs) use coding theory to provide reliability in the system. Recently a new class of regenerating codes known as "repair by transfer codes" were used to optimize disk I/O in the system [1] . In this work, we consider DSS that use Distributed Replication-based Simple Storage (DRESS) Codes consisting of an inner Fractional Repetition (FR) code and an outer Maximum Distance Separable (MDS) code to optimize various parameters of DSS [2] , [3] . Codes which has rate at least the capacity of the system are known as universally good codes [2] . To find out the universally good codes one has to find the reconstruction degree k (minimum number of nodes one has to contact to yield the entire data) and the repair degree d (number of nodes needs to be contacted in case of failure of a node) in such a DSS. To the best of our knowledge there is no algorithm known for finding the reconstruction degree k of a given FR code. It is easy to compute the repair degree d for strong FR codes as it is the degree of any node, however for weak FR codes no algorithm is known for computing the repair degree. Motivated by this in this work, we present algorithms for computing the reconstruction and repair degree of FR codes. This paper is organized as follows. Section 2 collects necessary background on FR codes. In Section 3 we present the algorithms for computing the reconstruction degree and in Section 4 we present an algorithm for computing repair degree. Section 5 concludes with general remarks.
II. BACKGROUND
In an (n, k, d) DSS, data is stored on n nodes in such a fashion such that user can get the data by connecting any k(k ≤ n) nodes [5] . In case of a failure of a node, data can be recovered by contacting any d nodes and downloading few packets from them. This is achived by remarkable class of codes known as regenerating codes [4] , [5] , which optimizes the repair bandwidth as well as storage. However these codes fails to optimize disk I/O [2] . Hence a new class of code known as "repair by tarnsfer codes" was introduced in [1] . This was further generalized to DRESS Codes consisting of an inner FR A one page abstract of this paper appears as a poster in IEEE Netcod 2013. Fig. 1 . DRESS Code consisting of fractional repetition code C having 4 nodes (i.e. n = 4), 6 distinct packets (i.e. θ = 6), repair degree d = 3, replication factor ρ = 2 and an outer MDS code code and an outer MDS code to optimize various parameters of DSS [2] , [3] . Figure 1 describes one such code where first a data file is divided into 5 packes (usually elements of a finite field F q ), and then using a MDS code a parity packet is added. All these packets are now replicated two times on 4 nodes (such a replication is known as FR code) in such a way such that user can get entire data by contacting any 3 nodes. Thus reconstruction degree is 3. On the other hand if a node fails it can be repaired by contacting any 3 nodes. Thus repair degree is 3. Now we define formally FR codes and discuss some of its properties.
A. Fractional Repetition codes
FR code is an arrangement of θ packets (each replicated ρ times in a smart way) on n nodes such that each node U i , 1 ≤ i ≤ n has α i packets [2] , [3] . Definition 1. (Fractional Repetition Code): A Fractional Repetition (FR) code denoted by C (n, θ, α, ρ) with replication factor ρ, for a DSS with parameter (n, k, d), is a collection C of n subsets U 1 , U 2 , . . . , U n of a set Ω = {1, 2, . . . , θ}, which satisfies the following conditions:
• Every member of Ω appears exactly ρ times in the collection C .
•
Clearly, FR codes satisfy the equation (1) [3] .
where θ packets are replicated ρ times among n nodes (each having weakness δ i ) and δ is total weakness of FR codes [3] . Thus δ is given by δ =
. Remark 2. For strong FR codes [2] , δ = 0 then equation (1) reduces to nα = ρθ, also in this case 
and it satisfies the relation nα = ρθ + δ.
Definition 4. (Node-packet distribution incidence matrix): For FR code C (n, θ, α, ρ) a node-packet distribution incidence matrix [6] M n×θ is a matrix with its entries m ij given as
We will need this in Section IV.
Remark 5. Clearly, for a given FR code C (n, θ, α, ρ) its node-packet distribution incidence matrix M n×θ has the following properties.
1) Weight of i
th row of M is α i . 2) Weight of each column of M is ρ. 
Given a (n, k, d) DSS, one has to find a good FR code C (n, θ, α, ρ) which matches with the parameters of DSS. Note that the parameter k in DSS is known as the reconstruction degree of DSS. If one wants to get the entire file one has to contact any k nodes in DSS. However if we look at the definition of FR code C one finds that it is independent of k (there is no direct formula for calculating the reconstruction degree). This motivates us to define the reconstruction degree of FR code C as the the number k F R so that if one wants the entire file (total (θ − 1) packets as one remaining packet one can get using MDS code) one has to contact smallest set of any k F R nodes in FR code. Clearly, k ≤ k F R . In order to find the value k F R of a FR code we also define another reconstruction degree k of FR code as the smallest subset of nodes of C , that allows recovering the entire data (all (θ − 1) packets). Clearly, we also have k ≤ k F R . We present an algorithm 1 to compute k . This gives a lower bound on actual k F R .
Example 7. Reconstruction degree k of the code C (7, 8, 4, 3) of Example 3 is 2 because using U 2 and U 5 one can get at least 7 packets and k F R = 4 as contacting any 4 nodes will give us at least 7 packets. Another interesting example showing this difference is Figure 7 of [2] , where FR code C (6, 9, 3, 3) has k = 3 (v 1 , v 2 and v 3 will give at least 8 packets) and k F R = 4 (any 4 nodes will give at least 8 packets).
In Section III, we consider an algorithm for computing k , and hence a lower bound on k F R . For a (n, k, d) DSS one can define the rate of FR code [2] .
where S ⊆ {1, 2, ..., n} and |S| = k It is clear that Rate R C (k) of FR code C is the number of guaranteed distinct packets which an user will get when any k nodes are contacted in C . Thus finding the reconstruction degree k is very useful in finding the rate of FR code.
Example 9. Given a (7, k, d) DSS, and a FR code C (7, 8, 4, 3) of Example 3, the rate of the code is 4 for k = 3 and rate is 6 for k = 4.
III. ALGORITHM FOR COMPUTING RECONSTRUCTION DEGREE k
In order to find the reconstruction degree of a FR code, one can always delete one packet from all the nodes (W.L.O.G., we usually delete last packet θ) as we can recover it using the parity of MDS codes. Hence for constructing entire data it is sufficient to reconstruct only (θ − 1) packets. Thus WLOG we delete last packet θ in the algorithm 1.
We now consider an example to compute reconstruction degree k using algorithm 1.
Example 10. Consider a FR code (5, 9, 4, 2) as shown in Table  II . • Note that since n = 5, after removing any packet (say last packet 9) we get
, 8} , V 5 = {4, 7, 8} each having cardinality as {4, 3, 3, 4, 3} respectively.
• Further since there is no set
Algorithm 1 Algorithm to compute reconstruction degree k Require: Node packet distribution of FR code after removing the last packet θ from all n nodes of V n = {V 1 , V 2 , ..., V n }. Ensure: k upp = Reconstruction degree 1 :
then delete all such V j for all possible nodes V i and list remaining collection of nodes as
3 : Pick an arbitary set V ij ∈ V l , and call this set as P . Set the counter
m s.t. V i j P = φ then go to step 5 otherwise jump to step 6. 5 :
m which has max cardinality among all V i j in V m with V i j P = φ. Update P = P V i j , update counter k λ = (k λ + 1) and go to step 4. 6 : If ∃ V ir (1 ≤ r ≤ m) ∈ V m s.t. V ir ⊂ P then go to step 7 otherwise go to step 8. 7 : Pick V i r (1 ≤ r ≤ m) ∈ V m which has maximum V i r \P among all V i r ∈ V m having the condition V i r ⊂ P then update P = P V i r , update counter k λ = (k λ +1) and go to step 6. 8 : If 1 ≤ λ < l, then store k λ in k λ and set k λ = k (λ+1) and perform step 4 for
• For step 2, note that there are only two sets V 1 , V 4 of maximum cardinality 4, so V l = {V 1 , V 4 } now executing step 3, pick an arbitrary node V 1 as P = V 1 and initialize k 1 = 1.
• Now we skip step 4, since there does not exist any set V i ∈ V 5 s.t. V i P = φ and we go to step 6.
• At step 6, we search
• For step 7 we have V 2 \P = {6}, V 3 \P = {5, 7}, V 4 \P = {5, 6, 8} and V 5 \P = {7, 8} among them |V 4 \P | is maximum. So P = P V 4 = {1, 2, 3, 4} {3, 5, 6, 8} = {1, 2, 3, 4, 5, 6, 8} and k 1 = 1+1 = 2.
• According to step 6, again we search V i ∈ V 5 s.t. V i ⊂ P and we get V 3 , V 5 . Now again V 3 \P = {7} and V 5 \P = {7}.
• By step 7, P = P V 5 = {1, 2, 3, 4, 5, 6} {4, 7, 8} = {1, 2, 3, 4, 5, 6, 7, 8} and k 1 = 2+1 = 3 since V 3 \ P is maximum.
• According to step 8, k 1 = 3 and update
• So k upp = min {k 1 , k 2 } = 3
Remark 11. Note that in general, algorithm 1 computes an upper bound on k . However in Example 10, algorithm gives an exact value of k , i.e., k upp = k = 3. Table III present a case of FR code C : (5, 8, 4, 2) for which k = 2 and k upp = 3. Further note that at the cost of complexity, one can modify the algorithm 1 at step 3, by taking P on all possible nodes in V m to yield an exact reconstruction degree k . In particular, for strong FR code this algorithm will always give an exact value of k . Arguments similar to Algorithm 1, can be used to give an algorithm for computing the exact reconstruction degree k F R as shown in Algorithm 2.
Algorithm 2 Algorithm to compute reconstruction degree k F R Require: A set of packets Ω = {1, 2, . . . , θ} and node packet distribution of FR code with n nodes U n = {U 1 , U 2 , . . . , U n }. Ensure: Exact reconstruction degree k F R .
1 :
Pick the set U m ∈ U m and call this set as P . Set the counter k λ = 1, 1 ≤ k λ ≤ m and 1 ≤ λ ≤ n. If Ω\P = φ or singleton set then go to step 6 otherwise go to step 3.
m s.t. U j P = φ then go to step 4 otherwise jump to step 5. 4 : Pick an arbitrary U j (1 ≤ j ≤ m) ∈ U m which has maximum cardinality among all U j in U m with U j P = φ. Update P = P U j , update counter k λ = (k λ + 1). Again if Ω\P = φ or singleton set then go to step 6 otherwise go to step 3. 5 : Pick U r (1 ≤ r ≤ m) ∈ U m s.t. U r ⊂ P which has maximum |U r \P | among all U r ∈ U m having the condition U r ⊂ P then update P = P U r , update counter k λ = (k λ + 1). Once again if Ω\P = φ or singleton set then go to step 6 otherwise go to step 5. 6 : Stor k λ in k λ and set k λ = k (λ+1) .
In Section IV, we focus our attention to repair degree which is another important parameter of DSS.
IV. ALGORITHM FOR COMPUTING REPAIR DEGREE
Given a (n, k, d) DSS, in case of a node failure, it can be repaired by contacting any d nodes [2] , [4] . Thus d is known as the repair degree of a node. In case of FR codes, the repair of a node is Table based, i.e., one has to contact specific set of nodes for repair. However, in case of strong FR code C (n, θ, α, ρ), we have α = d for every node so it is easy to calculate the repair degree. Moreover, in case of weak FR code, if repair degree of a node U i , 1 ≤ i ≤ n is denoted by d i then d i ≤ α i = |U i | ≤ α since in the worst case all α i packets can be recovered by contacting some α i nodes and α is maximum size of any node. As expected we also have 
Compute T ⊆ {1, 2, . . . , θ} s.t. |T | is maximum among all possible subsets and for t ∈ T , H t \{i} ∈ S {i} i , and
otherwise set q = q + 1 and go to step 2.
Example 12. Consider the following node-packet distribution incidence matrix M 11×8 for FR code C : (11, 8, 2, 3). 
According to algorithm 3 the calculation of repair degree d i where i ∈ {1, 2, ..., 11} for the node-packet distribution incidence matrix M 11×8 is as follows.
• H 1 = {1, 8, 5}, H 2 = {2, 5, 9}, H 3 = {5, 9, 3}, H 4 = {8, 1, 5}, H 5 = {2, 6, 8}, H 6 = {9, 4, 7}, H 7 = {10, 7, 1}, H 8 = {2, 6, 11}.
• If we want to compute repair degree for 5 th node (i.e. d 5 ) then pick the all H j s.t. 5 ∈ H j i.e. H 1 , H 2 , H 3 and H 4 .
• Now S {5} 5 = {H 1 \ {5} , H 2 \ {5} , H 3 \ {5} , H 4 \ {5}}, where H 1 \ {5} = {1, 8}, H 2 \ {5} = {2, 9}, H 3 \ {5} = {9, 3} and H 4 \ {5} = {8, 1}.
• But r∈{1,2,3,4} H r \ {5} = φ and there is no any common element among any three sets chosen from the S
{5}
5 .
• But for T = {1, 4} we have H 1 \ {5} H 4 \ {5} = {1, 8} = φ so l 1 = 2 -1 = 1.
• Now updated S = {H 2 \ {5} , H 3 \ {5}}then we have H 2 \ {5} H 3 \ {5} = {9} = φ here T = {2, 3} so l 2 = 2 -1 = 1.
• Now Repair degree (d 5 ) = α 5 − l 1 − l 2 = 2 where α 5 is weight of 5 th row in node-packet distribution incidence matrix M 11×8 .
V. CONCLUSION
In this paper, we presented algorithms for computing reconstruction degree of FR code C (n, θ, α, ρ). Given a FR code we define the reconstruction degree k as the smallest subset of nodes when contacted will give the entire data and provided algorithm for computing it. This gives a lower bound on the actual reconstruction degree k F R of FR code, which is defined as the, smallest number of any k F R nodes when contacted will yield the entire data. At the cost of complexity, we also provided an algorithm for computing exact k F R . Finally we show the significance of weak FR codes over strong FR codes using repair degree of FR codes. We also present an algorithm for computing repair degree for weak FR codes.
