ABSTRACT Recent video coding standards typically use the Rate-distortion optimization (RDO) method, which is essential to appropriately perform mode decisions during encoding process. The newest standard high efficiency video coding (HEVC) introduces complex encoding structures and strong dependency between coding units. Particularly, the Lagrangian multiplier is a primary factor in RDO procedure, which directly affects the rate-distortion (R-D) performance and is defined for an entire video frame. This paper proposes a novel approach for perceptually guiding the RDO process in HEVC. The reference encoder does not consider effectively the perceptual characteristics of the input video and further, the visual sensitivity of each coding tree unit (CTU) in a frame. Inspired by the mechanisms of the human visual system, the proposed solution is a CTU-level adjustment of Lagrangian value based on a set of complementary perceptual features. The proposed scheme concerns important visual information of a CTU and its temporal dependency with adjacent blocks. Feature extraction is implemented in the frequency domain using efficient spatio-temporal analysis. In our experiments, we opted a perceptual mean squared error (MSE) metric and structural similarity (SSIM) index. According to perceptual MSE metric, the BD-rate savings using the Bjontegaard delta measurements, were fairly convincing over the state-of-the-art HEVC software HM16.12; 4.41% and 6.14% for random access (RA) and low delay (LD) encoding settings, respectively. Using SSIM, the BD-Rate achieved 6.95% and 9.86% for RA and LD settings, respectively. The proposed method further demonstrates a superior R-D performance over a compared approach adopting a similar scheme.
I. INTRODUCTION
The expansive area of multimedia communications is associated with the increasing demand of data storage and transmission bandwidth. Regarding the popularity of (ultra) high definition televisions (HDTV/UHD), and the large use of different services as TV broadcasting and Internet video streaming, the end-user's quality of experience became a constant and hard constraint for content providers. To meet the challenge of recent video applications, compression technologies have been influenced by the greater requirements of quality of experience. The most recent video coding standard, HEVC (High Efficiency Video Coding), [1] was jointly developed by the ISO/IEC Moving Picture Experts Group (MPEG) and ITU-T Video Coding Experts Group (VCEG). It allows doubling the data compression ratio compared to the former H.264/MPEG-4 AVC for similar levels of video quality [2] .
Several tools have been introduced in HEVC such as the enhanced intra/inter prediction algorithms which are performed based on a quadtree of coding units. The largest unit in a frame may comprise 64 × 64 samples. Fig. 1 shows a coding tree unit (CTU) and the corresponding prediction blocks. Hypothetically, the main objective was to minimize rate-distortion (R-D) costs as the overall performance would be optimized. However, eventhough the rate-distortion optimization (RDO) process operates based on newly proposed items, it further depends on the coding structure. Interesting contributions in [3] and [4] have been proposed to address the error propagation under the HEVC low delay coding structure. The relationships between coding blocks are exploited in terms of temporal dependencies. The hierarchical random access conditions are further considered in [5] , to ensure a temporally dependent RDO. However, these methods do not concern the perceptual video coding (PVC) task. PVC approaches are commonly based on the visual information analysis or modeling certain phenomena of the human visual system (HVS) properties. It is undeniable that accounting for HVS perceptual features may lead to achieve a superior coding efficiency [6] .
A. RELATED WORKS
Recently, optimization strategies aimed to bring off an efficient PVC solution. The HVS properties have been studied to offer consistent PVC schemes in terms of R-D performance. For instance, the original input video could be pre-processed before starting the encoding process. In Oh and Kim [7] proposed a visual saliency model to the patterns of moving objects, taking into account the human visual sensory me mory and the capacity for the spatial-temporal resolution. A visual saliency map is attained in [8] , to perform a refined distortion allocating method in CU level with adaptive QP. The intended mode decision algorithm concerns a low complexity encoder optimization strategy. Zhu and Xu [9] utilized the deep convolutional neural network to compute the spatial saliency. The temporal saliency is extracted from the motion information in compressed domain. The QP search range is respectively adjusted in HEVC. Furthermore, a number of compression schemes are based on texture analyses and synthesis approaches [10] . A different method focused on the prediction of interesting regions and provides a guidance map for bit allocation through a constrained global optimization algorithm [11] . An HEVC weighted rate-control approach was suggested by Li et al. [12] to improve the perceived quality of conversational videos. A rate control framework is presented in [13] , based on a relationship between the distortion and the Lagrange multiplier in HEVC. The CTU-level rate control was addressed in [14] by exploring the relationship between the CTU complexity and estimated model parameters. Certain PVC methods exploited the perceptual aspects such as visual attention and contrast sensitivity as part of the guided video compression [15] . Kim et al. [16] introduced a standard-compliant approach for variable block-size transform kernels, and based on just-noticeable difference (JND) models in pixel and transform domains. In another respect, understanding the perceptual mechanisms has been naturally linked to visual quality assessment. Wang et al. [17] provided a divisive normalization scheme based on the SSIM metric [18] , to transform the discrete cosine transform (DCT) domain into a perceptually uniform space. Other approaches such as [19] - [22] , have been intended to use the SSIM with respect to a perceptually guided RDO process.
Most of video compression applications aim to provide an optimized quality as a substitute of reducing the factual distortion between compressed and original videos. A distinctive PVC approach could be achieved by adjusting the encoder parameters which impact the RDO mode decisions. Therefore, the frame rate will be adapted according to generated R-D costs. For example, a measurement was performed in [23] to assess the perceptual sensitivity of each CTU and each frame to guide the bit allocation, relative to the regions' perceptual sensitivity. Zeng et al. [24] proposed a perceptually adaptive Lagrangian multiplier relying on the video temporal activity and spatial energy factors. A similar approach in [25] was recently introduced to adapt the Lagrangian multiplier for each CTU, using a set of extracted perceptual features that concern the visual complexity (energy) and temporal correlations of coding blocks. A binocularcombination-oriented measurement for visual distortion, was proposed to derive afterward the Lagrangian multiplier for the RDO in MultiView extension of HEVC [26] .
However, a textural pattern or an object shape, could appear in video frames along with different scales and angular directions. The inherent visual attention may not consistently correspond to extracted information, as for the features used in [25] . Huang et al. [27] , tried to predict the HEVC lossy/lossless boundary QP values from the properties of the source video sequences. A set of features was selected depending on whether they are perceptually noticeable or not. The spatial complexity was captured based on a spatial randomness map to measure the local masking effect. The saliency information were incorporated along with a feature map on every block of 64 × 64. However, the presented objects in a block are not individually distributed in the spatial domain, but they are arranged in relation to each other. The primary interest of visual analysis is the degree of regularity governing a pattern formed by multiple identical objects. It is more convenient to analyze these properties in the spatialfrequency domain, rather than only in the spatial domain. Fine textures are composed of densely arranged elements having high frequency characteristics and conversely for the coarse patterns. The arrangement regularity reveals the randomness degree of a given pattern.
B. CONTRIBUTIONS
In this work, we propose to guide perceptually the RDO decisions separately for each CTU. We aim to explore the visual characteristics of largest coding blocks (64 × 64 samples) using a transformation in the frequency domain. A set of complementary features will be combined to produce a perceptual factor, in order to adjust the Lagrangian multiplier. The contribution of the proposed adjustment scheme is given by the following observations. * The new coding structures of HEVC raise a strong dependency between coding units within successive frames. Besides, the error propagation is an important task depending on motion type of input videos. * The slow or fast motion can be related to the stationarity of video scenes. It is basically defined by displaced areas between successive frames. The phase correlation concept is convenient in this vein, as it allows capturing the displacement with a pixel or sub-pixel precision in the Fourier domain [28] . * A CTU could be highly textured, or represents an attractive object where distortions would be highly perceived.
Hence, it appears reasonable to estimate the visual characteristics of respective blocks in adjacent frames, in order to account the previously compressed CTUs. * Predicting salient information is meaningful, especially for visually sensitive CTUs. For example, such a block would present an appearing object over a smooth area or uniform background. A transformation in frequency domain under different scales and angular directions is useful to provide rich information [29] . A spectral-based saliency model can be accordingly implemented. Our objective is to arbitrate the RDO decisions of HEVC encoder in regard to perceptual characteristics of the input video data. Particularly, we introduce a novel scheme of visual information measurement for each CTU in a frame. The provided measures are properly combined, taking into account the great impact of a new defined Lagrangian multiplier on coding performances. The proposed method holds the following primary contributions:
• An appropriate representation in the complex frequency domain is implemented. We adopt the curvelet transform [30] which is very efficient for the perceptual task, and its integration presents a novel application for such a video coding scheme.
• The compression of the current CTU is amended depending on measured impairments in the temporal adjacent block. The distortions are assessed without involving the reference samples.
• A novel method is proposed to estimate the salient objects in the current CTU. We explore the spectral residual information over the magnitude spectrum of provided curvelet directional subbands.
• The phase spectrum of Fourier transform is further involved to measure the displacement between CTUs in adjacent frames.
• The adjustment form, combining different perceptual feature factors, is appropriately proposed according to performed experiments. In fact, we investigated the correlation of extracted perceptual features, with the temporal/spatial information of processed video sequences. These contributions would be relevant to inspect efficiently the video content and introduce a consistent PVC approach.
C. PERCEPTUAL R-D PERFORMANCE
One of the emerged issues associated with PVC approaches, is the requirement of an accurate quality assessment measure that would be reliable for the evaluation of the R-D performance. The perceptual sensitivity to compression distortions varies with the textural complexity and the level of artefacts. It is widely known that the peak signal-to-noise ratio (PSNR) is not appropriate for assessing the perceived quality with reference to frame rate reduction [31] . The PSNR is a an error based metric that considers only the differences between two signals without inferring any perceptual concept of HVS properties. It could be adequate for methods which concern an RDO model based on specific coding structures, or process the bit signaling of syntax elements in coding units. On the other hand, such a metric is not adequate to validate our scheme which permits to achieve significant bitrate savings, and concerns the input video data.
If we are to reduce the bit budget or improve the coding efficiency, while maintaining a convincing perceptual quality, we should consider accurate perceptual metrics to estimate the generated distortions. HVS characteristics such as the contrast sensitivity function (CSF) and luminance adaptation should be incorporated to provide conforming objective quality indices. Furthermore, it is important to evaluate the quality loss in terms of structural information, especially, when reducing the visual complexity such as textural patterns and redundant information within video frames.
The rest of the paper is organized as follows: we present in the next section the fundamentals of the RDO mode decision in HEVC. In Section III, an overview of the proposed Lagrangian multiplier adjustment scheme is formulated. We describe in Section IV each of the perceptual features which compose the Lagrangian adjustment factor. We further discuss in Section V the adopted quality metrics used for coding efficiency validation. The conducted experiments help to evaluate the R-D performance of our method compared to the HEVC anchor, and the recently proposed method in [25] . Finally, the last section presents some conclusions about the present work.
II. RDO MODE DECISION IN HEVC
To achieve a better coding efficiency, the RDO is typically used at the encoder side to select the best mode which has the smallest R-D cost. The aim of RDO is to minimize a distortion D at rate R smaller than target rate R T , which can be described as
The so-called Lagrangian multiplier λ is employed to solve the aforementioned optimization problem by transforming it VOLUME 6, 2018 to an unconstrained form:
where J is the Lagrangian cost function. A high-rate assumption has been made [32] to obtain the rate and distortion models of the uniform source distribution, respectively in terms of entropy-constrained scalar quantization and mean square error within each quantization interval:
where q is the quantization step size. λ can be therefore determined as
Usually, the value of λ can be experimentally determined as it represents the slope of the R-D curve. In the reference software of HEVC, the QP determines the Lagrangian multiplier using the following exponential mapping function and is refined afterward by the coding structure.
where c is a constant related to the coding structure. The R-D costs can be minimized during the video encoding process through different parameters. This affects the rate or source distortion measure as well as the Lagrangian factor. The mode decision process is managed by the RDO to fix the trade-off between the required bitrate and video quality. Essentially, the predicted modes belong to Skip, Intra and Inter modes depending on the video spatial/temporal characteristics. The HEVC R-D costs of intra-angular and intermotion prediction are given by
SATD is the sum of absolute (transformed) differences between the current and reference blocks. J A and J M are the R-D costs of a particular intra-angular mode and inter-motion estimation mode, respectively [1] . The R-D costs will define the best mode and the convenient partition of each coding unit in a frame. For instance, the mode with a large size would correspond to slow motion and homogeneous textures. In contrast, a small size corresponds to fast motion and highly textures regions or the presence of a new object. Each mode will further define the amount of bits to encode the required information and residual data.
However, based on the above definitions, the Lagrangian multiplier is only defined as a function of QP (see Eq. 5). It can be observed that λ is essential to optimize the coding performance; a large value means low bitrate against high distortion, and vice versa. An RDO based PVC method would be introduced to adjust the value of λ, in order to improve the coding efficiency in terms of bitrate saving and a suitable reconstructed video quality. We accordingly need to consider certain phenomena of the HVS, referring to the video content that should be accurately explored. In fact, we should be dealing with some issues:
* Inadequate Lagrangian adjustment leads to significant decrease of R-D performances. * Uncomfortable visual experience in case of bitrate savings, regarding to the major impact of the Lagrangian multiplier on RDO mode decisions. * High computational complexity, especially when performing a broad analysis of visual information in coding blocks. We recognize the above mentioned issues in the proposed solution, which will be introduced in the following section.
III. OVERVIEW OF PERCEPTUALLY GUIDED RDO
The proposed solution is based on the characterization of coding blocks of the same size (64 × 64) as the largest unit CTU. This characterization is performed in the frequency domain providing a set of reliable features. Afterwards, the extracted measures are appropriately combined to grant a perceptual factor that will be used to adjust the HEVC Lagrangian multiplier. Fig. 2 introduces the general scheme of the proposed perceptual adjustment where the coding tree units are transformed in the frequency domain. The HEVC encoder operates on quadtree coding blocks going from 64 × 64 to 8 × 8 samples. As a result, the contained textural patterns are captured under different resolution depths. Dealing with the largest unit does not prevent from investigating these patterns at different scales and angular directions. We adopt the multi-scale curvelet transform which uses parabolic tuned functions that ensure an accurate representation of the signal singularities. So, in the context of this work, we use a suitable discrete version called UDCT (uniform discrete curvelet transform) [29] . It provides a set of angular windows along a particular scale resolution. In our implementation, six directional subbands over two scales are extracted. The fine and coarse scales correspond to subband matrices of 32×32 and 16×16 complex coefficients, respectively. Using two scales is fairly enough to have a good spatio-frequency representation of object edges of a 64 × 64 block samples. The six directional angles permit to identify these edges over mostly horizontal and mostly vertical directions.
Besides, we rely on a robust use of the CTUs power spectrum according to the Fourier shift property [28] . The displaced areas across frames could be detected through a correlation function, which describes the sharpness between two co-located coding blocks. The implemented materials of the frequency representation are detailed in the following subsection.
A. FREQUENCY DOMAIN REPRESENTATION 1) SMOOTH WINDOWED ANALYSIS
The spatio-temporal analysis tools of the curvelet transform are very effective to represent the object shapes and relevant curves attracting the human perception. This transform yields to a nonadaptive representation of object edges [30] , e.g., we do not need to a predefined model to identify these edges. Particularly, the UDCT as a discrete version, provides complex subband coefficients with low redundancies, and the energy distribution between coefficients at different scales is invariant [29] . The subbands are generated using a filter bank and the fast Fourier transform. The definition of the curvelet analysis windows in the frequency plan is based on a family of 2π periodic smooth functions as shown by Fig. 3 . It allows a flexible adaptation to object edges by defining lowpass and concentric bandpass 2-D window functions. It further defines a set of 2N angular functions in the support region [−π/4, 3π/4]. These functions are defined by a one dimensional projector β(t) which associates a smooth transition in the range from -1 to 1 in the frequency support, and satisfies [29] 
The UDCT window analysis are actually a function of t and based on β. This definition fits well to our context as it introduces effectively a smooth signal analysis basis. It is appropriate to identify both structural and stochastic pattern distributions.
2) LOG-SPECTRUM REPRESENTATION
In natural scenes, the clarity of an object details and edges refers to the perceived sharpness. The regular distribution of patterns around this object that define the transition at edges can also indicate the degree of sharpness. The latter depends on the content and spatial similarity over common visual features. Statistical properties of a regular distribution can be accordingly illustrated in the frequency power spectrum, seeing that global scene statistics correlate with the presented objects [33] - [35] . Particularly, the log-spectrum representation is suitable to characterize the noticeable shape similarities. The model in [36] introduces a transformation from spectral analysis to saliency detection. Hence, if we consider the information of the log spectrum L(f ), its shape S(f ) and the residual R(f ), the required information are given by:
R(f ) corresponds to statistical singularities in the given spectrum. These singularities represent the salient information to HVS.
3) FOURIER BASED PHASE CORRELATION
The displacement between shifted areas in a scene, can be detected considering the phase correlation peaks providing required measures that concern the temporal stationarity. In our context, the displacement between adjacent video frames is estimated through provided peaks which indicate the uniformity of corresponding coding blocks. The idea is to ensure a robust use of the power spectrum according to the Fourier shift property [28] . For this purpose, we assume that a shift in the coordinate of two particular functions preserves the phase linearity. Let f 1 (x, y) and f 2 (x, y) two real discrete functions with:
Hence, in respect to the shift property
The normalized cross spectrum is given by
where * indicates the complex conjugate. Typically, the phase correlation is then defined as the IFT of R(u, v). The peak location would be argmax{F
Respectively, the shifted samples of two given blocks in adjacent frames are transformed in the Fourier domain in order to investigate the underlying phase correlations. VOLUME 6, 2018
B. FEATURE EXTRACTION
Once the corresponding CTUs are transformed in the frequency domain, following the aforementioned analysis materials, we proceed to feature extraction step using these complementary information:
The error propagation in HEVC coding structures is addressed by the temporal correction feature. Indeed, the compression distortions of the reconstructed CTUs are investigated from the previously encoded frame. Theses altered blocks would affect the prediction of forward co-located ones. 2) Visual Stationarity P c : The stationarity of visual scenes is basically related to the displaced areas/objects between successive frames. In other respects, the aim is to identify the displacement associated to the relevant CTUs. It is a frame-level feature measured in the Fourier domain and following the phase correlation concept [37] .
3) Spectral Saliency (S l ):
The saliency is predicted in the frequency domain using a proper adaptation of the method described in [36] . The log spectrum and residual representations constitute the frequency space of this prediction. Moreover, we will adopt this method to the UDCT windowed basis functions which represents an effective framework for scale invariance property and accurate curves' singularity detection. These aforementioned complementary features, described in the next section, are combined and used to refine the standard λ HEVC in the RDO process as shown by the following equation:
The perceptual factor (P f ) reflects the perceptual importance of the CTU samples. α is used to weight the effect of P f on the adjustment of λ HEVC . In Eq. 12, the component T c is weighted according to P c . Furthermore, we will decrease or increase the provided value from the two components, according to salient information of the current CTU. The coding performance improvement, by using S l as a denominator, is demonstrated and discussed in section V-E. In our experiments, α is set to 0.5. The RDO decisions will be guided separately for each CTU in the current video frame by means of the new Lagrangian value λ p .
IV. PROPOSED LAGRANGIAN MULTIPLIER ADJUSTMENT
The purpose of a perceptually feature guided RDO is to achieve a significant bitrate savings without inducing noticeable visual distortions in reconstructed video frames. Adjusting the Lagrangian affects the encoding process of coding blocks and consequently the R-D compromise. A higher Lagrangian value for most CTUs in a frame, will result in a higher compression rate. In fact, the challenge of this work would be capturing the characteristics of each current CTU which can further be affected by temporal adjacent blocks, depending on the encoding structure. Furthermore, the perceptual factor P f in Eq. 12 should be in a reasonable range of values as for the extracted features.
A. PERCEPTUAL FEATURES
The features measurement is mainly based on the saliency of the current CTU, the compressed temporal adjacent colocated block and the displacement between corresponding frames according to encoding settings. As previously mentioned, the measurement is performed over Fourier based transforms which have the advantage of providing rich information from the magnitude and phase of complex coefficients. We propose to investigate the distortion of adjacent CTUs to take into account the error propagation. A temporal correction is therefore performed to handle this issue. Besides, the latter feature is as well combined with the visual stationarity component which represents the temporal activity of the input video. The aim is to ensure an accurate resulting measure from both temporal features, considering local (two co-located CTUs) and frame-level (all CTU blocks) analysis. We need to consider on the other hand the spectral based saliency feature to describe the important visual details instead of only measuring the textural complexity. Important visual information will be implicitly investigated, regarding the shift and rotational invariance properties of patterns' distribution.
1) TEMPORAL CORRECTION
Object shapes and curves compose the visual structural information that could be affected when increasing the QP levels. Therefore, we suggest to constrain the compression of the current CTU by that (co-located) of the adjacent reconstructed frame. As previously discussed, the corresponding CTUs are decomposed using the UDCT defined by tuned windowed functions. The singularities are defined along six subband orientations at the finer scale, as the required directional selectivity follows the increase of higher frequencies. Fig. 4(a) shows four neighboring CTUs of a sequence frame (Luma component). The UDCT subband coefficient magnitudes are shown in Fig. 4(c) , which will be used to extract a spatial mask. Each row corresponds to a single CTU as indicated by the black arrows, presenting the six orientations of the applied decomposition. The coefficient magnitudes' scatter is displayed from each subband matrix (32 × 32 coefficients).
Thus, we define a spatial mask as the maximum of six coefficient magnitudes at the same location:
where B θ is a directional subband at the finest scale. The mean information T m is obtained as follows:
33594 VOLUME 6, 2018 This is further performed for each CTU of the previously reconstructed frame. The proposed feature T c describes the structural information contained in the considered CTU to be used to have an impact on the compression decisions of the current coding unit. It is given by:
where i is the index of the co-located CTU,
is the mean T m over the K CTUs in the frame.
2) VISUAL STATIONARITY
The properties of phase correlation are appropriate to describe the displacement of coding blocks between adjacent frames. Let consider two CTUs namely t and c, where c is a replica of t, but shifted by x 0 and y 0 such that f c (x, y) = f t (x − x 0 , y − y 0 ), where f c and f t are two integrable functions. The shift property of the Fourier transform states that
. Extracting the power spectrum phase gives the normalized cross spectrum R(u, v) = e (−j2π wd) . Typically, the phase correlation is then defined as the IFT of R(u, v) and the peak location will be
Assuming that the displacement between two finite images is an integer, it is possible to find the peak location (x 0 , y 0 ), using the inverse Fourier transform of Eq. 11. As a result, it will produce a Dirac delta function centred at this location. However, finding the correspondent phase coordinates, can be reached by relocating the provided Fourier coefficient magnitudes. This can be done by shifting the coefficients according to local estimates, in a second time-frequency coordinate system. Therefore, the relocated data are identical in magnitude in the shifted coordinate points, but they differ in phase as a function of the applied translations. Fig. 5 shows an example of extracting the phase correlation in the Fourier domain, between two co-located CTUs. n and m represent the transformation space of two temporally adjacent frames. F (x,y) is presented in the grid (Fig. 5(c) ) as the coefficient located on peak coordinates (x, y). We can observe a relative displacement through the shifted coefficient magnitudes (Fig. 5(b) ), and the extracted spectrumbased phase correlation (Fig. 5(d) ).
The IFT produces properly a sharp peak centered at certain position, that corresponds to the rotational difference of the Fourier magnitudes in the original coordinate system. With the aim to formalize the visual stationarity feature P c , the displacement between block c and its co-located t (original samples) is measured as given in Eq. 16. The phase correlation is calculated by transforming both blocks into the Fourier domain and utilizing the shift property:
where F c and F t are respectively the Fourier transformed blocks of the current CTU and its temporal equivalent and is the phase of the corresponding coefficients. Here our interest is focused on the maximum (peak) of the phase correlation matrix defined as P m = argmax (x,y) ( ). Some CTUs will have notable values in comparison to the remaining ones which are almost uniform (see Fig. 5 ). To take this observation into account, the frame CTUs are splitted into two sets: the first is composed of the 20% highest P m values and the other with the remaining 80%. Consequently, P c is defined as:
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is the mean over the K 1 CTUs of the first set (20% of highest P m values), and
j=1 P m (j) is the mean over the K 2 remaining CTUs.
3) SPECTRAL-BASED SALIENCY
The purpose of saliency detection methods is to implement an invariant and robust representation of a scene. Although the human perception tries to analyze the presented objects, the visual attention of HVS is a selective process, depending on perceived curves and shapes. In order to account for this diversity, the current CTU is decomposed using the UDCT basis functions. With the aim to define the saliency feature in the frequency domain, we only keep the matrices of the coarsest scale provided by the six angular windows. A spectral residual approach was proposed in [36] for saliency detection in the frequency domain. Similarly, the method in [38] implies the phase spectrum. We have indeed adapted the basis function outputs to the log-spectrum representation proposed in [36] . The spectral residual model and the UDCT directional windowed functions are associated to highlight a novel implementation of a spectral-based saliency method. The saliency detection is defined along six directional subbands. First, the log-spectrum representation is obtained by:
where F θ w represents the transformation of the current CTU, according to an angular window of direction θ . |.| is the absolute value operator.
For a given position (x, y) and a given direction θ , the spectral saliency is defined as follows:
F θ w is the phase distribution and F −1 is the inverse Fourier transform. D(f ) is the residual information obtained using a local average filter h(f ) in a similar fashion to the model in [36] , and defined by:
At this stage, six saliency matrices corresponding to the six adopted directions θ = [1, ..., 6] are obtained. These matrices are illustrated in Fig. 4(b) .
The spectral based saliency feature S l , used in the refinement of λ HEVC , is defined as the average over (x, y) of maximum saliency values for the six directions, as given above in Eq.21.
B. PERCEPTUALLY GUIDED RDO
Based on the extracted features, the Lagrangian multiplier is adaptively adjusted for each CTU to guide the RDO encoding process. In summary, the proposed method is described by the following steps: 1. Transform the CTUs of the current and temporal adjacent frames in the Fourier domain. to Eq. 12. 9. Proceed to the RDO process using λ p .
The features P c and T c represent the perceptual characteristics from a temporal viewpoint. A small T c value means that the current CTU tends to have already less distortions, as it depends on the compression of its co-located in the temporal adjacent frame. Likewise, a low similarity between two frames is denoted by small P c values. On the other hand, high values of S l feature correspond to a visually uniform block, regarding the implemented measurement method. The formula 1 − α S l (see Eq. 12) gives a small value in this case. However, if a CTU contains important information, for example, a smooth area around a salient object, this formula provides higher value.
From Eq. 12, the value of P f will be increased to allocate less bits for the current CTU, indicating less perceptual distortion, or complex textures with unattractive visual patterns. Therefore, the larger Lagrangian multiplier will endorse the mode producing lower bitrate and higher distortion. Obviously, smaller P f values would account for perceptually sensitive CTUs to allocate more bits.
V. EXPERIMENTAL RESULTS AND DISCUSSION
Experiments are carried out to evaluate the proposed Lagrangian multiplier adjustment and its impact on coding efficiency. Our method is implemented on HEVC test model (HM16.12) specified by Joint Collaborative Team on Video Coding (JCT-VC) [39] . The coding configurations are random access (RA) and low delay (LD) main profiles. We conduct the experiments under the common test conditions (CTC) [40] . Test sequences in different classes (suggested by CTC) are used in simulations including resolutions ranging from 416 × 240 to 2560 × 1600. The frame-level QP value are set between 22 and 37 with an interval of 5.
A. PERCEPTUAL QUALITY MEASUREMENT
It is crucial to investigate the effect of performed Lagrangian adjustment using a set of perceptual characteristics. This requires a congruent assessment of the processed video sequences. The traditional PSNR metric is based on MSE, which may not be accurate to perceptually predict the quality degradation due to bitrate reduction.
The HVS processes the visual signals based on a modulation transform function (MTF) to reflect a received image on various spatial frequencies. In fact, the eye's optics blur the formed image on the retina with reference to certain imperfections. For instance, this MTF could be handled by a Gaussian blur function which is not equivalent the neural filtering system [41] . A perceptual MSE could be expressed as the mean squared value of the perceived distortion D F :
where I and I D are respectively the original and distorted frame images. The function f corresponds to a low-pass filter defined as a generalized CSF model in [42] . This model is proposed to remove the high frequency noise
where a, b and c are constants set to 0.31, 0.69 and 0.29, respectively [42] . Higher sensitivity at spatial frequencies is equivalent to higher modulation gain. This fact has been the motivation to consider the CSF as a spatial MTF for many perceptually adaptive approaches.
We opted for the above definition to evaluate the R-D performance in our experimental part and replace the common MSE. Besides, we estimated the compression distortion depending on an image background masking modulation proposed in [43] . A perceptual weighted-mean squared error (PW-MSE) was introduced particularly to use the contrast sensitivity function. PW-MSE metric aims to remove the imperceptible visual distortions, lying in high frequencies of the error signal given by Eq. 22. The values of PW-MSE, named in the following by perceptual MSE (PMSE), were converted to decibel units as follows PMSE = 20. log 255
where SE M is the average of modulated squared errors [43] . Additionally, we measured as well the structural information impairments by the commonly used and well-known SSIM metric [18] . It has a high importance when dealing with perceptual task as natural scenes have typically diverse local structures, and produced degradations should be reflected by means of local quality maps. Similarly, we measured the gradient magnitude similarity based on local maps comparing the gradient magnitude of reference and distorted pixels [44] . We used as a pooling strategy the mean of these maps similarly to the SSIM metric. In [25] , the quality indicator mean gradient magnitude similarity (GMSM) has been used for perceptual performance comparison with the HEVC anchor along with the SSIM. Actually, we will compare the efficiency of our proposed scheme with this relevant work in the next section.
PMSE is concerned in our experiments as an alternative of PSNR metric. Essentially, it is a signal error based measurement. The SSIM index has further been widely used as a benshmark for assessing several distortion types. Hence, we relied on different approaches inferring an effective evaluation framework. In fact, we compared the R-D performances TABLE 1. RA structure: R-D performance gain (%) of the proposed scheme over HEVC in terms of BD-Rate saving against PMSE and SSIM as perceptual quality metrics.
of our method and HEVC anchor using PMSE and SSIM metrics. Furthermore, the GMSM is considered for comparison with a similar feature guided RDO method, where this metric has been used along with the SSIM, to demonstrate the coding efficiency in [25] .
B. PERCEPTUAL R-D PERFORMANCE COMPARISON
The coding efficiency of the proposed method is measured in terms of BD-rate savings over PMSE [43] and SSIM [18] perceptual quality metrics. Note that higher SSIM index and lower PMSE (decibel units) value correspond to a better perceptual quality. Similar to PSNR, the metrics' values are computed for each video frame and the quality rate of the overall sequence is given by averaging all frame measures. The Lagrangian multiplier adaptation scheme is compared with the original RDO in HEVC reference software HM16.12, based on the average difference between their R-D curves [45] . The performance index is finally provided as the total bitrate changes under the same level of perceptual distortions. Tables 1 and 2 show the comparison results of R-D performance gain. Regarding PMSE, our method performs consistently better both RA and LD encoding structures than HEVC codec. Even though the coding efficiency slightly VOLUME 6, 2018 TABLE 2. LD structure: R-D performance gain (%) of the proposed scheme over HEVC in terms of BD-Rate saving against PMSE and SSIM as perceptual quality metrics.
drops for the class D sequences, the average over the set of test sequences is quite convincing. This class represents the lowest spatial resolution (416 × 240) compared to the other classes. Meanwhile, the compression results of Full HD sequences (1920 × 1080) are up to 7.37% and 10.87% of BD-rate saving respectively for RA and LD configurations. A significant performance was further proved for 720p sequences (class E). This demonstrates that the guided RDO is able to achieve a major improvement compared with the original RDO in HEVC. For instance, one can clearly notice the particular results of BQTerrace sequence (1920 × 1080) with with BD-Rate reduction of 23.91% (RA) and 28.32% (LD).
The same observations hold for the SSIM metric, with the exception of better performance for class D sequences, and fairly higher BD-Rate savings especially for class A. The variation between the results based on PMSE and SSIM could be explained by the fact that the former is an error based measure even though it is including the notion of contrast sensitivity and contrast masking. In turn, SSIM is based on a finer description of the perceptual features and focuses on the variation of the structural content as it would be perceived by the HVS. Overall, the results are relatively close based on both metrics which results in a reliable perceptual video coding. The R-D curve comparison of BQTerrace and KristenAndSara is shown in Fig. 6 . It can be observed that our method clearly achieves better R-D performance especially for BQTerrace sequence. Furthermore, the coding gain of Traffic and BasketballDrill is increased using SSIM compared to PMSE. The corresponding performance is illustrated by Fig. 7 . If we consider the coding efficiency of certain sequences, interesting results are provided with reference to different classes. Besides the resolution factor, the R-D performance mainly depends on the visual characteristics of a given input video. Table 3 shows particularly the consistence of our method for UHD resolution (3840×2160). The average coding gain is 9.36% for RA structure and 14.56% for LD structure.
C. COMPLEXITY EVALUATION
The complexity of the proposed method is investigated under the RA and LD coding structures. The encoding time between our perceptual-based RDO scheme (Time pro ) and the HEVC test model (Time HM ) is measured as:
For each class, EncT in tables 1 and 2 is the encoding time averaged over the sequences in the class. For all test sequences, we report a slight increase of 5% and 3% for RA and LD coding structures, respectively. The implemented techniques do not require significant complex computational operations. The opted multi-scale transformation is based on predefined basis functions, which are given by a fixed number of scales and angular directions. We further used the fast Fourier transform for measuring the visual stationarity component. The optimal implementation of the frequency domain analysis is an interesting feature in this work. Furthermore, the new defined Lagrangian multiplier may change the mode decision of coding units. A better selected mode may reduce the coding time in transform and quantization steps of the compression process.
D. PERFORMANCE CONSTANCY OF PROPOSED ADAPTIVE SCHEME
In order to further demonstrate the superiority of the proposed scheme, we consider a similar Lagrangian multiplier adaptation method for HEVC. Yang et al. [25] use a set of extracted perceptual features from each CTU within a frame and validated their approach including the SSIM and GMSM as distortion measurement. To settle a fair comparison with this work, we used the same test model (HM10.0) and test conditions [46] . Tables 4 and 5 show the superior efficiency of our method for the same test sequences for both RA and LD configurations.
The BD-Rate percentages demonstrate a better performance for RA setting, with an average of 6.98% and 12% over all test sequences using SSIM and GMSM respectively, in comparison to the method in [25] which provides 5.92% (SSIM) and 9.92% (GMSM). Otherwise, if we TABLE 4. RA structure: RD performance gain (%) of the proposed scheme and the method of Yang et al. [25] over HEVC in terms of BD-Rate saving against SSIM and GMSM as perceptual quality metrics. TABLE 5. LD structure: RD performance gain (%) of the proposed scheme and the method of Yang et al. [25] over HEVC in terms of BD-Rate saving against SSIM and GMSM as perceptual quality metrics.
consider the 720p sequences, our method achieves significantly higher performance. Note that KristenAndSara and Fourpeople sequences represent a static background with smooth areas, where impairments may appear clearly. These visual characteristics were preserved by allocating required bits for sensitive CTUs using the adjusted Lagrangian value. The performance was moreover preserved in regard to class B sequences with an average difference around 3% for GMSM (RA) and SSIM (LD). Besides, we notice important bitrate savings using both quality metrics particularly for LD configuration. This means that our method is accurate respecting the complex encoding structures, as for RA configuration the error propagation is intense. Reducing the bit-budget in this case should be properly carried out. VOLUME 6, 2018
E. ANALYSIS OF FEATURE EFFICIENCY
The combined features have contributed to adjust the Lagrangian multiplier and improve the R-D performance. Factually, the trends of each one is inspected according to spatial and temporal information metrics [47] . The spatial information (SI) is defined as the standard deviation of Sobelfiltered image pixels. Hence, we compute the SI values of reconstructed CTUs in the temporal adjacent frame as for feature T c . We also construct a matrix from the difference between pixels' luminance at same locations within two frames. We take the standard deviation over this matrix as temporal information (TI). The correlation of feature P c is investigated with regard to TI. T c component represents the quality degradation of coding blocks in adjacent frames. We would therefore inspect the relevant measures against the standard metric SI. Fig. 8 illustrates the scatter plot of T c and SI of BQSquare (416 × 240) and FourPeople (1280×720), encoding the first group of pictures (GoP) of the two sequences (RA settings). It can be easily observed that corresponding values are highly correlated, which demonstrates the accuracy of T c to assess occurred compression distortions. Consequently, it would be effective to handle the error propagation along the GoP frames. As we aim to represent the stationarity of temporal adjacent frames, the P c component was proposed to be jointly used with the temporal correction feature. TI is a convenient measure in this sense in order to figure out the accuracy P c values. The values of this feature are further correlated (Fig. 8 ) including all frames of the two sequences.
Furthermore, 
where Bitrate adj is the given bitrate for a particular QP, and based on an adjustment of the Lagrangian multiplier.
Bitrate HM corresponds to the given bitrate by HM16.12 reference software. The shown percentages demonstrate the effect of using the saliency component S l mentioned as weighted adjustment (default usage), compared with omitting only T c × P c mentioned as unweighted adjustment. The latter means that the perceptual factor P f is measured without taking into account S l feature. Actually, we used α = 0.5 in Eq. 12 in order to nearly set the denominator in the interval [0.5, 1]. Therefore, the trends of required measures are associated with the increase/decrease of the overall P f values.
We performed experiments over BQSquare and FourPeople sequences. The bitrate reduction based on weighted adjustment is clearly superior for all QP values. This was associated to insignificant drops of the SSIM values as perceptual quality indices. The BD-Rate of the BQSquare sequence goes for instance from −7.80% to −9.94% when using the saliency component, and from −3.16% to −6.74% concerning the FourPeople sequence.
F. DISCUSSION
The purpose of performed adjustment is explained by an example of a frame from BQSquare sequence in Fig. 9 . Actually, the figure shows the original frame to account for the original quality when comparing the obtained results. Figures 9(b) and 9(c) confirm that there is no perceived difference between them eventhough our method is using 22% less of bit-budget. The PMSE metric gives a similar quality score demonstrating its correlation with the human judgment. Moreover, the matrix ( Fig. 9(d) ) presents the provided adjustment P f values. The convenience of these values could be interpreted with respect to important HVS properties such as intensity distribution, textured and salient objects, smooth and curved areas, etc. For instance, according to the value 0.50 of coordinates (x = 1,y = 1) in the matrix, where x corresponds to rows and y to columns, we can perceive from the analogous CTU a uniform intensity area where artefacts will be strongly attractive. The same interpretation corresponds the CTU of index (2, 7) . A large value 2.26 was affected to a visually complex block in (3, 4) coordinates. Note that other similar cases are related to compression distortions and the correlation to temporal adjacent CTUs, along with the presence of structural visual patterns in current block. Moreover, the value was 0.95 for CTU in position (3, 3) due to the presence of an attractive object opposed to a uniform background. The compression rate should be respectively adapted to avoid highly perceived distortions. The combined features ensure in most cases an accurate perceptual characterization. In the proposed method, we afforded conjointly the temporal similarity and temporal correction to address a certain dependency between CTUs along encoding process. In fact, P c has an important effect on the measured component T c from temporal adjacent and distorted CTU blocks. This has a positive impact regarding the GoP encoding structure, either we encounter a high or low temporal similarity between belonging frames. Accordingly, we would ensure a minor or a significant tuning of the actual T c value. At this point, we handled an error propagation task through temporal viewpoint based features. The measure of S l is provided to assign the salient information and local visual characteristics. Included as a denominator in Eq.12, it permits to amplify the compression rate while preserving a convenient R-D performance.
VI. CONCLUSION
In this paper, we proposed an approach for HEVC rate distortion optimization aiming at adjusting the Lagrangian multiplier, using a set of features that mimic the human perceptual mechanisms. A CTU-level Lagrangian value was defined by properly combining the carried measurements. In fact, the RDO decisions were guided separately for each largest coding unit in a frame. The compression of a CTU was accordingly controlled based on spatial and temporal correlations. The dependency between coding units within successive frames, was considered through the stationarity of visual scenes and temporal correction depending on adjacent temporal CTUs. We opted for an analysis in the frequency domain to describe useful information. Visual characteristics, such as edges, curves and shapes of transformed blocks, are presented under different scales and angular directions. A spectral-based saliency method was further introduced to account object patterns attracting the human perception. The set of extracted features adjust perceptually the Lagrangian multiplier. The coding efficiency results were very convincing taking into account achieved bitrate savings. When compared to HEVC anchor, performed experiments show the superior R-D performance of our method. We used PMSE and SSIM as quality metrics to evaluate the perceptual distortion of reconstructed videos. PMSE corresponds to a signal error based measurement and SSIM to structural information assessment. The BD-Rate savings of the proposed RDO Lagrangian adjustment scheme achieved 6.95% and 9.86% for RA and LD settings, respectively. In our experiments, we further compared the proposed method to a similar approach which adapts the Lagrangian multiplier for each CTU based on perceptual features. Our method provided a superior overall performance using SSIM and GMSM indices, especially for 720p/1080p (class E/B) and WQXGA (class A) video sequences. For instance, concerning the GMSM metric, the BD-Rate savings achieved 16.96% (RA) and 21.3% (LD) for these classes. For the same test set, the compared approach provided respectively 12.37% (RA) and 16.03% (LD). The results confirm the consistent coding efficiency of the proposed scheme.
