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The standard formalism of quantum theory is enhanced and definite meaning is given to the con-
cepts of experiment, measurement and event. Within this approach one obtains a uniquely defined
piecewise deterministic algorithm generating quantum jumps, classical events and histories of single
quantum objects. The wave-function Monte Carlo method of Quantum Optics is generalized and
promoted to the level of a fundamental process generating all the real events in Nature. The already
worked out applications include SQUID-tank model and generalized cloud chamber model with
GRW spontaneous localization as a particular case. Differences between the present approach and
quantum measurement theories based on environment induced master equations are stressed. Ques-
tions: what is classical, what is time, and what are observers are addressed. Possible applications
of the new approach are suggested, among them connection between the stochastic commutative
geometry and Connes’ noncommutative formulation of the Standard Model, as well as potential
applications to the theory and practice of quantum computers.
I. INTRODUCTION
Quantum Mechanics occupies a very particular place
among scientific theories; indeed it is at once one of the
most successful and one of the most mysterious ones. Its
success lies undoubtedly in the fact that using Quan-
tum Mechanics one can predict properties of atoms, of
molecules, of chemical reactions, of conductors and in-
sulators and much more. These predictions were con-
firmed by precise measurements and by the technological
progress that is based on quantum phenomena. The mys-
tery resides in the problem of interpretation of Quantum
Theory - which does not follow from the formalism it-
self but is left to discretion of a physicist. As a result,
there is still no general agreement about how Quantum
Mechanics is best understood and to what extent it can
be considered as exact and complete.
As emphasized already by E. Schro¨dinger [1] what is
definitively and completely missing in Standard Quan-
tum Mechanics is an explanation of experimental facts,
as it does not tell us how to generate time series of events
recorded during real experiments on single individual sys-
tems. H.P. Stapp [2,3,4,5] and R. Haag [6,7] emphasized
the role and importance of ‘events’ in quantum physics.
J. Bell [8] stressed the fundamental necessity of distin-
guishing ‘definite events’ from ‘just wavy possibilities’.
In 1969 E.B. Davies [9] (see also [10]) introduced the
‘space of events’ in his mathematical theory of quantum
stochastic processes which extended the standard formal-
ism of quantum theory. His theory went beyond a stan-
dard quantum measurement theory and, in its most gen-
eral form, was not expressible in terms of quantum mas-
ter equations alone. Later on Srinivas, in a joint paper
with Davies [11], specialized Davies’ general and math-
ematically sophisticated scheme to photodetection pro-
cesses. Photon counting statistics predicted by this the-
ory were successfully verified in fluorescence experiments
which caused R. J. Cook to revisit the question ‘what
are quantum jumps’ [12]. A related question: ‘are there
quantum jumps’ was asked by J. Bell [13] in connection
with the idea of spontaneous localization put forward by
Ghirardi, Rimini and Weber [14].
In the eighties quantum optics experiments started
to call for efficient methods of solving quantum mas-
ter equations that described effective coupling of atoms
to the radiation modes. The works of Carmichael [15],
Dalibard, Castin and Mølmer [16,17], Dum, Zoller and
Ritsch [18], Gardiner, Parkins and Zoller [19], developed
Quantum Monte Carlo (QMC) algorithm for simulating
solutions of master equations.∗ The algorithm emerged
from the the seminal papers of Davies [9,10] on quan-
tum stochastic processes, that were followed by numer-
ous works on photon counting and continuous measure-
ments (cf. Refs. [21,22,23]). It was soon realized (cf. e.g.
[24,25,26,27,28]) that the same master equations can be
simulated either by Quantum Monte Carlo method based
on quantum jumps, or by a continuous quantum state
diffusion. Wiseman and Milburn [29] discussed the ques-
tion of which experimental detection schemes are better
described by continuous diffusions rather than by discon-
tinuous jump simulations. The two approaches were re-
cently put into comparison also by Garraway and Knight
[30], while Gisin et al. [31] argued that ‘the quantum
jumps can be clearly seen’ also in the quantum state diffu-
sion plots. Apart from the numerical usefulness of quan-
tum jumps and empirical observability of photon counts,
∗Less general scheme was proposed by Teich and Mahler [20]
who tried to extract a specific jump process directly from the
orthogonal decomposition of time evolving density matrix.
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the debate of their ‘reality’ continued. A brief synthe-
sis of the present state of the debate has been given by
Møller in the final paragraphs of his 1994 Trieste lectures
[32]:
The macroscopic collapse has been ex-
plained, the elementary collapse, however re-
mains as an essential and unexplained ingre-
dient of the theory.
A real advantage of the QMC method: We
can be sitting there and discussing its philo-
sophical implications and the deep questions
of quantum physics while the computer is
cranking out numbers which we need for prac-
tical purposes and which we could never ob-
tain in any other way. What more can we ask
for?
In the present paper we argue that indeed ‘more’ can
be not only asked for, but that it can be also provided.
The picture that we propose developed from a series of
papers [33,34,35,36,37,38,39,40,41], where we treated sev-
eral applications including SQUID–tank [35] and cloud
chamber model (with GRW spontaneous localization)
[39,40,41]. In the sequel we will refer to it as Event En-
hanced Quantum Theory (EEQT). EEQT is a minimal
extension of the standard quantum theory that accounts
for events. In the next three sections we will describe
formal aspects of EEQT, but we will attempt to reduce
the mathematical apparatus to the absolute minimum.
In the final Sect. 4 we will propose to use EEQT for
describing not only quantum measurement experiments,
but all the real processes and events in Nature. The new
formalism rises new questions, and in Sect. 4 we will
point out some of these questions. One of the problems
that can be discussed in a somewhat new light is that
of the role of ‘observers’ and IGUS-es (using terminology
of Gell–Mann and Hartle, cf. [42]). We will also make
a comment on a possible interpretation of Connes’ ver-
sion of the Standard Model as a stochastic geometry a’la
EEQT, with jumps between the two copies of space–time.
We will also mention relevance of EEQT to the theory
and practice of quantum computers. The reader inter-
ested in the results and perspectives rather than in the
mathematical formulation may skip Sections 2 and 3.
A. Summary
Using informal language EEQT can be summarized as
follows: Given a ‘wavy’ quantum system Q we allow it
to generate distinct classical traces - events. Quantum
wave functions are not directly observable. They may
be considered as hidden variables of the theory. Events
are discrete and real. Typically one can think of de-
tection events and pointer readings in quantum mechan-
ics, but also of creation–annihilation events in quantum
field theory. They can be observed but they do not need
an observer for their generation (although some may be
triggered by observer’s participation). They are either
recorded or they are causes for other events. It is con-
venient to represent events as changes of state of a suit-
able classical system. Thus formally we divide the world
into Q × C – the quantum and the classical part. They
are coupled together via a specific dynamics that can be
encoded in a Liouville evolution equation for statistical
states of the total Q × C system. To avoid misunder-
standing we wish to stress it rather strongly: the fact
that Q and C are coupled by a dissipative rather than
unitary dynamics does not mean that noise, or heat, or
chaos, or environment, or lack of knowledge, are involved.
In fact each of these factors, if present – and all of them
are present in real circumstances, only blurs out trans-
mission of information between Q and C. The fact that
Q and C must be coupled by a dissipative rather than
by reversible dynamics follows from no–go theorems that
are based on rather general assumptions [43,44,38]. We
go beyond these abstract no–go theorems that are telling
us what is not possible. We look for what is possible,
and we propose a class of couplings that, as we believe,
is optimal for the purposes of control and measurement.
With our class of couplings no more dissipation is intro-
duced than it is necessary for transmission of information
from Q to C. Thus our Liouville equation that encodes
the measurement process is to be considered as exact ,
not an approximate one (adding noise to it will make it
approximate). Given such a coupling we show that the
Liouville equation encodes in a unique way the algorithm
for generating admissible histories of individual systems.
This algorithm generalizes the one of Davies [9] as well as
descending from the Davies’ theory wave-function Monte
Carlo method.† The algorithm describes joint evolution
of an individual Q × C system as a piecewise determin-
istic process. Periods of continuous deterministic evolu-
tion are interrupted by die tossings and random jumps
that are accompanied by changes of state of C - events.
We call it Piecewise Deterministic Process Algorithm,
in short PDP (the term PDP has been introduced by
M.H.A. Davis [45]). The algorithm is probabilistic what
reflects the fact that the quantum world although gov-
erned by deterministic Schro¨dinger equation is, as we
know from experience, open towards the classical world
of events, and the total systemQ×C is thus open towards
the future. The PDP algorithm identifies the probabilis-
tic laws according to which times of jumps and the events
themselves are chosen. Our generalized framework en-
†The wave-function Monte Carlo method of Quantum Op-
tics may be considered as mutilated version of the general
Davies’ process. Indeed, Davies’ ‘events’ are forgotten there,
and only the Liouville equation is accepted. That leads to
arbitrariness of choosing between different jump or diffusion
processes, arbitrariness which was not present in Davies’ orig-
inal theory.
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ables us not only to gain information about the quantum
system but also to utilize it by a feed–back control of
the Q × C coupling i.e. making the coupling dependent
on the actual state of the classical system (which may
depend on a record of previous events).
Briefly, our Event–Enhanced formalism can be de-
scribed as follows: to define an experiment we must
start with a division Q × C. Assuming, for simplicity,
that C has only finite number of states (which may be
thought of as ‘pointer positions’ ) α = 1, . . . ,m, we de-
fine event as a change of state of C. Thus there are
m2 − m possible events. An experiment is then de-
scribed by a completely positive coupling V of Q and
C. A coupling is specified by (i) a family H of quantum
Hamiltonians Hα parametrized by the states of C, (ii)
a family V of m2 − m of quantum operators gαβ, with
gαα ≡ 0. In Refs. [33,34,35,36,37,38,39,40,41] we have
described simple general rules for constructing gαβ-s,
and we described non-trivial examples, including SQUID-
tank model and generalized ‘cloud chamber’ model that
covers GRW spontaneous localization model as a partic-
ular, homogeneous, case. The self–adjoint operators Hα
determine the unitary part of quantum evolution between
jumps, while gαβ determine jumps, their rates and their
probabilities, as well as the non-unitary contribution to
the continuous evolution between jumps. As an exam-
ple, in the SQUID–tank model [46] the variable α is the
flux through the coil of the classical radio–frequency os-
cillator circuit, and it affects, through a transformer, the
SQUID Hamiltonian. gαβ have there also very simple
meaning [35], as the shifts of the classical circuit mo-
mentum caused by a (smoothed out, operator–valued)
quantum flux.
Time evolution of statistical states of the total Q × C
system is described by the Liouville equation:
ρ˙α = −i [Hα, ρα] +
∑
β
gαβ ρβ g
⋆
αβ −
1
2
{Λα, ρα}, (1.1)
where
Λα =
∑
β
g⋆βα gβα. (1.2)
The operators Hα and gαβ can be allowed to depend ex-
plicitly on time, so that the coupling can be switched on
and off in a controlled way. Moreover, to allow for phase
transitions the quantum Hilbert space may change with
α. We show in Sect. 2 that the above Liouville equation
determines a piecewise deterministic process that gener-
ates histories of individual systems. In Sect. 3 we provide
argument showing that within our framework the process
is unique. Our PDP is given by the following simple al-
gorithm which generalizes that of QMC:‡
‡Notice that in the Hα and gαβ in the algorithm may explic-
itly depend on time.
PDP Algorithm 1 Let us assume a fixed, sufficiently
small, time step dt. Suppose that at time t the system
is described by a quantum state vector ψ and a clas-
sical state α. Compute the scalar product λ(ψ, α) =<
ψ,Λα ψ >. Then choose a uniform random number
p ∈ [0, 1], and jump if p < λ(ψ, α)dt. When jumping,
change α→ β with probability pα→β = ‖gβαψ‖
2/λ(ψ, α),
and change ψ → gβαψ/‖gβαψ‖. If not jumping, change
ψ →
exp{−iHαdt−
1
2Λαdt}ψ
‖ exp{−iHαdt−
1
2Λαdt}ψ‖
, t→ t+ dt.
Repeat the steps.§
EEQT proposes that the PDP Algorithm describes in an
exact way all real events as they occur in Nature, pro-
vided we specify correctly Q,C,H and V . More on this
subject can be found in Sect. 4. In the following section
we will formulate more precisely the basic structure of
EEQT.
II. FORMAL SCHEME OF EEQT
Let us briefly describe the mathematical framework
that we use. To define events, we introduce a classi-
cal system C, and possible events will be identified with
changes of (pure) state of C. To concentrate on main
ideas rather than on technical details we will consider the
simplest situation corresponding to a finite set of possi-
ble events. It is possible and necessary in many appli-
cations to handle infinite dimensional generalizations of
this framework. The space of states Sc has m states, de-
noted by α = 1, . . . ,m. These are the pure states of C.
Statistical states of C are probability measures on Sc - in
our case just sequences pα ≥ 0,
∑
α pα = 1. We will also
consider the algebra of (complex) observables of C. This
will be the algebra Ac of complex functions on Sc - in our
case just sequences fα, α = 1, . . . ,m of complex numbers.
It is convenient to use Hilbert space language even for
the description of that simple classical system. Thus we
introduce m-dimensional Hilbert space Hc with a fixed
basis, and realize Ac as the algebra of diagonal matrices
F = diag(f1, . . . , fm). Statistical states of C are then di-
agonal density matrices diag(p1, . . . , pm), and pure states
of C are vectors of the fixed basis of Hc. Events are or-
dered pairs of pure states α→ β, α 6= β. Each event can
thus be represented by an m ×m matrix with 1 at the
(α, β) entry, zero otherwise. There are m2 −m possible
events. Statistical states are concerned with ensembles,
while pure states and events concern individual systems.
§There are several methods available for efficient computa-
tion of the exponential for dt small enough – cf. Ref. [47].
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Let Q be the quantum system whose observables are
from the algebra Aq of bounded operators on a Hilbert
space Hq. Its pure states are unit vectors in Hq with un-
derstanding that proportional vectors describe the same
quantum state. Its statistical states are given by non–
negative density matrices ρˆ, with Tr (ρˆ) = 1. Then pure
states can be identified with those density matrices that
are idempotent ρˆ2 = ρˆ, i.e. with one-dimensional orthog-
onal projections.
Let us now consider the total system T = Q×C. First,
we consider its statistical description, only after that we
will discuss the dynamics and the coupling of Q and C.
For the algebra At of observables of T we take the ten-
sor product of algebras of C and Q: At = Aq ⊗ Ac.
Thus At can be thought of as algebra of diagonal m×m
matrices A = (aαβ), whose entries are quantum oper-
ators: aαα ∈ Aq, aαβ = 0 for α 6= β. The classical
and quantum algebras are then subalgebras of At; Ac is
realized by putting aαα = fαI, while Aq is realized by
choosing aαβ = aδαβ. Statistical states of Q × C are
given by m ×m diagonal matrices ρ = diag(ρ1, . . . , ρm)
whose entries are positive operators on Hq, with the nor-
malization Tr (ρ) =
∑
α Tr (ρα) = 1. Tracing over C
or Q produces the effective states of Q and C respec-
tively: ρˆ =
∑
α ρα, pα = Tr (ρα). Duality between ob-
servables and states is provided by the expectation value
< A >ρ=
∑
α Tr (Aαρα).
We consider now dynamics. Quantum dynamics, when
no information is transferred from Q to C, is described by
HamiltoniansHα, that may depend on the actual state of
C (as indicated by the index α). We will use matrix no-
tation and write H = diag(Hα). A coupling of Q to C is
specified by a matrix V = (gαβ), with gαα = 0. To trans-
fer information from Q to C we need a non–Hamiltonian
term which provides a completely positive (CP) coupling.
We propose to consider couplings for which the evolution
equation for observables and for states is given by the
Lindblad form:
A˙ = i[H,A] + E (V ⋆AV )−
1
2
{Λ, A}, (2.1)
ρ˙ = −i[H, ρ] + E(V ρV ⋆)−
1
2
{Λ, ρ}, (2.2)
where E : (Aαβ) 7→ diag(Aαα) is the conditional expecta-
tion onto the diagonal subalgebra given by the diagonal
projection, and
Λ = E (V ⋆V ) . (2.3)
We can also write it down in a form not involving E :
A˙ = i[H,A] +
∑
α6=β
V ⋆[βα]AV[βα] −
1
2
{Λ, A}, (2.4)
with Λ given by
Λ =
∑
α6=β
V ⋆[βα]V[βα], (2.5)
and where V[αβ] denotes the matrix that has only one
non–zero entry, namely gαβ at the α row and β column.
Expanding the matrix form we have:
A˙α = i[Hα, Aα] +
∑
β
g⋆βαAβgβα −
1
2
{Λα, Aα}, (2.6)
ρ˙α = −i[Hα, ρα] +
∑
β
gαβρβg
⋆
αβ −
1
2
{Λα, ρα}, (2.7)
where
Λα =
∑
β
g⋆βαgβα. (2.8)
Again, the operators gαβ can be allowed to depend ex-
plicitly on time.∗∗
Following [40] we now define experiment and measure-
ment:
Definition 1 An experiment is a CP coupling between
a quantum and a classical system. One observes then
the classical system and attempts to learn from it about
characteristics of state and of dynamics of the quantum
system.
Definition 2 A measurement is an experiment that is
used for a particular purpose: for determining values, or
statistical distribution of values, of given physical quan-
tities.
Remark The definition of experiment above is con-
cerned with the conditions that define it. In the next
sections we will derive the PDP algorithm that simulates
a typical run of a given experiment. In practical sit-
uations it is rather easy to decide what constitutes Q,
what constitutes C and how to write down the coupling.
Then, if necessary, Q is enlarged, and C is shifted to-
wards more macroscopic and/or more classical. However
the new point of view that we propose allows us to con-
sider our whole Universe as ‘experiment’ and we are wit-
nesses and participants of one particular run. Then the
question arises: what is the true C? We will comment on
this question in the closing section.
III. FROM THE LIOUVILLE EQUATION FOR
ENSEMBLES TO THE PDP ALGORITHM FOR
SINGLE SYSTEMS
A. Derivation of the PDP
Instead of constructing the PDP out of the Liouville
equation, we will show that Eq. (2.6) is compatible with
∗∗When V = V ⋆ i.e. when gαβ = g
⋆
βα, then our coupling
satisfies the so called detailed balance condition - cf. [48,49].
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the PDP Algorithm described in Section 1. Then, in
the next subsection we will give arguments that can be
used for proving its uniqueness. In order to prove com-
patibility of the Liouville equation (2.6) with the PDP
Algorithm, i.e. to show that (2.6) follows from PDP by
averaging, we will use the theory of piecewise determinis-
tic processes (PDP) developed by M.H.A. Davis [45]. By
Theorem (26.14) of Ref. [45] our PDP Algorithm leads to
the following infinitesimal generator D acting on complex
valued functions f(ψ, α)††
Df(ψ, α) = Zf(ψ, α)+
+λ(ψ, α)
∑
β
∫
φ
(f(φ, β) − f(ψ, α))K(dφ, β;ψ, α) ,
(3.1)
where
Zf(ψ, α) =
d
dt
f
(
exp(−iHα −
1
2Λα)ψ
‖ exp(−iHα −
1
2Λα)ψ‖
, α
)
|t=0, (3.2)
λ(ψ, α) =< ψ,Λαψ >, (3.3)
and
K(dφ, β;ψ, α) =
‖gβαψ‖
2
λ(ψ, α)
δ
(
φ−
gβαψ
‖gβαψ‖
)
dφ. (3.4)
The above formula holds for arbitrary functions of ψ and
α. However, because Q is quantum rather than classi-
cal, and because we are interested only in linear quan-
tum mechanics, we need to consider only very special
class of functions of ψ, namely those given by expec-
tation values of linear quantum observables.‡‡ To this
end for each observable A of the total system we asso-
ciate function fA(ψ, α) defined by its expectation value:
fA(ψ, α) =< ψ,Aαψ >. Then, sandwiching the Liouville
equation (2.6) between two ψ vectors, one can check (es-
sentially by inspection) that its right hand side can be
written up exactly as in Eq. (3.1) for f = fA. That
proves that our Liouville equation follows from the PDP
Algorithm. Examples and details of the computation can
be found in Refs [34,38,39].
B. Uniqueness of the PDP
In ordinary, i.e. non–enhanced by events, quantum
theory there will be many random processes on the unit
ball of the Hilbert space that reproduce the same master
††If H or V explicitly depend on time, then we should add
time t as the third argument of f .
‡‡As is well known, quantum mechanics can be considered as
a particular case of classical mechanics, namely as (in general
– infinite–dimensional) classical mechanics with a restricted
set of observables.
equation for density matrix. The reason for this non–
uniqueness being the fact that the convex set of sta-
tistical states of a quantum system is, contrary to the
classical case, not a simplex. That is a given density
matrix will decompose in infinitely many ways into pure
states. (The fact that in a non–degenerate case there is a
preferred orthogonal decomposition is just a mathemat-
ical artifact that has no statistical justification.) This
non–uniqueness is equivalent to another fact, namely in
quantum theory we have at our disposal not all functions
f(ψ) of pure states, but only those given by expectation
values of linear observables fA(ψ) =< ψ,Aψ >. The
Liouville equation gives us time evolution, and thus its
infinitesimal generator only on such functions - special
polynomials in ψ of degree 2, while to reconstruct the
random process in ψ space we need to know time evo-
lution of characteristic functions of sets. Thus we have
to extend our generator from functions fA(ψ) given by
linear observables to arbitrary functions f(ψ). Such an
extension is non–unique and different extensions give rise
to different random processes.
The situation is different when we discuss not arbitrary
quantummaster equations but experiments and measure-
ments in EEQT. Here we have Q and C, and a special
form of a Liouville equation - that given by Eq. (2.6). As
we already remarked, it describes transfer of information
fromQ to C without introducing unnecessary (and harm-
ful for the data) dissipation - that is why there should be
zeros on the diagonal of the coupling V –matrix. That
particular form of the Liouville equation has, as we will
show now, a very special property. Namely, starting with
a pure state (ψ, α) of the total system, after time dt we
have a mixed state; there will be mixing along classi-
cal - which is uniquely decomposable, and there will be
mixing along quantum - which decomposes nonuniquely.
However, while mixing along classical is of the order dt,
mixing along quantum is only of the order dt2. That is
the special property that allows for a unique determina-
tion of the random process in infinitesimal steps. It is
from this property that one can see again that our dissi-
pation is not caused by quantum noise - rather it is the
necessary minimal price that must be paid for any bit of
information recived from the quantum system.§§
To see the last point explicitly, we use Eq. (2.7) to
compute ρα(dt) when the initial state ρα(0) is pure:
ρα(0) = δαα0 |ψ0 >< ψ0|. (3.5)
In the equations below we will discard terms that are
higher than linear order in dt. For α = α0 we obtain:
ρα0(dt) = |ψ0 >< ψ0| −i[Hα0 , |ψ0 >< ψ0|] dt−
− 12{Λα0 , |ψ0 >< ψ0|} dt,
(3.6)
§§Quantum noise (cf. Ref. [50]), if present, it would appear
on the diagonal of the gαβ matrix, and we have put it explic-
itly to zero.
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while for α = α0
ρα0(dt) = gαα0 |ψ0 >< ψ0|g
⋆
αα0 dt (3.7)
The term for α = α0 can be written as
ρα0(dt) = pα0 |ψα0 >< ψα0|, (3.8)
where
ψα0 =
exp
(
−iHα0dt−
1
2Λα0dt
)
ψ0
‖ exp
(
−iHα0dt−
1
2Λα0dt
)
ψ0‖
, (3.9)
and
pα0 = 1− λ(ψ0, α0)dt. (3.10)
The term with α 6= α0 can be written as:
ρα(dt) = pα |ψα >< ψα| , (3.11)
where
pα = ‖gαα0ψ0‖
2dt, (3.12)
and
ψα =
gαα0ψ0
‖gαα0ψ0‖
(3.13)
This representation is unique and it defines the infinites-
imal version of our PDP.
IV. WHERE ARE WE NOW?
We have seen that Quantum Theory can be enhanced
in a rather simple way to predict new facts and to
streighten old mysteries. The EEQT that we have out-
lined above has several important advantages. One such
advantage is of practical nature: we may use the algo-
rithms it provides and ask computers ‘to crank out num-
bers that are needed in experiments and that can not be
obtained in another way’ . For example in [35] we have
shown how to generate pointer readings in a tank circuit
coupled to a SQUID, while in [39,40] the algorithm gen-
erating detection events of an arbitrary geometrical con-
figuration of particle position detectors was derived. As
a particular case, in a continuous homogeneous, limit we
have reproduced GRW spontaneous localization model.
Many other examples come from quantum optics, since
QMC is a special case of our approach, namely when
events are not feed–backed into the system and thus do
not really matter.
Another advantage of EEQT is of a conceptual na-
ture: in EEQT we need only one postulate: that events
can be observed . All the rest can and should be derived
from this postulate. All probabilistic interpretation, ev-
erything that we have learned about eigenvalues, eigen-
vectors, transition probabilities etc. can be derived from
the formalism of EEQT. Thus in [33] we have shown that
probability distribution of eigenvalues of Hermitian ob-
servables can be derived from the simplest coupling, while
in [41] we have shown that Born’s interpretation can be
derived from the simplest possible model of a position
detector. Moreover, in [38] it was shown that EEQT can
also give definite predictions for non–standard measure-
ments, like those involving noncommuting operators.
It is also possible that using the ideas of EEQT
may throw a new light into some applications of non–
commutative geometry. Namely, when C consists of two
points, then our V can be interpreted as Quillen’s super-
connection (cf. [51] and references there). Indeed, with
g10 = φM, g01 = φ¯M
†, our V of Section 2 plays the same
role as D∇ operator in Connes’ noncommutative gauge
theory [52, Section 2]. That suggests that Connes’ Z2-
graded non–commutative geometry version of the Stan-
dard Model can be interpreted and understood as a com-
mutative but stochastic geometry, with continuous paral-
lel transport (determined by gauge fields) interrupted by
random jumps between two copies of the universe (deter-
mined by Higgs fields), as in the PDP algorithm.∗∗∗
Another potential field of application of EEQT is in
the theory and practice of quantum computation. Com-
puting with arrays of coupled quantum rather than clas-
sical systems seems to offer advantages for special classes
of problems (cf. [54] and references therein). Quantum
computers will have however to use classical interfaces,
will have to communicate with, and be controlled by clas-
sical computers. Moreover, we will have to understand
what happens during individual runs. Only EEQT is
able to provide an effective framework to handle these
problems. It kepps perfect balance of probabilities with-
out introducing ‘negative probabilities’, and it needs only
standard random number generators for its simulations.
For a recent work where similar ideas are considered cf.
[55]
EEQT is a precise and predictive theory. Although it
appears to be correct, it is also yet incomplete. The en-
hanced formalism and the enhanced framework not only
give enhanced answers, they also invite asking new ques-
tions. Indeed, we are tempted to consider the possibil-
ity that PDP can be applied not only to what we call
experiments, but also, as a ‘world process’ to the en-
tire universe (including all kinds of ‘observers’). Thus
we may assume that all the events that happened were
generated by a particular PDP process, with some un-
known Q,C,H and V . Then, assuming that past events
are known, the future is partly determined and partly
open. Knowing Q,C,H, V and knowing the actual state
(even if this knowledge is fuzzy and uncertain), we are in
position to use the PDP algorithm to generate probable
future series of events. With such a promotion of the
∗∗∗Cf. also [53] for relation between superconnections and
classical Markov processes.
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PDP to the role of a universal world process questions
arise that could not be asked before: what is C and what
is V ? , and perhaps also: what is t? and what are ‘we’.
Of course we are not in a position to provide answers. But
we can discuss possibilities and we can provide hints.
A. What is time?
Let us start with the question: what is time? Answer-
ing that time is determined by the thermodynamic state
of the system [56] is not enough, as we would like to know
how did it happen that a particular thermodynamic state
has evolved, and to understand this we must assume evo-
lution, and thus we are back with the question: what is
time if not just counting steps of this evolution. We are
tempted to answer: time is just a measure of the number
of events that happened in a given place. If so, then time
is discrete, and there is another time, that counts the
deterministic steps between events. In that case die toss-
ing to decide whether the next step is to be an event or
not is probably uneconomic and unnecessary; it is quite
possible that the Poissonian character of events is a re-
sult of some ergodic theorem, when we use not the ‘true’
discrete time, but some continuous ‘averaged’ time (av-
eraged over a neighborhood of a given place). Thus a
possible algorithm for a finite universe would be discrete,
with die tossing every N steps, N being a fixed inte-
ger, and continuous, averaged time would appear only
in a thermodynamic limit. In fact, in a finite universe,
die tossing should be replaced by a deterministic algo-
rithm of sufficient complexity. A spectrum of different
approaches to the problem of time, some of them similar
to the one presented above, can be found in Ref. [57]. In
a recent paper J. Schneider [58] proposes that a passing
instant is the production of a meaningful symbol, and
must be therefore formalized in a rigorous way as a tran-
sition. He also states that the linear time of physics is
the counting of the passing instants, that time is linked
with the production of meaning and is irreversible per
se. We agree only in part, as we strongly believe that
physical events, and the information that is gained due
to these events, are objective and primary with respect
to secondary mental or semantic events.
B. What is classical?
We consider now the question: what is classical? . In
each practical case, when we want to explain a given phe-
nomenon, it is clear what constitutes events for us that we
want to account for. These events are classical, and usu-
ally we can safely extend the classical system C towards
Q gaining lot and loosing little. But here we are asking
not a practical question, we are asking a fundamental
question: what is true C? There are several possibilities
here, each one having advantages and disadvantages, de-
pending on circumstances in which the question is being
asked. If we believe in quantum field theory and if we
are ready to take its lesson, then we must admit that
one Hilbert space is not enough, that there are inequiva-
lent representations of canonical commutation relations,
that there are superselection sectors associated to differ-
ent phases. In particular there are inequivalent infrared
representations associated to massless particles (cf. [59]
and references therein). Then classical events would be,
for instance, soft photon creation and annihilation events.
That idea has been suggested by Stapp [4,60] some ten
years ago, and is currently being developed in a rigorous,
algebraic framework by D. Buchholz [61,62].
Another possibility is that not only photons, but also long
range gravitational forces may take part in the transition
from potential to the actual. That hypothesis has been
expressed by several authors (see e.g. contributions of F.
Ka´rolyha´zy et al., and R. Penrose in [64]; also L. Diosi
[27]). The two possibilities quoted above are not satisfac-
tory when we think of a finite universe, evolving step by
step, with a finite number of events. In that case we do
not yet know what is gravity and what is light, as they,
together with space, are to emerge only in the macro-
scopic limit of an infinite number of events. In such a
case it is natural to look for C in Q. We could just de-
fine event as a nonunitary change of state of Q. In other
words, we would take for Sc the only available set - the
unit ball of the Hilbert space. This possibility has been
already discussed in [38]. That choice of Sc is also neces-
sary when we want to discuss the problem of objectivity
of a quantum state. If quantum states are objective (even
if they can be determined only approximately), then the
question: ‘what is the actual state of the system’ is a
classical question - as an attempt to quantize also the
position of ψ would lead to a nonsense. We should per-
haps remark here that our picture of a fixed Q and fixed
C that we have discussed in this paper is oversimplified.
When attempting to use the PDP algorithm to create
a finite universe in the spirit of space–time code of D.
Finkelstein (cf. [63] and references therein), or bit–string
universe of P. Noyes (cf. Noyes’ contribution to [64]) we
would have to allow for Q and C to grow with the num-
ber of events. Our formalism is flexible enough to adjust
to such a change.
C. What is V ?
The next question that we have asked is what is V ? .
To answer this question we must first know the answers
to the two previous questions. In practical situations.
when C is specified, then V is chosen so that it provides
the best fit to the experimental data. There are simple
rules to construct V and we have discussed in details sev-
eral explicit examples in the already quoted references.
On the other hand, when C is related to the infrared
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representations - we do not know the answer yet, but
we can see several ways of attacking this problem, and
we hope to return to this case in the future. When Q
is finite and Sc is the unit ball in the Hilbert space -
so that we deal with a ‘natural and universal’ C, then
there is also a natural and universal V . Indeed, an event
is then simply a pair of state vectors, |ψ >, |ψ′ >, and
to such a pair we can canonically associate the opera-
tion gψψ′ = |ψ >< ψ
′|. That natural choice defines V
up to a numerical coupling constant. We remark that in
this case Sc is infinite and continuous, so that the sim-
plified mathematical framework that we have outlined is
insufficient and must be extended. That this can be eas-
ily done was demonstrated in [35,38]. In the continuous
case the diagonal of the V matrix is of measure zero and
as such - unimportant. But the conditional expectation
E of Sect. 2 must be regularized. It is to be however
remarked that what is natural from pure mathematical
point of view, is usually oversimplified or wrong when ap-
plied to a physical problem. Therefore in any practical
problem the universal C is too big, and the natural V is
too simple.
D. Dynamics and Binamics
Having provided tentative answers to some of the new
questions, let us pause to discuss possible conceptual im-
plications of the EEQT. We notice that EEQT is a dual-
istic (and even syncretistic) theory. In fact, we propose
to call the part of time evolution associated to V by the
name of binamics – in contrast to the part associated
to H , which is called dynamics. While dynamics deals
with the laws of exchange of forces, binamics deals with
the laws of exchange of bits (of information). We believe
that these two sets of laws refer to different projections
of one reality and neither one of these projections can be
completely reduced to another one. Moreover, concern-
ing the reality status, we believe that ‘bits’ are as real as
‘forces’ . That this is indeed the case should be clear if
we apply the famous Lande’s criterion of reality: real is
what can kick. We know that information, when applied
in an appropriate way, may cause changes and may kick
- not less than a force.
E. What are we ?
We have used the term ‘we’ too many times to leave
it without a comment. Certainly we are partly Q and
partly C (and partly of something else). But not only
we are subjects and spectators - sometimes we are also
actors. In particular we can gain and utilize informa-
tion [42]. How can this happen? How can we control
anything? Usually it is assumed that we can prepare
states by manipulating Hamiltonians. But that can not
be exactly true. We are not in power to change cou-
pling constants or Hamiltonians that are governing fun-
damental forces of Nature. And when we say that we
can manipulate Hamiltonians, we really mean that we
can manipulate states in such a way that the standard
fundamental Hamiltonians act on these special states as
if they were phenomenological Hamiltonians with classi-
cal control parameters and external fields that we need
in order to explain our laboratory procedures. So, how
can we manipulate states without being able to manip-
ulate Hamiltonians? We can only guess what could be
the answer of other interpretations of Quantum Theory.
Our answer is: we have some freedom in manipulating C
and V . We can not manipulate dynamics, but binamics
is open. It is through V and C that we can feedback
the processed information and knowledge - thus our ap-
proach seems to leave comfortable space for IGUS-es. In
other words, although we can exercise little if any in-
fluence on the continuous, deterministic evolution†††, we
may have partial freedom of intervening, through C and
V , at bifurcation points, when die tossing takes place. It
may be also remarked that the fact that more informa-
tion can be used than is contained in master equation of
standard quantum theory, may have not only engineer-
ing but also biological significance. In particular, we pro-
vide parameters (C and V ) that specify event processes
that may be used in biological organization and com-
munication. Thus in EEQT, we believe, we overcome
criticism expressed by B.D. Josephson concerning uni-
versality of quantum mechanics [65,66]) . The interface
between Quantum Physics and Biology is certainly also
concerned with the fact that a lot of biological processes
(like the emergence of naturally catalytic molecules or
the the evolution of the genetic code) can be in principle
described and understood in terms of physical quantum
events of the kind that we have discussed above.
We believe that are our proposal as outlined in this
paper and elaborated on several examples in the quoted
references is indeed the minimal extension of quantum
theory that accounts for events. We believe that, apart of
its practical applications, it can also serve as a reminder
of existence of new ways of looking at old but important
problems.
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