Abstract. When processing information from unstructured sources, numbers have to be parsed in many cases to do useful reasoning on that information. However, since numbers can be expressed in different ways, a robust number parser that can cope with number representations in different shapes is required in those cases. In this paper, we show how to train such a parser based on Conditional Random Fields. As training data, we use pairs of Wikipedia infobox entries and numbers from public knowledge graphs. We show that it is possible to parse numbers at an accuracy of more than 90%.
Introduction
Number Parsing denotes the conversion of a string representation of a number into a binary representation which is processed as an actual number, such as an integer or a double value. For many systems in which subsequent processing of numeric information (e.g., in terms of comparisons and/or arithmetic operations) is required, number parsing is a necessary preprocessing step.
Since numbers can be represented in different formats (e.g., using different thousands and decimal separators), using blanks in between or not, using different characters for negation, etc., number parsing can be challenging if no prior knowledge about the format at hand exists. For example, the representation 1,000 can be interpreted as one thousand or one, depending on the interpretation of the comma character as a thousands or a decimal separator.
When processing data from the Web, there are quite a few use cases where number parsing is essential. Examples include: -Information integration. Approaches such as InfoGather [14] , Google Fusion Tables [2] or the Mannheim Search Join Engine [6] foresee the integration of data from different sources, usually tables on the Web, into a joint database. In order to create meaningful resources here, which allow for useful processing, numbers need to be parsed into a common format.
A challenge which is common to all those use cases is that numeric data on the Web comes in a large variety of formats. In the example depicted in Fig. 1 , if an intelligent agent was to answer the question whether one of the mountains was higher or lower than another, interpreting the text would imply interpreting the numbers, which, even in this small snippet from just one single source, come in two different formats (with and without and thousands separator).
Despite the presence of those use cases and challenges, robust number parsing is still far from being solved. Many named entity recognition tools and benchmarks foresee the detection of number expressions [8] , but without any further parsing of the number (i.e., they merely identify a substring of a larger string which contains a numerical expression).
This paper introduces a robust number parser for numeric data from the Web. It is based on a Conditional Random Field (CRF) [4] annotator which separates a string encoding numeric information into relevant parts, such as digits, thousands or decimal separators. Based on this annotation, the string can be interpreted as a number. We create a large number of training examples using numerical values from two Semantic Web knowledge graphs generated from Wikipedia -i.e., DBpedia and YAGO -and the corresponding raw strings from Wikipedia. An evaluation on a sample of tables from the Web shows that the overall accuracy of the approach exceeds 90%. 
Approach
Our approach takes pairs of a number and a string representation of that number as input, as depicted in Fig. 2 . While we used raw text values from Wikipedia infoboxes, along with the corresponding numerical values found in the public knowledge graphs DBpedia [5] and YAGO [12] for training, our approach can, in general, be trained with any set of such pairs. In a preparation step, the raw strings are tagged. The example tagger processes both the characters of the raw string and the digits of the number from left to right to create the training example, using the tags N (pre-decimal digit), P (post-decimal digit), D (decimal separator), T (thousands separator), and O (other). Each character of the string is processed as follows:
if the current character is the current digit of the number if the current digit is a pre-decimal digit tag with N else tag with P current digit <-next digit else if the current digit is atag with M current digit <-next digit else if the remaining number of pre-decimal digits is 0 tag with D else if the remaining number of pre-decimal digits is a multitude of 3 tag with T else tag with O
If there are digits left after the string has been processed, the whole example is a mismatch and discarded as a training example.
After the tagging is done, the tagged strings are used train a CRF model. We use LingPipe 4.1.2
1 as an implementation of Conditional Random Fields, and the setup described in the tutorial 2 . This setup trains a linear chain CRF which uses the current token and the previous tag as features. As the only change to the example setup, we increased the number of maximum training cycles to make sure that the CRF training converged by itself.
For applying the CRF model, we pass it a raw string and inspect the tag sequence returned. A number is created by concatenating a -for an M tag, a . for a D tag, and the corresponding character for each N tag in the order in which they appear. Characters tagged as T and O are discarded. We create the numbers for all predicted sequences. If a number is not valid, it is discarded. In case two different sequences lead to the same number 3 , the corresponding probabilities are added. The number with highest probability is returned.
Evaluation
We use two different datasets to create a large number of training examples, i.e., DBpedia [5] and YAGO [12] , and we evaluate against a sample of HTML tables containing relational data, drawn from the T2K corpus [9, 10] .
We compare our approach to two baselines, i.e., the built-in floating point parser in Java 4 , and the number parsing engine of the Mannheim Search Join Engine [6] , a framework for searching and on-the-fly-integration of a large number of relational tables.
Datasets
DBpedia and YAGO are large-scale knowledge graphs, which are created from Wikipedia infoboxes using a set of mapping rules which map those infoboxes to a backing ontology. For number parsing, they use hard-coded number parsing rules. Since the original strings from the Wikipedia infoboxes are also available, we are able to collect pairs of a parsed number together with the original raw text from which it was extracted (given a certain amount of noise, as explicated below).
To evaluate our approach, we use (a) a hold-out set of 1,000 pairs from both the DBpedia and the YAGO dataset which is not used for training, and (b) a sample from the T2K corpus. The latter is a collection of relational Web tables extracted from the CommonCrawl 5 . Those tables are annotated, among others, with relations defined in the DBpedia ontology. From those, we sampled 1,000 non-empty table cells which are annotated with a number-valued relation according to the ontology.
For each parsing strategy, we compute the accuracy (where we count only deviations larger than 10 −6 as errors, in order not to erroneously punishing rounding errors) and the root mean squared error (RMSE).
For the hold-out sets as well as the T2K set, we hand-annotated 1,000 string values each with the correct number value. Note that although we have a parsed value for the DBpedia and YAGO sets, we re-created that value manually, since we do not rely on the internal parsing of the DBpedia and YAGO frameworks. Furthermore, this gives as an estimate of how good those parsing techniques work. This comparison yields that the DBpedia built-in parser has an accuracy of 0.734, while the YAGO built-in parser has an accuracy of 0.500. This confirms shortcomings in the accuracy of the processing of numeric expressions from Wikipedia also reported in other works [1, 11, 13] .
Results
From both corpora, we take different sample sizes to train the CRF (i.e., 50, 500, 5,000, 50,000, and 500,000 instances), and also mixed samples (i.e., half from DBpedia, half from YAGO). The results are depicted in table 1. We can observe that in all three cases, the mixed dataset with 500 training examples yields the best performing CRF. As expected, the CRFs trained on DBpedia and YAGO examples perform better than their counterpart on the respective holdout sets (although they are outperformed by the mixed variant, which is a bit surprising). The reason why the results constantly degrade when adding more than 500 examples is likely due to some overfitting effect.
It is also remarkable that the plain Java parser performs better in terms of RMSE in two out of three cases. The reason is that if it is capable of parsing a number, the result is usually always correct, otherwise it is not capable of parsing the number, in which case we treat the output as 0 for computing the RMSE, i.e., the absolute error is bound by the values in the dataset. In contrast, the CRF approach can also make predictions that are a few orders of magnitude away from the actual value (e.g., when erroneously concatenating a number and a year present in a string).
In terms of runtime, our approach is slower than the baselines: for parsing a single number, the Java API takes 0.008 milliseconds per string, MSJE takes 0.0215, while our approach takes 0.247. 6 On the other hand, this means that even with our approach, 4,000 strings can be parsed per second, which is fast enough for most applications. 
Error Analysis
In addition to the quantitative analysis, we inspected the mistakes made by our approach manually. There are several main sources of errors: strings containing rare symbols adjacent to a number (such as rare currency symbols), negative numbers, and numbers that are expressed partly textually (e.g., 3.2 million).
Negative numbers are very underrepresented in our training sets, thus, the CRF always predicts a very low probability for a negative number. Partly textual numbers cannot be handled by our approach, since it only tags digits and separators in a string. Extending the approach to semi-textual numbers is subject to future work.
Conclusion and Outlook
In this paper, we have presented a first approach to train a robust number parser using Conditional Random Fields. The parser was tested on different datasets, where it constantly yields more than 90% accuracy. Current limitations are the presence of rare symbols. To overcome those, better and more diverse training sets are needed, although this is not trivial: in an experiment, resampling the dataset for an equal coverage of symbols using a Kennard Stone sample [3] did not bring any improvement here. Further challenges to be addressed include: methods are needed to cope with partly textual, partly numerical representations, such as 3 million, and the interpretation of units of measurement [11] .
For use cases in which a set of numbers which are likely to be formatted equally (e.g., from one column in a table) are to be processed, it would also be interesting to adapt the approach in a way that it exploits those common patterns.
