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a b s t r a c t
The problems of calculating a dominant eigenvector or a dominant pair of singular vectors,
arise in several large scalematrix computations. In this paperwe propose aminimumnorm
approach for solving these problems. Given a matrix, A, the newmethod computes a rank-
one matrix that is nearest to A, regarding the Frobenius matrix norm. This formulation
paves the way for effective minimization techniques. The methods proposed in this paper
illustrate the usefulness of this idea. The basic iteration is similar to that of the power
method, but the rate of convergence is considerably faster. Numerical experiments are
included.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let S be an n × n real symmetric positive semidefinite matrix, with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0. One aim of
this paper is to present a new approach for calculating a dominant eigenvector of S. That is, a vector q 6= 0 that satisfies
Sq = λ1q. The new approach computes q by solving the minimum norm problem
minimize E(q) = ‖S − qqT‖2F , (1.1)
where ‖ · ‖F denotes the Frobenius matrix norm and q = (q1, q2, . . . , qn)T denotes the vector of unknowns. If q1 is a
dominant eigenvector of S then the vector q∗ = (λ1)1/2q1/‖q1‖2 solves (1.1). The converse is also true: Let q∗ solve (1.1)
then q∗ is a dominant eigenvector of S. See [1,2]. Here and henceforth
‖q‖2 = (qTq)1/2 =
(
n∑
j=1
q2j
)1/2
denotes the Euclidean vector norm. A similar approach is proposed for calculating a dominant pair of singular vectors of a
realm× nmatrix A. In this case we consider the minimum norm problem
minimize F(u, v) = ‖A− uvT‖2F (1.2)
where u = (u1, u2, . . . , um)T ∈ Rm and v = (v1, v2, . . . , vn)T ∈ Rn denote the vectors of unknowns.
The need for calculating a dominant eigenvector, or a dominant pair of singular vectors, arises in many large scale matrix
computations, e.g., [3,4]. Our interest in this issue stems from a new method for computing low-rank approximations of
large sparse matrices. The new method is essentially an orthogonalization method, one that is called ‘‘Orthogonalization
via Deflation’’, see [1]. To get a meaningful orthogonal decomposition we need efficient ways for computing a dominant
eigenpair, or a dominant singular pair. Traditional ways to achieve this goal include the power method and Lanczos type
methods, e.g., [5–10]. In this paper we consider the use of minimization algorithms which are specially designed for solving
(1.1) and (1.2).
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The plan of the paper is as follows. The paper is divided into two parts. The first one concentrates on symmetric matrices.
It starts with a brief overview of the power method and deflation by subtraction. Using deflation by subtraction the power
method is harnessed to yield a complete eigensystem or SVD. The modified scheme proposed in Section 3 is essentially an
orthogonalization process that has important advantages over the classical deflation by subtraction method. An algorithm
for solving (1.1) is presented in Section 4. The proposed algorithm resembles the power method in the sense that each
iteration requires only one matrix–vector product. Yet, as illustrated in Section 5, the new method is considerably faster.
The second part of the paper extends these ideas to the general case, when A is a real m × n matrix. The rectangular
iterations that we propose are closely related to the power method applied to ATA or AAT . However, the minimum norm
approach adds new insight into this process. This point is illustrated in Section 8, in which we outline the use of line search
accelerations. The experiments in Section 9 illustrate the viability of the proposed ideas.
2. Motivation: The power method and deflation by subtraction
2.1. The power method
As before S denotes a symmetric positive semidefinite matrix of order nwith eigenvalues
λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0.
Let q1, q2, . . . qn, denote the corresponding system of orthonormal eigenvectors. That is, ‖qj‖2 = 1 and Sqj = λjqj for
j = 1, . . . , n, and qTi qj = 0 when i 6= j. The power method is an iterative algorithm for computing a dominant eigenpair of
S. Starting with some initial unit vector p0, the kth iteration, k = 1, 2, . . . , is composed of the following three steps.
1. Compute wk = Spk−1
2. Compute ρk = pTk−1wk
3. Compute pk = wk/‖wk‖2.
The definition of pk implies the equality
pk = Skp0/‖Skp0‖2,
while the starting vector has a unique presentation in the form
p0 = α1q1 + α2q2 + · · · + αnqn,
where α1, . . . , αn are real numbers. The last equality implies
Skp0 = α1λk1q1 + α2λk2q2 + · · · + αnλknqn.
Thus, when α1 6= 0 and λ1 > λ2, the sequence {pk} converges toward q1 at a linear rate proportional to the ratio λ2/λ1. It
is also easy to verify that
0 ≤ ρ1 ≤ ρ2 ≤ · · · ≤ ρk ≤ ρk+1 ≤ · · · ≤ λ1, (2.1)
and
λ1 − ρk+1 ≤ (λ2/λ1)2(λ1 − ρk). (2.2)
So the sequence {ρk} converges monotonously toward λ1 at a linear rate proportional to (λ2/λ1)2.
Assume for a moment that λj is a ‘‘small’’ eigenvalue that satisfies λj/λ1 ≤ 1/2. In this case the size of the product qTj pk
is, at least, halved every iteration. Thus, unless |qTj p0| is much larger than |qT1p0|, the product qTj pk actually vanishes after
a small number of iterations. In other words, unless p0 is nearly perpendicular to q1, a few power iterations are likely to
wipe out components of ‘‘small’’ eigenvectors, turning pk into a linear combination of ‘‘large’’ eigenvectors. Another useful
feature of the power method is that often ρk provides a good estimate of λ1 within a small number of iterations. See [1,7].
2.2. Deflation by subtraction
This method is based on the following idea. Consider the spectral decomposition
S =
n∑
j=1
λjqjqTj , (2.3)
and let the matrices S1, S2, . . . , Sn, be defined by the rule: S1 = S and
S`+1 = S` − λ`q`qT` , ` = 1, . . . , n− 1.
Then S`, ` = 1, . . . , n, is a symmetric positive semidefinitematrixwhose largest eigenvalue isλ`. The powermethod enables
us to compute a dominant eigenpair of S` and to construct S`+1. This way the eigenpairs of S are computed one after another
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in decreasing order. The practical implementation of this idea is carried out as follows. The deflation process is composed of
(atmost) n stages. The `th stage, ` = 1, . . . , n, starts with amatrix S˜` and endswith S˜`+1. (Thematrix S˜` denotes a computed
estimate of S`.) At the `th deflation stage the power method is applied to the matrix S˜` to provide an estimated dominant
eigenpair of S˜`. (The starting point and the number of iterations can be arbitrary.) Let λ˜` and q˜`, ‖q˜`‖2 = 1, denote the
computed eigenpair. Then S˜`+1 is constructed by the rule
S˜`+1 = S˜` − λ˜`q˜`q˜T` . (2.4)
The idea of deflation by subtraction is often attributed to Hotelling [11,12]. For further discussions of this method see [8,10].
Parlett [8, p. 82] gives a detailed error analysis that quantifies the change in distant eigenvalues caused by the error in the
computed dominant eigenpair.
3. Orthogonalization via deflation: The symmetric case
Starting with Sˆ1 = S the new deflation by subtraction process constructs a sequence of symmetric matrices,
Sˆ1, Sˆ2, . . . , Sˆ`, Sˆ`+1, . . . ,where Sˆ`+1 is obtained from Sˆ` in the following way. If Sˆ` = 0 the algorithm terminates. Otherwise
we choose a unit vector, qˆ`, such that
‖qˆ`‖2 = 1, qˆ` ∈ Range(Sˆ`), (3.1)
and define
Sˆ`+1 = Sˆ` − (Sˆ`qˆ`)(Sˆ`qˆ`)T/qˆT` Sˆ`qˆ`. (3.2)
(The vector qˆ` can be obtained by applying the power method to estimate a dominant eigenvector of Sˆ`.) An alternative way
to write (3.2) is
Sˆ`+1 = Sˆ` − µ`u`uT` , (3.3)
where
u` = Sˆ`qˆ`/‖Sˆ`qˆ`‖2, and µ` = qˆT` Sˆ2` qˆ`/qˆT` Sˆ`qˆ`. (3.4)
The advantages of the new deflation process lie in the following observations, whose proof is given in [1].
Theorem 1. Let Qˆ` = [qˆ1, . . . , qˆ`] denote the n× `matrix whose columns are qˆ1, . . . , qˆ`, and let r denote the rank of S. Then,
in exact arithmetic, the following relations hold for ` = 1, 2, . . . , r.
Qˆ T` Qˆ` = I, Sˆ`+1Qˆ` = 0, and Range(Qˆ`) ⊆ Range(S). (3.5)
Hence for ` = r the columns of Qˆr constitute an orthonormal basis of Range(S),
Sˆr+1 = 0, (3.6)
and
S =
r∑
`=1
µ`u`uT` = UrDrUTr , (3.7)
where
Ur = [u1, . . . ,ur ] and Dr = diag{µ1, . . . , µr}. 
At the end of the `th deflation step we are able to construct two low-rank approximations of S. The first one,
B` = U`D`UT` =
∑`
j=1
µjujuTj , (3.8)
is characterized by the ‘‘finite-termination’’ property (3.6) and the ‘‘exactness’’ feature (3.7). The second approximation has
the form
Bˆ` = Qˆ`Dˆ`Qˆ T` =
∑`
j=1
ρˆjqˆjqˆTj , (3.9)
where ρˆj = qˆTj Sqˆj denote the Rayleigh quotient corresponding to qˆj and
Dˆ` = diag{ρˆ1, . . . , ρˆ`}.
This factorization is characterized by the fact that Qˆ` has orthonormal columns.
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It is interesting to compare the new approximations with the old Hotelling approximation,
B˜` = Q˜`D˜`Q˜ T` =
∑`
j=1
λ˜j q˜j q˜Tj . (3.10)
Our experience shows that if both schemes use the same number of power iterations at each deflation step, then the
differences between ‖S − B˜`‖F , ‖S − B`‖F , and ‖S − Bˆ`‖F , remain negligible until ` = r . At this step, when ` = r , the term
‖S − B¯`‖F is annihilated to zero. The other terms, ‖S − B˜`‖F and ‖S − Bˆ`‖F do not vanish and their sizes depend on the
quality of the related approximations. That is, on the number of power iterations per step.
The new deflation process enjoys, therefore, two important advantages. First it has a ‘‘rank-revealing’’ feature. Second,
the orthogonality of Qˆ` and the resulting orthogonal decomposition (3.9) are useful in many applications. Perhaps the more
striking feature of the new deflation process is that these properties hold regardless of the quality of qˆ` as a substitute for
a dominant eigenvector of Sˆ`. Thus, for example, when qˆ` is computed by applying the power method to Sˆ`, the number of
iterations does not effect these properties. Indeed, one aim of the paper is to illustrate that often a few power iterations per
eigenpair are sufficient to produce a meaningful estimate of the spectral decomposition. See Table 2.
4. A point relaxation algorithm
In this section we describe a simple iterative procedure for solving the problem
minimize E(v) = ‖S − vvT‖2F , (4.1)
where v = (v1, v2, . . . , vn)T ∈ Rn denotes the vector of unknowns. The basic iteration is composed of n steps. At the jth
step, j = 1, . . . , n, vj alone is changed and all the other variables are kept fixed. Let v = (v1, v2, . . . , vj, . . . , vn)T denote
the current value of v at the beginning of the jth step. Then the change in v during the jth step has the form θ∗ej, where ej
denote the jth column of the n × n identity matrix. The new value of vj is vj + θ∗ where θ∗ attempts to minimize the one
parameter function
Ej(θ) = ‖S − (v+ θej)(v+ θej)T‖2F . (4.2)
The derivative of Ej(θ) is given by the function
E ′j (θ) = 4[vTvvj − sTj v+ (vTv+ βj)θ + 3vjθ2 + θ3]
where sj denotes the jth column of S and
βj = 2v2j − sjj. (4.3)
For small values of θ it is possible to approximate Ej(θ) by a quadratic function, q(θ). If vTv + βj > 0 then q(θ) has a
minimizer at the point
θ = (sTj v− vTvvj)/(vTv+ βj).
Otherwise, when vTv+βj ≤ 0, a small step in the opposite direction reduces the value of q(θ). These considerations suggest
the choice
θ∗ = (sTj v− vTvvj)/(vTv+ β∗j ) (4.4)
where
β∗j = max{βj,−νvTv}, (4.5)
and ν is a preassigned constant, 0 < ν < 1. (In our experiments ν = 0.9.) The new value of vj is, therefore,
vj + θ∗ = (sTj v+ β∗j vj)/(vTv+ β∗j ). (4.6)
The change in vTv during the jth step is (vj + θ∗)2 − v2j , so vTv is easily updated from step to step. Thus, for large n the
major computational effort in the jth step lies in the scalar product sTj v. The overall effort per iteration is, therefore, about
one matrix–vector product. That is, the computational effort per iteration is similar to that of the power method. However,
as the coming discussion suggests, the new scheme is expected to enjoy a faster rate of convergence.
The gradient vector of E(v) has the form
g(v) = 4[(vTv)v− Sv], (4.7)
and the jth component of this vector,
gj(v) = 4[(vTv)vj − sTj v], (4.8)
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satisfies
gj(v+ θej) = E ′j (θ), (4.9)
for j = 1, . . . , n. The change of vj during the jth step of the basic iteration attempts, therefore, to solve the equation gj(v) = 0
by taking the Newton’s steplength. Hence the new method can be viewed as a ‘‘nonlinear SOR method’’ for solving the
nonlinear system g(v) = 0. Other names of the nonlinear SOR method are ‘‘SOR–Newton’’, ‘‘nonlinear Gauss–Seidel’’, and
‘‘Gauss–Seidel–Newton’’. For detailed discussions of this type of method see [13–20]. Note also that a simultaneous use of
(4.6) gives the related ‘‘nonlinear Jacobi method’’. However, since the SOR step (4.6) uses updated values of v1, . . . , vj−1, the
SOR iteration is expected to enjoy a faster rate of convergence. Indeed this is the case when solving certain types of linear
systems. See, for example, the comparison theorems in [21, pp. 68–75], [22, pp. 120–132], and the discussions in [23,5]. The
Jacobi iteration can be simplified by setting β∗j = 0 in (4.6). This modification results in the iteration
vk+1 = Svk/(vTkvk), k = 0, 1, 2, . . . , (4.10)
which resembles the power method. These relations suggest that the asymptotic rate of convergence of the new method
is likely to be faster than that of the power method. Thus, although we are unable to prove this claim, the results of our
experiments clearly illustrate this feature. See Table 1.
5. Numerical experiments with symmetric matrices
The experiments described in this section test the proposedmethods on a variety of matrices. All the computations were
carried out on a VAX 9210 computer at the Hebrew University Computation Center. The algorithms were programmed
in Fortran, using double precision arithmetic with roundoff unit, ε, about 10−16. The test matrices that we have used are
described below. As before, S = (sij) denotes a symmetric n× nmatrix.
Random ATA matrices. Here S = ATA where A is an m × n matrix whose entries are random numbers from the interval
[−1, 1]. The random numbers generator is of uniform distribution.
Hilbert matrix. Here sij = 1/(i+ j− 1).
Pascal matrix. Here si1 = 1 for i = 1, . . . , n, s1j = 1 for j = 1, . . . , n, and sij = si−1,j + si,j−1 otherwise.
Moler matrix. Here sij = min{i, j}.
Symmetric VDV T matrices. These matrices have the form S = VDV T , where D = diag{d1, . . . , dn} is a prescribed diagonal
matrix, and V is a ‘‘random’’ orthogonal matrix. The diagonal entries of D are given in Tables 1 and 2. The matrix V is
constructed in the following way. V = H1, . . . ,Hn where each Hi, i = 1, . . . , n, is an n × n random Householder matrix.
That is, Hi = I − 2hihTi /hTi hi where hi is an n-vector whose entries are random numbers from the interval [−1, 1].
The experiments in Table 1 compare the power method with the point relaxation method. For each test matrix, S, we
computed `∗ eigenpairs of S. This was achieved by applying Hotelling’s deflation scheme (2.4). The computation of `∗
eigenpairs was repeated twice: Once by using the power method, and once by using the point relaxation method. Both
methods are using the same starting rule and the same stopping rule. Recall that the `th stage of the deflation by subtraction
process, ` = 1, . . . , `∗, computes a dominant eigenpair of the matrix S` = (sij) defined by (2.4). The starting point v0 =
(v1, . . . , vn)
T is defined by the rule
vi = (sii)1/2, i = 1, . . . , n. (5.1)
Let vk, k = 1, 2, . . . , denote the sequence of unit vectors which is generated by applying the power method (the point
relaxation method) on S`, starting from v0. Then the iterative process was stopped as soon as vk satisfies the stopping
condition
‖S`vk − ηkvk‖2 ≤ ‖z‖2 10−14, (5.2)
where
ηk = vTk S`vk/vTkvk, (5.3)
and z = (z1, . . . , zn)T ∈ Rn is defined by the equalities
zi =
n∑
j=1
|sij|, i = 1, . . . , n. (5.4)
Observe that the r.h.s. of (5.2) is fixed slightly above the level of rounding errors in the computed residual vector. Thisway the
iterative process is stopped just before rounding errors start to slow down the convergence, and the number of iterations
reflects the asymptotic rate of convergence. Note also that when using such a small bound there is not much difference
between Hotelling’s deflation and the new deflation scheme.
The reading of Table 1 is quite simple. Recall that the deflation by subtraction method extracts the eigenpairs of S in
decreasing order. So the first computed one is the dominant eigenpair of S, and the figures under the heading ‘‘first’’ provide
3096 A. Dax / Journal of Computational and Applied Mathematics 234 (2010) 3091–3103
the number of iterations required for calculating this eigenpair. The average number of iterations per eigenpair is given
under the headline ‘‘average’’. These figures give the overall number of iterations divided by `∗. The maximal number of
iterations required for calculating one eigenpair is also given. The figures in Table 1 enable us to compare the performance
of the powermethodwith that of the point relaxationmethod. Thus, for example, when handling a VDV T matrixwith n = 50
and di = i, the average number of iterations per eigenpair is 651.12 for the power method and 220.38 when using point
relaxation. The VDV T matrices illustrate how the ratio between consecutive eigenvalues effects the rate of convergence.
Note that when di = i the first eigenpair is likely to require the maximal number of iterations. Yet the deviation from this
rule is due to the starting points.
Table 1
Number of iterations when handling symmetric matrices.
Problem Power method Point relaxation
Matrix n `∗ First Average Maximal First Average Maximal
Random ATA,m = 200 100 100 407 1283.06 5847 132 475.18 2379
Hilbert 100 10 28 18.90 28 18 20.50 24
Pascal 20 10 7 14.80 27 10 17.80 19
Moler 40 20 13 164.90 334 18 72.80 156
VDV T , di = i 50 50 1287 651.12 1287 314 220.38 349
VDV T , di = i 100 100 2565 1241.72 2575 629 417.31 704
VDV T , di = (1/2)i 40 40 37 42.30 49 23 15.03 25
VDV T , di = (1/
√
2)i 40 40 78 81.68 94 37 34.40 46
VDV T , di = (0.9)i 40 40 247 256.78 321 95 104.63 130
VDV T , di = (0.95)i 40 40 498 509.53 601 145 183.98 277
VDV T , di = (0.99)i 40 40 2433 2434.73 3076 251 682.20 1327
The results presented in Table 1 enable us to compare the asymptotic rates of convergence of the two methods. If the
power method has a fast rate of convergence, as with Hilbert and Pascal matrices, then there is not much gain (or loss)
in using point relaxation. Yet, as the rate of convergence slows down most of the iterations are spent at the asymptotic
stage, and the faster asymptotic convergence of the point relaxation method results in substantial saving. The slower the
convergence is, the larger the saving.
As noted at the end of Section 3, one aim of the paper is to show that when using orthogonalization via deflation, a small
number of power iterations per eigenpair is often sufficient to provide a reliable low-rank approximation of S. This feature
is illustrated in Table 2 for a certain VDV T matrix. In these experiments the starting point remains (5.1) but the stopping
condition of the power method changes from (5.2) to
|ηk − ηk−1|/|ηk| ≤ δ, (5.5)
where δ > 0 is a preassigned small threshold. The first row of Table 2 describes the test problem and the values of δ that
we have used. (The test matrix is of rank 10 so the deflation process consists of `∗ = 10 steps.) The second row gives the
resulting average number of iterations per eigenpair. Thus, for example, when δ = 10−3 the average number of power
iterations per eigenpair is 26.2. The third row of Table 2 provides the corresponding values of the ratio
‖S − Bˆ`∗‖2F/‖S‖2F , (5.6)
where Bˆ` is defined by (3.9). This ratio reflects the size of the reduction in the objective function value. The last row of Table 2
gives the maximal relative error in the computed eigenvalues. That is,
max
`=1,...,`∗
{|d` − ρˆ`|/|d`|}, (5.7)
where ρˆ` = qˆT`Sqˆ` is the Rayleigh quotient corresponding to qˆ`. Thus, for example, when δ = 10−2 the maximal relative
error in the computed eigenvalues equals 8.0E−4. The figures in the last two rows of Table 2 are rounded.
Table 2
Orthogonalization via deflation of a symmetric matrix.
Here S is a VDV T matrix,
n = 100, `∗ = 10,
di = i for i = 1, . . . , 10,
di = 0 for i = 11, . . . , 100
The stopping condition
δ = 0.05 δ = 10−2 δ = 10−3 δ = 10−4 δ = 10−8 δ = 10−12
Average number of power
iterations per eigenvalue
8.2 15.2 26.2 37.6 83.0 128.5
‖S − Bˆ`∗‖2F/‖S‖2F 4.0E−3 1.7E−4 1.7E−6 1.7E−8 1.7E−16 1.7E−24
Maximal relative error in
computed eigenvalues
2.1E−2 8.0E−4 9.5E−6 9.2E−8 4.0E−15 3.4E−15
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The results of Table 2 clearly illustrate that relaxing the stopping condition leads to considerable saving in the number of
power iterations per eigenpair. For example, when δ = 0.05 the deflation process needs only 8.2 iterations per eigenpair.
Yet the resulting decompositions, (3.8) and (3.9), provide meaningful information on the eigensystem of S in spite of the
small number of iterations. Similar observations have been noted in the other test matrices.
6. Orthogonalization via deflation: The rectangular case
As before, A denotes a realm× nmatrix,m ≥ n. Starting from A1 = A the newmethod generates a sequence of matrices
A1, A2, A3, . . . ,where A`+1 is obtained from A` by the rule
A`+1 = A` − σ˜`u˜`v˜T` , ` = 1, 2, . . . , (6.1)
where u˜` ∈ Rm and v˜` ∈ Rn are unit vectors and σ˜` > 0 is a positive number that estimates the corresponding singular
value.
Let uˆ` and vˆ` be an arbitrary pair of unit vectors that satisfy
uˆ` ∈ Range(A`), vˆ` ∈ Range(AT` ), and uˆT`A`vˆ` > 0. (6.2)
Then here
A`+1 = A` − (A`vˆ`)(AT` uˆ`)T/(uˆT`A`vˆ`). (6.3)
That is, here (6.1) is carried out with
u˜` = A`vˆ`/‖A`vˆ`‖2,
v˜` = AT` uˆ`/‖AT` uˆ`‖2,
and
σ˜` = (‖A`vˆ`‖2‖AT` uˆ`‖2)/(uˆT`A`vˆ`).
Let U˜` denote the m × ` matrix whose columns are u˜1, . . . , u˜`. Let V˜` denote the n × ` matrix whose columns are
v˜1, . . . , v˜`. Let D˜` denote a diagonal `× `matrix whose diagonal entries are σ˜1, . . . , σ˜`. That is,
U˜` = [u˜1, . . . , u˜`], V˜` = [v˜1, . . . , v˜`] and D˜` = diag{σ˜1, . . . , σ˜`}. (6.4)
Then, at the end of the `th deflation stage,
A`+1 = A−
∑`
j=1
σ˜ju˜j(v˜j)T = A− U˜`D˜`V˜ T` = A− B˜`, (6.5)
where
B˜` =
∑`
j=1
σ˜ju˜j(v˜j)T = U˜`D˜`V˜ T` (6.6)
may serve as a low-rank approximation of A. The main features of this process are summarized in the following statement,
whose proof is given in [1].
Theorem 2. Let r denote the rank of A. Then, in exact arithmetic,
Ar+1 = 0, (6.7)
and
A = U˜r D˜r V˜ Tr . (6.8)
Moreover, the matrices
Uˆ` = [uˆ1, . . . , uˆ`] and Vˆ` = [vˆ1, . . . , vˆ`] (6.9)
have orthogonal columns. That is,
UˆT` Uˆ` = I and Vˆ T` Vˆ` = I.  (6.10)
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A second low-rank approximation of A is obtained from the matrix
Bˆ` = Uˆ`Dˆ`Vˆ T` , (6.11)
where
Dˆ` = diag{uˆT1Avˆ1, . . . , uˆT`Avˆ`}. (6.12)
This decomposition has the advantage that here both Uˆ` and Vˆ` have orthonormal columns, while Dˆ` solves the minimum
norm problem
minimize F(D) = ‖A− Uˆ`DVˆ T` ‖2F
subject to D ∈ D`×`, (6.13)
where D`×` denotes the set of all real diagonal ` × ` matrices. The quality of the computed decomposition, Bˆ` or B˜`,
as substitute of the SVD matrix B`, depends on the quality of the deflating triplets {u˜`, v˜`, σ˜`} as substitutes of the
corresponding dominant triplets. The ‘‘rectangular’’ iterations which are introduced in the next section provide an effective
way to approach a dominant triplet of A`. The experiments described in Section 9 illustrate that often a few rectangular
iterations per singular triplet are sufficient to produce a meaningful substitute of B`.
7. Rectangular iterations
In this section we present a simple iterative algorithm for solving the minimum norm problem
minimize F(u, v) = ‖A− uvT‖2F . (7.1)
The kth iteration, k = 1, 2, 3, . . . , starts with uk−1 and vk−1, and ends with uk and vk. Given vk−1 the vector uk is obtained
by solving the problem
minimize ϕ(u) = ‖A− uvTk−1‖2F .
That is,
uk = Avk−1/vTk−1vk−1. (7.2)
Then vk is obtained by solving the problem
minimize Ψ (v) = ‖A− ukvT‖2F ,
which gives
vk = ATuk/uTkuk. (7.3)
Observe that minimizing F(u, v) by changing one variable at a time (in the order u1, . . . , um, v1, . . . , vn) results in the same
basic iteration. A second interpretation is gained from the observation that uk is obtained by orthogonalizing the rows of
A against vk−1, giving (A − ukvTk−1)vk−1 = 0. Then vk is obtained by orthogonalizing the columns of A against uk, so that
uTk (A− ukvTk ) = 0T . A third way to look at the iteration (7.2)–(7.3) comes from its close link to the power method. Let
vˆk = vk/‖vk‖2, k = 0, 1, 2, . . . ,
denote the corresponding sequence of unit vectors. Let the sequence v˜k, k = 0, 1, 2, . . . , be generated by applying the
power method to ATA, with v˜0 = vˆ0 as starting point. Then, in exact arithmetic,
v˜k = vˆk for k = 1, 2, . . . .
Similarly, the sequence
uˆk = uk/‖uk‖2, k = 1, 2, . . . ,
is obtained by applying the power method to AAT , with uˆ1 as starting point. These observations introduce new insight
into the old power method. On the one hand it is a successive minimization process. On the other hand it is a successive
orthogonalization process.
The convergence properties of the rectangular iterations (7.2)–(7.3) descend, therefore, from those of the powermethod.
Assume for simplicity that σ1 > σ2, and let u∗ and v∗ denote the corresponding left and right dominant singular vectors,
where ‖u∗‖2 = 1 and ‖v∗‖2 = 1. Then, with proper choice of the starting point
lim
k→∞ uˆk = u
∗,
lim
k→∞ vˆk = v
∗,
and
lim
k→∞ ‖uk‖2‖vk‖2 = σ1,
where the three sequences converge at a linear rate, proportional to σ 22 /σ
2
1 .
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8. Line search acceleration
In this section we outline a simple modification that accelerates the convergence of rectangular iterations for solving
(6.1). The iterations of the modified method are divided into ‘‘cycles’’, where each cycle is composed of a fixed number of
rectangular iterations. Let c denote the number of iterations per cycle. Let the vectors u0 and v0 denote the starting points
of a cycle, and let uc and vc denote the corresponding end points. Then the vectors
y = uc − u0 and x = vc − v0 (8.1)
determine lines along which more substantial progress might be made. Hence the next cycle is started from the points
p∗ = uc + µ∗y and q∗ = vc + ν∗x, (8.2)
where the scalars µ∗ and ν∗ attempt to solve the two-variables minimization problem
minimize f (µ, ν) = F(uc + µy, vc + νx). (8.3)
Below we describe a simple iterative algorithm for calculating p∗ and q∗.
Starting from p1 = uc and q1 = vc the algorithm generates two sequences, {p`} and {q`}, that approach p∗ and q∗,
respectively. The `th iteration, ` = 1, 2, 3, . . . , is composed of the following two steps, in which p`+1 and q`+1 are obtained
from p` and q`.
Step 1: Compute µ`, the unique minimizer of the one-variable function
f`(µ) = ‖A− (p` + µy)qT`‖2F . (8.4)
That is,
µ` = (yTAq` − pT`y‖q`‖22)/(‖y‖22 ‖q`‖22). (8.5)
Then set
p`+1 = p` + µ`y. (8.6)
Step 2: Compute ν`, the unique minimizer of the one-variable function
g`(ν) = ‖A− p`+1(q` + νx)T‖2F . (8.7)
That is,
ν` = (pT`+1Ax− qT`x‖p`+1‖22)/(‖x‖22 ‖p`+1‖22). (8.8)
Then set
q`+1 = q` + ν`x. (8.9)
Observe that the matrix–vector products yTA and Ax are computed only once, before starting the iterative process. This
way each iteration requires only 4(m+n+1)multiplications and additions. Hencewhen 4 min{m, n} the computational
effort per iteration is considerably smaller than the initial effort in computing yTA and Ax. Let
δ` = F(p`, q`)− F(p`+1, q`+1) (8.10)
denote the overall reduction within one iteration. Since both f`(µ) and g`(ν) are quadratic functions,
f`(0)− f`(µ`) = (µ`)2‖y‖22‖q`‖22,
g`(0)− g`(ν`) = (ν`)2‖x‖22 ‖p`+1‖22,
and
δ` = (µ`)2‖y‖22 ‖q`‖22 + (ν`)2‖x‖22 ‖p`+1‖22. (8.11)
So the sequence {F(p`, q`)} decreases monotonously. In practice the algorithm is terminated as soon as δ` becomes
considerably smaller than
∑`
i=1 δi. For further discussion of line search accelerations see [24].
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9. Numerical experiments with rectangular matrices
The experiments described in this section test the viability of the proposed methods. The computational environment
is identical to that of Section 5. The test matrices were constructed in the following way. In random matrices the entries
of A are random numbers from the interval [−1, 1]. In A = UDV T matrices U is an m × m orthonormal matrix, V is an
n× n orthonormal matrix, and D = diag{d1, d2, . . . , dn} is an m× n diagonal matrix, m ≥ n. The diagonal entries of D are
specified in Tables 3 and 4. The matrix V is a product of n random Householder matrices of order n. Similarly, U is a product
ofm randomHouseholdermatrices of orderm. (The construction of randomHouseholdermatrices is explained in Section 5.)
For each testmatrix,A, we compute `∗ singular triplets ofA, using the deflation process (6.1). The `th stage of the deflation
method, ` = 1, 2, . . . , `∗, uses rectangular iterations to solve the minimum norm problem
minimize F(u, v) = ‖A` − uvT‖2F . (9.1)
This way the computed singular values are obtained in decreasing order, and the first one is a dominant singular value of A.
The starting point, v0 = (v1, v2, . . . , vn)T , was defined by the rule
vj = ‖cj‖2/
√
m, j = 1, . . . , n, (9.2)
where cj denotes the jth column of A`. The stopping condition has the form
|ρ2k+1 − ρ2k |/ρ2k+1 < δ, (9.3)
where δ is a preassigned small positive constant and
ρ2k = (uTkuk) (vTkvk). (9.4)
Recall that uk and vk denote the current values of u and v at the end of the kth iteration for solving (9.1). The experiments
in Table 3 were carried out with δ = 10−12.
Table 3
Number of iterations when handling rectangular matrices.
Problem Rectangular iterations without line search Rectangular iterations with line search
Matrix m n `∗ First Average Maximal First Average Maximal
Random A 50 100 50 106 284.68 1728 52 124.22 695
Random A 100 100 100 348 315.85 4266 153 136.45 1697
Random A 200 100 100 168 515.66 2221 83 215.84 898
UDV T , di = i 100 50 50 248 143.84 279 116 67.58 118
UDT T , di = i 200 100 100 291 269.65 730 131 118.42 311
UDV T , di = (1/2)i 800 400 20 12 11.65 14 11 11.75 14
UDV T , di = (1/
√
2)i 100 50 50 23 20.70 26 14 14.96 20
UDV T , di = (0.9)i 100 50 50 79 59.58 83 41 35.96 44
UDV T , di = (0.95)i 100 50 50 138 114.98 148 62 57.70 69
UDV T , di = (0.99)i 100 50 50 568 503.08 665 244 185.88 268
UDV T , di = (0.999)i 100 50 50 4471 3912.26 5804 971 492.02 1025
The aim of Table 3 is to illustrate the effect of line searches. For this purpose the orthogonalization process was repeated
two times. The first run uses rectangular iterations without line searches. The second run uses a modified algorithm that
incorporates a line search every 6 iterations. That is, each ‘‘cycle’’ consists 6 left rectangular iterations and one line search.
No attempt has been made to find an ‘‘optimal’’ number of iterations per cycle. The figures in Table 3 provide the number
of iterations required by the two methods. Thus, for example, the fourth row of Table 3 describes experiments with a UDV T
matrix, when m = 100, n = 50, `∗ = 50, and di = i for i = 1, . . . , n. In this case the computation of the first singular
triplet requires 248 left rectangular iterations without line search, and only 116 iterations when using line searches, and
so forth. The use of UDV T matrices enables us to see how the ratio between two ‘‘consecutive’’ singular values effect the
rate of convergence. This is easily seen in matrices with fixed ratio, e.g., when di = (0.9)i. In these matrices the differences
between the ‘‘first’’, ‘‘average’’, and ‘‘maximal’’ number of iterations are caused by the starting points: Although all the
starting points are determined by (9.2), for some indices ` this is a good choice while for other indices this is a bad choice.
Themain conclusion that stems from Table 3 is that line search acceleration results in substantial reduction in the number of
iterations. The slower the convergence is, more iterations are spent at the asymptotic stage, and the line searchmodification
has a larger effect.
The orthogonalization process results in thematrices B˜` and Bˆ`, defined by (6.6) and (6.11), respectively. The experiments
of Table 4 illustrate the ability of Bˆ`∗ to approximate A. As beforewe use rectangular iterations to solve (9.1), and the iterative
process stops as soon as (9.3) is satisfied. The values of δ are displayed in Table 4. Thus, for example, when δ = 10−8 the
average number of rectangular iterations per singular triplet equals 21.8. Therefore, since `∗ = 10, the overall number of
rectangular iterations required to compute Bˆ`∗ is 218. In this case, when δ = 10−8, the ratio ‖A− Bˆ`∗‖2F/‖A‖2F equals 2.4E−9.
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The last row of Table 4 provides the corresponding values of the maximal relative error in the computed singular values.
This quantity is defined as
max
i=1,...,`∗
{|di − dˆi|/|di|}, (9.5)
where di denotes the ith singular value of A, and dˆi denotes the computed value of di. The results of Table 4 clearly illustrate
that for certain matrices a few rectangular iterations per singular triplet are sufficient to produce a meaningful estimate
of A.
Table 4
Orthogonalization via deflation of a rectangular matrix.
Here A is a UDV T matrix,
m = 200, n = 100, `∗ = 10,
di = i for i = 1, . . . , 10,
di = 0 for i = 11, . . . , n
The stopping condition
δ = 10−2 δ = 10−3 δ = 10−4 δ = 10−8 δ = 10−12 δ = 10−14
Average number of
rectangular iterations
5.6 7.9 10.4 21.8 33.0 38.8
‖A− Bˆ`∗‖2F/‖A‖2F 1.8E−3 2.2E−4 2.4E−5 2.4E−9 2.5E−13 2.4E−15
Maximal relative error in
computed singular values
5.1E−3 7.8E−4 9.2E−5 8.7E−9 8.1E−13 5.3E−15
10. Concluding remarks
One aim of our experiments is to show that often a few power iterations per eigenpair (or singular triplet) are sufficient
to provide a valuable low-rank estimate. This feature is inherited from the ability of the power method to produce a good
estimate of a dominant eigenpair within a small number of iterations. On the other hand, as we have seen, the asymptotic
rate of convergence of the powermethod can be arbitrarily slow. Thus, when accurate estimates are required, methods with
faster asymptotic rate of convergencemight be advantageous. A second aimof this paper is to show that simplemodifications
of the power method may lead to substantial saving.
The use of orthogonalization via deflation becomes attractive when the rank of the desired approximation, `∗, is much
smaller than min{m, n}. In this case the algorithm performs only `∗ deflation stages, which reduces the computational cost.
The last situation is likely to occur when A is a large sparse matrix. In this case A`+1 is kept in the form
A`+1 = A−
∑`
j=1
σ˜ju˜jv˜Tj ,
so the matrix–vector products are able to take advantage of the sparsity pattern in A. In order to get a meaningful approxi-
mation we need an effective algorithm for approximating a dominant eigenpair, or a dominant singular triplet. In this paper
we have demonstrated the usefulness of simple iterative methods which are closely related to the power method. Another
methodwhich readily suggests itself is Lanczos tridiagonalization. Thismethod has two potential advantages over the power
method. First it enjoys a faster rate of convergence, e.g., [6,8,9]. Also, the second largest eigenpair of the resulting tridiago-
nal matrix can be used to derive a starting vector for the next deflation stage. Similar remarks apply to the use of Lanczos
bidiagonalization when handling rectangularm× nmatrices. See [25,6]. However, the implementation of these methods is
left to future research.
The ‘‘rectangular iterations’’ thatwe propose are closely related to the powermethod applied to thematricesATA andAAT .
Being a powermethod it is also related to theHITS algorithm for information retrieval, e.g., [3,4]. However, the formulation of
the ‘‘rectangular iterations’’ reveals new features of the powermethod. On the one hand it achieves successiveminimization,
while on the other hand it achieves successive orthogonalization. A further merit of the minimum norm approach is that it
opens the door for more sophisticated minimization techniques, such as Conjugate Gradients or Quasi-Newton methods.
The practical value of the proposed minimum norm approach lies in problems where standard SVD algorithms are not
applicable. For instance, problems with missing data. That is, when some entries of the data matrix, A, are unknown. In such
a situation it is often desired to construct a low-rank estimate of A in spite of themissing data, e.g., [26–31]. The ‘‘rectangular
iterations’’ that we propose are easily adapted to handle this difficulty. See [1,28].
Another modification enables us to solve the constrained problem
minimize F(u, v) = ‖A− uvT‖2F
subject to u ≥ 0 and v ≥ 0. (10.1)
In this case (7.2) and (7.3) are replaced with
uk = (Avk−1/vTk−1vk−1)+ (10.2)
and
vk = (ATuk/uTkuk)+, (10.3)
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respectively. Recall that for any vector u = (u1, . . . , um)T ∈ Rm the ith component of the vector (u)+ is (ui)+ = max{0, ui},
i = 1, . . . ,m. The solution of (10.1) enables us to construct an approximate Nonnegative Matrix Factorization (NMF) and
to improve an existing one. For detailed discussion of Nonnegative Matrix Factorizations and their applications see [32–37].
The construction of an initial NMF is achieved by following the deflation by subtraction process. The improvement of an
existing rank `∗ approximate NMF is done in the following way. The basic iteration consists of `∗ steps, where the `th step,
` = 1, . . . , `∗, optimizesm+ n unknowns in a least squares sense. Let
WHT =
`∗∑
i=1
wihTi
denote the current approximate NMF of A at the beginning of the `th step of the basic iteration and define
A` = A−
`∗∑
i=1
i6=`
wihTi .
Then the problem solved at the `th step is
minimize F`(u, v) = ‖A` − uvT‖2F
subject to u ≥ 0 and v ≥ 0. (10.4)
The solution of (10.4) is carried out via the rectangular iterations (10.2)–(10.3), with A` instead of A. Using the starting point
v0 = h`, this process ensures successive reduction of the overall objective function
G(W ,H) = ‖A−WHT‖2F ,
while keepingW and H nonnegative. A well-known method for improving an existing rank `∗ approximate NMF of A is the
Alternating Least Squares (ALS) algorithm. The basic iteration of the ALS algorithm consists ofm+ n steps, where each step
optimizes `∗ unknowns in a least squares sense. That is, here each step modifies the entries in one row ofW or H . This is
often achieved via some active set method for solving nonnegative least squares problems, e.g., [32–37]. In contrast, our
algorithmmodifies two columns at each step. These relations suggest that both methods converge at about the same speed.
Yet the new method seems to enjoy two promising features. First it uses a simple solution method without invoking active
set methods. Second, it has a natural way for constructing an initial NMF.
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