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BARYCENTERS IN GENERALIZED WASSERSTEIN SPACES
NHAN-PHU CHUNG AND THANH-SON TRINH
Abstract. In 2014, Piccoli and Rossi introduced generalized Wasserstein spaces
which are combinations of Wasserstein distances and L1-distances [11]. In this
article, we follow the ideas of Agueh and Carlier [1] to study generalized Wasser-
stein barycenters. We show the existence of barycenters for measures with compact
supports. We also investigate a dual problem of the barycenter problem via our
Kantorovich duality formula for generalized Wasserstein distances. Finally, we
provide consistency of the barycenters.
1. Introduction
In 2002, Sturm investigated in depth barycenters in nonpositive curvature spaces
as he showed the existence, uniqueness and contraction of barycenters in such spaces
[16]. Because Wassertein spaces are not in the framework of nonpositive curvature
spaces, to study the existence, uniqueness and properties of Wasserstein barycen-
ters over Rn, Agueh and Carlier introduced dual problems of the primal barycenter
problem and used convex analysis to handle them [1]. It turned out that Wasser-
stein barycenters have applications in other fields which we only mentioned a few
such as computer science, economic theory,...[3, 13, 15]. These barycenters are also
investigated further for Wasserstein spaces of Riemannian manifolds [7] and locally
compact geodesic spaces [8].
On the other hand, in 2014, Piccoli and Rossi introduced generalized Wasser-
stein distances [11] and established a duality Kantorovich-Rubinstein formula and
a generalized Benamou-Breiner formula for them [12]. In this note, following the
streamline of Agueh and Carlier’s work, we study the existence and consistency of
generalized Wasserstein barycenters.
More precisely, first we show the existence of generalized Wasserstein barycenters
whenever starting measures have compact supports. Secondly, we introduce and
investigate a dual problem of the barycenter problem. To do this we establish a
Kantorovich duality formula for generalized Wasserstein distances ›W a,bp which may
be independent of interest. It has been proved for the case p = 1 in [5]. Although
our barycenters are not unique, we still can establish their consistency as Boissard,
Le Gouic and Loubes did in the Wasserstein case [2].
Here is the structure of our article. In section 2, we review basic notations and
generalized Wasserstein distances›W a,bp . In section 3, we prove a Kantorovich duality
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for›W a,bp . In section 4, we study our primal barycenter problem and its dual problems.
We show the existence and consistency of generalized Wasserstein barycenters in this
last section.
In a companion paper, we also investigate barycenters for Hellinger-Kantorovich
spaces [4].
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2. Preliminaries
Let (X, d) be a metric space. We denote by M(X) and P(X) the sets of all
nonnegative Borel measures with finite mass and all probability Borel measures,
respectively.
Given a Borel measure µ, we denote its mass by |µ| := µ(X). In the general case,
if µ = µ+−µ− is a signed Borel measure then |µ| := |µ+|+ |µ−|. A setM ⊂M(X) is
bounded if supµ∈M |µ| <∞, and it is tight if for every ε > 0, there exists a compact
subset Kε of X such that for all µ ∈M , we have µ (X\Kε) ≤ ε.
For every µ1, µ2 ∈M(X), we say that µ1 is absolutely continuous with respect to
µ2 and write µ1 ≪ µ2 if µ2(A) = 0 yields µ1(A) = 0 for every Borel subset A of
X . We call that µ1 and µ2 are mutually singular and write µ1 ⊥ µ2 if there exists a
Borel subset B of X such that µ1(B) = µ2(X\B) = 0. We write µ1 ≤ µ2 if for all
Borel subset A of X we have µ1(A) ≤ µ2(A).
For every p ≥ 1, we denote by Mp(X) (reps. Pp(X)) the space of all measures
µ ∈M(X) (reps. P(X)) with finite p-moment, i.e. there is some (and therefore any)
x0 ∈ X such that ∫
X
dp (x, x0) dµ(x) <∞.
For every measures µ1, µ2 ∈ M(X), a Borel probability measure pi on X × X is
called a transference plan between µ1 and µ2 if
|µ1|pi(A×X) = µ1(A) and |µ2|pi(X ×B) = µ2(B),
for every Borel subsets A,B ofX . We denote the set of all transference plan between
µ1 and µ2 by Π(µ1, µ2).
Given measures µ1, µ2 ∈ Mp(X) with the same mass, i.e. |µ1| = |µ2|. The
Wasserstein distance between µ1 and µ2 is defined by
Wp(µ1, µ2) :=
Ç
|µ1| inf
π∈Π(µ1,µ2)
∫
X×X
dp(x, y)dpi(x, y)
å1/p
.
For each µ1, µ2 ∈ M(X) with |µ1| = |µ2|, we denote by Optp(µ1, µ2) the set of all
pi ∈ Π(µ1, µ2) such thatW
p
p (µ1, µ2) = |µ1|
∫
X×X d
p(x, y)dpi(x, y). If (X, d) is a Polish
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metric space, i.e. (X, d) is complete and separable then Optp(µ1, µ2) is nonempty
[17, Theorem 1.3].
Theorem 2.1. (Prokhorov’s theorem) Let (X, d) be a metric space. If a subset
M ⊂ M(X) is bounded and tight then M is relatively compact under the weak*-
topology.
We now review the definitions of the generalized Wasserstein distances. They were
introduced by Piccoli and Rossi in [11,12]. For convenience to establish Kantorovich
duality formulas for generalized Wasserstein distances, we adapt slightly the original
ones.
Definition 2.2. Let X be a Polish metric space and let a, b > 0, p ≥ 1. For every
µ1, µ2 ∈ M(X), the generalized Wasserstein distance ›W a,bp between µ1 and µ2 is
defined by›W a,bp (µ1, µ2) := (inf {C (µ˜1, µ˜2) | µ˜1, µ˜2 ∈Mp(X), |µ˜1| = |µ˜2|})1/p
where C (µ˜1, µ˜2) = a |µ1 − µ˜1|+ a |µ2 − µ˜2|+ b
pW pp (µ˜1, µ˜2) .
The following results can be adapted from the proofs of [11, Proposition 1 and
Theorem 3].
Proposition 2.3. ([11, Proposition 1]) IfX is a Polish metric space then
(
M(X),›W a,bp )
is a metric space. Moreover, there exists µ˜1, µ˜2 ∈Mp(X) such that |µ˜1| = |µ˜2|, µ˜1 ≤
µ1, µ˜2 ≤ µ2 and ›W a,bp (µ1, µ2)p = C (µ˜1, µ˜2).
Theorem 2.4. ([11, Theorem 3]) Let X be a Polish metric space. Let µ ∈ M(X)
and let {µn} be a sequence of measures in M(X). Then ›W a,bp (µn, µ)→ 0 if and only
if µn → µ in the weak*-topology and {µn} is tight.
If measures µ˜1, µ˜2 ∈ Mp(X) with the same mass such that ›W a,bp (µ1, µ2)p =
C (µ˜1, µ˜2) then we say that (µ˜1, µ˜2) is an optimal for ›W a,bp (µ1, µ2).
3. A dual formulation for the ›W a,bp distance
In [5] we have shown a dual formulation for the W a,b1 distance. In this section,
we will provide a dual formulation for the generalized Wasserstein ›W a,bp distance for
every p ≥ 1.
Theorem 3.1. Let (X, d) be a Polish metric space. For any µ1, µ2 ∈ M(X), we
have ›W a,bp (µ1, µ2)p = sup
(ϕ1,ϕ2)∈ΦW
∑
i
∫
X
I (ϕi(x)) dµi(x),
where I(ϕ) = inf
s≥0
(sϕ+ a|1− s|) for ϕ ∈ R, and
ΦW := {(ϕ1, ϕ2) ∈ Cb(X)× Cb(X) | ϕ1(x) + ϕ2(y) ≤ (b.d(x, y))
p and
ϕ1(x), ϕ2(y) ≥ −a, ∀x, y ∈ X}.
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Let (X, d) be a metric space and consider a cost function c : X × X → [0,+∞]
that is a lower semi continuous function. For every µ1, µ2 ∈ M(X) and every
γ ∈M(X ×X), we define
Ec (µ1, µ2|γ) := a |µ1 − γ1|+ a |µ1 − γ1|+
∫
X×X
c(x, y)dγ(x, y),
where γ1, γ2 are the marginals of γ. And we define
Ec (µ1, µ2) := inf
γ∈M
Ec (µ1, µ2|γ) ,
where M =
¶
γ ∈M(X ×X)|
∫
X×X c(x, y)dγ(x, y) <∞
©
.
To prove theorem 3.1 we will prove the more general following theorem.
Theorem 3.2. Let (X, d) be a Polish metric space and let c : X ×X → [0,+∞] be
a lower semicontinuous function such that c(x, x) = 0 for every x ∈ X. Then for
every µ1, µ2 ∈M(X), we have
Ec (µ1, µ2) = sup
(ϕ1,ϕ2)∈Φc
∑
i
∫
X
I (ϕi(x)) dµi(x),
where
Φc := {(ϕ1, ϕ2) ∈ Cb(X)× Cb(X) | ϕ1(x) + ϕ2(y) ≤ c(x, y) and
ϕ1(x), ϕ2(y) ≥ −a, ∀x, y ∈ X}.
When X is a compact Polish space, theorem 3.2 is a special case of [9, Theorem
4.11], see also step 1 of the proof of [5, Theorem 1.1].
Lemma 3.3. ([9, Theorem 4.11]) Let (X, d) be a compact, Polish metric space and
let c : X ×X → [0,+∞] be a lower semicontinous function such that c(x, x) = 0 for
every x ∈ X. For every µ1, µ2 ∈M(X), we have
Ec (µ1, µ2) = sup
(ϕ1,ϕ2)∈Φc
∑
i
∫
X
I (ϕi(x)) dµi(x).
For every µ1, µ2 ∈ M(X), we define M
≤ (µ1, µ2) :=
¶
γ ∈M |pii♯γ ≤ µi, i = 1, 2
©
.
Inspired by [11, Proposition 1] we get the following lemma.
Lemma 3.4. Let X be a Polish metric space and let c : X × X → [0,+∞] be a
lower semicontinuous function. For every µ1, µ2 ∈M(X), we have
Ec (µ1, µ2) = inf
γ∈M
Ec (µ1, µ2|γ) = inf
γ∈M≤(µ1,µ2)
Ec (µ1, µ2|γ) .
Proof. It is clear that infγ∈M Ec (µ1, µ2|γ) ≤ infγ∈M≤(µ1,µ2)Ec (µ1, µ2|γ). For any
α ∈ M , let α1, α2 be the marginals of α. Suppose that α1 = fµ1 + µ
⊥
1 is the
Lebesgue decomposition of α1 with respect to µ1. We define α1 := min{f, 1}µ1.
Then α1 ≤ µ1 and α1 ≤ α1. By the Radon-Nikodym Theorem we get that there
exists a measurable function g : X → [0,∞) such that α1 = gα1 and g ≤ 1 α1-a.e.
Next, for all Borel subsets A and B ofX , we define α(A×B) :=
∫
A×B g(x)dα(x, y).
Then α(A × X) =
∫
A g(x)dα1(x) = α1(A) for every Borel subset of X . For every
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Borel subset B of X , we define α2(B) :=
∫
X×B g(x)dα(x, y). Then we also have
α2(B) = α(X × B). This means that α1 and α2 are the marginals of α. Moreover,
as g ≤ 1 α1-a.e one has α ≤ α. Therefore,∫
X×X
c(x, y)dα(x, y) ≥
∫
X×X
c(x, y)dα(x, y).(3.1)
Moreover, as α ≤ α we have α2 ≤ α2.
On the other hand, let X1 = {x ∈ X : f(x) ≤ 1} and X2 = {x ∈ X : f(x) > 1}
we get that
|µ1 − α1| =
∫
X
|1− f(x)| dµ1 + µ
⊥
1 (X)
=
∫
X1
(1− f(x))dµ1 +
∫
X2
(f(x)− 1)dµ1 + µ
⊥
1 (X)
=
∫
X1
dµ1 −
∫
X1
dα1 +
∫
X2
f(x)dµ1 −
∫
X2
dα1 + µ
⊥
1 (X)
=
∫
X1
dµ1 −
∫
X1
dα1 +
∫
X2
dα1 −
∫
X2
dα1 − µ
⊥
1 (X2) + µ
⊥
1 (X)
= |µ1 − α1|+
∫
X2
dα1 −
∫
X2
dα1 +
∫
X1
dα1 −
∫
X1
dα1
= |µ1 − α1|+ |α1 − α1|
Observe that |α1 − α1| = |α2 − α2|. Therefore,
|µ1 − α1|+ |µ2 − α2| = |µ1 − α1| − |α2 − α2|+ |µ2 − α2| ≤ |µ1 − α1|+ |µ2 − α2| .
Hence, combining with (3.1) we obtain
Ec (µ1, µ2|α) ≥ Ec (µ1, µ2|α) .
Applying this process again for α2, we can find a plan α̂ ∈M with its marginals are
α̂1 and α̂2 such that α̂ ≤ α and α̂2 ≤ µ2, α̂1 ≤ α1 ≤ µ1. And thus α̂ ∈M
≤ (µ1, µ2).
Therefore, we get that
Ec (µ1, µ2|α) ≥ Ec (µ1, µ2|α) ≥ Ec (µ1, µ2|α̂) ≥ inf
γ∈M≤(µ1,µ2)
Ec (µ1, µ2|γ) .
It implies that infγ∈M Ec (µ1, µ2|γ) ≥ infγ∈M≤(µ1,µ2)Ec (µ1, µ2|γ). Hence, we get the
result. 
The following two lemmas were proved in [5, Lemma 5.10] and [5, Lemma 5.2]
when the cost function c : X ×X → [0,+∞] is the metric d. The proofs there still
hold for general lower semicontinuous functions c.
Lemma 3.5. Let X be a Polish metric space. Let µ1, µ2 ∈M(X) and let c : X×X →
[0,+∞] be a lower semicontinuous function. Then there exists γ ∈M≤ (µ1, µ2) such
that
Ec (µ1, µ2) = Ec (µ1, µ2| γ).
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Lemma 3.6. Let X be a Polish metric space and c : X ×X → [0,+∞] be a lower
semicontinuous such that c(x, x) = 0 for every x ∈ X. For every µ1, µ2 ∈M(X) we
have
Ec (µ1, µ2) ≥ sup
(ϕ1,ϕ2)∈Φc
∑
i
∫
X
I(ϕi(x))dµi(x).
Proof of Theorem 3.2. We will prove this theorem in two steps. In the first step
we consider the cost function c is bounded and uniformly continuous. And then
applying ideas of the proof of [17, Theorem 1.3], we will prove the result for a
general lower semicontinuous cost function c in step 2.
Step 1. c is bounded and uniformly continuous on X ×X, equipped with its usual
supremum norm.
Since µ1, µ2 ∈ M(X), we have {µ1, µ2} is tight. Hence, for every ε ≥ 0 there exists
a compact set X0 ⊂ X such that µi (X \X0) ≤ ε, i = 1, 2. We define measures
µ∗i ∈ M(X) by µ
∗
i (A) = µi (A ∩X0) for all Borel subset A of X , i = 1, 2. By
lemma 3.5, let γ∗ ∈ M≤ (µ∗1, µ
∗
2) such that Ec (µ
∗
1, µ
∗
2) = a |µ
∗
1 − γ
∗
1 | + a |µ
∗
2 − γ
∗
2 | +∫
X×X c(x, y)dγ
∗(x, y), where γ∗i is the marginal of γ
∗, i = 1, 2. Then γ∗ ∈M≤ (µ1, µ2)
and for each i ∈ {1, 2} one has
|µ∗i − γ
∗
i | = µi (X0)− γ
∗
i (X) = µi(X)− γ
∗
i (X)− µi (X \X0) ≥ |µi − γ
∗
i | − ε.
Therefore,
Ec (µ
∗
1, µ
∗
2) ≥ a |µ1 − γ
∗
1 |+ a |µ2 − γ
∗
2 |+
∫
X×X
c(x, y)dγ∗(x, y)− 2aε
≥ Ec (µ1, µ2)− 2aε.
Let M∗ = {γ ∈M |γ ((X ×X) \ (X0 ×X0)) = 0} then M
∗ ⊂ M . Therefore, using
lemma 3.3 we get that
Ec (µ
∗
1, µ
∗
2) ≤ inf
γ∈M∗
ß
a |µ∗1 − γ1|+ a |µ
∗
2 − γ2|+
∫
X×X
c(x, y)dγ(x, y)
™
= inf
γ∈M∗
®
a |µ∗1 − γ1| (X0) + a |µ
∗
2 − γ2| (X0) +
∫
X0×X0
c(x, y)dγ(x, y)
´
= sup
(ϕ1,ϕ2)∈Φ∗c
∑
i
∫
X0
I (ϕi(x)) dµ
∗
i (x),
where
Φ∗c := {(ϕ1, ϕ2) ∈ Cb(X0)× Cb(X0) | ϕ1(x) + ϕ2(y) ≤ c(x, y) and
ϕ1(x), ϕ2(y) ≥ −a, ∀x, y ∈ X0}.
Moreover, there exists (ϕ∗1, ϕ
∗
2) ∈ Φ
∗
c such that∑
i
∫
X0
I (ϕ∗i (x)) dµ
∗
i (x) ≥ Ec (µ
∗
1, µ
∗
2)− ε ≥ Ec (µ1, µ2)− (2a+ 1)ε.
For each x ∈ X we define ϕ1(x) := min{ϕ
c
2(x), a}, where ϕ
c
2(x) = infy∈X0(c(x, y)−
ϕ∗2(y)). As c is uniformly continuous, we get that ϕ
c
2 is continuous on X and thus
BARYCENTERS IN GENERALIZED WASSERSTEIN SPACES 7
ϕ1 ∈ Cb(X). For each x ∈ X0 one has ϕ
∗
1(x) + ϕ
∗
2(x) ≤ c(x, x) = 0. It implies that
ϕ∗1(x), ϕ
∗
2(y) ∈ [−a, a] for every x, y ∈ X0. Moreover, as ϕ
∗
1(x) + ϕ
∗
2(y) ≤ c(x, y) for
every x, y ∈ X0, one has ϕ
∗
1(x) ≤ ϕ1(x) for every x ∈ X0. For each x ∈ X we have
c(x, y)− ϕ∗2(y) ≥ −ϕ
∗
2(y) ≥ −a. Hence, ϕ1(x) ≥ −a for every x ∈ X .
Next, for each y ∈ X , we define ϕ2(y) := infx∈X (c(x, y)− ϕ1(x)). Then ϕ2 ∈
Cb(X) and for every x, y ∈ X one has ϕ1(x) + ϕ2(y) ≤ c(x, y). By the same
arguments as above, we also have ϕ2(y) ≥ −a for every y ∈ X and ϕ2 ≥ ϕ
∗
2 on X0.
Observe that, for every ϕ ∈ R we have
I(ϕ) = inf
s≥0
(sϕ+ a|1− s|) =

a if ϕ > a
ϕ if − a ≤ ϕ ≤ a
−∞ otherwise
.
Therefore, we get that∑
i
∫
X
I (ϕi(x)) dµi(x) =
∫
X0
I (ϕi(x)) dµ
∗
i (x) +
∑
i
∫
X\X0
I (ϕi(x)) dµi(x)
≥
∑
i
∫
X0
I (ϕ∗i (x)) dµ
∗
i (x)− a (µ1 (X\X0) + µ2 (X\X0))
≥ Ec (µ1, µ2)− (4a+ 1)ε.
Hence, sup(ϕ1,ϕ2)∈Φc
∑
i
∫
X I (ϕi(x)) dµi(x) ≥ Ec (µ1, µ2). By lemma 3.6 we get the
result.
Step 2. c : X × X → [0,+∞] is a lower semicontinuous function such that
c(x, x) = 0 for every x ∈ X.
We can write c = supn∈N cn, where (cn)n∈N is a nondecreasing sequence of non-
negative, uniformly continuous functions on X ×X [14, Exercise 22 of Chapter 2].
Replacing cn by min{cn, n}, we can assume that each cn is bounded.
As 0 ≤ cn ≤ c for every n ∈ N, one has cn(x, x) = 0 for every x ∈ X . Moreover,
cn is uniformly continuous and bounded for each n ∈ N. Therefore, for every
µ1, µ2 ∈M(X), applying step 1 we get that
Ecn (µ1, µ2) = sup
(ϕ1,ϕ2)∈Φcn
∑
i
∫
X
I (ϕi(x)) dµi(x).
Since cn ≤ c for every n ∈ N, one has Φcn ⊂ Φc. So that
sup
(ϕ1,ϕ2)∈Φcn
∑
i
∫
X×X
I(ϕi(x))dµi(x) ≤ sup
(ϕ1,ϕ2)∈Φc
∑
i
∫
X×X
I(ϕi(x))dµi(x).
Therefore,
sup
n∈N
sup
(ϕ1,ϕ2)∈Φcn
∑
i
∫
X×X
I(ϕi(x))dµi(x) ≤ sup
(ϕ1,ϕ2)∈Φc
∑
i
∫
X×X
I(ϕi(x))dµi(x).
This yields,
sup
n∈N
Ecn (µ1, µ2) ≤ sup
(ϕ1,ϕ2)∈Φc
∑
i
∫
X×X
I(ϕi(x))dµi(x).
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Therefore, we need to prove that supn∈NEcn (µ1, µ2) ≥ Ec (µ1, µ2). Furthermore,
Ecn (µ1, µ2) is nondecreasing and bounded above by Ec (µ1, µ2). Hence, we only
need to show that limn→∞Ecn (µ1, µ2) ≥ Ec (µ1, µ2).
By lemma 3.5, for each n ∈ N, there exists γn ∈M
≤ (µ1, µ2) such that
Ecn (µ1, µ2) = a
∣∣∣µ1 − pi1♯ γn∣∣∣+ a ∣∣∣µ2 − pi2♯ γn∣∣∣+ ∫
X×X
cn(x, y)dγn(x, y).
Since µ1, µ2 ∈ M(X), one has {µ1, µ2} is tight. Therefore, for every ε > 0 there
exists a compact subset Kε of X such that µi (X \Kε) < ε, i = 1, 2. And thus, for
every n ∈ N, we have
γn(X×X \Kε×Kε) ≤ pi
1
♯ γn(X \Kε)+pi
2
♯ γn(X \Kε) ≤ µ1(X \Xε)+µ2(X \Xε) < 2ε.
Therefore {γn}n∈N is tight. As µi ∈ M(X) and pi
i
♯γn ≤ µi for every i = 1, 2, n ∈ N
we get that {γn}n∈N is bounded. Therefore, using Prokhorov’s theorem, passing
to a subsequence we can assume that γn → γ as n → ∞ in the weak*-topology
for some γ ∈ M(X × X). Hence, applying [10, Theorem 6.1 page 40] we get that
lim supn→∞ γn(X×X) ≤ γ(X×X) ≤ lim infn→∞ γn(X×X). Therefore, γ(X×X) =
limn→∞ γn(X ×X).
Next we will prove that pii♯γ ≤ µi for every i = 1, 2. Let A be a Borel subset of X .
Using [10, Theorem 6.1 page 40] again we get that γ(U ×X) ≤ lim infn→∞ γn(U ×
X) ≤ µ(U) for every U ⊂ X open. Therefore
pi1♯ γ(A) = γ(A×X)
= inf{γ(V ) : V ⊂ X ×X open , A×X ⊂ V }
≤ inf{γ(U ×X) : U ⊂ X open , A ⊂ U}
≤ inf{µ(U) : U ⊂ X open , A ⊂ U}
= µ(A).
This means pi1♯ γ ≤ µ1. Similarly, we also have pi
2
♯ γ ≤ µ2. Therefore, for each i ∈ {1, 2}
we get that
lim
n→∞
∣∣∣µi − pii♯γn∣∣∣ = ∣∣∣µi − pii♯γ∣∣∣ .(3.2)
On the other hand, for each n ∈ N, if m ≤ n then
∫
X×X cn(x, y)dγn(x, y) ≥∫
X×X cm(x, y)dγn(x, y). So that
Ecn (µ1, µ2) ≥ a
∣∣∣µ1 − pi1♯ γn∣∣∣+ a ∣∣∣µ2 − pi2♯ γn∣∣∣+ ∫
X×X
cm(x, y)dγn(x, y).(3.3)
As cm is continuous and bounded for each m ∈ N, we have
∫
X×X cm(x, y)dγn(x, y)→∫
X×X cm(x, y)dγ(x, y) as n→∞. Therefore, since (3.2) and (3.3) we obtain that
lim
n→∞
Ecn (µ1, µ2) ≥ a
∣∣∣µ1 − pi1♯ γ∣∣∣+ a ∣∣∣µ2 − pi2♯ γ∣∣∣+ ∫
X×X
cm(x, y)dγ(x, y)
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Since cm is a nondecreasing sequence of nonnegative continuous functions, by mono-
tone convergence we get that
lim
m→∞
∫
X×X
cm(x, y)dγ(x, y) =
∫
X×X
c(x, y)dγ(x, y).
Hence, we obtain
lim
n→∞
Ecn (µ1, µ2) ≥ a
∣∣∣µ1 − pi1♯ γ∣∣∣+ a ∣∣∣µ2 − pi2♯ γ∣∣∣+ limm→∞
∫
X×X
cm(x, y)dγ(x, y)
= a
∣∣∣µ1 − pi1♯ γ∣∣∣+ a ∣∣∣µ2 − pi2♯ γ∣∣∣+ ∫
X×X
c(x, y)dγ(x, y)
≥ Ec (µ1, µ2) .
Therefore, the proof is completed. 
Lemma 3.7. Let (X, d) be a Polish metric space. For any a, b > 0, p ≥ 1, let
c(x, y) = (b.d(x, y))p for every x, y ∈ X. Then for every µ1, µ2 ∈M(X) we have›W a,bp (µ1, µ2) = (Ec (µ1, µ2))1/p .
Proof. Let (µ˜1, µ˜2) be an optimal for ›W a,bp (µ1, µ2) such that |µ˜1| = |µ˜2| and µ˜1 ≤
µ1, µ˜2 ≤ µ2. Let p˜i be an optimal transference between µ˜1 and µ˜2. We define
γ˜ := |µ˜1| p˜i. Then µ˜1, µ˜2 are the marginals of γ˜ and
W pp (µ˜1, µ˜2) = |µ˜1|
∫
X×X
dp(x, y)dp˜i(x, y) =
∫
X×X
dp(x, y)dγ˜(x, y).
Therefore,
›W a,bp (µ1, µ2)p = a |µ1 − µ˜1|+a |µ2 − µ˜2|+bp ∫
X×X
dp(x, y)dγ˜(x, y) ≥ inf
γ∈M
Ec (µ1, µ2|γ) .
Hence, ›W a,bp (µ1, µ2)p ≥ Ec (µ1, µ2) .
Conversely, for every γ ∈M let γ1 and γ2 be the marginals of γ. Then |γ1| = |γ2|
and for each i ∈ {1, 2} one has γi ∈Mp(X). Therefore,
Ec (µ1, µ2|γ) ≥ a |µ1 − γ1|+ a |µ2 − γ2|+ b
pW pp (γ1, γ2) ≥
›W a,bp (µ1, µ2)p .
So that Ec (µ1, µ2) ≥›W a,bp (µ1, µ2)p. 
Proof of theorem 3.1. In theorem 3.2 let c(x, y) = (b.d(x, y))p for every x, y ∈ X and
using lemma 3.7 we get the result. 
4. Barycenter problem and an its dual problem
Let (X, d) be a Polish metric space. For every integer k ≥ 2, we consider k
measures µ1, µ2, . . . , µk in M(X) such that supp(µi) is a compact subset of X for
every i ∈ {1, . . . , k}. Let λ1, λ2, . . . , λk be positive real numbers such that
∑k
i=1 λi =
1 and let K =
⋃k
i=1 supp(µi), we consider the following problem
(B) inf
supp(µ)⊂K
k∑
i=1
λi›W a,b2 (µi, µ)2 .
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Theorem 4.1. Problem (B) has solutions.
Proof. For every µ ∈M(X) such that supp(µ) ⊂ K, let J(µ) =
∑k
i=1 λi
›W a,b2 (µi, µ)2 .
Let {µn}n∈N be a minimizing sequence of (B). For every n ∈ N, let x 6∈ supp(µ
n)
then there exists an open neighborhood Ux of x such that µ
n (Ux) = 0. Since X is
separable and {Ux}x∈X\supp(µn) is an open cover of X\supp(µ
n), applying Lindelo¨f
theorem there is a countable subcover {Uxi}i. Therefore, µ
n (X\supp(µn)) = 0.
Moreover, supp(µn) ⊂ K for every n ∈ N. Thus, for every n ∈ N , µn(X\K) = 0. It
implies that {µn}n∈N is tight.
We now prove that {µn}n∈N is bounded. For every n ∈ N and every i ∈ {1, 2, . . . , k},
using theorem 3.1 we get that
›W a,b2 (µn, µi)2 = sup ¶ ∫
X
ϕ1(x)dµ
n(x) +
∫
X
ϕ2(x)dµi(x)| (ϕ1, ϕ2) ∈ ΦW
©
,
We set ϕ1(x) = a, ϕ2(x) = −a for every x ∈ X then
λi.›W a,b2 (µn, µi)2 ≥ λiaµn(X)− λiaµi(X)
This yields,
|µn| ≤
1
a
J (µn) +
k∑
i
λi|µi|, for every n ∈ N.
As µi ∈ M(X) for every i ∈ {1, 2, . . . , k} and J (µ
n) is bounded, we obtain that
{µn}n∈N is bounded. Therefore, applying Prokhorov’s theorem, passing to a subse-
quence we can assume that µn → µ as n → ∞ in the weak*-topology for some
µ ∈ M(X). Furthermore, as {µn}n∈N is tight, using theorem 2.4 we get that
limn→∞›W a,b2 (µn, µ) = 0. Hence limn→∞ J (µn) = J(µ).
We now show that supp(µ) ⊂ K. As X\K is an open set, applying [10, Theorem
6.1] we get that
0 = lim inf
n→∞
µn(X\K) ≥ µ(X\K).
Therefore X\K ⊂ X\supp(µ). Hence, supp(µ) ⊂ K. 
Definition 4.2. Let X be a Polish metric space. For every integer k ≥ 2, let
µ1, . . . , µ2 ∈ M(X) such that supp(µi) is a compact subset of X, for every i ∈
{1, . . . , k}. Let k positive real numbers λ1, . . . , λk such that
∑k
i=1 λi = 1. We say
that µ ∈M(X) is a generalized Wasserstein barycenter of (µ1, . . . , µk) with weights
(λ1, . . . , λk) if µ is a solution of (B). We denote by BC ((µi, λi)1≤i≤k) the set of all
generalized Wasserstein barycenters of (µ1, . . . , µk) with weights (λ1, . . . , λk).
In general, barycenters in a generalized Wasserstein space are not unique.
Example 4.3. Let X = R, a = b = 1 and λ1 = λ2 = 1/2. For every x ≥ 0 let
µ1 = δx and µ2 = 3δx. Then we have {µ ∈M(R)|supp(µ) ⊂ {x}} = {qδx|q ≥ 0}.
For every q ≥ 0, let (µ˜1, µ˜2) be an optimal for ›W 1,12 (δx, qδx). Since |µ˜1| = |µ˜2|, µ˜1 ≤
δx, µ˜2 ≤ qδx, we must have µ˜1 = µ˜2 = rδx where 0 ≤ r ≤ min{q, 1}. Hence, we get
that ›W 1,12 (δx, qδx)2 = min{q + 1− 2r|0 ≤ r ≤ min{q, 1}}.
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Similarly, we also get that
›W 1,12 (3δx, qδx)2 = min{q + 3− 2s|0 ≤ s ≤ min{q, 3}}.
It is easy to check that
λ1.min{q+ 1− 2r|0 ≤ r ≤ min{q, 1}}+ λ2.min{q +3− 2s|0 ≤ s ≤ min{q, 3}} = 1,
and the minimum is attained when q ∈ [1, 3]. Therefore, BC((µ1, λ1), (µ2, λ2)) =
{qδx|q ∈ [1, 3]}.
We now prove the consistency of barycenters in generalized Wasserstein spaces
which has been shown in [2, Theorem 3.1] for the Wasserstein setting.
Theorem 4.4. Let (X, d) be a Polish metric space. For every integer k ≥ 2, let
{µni } ⊂ M(X) be sequences converging in generalized Wasserstein distance to com-
pactly supported measure µi ∈M(X) for every i ∈ {1, . . . , k}. Let K =
⋃k
i=1 supp(µi)
and let k positive integers λ1, . . . , λk such that
∑k
i=1 λi = 1. For each n ∈ N, suppose
that supp(µni ) ⊂ K for every i ∈ {1, . . . , k}. Then BC ((µ
n
i , λi)1≤i≤k) is a nonempty
set for every n ∈ N. Moreover, for every n ∈ N, let µnB ∈ BC ((µ
n
i , λi)1≤i≤k) then the
sequence {µnB} is precompact in (M(X),
›W a,b2 ) and any its limit point is a generalized
Wasserstein barycenter of (µ1, . . . , µk) with weights (λ1, . . . , λk).
Proof. Since supp(µni ) ⊂ K and K is compact, one has supp(µ
n
i ) is compact for
every n ∈ N and every i ∈ {1, . . . , k}. Therefore, BC ((µni , λi)1≤i≤k) is a nonempty
set for every n ∈ N, this follows from theorem 4.1.
We now prove the second part. Since µnB ∈ BC ((µ
n
i , λi)1≤i≤k), we get that
supp(µnB) ⊂
⋃k
i=1 supp(µ
n
i ) ⊂ K, for every n ∈ N. Then µ
n
B (X\K) = 0 for
every n ∈ N. Therefore, {µnB} is tight. Let µB ∈ BC ((µi, λi)1≤i≤k). Since›W a,b2 (µni , µi)→ 0 as n→∞ for every i ∈ {1, . . . , k} we get that
lim
n→∞
›W a,b2 (µB, µni ) =›W a,b2 (µB, µi) <∞
Therefore, {›W a,b2 (µB, µni )}n is bounded for every i ∈ {1, . . . , k}. Moreover,
k∑
i=1
λi›W a,b2 (µnB, µni )2 ≤ k∑
i=1
λi›W a,b2 (µB, µni )2 , for every n ∈ N.(4.1)
This yields,›W a,b2 (µnB, µni ) is bounded for every i ∈ {1, . . . , k}. As µni → µi as n→∞
in the weak*-topology, applying [10, Theorem 6.1] we get that limn→∞ µ
n
i (X) =
µi(X) < ∞. Thus, {µ
n
i } is bounded for every i ∈ {1, . . . , k}. Therefore, using
theorem 3.1 and by the same arguments in the proof of theorem 4.1 we obtain that
{µnB} is bounded. Hence, applying Prokhorov’s theorem, passing to a subsequence
we can assume that µnB → µ̂B as n→∞ in the weak*-topology for some µ̂B ∈M(X).
Observe that, from µnB (X\K) = 0 for every n ∈ N and X\K is an open set, we
get that µ̂B(X\K) = 0 and thus supp(µ̂B) ⊂ K. Furthermore, from theorem 2.4
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we also have ›W a,b2 (µnB, µ̂B)→ 0 as n→∞. This implies that the sequence {µnB} is
precompact in generalized Wasserstein topology and we also get that
lim
n→∞
›W a,b2 (µnB, µni ) =›W a,b2 (µ̂B, µi) , for every i ∈ {1, . . . , k}.
Hence, since (4.1) we get that
k∑
i=1
λi›W a,b2 (µ̂B, µi)2 = limn→∞
k∑
i=1
λi›W a,b2 (µnB, µni )2
≤ lim
n→∞
k∑
i=1
λi›W a,b2 (µB, µni )2
=
k∑
i=1
λi›W a,b2 (µB, µi)2 .
Therefore, µ̂B ∈ BC ((µi, λi)1≤i≤k). 
Next, we will study the a dual problem of problem (B). For every λ > 0 and every
function f ∈ Cb(K) such that f(x) ≤ λa for every x ∈ K where K =
⋃k
i=1 supp(µi),
we define Sλf(x) := infy∈K {λb
2d2(x, y)− f(y)} and Sλf(x) := min {Sλf(x), λa}.
For every integer k ≥ 2 and for each i ∈ {1, 2, . . . , k} we define function Hi :
Cb(K)→ R by
Hi(f) :=
®
−
∫
K Sλif(x)dµi(x) if f ∈ Fλi
+∞ otherwise,
where Fλi := {f ∈ Cb(K)|f(x) ≤ λia for every x ∈ K}. Then Hi is a convex func-
tion on Fλi .
We denote by Ms(K) (resp. Mc(K)) the space of signed (resp. nonnegative)
Radon measures µ with finite mass on X such that µ is concentrated on K, i.e.
µ(X\K) = 0. Then Ms(K) is the dual space of Cb(K), since K is compact. For
every µ ∈Ms(K), the Legendre-Fenchel transform of Hi is
H∗i (µ) = sup
ß∫
K
f(x)dµ(x)−Hi(f)|f ∈ Cb(K)
™
= sup
ß∫
K
f(x)dµ(x)−Hi(f)|f ∈ Fλi
™
= sup
ß∫
K
f(x)dµ(x) +
∫
K
Sλif(x)dµi(x)|f ∈ Fλi
™
.
We consider the following problem
(B∗) sup
{
k∑
i=1
∫
K
Sλifi(x)dµi(x)|fi ∈ Fλi ,
k∑
i=1
fi = 0
}
.
Lemma 4.5. Let X be a Polish metric space then inf(B) ≥ sup(B∗).
Proof. For i = 1, 2, . . . , k let any fi ∈ Fλi such that
∑k
i=1 fi = 0. Then Sλifi(x) +
fi(y) ≤ λib
2d2(x, y) for every x, y ∈ K and every i ∈ {1, 2, . . . , k}. For every
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µ ∈ Mc(K), let γi ∈ M
≤ (µ, µi) be an optimal plan for ›W a,b2 (µ, µi). Since µi is
concentrated on K for every i = 1, . . . , k, we get that
›W a,b2 (µ, µi)2 = a Äµ− pi1♯ γiä (K) + a Äµi − pi2♯ γiä (K) + b2 ∫
K×K
d2(x, y)dγi(x, y).
As γi ∈ M
≤ (µ, µi), by Radon-Nikodym Theorem there exist measurable functions
ϕ1, ϕ2 : K → [0,+∞) such that pi
1
♯ γi = ϕ1µ,pi
2
♯ γi = ϕ2µi and ϕ1 ≤ 1 µ-a.e, ϕ2 ≤
1 µi-a.e. Therefore, we get that›W a,b2 (µ, µi)2 = a ∫
K
(1− ϕ1) dµ+ a
∫
K
(1− ϕ2) dµi + b
2
∫
K×K
d2(x, y)dγi(x, y)
≥ a
∫
K
(1− ϕ1) dµ+ a
∫
K
(1− ϕ2) dµi +
1
λi
∫
K×K
î
fi(x) + Sλifi(y)
ó
dγi(x, y)
=
∫
K
ñ
a (1− ϕ1) +
1
λi
fi.ϕ1
ô
dµ+
∫
K
ñ
a (1− ϕ2) +
1
λi
Sλifi.ϕ2
ô
dµi.
Moreover, ϕ1(x), ϕ2(x) ≥ 0 for every x ∈ X and ϕ1 ≤ 1 µ-a.e, ϕ2 ≤ 1 µi-a.e,
fi(x)/λi ≤ a, Sλifi(x)/λi ≤ a for every x ∈ K. Therefore, we obtain that
a (1− ϕ1(x)) + (fi(x)/λi) .ϕi(x) ≥ fi(x)/λi, µ− a.e,
a (1− ϕ2(x)) +
Ä
Sλifi(x)/λi
ä
.ϕ2(x) ≥ Sλifi(x)/λi, µi − a.e.
Hence, for every i ∈ {1, 2, . . . , k}, we get that
λi›W a,b2 (µ, µi)2 ≥ ∫
K
fi(x)dµ(x) +
∫
K
Sλifi(x)dµi(x).(4.2)
Thus,
k∑
i=1
λi›W a,b2 (µ, µi)2 ≥ k∑
i=1
∫
K
fi(x)dµ(x) +
k∑
i=1
∫
K
Sλifi(x)dµi(x)
=
k∑
i=1
∫
K
Sλifi(x)dµi(x).
This yields,
inf
{
k∑
i=1
λi›W a,b2 (µ, µi)2 | supp(µ) ⊂ K
}
≥
k∑
i=1
∫
K
Sλifi(x)dµi(x).
Hence, we get the result. 
Lemma 4.6. Let X be a Polish metric space. Then for every i ∈ {1, 2, . . . , k} we
have H∗i (µ) = λi
›W a,b2 (µ, µi)2 if µ ∈Mc(K) and +∞ otherwise.
Proof. If µ ∈Ms(K)\Mc(K) then there exists g ∈ Cb(K), g ≤ 0 such that
∫
K g(x)dµ(x) >
0. For every t ∈ R, t ≥ 0 let f = t.g then f ∈ Fλi and Sλi(tf(x)) ≥ 0 for every
x ∈ K. Therefore,
H∗i (µ) ≥ sup
t≥0
∫
K
fdµ = +∞.
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We now consider µ ∈Mc(K). Since (4.2), it is clear that λi›W a,b2 (µ, µi)2 ≥ H∗i (µ).
So we need to prove that λi›W a,b2 (µ, µi)2 ≤ H∗i (µ). We define
ΦK :=
¶
(ϕ1, ϕ2) ∈ Cb(K)× Cb(K)|ϕ1(x) + ϕ2(y) ≤ b
2d2(x, y), ϕ1(x), ϕ2(y) ≥ −a, ∀x, y ∈ K
©
.
Let any (ϕ1, ϕ2) ∈ ΦK then λiϕ1(x) + λiϕ2(y) ≤ λib
2d2(x, y) for every x, y ∈ K and
every i = 1, . . . , k. Therefore, λiϕ2(y) ≤ Sλi (λiϕ1(y)) for every y ∈ K. Observe
that ϕ2(y) ∈ [−a, a] for every y ∈ K, we get that λiϕ2(y) ≤ Sλi (λiϕ1(y)) for every
y ∈ K. As λiϕ1(x) ≤ λia for every x ∈ K, one has λiϕ1 ∈ Fλi. Hence, we obtain
that∫
K
λiϕ1(x)dµ(x) +
∫
K
λiϕ2(y)dµi(y) ≤
∫
K
λiϕ1(x)dµ(x) +
∫
K
Sλi (λiϕ1(y)) dµi(y)
≤ H∗i (µ).
Applying theorem 3.1 we get that
›W a,b2 (µ, µi)2 = sup
(ϕ1,ϕ2)∈ΦK
ß∫
K
ϕ1(x)dµ(x) +
∫
K
ϕ2(y)dµi(y)
™
≤
1
λi
H∗i (µ).
Hence, λi›W a,b2 (µ, µi)2 ≤ H∗i (µ) for every µ ∈Mc(K) and every i ∈ {1, 2, . . . , k}. 
Let F := {f ∈ Cb(K)|f(x) ≤ a for every x ∈ K}. We define H : Cb(K) → R by
H(f) = inf
¶∑k
i=1Hi (fi) |fi ∈ Fλi ,
∑k
i=1 fi = f
©
if f ∈ F and +∞ otherwise.
Lemma 4.7. H is convex on F and H∗(µ) =
∑k
i=1H
∗
i (µ) for every µ ∈Ms(K).
Proof. For every g1, g2 ∈ F and every t ∈ [0, 1] we will check thatH (tg1 + (1− t)g2) ≤
tH(g1) + (1− t)H(g2). Let any f i, f̂i ∈ Fλi such that
∑k
i=1 f i = g1 and
∑k
i=1 f̂i = g2
then tf i+(1−t)f̂i ∈ Fλi and
∑k
i=1
î
tf i + (1− t)f̂i
ó
= tg1+(1−t)g2. As Hi is convex
on Fλi for every i = 1, . . . , k, we get that
t
k∑
i=1
Hi
Ä
f i
ä
+ (1− t)
k∑
i=1
Hi
Ä
f̂i
ä
=
k∑
i=1
î
tHi
Ä
f i
ä
+ (1− t)Hi
Ä
f̂i
äó
≥
k∑
i=1
Hi
Ä
tf i + (1− t)f̂i
ä
≥ H (tg1 + (1− t)g2) .
Therefore, H (tg1 + (1− t)g2) ≤ tH(g1) + (1− t)H(g2). It implies that H is convex
on F .
We now show that H∗(µ) =
∑k
i=1H
∗
i (µ) for every µ ∈ Ms(K). For every µ ∈
Ms(K), by definition of the Legendre-Fenchel one has
H∗(µ) = sup
f∈Cb(K)
ß∫
K
fdµ−H(f)
™
= sup
f∈F
ß∫
K
fdµ−H(f)
™
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= sup
f∈F
{∫
K
fdµ− inf
{
k∑
i=1
Hi(fi)|fi ∈ Fλi ,
k∑
i=1
fi = f
}}
= sup
f∈F
{∫
K
fdµ+ sup
{
k∑
i=1
∫
K
Sλifidµi|fi ∈ Fλi,
k∑
i=1
fi = f
}}
.
For every fi ∈ Fλi let f =
∑k
i=1 fi then f ∈ F . Therefore, for every µ ∈ Ms(K) we
get that
k∑
i=1
Å∫
K
fi(x)dµ(x) +
∫
K
Sλifi(x)dµi(x)
ã
=
∫
K
f(x)dµ(x) +
k∑
i=1
∫
K
Sλifi(x)dµi(x)
≤ H∗(µ).
This yields,
k∑
i=1
H∗i (µ) =
k∑
i=1
sup
ß∫
K
fi(x)dµ(x) +
∫
K
Sλifi(x)dµi(x)|fi ∈ Fλi
™
= sup
{
k∑
i=1
Å∫
K
fi(x)dµ(x) +
∫
K
Sλifi(x)dµi(x)
ã
|fi ∈ Fλi
}
≤ H∗(µ).
Conversely, for every f ∈ F let G :=
¶
(f1, . . . , fk)|fi ∈ Fλi ,
∑k
i=1 fi = f
©
. Then we
get that∫
K
fdµ+ sup
(f1,...,fk)∈G
k∑
i=1
∫
k
Sλifidµi = sup
(f1,...,fk)∈G
{∫
K
fdµ+
k∑
i=1
∫
k
Sλifidµi
}
= sup
(f1,...,fk)∈G
{∫
K
k∑
i=1
fidµ+
k∑
i=1
∫
k
Sλifidµi
}
≤
k∑
i=1
sup
fi∈Fλi
ß∫
K
fidµ+
∫
k
Sλifidµi
™
=
k∑
i=1
H∗i (µ).
Hence, we get the result. 
Inspired by [1, Proposition 2.2] we get the following theorem.
Theorem 4.8. Let (X, d) be a Polish metric space then inf(B) = sup(B∗).
Proof. Combining lemma 4.6 and lemma 4.7 we obtain that
inf(B) = inf
µ∈Mc(K)
k∑
i=1
H∗i (µ) = −
(
k∑
i=1
H∗i
)∗
(0) = −H∗∗(0).
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Furthermore, we also have sup(B∗) = −H(0). Thus, we only need to prove that
H∗∗(0) = H(0). For every f ∈ F , let fi ∈ Fλi such that
∑k
i=1 fi = f . As fi(x) ≤ λia
for every x ∈ K and every i = 1, . . . , k, one has
Sλifi(x) = inf
y∈K
¶
λib
2d2(x, y)− fi(y)
©
≥ −λia for every x ∈ K.
Therefore, Hi (fi) ≤ λia. Moreover, since Sλif(x) ≤ λia for every x ∈ K, we also
have Hi(fi) ≥ −λia. Hence H is bounded on F . Thanks to lemma 4.7, one has H is
convex on F . We denote by F˚ the interior of F , then F˚ is also a convex set. Applying
[6, Lemma 2.1] we get that H is continuous in F˚ endowed with the supremum norm
‖ · ‖∞. Observe that 0 ∈ F˚ , using [6, Proposition 3.1 and Proposition 4.1] we obtain
that H∗∗(0) = H(0). Hence, we get the result. 
Theorem 4.9. Let (X, d) be a Polish metric space then problem (B∗) has solutions.
To prove this theorem, we will prove the following lemma
Lemma 4.10. Let (X, d) be a Polish metric space. For every λ > 0, let f ∈ Fλ then
Sλf and (Sλ ◦ Sλ) f are 2λb
2D-Lipschitz functions on K, where D = diam(K).
Proof. As K is a compact subset of X then K is bounded and thus D = diam(K) <
∞. Let any x1, x2 ∈ K. For every ε > 0, there exists y0 ∈ K such that Sλf (x2) ≥
λb2d2 (x2, y0)−f (y0)−ε. Moreover, it is clear that Sλf (x1) ≤ λb
2d2 (x1, y0)−f (y0).
Hence, we get that
Sλf (x1)− Sλf (x2) ≤ λb
2
î
d2 (x1, y0)− d
2 (x2, y0)
ó
+ ε
≤ λb2d (x1, x2) [d (x1, y0) + d (x2, y0)] + ε
≤ 2λb2Dd (x1, x2) + ε.
Similarly, Sλf (x2) − Sλf (x1) ≤ 2λb
2Dd (x1, x2) + ε. Therefore, Sλf is a 2λb
2D-
Lipschitz function. By the same arguments above, we also get that (Sλ ◦ Sλ) f is a
2λb2D-Lipschitz function. 
Proof of theorem 4.9. Let fn = (fn1 , . . . , f
n
k ) be a maximizing sequence for (B
∗).
For each i ∈ {1, . . . , k − 1} we define f˜ni := (Sλi ◦ Sλi) f
n
i . Then f˜
n
i is bounded on
K for every i = 1, . . . , k − 1. Since Sλifi(x) ≥ −λia for every x ∈ K and every
i = 1, . . . , k − 1, we get that
f˜ni (x) = inf
y∈K
¶
λib
2d2(x, y)− Sλif
n
i (y)
©
≤ −Sλif
n
i (x) ≤ λia for every x ∈ K.
Moreover, it is easy to see that fni ≤ f˜
n
i on K and Sλi f˜
n
i = Sλif
n
i for every i =
1, . . . , k − 1. Hence Sλi f˜
n
i = Sλif
n
i for every i = 1, . . . , k − 1. For every n ∈ N,
we define f˜nk := −
∑k−1
i=1 f˜
n
i . As f
n
i ≤ f˜
n
i on K, one has f˜
n
k ≤ −
∑k−1
i=1 f
n
i = f
n
p .
Thus, f˜nk (x) ≤ λka for every x ∈ K and Sλk f˜
n
k ≥ Sλkf
n
k for every n ∈ N. Thus,
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Sλk f˜
n
k ≥ Sλkf
n
k for every n ∈ N. Therefore, we obtain that
lim sup
n→∞
k∑
i=1
∫
K
Sλi f˜
n
i (x)dµi(x) ≥ limn→∞
k∑
i=1
∫
K
Sλif
n
i (x)dµi(x) = sup(B
∗).
Using lemma 4.10 we get that f˜ni is a 2λib
2D-Lipschitz function on K for every
i = 1, . . . , k − 1 and every n ∈ N. As f˜nk := −
∑k−1
i=1 f˜
n
i and
∑k
i=1 λi = 1, we obtain
that f˜nk is a 2 (1− λk) b
2D-Lipschitz function on K. Then applying Ascoli-Arzela
Theorem on compact set K and using a standard diagonal argument there exists
a subsequence of f˜n =
Ä
f˜n1 , . . . , f˜
n
k
ä
which we still denote by
¶
f˜n
©
such that f˜n
converges uniformly to f˜ =
Ä
f˜1, . . . , f˜k
ä
. Then f˜i ∈ Fλi for every i ∈ {1, . . . , k}. As∑k
i=1 f˜
n
i = 0 for every n ∈ N, we get that
∑k
i=1 f˜i = 0. This yields,
k∑
i=1
∫
K
Sλi f˜i(x)dµi(x) ≤ sup(B
∗) ≤
k∑
i=1
lim sup
n→∞
∫
K
Sλi f˜
n
i (x)dµi(x)
Applying Fatou Lemma, we obtain that
k∑
i=1
∫
K
Sλi f˜i(x)dµi(x) ≤ sup(B
∗)
≤
k∑
i=1
∫
K
lim sup
n→∞
Sλi f˜
n
i (x)dµi(x)
=
k∑
i=1
∫
K
lim sup
n→∞
ï
min
ß
inf
y∈K
¶
λib
2d2(x, y)− f˜ni (y)
©
, λia
™ò
dµi(x)
≤
k∑
i=1
∫
K
min
ß
inf
y∈K
ß
lim sup
n→∞
Ä
λib
2d2(x, y)− f˜ni (y)
ä™
, λia
™
dµi(x)
=
k∑
i=1
∫
K
min
ß
inf
y∈K
¶
λib
2d2(x, y)− f˜i(y)
©
, λia
™
dµi(x)
=
k∑
i=1
∫
K
Sλi f˜i(x)dµi(x).
Therefore, we must have equality everywhere. Hence, we get the result. 
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