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Abstract
In recent years, a tight connection has emerged between modal logic on the one hand and coalgebras, understood as generic
transition systems, on the other hand. Here, we prove that (finitary) coalgebraic modal logic has the finite model property. This
fact not only reproves known completeness results for coalgebraic modal logic, which we push further by establishing that every
coalgebraic modal logic admits a complete axiomatisation in rank 1; it also enables us to establish a generic decidability result and a
first complexity bound. Examples covered by these general results include, besides standard Hennessy–Milner logic, graded modal
logic and probabilistic modal logic.
© 2007 Elsevier Inc. All rights reserved.
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0. Introduction
Coalgebra has recently had increasing success as a generic theory of reactive systems, providing a unifying per-
spective on a wide variety of system types [24]. Many concepts of concurrency theory can be cast in the coalgebraic
framework; these include general notions of bisimulation, coinduction, and corecursion, as well as generic modal logics.
The latter include the seminal coalgebraic logic [16] and the more recent coalgebraic modal logic [12,22,14,19,21];
here, we focus on coalgebraic modal logic, as it stays close to the traditional syntax and semantics of modal logic.
The role of coalgebraic modal logic is twofold: on the one hand, one obtains a suitable generic reactive specification
language, which respects encapsulation of the state space, i.e. relates well to behavioural equivalence of states [21,26],
and is sufficiently intuitive for use in actual software specification languages, including object-oriented specifica-
tion [23,14,17]. On the other hand, coalgebraic modal logics frequently correspond to known modal logics such as
graded modal logic or probabilistic modal logic, and thus provide these logics with a coalgebraic semantics.
In [20] and subsequent work [5,13], a weak completeness result for coalgebraic modal logic has been established
stating that a deductive system consisting of propositional entailment, a congruence rule, and a given axiomatisation
in rank 1 (i.e. with nesting depth of modal operators uniformly equal to 1) is weakly complete, provided that the
axiomatisation is one-step complete. (Strong completeness cannot be expected in general, as many coalgebraic modal
logics fail to be compact.) Here, we exhibit a finite model construction which relies on one-step completeness. We
thus reprove the mentioned weak completeness result. Moreover, we show that every coalgebraic modal logic has
E-mail address: Lutz.Schroeder@dfki.de
1567-8326/$ - see front matter ( 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jlap.2006.11.004
98 L. Schröder / Journal of Logic and Algebraic Programming 73 (2007) 97–110
a one-step complete axiomatisation in rank 1, which then implies that coalgebraic modal logic has the finite model
property, i.e. every satisfiable formula is satisfiable in a finite model. We further exploit the finite model construction to
obtain a generic decision procedure which reduces the satisfiability problem for a coalgebraic modal logic to the much
simpler one-step satisfiability problem. This yields not only decidability of a large number of modal logics, including
the above-mentioned graded and probabilistic modal logics, but also, under mild conditions, a first upper complexity
bound.
The material is organised as follows. Section 1 gives an introduction to coalgebra and coalgebraic modal logic,
including a number of examples. In Section 2, we recall the deduction system of coalgebraic modal logic [20,5,13]
and the above-mentioned notion of one-step completeness, and prove that one-step complete axiomatisations always
exist. We then prove the finite model property in Section 3, from which we obtain the generic decision procedure and
the arising upper complexity bound in Section 4. This work is an extended version of [27].
1. Coalgebraic modal logic
We briefly recapitulate the basics of the coalgebraic modelling of reactive systems and of the specification of such
systems by means of coalgebraic modal logic.
Definition 1. Let T : Set → Set be a functor (in this work, all functors will implicitly be set functors), referred to as
the signature functor. A T -coalgebra A = (X, ξ) consists of a set X of states and a transition map ξ : X→TX.
Intuitively, the transition map describes the successor states and observations of a state, organised in a data structure
given by T .
We explicitly fix some logical terminology:
Definition 2. Let T be a functor. A language for T -coalgebras is a set L of formulas, equipped with a family of
satisfaction relations |=C (or just |=) between states of T -coalgebras C = (X, ξ) and formulas φ ∈ L; we define [[φ]]C
(or just [[φ]]) as the set {x ∈ X | x |=C φ}. For  ⊆ L, we write x |=  if x |= φ for all φ ∈ . We say that ψ is a
local consequence of  if, for every state x in every T -coalgebra, x |= ψ whenever x |= . We say that ψ is valid if
∅ |= ψ . A set  of formulas is (locally) satisfiable if it is satisfied in some state in some T -coalgebra.
Note that a formula φ is valid iff ¬φ is locally unsatisfiable.
As a specification logic for coalgebraically modelled reactive systems, coalgebraic modal logic in the form consid-
ered here has been introduced in [21], generalising previous frameworks [12,22,14,19]. The semantics is based on the
following central notion.
Definition 3. A predicate lifting for a functor T is a natural transformation
λ : Q→Q ◦ T op,
where Q denotes the contravariant powerset functor Setop→Set, with Qf (A) = f−1[A]. Explicitly, a predicate
lifting assigns to each A ⊆ X a set λX(A) ⊆ TX such that
Tf−1[λY (A)] = λX(f−1[A])
for all maps f : X→Y .
In the terminology introduced above, a (finitary) coalgebraic modal logic is a language L() for T -coalgebras,
determined by a set  of predicate liftings for T . Formulas φ,ψ ∈ L() are defined by the grammar
φ ::= ⊥ | φ ∧ ψ | ¬φ | [λ]φ,
where λ ranges over . Disjunction φ ∨ ψ , truth 
, implication φ→ψ , and biimplication φ ↔ ψ are then defined as
usual. In the definition of satisfaction, the clauses for the boolean operators ⊥, ∧, and ¬ are as expected; the clause for
the modal operator [λ] is
x |=(X,ξ) [λ]φ ⇐⇒ ξ(x) ∈ λX[[φ]](X,ξ).
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The size |φ| of a formula φ is the number of subformulas of φ (not to be confused with the representation size of φ
introduced below).
Remark 4. A more general form of coalgebraic modal logic interprets polyadic modal operators by polyadic predicate
liftings [26]. The results of this paper extend straightforwardly to polyadic modal logic, essentially by just replacing
single formulas and sets by indexed families where appropriate; we restrict the exposition to the unary case purely in
the interest of readability.
Example 5 [21,5,26]
(1) LetP be the covariant powerset functor. ThenP-coalgebras are graphs, thought of as transition systems or indeed
Kripke frames. We define a predicate lifting λ∀ by
λ∀X(A) = {B ⊆ X | B ⊆ A}.
We thus obtain the standard box modality  = [λ∀]. This setup is easily adapted to transition systems with
branching degree limited by a regular cardinal κ , described as coalgebras for the functorPκ defined byPκ(X) =
{A ⊆ X | |A| < κ}.
(2) It is straightforward to extend a given coalgebraic modal logic for T with a set V of propositional symbols. This
amounts to considering the functor T × P(V ), where P(V ) stands for the corresponding constant functor. We
then have predicate liftings λa , a ∈ V , defined by
λaX(A) = {(t, B) ∈ TX × P(V ) | a ∈ B}.
Since λa is independent of its argument, the induced modal ‘operator’ can be written as just the propositional
symbol a, with the expected meaning. (Of course, propositional symbols are more naturally modelled as nullary
predicate liftings in a framework with predicate liftings of arbitrary finite arities as discussed in Remark 4.)
(3) The finite multiset (or bag) functorBN is given as follows. The setBN(X) consists of the maps B : X→N with
finite support; we say that B contains x ∈ X with multiplicity B(x). We write multisets additively, denoting by∑
nixi the multiset that contains x with multiplicity
∑
xj=x nj . For f : X→Y ,BN(f )(
∑
nixi) =∑ nif (xi).
Coalgebras for BN are directed graphs with N-weighted edges, often referred to as multigraphs [6].
One has predicate liftings λk , k ∈ N, defined by
λkX(A) =
⎧⎨
⎩
∑
nixi ∈ BNX
∣∣∣∣∣∣
∑
xi∈A
ni > k
⎫⎬
⎭ .
The arising modal operators are exactly the modalities ♦k of graded modal logic (cf. e.g. [6]), i.e. x |= ♦kφ iff φ
holds for more than k successor states of x, taking into account multiplicities. (The semantics of graded modal
logic has originally been defined over Kripke frames; this is however equivalent for purposes of satisfiability, cf.
Remark 6 below.) Note thatk , defined as ¬♦k¬, is monotone, but fails to be normal unless k = 0. (Recall that a
modal operator is called monotone if it satisfies(p∧q)→p, and normal if it satisfies(p→q)→p→q.)
(4) A similar functor, denotedBZ, is given by a slight modification of the multiset functor where we allow elements
to have also negative multiplicities, i.e. BZX consists of finitely supported maps X→Z, called generalised
multisets (this set is also familiar as the free abelian group over X). Coalgebras for BZ appear in the literature
as integer weighted automata [9].
One has predicate liftings λk , k ∈ Z, with induced modal operators ♦k defined analogously as for multisets.
We refer to the arising logic as generalised graded modal logic. Note that in this case, ♦k fails to be monotone,
even for k = 0.
(5) The finite distribution functor Dω maps a set X to the set of probability distributions on X with finite support.
Coalgebras for the functor T = Dω × P(V ), where V /= ∅ is a set of propositional symbols, are probabilistic
transition systems (also called probabilistic type spaces [10]) with finite branching degree. (The example is
easily extended to countable branching by considering instead the functor Dω1 of probability distributions with
countable support, while higher branching degrees as admitted by the general definition of probabilistic type
space require a more elaborate measure theoretic treatment [36].)
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Besides the propositional symbols (cf. Example 2), we have predicate liftings λp, p ∈ [0, 1] ∩ Q, defined by
λp(A) = {P ∈ DωX | PA  p}.
These induce the modal operators Lp = [λp] of probabilistic modal logic [15,10], where Lp φ reads ‘φ holds
in the next step with probability at least p’.
(6) For a field k, the linear space functor k · _ takes a set X to the free k-vector space over X, i.e. the set k · X
of formal k-linear combinations over X. A coalgebra for k · _ is a linear automaton [3,34] (where one would
in general also assume linear output in a vector space V , corresponding to the functor (k · _) × V ). In the case
k = R, predicate liftings λp, p ∈ Q, may be defined analogously as for Dω, giving rise to modal operators Lp
for p ∈ Q. Here, Lpφ holds if the sum of the coefficients of successor states satisfying φ is at least p.
(7) The above examples may be extended by adding labels from an alphabet L, i.e. by passing from T to one of the
functors S and R given by SX = L→TX and RX = T (L × X), respectively. When L is finite, these functors are
isomorphic for T ∈ {Pω,BN,BZ} but not for T = Dω. In the latter case, S-coalgebras are reactive probabilistic
automata, and R-coalgebras are generative probabilistic automata [1] (more precisely, one allows for terminal
states by additionally introducing the constant functor 1 as a summand).
A natural set of modal operators is then obtained by additionally indexing modal operators over a ∈ L. In the
case T = Pω, this leads to the usual operators of Hennessy–Milner Logic [11]. In the probabilistic case, the
meaning of Lap φ in reactive probabilistic automata is that φ holds with probability at least p after an a-transition
takes place, and in generative probabilistic automata that with probability at leastp, the next step is an a-transition
leading into a state satisfying φ.
Remark 6. Graded modal logic is more standardly interpreted over Kripke frames by just counting successor states (as
e.g. in [33]), rather than in multigraphs as in the above example and e.g. in [6]. However, the two semantics induce the
same local consequence relations; this is seen as follows. On the one hand, one can regard Kripke frames as multigraphs
by just regarding sets as multisets where all elements have multiplicity 1, and this identification is compatible with the
satisfaction of graded modal formulas. Conversely, one turn a multigraph into a semantically equivalent Kripke frame
by making copies of elements according to their multiplicity; explicitly: Let X be a multigraph. Construct a Kripke
frame X¯ with transition relation R by taking as states all pairs (y, j) ∈ X × N for which there exists x such that y is
a successor of x with multiplicity n > j in X, and in this case put (x, i)R(y, j) for all i such that (x, i) is a state in
X¯. By induction over graded modal formulas φ, one shows easily that x |= φ in X iff (x, i) |= φ in X¯. Note that X¯ is
finite if X is finite.
2. Proof systems for coalgebraic modal logic
We now discuss completeness of derivation for coalgebraic modal logic, partly following [20,5,13]. Since a signature
functor T contains information only about the one-step evolution of the system (as opposed to a comonad, which may
contain information also about further steps), it is natural to expect that for the axiomatisation of a coalgebraic modal
logic for T it is enough to consider modal axioms of rank 1. The approach taken in [20,5,13] is based on this expectation;
we shall prove below that it is indeed formally the case that axioms, or altenatively rules, of rank 1 are sufficient. This
fact will be crucial for our finite model result to be proved in Section 3.
To begin, we note that the local consequence relation (Definition 2) of a coalgebraic modal logic in general fails to
be compact:
Example 7. In the case of Hennessy–Milner logic over finitely branching systems [11] with two labels a, b, the set
 = { ( n+1⊥∧ n
) | n ∈ N},
where n and n stand for n consecutive boxes or diamonds, respectively, is locally unsatisfiable, since it requires, for
each n, the existence of an a-successor from which exactly n b-steps are possible. However, every finite subset of 
is locally satisfiable. For an example of the same kind, but of bounded rank, consider the set
{♦k
 | k ∈ N}
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of graded modal formulas over BN, which requires that the size of the multiset of successors exceeds every k ∈ N.
Non-compactness of probabilistic modal logic is observed in [10]; in this case, non-compactness does not have to do
with bounded branching.
Remark 8. The same examples as above show that also the global consequence relations of the mentioned logics
fail to be compact. A formula ψ is a global consequence of a set  of formulas if for every T -coalgebra C, C |= ψ
whenever C |= , where we write C |= ψ if x |= ψ for all states x of C.
Thus, the local consequence relation of a coalgebraic modal logic in general fails to admit a finitary strongly
complete proof system, where we call a proof system with induced entailment relation  strongly complete w.r.t. a
consequence relation |= if, for every set  of formulas and every formula ψ ,   ψ whenever  |= ψ . Instead,
one is lead to study weak completeness, where a proof system is called weakly complete if it proves all valid
formulas (i.e. ∅  ψ whenever ∅ |= ψ). This notion is equivalent to completeness in the sense used in [5,13,20],
where only local consequence with singleton sets of premises is considered (ψ is a local consequence of {φ} iff φ→ψ
is valid).
For the remainder of the paper, we assume given a functor T and a set  of predicate liftings for T . We recall a few
basic notions from propositional logic, as well as notation for coalgebraic modal logic introduced in [20,5]:
Definition 9. We denote the set of propositional formulas over a set V , generated by the basic connectives ¬ and ∧,
by Prop(V ). We use variables 
 etc. to denote either nothing or ¬. Thus, a literal over V is a formula of the form

a, with a ∈ V . A (conjunctive) clause is a finite, possibly empty, disjunction (conjunction) of literals. Moreover, we
denote by Up(V ) the set {[λ]a | λ ∈ , a ∈ V }. If V ⊆ L(), we also regard formulas over V as formulas in L(),
i.e. we assume Prop(L()) ⊆ L() and Up(L()) ⊆ L().
We sometimes explicitly designate V as consisting of propositional variables; these retain their status across further
applications of Up and Prop (e.g. V is also the set of propositional variables for Up(Prop(V ))). An L-substitution is a
substitution σ of the propositional variables by elements of a set L; for a formula φ over V , we call φσ an L-instance
of φ. If L = P(X) for some X, then we also refer to σ as a P(X)-valuation. If L = {
,⊥}, then we refer to σ as a
valuation, and denote by φσ the truth value of φ under σ .
Given a set X and a P(X)-valuation τ , we define interpretations [[φ]]τ ⊆ X and [[ψ]]τ ⊆ TX for φ ∈ Prop(V )
and ψ ∈ Prop(Up(Prop(V ))), respectively, by the usual clauses for boolean operators and by [[[λ]φ]]τ = λ[[φ]]τ .
We write X, τ |= φ if [[φ]]τ = X, and TX, τ |= ψ if [[ψ]]τ = TX. We say that ψ is (one-step) satisfiable over τ if
[[ψ]]τ /= ∅.
If  ⊆ Prop(V ), ψ ∈ Prop(V ), φ1∧ · · · ∧φn→ψ is a propositional tautology for some φ1, . . . , φn ∈ , and σ is
an L-substitution, then we say that σ (i.e. the set {φσ | φ ∈ }) propositionally entails ψσ , and in proof systems,
we refer to steps deriving ψσ from σ as propositional reasoning over L.
Moreover, we fix notions of rank-1 axioms and one-step rules, i.e. rules with a purely propositional premise and a
conclusion which is a modal formula of rank 1:
Definition 10. A one-step rule R over a set V of propositional variables is a rule φ/ψ, where φ ∈ Prop(V ) and ψ
is a clause over Up(V ). An extended one-step rule has the form φ/ψ, where φ ∈ Prop(V ) and ψ is a clause over
Up(Prop(V )). We will refer to extended one-step rules just as rules when this is unlikely to cause confusion. A rank-1
clause is an extended one-step rule with empty premise, i.e. a clause over Up(Prop(V )). A rule φ/ψ is sound if,
whenever φσ is valid for an L()-substitution σ , then ψσ is valid, and one-step sound if, whenever Y, τ |= φ for a
set Y and a P(Y )-valuation τ , then T Y, τ |= ψ .
In particular, a rank-1 clauseψ is sound if all itsL()-instances are valid formulas, and one-step sound ifTX, τ |= ψ
for every set X and every P(X)-valuation τ . Note that rank-1 clauses are essentially equivalent to the formal notion
of axiom used in [20,13]. One-step soundness of rank-1 clauses has been called admissibility in [20]. The term
‘axiomatisation in rank 1’ formally refers to axiomatisations by rank-1 clauses or, equivalently (extended) one-step
rules (cf. Proposition 15 below).
Proposition 11. Every one-step sound rule is sound.
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Proof. Straightforward. 
Remark 12. The converse of the previous proposition holds under mild additional assumptions (namely when T is
ω-accessible, the set  of predicate liftings is separating in the sense of [21], and the final T -coalgebra is infinite); this
is a straightforward generalisation of [26], Theorem 30.
Proof systems for coalgebraic modal logic are parametrised over a given axiomatisation, i.e. a set R of one-step
sound rules, similarly as in [13]; rank-1 clauses in R are referred to as axioms.
Definition 13. Let RC denote the set of rules obtained by extending R with the congruence rule
a ↔ b
[λ]a→[λ]b
(this rule is also known under the name replacement of equivalents). The set of formulas derivable under R is the
smallest set closed under propositional entailment (cf. Definition 10) and the application of rules φ/ψ in RC , i.e.
inference of ψσ from φσ for a L()-substitution σ .
It is easy to see that this proof system is sound. The completeness results in [20,5,13] require the presence of
‘enough’ axioms in the following sense.
Definition 14. The set R is one-step complete if, whenever TX, τ |= χ for a set X, a clause χ over Up(V ), and a
P(X)-valuation τ , then χ is one-step derivable; i.e. χ is propositionally entailed by clauses ψσ , where φ/ψ is in RC
and σ is a Prop(V )-substitution such that X, τ |= φσ .
Of course, we can restrict ourselves to finite V . Examples of one-step complete axiomatisations are given in [20,5],
where also a weak completeness theorem is proved, stating that one-step complete sets induce weakly complete proof
systems; this theorem will appear as a corollary to our finite model result in Section 3.
In fact, the proof systems in [20,5,13] employ only axioms rather than rules. However, we can always interchange
one-step rules, extended one-step rules, and axioms: to begin, one-step rules can replace extended one-step rules
thanks to the congruence rule (just introduce premises abbreviating propositional formulas as propositional variables).
In particular, every axiom can be replaced by a one-step rule. Conversely, we can replace one-step rules by axioms:
Proposition 15. For each one-step rule R over V, there exists a rank-1 clause χ over V such that χ and R are
derivable from each other by propositional reasoning and the congruence rule. Explicitly: for R = φ/ψ, ψ can
be derived from φ and χ using the congruence rule and propositional reasoning over V and over Up(Prop(V ))
(cf. Definition 10), and conversely, χ can be derived using R and propositional reasoning over V .
The proof needs the following fact from propositional logic.
Lemma 16. Let φ ∈ Prop(V ) be satisfiable. Then there exists a Prop(V )-substitution σ such that
φ→(a ↔ σ(a)) (for each a ∈ V ) and φσ
are tautologies.
Proof. Let κ be a valuation such that φκ = 
, and put
σ(a) =
{
a∧φ, if κ(a) = ⊥;
φ→a, otherwise.
It is then clear that φ→(a ↔ σ(a)) is a tautology. It remains to be shown that φστ = 
 for each valuation τ . If
φτ = 
, then φστ is, by the preceding observation, equivalent to φτ and hence true. If φτ = ⊥, then σ(a)τ = κ(a)
and hence φστ = φκ = 
. 
Proof (Proposition 15). We can assume that the premise φ of R = φ/ψ is satisfiable. Thus, fix σ as in Lemma 16 for φ.
Then R and the rank-1 clause ψσ are mutually interderivable: to derive R from ψσ , assume φ. Then a ↔ σ(a) for all
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a by propositional reasoning over V , and hence we can derive ψ from ψσ by the congruence rule and propositional
reasoning over Up(Prop(V )). Conversely, we can derive ψσ from the tautology φσ using R. 
Remark 17. Lemma 16 and Proposition 15 are of independent interest; it is not clear to the authour whether these
results are previously known in the literature. As a simple example application, consider the monotonicity rule
a→b
a→b .
By the proofs of Lemma 16 and Proposition 15, we obtain three axioms which may replace this rule (assuming the
congruence rule) from the three satisfying valuations for a→b, namely
a→(a ∨ b),
(a∧b)→(a ∨ b), and
(a∧b)→b.
We now proceed to establish that every coalgebraic modal logic indeed admits a one-step complete axiomatisation.
Theorem 18. The set of all one-step sound one-step rules is one-step complete.
Proof. Let TX, τ |= ψ for a set X, a clause ψ over Up(V ), with V assumed to be finite, and a P(X)-valuation τ . Let
the formula φ be the ‘propositional theory’ of τ , i.e. the (finite) conjunction of all clauses χ over V such that X, τ |= χ .
We will show that the one-step rule R ≡ φ/ψ over V is one-step sound; it then follows that ψ is one-step derivable
by applying R to X, τ |= φ.
Thus, let Y be a set, and let σ be a P(Y )-valuation such that Y, σ |= φ. We have to show T Y, σ |= ψ . For each
y ∈ Y , there exists x ∈ X such that
x ∈ τ(a) ⇐⇒ y ∈ σ(a)
for all a ∈ V : the non-existence of x would amount to a clause χ over V such that X, τ |= χ but Y, σ |= χ by virtue
of the existence of y, in contradiction to Y, σ |= φ.
Thus, we have f : Y→X such that
σ(a) = f−1[τ(a)] for all a ∈ V.
By naturality of the λ ∈ , and since preimages preserve intersections and complements, we now obtain
[[ψ]]σ = Tf−1[[[ψ]]τ ].
Since TX, τ |= ψ , we conclude T Y, σ |= ψ as required. 
Since by Proposition 15, rank-1 clauses and one-step rules are interchangeable, we obtain
Corollary 19. The set of all one-step sound rank-1 clauses is one-step complete.
Remark 20. Note that the proof of Theorem 18 establishes one-step derivability using only a single V -instance rather
than several Prop(V )-instances of the given rules, and thus actually shows that the set of all one-step sound one-step
rules is strictly one-step complete in the sense of [31].
Remark 21. Corollary 19 may also be viewed as a limitative result saying that coalgebraic modal logic covers only
modal logics that are axiomatisable by rank-1 clauses (in fact, exactly the modal logics axiomatisable by rank-1
clauses [32]). However, modal logics axiomatised outside rank 1, such as the classical logic S4, may be modelled by
restricting the semantics to a suitable subclass of the class of all coalgebras for the given signature functor. Research
aimed at generic model-theoretic and algorithmic results for such logics is under way.
One can turn the above results into one-step completeness criteria stating e.g. that a set of rank-1 clauses is one-
step complete if its closure under substitution, congruence, and propositional entailment contains all one-step sound
rank-1 clauses. However, in concrete examples one-step completeness proofs using such criteria are apparently more
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or less identical to direct proofs. For purposes of our finite model result, we are more interested in the fact that every
coalgebraic modal logic has a one-step complete axiomatisation, if not necessarily a recursive one. Note however the
following facts.
Definition 22. The one-step validity problem is to decide whether TX, τ |= φ for a finite set X, a (disjunctive) clause φ
over Up(V ), and a P(X)-valuation τ .
Proposition 23. A rank-1 clause φ over V is one-step sound iff T (P(V )), σ |= φ, where σ is the P(P(V ))-valuation
given by
σ(a) = {B ∈ P(V ) | a ∈ B}.
Proof. The ‘only if’ direction is trivial. To prove the ‘if’ direction, let T (P(V )), σ |= φ. We have to show that TX, τ |=
φ for every P(X)-valuation τ . This follows by naturality of predicate liftings, applied to the map f : X→P(V ),
x → {a ∈ V | x ∈ τ(a)}. 
Corollary 24. One-step soundness of rank-1 clauses is decidable (semi-decidable) if the one-step validity problem is
decidable (semi-decidable).
We will see in Example 42 that the dual of one-step validity, one-step satisfiability (Definition 34 below), is decidable
in many important cases; of course, decidability of one-step validity then follows. Thus, Corollary 19 does frequently
supply a feasible axiomatisation, although one will, of course, in general strive for a more compact axiomatisation.
3. The finite model construction
The non-compactness of coalgebraic modal logic (cf. Example 7) means that canonical models, based on the set
of all maximally consistent sets w.r.t. a finitary deduction system, do not in general exist. An alternative is to use
filtration methods (cf. e.g. [4,2]), in the variant that uses maximally consistent subsets of finite sublanguages. In more
detail, we construct a satisfying model for a consistent formula φ by taking as the carrier set the set S of all maximally
consistent subsets of the closure of φ under subformulas and negation; the crucial problem here is the construction of
the coalgebra structure on S. We show that there exists a coalgebra structure on S that allows proving the truth lemma,
provided that the given axiomatisation is one-step complete. This reproves the weak completeness result of [20,5], and
in combination with Theorem 18 implies as a corollary that coalgebraic modal logic has the finite model property.
Unlike in [27], we have phrased all results below in terms of axiomatisations by extended one-step rules – this
subsumes both axiomatisations by rank-1 clauses, as in the original formulation [27], and axiomatisations by one-step
rules.
We recall a few basic definitions:
Definition 25. Given a set R of rules, a finite set {φ1, . . . , φn} of formulas is called R-consistent if ¬(φ1∧ · · · ∧φn) is
not derivable under R (Definition 13). A set  of formulas is called closed if it is closed under subformulas and under
normalised negation ∼, where ∼φ is defined to be ψ in case φ is of the form ¬ψ , and ¬φ otherwise. A subset A of 
is called a -Hintikka set if ⊥ /∈ A and, for φ∧ψ ∈ , φ∧ψ ∈ A iff φ,ψ ∈ A, and, for ¬φ ∈ , ¬φ ∈ A iff φ /∈ A.
Moreover, A is called a -atom if A is maximal among the R-consistent subsets of .
Thus, a -atom is just an R-consistent -Hintikka set. As usual, one proves
Lemma 26 (Lindenbaum lemma). Every R-consistent subset of  is contained in a -atom.
The following lemma is crucial for the construction of a suitable coalgebra structure on the set S of -atoms.
Lemma 27. Let V be a set of propositional variables, let φ ∈ Prop(V ), and let σ be a -substitution. Then φσ is
derivable iff S, τ |= φ, where S is the set of -atoms and τ is theP(S)-valuation given by τ(a) = {A ∈ S | σ(a) ∈ A}.
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Proof. We prove the equivalent claim that φσ is R-consistent iff φ is satisfiable over τ . Assume w.l.o.g. that φ is a
conjunctive clause. Let  ⊆  be the set containing, for each a ∈ V , the formula σ(a) if φ contains the literal a and
the formula ∼σ(a) if φ contains the literal ¬a. Then φσ is R-consistent iff  is R-consistent iff (by the Lindenbaum
lemma)  ⊆ A for some A ∈ S iff φ is satisfiable over τ , where the last equivalence uses the fact that A is Hintikka. 
In the expectation that the extension of a formula φ ∈  in the coalgebra (S, ξ) to be constructed will be the set
{A ∈ S | φ ∈ A}, we will need to require that
ξ(A) ∈ λS{B ∈ S | φ ∈ B} ⇐⇒ [λ]φ ∈ A (∗)
for all A ∈ S and all formulas [λ]φ in . This is where one-step completeness comes in:
Lemma 28 (Existence lemma). Let S be the set of -atoms. If R is one-step complete and  is finite, then ξ(A)
satisfying (∗) exists for each A ∈ S.
Proof. Assume that ξ(A) does not exist. We introduce a propositional variable aφ for each φ ∈  and put V = {aφ |
φ ∈ }. Let ψ be the clause over Up(V ) containing, for each [λ]φ ∈ , the literal ¬[λ]aφ if [λ]φ ∈ A, and the literal
[λ]aφ otherwise. Let τ be the P(S)-valuation taking aφ to {B | φ ∈ B}. Then T S, τ |= ψ by assumption. By one-step
completeness, ψ is one-step derivable from propositional formulas χ such that S, τ |= χ . This derivation can be copied
to obtain a derivation of ψσ from formulas χσ such that S, τ |= χ , where σ is the -substitution taking aφ to φ. These
χσ are derivable by Lemma 27. Thus, ψσ is derivable, in contradiction to the R-consistency of A. 
It remains to prove the truth lemma, which we state in a slightly more general form than needed in this section for
reuse in Section 4.
Lemma 29 (Truth lemma). Let  be a closed set, let S be a set of -Hintikka sets, and let ξ : S→T S satisfy
condition (∗) above. Then for all φ ∈  and all A ∈ S,
A |=(S,ξ) φ ⇐⇒ φ ∈ A.
Proof. Straightforward induction over φ. 
This is all we need in order to establish
Theorem 30. Let R be one-step complete. Then every formula φ that is R-consistent is locally satisfiable in a finite
T -coalgebra of size at most 2|φ|.
Proof. Let (φ) be the smallest closed set containing φ, and let S be the set of (φ)-atoms. By the existence lemma,
S can be equipped with a T -coalgebra structure ξ satisfying condition (∗). By the Lindenbaum lemma, there exists
A ∈ S such that φ ∈ A. By the truth lemma, A |=(S,ξ) φ. 
As announced, the above result implies weak completeness [20,5]; explicitly:
Corollary 31 (Weak completeness). The proof system induced by a one-step complete axiomatisation is weakly
complete.
Combining Theorems 18 and 30, we obtain independently of deduction:
Corollary 32 (Finite model property). Every locally satisfiable formula φ is locally satisfiable in a finite T -coalgebra
of size at most 2|φ|.
Remark 33. By Remark 6, the above corollary reproves the fact that graded modal logic has the finite model property
when interpreted over Kripke frames [35], although of course not with the same size bound as for the interpretation
over multigraphs (e.g. any Kripke frame in which φ ≡ ♦k
 is satisfiable will have at least k states, while |φ| = 2).
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4. Decidability
Unlike in the classical case, the finite model construction of the preceding section does not immediately imply that
satisfiability of modal formulas is decidable, even though the construction gives a computable bound on the size of the
model. The problem is that there may in general be infinitely many T -coalgebras on a given finite set. (In fact, this is
the interesting case; for functors T that preserve finite sets, a finite model construction is given already in [20].) If T
takes finite sets to recursively enumerable sets – as is the case e.g. for BN, BZ, and Z[_], but not for Dω – then the
finite model property implies that the set of satisfiable formulas is recursively enumerable. We then obtain decidability
provided that the set of valid formulas is also recursively enumerable, which by the weak completeness theorem and
Corollary 19 is the case if the set of all one-step sound rank-1 clauses is recursively enumerable. By Corollary 24, the
latter condition may be further reduced to semi-decidability of one-step validity.
We can however improve on this by exploiting the details of the finite model construction, as follows. We have no
direct access to the set of all (φ)-atoms, since this would already require a decision procedure for consistency. We can
however easily decide whether a subset of (φ) is Hintikka. We are then faced with the following decision problem:
Definition 34. The one-step satisfiability problem is to decide, given a conjunctive clause φ over Up(V ), a finite set X,
and a P(X)-valuation τ , whether φ is one-step satisfiable over τ .
Remark 35. For the complexity considerations below, we need to fix a notion of representation size of formulas
in L(), conjunctive clauses over Up(V ), and P(X)-valuations. We count 1 for every boolean operation and every
modal operator, and 1 + log |V | for every propositional variable. Moreover, for a subset of a finite set X, we assume
a representation size of |X| + 1. Finally, we need to account for the representation of indices of modal operators.
The representation size size(k) of an integer k is log2(|k| + 1), where r = min{z ∈ Z | z  r} as usual. The
representation size size(p) of a rational number p = k/l, with k, l relatively prime, is 1 + size(k) + size(l). Note that
the representation size thus defined for a formula φ is typically larger than the size |φ| as defined in Section 1.
A decision procedure for one-step satisfiability leads to a decision procedure for L() which essentially tries to
find a set S of Hintikka sets which admits a T -coalgebra structure satisfying Condition (∗) of Section 3.
Algorithm 1 (Decide satisfiability of φ ∈ L()). Let H denote the set of (φ)-Hintikka sets, and introduce a
propositional variable aψ for each ψ ∈ . For all subsets S of H , perform the following steps.
(1) Check whether φ ∈ A for some A ∈ S; if not, continue with the next S.
(2) Decide whether for all A ∈ S, the conjunctive clause
∧
[λ]ψ∈A
[λ]aψ ∧
∧
¬[λ]ψ∈A
¬[λ]aψ
is satisfiable over the P(S)-valuation τ defined by
τ(aψ) = {B ∈ S | ψ ∈ B}.
If yes, terminate with output ‘yes’; otherwise, continue in Step 1 with the next S.
If all S have been checked unsuccessfully, terminate with output ‘no’.
Thus, we have the following decidability criterion.
Theorem 36. If one-step satisfiability is decidable, then satisfiability of L()-formulas is decidable.
Proof. We have to prove the correctness of Algorithm 1. It is clear that the algorithm terminates. If the algorithm
terminates successfully for a formula φ, then it has found a set S of (φ)-Hintikka sets satisfying Condition (∗) of
Section 3 such that φ ∈ A for some A ∈ S, and therefore φ is satisfiable by the truth lemma (Lemma 29). If, conversely,
φ is satisfiable, then the algorithm will terminate successfully, since by the Lindenbaum lemma (Lemma 26) and the
existence lemma (Lemma 28), the set S of (φ)-atoms meets the search criteria. 
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A non-deterministic variant of Algorithm 1 will also be useful:
Algorithm 2. Nondeterministically choose S ⊆ H ; then proceed as in Algorithm 1, but fail (i.e. loop infinitely) rather
than continue with the next S if one of the checks in Steps 1 or 2 fails.
In this algorithm, we can also employ a semi-decision procedure for one-step satisfiability. Correctness of the
algorithm is shown in the same way as for Algorithm 1. Since acceptance sets of non-deterministic algorithms are
recursively enumerable, we thus have
Theorem 37. If one-step satisfiability is semi-decidable, then satisfiability of L()-formulas is semi-decidable.
(Note that semi-decidability of one-step satisfiability is weaker than the above-mentioned condition that T takes finite
sets to recursively enumerable sets. E.g., the one-step satisfiability problem will turn out to be decidable for probabilistic
modal logic (Example 5.5), although Dω(X) is uncountable for |X|  2.)
Algorithm 2 yields the not overly tight upper complexity bound to be expected for filtration-based algorithms:
Theorem 38. If the one-step satisfiability problem is in NP, then satisfiability of L()-formulas is in NEXPTIME.
Proof. By a time analysis of Algorithm 2: S can be constructed in exponential time (being a subset of H , whose
size is exponential in the size of the formula φ), and going through all A ∈ S gives an exponential factor (since the
size of S is exponential). So the algorithm has exponential run time if in Step 2, the check for a given A can be
performed in exponential time; since the input for the one-step satisfiability problem is of exponentially bounded size
(cf. Remark 35), this is the case if one-step satisfiability is in NP. 
Remark 39. In [5], logics for coalgebras are constructed in a modular fashion, following the structure of the signature
functor; this raises the question of whether the above decidability and complexity results behave well w.r.t. these
constructions. It is easy to see that decision procedures for one-step satisfiability can be combined along products and
sums of functors and their logics, while this is not so clear for the case of functor composition S ◦ T , as the application
of T to finite sets may e.g. produce an exponential blowup or lead to infinite sets. This problem may be resolved by
moving to multisorted coalgebra [30].
Besides the examples whose decidability is already captured by the finite model result of [20], i.e. functors preserving
finite sets, such as P , our results cover also more complex logics. The treatment of probabilistic modal logic requires
the following fact from linear programming:
Definition 40. A mixed rational linear inequation system is a system of inequations
Ax < b and Bx  c, (∗)
where A and B are rational matrices and b and c are rational vectors. Following [25], we define the size of a vector
a = (a1, . . . , an) as size(a) = n +∑i size(an), and the size of ann × mmatrixA = (aij ) as size(A) = nm +∑i,j aij .
The size of a mixed rational linear inequation system as above is 1 + size(A) + size(B) + size(b) + size(c).
Theorem 41. Solvability of mixed rational linear inequation systems is in P .
Proof. By Motzkin’s transposition theorem [25, Corollary 7.1k], the system (∗) has a solution iff for all row vectors
y, z  0, the following conditions hold:
(i) if yA + zB = 0, then yb + zc  0, and
(ii) if yA + zB = 0 and y /= 0, then yb + zc = 0.
By Farkas’ Lemma [25, Corollary 7.1e], (i) is equivalent to solvability of the system Ax  b, Bx  c; solvability of
rational linear inequation systems is in P [25].
Concerning (ii), we recall that the following linear programming problem is computable in polynomial time [25].
Given a rational matrix A, a rational column vector b, and a rational row vector c, decide whether max{cx |
Ax  b} is infeasible (i.e. Ax  b is unsolvable), finite, or infinite. If it is finite, find an optimal solution.
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Under (i), (ii) is equivalent to
if yA + zB = 0 and yb + zc = 0, then y = 0.
This in turn can be reformulated as the following instance of the linear programming problem:
max{cy | y, z  0, yA + zB = 0, yb + zc = 0} = 0, where c is a row vector consisting of 1s.
Thus, also (ii) can be decided in polynomial time once (i) is established. 
Example 42
(1) Let  be the set of predicate liftings λk for the multiset functor of Example 5.3. For a P(X)-valuation τ with X
finite, satisfaction of a positive literal ♦ka by∑x∈X nxx ∈ BN(X) then amounts to the inequation∑
x∈τ(a)
nx  k + 1,
and satisfaction of the corresponding negated literal is∑
x∈τ(a)
nx  k.
Thus, one-step satisfiability amounts to solvability of a system of integer linear inequations over the naturals,
which is decidable in NP [25]. By Theorem 38, we obtain that graded modal logic is in NEXPTIME. (In fact,
graded modal logic is in PSPACE [33].)
(2) By the same line of reasoning, the satisfiability problem for generalised graded modal logic over coalgebras for
the generalised multiset functor (Example 5.4) is in NEXPTIME.
(3) Let  be the set of predicate liftings for probabilistic modal logic as in Example 5.5. Analogously to the
case of graded modal logic, the one-step satisfiability problem reduces to the solvability of mixed rational
linear inequation systems over the reals (with strict inequalities arising from negated literals ¬Lpa), which by
Theorem 41 is in P . By Theorem 36, it follows that probabilistic modal logic is in NEXPTIME. (By results of [8],
probabilistic modal logic is in fact in PSPACE.)
(4) By the same reasoning, the modal logic for linear automata of Example 5.6 is decidable in NEXPTIME.
(5) It is straightforward to extend the above results to include proposition symbols, where not already present, or
labels (cf. Examples 5.2 and 5.7).
The upper bounds in (2) and (4) are, to our knowledge, new, if unsurprising in the light of (1) and (3). They can however
be improved to PSPACE using more advanced methods (cf. Remark 43).
Remark 43. Better general upper complexity bounds are the subject of ongoing research. Most coalgebraic modal
logics are at least PSPACE-hard as they embed either K or KD, which are known to be PSPACE-complete [2]. The
following further results have been obtained so far:
(i) One can show by means of elimination of Hintikka sets (in the same manner as in known algorithms for PDL [2])
that satisfiability of L()-formulas is in EXPTIME if one-step satisfiability is in P [29].
(ii) Given a tractable axiomatisation of L(), one can show that satisfiability of L()-formulas is in PSPACE by
means of a shallow model construction [31].
(iii) A semantic criterion for a coalgebraic modal logic to be decidable in PSPACE is given in [28]; the relevant
conditions here are a small model property and tractability of model checking at the one-step level.
(iv) It is shown in [30] that the method of (ii) is compositional w.r.t. composition of functors Setn→Set.
(None of these results makes Theorem 38 obsolete, since they rely on stronger assumptions.) By (i), one immediately
improves the upper bound for probabilistic modal logic as well as for the modal logic of linear automata from
NEXPTIME (Example 42) to EXPTIME. Moreover, the method of (ii) reproduces the known PSPACE upper bounds
for K , graded modal logic, and probabilistic modal logic (and, in the conference presentation of [31], established a
presumably novel PSPACE upper bound for majority logic [18] simultaneously with [7]); this requires the construction
of a suitable tractable axiomatisation in each case [31]. Adaptation of these upper bounds to generalised graded modal
logic and the logic of linear automata (Examples 5.4 and 5.6) is straightforward. The method of (iii) applies in particular
to various logics of uncertainty, for which proofs of the relevant criteria are available as off-the-shelf results. Finally, the
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compositionality result (iv) leads to large numbers of example applications to logics for systems with mixed branching,
e.g. with both non-deterministic and probabilistic branching.
It remains an open problem to extend these results to logics axiomatised outside rank 1 such as the classical logicsKT
and S4 (preliminary results have been obtained for logics axiomatised by formulas that combine purely propositional
formulas and rank-1 formulas, such as the T -axiom a→a). Moreover, one might conjecture that one may in fact
just replace NEXPTIME with PSPACE in Theorem 38; the present PSPACE criteria make stronger assumptions than
decidability of one-step satisfiability in NP.
Remark 44. While it is easy to construct contrived examples with computationally hard one-step satisfiability prob-
lems, we do not know of a natural example of a coalgebraic modal logic that fails to satisfy the criterion of Theorem 38,
or indeed the criteria for tighter upper complexity bounds mentioned in Remark 43.
5. Conclusion
We have established that coalgebraic modal logic has the finite model property, and we have described an ensuing
generic algorithm for deciding satisfiability, assuming a decision procedure for the rather simpler one-step satisfiability
problem. We have thus proved decidability for a wide range of modal logics, including graded and probabilistic modal
logic. This goes significantly beyond the decidability result of [20], which applies only to signature functors that
preserve finite sets, such as the powerset functor (whose coalgebras are standard Kripke frames). Moreover, assuming
a mild upper complexity bound (NP) for one-step satisfiability, we have established a first general upper complexity
bound for coalgebraic modal logic (NEXPTIME). This result applies to both graded and probabilistic modal logic.
Better upper bounds (PSPACE) for these logics are known in the literature; in fact, subsequent work on the complexity
of coalgebraic modal logic [31,30,28] establishes, under additional assumptions, a tighter generic upper bound which
in particular reproduces the PSPACE upper bounds for graded and probabilistic modal logic.
The results of this work and [32] imply that a modal logic can be regarded as a coalgebraic modal logic iff it
can be axiomatised by rank-1 formulas, i.e. propositional combinations of atoms of the form φ (or more generally
(φ1, . . . , φn) if polyadic modal operators are considered), where  is a modal operator and φ is a propositional
formula; this format excludes logics such as S4 or KT . It is an important direction of future research to extend the
existing algorithmic results to logics axiomatised outside rank 1, which may be modelled coalgebraically by imposing
suitable restrictions on the coalgebras appearing as semantic domains. A further open problem is to obtain generic
complete axiomatisations and decision procedures for coalgebraic modal logics with iteration.
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