In this work, we propose to integrate prediction algorithms to the scheduling of mode changes under the Earliest-Deadline-First and Fixed-priority scheduling in mixed-criticality real-time systems. The method proactively schedules a mode change in the system based on state variables such as laxity, to the percentage difference in the temporal distance between the completion time of the instance of a task and its respective deadline, by the deadline (D) stipulated for the task, in order to minimize deadline misses. The simulation model was validated against an analytical model prior to the logical integration of the Kalman-based prediction algorithm. Two case studies were presented, one covering the earliest-deadline-first and the other the fixed-priority scheduling approach. The results showed the gains in the adoption of the prediction approach for both scheduling paradigms by presenting a significant reduction of the number of missed deadlines for low-criticality tasks.
I. Introduction
Real-time systems are used in critical operations (spaceships, aircraft, vehicles, air traffic control, multi-media communications, etc), where execution time guarantees are required to a task set running in single or multiple processor systems. These guarantees can be provided by schedulability analysis. The schedulability analysis computes the worst-case response time (WCRT) for each task. The WCRT is measured by the interval between the release and the completion of each task. The system is feasible when the WCRT for each task is less than or equal to its deadline.
Increasingly, modern systems need to be dynamically adaptable to the operational environment. Thus, changes in the operational environment may require changes in the behavior of the system. These changes can be provided by designing the system around multiple modes of operation. Each mode of operation is represented by a set of tasks optimized to operate in a specific condition, scenario, or phase of the system. Also, the new generations of real-time systems require a design where tasks with different levels of criticality must coexist on the same hardware platform. These features are provided by mixed-criticality real-time systems. In mixed-criticality real-time systems, the tasks are sub-divided in two or more levels of criticality (for example safety critical, mission critical and low-critical). In this context, tasks with a higher level of criticality require hard real-time guarantees, while low criticality tasks may miss their deadlines.
In a real-time system, the correctness of the system behavior depends not only on the logical results of the computations but also on the physical instant at which these results are produced. Hence, the predictability of the system behavior is the most important concern in these systems. Predictability is often achieved by either static or dynamic scheduling analysis of real-time tasks.
In many systems, proactive behavior is necessary. Once an overload condition is detected, it may be too late to try and remedy the context, thus potentially leading to missed deadlines. Within the framework of mixed criticality systems, the abort of low criticality tasks may lead to resources not being fully released back to the system, leaving it in an inconsistent state. Therefore, the use of proactive scheduling using prediction algorithms may support a change in criticality that is less amenable to such undesirable effects (inconsistent states). The assumption is that, by detecting an overload condition ahead of time, low criticality tasks may be completed and eliminated without compromising the state of the system.
In this work, we claim that prediction algorithms may benefit mixed-criticality systems, in particularly by allowing the implementation of a safer elimination of lowcriticality tasks. The immediate abortion of such tasks may be problematic. A potentially more feasible approach would be to eliminate such tasks within a certain window of anticipation, after they have fully completed their execution. Therefore, the goal(s) of this work is to introduce: a) prediction-based control of tasks to prevent missed deadlines, and b) proactive mode-changes and criticality level changes. Although the issue of inconsistent states has been identified by Burns [1] , it has been not yet properly addressed in the literature. This work attempts to mitigate 978-1-5386-5048-6/18/$31.00 ©2018 IEEE such effects by means of proactive behavior. Thus, it may support the body of work on mixed criticality systems which heavily depends on the removal of low-criticality tasks.
Specifically, in this work we: 1) address the use of prediction algorithms for both Earliest-Deadline First (EDF) and Fixed-Priority Preemptive Scheduling (FPPS) approaches; 2) validate the simulation model using an analytical model; 3) use two modes of operation and analyze the transition between in regard to the tasks' WCRT; 4) analyze the number of tasks' missed deadlines both in the steady state and across a mode change under three scenarios, i.e. a) reactive, b) proactive with fuzzy logic and c) proactive with fuzzy logic and prediction.
The key research questions addressed in this work are: 1) is it possible to predict the missing of a deadline?; 2) which candidate variable(s) should be predicted to accomplish that?; 3) the anticipation of a mode change can reduce the number of missed deadlines?; 4) does the use of fuzzy logic combined with a predictor algorithm produce better results than using just fuzzy?; 5) (how) can we benefit or take advantage of the use of prediction/proactive scheduling?
The remainder of this paper is organized as follows: Section II introduces background and literature review. Section III addresses the computational model and the underlying assumptions; Section IV shows the methods used in this work; Section V presents the implementation details of the approach; Section VI details the predictionbased use cases; In Section VII, we discuss the main results, and finally, Section VIII presents the summary and conclusions.
II. Background and Literature Review
In this section we present a structured literature review that shows the state of the art of mode changes in general and mixed-criticality real-time systems (MCS). We also cover basic background on prediction since it is a key element in this work.
A. General mode changes in real-time systems
Early work on mode changes in FPPS real-time systems was presented by Tindell et al [2] . In their work, the authors presented the main concepts that support the mode-change model and it was introduced a simple proposal for task scheduling during a mode-change. Static schedulability analysis that comprises all the context of a mode-change was presented in order to provide the realtime guarantees for tasks that execute across a mode change.
Another early approach of schedulability analysis to FPPS preemptive uniprocessor real-time uniprocessor systems was presented by Pedro and Burns [3] . Differently from the analysis of a steady-state mode where the calculation of the WCRT for a determined task evaluates just the interference level of tasks with higher priority belonging to a single operation mode, this approach considered the level of interference in both modes (old and new) during a mode-change, and to assure that tasks meet their deadlines during a mode-change, the new mode tasks are released with an offset on their first execution.
In Real and Crespo [4] , the initial approach proposed by Pedro and Burns [3] was extended allowing the use of different offsets to the tasks that remain unchanged in both operation modes (old and new). Real and Crespo [5] proposed an algorithm for automatically assigning offsets. The goal of their algorithm was to prioritize promptness and warranties of not violation of the Immediate Priority Ceiling Protocol (IPCP). This protocol ensures that lower priority old-mode tasks that share resources do not block resources used by new-mode, higher-priority tasks. Promptness tends to allow new-mode higher-priority tasks to execute first in a mode change window [6] . Another approach to assigning offsets was proposed by Martins et al [7] , which minimizes mode-change latency and/or offsets using genetic algorithms. The issue of mode-change latency minimization is modeled both as a single and as a multi-objective optimization. The use of genetic algorithms brought more flexibility by allowing the modeling of various mode change scenarios [8] .
The focus of previously presented work was the use of schedulability analysis on uniprocessor systems. A proposal for schedulability analysis for fixed-priority in modechange for multicore systems is shown in Negrean et al [9] . This approach considers the dependency between tasks that could be executed in parallel by different processors. Also, it was explored in this work an approach to measure the latency of mode-change highlighting the importance of their minimization to implement a feasible mode-change.
An approach that uses mode change and scheduling on multicore using EDF (Earliest Deadline First) was presented by Nelis et al [10] . The scheduling using EDF prioritizes the execution of tasks with a close deadline. Even though it is an efficient scheduling approach that eliminates the complex step of assigning priority to the task set and reduces the complexity of system design, it does not replace FPPS when criticality levels are added, because some systems do not support the scheduling using traditional EDF [11] .
As the use of traditional EDF scheduling on mixedcriticality context is not feasible, another aspect that must be emphasized is the priority assignment that is discussed in detail in Davis et al [12] . The authors presented the most relevant methods and/or algorithms for priority assignment and a new approach was proposed.
The use of modes of operation and transition of modes can be a feasible way to reduce the design complexity of real-time systems, since it reduces the use of computational resources, as pointed out by Dziurzansk et al [13] . The authors implemented a system using modes of operation in a real hardware platform in a vehicle application and showed that the use of modes of operation may reduce power consumption by 75%.
B. Mixed-criticality in real-time systems
Hard real-time constraints are not always necessary for some systems. In many real applications there are tasks with different criticality levels and it is acceptable that low-criticality tasks miss their deadlines. The work by Vestal [14] addressed worst-case response time analysis for uniprocessors and showed that neither the rate monotonic nor the deadline monotonic priority assignments were optimal for MCS (Mixed-Criticality Systems), and the author suggested the use of the algorithm proposed by Audsley [15] . In Baruah and Vestal [11] , the work presented by Vestal [14] was extended to include sporadic tasks. Also, their approach demonstrated that EDF does not outperform FPPS when criticality levels are taken into account.
To provide the necessary real-time guarantees in real applications, a FPPS preemptive schedulability analysis for MCS using uniprocessor was proposed in Baruah et al [16] . This proposal enabled the use of two criticality levels. A new approach which allowed the implementation of multiple criticality levels using multicore systems was introduced by Pathan [17] . However, this approach is limited because it does not allow a task to change its period between different criticality levels.
Ekberg and Yi [18] proposed an approach where EDF imitates the FPPS scheme by assigning two relative deadlines to each high criticality task. The first deadline represents the "real" deadline of the task and the second a "virtual" deadline. The virtual deadline is used to increase the probability that high criticality tasks are executed before low criticality tasks. An extension of this work was presented in Ekberg and Yi [19] , where the authors introduced the use of more than two criticality levels and enabled changes in the task parameters. Nevertheless, their proposal was designed to be used in uniprocessor systems. A new approach that enabled the use of schedulability analysis using EDF in mixed-criticality using multicore was presented in Baruah et al [20] . This work is based on the same concept of virtual deadlines introduced by Ekberg and Yi [18] and it proposes a scheduling algorithm called EDF-VD (for Earliest Deadline First with Virtual Deadlines), where the validation of the theoretical analysis was performed through simulation. In their proposal, the higher priority tasks have their deadlines reduced (if necessary) during the execution of a low criticality mode.
C. Mode-changes on mixed-criticality real-time systems
A discussion on general mode changes and their relation to mixed-criticality systems was presented by Burns (2014) . This work listed the main concepts involved and proposed ways to enable the use of mode changes in mixed criticality systems. Also, Burns concluded that in criticality mode changes (i.e. changes from low to high criticality) are closest in nature to a graceful degradation mode change following partial system failure, while the changes from high to low criticality have more in common with a functional mode change. Another relevant proposal which addresses general mode changes and mixed criticality coexisting in the same system was presented by Niz and Phan [21] . In this partitioned multiprocessor scheduling for multi-modal mixed-criticality real-time systems, it was observed that it is necessary to ensure timing guarantees for the system with respect to the tasks' criticalities, not only within each mode but also during mode changes. Their scheme consists of a packing algorithm and a scheduling algorithm for each processor that take into account both mode changes and criticalities.
D. Prediction in real-time systems
Prediction methods use statistical models that are based on statistical inference principles. The previous knowledge of a sample of a population can be used to predict other population parameters related to the same or to different times. Examples of statistical techniques employed for prediction include (but are not limited to) regression analysis and their sub-categories such as linear regression and generalized linear models (logistic regression, Poisson regression, probit regression) [22] .
The key algorithm used in this work for prediction of missed deadlines is the KSL and its online extension, KSLX. KSLX is a new software reliability growth model (SRGM) based on the Kalman filter with a sub filter and the Laplace trend test present by Ursini et al (2014) [23] and [24] . The authors applied the model to the Linux operating system kernel as a case study to predict the absolute and relative (per lines of code) number of faults n-steps ahead. The Laplace trend test was applied to detect when the series no longer follow a homogeneous Poisson process, improving the confidence level. An example was provided with a prediction of 13 months ahead on the number of faults with 8% error. The results (i.e. predictive capability) indicated that the proposed approach outperforms the S-shaped prediction model, Weibull, and Exponentiated Weibull distributions, as well as typical and OS-ELM Neural networks when the series has a short number of observations [23] . The KSLX approach was also used to predict failures in a telecommunications switch software with positive results [24] .
Despite the advances in the scheduling theory of realtime (mixed criticality) systems, none of the work reviewed has addressed the integration and use of prediction algorithms in these systems.
III. Computational Model and Assumptions
Unlike the analytical model, which is based on worstcase response times, the simulation model assumes actual task execution times. The laxity Lax i of a task τ i is defined by the difference between its deadline and its response time, i.e., Lax i = D i −R i , where D i is the deadline and R i is the task's response time. In this work, the variable used for the prediction of missed deadlines was the percentage of the laxity, which is given by the absolute value of laxity in relation to the task s deadline, i.e. P Lax = Lax i /D i . Fig. 1 represents a rough analogy between the physical and the computational world. The way a moving vehicle with mass m approaches a wall may be compared to the way that a running task with total execution time (C) approaches its deadline (D). Reaching distance zero with a positive velocity (i.e. hitting the wall) may be seen as analogous to a task missing a deadline. Thus, factors that increase the probability of collision are the vehicle's distance to the wall (task laxity), the velocity and the vehicle acceleration (variation of laxity and second order variation of laxity, respectively). Clearly, the shorter the distance (task laxity), and the larger the velocity (laxity variation) and acceleration, the greater are the chances of collision (i.e. missing of a deadline). In the physical world the Newton s uniform moviment laws describe the phenomena, whereas in the case of scheduling, since tasks may block or be preempted, the use of analytical models is more challenging and would require special attention to achieve the desired precision. Based on this analogy, in this work we use the laxity as the independent variable, i.e. the variable used to predict deadline misses. To calculate the velocity, we used V = ∆Laxity ∆T , where ∆T is an observation interval. Therefore, the lower laxity variables in a given time window and the slope of the last two observations will serve as the basis for determining if the system is prone to imminent miss of deadline.
Based on the above, this work is expected to predict the imminent miss of a deadline so that preventive measures can be taken in a timely manner in order to minimize the impact caused by this miss. Fig. 2 shows the six major components of the proactive computational (simulation) model: 1) tasks generator (TG): this block generates the tasks' instances according to their periodicity and stores the owner mode and the start time for each released task; 2) CPU scheduling (SC): this block places the released tasks on a processing queue (EDF or FP); when an arriving task has a priority that is higher than that one under execution, it carries out the preemption; this module also generates (or injects) random CPU failures so that we can create the scenarios to test the proactive approach. These failures temporarily block the processor, and by doing so they deteriorate the overall laxity in the system, thus generating the need for a mode change (or change in the criticality level). The use of a predictor allows the early detection of this condition; 3) analyzer (SN): this block accounts for (i.e. updates) the variables used for system prediction such as worst case laxity, velocity, etc; 4) system predictor (SP): this block is responsible for predicting the dependent variable (i.e. laxity and derivatives) that are used to trigger a mode change; 5) mode manager (MM): this block is used to identify the need for a change in mode of operation, as well as to manage the mode change process. The mode manager was implemented from fuzzy functions that use as input parameters the minimum worst case laxity of all tasks and the maximum worst-case velocity (off all tasks); Depending on the worst case laxity, the worst case velocity and on the fuzzy rules, the MM may trigger a mode change. 6) task dispatcher (TD): this module updates and sends to the task generator the list of aborted, completed, unchanged, changed and whole new tasks. Fig. 3 presents an expanded view of the proactive model, where each color represents a module previously described.
A. Mode-change tasking model
A mode of operation is defined by Martins and Burns as "the behavior of the system, described by a set of allowable functions and their performance attributes, and hence by a single schedule, containing a set of processes and their timing parameters" [25] . A transition between modes is caused by a need to change the functionality delivered by the system or a necessity to dynamically change system performance. Therefore, the following definition for a mode change of a uniprocessor system applies: "A mode change of a real-time system is defined as a change in the behavior exhibited by the system, accompanied by a change in the The task set is composed of periodic or sporadic tasks τ = {τ 1 , τ 2 , . . . τ i , . . . τ p } per mode. Each task τ i is defined by the parameters S i = {T i , D i , C i , P i }, where: 1) T i and D i are respectively the period of task τ i (or, if a sporadic task, the minimum inter-arrival time between successive tasks of the stream i) and the deadline; 2) C i is the worstcase execution time (WCET) of the task τ i . This value is deemed to contain the overheads due to context switching. Moreover, the values of C i , D i and T i are such that C i < D i ≤ T i , and 3) P i represents the priority of task τ i , assigned according to the Deadline Monotonic Scheduling algorithm (for FPPS).
The mode change model is based on the same assumptions of Real and Crespo [26] and Pedro and Burns [3] , i.e., 1) tasks are assigned fixed priorities by the Deadline Monotonic Scheduling algorithm (DMS).or the Earliest Deadline First; 2) tasks are executed in a uniprocessor system; 3) tasks are not permitted to voluntarily suspend themselves during an invocation; 4) there are fixed task sets before and after the mode change, and 5) tasks are scheduled with time offsets during the mode change only. This time phasing between tasks may or may not hold after the mode change.
B. Schedulability analysis for fixed-priority
In this section, we provide a schedulability analysis that has been used to calculate the worst-case response time of a task across a mode change. This analytical model is used for validation of the simulation model. For more details on the fundamentals of real-time schedulability analysis, the reader is referred to Burns et. al [27] .
There are two types of task offsets O i(N ) : Y is measured from the start of a mode change (MCR) and Z is measured from the end of the period of the preceding old-mode task [26] . The window x is the phasing between the MCR and the activation of task τ i .
1) Analysis for old-mode tasks: The interference level of old mode tasks is given in accordance with its classification of the types of tasks: 1) Interference from higher priority old mode completed tasks I hp(i) O ; 2) Interference from higher priority aborted tasks I hp(i) A ; 3) Interference from higher priority new mode tasks I hp(i) N , and 4) Interference from unchanged tasks hp(i) U . By combining the analysis of interference of each task type we obtain the analysis model of the old mode, given by the following recurrence equation:
The notation z 0 denotes a modified ceiling function that returns zero if Z < 0. The initial value of w i is set to zero. It can be shown that w n+1 i > w n i , and hence the equation is guaranteed either to converge (i.e. w n+1 i = w n i ) or to exceed some threshold, such as D i . However, the worst case for the response task R i , which must then be compared with the respective deadline is given by
2) Analysis for new-mode tasks: Because new mode tasks suffer from interference from other old and new higher priority tasks, we need to guarantee heir schedulability during the mode change. If, however, a new task τ i has an offset such that its first release occurs after all higher priority old mode tasks have completed, its schedulability is guaranteed by steady-state analysis and we do not need to apply the following analysis to obtain its WCRT. The interference suffered from a new mode task is analyzed as follows: 1) Interference from higher priority old mode tasks hp(i) O ; 2) Interference of the tasks belonging only to the new mode I hp(i) N , and 3) Interference of unchanged tasks hp(i) U . The worst case response time of a new task i across a mode change is therefore given by:
The initial value of w i is set to zero. It can be shown that w n+1 i > w n i , and hence the equation is guaranteed either to converge (i.e. w n+1 i = w n i ) or to exceed some threshold, such as D i . However, the worst case for the response task Ri, which must then be compared with the respective deadline is given by
IV. Methods
The methodology followed in this work is organized around four steps: 1) Construction of the simulation model: Initially, the simulation model was built using the assumptions and the computational model described in the previous section; 2) Validation of the simulation model: To validate the simulation, a case study was implemented for both singlemode and multimode operation. The results obtained, regarding the response times of each of the tasks, were compared with the analytical model (schedulability analysis equations); 3) Prediction of mode-changes: After the evaluation of the simulation model, two studies were elaborated, one using EDF scheduling policy and another using FPPS. These case studies were used to evaluate the effectiveness of the proposed proactive approach, i.e., the prediction of the need for a mode-change (to avoid missed deadlines) in a mixed-criticality real-time system. In each case study, single mode, reactive multimode and multimode proactive simulations were carried out. In addition, for the purpose of comparative analysis, simulations were performed using the prediction module, but not executing mode changes (i.e. single mode); 4) Analysis of the results: The results of the simulations carried out in each case study were tabulated and analyzed to support the discussions and conclusions.
V. Implementation and Validation The goal of this section is to validate the analytical worst-case real time mode change model, given by Equations (1) and (2), with simulation (and vice versa). To that end, we built a discrete event simulation model for the mode change model under consideration. More details on the simulation model are shown in [28] .
A. Mode-change simulation and validation
The simulation model used in this section was divided into two parts: 1) steady-state and 2) mode change operation. In the steady-state the system was simulated using just a single mode. The simulated mode change model extends the steady-state mode (single mode) to allow the simulation of a multi-mode system, where the system transitions from one mode to another.
The goal of this case is to compare the simulation results with the results obtained using the analytical model (Equations 1 and 2) and the same task set used by Real and Crespo [26] . Table I presents two modes of operation M 1 and M 2; each mode of operation consists of six tasks, i.e. τ 1 through τ 6 . The CPU utilization is 73.1% in M 1 and 66.35% in M 2. Note: The column"TEST" shows that the task is feasible in the steady-state mode. The simulations were performed on steady-state and mode change models during 1 × 10 7 time units with 5 replications. In the mode change from Mode 1 (M1) to Mode 2 (M2), the interval between mode changes was given by a random exponential distribution with a value equal to 2 × 10 3 time units. Fig. 4 shows a comparison between the analytical and the simulated results for the worst-case response time in steady-state modes M1 and M2. It is possible to observe that the simulation results for both modes were the same as the results from the analytical model. Thus, these results validate both the simulation and the analytical models for the steady-state operation. Fig. 5 shows a comparison between the analytical and simulation results of worst-case response times for mode changes from mode M1 to mode M2. For example, for task τ 5 , its WCRT is 170 tu when it executes across a mode change from mode M1 to mode M2. Likewise, Fig. 6 shows the WCRT results for the transition from mode M2 to mode M1. As we can see from both figures, the simulation results for all old-mode tasks were close to the analytical model. However, it is possible to see a large difference in the new-mode task τ 4 WCRT in both modes. We speculate that this divergence is due to the fact that the simulation is not able to replicate the worst-case task offsets, which are more easily found using the analytical model. Nevertheless, as expected, since the analytical model returns values that are worse than the simulation results, the models may be deemed validated. In addition to the worst-case response of a task across a mode change, another relevant indicator is the modechange latency, as defined by Pedro [3] . The worst-case latency observed in the simulation was 399 ms from mode M1 to mode M2 and 432 ms from mode M2 to mode M1. Likewise, the worst-case latency calculated using the analytical method was 420 ms from mode M1 to mode M2 and 450 ms from mode M2 to mode M1. The results of worst-case latency in mode change were close in a comparison between simulation and analytical methods with differences in the order of 5.26% and 4.17%, respectively. Table II presents the confidence intervals, calculated from the simulation process, for each model/task/mode. As analytical models are very limited for the general characteristics of real-time systems, in this section, we have proposed a simulation model to real-time systems in a mode change. It validated the simulation in relation to the analytical model. We argue that the results seem relatively appropriate for general use in simulation models. Therefore, the proposed model can be a flexible approach for work with complex models in mode change, e.g. it could be extended to enable a quick analysis of the behavior of a system configuration in the presence of any faults.
VI. Predicting Deadline Misses in
Mixed-Criticality Systems In this section, we present the mechanisms that allow the anticipation of (the need for) mode-changes in a mixedcriticality real-time system, using prediction algorithms. This section is subdivided into two case studies, i.e. predicting deadline misses in EDF and predicting deadline misses in FPPS.
A. Case study 1 -predicting deadline misses in EDF
One of the assumptions of mixed-criticality systems is that when a change in the criticality level occurs, the least critical tasks that are in the queue or in processing are immediately aborted to avoid their interference with the higher criticality tasks [1] . This assumption may in certain cases compromise the execution of the system when there are low criticality tasks that need to execute in order to release certain resources back to the system. The prediction of a mode-change may be crucial because by identifying the imminent arrival of a change in the criticality level, it is possible to block the release of new instances of low criticality tasks, thus allowing the existing ones to complete their execution. Additionally, when the request for a change of the criticality level occurs, the system is more likely to have sufficient resources to promptly respond to this change, thus potentially reducing the mode-change latency.
1) Assumptions: This case study is carried out to verify the effectiveness of the proactive approach under the following assumptions: 1) the system is scheduled using the EDF policy; 2) the predictor used was the KSLX [23] ; 3) the variable to be monitored is the minimum worstcase laxity of all tasks in the system; the measurement window used in this case study corresponds to maximum common divisor MCD(T) = 20 tu; 4) the prediction was performed every time interval, which is determined by the MCD of the periods (T) of the tasks; 5) fuzzy logic was used to support the decision of triggering a MCR due to an imminent deadline miss scenario; 6) processor failures were randomly generated; 7) an offset was assigned to each tasks belonging exclusively to the low criticality level. The assigned offset corresponds to the time difference between the start of the mode-change and the next multiple of the period (T) of the task.
To measure the accuracy level of the prediction, the root mean square error (RMSE) was used considering the predicted value and the real (measured) value.
2) Configuration: Table III displays the set of tasks that were used in the simulation. The columns of the table correspond to the task ID, criticality level (low or high), task priority in the low criticality level, task priority in the high criticality level, task worst-case execution time (in the high and low criticality level) and the period/deadline of the task, which in this case are the same. The CPU utilization rate for high criticality level is 73.10% for criticality level down 41.67%
As mentioned earlier, a processor failure is a temporary unavailability of the CPU, i.e. a period where tasks do not execute. Processor failures are generated with an arrival (occurrence) rate defined by an exponential distribution with an average of 10 time units (tu) and a duration (repair) defined by a normal distribution with a mean of 12 tu and a standard deviation of 7 tu. The generation of failures was released after the system warm-up period, set to 2000 time units. As the high criticality level is used for system recovery, once the transition from the low criticality level to the high level was completed, the generation of errors was suspended and resumed only after the transition back from the high criticality to the low criticality level. The two input variables for the fuzzy module are set as follows: 1) predicted worst-case laxity (large, short, normal). Note that the KSLX algorithm has itself an internal fuzzy module that determines if the prediction should be 1, 3 or 5 steps ahead [23] , and 2) velocity (fast, medium, low and very slow), which corresponds to the angular coefficient of the line obtained from the last two observations of the predicted variable (laxity's first order derivative).
Figs. 7a, 7b present the input membership functions related to the fuzzy logic. For laxity (Fig. 7a) , two trapezoidal functions were used with the following parameters: Table IV presents the 12 fuzzy rules created to determine the need for a mode change request, which is associated with chances of missing of deadline based on the simulation using the KSLX predictor. For example, if the velocity is "Fast" and the Laxity is "Short", the indication for triggering a MCR is "High". Clearly, these rules as well as the parameters of the fuzzy functions should be analyzed and adjusted depending on the particular application and/or system configuration.
In order to allow an analysis of the advantages obtained by using the predictor, the same system was submitted to After the configuration of the fuzzy rules, the simulation processes were executed (with and without the use of the predictor and with a change of the criticality level in a reactive way), with a duration of execution corresponding to 100 hyper-periods with 10 repetitions. Each hyperperiod is determined by the least common multiple (LCM) of the task set periods previously presented in the Table  III , i.e. it is 4200 tu. Therefore, the total simulation time was 4200 × 10 3 tu.
3) Results: Table V presents the results chosen from the simulation process. In this table, the lines represent the measured variables and the columns present the results for each scenario, namely: 1) reactive mode-change; 2) proactive mode-change, using a standalone fuzzy module, and 3) proactive mode-change combining fuzzy and the KSLX predictor.
For each scenario, two simulations were performed, the first without changing the criticality level (single mode) and the second with mode changes (multi-mode operation).
Figures 8a and 8b present a comparative analysis of the observed values and the predicted values for 1 and 5 steps ahead. Due to the large number of observations the graphs are limited to 500 observations. Fig. 9a shows the simulated values for the anticipation time before the miss of deadline, both with and without the use of prediction. The anticipation window measures the interval between the prediction of a deadline miss and its actual (measured) miss time. Fig. 9b presents a comparison, between single-mode and multimode (proactive and reactive) simulations of the number of instances that missed their deadline for each task. 
B. Case study 2 -predicting deadline misses in FPPS
This case study addresses the same set of tasks, assumptions and configurations described in Section VI-A for FPPS scheduling (instead of EDF). Table VI presents the results for FPPS: the lines represent the measured variables and the columns present the values obtained for each scenario (i.e. 1) reactive mode-change, 2) proactive mode-change using fuzzy and 3) proactive mode-change combining fuzzy with the KSLX predictor algorithm [24] ). Figures 10a and 10b present a comparative analysis of the observed values and the predicted values for 1 and 5 steps ahead. Fig. 11a shows the calculated values for the anticipation time before the miss of deadline, with use and without the use of prediction. This time measures the interval between the prediction of miss of deadline and its respective miss within the measurement window. Fig.  11b presents a comparison between single-mode and multimode (proactive and reactive) simulations illustrating the number of instances that missed their deadline per task. 
VII. Discussion
We now may answer, through the case studies, the research questions addressed in this work: 1) is it possible to predict the miss of a deadline? The case studies presented above showed that it is possible to predict the miss of a deadline in all scenarios studied: Proactive mode changes resulted in better results compared to reactive changes.
2) which candidate variables should be predicted? The candidate variables for use in prediction were: laxity of each task, the worst case laxity of all tasks and the size of the queue size; however, the variable chosen was the worst case laxity of all tasks, because it was the variable (after an analysis of the generated time series) demonstrated the least mean square error, as can be seen in figures 8 and 10, 3) anticipating a mode change can reduce the number of missed deadlines? it is possible to observe in the case studies that a significant reduction in the number of missed deadlines occurred when the mode changes were anticipated, i.e. the reduction of missed deadlines was 69.9% in case 1 and 49.5% in case 2 in comparison with reactive mode-changes, 4) the use of fuzzy in conjunction with the predictor does have better results than using fuzzy in isolation? the use of fuzzy combined with KSLX predictor provide best results when compared to the use of fuzzy in isolation. This can be asserted due to the reduction of 52.1% in the number of the missed deadlines in case 1 and 16.7% in case 2, and 5) (how) can we benefit or explore the use of prediction and proactive behavior in scheduling, and in particular MCS's? the use of prediction to identify potential deadlines misses (n-steps ahead of time) is advantageous since it allows the anticipation for the need of a mode-change and proactive reallocation and release of resources.
In summary, we gathered the following guidelines from this work: 1) Reactively scheduling a mode change is advantageous over not changing the mode at all; 2) Pro-actively scheduling mode changes is advantageous over reactive scheduling; 3) EDF has shown higher performance over fixed-priority when the system includes prediction-based scheduling; 4) The metric used for performance evaluation (number of missed deadlines) and the metric used for scheduling a mode change (worst-case laxity) showed to be adequate.
VIII. Conclusion
From this work, it can be concluded that the proposed method, which uses prediction in conjunction with fuzzy, is a feasible alternative to avoid deadline misses in realtime systems with mixed criticality. Proactive scheduling avoids the need for abruptly aborting tasks; it may allow a delayed or phased abort that permit the task to run at least to a safe point. This may be an issue in conventional MCS's where aborts are immediate and tasks do not release resources back to the system.
