ABSTRACT 1Proofs for the theorems
Let B be a bicyclic graph. Suppose C p = v 1 v 2 . . . v p v 1 and C q = u 1 u 2 . . . u q u 1 are two cycles in B with l (l ≥ 0) common vertices. Without loss of generality, we label the vertices of C p in the clockwise direction, and the vertices of C q in the inverse clockwise direction. If l = 0, then there is one unique path P connecting C p and C q , which starts with v 1 and ends with u 1 . We call this kind of bicyclic graph type I (see Figure 1 ). If l = 1, then C p and C q have exactly one common vertex v 1 (u 1 ). We call this kind of bicyclic graphs type II (see Figure 1 ). If l ≥ 2, then B contains exactly three cycles. The third cycle is denoted by C z , where z = p + q − 2l + 2. Without loss of generality, assume that p ≤ q ≤ z and l − 2 ≤ p − 2 ≤ q − 2. The two cycles C p and C q have more than one common vertex v 1 (u 1 ), . . . , v l (u l ). We call this kind of bicyclic graphs type III (see Figure 1 ). In the following section, we use B, C p , C q , v i (1 ≤ i ≤ p), u j (1 ≤ j ≤ q), l as defined above, except as noted. Now we first recall two useful lemmas on the Wiener polarity index of trees and unicyclic graphs. 
If g(U) = 4 and V (C) = {v 1 , v 2 , v 3 , v 4 }, then
Moreover, if g(U) ≥ 5, then
In the following, we introduce an operation for the three types of bicyclic graphs. We call this operation graph decomposition. A hanging tree on vertex v in B, denoted by T B [v] , is a rooted tree whose root is the vertex v. For a bicyclic graph B of type I, T B [v 1 ] (T B [u 1 ]) is a rooted tree without path P. Especially, when T B [v] is a star, we call the edges incident to the vertex v hanging leaves of v.
Firstly, we consider bicyclic graphs of type I. Let N B (v 1 ) = {a 1 , . . . , a s , w, v 2 , v p }, where w is on the unique path P connecting C p and C q . Now we decompose B into two unicyclic graphs U 1 and U 2 as follows (see Figure 2 ): separate vertex v 1 ∈ V (B) into two vertices v 0 1 ∈ V (U 1 ) and v ′ 1 ∈ V (U 2 ); add vertex w ′ (a copy of w) to U 1 Now we consider bicyclic graphs of type II. Let N B (v 1 ) = {a 1 , . . . , a s , v 2 , v p , u 2 , u q }. We decompose B into two unicyclic graphs U 1 and U 2 as follows (see Figure 3 ): separate the common vertex Figure 3 . The decomposition of type II.
Finally, we consider bicyclic graphs of type III.
, u l+1 }. Now we decompose B into two unicyclic graphs U 1 and U 2 as follows (see Figure 4 
Lemma 0.3. Let B be a bicyclic graph, and U 1 , U 2 be the two unicyclic graphs obtained from B by the graph decomposition mentioned above. Figure 4 . The decomposition of type III.
and there is a shortest path from u to v passing through the edge e = ab, where a, b, u, v ∈ V (G)}. Then for a unicyclic graph U = (V, E), we have
Suppose N B (v 1 ) = {a 1 , . . . , a s , x, v 2 , v p }. Using the graph decomposition for type I, we obtain that
For the other edges uv in B, the corresponding edges are either in U 1 or U 2 , and we
The proof of (2) and (3) are just similar to the proof of (1).
By Lemma 0.3, we can obtain the formula of the Wiener polarity index of bicyclic graphs. Let B be a bicyclic graph with two cycles C p = v 1 v 2 . . . v p v 1 and C q = u 1 u 2 . . . u q u 1 . Suppose U 1 and U 2 are the corresponding unicyclic graphs obtained from graph decomposition. Let
and
Then for type I, we have
For type II, we have
where v 1 = u 1 . For type III, if z ≥ 7, we have
where uv ∈ E(B) and (a, b, c) denotes the values of p, q and l, respectively.
1Methods and Results
In this section, we characterize the bicyclic graphs of given order maximizing the index among all bicyclic graphs. First we introduce some operations on bicyclic graphs, then we give the corresponding lemmas which state that the Wiener polarity index is not decreasing after applying these operations on bicyclic graphs.
Let B be a bicyclic graph. As we have claimed, suppose We define Operation I (see Figure 
For a unicyclic graph U, a similar operation can be defined. We state the following lemma from. 4
Lemma 0.4. 4 Let U be a unicyclic graph with g(U) ≥ 4. Let U * be the unicyclic graph obtained from U by applying Operation I (replace B by U). If g(U)
By an analogous analysis as in Lemma 0.4, we can obtain the following observation. For r ≥ 3, we define a new graph B * as follows:
For r = 2, the operation differs on the three types of bicyclic graphs.
(1) For bicyclic graphs in type I, we let
where
(2) For bicyclic graphs in type II, by considering the value of q, there are two cases. Case 1. q ≥ 4. In this case, let
where v i (i ∈ {1, 2, 3}) is the root vertex mentioned above. 
Now suppose r = 2.
(1) If B is in type I, then we have
(16) (2) If B is in type II, then by considering the value of p, there are two cases. Case 1. q ≥ 4. We have
Case 2. q = 3 and |V (B)| ≥ 9. By considering the number of vertices on the cycle of B with hanging trees, there are two subcases.
Subcase 2.1. There is only one vertex v i (i ∈ {1, 2, 3, 4, 5}) with a hanging tree. For the case v i = v 1 , we have
For the case 
In the second step (move all the other vertices in N 2 Figure 6 . Operation III on bicyclic graphs in type I.
We define Operation III (see Figure 6 ) as follows. Let B be a bicyclic graph.
. We call such an operation smooth v to x.
We define Operation IV as follows. Let B be a bicyclic graph, where
For bicyclic graphs in type I, we will take the following two steps (see Figure 7) .
Step 1. For C p and i ∈ {3, . . . , p − 1}, if i is odd, then move V i to v 1 and smooth v i to v 2 ; if i is even, then move V i to v 2 and smooth v i to v 1 . For C q and j ∈ {3, . . . , q − 1}, if j is odd, then move U j to u 1 and smooth u j to u 2 ; if j is even, then move U j to u 2 and smooth u j to u 1 . Therefore, we obtain a graph B ′ = C 3,3 (s 1 , s 2 , s 3 ;t 1 ,t 2 ,t 3 ) with a unique path P connecting C p and C q . Let the set of hanging leaves of u 1 , u 2 , u q be U For bicyclic graphs in type II (see Figure 8) , we also give two steps as follows.
Step 1. For C p and i ∈ {3, . . . , p − 1}, if i is odd, then move V i to v 1 and smooth v i to v 2 ; if i is even, then move V i to v 2 and smooth v i to v 1 . For C q and j ∈ {3, . . . , q − 1}, if j is odd, then move U j to u 1 and smooth u j to u 2 ; if j is even, then move U j to u 2 and smooth u j to u 1 . Thus we get a graph B ′ = C 3,3 (s 1 , s 2 , s 3 ;t 1 ,t 2 ,t 3 ) with s 1 = t 1 . Let the set of hanging leaves of
IV Figure 8 . Operation IV on type II.
For bicyclic graphs in type III (see Figure 9 ), the operation is defined as follows. Recall that we use l (≥ 1) to denote the number of common vertices of C p and C q , and without loss of generality, assume l − 2 ≤ p − 2 ≤ q − 2.
(1) If p ≥ 3 and q ≥ 4, then we will take the following three steps.
Step 1. For i ∈ {3, . . . , p − 1}, j ∈ {3, . . . , q − 1}. If i is odd, then move V i to v 1 ; if i is even, then move V i to v 2 ; if j is odd, then move U j to v 1 ; if j is even, then move U j to v 2 ; move U q to v p .
Step 2. After applying this operation, we get a new graph B ′ with cycles C p ′ , C q ′ and C z ′ . Let l ′ be the number of common vertices of C p ′ and C q ′ , p ′ (p ′ = 3 or 4) be the number of vertices of the smallest cycle of B ′ , then we have l ′ = 2 or l ′ = 3. Now relabel the vertices on C p ′ and C q ′ of B ′ , and we have
Step Proof. Note that there are mainly two steps "move" and "smooth". We want to prove that each step ensures that the value of the Wiener polarity index is not decreasing. Here we denote the final bicyclic graph by B * . There are three kinds of unordered vertices pair {u, v} such that d B (u, v) = 3 on B = C p,q (s 1 , . . . , s p ;t 1 , . . . ,t q ): u and v are both pendant vertices; u and v are both on the cycle of B; u is a pendant vertex and v is on the cycle of B.
IV
Since we move V i , V i+1 (i ∈ {3, . . . , p − 1}) (or U j , U j+1 ( j ∈ {3, . . . , q − 1}) to two adjacent vertices alternately, we keep the unordered vertices pair {u, v}, where u and v are both pendant vertices. When we apply Operation III ("smooth"), in the same way, we smooth the vertices to two adjacent vertices alternately which remains the unordered vertices pair {u, v} of the second kind. At last, we only need to consider the unordered vertices pair {u, v} of the third kind. Since there are at most three vertices v 1 , v 2 and v p on B * with pendant vertices, then if the unordered vertices pair {u, v} in the original graph is composed by u ∈ V i (i ∈ {1, 2, . . . , p}) (or U j ( j ∈ {1, 2, . . . , q})) and v ∈ V (C p ) ∪V (C q ), then after such operation it can be replaced by
As to the operation on bicyclic graphs in type I which is mentioned in Step 2, the proof is just analogous. Combining the three situations above, we complete the proof.
Since our goal is to characterize the bicyclic graphs of given order maximizing the Wiener polarity index, then after the introduction of all these operations on bicyclic graphs, we will show the procedure step by step to reach the desired graph. Meanwhile, according to the lemma above, we claim that each step ensures the Wiener polarity index of the new graph being not decreasing.
Let B 1 be a bicyclic graph of type I and |V (B 1 )| ≥ 15.
(1) If p ≥ 4 and q ≥ 4, then we will do by two steps.
Step 
8/12
Step 2. By Operation IV on B 
Step 2. By applying Operation IV on B 1 1 , we reach B 2 1 = C 3,3 (s 1 , s 2 , s 3 ; 0, 0, 0) with P = u 1 v 1 . (3) Suppose p = 3, q = 3. Applying Operations II and IV on B 1 and its resultant graphs repeatedly, we obtain the desired graph B 1 1 = C 3,3 (s 1 , s 2 , s 3 ; 0, 0, 0) with P = u 1 v 1 . Finally, by the steps above, the maximum Wiener polarity index of bicyclic graphs in type I is determined. We denote the desired graph by B * 1 , and clearly that the unique path connecting C p and C q is 3 (s 1 , s 2 , s 3 ;t 1 ,t 2 ,t 3 ) be the bicyclic graph of type I, where P = v 1 u 1 and s 1 + s 2 + s 3 +t 1 +t 2 +t 3 = n − 6. Especially, we denote this kind of graphs by C * 3,3 , if
, we can construct a new graph H by identifying v 1 with v ∈ G, denoted by H := G + P l , and we say P l is incident to vertex v. Let B 2 be a bicyclic graph of type II (v 1 = u 1 ) and |V (B 2 )| ≥ 9.
9/12
(1) If p ≥ 4 and q ≥ 4, then we can obtain the desired graph by two steps.
Step 1. By applying Operation I on B 2 and its resultant graphs repeatedly, we obtain B 1 2 = C p,q (s 1 , . . . , s p ;t 1 , . . . ,t q ) with s 1 = t 1 .
Step 2. By Operation IV on B 1 2 , we get
If p = 3 and q ≥ 4, take the following two steps.
Step 1. We first apply Operation I on C q , II on C p and its resultant graphs repeatedly, we obtain a new graph B 1 2 = C 3,q (s 1 , s 2 , s 3 ;t 1 ,t 2 , . . . ,t q ) with s 1 = t 1 .
Step 2. By Operation IV on B 1 2 , we obtain
Apply the corresponding operation in operation II and IV to B 2 and its resultant graphs, finally we reach the desired graph 
Proof. If 4 ≤ n ≤ 11, then we can get the desired result mentioned above by directly computation.
If n ≥ 12, we can get C ′ 3,4 (s 1 , s 2 , s 3 ; s 1 , s 2 , 0, 0) by the operation mentioned in the corresponding steps. Now we claim that 1 ≤ s 3 − s i ≤ 3(1 ≤ i ≤ 2) and |s 1 − s 2 | ≤ 1. We prove this by contradiction.
If 1References
