Numerical modeling is one of the popular means to simulate and forecast the state of oceanographic systems. However, it still suffers from some limitations, e.g., parameter uncertainties, simplification of model assumptions, and absence of data for proper boundary and initial conditions. This paper proposes a hybrid data assimilation scheme, which combines the Kalman filter (KF) with a datadriven model (local linear model (LM)), to directly correct numerical model outputs at locations without measurements. Two different types of KF (unscented Kalman filter and two-sample Kalman filter) are tested and compared. A local LM is utilized to describe the evolution of the model state and then assimilated into the KF. This in turns simplifies the application of KF for highly complex nonlinear systems such as the dynamic motion of Singapore regional water. The proposed scheme is first examined using a simple hypothetical bay experiment followed by an operational model of the Singapore Regional Model (SRM), in which both are set up in the Delft3D modeling environment. This combination of KF and data-driven model provides insights into the influence of different error covariance estimations on the model updating accuracy. This research also provides guidance to offline utilization of KF in updating of numerical model output.
INTRODUCTION
Understanding oceanographic systems is important for safe navigation and offshore operations. In principle, deterministic equations that describe physical phenomena can be numerically solved to forecast a future state based on initial condition and evolution of forcing terms. However, these types of numerical models tend to produce imperfect results for several reasons (e.g., model resolutions, parameter uncertainties, simplification of model assumptions, and absence of data for proper boundary and initial conditions). completely describe highly complex nonlinear systems (e.g., the dynamic motion of Singapore regional water), and the estimation of the predicted covariance matrix is also lacking. In addition, real error covariance was shown to be poorly represented, and hence limited the KF performance. In contrast, the extended Kalman filter (EKF) ( Jazwinski ) is a natural choice for nonlinear systems.
The nonlinear transition and observation function are simply linearized and transformed into a matrix of partial derivatives (Jacobians). It is a computationally efficient and recursive update form of KF. However, the linearized transformations of the nonlinear system are only reliable when the error propagations are well approximated by a linear function. Furthermore, such linearization in EKF can only be applied if the Jacobian matrix exists. Besides, the calculation of the Jacobian matrix is an error-prone process (Julier & Uhlmann ; Aguirre et al. ) . Therefore, it may lead to sub-optimal performance and sometimes divergence of the filter (Aguirre et al. ) . On the other hand, the ensemble Kalman filter (EnKF), one of the most advanced sequential assimilation methods (Evensen ) , extends the conventional KF and replaces the error covariance matrix by the sample covariance computed from ensembles. It is an advantageous approach for highly dimensional application, and has been applied in different complex models (Hamill ; Sakov & Sandery ) .
However, the optimal ensemble size is uncertain and is chosen based on a heuristic evaluation (Medina et al. ) . Its optimality in terms of reducing error variance depends on the linearity assumption of the model and observation operators (Luo & Moroz ; Lei & Baehr ) .
The estimation of the EnKF based on small ensemble sizes can also be affected by large biases, even if the ensemble mean and covariance are correct (Simon et al. ) . Another problem with the above KFs is that, in the case of a forced stable system, the updated initial conditions quickly 'washout' over a certain forecast horizon (Babovic & Fuhrman ) . For example, the study of Singapore regional water by Karri et al. () shows that EnKF is only suitable for short-time forecasting (<6 hours) in predicting water levels and currents. As the lead time increases, the forecasting accuracy deteriorates and tends to be consistent with the original numerical model result. This is actually a common issue for conventional utilization of KF. Moreover, the KF implementation requires the numerical model to be run online at each iteration, and thus is highly time-consuming.
To overcome the limitations in the above-mentioned KF approaches, two different KF methods are applied in this study, namely, two-sample Kalman filter (two-SKF) (Sumihar et al. ) and unscented Kalman filter (UKF) (Uhlmann ; Julier & Uhlmann ) . These two approaches estimate the error covariance and thereby Kalman gain without the limitations described above (e.g., Jacobian matrix or amounts of ensembles). The two-SKF derives steady-state Kalman gain in the updating procedure, while the UKF derives dynamic Kalman gain based on the unscented transform (UT). In addition, a local linear model (LM) is introduced to first simulate the dynamic of the original numerical model offline. The forecasting results from the LM are then assimilated into the KF algorithm to predict the state variable. Based on the updated results using the LM method, updating of the initial conditions at each time step during the forecasting period is undertaken offline without re-running a time-consuming original numerical model. This combination not only enables both KF methods to be updated offline without the initial conditions being washed out, but also reduces the computational cost. Thus it would be more applicable for a real-time updating system.
The main purpose of this paper is to introduce these two hybrid KF methods and examine their performance based on case studies. The proposed scheme is tested in a hypothetical scenario of an artificial bay and then applied in a real case of SRM to correct the water level outputs at nonmeasured locations. Based on the comparison of predicted results between the two KF methods, their advantages and corresponding potential applications to complex nonlinear systems are discussed.
ALGORITHM
For KF and its derivative, the internal state of process is described by the state transition function. The LM introduced by Babovic & Fuhrman () , as one kind of datadriven model, can produce accurate forecasting for a short forecasting horizon (Wang & Babovic ) . Therefore, the LM is used to simulate the state process based on numerical model output, to simplify the application of KF (e.g., two-SKF and UKF in this study) in complex nonlinear systems (e.g., SRM). This hybrid scheme is illustrated in Figure 1 .
The LM is applied here to forecast the original numerical model output directly at all the locations of interest. It aims to simulate the system dynamic of outputs of the original model. These forecasting results and measurements are then assimilated into the KF as inputs. The measurements provide background information to tune the Kalman gain and update the state at the current time step. The updated state is then forecasted using the LM. In this way, the state variable at all non-measured stations can be updated offline with actual measurements and predicted results based on LM simulation for the forecast period.
Local linear model
For a time series in a chaotic system, it is known that LM can utilize the inner nonlinear deterministic rule based on Taken's embedding theorem (Takens ) to reconstruct a phase (or embedded) space. This embedded space is equivalent to the original state from a scalar time series.
Given time series x t , in reference period t n , the phase space can be constructed in terms of embedded vector X n (t), through the parameters of time lag τ and embedding dimension d e :
Then, a Euclidean metric is imposed onto the phase space to find the k nearest neighbors X i (t), i ¼ 1, 2, . . . k of the current state. For each neighborhood point X i (t), there is a projected value in time seriesx i (T f ), which is an element in the expected value vector corresponding to the forecast time horizon. These neighborhood points and corresponding projected value can be used to derive coefficient matrix β T , in which the value of the forecast period of T f can be calculated through:
It should be noted that this study utilizes the results from 
Two-sample Kalman filter
For most KF, the system state is estimated based on the information available in agreement with system statistical uncertainty, where the error covariance matrix and Kalman gain are updated at each time step. One of the less computationally demanding assimilation algorithms is based on the steady-state KF. Two-SKF, proposed by Sumihar et al.
(), computes the steady Kalman gain based on two forecast realizations. It assumes that the error process of the system of interest is weakly stationary. It may also be applicable for a system where error statistics vary slowly in time (Sumihar et al. ) . In this study, two-SKF is used to correct the water level model output at non-measured stations.
Given a system:
where, x k ∈ R n is the state vector; y k ∈ R m the measurement; F the dynamic model governing the process, representing the function to compute the predicted state from the previous estimate (in this algorithm, it can be a linear (i.e.,
; u kÀ1 the forcing item; q kÀ1 ∼ N(0, Q) the Gaussian process noise; r k ∼ N(0, R)
the Gaussian measurement noise with covariance of R;
H ∈ R m×n the linear observation function.
The main steps include an open-loop and closed-loop step, described as follows.
Open-loop step
In the open-loop estimation, estimation of the covariance matrix of the random process is done without making use of any observations. Two realizations of open-loop process
x f k(1) ∈ R n and x f k(2) ∈ R n are generated to estimate covariance matrix P f ∈ R n×n . These two forecast realizations can be generated by running the dynamical model twice with statistically independent perturbations.
where, e k(1,2) is the difference between two series; x f k(1) , x f k(2) , k ¼ 1, . . . , N, two independent samples from the process in Equation (5).
Then, the Kalman gain K can be calculated by:
Closed-loop step
In the closed-loop estimation, observation of the dynamic system is available and related to unknown state x k in Equation (4). The Kalman gain K is inserted into Equation (8) to update the state at each time step, and generate two realizations of the closed-loop process
through Equation (9):
Then, P f and K can be estimated using Equations (6) and (7), respectively. The closed-loop step is repeated until P f and K converge. Convergence of the algorithm is indicated by insignificant difference between the gain matrices estimated by two consecutive iterations.
Unscented Kalman filter
The UKF has been developed to overcome the deficiencies of the linearization in the EKF (Uhlmann ; Julier & Uhlmann ; Linares-Perez & Hermoso-Carazo ). It provides a direct and explicit mechanism to transform mean and covariance information, and has been previously shown to be a superior tool to EKF in various aspects, especially in strongly nonlinear systems (Aguirre et al. ) .
Given a nonlinear system:
where, h is the observation function describing the mapping from observation to state. In this paper, the nonlinear obser- The UKF makes use of the UT to reduce the potentially large number of state vectors to a small representative group (i.e., sigma points) and gives an approximation to the filtering solutions of the nonlinear optimal filtering problems mentioned earlier. The UKF steps are described as follows.
1. Compute the set of sigma points X:
The sigma point is derived in this way to capture the mean and covariance information, at the same time permitting direct propagation of this information through an arbitrary set of nonlinear equations. The associated weights w are defined as:
where, P is the covariance estimated; λ a scaling parameter; α, β and κ the positive constants used in the method. α controls the spread of the sigma points; β is used to incorporate prior knowledge of the distribution of x; and κ is a secondary scaling parameter. For a Gaussian distribution of x, the optimal values for α, β and κ are 10 -3 , 2 and 0 respectively.
1.
Compute predicted state x f k and predicted covariance P f k :
2. Compute predictedŷ k and covariance of measurement S k , and cross-covariance of the state and measurement C k :
3. Compute gain K k , updated state x a k and covariance P k :
The numerical models in which the above combination of the data-driven model and the KF method are examined are presented in the next section.
One difference between the above two KFs scheme is that two-SKF estimates steady covariance based on two forecast samples, while the UKF estimates the covariance based on a minimal set of chosen sample points through unscented transformation at each time step. Furthermore, instead of linear transformation of observation, UKF allows for a nonlinear observation function, which will be implemented and compared in the next section.
DESCRIPTION OF NUMERICAL MODEL
The numerical model used in this study is set up in the Delft3D modeling environment. 
Description of hypothetical bay experiment
The hypothetical bay experiment is first simulated by the specific-driven system, and the corresponding data set is considered as the field measurement. Subsequent simu- Wind and pressure fields of a moving cyclone generated by a wind enhanced scheme are applied on the surface of the model.
In this study, the simulation was carried out for 12 days with a time step of 15 minutes. The first 100 time steps were excluded to eliminate the influence of the initial condition. The deterministic model driven by the forcing, as described above, is treated as a source model assumed to be perfect (20) and (21) important to apply a data assimilation method to correct SRM and improve its accuracy:
where, x m is the observed water level; x the water level from the numerical model; and n the number of records.
The first half of the year 2004 is considered as the hindcast period. The corresponding measurements in this period are available, and used in the proposed data assimilation scheme to update and estimate the state variables at nonmeasured stations. The second half of 2004 is treated as the forecasting period in which the measurements are used for the model validation.
APPLICATION AND RESULTS IN THE CASE OF BAY EXPERIMENT Application in hypothetical bay experiment
The water level outputs from the uncorrected model (CMB) are used as the system state in the following KF, i.e., x k ∈ R 7 .
The dynamics of the water level are represented through LM. This LM is carried out at seven sampling stations, respectively, with a 15-minute forecast horizon, which is one time step interval consistent with the numerical model output. The optimal embedding parameters are estimated through the genetic algorithm described by Babovic et al.
() and summarized in Table 2 . Such a forecasting model is then utilized in the UKF and two-SKF procedure to correct the water level at nonmeasured locations 1-4 based on observed vector y k . The measured water levels at the three observed stations 5-7 are selected as variables of vector y k ∈ R 3 . The observation function is linear as indicated by H. where, x k and y k are the system state and observation, respectively, as indicated in Equation (3) or Equation (10) and Equation (4) i.e., the water level after correction) and Equation 22:
where, RMSE SRM is the RMSE of the original numerical model.
The forecasted water levels using the LM approach in the case of CMB at points 5, 6, and 7, are shown in Figure 4 . in both two-SKF and one scenario of UKF. As described in Figure 1 , based on the system driven by LM at each time step, the information from both observations and numerical model are combined to construct the Kalman gain according to Equations (7) and (19). Based on these Kalman gains, the scheme further corrects the model state, which will be the initial state for the next time step:
x ¼ [D 1 , D 2 , D 3 , D 4 , D 5 , D 6 , D 7 , D 8 , D 9 , D 10 , D 11 , D 12 , D 13 ] T where, x, y is the system state x k and observation y k as indicated in Equations (10) One advantage of the UKF is that the observation transformation function h(x) can be more complex than the simplified linear functions. In addition to the linear observation function, which is the same as that of the two-SKF, another scenario based on the UKF approach is also tested.
In order to further explore the correlation between nonmeasured and measured stations, model residuals at the six measured stations are added as the other six variables of y k , i.e. y k ∈ R 12 . The h(x) is a nonlinear observation function estimated based on the GP approach. This scheme is termed as UKF-GP. The innovation vector y k À h(x À k ) ∈ R 12 can be spread over the entire state space through Kalman gain and thereby improve the correction efficiency:
x ¼ [D 1 , D 2 , D 3 , D 4 , D 5 , D 6 , D 7 , D 8 , D 9 , D 10 , D 11 , D 12 , D 13 ] T y ¼ [M 1 , M 2 , M 3 , M 4 , M 5 , M 6 , e 1 , e 2 , e 3 , e 4 , e 5 , e 6 ] T
. . . The water levels simulated in the hindcast period were tested against the actual measurements. Also, the performance of the proposed scheme is then assessed based on LM forecasting results at eight prediction horizons from 1 to 72 hours in the forecast period.
Assessment of results in Singapore Regional Model
As an example, the forecasted water levels through the LM approach in the case of SRM at the Tanjong Changi, Langkawi and Tioman stations are selected and shown in Figure 5 . It can be seen that the LM method offers promising forecasting results and can reproduce the variation of the water level state.
The distribution efficiencies of the UKF and two-SKF in terms of RMSE for all forecast horizons at non-measured stations are summarized in Figure 6 . In consideration of the temporal trend at the same stations, there is a general tendency that the correction efficacies of these two methods are degraded with increased lead time T. It suggests that the data-driven forecasting process seems to have an equivalent effect on the results of these two methods. The difference between their efficacies is mainly determined by the esti- Singapore regional water which are not reproduced in the These results imply that the two-SKF may be more suitable for slow dynamic systems, while the UKF can be well adapted to nonlinear systems especially for faster dynamic systems.
The above results using UKF are further illustrated in The efficacy for large prediction horizons after correction can be found in Figure 8 . Figure 8( to the observation than that of the SKF even for 72 hours forecasting. Therefore, the UKF can effectively distribute a full range of time series water level forecasting. significantly improved accuracy. It may be because the additional consideration of the residual as the observed vector can provide more information, and the innovation vector in this approach can capture as much available information between different stations as possible. Thus, the correction efficiency can be improved, with filter stability eventually enhanced for long lead time.
In terms of the computational cost, the time consumed for a one-year period is shown in Table 5 . Similar to the case study of the hypothetical bay experiment, the UKF approach is computed based on the sigma points. Although the Kalman gain is updated at each time step, such implementation is rapid because it is not necessary to evaluate the Jacobians required for an EKF. However, the implementation of GP would demand extra computational cost. Therefore, in the case of short time correction, the UKF can provide accurate results with less time, while the UKF-GP is more useful for the long time correction. In the two-SKF approach, the constant Kalman gain is based only on two forecast realizations and can be computed offline until it reaches a constant solution. Such steady gain application can greatly reduce the computational demands, resulting in lower computational cost compared to the UKF.
In this case, since the state vector consists of small variables, their computational differences can be negligible. However, the computational load will be substantial when applied to a large-scale system where there exist thousands or even tens On the other hand, the UKF, which calculates the Kalman gain based on sigma points, is proven to be less influenced by the source of model errors, implying its applicability in nonlinear systems. In addition, given that the UKF can utilize the nonlinear observation function, combining the UKF and GP enables the model state at non-measured points to be effectively associated with all available variables at measured points. The innovation vector in this approach can capture available information between different stations as much as possible, thus improving the correction efficiency when applied to a long forecast horizon. The proposed hybrid KF method can be successfully implemented at stations of interest without running a numerical model online for the entire domain. Therefore, this scheme is flexible and suitable for complex nonlinear systems. Furthermore, this scheme is not limited to water level, as it can also be extended to correct any numerical model outputs (e.g., currents)
for both linear and nonlinear systems as long as observations are available at nearby related points.
