In this paper, we give an expression for canonical transformation group with Grassmann variables, basing on the Jacobi hsp := semi-direct sum h N ⋊ sp(2N, R) algebra of boson operators. We assume a mean-field Hamiltonian (MFH) linear in the Jacobi generators. We diagonalize the boson MFH. We show a new aspect of eigenvalues of the MFH. An excitation energy arisen from additional SCF parameters has never been seen in the traditional boson MFT. We derive this excitation energy. We extend the Killing potential in the 
Introduction
In nuclear and condensed matter physics, the time dependent Hartree-Bogoliubov (TDHB) theory [1, 2] has been regarded as a standard tool in many-body theoretical descriptions of superconducting fermion systems [3, 4] . An HB wavefunction (WF) for such systems represents bose condensate states of fermion pairs. Standing on the Lie-algebraic viewpoint, the pair operators of fermion with N single-particle states form the SO(2N) Lie algebra which contains the U(N) Lie algebra as a sub algebra. The SO(2N) and U(N) denote a special orthogonal group of 2N-dimension, say g and a unitary group of N-dimension. We can give an integral representation of a state vector on the group g, exact coherent state representation (CS rep) of a fermion system [5, 6] . It makes possible global approach to such problems, e.g. see Ozaki [7, 8] . The canonical transformation of the fermion operators generated by the Lie operators in the SO(2N) Lie algebra arises the famous generalized Bogoliubov transformation for fermions.
For providing a general microscopic means for a unified self-consistent field (SCF) description for Bose and Fermi type collective excitations in fermion systems, Fukutome, Yamamura and one of the present authors (S. N.) proposed a new fermion many-body theory basing on the SO(2N+1) Lie algebra of fermion operators [9, 10] . The fermion creation-annihilation and pair operators form the Lie algebra of SO(2N+1) group. A representation of an SO(2N+1) group is derived by group theoretical extension of the SO(2N) fermion Bogoliubov transformation to a new canonical transformation group. The fermion Lie operators, when operated onto the integral representation of the SO(2N+1) WF, are mapped into the regular representation of the SO(2N+1) group and are given by the Schwinger-type boson rep [11, 12] . The boson images of all the Lie operators are also expressed by closed first order differential forms.
Along the above way, using Grassmann variables, we give a new mean-field theory (MFT), based on the Jacobi hsp := semi-direct sum h N ⋊sp(2N,R) algebra (Jacobi hsp algebra) of boson operators, which is studied intensively by Berceanu [13, 14] . We take an Hamiltonian consisting of the generalized HB (GHB) MF Hamiltonian (MFH) and assume a linear MFH expressed in terms of the generators of the Jacobi hsp algebra. We diagonalize the boson MFH. A new aspect of eigenvalues of the MFH is shown. An excitation energy arisen from additional SCF parameters has never been seen in the traditional boson MFT. We derive this excitation energy. We further extend the Killing potential in the coset space. The extended Killing potential is equivalent with the generalized density matrix (GDM). Embedding the Jacobi hsp group into an Sp(2N+2) group and using Sp(2N+2) U (N+1) coset variables, we give an extended boson rep on a non-compact symmetric space
Sp(2N+2) U (N+1)
. In §2, we give an expression for canonical transformation group with Grassmann variables, based on the Jacobi hsp. In §3, we give an inverse of the transformation. In §4, we give a boson MFH and its diagonalization and show a new aspect of eigenvalues of the MFH. In §5, we show that the additional SCF parameters are restricted by a new SCF condition. We study the MFH linear in the Jacobi generator. In §6, we investigate a coset space . In §7, a Killing potential in the coset space
is given and its equivalence with the GDM is proved. Finally, in §8 we give discussions and summary. In Appendices, embedding of the Jacobi hsp group into an Sp(2N+2) group is made and introduction of whose algebra has dimension (2N +1)×(N +1) and whose generators can be identified with a subset of generators of the Jacobi hsp group. Due to the commutation relation (2.1), the commutation relations for the boson operators (2.3) in the Jacobi hsp algebra are
This is proved by using the relations a i f (n i ) = f (n i +1)a i and a † i f (n i ) = f (n i −1)a † i , n i = a † i a i (not summed for i) for any function f (n i ) [23] . The operator (−1) n makes a crucial role to generate the generalized boson Bogoliubov transformation quite parallel to the generalized fermion Bogoliubov transformation, SO(2N +1) canonical transformation by Fukutome [24] .
In order to realize a matrix representation, first we introduce a Berezin-type operator Θ≡a The U(G) acts on a boson state vector |Ψ> corresponding to a function Ψ(G) in G ∈ Jacobi hsp
and overline denote hermitian-, transpose-and complex-conjugation of matrices and vectors. Using the operator identity e
where u B is a U(N) matrix. The U(N) matrix u B is identified with u B induced by U(F u ). The transformation (2.9) is the well known Thouless tranformation [26] for boson. We also obtain 10) where the Ch(λ B ) and Sh(λ B ) are N×N matrices defined in terms of a symmetric matrix λ B as
The matrices Ch(λ B ) and Sh(λ B ) have the properties analogous to the hyperbolic functions
] be the N-dimensional row vector. We define theN×N matrices a=(a ij ) and b=(b ij ) and the 2N ×2N matrix F identified with the
The U(F ) induces a linear transformation of the complex bases a i and a † i , i.e., the generalized boson Bogoliubov transformation given by an Sp(2N) matrix F which is not unitary but satisfies 14) and can be transformed to a real Sp(2N, R) matrix by the transformation
and θ B i (anti-commuting Grassmann variables) [27, 28] .
This Θ is essentially different from a Θ ′ suggested by Ozaki who uses no such variables [22] .
Instead, we should require that the variables θ 
They play essential roles. First the former transformation is exactly calculated as follows:
Similarly, we compute the transformation rule for the latter one as
Expressing (2.17), (2.18) and (2.19) in a lump, we can obtain 20) where G Xji is defined as
Let G be a (2N + 1)×(2N + 1) matrix defined by
where a B and b B appear in F (2.13) and Y B is a new row vector with the essential difference having a linear combination with minus sign in the fermion row vectorY F used in the SO(2N+1) canonical transformation [9] , which is given by
Introducing new matrices A B and B B and a column vector x B and a row vector y B and a scalar z B , the matrix G is rewritten with the use of the Grassmann variables X B and Y B as
which is formally almost the same form as the SO(2N +1) matrix [9] and a form suggested by Ozaki [22] . . This kind of rule is provided explicitly by Berezin [25] : 
On the other hand, using the relations in (2.24), the last term of (2.27) is rewritten as 
, which is also derived in the similar way as the one made in (2.27). Using (2.35), [Θ x , y 
, we also have 
By using the new bosons α i and α † i and noticing the third column of the matrix in (2.26),
(G), (at the region near z B ≈ 1 and then x B ≈ 0), is approximated as
The above approximation is justified by using (z B ) 2 − Θ 2 x = 1 and z B ≈ 1 and then x B ≈ 0. Finally, we obtain the approximate expression at z B ≈ 1, i.e., x B ≈ 0 for equation (2.26) as
Inverse of boson Bogoliubov transformation
To derive an inverse transformation of (2.35), we introduce new boson operators β † i and β † i
The inverse of the canonical transformation ( and
, we also have
To find also the normalization conditions of A 
Then we get the following normalization conditions:
By using another new bosons β i and
Thus we have the inverse transformation for (2.35) as
The transformations (2.35) and (3.6) hold the orthogonality conditions but do not exactly:
though we omit the proof here because their explicit expressions become too long to write.
GHB mean-field Hamiltonian and its diagonalization
Let us consider the following Hamiltonian consisting of the generalized Hartree-Bogoliubov (GHB) mean-field Hamiltonian (MFH) for which we assume a linear MFH expressed in terms of the generators of the Jacobi hsp algebra, the Jacobi algebra, (2.3) as follows:
Here F B , D B and M B are the SCF parameters satisfying the properties
and matrices F B and F B are given by
The fermion GHB MFH is studied intensively by one of the present authors (S. N.) [32] Using the generalized Bogoliubov transformation (2.35) and its inverse transformation (2.35) and the operator relation (z B ) 2 −Θ 2 y = 1, we can diagonalize the MFH H Jacobi hsp (4.1) in the following form:
where E i is a quasi-particle energy and ǫ is another excitation energy which is not artificial but possibly exists mathematically. Then, we get
ǫ. Using (3.7), (4.5) and the second of (4.3), we obtain the following eigenvalue equation: 6) which is explicitly written by
from the first column in both sides of equations of which, we get the following set of equations:
Then we have
Through the second column in both sides of equations of (4.7), we get the set of equations
from which we have
Through the third column in both sides of equations of (4.7), we get the set of equations
The first and second equations of (4.9) and (4.11) are set of the boson Bogoliubov equations with eigenvalue e [4] . Note that inside round brackets the SCF parameters F B , D B and M B are regarded as the Grassmann-like numbers, to ensure the conjugate complexity of the equations and also to assure the real number of the ǫ. The additional eigenvalues, ε, however, become to be ε = 0 due to the last equations of (4.9) and (4.11). The division of E into e and ε is a useful means to treat the MF eigenvalue equation and to make clear distinct computational steps.
SCF condition and MFH linear in Jacobi generator
According to suggestion by Ozaki [22] , multiplying the first of (4.9) by b B † and the first of (4.11) by a BT from the right, we obtain
and multiplying the first of (4.9) by a B † and the first of (4.11) by b BT from the right, we obtain
Subtracting the second of (5.1) from the first and the second of (5.2) from the first, we have
Multiplying the first equation in the last line of (4.9) by b B † and the second equation by a BT from the right and using z
Subtracting the first equation of (5.4) from the second one and using (2.13) and (5.3), we get
whose hermitian adjoint and complex conjugation become to be
Owing to the relations in the first line of (4.12) with ǫ = 0, equations (5.6) and (5. 
On the other hand, combining the equations in the first and the second lines of (4.9) and those in the first line of (4.12) and using ε = 0, we have the following relations:
and further combining the equations in the first and the second lines of (4.11) and those in the first line of (5.1) and using ε = 0, we have the following relations: from the right and left, respectively, we obtain the equations x
where we have used the relations (5.11) and (5.12). Further multiplying the first and second equations in (5.14) by
from the right and left, respectively, we have
Then, at last we could reach the following expressions for the two vectors
where < e > is defined as < e >≡ . Therefore, the < e > stands for the averaged value of all the eigenvalue distribution. Thus, this is the first time that the final solutions for the vectors
could be derived within the present framework of the Jacobi hsp MFT. The inner product of the vectors leads to the relation 17) which is the remarkable result in the Jacobi hsp MFT and is simply rewritten as which is derivable from the complex conjugation of the first equation of (5.16), into the equation in the last line of (4.12), we can determine ǫ, saying another excitation energy, approximately as 19) due to the property of the complex conjugation given in (4.12),
. ǫ means another type of excitation energy never been seen in the traditional boson MFT [4] .
In this section, we have considered the boson GHB MFH H Jacobi hsp (4.1). Half a century ago, in his famous textbook, Berezin already gave this type of Hamiltonian [25] , i.e.,
A ij a i a j +a † i f i +f i a i . As is shown clearly from the structure of the H Berezin , we should emphasize that there exists the essential difference between H Berezin and our Hamiltonian H Jacobi hsp . Recently, Berceanu, in his papers [13, 14] , also considered a linear Hamiltonian in terms of the Jacobi generators with matrices of coefficient, ǫ 0 , ǫ + and ǫ − ,
The Perelomov coherent state (CS) e z,w [5] associated with the Jacobi algebra is defined as
We denote {w ij } as w. Using such the CS on the Siegel-Jacobi domain involving the SiegelJacobi ball or Siegel-Jacobi upper half plane [33, 34] , a classical equation of motion arisen from the linear Hamiltonian (5.20) is given by a time-dependent differential equation, saying, the well-known Riccati equation,
Berceanu has also found that a classical equation of motion on both non-compact and compact symmetric spaces arisen from the linear Hamiltonian is described by the matrix-type Riccati equation [35, 36] . On the other hand, we also have obtained several years ago the matrixtype Riccati-Hartree-Bogoliubov equation on the compact symmetric coset space
for a fermion system accompanying with a general two-body interaction [37] . Along the direction taken by the present authors et al. [38, 39] , here we also use the matrix elements of U and U † as the coordinates on the manifold Sp(2N+2) instead of the manifold SO(2N+2). Even in the case of Sp(2N+2), it turns out that a real line element can be defined by a hermitian metric tensor on the manifold. Under the transformation U → VU the metric is invariant. Then, the metric tensor defined on the manifold may become singular, due to the fact that one can use too many coordinates through the introduction of another matrix V.
According to Zumino [40] , if A B is non-singular, we have relations governing U † U as
where we have used the
coset variable Q B given by (A.13) and theĨ 2N+2 of (A.5). If we take the matrix elements of Q B and Q B as the coordinates on the
coset manifold, the real line element can be well defined by a hermitian metric tensor on the coset manifold as
rs ; G pq rs = G rs pq ; r, s take over 0, i, j). (6.
3) The condition that a certain manifold is a Kähler manifold is that its complex structure is covariantly constant relative to the Riemann connection and that it has vanishing torsions: As in the case of SO(2N +2) [38, 39] , the hermitian metric tensor G pq rs can be locally given through a real scalar function, the Kähler potential, which takes the well-known form 5) and the explicit expression for the components of the metric tensor is given as
Notice that the above function does not determine the Kähler potential K(Q B †
, Q B ) uniquely since the metric tensor G pqrs is invariant under transformations of the Kähler potential, 
Let us define an
With the aid of (7.1), the Q B′ is calculated infinitesimally as
( 7.2)
The Kähler metrics admit a set of holomorphic isometries, the Killing vectors,
and
, which are the solution of the Killing equation
These isometries define infinitesimal symmetry transformations and are described geometrically by the above Killing vectors which are the generators of infinitesimal coordinate transformations keeping the metric invariant:
. The Killing equation (7.3) is the necessary and sufficient condition for an infinitesimal coordinate transformation
The ξ i is infinitesimal and global group parameter. Due to the Killing equation, Killing vectors
can be written locally as the gradient of some real scalar function,
According to van Holten [41] and Refs. [38, 39] and using the infinitesimal Sp(2N+2) matrix δG given by first of (B.3), the Killing potential M for the coset space
is written as
Trace Tr is taken over (2N+2)×(2N+2) matrices, while trace tr is taken over (N+1) × (N+1) matrices. Let us introduce (N +1)-dimensional matrices R(Q
; δG) and X by
In ( From (7.6) and (7.8), we obtain
Using the expression for M, equation (7.9), their components are written in the form
As already shown for a fermion system [38, 39] , it is also easily verified that the result of (7.9) satisfies the gradient of the real function M (7.5). Of course, setting r as r = 0 in Q B (A.13), the Killing potential M in the
coset space leads the Killing potential M in the
coset space obtained by van Holten et al. [41] and also by the present authors et. al. [38, 39] .
To make clear the meaning of the Killing potential, using the (2N+2) ×(N+1) isometric matrix U, let us introduce the following (2N+2)×(2N+2) matrix: 11) which is hermitian on the Sp(2N+2) manifold. The W is a natural extension of the generalized density matrix (GDM) for boson systems in the Sp(2N) CS rep to the Sp(2N+2) CS rep given in the textbook [4] . Since the matrices A B and B B are represented in terms of Q B = (Q B pq ) as
then, we have
Substituting (7.13) into (7.10), the Killing potential −i M is expressed in terms of submatrices R and K of the GDM for boson systems (7.11) as
from which we finally obtain
To our great surprise, the expression for the Killing potential (7.15) just becomes equivalent with the GDM for boson systems (7.11).
Discussions and summary
Basing on the Jacobi hsp algebra, the Perelomov CS e z,w [5] is generated by the action of exp za † +Tr(wK + ) to e 0 with row vector z and column vector a † . Such the CS makes important roles in the very broad range of classical and quantum mechanics, geometric quantization and current topics of quantum optics [42] . Right up to now, Berceanu has investigated how the operators of the Jacobi algebra admit the realization of differential forms in the Siegel-Jacobi domain [13] on which the Siegel-Jacobi upper half plane X J N (= X N ×R 2N ) [33] is expressed as 
The Siegel-Jacobi domain is related to the Jacobi hsp group by the Harish-Chandra embedding. For this embedding, see Satake's book [43] . Particularly, the CS based on the Siegel-Jacobi ball D J N is connected with the Gausson (Gaussian pure state) proposed by Simon, Sudarshan and Mukunda [44] . While, Rowe, Rosensteel and Gilmore also showed the simple explicit forms for the Cayley transform w = (Z − iI N ) In the present paper, we have proposed a new boson mean-field theory (MFT) basing on the Jacobi hsp algebra, studied intensively by Berceanu [13] and using the anti-commuting Grassmann variables. Embedding the Jacobi hsp group into an Sp(2N + 2) group and using the . We have given a linear boson MF Hamiltonian (MFH) expressed in terms of the operators of the Jacobi hsp algebra and diagonalized the linear MFH. A new aspect of eigenvalues of the MFH has been made clear. A new excitation energy arisen from the additional SCF parameter has never been seen in the traditional boson MFT on the Kähler coset space
. This kind of excitation energy has been first derived in this work. We also have constructed the Killing potential, which is the extension of Killing potential in the
coset space to that in the
coset space. To our great surprise, it turns out that the Killing potential is entirely equivalent with the generalized density matrix which is a powerful tool to approach difficult quantal-problems occurred in many boson systems [4, 48] .
where n is the boson-number OP and define the OPs with the spurious index 0:
The projection OPs P ± are also introduced by Brandt and Greenberg [49] The annihilationcreation OPs can be expressed in terms of the OPs (A.2) as
3) We introduce the indices p, q, · · · running over N+1 values 0, 1, · · · , N. Then the OPs of (2.3) and (A.2) can be denoted in a unified manner as E p q , E pq and E pq . They satisfy
The above commutation relations in (A.4) are of the same form as (2.4) and (2.5).
The Jacobi hsp group is embedded into an Sp(2N+2) group. The embedding leads us to an unified formulation of the Sp(2N+2) regular representation in which the paired and unpaired modes are treated in an equal way. Define (N+1)×(N+1) matrices A B and B B as
(A.5)
Imposing the normalization of the matrix G given in (2.22) and using theĨ 2N+2 defined similarly as the second of (2.14), then the Sp(2N +2) matrix G (not unitary) is represented as
The matrix G satisfies det G = 1 as is proved easily below
Using the explicit expressions for A B and B B given in (A.5),
where each block-matrix is computed with aid of the relation y B =x BT a B +x B † b B as follows:
(A.9)
The block-matrix A
From (A.9) and (A.11), we can prove the orthogonal relation given in (A.5). This means that Jacobi hsp group is embedded into an Sp(2N+2) group for z B ≈ 1. As a result, the embedding of the Jacobi hsp group into an Sp(2N +2) group is realized in an efficiently good accuracy. With the use of definitions of A B and B B given in (2.24), A B and B B are decomposed as
. From (A.12), we get an
coset variable as 
B Extended boson realization of Sp(2N+2) Lie operators
Referring to the integral representation of a state vector in fermion space given by Fukutome [24] , we consider a boson-state vector |Ψ> corresponding to a function Ψ(G) in G ∈ Sp(2N+2):
The G is given by (A.5) and (A.6) and the dG is an invariant group integration. When an infinitesimal operator I G +δ G and a corresponding infinitesimal unitary OP U(1 2N +2 +δG) is operated on |Ψ>, using U −1 (1 2N+2 +δG) = U(1 2N+2 −δG), it transforms |Ψ> as
2) shows that the operation of I G −δ G on the |Ψ> in the boson space corresponds to the left multiplication by 1 2N+2 +δG to variable G of function Ψ(G). For a small parameter ǫ, we obtain a representation on the Ψ(G) as
which leads us to a relation dG = ǫδGG. From this, we express it explicitly as,
A differential representation of ρ(δG), dρ(δG), is given as 
ir , E 00 = 0,
The representation for a i in (B.12) involves, in addition to the original A 
C Vacuum function for extended bosons
We show here that the function Φ 00 (G) in G ∈ Sp(2N + 2) corresponds to the free-boson vacuum function in the physical boson space. Then the Φ 00 (G) must satisfy the conditions The vacuum functions Φ 00 (G) in G ∈ Jacobi hsp group and Φ 00 (g) in g ∈ Sp(2N) group satisfy a i Φ 00 (G) = E of U(N) due to the first equation of (C.7), as Contrastively, Berceanu, in [13] , has given the differential action of the generators of the Jacobi hsp group on the coherent state e z,w given by (5.21) . Contrary to the similarity, they have no exact property with respect to complex conjugacy in the operator-realization, as shown from the forms of the third and last Eqs in (D.4). Berceanu has further investigated how the
