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Abstract We consider the nonlocal analogue of the Fisher-KPP equation
ut = µ ∗ u− u+ f(u),
where µ is a Borel-measure on R with µ(R) = 1 and f satisfies f(0) =
f(1) = 0 and f > 0 in (0, 1). We do not assume that µ is absolutely
continuous with respect to the Lebesgue measure. We show that there is
a constant c∗ such that it has a traveling wave solution with speed c when
c ≥ c∗ while no traveling wave solution with speed c when c < c∗, provided∫
y∈R
e−λydµ(y) < +∞ for some positive constant λ. We also show that it has
no traveling wave solution, provided f ′(0) > 0 and
∫
y∈R
e−λydµ(y) = +∞ for
all positive constants λ.
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1 Introduction
In 1930, Fisher [8] introduced the reaction-diffusion equation ut = uxx +
u(1−u) as a model for the spatial spread of an advantageous form of a single
gene in a population. He [9] found that there is a constant c∗ such that the
equation has a traveling wave solution with speed c when c ≥ c∗ while it
has no such solution when c < c∗. Kolmogorov, Petrovsky and Piskunov
[16] obtained the same conclusion for a monostable equation ut = uxx+ f(u)
with a more general nonlinearity f , and investigated long-time behavior in
the model. Since the pioneering works, there have been extensive studies on
traveling waves and long-time behavior for monostable evolution systems.
In this paper, we consider the following nonlocal analogue of the Fisher-
KPP equation:
(1.1) ut = µ ∗ u− u+ f(u).
Here, µ is a Borel-measure on R with µ(R) = 1 and the convolution is defined
by
(µ ∗ u)(x) :=
∫
y∈R
u(x− y)dµ(y)
for a bounded and Borel-measurable function u on R. The nonlinearity f
is a Lipschitz continuous function on R with f(0) = f(1) = 0 and f > 0
in (0, 1). Then, G(u) := µ ∗ u − u + f(u) is a map from the Banach space
L∞(R) into L∞(R) and it is Lipschitz continuous. (We note that u(x− y) is
a Borel-measurable function on R2, and ‖u‖L∞(R) = 0 implies ‖µ ∗ u‖L1(R) ≤∫
y∈R
(
∫
x∈R
|u(x−y)|dx)dµ(y)=0.) So, because the standard theory of ordinary
differential equations works, we have well-posedness of the equation (1.1) and
it generates a flow in L∞(R).
For the nonlocal monostable equation, Atkinson and Reuter [1] first stud-
ied existence and nonexistence of traveling wave solutions. Schumacher [21,
22] showed that there is the minimal speed c∗ of traveling wave solutions
and it has a traveling wave solution with speed c when c ≥ c∗, provided
the extra condition f(u) ≤ f ′(0)u and some little ones. Here, we say that
the solution u(t, x) is a traveling wave solution with profile ψ and speed c,
if u(t, x) ≡ ψ(x − x0 + ct) holds for some constant x0 with 0 ≤ ψ ≤ 1,
ψ(−∞) = 0 and ψ(+∞) = 1. Further, Coville, Da´vila and Mart´ınez [6]
proved the following theorem:
2
Theorem ([6]) Suppose the nonlinearity f ∈ C1(R) satisfies f ′(1) < 0 and
the Borel-measure µ has a density function J ∈ C(R) with∫
y∈R
(|y|+ e−λy)J(y)dy < +∞
for some positive constant λ. Then, there exists a constant c∗ such that the
equation (1.1) has a traveling wave solution with monotone profile and speed
c when c ≥ c∗ while it has no such solution when c < c∗.
Recently, the author [28] also obtained the following:
Theorem ([28]) Suppose there exists a positive constant λ such that∫
y∈R
eλ|y|dµ(y) < +∞
holds. Then, there exists a constant c∗ such that the equation (1.1) has
a traveling wave solution with monotone profile and speed c when c ≥ c∗
while it has no periodic traveling wave solution with average speed c when
c < c∗. Here, a solution {u(t, x)}t∈R ⊂ L
∞(R) to (1.1) is said to be a
periodic traveling wave solution with average speed c, if there exists a positive
constant τ such that u(t+ τ, x) = u(t, x+ cτ) holds for all t and x ∈ R with
0 ≤ u(t, x) ≤ 1, limx→+∞ u(t, x) = 1 and ‖u(t, x)− 1‖L∞(R) 6= 0.
The goal of this paper is to improve this result of [28], and the following
two theorems are the main results:
Theorem 1 Suppose there exists a positive constant λ such that∫
y∈R
e−λydµ(y) < +∞
holds. Then, there exists a constant c∗ such that the equation (1.1) has
a traveling wave solution with monotone profile and speed c when c ≥ c∗
while it has no periodic traveling wave solution with average speed c when
c < c∗. Here, a solution {u(t, x)}t∈R ⊂ L
∞(R) to (1.1) is said to be a
periodic traveling wave solution with average speed c, if there exists a positive
constant τ such that u(t+ τ, x) = u(t, x+ cτ) holds for all t and x ∈ R with
0 ≤ u(t, x) ≤ 1, limx→+∞ u(t, x) = 1 and ‖u(t, x)− 1‖L∞(R) 6= 0.
3
Theorem 2 Suppose the nonlinearity f ∈ C1(R) satisfies
f ′(0) > 0.
Suppose the measure µ satisfies∫
y∈R
e−λydµ(y) = +∞
for all positive constants λ. Then, the equation (1.1) has no periodic traveling
wave solution.
In these results, we do not assume that the measure µ is absolutely continuous
with respect to the Lebesgue measure. For example, not only the integro-
differential equation
∂u
∂t
(t, x) =
∫ 1
0
u(t, x− y)dy − u(t, x) + f(u(t, x))
but also the discrete equation
∂u
∂t
(t, x) = u(t, x− 1)− u(t, x) + f(u(t, x))
satisfies the assumption of Theorem 1 for the measure µ. In order to prove
these results, we employ the recursive method for monotone dynamical sys-
tems by Weinberger [25] and Li, Weinberger and Lewis [17]. We note that
the semiflow generated by the equation (1.1) does not have compactness with
respect to the compact-open topology.
Schumacher [21, 22], Carr and Chmaj [3] and Coville, Da´vila and Mart´ınez
[6] also studied uniqueness of traveling wave solutions. In [6], we could see
an interesting example of nonuniqueness, where the equation (1.1) admits
infinitely many monotone profiles for standing wave solutions but it admits
no continuous one. See, e.g., [5, 7, 10, 11, 12, 13, 14, 15, 18, 19, 23, 24, 26, 27]
on traveling waves and long-time behavior in various monostable evolution
systems, [2, 4] nonlocal bistable equations and [20] Euler equation.
In Section 2, we recall abstract results for monotone semiflows from [28].
In Section 3, we give basic facts for nonlocal equations in L∞(R). In Section
4, we prove Theorem 1. In Section 5, we recall a result on spreading speeds
by Weinberger [25]. In Section 6, we prove Theorem 2.
4
2 Abstract results for monotone semiflows
In this section, we recall some abstract results for monotone semiflows
from [28]. Put a set of functions on R;
M := {u | u is a monotone nondecreasing
and left continuous function on R with 0 ≤ u ≤ 1}.
The followings are basic conditions for discrete dynamical systems on M:
Hypotheses 3 Let Q0 be a map from M into M.
(i) Q0 is continuous in the following sense: If a sequence {uk}k∈N ⊂M
converges to u ∈ M uniformly on every bounded interval, then the sequence
{Q0[uk]}k∈N converges to Q0[u] almost everywhere.
(ii) Q0 is order preserving; i.e.,
u1 ≤ u2 =⇒ Q0[u1] ≤ Q0[u2]
for all u1 and u2 ∈ M. Here, u ≤ v means that u(x) ≤ v(x) holds for all
x ∈ R.
(iii) Q0 is translation invariant; i.e.,
Tx0Q0 = Q0Tx0
for all x0 ∈ R. Here, Tx0 is the translation operator defined by (Tx0 [u])(·) :=
u(· − x0).
(iv) Q0 is monostable; i.e.,
0 < α < 1 =⇒ α < Q0[α]
for all constant functions α.
Remark If Q0 satisfies Hypothesis 3 (iii), then Q0 maps constant functions
to constant functions.
We add the following conditions to Hypotheses 3 for continuous dynamical
systems on M:
Hypotheses 4 Let Q := {Qt}t∈[0,+∞) be a family of maps from M to M.
(i) Q is a semigroup; i.e., Qt ◦Qs = Qt+s for all t and s ∈ [0,+∞).
(ii) Q is continuous in the following sense: Suppose a sequence {tk}k∈N ⊂
[0,+∞) converges to 0, and u ∈ M. Then, the sequence {Qtk [u]}k∈N con-
verges to u almost everywhere.
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From [28], we recall the following two results for continuous dynamical
systems on M:
Theorem 5 Let Qt be a map from M to M for t ∈ [0,+∞). Suppose Qt
satisfies Hypotheses 3 for all t ∈ (0,+∞), and Q := {Qt}t∈[0,+∞) Hypotheses
4. Then, the following holds :
Let c ∈ R. Suppose there exist τ ∈ (0,+∞) and φ ∈M with (Qτ [φ])(x−
cτ) ≤ φ(x), φ 6≡ 0 and φ 6≡ 1. Then, there exists ψ ∈ M with ψ(−∞) = 0
and ψ(+∞) = 1 such that (Qt[ψ])(x− ct) ≡ ψ(x) holds for all t ∈ [0,+∞).
Theorem 6 Let Qt be a map from M to M for t ∈ [0,+∞). Suppose Qt
satisfies Hypotheses 3 for all t ∈ (0,+∞), and Q := {Qt}t∈[0,+∞) Hypotheses
4. Then, there exists c∗ ∈ (−∞,+∞] such that the following holds :
Let c ∈ R. Then, there exists ψ ∈ M with ψ(−∞) = 0 and ψ(+∞) = 1
such that (Qt[ψ])(x − ct) ≡ ψ(x) holds for all t ∈ [0,+∞) if and only if
c ≥ c∗.
3 Basic facts for nonlocal equations in L∞(R)
In this section, we give some basic facts for the equation
(3.1) ut = µˆ ∗ u+ g(u)
on the phase space L∞(R). First, we have the comparison theorem for (3.1)
on L∞(R):
Lemma 7 Let µˆ be a Borel-measure on R with µˆ(R) < +∞. Let g be a
Lipschitz continuous function on R. Let T ∈ (0,+∞), and two functions u1
and u2 ∈ C1([0, T ], L∞(R)). Suppose that for any t ∈ [0, T ], the inequality
u1t −
(
µˆ ∗ u1 + g(u1)
)
≤ u2t −
(
µˆ ∗ u2 + g(u2)
)
holds almost everywhere in x. Then, the inequality u1(T, x) ≤ u2(T, x) holds
almost everywhere in x if the inequality u1(0, x) ≤ u2(0, x) holds almost
everywhere in x.
Proof. Put K ∈ R by
(3.2) K := − inf
h>0,u∈R
g(u+ h)− g(u)
h
,
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and v ∈ C1([0, T ], L∞(R)) by
(3.3) v(t) := eKt(u2 − u1)(t).
Then, we have the ordinary differential equation
(3.4)
dv
dt
= F (t, v)
in L∞(R) with v(0) = (u2− u1)(0) as we define a map F : [0, T ]×L∞(R)→
L∞(R) by
F (t, w) := µˆ ∗ w +Kw + eKt
(
g(u1(t) + e−Ktw)− g(u1(t))
)
+ eKta(t),
where
a :=
(
du2
dt
−
(
µˆ ∗ u2 + g(u2)
))
−
(
du1
dt
−
(
µˆ ∗ u1 + g(u1)
))
.
For any t ∈ [0, T ], we see the inequality
(3.5) a(t, x) ≥ 0
almost everywhere in x. Take the solution v˜ ∈ C1([0, T ], L∞(R)) to
(3.6) v˜(t) = v(0) +
∫ t
0
max{F (s, v˜(s)), 0}ds.
Then, for any t ∈ [0, T ], we have
(3.7) v˜(t, x) ≥ v(0, x) = (u2 − u1)(0, x) ≥ 0
almost everywhere in x. By using (3.2), (3.5) and (3.7), for any t ∈ [0, T ], we
also have the inequality F (t, v˜(t)) ≥ 0 almost everywhere in x. Hence, from
(3.6), v˜(t) is the solution to the same ordinary differential equation (3.4) in
L∞(R) as v(t) with v˜(0) = v(0). So, in virtue of (3.3) and (3.7),
(u2 − u1)(T, x) = e−KTv(T, x) = e−KT v˜(T, x) ≥ 0
holds almost everywhere in x. 
The following lemma gives a invariant set and some positively invariant
sets of the flow on L∞(R) generated by the equation (3.1):
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Lemma 8 Let µˆ be a Borel-measure on R with µˆ(R) < +∞. Let g be a
Lipschitz continuous function on R. Then, the followings hold :
(i) For any u0 ∈ BC(R), there exists a solution {u(t)}t∈R ⊂ BC(R) to
(3.1) with u(0) = u0. Here, BC(R) denote the set of bounded and continuous
functions on R.
(ii) Suppose a constant γ satisfies γµˆ(R) + g(γ) = 0. If u0 ∈ L
∞(R)
satisfies γ ≤ u0, then there exists a solution {u(t)}t∈[0,+∞) ⊂ L
∞(R) to (3.1)
with u(0) = u0 and γ ≤ u(t). If u0 ∈ L
∞(R) satisfies u0 ≤ γ, then there exists
a solution {u(t)}t∈[0,+∞) ⊂ L
∞(R) to (3.1) with u(0) = u0 and u(t) ≤ γ.
(iii) If u0 is a bounded and monotone nondecreasing function on R, then
there exists a solution {u(t)}t∈[0,+∞) ⊂ L
∞(R) to (3.1) with u(0) = u0 such
that u(t) is a bounded and monotone nondecreasing function on R for all
t ∈ [0,+∞). If u0 is a bounded and monotone nonincreasing function on R,
then there exists a solution {u(t)}t∈[0,+∞) ⊂ L
∞(R) to (3.1) with u(0) = u0
such that u(t) is a bounded and monotone nonincreasing function on R for
all t ∈ [0,+∞).
Proof. We could see (i), because BC(R) is a closed sub-space of the Banach
space L∞(R) and u ∈ BC(R) implies µˆ ∗ u+ g(u) ∈ BC(R).
We could also see (ii) by using Lemma 7, because the constant γ is a
solution to (3.1).
We show (iii). Suppose u0 is a bounded and monotone nondecreasing
function on R. We take a solution {u(t)}t∈[0,+∞) ⊂ L
∞(R) to (3.1) with
u(0) = u0. Let t ∈ [0,+∞) and h ∈ [0,+∞). Then, by Lemma 7, we
see u(t, x) ≤ u(t, x + h) almost everywhere in x. We take a cutoff function
ρ ∈ C∞(R) with
|x| ≥ 1/2 =⇒ ρ(x) = 0,
|x| < 1/2 =⇒ ρ(x) > 0
and ∫
x∈R
ρ(x)dx = 1.
As we put
vn(x) :=
∫
y∈R
2nρ(2n(x− y))u(t, y)dy
for n ∈ N, we see vn(x) ≤ vn(x + h) for all x ∈ R. Therefore, vn is
smooth, bounded and monotone nondecreasing. By Helly’s theorem, there
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exist a subsequence nk and a bounded and monotone nondecreasing func-
tion ψ on R such that limk→∞ vnk(x) = ψ(x) holds for all x ∈ R. Then,
‖u(t, x)−ψ(x)‖L1([−C,+C]) ≤ limk→∞(‖u(t, x)−vnk(x)‖L1([−C,+C])+‖vnk(x)−
ψ(x)‖L1([−C,+C])) = 0 holds for all C ∈ (0,+∞). Hence, we obtain ‖u(t, x)−
ψ(x)‖L∞(R) = 0. 
Lemma 9 Let µˆ be a Borel-measure on R with µˆ(R) < +∞. Let {un}
∞
n=1
be a sequence of bounded and continuous functions on R with
sup
n∈N,x∈R
|un(x)| < +∞.
Suppose the sequence {un}
∞
n=1 converges to 0 uniformly on every bounded
interval. Then, the sequence {µˆ ∗ un}
∞
n=1 converges to 0 uniformly on every
bounded interval.
Proof. Let ε ∈ (0,+∞). We take a positive constant C such that(
sup
n∈N,x∈R
|un(x)|
)
µˆ(R \ (−C,+C)) ≤ ε
holds. Then, because
|(µˆ ∗ un)(x)| ≤
∫
y∈(−C,+C)
|un(x− y)|dµˆ(y) +
∫
y∈R\(−C,+C)
|un(x− y)|dµˆ(y)
≤
(
sup
y∈(−C,+C)
|un(x− y)|
)
µˆ(R) +
(
sup
y∈R
|un(x− y)|
)
µˆ(R \ (−C,+C))
holds, we have
sup
x∈[−I,+I]
|(µˆ ∗ un)(x)| ≤
(
sup
y∈(−(I+C),+(I+C))
|un(y)|
)
µˆ(R) + ε
for all I ∈ (0,+∞). Hence, we obtain
lim sup
n→∞
sup
x∈[−I,+I]
|(µˆ ∗ un)(x)| ≤ ε
for all I ∈ (0,+∞). 
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Proposition 10 Let µˆ be a Borel-measure on R with µˆ(R) < +∞, g a
Lipschitz continuous function on R, and T a positive constant. Let a sequence
{un}
∞
n=0 ⊂ C
1([0, T ], L∞(R)) of solutions to the equation (3.1) satisfy
sup
n∈N,x∈R
|un(0, x)− u0(0, x)| < +∞.
Suppose
lim
n→∞
sup
x∈[−I,+I]
|un(0, x)− u0(0, x)| = 0
holds for all positive constants I. Then,
lim
n→∞
sup
t∈[0,T ]
‖un(t, x)− u0(t, x)‖L∞([−J,+J ]) = 0
holds for all positive constants J .
Proof. First, we take a sequence {wn}
∞
n=1 of nonnegative, bounded and
continuous functions on R with
(3.8) sup
n∈N,x∈R
|wn(x)| < +∞
such that {wn}
∞
n=1 converges to 0 uniformly on every bounded interval and
(3.9) |un(0, x)− u0(0, x)| ≤ wn(x)
holds for all n ∈ N and x ∈ R. Let Aˆ denote the bounded and linear operator
from the Banach space BC(R) to BC(R) defined by
Aˆw := µˆ ∗ w.
From (3.8), we see supn∈N,x∈R |(Aˆ
kwn)(x)| < +∞ for all k = 0, 1, 2, · · · .
Hence, because of limn→∞ supx∈[−I,+I] |wn(x)| = 0 for all I ∈ (0,+∞), by
Lemma 9, we have
(3.10) lim
n→∞
sup
x∈[−J,+J ]
|(Aˆkwn)(x)| = 0
for all J ∈ (0,+∞) and k = 0, 1, 2, · · · .
Let γ denote the constant defined by
γ := sup
h>0,u∈R
g(u+ h)− g(u)
h
.
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Then, we consider the following two sequences {vn}
∞
n=1 and {vn}
∞
n=1 ⊂ C
1
([0, T ], L∞(R)) defined by
vn(t, x) := u0(t, x)− e
γt(eAˆtwn)(x)
and
vn(t, x) := u0(t, x) + e
γt(eAˆtwn)(x).
Because (eAˆtwn)(x) is nonnegative for all n ∈ N, t ∈ [0,+∞) and x ∈ R, the
function vn is a sub-solution to (3.1) and vn is a super-solution to (3.1) for
all n ∈ N. So, by Lemma 7 and (3.9), for any n ∈ N and t ∈ [0, T ],
(3.11) |un(t, x)− u0(t, x)| ≤ e
γt(eAˆtwn)(x)
holds almost everywhere in x.
Let ε ∈ (0,+∞). We take N ∈ N such that
(1 + eγT )
(
∞∑
k=N
(T‖Aˆ‖BC(R)→BC(R))
k
k!
)(
sup
n∈N,x∈R
|wn(x)|
)
≤ ε
holds. Then, in virtue of (3.11), we see
‖un(t, x)− u0(t, x)‖L∞([−J,+J ]) ≤ sup
x∈[−J,+J ]
|eγt(eAˆtwn)(x)|
= eγt
(
sup
x∈[−J,+J ]
∣∣∣∣∣
(
N−1∑
k=0
tk
k!
(Aˆkwn)(x)
)
+
((
∞∑
k=N
tk
k!
Aˆk
)
wn
)
(x)
∣∣∣∣∣
)
≤ (1 + eγT )
(
N−1∑
k=0
T k
k!
(
sup
x∈[−J,+J ]
|(Aˆkwn)(x)|
))
+ ε
for all J ∈ (0,+∞), n ∈ N and t ∈ [0, T ]. So, by (3.10), we obtain
lim sup
n→∞
sup
t∈[0,T ]
‖un(t, x)− u0(t, x)‖L∞([−J,+J ]) ≤ ε
for all J ∈ (0,+∞). 
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4 Proof of Theorem 1
In this section, we prove Theorem 1 by using the results of Sections 2 and
3. The argument in this section is almost similar as in [28]. First, we recall
that µ is a Borel-measure on R with µ(R) = 1, f is a Lipschitz continuous
function on R with f(0) = f(1) = 0 and f > 0 in (0, 1) and the set M
has been defined at the beginning of Section 2. Then, in virtue of Lemmas
7, 8 and Proposition 10, Qt (t ∈ (0,+∞)) satisfies Hypotheses 3 and Q
Hypotheses 4 for the semiflow Q = {Qt}t∈[0,+∞) on M generated by (1.1).
So, Theorems 5 and 6 can work for this semiflow on M.
If the flow on L∞(R) generated by (1.1) has a periodic traveling wave
solution with average speed c (even if the profile is not a monotone function),
then it has a traveling wave solution with monotone profile and speed c:
Theorem 11 Let c ∈ R. Suppose there exist a positive constant τ and a so-
lution {u(t, x)}t∈R ⊂ L
∞(R) to (1.1) with 0 ≤ u(t, x) ≤ 1, limx→+∞ u(t, x) =
1 and ‖u(t, x)− 1‖L∞(R) 6= 0 such that
u(t+ τ, x) = u(t, x+ cτ)
holds for all t and x ∈ R. Then, there exists ψ ∈ M with ψ(−∞) = 0 and
ψ(+∞) = 1 such that {ψ(x+ ct)}t∈R is a solution to (1.1).
Proof. Put two monotone nondecreasing functions ϕ(x) := max{α ∈
R |α ≤ u(0, y) holds almost everywhere in y ∈ (x,+∞)} and φ(x) := limh↓+0
ϕ(x−h). Then, φ ∈M, φ(−∞) < 1 and φ(+∞) = 1 hold. We take a cutoff
function ρ ∈ C∞(R) with
|x+ 1/2| ≥ 1/2 =⇒ ρ(x) = 0,
|x+ 1/2| < 1/2 =⇒ ρ(x) > 0
and ∫
x∈R
ρ(x)dx = 1.
As we put
vn(x) :=
∫
y∈R
2nρ(2n(x− y))u(0, y)dy
for n ∈ N, we see φ ≤ vn. Let N ∈ N. Because of limn→∞ ‖vn(x) −
u(0, x)‖L1([−N,+N ]) = 0, there exists a subsequence nk such that limk→∞ vnk(x)
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= u(0, x) almost everywhere in x ∈ [−N,+N ]. Therefore, we have φ(x) ≤
u(0, x) almost everywhere in x ∈ R. So, by Lemma 7, we obtain Qτ [φ](x −
cτ) ≤ u(τ, x − cτ) = u(0, x) almost everywhere in x. Hence, because
Qτ [φ](x − cτ) ≤ ϕ(x) holds, we get Qτ [φ](x − cτ) ≤ φ(x). Therefore, by
Theorem 5, there exists ψ ∈M with ψ(−∞) = 0 and ψ(+∞) = 1 such that
Qt[ψ](x− ct) ≡ ψ(x) holds for all t ∈ [0,+∞). 
The infimum c∗ of the speeds of traveling wave solutions is not −∞, and
there is a traveling wave solution with speed c when c ≥ c∗:
Lemma 12 There exists c∗ ∈ (−∞,+∞] such that the following holds :
Let c ∈ R. Then, there exists ψ ∈ M with ψ(−∞) = 0 and ψ(+∞) = 1
such that {ψ(x+ ct)}t∈R is a solution to (1.1) if and only if c ≥ c∗.
Proof. It follows from Theorem 6. 
Proof of Theorem 1.
Let c∗ be the infimum of the speeds of traveling wave solutions with mono-
tone profile. Then, in virtue of Theorem 11 and Lemma 12, it is sufficient if
we show c∗ 6= +∞.
Take K ∈ [0,+∞) such that
K ≥ max
{∫
y∈R
e−λydµ(y), µ(R)
}
− 1 + sup
h>0
f(h)
h
.
As we put φ(x) := min{eλx, 1} ∈ M, we see
(µ ∗ φ)(x) ≤ min
{(∫
y∈R
e−λydµ(y)
)
eλx, µ(R)
}
≤ max
{∫
y∈R
e−λydµ(y), µ(R)
}
φ(x).
So, eKtφ(x) is a super-solution to (1.1), because of
eKt(µ ∗ φ)− eKtφ+ f(eKtφ) ≤ KeKtφ.
Hence, by Lemma 7, we obtain Q1[φ](x) ≤ eKφ(x) ≤ eλ(x+
K
λ
), and Q1[φ](x−
K
λ
) ≤ φ(x). Therefore, from Theorem 5, there exists ψ ∈M with ψ(−∞) = 0
and ψ(+∞) = 1 such that Qt[ψ](x − K
λ
t) ≡ ψ(x) holds for all t ∈ [0,+∞).
So, c∗ ≤
K
λ
holds. 
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5 A result on spreading speeds byWeinberger
In this section, we recall a result by Weinberger [25]. It is used to prove
Theorem 2 in Section 6. Put a set of functions on R;
B := {u | u is a continuous function on R with 0 ≤ u ≤ 1}.
Hypotheses 13 Let Q˜0 be a map from B into B.
(i) Q˜0 is continuous in the following sense: If a sequence {uk}k∈N ⊂ B
converges to u ∈ B uniformly on every bounded interval, then the sequence
{(Q˜0[uk])(x)}k∈N converges to (Q˜0[u])(x) for all x ∈ R.
(ii) Q˜0 is order preserving; i.e.,
u1 ≤ u2 =⇒ Q˜0[u1] ≤ Q˜0[u2]
for all u1 and u2 ∈ B. Here, u ≤ v means that u(x) ≤ v(x) holds for all
x ∈ R.
(iii) Q˜0 is translation invariant; i.e.,
Tx0Q˜0 = Q˜0Tx0
for all x0 ∈ R. Here, Tx0 is the translation operator defined by (Tx0 [u])(·) :=
u(· − x0).
(iv) Q˜0 is monostable; i.e.,
0 < α < 1 =⇒ α < Q˜0[α]
for all constant functions α, and Q˜0[0] = 0.
Remark If Q˜0 satisfies Hypotheses 13 (ii) and (iii), then Q˜0 maps monotone
functions to monotone functions.
Theorem 14 Let a map Q˜0 : B → B satisfy Hypotheses 13. Let a con-
tinuous and monotone nonincreasing function ϕ on R with 0 < ϕ(−∞) < 1
satisfy ϕ(x) = 0 for all x ∈ [0,+∞). For c ∈ R, define the sequence {ac,n}
∞
n=0
of continuous and monotone nonincreasing functions on R by the recursion
ac,n+1(x) := max{(Q˜0[ac,n])(x+ c), ϕ(x)}
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with ac,0 := ϕ. Then,
0 ≤ ac,n ≤ ac,n+1 ≤ 1
holds for all c ∈ R and n = 0, 1, 2, · · · . For c ∈ R, define the bounded and
monotone nonincreasing function ac on R by
ac(x) := lim
n→∞
ac,n(x).
Let ν˜ be a Borel-measure on R with 1 < ν˜(R) < +∞. Suppose there
exists a positive constant ε such that the inequality
ν˜ ∗ u ≤ Q˜0[u]
holds for all u ∈ B with u ≤ ε. Then, the inequality
inf
λ>0
1
λ
log
∫
y∈R
eλydν˜(y) ≤ sup{c ∈ R | ac(+∞) = 1}
holds.
Proof. It follows from Lemma 5.4 and Theorem 6.4 in [25] with N := 1,
H := R, pi0 := 0, pi1 = pi+ := 1, S
N−1 := {±1} and ξ := +1. 
From Theorem 14, we have the following:
Proposition 15 Let µˆ be a Borel-measure on R with µˆ(R) = 1. Let c0 ∈ R,
and ψˆ be a monotone nonincreasing function on R with ψˆ(−∞) = 1 and
ψˆ(+∞) = 0. Suppose {ψˆ(x− c0t)}t∈R ⊂ L
∞(R) is a solution to
(5.1) ut = µˆ ∗ u− u+ f(u).
Let Q˜0 : B → B be the time 1 map of the semiflow on B generated by
the equation (5.1). Let ν˜ be a Borel-measure on R with 1 < ν˜(R) < +∞.
Suppose there exists a positive constant ε such that the inequality
ν˜ ∗ u ≤ Q˜0[u]
holds for all u ∈ B with u ≤ ε. Then, the inequality
inf
λ>0
1
λ
log
∫
y∈R
eλydν˜(y) ≤ c0
holds.
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Proof. We take a continuous and monotone nonincreasing function ϕ on R
with 0 < ϕ(−∞) < 1 and ϕ(x) = 0 for all x ∈ [0,+∞). For c ∈ R, we define
the sequence {ac,n}
∞
n=0 of continuous and monotone nonincreasing functions
on R by the recursion
ac,n+1(x) := max{(Q˜0[ac,n])(x+ c), ϕ(x)}
with ac,0 := ϕ. We also take x0 ∈ R such that
ϕ(x) ≤ ψˆ(x− x0)
holds for all x ∈ R.
Let c ∈ [c0,+∞). Then, we show ac,n(x) ≤ ψˆ(x−x0) for all n = 0, 1, 2, · · · .
We have ac,0(x) = ϕ(x) ≤ ψˆ0(x − x0). As ac,n(x) ≤ ψˆ(x − x0) holds almost
everywhere in x,
ac,n+1(x) ≤ max{(Q˜0[ac,n])(x+ c0), ϕ(x)}
≤ max{ψˆ(x− x0), ϕ(x)} = ψˆ(x− x0)
also holds almost everywhere in x, because ψˆ(x − x0 − c0t) is a solution to
(5.1). So, for any n = 0, 1, 2, · · · , the inequality ac,n(x) ≤ ψˆ(x − x0) holds
almost everywhere in x. Hence, because ac,n is continuous and ψˆ is monotone,
we have
(5.2) ac,n(x) ≤ ψˆ(x− x0)
for all x ∈ R, c ∈ [c0,+∞) and n = 0, 1, 2, · · · . Therefore, by Theorem 14,
(5.2) and ψˆ(+∞) = 0, the inequality
inf
λ>0
1
λ
log
∫
y∈R
eλydν˜(y) ≤ sup(R \ [c0,+∞)) = c0
holds. 
6 Proof of Theorem 2
In this section, we prove Theorem 2. First, we give a basic fact for the
linear equation
(6.1) vt = µˆ ∗ v
on the phase space BC(R):
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Lemma 16 Let µˆ be a Borel-measure on R with µˆ(R) < +∞. Let Pˆ :
BC(R) → BC(R) be the time 1 map of the flow on BC(R) generated by
the linear equation (6.1). Then, there exists a Borel-measure νˆ on R with
νˆ(R) < +∞ such that
Pˆ [v] = νˆ ∗ v
holds for all v ∈ BC(R). Further, if v is a nonnegative, bounded and contin-
uous function on R, then the inequality
v + µˆ ∗ v ≤ νˆ ∗ v
holds.
Proof. Put a functional P˜ : BC(R)→ R as
P˜ [v] := (Pˆ [v])(0).
Then, the functional P˜ is linear, bounded and positive. Hence, there exists
a Borel-measure ν˜ on R with ν˜(R) < +∞ such that if a continuous function
v on R satisfies lim|x|→∞ v(x) = 0, then
(6.2) P˜ [v] =
∫
y∈R
v(y)dν˜(y)
holds.
Let v ∈ BC(R). Then, there exists a sequence {vn}
∞
n=1 ⊂ BC(R) with
supn∈N,x∈R |vn(x)| < +∞ and lim|x|→∞ vn(x) = 0 for all n ∈ N such that
vn → v as n → ∞ uniformly on every bounded interval. From Proposition
10, (6.2) and ν˜(R) < +∞, we have
P˜ [v] = lim
n→∞
P˜ [vn] = lim
n→∞
∫
y∈R
vn(y)dν˜(y) =
∫
y∈R
v(y)dν˜(y).
We take a Borel-measure νˆ on R with νˆ(R) < +∞ such that
νˆ((−∞, y)) = ν˜((−y,+∞))
holds for all y ∈ R. Then, for any v ∈ BC(R), we have
(Pˆ [v])(x) ≡ P˜ [v(·+ x)] ≡
∫
y∈R
v(y + x)dν˜(y) ≡ (νˆ ∗ v)(x).
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Let v be a nonnegative, bounded and continuous function on R. Then,
in t ∈ [0,+∞), the function
u(t, x) := v(x) + t(µˆ ∗ v)(x)
is a sub-solution to (6.1), because of v(x) ≤ u(t, x). Hence,
v + µˆ ∗ v ≤ Pˆ [v]
holds. 
Lemma 17 Let µˆ be a Borel-measure on R with µˆ(R) < +∞. Suppose a
constant γ and a Lipschitz continuous function g on R with g(0) = 0 satisfy
γ < g′(0). Let P˜ : BC(R) → BC(R) be the time 1 map of the flow on
BC(R) generated by the linear equation
(6.3) vt = µˆ ∗ v + γv.
Let P˜0 : BC(R)→ BC(R) be the time 1 map of the flow on BC(R) gener-
ated by the equation
(6.4) vt = µˆ ∗ v + g(v).
Then, there exists a positive constant ε such that the inequality
P˜ [v] ≤ P˜0[v]
holds for all v ∈ BC(R) with 0 ≤ v ≤ ε.
Proof. We take a positive constant ε such that
(6.5) h ∈ [0, (1 + eµˆ(R)+γ)ε] =⇒ γh ≤ g(h)
holds. Let a function v ∈ BC(R) satisfy 0 ≤ v ≤ ε. Then, we take the
solution v˜(t, x) to (6.3) with v˜(0, x) = v(x). We see
0 ≤ v˜(t, x) ≤ e(µˆ(R)+γ)tε ≤ (1 + eµˆ(R)+γ)ε
for all t ∈ [0, 1]. Hence, from (6.5), in t ∈ [0, 1], the function v˜(t, x) is a
sub-solution to (6.4). So, the inequality
(P˜ [v])(x) = v˜(1, x) ≤ (P˜0[v])(x)
holds. 
We use Proposition 15, Lemmas 16 and 17 to show the following:
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Lemma 18 Let f ′(0) > 0. Suppose there exist c ∈ R and ψ ∈ M with
ψ(−∞) = 0 and ψ(+∞) = 1 such that {ψ(x+ ct)}t∈R is a solution to (1.1).
Then, there exists a positive constant λ such that∫
y∈R
e−λydµ(y) < +∞
holds.
Proof. Let µˆ be the Borel-measure on R with µˆ(R) = 1 such that
µˆ((−∞, y)) = µ((−y,+∞))
holds for all y ∈ R. Let Pˆ : BC(R) → BC(R) be the time 1 map of the
flow on BC(R) generated by the linear equation (6.1). Then, by Lemma
16, there exists a Borel-measure νˆ on R with νˆ(R) < +∞ such that for any
v ∈ BC(R),
(6.6) Pˆ [v] = νˆ ∗ v
holds and for any nonnegative, bounded and continuous function v on R,
(6.7) µˆ ∗ v ≤ νˆ ∗ v
holds. Let P˜ : BC(R) → BC(R) be the time 1 map of the flow on BC(R)
generated by the linear equation
vt = µˆ ∗ v − v +
f ′(0)
2
v.
Then, from (6.6) and (6.7), as ν˜ is the Borel-measure on R defined by
ν˜ := e−1+
f ′(0)
2 νˆ,
we have
(6.8) P˜ [v] = ν˜ ∗ v
for all v ∈ BC(R) and
(6.9) µˆ ∗ v ≤ e1−
f ′(0)
2 (ν˜ ∗ v)
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for all nonnegative, bounded and continuous functions v on R. Because
ν˜(R) = (ν˜ ∗ 1)(0) = (P˜ [1])(0) = e
f ′(0)
2 holds from (6.8), we also have
(6.10) 1 < ν˜(R) < +∞.
Let Q˜0 : B → B be the time 1 map of the semiflow on B generated by
the equation (5.1). Then, from Lemma 17 and (6.8), there exists a positive
constant ε such that the inequality
ν˜ ∗ u = P˜ [u] ≤ Q˜0[u]
holds for all u ∈ B with u ≤ ε. Further, ψˆ(x − ct) := ψ(−(x − ct)) is a
solution to (5.1). Therefore, by Proposition 15 and (6.10), we obtain the
inequality
inf
λ>0
1
λ
log
∫
y∈R
eλydν˜(y) ≤ c.
So, there exists a positive constant λ such that∫
y∈R
eλydν˜(y) ≤ eλ(c+1) < +∞
holds. Hence, from (6.9),∫
y∈R
e−λydµ(y) =
∫
y∈R
eλydµˆ(y) = lim
n→∞
∫
y∈R
min{eλy, n}dµˆ(y)
= lim
n→∞
(µˆ ∗min{e−λx, n})(0) ≤ e1−
f ′(0)
2 lim
n→∞
(ν˜ ∗min{e−λx, n})(0)
= e1−
f ′(0)
2 lim
n→∞
∫
y∈R
min{eλy, n}dν˜(y) = e1−
f ′(0)
2
∫
y∈R
eλydν˜(y) < +∞
holds. 
Proof of Theorem 2.
It follows from Theorem 11 and Lemma 18. 
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