A bounding surface J 2 -plasticity model that uses Prager's translation rule is presented. The model preserves Masing's rules and is developed from the same ideas as classical inÿnitesimal J 2 -plasticity, resulting in the same formulation with the exception of the algorithm for the computation of the hardening function. Instead of utilizing a loading surface as in a previous formulation, hardening surfaces are introduced; the formulation is similar to that of multilayer plasticity using Prager's rule, presented in previous work. An implicit algorithm based on the radial return concept is used, and the consistent elastoplastic tangent is also developed in closed form. Examples illustrating anisotropic behaviour are presented and compared to that predicted by a multilayer J 2 -plasticity model. The model is also applied to a soil dynamics problem to show the robustness of the algorithm and its applicability to complex loading.
INTRODUCTION
One of the most compelling and challenging problems in computational plasticity is the development of e cient, robust, and mathematically well-founded anisotropic plasticity models capable of extending the uniaxial behaviour of materials to multiaxial cyclic loading conditions. The classical bilinear kinematically hardening-type J 2 -plasticity model is the simplest of such. Associative J 2 -plasticity is motivated by the principle of maximum plastic dissipation and the existence of potential energy functions [1] . Possibly because of this, the currently well-known implicit return mapping schemes allow for e cient implementation of the bilinear model. Unfortunately, a bilinear model is not acceptable for some materials, specially under multiaxial cyclic loading [2] . This is especially true in soils [3; 4] . To describe the non-linearity of the stress-strain curve, non-linear hardening functions are often employed; however, they are generally unacceptable since Masing's rules [3] are not properly preserved. Thus, researchers and engineers frequently choose other models. Two formulations of those seem to have found success in general-purpose ÿnite element codes: multilayer (or overlay) plasticity and bounding surface plasticity.
The multilayer plasticity model was developed by MrÃ oz [5] and Iwan [6] and assumes the existence of several yield surfaces (or loading surfaces), each of which has an associated hardening modulus. Apart from making use of new concepts such as the loading surface, multilayer plasticity also requires an ad hoc translation rule, which makes an implicit numerical integration di cult to implement [7] . Quite recently, an implicit ad hoc reformulation of the translation rule has allowed for a fully implicit numerical implementation of the multilayer plasticity theory [8; 9] . Unfortunately, the rule implied a maximum admissible ratio of two between the radii of two adjacent surfaces. Just recently [8] , multilayer plasticity has been reformulated in the context of classical J 2 -plasticity, motivated from the same concepts. It does not make use of the concept of loading surface (the yield surface acts always as such) and utilizes Prager's rule for translation. This has permitted the reduction of multilayer plasticity to classical J 2 -plasticity, except for the computation of the hardening function. The development of a fully implicit algorithm does not impose any requirement in the size of the surfaces (that now act just as hardening surfaces) and has a consistently linearized tangent to preserve the convergence of second order of the Newton algorithms.
Bounding surface plasticity was developed by Dafalias and Popov [10] and independently by Krieg [11] , and is arguably simpler and easier to implement than multisurface plasticity models. The use of only two surfaces and an interpolation parameter allows for smooth characterization of stress-strain relationships. Furthermore, bounding surface models do not necessitate a large number of surfaces to represent the stress-strain curve with acceptable accuracy. Unfortunately, similar di culties have been encountered with these models, particularly with implicit numerical implementation, although this has been addressed in the literature [12] [13] [14] [15] [16] . Nonetheless, they still make use of the concept of loading surface or an equivalent idea, and have three intrinsic behavioural problems: overshooting phenomena, lack of the preservation of Masing's rules and inconsistent out-of-phase behaviour [2; 17; 18] . The overshooting phenomena has been eliminated through the use of virtual positioning of the bounding surface [17] , but the need for a 'loading surface' has not fully been eliminated.
A comparison of the multilayer models using MrÃ oz's translation rule and Prager's rule also revealed di erent behavioural patterns in the non-proportional case (see Reference [8] ). Prager's translation rule results in a behaviour that relates stress increments to strain increments more closely, mainly when the size of the yield surface is small. This is a frequently desired feature in soils [14] , and it has been sometimes termed as hypoplasticity in the context of bounding surface plasticity [19; 20] .
In this work a bounding surface model similar to the multilayer model of Reference [8] is presented. The model uses a virtual bounding surface to preserve the Masing behaviour (as in a multilayer model). It is associative both in hardening and ow rules, motivated by the principle of maximum plastic dissipation. As in the multilayer model, the equations are the same as those of classical J 2 -plasticity, except for the hardening function which is computed from the interpolation parameter and the internal variables. The computation of the hardening tensor in the model is conceptually identical to the one in multilayer plasticity, excluding the obvious di erences between both models. In fact it assumes the existence of an inÿnite number of hardening surfaces, each one with its associated hardening modulus. The present model uses Prager's translation rule for the yield surface. The consistency equation and the unloading condition are enforced only on the yield surface, and the hardening surfaces are used to determine the hardening modulus and not the loading-unloading condition. The contact point for the surfaces and the stress tensor are not necessarily the same. Both models may be viewed as a way of computing the hardening function of classical J 2 -plasticity.
A fully implicit integration algorithm based on the radial return scheme is also presented. The algorithm results in a consistent elastoplastic tangent operator that allows a quadratic convergence to be captured in the global Newton-type algorithm. Unfortunately, the generality of the possible hardening functions and the integrations to be performed require a numerical integration scheme that needs to be included in the overall algorithm, since it a ects both the stress-point-level tangent (to obtain the consistency parameter) and the global one. The chosen integration rule is a composite Simpson rule.
Numerical examples are presented that aim to demonstrate both the behavioural features and the robustness of the model. In the stress-point-level examples, in which the material routine is executed alone and the stress-path is prescribed, the model is compared to multilayer plasticity using both MrÃ oz's and Prager's rules. To demonstrate the robustness of the algorithm, soil dynamics is used because it is a severe test; the non-linearity of the stress-strain curve is strong, the size of the yield surface is virtually vanishing, and the path is strongly nonproportional and irregular. To allow for a comparison with other models [8; 21] and to run a case-study problem, the Lotung LSST07 seismic event has been analysed.
MODEL DEVELOPMENT
Since the model is developed from the notion of bounding surface plasticity, the general features of the latter type of models are ÿrst brie y reviewed.
Bounding surface J 2 -plasticity
The bounding surface concept relies on the existence of a domain in which the stresses are constrained. The existence of this domain forces the hardening modulus to have a zero value (or a minimum value) once the stress tensor reaches the surface, whereas when the stresses are on the yield surface the hardening modulus attains its maximum value. When the stresses are in the domain between both surfaces, the hardening function is interpolated using a function that depends on a parameter that somehow measures the distance of the tensor to the surfaces.
In the present model, both the bounding surface and the yield surface are assumed to be circles on the -plane. The back-stresses of the surfaces are denoted by R and Q, respectively, whereas the norm-like radii are denoted by R and r, respectively. Thus, the yield surface is given by
where A is the deviatoric stress tensor, given by where A f is the complete ('full') stress tensor which includes the volumetric part. Similarly, the bounding surface is
whereÂ is usually called image stress tensor. A homology is established in the stress domain between both surfaces and the centre of the homology, A 0 , usually termed unloading stress tensor. The tensorsÂ; A and A 0 are co-linear in the sense thatÂ
Thus, the scalar parameter Ä may be obtained from A and A 0 as
whereÂ is obtained from Equation (4) . The hardening function, denoted by the symbol H (Ä), may be written in terms of Ä, interpolating the values between those associated to the yield surface and those on the bounding surface [14] (see Figure 1) . Consequently, the surfaces for which the hardening function is constant are circles homological with the previous ones (see References [14; 17] ). Alternatively, Ä may be re-written in terms of a more tangible parameter p, the normalized-to-R radius of the surface for which the hardening function is constant (hardening surface) and shown to be [17] 
The centre of the hardening surface is given by Figure 1 . Geometric set-up of a bounding surface plasticity model and typical hardening function depending on the homology parameter.
and its radius by pR. Traditionally, the hardening surfaces
have been considered as loading surfaces, i.e. whenȦ : @f p =@A¡0 then an unloading process takes place and a new homology is generated. Nonetheless, the potential surface which gives the direction of the plastic strains increment has been considered as the hardening surface or the yield surface (which in some cases may be vanishing, see Reference [14] ).
Virtual bounding surface
After a process of loading through the virgin loading curve, when an unloading process takes place in a classical bounding surface model the homological ratio between the new unloading curve and the virgin stress-strain curve is given by (see Reference [17] )
wheren is the tensor normal to the yield surface. In uniaxial loading the previous expression yields
and this ratio equals the value 2 only if unloading takes place at the bounding surface. Otherwise, the adopted value is given somewhat arbitrarily by the geometric setup of the model. The value of 2 is a reference value because it is the one that produces stable and closed loops and, thus, it is one of Masing's rules [3] . Constant values bigger than 2 yield cyclic hardening and values smaller than 2 yield cyclic softening, see Figure 2 . Di erent arbitrary values induce the typical overshooting (or 'under'-shooting) phenomena in classical bounding surface models. Thus, as a point of departure, a desired Á value is 2 for every stress level. Note that cyclic hardening=softening may be obtained through a hardening=softening for the radius of the bounding surface R.
To obtain the desired value of Á = 2 for uniaxial loading, it is necessary that R − A 0 = R. Since the unloading (reference) stress A 0 cannot be modiÿed, the virtual bounding surface model adopts a modiÿed (virtual) value for R. For example, in uniaxial loading, when unloading is detected R = A 0 − Rn. This value is transitory, unreal, and serves as a tool to use the same description for the hardening function. Once the previous level of stresses is again reached, the old R value is recovered and, therefore, the original Á = 1 of the virgin curve is restored. Note that with this strategy, the overshooting phenomena inherent to bounding surface plasticity is overcome.
Geometric layout
The model is developed based on the assumption that there exist an inÿnite number of surfaces, each one with radius pR, with an associated hardening modulus H p (p) and that translate once they are reached by the yield function. The inÿnite number of hardening surfaces (one for each p value) inside the 'active' one translate in the direction given bym (see Figure 3) , deÿned by the contact point between the yield surface (which translates using Prager's rule) and the last (outer) hardened surface [8] . This contact point is not necessarily the one representing the stress tensor. The unloading stress tensor A 0 and the back stress of the bounding surface R deÿne the initial position of the surfaces just after an 'unloading' event. These positions are deÿned consistently to preserve the position of the yield surface (as the hardening surface with radius p e R) and the desired Á = 2.
CONTINUUM FORMULATION
We assume the classical additive decomposition of the small strain tensor rateU into an elastic partU e and a plastic partU p :U =U e +U p
The dissipation function is deÿned, in the context of small strain plasticity aṡ
where˙is the strain-like internal variables tensor, work-conjugate of the internal variables tensor Q (the back-stress tensor). The principle of maximum dissipation implies (see for example Reference [1] ), apart from the convexity of the yield function, associative ow rulė
associative hardening in the sense thaṫ =˙ @f @Q = −˙ n; whereQ = − H :˙ (14) and the Kuhn-Tucker loading=unloading conditions,
where C and H are, respectively, the fourth-order elastic tensor and the fourth-order hardening tensor, deÿned from the complementary stored energy function and complementary hardening potential as
It is assumed that both tensors are positive-deÿnite and C is constant in the range of interest. As in classical 3D=plane strain kinematically hardened J 2 -plasticity, it is assumed that the yield surface translates in the stress space using Prager's rule:
where˙ is a parameter to be determined. From Equation (14)
that means that H must have at least one eigenvalue inn which will be denoted by H . Aside, in unloading or neutral loading directions the elastic behaviour is recovered again, this means that for anyr such thatr :n60;r : H −1 :r = 0. Denoting by n ⊗n the fourth-order tensor such that n ⊗n :r =r : n ⊗n = n :r n and thatr : n ⊗n :r = ( r :n ) 2 , a hardening tensor of the form H = H n ⊗n with H ¿0 (19) fulÿls the requirements (note that H includes the typical 2 The consistency equation iṡ
Therefore, the consistency parameter may be factored-out aṡ = n : C :U n : C :n +n :
where is the shear modulus and · is the Macauley bracket function such that for x real number, x := 1 2 (x + |x|). This expression is coincident with the one of J 2 -plasticity. The elastoplastic tangent moduli tensor is
as in associative (both in ow and hardening rules) plasticity. In this model, as in Reference [8] , we assume an additive decomposition in the strain-like internal variables (˙= −U p as it can be easily seen) such thaṫ =˙y +˙b (23) Since the model is associative, Equation (14a) must be preserved, so we can writė
The parameters with a subindex y are associated with the yield surface, whereas the parameters with a subindex b are associated to the rest of the inÿnite hardening surfaces. Again, Equations (14b) and (23) p :Q p ) dp (27) such thaṫ is an intrinsic hardening compliance tensor of surface p. The upper limit of the integral p is the last hardened surface. The same reasoning that yield (19) , taking into account (24) , yields also
For the case of proportional loading,Q = Q n andQ p = Q p n = Q n, so the e ective hardening modulus is
as one would expect.
In the case of non-proportional loading, Prager's rule is still invoked, soQ = Q n anḋ
Using Equation (24a) one obtains˙
But in non-proportional loading the hardening rule for the hardening surfaces is a di erent one, for exampleQ p = Q p m (withm =n given by the normal to both surfaces at the contact point). Thus,˙p
In this case, if m :n = 0 the surfaces keep in contact if they are already in contact and
where the bracket function is introduced to force Q p = 0 whenm :n¡0 (the yield surface moves towards inside the hardening one). This equation may be considered a 'consistency equation' for the hardening surfaces. In consequence, Equation (33) may be written aṡ
Therefore, as˙ = Q =H , in non-proportional loading the e ective hardening modulus is given by
H p dp (37) and the hardening compliance tensor may be written as
where
is the geometric tensor, comparable to the ones of Reference [8] . Note, for example that if n :m = 0 the e ective hardening is given solely by H y , as one desires, since the outer surfaces are not being tracked. This deÿnes the new homology generation, in contrast with standard bounding surface plasticity which is commanded by n :U . Now, 'unloading' and 'new homology' are di erent events. The tensor A 0 would be better termed 'reference' stress tensor, although we will keep the standard terminology. It can be seen from the previous developments that the current model is nothing di erent from classical J 2 -plasticity, since all the tools enter in the formulation only through the e ective hardening modulus given by Equation (38) as nonlinear kinematic hardening. In fact, Equations (21) and (22) do not di er from those of classical associative kinematically hardened plasticity (see Reference [24] ).
COMPARISON WITH MULTILAYER PLASTICITY USING PRAGER'S TRANSLATION RULE
The model presented here follows the bounding surface plasticity philosophy to model the non-linear kinematic hardening of classical J 2 -plasticity, just as the model of Reference [8] does with multilayer plasticity. Actually, during the development of the model we have invoked the existence of an inÿnite number of surfaces being tracked and therefore, a comparison between both models is expedient.
As can be seen in this paper and in Reference [8] , both models are developed directly from the associative plasticity, both in hardening and ow rule. All the equations until the split of the internal strain-like variables are coincident. At this point, multilayer plasticity yieldŝ
where a is the number of moving surfaces (including the yield surface), whereas the model herein developed, as a consequence of the inÿnite number of surfaces, yieldŝ =^y + p p e^p dp (41) Similar comparisons may be developed for Equations (25)-(38). For Equation (39) the situation is di erent because of two reasons. The ÿrst one is that Equation (31) of Reference [8] is incorrect if assumption (19) is to be accomplished; it lacks the tensor m 1 ⊗m 1 = n ⊗n , although this does not in uence the computational results since H is included in the formulation only through (n : H :n). The right equation for a hardening derived from a potential would be
This way, H fulÿls hypothesis (19) and still gives the same result. The second is due to the way the surfaces are being tracked. Whereas in multilayer plasticity the inner surfaces 'push' the outer ones in a direction such that the movement of the latter ones is the minimum possible, in this bounding surface model this is a virtually impossible task to perform, since the number of surfaces is inÿnite. Therefore, it is necessary to develop a way of tracking the surfaces without the need of storing the inÿnite number of back-stresses for them. The way to do this is to force all the surfaces inside the 'active' one to be in contact at the same point in the stress-space (but not necessarily at the current stress-point), in contrast with the multilayer plasticity model of Reference [8] where the surfaces are in contact at di erent points. In consequence, in the latter each surface has an associatedm i tensor deÿning the direction of that contact point in the stress space, while in the former there is only onem for all the surfaces. In both models M i! or M ! transfers the hardening tensor of surface i to the hardening direction given by Prager's rule, but whereas in the mentioned multilayer model this implies to go over all the directions of the surfaces inside i as in Equation (42), in bounding surface plasticity this implies to go over onlym andn, as Equation (39) shows. Nonetheless, the algorithmic discrete implementation will force another direction to be included in the algorithmic M ! tensor.
IMPLICIT ALGORITHM
In this section we develop a fully implicit backward-Euler algorithm for the model amenable of consistent linearization in order to keep the asymptotic quadratic convergence of the NewtonRaphson algorithms in a typical ÿnite element program. As a matter of notation, (·) n+1 will denote approximations for the values for the unconverged step n + 1 at the current iteration. The iteration index will be omitted for convenience of notation except when noted. (·) n will denote the values at converged step n, whereas (·) denotes the increment (·) n+1 − (·) n for the current iteration.
The yield function equation, to be enforced at 'time' step n + 1; is
The stress tensor is obtained from
where A tr n+1 := A n + 2 U e is usually named 'trial stress tensor' or 'elastic predictor stress tensor' and 2 U p is named 'plastic corrector of the stress tensor'; see for example Reference [1] for a background. The associative ow and hardening rules, evaluated also at the end of the step, are
Thus, the stress and back-stress tensors are given by
since H n+1 = H n+1 n n+1 ⊗n n+1 . As a consequence, the direction for the return and the translation of the yield surface is completely determined from the trial state as it can be easily seen. Since (A n+1 − Q n+1 ) has the directionn n+1 , one can write
and therefore the tensor A tr n+1 − Q n has to be also in the direction ofn n+1 , so the unitary direction isn
The discrete counterparts of Equations (31c) and (35) for a backward-Euler algorithm are, respectively, (34) is di erent for the discrete case. Generally, Q p will not be in the direction ofm n+1 , and therefore, an Q p in a di erent direction will imply in the contact direction a translation of ( Q p :m n+1 ). In consequence, Equation (34) reads now
which yields (52) (the Macauley bracket is introduced to account for the absence of hardening whenm n+1 : Q p ¡0). Geometrically speaking, deÿningQ p = Q p = Q p , the algorithmic treatment of (35) (that is to say, the usage of (52)) avoids the possible lack of convergence whenn n+1 :Q p ¡0 and the surface hardens. As a consequence, the algorithmic geometric tensor (39) for surface p is
As in multilayer plasticity, there is a geometric algorithmic tensor for every surface.
If the ÿnal position of the yield surface is known (it depends on the consistency parameter to be obtained later), the discrete hardening direction of the hardening surfaces may be determined from the ÿnal position of those surfaces. This position is given by the condition that the surfaces do not overlap with the yield one (see Figures 3 and 4) :
(55)
and in which
is the back-stress of the smallest hardening surface that does not harden during the step and p n+1 is its normalized radius. The subindex b implies in this case values for p = p n+1 . Those values are computed with the trial (frozen) A 0b; n+1 and R b; n+1 if a hardening for the bounding surface is allowed for. Let p n be the normalized radius of the smallest hardening surface in contact with the yield surface at time-step n. For the hardening surfaces with normalized radii p such that p n ¡p6p n+1 , the back-stress tensors at time-step n are given by the homology as
where A 0p; n and R p; n are the 'unloading'-stress and bounding surface back-stress tensors associated with surface p at the end of time step n. On the other hand, if p e ¡p6p n the back-stress tensors for the hardening surfaces are
where the contact stress direction tensor at time step n iŝ
and, similarly
with p n = min(p n ; 1) being the bounded normalized radius of the last hardened surface at time step n (the radius saved in the convergence phase at that time step). Therefore, the increments Q p may be computed as (see Figure 4 )
where p n+1 := min(p n+1 ; 1). The consistency parameter may be computed from
p e ^p dp (63b)
p e pnn+1 dp (63c) and Equations (51), (52) as
p e p dp =
To obtain it is necessary to compute Q . To do so, since the smallest hardening surface (or 'virtual hardening surface' if p n+1 ¿1) in contact with the yield surface at time-step n + 1 has a radius of p n+1 R and a back-stress tensor Q b; n+1 , the following equation has to be fulÿlled:
Using Prager's translation rule
the previous equation reads
The parameter ¿0 may be factored-out as
and the consistency parameter determined from Equations (64) and (66) as
p dp = H y + p n+1 p e n n+1 :m n+1 m n+1 : Q p ( ) H p dp
Up to this point, it has been assumed that the parameter p n+1 was known, but it is not, since it depends on the consistency parameter increment . Therefore, apart from Equation (69), it is necessary to use the consistency condition that, by Equations (43), (44b) and (66) iŝ
and from which, again, the consistency parameter may be factored out as
To obtain the ÿnal value of and p n+1 , an iterative process around p n+1 is employed. Denoting by the superindex i the current iteration, once the guess p i n+1 is established (for example, p 1 n+1 = p n ), the 'error' as a di erence between the consistency parameters obtained by means of Equations (69) and (71) is minimized:
where (p i n+1 ) is obtained from Equation (68).
Numerical integration of the constitutive equation for the plastic internal variables
To evaluate Error i through Equation (72) it is necessary to perform the integral of the second term of the right-hand side. The typical uniaxial hardening functions employed for
p e dp H p (p) 
wherep := (p − p e )=(1 − p e ) 1 and h; m are the exponential function parameters to be obtained from two points of the shear moduli degradation curves (or alternatively from two points of the uniaxial stress-strain plots). Again, these moduli already include the 2 3 factor of the uniaxial comparison. The derivative of them with respect to the basic parameter p is dH p dp = − h m
The primitive of the inverse of Equation (74b) is usually known, but the primitive of, for example, the generic p=H p (p) in explicit form, present in Equation (69) or in the ulterior needed derivatives, is usually not known. Therefore, to employ a generic algorithm it is necessary to integrate numerically Equation (69), at least for the terms which primitive may not be explicitly known. It is important to specify here the rule employed, since it is necessary to know it in order to obtain consistently linearized algorithms, both internal (at the stresspoint level) and external (at the structure level).
In this paper all the terms in Equation (69) are integrated numerically. The chosen rule is the composite Simpson's one, because it shows a good balance between accuracy and simplicity, see for example Reference [23] . In this rule, for example
p e p (p) dp (76) 
where h := ( p n+1 − p e )=2n and 2n is the number of equally spaced subintervals with which the integral is evaluated ÿtting a parabola in every two ones. For convenience, since it will be employed extensively, deÿne a composite Simpson operator for 2n + 1 points (2n intervals) with the variable p varying from p e to p n+1 as
With this notation, Equation (77) may be written succinctly as As is straightforward to prove, this operator is a linear operator in the sense that given c 1 ; c 2 constants and F; G functions of p:
This property will be used to obtain computationally e cient expressions. Aside, given the chosen integration scheme with sampling points varying with p n+1 , in the case that between p n and p n+1 there is a memory surface it is necessary to split the integration into several sums, each one corresponding to the interval between two p i , being p i the normalized radii of the memory surfaces or any of p n ; p n+1 . The variation will allow global convergence to happen even in this case. In consequence, if there are s memory surfaces, Equation (79) may be written as
This expression includes (79) by setting s = 0. The scheme may be used even if there is no crossing of surfaces since p n is constant and, therefore, may be treated as a memory surface. To simplify notation even further, we will denote (81) by
Inclusion of a kinematic hardening for the bounding surface
On occasions it is desirable to include a kinematic hardening for the bounding surface in order to allow for a maximum degradation of the constitutive tangent (both for physical and numerical reasons) or in order to allow for stresses outside the surface. This is simply done by using a hardening function that is non-zero at the bounding surface (adding a H 0 ); see for example Reference [21] :
This inclusion is the reason for allowing p n+1 ¿1 and the usage of a bounded p n+1 in the previous developments. Owing to this kinematic hardening, the uniaxial e ective hardening when the bounding surface is reached is given by (H −1
Thus, if * is the desired minimum ratio between the e ective tangent shear modulus and the initial one, H 0 may be readily determined by
5.3. Computation of R p; n ; A 0p; n ; R b; n+1 ; A 0b; n+1
In Equations (57) and (58) there is a need for the knowledge of R p; n ; A 0p; n ; R b; n+1 and A 0b; n+1 . Nonetheless, to store all these values in memory would be expensive. Fortunately, the values of the R p tensors that describe the positions of the virtual surface may be obtained from the back-stress tensors of the memory surfaces Q i . Between stored surfaces i and i+1 of radii p i R and p i+1 R, the tensors R p; n ; A 0p; n may be determined from the condition that they must guarantee the continuity of the evolution of the back-stress tensor of the 'active' hardening surface (or in other words, they must avoid the overlapping of the surfaces, see Figure 4 ). Therefore, given
the 'unload' stress tensor and back-stress of the bounding surface may be solved for as
In the previous expressions p u+1 := p e and p 0 = 1, being u the index of the last stored surface, whereas Q u+1 = Q and Q 0 = R b; n = A 0b; n (which may be di erent from zero if there has been hardening of the bounding surface).
Tangent for the internal iterative process
To reach a solution for p n+1 a Newton-Raphson algorithm is employed. To obtain quadratic convergence, it is necessary to linearize Error i . Omitting the iteration index:
Since both 1 and 2 depend on , it is necessary to obtain @ =@p n+1 . From Equation (67), using Equation (57):
and factoring-out @ =@p n+1 one obtains
so from Equation (71), the ÿrst term of the right-hand side of Equation (88) is computed as
It is worth noticing that there may be a derivative term not included in Equation (89) associated with the change in the tensors R b; n+1 ; A 0b; n+1 if there is a new unloading memory surface respect to the previous iteration. Nonetheless, this term would become inÿnite since there is a jump from one value to the other (not a smooth transition) and in consequence, no term is added to take into account this e ect. As a result, there may be a loss of the second order convergence from the previous iteration to the actual one, but since this will be an infrequent event if the number of memory surfaces is kept not too high, the computational signiÿcance will be minor.
To compute the second term we depart from Equation (69a) using the numerical integration given by Equation (78), and we take its p n+1 -derivative:
where for 06q62n, since by Equation (69b) p = n n+1 : Q p =H p , the derivative of the consistency parameter for the surfaces is
for p = p s + qh¿p s . For the cases p6p s or p n+1 ¿1 the same expression may be used setting @H p =@p = 0. The function H(x) := 1 2 (1 + x=|x|) is the Heaviside function. Note that in Equation (78) q may be either q = 2Á − 1 or 2Á. Also, @H p =@p n+1 is non-zero for p¿p s and p n+1 ¡1 since due to the numerical integration procedure the sampling point p changes as p n+1 does.
The expression for @ Q p =@p n+1 is obtained from Equation (62) and from Equations (56), (57) and (66),
where P m is the perpendicular projector
and I is the fourth-order identity tensor.
Algorithmic elastoplastic tangent
To preserve the second-order convergence of the external Newton algorithm, the consistent elastoplastic tangent must be used [1; 24] . This operator is deÿned as
where the superscript f denotes complete tensor, including the volumetric component:
and K is the bulk modulus. The tensorÎ = I= I , being I the second-order identity one. In consequence,
On the other hand, since
we obtain
From (50):
where P n = I −n n+1 ⊗n n+1 . Aside, from (66),
of which only @ =@U n+1 remains unknown. This tensor may be determined from the equation for . Taking the U n+1 -derivative of (67) the following expression is obtained:
where it may be p n+1 ¿1, in which case Q b; n+1 := R b; n+1 = A 0b; n+1 (the values for p = 1 before hardening). Note that as U n+1 changes from iteration to iteration, also p n+1 does, and in consequence the term @Q b; n+1 =@U n+1 is generally not null:
As in the internal iterative process, there may be a derivative term not included in Equation (110) associated with the change in the tensors R b; n+1 ; A 0b; n+1 if there is a new unloading memory surface respect to the previous global iteration. As a result, there may be a loss of the second order convergence from the previous iteration to the actual one with similar consequences.
In Equations (109) and (110) @p n+1 =@U n+1 is also not known and thus @ =@U n+1 may not be factored-out unless another equation is employed. This one is, as in the internal process, the di erence between the constitutive equation for the internal plastic variables and the consistency one (supposed to be zero, or at least independent of U n+1 ), Equation (72). Performing the U n+1 -derivative of this expression,
The ÿrst term is, from Equation (71):
whereas the second, as 2 = y + b , is
where, since = H y y ,
The integral of the second term of (113), Equation (77), is evaluated numerically, so the integration procedure has to be included in order to obtain a consistently linearized algorithm. Taking the U n+1 -derivative of (81):
where for 06q62n and p = p s + qh¿p
and from (62)
with t n+1 given by (98). As before, expression (116b) may be used for the case p¡p s setting @H p =@p = 0.
Note that (115) may be expressed as a function of only two unknown second-order tensors, @ =@U n+1 and @p n+1 =@U n+1 , since from (56)
where @Q n+1 =@U n+1 is given by (108) and the last term of this equation is explicitly known from (107). In consequence, an equation in @ =@U n+1 and @p n+1 =@U n+1 may be formed, which combined with (109) leads to a tensorial system of two equations and two unknowns. Factoring-out @p n+1 =@U n+1 from (109), after some algebra leads to
with a and b given by (91) and (92), respectively. Substituting (119) into (118), (117) and (116b), and inserting (108) into (118), this one into (117) and the result into (116b), the second-order tensor @ b =@U n+1 is obtained, after some lengthy but straightforward algebra, as a function of @ =@U n+1 . This tensor, altogether with (114) and (112) may be substituted into (111) yielding
Finally, (123c) may be introduced in (101) to obtain the algorithmic elastoplastic tangent in closed form
which is a tensor with minor symmetries and with lack of the major one in the general case of non-proportional loading due to the last term.
IMPLEMENTATION
Boxes I-VII sketch the implementation of the algorithm in a typical ÿnite elements code. In this implementation, three issues are relevant.
Computationally e cient expressions
The ÿrst one is the computation of the numerical integrations through the composite Simpson operator. This may be an expensive task, since it will be performed in every internal iteration (once for every trial p i n+1 ). In consequence it should be programmed in an e cient way. To do so, the linear property of the operator, given by (80), may be employed. Aside, as it will be seen, the consistency parameter, the internal tangent and the global tangent use similar expressions inside the Simpson operator, so it is usually e cient to compute all the terms involved at the same time.
After grouping terms in Equations (90)- (99) one can obtain for (88) the following expression: dError dp n+1 = − 1 2 d dp n+1
Box I. Stress-point algorithm.
Input variables:
A f n ; R; U f ; ; K; Q i ; p i ; i = 0; : : : ; u + 2 ; where Q 0 = R b;n and where Q u+1 = Q b;n ; p u+1 = p n ; Q u+2 = Q; p u+2 = p Save values: process Box II, task 'save' Update: p n ← p e ; A 0bn ← Q n + rm n ; R bn ← Q n + (r − R)m n GOTO Plastic step Iterative process: Initial guess p n+1 ← p n + with → 0 Iteration: process Box III, computation of A 0b; n+1 ; R b; n+1 (for p n+1 )
Compute coe cients independent of p: 
Box IV. Numerical integration procedure. ;ã = 2 (r + ) n tr n+1
that are close to another one in the stress space. Therefore, we can eliminate that event i with the minimum absolute distance to the adjacent ones in the sense
where 16i6u, (u is the last memory surface for the given stress integration point) and p u+1 = p n , p 0 = 1. This strategy is implemented in Box II, and allows that with a very small number of surfaces a good cyclic description is obtained.
Lack of convexity of the error function
The function error i is not convex in the whole domain where it is well posed, although it has only one root and therefore, since it is a scalar equation a solution is guaranteed to be found if a proper method is selected. The Newton-Raphson algorithm may diverge if the guess is not good enough. Alternatives are a line-search or the simplest bisection method if divergence is detected. Once a good approximation is known, we may return to the Newton method to obtain the solution to the desired tolerance in few iterations. Figure 4 shows the uniaxial behaviour of the model. Material data for the example (typical for a soil) are summarized in Table I . As expected, the Masing rules are preserved; i.e. loops are closed, the unloading curve has an homological ratio of two with the virgin one and this last one is recovered once the previous level of stresses is recovered. The advantage over the ANS AND R. I. BORJA multilayer simulation (also shown in the ÿgure) is that the curve is smooth and no additional errors are introduced during unloading events, since they are consistently located. Furthermore, the memory surfaces will always be at optimum locations and have optimum radii since they are generated at the 'unloading' events. Figure 5 . Typical uniaxial stress-strain loops using multilayer plasticity and virtual bounding surface plasticity (VBS).
STRESS-POINT EXAMPLES
The right part of Figure 6 shows the multiaxial coupling of the model for the loading path shown in its left part. In the same ÿgure they are represented the paths obtained with multilayer plasticity using both the Prager and the MrÃ oz rules and the model of Reference [17] . The implicit formulation of the multilayer model using the MrÃ oz curve necessitates a maximum ratio of two between consecutive surfaces, so the properties were modiÿed to fulÿll this requirement. These data are shown also in Table I .
One could expect the model presented here to behave closer to the multilayer plasticity one using Prager's rule, since both models have distinct similarities. Nonetheless, note that the structure of the hardening is closer to the multilayer model using MrÃ oz's rule, since all the hardening surfaces contact at the same point (although now di erent from the actual stress).
On the other hand, the behaviour exhibited by the multilayer model using the Prager rule is desired for some materials like soils and it is sometimes termed as hypoplasticity in the context of bounding surface plasticity [14; 19; 20] . The next paragraphs elaborate this point, since this type of behaviour has been necessary to obtain acceptable results for the Lotung problem.
'HYPOPLASTIC' BEHAVIOUR
In this model it is possible to control that behaviour independently of the rest of the model. This is due to the fact that this type of behaviour is given by the value of the product (m :n), and the translation direction of the surfaces does not have to be necessarilym. Any other direction combination ofn andm may be utilized if it is properly accounted for in Equation (33) and so on. Nonetheless, given the independence of the stress point from the 
where is a material relaxation parameter and C is a material constant. In the convergence phase, the position of the memory surfaces may be corrected to the contact direction with the following simple update formula:
Note that the stresses and strains are not modiÿed and the consistency of the model is kept, so the properties of the implicit algorithm are not altered. Figure 7 shows the in uence of on the strain path of the previous section for C = 1. Material data are still the same. Basically, this modiÿcation changes the e ective hardening modulus in multiaxial loading. Other expressions distinct from Equation (134) are also possible, but unexplored as of yet in this work.
APPLICATION TO SOIL DYNAMICS
The model has been applied to soil dynamics, which presents a severe test for models for cyclic behaviour. Note that, since the model is deviatoric, no pore pressure build-up can be [25] [26] [27] for the background). Instrumentation arrays have been installed at di erent depths and locations to capture the free-ÿeld response and the SSI e ects. In this example, we use the DHB47 (free-ÿeld motion at 47 m depth) north-south (N-S) and eastwest (E-W) recordings as input motions and obtain predictions at the ground surface, which is then compared to the ground-surface accelerometer at the site. The type of ÿnite elements and discretization are the same as those used in References [8; 21] , where the same event is analysed using di erent formulations of the constitutive model. The shear moduli proÿle and shear moduli degradation curves are also the same as those employed in the cited references and reported in Reference [26] . The parameters h and m of the hardening function have been obtained from the shear moduli reduction curve solving a system of two non-linear equations in which the known data are two points of that curve. The process has been already reported for similar models (see for example References [8; 21; 28] ). The value of the radius of the bounding surface has been estimated also from a third point on the shear moduli reduction curve. The hardening H 0 associated to the bounding is estimated from the secant shear modulus at that third point, as also reported on those references. The only parameter distinct from those reported in the literature is the parameter. A value of approaching inÿnity which corresponds to the basic model did not give acceptable results. A similar inaccuracy happened with the multilayer model using MrÃ oz's translation rule (see Reference [8] herein show similar coupling behaviour. The data of those stress-point examples correspond basically to those obtained for the soil at 35-47 m depth. The time-integration procedure is the generalized mid-point algorithm of SimÃ o et al. [29] . The parameters of the model are summarized in Table II .
DISCUSSION
In comparison to other models with similar characteristics, the model presented in this work as well as the model of Reference [8] are derived from the principle of maximum dissipation which gives them a sound mathematical foundation. If we assume that the hardening function derives from a potential and that the principle of maximum dissipation is to be preserved, Equations (14) and (16) suggest Prager's rule. This is not an impediment for the development of multilayer and bounding surface plasticity fulÿlling those assumptions. For the ÿrst type of models, Reference [8] is an example. For the second type of models, the present work shows that. In addition, both models present a series of attractive features both from the theoretical and the numerical point of view. First, they do not use ad hoc geometrical translation rules for Figure 9 . Simulation of the free-ÿeld response at 11 m depth during the LSST07 seismic event in Lotung, Taiwan: (a) E-W acceleration; and (b) N-S acceleration. Poisson's ratio = 0:48 and density = 19:0 kN=m 3 for the whole soil column Prescribed points of the shear moduli degradation curve for the whole soil column, see Reference [25] : Maximum number of iterations per step: 6; mean number of iterations per step: 3.2 Elapsed time (in a Pentium III 733 MHz) : 2 min 52 s the yield surface (i.e. MrÃ oz's rule), but only for the hardening surfaces. Second, they do not use concepts like 'loading surface', since consistency is always applied at the yield surface. Third, in contrast to models based on the MrÃ oz rule, the Prager translation rule of the yield surface is consistent, it does not depend on the number or dimensions of the surfaces since for bilinear behaviour classical J 2 -plasticity is recovered (see Reference [31] ). They yield radial return implicit numerical algorithms, which are robust, unconditionally convergent and consistently linearized in order to obtain asymptotic second-order convergence when using Newton algorithms. In contrast with other algorithms presented in References [9; 17] for models using MrÃ oz's rule, these models do not require complex step partitionings nor any relative size between adjacent surfaces. Aside, the model herein presented preserves Masing's rules as multilayer plasticity does, but it has its own features. In monotonic or proportional cyclic plasticity of increasing amplitude the yield and bounding surfaces are su cient for an accurate representation (in contrast with multilayer plasticity), whereas in the rest of the cases a small amount of surfaces (3) (4) will su ce to attain good results, independently of the magnitude of the stresses (the size of the surfaces will always be automatically optimal). The user does not have to worry about obtaining a good ratio and amount of surfaces for his=her own speciÿc problem and the needed amount of memory is signiÿcantly smaller than that of equivalent multilayer plasticity.
From the behavioural point of view, nonproportional paths mark the di erence between the models using Prager's rule and MrÃ oz's rule. It is virtually impossible to say anything conclusive about the general suitability of any rule. Nonetheless, note that in the multiaxial predictions for the Lotung problem, those with closer relation between stresses increments and strains increments were the ones that gave good results in predicting the coupling, as shown in this work and in Reference [8] . This is in agreement with the usual assumption for the behaviour of soils [20] and this idea is behind the vanishing surface concept (see Reference [30] also for a criticism applied to other models with that feature). Aside, the amount of 'hypoplastic' behaviour may be controlled in a simple way by an explicit parameter .
Finally, the computational cost of this model is obviously higher than that of classical bilinear plasticity and, frequently, than that of multilayer plasticity. But whereas the computational e ort in the material routine is of the order of the number of integration points, the computational cost of solving the system of equations is usually of the order of n 2 or n 3 (depending on the algorithm, being n the number of degrees of freedom) which dominates over the former for large problems.
CONCLUSIONS
A bounding surface model for J 2 -plasticity is presented. The model has similar features to many classical anisotropic J 2 -models; in fact, it may be argued that the present model is the classical plasticity model of Reference [24] but with a di erent way of prescribing the hardening function. This feature is similar to that of the multilayer model using Prager's translation rule presented earlier.
However, the present model shows a way to reformulate bounding surface plasticity conforming with the principle of maximum plastic dissipation without sacriÿcing some desired features such as nonlinear hardening functions and unloadingevent location without added inaccuracies.
The model has been implemented using an implicit algorithm amenable to consistent linearization, preserving the asymptotic quadratic convergence rate of the Newton iterations. Stress-point-level examples showed that, for a prescribed stress, the strain path predicted by the present model qualitatively lies between that of multilayer plasticity using MrÃ oz's rule and that using Prager's rule; but this feature may be easily modiÿed a posteriori without altering the convergence and stability properties of the implicit algorithm. The resulting model may behave in a 'hypoplastically' controlled way with vanishing elastic region. This feature is attained using an associative formulation both in ow and hardening rules and is desirable for many materials, specially for soils. The model has been applied to the prediction of the free-ÿeld response of the well-known LSST07 seismic event in Lotung, Taiwan.
