ABSTRACT
INTRODUCTION
Visual sensor networks are networks of wireless camera-nodes, where the camera-node consists of the image circuitry, a processor, and a wireless transceiver. The network generally consists of the cameras themselves, which have some local image processing, communication and storage capabilities, and possibly one or more central computers, where image data from multiple cameras is further processed and fused (this processing may, [1] , [2] however, simply take place in a distributed fashion across the cameras and their local controllers). Visual sensor networks also provide some high-level services to the user so that the large amount of data can be distilled into information of interest using specific queries. Visual sensor networks suitable for use in applications where temporary monitoring is needed and in applications that require fast deployment and removal of the camera network.
Cameras are directional in their field of view and they capture a large amount of visual information which may be partially processed independently of data from other cameras in the network. There are different features of visual sensor network such as energy limitations, data processing, resistance to node failure, scalability, heterogeneity, Quality of Service (QoS), flexible architecture to support heterogeneous applications, multimedia coverage out of which, we consider only two issues in this paper i.e data processing and energy consumption.
Data processing: Data collected by the sensor nodes that lie in proximity to each other may contain a high level of spatial and temporal redundancy [3] . Local data processing (through data aggregation or data fusion) reduces the amount of data that need to be transmitted back to the data sink, thereby providing the application with high-level data representations that qualitatively satisfy the application's requirements. Using a background subtraction technique we can reduce the size of the image and the energy required to transmit each pixel.
Energy Consumption:
In the absence of promising energy-scavenging technologies that would provide constant energy supplies for the sensor nodes, batteries are the most commonly used sources of energy [4] . Energy is thus a scarce resource, and it presents a basic limiting factor for the node's lifetime. Thus, intelligent polices for the efficient utilization of the energy resources are needed. In this paper, we have considered the energy consumed during subtraction, transmission and reconstruction.
BACKGROUND
Visual sensor networks are based on several diverse research fields, including image/vision processing, communication and networking, and distributed and embedded system processing. Due to its interdisciplinary nature, the research directions in visual sensor networks are numerous and diverse. In the following sections we present an overview of the ongoing research in several areas vital to visual sensor networks: Sensor localization and camera calibration in distributed camera sensor networks by A. Barton-Sweeney, D. Lymberopoulos, and A. Savvides, do not provide for fully automatic camera calibration methods, but instead they point out the difficulty of finding appropriate network configurations that can ease the calibration process [5] . Panoptes: scalable low-power video sensor networking technologies by E. Kaiser, M. Shea, W.-C. Feng, and L. Bavoil proposed the first video-based sensor network systems, and it includes video sensors built from COTS and software that supports different functions including capture, compression, filtering, video buffering and streaming [5] . Balancing computational and transmission power consumption in wireless image sensor networks by L. Ferrigno, S. Marano, V. Paciello, and A. Pietrosanto, aims at finding the most suitable compression method that provides the best compromise between energy consumption and the quality of the obtained image. Their analysis is drawn from the results of measurements of the current consumption for each state: standby, sensing, processing, connection, and communication. Model-based design exploration of wireless sensor node lifetimes by D. Jung, T. Teixeira, A. Barton-Sweeney, and A. Savvides, analyze how different operation modes [13] , such as duty-cycle mode and event-driven mode, affect the lifetime of a camera node.
In the above literature survey the different authors have explained about the different issues in visual sensor network. None of the work mentioned above consider energy consumed with and without processing. In this paper, we deal with the energy consumed during subtraction, transmission and also during reconstruction and also calculated the image quality when the image is reconstructed.
Data Processing
In this paper the background subtraction technique is used to reduce the energy consumption and reconstructed the original image at the server side. The analysis is carried out w.r.t energy consumption and processing time at client and server. Figure. 1 shows the functional block diagram for implementing the visual sensor network in surveillance system. We assumed that there is a visual camera which continuously monitors the area. When any object comes in the area of interest then it collects the visual data and forwards it to the server. The person sitting at the server will be in a position to monitor the remote place.
Functional Block Diagram
Consider a simple scenario where, camera C1 is captures images and sent to a server S for analysis. The paths are represented with an arrow in Figure 1 . The motion is detected using background subtraction with some threshold value. If the subtraction is greater than threshold then motion is detected. The frames are subtracted and then sent to the server. The energy required during subtraction and transmission is calculated. The images are transmitted using TCP/IP protocol. The images are reconstructed at the server side and the energy consumed during reconstruction is also calculated. The method of moving object detection is based on background subtraction for real time moving objects. The moving regions are detected by subtracting the current image pixel by pixel from a reference background image. If the pixel difference is above the threshold then it is classified as foreground otherwise it is background. Suppose if there is a change in the image then the image is sent to the server. The most commonly used approach for foreground detection is to check whether the input pixel is significantly different from the corresponding [4] background estimation |I t (x, y) -B t (x,y)| > T threshold . The absolute differences between the foreground and background image are considered.
To find the overlapping of image, we consider the difference between the foreground as well as the background image. There are two methods to find the overlapping of image -static and dynamic. In static, we compare the background with all the other frames. In dynamic we compare the consecutive frames. To calculate the overlapping of image, initially we have to consider that both images are of the same size. i.e.320*240, i.e. rows=320, columns=240. Then subtract the two images using absolute difference. If the difference is less then threshold then increment the sum. After calculating the sum the overlapped image is calculated using the formula: Overlapped image =sum/ (320*240)*100.
Reconstruction of Image
Optimal extraction of the underlying quantities from measured data requires the removal of measurement defects such as noise and limited instrumental resolution. When the underlying quantity is an image, this process is known as image reconstruction (sometimes called image restoration, if the data are also in the form of an image).
Initially base image is sent to the server and later all the other frames are sent to the server by subtracting the base image with the other frames. This reduces the image size which in turn reduces the energy required to transmit the image. Here it shows that energy required to transmit without processing is more than with processing the image. At the server side the addition of background image and the subtracted image are processed so as to get the original image. During reconstruction of original image some noise can be seen. To reduce the noise the median filter is applied. This improves the quality of image. In the implementation part we can see the comparison between the original image and the reconstructed image. 
IMPLEMENTATION
Once the frames are captured at the client side they should be sent over the network [6] to the server computer. While transmitting to the server, the energy utilization must be reduced which is done using the background subtraction technique. 
RESULT AND DISCUSSION
The experiments were performed for different resolution in Windows Application Lab with camera deployed and connected to computer. The camera specification is 3.5 mega pixel and focal length=3.85mm. Figure 5 shows that the motion detection depends on the resolution of the camera. As the resolution is more the sensitivity to detect the motion is more and the angle or the field of view is 30 degree. The above formula is used to calculate the bandwidth utilized and the resulting graph is plotted as in Figure 7 . 
CONCLUSION
This paper presents and discusses the analysis with respect to resolution of camera and sensitivity to detect motion. We have seen that as the resolution is more the sensitivity to detect the motion is more. It is observed that the performance of processing with image in terms of energy consumption is efficient as compared to without processing the image, which in turn reduces the bandwidth utilization. 
