We introduce a new class of generalized polynomials, ascribed to the family of Hermite, Lagrange, Bernoulli, Miller-Lee, and Laguerre polynomials and of their associated forms. These polynomials can be expressed in the form of generating functions, which allow a high degree of flexibility for the formulation of the relevant theory. We develop a point of view based on generating relations, exploited in the past, to study some aspects of the theory of special functions. We propose a fairly general analysis allowing a transparent link between different forms of special polynomials.
Introduction
The Lagrange polynomials in several variables, which are known as the Chan-Chyan-Srivastava polynomials [2] , are defined by means of the generating function where α j ∈ C (j = 1, . . . , r); | t |< min{| x 1 | −1 , . . . , | x r | −1 }. These polynomials are represented by g (α 1 ,α 2 ...αr) n (x 1 , x 2 , . . . , x r ) = n k r−1=0
. . where (λ) 0 := 1 and (λ) n = λ(λ + 1) . . . (λ + n − 1) (n ∈ N := {1, 2, . . . }).
Altin and Erkus [1] presented a multivariable extension of the so called Lagrange-Hermite polynomials generated by (see [1, p. 239 
where α j ∈ C (j = 1, . . . , r), | t |< min{| The special case when r = 2 in (1.3) is essentially a case which corresponds to the familiar (two-variable) Lagrange-Hermite polynomials considered by Dattoli et al. [4] :
n (x 1 , x 2 )t n .
(1.4)
The multivariable (Erkus-Srivastava) polynomials U (α 1 ,...,αr) n,l 1 ,...,lr (x 1 , . . . , x r ), defined by the generating function [5, p. 268 n,l 1 ,...,lr (x 1 , . . . , x r ) when l j = 1 (j = 1, . . . , r). The generating function (1.5) yields the following explicit representation (see [5, p. 268] ): U (α 1 ,...,αr) n,l 1 ,...,lr (x 1 , . . . , x r ) = k 1 ,...,kr∈N 0 ,(l 1 k 1 +···+lrkr=n)
which, in the special case l j = 1 (j = 1, . . . , r), corresponds to (1.2).
Definitions and basic properties of Lagrange-Hermite-Bernoulli and related polynomials
In this section, we link the Lagrange polynomials in several variables with Hermite and Bernoulli polynomials. The resulting formulae allow a considerable unification of various special results which appear in the literature.
Following Pathan [6[ and Pathan and Khan [7] , it seems quite appropriate to define Lagrange-Hermite-Bernoulli polynomials B H (α 1 ,...,αr) n (x|x 1 , . . . x r ) in several variables by means of the generating function
which, for ordinary case r = 2, reduces to the Lagrange-Hermite-Bernoulli polynomials defined by
(2.1)
In particular, when x 1 = x 2 = 0, (2.1) reduces to Bernoulli polynomials
The Lagrange-Hermite-Bernoulli polynomials of order α are defined by
Setting α = x = 0 in (2.3), the result reduces to (1.4) . For α = 1, the equality (2.3) reduces to (2.1).
The Lagrange-Bernoulli polynomials of order α are defined by
Setting x = 0 in (2.4), the result reduces to
Theorem 2.1. The following implicit summation formula for 2-variable Hermite polynomials h (α 1 ,α 2 ) n (x 1 , x 2 ) holds true:
Replacing n by n − m in the left hand side, we have
Comparing the coefficients of t n , we get (2.5).
Theorem 2.2. For the Lagrange-Hermite-Bernoulli polynomials, the following implicit summation formula holds true:
Replacing n by n − m in the above equality and comparing the coefficients of t n , we get the equality (2.6).
Theorem 2.3. For the Lagrange-Hermite-Bernoulli polynomials, the following implicit summation formula holds true:
Proof. Using the definition (2.3), we have
Replacing n by n − m in the above equality, we have
Comparing the coefficients of t n , we get (2.7).
Theorem 2.4. For the Lagrange-Hermite-Bernoulli polynomials, the following implicit summation formula holds true:
Comparing the coefficients of t n , we get the result (2.8).
Theorem 2.5. For the Lagrange-Hermite-Bernoulli polynomials, the following implicit summation formula holds true:
Proof. Going back to the generating function (2.3), the use of (2.2) gives
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Replacing n by n − m in the above equation and comparing the coefficients of t n , we get (2.9).
Theorem 2.6. For the Lagrange-Hermite-Bernoulli polynomials, the following implicit summation formula holds true:
Comparing the coefficients of t n , we get the equality (2.10).
Theorem 2.7. The following implicit summation formula, involving the Lagrange-Hermite-Bernoulli polynomials and Lagrange-Bernoulli polynomials, holds true:
Proof. We start with the generating function (2.3). Multiplying both sides by (1 − yt) −β and interpreting the result, using (2.4) and series expansion of (1 − yt) −β , we get the required result.
Generalized Bernoulli-Miller-Lee polynomials
The definitions (2.3) and (2.4) can be exploited in a number of ways. As a first example, we set α = α 2 = 0, α 1 = m + 1,
Here G 
which, for α = 0, reduces to
n (x, y) are called the Hermite-Miller-Lee polynomials. Putting y = 0 into (3.1) gives Proof. Setting x 1 = 1 and α 1 = m + 1 in (2.3), and using (3.2), we have
which, using the binomial expansion, takes the form
Finally, comparing the coefficients of t n , we get (3.3). n (x), holds true:
(3.4)
Proof. By replacing x by x + y and α 1 by
which can be written as
Now replacing n by n − r in the left hand side of the above equality, we get
Finally, comparing the coefficients of t n , we get the equality (3.4). 
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Proof. For α 1 = m + 1 and x 1 = 1 in (2.3), we have
Multiplying both sides by ( 
Now, replacing n by n − r in the above equality, we get
Comparing the coefficients of t n , we get the desired result.
Generalized Laguerre-Bernoulli polynomials
We shall be interested in the relation between the Lagrange-Hermite-Bernoulli polynomials B H (α|α 1 ,α 2 ) n (x|x 1 , x 2 ) and Laguerre polynomials L n (x) (see [8] ). 3), we have
Replacing n by n − r in the above equality, we have
Comparing the coefficients of t n , we get the desired result. Proof. Replacing x by x + y and setting x 1 = −1, α 1 = −m, and α 2 = 0 in (2.3), we have
Replacing n by n − k in the left hand side of the above equality, we have
Comparing the coefficients of t n , we get (4.2). n (x), holds true:
Comparing the coefficients of t n , we get the desired equality. Proof. Setting x 1 = −1, α 1 = −m, α 2 = 0, and replacing x by
Finally, replacing y by −y and comparing the coefficients of t n , we get (4.3). 
Proof. For
Writing −zt instead of t in the above equality, and after that, replacing x by z and z by x, we have Replacing n by n − r in the left hand side of the above equality, we have Finally, comparing the coefficients of t n , we get the desired equality. Replacing n by n − r in the left hand side of the above equality, we have Now, comparing the coefficients of t n , we get (4.4).
