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Let T = Tzl zk with l,k ∈ N0 be a Toeplitz operator with monomial symbol acting on
the Segal–Bargmann space over the complex plane. We determine the symbols Ψ of
polynomial growth at inﬁnity such that TΨ and Tzl zk commute on the space of all
holomorphic polynomials. By using polar coordinates we represent Ψ as an inﬁnite sum
Ψ (reiθ ) = ∑∞j=−∞ Ψ j(r)eijθ . Then we are able to reduce the above problem to the case
of quasi-homogeneous symbols Ψ = Ψ jei jθ . We obtain the radial part Ψ j(r) in terms of
the inverse Mellin transform of an expression which is a product of Gamma functions
and a trigonometric polynomial. If we allow operator symbols of higher growth at inﬁnity,
we point out that in some of the cases more than one Toeplitz operator TΨ j ei jθ exists
commuting with T .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Segal–Bargmann space H2 = H2(C,dμ) is the space of Gaussian square integrable entire functions on the complex
plane C. For a measurable symbol f the Toeplitz operator T f is deﬁned on a suitable domain in H2 as the product T f =
PM f . Here M f is the multiplication by f and P denotes the orthogonal projection from L2(C,dμ) onto H2, cf. [2,6].
The problem of characterizing the symbols of commuting Toeplitz operators on (weighted) Bergman spaces over various
domains as well as the study of algebras of commuting Toeplitz operators, has attracted the interest of several authors [1,4,
5,7,8,10–14,16,18–20]. The analysis often is restricted to the case where at least one of the symbols belongs to a cer-
tain subclass of functions. For example, the pairs of commuting Toeplitz operators on the Bergman space L2a(D) over the
disc D with bounded harmonic functions have been completely determined in [1]. Let Ψ be a monomial or more generally
a bounded quasi-homogeneous function on D. In [10,14] a complete characterization of the Toeplitz operator Tϕ on L2a(D)
with bounded symbol ϕ was given such that Tϕ commutes with TΨ . Moreover, it was shown in [10] that for bounded
functions ϕ and Φ , where ϕ is non-constant and radial (i.e. ϕ(reiθ ) = ϕ(r)), the operators Tϕ and TΦ commute if and only
if Φ is radial.
In the case of the Segal–Bargmann space it was recently shown in [4,5] that the growth of symbols near inﬁnity essen-
tially inﬂuences the results. On the one hand, if Tϕ1 and Tϕ2 commute such that both symbols are of polynomial growth
and one of them is radial non-constant, then the other symbol must be radial, too. On the other hand, examples of com-
muting operators Tϕ1 and Tϕ2 exist where ϕ1 is radial of exponential growth at inﬁnity and ϕ2 is non-radial and bounded,
cf. Example 6 of Section 7 and Example 5.6 in [5].
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tions Ψ of polynomial growth at inﬁnity such that T fm,δ and TΨ commute as operators on the space of holomorphic poly-
nomials. We express Ψ in a form of an L2-convergent series of quasi-homogeneous functions Ψ (reiθ ) =∑∞j=−∞ Ψ j(r)ei jθ . It
turns out that it is suﬃcient to consider this problem for the operators T fm,δ and TΨ j ei jθ . More precisely:
(1) Under the assumption [T fm,δ , TΨ j ei jθ ] := T fm,δ TΨ j ei jθ − TΨ j ei jθ T fm,δ = 0, we characterize the functions Ψ j as the inverse
Mellin transform of an expression formed up of Gamma functions and a trigonometric polynomial.
(2) For each ﬁxed j ∈ Z, we give a collection of quasi-homogeneous symbols Ψ jei jθ such that the commutator [T fm,δ , TΨ j ei jθ ]
vanishes.
The main idea in (1) is to derive a functional equation for the Mellin transform of Ψ je−r
2
on some right half plane
together with additional conditions starting from the relations [T fm,δ , TΨ j ei jθ ](zk) = 0 for all k ∈ N0. We then, construct all
possible solutions under the assumption that Ψ has polynomial growth at inﬁnity. Finally, we obtain Ψ j via the inverse
Mellin transform.
In (2) we use the symbols obtained in (1) and study their growth behavior, to ﬁnd the candidates of quasi-homogeneous
symbols Ψ jei jθ such that [T fm,δ , TΨ j ei jθ ] = 0. We prove that, for j ∈ Z suﬃciently large, there exists at least one symbol Ψ j
with this property having at most polynomial growth at inﬁnity. Moreover, we point out that in general there are additional
symbols Ψ j of exponential growth such that T fm,δ and TΨ j ei jθ commute.
We show that it is suﬃcient to treat only the case δ  0. Then we decompose the problem into three parts: (1) case
j > δ, (2) case j < 0, (3) 0 j  δ.
Now we state two of our main results. The ﬁrst one addresses the problem (1).
Theorem A1. Let Ψ be a measurable complex valued function on C of polynomial growth at inﬁnity. We write Ψ (reiθ ) =∑∞
j=−∞ Ψ j(r)ei jθ as an expansion in L2(C,dμ) where μ is the Gaussian measure in (2.1). For each j > δ, we deﬁne a holomor-
phic function G j(z) for Re(z) > − j − 1 by
G j(z) :=
j∏
l=1
Γ
(
z + p + l
δ
) j−δ∏
l=1
[
Γ
(
z + δ + l
δ
)]−1
δz,
where p := δ+m2 . Suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j > δ there exists a trigonometric polynomial p(z) =
∑
|l|< δ4 ale
2π ilz
δ
such that
Ψ j(r) = 2M−1
[
G j(z)p(z)
](
r2
)
r− j−2er2 ,
where M−1 denotes the inverse Mellin transform.
On the other hand we have:
Theorem A2. Let fm,δ(reiθ ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| < δ2π arccos 34 . Then for each j > δ the function
ϕ j(r)e
ijθ := M−1[G j(z)e 2π ilzδ ](r2)r− j−2er2eijθ
deﬁnes an operator symbol such that the commutator [T fm,δ , Tϕ j ei jθ ] is well-deﬁned and vanishing on the space of holomorphic poly-
nomials. Moreover, ϕ j(r)ei jθ is of polynomial growth at inﬁnity in case l = 0.
Results analogous to Theorems A1 and A2 and in the cases j < 0 and 0 j  δ are also obtained (cf. Theorems 3–6 and
Corollary 4).
The paper is organized as follows. In Section 2 we setup the notation and give some standard results used in our work.
In particular, we make clear that the operator products T fm,δ TΨ j ei jθ and TΨ j ei jθ T fm,δ are well-deﬁned on a dense subset of H
2
containing the holomorphic polynomials and we reduce the problem to the case δ  0. Section 3 is devoted to the proof
that [T fm,δ , TΨ ] = 0 if and only if [T fm,δ , TΨ j ei jθ ] = 0 for all j ∈ Z. Moreover, we give further equivalent conditions involving
the Mellin transform of each {Ψ j} j∈Z at speciﬁc points. In Section 4 we consider the case j > δ and under the assumption
that Ψ is of at most polynomial growth at inﬁnity and [T fm,δ , TΨ j ei jθ ] = 0, we derive a functional equation for the Mellin
transform of Ψ je−r
2
on some right half plane. Moreover, for an inﬁnite number of indices j ∈ Z we prove that there is
exactly one function Ψ j(r) (up to multiplication by a constant) of polynomial growth such that [T fm,δ , TΨ j ei jθ ] = 0. As an
application we show that in case m = 0 the condition [T fm,0 , TΨ ] = 0 is equivalent to Ψ being radial. Section 5 deals with
the case j < 0, and we prove that there is no non-zero function Ψ j of polynomial growth satisfying [T fm,δ , TΨ j ei jθ ] = 0 for
j < −2[ δ ]. By using similar techniques, Section 6 treats the case 0  j  δ. In Section 7, some applications of our results4
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plane. Moreover, by our method we recover the examples in [5] of radial functions u such that Tu commutes with another
Toeplitz operator having a non-radial symbol. Motivated by a conjecture of Louhichi and Rao in [13] and using our results,
we give a triple (T f , T g , Th) of Toeplitz operators with T f = Id such that [T f , T g] = [T f , Th] = 0 but [T g , Th] = 0. Finally,
we ask if for every j ∈ Z there is exactly one function Ψ j such that [T fm,δ , TΨ j ei jθ ] = 0.
2. Preliminaries
For the Gaussian measure
dμ(z) = 1
π
e−|z|2 dv(z), (2.1)
where dv(z) is the usual Lebesgue measure, the Segal–Bargmann space H2 := H2(C,dμ) is deﬁned to be the space of all
μ-square integrable entire functions on C. We denote by 〈·,·〉 the usual inner product on the Hilbert space L2 := L2(C,dμ).
It is well-known that H2 is a closed subspace of L2, having the reproducing kernel
K (w, z) = ewz.
In particular, if P denotes the orthogonal projection of L2 onto H2 then
[Ph](z) = 〈h, K (·, z)〉= ∫
C
h(w)ezw dμ(w), ∀z ∈ C.
For a suitable symbol g , the Toeplitz operator T g is given by
T g : D(T g) :=
{
h ∈ H2 ∣∣ gh ∈ L2(C,dμ)}⊂ H2 −→ H2 :h −→ P (gh).
Now, we deﬁne the space of measurable functions of at most polynomial growth at inﬁnity to be
S := {g :C −→ C ∣∣ ∃C, c > 0 s.t. ∣∣g(z)∣∣ C(1+ |z|)c}.
For a given c > 0, we also deﬁne a function space:
Dc :=
{
Ψ :C −→ C ∣∣ Ψ measurable and ∃d > 0 s.t. ∣∣Ψ (z)∣∣ dec|z|2}
equipped with the norm ‖Ψ ‖Dc := ‖Ψ e−c|·|2‖∞ . We write Fc := (Dc ∩ H2,‖ · ‖Dc ) for the intersection with H2 and put
E :=⋃c< 14 Dc .
Throughout this paper, r and θ denote the polar coordinates of z ∈ C i.e. z = reiθ . We ﬁx a symbol fm,δ(reiθ ) = rmeiδθ ,
where m ∈ R+ , δ ∈ Z, and we write [·] for the greatest integer function. Note that each function Ψ ∈ S can be expanded
into an L2-convergent series Ψ (reiθ ) =∑∞j=−∞ Ψ j(r)ei jθ (cf. Lemma 2).
For a ﬁxed symbol fm,δ we aim to characterize Ψ ∈ S such that the commutator [T fm,δ , TΨ ] vanishes as an operator on
the space of holomorphic polynomials P[z]. It turns out that it is suﬃcient to characterize the coeﬃcient functions {Ψ j} j∈Z
in the series expansion above. We express {Ψ j} j∈Z in terms of the inverse Mellin transform of a function formed up of
Gamma functions and a trigonometric polynomial. Moreover, if fm,δ is a monomial (i.e. m ± δ ∈ 2N0), then for each j ∈ Z
such that j −2[ |δ|4 ] we ﬁnd a collection of quasi-homogeneous functions {ϕ jei jθ } ⊂ E such that [T fm,δ , Tϕ j eεi jθ ] = 0 on P[z]
where ε := sign(δ).
First it is essential to make clear that the commutator [T fm,δ , TΨ ] is well-deﬁned on P[z], and that it is suﬃcient to solve
the above problem when δ ∈ N0.
Let f ∈ S , Ψ ∈ E and pick up 0 < 
 < 14 such that Ψ ∈ D
 . We deﬁne a dense subspace H
 ⊂ H2 containing P[z] such
that the operator products T f TΨ and TΨ T f are well-deﬁned on H
 . Moreover, we prove the equivalence: [T f , TΨ ] = 0
on H
 if and only if [T f , TΨ ] = 0 on H
 .
In order to construct the space H
 we need to introduce a scale of subspaces (cf. [3]):
D
 ⊂ Dc1 ⊂ Dc2 ⊂ · · · ⊂
⋃
j∈N
Dc j ⊂ L2,
where (c j) j∈N is the increasing sequence of real numbers c j := 1/2− 1/(2 j + 2) such that c j ∈ [1/4,1/2) for all j ∈ N and
c j+1 = 14(1− c j) .
It is known that the orthogonal projection P is continuous from Dc j to Dc j+1 for all j ∈ N (cf. Lemma 10 in [3]). Using this
fact, we can prove the following:
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 < 14 . Then there exists a densely embedded Hilbert space H
 ↪→ H2 containing P[z] as well as the
linear space
L = span{kz(w) := K (w, z)e− 12 |z|2 : z ∈ C},
such that for all Ψ ∈ D
 ⊂ E the operator products TΨ T f and T f TΨ are well-deﬁned and continuous from H
 to H2 .
Proof. The ﬁrst step in the proof is to ﬁnd a positive number ς = ς(
) such that the operator products TΨ T f and T f TΨ
are well-deﬁned and continuous from Fς to H2 for all Ψ ∈ D
 . Pick a real number γ with 0 < γ < 1− 12(1−2
) . Then there
exists j0 ∈ N such that 14(1−γ ) + 
 < c j0 , and one can ﬁnd j1  j0 with ς := c j1+1 − c j1 < γ . Let M f and MΨ denote the
operators of multiplication by f and Ψ , respectively. The assertion then follows by noting that TΨ T f is the composition of
the following well-deﬁned and continuous operators:
Fς
M f−−→ Dγ P−→ F 1
4(1−γ )
MΨ−−→ Dc j0
P−→ Fc j0+1 ↪→ H2.
Since ς + 
 < c j0 + c j1+1 − c j1  c j1+1, the operator product T f TΨ is the composition of the continuous operators:
Fς MΨ−−→ Dc j1+1
P−→ Fc j1+2
M f−−→ Dc j1+3
P−→ Fc j1+4 ↪→ H2.
Next, we modify Fς to obtain a densely embedded Hilbert space H
 ↪→ Fς such that L ∪ P[z] ⊂ H
 and the inclusion
L ⊂ H
 is dense. In particular, the restriction [T f , TΨ ] :H
 −→ H2 deﬁnes a continuous operator.
In order to construct the space H
 we ﬁx a positive number λ = λ(
) such that λ2 < ς , and we denote by μλ the
probability Gaussian measure on C given by
dμλ(z) := λ
π
e−λ|z|2 dv(z).
Moreover, let 〈·,·〉λ be the usual inner product on L2(C,dμλ) and deﬁne
H
 := H2(C,dμλ)
to be the subspace of all entire μλ-square integrable functions on C equipped with the L2(C,dμλ)-topology. Then it is easy
to check that H
 has the above mentioned properties. 
Let A be a linear operator acting on the Hilbert space H
 with values in H2. Then the Berezin transform of A, denoted
by A˜, is the real analytic function on C deﬁned by
A˜(z) = 〈Akz,kz〉.
Similar to Lemma 12 in [3], we show that the Berezin transform is one-to-one on the space of all continuous operators
A :H
 −→ H2.
Lemma 1. Let A :H
 −→ H2 be a continuous operator, then A˜ ≡ 0 if and only if A = 0.
Proof. We only show the non-trivial implication, and we assume that A˜ ≡ 0. Using the continuity of A, one can check that
the mapping C  z −→ AK (·, z) ∈ H2 deﬁnes an anti-holomorphic Hilbert-space-valued function and that the map:
C2  (z,w) −→ 〈AK (·, z), K (·,w)〉 ()
is an entire function on C2 in the variables z and w , which by assumption vanishes on the diagonal. As a consequence, the
map () is identically zero on C2. Since L ⊂ H
 is dense and A is continuous on H
 , it follows that A = 0. 
As a consequence of Lemma 1 we have:
Corollary 1. Let f ∈ S and 
 < 14 such that Ψ ∈ D
 ⊂ E . Then [T f , TΨ ] and [T f , TΨ ] are well-deﬁned and continuous on H
 and
satisfy
[T f , TΨ ] = 0 ⇐⇒ [T f , TΨ ] = 0.
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˜[T f , TΨ ] = ˜[T f , TΨ ]. (2.2)
Since the commutator [T f , TΨ ] :H
 −→ H2 is continuous, it follows from (2.2) and Lemma 1 that
[T f , TΨ ] = 0 ⇐⇒ ˜[T f , TΨ ] = 0 ⇐⇒ ˜[T f , TΨ ] = 0 ⇐⇒ [T f , TΨ ] = 0. 
The following L2-series expansion is essential in our proofs:
Lemma 2. Let 
 < 12 and Ψ ∈ D
 , then Ψ has the series expansion:
Ψ
(
reiθ
)= ∞∑
j=−∞
Ψ j(r)e
ijθ ()
with |Ψ j(r)|  Ce
r2 for some constant C > 0 and almost all r > 0. The above convergence holds in L2(C,dμ). Moreover, if Ψ ∈ S
then Ψ j(r) is deﬁned a.e. on R+ and is of polynomial growth at inﬁnity for all j ∈ Z.
Proof. If Ψ ∈ S , then by Lemma 4.2 in [5], Ψ has an L2-convergent expansion () where each Ψ j(r) is of polynomial growth
at inﬁnity. Now, if Ψ ∈ D
 \ S then () is obtained from the expansion of the bounded function Ψ (z)e−
|z|2 . 
Let Ψ ∈ E and fm,δ = rmeiδθ be the function deﬁned earlier. Assume that [T fm,δ , TΨ ] = 0 on P[z]. Then by Corollary 1
and due to the dense inclusion P[z] ⊂ H
 it follows that [T fm,δ , TΨ ] = [T fm,−δ , TΨ ] = 0 on P[z]. Since (Ψ ) j = Ψ− j for all
j ∈ Z, it is suﬃcient to consider only the case δ ∈ N0 in the following.
Now we recall some properties of the Mellin transform, which forms an important tool throughout this paper. Let g be
a (suitable) complex valued function deﬁned on the interval (0,∞). We write M[g] for the Mellin transform of g:
M[g](z) =
∞∫
0
xz−1g(x)dx.
Recall that M[g] is complex analytic on a strip in the complex plane parallel to the imaginary axis. For a suitable func-
tion ϕ(z) which is complex analytic in a strip a < Re(z) < b, the inverse Mellin transform M−1[ϕ] is the function on (0,∞)
given by
M−1[ϕ](x) = 1
2π i
c+i∞∫
c−i∞
x−zϕ(z)dz,
where c is any number between a and b. Let Γ (z) denote the Gamma function, and write
H(x) =
⎧⎨⎩
0 if x < 0;
1 if x > 0;
1
2 if x = 0;
for the Heaviside step function. Then one has the following well-known identities:
(1) For Re(z) > 0, Γ (z) = M[e−x](z), and 12Γ ( z2 ) = M[e−x
2 ](z).
(2) For Re(z) > 0, 1z = M[H(1− x)](z).
The relation (2) can be generalized as follows: Let j ∈ Z, n ∈ N with n j, then for Re(z) > − j we have
Q jn(x) := M−1
[
n∏
l= j
(z + l)−1
]
(x) = 1
(n − j)! x
j(1− x)n− j H(1− x). (2.3)
Indeed, let B(z,w) be the Beta function deﬁned for Re(z),Re(w) > 0 by
B(z,w) :=
1∫
xz−1(1− x)w−1 dx = Γ (z)Γ (w)
Γ (z + w) .
0
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M
[
x j(1− x)n− j H(1− x)](z) = 1∫
0
xz+ j−1(1− x)n− j dx = B(z + j,n− j + 1)
= Γ (z + j)Γ (n− j + 1)
Γ (z + n+ 1)
= Γ (z)Γ (n− j + 1)
∏ j−1
l=0 (z + l)
Γ (z)
∏n
l=0(z + l)
= (n− j)!∏n
l= j(z + l)
.
We shortly write Qn(x) := Q 1n (x).
If φ ∈ Dc is a radial function on C, i.e. φ(z) = φ(|z|) = φ(r), with c < 1 then M[φ(r)e−r2 ](z) exists for all z ∈ C such that
Re(z) > 0.
In order to relate the Mellin transform of a function to Toeplitz operators, we need the following simple observation:
Proposition 2. Let φ ∈ E be a radial function on C, and let k ∈ N0 . Then:
(1) For l ∈ N0 , we have
P
(
φrkeilθ
)= 2M[φe−r2](l + k + 2) zl
l! .
(2) For l ∈ {. . . ,−2,−1}, it holds P (φrkeilθ ) = 0.
Proof. (1) For l ∈ N0
P
(
φrkeilθ
)= 〈φrkeilθ , K (·, z)〉
=
∑
n0
〈
φrkeilθ ,
znrneinθ
n!
〉
= 1
π
∑
n0
2π∫
0
ei(l−n)θ dθ
∞∫
0
rk+n+1φ(r)e−r2 dr z
n
n!
= 2M[φe−r2](l + k + 2) zl
l! .
(2) The second assertion follows by a similar calculation. 
3. Commuting Toeplitz operators with quasi-homogeneous symbols
For each μ ∈ N0, we deﬁne Sμ ⊂ S to be the subspace of quasi-homogeneous symbols of degree μ:
Sμ :=
{
f ∈ C −→ C ∣∣ f (reiθ )= g(r)eiμθ for some radial function g ∈ S}.
Note that, by an application of the previous proposition, for any f ∈ Sμ we have T f zk ∈ Sμ+k ⊂ S for all k ∈ N0.
Remark 1. In general, and even in the case of a bounded symbol g the function T g zk needs not to be in S . In fact, if we put
g(z) := ei Re(z) , then [P g](z) = [Pe i2 (·)]( i2 + z) = e
−1
4 + i2 z .
Proposition 3. Let f ∈ Sμ , and ﬁx Ψ ∈ E having the expansion (). Then (1), (2) and (3) below are equivalent:
(1) T f TΨ = TΨ T f .
(2) T f TΨ j ei jθ = TΨ j ei jθ T f , for all j ∈ Z.
(3) For each j ∈ Z, the relations (a) and (b) hold:
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M
[
ge−r2
]
(2k + μ+ 2) · M[Ψ je−r2](2k + 2μ+ j + 2) ( j + k)!
(μ + k)!
= M[ge−r2](2k + 2 j + μ+ 2) · M[Ψ je−r2](2k + j + 2).
(b) For all k ∈ N0 such that −μ− j  k− j − 1:
M
[
ge−r2
]
(2k + μ+ 2) · M[Ψ je−r2](2k + 2μ+ j + 2) = 0.
Proof. For each k ∈ N0, and using the previous proposition we know that
TΨ jei jθ z
k = P(Ψ jrkei( j+k)θ )=
{
2M[Ψ je−r2 ](2k + j + 2) z j+k( j+k)! if k− j;
0 if k < − j.
Since f = geiμθ ∈ Sμ and μ ∈ N0 we have
T f z
k = P(gei(μ+k)θ rk)= 2M[ge−r2](2k +μ + 2) zμ+k
(μ+ k)! .
Combining these relations gives
T f TΨ jei jθ z
k = c1( j,k)zμ+ j+k =
{
4M[Ψ je−r2 ](2k + j + 2) 1( j+k)!M[ge−r
2 ](2k + 2 j +μ + 2) zμ+ j+k
(μ+ j+k)! if k− j;
0 if k < − j,
and
TΨ jei jθ T f z
k = c2( j,k)zμ+ j+k
=
{
4M[Ψ je−r2 ](2k + 2μ+ j + 2) 1(μ+k)!M[ge−r
2 ](2k +μ + 2) zμ+ j+k
(μ+ j+k)! if k−μ − j;
0 if k < −μ − j.
Note that, T f TΨ j ei jθ z
k = TΨ j ei jθ T f zk ≡ 0 for all k such that k < −μ− j.
The next step now, is to prove the uniformly compact convergence on C of:
(i)
∑∞
j=−∞ TΨ j ei jθ z
k = TΨ zk ,
(ii)
∑∞
j=−∞ T f TΨ j ei jθ z
k = T f TΨ zk ,
(iii)
∑∞
j=−∞ TΨ j ei jθ T f z
k = TΨ T f zk ,
which follows from Lemma 2 and the following estimates (we only prove (i) and (ii)). Let N ∈ N then
(i)
∣∣∣∣∣P
(
N∑
j=−N
Ψ j(r)e
ijθ zk − Ψ zk
)
(z)
∣∣∣∣∣=
∣∣∣∣∣
〈
N∑
j=−N
Ψ j(r)e
ijθ wk − Ψ (w)wk, ezw
〉∣∣∣∣∣

∥∥∥∥∥
N∑
j=−N
Ψ j(r)e
ijθ − Ψ (w)
∥∥∥∥∥∥∥wkezw∥∥,
(ii)
∣∣∣∣∣P
(
f P
(
N∑
j=−N
Ψ j(r)e
ijθ zk
)
− f P(Ψ zk))(z)∣∣∣∣∣=
∣∣∣∣∣
〈
P
(
N∑
j=−N
Ψ j(r)e
ijθ wk − Ψ (w)wk
)
, f ezw
〉∣∣∣∣∣

∥∥∥∥∥
N∑
j=−N
Ψ j(r)e
ijθ − Ψ (w)
∥∥∥∥∥∥∥ f wkezw∥∥.
Therefore
T f TΨ z
k =
∞∑
T f TΨ jei jθ z
k =
∞∑
c1( j,k)z
μ+ j+kj=−∞ j=−k
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TΨ T f z
k =
∞∑
j=−∞
TΨ jei jθ T f z
k =
∞∑
j=−μ−k
c2( j,k)z
μ+ j+k.
The proposition then follows from the identity of the two power series and the last two conditions. 
Now, we apply the above proposition to f = fm,δ (as we remarked before, we can assume that δ  0) to obtain the
following theorem:
Theorem 1. Let Ψ ∈ E , then the following are equivalent:
(1) T fm,δ TΨ = TΨ T fm,δ .
(2) T fm,δ TΨ j ei jθ = TΨ j ei jθ T fm,δ for all j ∈ Z.
(3) For each j ∈ Z, we have:
(a) For every k ∈ N0 with k− j the following equation holds
Γ (k + 1+ δ+m2 )
Γ (k + j + 1+ δ+m2 )
M
[
Ψ je
−r2](2k + 2δ + j + 2) = Γ (k + δ + 1)
Γ (k + j + 1)M
[
Ψ je
−r2](2k + j + 2). (3.1)
(b) For each k ∈ N0 such that −δ − j  k− j − 1, we have
M
[
Ψ je
−r2](2k + 2δ + j + 2) = 0. (3.2)
Proof. The equivalence of (1), (2) and (3) directly follows from an application of the previous proposition and the fact
that:
(1) M[rme−r2 ](2k + δ + 2) = 12Γ (k + 1+ δ+m2 ) = 0.
(2) M[rme−r2 ](2k + 2 j + δ + 2) = 12Γ (k + j + 1+ δ+m2 ) = 0. 
We suppose that Ψ ∈ S and we ﬁx j ∈ Z. We aim to prove that the relation (3.1) extends from all z = k ∈ N0 to all z ∈ C
such that Re(z) > − j − 1. For this purpose, we need to deﬁne the following space of functions:
A =
{
u :R+ −→ C ∣∣ ∃C, c, p, γ > 0 s.t. ∣∣u(x)∣∣ C
xp
for x ∈ (0,1] and ∣∣u(x)∣∣ cxγ for x ∈ [0,∞)}.
The following two lemmas are found in [5]:
Lemma 3. For u, v ∈ A, set fu(x) := u(x)e−x2 and fv (x) := v(x)e−x2 . Then the Mellin convolution product fu ∗ f v exists on R+ , and
there is h ∈ A such that
( fu ∗ f v)(x) = h(x)e−x.
Lemma 4. Let u ∈ A, and ﬁx a number a ∈ (0,2]. Suppose there is m0 ∈ N0 with the property:
M
[
ue−x
]
(ak + 1) =
∞∫
0
u(x)e−xxak dx = 0
for all km0 . Then u = 0 a.e. on R+ .
In order to determine the components Ψ j of Ψ in the expansion () whenever [T fm,δ , TΨ ] ≡ 0, we need to distinguish
three cases:
• Case j > δ.
• Case j < 0.
• Case 0 j  δ.
A detailed analysis is done in the following three sections.
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Since j > 0 and δ  0 the case −δ − j  k  − j − 1 in Theorem 1 (3)(b) does not occur for any k ∈ N0 and hence
T fm,δ TΨ j ei jθ = TΨ j ei jθ T fm,δ holds if and only if Eq. (3.1) is fulﬁlled for all k ∈ N0.
Proposition 4. Let Ψ ∈ S and j > δ, then T fm,δ TΨ j ei jθ = TΨ j ei jθ T fm,δ holds if and only if the following functional equation:
M
[
Ψ je
−r2](2z + 2δ + j + 2) = M[Ψ je−r2](2z + j + 2) j∏
l=1
(
z + δ +m
2
+ l
) j−δ∏
l=1
(z + δ + l)−1 (4.1)
is fulﬁlled in the half plane Re(z) > − j2 − 1.
Proof. First we note that M[Ψ je−r2 ](2z + j + 2) exists for Re(z) > − j2 − 1. Now, by the functional equation of the Gamma
function one obtains for each j > δ and for Re(z) > − j − 1:
• Γ (z+δ+1)
Γ (z+ j+1) =
∏ j−δ
l=1 (z + δ + l)−1,
• Γ (z+ δ+m2 +1)
Γ (z+ δ+m2 + j+1)
=∏ jl=1 (z + δ+m2 + l)−1
and (3.1) takes the form:
M
[
Ψ je
−r2](2k + 2δ + j + 2) j∏
l=1
(
k + δ +m
2
+ l
)−1
= M[Ψ je−r2](2k + j + 2) j−δ∏
l=1
(k + δ + l)−1. (4.2)
Recall that the Mellin transform of a function g satisﬁes the transformation rule:
M
[
g
(
xa
)]
(z) = 1
a
M[g]
(
z
a
)
,
for all a > 0 such that M[g] is deﬁned for za . Together with (2.3) we get
j−δ∏
l=1
(z + δ + l)−1 = M[rδQ j−δ(r)](z) = 2M[r2δQ j−δ(r2)](2z),
and
j∏
l=1
(
z + δ +m
2
+ l
)−1
= M[r δ+m2 Q j(r)](z) = 2M[rδ+mQ j(r2)](2z).
By substituting these quantities into (4.2) we obtain for all k ∈ N0 and for all j > δ:
M
[
r j+2δ+2Ψ je−r
2]
(2k) · M[rδ+mQ j(r2)](2k) = M[r j+2Ψ je−r2](2k) · M[r2δQ j−δ(r2)](2k). (4.3)
Now consider
v j(r) := rδ+mQ j
(
r2
)
er
2
, and u j(r) := r j+2δ+2Ψ j(r).
Since Q j is supported in [0,1] and Ψ j ∈ A we conclude that u j, v j ∈ A. Therefore, by Lemma 3 the convolution product
( fu j ∗ f v j )(r) exists for all r > 0, and there is h j ∈ A such that(
rδ+mQ j
(
r2
)) ∗ (r j+2δ+2Ψ j(r)e−r2)(r) = h j(r)e−r .
The same argument can be used on the right-hand side of (4.3) to show that there is n j ∈ A such that(
r j+2Ψ j(r)e−r
2) ∗ (r2δQ j−δ(r2))(r) = n j(r)e−r .
By substituting these relations into (4.3) and applying the convolution theorem for the Mellin transform, we obtain for any
k ∈ N0:
M
[
(h j − n j)e−r
]
(2k) = M
[
h j − n j
r
e−r
]
(2k + 1) = 0.
According to Lemma 4 we have h j = n j a.e. on R+ , i.e. M[(h j − n j)e−r](2z) = 0, so that for Re(z) > − j2 − 1 the functional
equation (4.1) holds. 
222 W. Bauer, H. Issa / J. Math. Anal. Appl. 386 (2012) 213–235Example 1. (Cf. [5].) Put δ = 0 and consider the symbol f (z) = fm,0 = rm with m ∈ R+ . Assume that Ψ ∈ S with [T f , TΨ ] ≡ 0
on P[z]. Then by Theorem 1, for each j ∈ N and for every k ∈ N0 we have
Γ (k + 1+ m2 )
Γ (k + j + 1+ m2 )
M
[
Ψ je
−r2](2k + j + 2) = Γ (k + 1)
Γ (k + j + 1)M
[
Ψ je
−r2](2k + j + 2). (4.4)
Let m = 0, then we want to prove that Ψ j = 0 for all j = 0. For this, suppose there is j > 0, such that Ψ j = 0. Then by
Lemma 4 there is k0 ∈ N0 with
M
[
Ψ je
−r2](2k0 + j + 2) = 0.
According to (4.4) we get
Γ (k0 + m2 + 1)
Γ (k0 + j + m2 + 1)
= Γ (k0 + 1)
Γ (k0 + j + 1)
and therefore
j∏
l=1
(
k0 + m
2
+ l
)
=
j∏
l=1
(k0 + l),
which contradicts our assumption m = 0. Hence, for m = 0 we have Ψ j = 0 for all j > 0. By Corollary 1 it holds TΨ T f =
T f TΨ , and the same argument shows that Ψ j = 0 for all j < 0, i.e. Ψ = Ψ0 is radial.
In this part of the paper, we aim to ﬁnd functions {Ψ j} j>δ such that M[Ψ je−r2 ] satisfy the functional equation (4.1). For
this purpose, and for each j > δ we deﬁne the meromorphic function:
G j(z) :=
j∏
l=1
Γ
(
z + p + l
δ
) j−δ∏
l=1
[
Γ
(
z + δ + l
δ
)]−1
δz,
where p := δ+m2 ∈ R+ .
Proposition 5. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j > δ:
F j(z) := M[Ψ je
−r2 ](2z + j + 2)
G j(z)
deﬁnes a δ-periodic entire function.
Proof. Recall that G j(z) is deﬁned on {z ∈ C | z + p + l = −kδ, l = 1, . . . , j and k ∈ N0}. In the case Re(z) suﬃciently large,
and by using the functional equation of the Gamma function we have
G j(z + δ) =
j∏
l=1
Γ
(
z + p + l
δ
+ 1
) j−δ∏
l=1
[
Γ
(
z + δ + l
δ
+ 1
)]−1
δz+δ
=
j∏
l=1
[
z + p + l
δ
Γ
(
z + p + l
δ
)] j−δ∏
l=1
[
z + δ + l
δ
Γ
(
z + δ + l
δ
)]−1
δz+δ
= G j(z)
j∏
l=1
(z + p + l)
j−δ∏
l=1
(z + δ + l)−1.
Since by Theorem 1 and Proposition 4 the Mellin transform M[Ψ je−r2 ](z) is a solution of the functional equation (4.1) we
obtain
F j(z + δ) = M[Ψ je
−r2 ](2z + 2δ + j + 2)
G j(z + δ)
= M[Ψ je
−r2 ](2z + 2δ + j + 2)
G j(z)
j∏
l=1
(z + p + l)−1
j−δ∏
l=1
(z + δ + l)
(4.1)= M[Ψ je
−r2 ](2z + j + 2)
G (z)
= F j(z).
j
W. Bauer, H. Issa / J. Math. Anal. Appl. 386 (2012) 213–235 223Therefore, F j(z) is a δ-periodic holomorphic function in some right half plane. Hence it can be extended to an entire
function on the complex plane. 
In the rest of this section, we assume that Ψ ∈ S and T fm,δ TΨ = TΨ T fm,δ . Now, we want to prove that for each j > δ,
the entire function F j(z) is a trigonometric polynomial. For this we need Stirling’s formula together with the following
well-known result (cf. [15]):
Lemma 5. Let g be an entire function on C with period δ ∈ N. Suppose, there are A, B > 0 such that |g(z)|  AeB|z| . Then g is a
trigonometric polynomial of the form:
g(z) =
n∑
l=−n
ale
2π ilz
δ , al ∈ C, n ∈ N.
Applying Lemma 5 to the periodic function F j(z), we can prove:
Proposition 6. For each j > δ, there exists a trigonometric polynomial
∑
|l|< δ4 ale
2π ilz
δ such that
M
[
Ψ je
−r2](2z + j + 2) = G j(z) ∑
|l|< δ4
ale
2π ilz
δ . (4.5)
Proof. For Re(z) > 0, it is well-known that the Gamma function has the following asymptotic behavior as |z| −→ ∞
(cf. [21]):
Γ (z) = e(z− 12 ) log(z)−z+ log(2π)2 ×
{
1+ o
(
1
z
)}
.
It follows that
j∏
l=1
Γ
(
z + p + l
δ
)
=
j∏
l=1
e(
z+p+l
δ
− 12 ) log( z+p+lδ )− z+p+lδ + log(2π)2 ×
{
1+ o
(
1
z
)}
. (4.6)
Using
log
(
z + p + l
δ
)
= log
(
z
δ
)
+ log
(
1+ p + l
z
)
,
the exponent can be decomposed in the form:(
z + p + l
δ
− 1
2
)
log
(
z + p + l
δ
)
=
(
z + p + l
δ
− 1
2
)
log
(
z
δ
)
+
(
z + p + l
δ
− 1
2
)
log
(
1+ p + l
z
)
=
(
z + p + l
δ
− 1
2
)
log
(
z
δ
)
+ O (1), |z| −→ ∞.
We insert this relation into (4.6):
j∏
l=1
Γ
(
z + p + l
δ
)
= exp
{ j∑
l=1
[(
z + p + l
δ
− 1
2
)
log
(
z
δ
)
+ O (1) − z + p + l
δ
]}
×
{
1+ o
(
1
z
)}
= exp
{[(
z + p
δ
− 1
2
)
log
(
z
δ
)
− z
δ
]
j + j( j + 1)
2δ
log
(
z
δ
)
+ O (1)
}{
1+ o
(
1
z
)}
.
Similarly, one has as |z| −→ ∞
j−δ∏
l=1
[
Γ
(
z + δ + l
δ
)]−1
= exp
{ j−δ∑
l=1
[(
1
2
− z + δ + l
δ
)
log
(
z
δ
)
+ O (1) + z + δ + l
δ
]}
×
{
1+ o
(
1
z
)}
= exp
{[
z
δ
log
(
z
δ
)
+ 1
2
log
(
z
δ
)
− z
δ
]
(δ − j) − ( j − δ)( j − δ + 1)
2δ
log
(
z
δ
)
+ O (1)
}
×
{
1+ o
(
1
)}
.
z
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j∏
l=1
Γ
(
z + p + l
δ
) j−δ∏
l=1
[
Γ
(
z + δ + l
δ
)]−1
= exp
{
z log
(
z
δ
)
+
(
pj
δ
+ 1
2
)
log
(
z
δ
)
− z + O (1)
}{
1+ o
(
1
z
)}
.
We choose a branch of log(z) such that log(δz) = z log(δ). Then we can write
G j(z) = exp
{
z log(z) + s log
(
z
δ
)
− z + O (1)
}
×
{
1+ o
(
1
z
)}
,
where s := ( pj
δ
+ 12 ). If we write z = σ + it , then we obtain the following asymptotic behavior of |G j(z)| as |z| −→ ∞:∣∣G j(z)∣∣= exp{(σ + s) log(|z|)− σ − t · arg(z) + O (1)}× {1+ o( 1|z|
)}
. (4.7)
Since Ψ j ∈ A, there is some c > 0 such that
∣∣M[Ψ je−r2](2z + j + 2)∣∣=
∣∣∣∣∣
∞∫
0
Ψ j(x)e
−x2x2z+ j+1 dx
∣∣∣∣∣
 c
1∫
0
e−x2x2σ−c+ j+1 dx+ c
∞∫
1
e−x2x2σ+c+ j+1 dx
 2cΓ
(
σ + j
2
+ c
2
+ 1
)
,
where the above inequality holds for σ > 0 suﬃciently large. From this we obtain∣∣F j(z)∣∣ 2cΓ (σ + j2 + c2 + 1)
exp{(σ + s) log(|z|) − σ − t · arg(z) + O (1)} × {1+ o( 1|z| )}
. (4.8)
By Proposition 5, we know that F j(z) is a δ-periodic entire function. In order to estimate the growth of |F j(z)| as |z| −→ ∞,
we therefore can assume that in the above estimate σ is large and varying in an interval of length δ. According to (4.8),
there is a constant C > 0 such that∣∣F j(z)∣∣ C1+ t2 et arg(z) < C1+ t2 e π2 |z|.
Now, by applying Lemma 5, it follows that there are al ∈ C such that
M
[
Ψ je
−r2](2z + j + 2) = G j(z) ∑
|l|< δ4
ale
2π ilz
δ . 
Theorem 2. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j > δ there exists a trigonometric polynomial∑
|l|< δ4 ale
2π ilz
δ such that
Ψ j(r) = 2M−1
[
G j(z)
∑
|l|< δ4
ale
2π ilz
δ
](
r2
)
r− j−2er2 . (4.9)
Proof. According to (4.5) the transformation rule for the Mellin transform gives
M
[
r j+2Ψ je−r
2]
(2z) = 1
2
M
[
r
j
2+1Ψ j(
√
r )e−r
]
(z) = G j(z)
∑
|l|< δ4
ale
2π ilz
δ .
Applying the inverse Mellin transform to both sides of the equation shows
Ψ j(
√
r ) = 2M−1
[
G j(z)
∑
|l|< δ4
e
2π ilz
δ
]
(r)r−
j
2−1er
and replacing
√
r by r proves the assertion. 
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for a moment we found some trigonometric polynomials
∑
|l|< δ4 ale
2π ilz
δ such that
ϕ j(r)e
ijθ := M−1
[
G j(z)
∑
|l|< δ4
ale
2π ilz
δ
](
r2
)
r− j−2er2eijθ ,
deﬁnes an element in E . Then the equality (3.1) is satisﬁed if we replace Ψ j by ϕ j , and so we ﬁnd a collection of symbols
{ϕ j(r)ei jθ } j>δ ⊂ E such that [T fm,δ , Tϕ j ei jθ ] = 0.
In this part of the paper, we determine such a collection whenever fm,δ is a monomial i.e. p := m+δ2 , m−δ2 ∈ N0. Moreover,
we prove that there is an inﬁnite number of j ∈ Z such that {ϕ j(r)ei jθ } ⊂ S if and only if the trigonometric polynomial
in (4.9) is a constant. More precisely, for inﬁnitely many j ∈ Z and up to a constant factor there is one function Ψ j(r)ei jθ ∈ S
such that [T fm,δ , TΨ j ei jθ ] = 0.
First we need to simplify the expression
R j(z) :=
j∏
l=1
Γ
(
z + p + l
δ
) j−δ∏
=1
[
Γ
(
z + δ + 
δ
)]−1
= G j(z)δ−z
to a product of holomorphic polynomials and Gamma functions.
The case p = δ means that fδ,δ = zp is holomorphic and R j(z) takes the form:
R j(z) =
j∏
l= j−δ+1
Γ
(
z + p + l
δ
)
=
δ−1∏
l=0
Γ
(
z + j + 1
δ
+ l
δ
)
. (4.10)
Now, assume that p ∈ N0 and consider the cases:
(1) Case j > p: Choose q,n ∈ N with 1 q δ such that j = nδ + q. Therefore:
(a) For each  such that 1  p − δ, choose l =  + j − p + δ − q. Then 1+ j − p + δ − q l j − q, and
Γ (
z+p+l
δ
)
Γ ( z+δ+
δ
)
= Γ (
z+
δ
+ 1+ n)
Γ ( z+
δ
+ 1) =
n∏
r=1
(
z + 
δ
+ r
)
.
(b) In the case p − δ <  j − δ put l =  − p + δ. Then 1 l j − p and
Γ (
z+p+l
δ
)
Γ ( z+δ+
δ
)
= 1.
Therefore
R j(z) =
p−δ∏
=1
n∏
r=1
(
z + 
δ
+ r
) j−p+δ−q∏
l= j−p+1
Γ
(
z + p + l
δ
) j∏
l= j−q+1
Γ
(
z + p + l
δ
)
. (4.11)
(2) Case j  p: Let p = nδ + q with q,n ∈ N and 1 q δ. Then for each 1  j − δ, let l =  + δ − q. Hence 1+ δ − q
l j − q and
Γ (
z+p+l
δ
)
Γ ( z+δ+
δ
)
= Γ (
z+
δ
+ n+ 1)
Γ ( z+
δ
+ 1) =
n∏
r=1
(
z + 
δ
+ r
)
,
which implies that
R j(z) =
j−δ∏
=1
n∏
r=1
(
z + 
δ
+ r
) δ−q∏
l=1
Γ
(
z + p + l
δ
) j∏
l= j−q+1
Γ
(
z + p + l
δ
)
. (4.12)
Proposition 7. Let fm,δ be a monomial with δ > 0, and let l ∈ Z be ﬁxed such that |l| < δ4 . For each j ∈ N such that j > δ consider
G j(z) = R j(z)δz . Then:
(1) G j(z) is holomorphic on Re(z) > − j − 1.
(2) The inverse Mellin transform M−1[G j(z)e 2π ilzδ ](x) exists for all x > 0.
(3) M−1[G j(z)e 2π ilzδ ](x2)x− j−2 = o(x j−
) as x−→ 0.
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or j > p then the largest pole is − j − 1. If j < p then it is located at −p − 1 < − j − 1.
(2) For z = σ + it with σ ﬁxed and using (4.7) we see that there are constants B and s independent of t such that∣∣G j(z)∣∣ B exp{(σ + s) log(|z|)− |t| · π2
}
.
Now, let σ > − j − 1 be ﬁxed, then it follows for |l| < δ4 :
∣∣M−1[G j(z)e 2π ilzδ ](x)∣∣=
∣∣∣∣∣ 12π i
σ+i∞∫
σ−i∞
x−zG j(z)e
2π ilz
δ dz
∣∣∣∣∣
 B
2π
x−σ e−σ
∞∫
−∞
(
σ 2 + t2) σ+s2 e−|t|· π2 − 2π ltδ dt < ∞.
(3) For a positive number 
 we put σ = − j − 1+ 
2 . Then∣∣M−1[G j(z)e 2π ilzδ ](x2)∣∣x− j−2  12π x−2σ− j−2
∫
R
∣∣G j(σ + it)∣∣e −2π ltδ dt. 
Now, we give a global estimate for the inverse of the Mellin transform:
Proposition 8. Let l ∈ Z be ﬁxed with |l| < δ4 . Then for each j > δ there exists a constant c such that∣∣M−1[G j(z)e 2π ilzδ ](r2)r− j−2er2 ∣∣ cr2s− j+3er2(1−cos( 2π lδ )).
Proof. Throughout the proof c denotes some constant which may change from line to line. For each n ∈ N we have
∣∣M−1[G j(z)e 2π ilzδ ](x)∣∣=
∣∣∣∣∣ 12π i
n+i∞∫
n−i∞
x−zG j(z)e
2π ilz
δ dz
∣∣∣∣∣.
Together with (4.7) it follows that∣∣xnM−1[G j(z)e 2π ilzδ ](x)∣∣ 12π
∫
R
∣∣G j(n+ it)∣∣e− 2π ltδ dt
 c
∫
R
en log
√
n2+t2−t·arctan tn+s log
√
n2+t2−n− 2π lt
δ dt
= cen logn−nns
∫
R
e
n log
√
1+ t2
n2
−t·arctan tn+s log
√
1+ t2
n2
− 2π lt
δ dt
= cen logn−nns+1
∫
R
en[log
√
1+u2−u arctanu− 2π lu
δ
]+s log
√
1+u2 du,
where we have used the change of variable u = tn . Let Hl(u) be the function on R deﬁned by
Hl(u) := log
√
1+ u2 − u arctanu − 2π lu
δ
.
Then Hl(u) attains its maximum at u0 = − tan 2π lδ with Hl(u0) = − log cos 2π lδ . Moreover, it is easy to check that
limu−→+∞ Hl(u) = limu−→−∞ Hl(u) = −∞.
Now, let r > 0 be such that Hl(u)−1 for |u| > r. Then we have for all n ∈ N:
(1)
∫ −r
−∞ e
nHl(u)+s log
√
1+u2 du 
∫ −r
−∞ exp{Hl(u) + s log
√
1+ u2 }du  c,
(2)
∫∞
r e
nHl(u)+s log
√
1+u2 du 
∫∞
r exp{Hl(u) + s log
√
1+ u2 }du  c,
(3)
∫ r enHl(u)+s log√1+u2 du  ce−n log cos 2π lδ .−r
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δ
)]n .
According to Stirling’s formula we know that
en logn−n ∼ n!√
2πn
, as n −→ ∞,
and it follows that
n−s−
5
2
xn cosn ( 2π l
δ
)
n!
∣∣M−1[G j(z)e 2π ilzδ ](x)∣∣ c
n2
. (4.13)
Note that for each q > 0 there exists d > 0 such that for all x > d we have
x−qex 
∑
n∈N
1
nq
xn
n! .
Using this estimate and summing up the inequalities (4.13) over n ∈ N we get
x−s−
5
2 ex cos
2π l
δ
∣∣M−1[G j(z)e 2π ilzδ ](x)∣∣∑
n∈N
n−s−
5
2 xn cosn
(
2π l
δ
)∣∣M−1[G j(z)e 2π ilzδ ](x)∣∣

∑
n∈N
c
n2
< ∞.
Finally, the assertion follows by replacing x with r2. 
As a consequence of the above proposition, we obtain:
Corollary 2. Let fm,δ(reiθ ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| < δ2π arccos 34 . Then for each j > δ the function
ϕ j(r)e
ijθ := M−1[G j(z)e 2π ilzδ ](r2)r− j−2er2eijθ ,
deﬁnes an element in E and satisﬁes [T fm,δ , Tϕ j ei jθ ] = 0. Moreover, ϕ j(r)ei jθ ∈ S in the case l = 0.
By applying the duplication formula for the Gamma function for k ∈ N:
k−1∏
l=0
Γ
(
z + l
k
)
= (2π) k−12 k 12−kzΓ (kz)
we give several examples where G j(z) takes the form G j(z) = ℘(z)Γ (z) with ℘(z) ∈ P[z].
Example 2.
(1) Suppose that fm,δ is holomorphic i.e. m = δ. Then applying the above duplication formula to Eq. (4.10) we obtain
R j(z) =
δ−1∏
l=0
Γ
(
z + j + 1
δ
+ l
δ
)
= (2π) δ−12 δ−z− j− 12 Γ (z + j + 1)
= (2π) δ−12 δ−z− j− 12
j∏
l=0
(z + l)Γ (z). (4.14)
(2) As before we write p := m+δ2 . Now, let j > p  δ with j = nδ for some n ∈ N. Then using (4.11) we get
R j(z) =
p−δ∏
=1
n−1∏
r=1
(
z + 
δ
+ r
) j∏
l= j−δ+1
Γ
(
z + p + l
δ
)
=
p−δ∏ n−1∏( z + 
δ
+ r
) δ−1∏
Γ
(
z + p + j − δ + 1
δ
+ l
δ
)
=1 r=1 l=0
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p−δ∏
=1
n−1∏
r=1
(
z + 
δ
+ r
)
= (2π) δ−12 δ−z−p− j+δ− 12
[ p−δ∏
=1
n−1∏
r=1
(
z + 
δ
+ r
)][ p+ j−δ∏
l=0
(z + l)
]
Γ (z). (4.15)
(3) Suppose that p = nδ for some n ∈ N with n > 1, which is equivalent to m = (2n − 1)δ. Then for each j such that
δ < j  p and using (4.12) we have
R j(z) =
j−δ∏
=1
n−1∏
r=1
(
z + 
δ
+ r
) j∏
l= j−δ+1
Γ
(
z + p + l
δ
)
=
j−δ∏
=1
n−1∏
r=1
(
z + 
δ
+ r
) δ−1∏
l=0
Γ
(
z + p + j − δ + 1
δ
+ l
δ
)
= (2π) δ−12 δ−z−p− j+δ− 12
[ j−δ∏
=1
n−1∏
r=1
(
z + 
δ
+ r
)][ p+ j−δ∏
l=0
(z + l)
]
Γ (z). (4.16)
Corollary 3. Let Ψ ∈ S and let fm,δ = rmeiδθ be a monomial. Suppose that T fm,δ TΨ = TΨ T fm,δ and that one of the following cases
holds:
(1) fm,δ is holomorphic,
(2) j > p, and j = nδ for some n ∈ N,
(3) δ < j < p, and p = nδ.
Then there is a constant a0 ∈ C such that
Ψ j(r) = a0M−1
[
G j(z)
](
r2
)
r− j−2er2 ∈ S.
Proof. The above cases occur in Eqs. (4.14), (4.15) and (4.16). Therefore, we have G j(z) = ℘(z)Γ (z) where ℘(z) is a poly-
nomial in z. According to Theorem 2 we know that
Ψ j(r) = 2M−1
[
G j(z)
∑
|l|< δ4
ale
2π ilz
δ
](
r2
)
r− j−2er2 .
For each l such that |l| < δ4 we have (cf. [17], and (7.2) below):
M−1
[
Γ (z)e
2π ilz
δ
]
(r) = e−re−
2π il
δ
and therefore
M−1
[
G j(z)e
2π ilz
δ
]
(r) = ℘l1(r)e−re
− 2π il
δ
where ℘l1(r) is a non-zero polynomial in r and having values in C. This means that
1
2
Ψ j(r) = r− j−2a0℘l0
(
r2
)+ r− j−2er2 ∑
|l|=0
al℘
l
1
(
r2
)
e−r2e
− 2π il
δ
. (4.17)
Now we want to prove that
Ψ j(r) ∈ S ⇐⇒ al = 0 for all l = 0.
Let 0 < k < δ4 be the greatest positive integer such that ak = 0 or a−k = 0. Then (4.17) can be written in the form
r j+2
2
Ψ j(r) = a0℘l0
(
r2
)+ k∑
|l|=1
(
al℘
l
1
(
r2
)
e−ir2 sin
2π l
δ + a−l℘−l1
(
r2
)
eir
2 sin 2π l
δ
)
er
2(1−cos 2π l
δ
).
Note that given positive numbers α1 < α2 < · · · < αm and radial functions ϕ1, . . . , ϕm it is easy to see that if∑m
=1 ϕ(r)eαr
2 ∈ S then ϕm(r) −→ 0 as r −→ ∞. Since Ψ j ∈ S by assumption this shows that
lim
(
ak℘
k
1
(
r2
)
e−ir2 sin
2πk
δ + a−k℘−k1
(
r2
)
eir
2 sin 2πk
δ
)= 0. (4.18)r−→∞
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√
2nπ
sin 2πk
δ
so that
lim
n−→∞
(
ak℘
k
1
(
r2n
)+ a−k℘−k1 (r2n))= 0.
This shows that ak℘k1(r
2) + a−k℘−k1 (r2) ≡ 0. By substituting this relation into (4.18) we obtain as r −→ ∞
ak℘
k
1
(
r2
)[
e−ir2 sin
2πk
δ − eir2 sin 2πkδ ]= −2iak℘k1(r2) sin(r2 sin 2πkδ
)
−→ 0.
In particular, if we choose the sequence rq =
√
(4q+1)π
2 sin 2πk
δ
where q is any positive integer, then
lim
q−→∞ak℘
k
1
(
r2q
)= 0.
Therefore, ak℘k1(r
2) ≡ 0 i.e. ak = a−k = 0 which is a contradiction. 
5. Case j < 0
In this section we consider operator symbols Ψ ∈ S and fm,δ = rmeiδθ with m ∈ R+ , δ ∈ N. Under the assumption
T fm,δ TΨ = TΨ T fm,δ , we aim to determine the functions Ψ j(r) of the expansion () in Lemma 2 whenever j < 0. An im-
portant result here is that Ψ j ≡ 0 in the case j < −2[ δ4 ] where [·] is the greatest integer function. Similar to Proposition 4,
we have:
Proposition 9. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j < 0 the following functional equations:
M
[
Ψ je
−r2](2z + 2δ + j + 2) = M[Ψ je−r2](2z + j + 2) δ− j∏
l=1
(z + j + l)
− j∏
l=1
(
z + j + δ +m
2
+ l
)−1
(5.1)
hold in the half plane Re(z) > − j − 1.
Fix j < 0 and consider the meromorphic function:
H j(z) =
δ− j∏
l=1
Γ
(
z + j + l
δ
) − j∏
l=1
[
Γ
(
z + j + δ+m2 + l
δ
)]−1
δz.
Note that the quotient
τ j(z) := M[Ψ je
−r2 ](2z + j + 2)
H j(z)
is holomorphic and well-deﬁned on the half plane Re(z) > − j − 1. By (5.1) it is easy to check that τ j(z) is δ-periodic (cf.
the proof of Proposition 5). Therefore, it can be extended to an entire function on the whole complex plane. As an analog
to Proposition 6, we can prove:
Proposition 10. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j < 0 there exists a trigonometric polynomial∑
|l|< δ4 ale
2π ilz
δ such that for Re(z) > − j − 1 we have
M
[
Ψ je
−r2](2z + j + 2) = H j(z) ∑
|l|< δ4
ale
2π ilz
δ . (5.2)
Assume that Ψ ∈ S with (5.2). We know from Theorem 1 that for a ﬁxed j < 0 the assumption M[Ψ je−r2 ](2k + 2δ +
j+2) = 0 for all k ∈ N0 with −δ − j  k− j−1 is necessary and suﬃcient for the operators T fm,δ and TΨ j ei jθ to commute.
Theorem 3. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ , then for each j ∈ Z with j < −2[ δ4 ] we have Ψ j ≡ 0.
Proof. Fix j < −2[ δ4 ] and for convenience write
τ j(z) := M[Ψ je
−r2 ](2z + j + 2)
H j(z)
=
∑
|l|[ δ4 ]
ale
2π ilz
δ ,
where a δ = a δ = 0 whenever δ ∈ 4N. Taking condition (3.2) into account we have to consider two cases:
4 − 4
230 W. Bauer, H. Issa / J. Math. Anal. Appl. 386 (2012) 213–235(1) If j −δ, then according to (3.2) the Mellin transform M[Ψ je−r2 ](2z + j + 2) vanishes at the points
{− j,− j + 1, . . . ,− j + δ − 1}.
Since H j(z) is well-deﬁned and nowhere zero on this set, condition (3.2) is equivalent to say that τ j(z) vanishes exactly
on
{− j,− j + 1, . . . ,− j + δ − 1}.
This in turn, is equivalent to say that the trigonometric polynomial
τ j
(
δ
2π
z
)
=
∑
|l|[ δ4 ]
ale
ilz
vanishes at the δ points{
2π
δ
(− j), 2π
δ
(− j + 1), . . . , 2π
δ
(− j + δ − 1)
}
.
From 2π
δ
(δ−1) < 2π and 2[ δ4 ] < δ we obtain τ j ≡ 0. (If τ j( δ2π z) = 0, then it can have at most 2[ δ4 ] roots in any interval
of length less than 2π .)
(2) In the case of −δ < j < −2[ δ4 ] condition (3.2) implies that M[Ψ je−r
2 ](2k + 2δ + j + 2) vanishes for all k ∈ {0,1, . . . ,
− j − 1}. That is, M[Ψ je−r2 ](2z + j + 2) vanishes at the (− j)-points
{δ, δ + 1, . . . , δ − j − 1}.
Again, note that H j(z) is well-deﬁned and nowhere zero on this set. We conclude that τ j(z) vanishes at the points
{δ, δ + 1, . . . , δ − j − 1}, which implies that
τ j
(
δ
2π
z
)
= 0 for all z ∈
{
2π,
2π
δ
(δ + 1), . . . , 2π
δ
(δ − j − 1)
}
.
By assumption we have 2π
δ
(− j − 1) < 2π and 2[ δ4 ] < − j, which proves that τ j(z) ≡ 0. 
Condition (3.2) and Proposition 10 lead to the following fact:
Theorem 4. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j < 0 with 2[ δ4 ] + j  0 there exists a trigonometric
polynomial
∑[ δ4 ]+ j
l=−[ δ4 ]
a˜le
2π ilz
δ such that for Re(z) > − j − 1:
M
[
Ψ je
−r2](2z + j + 2) = H j(z)− j−1∏
n=0
(
e
2π iz
δ − e 2π inδ ) [ δ4 ]+ j∑
l=−[ δ4 ]
a˜le
2π ilz
δ ,
where a˜− δ4 = a˜ δ4+ j = 0 whenever δ ∈ 4N.
Proof. By (3.2) we know that M[Ψ je−r2 ](2z + j + 2) vanishes for
z ∈ {δ, δ + 1, . . . , δ − j − 1}.
According to (5.2), and since H j(z) is well-deﬁned and nowhere zero on the above set, we conclude that {δ, δ + 1, . . . , δ −
j − 1} are zeros of the trigonometric polynomial τ j(z) =∑|l|[ δ4 ] ale 2π ilzδ where a δ4 = a− δ4 = 0 whenever δ ∈ 4N. Note that
τ j(z) =
∑
|l|[ δ4 ]
ale
2π ilz
δ = exp
{
−2π iz
δ
[
δ
4
]} 2[ δ4 ]∑
l=0
al−[ δ4 ]e
2π ilz
δ
= exp
{
−2π iz
δ
[
δ
4
]}
P
(
e
2π iz
δ
)
,
where P (w) is the following polynomial in the complex variable w:
P (w) =
2[ δ4 ]∑
al−[ δ4 ]w
l.l=0
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e
2π i
δ
(− j−1)} ⊂ S1. This means P (w) has the form
P (w) =
− j−1∏
n=0
(
w − e 2π inδ ) P˜ (w),
where P˜ (w) is a polynomial of maximal degree 2[ δ4 ] + j ∈ N0. Therefore
M
[
Ψ je
−r2](2z + j + 2) = H j(z) P˜(e 2π izδ )e− 2π izδ [ δ4 ] − j−1∏
n=0
(
e
2π iz
δ − e 2π inδ ). 
Proposition 11. Fix δ > 0, and let j < 0 be such that 2[ δ4 ] + j  0. Then for each l ∈ Z such that − δ4 < l < δ4 + j, we have:
(1) H j(z)
∏− j−1
n=0 (e
2π iz
δ − e 2π inδ ) is holomorphic on Re(z) > −1.
(2) The inverse Mellin transform M−1[H j(z)e 2π ilzδ ∏− j−1n=0 (e 2π izδ − e 2π inδ )](x) exists for all x > 0.
(3) M−1[H j(z)e 2π ilzδ ∏− j−1n=0 (e 2π izδ − e 2π inδ )](x2)x− j−2 = o(x− j−
) for all 
 > 0 and as x −→ 0.
Proof. (1) It is clear that H j(z) is holomorphic on Re(z) > − j−1 and admits {0,1, . . . ,− j−1} as simple poles in the region
Re(z) > −1. However, {0,1, . . . ,− j − 1} are roots of the trigonometric polynomial ∏− j−1n=0 (e 2π izδ − e 2π inδ ).
(2) The expansion of H j(z)e
2π ilz
δ
∏− j−1
n=0 (e
2π iz
δ − e 2π inδ ) can be written as a linear combination of functions of the form
H j(z)e
2π iνz
δ where − δ4 < ν < δ4 . Now, the assertion follows in a way similar to the proof of Proposition 7 (2).
(3) This follows by an argument similar to the one in Proposition 7 (3) together with (1) and (2) above. 
Theorem 5. Let fm,δ(reiθ ) = rmeiδθ with δ > 2πarccos 34 . Then for each j < 0 such that j +
δ
2π arccos
3
4 > 0 and for each l ∈ Z such that
− δ4 < l < δ4 + j with |l − j| < δ2π arccos 34 the function
ϕ j(r)e
ijθ := M−1
[
H j(z)
− j−1∏
n=0
(
e
2π iz
δ − e 2π inδ )e 2π ilzδ ](r2)r− j−2er2eijθ ,
deﬁnes an element in E and satisﬁes [T fm,δ , Tϕ j ei jθ ] = 0.
Proof. Under the condition δ > 2π
arccos 34
there exist j and l satisfying the corresponding condition in the previous theorem.
Moreover, M[ϕ j(r)e−r2 ](z) satisﬁes (3.1) and (3.2). Now, by a similar estimation to that given in Proposition 8 the assertion
follows. 
6. Case 0 j δ
Assume that Ψ ∈ S has the series-representation (), and let fm,δ = rmeiδθ where m ∈ R+ and δ ∈ N. Under the condition
T fm,δ TΨ = TΨ T fm,δ , we aim to ﬁnd the functions Ψ j(r) whenever 0 j  δ. Conversely, we want to determine symbols in
S j ⊂ S such that the corresponding Toeplitz operators commute with T fm,δ .
Proposition 12. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j ∈ N0 such that 0 j  δ the functional equation:
M
[
Ψ je
−r2](2z + 2δ + j + 2) = M[Ψ je−r2](2z + j + 2) j∏
l=1
(
z + δ +m
2
+ l
) δ− j∏
l=1
(z + j + l) (6.1)
holds in the half plane Re(z) > − j2 − 1.
Proof. Similar to the proof of Proposition 4. 
For each j such that 0 j  δ we consider the meromorphic function:
I j(z) :=
j∏
Γ
(
z + δ+m2 + l
δ
) δ− j∏
Γ
(
z + j + l
δ
)
δz.l=1 l=1
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κ j(z) := M[Ψ je
−r2 ](2z + j + 2)
I j(z)
is holomorphic on the right half plane Re(z) >max{− j2 −1,− δ+m2 −1}. By using (6.1) together with the functional equation
of the Gamma function we conclude that κ j(z) is δ-periodic. Therefore, it can be extended to the whole complex plane.
Similar to the proof of Proposition 6 and Theorem 2, we can show:
Theorem 6. Let Ψ ∈ S and suppose that T fm,δ TΨ = TΨ T fm,δ . Then for each j such that 0 j  δ there exists a trigonometric polyno-
mial
∑
|l|< δ4 ale
2π ilz
δ such that
Ψ j(r) = 2M−1
[
I j(z)
∑
|l|< δ4
ale
2π ilz
δ
](
r2
)
r− j−2er2 .
Now let fm,δ be a monomial and set p := m+δ2 ∈ N. Then for each j ∈ N0 such that 0 j  δ, one can prove that I j(z)
satisﬁes (1), (2) and (3) in Proposition 7. Analogous to Corollary 2 we have:
Corollary 4. Let fm,δ(reiθ ) = rmeiδθ be a monomial, and let l ∈ Z such that |l| < δ2π arccos 34 . Then for each j ∈ N0 such that 0 j  δ
the function
ϕ j(r)e
ijθ := M−1[I j(z)e 2π ilzδ ](r2)r− j−2er2eijθ ,
deﬁnes an element in E and satisﬁes [T fm,δ , Tϕ j ei jθ ] = 0. Moreover, ϕ j(r)ei jθ ∈ S in the case l = 0.
We give several examples where there exists one and only one Ψ j ∈ S (up to multiplication by a constant) such that
[T fm,δ , TΨ j ei jθ ] = 0.
Example 3.
(1) Suppose that p = nδ for some n ∈ N, then for each j such that 0 < j < δ we have
I j(z) =
j∏
l=1
Γ
(
z + l
δ
+ n
) δ− j∏
l=1
Γ
(
z + j + l
δ
)
δz
=
j∏
l=1
n−1∏
=0
(
z + l
δ
+ 
) δ∏
r=1
Γ
(
z + r
δ
)
δz
= (2π) δ−12 δ− 12
j∏
l=1
n−1∏
=0
(
z + l
δ
+ 
)
zΓ (z).
(2) Iδ(z) =∏δl=1 Γ ( z+p+lδ )δz = (2π) δ−12 δ−p− 12 ∏pl=0(z + l)Γ (z).
(3) I0(z) = (2π) δ−12 δ− 12 zΓ (z).
Now, applying the same technique as in Corollary 3, we obtain that there is only one radial symbol g ∈ S j (up to
multiplication by constant) such that [T fm,δ , T geijθ ] = 0.
Remark 2. We would like to mention that Corollary 2 is valid not only for monomials fm,δ , but also under the weaker
condition p := m+δ2 ∈ N. We also note that Corollary 4 is still valid for all j ∈ Z such that 0 j min{δ, δ+m2 } even in the
case where fm,δ = rmeiδθ is not a monomial.
7. Examples and applications
In this section, several applications of our results are indicated.
(a) Let fm,δ be a monomial and suppose that [T fm,δ , TΨ j ei jθ ] = 0 with j ∈ Z such that j + 2[ δ4 ]  0. We would like to
investigate the analytic behavior of Ψ j on R+ .
For each j > δ we extend the inverse Mellin transform of G j(z) which is deﬁned on R+ to a holomorphic function on
the right half plane.
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Λ j(x) = M−1
[
G j(z)
]
(x) := 1
2π i
σ+i∞∫
σ−i∞
x−zG j(z)dz.
Note that the function Λ j is well-deﬁned and holomorphic. Indeed, ﬁx x ∈ C with Re(x) > 0 and write x= reiθ where r = |x|
and |θ | < π2 . Following the proof of Proposition 7 (2) we obtain∣∣∣∣∣ 12π i
σ+i∞∫
σ−i∞
x−zG j(z)dz
∣∣∣∣∣=
∣∣∣∣∣ 12π i
σ+i∞∫
σ−i∞
r−zG j(z)e−izθ dz
∣∣∣∣∣
 B
2π
r−σ e−σ
∞∫
−∞
(
σ 2 + t2) σ+s2 e−|t|· π2 +tθ dt < ∞,
where z = σ + it , B and s are real numbers independent of z. One can easily check that Λ j fulﬁlls the Cauchy–Riemann
equations and therefore it deﬁnes a holomorphic function on the right half plane. Note that for all λ ∈ R+ we have
G j(z)λ
−z = λ−z
∫
R+
Λ j(x)x
z−1 dx =
∫
R+
Λ j(x)
(
λ−1x
)z dx
x
=
∫
R+
Λ j(λx)x
z−1 dx.
Therefore, the relation
Λ j(λx) = M−1
[
G j(z)λ
−z](x) (7.1)
holds for all λ ∈ C with Re(λ) > 0 and all x ∈ C such that Re(λx) > 0. In particular, for λ = eiθ ∈ S1 with −π2 < θ < π2 ,
(7.1) holds in the half space arg(x) ∈ (−π2 − θ, π2 − θ). Therefore, the inverse Mellin transform M−1[G j(z)λ−z](r2) is the
restriction of a holomorphic function deﬁned in the neighborhood arg(x) ∈ (−π4 − θ2 , π4 − θ2 ) of R+ .
Now, for each l ∈ Z such that |l| < δ4 we put λl = e−
2π il
δ and
Ψ j,λl (r) = M−1
[
G j(z)λ
−z
l
](
r2
)
r− j−2er2 .
According to Theorem 2 and using the notation there we can write Ψ j(r) =∑|l|< δ4 alΨ j,λl (r) with al ∈ C. Since each Ψ j,λl (r)
can be extended to a holomorphic map on (−π4 − π lδ , π4 − π lδ ), we conclude that Ψ j can be extended holomorphically on a
neighborhood of R+ . Moreover, we have
Ψ j,λl (r) = Λ j
(
λlr
2)r− j−2er2 = M−1[G j(z)](λlr2)r− j−2er2 = Ψ j,λ0(√λlr)λ j+22l e(1−λl)r2 , (7.2)
where
√
λl := exp( 12 logλl).
Note that, since H j(z) and I j(z) have a growth similar to that of G j(z) we can apply the above arguments also in the
cases j < 0 and 0 j  δ.
Corollary 5. Let fm,δ be amonomial and letΨ ∈ S such that [T fm,δ , TΨ ] = 0. Then for each j ∈ Z,Ψ j can be extended to a holomorphic
function in a neighborhood of R+ . In particular for j = 0, Ψ j is non-constant on any interval unless it is the zero function.
Proof. By Theorem 3 we can assume that j + 2[ δ4 ] 0. Now, suppose that Ψ j is constant on some interval. By the above
argument we know that Ψ j can be extended to a holomorphic function on a neighborhood of R+ . Therefore, Ψ j is constant
on R+ . However, by Propositions 7 (3) and 11 (3) we have Ψ j(r) = o(r| j|−
) as r −→ 0 for all 
 > 0. Hence Ψ j = 0. 
Note that by Example 3 (3) we have Ψ0(r) is a constant function.
(b) In [5, Theorem B], it was shown that for u, v ∈ S such that u is radial and non-constant the Toeplitz operators Tu
and Tv commute if and only if v is radial. A counterexample was established in the case of a symbol of exponential growth
at inﬁnity. In particular, the operators with symbols u(reiθ ) = e(1−e−i
π
4 )r2 and v(reiθ ) = ei8θ commute. By our results we are
able to obtain such examples whenever we ﬁx v = f0,δ with δ > 2πarccos 34 .
Example 4. Let δ ∈ N such that δ > 2π
arccos 34
. According to Corollary 4 and Remark 2 we know that for any l ∈ Z such that
0 < |l| < δ arccos 3 , the operator T fm,δ commutes with Tu where ul,δ is the non-constant radial function:2π 4 l,δ
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(
reiθ
)= ϕ0(r) = M−1[I0(z)e 2π ilzδ ](r2)r−2er2
= cl,δr2e−r2e
− 2π il
δ r−2er2
= cl,δe(1−e
− 2π il
δ )r2 ∈ E .
Here cl,δ is a constant depending on l and δ. In particular, this true when m = 0, so that the radial symbol ul,δ com-
mutes with a non-radial bounded symbol f0,δ . Another approach to prove that Tul,δ and T fm,δ commute is to introduce the
following unitary composition operator Ul on H2:
Ul : H
2 −→ H2 : f −→ f (e− 2π ilδ z).
It is shown in [9] that Tul,δ = e
2π il
δ Ul . Moreover, we note that for any symbol f ∈ E we have
U−l T f Ul = TU−l f on a dense domain D ⊂ H2.
In the case f = fm,δ we have U−l f = f , hence
Tul,δ T fm,δ = e
2π il
δ UlU−l T fm,δUl = T fm,δ Tul,δ .
(c) In [13] I. Louhichi and N.V. Rao conjectured the following: If two Toeplitz operators with bounded symbols acting on
the Bergman space over the unit disc commute with a third one, none of them being the identity, then they commute with
each other. In [20], N. Vasilevski gave a counterexample in the case of Toeplitz operators acting on the Bergman space over
the unit ball Bn with n > 1.
The next two examples show that a corresponding conjecture is wrong for Toeplitz operators on the Segal–Bargmann
space. However, in our counterexamples at least one of the symbols is an unbounded function.
Example 5. Fix a monomial fm,δ with δ > 2πarccos 34
, and let fn,δ be a monomial such that m = n. According to Example 4,
there is u1 ∈ E such that
[Tu1 , T fm,δ ] ≡ 0≡ [Tu1 , T fn,δ ].
However, T fm,δ and T fn,δ do not commute as operators on P[z]. In fact, suppose the contrary then according to condi-
tion (3.1) we have
M
[
rne−r2
]
(2k + 2δ + δ + 2) = M[rne−r2](2k + δ + 2) δ∏
l=1
(
k + δ +m
2
+ l
)
,
i.e.
δ∏
l=1
(
k + δ + n
2
+ l
)
=
δ∏
l=1
(
k + δ +m
2
+ l
)
.
The relation holds if and only if m = n.
Example 6. Let δ0 be an integer such that δ0 > 2πarccos 34
and put δ = 2δ0. According to Example 4 the operators T f0,δ0 and T f0,δ
commute with Tu1 where u1 = u1(reiθ ) = e(1−e
− 2π i
δ0 )r2 . According to condition (3.1) the commutator [T f0,δ0 , T f0,δ ] vanishes if
and only if
Γ (k + 1+ δ02 )
Γ (k + 2δ0 + 1+ δ02 )
M
[
e−r2
]
(2k + 2δ0 + 2δ0 + 2) = Γ (k + δ0 + 1)
Γ (k + 2δ0 + 1)M
[
e−r2
]
(2k + 2δ0 + 2),
which is equivalent to∏δ0
l=1(k + δ0 + l)∏2δ0
l=1(k + δ02 + l)
δ0∏
l=1
(k + δ0 + l) = 1 (7.3)
and would imply that
∏δ0
l=1(z + δ0 + l)2 =
∏2δ0
l=1(z + δ02 + l) for all z ∈ C. However, this cannot be true since z = − 5δ02 is a
root of the right-hand side and not a root of the left-hand side. Therefore (7.3) cannot hold for all k ∈ N0.
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be a monomial on D and let j ∈ Z. Then there is at most one function Ψ j ∈ L∞(R+) such that [Tzl zk , TΨ j ei jθ ] = 0.
In the case of the Segal–Bargmann space we know that if δ < 4 then Ψ j is unique with the above property among the
functions of polynomial growth at inﬁnity. Moreover, in Corollary 3 and Example 3 we proved for an inﬁnite number of
indices j ∈ Z the uniqueness of Ψ j as well. So one may conjecture the following:
Conjecture. Let fm,δ be a ﬁxed monomial. Then for each j ∈ Z, there is at most one function g(r) deﬁned on the positive real line and
of polynomial growth such that [T fm,δ , T geijθ ] = 0 on the holomorphic polynomials.
Conjecture. Let fm,δ be a ﬁxed monomial. Then for each j ∈ Z \ {0}, there is no bounded non-zero function g(r) such that
[T fm,δ , T geijθ ] = 0 on the holomorphic polynomials.
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