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Communicated by E. J. Hannan 
The rate of convergence of the least squares estimator in a non-linear regression 
model with errors forming either a d-mixing or strong mixing process is obtained. 
Strong consistency of the least squares estimator is obtained as a corollary. 
1. INTR~DLJCTION 
Following the work of Jennrich [6], strong consistency properties of the 
least squares estimator in a non-linear regression model with dependent 
errors have been investigated by Hannan [3] and Nelson [7] among others. 
Our approach is similar to that of Ivanov [5], who discussed asymptotic 
expansions for the distribution of the least squares estimator when the errors 
form an i.i.d. sequence. 
2. PRELIMINARIES 
Let {sj, --co < j < co } be a stochastic process defined on a probability 
space @2,X, P). The process is said be @mixing if 
decreases to zero as n --, co and it is said to be strong mixing if 
a(n) = sup SUP I p(A n B) - p(A) w)l 
k AE~-~~,BE~~~~ 
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decreases to zero as n -+ co, where Ff: denotes the a-algebra generated by ci, 
a<j<b. 
It is clear that if the process is #-mixing, then it is strong-mixing. 
LEMMA 1. Let { tzj, --oo < j < 00 } be #-mixing process and r and tl be 
measurable with respect to .Fk, and Fp+,, , respectively. If E / cl]” < co and 
E[v(~ < 03 wherep> l,q> 1, l/p+ l/q= 1, then 
LEMMA 2. Let {ej, --co <j < co } be #-mixing process satisfying the 
following conditions: 
(Al) E&i=0 and sUpiE[Ei14 <M < 00, 
(A2) CEi (i + l){#(i)}"4 < 00. 
Then, for every sequence of real numbers {a,} and for every integer n, 
Eli~~~,aiEijlGCli~~,aij2 
for all b > 0 and n > 1, where C is an absolute constant. 
Lemma 1 is proved in Ibragimov and Linnik [4] and Lemma 2 follows 
from Theorem 1 in Yoshihara [lo]. It is easy to see that 
2 
= O(n”) 
under (Al) by Cauchy-Schwarz inequaiity. 
Analogous lemmas for strong mixing processes can be proved under the 
condition that there exists 6 > 0 such that 
(Al)’ EE, = 0 and sup, E /&i/4t26 <M < co, and 
(A2)’ cj’??i (i + l){a(i)}“““‘“’ < co 
using results in Davydov [ 1 ] and Yoshihara [ 10 J. We omit them. 
3. MAIN RESULT 
Consider the non-linear regression model 
x, = &%I(4 + %I 9 n> 1, (2) 
where ( g,(e)] is a sequence of continuous functions possibly non-linear in 
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0 E 0, a closed interval on the real line. Suppose {E,} is a #-mixing process 
satisfying conditions (A 1 )-(A2). Let 
where { wi} is a known sequence of positive numbers. An estimator en is said 
to be a least squares estimator of B if it minimizes Q,,(e) over 0 E 0. 
Note that Q(x, ,..., x, ; 8) = Q,(e) is defined on R” x 0, where 0 is 
compact. Further Q(x; 8), where x = (x, ,..., x,J is Bore1 measurable function 
of x for any fixed 8 E 0 and continuous function of 0 for any fixed x E R”. 
Lemma 3.3 in Schmetterer [S, p. 3071 shows that there exists a Borel- 
measurable map 8, : R” --* 0 such that Q(x; e,(x)) = inf(f? E 0 : Q(x; f3)). 
Here after we consider this measurable version as the least squares estimator 
e PI* 
Let 8, be the true parameter and suppose 0, E Interior of 0. Define 
hw9e2)=n ~ , ’ C d{gi(e,)-gi(e2)j*. r-l 
THEOREM. Suppose {ej) is a #-mixing process satisfying conditions 
(Al) - (A2). In addition suppose that 
(A3) there exists constants k, > 0, k, < 00 such that 
w-4 - e,)* G d4T 0,) G k,v, - e,)* (4) 
for all n > 1 and 0,) e2 in 0, 
and 
(A41 su~n 1w,1= O(l). 
Then, there exists a constant c > 0 such that 
P(n”* 1 en - e,l > p) G CP-4 (5) 
for every p > 0 and for all n > 1. 
Prooj For simplicity, we will assume that wi = 1 for all i. The general 
case follows from similar arguments in view of (A4). Observe that 
w,,(e, 0,) > 0 for every n > 1 if 0 # 8, by (A3) and vn(B,, 0,) = 0. 
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Let 
An, = [Ien- 61 > El, 
u,(e) = $ $ Ej 
1 
gj(@ - gj(eO) 
J-1 ~~(4 a i 
v"(e) = $T i 'ji gjte> -  gj(eO) 
j=l 
3 efe,, 
11. 
Note that, for 8 # 0,) 
u,(e) = w%,(e, 0,)) -1 v,(e). 
Suppose the event A,, occurs. Then 0, # 8, and by the definition of 8,, 
f &; = i {xi - gi(e,)y 
i=l i=l 
> 2 {xl -gde,)}” 
i=l 
= 5 E; + nvn(en, e,) - 2nu,(e,) v,(e,, e,) 
i=l 
and hence 
Note that ~,,(a,,, 8,) > 0. In view of (6), it follows that U,(B,) > f. Therefore 
for every E > 0. In particular, it follows that 
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for every p > 0. Now 
<p sup I v,(e)1 ~e-e~i>~ n l’*y;‘*(e, f3,) >+kff2p . t 
But 
Therefore 
P ,,_"V>, v,(e)1 a+/ s+ g +$k,p*~ 
0 J--1 
4* 
< LF =L; 
I I 
2 
k:p4n* ,f-P, 
4* 1 
< k:p4;;;i n*cl 
for some constant c, > 0 by (1). Let 
,e=e,+-$+*, 
In I 
p,=,e-8 0, 
for m = 0, l,..., [nl’* 1. Then 
Pi 1 pn-~i2s<uBpeo~p I "(')I ' + i 
(n'/2]- 1 
<'P 
20 1 sup Pmce-eOam+, 
I u,(e)I 2 +[ 
[?I’/21 - I 
<IP 
m=o I sup pm<e-eo<p,+, 
I v,(Q +dWi2/. 
Now 
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Observe that 
and hence 
=F Iw,L4 eoN* 
m 
for some absolute constant c2 > 0 independent of n by Lemma 2. Therefore 
k:(,e - e,)4 < c2 k: 
and 
44 
kfpin’ 
c,k;. 
(12) 
(13) 
On the other hand, 
E I Ue.J - Ue2)14 = SE / 2 Ej(gj(eJ - p,(s,))~ 4 
j=l 
G C&e, - e,Y (14) 
for every n > 1. Then { V,(O), 0 E [ ,S, m+ ,8] }, n > 1 can be considered as a 
family of stochastic processes with continuous sample paths in [,0, ,,,+ $1. 
The above inequality implies that (cf. Gikhman and Skorokhod [2, p. 1921 
or Stroock and Varadhan (9, p. 491) 
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Note that p. = pn-‘I2 and pm > mp/n I”. Combining inequalities (9~( 15), we 
have 
(16) 
for some constant c5 > 0 independent of n and p. Similar inequality holds 
when pn - ‘I2 < 8, - 8 < p. Inequalities (7), (8) and (16) prove that 
P(n”Z(8,-8,( >p)<cp-4 (17) 
for some constant c > 0 independent of n and p. This proves the main 
theorem. 
Let p = p, = ny where $ < y < $. As a consequence of relation (17), it 
follows that 
An application of Borel-Cantelli lemma proves that 
n”21~n-~OI~pn=nYa.s. 
for large n and hence 0,, -+ 8, a.s. In fact 
8, - 8, = 0(n II4 + “) a.s. (19) 
for every 0 < E < a. 
4. REMARKS 
Assumption (A3) is not a strong restriction, for if gi(t9) is linear in 8 (say) 
gi(0) = ai + P,(e), then (A3) holds provided 
and in genera1 if gi(0) is non-linear in 8 and differentiable with respect to B 
with derivative g’(8), then (A3) holds if 
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and the last relation holds in turn if 
andO</3,<wr<P,<coforalli>l. 
Let us consider the model 
x,=Mn---)+E,, n 2 LIeI< 1, 
which is a special case of example of a time series discussed in Hannan [3 1. 
Clearly (A3) holds for this model provided g(m) is differentiable and 
0 < infg’*(x) < sup g”(x) < 00, x x 
It can be checked easily that the main theorem holds if {E,,} is a strong- 
mixing process under conditions (Al)‘, (A2)‘, (A3) and (A4). We will not 
give the proof as it is similar to the case of #-mixing process. The result can 
be extended to the multiparameter case by analogous arguments. It would be 
interesting to obtain Berry-Esseen type bounds for the distribution of least 
squares estimator when the errors form a dependent process. We will come 
back to this problem later. 
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