In this paper the high-order accurate spectral difference method for the Navier-Stokes equations is applied to moving boundary problems. Boundary movements are achieved, firstly, through rigid displacement of the entire flow domain. In order to account for the dynamic rigid mesh motion, the Navier-Stokes equations are modified through an unsteady coordinate transformation. Airfoils in pitching and plunging motions are studied. In both cases, computation results are compared with existing experimental data, and favorable results have been obtained. Secondly, spectral difference method is extended to include capability for handling dynamic deforming grids. The physical boundary movement is achieved through a time dependent unsteady transformation that allows part of the flow domain to be rigidly displacing, part of it fixed, and the rest deforming smoothly in between. The time dependent transformation preserves spectral difference method's high order accuracy by solving the governing equations in a steady reference domain where the same shape functions are used, and introducing the unsteady perturbation in the physical space only through the changes in the transformation metrics and Jacobian. The blended deforming mesh allows the far field boundary or some desirable portions of the flow domain to be unaltered. These together make the overall solver accurate, flexible, and simple to implement. The order of accuracy of the spectral difference method in highly distorted mesh has been demonstrated through simulation of euler vortex problem. Simulations for flow over a plunging cylinder with rigid displacing and dynamic deforming meshes have yielded nearly identical results.
I. Introduction
The commonly used methods for computational fluid dynamics tend to be of second order of accuracy. When they are applied to problems involving moving boundaries, where the domain of simulation changes with time, the accuracy might further deteriorate. Since a lot of physical phenomena we encounter in real life involve dynamic interaction between physical boundaries and fluids, a high order method for solving unsteady moving boundary problems that yields better accuracy becomes very attractive and promising. To this end, we have combined the recently developed spectral difference method, which provides high order discretization for the convective operator, with the unsteady domain transformation method, which requires no domain remeshing, to study just such problems.
Spectral difference method was first proposed by Kopriva and Kolias, 1 and later extended by Liu, Wang, and Vinokur 2 to quadrilateral and triangular elements, and further developed by Sun, Wang, Liu, May, and Jameson [3] [4] [5] to Euler and Navier-Stokes equations on unstructured grids. Spectral difference has proved very efficient and productive in many applications. [5] [6] [7] [8] [9] [10] The stability of the SD method was first investigated by Van den Abeele etc.
11 A proof of the stability of the SD method for the one dimensional linear advection equation for all orders of accuracy in an energy norm of Sobolev type is presented in the paper by Jameson.
12
For unsteady moving boundary problems, the computational mesh needs to move with the boundary. When applying the spectral difference method to those kind of problems, it necessitates a way to handle the mesh motion without compromising the method's accuracy. An effective way to achieve this is to implement a time dependent domain transformation between the fixed computational domain, where the spectral difference method is discretized and solved, and the moving physical domain where boundaries are displaced. The perturbations in the mesh shows up through the transformation metrics. Since the spectral difference calculations are always carried out with respect to a stationary domain with the standard basis functions, the high order of accuracy is subsequently preserved. The temporal and spatial accuracy of the spectral difference method on moving deformable grids and the associated effect of the Geometric Conservation Law have been carefully studied in, 13 where the high order accuracy of the underlying temporal (explicit Runge-Kutta) and spatial (SD) discretization methods has been demonstrated in the deforming mesh framework.
The paper is organized as follows. In section 1, technique for coordinate transformation is outlined. Section 2 describes a blending method for treating deforming region in the flow domain. Geometry Conservation Law is explained in section 3. Subsequently the integration of those ideas into spectral difference method is presented in section 4. In the results section, we first present the simulation results for rigidly moving meshes, and later for dynamic deforming grids. In particular, we computed flow over plunging and pitching NACA0012 airfoils and compared the results with experiment data in section 5; for the case of deforming meshes, an euler vortex example is used to demonstrate the method's spatial and temporal order, and a plunging airfoil calculation on a deforming mesh is compared with the same calculation on a rigidly displacing mesh in section 6. The paper ends with concluding remarks.
II. Steady and Unsteady Coordinate Transformation
Consider two domains, with one being an arbitrary domain in physical space, and the other a cartesian domain in computational space. A transformation, either analytic or numerical, can be formulated to map one domain into the other. The same transformation function is used to transform the governing equations for use in the new computational coordinate system. Depending on whether the two domains are moving relatively to each other, the coordinate transformation can be further classified into steady transformation and unsteady transformation. For completeness, both have been outlined below.
II.A. Steady Coordinate Transformation
For the steady transformation, consider the transformation function Ts, that maps the (X, Y ) coordinates in reference space to the (ξ, η) coordinates in computational space:
and we have:
Using the chain rule to arrive at the transformation gradient as:
The Jacobian of the transformation gradient is equal to:
II.B. Unsteady Coordinate Transformation
When the two coordinate systems are moving relative to one another, the unsteady transformation Tu is now time dependent. Let's consider the unsteady coordinate transformation between the physical space in (x, y) and the reference space in (X, Y ).
Again using the chain rule to arrive at the unsteady transformation gradient as:
The Jacobian of the unsteady transformation gradient is equal to:
III. Conservation Laws Transformations

III.A. Navier-Stokes Equation in Untransformed Physical Space
Consider the unsteady compressible 2D Navier-Stokes equations in conservative form written as:
where the conservative variables U and the Cartesian components F(U, ∇U), and G(U, ∇U) of the flux, which include both the inviscid and viscous flux vectors such that
The Cartesian components F v (U, ∇U) and G v (U, ∇U) of the viscous flux vector are given by
Here ρ is the density, u and v are the velocity components in x and y directions, p stands for pressure and E is the total energy. The pressure is related to the total energy by
with a constant ratio of specific heat γ. For all test cases in the present study, γ is going to be 1.4 for air. µ is the dynamic viscosity, C p is the specific heat and P r stands for Prandtl number. T is temperature which can be derived from the perfect gas assumption. λ is set to −2/3 according to the Stokes hypothesis. The stress tensor takes the following form
III.B. Navier-Stokes Equations in Transformed Reference Space
In the unsteady case, using the chain rule for differentiation, and define the following new identities
∂Y ∂t where superscript p denotes variables in the physical domain, while superscript r denotes variables in the reference domain.
The governing equation in the new reference coordinate space in the unsteady case still assumes the same conservation law form:
III.C. Navier-Stokes Equations in Transformed Computational Space
In the steady case, again using the chain rule for differentiation, the equations transform into the following non-conservative form
By defining the following new identities for the steady case 
III.D. Navier-Stokes Equations for Rigidly Plunging Meshes
For the rigidly plunging mesh, the transformation matrix becomes the identity matrix, hence only mesh velocities need to be considered. For pure plunging motion, the mesh velocities in x do not exist. The new identities in reference space are reduced as:
The governing equation in the new reference coordinate space for the rigidly plunging case still assumes the same conservation law form:
III.E. Navier-Stokes Equations for Rigidly Rotating Meshes
For rigidly rotationg mesh, the transformation matrix is no longer the identity matrix, but the transformation Jacobians have values of one. So for rigidly rotating meshes, the new identities and the governing equations in reference space are simplied as:
The governing equation in the new reference coordinate space for the rigidly pitching case still assumes the same conservation law form:
IV. Mesh Blending and Deformable Mapping
The grid deformation strategy implemented in the current study is first introduced by Morton, Melville, and Visbal.
14 It is an algebraic method that updates the mesh at every time step. This method has the property of preserving grid orthogonality near the surface under substantial deformation, which is very desirable for high Reynolds number viscous flow simulation.
IV.A. Mesh Blending
To retain the orthogonality near the surface where boundary movement starts, the grid lines perpendicular to that surface are rotated and translated as rigid bodies with the movement of the surface.
Define the rigidly displaced mesh by (x, y) d.m , the original undisplaced mesh by (x, y) r , the translation displacement by (∆x r , ∆y r ), the rotational angle by θ, and the center of mesh rotation by (x r 0 , y r 0 ), the transformation from the stationary reference mesh to the rigidly deformed mesh can now be represented as 
Far away from the moving boundary, the flow domain is fixed and unchanged, and setting it as (x, y) f.m , so that
In the region between the rigidly displaced mesh and the fixed stationary mesh, a polynomial blending function is constructed to provide smooth propagation for the unsteadiness in the mesh from one end to another. Polynomial with zero slope at the end points lead to orthogonality at the boundaries of the deforming region. In this study, a 5th order bending polynomial, as used by Persson etc, 15 is used. The form of the polynomial is:
where s = d/D is the ratio of the arc-length distance, d, of a point to the inner edge of the deforming region to the total width, D, of the deforming region. The rigidly displaced mesh can then be combined with the fixed stationary mesh through the deforming mesh using the blending polynomial to form the transformed mesh in the unsteady physical domain as:
An example of a blended mesh for a rotating and translating cylinder in an O-mesh is illustrated in the following figure. (a) Mesh with Deformation (b) Original Undeformed Mesh 
V. Geometric Conservation Law
Thomas and Lombard 16 pointed out that the transformation Jacobian J, used to map the conservative variables from the original domain to the mapped space, must be consistent with the value of effective volume computed by the numerical difference scheme, otherwise the solution of the conservative variables will consist of an additional error source. The Geometric Conservation Law, as discussed by Thomas and Lombard, 16 governs the spatial volume element under an arbitrary mapping. In integral form, it is expressed as:
where V is the mesh cell volume, V mesh is the mesh velocity, and dS the mesh cell surface. The discrete form of the Geometric Conservation Law (DGCL), which is a more useful form for the finite difference formulation, can be derived from the integral form. The resulting discrete Geometric Conservation Law is written as:
where u mesh and v mesh are the x and y direction mesh velocities respectively, and x and y are the coordinate system of the mapped space, i.e. the deforming physical space. Using previously defined transformation matrix between the reference and the physical domain, the discrete GCL has the same form as the discrete form of the Conservation Laws:
The Mass Conservation Law can be reduced to the DGCL by setting ρ = 1 and (u, v) T = 0:
This consistency can be enforced if the Jacobian J is solved numerically with the same finite difference scheme that is used to integrate the flow conservation laws. Explicitly, we can either apply the numerical divergence operator to the analytical mesh velocities to obtain the numerically evaluated Jacobians or apply the numerical time integrator to the analytical Jacobians to obtain the numerically evaluated surface integrated mesh velocities. The first method is used for the present study. For the implementation details of the current method and the effect of the GCL , please refer to. 13 In summary, the enforcement of the GCL leads to freestream preservation and more accurate solution.
VI. Spectral Difference Method
For the application of the spectral different method to unsteady moving boundary problems, there are three coordinate systems of interest, i.e. the computational space, the reference space, and the physical space. The computational space is a cartesian domain with standard unit square element. The reference space can be considered as the physical space at time t = 0 when the boundary is initially at rest and has not been displaced. The reference space is in general an unstructured quadrilateral mesh domain. Finally, the physical space is the reference space undergoing a prescribed time dependent mesh deformation. We define these three spaces as:
With three coordinate systems, we need two transformations for the computation of the unsteady flow solutions. The first one involves stationary transformation between the fixed unstructured reference domain and the fixed cartesian computational domain. The second one involves the unsteady mapping of the metrics and solutions between the fixed reference domain and the moving physical domain, as illustrated below.
Firstly, consider the stationary transformation between the reference and the computational domain. All elements in the reference domain (X, Y ) are transformed into a standard square element (0 ≤ ξ ≤ 1, 0 ≤ η ≤ 1). The transformation can be written as:
where K is the total number of points used to define the physical element, (X i , Y i ) are the cartesian coordinates of those points, and M i (ξ, η) are the shape functions. For elements with straight edges, K is equal to 4. For elements lying on curved boundaries, 8 points (four mid-edge and four corner points) can define a quadratic representation and 12 points can determine a third-order cubic representation. The metrics and the Jacobian of the transformation can be computed for each element. The governing equations in the reference domain are then transferred into the computational domain, and the transformed equations take the form we derived earlier:
where
VI.A. Solution Reconstruction
In the standard element, two sets of points, namely the solution points and the flux points, are defined. In order to construct a degree (N − 1) polynomial in each coordinate direction, solutions at N points are required.
The solution points in 1D are chosen to be the Gauss points defined by:
The flux points are selected to be Legendre-Gauss quadrature points plus the two end points 0 and 1. Choosing P −1 (ξ) = 0 and P 0 (ξ) = 1, the higher-degree Legendre polynomials can be determined as:
The locations of these Legendre-Gauss quadrature points are the roots of equation P n (ξ) = 0. They are found to be more stable for the SD method 12 than the Gauss-Lobatto flux points. Using the solutions at N solution points, a degree (N − 1) polynomial can be built using the following Lagrange basis:
Similarly, using the fluxes at (N + 1) flux points, a degree N polynomial can be built for the flux using a similar Lagrange basis:
The reconstructed solution for the conserved variables in the standard element is just the tensor products of the two one-dimensional polynomials
VI.B. Flux Reconstruction
From the solution U c in the computation space, the flux vectors F c (U c , ∇U c ) and G c (U c , ∇U c ) at the flux points in the computational space can be reconstructed through transformations to and from the reference space:
where S.T. is the steady transformation operator that maps the reference space flux vectors to the computation space flux vectors:
For steady problems, the above mapping and computation will be sufficient. When the actual physical domain is moving in time, a further unsteady transformation need to be introduced between the reference domain and the physical domain for bringing the unsteady perturbations in the physical space into the stationary reference space through the time dependent mapping metrics. The flow diagram now looks as:
where U.T. is the unsteady transformation operator that maps the physical space flux vectors to the reference space flux vectors: 
at the flux points, the reconstructed flux polynomials take the following form:
VI.C. Riemann Solver for Interface Flux
The reconstructed fluxes are only element-wise continuous, but discontinuous across cell interfaces. For the inviscid flux, a Riemann solver is employed to compute a common flux at interfaces to ensure conservation and stability. In our case, we have used the Riemann problem solver ( 17 or 18 with entropy fixing approach like 19 ) to compute the interface fluxes. For moving mesh problem, the Rusanov flux F n in the interface normal direction n in the physical domain is written as:
where To get the outgoing normal in physical space, we use the reference space outgoing normal n r and transform it with the transformation matrix as:
VI.D. Time Integration and Transformation Metric Updating
Computations in this paper were advanced in time using either a three-stage third-order or a five-stage fourth-order strong-stability-preserving Runge-Kutta scheme. For unsteady boundary moving problems, the mesh deforms or moves dynamically. The transformation metrics and Jacobians for the rigidly displaced and deforming meshes are updated at every stage (i.e. the quadrature points of the integration) of the Runge-Kutta scheme. This preserves the formal temporal accuracy of the Runge-Kutta scheme.
VII. Results for Rigidly Moving Meshes
For the plunging and pitching airfoils, we use a mixed-element mesh shown in figure 2(a) . The far-field distance is 20 chords. The initial grid has 1881 elements, with boundary fitting O-mesh near the airfoil surface, and triangular mesh surrounding it. The triangles are then sub-divided to quadrilateral elements. The final mesh has 5792 elements. Further details on the technique of transforming triangular mesh to quadrilateral mesh can be found in Liang et al. 21 
VII.A. Rigidly Plunging NACA0012 Airfoil
We consider a plunge motion with plunging frequency ω = 2.46 and amplitude h = 0.12c. This setup is identical to the one with Sr = 1.5 in the paper of Jones et al. 22 The free-stream Mach number is equal to of 0.2 using the Dirichlet boundary condition. The Reynolds number is 1850. The SD solver with fourth-order solution polynomial is used for the computaiton. As shown in figures 3(a), our simulations suggest that the vortex shedding associated with a high-speed jet travels upwards with a degree of angle if the first stroke of the airfoil goes downwards, and vice versa. The vortical pattern obtained from simulation agrees very well with the experimental results shown in figure 3 (b) obtained in a water tunnel. The computation is able to reproduce the fine structures traveling in the opposite direction in the wake of the airfoil. These fine structures resemble the structures shown in the photograph of the experiment by Jones et al. 
VII.B. Rigidly Pitching NACA0012 Airfoil
We also studied viscous flow over a pitching NACA0012 airfoil along its quarter chord axis. The simulations were conducted at a significant higher Reynolds number than the previous plunging case. The simulation Reynolds number, based on the airfoil chord length, is Re = 12, 000. This is chosen in accordance with the experimental study carried out by Koochesfahani, 23 in which the vortical patterns behind a pitching N ACA0012 airfoil around the quarter chord axis were studied and visualized in a water tunnel. The experiments were performed with the same Reynolds number. The simulations were computed at a small mach number of M ∞ = 0.15, at a reduced frequency of k = 1.67f , where f is the pitching frequency. The amplitude of the sinusoidal pitching motion is denoted A. The airfoil starts with a zero mean angle of attack. Three cases have been computed and compared with the corresponding experimental results. The simulations here were performed with 4 th order SD method. Comparing the vortical patterns, the simulations for the cases with (A=4 degree, k=0.835) and (A=4 degree, k=3.09) produce wakes that are very similar to the experimental visualizations. In the early case, shown in figure 4 , the wake assumes a form of undulating vortex sheet. For the latter case, the simulation is able to capture the double-vortex feature which persists a long way downstream, as shown in figure 5 . 
VIII. Results for Dynamic Deforming Meshes
While promising results have been demonstrated with the SD method on rigidly moving meshes in the previous section, in this section we focus on simulations on dynamic deforming meshes. We first present the results for the temporal and spatial order of the SD method by solving the euler vortex problem on an analytically prescribed deforming mesh. For details of the accuracy demonstration, please refer to. 13 We then demonstrate the same euler vortex propagation through a partially pitching and plunging mesh using blending functions discussed in the earlier section. Lastly, we compare both quantitatively and qulitatively simulations of flow over a plunging cylinder using, first, a rigidly moving mesh and, later, a dynamic deforming mesh. Comparison shows that the two computations have yielded near identical results.
VIII.A. Order of Accuracy Verification with Euler Vortex on a Dynamic Deforming Mesh
The propagating euler vortex is an inviscid model problem with known analytical solution, please refer to reference 20 for details of the analytical expressions. We used similar simulation settings presented in the study by Persson etc. 15 The domain size is 20 by 15, the mach number is M ∞ = 0.5, the angle of vortex propagation with respect to the x-axis is θ = arctan1/2, the vortex strength ǫ = 0.3, the radius of the vortex is r = 1.5, the deforming frequency is 1/t 0 = 1/10. The vortex has an initial position of (0, 0). The computational domain is rectangular with quadrilateral mesh, and the domain is deformed sinusoidally according to the following functions:
Flow calculations with different mesh sizes and discretization orders were performed. The pressure contours showing the vortex at its initial and t = 25s positions are showing in figure 6 (a) and (b) . The Vorticity contours in the reference and physical domains at t = 25s are presented in figure 6 (c) and (d) . The L ∞ errors were computed. The temporal and spatial error convergence study demonstrated that the high order accuracies of the Runge-Kutta and the SD schemes are preserved in the current deforming mesh framework. Plots showing the 5 th order SD convergence and the 3 rd order explicit Runge-Kutta convergence are presented in figure 7 . Further details of the accuracy study can be found in.
13
VIII.B. Euler Vortex Propagation through a Blended Pitching and Plunging Mesh
In the subsequent application, the mesh is deformed by integrating a near (boundary) field rigidly displacing mesh with far field stationary mesh using the smooth varing blending function. Therefore, before moving on to the actual application, we test mesh deforming in this fasion with the same euler vortex propogation problem we used in the previous section. The euler vortex has a radius of 1.5 and vortex strength of 0.75, with an initial position at the origion (0,0). The deforming region starts at a radius of 1.5 from the origion, and ends at a radius of 6.5. The mesh within the circle of radius 1.5 is rigidly plunged and pitched. The plunging function is: 
where A y = 1.0 is the plunging amplitude, and ω y = 0.1 is the plunging frequency in radian. Simultaneously the mesh is pitching according to the following function:
where θ is the pitching angle which is varying sinusoidally in time according to:
with A p = 30 o being the pitching amplitude, and ω y = 0.05 the pitching frequency. The euler vortex propagation is solved with 5th order SD method on an initial mesh with 3072 elements. The pressure contours at the initial position and at t = 25secs are shown in figure 8 (a) and (b) . The vorticity contours in the physical domain and the reference domain at t = 25s are also shown in figure 8 (c) and (d). The test demonstrates that the vortex is undistorted when high order blending polynomial is used to handle significant mesh displacement and rotation. 
VIII.C. Plunging Cylinder on a Deformable Mesh
While the spatial and temporal orders have been demonstrated in the previous section for the euler vortex problem, for meshes deforming according to analytical functions as well as blending functions, in this section we apply the dynamic deforming mesh framework to the Navier-Stokes equations for viscous flow over a plunging cylinder. We have computed the case first with rigidly displacing mesh and then with dynamic deforming mesh, and compared the results of both cases. The cylinder has a diameter of 1. The Reynolds number based on the cylinder diameter is 400. The fresstream velocity is 1m/s, which corresponds to a Mach number is 0.2. The cylinder is oscillating sinusoidally in the y-direction according to the following function:
which leads to a ratio of the freestream velocity and maximum cylinder speed of The simulation results for the two cases are shown in figures 11 for the lift and drag coefficients, and in figures 12 for the density, Mach, and vorticity contours. The quantitative agreement between the simulations using rigid mesh and deforming mesh is very good, with the C L and C D plots of the two cases lying on top of each other. The comparisons of the density, Mach, and vorticity contours also show excellent agreements.
IX. Conclusion
In this paper, we present and discuss the formulation of the SD method for moving boundary problems in a framework with moving deforming grids. We show, first, that the unsteady coordination transformation and the corresponding transformation of the conservation laws are effective and efficient tools for reformulating and solving time-dependent moving boundary problems. Secondly, we find that the efficient employment of analytical mesh deforming and blending functions is key to the simple and efficient solution for propagating the unsteady information along the boundary to the flow domain. The accuracy of the temporal and spatial discretization methods have also been successfully demonstrated using the euler vortex example for analytical deforming mesh. Our applications for rigidly plunging and pitching NACA0012 airfoil have shown very good agreements with experiemental data, while subsequent favorable comparison between plunging cylinder simulations on rigid mesh and deforming mesh further validates the SD method based on the deforming mesh framework. 
