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REVERSE CHEEGER INEQUALITY FOR PLANAR CONVEX SETS
ENEA PARINI
ABSTRACT. We prove the sharp inequality
J(Ω) := λ1(Ω)
h1(Ω)2
<
pi2
4
,
where Ω is any planar, convex set, λ1(Ω) is the first eigenvalue of the Laplacian under Dirichlet boundary
conditions, and h1(Ω) is the Cheeger constant of Ω. The value on the right-hand side is optimal, and any se-
quence of convex sets with fixed volume and diameter tending to infinity is a maximizing sequence. Morever,
we discuss the minimization of J in the same class of subsets: we provide a lower bound which improves
the generic bound given by Cheeger’s inequality, we show the existence of a minimizer, and we give some
optimality conditions.
1. INTRODUCTION
A celebrated inequality proven by Jeff Cheeger ([6]) states that, for every bounded domain Ω⊂ Rn,
J(Ω) := λ1(Ω)h1(Ω)2
≥ 1
4
. (1)
Here λ1(Ω) is the first eigenvalue of the Laplacian under Dirichlet boundary conditions, while h1(Ω) is
the Cheeger constant of Ω, which is defined as
h1(Ω) = inf
S⊂Ω
P(S)
|S| ,
|S| being the n-dimensional Lebesgue measure of S, and P(S) the distributional perimeter measured with
respect to Rn. A Cheeger set is a set for which the infimum is attained. We refer to [20] for an introduction
to the Cheeger problem.
The quantity J, up to an exponent, can be seen as a particular case of functionals of the kind
Rp,q(Ω) =
λ1(p;Ω)
1
p
λ1(q;Ω)
1
q
,
where λ1(p;Ω) is the first eigenvalue of the p-Laplacian under Dirichlet boundary conditions, with 1 ≤
q < p ≤+∞. It is well known that λ1(p;Ω)→ h1(Ω) as p → 1 (see [17]), while λ1(p;Ω)
1
p → Λ1(Ω) as
p → +∞, where Λ1(Ω) is the inverse of the radius of the biggest ball contained in Ω (see [16]). Some
particular cases have already been considered in the literature. If Ω is a convex subset of R2, p = ∞ and
q = 1, it can be proved that
1
2
≤ Λ1(Ω)h1(Ω) < 1, (2)
where the bounds are sharp. The first inequality becomes an equality when Ω is a ball, while a maximizing
sequence is given by rectangles of the form (−M,M)×(−1/M,1/M). Let us now consider the case p=∞
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and q = 2. Up to an exponent, the functional is equivalent to
Λ1(Ω)2
λ1(Ω)
.
By the results in [15, Section 8] we have that, for any convex, planar domain Ω,
1
λ1(B)
≤ Λ1(Ω)
2
λ1(Ω)
<
4
pi2
. (3)
The minimum is clearly attained when Ω is a ball, while the same sequence of elongating rectangles
provides again a maximizing sequence.
In the spirit of inequalities (2) and (3), we are interested in finding an upper bound for J. We are able
to prove the inequality
λ1(Ω)
h1(Ω)2
<
pi2
4
, (4)
which can be seen as a reverse Cheeger inequality. We mention that similar inequalities were consid-
ered by Buser ([4]) in the context of Riemannian geometry. We prove that inequality (4) is sharp, and
any sequence of planar, convex sets with fixed volume and diameter tending to infinity is a maximizing
sequence.
We then turn to the minimization of J in the same class of sets. It can be observed that for typical
choices of domains, such as circles or polygons, the value of J is much higher than the lower bound given
by (1); therefore it is natural to wonder whether the inequality can be improved. Exploiting the knowledge
of the behaviour of J along sequences of sets with diverging diamenter, we are able to prove the existence
of a minimizing set. However, simple computations show that the ball is no longer a minimizer, since
a square or an equilateral triangle provide lower values of J; therefore, the identification of the optimal
shape is no longer a trivial task. With this respect, we can provide partial results: the boundary of any
minimizing set must be polygonal where it does not coincide with the boundary of its Cheeger set, in a
sense which is explained in more detail in the following. It is still an open question to understand whether
minimizing sets must actually be polygons.
The paper is structured as follows: after stating some preliminary results, we prove the continuity of the
functional in the class of convex sets with respect to the Hausdorff distance (Section 3). In Section 4 we
deal with the behaviour of J along sequences of sets with diverging diameter and with the non-existence
of a maximizer, thus proving inequality (4), while in Section 5 we prove the existence of a minimizer and
we give some optimality conditions. Finally, we state some conjectures and open problems. An appendix
about inequalities (2) and (3) complements the paper.
The author would like to thank Lorenzo Brasco for pointing out this problem to his attention and for
many useful and interesting discussions.
2. PRELIMINARY RESULTS
Let Ω⊂ Rn be an open set. The perimeter of a set E ⊂ Ω (measured with respect to Rn) is defined as
P(E;Rn) := |DχE |(Rn),
where χE is the characteristic function of E , and |DχE |(Rn) is its total variation (see [11]). The Cheeger
constant of Ω is
h1(Ω) := inf
E⊂Ω
P(E;Rn)
|E| ,
where |E| stands for the n-dimensional Lebesgue measure of E . A Cheeger set is a set C ⊂ Ω such that
P(C;Rn)
|C| = h1(Ω).
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Ω λ1(Ω) h1(Ω)
triangle of area A and perimeter L pi2L216A2 < λ1(Ω)≤ pi
2L2
9A2
L+
√
4piA
2A
equilateral triangle pi2L29A2
L+
√
4piA
2A
rectangle (0,a)× (0,b) pi2
(
1
a2
+ 1b2
)
4−pi
a+b−
√
(a−b)2+piab
circle of radius R λ1(B)R2 ≃ 5.7830R2 2R
TABLE 1. Explicit values of λ1(Ω) and h1(Ω) in some special cases.
The existence of a Cheeger set for every bounded Lipschitz domain Ω can be proved via the direct
method of the Calculus of Variations. Uniqueness does not hold in general; however, any convex body
has a unique Cheeger set, which is convex and with boundary of class C1,1 (see [1]). If C is a Cheeger set
for Ω, then ∂C∩∂Ω is analytic, up to a closed singular set of Hausdorff dimension n− 8; at the regular
points of ∂C∩Ω, the mean curvature is equal to h1(Ω)
n−1 (see e.g. [20, Proposition 4.2]).
If Ω is a convex, planar set, the Cheeger set can be characterized as the Minkowski sum of the so-called
inner Cheeger set and of a ball of radius 1/h1(Ω) (see [18]). In particular, ∂C∩Ω consists of circular
arcs.
It is interesting to observe that the Cheeger constant can be obtained as the limit for p → 1 of the first
eigenvalue of the p-Laplacian operator under Dirichlet boundary conditions, and it can be seen as the first
eigenvalue of the 1-Laplacian (see [17]).
If Ω is a convex planar set, C its Cheeger set, and V ∈C1(Rn;Rn) a diffeomorphism, then the following
shape derivative formula holds true (see [21]):
h1(Ω;V )′ =
1
|C|
∫
∂C∩∂Ω
(κ − h1(Ω))〈V,ν〉dσ , (5)
where h1(Ω;V )′ is defined as
h1(Ω;V )′ := lim
t→0
h1((Id + tV)(Ω))− h1(Ω)
t
,
κ(x) is the curvature of ∂Ω at the point x, and ν is the unit exterior normal to ∂Ω. For the reader’s
convenience, we also recall Hadamard’s formula for the shape derivative of the first eigenvalue of the
Laplacian λ1(Ω):
λ1(Ω;V )′ =−
∫
∂Ω
|un|2〈V,ν〉dσ , (6)
where un is the normal derivative of u.
In the following we will need to know the explicit values of λ1(Ω) and h1(Ω) for some particular
domains Ω, which are listed in Table 1 (see [25] and [18]).
3. CONTINUITY OF THE FUNCTIONAL
Let (Kn,dH) be the metric space given by the set of all open convex subsets of Rn, endowed with the
Hausdorff distance
dH(A,B) := dH(Rn \A,Rn \B),
where
dH(E,F) := inf{ε ≥ 0 |E ⊂ Fε and F ⊂ Eε}
and, for a set E ,
Eε := {x ∈ Rn |dist(x,E)≤ ε}.
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In this section we will prove that the functional
J(Ω) := λ1(Ω)h1(Ω)2
is continuous in Kn with respect to dH . Since this fact is true for λ1(Ω) (see for instance [12, Theorem
2.3.17]), we will prove that the claim holds for h1(Ω). To prove our result, we will make use of the notion
of Γ-convergence. Given a family of functionals Fk : X →R, where X is a metric space, and given a limit
functional F0 : X →R, we say that Fk Γ→ F0 if the following conditions are satisfied:
• liminf inequality: for every sequence such that xk → x in X , it holds
F0(x)≤ liminf
k→∞
Fk(xk).
• limsup inequality: for every x ∈ X , there exists a sequence such that xk → x in X and
F0(x)≥ limsup
k→∞
Fk(xk)
or, equivalently,
F0(x) = lim
k→∞
Fk(xk).
Suppose that {xk} is such that Fk(xk) = minX Fk. It can be proved that, if there exists a compact set E ⊂ X
such that xk ∈ E for k sufficiently big, then xk → x (up to a subsequence), where F(x) = minX F , and
minX Fk → minX F (see [2]).
Proposition 3.1. Let Ω, Ωk ⊂Rn be bounded open convex sets such that Ωk →Ω in the Hausdorff metric.
Then,
lim
k→∞
h1(Ωk) = h1(Ω).
and the corresponding Cheeger sets converge in the Hausdorff metric.
Proof. From the boundedness of Ω, the convexity of the sequence {Ωk}k∈N and the convergence, we get
that there exists a (convex) set F such that
Ω⊂ F and Ωk ⊂ F, k ∈ N.
Let Kn(Ωk), Kn(Ω) and Kn(F) be the families of open convex subsets of Ωk, Ω and F respectively. Let
us define the functionals
Φk(E) :=


P(E)
|E| for E ∈Kn(Ωk)
+∞ for E ∈Kn(F)\Kn(Ωk)
and
Φ(E) :=


P(E)
|E| for E ∈Kn(Ω)
+∞ for E ∈Kn(F)\Kn(Ω)
Observe that
h1(Ωk) = inf
E∈Kn(Ωk)
P(E)
|E| = infE∈Kn(F)Φ(E)
since every convex domain admits a unique convex Cheeger set. We are now ready to prove the Γ-
convergence of the functionals Φk to Φ.
liminf inequality. Let E,Ek ∈ Kn(F) be such that Ek → E in the Hausdorff metric. This implies that
Ek → E in the L1-topology. If Ek ∈ Kn(Ωk) only for a finite number of elements, then there is nothing
to prove. Otherwise, we have that E ∈ Kn(Ω). Of course we have |Ek| → |E|, while from the lower
semicontinuity of the perimeter we obtain P(E)≤ liminf
k→∞
P(Ek). In conclusion we get
Φ(E)≤ liminf
k→∞
Φk(Ek).
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limsup inequality. Let E ∈ Kn(F); if E 6∈ Kn(Ω) there is nothing to prove. Let us now suppose E ∈
Kn(Ω), and let us define Ek := E ∩Ωk. The sets Ek are convex sets contained in Ωk, and are such that
Ek → E in the Hausdorff metric (see [14, p. 32]), and therefore in the L1-topology. From [5, Lemma 4.4]
one has P(Ek)→ P(E), so that
Φ(E) = lim
k→∞
Φk(Ek).
Equicoercivity. Let Ck be a convex Cheeger set for Ωk. The sets Ck are all contained in F , and therefore
they are elements of Kn(F), which is a compact set.
From the properties of the Γ-convergence we obtain that, after possibly passing to a subsequence,
h1(Ωk)→ h1(Ω)
and there exists a sequence of Cheeger sets Ck for Ωk converging in the Hausdorff metric to a Cheeger
set C for Ω. However, by uniqueness of the limit we have that the whole sequences h1(Ωk) and Ck are
convergent. 
Proposition 3.2. The functional J is continuous in Kn with respect to dH .
Proof. The claim follows from Proposition 3.1 and from the continuity of λ1(Ω) (see for instance [12,
Theorem 2.3.17]). 
4. BEHAVIOUR AT INFINITY AND NON-EXISTENCE OF A MAXIMIZER
In the following we will restrict ourselves to the two-dimensional case. For the sake of simplicity,
we set K := K2. In this section we investigate the behaviour of J(Ω) along sequences {Ωk} of convex
planar sets such that |Ωk| is fixed and diam Ωk → +∞. This result will be crucial in the next section
in order to prove existence of a minimizer in K . Moreover, we will see that every such sequence is
a maximizing sequence, and that the supremum is not attained. In the proofs we will use the basic, but
important observation that the functional J is invariant by rigid motions and by dilations, since both λ1(Ω)
and h1(Ω)2 have the same scaling: if we define for t > 0
t Ω := {x ∈ R2 | t−1 x ∈ Ω},
then
λ1(t Ω) = t−2 λ1(Ω) and h1(t Ω) = t−1 h1(Ω).
If Ω ⊂ R2, we can define its Steiner symmetrization Ω∗ with respect to the x-axis. Let the symbol H 1
stand for the one-dimensional Hausdorff measure. For t ∈ R, define m(t) := H 1(Ω∩{x = t}), and let
I(x) =
(
−m(x)2 , m(x)2
)
if m(x)> 0, or I(x) = /0 if m(x) = 0. Then,
Ω∗ :=
⋃
x∈R
({x}× I(x)) .
It is well-known that the first eigenvalue of the Laplacian under Dirichlet boundary conditions decreases
under symmetrizations, so that λ1(Ω∗)≤ λ1(Ω) (see for instance [12, Theorem 2.2.4]).
Proposition 4.1. Let Ω ∈K . Then,
λ1(Ω)
h1(Ω)2
<
pi2
4
.
Moreover, every sequence {Ωk} in K such that |Ωk|=V for some V > 0, and diam Ωk →+∞ as k → ∞
satisfies
λ1(Ωk)
h1(Ωk)2
→ pi
2
4
as k → ∞.
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Proof. Let Ω ∈K , and let C be its Cheeger set, which is a convex set. By monotonicity, λ1(Ω)≤ λ1(C),
while h1(Ω) = |∂C||C| . By the results in [22] it holds
λ1(Ω)
h1(Ω)2
≤ λ1(C)|C|
2
|∂C|2 <
pi2
4
, (7)
Now we prove the second part of the claim. Since the functional J is invariant by rotations, it is possible
to rotate the sets Ωk in such a way that the set (0,dk)×{0} is contained in Ωk. Define εk as the “inner
width” of Ωk, that is,
εk = max
{
ε > 0
∣∣∣∣ε = b− a, {x}× (a,b)⊂ Ωk for some x ∈ (0,dk)
}
.
It is then clear that εk ≤ 2Vdk , because otherwise Ωk would contain a quadrilateral of volume bigger than V ,
and therefore εk → 0 as k→∞. Ωk contains a triangle Tk of basis εk and height akdk, with ak ∈
[ 1
2 ,1
]
. Let
Ω∗k be the Steiner symmetrization of Ωk with respect to the x-axis. Ω∗k is also convex, and it is contained
in a rectangle Rk of edges dk and εk. After passing to a subsequence, one can suppose that ak → a. But
then (see Table 1)
λ1(Ωk)≥ λ1(Ω∗k)≥ λ1(Rk) = pi2
(
1
d2k
+
1
ε2k
)
h1(Ωk)≤ h1(Tk)≤
εk + akdk +
√
ε2k +(akdk)2 +
√
2piεkakdk
εkakdk
and therefore
λ1(Ωk)
h1(Ωk)2
≥ λ1(Rk)h1(Tk)2
⇒ liminf
k→∞
λ1(Ωk)
h1(Ωk)2
≥ pi
2
4
. (8)
By (8) and (7) we obtain the claim. 
Remark 4.2. Observe that for every interval I = [a,b], there holds λ1(I) = pi
2
(b−a)2 and h1(I) =
2
b−a , so
that
λ1(I)
h1(I)2
=
pi2
4
.
5. EXISTENCE OF A MINIMIZER AND OPTIMALITY CONDITIONS
In this section we will prove the existence of a minimizer for J in the class K by means of the
direct method of the Calculus of Variations; to this end, an essential tool will be Proposition 4.1. A key
observation is that the ball does not minimize J, but it is a critical point. Moreover, we will derive some
optimality conditions.
It is useful to compute some explicit values of J. In Table 2 we give the values of J(Ω) where Ω is
a regular n-gon (with edge length equal to 1) or the unit circle. The values are computed analytically
(where possible) or numerically. For the value of λ1(Ω) in a hexagon see [8], while a formula for h1(Ω)
when Ω is a regular polygon was given in [18].
Proposition 5.1. For every Ω ∈K it holds
λ1(Ω)
h1(Ω)2
≥ pi
2
16 (≃ 0.616...).
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n λ1(Ω) h1(Ω) J(Ω)
3 52.63789 6.157649 1.388252
4 19.739208 3.772453 1.38701
5 10.9964 2.8044 1.39820
6 7.15533 2.2543 1.40801
8 3.7988 1.6351 1.42088
∞ 5.7830 2 1.4457
TABLE 2. Explicit values of λ1(Ω), h1(Ω) and J(Ω) for some regular n-gons (edge
length = 1) and for the unit circle (n = ∞).
Proof. The claim follows from the fact that
λ1(Ω)
h1(Ω)2
=
Λ1(Ω)2
h1(Ω)2
· λ1(Ω)Λ1(Ω)2 ,
and from the results in [15, Section 8] and in Appendix A. 
We remark that the lower bound in Proposition 5.1 is non-optimal, since otherwise Ω should be at
the same time a ball and an infinite strip, but it improves the generic lower bound 14 given by Cheeger’s
inequality.
Proposition 5.2. The functional J admits a minimizer in the class K of planar convex sets.
Proof. Let {Ωk} be a minimizing sequence. Since the functional is scaling invariant, without loss of
generality we can suppose that all the sets Ωk have the same volume V . We will prove that dk := diam Ωk
is uniformly bounded. Suppose by contradiction that this is not the case; hence, we can suppose that there
exists a subsequence (still denoted by Ωk) such that dk = diam Ωk → ∞ as k → ∞. By Proposition 4.1,
lim
k→∞
λ1(Ωk)
h1(Ωk)2
=
pi2
4
,
a contradiction to the fact that Ωk is a minimizing sequence, since for a ball B
λ1(B)
h1(B)2
≃ 1.4457 < pi
2
4
.
As a consequence, dk := diam Ωk is uniformly bounded. Then, up to a suitable translation, there exists
a ball containing all the sets Ωk. Therefore, one can extract a convergent subsequence, and the claim
follows from Proposition 3.2. 
In the following we will obtain some optimality conditions for a minimizer Ω. If C is its Cheeger
set, we will analyze separately the part of ∂Ω “far” from the Cheeger set, that is ∂Ω\ ∂C, and ∂Ω∩∂C,
which is of class C1,1.
Proposition 5.3. The ball does not minimize J.
Proof. This follows from the easy observation that, for a square Q and a ball B, J(Q)< J(B). 
Lemma 5.4. Let Ω⊂ R2 be a convex set, and let C be its Cheeger set. Let Ω′ ⊂ R2 be a convex set such
that Ω⊂ Ω′ and ∂Ω′∩∂C = ∂Ω∩∂C. Then h1(Ω′) = h1(Ω), and C is the Cheeger set of Ω′.
Proof. It is known (see [18, Theorem 1]) that C is given by the Minkowski sum Cr ⊕ Br, where r =
h1(Ω)−1, Br is the ball of radius r, and Cr is the inner Cheeger set defined as
Cr := {x ∈Ω |dist(x;∂Ω)≥ r}.
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FIGURE 1. The Cheeger set C of a convex set Ω (gray) is given by the Minkowski sum
of the inner Cheeger set (dark gray) and of a ball of radius r = h1(Ω)−1.
Moreover, r is the unique value such that |Cr| = pir2. We set Γ1 := ∂Ω∩ ∂C, Γ2 = ∂Ω \ ∂C and Γ3 =
∂Ω′ \ ∂C. Define
C′r := {x ∈Ω |dist(x;∂Ω′)≥ r}.
We want to prove that C′r =Cr. We have Cr ⊂C′r. Moreover, for every x∈ ∂Cr, we have that dist(x;∂Ω) =
r, which means that there exists y ∈ ∂Ω such that dist(x,y) = r; since every point in ∂Br(x) belongs to C,
it holds y ∈ ∂C, and therefore dist(x;Γ1) = r. Since dist(x;Γ3)≥ dist(x;Γ2)≥ r, one has dist(x;∂Ω′) = r,
which means that x ∈ ∂C′r. Since Cr and C′r are convex sets, we must have Cr =C′r. From the definition
of C′r and the fact that |C′r|= pir2, it follows that C is the Cheeger set of Ω′, and h1(Ω′) = h1(Ω). 
Proposition 5.5. Let Ω be a minimizer. Let C be the Cheeger set of Ω, and let F := ∂Ω\ ∂C. Then each
connected component of F consists of two segments intersecting at a common vertex.
Proof. Let Γ be a connected component of F . The closure of Γ in the relative topology intersects ∂C in
two distinct points A and B where Ω admits a tangent line: this is due to the convexity of Ω and to the fact
that, thanks to the characterization of Cheeger sets, there exists an interior tangent ball at both A and B.
Let tA and tB the tangents at A and B respectively, and suppose that they intersect at a point P. Define Ω′
as the interior of the convex hull of {P}∪Ω, and suppose by contradiction that Ω 6= Ω′. By monotonicity,
λ1(Ω′)< λ1(Ω), while by Lemma 5.4 one would have h1(Ω) = h1(Ω′), a contradiction to the fact that Ω
minimizes J. The case where tA and tB are parallel can be ruled out in a similar way, by considering an
arbitrary convex domain Ω′ ⊃ Ω such that ∂Ω and ∂Ω′ coincide on ∂Ω\Γ. 
Now we will obtain necessary conditions on ∂Ω∩ ∂C by using shape optimization arguments. If
V ∈C1c (Rn;Rn), the shape derivative of J in direction V , defined as
J(Ω;V )′ := lim
t→0
J((Id+ tV)(Ω))− J(Ω)
t
exists due to the fact that both λ1(Ω) and h1(Ω) are shape differentiable (see [21]). We observe that Ω is
a critical point of the functional J if and only if
λ1(Ω;V )′ =
2λ1(Ω)
h1(Ω)
h1(Ω;V )′. (9)
for every deformation V preserving the convexity of Ω. More precisely, by [13, Theorem 7] the shape
derivative λ1(Ω;V )′ can be written for every V which modifies only the strictly convex parts of ∂Ω.
Arguing as in [13, Theorem 7] and adapting [7, Lemma 2.1] for h1(Ω), we see that the same holds true
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for h1(Ω;V )′. By the arbitrariness of V , and by relations (5) and (6), this implies that on the strictly
convex parts of the set ∂Ω∩∂C
|un|2 = 2λ1(Ω)h1(Ω) |C| (h1(Ω)−κ). (10)
Proposition 5.6. The ball is a critical point of J.
Proof. The following representation formula for λ1(Ω) holds true (see [24]):
λ1(Ω) =
1
2
∫
∂Ω
|un|2 〈x,ν〉dH n−1,
where u is a normalized eigenfunction, and ν is the outer normal vector. If Ω = B is the unit ball, then
|un|= c on ∂B, so that
c =
(λ1(B)
pi
) 1
2
.
Since
λ1(B)
pi
=
2λ1(B)
2pi
(h1(B)−κ(x))
for every x ∈ ∂B, we have that (10) holds true and therefore that the ball is a critical point. However, by
Proposition 5.3 it is not a minimizer. 
Condition (10) implies that a normalized first eigenfunction u satisfies the partially overdetermined
problem 

−∆u = λ1(Ω)u in Ω
u = 0 on ∂Ω
|un|2 = a− bκ on Γ
(11)
where a= 2λ1(Ω)|C| and b=−
2λ1(Ω)
h1(Ω) |C| , and Γ is the union of the strictly convex parts of ∂Ω∩∂C; each com-
ponent of Γ is therefore of class C1,1. However, it can be shown that Γ actually enjoys higher regularity,
as stated in the following result.
Proposition 5.7. Each component of Γ is of class C∞.
Proof. Let Γ′ be a component of Γ. We already know that Γ′ ∈C1,1. By elliptic regularity, u ∈C1,α(Ω∪
Γ′) (see [10, Corollary 8.36]). This implies that |un|= |∇u| ∈Cα(Γ′), and therefore |un|2 ∈Cα(Γ′), which
implies in turn that κ ∈Cα(Γ′). If v : I ⊂R→R is the function whose graph describes Γ′ locally, it holds
−
(
v′√
1+(v′)2
)′
= κ
in the weak sense. Since v ∈ C1,1, v′ is bounded, and hence Schauder regularity results apply. This
implies that Γ′ ∈ C2,α , and u ∈ C2,α(Ω∪Γ′). By a bootstrap argument, we obtain that Γ′ ∈ C∞, and
u ∈C∞(Ω∪Γ′). 
Finally, we prove that ∂Ω∩ ∂C can not contain any arc of circle. This is a consequence of a recent
result by Fragalà and Gazzola about partially overdetermined boundary value problems [9].
Proposition 5.8. Let Ω be a minimizer. Then ∂Ω∩∂C can not contain arcs of circle.
Proof. Suppose by contradiction that ∂Ω∩∂C contains an arc of circle Γ. If u is a normalized eigenfunc-
tion on Ω, we have by (11) that un is constant on Γ. By [9, Theorem 1], Ω must be a ball, a contradiction
to Proposition 5.6. 
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6. FINAL REMARKS AND OPEN PROBLEMS
Many questions concerning the maximization and the minimization of the functional J remain open.
For instance, it would be interesting to generalize the results to higher dimensions, and to prove a reverse
Cheeger inequality also for non-convex sets. A major difficulty in these cases is the fact that a lot of
information on Cheeger sets, such as explicit values for particular domains, uniqueness and regularity, is
lacking.
As for the minimization of J among planar, convex sets, it remains open to prove that any minimizer
Ω is a polygon. Moreover, if Ω was a polygon, we do not know whether it should be regular; in this case,
explicit computations (see Table 2) support the claim that a minimizer should be a square. In any case, it
is easy to show that the square minimizes J among all rectangles. We mention a recent result by Bucur
and Fragalà, which states that among all polygons of n sides with fixed volume, h1(Ω) is minimized for
the regular one (see [3]). This fact is known to be true also for λ1(Ω), if one restricts to the classes of
triangles or quadrilaterals (see [23]). However, in view of [3], the claim that among all convex polygons
with fixed number of edges, J is minimized by the regular one, is actually stronger, at least in the subclass
of convex sets, than the well-known Pólya-Szego˝ conjecture, which states the same claim for λ1(Ω) and
is still open for n ≥ 5.
Finally, one could wonder whether this kind of results holds true also for the more general functional
Rp,q. We state the following conjecture.
Conjecture 6.1. Functionals of the kind
Rp,q(Ω) =
λ1(p;Ω)
1
p
λ1(q;Ω)
1
q
with q < p admit a minimizer, and they are bounded from above. A maximizing sequence is given by any
sequence of sets of fixed volume such that diam Ωk → ∞, the supremum is not attained and is equal to
λ1(p; I)
1
p
λ1(q; I)
1
q
,
where I ⊂ R is an interval.
The value of λ1(p; I) can be determined explicitly. If I = (a,b) and p ∈ (1,+∞), then
λ1(p; I) = (p− 1)

 2pi
p(b− a)sin
(
pi
p
)


p
(see [19]), so that
λ1(p; I)
1
p
λ1(q; I)
1
q
=
q(p− 1) 1p
p(q− 1) 1q
·
sin
(
pi
q
)
sin
(
pi
p
) .
APPENDIX A. OPTIMAL INEQUALITIES FOR R∞,1 AND R∞,2
In this section we will discuss the inequalities given in (2) and (3), showing that the bounds are sharp.
Let us first prove (2). Recall that
R∞,1(Ω) =
Λ1(Ω)
h1(Ω)
,
where Λ1(Ω) is the first eigenvalue of the infinity Laplacian, that is, the inverse of the radius R of the
biggest ball contained in Ω. It holds
h1(Ω)≤ 2R = 2Λ1(Ω)⇒
Λ1(Ω)
h1(Ω)
≥ 1
2
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and the infimum is attained for a ball. On the other hand, the radius of the biggest ball contained in Ω is
bigger than the radius of the balls whose union is the Cheeger set for Ω. This implies
Λ1(Ω)≤ h1(Ω).
In fact, by the characterization of Cheeger sets in [18, Theorem 1], one has
Λ1(Ω)< h1(Ω).
Indeed, C = Cr ⊕Br, where r = 1h1(Ω) , and Cr is the “inner Cheeger set”, which satisfies |Cr| = pir
2
. If
r = R, the radius of the biggest ball contained in Ω, we would have that C = BR and hence |Cr| = 0,
a contradiction. A sequence of rectangles of the form Rd := (−d,d)× (−1,1) provides a maximizing
sequence, since
Λ1(Rd)
h1(Rd)
→ 1
as d → ∞. Let us now come to (3). In [15, Section 8] the inequality is stated as
1
λ1(B)
≤ Λ1(Ω)
2
λ1(Ω)
≤ 4
pi2
,
hence without strict inequality for the upper bound. But looking carefully at the proof, one can notice
that in the case β = pi the first eigenvalue can be estimated strictly from below by the eigenvalue in the
infinite strip, while in the case β < pi , for λ1(T ) the estimate
λ1(T )>
pi2
4
Λ1(Ω)2
holds true (see [25, Theorem 1.2]).
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