Abstract: A multi-node all-optical interconnect network-routing architecture scheme and implementation technology are designed to improve high-speed and large-capacity data transmission in data centers. In the design of the optical interconnect routing electro-optic printed circuit board (EOPCB), the signal generated by the FPGA is directly modulated by the VCSEL arrays, and through the coupler into the parallel optical waveguide. The transmission link and optical switch are operated in optical domain. The designed optical waveguide comprises 12 waveguide arrays with the space of 250 µm. The all-optical interconnection routing system, which is based on the EOPCB high-speed chip multi-node waveguide, is designed, and a 4 × 4 EOPCB is fabricated. The performance of the waveguide and the entire optical interconnection network is tested. Based on 10 Gb/s VCSEL arrays, the optical interconnect network system can reach a bandwidth of 640 GHz for 4 × 4 networks. The best bit error rate for the switching system can reach 9.0 × 10 -12 with no transmission error.
Introduction
The growth in demand and utilization of Internet service bandwidth over the years have prompted data centers to process and manage large amounts of data. To this end, data centers require highperformance computing systems to enable parallel connection to commodity servers (or compute nodes), and the simultaneous high-speed execution of tasks. On the other hand, the increasing parallelization of computing systems has the effect of augmenting the data movements (e.g., data packets) between computing nodes [1] - [3] . Therefore, interconnecting networks that link compute nodes become critical to achieving high computing performance. High performance, scalability and energy efficiency are the key requirements to inter-board and intra-board communications as well as on-chip communications (i.e., on-chip networking) for the next-generation interconnect networks [3] , [4] .
As data center systems demand higher bandwidth density, lower latency, and lower power consumption, optical interconnect switching is an alternative technology to meet the requirements of the high-speed and large-bandwidth parallel processing for computer systems. Therefore, optical interconnect networks can be utilized between chips, on-board and on-chip with the better performance. Different optical domains can be used for switching and multiplexing (e.g., space, time, wavelength, mode domain) and the combination to increase network scalability [5] - [7] . A control mechanism is added to ensure high network throughput, low latency and good scalability for scheduling data packets switched correctly between input and output ports in a synchronous manner [8] - [10] . Recently, many solutions have been proposed to develop and optimize optical interconnection networks from hardware implementation or software optimization. In terms of software optimization, a centralized optical resource management be proposed for evaluating multipoint-to-multipoint optical communication systems [11] , [12] . The longest queue-first algorithm (ipLQF) and the iSLIP algorithm with low latency and proper computational efficiency are proposed to optimize the performance of the interconnected network [1] , [13] . As for the hardware implementation, injection-enhanced Si-emitting devices using avalanche mode have been proposed to provide very large-scale integrated compatible light emitters for inter-chip or intra-chip signal transmission [14] . It is indicated that both spatial modulation of light emitting pattern and light intensity modulation can be realized by using these devices (Gate-controlled diode MOS-like and carrier injection BJT-like multi-terminal) [15] . The high cost and high-power consumption characteristics of traditional data centers introduce severe scalability limitations. A passive optical top-of-rack (ToR) interconnect architecture is proposed to replace the traditional electronic packet switch (EPS) in the data center networks (DCNs) access layer [16] - [18] . Meanwhile, an optical interconnection structure based on a fiber link is proposed to realize long-distance optical interconnection transmission [19] , [20] . However, the introduction of optical fiber has caused serious dispersion damage, or the dispersion damage can be mitigated by the additional in-phase quadrature (IQ)-dual binary modulation scheme [21] - [24] . Due to the superiority of optical interconnects, a dual optical architecture has been proposed with optics on the front plane (the server connected to the rack) and the backplane (connected to the TOR switch) to further increase the transmission rate and bandwidth of the system [25] - [27] . Therefore, the cost of optical interconnects has become an important part of the cost of data center networks.
Inter-chip optical interconnects on printed circuit boards (PCB) are important techniques for increasing the data rate and bandwidth of signal transmission between chips. To address the bandwidth requirements between data center processors, we design and manufacture a chip-tochip all-optical interconnect platform based on FPGA control, in which chips are connected to the chip through waveguides. The all-optical interconnect platform consists of four nodes, each with 8 rounds. Based on 10 Gbit/s VCSEL arrays, the bandwidth of system is 640 GHz for 4 × 4 network.
Operation Principle

Structural Design of EOPCB
A multi-node all-optical interconnect network routing structure scheme is proposed for highperformance computer applications with optical waveguide interconnect layers. The structure based on parallel optical signals and optical waveguide interconnections between EOPCB chips is designed and verified. High-speed interconnection between chips is realized through optical interconnection, and the routing function of the n × n node all-optical interconnection switching network is realized to overcome the electromagnetic interference between high-speed electrical signals. Fig. 1 is a schematic diagram of an overall structure of a n × n node all-optical interconnect switching network routing system with multicast function.
The EOPCB consists of Integrated Circuit (IC) chips, n 1 × 4 TX, which are Vertical Cavity Surface Emitting Laser (VCSEL) parallel optical transceiver integrated array module with 10 Gbit/s, parallel optical waveguide arrays (orange line), n 1 × 4 RX, which are PIN arrays, MT-compatible coupling interfaces (MT) and N (N = 4 × n) 4 × 1 optical switches (O-Switch). The EOPCB contains four processing IC chips for generating parallel data and processing data. The VCSEL/PIN array modules The parallel computer data is connected to the IC chips to enable high-speed optical interconnect transmission in parallel computing data centers. In the design, we choose FPGA instead of IC chip. The FPGA controls the optical switch to implement chip-to-chip bidirectional parallel high-speed interconnect network communication on the EOPCB board. According to the requirements of optical interconnection, we can choose the four optical signals needed. The PIN arrays receive the optical signal and demodulate the signal. The electrical signals are received and stored by the FPGA, followed by DSP processing and error analysis. Increasing the speed of the VCSEL and the degree of parallelism in the data center can increase the bandwidth of the entire interconnect network. The interconnect structure can improve high-speed and large-capacity data transmission between data centers.
Optical Interconnect Layer PCB Board Production
The optical waveguide is fabricated by the doctor blade method, which has the advantage of obtaining the large-area polymer optical waveguide layer. The method can directly apply the polymer optical waveguide material on the FR4 board as an interlayer in the multilayer PCB board, and the process conditions are compatible with the conventional PCB process, which is convenient for low-cost production.
A multimode optical waveguide core layer and a cladding film are fabricated using a low loss rate poly-siloxane polymer material. The preparation process of polymer multimode optical waveguide layer materials be studied. First, a SU-8 glue optical waveguide structure mold frame is fabricated. The optical waveguide polymer material is injected. The core layer and the cladding optical waveguide film layer of the required thickness are respectively obtained by using a doctor blade at a In the intermediate layer of the multilayer printed circuit board material FR4, the formation technique of the optical waveguide optical interconnect layer is studied. The process steps are: making FR4 cladding frame -injecting poly-siloxane under cladding material -laminating with core layer -heating curing -demoulding -injecting polysilicon over-cladding material -and laminating under cladding -warm curing -embedded in FR4 multilayer PCB for warm rolling -end treatment -EOPCB optical waveguide layer -compatible with conventional PCB processes. Fig. 3(a) is a photograph of three sets of 1 × 12 polymer optical waveguide array PCB boards, and Fig. 3(b) is a photograph of a cross-section of an optical waveguide layer in an EOPCB. In the figure, the EOPCB is FR4 layer, polymer waveguide upper cladding layer, optical waveguide core layer, polymer waveguide lower cladding layer and FR4 layer from top to bottom.
Experiment Setup and Discussions
Chip-to-Chip Optical Interconnection Network on PCB
We built an experimental demonstration system platform to demonstrate the routing and switching capabilities of the all-optical interconnect network. The system platform includes FPGA routing Fig. 4 . all-optical interconnect routing exchange experiment demonstration system platform. switch control board, VCSEL arrays, parallel optical waveguide board, 4 × 1 optical switch array and other optoelectronic components, as shown in Fig. 4 . In the optical interconnect system, a pseudo random bit sequence (PRBS) signal generated by the FPGA is directly modulated by the VCSEL through the serial communication protocol to realize electro-optical conversion and sent to the optical interconnect network. In the optical interconnect network, MT-compatible coupling interface is used for vertical coupling of optical signals between the VCSEL and the waveguide. The communication channel consists of parallel waveguides and optical switch. The optical switch is commercially available with a switching time of 50 µs, and the interface of the optical switch couples the waveguide through the MT-compatible coupling interface. The FPGA generates control commands through the serial communication protocol, and controls the optical switch to select the transmission of the data stream. The VCSEL arrays have 8 ports, four of which are data transmitting ends, and four ports are data receiving ends. The data transmission rate of each port is 10 Gbit/s and the wavelength is 850 nm. The optical interconnect transmission network can be used for routing high-speed and large-capacity data in the data center, and is also made into EOPCB optical interconnect board, which facilitates integration of circuits and waveguides.
We performed a light exchange experiment from node 2 to node 1 to show the performance of each key device in the entire EOPCB optical switching network. The FPGA generates a PRBS of length 10 12 , which is input into the VCSEL through a serial communication protocol, and directly modulates the parallel transmitted optical signal channel of the input node 2. The FPGA generates a control command to control the optical switch, selects the optical channel to be exchanged, and inputs the parallel optical signal receiving channel to the node 1 to realize the transmission in the optical interconnect network. First, we tested the transmission loss of the waveguide and the optical interconnect network to obtain a more comprehensive performance of the designed optical interconnect network. As shown in Fig. 5 , the insertion loss of the waveguide and the optical interconnect network is better than fiber in multi-interface connections of short-range chips. The designed optical interconnect network can be used for high speed and large capacity optical interconnect transmission systems. The average insertion loss of the waveguide and the optical interconnect network is 1.29 dB and 2.24 dB.
The transmission performance of the waveguide, optical switch and the optical interconnect network is measured to obtain the transmission performance of each key component in the EOPCB optical interconnect network. As shown in Fig. 6 , the BER performances of both the fabricated waveguide and the optical switch can reach no error transmission under the receiver sensitivity of −9 dBm. There is a performance difference between the four channels, which is about 3 dB for optical waveguide. The difference of the channels is due to the uniformity of the waveguide fabrication and the VCSEL/PIN. The bit error rate of waveguide communication can reach up to 9.0 × 10 −12 . In the optical interconnect network, optical switches are important devices for controlling optical switching. We have experimentally evaluated the transmission performance of the optical switch as shown. When only the optical switch is tested in the optical interconnect network, the transmission performance of each channel does not differ much. The effect of the optical switch on the optical interconnect network is 1.5 dB. The error rate of system communication can reach up to 9.0 × 10 −12 which is no error transmission at the received power of −9.2 dBm. We conduct experimental tests on the transmission performance of the entire optical interconnect network, as shown in Fig. 7 . There are certain performance differences in different channel switching in the optical interconnect network. The difference in performance is mainly due to the fabrication of the waveguide, but does not affect the transmission of the EOPCB optical interconnect network. Each optical switching transmission can achieve error-free transmission, and the bit error rate can reach 9.0 × 10 −12 which is no error transmission at the worst received power of −9 dBm and best of −11.8 dBm, respectively.
Conclusion
This research proposes and designs a multi-node all-optical interconnect network routing architecture scheme for high-speed and large-capacity data transmission in data centers. In the optical interconnection network, signals generated by the FPGA are directly modulated by the VCSEL, and optical switches are controlled by FPGA to realize optical interconnection transmission. We design a bidirectional 8-channel (4 transmit/receive) optical waveguide with an optical channel spacing of 250 µm. The transmission loss of the designed waveguide is 1.29 dB and the loss of the EOPCB is 2.24 dB. The transmission performance of the waveguide can reach no error transmission of the 9.0 × 10 −12 BER. The optical switch is the key component in the optical interconnect network, and the optical switch can achieve a transmission performance. We develop the EOPCB high-speed chip multi-node waveguide all-optical interconnect routing system and measure the performance of the waveguide and the optical interconnect network. Based on 10 Gbit/s VCSEL arrays, the optical interconnect network system has a bandwidth of 640 GHz for 4 × 4 network. The best bit error rate for channel transmission can reach 9.0 × 10 −12 . In high-capacity and high-rate parallel computer data center, the designed optical interconnect system can serve as a data interconnection transmission hub, which promotes the establishment of a large number of parallel data centers.
