A remark on the two dimensional water wave problem with surface tension by Shao, Shuanglin & Shih, Hsi-Wei
ar
X
iv
:1
71
2.
00
09
0v
1 
 [m
ath
.A
P]
  3
0 N
ov
 20
17
A REMARK ON THE TWO DIMENSIONAL WATER
WAVE PROBLEM WITH SURFACE TENSION
SHUANGLIN SHAO AND HSI-WEI SHIH
Abstract. We consider the motion of a two-dimensional interface be-
tween air (above) and an irrotational, incompressible, inviscid, infinitely
deep water (below), with surface tension present. We propose a new
way to reduce the original problem into an equivalent quasilinear sys-
tem which are related to the interface’s tangent angle and a quantity
related to the difference of tangential velocities of the interface in the
Lagrangian and the arc-length coordinates. The new way is relatively
simple because it involves only taking differentiation and the real and the
imaginary parts. Then if assuming that waves are periodic, we establish
a priori energy inequality.
1. Introduction
The two dimensional water wave problem with surface tension concerns the
motion of the interface which separates an inviscid, incompressible and ir-
rotational fluid, under the influence of gravity, from the air region of zero
density. It is assumed the water region is below the air. Assume that the
density of the water is 1, the gravitational field is −k, where k is the unit
vector pointing in the upward vertical direction, and at time t ≥ 0, the
free interface is Σ(t), and the fluid region occupies Ω(t). When the surface
tension is present, the motion of the fluid is described by
(1)


vt + v · ∇v = −k−∇P, on Ω(t), t ≥ 0,
div v = 0, curl v = 0, on Ω(t), t ≥ 0,
(1, v) is tangent to the free surface (t,Σ(t)).
Here v is the fluid velocity. P is the fluid pressure, for which we have
P = σH on the interface, where H denotes the curvature of the interface
Σ and σ the surface tension, which we will set to σ = 1. We assume that
the fluid is of infinite depth. We also assume that the free interface Σ(t)
is described by z = z(α, t), where α ∈ R is the Lagrangian coordinate,
i.e. zt(α, t) = v(z(α, t), t) is the fluid velocity on the interface, ztt(α, t) =
(vt + v · ∇v)(z(α, t)) is the acceleration.
Key words and phrases. water waves; surface tension; the a priori energy inequality.
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We will regard R2 as a complex plane and use the same notion for a complex
number z = x+iy and a point z = (x, y). Hence z(α, t) = (x(α, t), y(α, t)), α ∈
R, is a parametrization of the free interface Σ(t) (a curve) at time t in the
Lagrangian coordinate α. The Hilbert transform on Σ(t) associated with
the Lagrangian parametrization is defined by
(2) Hf(α, t) =
1
πi
p. v.
∫
f(β, t)zβ(β, t)
z(α, t) − z(β, t)
dβ.
Then the system (1) is equivalent to the following system on the interface
Σ(t) [17, 18, 19]:
(3)
{
ztt + i = −∇P,
z¯t = Hz¯t.
We will assume that the non self-intersecting condition on the interface,
(4)
∣∣∣∣z(α, 0) − z(β, 0)α− β
∣∣∣∣ > c > 0.
We will assume that the Taylor sign condition [14]
(5) a := −
∂P
∂n
> 0,
where the ∂∂n denotes the normal derivative pointing to the air region along
the interface. When the surface tension is neglected and the water is of
infinite depth, Wu [17] proved that the Taylor sign condition (5) holds as
long as the surface of the water wave does not intersect (see (4)), see also [18]
for another intuitive proof by using the maximum principle. The validity of
this condition is then used in a series of papers by Wu [17, 18, 19, 16].
In [2, 3], Ambrose and Masmoudi studied the two and three dimensional pe-
riodic water wave problem with surface tension; they proved that solutions
for water wave with surface tension not only locally exist by using energy
method, but also converges to those without surface tension when the sur-
face tension coefficient tends to zero. The method in [2] was inspired by
the numerical work [5, 8, 9], where the authors efficiently compute the vor-
tex sheets in the presence of surface tension. Rather than using Euclidean
coordinates, in these works the authors used the curve’s tangent angle and
(normalized) arc length to parameterize the curve. Ambrose [1] used the
same formulation to establish the local wellposedness for the vortex problem
with the surface tension. The work by Ambrose and Masmoudi [2] followed
along this line, where the authors treated the water wave problem as one
on vorticity on the interface; the Biot-Savart law and the Birkhoff-Rott in-
tegrals guarantee that the velocity of the fluids inside the water region and
on the free interface can be recovered from vorticity.
3Inspired by the reformulations of the water wave problem in the work [2,
19], in this paper we propose a new way to reduce the system (3) into an
equivalent quasilinear system, which seems to be of independent interests.
Proposition 1.1. Let z(α, t) be a parametrization of the interface Σ(t) in
Lagrangian variable α at time t. Let κ be the change of coordinates from
Lagrangian to arc-length s, and set u := δs with δ := κt ◦ κ
−1. Then the
system (3) is reduced to the following system in the Lagrangian coordinate,
(6)
{
θt = iH(u ◦ κ) + φ,
(u ◦ κ)t =
(
∂α
|zα|
)3
θ − a ∂α|zα|θ + ψ
where φ, ψ are error terms.
Remark 1.2. The system (6) is stated in the Lagrangian coordinate but it is
coordinate-invariant because of the coordinate-invariant derivative ∂α/|zα|.
Note that under the change of coordinates from the Lagrangian coordinate
to the arc-length coordinate,
∂α
|zα|
7→ ∂s, ∂t 7→ ∂t + δ∂s,
we see that the system (6) recovers that in [2, Eq. (2.38)] in the arc-length
coordinate: {
θt = iH(u)− δu+ φ¯,
ut = ∂
3
sθ − a∂sθ + δ∂su+ ψ¯
for some error terms φ¯ and ψ¯, where H is the standard Hilbert transform.
Ambrose and Masmoudi [2] deduced this system by regarding the water
wave problem as a special vortex sheet problem with zero upper density
[5, 8, 9]. Their derivation heavily relied on the machinery of the Birkhoff-
Rott integrals and the Biot-Savart law. Our way is relatively simple as
it only involves taking differentiation and real and imaginary parts. For
details, see Section 3.
Remark 1.3. Roughly speaking, the system (6) is on ln zα
1. This can be
seen as follows:
ln zα = ln |zα|+ iθ = lnκα + iθ.
Then after taking time derivative,
∂t ln zα =
zαt
zα
=
καt
κα
+ iθt = (κt ◦ κ
−1)s ◦ κ+ iθt.
Recall that δ = κt ◦ κ
−1 and u = δs, then
(7) ∂t ln zα = u ◦ κ+ iθt.
The real part and the imaginary parts are u ◦ κ and θt, which are the
quantities studied in (6).
1This was communicated to us by Sijue Wu.
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Remark 1.4. Here is a heuristic explanation of the structure of the first
equation in (6). If the left hand of (7) were holomorphic in Ω(t), then as
the real and the imaginary parts of its boundary value on Σ(t), u ◦ κ and
θt would be connected by the standard Hilbert transform [13, Charpter 5,
Lemma 2.6]. In the first equation in (6), they are connected via H up to
some error terms.
Next we restrict our attention to periodic waves: if the position of the surface
is given by (x(α, t), y(α, t)), then in the complex plane, if z(α, t) = x(α, t)+
iy(α, t), the periodic functions we consider satisfy z(α+2π) = z(α)+2π. Our
second result is for periodic waves, which is to establish an a priori energy
inequality for (6) in the arc-length coordinate. This result was essentially
in [2, 3].
Theorem 1.5. Let E(t) be some energy for the system in (6) in the arc-
length coordinate. Then
dE(t)
dt ≤ C(E(t)), where C(E(t)) denotes a polyno-
mial of E(t).
Remark 1.6. As in [2], in order to establish this a priori energy inequality,
we need certain regularity assumption on the initial data, which is by no
means optimal.
The local wellposedness was proved in [1, 2]. Recently, the global Cauchy
problem for two or three dimensional water wave with or without surface
tension has been received a lot of attention. We refer interested readers to
[7, 10, 11] and the references therein.
This paper is organized as follows: In section 2, we introduce some notation
and cite several preliminary lemmas which in the current form are taken
mostly from [18] and [19]. In Section 3, we derive (6) on the curve’s tangent
angle and u from the system (3). In Section 4, we derive an explicit formula
for ∂αa/|zα| and compute a− 1 and at. In Section 5, we establish a priori
energy inequality for (6) if assuming the waves are periodic. Then in Section
7, we discuss the several useful identities which build up the connection
between the fluid velocity and the vortex density.
Acknowledgments. The authors would like to thank Sijue Wu for posing
this question, and Markus Keel for many helpful discussions during the early
preparation of this paper.
2. notation and preliminary lemmas
We fix the notation that α denotes the Lagrangian coordinate and s is the
arc-length coordinate. The functions z(α, t) and ξ(s, t) denote points on the
5interface Σ(t); θ denotes the angle that Σ(t) makes with the positive x-axis.
Define the commutator [A,B] = AB −BA.
We introduce the double layered potential operator and its adjoint in R2.
Assume Ω is a C2 domain with boundary Σ and outer unit vector ~n. The
double layered potential operator K is defined: for scalar-valued functions
f on Σ,
(8) Kf(ξ) =
−1
π
p. v.
∫
Σ
(ξ − η) · ~n(η)
|ξ − η|2
f(η)dS(η), for ξ ∈ Σ.
where dS denotes the surface measure on Σ. Let L2(Σ, dS) be the L2 space
with respect to the surface measure dS. We denote K∗ be the adjoint of K
in L2, then
(9) K∗f(ξ) =
1
π
p. v.
∫
Σ
(ξ − η) · ~n(ξ)
|ξ − η|2
f(η)dS(η), for ξ ∈ Σ.
We recall a theorem due to Verchota [15] and Kenig [12]; see a nice discussion
of this theorem in [6]. We take the form stated in [18].
Theorem 2.1. Assume that Ω and Ωc are unbounded, connected Lips-
chitz domains, and Σ approaches plane x2 = 0 at infinity. Then I ± K:
L2(Σ, dS)→ L2(Σ, dS) and their adjoints I ±K∗ are invertible.
Recall the definition of the Hilbert transform on Σ(t),
Hf(α, t) =
1
πi
p. v.
∫
f(β, t)zβ(β, t)
z(α, t) − z(β, t)
dβ.
It is easy to see that, for a scalar-valued function f ,
Kf = Re
(
H
)
f,
K∗f = −Re
(
eiθH(e−iθf)
)
= −Re
(
eiθ[H, e−iθ]f + Hf
)
.
(10)
We cite a lemma in [19] to commute the derivative with H.
Lemma 2.2. Assume that f ∈ C1(R×(0, T )) satisfying fα → 0 as |α| → ∞.
Then
[∂t,H]f = [zt,H]
fα
zα
,(11)
∂αHf = zαH
fα
zα
.(12)
In Section 5, we will consider periodic functions. For periodic functions, the
kernels in the Hilbert transform H and the Cauchy transform H will take
different forms from the real line case;
(13) Hf(α) =
p. v.
π
∫
R
f(β)
α− β
dβ =
1
2π
∫ 2pi
0
f(β) cot
α− β
2
dβ.
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Remark 2.3. For periodic functions, when Ω is a space-time slab, Theorem
2.1 still holds, for instance, see [1, Lemma 6.1] and the references therein.
3. Reduction to a quasilinear system
We fix an integer r ≥ 4. Let κ be the change of coordinates from Lagrangian
(α, t) to arc-length (s, t). We assume that κ is a diffeomorphism.
We also fix the notions z and ξ: points on the interface of the water surface in
the Lagrangian and arc-length coordinates. We have the relations between
z and ξ:
z(α, t) = ξ(s, t) = ξ ◦ κ(α, t).
Then if differentiating both sides in α and t, we have
zα(α, t) =
(
ξsκα
)
◦ κ,(14)
zt(α, t) =
(
κtξs + ξt
)
◦ κ,(15)
where κα is a scalar. Then (14) yields that, in the Lagrangian coordinate,
(16) |zα| = |κα|, as |ξs| = 1.
Since we are assuming that the interface is nonself-intersecting, i.e., |(z(α)−
z(β))/(α − β)| > c for some c > 0 and for all α 6= β. We see that κα 6= 0.
From (15),
(17)
(
κtξs
)
◦ κ = zt(α, t) − ξt ◦ κ, ⇒ κt ◦ κ
−1 =
(
zt ◦ κ
−1 − ξt
)
· ξs.
Here z1 · z2 denotes the inner product of z1 and z2 when regarding z1, z2 as
vectors in R2. It is also that z1 · z2 = Re(z¯1z2).
We set δ(s, t) := κt ◦ κ
−1(s, t) and u := δs; then δ is the difference of the
two tangential velocities in the Lagrangian and arc-length coordinates. In
the next two subsections, we will derive a quasilinear system on (θ, u) from
(3) by differentiations and taking the real or the imaginary parts.
3.1. An equation on θt. We take the time derivative to ln zα = ln |zα|+ iθ
to obtain
(18)
ztα
zα
=
κtα
κα
+ iθt = (κt ◦ κ
−1)s ◦ κ+ iθt = δs ◦ κ+ iθt.
After taking the complex conjugate and applying the Cauchy transform to
both sides of (18),
(19) H
z¯tα
z¯α
= H(δs ◦ κ)− iH(θt).
7We write the left hand side of (19):
= H
(
z¯tα
zα
zα
z¯α
)
=
zα
z¯α
H
z¯tα
zα
+ [H,
zα
z¯α
]
z¯tα
zα
=
z¯tα
z¯α
+ [H,
zα
z¯α
]
z¯tα
zα
,
(20)
where we have used the fact, by using the second identity in Lemma 2.2
H
z¯tα
zα
= H
∂αz¯t
zα
=
1
zα
∂αHz¯t =
1
zα
∂αz¯t =
z¯tα
zα
.
Note that here we have used the second equation in (3).
Hence we see that
(21) [H,
zα
z¯α
]
z¯tα
zα
= H(δs ◦ κ)− iH(θt)− δs ◦ κ+ iθt.
Taking the imaginary part,
θt = − ImH(δs ◦ κ) + ReH(θt) + Im[H,
zα
z¯α
]
z¯tα
zα
= −
H− H
2i
(
δs ◦ κ
)
+ReH(θt) + Im[H,
zα
z¯α
]
z¯tα
zα
= iH
(
δs ◦ κ
)
− i
H+ H
2
(
δs ◦ κ
)
+ReH(θt) + Im[H,
zα
z¯α
]
z¯tα
zα
= iH
(
δs ◦ κ
)
− iReH
(
δs ◦ κ
)
+ReH(θt) + Im[H,
zα
z¯α
]
z¯tα
zα
= iH
(
δs ◦ κ
)
+ φ(θs, δ ◦ κ)
= iH
(
u ◦ κ
)
+ φ(θ, u ◦ κ),
(22)
where
(23) φ(θ, u ◦ κ) = −iReH
(
u ◦ κ
)
+ReH(θt) + Im[H,
zα
z¯α
]
z¯tα
zα
.
3.2. An equation on ut. We will derive an equation on ut from the Euler
equation. We begin with (3) and decompose ∇P along the tangential and
normal directions:
ztt + i = −∇P = 〈−∇P,
zα
|zα|
〉
zα
|zα|
+ 〈−∇P,
izα
|zα|
〉
izα
|zα|
= −
∂α
|zα|
Peiθ + i(−
∂P
∂n
)eiθ
= −
∂α
|zα|
Peiθ + iaeiθ,
(24)
where
(25) a := −
∂P
∂n
denotes the Taylor sign.
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Applying ∂α|zα| to both sides of (24),
∂α
|zα|
ztt =
zttα
|zα|
= [
1
|zα|
, ∂2t ]zα + ∂
2
t
( zα
|zα|
)
= −
∂α
|zα|
(∂αP
|zα|
)
eiθ + i
∂αa
|zα|
eiθ −
∂αP
|zα|
eiθ
i∂αθ
|zα|
+ iaeiθ
i∂αθ
|zα|
.
(26)
Recalling that P = −∂αθ|zα| , and multiplying both sides of (26) by e
−iθ and
then taking real parts, we have
(27) Re
(
e−iθ[
1
|zα|
, ∂2t ]zα + e
−iθ∂2t
( zα
|zα|
))
=
( ∂α
|zα|
)3
θ − a
∂α
|zα|
θ.
By using the product rule [A,Bj ]f =
∑j
k=1B
j−k[A,B]Bk−1f , we see that
[
1
|zα|
, ∂2t ]zα = ∂t
(
[
1
|zα|
, ∂t]zα
)
+ [
1
|zα|
, ∂t]ztα
= ∂t
(
−∂t(
1
|zα|
)zα
)
− ∂t
( 1
|zα|
)
ztα
= ∂t
( 1
|zα|
δs ◦ κzα
)
+
1
|zα|
(δs ◦ κ)ztα
= ∂t
(
δs ◦ κe
iθ
)
+
ztα
|zα|
(δs ◦ κ)
= ∂t(δs ◦ κ)e
iθ + δs ◦ κiθte
iθ +
ztα
|zα|
(δs ◦ κ),
(28)
where we have used that
[
1
|zα|
, ∂t]zα =
ztα
|zα|
− ∂t(
1
|zα|
zα) = −∂t
( 1
|zα|
)
zα,
∂t(1/|zα|) = ∂t(1/κα) = −κtα/κ
2
α = −δs ◦ κ/κα.
On the other hand,
(29) ∂2t
( zα
|zα|
)
= ∂2t (e
iθ) = (−θ2t + iθtt)e
iθ.
Then taking the real parts of (27), and using (28) and (29), we obtain
(30) ∂t(δs ◦ κ) + Re
(e−iθztα
|zα|
(δs ◦ κ)
)
− θ2t =
( ∂α
|zα|
)3
θ − a
∂α
|zα|
θ.
Thus we conclude that
(31) ∂t(δs ◦ κ) =
( ∂α
|zα|
)3
θ − a
∂α
|zα|
θ + ψ(θ, δs ◦ κ),
i.e.,
(32) ∂t(u ◦ κ) =
( ∂α
|zα|
)3
θ − a
∂α
|zα|
θ + ψ(θ, u ◦ κ),
9where
(33) ψ(θ, u ◦ κ) := −Re
(e−iθztα
|zα|
(u ◦ κ)
)
+ θ2t .
To conclude this section, we have derived a system of equations on (u, θ),
where u = δs and δ := κt ◦ κ
−1, κ is the change of coordinates from La-
grangian to arc-length; and θ is the tangent angle that the interface makes
with the positive x-axis. In the Lagrangian coordinate,
(34)
{
θt = iH(u ◦ κ) + φ,
(u ◦ κ)t =
(
∂α
|zα|
)3
θ − a ∂α|zα|θ + ψ
where φ, ψ are defined in (23) and (33), respectively. This completes the
derivation of the system (6), which therefore completes the proof of Propo-
sition 1.1.
4. Equations on the Taylor sign
As observed in [2], in order to establish a priori energy inequality for the
quasilinear system (34), the Taylor sign has to be taken into account: the
explicit form of as is used to cancel some high order term contributions
in the energy inequality. Here we adopt a similar procedure to derive an
explicit form of as as in the previous subsection on ut.
Recall that
(35) ztt + i = −∇P = −
∂αP
|zα|
eiθ + iaeiθ = −(
∂α
|zα|
)2θeiθ + iaeiθ.
We apply ∂α|zα| to both sides to obtain
(36)
∂α
|zα|
ztt = −(
∂α
|zα|
)2Peiθ + i
∂αa
|zα|
eiθ −
∂αP
|zα|
eiθ
i∂αθ
|zα|
+ iaeiθ
i∂αθ
|zα|
.
Multiplying both sides by e−iθ and then taking the imaginary part, we see
that
(37)
∂αa
|zα|
= (
∂α
|zα|
)2θ
∂αθ
|zα|
+ Im
(∂αztt
|zα|
e−iθ
)
.
By a similar commutator analysis as in the previous subsection, we obtain
that
(38) Im
(∂αztt
|zα|
e−iθ
)
= θtt + δs ◦ κθt + Im
(∂αzt
|zα|
e−iθ
)
δs ◦ κ.
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Recall that θt = iH(δs ◦ κ) + φ(θ, δs ◦ κ), we see that
∂αa
|zα|
= iH∂t(δs ◦ κ) + ∂tφ+ i[∂t,H](δs ◦ κ) + δs ◦ κθt + Im
(∂αzt
|zα|
e−iθ
)
δs ◦ κ+
( ∂α
|zα|
)2
θ
∂α
|zα|
θ
= iH∂t(δs ◦ κ) + ∂tφ+ i[zt,H]
(δs ◦ κ)α
zα
+ δs ◦ κθt + Im
(∂αzt
|zα|
e−iθ
)
δs ◦ κ+
( ∂α
|zα|
)2
θ
∂α
|zα|
θ
= iH∂t(u ◦ κ) + ω(θ, u ◦ κ),
(39)
where we have used Lemma 2.2.
ω : = ∂tφ+ i[zt,H]
(δs ◦ κ)α
zα
+ δs ◦ κθt + Im
(∂αzt
|zα|
e−iθ
)
δs ◦ κ+
( ∂α
|zα|
)2
θ
∂α
|zα|
θ
= ∂tφ+ i[zt,H]
(u ◦ κ)α
zα
+ u ◦ κθt + Im
(∂αzt
|zα|
e−iθ
)
u ◦ κ+
( ∂α
|zα|
)2
θ
∂α
|zα|
θ.
(40)
4.1. Expressions of a. In [19], by using the adjoint double layered poten-
tial operator, Wu determined a − 1 explicitly as a function of the position
z = z(·, t) and the velocity zt(·, t) of the interface. This has the advantage
that one can estimate a − 1 by terms in Energy. Furthermore, by taking
the time derivative, and commuting ∂t with the double layered potential
operator up to commutators, one can also estimate at by Energy. In this
section, in the presence of surface tension, we derive similar estimates for
a− 1; then by using Lemma 2.2, we compute at.
We recall the equation ztt + i = −∇P = iae
iθ − ∂αP|zα| e
iθ.
−iae−iθ = z¯tt − i+
∂αP
|zα|
e−iθ.
We apply I − H to both sides,
−i(I − H)
(
ae−iθ
)
= (I − H)
(
z¯tt − i+
∂αP
|zα|
e−iθ
)
.
If multiplying both sides by n = ieiθ and then taking the real parts,
(41) (I +K∗)a = Re
{
ieiθ
((
I − H
)(
z¯tt − i+
∂αP
|zα|
e−iθ
)}
.
In other words, we have
(42) a = (I +K∗)−1Re
{
ieiθ
((
I − H
)(
z¯tt − i+
∂αP
|zα|
e−iθ
)}
.
We can simplify the right hand side of (42) further by observing (I−H)z¯tt =
[zt,H]
z¯tα
zα
:
(43)
a = (I +K∗)−1Re
{
ieiθ
(
[zt,H]
z¯tα
zα
+ eiθ(I − H)1+ (I − H)
(∂αP
|zα|
e−iθ
))}
.
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Here 1 denotes the constant function. We also need a bound on at in terms
of Energy. From the expression in (41), if taking time derivative, we see
that
(44) (I +K∗)at = −[∂t,K
∗]a+ ∂t { RHS of (41) } .
Then the expression for at follows from inverting I +K
∗.
5. Some preliminary estimates
In this section, we prepare some preliminary estimates for the a priori energy
inequality, which will be defined in this section.
We define the length of this curve by
(45) L(t) :=
∫ 2pi
0
|zα|dα.
Then under the change of coordinate κ, the length is still L(t) because it
is invariant under coordinate changes. This fact can also be explained by
computing,∫ 2pi
0
|zα|dα =
∫ 2pi
0
κα(t)dα =
∫ L(t)
0
κα ◦ κ
−1 ds
κα ◦ κ−1
=
∫ L(t)
0
ds = L(t),
since dα = ds/κα ◦ κ
−1 and |zα| ◦ κ
−1 = κα ◦ κ
−1.
We record the time derivative here,
dL(t)
dt
=
∫ 2pi
0
d
dt
καdα =
∫ L(t)
0
καt ◦ κ
−1 ds
κα ◦ κ−1
=
∫ L(t)
0
δsκα ◦ κ
−1 ds
κα ◦ κ−1
=
∫ L(t)
0
δsds,
(46)
where we have used the fact
∂sδ = ∂s
(
κt◦κ
−1
)
= ∂s
(
κt(κ
−1(s, t), t)
)
= καt◦κ
−1∂sκ
−1 = καt◦κ
−1 1
κα ◦ κ−1
.
5.1. Passing from Lagrangian to arc-length. Let us first recall the sys-
tem (34) in the Lagrangian coordinate.
(34)′ :
{
θt = iH(u ◦ κ) + φ,
(u ◦ κ)t =
(
∂α
|zα|
)3
θ − a ∂α|zα|θ + ψ
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where φ, ψ are defined in (23) and (33), respectively:
(23)′, (33)′ :
{
φ = −iReH
(
u ◦ κ
)
+ReH(θt) + Im[H,
zα
z¯α
] z¯tαzα ,
ψ = −Re
(
e−iθztα
|zα|
(u ◦ κ)
)
+ θ2t .
We also recall the expression of ∂αa|zα| :
(39)′ :
∂αa
|zα|
= iH∂t(u ◦ κ) + ω(θ, u ◦ κ),
where ω is the error term,
(40)′ : ω = ∂tφ+i[zt,H]
(u ◦ κ)α
zα
+u◦κθt+Im
(∂αzt
|zα|
e−iθ
)
u◦κ+
( ∂α
|zα|
)2
θ
∂α
|zα|
θ.
We linearize iH. Recall that
(47) iH(α, t) =
1
π
p. v.
∫
f(β, t)
zβ(β, t)
z(α, t) − z(β, t)
dβ.
This takes the form under the change of variables,
(48) iH(s, t) =
1
π
p. v.
∫
f(β, t)
ξβ(β, t)
ξ(s, t)− ξ(β, t)
dβ.
Since we are considering the periodic waves, ξ(β + L) = ξ(β) + L,
p. v.
π
∫
f(β, t)
ξβ(β, t)
ξ(s, t)− ξ(β, t)
dβ
=
p. v.
L
∫ L
0
f(β)ξβ cot
π(ξ(s)− ξ(β))
L
dβ.
Writing
cot
π(ξ(s)− ξ(β))
L
=
1
ξβ
cot
π(s − β)
L
+
(
cot
π(ξ(s)− ξ(β))
L
−
1
ξβ
cot
π(s− β)
L
)
.
We see that
iH(s, t) =
p. v.
L
∫ L
0
f(β) cot
π(s− β)
L
dβ
+
p. v.
L
∫ L
0
f(β)ξβ
(
cot
π(ξ(s)− ξ(β))
L
−
1
ξβ
cot
π(s − β)
L
)
dβ.
(49)
The first term is the Hilbert transform H(f); the second term is an error
term denoted by R(f).
Now we perform the change from the Lagrangian coordinate to the arc-
length coordinate, and linearize iH to the standard Hilbert transform H
13
for the main terms in the system. Under the change of coordinates from
Lagrangian to arc-length, the derivatives will change accordingly,
∂t 7→ ∂t + δ∂s,
∂α
|zα|
7→ ∂s.
So the system (34) (or (34)′ ) in the arc-length coordinate takes the following
form:
(50)
{
∂tθ = H(u)− δ∂sθ + φ˜(θ, u),
∂tu = ∂
3
sθ − a∂sθ − δ∂su+ ψ˜(θ, u),
where φ˜ and ψ˜ are error terms,
(51){
φ˜(θ, u) = −iReH(u) + ReH
(
θt ◦ κ
−1
)
− Im[H, e2iθ]∂s(z¯t◦κ
−1)
ξs
+R(u),
ψ˜(θ, u) = −uRe
(
e−iθ∂s(zt ◦ κ
−1)
)
+
(
θt ◦ κ
−1
)2
.
Similarly,
(52) as = H(ut) + ω˜(θ, u),
where ω˜ is an error term,
ω˜ = φt ◦ κ
−1 + i[z¯t ◦ κ
−1,H]
∂su
ξs
+ uθt ◦ κ
−1 + Im
(
e−iθ∂s(z¯t ◦ κ
−1)
)
u
+ ∂2sθ∂sθ +H(δ∂su) +R(∂tu+ δ∂su).
(53)
5.2. Estimates on the error terms. We first observe that for a scalar-
valued function f ,
ReH(f) =
p. v.
2πi
∫
f(β, t)
(
ξβ
ξ(s, t)− ξ(β, t)
−
ξ¯β
ξ¯(s, t)− ξ¯(β, t)
)
dβ
= Im
1
π
∫
f(β, t)
ξβ
ξ(s)− ξ(β)
dβ
= Im
1
L
∫ L
0
f(β, t)∂ξ(β) cot
π(ξ(s)− ξ(β))
L
dβ
= Im
1
L
∫ L
0
f(β, t)
(
∂ξ(β) cot
π(ξ(s)− ξ(β))
L
− cot
π(s− β)
L
)
dβ
= ImR(f).
(54)
So an estimate on ReH(f) reduces to estimating ImR(f) for scalar func-
tions.
Let r ≥ 4 be an integer. We define the Energy E(t) for the system (50) in
the arc-length coordinate: for (θ, δ, γ) ∈ Hr+1 × Hr+1/2 × Hr, where γ is
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the vortex sheet density on Σ(t), see Lemma 7.1,
E(t) = ‖θ‖22 + ‖δ‖
2
L2 + ‖γ‖
2
L2 + ‖u‖
2
2 + L
2(t) +
r−1∑
k=1
〈∂ks γ, ∂
k
s γ〉+
r∑
k=1
(
E1k + E
2
k + E
3
k
)
,
(55)
where u = δs, 〈f, g〉 =
∫
f g¯ds and D = H∂s,
(56)


E1k(t) :=
1
2
(
〈∂k+1s θ, ∂
k+1
s θ〉+ 〈a∂
k
s θ, ∂
k
s θ〉+ 〈∂
k−1
s u,D∂
k−1
s u〉
)
,
E2k(t) := 〈∂
k−1
s u, (10‖θs(0)‖L∞s − θs)∂
k−1
s u〉,
E3k(t) := 10‖θs(0)‖∞〈∂
k
s θ,D∂
k
s θ〉.
In what follows, we will see that the error terms in θt, ut and as are bounded
by E(t). In view of (51) and (53), we first study the following three operators:
R(f) =
p. v.
L
∫ L
0
f(β)ξβ
(
cot
π(ξ(s)− ξ(β))
L
−
1
ξβ
cot
π(s− β)
L
)
dβ,(57)
[H, e2iθ(s)]
fs
ξs
= −
p. v.
iL
∫ L
0
fβ(β)
(
e2iθ(s) − e2iθ(β)
)
cot
π(ξ(s)− ξ(β))
L
dβ,
(58)
[zt ◦ κ
−1,H]
fs
ξs
=
p. v.
iL
∫ L
0
fβ(β)
ξβ
(
zt ◦ κ
−1(s)− zt ◦ κ
−1(β)
)
cot
π(s− β)
L
dβ.
(59)
Recall that C(E) is a polynomial in E(t), which may change from line to
line. We recall a lemma [1, Lemma 3.9].
Lemma 5.3. Let r > 12 and r ≥ r
′ ≥ 0. If f ∈ Hr and g ∈ Hr
′
, then
fg ∈ Hr
′
with the estimate
‖fg‖Hr′ ≤ C‖f‖Hr‖g‖Hr′ .
To study (57),
Lemma 5.4. Let θ ∈ Hr+1 and f ∈ Hr−1/2 with r ≥ 4. Then for 0 ≤ k ≤
r + 1,
(60) ‖R(f)‖Hk ≤ C(E).
To study the operators in (58) and (59), we have
Lemma 5.5. Let f = z¯t ◦ κ
−1 ∈ Hr+
1
2 .
1. For 0 ≤ k ≤ r + 1,
(61) ‖[H, e2iθ(s)]
fs
ξs
‖Hk ≤ C(E).
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2. For 0 ≤ k ≤ r,
(62) ‖[f,H]
∂su
ξs
‖Hk ≤ C(E).
The proofs of these lemmas are similar to that of [1, Lemma 3.5]. We omit
the proofs.
By using Theorem 2.1, Lemma 5.4 and (61) in Lemma 5.5, we conclude that
the error terms in θt and ut are bounded by the Energy. To get the H
r− 1
2
boundedness of θt ◦κ
−1, we need to invoke the boundedness of the operator
I −K; the proof of this fact is similar to that of [18, Lemma 6.4, d.]
Proposition 5.6. For 0 ≤ k ≤ r + 1,
‖φ˜‖Hk ≤ C(E).
Proposition 5.7. For 0 ≤ k ≤ r − 1,
‖ψ˜‖Hk+1/2 ≤ C(E).
Finally the error term in as is bounded by the Energy, too.
Proposition 5.8. For 0 ≤ k ≤ r − 2,
‖ω˜‖Hk+1/2 ≤ C(E).
This proposition is contained in [2, Proposition 2.4]. For the convenience of
reader, we give the proof below.
Proof. We recall the expression of ω˜ in (53). By using Lemma 5.3 and (62)
in Lemma 5.5, we see that the terms except for φt ◦ κ
−1 are bounded by
C(E); so we focus on proving
‖φt ◦ κ
−1‖Hr−3/2 ≤ C(E),
where, for φt defined in (23) in the Lagrangian coordinate, φt ◦ κ
−1 takes
the following form
(63)
φt◦κ
−1 = (∂t+δ∂s)
(
−iReH(u) + ReH(θt ◦ κ
−1) + Im[H, e2iθ ]
∂s(z¯t ◦ κ
−1)
ξs
)
.
The derivative δ∂s acting on the terms in the bracket above is bounded
by using Lemma 5.3 and the fact u ∈ Hr−1/2. We investigate the time
derivative ∂t term by term. Firstly we recall that ReH(f) = ImR(f) for a
real-valued function;
R(u) =
p.v.
L
∫ L
0
uξβ
(
cot
π(ξ(s)− ξ(β))
L
−
1
ξβ
cot
π(s− β)
L
)
dβ.
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Applying ∂t, we see that one term is
p.v.
L
∫ L
0
utξβ
(
cot
π(ξ(s)− ξ(β))
L
−
1
ξβ
cot
π(s− β)
L
)
dβ.
This term is bounded by C(E). The estimates on the second term and the
third in (63) can be done similarly. So the proof of Lemma 5.8 is complete.

We recall two lemmas from Ambrose [1]. These will be used in Proposition
5.11.
Lemma 5.9. [1, Lemma 3.7] For ψ ∈ Hr, the operator [H, ψ] is bounded
from H0 to Hr−1. Also [H, ψ] is bounded from H−1 to Hr−2. For i = 0 or
i = −1, we have
‖[H, ψ]f‖Hr−1+i ≤ C‖f‖Hi‖ψ‖Hr .
Lemma 5.10. [1, Corollary 3.8] For r ≥ 3 and ψ ∈ Hr, the operator [H, ψ]
is bounded from Hr−2 to Hr. For r ≥ 4 and ψ ∈ Hr−
1
2 , the operator [H, ψ]
is bounded from Hr−2 to Hr−
1
2 . For i = 0 or i = −12 , we have
‖[H, ψ]f‖Hr+i ≤ C‖f‖Hr−2‖ψ‖Hr+i .
We conclude this section with a commutator estimate, which is useful in
establishing the energy inequality in Section 6.
Proposition 5.11. For δ ∈ Hr+1/2 and f ∈ Hr−1/2 for an integer r ≥ 4.
Then
(64) ‖[H, δ]∂rf‖H1/2 ≤ C‖δ‖Hr+1/2‖f‖Hr−1/2 .
Proof. We set
T (g) = [H, δ]g =
∫
δ(s)− δ(y)
s− y
g(y)dy =:
∫
K(s, y)g(y)dy,
where K(s, y) := δ(s)−δ(y)s−y . Then
(65) [H, δ]∂ru = [T, ∂r]u+ ∂rT (u) =
r∑
j=1
∂r−j [T, ∂]∂j−1u+ ∂rT (u).
Firstly, by Lemma 5.10,
(66) ‖∂r+1/2T (u)‖L2 ≤ ‖[H, δ]u‖Hr+1/2 ≤ C‖δ‖Hr+1/2‖u‖Hr−1 .
Then for the first summation in (65), we only consider j = 1 and j = r as
the other cases are similar.
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For j = 1,
(67)
‖∂1/2∂r−1[T, ∂]u‖L2 ≤ ‖[T, ∂]u‖Hr−1/2 = ‖[H, ∂δ]u‖Hr−1/2 ≤ ‖∂δ‖Hr−1/2‖u‖Hr−2 ,
by using ∂δ ∈ Hr−1/2 and Lemma 5.10.
For j = r, we consider
(68)
‖[T, ∂]∂r−1u‖H1/2 = ‖H(∂δ∂
r−1u)−∂δH(∂r−1u)‖H1/2 ≤ C‖δ‖Hr+1/2‖u‖Hr−1/2
by Lemma 5.3. So the proof of Proposition 5.11 is complete. 
6. The a priori energy
We recall the expression of E in the previous section: for (θ, δ, γ) ∈ Hr+1 ×
Hr+1/2 ×Hr,
(55)′ : E(t) = ‖θ‖
2
2 + ‖δ‖
2
L2 + ‖γ‖
2
L2 + ‖u‖
2
2 + L(t) +
r−1∑
k=1
〈∂ks γ, ∂
k
s γ〉+
r∑
k=1
(
E1k + E
2
k + E
3
k
)
,
where u = δs, 〈f, g〉 =
∫
f g¯ds and D = H∂s,
(56)′ :


E1k (t) :=
1
2
(
〈∂k+1s θ, ∂
k+1
s θ〉+ 〈a∂
k
s θ, ∂
k
s θ〉+ 〈∂
k−1
s u,D∂
k−1
s u〉
)
,
E2k (t) := 〈∂
k−1
s u, (10‖θs(0)‖L∞s − θs)∂
k−1
s u〉,
E3k (t) := 10‖θs(0)‖∞〈∂
k
s θ,D∂
k
s θ〉.
We make the following remarks.
1. The quantity γ denotes the vortex density on the interface, see the
relation between the normal velocity of the water and γ in Section
7 through the Birkhoff-Rott integral and the Biot-Savart law. Note
that we assume γ ∈ Hr but only include ‖γ‖2
Hk
up to r−1 derivatives
in the energy E . This is because γ ∈ Hr can be recovered from the
information γ ∈ Hr−1, δ ∈ Hr+1/2, see the proof of Theorem 1.5.
2. We note that E2k(t) includes a factor 10‖θs(0)‖L∞s − θs, which is
designed to cancel some higher order terms coming out of dE1k/dt.
Here 0 denotes the time zero. If we assume that E(t) ≤M for some
M > 0, then it is nonnegative over a period of time only depending
onM , which follows from the Sobolev embedding in the time variable
that ∂tθs can be controlled by E and hence by M .
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Proof of Theorem 1.5. We first record several time derivatives:
(69)


θt = H(u)− δ∂sθ + φ˜,
ut = ∂
3
sθ − a∂sθ − δ∂su+ ψ˜,
δt = θss − δδs − sin θ + Uθt − Tt.
(I −K∗)(γt/2) = [∂t,K
∗](γ/2) + θss − δδs − sin θ + Uθt,
∂tL(t) =
∫ L(t)
0 δsds.
Here from Section 7, T denotes the tangential velocity of ξt in the arc-length
variable and satisfies Ts = Uθs, and U is the normal velocity defined in (90),
U = zt · ~n = Re
(
z¯tie
iθ
)
= Re
(
eiθ
2π
∫
γ
ξ(s)− ξ(β)
dβ
)
.
Next we establish the claim in Theorem 1.5 in the following steps.
Step 1. By using the equations in (69), it is not hard to see that the time
derivatives of the first five terms in E are bounded by C(E). For instance,
〈u, ut〉 = 〈u, ∂
3
sθ − a∂sθ − δ∂su+ ψ˜〉 = −〈u, a∂sθ〉 − 〈u, δ∂su〉 −C(E).
The second term above is easier as 〈u, δ∂su〉 =
1
2
∫
δ∂su
2 = −12
∫
u3 = C(E)
by the Sobolev embedding. For the first term, we have
〈u, a∂sθ〉 ≤ C(E).
Step 2. We show that if δ ∈ Hr+1/2, ξt ∈ L
2 and γ ∈ Hr−1, then γ ∈ Hr.
Recall that δ = (I−K∗)(γ/2)−T , then γ ∈ L2 follows easily. By induction,
we consider the r-derivative of γ. Since Ts = Uθs,
(70) (I −K∗)(∂rγ/2) = ∂rδ + ∂r−1(Uθs) + [∂
r,K∗](γ/2).
Since [K∗, ∂r] =
∑r
k=1 ∂
r−k[∂,K∗]∂k−1, (90) in Section 7, then the right
hand side of (70) will be in L2 as (δ, γ, θ) ∈ Hr+1/2 × Hr−1 × Hr+1. So
∂rγ ∈ L2. This implies that γ ∈ Hr and is bounded by E if the terms in the
definition of E are bounded.
Then we show that
∑k−1
k=1〈∂
kγ, ∂kγt〉 ≤ C(E). Recall the expression of γt in
(69), it is bounded by E .
Step 3. We investigate the time derivatives of E ik(t) for each i = 1, 2, 3 and
given 1 ≤ k ≤ r. We first claim,
(71)
dE1k (t)
dt
= −2〈∂ksu, θs∂
k+1
s θ〉+ C(E).
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Indeed,
dE1k (t)
dt
=
(
〈∂k+1s θ, ∂
k+1
s θt〉+ 〈a∂
k
s θ, ∂
k
s θt〉
)
+ 〈∂k−1s u,D∂
k−1
s ut〉+ C(E)
=: I + II + C(E),
(72)
where we have used the bound on at. By using the equation for θt =
−δθs +H(u) + φ˜,
I = 〈∂k+1s θ, ∂
k+1
s (−δθs)〉+ 〈∂
k+1
s θ, ∂
k+1
s H(u)〉
+ 〈a∂ks θ, ∂
k
s (−δθs)〉+ 〈a∂
k
s θ, ∂
k
sH(u)〉 +C(E)
= 〈∂k+1s θ, ∂
k+1
s (−δθs)〉+ 〈∂
k+1
s θ, ∂
k+1
s H(u)〉+ C(E),
(73)
by using the bound on φ and a. For the first term in (73),
〈∂k+1s θ, ∂
k+1
s (−δθs)〉 = −〈∂
k+1
s θ, ∂
k
suθs〉 − 〈∂
k+1
s θ, δ∂
k+2
s θ〉+ C(E)
= −〈∂k+1s θ, ∂
k
suθs〉+C(E)
(74)
because, by integration by parts,
(75) 〈∂k+1s θ, δ∂
k+2
s θ〉 = −〈∂
k+2
s θ, δ∂
k+1
s θ〉+ C(E).
Hence we rewrite (73) as
(76) I = −〈∂k+1s θ, ∂
k
suθs〉+ 〈∂
k+1
s θ,D∂
k
su〉+ C(E).
We continue II in (72). Recalling that ut = θsss − aθs − δus + ψ˜,
II = 〈∂k−1s u,D∂
k−1
s
(
θsss − aθs − δus
)
〉+ C(E)
= 〈∂k−1s u,D∂
k+2
s θ〉 − 〈∂
k−1
s u,D∂
k−1
s (aθs)〉 − 〈∂
k−1
s u,D∂
k−1
s (δus)〉+ C(E)
= −〈∂k+1s θ,D∂
k
su〉 − 〈∂
k−1
s u,D∂
k−1
s (aθs)〉+ C(E),
(77)
because the third term in the second line of (77) equals
−〈∂k−1s u,D∂
k−1
s (δus)〉 = 〈H∂
k−1
s u, δ∂
k+1
s u〉+ C(E)
= −〈H∂ksu, δ∂
k
s u〉 − 〈H∂
k−1
s u, δs∂
k
su〉+ C(E)
= 〈∂ksu, [H, δ]∂
k
s u〉+ 〈∂
k
su, δH∂
k
s u〉+ C(E)
(78)
since |〈H∂k−1s u, δs∂
k
su〉| ≤ C(E) by Lemma 5.3. The equation −〈H∂
k
su, δ∂
k
s u〉 =
〈∂ksu, [H, δ]∂
k
s u〉+ 〈∂
k
su, δH∂
k
s u〉 implies that
(79) 〈∂k−1s u,D∂
k−1
s (δus)〉 = −
1
2
〈∂ks u, [H, δ]∂
k
s u〉,
which is bounded by C(E) by Proposition 5.11.
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For the second term in the third line of (77), it equals
〈∂k−1s u,H(∂
k
s aθs + a∂
k+1
s θ)〉+ C(E)
= 〈∂k−1s u,H(∂
k−1
s asθs)〉+ C(E)
= 〈∂k−1s u,H(∂
k−1
s
(
H(ut) + ω˜
)
θs)〉+ C(E)
= −〈∂k−1s u, ∂
k+2
s θθs〉+ C(E)
= 〈∂ksu, ∂
k+1
s θθs〉+ C(E)
(80)
where we have used the bound on ω. Thus we see that
(81)
dE1(t)
dt
= I + II + C(E) = −2〈∂ksu, θs∂
k+1
s θ〉+ C(E).
Next we consider
dE2k(t)
dt and
dE3k(t)
dt , which are easier to handle.
dE2k (t)
dt
= 2〈∂k−1s u, (10‖θs(0)‖L∞s − θs)∂
k+2
s θ〉+ C(E)
= −2〈∂ksu, (10‖θs(0)‖L∞s − θs)∂
k+1
s θ〉+ C(E).
(82)
Thus
(83)
dE1k(t)
dt
+
dE2k (t)
dt
= 20‖θs(0)‖L∞s 〈∂
k−1
s u, ∂
k+2
s θ〉+ C(E).
We compute
dE3k (t)
dt
= 20‖θs(0)‖L∞s 〈D∂
k
s θt, ∂
k
s θ〉
= −20‖θs(0)‖L∞s 〈∂
k−1
s u, ∂
k+2
s θ〉+ C(E).
(84)
To conclude,
(85)
dE1k (t)
dt
+
dE2k (t)
dt
+
dE3k (t)
dt
= C(E).
Hence the proof of Theorem 1.5 is complete. 
7. Several useful identities
In this section we list several useful identities on the relation about γ, δ, θ
and zt ◦ κ
−1, from which we can deduce useful estimates on one quantity in
terms of others. Then we discuss the relation of ξt with the other quantities
in the energy E .
We introduce the following notation: if ξ denotes the points on the interface
Σ(t) in the arc length coordinate, then
(86) ξt = U~n+ T~t, where ~t = e
iθ, ~n = i~t = ieiθ,
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where T = Re(ξte
−iθ) = ξt·e
iθ denotes the tangential velocity of the interface
in the arc length coordinate, and U is the normal velocity.
Lemma 7.1. Let γ(β, t) denotes the vorticity density on Σ(t). Then
(87) z¯t ◦ κ
−1(s, t) =
p. v.
2πi
∫
γ(β, t)
ξ(s, t)− ξ(β, t)
dβ +
γ
2
e−iθ(s,t),
(88) Re(z¯t ◦ κ
−1eiθ) = (I −K∗)(
γ
2
),
(89) δ = (zt ◦ κ
−1 − ξt)e
−iθ = Re(z¯t ◦ κ
−1eiθ)− T = (I −K∗)
(γ
2
)
− T,
(90) U = zt · ~n = Re
(
z¯tie
iθ
)
= Re
(
eiθ
2π
∫
γ
ξ(s)− ξ(β)
dβ
)
,
and
(91) Ts = θsU.
Proof. From the Biot-Savart law, for any ξ ∈ Ω(t),
(92) ν¯(ξ, t) =
p. v.
2πi
∫
γ
ξ − ξ(β)
dβ,
where β denotes the arc-length variable for Σ(t), and ν denotes the La-
grangian velocity of the fluid in Ω(t). Then if letting ξ → ξ(s) nontangen-
tially, then we see that
(93) z¯t ◦ κ
−1(s) =
p. v.
2πi
∫
γ
ξ(s)− ξ(β)
dβ +
γ
2
e−iθ.
Hence (87) follows.
Multiplying both sides by eiθ and then taking the real parts, we see that,
from the definition of double layered potential operator,
(94)
Re
(
z¯t ◦ κ
−1eiθ
)
= −Re
(
p. v.
π
∫
γ
2
~n(s)
ξ(s)− ξ(β)
dβ
)
+
γ
2
= (I −K∗)
(γ
2
)
.
Thus (88) follows.
For (89), we recall that z(α, t) = ξ(κ(ξ, t), t); hence
(95) κt ◦ κ
−1eiθ = zt ◦ κ
−1 − ξt,
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then
(96) δ = (zt ◦ κ
−1 − ξt)e
−iθ = Re(z¯t ◦ κ
−1eiθ)− T = (I −K∗)
(γ
2
)
− T.
Thus (89) follows.
From (95), we know that the normal velocity is invariant under the coordi-
nate change, i.e., U = Re
(
z¯t ◦ κ
−1~n
)
with ~n = ieiθ. Thus (90) follows.
Let us derive (91). We differentiate both sides of the equation ξt = U~n+T~t
to obtain
θt~n = Us~n− Uθs~t+ Ts~t+ Tθs~n.
Then (91) follows from multiplying it by ~t. 
Next we will derive equations for δt and γt.
Lemma 7.2.
δt = θss − δδs − sin θ + Uθt − Tt.(97)
(I −K∗)(γt/2) = [∂t,K
∗](γ/2) + θss − δδs − sin θ + Uθt.(98)
Proof. To show (97), we recall that, by definition, δ = (zt ◦ κ
−1− ξt) ·~t, i.e.,
δ = Re
(
z¯t ◦ κ
−1eiθ
)
− T.
So we need to establish
(99) ∂tRe
(
z¯t ◦ κ
−1eiθ
)
= θss − δδs − sin θ + Uθt.
Since ∂t(κ
−1) = −
κt ◦ κ
−1
κα ◦ κ−1
= −
δ
κα ◦ κ−1
,
∂tRe
(
z¯t ◦ κ
−1eiθ
)
=
(
ztα
|zα|
◦ κ−1δ + ztt ◦ κ
−1
)
· ~t+Re(z¯t ◦ κ
−1~n)θt
=
(
−δ∂s(∂t + δ∂s)ξ + ztt ◦ κ
−1
)
· ~t+ Uθt.
(100)
From ∂ξ = eiθ, we have
(101) ∂s(∂t + δ∂s)ξ = θt~n+ δs~t+ δθs~n.
This implies that (−∂s(∂t + δ∂s)ξ) · ~t = −δδs. On the other hand, since
ztt ◦ κ
−1 = −i−∇P and ∇P · ~t = ∂sP ,
(102)
(
zt ◦ κ
−1
)
· ~t = − sin θ + θss.
Thus (99) follows from (101) and (102).
Finally (98) follows from (99) and the identity Re
(
z¯t ◦κ
−1eiθ
)
= (I−K∗)γ2 .

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