Functional affine-isoperimetry and an inverse logarithmic Sobolev
  inequality by Artstein-Avidan, S. et al.
ar
X
iv
:1
11
0.
55
51
v1
  [
ma
th.
FA
]  
25
 O
ct 
20
11
Functional affine-isoperimetry and an inverse logarithmic
Sobolev inequality ∗
S. Artstein-Avidan†, B. Klartag‡, C. Schu¨tt and E. Werner§
Abstract
We give a functional version of the affine isoperimetric inequality for log-concave
functions which may be interpreted as an inverse form of a logarithmic Sobolev inequal-
ity inequality for entropy. A linearization of this inequality gives an inverse inequality
to the Poincare´ inequality for the Gaussian measure.
1 Introduction
There is a general approach to extend invariants of convex bodies to the corresponding
invariants of functions [1, 7, 10, 17]. We investigate here the affine surface area and the
affine isoperimetric inequality and their corresponding invariants for log-concave functions.
The affine isoperimetric inequality corresponds to an inequality that may be viewed as an
inverse logarithmic Sobolev inequality for entropy. A linearization of this inequality yields
an inverse inequality to a Poincare´ inequality.
Logarithmic Sobolev inequalities provide upper bounds for the entropy. There is a vast
amount of literature on logarithmic Sobolev inequalities and related topics, e.g. [2, 5, 6,
9, 11, 15, 21]. We quote only the sharp logarithmic Sobolev inequality for the Lebesgue
measure on Rn (see, e.g., [4])∫
supp(f)
|f |2 ln(|f |2)dx−
(∫
Rn
|f |2dx
)
ln
(∫
Rn
|f |2dx
)
≤ n
2
ln
(
2
pien
∫
Rn
‖∇f‖2dx
)
, (1)
with equality if and only if f(x) = (2pi)−(n/4) exp(−‖x − b‖2/4) for a vector b ∈ Rn. Here,
and throughout the paper, ‖ · ‖ denotes the standard Euclidean norm and 〈·, ·〉 denotes
the standard scalar product on Rn. This inequality is directly equivalent to the Gross
logarithmic Sobolev inequality [4, 9]
∫
supp(h)
|h|2 ln
(
|h|
‖h‖L2(γn)
)
dγn ≤
∫
Rn
‖∇h‖2dγn, (2)
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where γn is the normalized Gauss measure on R
n, dγn = (2pi)
−n
2 e−
‖x‖2
2 dx. Equation (2)
becomes an equality if and only if h(x) = ce〈a,x〉 with c > 0 and a ∈ Rn.
We will now integrate by parts, and rewrite the logarithmic Sobolev inequality as an
upper bound for the entropy in terms of the Laplacian of the function. The main result in
this note shall be a lower bound for entropy in terms of the Laplacian, the difference between
the two bounds being an interchange between integration and logarithm and replacement
of the arithmetric mean of the eigenvalues of the Hessian by the geometric mean.
We shall need some more notation. Let (X,µ) be a measure space and let f : X → R
be a measurable function. Denote the support of f by supp(f) = {x : f(x) 6= 0}. Then the
entropy of f , Ent(f), is defined (whenever it makes sense) by
Ent(f) =
∫
supp(f)
|f | ln(|f |)dµ− ‖f‖L1(X,µ) ln ‖f‖L1(X,µ) =
∫
supp(f)
f ln
(
|f |
‖f‖L1(X,µ)
)
dµ,
(3)
where ‖f‖L1(X,µ) = ‖f‖L1(µ) =
∫
X |f |dµ. In particular, if ‖f‖L1(X,µ) = 1,
Ent(f) =
∫
supp(f)
|f | ln(|f |)dµ.
If f is a positive function, we get in (1)
Ent(f) =
∫
Rn
f ln(f)dx−
(∫
Rn
fdx
)
ln
(∫
Rn
fdx
)
≤ n
2
ln
(
2
pien
∫
Rn
‖∇
√
f‖2dx
)
=
n
2
ln
(
1
2pien
∫
Rn
‖∇f‖2
f
dx
)
. (4)
For a sufficiently smooth function f defined on Rn, we denote the Hessian of f by ∇2 (f) =(
∂2f
∂xi∂xj
)
i,j=1,...,n
. Note that
∫
supp(f)
‖∇f‖2
f
dx =
∫
supp(f)
f
(
tr
(∇2 (− ln f)))dx. (5)
For f ≥ 0 with ∫ fdx = 1, this is the Fisher information. Equation (5) is easily verified
using integration by parts.
The logarithmic Sobolev inequality (4), together with (5), becomes
Ent(f) + ln((2pie)
n
2 ) ≤ n
2
ln
[
1
n
∫
supp(f)
f
(
tr
(∇2 (− ln f)))dx
]
. (6)
The main goal in this paper is to prove, for log-concave functions, a converse of inequality
(6). A function f : Rn → R is called log-concave if it takes the form exp(−Ψ) for a convex
function Ψ : Rn → R ∪ {∞}. We shall usually assume also that the function is upper
semi-continuous.
This converse log Sobolev inequality is stated in the following theorem. It relates en-
tropy to a new expression, which can be thought of as an affine invariant version of Fisher
information.
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The inequality is obtained by suitably applying and analysing the affine isoperimetric
inequality, which, for convex bodies K in Rn, gives an upper bound for the affine surface
area. Affine surface area measures and their related inequalities (see below for the definition
and statements) have attracted considerable attention recently e.g. [8, 12, 14, 20, 23].
Theorem 1. Let f : Rn → [0,∞) be an upper semi-continuous log-concave function which
belongs to C2(supp(f)) ∩ L1(Rn, dx) and such that f ln f and f ln det (∇2 (− ln f))) ∈
L1(supp(f), dx). Then∫
supp(f)
f ln
(
det
(∇2 (− ln f)))dx ≤ 2[Ent(f) + ‖f‖L1(dx) ln(2pie)n2
]
.
There is equality for f(x) = Ce−〈Ax,x〉, where C > 0 and A is an n × n positive-definite
matrix of determinant one.
It is important to note the affine invariant nature of Theorem 1. Both the left-hand
side and the right-hand side are invariant under volume-preserving linear transformations.
This is not the case with the logarithmic Sobolev inequality. The expression on the
right-hand side of (6) involves the arithmetric mean 1n
(
tr
(∇2 (− ln f))) of the eigen-
values of ∇2 (− ln f). The expression on the left-hand side of Theorem 1 can be writ-
ten as n ln
(
det
(∇2 (− ln f))) 1n and involves the geometric mean of the eigenvalues of
∇2 (− ln f). Thus, we get from an upper bound for the entropy to a lower bound for the
entropy by interchanging integration and logarithm and by replacing the arithmetic mean
of the eigenvalues of the Hessian by its geometric mean.
As the entropy for the Gaussian random variable g(x) = 1
(2pi)
n
2
e−
‖x‖2
2 is Ent(g) =
− ln(2pie)n2 , Theorem 1 immediately implies the following corollary.
Corollary 2. Let f : Rn → [0,∞) be a log-concave function such that f ∈ C2(Rn),
‖f‖L1(dx) = 1 and such that f ln f and f ln
(
det∇2 (− ln f)) ∈ L1(supp(f), dx). Then
∫
supp(f)
f ln
(
det
(∇2 (− ln f)))dx ≤ 2(Ent(f)− Ent(g)),
with equality for f(x) = e−pi〈Ax,x〉 for a positive-definite matrix A of determinant one.
The expression Ent(f)−Ent(g) is called the entropy gap. The linearization of Theorem 1
yields the following corollary, and alternative proof of which, together with a generalization,
is also given below in Section 4.
Corollary 3. For all functions ϕ ∈ C2(Rn) ∩ L2(Rn, γn) with ‖∇2ϕ‖HS ∈ L2(Rn, γn) we
have ∫
Rn
[
‖∇ϕ‖2 − ‖∇
2ϕ‖2HS
2
]
dγn ≤ Varγn(ϕ). (7)
Here, ‖ ‖HS denotes the Hilbert-Schmidt norm and Varγn(ϕ) =
∫
Rn
ϕ2dγn −
(∫
Rn
ϕdγn
)2
is
the variance. There is equality for all polynomials of degree 2.
3
The Poincare´ inequality for the Gauss measure is ( see [3])
∫
Rn
|f |2dγn −
(∫
Rn
fdγn
)2
≤
∫
Rn
‖∇f‖2dγn.
Hence, the inequality of Corollary 3 gives a reverse Poincare´ inequality. We shall also give
an alternative proof of Corollary 3, which generalizes to the following family of inequalities
(which we state only in the one dimensional case for simplicity)
Theorem 4. For all m and all ϕ ∈ Cm,2(R) with ∫ ϕdγ = 0, one has
∫ m−1∑
j=0
(
ϕ(2j+1)
)2
(2j + 1)!
dγ ≤
∫ m∑
j=0
(
ϕ(2j)
)2
(2j)!
dγ ≤
∫ m∑
j=0
(
ϕ(2j+1)
)2
(2j + 1)!
dγ.
Here γ = γ1 denotes the one-dimensional standard Gaussian distribution, and C
m,2(R)
means functions which are m times continuously differentiable whose respective derivatives
belong to L2.
Our results are formulated and proved for functions that are sufficiently smooth. How-
ever, they can be generalized to functions that are not necessarily satisfying any C2-
assumptions. We then need to replace the second derivatives by the generalized second
derivatives (compare e.g. [20]).
2 Affine isoperimetry for s-concave functions
Definition 5. Let s, n ∈ N. We say that f : Rn → [0,∞) is s-concave, and denote
f ∈ Concs(Rn), if f is upper semi continuous, supp(f) is a convex body (convex, compact
and with non-empty interior) and f
1
s is concave on supp(f). The class Conc
(2)
s (Rn) shall
consist of such f ∈ Concs(Rn) which are twice continuously differentiable in the interior of
their support.
Note that for every f ∈ Concs(Rn) there exists a constant C > 0 such that 0 ≤ f ≤ C.
In particular, such an f is integrable.
As in [1], we associate with a function f ∈ Concs(Rn) a the convex body Ks(f) in
R
n × Rs given by
Ks(f) :=
{
(x, y) ∈ Rn × Rs : x ∈ supp(f), ‖y‖ ≤ f 1s (x)}. (8)
A special function in the class Concs(R
n), which will play the role of the Euclidean ball in
convexity, is
gs(x) := (1− ‖x‖2)
s
2
+
where, for a ∈ R, a+ = max{a, 0}. It follows immediately from the definition that Ks(gs) =
Bn+s2 , the (n+s)-dimensional Euclidean unit ball centred at the origin. By Fubini’s theorem,
we have that for all f ∈ Concs(Rn)
voln+s (Ks(f)) = vols(B
s
2)
∫
Rn
fdx.
4
An important affine invariant quantity in convex geometric analysis is the affine surface
area which, for a convex body K ⊂ Rn with a smooth boundary is defined by
as1(K) =
∫
∂K
κK(x)
1
n+1 dµK(x). (9)
Here, κ(x) = κK(x) is the generalized Gaussian curvature at the point x in ∂K, the bound-
ary of K, and µ = µK is the surface area measure on the boundary ∂K. See e.g. [13, 16, 19]
for extensions of the definition of affine surface area to an arbitrary convex body in Rn. For
a function f ∈ Concs(Rn), we define
as
(s)
1 (f) = as1 (Ks(f)) . (10)
Our first goal is to give a precise formula for as
(s)
1 (f) in terms of derivatives of the function
f . This is done in the next proposition. There, for x, y > 0,
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt
is the Beta function.
Proposition 6. Let s ∈ N and f ∈ Conc(2)s (Rn). Then
as
(s)
1 (f) = cs
∫
supp(f)
∣∣∣det(∇2f 1s)∣∣∣ 1n+s+1 f (s−1)(n+s)s(n+s+1) dx.
Here, cs = (s− 1)voln−1(Bs−12 )B
(
s−1
2 ,
1
2
)
if s 6= 1 and c1 = 2.
In order to derive the formula for as
(s)
1 (f), we have to compute the affine surface area of
the body Ks(f). To this end, we compute the curvature of this body, which is circular in s
directions, and is behaving like f1/s in the other directions. We make use of the following
well known lemma.
Lemma 7. ([22], p. 93, exercise 12.13) Let h : Rn → [0,+∞) be twice continuously
differentiable. Let x = (t, h(t)) ∈ Rn × R be a point on the graph of h. Then, with the
appropriate orientation, the Gauss curvature κ at x is
κ(x) =
det(∇2h)
(1 + ‖∇h‖2)n+22
.
We shall apply Lemma 7 to the boundary of a convex body K. We consider only the
orientation that gives nonnegative curvature. Thus, for a point x ∈ ∂K whose boundary is
described locally by the convex function h we can use the formula
κ(x) =
∣∣∣∣∣ det
(∇2h)
(1 + ‖∇h‖2)n+22
∣∣∣∣∣ . (11)
We shall denote by NK(x) the outer unit normal vector to ∂K at x ∈ ∂K.
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Lemma 8. Let f ∈ Conc(2)s (Rn). Then for all x = (x1, . . . , xn+s) ∈ ∂Ks(f) with (x1 . . . , xn) ∈
int(supp(f)),
(i) NKs(f)(x) =
(
f
1
s∇f
1
s ,−xn+1,...,−xn+s
)
f
1
s
(
1+‖∇f
1
s ‖2
) 1
2
,
(ii) κKs(f)(x) =
∣∣∣∣∣∣
det
(
∇2 f
1
s
)
f
s−1
s
(
1+‖∇f
1
s ‖2
)n+s+1
2
∣∣∣∣∣∣ .
Here, f is evaluated at (x1, . . . , xn) ∈ Rn.
Proof of Lemma 8. If s = 1, (i) of the lemma follows immediately from elementary calculus
and (ii) from Lemma 7.
Therefore, we can assume that s ≥ 2. Since, by equation (8), the boundary of Ks(f)
is given by {(x, y) ∈ Rn × Rs : ‖y‖ = f1/s(x)}, the boundary of Ks(f) is the union of the
graphs of the two mappings
(x1, . . . , xn, xn+1, . . . , xn+s−1)→ (x1, . . . , xn, xn+1, . . . , xn+s−1,±xn+s),
where, with x = (x1, . . . , xn),
xn+s =
(
f
2
s (x)−
n+s−1∑
i=n+1
x2i
)1
2
. (12)
Because of symmetry, it is enough to consider only the “positive” part of ∂Ks(f), in which
the last coordinate is non-negative. We will show that the outer normal and the curvature
exist for (x, y) with x ∈ supp(f) and ‖y‖ = f(x) 1s (they may not exist for x ∈ ∂ (supp(f))).
Letting g = f1/s we have
xn+s =
√√√√g(x1, . . . , xn)2 − n+s−1∑
i=n+1
x2i .
As f
1
s is everywhere differentiable on its support, we have for i with 1 ≤ i ≤ n and, provided
s ≥ 2, for j with n+ 1 ≤ j ≤ n+ s− 1,
∂xn+s
∂xi
=
g ∂g∂xi√
g2 −∑n+s−1i=n+1 x2i =
g ∂g∂xi
xn+s
and
∂xn+s
∂xj
= − xj√
g2 −∑n+s−1i=n+1 x2i = −
xj
xn+s
.(13)
(i) Therefore we get for almost all z ∈ ∂Ks(f) with (12) and (13)
NKs(f)(z) =
(∇xn+s,−1)
(1 + ‖∇xn+s‖2)
1
2
=
(
f
1
s∇f 1s ,−xn+1, . . . ,−xn+s
)
f
1
s
(
1 + ‖∇f 1s ‖2
) 1
2
.
(ii) We have for all i with 1 ≤ i ≤ n,
∂2xn+s
∂x2i
=
g ∂
2g
∂x2i
+ ( ∂g∂xi )
2
xn+s
− g
2( ∂g∂xi )
2
x3n+s
=
g ∂
2g
∂x2i
xn+s
− (
∂g
∂xi
)2
∑n+s−1
j=n+1 x
2
j
x3n+s
.
6
For i 6= j with 1 ≤ i, j ≤ n,
∂2xn+s
∂xi∂xj
=
g ∂
2g
∂xi∂xj
+ ∂g∂xi
∂g
∂xj
xn+s
−
g2 ∂g∂xi
∂g
∂xj
x3n+s
=
g ∂
2g
∂xi∂xj
xn+s
−
∂g
∂xi
∂g
∂xj
∑n+s−1
j=n+1 x
2
j
x3n+s
.
For 1 ≤ i ≤ n and n+ 1 ≤ j ≤ n+ s− 1
∂2xn+s
∂xi∂xj
= −xjg
∂g
∂xi
x3n+s
.
For n+ 1 ≤ i ≤ n+ s− 1,
∂2xn+s
∂x2i
= − 1
xn+s
− x
2
i
x3n+s
= −x
2
n+s + x
2
i
x3n+s
.
For i and j with n+ 1 ≤ i, j ≤ n+ s− 1 and j 6= i,
∂2xn+s
∂xi∂xj
= − xixj
x3n+s
.
We compute now the determinant of the following [n+ (s− 1)]× [n+ (s− 1)] matrix

g ∂
2g
∂x2
1
xn+s
− (
∂g
∂x1
)2
∑n+s−1
j=n+1 x
2
j
x3n+s
. . .
g ∂
2g
∂x1∂xn
xn+s
−
∂g
∂x1
∂g
∂xn
∑n+s−1
j=n+1 x
2
j
x3n+s
−xn+1g
∂g
∂x1
x3n+s
. . . −xn+s−1g
∂g
∂x1
x3n+s
...
...
...
...
g ∂
2g
∂xn∂x1
xn+s
−
∂g
∂xn
∂g
∂x1
∑n+s−1
j=n+1 x
2
j
x3n+s
· · ·
g ∂
2g
∂x2n
xn+s
− (
∂g
∂xn
)2
∑n+s−1
j=n+1 x
2
j
x3n+s
−xn+1g
∂g
∂xn
x3n+s
· · · −xn+s−1g
∂g
∂xn
x3n+s
−xn+1g
∂g
∂x1
x3n+s
· · · −xn+1g
∂g
∂xn
x3n+s
−x
2
n+s+x
2
n+1
x3n+s
· · · −xn+s−1xn+1
x3n+s
...
...
...
...
−xn+s−1g
∂g
∂x1
x3n+s
· · · −xn+s−1g
∂g
∂xn
x3n+s
−xn+s−1xn+1
x3n+s
· · · −x
2
n+s+x
2
n+s−1
x3n+s


For fixed i, 1 ≤ i ≤ n we multiply each of the rows n+ 1 ≤ j ≤ n+ s− 1 by
xj
g
∂g
∂xi
and add them up. We obtain the vector(
−
∂g
∂xi
∂g
∂x1
∑n+s−1
j=n+1 x
2
j
x3n+s
, . . . ,−
∂g
∂xi
∂g
∂xn
∑n+s−1
j=n+1 x
2
j
x3n+s
,−xn+1g
∂g
∂xi
x3n+s
, . . . ,−xn+s−1g
∂g
∂xi
x3n+s
)
and subtract it from the i-th row. The determinant does not change and we obtain

g ∂
2g
∂x2
1
xn+s
· · · g
∂2g
∂x1∂xn
xn+s
0 · · · 0
...
...
...
...
g ∂
2g
∂xn∂x1
xn+s
· · ·
g ∂
2g
∂x2n
xn+s
0 · · · 0
−xn+1g
∂g
∂x1
x3n+s
· · · −xn+1g
∂g
∂xn
x3n+s
−x
2
n+s+x
2
n+1
x3n+s
· · · −xn+s−1xn+1
x3n+s
...
...
...
...
−xn+s−1g
∂g
∂x1
x3n+s
· · · −xn+s−1g
∂g
∂xn
x3n+s
−xn+s−1xn+1
x3n+s
· · · −x
2
n+s+x
2
n+s−1
x3n+s


.
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The determinant of this matrix equals, up to a sign, to
gn
x
n+3(s−1)
n+s
det


∂2g
∂x21
. . . ∂
2g
∂x1∂xn
. . .
...
∂2g
∂x1∂xn
. . . ∂
2g
∂x2n

det


x2n+s + x
2
n+1 . . . xn+s−1xn+1
...
...
xn+s−1xn+1 . . . x
2
n+s + x
2
n+s−1

 (14)
It is left to evaluate the second determinant. To that end we use a well-known matrix
determinant formula: For any dimension m and y ∈ Rm,
det(Id+ y ⊗ y) = 1 + ‖y‖2 (15)
where y ⊗ y is the matrix whose (yiyj)i,j=1,...,n. Consequently, for the second determinant
in (14) we have
det


x2n+s + x
2
n+1 . . . xn+s−1xn+1
...
...
xn+s−1xn+1 . . . x
2
n+s + x
2
n+s−1

 =
(
n+s∑
i=n+1
x2i
x2n+s
)
x2sn+s = g
2x
2(s−2)
n+s .
Therefore we get for the expression (14)
gn+2
xn+s+1n+s
det


∂2g
∂x21
. . . ∂
2g
∂x1∂xn
...
...
∂2g
∂x1∂xn
. . . ∂
2g
∂x2n

 .
Moreover
1 +
n+s−1∑
i=1
∣∣∣∣∂xn+s∂xi
∣∣∣∣
2
= 1 +
n∑
i=1
∣∣∣∣∣ g
∂g
∂xi
xn+s
∣∣∣∣∣
2
+
n+s−1∑
i=n+1
∣∣∣∣ xixn+s
∣∣∣∣
2
=
n∑
i=1
∣∣∣∣∣ g
∂g
∂xi
xn+s
∣∣∣∣∣
2
+
∣∣∣∣ gxn+s
∣∣∣∣
2
=
∣∣∣∣ gxn+s
∣∣∣∣
2
(
1 +
n∑
i=1
∣∣∣∣ ∂g∂xi
∣∣∣∣
2
)
.
Therefore, we get by (11) for the curvature
κ(z) =
gn+2
xn+s+1n+s
det


∂2g
∂x21
. . . ∂
2g
∂x1∂xn
...
...
∂2g
∂x1∂xn
· · · ∂2g
∂x2n


(∣∣∣ gxn+2
∣∣∣2(1 +∑ni=1 ∣∣∣ ∂g∂xi
∣∣∣2))
n+s+1
2
=
det


∂2g
∂x21
. . . ∂
2g
∂x1∂xn
...
...
∂2g
∂x1∂xn
. . . ∂
2g
∂x2n


gs−1
(
1 +
∑n
i=1
∣∣∣ ∂g∂xi
∣∣∣2)
n+s+1
2
=
det
(
∇2 f 1s
)
f
s−1
s
(
1 + ‖∇f 1s ‖2
)n+s+1
2
.
This completes the proof of Lemma 8.
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Proof of Proposition 6. Denote by ∂˜Ks(f) the collection of all points (x1, . . . , xn+s) ∈ ∂Ks(f)
such that (x1, . . . , xn) ∈ int(supp(f)). Since there is no contribution to the integral of
as1 (Ks(f)) from ∂Ks(f)\ ∂˜Ks(f) (since the Gauss curvature vanishes on the part with full
dimension, if exists) clearly
as
(s)
1 (f) = as1 (Ks(f)) =
∫
∂Ks(f)
κ
1
n+s+1
Ks(f)
dµKs(f) =
∫
∂˜Ks(f)
κ
1
n+s+1
Ks(f)
dµKs(f).
By Lemma 8
as
(s)
1 (f) =
∫
∂˜Ks(f)
(
det
(
∇2(f 1s )
)) 1
n+s+1
(
1 + ‖∇f 1s ‖
) 1
2
f
− s−1
s(n+s+1) dµKs(f)
= 2
∫
Rn+s−1
f
1
s

det
(
∇2(f 1s )
)
f
s−1
s


1
n+s+1
dx1 . . . dxn+s−1
|xn+s| (16)
where f is evaluated, of course, at (x1, . . . , xn). The last equality follows as the boundary
of Ks(f) consists of two, “positive” and “negative”, parts. For s = 1, we get
2
∫
Rn
(
det
(∇2f)) 1n+2 dx1 . . . dxn,
hence c1 = 2. For s > 1,
∫
Rs−1
dxn+1 . . . dxn+s−1
|xn+s| =
∫
Rs−1
f−
1
s
(
1−
n+s−1∑
i=n+1
(
xi
f
1
s
)2)− 1
2
dxn+1 . . . dxn+s−1
=
∫
∑n+s−1
i=n+1 y
2
i≤1
f
s−1
s
f
1
s
(
1−
n+s−1∑
i=n+1
y2i
)− 1
2
dyn+1 . . . dyn+s−1
=
f
s−1
s
f
1
s
(s− 1)vols−1
(
Bs−12
) ∫ 1
0
rs−2dr
(1− r2) 12
=
f
s−1
s
f
1
s
(s− 1)vols−1
(
Bs−12
) 1
2
B
(
s− 1
2
,
1
2
)
.
Thus (16) becomes
as
(s)
1 (f) = (s− 1)vols−1
(
Bs−12
)
B
(
s− 1
2
,
1
2
) ∫
Rn
f
s−1
s

det
(
Hess(f
1
s )
)
f
s−1
s


1
n+s+1
dx,
and the proof of Proposition 6 is complete.
With the formula for as
(s)
1 (f) in hand, we may use the affine isoperimetric inequality
for convex bodies to obtain the following corollary.
9
Corollary 9. For all s ∈ N and for all f ∈ Conc(2)s (Rn) we have
∫
supp(f)
∣∣∣det(∇2f 1s)∣∣∣ 1n+s+1 f s−1s ( n+sn+s+1) dx ≤ d(n, s)
(∫
supp(f)
fdx
)n+s−1
n+s+1
,
where
d(n, s) = pi
n
n+s+1
(
n+ s
s
)n+s−1
n+s+1
(
Γ( s2)
Γ(n+s2 )
) 2
n+s+1
.
Equality holds if and only if f = (a+ 〈b, x〉 − 〈Ax, x〉)s/2+ for a ∈ R, b ∈ Rn and a positive-
definite matrix A.
Proof of Corollary 9. The affine isoperimetric inequality for convex bodies K in Rn (see,
e.g., [18]) says that
as1(K)
as1(B
n
2 )
≤
(
voln (K)
voln (B
n
2 )
)n−1
n+1
, (17)
with equality if and only if K is an ellipsoid. We apply (17) to Ks(f) ⊂ Rn+s and get
as
(s)
1 (f)
as
(s)
1 (gs)
=
as1 (Ks(f))
as1 (Ks(gs))
=
cs
as1
(
Bn+s2
) ∫
supp(f)
(
det
( ∂2f 1s
∂xi∂xj
)
i,j=1,...,n
) 1
n+s+1
f
(s−1)(n+s)
s(n+s+1) dx
≤
(
vols (B
s
2)
∫
supp(f) fdx
voln+s
(
Bn+s2
)
)n+s−1
n+s+1
,
with equality if and only if f(x) = (a+ 〈b, x〉 − 〈Ax, x〉)s/2+ for a ∈ R, b ∈ Rn and a positive-
definite matrix A. This is rewritten as
∫
supp(f)
(
det
(
∇2(f 1s )
)) 1
n+s+1
f
(s−1)(n+s)
s(n+s+1) dx ≤ d(n, s)
(∫
supp(f)
fdx
)n+s−1
n+s+1
,
where
d(n, s) =
(n+ s) voln+s
(
Bn+s2
)
cs
(
vols (B
s
2)
voln+s
(
Bn+s2
)
)n+s−1
n+s+1
= pi
n
n+s+1
(
n+ s
s
)n+s−1
n+s+1
(
Γ( s2)
Γ(n+s2 )
) 2
n+s+1
.
It follows immediately from the definition and from Proposition 6, that as
(s)
1 (f) is affine
invariant and that it is a valuation:
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Corollary 10. Let s ∈ N and let f ∈ Concs(Rn) ∩ C2 (supp(f)).
(i) For all linear maps A : Rn → Rn with detA 6= 0, and for all λ ∈ R, we have
as
(s)
1 ((λf) ◦A) =
λ
n+s−1
n+s+1
|detA| as
(s)
1 (f).
In particular, if |detA| = 1,
as
(s)
1 (f ◦A) = as(s)1 (f).
(ii) as
(s)
1 is a “valuation”: If max(f1, f2) is s-concave, then
as
(s)
1 (f1) + as
(s)
1 (f2) = as
(s)
1 (max(f1, f2)) + as
(s)
1 (min(f1, f2))
Proof of Corollary 10. (i) By Proposition 6,
as
(s)
1 ((λf) ◦A)
= cs
∫
supp(f◦A)
∣∣∣det(∇2 ((λf) ◦A) 1s)∣∣∣ 1n+s+1 λ (s−1)(n+s)s(n+s+1) f(Ax) (s−1)(n+s)s(n+s+1) dx
= cs
λ
n+s−1
n+s+1
|detA|
∫
supp(f)
∣∣∣det(∇2(f 1s ))∣∣∣ 1n+s+1 f (s−1)(n+s)s(n+s+1) dy
=
λ
n+s−1
n+s+1
|detA| as
(s)
1 (f).
(ii) By (10) and since the affine surface area for convex bodies is a valuation [?],
as
(s)
1 (f1) + as
(s)
1 (f2) = as1 (Ks(f1)) + as1 (Ks(f2))
= as1 (Ks(f1) ∪Ks(f2)) + as1 (Ks(f1) ∩Ks(f2))
= as
(s)
1 (max(f1, f2)) + as
(s)
1 (min(f1, f2)),
provided that Ks(f1) ∪Ks(f2) is convex.
3 log-concave functions
We would like to obtain an inequality corresponding to the one of Corollary 9 not only
for s-concave functions but, more generally, for log-concave functions on Rn, which are the
natural functional extension of convex bodies. The union of all classes of s concave functions
over all s is dense within log-concave functions in many natural topologies.
Note that if a function f is s0-concave for some s0, then it is s-concave for all s ≥
s0. Therefore, by Corollary 9, we get that for any s0 ∈ N and any f ∈ Concs0(Rn) ∩
C2 (supp(f))we have for all s ≥ s0
∫
supp(f)
f
(s−1)(n+s)
s(n+s+1)
∣∣∣det(∇2(f 1s ))∣∣∣ 1n+s+1 dx ≤ d(n, s)
(∫
supp(f)
fdx
)n+s−1
n+s+1
.
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Taking the limit as s → ∞ one sees that the limit on both sides is simply ∫supp(f) fdx,
so that one does not get an interesting inequality. However, we may take the derivative at
s = +∞ as in [10] (the details are given in the proof below), and doing so, we obtain the
inequality of Theorem 1.
Before we present the proof of Theorem 1, we give an example in which both sides are
computable. The computation is straightforward and left for the interested reader.
Example 11. Let p > 1 and f : Rn → R be given by f(x) = e−
∑n
i=1 |xi|
p
. Then∫
Rn
f ln
(
det
(∇2 (− ln f)))dx = n (2
p
Γ
(
1
p
))n(
ln
(
p(p− 1)) + (p− 2) Γ′(1p)
Γ(1p)
)
and
2
[
Ent(f) + ‖f‖L1(dx) ln(2pie)
n
2
]
= n
(
2
p
Γ
(
1
p
))n(
ln
(
pie
2Γ(1 + 1p)
2
)
− 2
p
)
.
Both expressions are equal when p = 2.
Proof of Theorem 1: One is given a function f which is log-concave and C2-smooth in the
interior of its support. In order to apply Corollary 9, we modify f slightly as follows: For
ε > 0, set
fε(x) = f(x) exp(−ε‖x‖2)χ{f≥ε}(x) (x ∈ Rn).
By a standard compactness argument, every log-concave function with compact support is
s0-concave for some s0. Hence there exists s0 > 0 such that fε is s-concave for all s ≥ s0
and thus (18) holds for fε and any s ≥ s0. We expand the left hand side and the right hand
side of the inequality in Corollary 9 in terms of 1s . We have
∂2f
1
s
ε
∂xi∂xj
=
1
s
∂
∂xj
(
f
1
s
−1
ε
∂fε
∂xi
)
=
f
1
s
−2
ε
s
(
fε
∂2fε
∂xi∂xj
− ∂fε
∂xj
∂fε
∂xi
+
1
s
∂fε
∂xj
∂fε
∂xi
)
Thus
∇2(f1/sε ) =
f
1
s
ε
s
(
fε∇2(fε)−∇fε ⊗∇fε + 1s∇fε ⊗∇fε
f2ε
)
=
f
1
s
ε
s
(
∇2 (ln fε) + 1
s
∇fε ⊗∇fε
f2ε
)
and hence
det

− ∂2f
1
s
ε
∂xi∂xj


i,j=1,...,n
=
f
n
s
ε
sn
det
(
−
(
∇2 (ln fε) + 1
s
∇fε ⊗∇fε
f2ε
))
.
Thus the inequality of Corollary 9 is equivalent to∫
supp(fε)
∣∣∣∣det
(
−
(
∇2 (ln fε) + 1
s
∇fε ⊗∇fε
f2ε
))∣∣∣∣
1
n+s+1
f
n+s−1
n+s+1
ε dx
≤ d(n, s) s nn+s+1
(∫
supp(fε)
fεdx
)n+s−1
n+s+1
. (18)
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Applying again the formula for the determinant of a rank-one perturbation of a matrix, we
have
det
(
−
(
∇2 (ln fε) + 1
s
∇fε ⊗∇fε
f2ε
))
= det
(−∇2 (ln fε)) [1 + s−2f−2ε 〈(∇2 ln fε)−1∇fε,∇fε〉]
= det
(−∇2 (ln fε))+ s−2αε(x), (19)
where, for a fixed ε, the function αε(x) is defined by (19) and is clearly bounded on the
interior of the support of fε. We write, for the left hand side of (18),
f
n+s−1
n+s+1
ε = fε
(
f−2ε
) 1
n+s+1
and on the right hand side
(∫
supp(fε)
fεdx
)n+s−1
n+s+1
=
(∫
supp(fε)
fεdx
)(∫
supp(fε)
fεdx
) −2
n+s+1
.
Moreover,
d(n, s) s
n
n+s+1 = (spi)
n
n+s+1
(
n+ s
s
)n+s−1
n+s+1
(
Γ( s2)
Γ(n+s2 )
) 2
n+s+1
≤ (2pie) nn+s+1
(
1 +
1
3s
) 2
n+s+1
,
where we have used that for x→∞,
Γ(x) =
√
2pi xx−
1
2 e−x
[
1 +
1
12x
+
1
288x2
± o(x−2)
]
,
and we make the legitimate assumption that s is sufficiently large. Thus, together with
(19), it follows from (18) that∫
supp(fε)
fε
∣∣f−2ε (det (−∇2 (ln fε))+ s−2αε(x))∣∣ 1n+s+1 dx
≤
(∫
supp(fε)
fεdx
)
(1 + 1
3s
)2
(2pie)n
(∫
supp(fε)
fεdx
)−2
1
n+s+1
. (20)
We estimate the left hand side of (20) from below by∫
supp(fε)
fε
∣∣f−2ε (det (− (∇2 ln fε))+ s−2αε(x))∣∣ 1n+s+1 dx
=
∫
supp(fε)
fε exp
(
1
n+ s+ 1
ln
∣∣∣∣f−2ε
(
det
(− (∇2(ln fε))+ s−2αε(x)
)∣∣∣∣
)
dx
≥
∫
supp(fε)
fε
(
1 +
1
n+ s+ 1
ln
∣∣∣∣f−2ε
(
det
(− (∇2 ln fε))+ s−2αε(x)
)∣∣∣∣
)
dx.
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We write the right hand side of (20)
(∫
supp(fε)
fεdx
)
(1 + 1
3s
)2
(2pie)n
(∫
supp(fε)
fεdx
)−2
1
n+s+1
=
(∫
supp(fε)
fεdx
)
∞∑
j=0
1
j!(n + s+ 1)j

ln


(
1 + 13s
)2
(2pie)n(∫
supp(fε) fεdx
)2




j
.
Therefore we get the following inequality∫
supp(fε)
fε
(
1 +
1
n+ s+ 1
ln
∣∣∣∣f−2ε
(
det
(− (∇2 ln fε))+ s−2αε(x)
)∣∣∣∣
)
dx
≤
(∫
supp(fε)
fεdx
)
∞∑
j=0
1
j!(n + s+ 1)j

ln


(
1 + 13s
)2
(2pie)n(∫
supp(fε) fεdx
)2




j
. (21)
We subtract the first order term
∫
supp(fε) fεdx from both side, multiply by n + s + 1 and
take the limit as s→∞. We get
lim inf
s→∞
∫
supp(fε)
fε
(
ln
∣∣∣∣f−2ε
(
det
(− (∇2 ln fε))+ s−2αε(x)
)∣∣∣∣
)
dx
≤ lim sup
s→∞
∫
supp(fε)
fε
(
ln
∣∣∣∣f−2ε
(
det
(− (∇2 ln fε))+ s−2αε(x)
)∣∣∣∣
)
dx
≤
(∫
supp(fε)
fεdx
)
lim sup
s→∞
∞∑
j=1
1
j!(n + s+ 1)j−1

ln


(
1 + 13s
)2
(2pie)n(∫
supp(fε) fεdx
)2




j
=
(∫
supp(fε)
fεdx
)
ln

 (2pie)n(∫
supp(fε) fεdx
)2

 .
In the interior of the support of fε, the Hessian of ∇2(ln fε) is greater than εId, hence
we can apply Fatou’s lemma on the left hand side to get∫
supp(fε)
lim inf
s→∞
fε
(
ln
∣∣∣∣f−2ε
(
det
(
− (∇2 (ln fε))i,j=1,...,n
)
+ s−2αε(x)
)∣∣∣∣
)
dx
≤
(∫
supp(fε)
fεdx
)
ln

 (2pie)n(∫
supp(fε) fεdx
)2

 ,
which simplifies to∫
supp(fε)
fε
(
ln
(
det
(− (∇2 ln fε))
))
dx
≤
(∫
supp(fε)
fεdx
)
ln

 (2pie)n(∫
supp(fε) fεdx
)2

+ 2∫
supp(fε)
fε ln fεdx. (22)
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Now we pass to the limit ε→ 0 on both sides of (22). We deal with each of the three terms
separately. For the first term, since − ln fε = − ln f + ε‖ · ‖2/2, we have∫
{f≥ε}
fε
(
ln
(
det
(−∇2(ln f) + εId))dx ≥ ∫
{f≥ε}
fε
(
ln
(
det
(−∇2 ln f))dx.
Since the integral f ln(det(∇2 ln f)) is assumed to belong to L1 and fε increases monotonously
to f as ε→ 0, the integrand is bounded by f
∣∣ln(det(∇2 ln f))∣∣ and by the dominated con-
vergence theorem
lim
ε→0
∫
{f≥ε}
fε
(
ln
(
det
(−∇2 ln f))dx = ∫
suppf
f
(
ln
(
det
(−∇2 ln f))dx.
Similarly, monotone convergence theorem ensures that
lim
ε→0
(∫
supp(fε)
fεdx
)
ln

 (2pie)n(∫
supp(fε) fεdx
)2

 =
(∫
supp(f)
fdx
)
ln

 (2pie)n(∫
supp(f) fdx
)2

 .
We are left with showing that for the entropy function
lim
ε→0
∫
fε ln fε =
∫
f ln f.
This is straightforward from the definition of fε and the assumptions on f , as
fε ln fε =
(
e−ε‖x‖
2/2f ln f + εfe−ε‖x‖
2/2‖x‖2/2
)
χ{f≥ε}.
For the first term, apply again the dominated convergence theorem, and the second term
disappears since the second moment of fε is bounded uniformly by the second moment of
f . We end up with∫
supp(f)
f
(
ln
(
det
(− (∇2 ln f))))dx
≤
(∫
supp(f)
f
)
ln

 (2pie)n(∫
supp(f) fdx
)2

+ 2∫
supp(f)
f ln f. (23)
This completes the proof of the main inequality. The equality case is easily verified, and in
particular follows from the affine invariance together with the computation in Example 11.
4 Linearization
In this section we prove Corollary 3, be means of linearization of our main inequality
around its equality case. for convenience, we rewrite the inequality of Theorem 1 in terms
of a convex function ψ : Rn → R such that f = e−ψ. We get∫
Rn
e−ψ ln(det(∇2(ψ)))dx ≤
2
{
−
∫
Rn
e−ψψdx−
(∫
Rn
e−ψdx
)
ln
(∫
Rn
e−ψdx
)
+
(∫
Rn
e−ψdx
)
ln(2pie)
n
2
}
. (24)
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Note that the support of f is Rn. We then linearize around the equality case ψ(x) = ‖x‖2/2.
Proof of Corollary 3. We first prove the corollary for functions with bounded support.
Thus, let ϕ be a twice continuously differentiable function with bounded support and let
ψ(x) = ‖x‖2/2 + εϕ(x). Note that for sufficiently small ε the function ψ is convex. There-
fore we can plug ψ into inequality (24) and develop in powers of ε. We evaluate first the
left hand expression of (24). Since ∇2(ψ) = I + εϕ, we obtain for the left hand side∫
Rn
e−‖x‖
2/2−εϕ ln(det(I + ε∇2ϕ))dx.
By Taylor’s theorem this equals∫
Rn
e−‖x‖
2/2
(
1− εϕ+ ε
2
2
ϕ2
)
· ln(det(I + ε∇2ϕ))dx +O(ε3).
For a matrix A = (ai,j)i,j=1,...,n, let D(A) =
∑n
i=1
∑n
j 6=i[ai,iaj,j − a2i,j]. Note that each 2× 2
minor is counted twice. Then
det(I + ε∇2ϕ) = 1 + ε△ϕ+ ε
2
2
D(∇2ϕ) +O(ε3)
where △ϕ = tr(∇2ϕ) is the Laplacian of ϕ. Therefore the left hand side equals∫
Rn
e−‖x‖
2/2
(
1− εϕ + ε
2
2
ϕ2
)
·
(
ε△ϕ+ ε
2
2
D(∇2ϕ)− ε
2
2
(△ϕ)2
)
dx+O(ε3)
= ε
∫
Rn
e−‖x‖
2/2△ϕdx+ ε2
∫
Rn
e−‖x‖
2/2
[
−ϕ△ϕ+ D(∇
2ϕ)− (△ϕ)2
2
]
dx+O(ε3)
= ε
∫
Rn
(‖x‖2 − n) e−‖x‖2/2ϕ+ ε2 ∫
Rn
e−‖x‖
2/2
[
−ϕ△ϕ− ‖∇
2ϕ‖22
2
]
+O(ε3).
The last equation follows by twice integration by parts.
Now we evaluate the right hand side expression. First consider∫
Rn
e−ψdx =
∫
Rn
e−‖x‖
2/2dx− ε
∫
Rn
e−‖x‖
2/2ϕdx+ ε2
∫
Rn
e−‖x‖
2/2ϕ
2
2
dx+O(ε3).
Next,
−
∫
Rn
e−ψψdx = −
∫
Rn
e−‖x‖
2/2
(
1− εϕ+ ε2ϕ
2
2
)
·
(‖x‖2
2
+ εϕdx
)
+O(ε3)
= −
∫
Rn
e−‖x‖
2/2 ‖x‖2
2
+ ε
(∫
Rn
ϕe−‖x‖
2/2
(‖x‖2
2
− 1
)
dx
)
+ε2
(∫
Rn
ϕ2e−‖x‖
2/2
(
1− ‖x‖
2
4
)
dx
)
+O(ε3)
To treat
(∫
Rn
e−ψdx
)
ln
(∫
Rn
e−ψdx
)
, we consider the function g(y) = y ln y, which we will
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apply to
∫
e−‖x‖
2/2−εϕ. We obtain∫
Rn
e−‖x‖
2/2−εϕdx ln
(∫
Rn
e−‖x‖
2/2−εϕdx
)
=
n
2
(2pi)n/2 ln(2pi) + ε
(
−
(n
2
ln(2pi) + 1
) ∫
Rn
e−‖x‖
2/2ϕdx
)
+ε2
((n
2
ln(2pi) + 1
) ∫
Rn
e−‖x‖
2/2ϕ
2
2
dx+
1
2(2pi)n/2
(∫
Rn
e−‖x‖
2/2ϕdx
)2)
+O(ε3)
Altogether, the right hand side equals
2
{∫
Rn
e−‖x‖
2/2−εϕ(−‖x‖2/2− εϕ)dx−
(∫
Rn
e−‖x‖
2/2−εϕdx
)
ln
(∫
Rn
e−‖x‖
2/2−εϕdx
)}
+
(∫
Rn
e−‖x‖
2/2−εϕdx
)
n ln(2pie)
= −
∫
Rn
e−‖x‖
2/2‖x‖2dx− n(2pi)n/2 ln(2pi) + n ln(2pie)
∫
Rn
e−‖x‖
2/2dx
+ε
{
2
(∫
Rn
ϕe−‖x‖
2/2(
‖x‖2
2
− 1)dx
)
− 2
(
−(n
2
ln(2pi) + 1)
∫
Rn
e−‖x‖
2/2ϕdx
)
−n ln(2pie)
∫
e−‖x‖
2/2ϕ
}
+ε2
{∫
Rn
ϕ2e−‖x‖
2/2(1 +
n
2
− 1
2
‖x‖2)dx− 1
(2pi)n/2
(∫
Rn
e−‖x‖
2/2ϕdx
)2}
+O(ε3).
Since ∫
Rn
e−‖x‖
2/2dx = (2pi)n/2 and
∫
Rn
‖x‖2e−‖x‖2/2dx = n(2pi)n/2,
we get for the zeroth order term,
−
∫
Rn
e−‖x‖
2/2‖x‖2dx− n(2pi)n/2 ln(2pi) + n ln(2pie)
∫
Rn
e−‖x‖
2/2dx
= −n(2pi)n/2 − n(2pi)n/2 ln(2pi) + n ln(2pie)(2pi)n/2 = 0.
Therefore, we get for the right hand side
ε
∫
Rn
ϕe−‖x‖
2/2(‖x‖2 − n)dx
+ε2
{∫
Rn
ϕ2e−‖x‖
2/2
(
n+ 2− ‖x‖2
2
)
dx− 1
(2pi)n/2
(∫
Rn
e−‖x‖
2/2ϕdx
)2}
+O(ε3).
The coefficients of ε on the left and right hand side are the same and we disacrd them. We
divide both sides by ε2 and take the limit for ε→ 0. Then∫
Rn
e−‖x‖
2/2
[
−ϕ△ϕ− ‖∇
2ϕ‖22
2
]
dx
≤
∫
Rn
ϕ2e−‖x‖
2/2(
n+ 2− ‖x‖2
2
)dx− 1
(2pi)n/2
(∫
Rn
e−‖x‖
2/2ϕdx
)2
.
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If we want the right hand side to include the variance, we may write the inequality as follows∫
Rn
e−‖x‖
2/2
[
−ϕ△ϕ− ‖∇
2ϕ‖22
2
]
dx
≤
∫
Rn
ϕ2e−‖x‖
2/2
(
n− |x|2
2
)
dx+ (2pi)n/2
[∫
Rn
ϕ2dγn −
(∫
Rn
ϕdγn
)2]
(25)
Now we integrate on the right by parts twice, noting that (n−‖x‖2)e−‖x‖2/2 = △(e−‖x‖2/2),
so that the first term on the right hand side is∫
Rn
e−‖x‖
2/2ϕ2(
n− ‖x‖2
2
)dx = −1
2
∫
Rn
e−‖x‖
2/2△(ϕ2)dx
= −
∫
Rn
e−‖x‖
2/2(ϕ△ϕ+ ‖∇ϕ‖2)dx.
We put that in (25) and one gets∫
Rn
e−|x|
2/2
[
‖∇ϕ‖2 − ‖∇
2ϕ‖2HS
2
]
dx ≤ (2pi)n/2
[∫
Rn
ϕ2dγn −
(∫
Rn
ϕdγn
)2]
,
which we can rewrite as∫
Rn
‖∇ϕ‖2 − ‖∇
2ϕ‖22
2
dγn ≤
∫
Rn
ϕ2dγn −
(∫
Rn
ϕdγn
)2
.
Thus we have shown that the inequality holds for all twice continuously differentiable func-
tions ϕ with bounded support. One may extend it to all twice continuously differentiable
functions ϕ ∈ L2(Rn, γn) with ‖∇2ϕ‖HS ∈ L2(Rn, γn) by a standard approximation argu-
ment, as follows.
Let χk be a twice continuously differentiable function bounded between zero and one
such that χn(x) = 1 for all ‖x‖ ≤ k and χn(x) = 0 for all ‖x‖ > k + 1. Then, for all k ∈ N∫
Rn
[
‖∇(ϕ ◦ χk)‖2 −
‖∇2ϕ‖2HS
2
]
dγn ≤
∫
R
(ϕ ◦ χk)2dγ −
(∫
Rn
(ϕ ◦ χk)dγn
)2
,
or, equivalently,∫
Rn
‖∇(ϕ ◦ χk)‖2dγ +
(∫
(ϕ ◦ χk)dγn
)2
≤
∫
Rn
(ϕ ◦ χk)2dγ +
∫
Rn
‖∇2ϕ‖2HS
2
dγn.
It follows that
lim inf
k→∞
∫
Rn
‖∇(ϕ ◦ χk)‖2dγn + lim inf
k→∞
(∫
(ϕ ◦ χk)dγn
)2
≤ lim sup
k→∞
∫
Rn
(ϕ ◦ χk)2dγn + lim sup
k→∞
∫
Rn
‖∇2ϕ‖2HS
2
dγn.
By Fatou’s lemma and the dominated convergence theorem∫
Rn
lim inf
k→∞
‖∇(ϕ ◦ χk)‖2dγn +
(∫
Rn
lim
k→∞
(ϕ ◦ χk)dγn
)2
≤
∫
R
lim
k→∞
(ϕ ◦ χk)2dγ +
∫
R
lim sup
k→∞
‖∇2ϕ‖2HS
2
dγ,
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which gives
∫
Rn
‖∇ϕ‖2dγ +
(∫
Rn
ϕdγ
)2
≤
∫
Rn
ϕ2dγn +
∫
Rn
‖∇2ϕ‖2HS
2
dγn.
An alternative, direct proof of Corollary 3 may be given by expanding ϕ ∈ C2(Rn) ∩
L2(Rn, γn) into Hermite polynomials. That is, denote by h0(x), h1(x), . . . the Hermite poly-
nomials in one variable, normalized so that ‖hi‖L2(γ1) = 1 for all i. We may decompose
ϕ =
∞∑
i1,...,in=0
ai1,...,in
n∏
j=1
hij (xi)
where the convergence is in L2(Rn, γn). Then the right-hand side of (7) equals
∞∑
i1,...,in=0
(i1,...,in) 6=(0,...,0)
a2i1,...,in . (26)
Using the identity h′i =
√
i · hi−1, we see that the left-hand side of (7) is
∫
Rn
[
‖∇ϕ‖2 − ‖∇
2ϕ‖2HS
2
]
dγn =
∞∑
i1,...,in=0

3
2
n∑
j=1
ij − 1
2

 n∑
j=1
ij


2
 a2i1,...,in . (27)
We will use the simple fact that x(3 − x)/2 ≤ 1 for any integer x ≥ 1, for x = ∑nj=1 ij .
Glancing at (26) with (27) and using the aforementioned simple fact, we deduce Corollary
3. We also see that equality in (7) holds if and only if ϕ is a polynomial of degree at most
2, because x(3− x)/2 = 1 only for x = 1, 2.
The proof of Theorem 4 is along the exact same lines, using the all the derivatives are
diagonalized by the Hermite polynomials with respect to the Gaussian measure, only that
the inequality x(3 − x)/2 ≤ 1, which can be rewritten as (x − 1)(x − 2) ≥ 0 for integers
x ≥ 1, is replaced by the more general inequality (x− 1)(x − 2) · · · (x− j) ≥ 0 for integers
x ≥ 1, with equality if and only if x ∈ {1, . . . , j}.
We remark that it is desirable to find an alternative, direct proof of Theorem 1, which
does not rely on the affine isoperimetric inequality.
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