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Abstract
We present a formulation of the capacitated MAX k-CUT suitable for running the QAOA on noisy intermediate
scale quantum (NISQ)-devices to get approximate solutions. The problem is of particular interest as it has interesting
practical applications. The new formulation uses an encoding which leads to an exponential improvement of the
number of qubits required over previously known encodings with respect to k. We provide a decomposition of the phase
separation operator into basis gates. The resulting circuits are implemented using Qiskit[2] which is used to benchmark
our algorithm on a suite of test cases. The simulations show that we achieve the expected approximation ratios for all
cases. We provide an analysis of the circuit depth, which shows that the circuit depth is very shallow if k is a power of
two. For k = 2, 3, and 4 our algorithm is a good candidate to show quantum advantage on NISQ devices.
1 Introduction
The search for quantum algorithms of practical interest has intensified since the announcement of quantum supremacy
in [3]. For the foreseeable future, quantum hardware will limit the depth (length of the computation) and width (number
of qubits) of the algorithms that can be run. Hybrid quantum-classical algorithms based on the variational principle
are a promising approach to achieve an advantage over purely classical algorithms. The variational quantum eigensolver
(VQE) [17]/quantum approximate optimization algorithm (QAOA) [8] is such a hybrid algorithm for approximately finding
the solution of a problem encoded as the ground state of a Hamiltonian. In this early stage, even small reductions of the
depth and/or width of an algorithm can make the difference between success and failure. In light of this we investigate
in this article how QAOA can be used to approximately solve the MAX k-CUT problem. The problem has interesting
applications that make it practically relevant. These range from placement of television commercials in program breaks,
placement of containers on a ship with k bays, partition a set of items (e.g. books sold by an online shop) into k subsets,
design of product modules, frequency assignment problems, scheduling problems and pattern matching [1, 10]. The QAOA
consists of the following main steps.
Optimization
Problem
(S1)
Hamiltonian
Quantum Device:
(S2) Prepare trial state
(S3) Measure
Classical Device:
(S4) Update control parameters
solution
optimize θ
(S1) The solution of a problem is formulated as the ground state of a Hamiltonian HP that encodes a cost function f to
be optimized. It acts diagonally on the computational states, i.e., HP |z〉 = f(z) |z〉.
(S2) A quantum processor prepares a parametrized quantum state |Ψ(θ)〉 = UM (θ2p)UP (θ2p−1) · · ·UM (θ2)UP (θ1) |Φ〉, by
alternatingly applying phase separation (UP ) and mixing (UM ) operators on an easy to prepare initial state.
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(S3) Through repeated measurement one obtains an estimate of E(θ) = 〈HP 〉|Ψ(θ)〉 ∈ R as well as a candidate solution y
with probability | 〈y|Ψ(θ)〉 |2.
(S4) The cost function E(θ) ≥ Emin serves a classical computer that finds the ground state energy of the cost function, i.e.,
finds the optimal parameter θ such that Eq(θ) becomes minimal. This iterative process provides a(n approximate)
solution to the problem.
The main contributions of this article are
• the design of a novel encoding of the MAX k-CUT problem,
• an efficient decomposition of the unitary operators into basis gates suitable for, e.g., IBM’s quantum devices,
• numerical simulations on a suite of test cases providing evidence of the success of the method.
The main advantages as compared to the state of the art is that our approach is efficient in the number of qubits and
does not require constraints that need to be incorporated into the model.
After describing related work in Section 2, we describe our approach in Section 3. The implementation and results are
presented in Section 4 followed by a conclusion in Section 6.
2 Related Work
In general, coloring problems are often best phrased as Potts models, see [20]. The MAX k-colorable subgraph problem
is connected to the search for a ground state in the anti-ferromagnetic k-state Potts model [19]. For an overview of Ising
formulations of NP problems, we refer to [15], which includes a discussion of graph coloring, but not of MAX k-CUT.
The QAOA was introduced by [8]. A general overview of hybrid quantum classical algorithms (VQE/QAOA) is provided
in, e.g., [16]. The article discusses obstacles and how to overcome them in order to achieve quantum advantage on noisy
intermediate scale quantum devices. An extrapolation of the QAOA compared with the classical AKMAXSAT solver on
small problem instances of MAX (2-)CUT the authors in [11] estimate that a quantum speed-up can be obtained with
(several) hundreds of qubits. It has also been shown that the QAOA can achieve solutions of better quality [6] then the
best known classical approximation algorithm. The authors in [21] introduce heuristic strategies inspired by quantum
annealing to generate good initial points for the outer optimization loop. They show that this leads to large improvements
in the approximation ratio achieved.
Since its inception, there have been several extensions/variants of the QAOA proposed. A recent approach presented
in [22] is to create an iterative version that is problem-tailored and can adapt to specific hardware constraints. The
method is exemplified on a class of MAX (2-)CUT problems, requiring fewer CNOT gates as the original method. A
non-local version of QAOA that is shown to significantly outperform standard QAOA for frustrated Ising models on
random 3-regular graphs for the MAX (2-)CUT problem is proposed in [4]. The quantum alternating operator ansatz
(also abbreviated as QAOA) presented in [12], considers general parametrized families of unitaries. As an example, the
authors present the mapping of the max k-colorable subgraph problem to QAOA, which is equivalent to the unweighted
MAX k-CUT. Numerical results for XY -mixers to enforce the hard constraints induced by the one-hot encoding of the
MAX k-CUT problem are studied in [18]. Analytical and numerical evidence suggests a significant improvement over the
general X-mixer presented in [12].
3 Formulations of MAX k-CUT
3.1 Classical Formulation
Figure 1: An example of an optimal
solution for a MAX 3-CUT problem.
The MAX k-CUT problem is an extension of the well known MAX (2-)CUT problem
(or simply MAX CUT). Given a weigthed undirected graph G = (V,E), MAX k-
CUT consists of finding a maximum-weight k-cut, that is a partition of the vertices
into k subsets such that the sum of the weights of the edges that have end points on
different subsets is maximized. A bit more formally, let wij be the weight assigned
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to each edge (i, j) ∈ E, and let P = P1, . . . , Pk be a partition of the vertices in V .
Then the cost function for MAX k-CUT can be defined as:
max
|P|=k
∑
1≤r<s≤k
∑
i∈Pr,j∈Ps,(i,j)∈E
wij . (1)
Alternatively, one could assign a label xi ∈ {1, . . . , k} to each vertex i ∈ V , indi-
cating to which partition the vertex belongs to. Then the cost function for MAX
k-CUT can be written as:
max
x∈{1,...,k}n
∑
(i,j)∈E
wij [xi = xj ], (2)
where [·] is the Iverson bracket, which is 1 if xi = xj , and 0 otherwise.
MAX k-CUT is in general a difficult problem. Not only is it NP-complete, but it also does not admit any polynomial-
time approximation scheme, for any k ≥ 2, unless P=NP [9]. On a classical computer once considers a mixed-integer
programming (MILP) formulation of the problem. There exist two main MILP formulations: a vertex-only formulation
and a vertex-edge formulation [5], where each formulation has its pros and cons [7]. An example of an optimal solution
for MAX k-CUT is given in Figure 1.
3.2 Quantum Encoding and Problem Hamiltonian HP
As a first step, we need to encode the problem described in Section 3.1 in a way that is suitable for the QAOA. There are
three different possibilities (of which the first two are presented in [12], and the last is proposed in this article):
• Qudit encoding: Expressing the solutions as strings of k-dits (as in Equation (2)) is a natural extension of the MAX
(2-)CUT problem to k > 2. The problem can be formulated using |V | qudits. In order to be practically relevant it
requires, however, the realization of a k-level quantum system.
• One-hot encoding: A second method is to use k bits for each vertex, where the single bit that is 1 encodes which
set/color the vertex belongs to. Using this encoding requires k|V | qubits. A big disadvantage is that the formulation
requires the introduction of constraints in order to prevent solutions where a vertex belongs to several sets of a
partition or none.
• Binary encoding: For a given k we encode the information of a vertex belonging to one of the sets by |i〉L, which
requires L = dlog2(k)e qubits. Here d·e means rounding up to the nearest integer. This formulation can be executed
on systems using qubits and requires L|V | qubits.
Binary encoding uses exponentially fewer qubits as compared to one-hot encoding. As an example, for k = 4 encoding
the information of a vertex belonging to one of the four sets using one-hot encoding is done through |1〉4 = |0001〉 , |2〉4 =
|0010〉 , |4〉4 = |0100〉 , |8〉4 = |1000〉, whereas for the binary encoding we have |0〉2 = |00〉 , |1〉2 = |01〉 , |2〉2 = |10〉 , |3〉2 =
|11〉. Observe that for one-hot encoding there are 24 − 4 = 12 basis states of the 4 qubits that encode multiple colors or
no color, whereas all 4 basis states used in the binary encoding are valid encodings.
An encoding is not complete without defining the problem Hamiltonian. For qudit and one-hot encoding these can be
found in [12]. The following describes the problem Hamiltonian for the proposed binary encoding, which is given as the
sum of local terms, i.e.,
HP =
∑
(i,j)∈E
wi,jHi,j , (3)
where wi,j is the weight of the edge between vertices i and j. The matrix Hi,j is a diagonal matrix modeling the interaction
between vertices i and j
Hi,j =
d0 . . .
d22L−1
 . (4)
In the following, we consider the two matrices A = aI + bHP and B = HP to be equivalent for all a, b ∈ R, b 6= 0, where
HP is a diagonal matrix. The reason for this is that when we compare the unitary operators e
−iθA and e−iθB , a parameter
a 6= 0 results in applying a ”global phase” which is irrelevant, and b 6= 0 can be combined with the parameter θ. The cost
function can be easily evaluated classically, independent of the specific form of HP .
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The entries of the local Hamiltonian Hi,j are given by
dm =
®
−1, if l0 6= l1 ∧ ¬(l0 ≥ k − 1 ∧ l1 ≥ k − 1), where |m〉2n = |l0〉2n−1 ⊗ |l1〉2n−1 ,
+1, otherwise.
(5)
When k is not a power of two the condition ¬(l0 ≥ k − 1 ∧ l1 ≥ k − 1) is introduced such that the sets with number
k − 1, . . . , 2L − 1 are not distinguished and become the same set.
For the case k = 2n, n ≥ 1 the local Hamiltonian has a particularly simple form, consisting of n block diagonals bj of
length n, such that
Hi,j = diag (b1, b2, . . . , bi) , where (bn)l =
®
+1, if j = l,
−1, otherwise. (6)
The ground states of this Hamiltonian are given by |mn〉i for m,n ∈ {0, . . . , i − 1} and m 6= n which represent the cuts
between i and j.
MAX (2-)CUT. For k = 2 we can use L = dlog2(2)e = 1 qubit per vertex. The entries of the local Hamiltonian are
given by
Hi,j = diag (+1,−1,−1,+1) (7)
MAX 3-CUT. For the case k = 3 we need L = dlog2(3)e = 2 qubits per vertex. Since two qubits can encode 4 different
sets, we need to make two sets indistinguishable. Choosing sets 2 and 3 to represent one set, the entries of the local
Hamiltonian are given by
Hi,j = diag (+1,−1,−1,−1, −1,+1,−1,−1, −1,−1,+1,+1, −1,−1,+1,+1) . (8)
MAX 4-CUT. For the case when k = 4, we need L = dlog2(4)e = 2 qubits per vertex. The entries of the local Hamiltonian
are given by
Hi,j = diag (+1,−1,−1,−1, −1,+1,−1,−1, −1,−1,+1,−1, −1,−1,−1,+1) (9)
3.3 Unitary Evolution
For the binary encoding, there are no constraints on the binary strings to be a valid solution. Therefore, there is no need
to design special mixers, and the mixing Hamiltonian is given by
HM =
|V |L∑
j=1
βσjx, L = dlog2(k)e. (10)
This leads to the unitary operator
UM = e
−iβHM =
|V |L∏
j=1
e−iβσ
j
x . (11)
Each term in the above product can be implemented with an Rx-gate.
The unitary operator for phase separation is defined by
UP = e
−iγHP = e−iγ
∑
(i,j)∈E wi,jHi,j =
∏
(i,j)∈E
e−iγwi,jHi,j , (12)
where the last equality holds because the terms Hi,j trivially commute, as they are diagonal matrices. The terms in
the product in Equation (12) can be efficiently decomposition using only gates of the set {X,U3, CX,CU3}. Figure 2
illustrates the building blocks for the decomposition. The logic behind the circuits can be easily understood from a classical
point of view. Applying CX-gates on pairs of qubits acting on basis states between vertex i and j results in the state∣∣q0i 〉 · · · ∣∣qn−1i 〉 ∣∣∣q0j + q0i 〉 · · · ∣∣∣qnj + qni 〉, where the + operation is modulo 2. This means the state of the qubits belonging to
j has zero entries if and only if all qubits have the same basis state. Negating the state and applying a multi-controlled
U3(0, θ, 0)-gate therefore applies a phase if the original (basis-)states
∣∣q0i 〉 · · · ∣∣qn−1i 〉 and ∣∣∣q0j 〉 · · · ∣∣∣qnj 〉 differ. After this one
can uncompute by applying X and CX-gates in reversed order such that the only change was applying a phase. When k
is not a power of 2 multi-controlled NOT gates are used to set 2 ancillary qubits to become one for certain states which
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(a) Standard implementation of
the phase operator for k = 2.
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q0i
...
qli
...
qn−1i
q0j X X
...
qlj X X
...
qn−1j X U3(0,−γwi,j , 0) X
(b) Extension of the phase operator to MAX k-CUT for k = 2n, n > 1.
MAX 4-CUT flip back the phase for the case |2〉2 ⊗ |3〉2 flip back the phase for the case |3〉2 ⊗ |2〉2
q0i X X
q1i
q0j X X X U3(0,−γwi,j , 0) X
q1j X U3(0,−γwi,j , 0) X U3(0,−γwi,j , 0)
a0
a1
(c) Implementation of the phase operator for MAX 3-CUT. Two ancillary qubits, a0, a1, are used in the implementation.
Figure 2: Quantum circuits for UP . The qubits are enumerated such that qubits q
0
i , · · · , qn−1i correspond to vertex i.
should not get a phase in aforementioned stage. Again, a multi-controlled U3(0, θ, 0)-gate is applied to change back the
phase for these cases. The ancillary qubits can be reused for all other pairs (i, j) ∈ E.
Next, we will analyse the number of gates required to decompose the basic building blocks of the phase operator UP .
Throughout we assume full connectivity of the qubits, i.e., a CX-gate can be executed directly on any pair of qubits,
without the need for applying SWAP or Bridge gates [13]. Furthermore, we use that a CCX gate can be realized by 6 CX-
gates and that (multi-)controlled U3(0, θ, 0) operations can be implemented in terms of its square root V = U3(0, θ/2, 0),
and V †, using polynomially many CX-gates, see, e.g., [14]. The number of gates required to implement e−iγwi,jHi,j is as
follows: We need 2L CX-gates (depth 2), 2L X-gates (depth 2) and 1 (Multi-)controlled U3-gates. When k is not a power
of two we need to execute the ”phase flip-back” operations shown in Figure 2, which require 2L CLX-gates, 2 CLU3-gates,
and L X-gates. In general these need to be applied 2(2L − k) times. In the worst case k = 2n + 1 we need to apply the
”phase flip-back” gates 2(2n − 1) times. Let us give a few concrete examples of the gate counts for the implementation of
e−iγwi,jHi,j .
• MAX (2-)CUT requires 2 CX-gates and has a circuit depth of 3,
• MAX 3-CUT requires 65 CX-gates and has a circuit depth of approx. 117,
• MAX 4-CUT requires 5 CX-gates and has a circuit depth of 5,
• MAX 8-CUT requires 12 CX-gates and has a circuit depth of 15.
Overall, the number of CX-gates needs to be multiplied with the number of vertices of the graph. The total depth depends
on the connectivity of the graph, which determines what operations can be executed in parallel. The analysis of the depth
and width of the algorithm shows that, when the number of qubits are limited to a few hundred or thousand, only the
cases k = 2, 3, 4 will be of practical interest when quantum advantage is to be achieved.
4 Implementation and Results
In this section we showcase numerical simulations on different types of graphs. The first example is a graph with two
vertices connected by an edge. The result of the ideal simulator is shown in Figure 4. We can see that the expectation value
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Figure 3: Initial guess and (locally optimal) parameters γ, β for the graph shown in Figure 6 using the interpolation-based
heuristic described in the text. The results indicate a strong correlation of the parameters between different depths p.
E(θ) = 〈HP 〉|Ψ(γ,β)〉 for different parameters, often referred to as the energy landscape, is very similar for k ∈ 2, 3, 4. The
corresponding distribution shows that the probability of obtaining a correct solutions is very high, and the approximation
ratio, i.e., the obtained value of the cost function divided by the optimal value, is (close to) 1.
Next, we will provide numerical simulations for larger instances of graphs. We briefly describe the heuristic we employ for
the classical outer optimization loop. Sampling high-dimensional target functions uniformly quickly becomes intractable
for depth p > 1. In order to get a good initial guess of the parameters (~γp, ~βp) at level p for the local optimization
procedure we employ the interpolation-based heuristic described in [21], which is given by the following recursion,[
~γ0(p+1)
]
i
=
i− 1
p
[
~γL(p)
]
i−1 +
p− i+ 1
p
[
~γL(p)
]
i
, i = 1, 2, ..., p+ 1. (13)
In above formula the superscript refers to either the initial parameter (superscript 0), or the local optimum (superscript
L). The same formula holds for ~β. For depth p = 1 the expectation value is sampled on an n ×m Cartesian grid over
the domain [0, γmax]× [0, βmax]. The initial parameters (γ01 , β01) are then given by identifying a pair of parameters which
achieves the lowest expectation value on the grid. Using the starting point (~γ0p ,
~β0p) a local optimization algorithm, e.g.
Nelder-Mead or COBYLA, is used to find the local minimum with (~γLp ,
~βLp ) . Figure 3 shows that optimal parameters are
strongly correlated between different depths p, also for non-regular graphs.
The final two examples are an unweighted Erdo˝s-Re´nyi graph with 11 vertices, presented in Figure 5, and a weighted
Baraba´si–Albert graph with 11 vertices, see Figure 6 . Again, the energy landscapes for depth p = 1 are fairly similar for
the two different graphs, as well as for k = 2, 3, and 4. For higher depth we employ the interpolation based heuristic. In
all cases the average approximation ratio achieved is between 0.7 and 0.84. We can see that the average approximation
ratio increases with increasing depth, almost independently of the number of shots. Additionally, the approximation ratio
for the best solution shows that only using a few shots is enough to produce a solution with approximation ratio close to or
equal to 1. One-hot encoding in the case of MAX 3-CUT and MAX 4-CUT would require 33 and 44 qubits, respectively.
This is computationally very demanding for the simulator. Our simulations using binary encoding need only 24 and 22,
respectively. In this case simulations can easily be run on standard PC.
5 Availability of Data and Code
All data and the python/jupyter notebook source code of the MAX k-CUT-implementation using QAOA for reproducing
the results obtained in this article are available at https://github.com/OpenQuantumComputing.
6 Conclusion
In this article we provide numerical evidence that NISQ device can be used to (approximately) solve the capacitated MAX
k-CUT. The analysis of the depth and width of the proposed binary encoding shows an exponential improvement of the
number of qubits with respect to previously known results. The circuit depth required is very low when k is a power of
two. When this is not the case, we provide a proof of principle implementation, which requires exponentially number of
CX gates with respect to k. Future research directions are therefore to investigate more efficient ways of decomposing
the phase separation operators. Another possibility might be to introduce penalty terms (in the mixing operator) such
that the number of possible sets is limited to k. Finally, the performance of the proposed algorithms could be tested on
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Figure 4: Results for a graph with two vertices connected by an edge. The red dots in the energy landscape mark the
optimal parameters (γ, β). The resulting distributions show that the correct 2, 10, and 12 solutions are obtained with
high probability for k = 2, 3, and 4, respectively.
simulated noise models and real machines. Another factor is to analyse the balance between number of qubits and circuit
depth with respect to extra auxiliary qubits that can be introduced to minimize the number of SWAP/Bridge-gates on
hardware without full qubit connectivity.
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Figure 5: The results for an unweighted Erdo˝s-Re´nyi graph with 11 vertices of the numerical simulations of QAOA for
different k.
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Figure 6: The results for an weighted Baraba´si–Albert graph with 11 vertices of the numerical simulations of QAOA for
different k.
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