Abstract-Automated skin lesion segmentation on dermoscopy images is an essential and challenging task in the computer-aided diagnosis of skin cancer. Despite their prevalence and relatively good performance, deep learning based segmentation methods require a myriad number of training images with pixel-level dense annotation, which is hard to obtain due to the efforts and costs related to dermoscopy images acquisition and annotation. In this paper, we propose the semi-and weakly supervised directional bootstrapping (SWSDB) model for skin lesion segmentation, which consists of three deep convolutional neural networks: a coarse segmentation network (coarse-SN), a dilated classification network (dilated-CN) and an enhanced segmentation network (enhanced-SN). Both the coarse-SN and enhanced-SN are trained using the images with pixel-level annotation, and the dilated-CN is trained using the images with image-level class labels. The coarse-SN generates rough segmentation masks that provide a prior bootstrapping for the dilated-CN and help it produce accurate lesion localization maps. The maps are then fed into the enhancedSN to transfer the localization information learned from image-level labels to the enhanced-SN to generate segmentation results. Furthermore, we introduce a hybrid loss that is the weighted sum of a dice loss and a rank loss to the coarse-SN and enhanced-SN, ensuring both networks' good compatibility for the data with imbalanced classes and imbalanced hard-easy pixels. We evaluated the proposed SWSDB model on the ISIC-2017 challenge dataset and PH2 dataset and achieved a Jaccard index of 80.4% and 89.4%, respectively, setting a new record in skin lesion segmentation.
. Challenges on skin lesion segmentation. From these figures, we can see that skin lesion has variety of appearances, fuzzy object borders and some inevitable distractions. Red dash line represents the skin lesions contoured by dermatologists.
high degree of skill and concentration and is time-consuming, expensive, and prone to operator bias. Computer-aided analysis avoids many of these issues and has increasingly being studied to assist dermatologists in improving the efficiency and objectivity of dermoscopy image analysis.
Automated segmentation of skin lesions is an essential step in computer-aided analysis of dermoscopy images [4] , [5] . It is a very challenging task due to three aspects. First, lesions of different subjects exhibit significant variations in location, shape, color, and texture. Second, the low contrast between a lesion and the surrounding skin results in fuzzy boundaries of lesions. Third, some cases may contain artifacts, such as hair, frames, blood vessels, and air bubbles. Six examples that illustrate these issues are displayed in Figure 1 .
Recently, deep convolutional neural network (DCNN) models have formulated skin lesion segmentation into a pixel-level classification problem and achieved remarkable success [6] , [4] , [7] , [8] , [9] , [10] , [11] . However, training a DCNN model requires a myriad number of images with pixel-wise labels, which are hard to obtain due to the tremendous efforts and costs related to dermoscopy image acquisition and pixelwise annotation. There are two strategies to address this issue. Semi-supervised learning (SSL) enables us to train a DCNN using both labeled and unlabeled data, reducing the required number of pixel-wisely labeled images. Weakly supervised learning (WSL) uses weak annotations, e.g. bounding boxes [12] , scribbles [13] , points [14] or image-level labels [15] , [16] , to train the model, reducing the workload required for image annotation. Among various types of weak annotations, image-level labels are the weakest and most easyto-get supervision [15] , [16] . We suggest using the hybrid semi-and weakly supervised learning for skin lesion segmentation, i.e. training the segmentation DCNN model using some images with pixel-wise dense annotation and other images with image-level labels.
Specifically, we tackle the problem by focusing on generating high-quality lesion localization maps from image-level labels. With the bootstrapping of the maps, we train a segmentation network for this task with pixel-level labels. To this end, we need solve two problems: (1) how to obtain accurate localization maps and (2) how to use the maps to improve the segmentation network. A typical solution to the first problem is to leverage a classification network to localize the region of lesion and obtain high-quality class-specific maps [15] , [16] , [17] , [18] . However, using directly the maps produced by the classification network may generate only the discriminative region related to this class, which is not sufficiently accurate to guide a good generation of the segmentation mask. A popular approach to the second problem is to create proxy pixel-level labels for image-level labelled images based on the localization maps, and to jointly use the proxy label set and real label set to train a segmentation network [15] , [16] . . Nevertheless, once the localization is wrong, the proxy labels will be affected thereby may lead to unsatisfying segmentation results. In this case, using the proxy labels makes the segmentation network be optimized towards a wrong direction.
In this paper, we propose a semi-and weakly supervised directional bootstrapping (SWSDB) model for skin lesion segmentation, which consists of three DCNNs: a coarse segmentation network (coarse-SN), a dilated classification network (dilated-CN) and an enhanced segmentation network (enhanced-SN). Both the coarse-SN and enhanced-SN are trained using data with pixel-level dense annotations, and the dilated-CN is trained using data with image-level class labels. The coarse-SN is constructed to generate rough lesion masks, which, together with original images, are fed into the dilated-CN to produce lesion localization maps. Each rough lesion mask provides a prior bootstrapping for the dilated-CN and makes it focus more accurately on the lesion. The enhanced-SN has an encoder-decoder architecture, in which the image features extracted from the encoder are first fused with the lesion localization maps using an enhanced layer, and then fed into the decoder to generate the segmentation results. By this way, we can not only transfer the highquality localization information learned by the dilated-CN to the enhanced-SN, but also alleviate the negative impact of inaccurate localization on segmentation results by fusing the image features with the localization maps. We introduce a hybrid loss that is the weighted sum of a dice loss and a rank loss to both the coarse-SN and enhanced-SN. The dice loss has good compatibility with imbalanced data, whereas the rank loss has good compatibility with imbalanced hardeasy pixels. The results on the ISIC-2017 and PH2 datasets show that the proposed SWSDB model outperforms the state of the arts in skin lesion segmentation. Our contributions are summarized as follows:
1) We propose the SWSDB model that can use image-level labels to guide the pixel-wise training phase and alleviate the relying on densely annotated training samples, which is significant since it is difficult and expensive to acquire pixelwise annotations in medical imaging. We achieved the new state-of-the-art skin lesion segmentation performance on the ISIC-2017 and PH2 datasets.
2) We leverage the rough lesion masks from the coarse-SN to boost the localization ability of the dilated-CN, which further promotes the enhanced-SN. We also propose a novel and effective method that transfers the high-quality localization information from the classification network to the segmentation network for a performance boost.
3) To enhance the segmentation compatibility on images with imbalanced hard-easy pixels, we propose a rank loss which is jointly employed with the Dice loss in the segmentation networks II. RELATED WORK A. Skin lesion segmentation A series of different methods have been proposed to effectively segment lesions from the background skin tissues, which can be broadly classified as: clustering, histogram thresholding, region growing, active contour and deep learning [5] , [19] , [4] , [7] , [8] , [9] , [20] , [10] , [11] . Especially, recent DCNNbased methods have achieved notable success in the skin lesion segmentation [4] , [7] , [8] , [9] , [10] , [11] . Bi et al. [9] propose a multi-stage fully convolutional networks (FCN) with parallel integration method to segment skin lesions. Yuan et al. [4] develop an end-to-end DCNN with a Jaccard distance based loss for skin lesion segmentation without prior knowledge and sample re-weighting. Li et al. [7] present a new dense deconvolutional network based on residual learning to segment lesions. Mirikharaji et al. [10] propose to encode the star shape prior into the loss of DCNN to guarantee a global structure in segmentation results. Sarker et al. [11] present a robust deep encoder-decoder network learning framework to accurately segment the boundaries of lesion regions. Despite great improvements, these DCNN-based methods are designed in the fully supervised setting and need a huge of pixel-level labels, which involves a large amount labor and time to obtain. In contrast, obtaining image-level labels is easier. Thus a direct idea is using a large number of image-level labels to help segmentation network learn on pixel-level labels, which is the focus of our paper.
B. Image segmentation based on image-level labels
Image-level labels are the simplest and easy-to-get supervision for learning to segment compared to other supervisions, e.g. bounding boxes [12] , scribbles [13] , points [14] etc. Segmentation methods, based on image-level labels, mainly focus on generating high-quality object region cues for supervising segmentation. Hong et al. [15] propose a decoupled network for semi-supervised segmentation, where the classspecific localization cues are transferred from classification to segmentation network. Kolesnikov et al. [18] propose a seed, expand and constrain (SEC) framework where object localization cues, expansion and refining boundary are integrated a (1) we train the coarse-SN with hybrid loss in the images with pixel-level labels. (2) we concatenate the original input and the mask obtained by the coarse-SN as the input to train the dilated-CN in the images with image-level labels for localization. (3) we train the enhanced-SN with hybrid loss in the images with pixel-level labels, which fuses the localization maps generated from the dilated-CN and images features extracted from the encoder as the input of decoder to provide final segmentation masks.
unified framework for segmentation. However, both methods can only provide the small and sparse class-related regions for supervision, which is not sufficiently accurate for learning reliable segmentation model. To ease this problem, Wei et al. [21] present an adversarial erasing method to progressively train multiple classification networks for expanding object regions. Shen et al. [17] propose a bi-directional transfer learning framework to generate high quality object localization masks. References [22] and [16] employ the dilated convolutions instead of traditional convolutions by enlarging the receptive field to gain more accurately object regions. Our model also adapts the dilated convolutions to classification network. Different from [22] and [16] , we additionally provide a coarse prior mask to help the dilated network better localize lesions. Both the decoupled network [15] and the proposed model input class-related localization maps generated from classification network to decoder network. However, the decoupled network discards encoder and only trains decoder network, where the error accumulation caused by inaccurate localization is hard to correct. We fuse image features produced by encoder and localization maps as decoder input and then train encoder and decoder, which can ease the negative impact of inaccurate localization when only using the maps.
III. METHOD
The pipeline of our proposed SWSDB model is described in Figure 2 , which consists of three networks: coarse-SN, dilated-CN and enhanced-SN. Denote I N = {(X n , Y n )} N1 as segmentation training set, which consists of N 1 images. Each input X n is annotated by pixel-level labels Y n and each pixel label belongs to background class {0} or lesion class {1}.
where c is the number of classes. Our goal is to employ the dataset I M to improve the segmentation performance on the dataset I N . The three networks transfer directional information and finally provide us with a high quality segmentation mask. In detail, we first train the coarse-SN in the dataset I N . Then, using the mask obtained by the coarse-SN boosts the training of dilated-CN on the dataset I M to produce high quality lesion localization maps. Finally, we train the enhanced-SN on the I N dataset with the help of localization maps generated from the dilated-CN to obtain final masks.
A. Coarse-SN
Our SWSDB model first trains a coarse-SN on pixel-level labels to roughly segment lesions. The coarse mask provides a rough lesion location for the dilated-CN to enhance its localization ability. We employ the state-of-the-art semantic segmentation network Deeplabv3+ [23] , pre-trained on MS-COCO [24] and PASCAL VOC 2012 datasets [25] , as the base bone of coarse-SN. To adapt the Deeplabv3+ network to our segmentation task, we remove its last convolutional layer, and then added a new convolutional layer with the output channel of one for prediction. The weights of the new layer are randomly initialized, and the activation function in the last layer is set to the sigmoid function.
B. Bootstrapping dilated-CN for localization
We use the coarse masks generated from coarse-SN to boost the localization ability of dilated-CN on the training images with image-level labels. The motivation is that directly employing dilated-CN to localize lesions may only obtain the discriminative regions related to this class, which is not sufficiently accurate to guide enhanced-SN to generate a good mask. The coarse masks can provide a prior bootstrapping that is beneficial to ease the difficulties and obtain accurate location of lesions. The architecture of dilated-CN is shown in Figure 3 . The images with image-level labels and the corresponding coarse masks are concatenated as the input to dilated-CN. Inspired by the recent success of dilated convolution for dense object localization on image-level labels [22] , [16] , we present the classification network based on dilated convolutions. The network is built upon the popular classification network Xception [26] pre-trained on ImageNet [27] . We first remove the last pooling layer of Xception to enlarge the resolution of feature maps. Then, the separable dilated convolution with dilated rate of 2 is applied to replace the last two separable convolutions of Xception. Such operation can localize lesion related regions perceived by a larger receptive field [22] , [16] . After performing the global average pooling (GAP), the produced features are fed to a new fully connected (FC) layer with c neurons followed by softmax activation function to image-level predictions. The weights of revised separable dilated convolutional layers and the new FC layer are randomly initialized. The weights of the 4th channel (i.e., coarse mask) on input are initialized by averaging the weights of another three channels (i.e., RGB image). We optimize the dilated-CN by minimizing the crossentropy loss. Finally, we employ the classification activation map (CAM) [28] method to produce the fine localization maps M from the last separable dilated convolutional layer. Figure 4 shows a qualitative comparison between dilated-CN without and with the bootstrapping of coarse masks. CAMs in the second column shows the poor localization for lesions, which are generated from dilated-CN without coarse masks. With the coarse masks joint, the third column CAMs from the dilated-CN with coarse masks provide better localization maps.
C. Bootstrapping enhanced-SN for predictions
The class-specific localization maps M generated from the dilated-CN are employed to further help the training of enhanced-SN on the pixel-level labels. The architecture of the enhanced-SN is shown in Figure 5 , which consists of an encoder network, a decoder network and an enhanced layer between two networks. The encoder and decoder networks share architecture and parameters with coarse-SN. The enhanced layer first concatenates the output features F of encoder and localization maps M in the channel dimension, and then uses a 1×1 convolutional layer followed by the batch normalization layer and ReLu activation function to fuse the high-level features and lesion localization information. The resultant feature maps from enhanced layer input the decoder to produce the final fine segmentation mask. We randomly initialize the weights of enhanced layer and train the enhanced-SN on the pixel-level labels.
D. Hybrid loss for coarse-and enhanced-SN
We propose a hybrid loss function to optimize coarse-and enhanced-SN, which consists of a dice loss and a rank loss and is defined as:
where λ is a weight factor to balance the two losses. L dice is the dice loss which measures the amount of agreement between prediction and ground truth, which has the strong compatibility on the data with imbalanced class [29] . However, it is still challenging to train the segmentation network and achieve a high-quality score only using the dice loss, given the severe imbalance between hard and easy pixels of each sample. We tackle the problem by designing a rank loss which adds additional constraints between hard pixels of lesion and background. The motivation is that the pixels easily recognized contribute little to the optimization, whereas hard pixels (e.g., boundary pixels) are difficult to be distinguished and thus provide more informative for the network learning. We design an online rank scheme to select hard pixels dynamically based on the prediction error, which origins from the observation that hard pixels usually produce bigger error than easy ones. In implementation, after forward propagation of each batch, we rank these pixels of lesion and background areas by their error, respectively. The top K pixels with the largest error in lesion or background area are selected as hard pixels of this area. Let H 0 ni and H 1 nj be the prediction values of ith hard pixel of background and jth hard pixel of lesion for nth input image. We identify the rank loss as formula (2):
which enforces H 1 nj > H 0 ni + margin in training. Such a design can enable network pay more attention to these hard pixels and thus learn more discriminative information from these hard ones easily. Figure 6 shows a qualitative comparison between coarse-SN with dice loss and the proposed hybrid loss. The second column masks generate from the coarse-SN with the dice loss, which gives rough extent of the lesion. Clearly the masks on the third column from the hybrid loss provide more accurate predictions.
IV. EXPERIMENTS

A. Datasets
We evaluate of the proposed SWSDB model on two benchmark datasets: ISIC-2017 dataset. The dataset of 2017 International Skin Imaging Collaboration (ISIC) skin lesion segmentation challenge [30] contains 2000 training, 150 validation, and 600 test dermoscopy images. Each image is paired with the expert manual tracing of the skin lesion boundaries for segmentation task and the lesion gold standard diagnosis (i.e. melanoma, nevus and seborrheic keratosis) for classification task. Furthermore, we also collect additional 1320 dermoscopy images with only image-level labels, including 466 melanoma images, 32 seborrheic keratosis images, and 822 nevus images, from the ISIC archive 1 for extending the training set of classification task. PH2 dataset. The PH2 public dataset [31] contains 200 dermoscopy images, including 160 nevus, and 40 melanomas. All 200 dermoscopy images are obtained on the same conditions through Tuebinger Mole Analyzer system using a 20-fold magnification and paired with the expert manual tracing of the skin lesion boundaries.
B. Training/testing settings
Training phase. The coarse-and enhanced-SN are trained on the ISIC-2017 training set with only pixel-level labels. While the dilated-CN is trained on the ISIC-2017 and additional training sets with only image-level labels. To alleviate the overfitting of deep networks, we employ the online data argumentation including randomly cropping from the central of each training image with the scale from 50% to 100% of original image size, random rotation from 0 to 10 degree, shear from 0 to 0.1 radian, shift from 0 to 20 pixels, zoom 110% of width and height, whitening, horizontal and vertical flips, to enlarge the training dataset. The augmented patches then are resized to 224 × 224 for training. The Adam algorithm [32] with a batch size of 16 and 32 are adopted to optimize segmentation and classification networks, respectively. Both of the learning rates are initialized to 0.0001. Both of the maximum epoch numbers are set to 500. We use the ISIC-2017 validation set to monitor the performance of three networks and stop the training process when the network falls into overfitting. In term of the hyper-parameters in the hybrid loss, we set λ=0.05, K=30, margin=0.3. Testing phase. The ISIC-2017 testing set is directly fed to the trained SWSDB model to evaluate the results. For PH2 dataset, we perform the following two experiments. In the first experiment, we directly test PH2 dataset to the SWSDB model trained on ISIC-2017 training set. In the second experiment, we fine-tune the trained SWSDB model by using PH2 dataset with the 4-fold cross validation. In each folder, we finetune the model with 50 images and validate with ISIC-2017 validation set. The network performing best on the validation set is selected and applied to perform image segmentation in rest 150 images. We calculated four evaluation metrics to evaluate the segmentation performance, including Jaccard index (JA), dice coefficient (DI), pixel-wise accuracy (AC) and sensitivity (SE). Note that the final ranking on ISIC-2017 testing set is determined according to JA in this challenge.
C. Results
We compare our method with several recently published skin lesion segmentation methods in Table I . In the ISIC-2017 dataset, comparison methods include a convolutionaldeconvolutional neural network (CDNN) [8] , a new dense deconvolutional network (DDN) [7] , a fully convolutional network with star shape prior (FCN+SSP) [10] and a skin lesion segmentation deep model based on dilated residual and pyramid pooling network (SLSDeep) [11] . In the PH2 dataset, comparison methods are multi-stage FCN with parallel integration (mFCNPI) [9] , a retrained FCN (RFCN) [4] and a simple linear iterative clustering (SLIC) method [20] . Note that we compare the performance reported in their published papers.
The results in Table I show that our method achieves the best performance on two datasets. The JA measure improves by 2.2% than the SLSDeep method [11] on the ISIC-2017 (from 78.2% to 80.4%). The direct application of the model trained on ISIC-2017 training set to PH2 dataset achieves a best JA index with a 2.7% improvement than the mFCNPI method [9] (from 84.0% to 86.7%), which proves that our model has the strong generalization ability. By further fine-tuning the trained model with the PH2 dataset, our SWSDB method achieves a higher JA of 89.4% and the best DI of 94.2%. We also visualize some segmentation results in Figure 7 , which shows that the coarse-SN can boost the dilated-CN to produce more accurate localization maps and these maps is useful to guide the enhanced-SN for achieving better segmentation results.
D. Ablation analysis
In our model, coarse-SN boosts dilated-CN to produce highquality localization maps which are transferred into enhanced-SN to obtain the finally fine masks. Therefore, the quality of localization maps and transfer manner affect the segmentation results. The quality of localization maps. Starting with the simplest one that only coarse-SN is used and trained on pixel-level labels. Using the images with image-level labels, we train dilated-CN on the images with / without the bootstrapping of coarse-SN to generate lesion localization maps, respectively. These maps are used to guide the training of enhanced-SN. From Table II , we can observe that transferring localization maps from dilated-CN without the bootstrapping of coarse-SN into enhanced-SN obtain a poor JA than with the bootstrapping (2 nd row vs. 3 rd row), even less than using coarse-SN (2 nd row vs. 1 st row). The main reason is that dilated-CN without the bootstrapping of coarse-SN has a weak localization ability that damages the performance of enhanced-SN. Our method that using dilated-CN with the bootstrapping of coarse-SN can produce good localization maps and thus make enhanced-SN achieve a better performance than coarse-SN (3 rd row vs. 1 st row). Analysis of transfer manner. Table III compares with different transfer manners while keeping the localization maps same. Decoupled network [15] that only transfers localization maps to the decoder. Our method, fusing image features from encoder and localization maps into the decoder, eases the error accumulation caused by the inaccurate maps and achieves a higher JA with a 3.8% improvement. MDC method [16] creates proxy pixel-level labels from localization maps for the images with image-level labels, and then trains two segmentation networks on real and proxy pixel-level labels by sharing parameters. Different from MDC, we transfer the map into the decoder and avoid the impact of inaccurate labels, and thus obtain a 1.1% improvement of JA than MDC method. Analysis of loss function. We also further compare the impact of different loss functions, we perform the dice loss and the proposed hybrid loss in our SWSDB model. Table IV shows that our hybrid loss attains a higher JA than dice loss. It also suggests that the hybrid loss taking account into both the data with imbalanced classes and imbalanced hard-easy pixels can produce more accurate estimation.
E. Analysis for number of pixel-level labels
It is important to analyze how the number of images with pixel-level labels used affects the results. Table V depicts the performance obtained when setting the number of images with pixel-level labels to 100, 500, 1000 and 2000. Note that the images with image-level labels in these settings are same. We find that, when the number increases from 100 to 2000, the overall JA, DI and AC improve by 4.3%, 3.8% and 2.0% on the validation set, respectively. It suggests that the more the pixel-level labels we use, the higher the overall performance we obtain. The result is not surprising, since more and more information of skin lesion can be learned with the increasing of pixel-level labels in our model.
In addition, we also compare the performance between our SWSDB model and the fully supervised method under the different number of images with pixel-level labels in Figure 8 . We draw the JA value of our SWSDB model (trained with pixel-and image-level labels) and fully supervised deeplabv3+ network (trained only with pixel-level labels). It is clear that though the performance of fully supervised network improves with the increasing of pixel-level labels, our semi-and weakly supervised method consistently obtains a higher performance in same settings, which proves that our model effectively employs the images with image-level labels. At the same time, we also find that, as we use more pixel-level labels, the difference of JA value between our SWSDB and fully supervised methods becomes smaller decreased from 2.9% to 1.1%. It confirms that our method with a small set of pixel-level labels can better leverage the images with imagelevel labels. Another an interesting finding is that our SWSDB model only using 1000 images with pixel-level labels achieves a JA of 78.7% that is the comparable performance with fully supervised method using 2000 images with pixel-level labels. It further demonstrates the effectiveness of our model.
F. Model complexity
Three networks in our SWSDB model are trained using the open source Keras and Tensorflow software packages. In our experiments, it takes about 2 days to train the SWSDB model (1 day for coarse-SN, 0.5 day for dilated-CN and 0.5 day for enhanced-SN) and less than 0.5 second to apply it to segment each skin lesion on a server with 4 NVIDIA GTX 1080 Ti GPUs and 512GB Memory. Although training the model is time-consuming, it can be done offline. The fast online testing suggests that our SWSDB model could be used in a routine clinical workflow. DDN, 2017 [7] FCN+SSP, 2018 [10] SLSDeep, 2018 [11] Our SWSDB mFCNPI, 2017 [9] RFCN, 2017 [4] SLIC, 2018 [20] Our SWSDB 
V. CONCLUSION
In this paper, we have presented a novel SWSDB model for skin lesion segmentation by using image-and pixel-level labels, where coarse-SN provides prior bootstrapping to dilatedCN for accurately localizing lesions and then the fine localization ability is transferred into enhancedSN to obtain better lesion segmentation masks. We introduce a hybrid loss to both the coarse-SN and enhanced-SN, and make both networks have good compatibility on the data with imbalanced classes and imbalanced hard-easy pixels. Comprehensive experimental results on the ISIC 2017 and PH2 datasets demonstrate the effectiveness of our SWSDB model, which outperforms the existing state-of-the-art skin lesion segmentation methods with substantial margins. We believe that this method is general and can be extended to other semi-and weakly supervised medical image segmentation tasks.
