The tree interconnection network lends itself to several suitably structured applications. However, the low connectivity at each node, traffic congestion and single point of failure at the root node reduce reliability and availability. Both the hypertree and X-tree are faulttolerant variants of the basic tree network and have been the focus of more recent implementation and research interest. In this paper, we introduce a recently proposed family of interconnection networks known as the Josephus Cubes and show how hypertrees, X-trees and ringed X-trees of arbitrary height can be near-optimally embedded in this novel interconnection network. Embedding techniques used for both hypertree and Xtrees are simple and may be recursively applied.
Introduction
The tree interconnection network is suitable for treestructured computations (multi-input, single-output) and divide-and-conquer type applications. Tree-based networks have fixed degree nodes and are suitable for massively parallel systems. For the single-rooted complete binary tree shown in Figure 1 , the node degrees are upper bounded by 3.
2(a) and (b) respectively. Despain and Patterson (1978) gives the details and topological properties of the X-tree [2] while Goodman and Carlo (1981) provides these for the hypertree [3] . Here, we give an overview of more recent interest in these interconnection networks. Gebhardt and Kruse (1996) showed that a hypertree decomposition of a multivariate distribution may be used to minimise information loss [4] while tree-based dictionary machines based on the X-tree have been developed [5] . Avresky et al. (1987) has shown that the hypertree is amenable to the implementation of fault tolerance [6] while the X-tree is a good candidate for applications such as high bandwidth networks with high link reliability [7] . Efficient VLSI layouts for both X-tree and hypertree have since been proposed [8] . The Connection Machine CM-5 [9] is a hypertree multiprocessor linking up to 16,384 SPARC processors with communication channels having a peak rate of 20 MB/second. On the other hand, a fast hierarchical, scalable and reliable interconnection network for highperformance multiprocessors can be constructed by arranging star-controlled rings in the hierarchy of a k-ary X-tree [10] .
An important capability of an interconnection network is to simulate programs written for other architectures. This is measured by the efficiency with which the simulated topology (guest network) may be embedded in the simulating topology (host network). An efficient embedding facilitates the implementation of algorithms developed for other architectures and the mapping of problem-specific architectures to the host network. Efficient embedding of other topologies is therefore critical to the cost-effective utilisation of the host network. Informally, efficient embedding is achieved under the following conditions: 1) when the host network size (number of processors) match or do not differ by much from the guest network size. 2) when adjacent processors in the guest network are mapped to reasonably close processors in the host network. 3) when the number of guest network processors (respectively, links) that map to each host processor (respectively, link) is small. Leighton (1992) has demonstrated that the (2 n-1 − 1)-node single-rooted complete binary tree (which is a sub-graph of the (2 n-1 − 1)-node hypertree or X-tree) can be injectively embedded only in an 2 n -node hypercube (ncube) with non-unity expansion and dilation factors [11] . The Fibonacci cube can simulate X-trees almost as efficiently as the hypercube [12] even though the Fibonacci cube is a much sparser network [13] . The incomplete hypercube can embed X-trees and ringed Xtrees with dilation and edge-congestion of 2 and expansion factor of unity [14] . In this paper, we show near optimal embeddings 1 of hypertrees, X-trees, and ringed X-trees of arbitrary height in the Josephus Cube (JC) [15] [16] , a large class of interconnection networks which has the following topological properties:
1) The JC can systematically interconnect an arbitrary number of nodes permitting interconnection networks of varying sizes and providing improved incremental scalability over the n-cube, incomplete hypercube and Fibonacci cube.
2) The network diameter of a JC is about _ lg N 2 _ (where N is the network size) which compares favourably with lgN, (lgN + 1), and 1.5lgN for the ncube, incomplete hypercube and Fibonacci cube respectively.
3) The node degree of the JC is upper bounded by (lgN + 2) compared to lgN for the n-cube, incomplete hypercube and Fibonacci cube. 4) Arbitrary-sized linear arrays and rings, 2 p × q meshes, single-and double-rooted complete binary trees of arbitrary height can be optimally embedded in the JC. The only other known interconnection network with equivalent performance is the Supercube [17] but with a higher node connectivity.
The rest of the paper is organised as follows. Section 2 develops the graph model on which the JC is based. Section 3 gives a formal definition of the embedding performance measures used. Section 4 discusses the embedding of the hypertree while embedding of the Xtree and ringed X-tree are detailed in Section 5. Finally, Section 6 concludes the paper with acknowledgements in Section 7.
Graph Model of the Josephus Cube
The definition of the JC is based on the following functions:
2) for n ≥ 1 where n ∈ {positive integers}; J(2n + 1) = 2J(n) + 1, (Eqn. 3) for n ≥ 1 where n ∈ {positive integers};
A sample sequence J(n) for 1 ≤ n ≤ 15, in binary representation, is shown in Table 1 .
1 See definition of optimal embedding in Section 3. Three characteristics of the J operator can be observed from Table 1 . Firstly, there are recurring sequences of consecutive odd numbers with a maximum of 2 r odd numbers in each series, where r ≥ 0. Secondly, ignoring leading 0s in the binary representation of n, J(n) corresponds to a one-bit left cyclic shift of n. Hence, J(_ k ), where _ k means repeating _ (_ is 0 or 1) k times, has no effect. Thirdly, with a sufficiently large number of J(n)s, a consistent recurring sequence is obtained for J(n) Formally, the JC interconnection network of size N is an 
, where H(x, y) is the Hamming distance between x and y. 
Preliminaries
Here, we define the four measures that will be used to evaluate the performance of an embedding. Let the guest and host networks be Let a single-rooted complete binary tree of height n be denoted as SCT n . Loh and Hsu (2000) proved that an SCT n can be optimally embedded in a JC(2 n -1) for all n > 0 [16] . Optimal embedding of an SCT 3 is shown in Figure  4 . Nodes are labelled J(2 r ) to J(2 r+1 -2), where r = log 2 7.
Note that the left and right SCT 2 (sub-trees of the SCT 3 ) are respectively embedded in the first and second (complementary) halves of the JC. However, the corresponding nodes on both left and right SCT 2 are not directly connected in this embedding. For example, the root node 3 of the left SCT 2 is connected to the leaf node 13 of the right SCT 2 instead of its corresponding root node 9. To facilitate proof development later, we develop in the following theorem an alternative near optimal embedding of an SCT n in a JC(2 n ) network for all n > 0.
Ignoring the main root node, this alternative embedding of an SCT n shows that each corresponding node pair of the left and right sub-trees, SCT n-1 , have addresses that are two's complements of each other. Figure 5 illustrates a couple of examples. Some host edges have been omitted for clarity.
Theorem 1
An SCT n can be embedded in a JC(2 n ) with L e = C e = 1, D f = 2 and E f = 2 n / (2 n -1) for all n > 0.
Proof:
An SCT 1 and SCT 2 may be optimally embedded in a JC(1) and JC(3) respectively (by inspection, see Figures 3  and 5 ). An SCT 3 may be embedded with L e = C e = 1, D f = 2 and E f ≅ 1.14 in a JC(7) as shown in Figure 5 . Assume it is true for some h, that is, an SCT h (h ≥ 3) may be embedded with L e = C e = 1, D f = 2 and E f = 2 h / (2 h -1) in a JC(2 h ). Then, an SCT h+1 consists of two sub-trees, SCT h , connected to the main root node R. By Theorem 1 in [16] and the definition of a JC(2 h+1 ), the main root R and the left SCT h may be optimally embedded in the first host subgraph, JC(2 h ), comprising the nodes J(2 h ) to J(2 h + 2
By definition, the second host subgraph, also a JC(2 h ), is isomorphic to the first. Hence, the right SCT h can also be embedded using the corresponding nodes with two's complement addresses. Consider a typical node in the first JC(2 h ), J(2 h + k), where 0 ≤ k ≤ (2 h-1 -1). From the definitions of the J and γ operators, we have γ( 
Embedding of Hypertree
We denote a single-rooted hypertree by SHT n with (2 n -1) nodes. Figure 6 shows embedding of SHT 3 and SHT 4 in JC(8) and JC(16), respectively. H, C and J edges are represented by solid, bold and dashed lines respectively. Some host edges have been omitted for clarity. Figure 6 shows that SHT 3 and SHT 4 are near-optimally embedded with L e = C e = 1, D f = 2 and E f > 1. Non-unity dilation occurs only for the edge connecting the primary root node and secondary root node of the right sub-tree. This edge creates the need for additional host node 15 leading to D f = 2.
Corollary 1
An SHT n can be embedded in a JC(2 n ) with L e = C e = 1, D f = 2 and E f = 2 n / (2 n -1) for all n > 0.
Proof:
SHT 1 and SHT 2 may be optimally embedded in a JC(1) and JC(3) (by inspection, Figure 3 ). The case for SHT 3 and SHT 4 is shown in Figure 6 . Assume it is true for n = h, where h ≥ 4. Consider an SHT h+1 with (2 h+1 -1) nodes.
By Theorem 1, both left and right sub-trees, SCT h , can be optimally embedded in the first and second halves respectively of the JC(2 h+1 ). Additionally, by Theorem 1 in [16] , each node of the left sub-tree is mapped to a corresponding node of the right sub-tree whose binary address is the two's complement of the first node. With this, horizontal edges of the hypertree are injectively mapped onto corresponding C edges of the JC. As such and by Theorem 1 in [16] , we have L e = C e = 1, D f = 2 and E f = 2 h+1 / (2 h+1 -1) and the claim follows by induction. _
Corollary 2
An SHT n is embedded in JC(N) with E f upper bounded by 8/7 and approaches unity with increase in N.
Proof:
SHT 1 and SHT 2 can be optimally embedded in JC(1) and JC(3) (by inspection, see Figure 3 ). With n = 3, embedding is achieved with E f = 8 / 7. From Corollary 1, an SHT n can be embedded in a JC(2 n ) network with E f = 2 n / (2 n -1). The value of E f decreases with n. As n → ∞,
Next, we consider the embedding of X-trees. To facilitate proof development, we develop in the following theorem, a second near optimal embedding of an SCT n in a JC(2 n ) for all n > 0, utilising only H and J edges. Some examples are illustrated in Figure 7 . Left and right sub-trees, SCT n-Both sub-trees are similarly embedded leading to D f = 2 for the edge connecting the primary and right, secondary root nodes and E f > 1. Observe that nodes (other than the root) of each sub-tree are at unit Hamming distances from each other as well as corresponding nodes of the adjacent sub-tree. From Figure 7 , we observe that this property arises because each right sub-tree undergoes a reflection about the vertical axis through its root when embedded in the host network. For example, the leftmost and rightmost leaf nodes of the right SCT 2 (in the second SCT in Figure  7 ), are mapped to nodes 13 and 15, respectively (instead of the reverse) of the JC host network. Similarly, the right SCT 3 (in the third SCT in Figure 7 ), undergoes two reflections about the vertical axis. The first reflection embeds its left and right SCT 2 sub-trees in the fourth and third sub-cubes of the host JC(16). The second reflection maps the leftmost and rightmost leaf nodes of the right SCT 2 sub-tree onto nodes 21 and 23 respectively of the JC(16). These reflections enable the corresponding nonroot nodes of each sub-tree to remain at unit Hamming distance from each other. Finally, each dilated edge runs through a corresponding unused host node that is at unit Hamming distance from the primary root node.
Theorem 2
Without using C edges, an SCT n can be embedded in a JC(2 n ) with L e = C e = 1, D f = 2 and E f = 2 n / (2 n -1) for all n > 0.
Proof:
An SCT 1 is optimally and trivially embedded in a JC(1) by inspection (see Figure 3 ). An SCT 2 , SCT 3 , and SCT 4 may be embedded with L e = C e = 1, D f = 2 and E f > 1 in JC(4), JC(8) , and JC(16) respectively, as shown in Figure  7 . Assume it is true for some h, that is, an SCT h (h ≥ 4) may be embedded with L e = C e = 1, D f = 2 and ), respectively. Therefore, H(P,Q) = 1, H(P,r l ) = 1, and H(Q,r r ) = 1. Hence, H(P,r r ) = H(Q,r l ) = 2. Primary root node R of SCT h+1 may then be embedded in either P or Q, giving D f = 2 for guest edge <R, r r > or <R, r l >, respectively. In either case, there will be an unused host node leading to E f = 2 h+1 / (2 h+1 -1). The claim follows by induction. _
Embedding of X-tree
We denote a single-rooted X-tree by SXT n with (2 n -1) nodes. Figure 8 shows the optimal embedding of SXT 2 , SXT 3 , and SXT 4 in JC(4), JC(8) , and JC(16) respectively, without the use of C edges. In the following figures, C edges are grayed out and some unused host edges are not shown for clarity.
From Figure 8 , it is clear that the left and right sub-trees are injectively embedded in the first and second halves of the JC with the non-root nodes at unit Hamming distances apart. In fact, each embedding of an X-tree, SXT h , is equivalent to the corresponding embedding of a complete binary tree, SCT h , with horizontal nodes (except the primary root node) connected by H edges.
Theorem 3
An SXT n can be embedded in a JC(2 n ) network with C e = L e = 1, D f = 2 and E f = 2 n / (2 n -1) for all n > 0.
Proof
By Theorem 2, an SCT n is embedded with C e = L e = 1, D f = 2 and E f = 2 n / (2 n − 1). Since, at each horizontal level of the tree, non-primary root nodes are at unit Hamming distances from neighbours, we may injectively embed horizontal edges between each consecutive node pair using corresponding H edges. Hence, an SXT n may be embedded with C e = L e = 1, D f = 2 and E f = 2 n / (2 n − 1). _
Corollary 3
An SXT n is embedded in JC(N) with E f which is upper bounded by 4 / 3 and approaches unity with increase in N.
Proof:
SXT 1 is trivially and optimally embedded in JC(1). With n = 2, embedding is achieved with E f = 4 / 3. From Theorem 3, an SXT n can be embedded in a JC(2 n )
network with E f = 2 n / (2 n -1). The value of E f decreases with n. As n → ∞, E f → 2 n / 2 n = 1. _ As a consequence of the reflection about the vertical axis of each right sub-tree, we have H(left l , right r ) = 1 for an SXT h , where left l and right r are the leftmost and rightmost leaf nodes of the left and right subtree, SXT h-1 , for all h from 3 to n. We can make use of this property to neatly embed a ringed version of the X-tree. Denote a singlerooted ring tree of height n as SRT n . Figure 9 shows an example of the near optimal embedding of an SRT 3 in a JC(8). C edges are grayed out as in the previous figure.
Corollary 4
An SRT n can be embedded in a JC(2 n ) network with L e = 1, C e = D f = 2 and E f = 2 n / (2 n -1) for all n > 0 without using C edges.
Proof:
The proof follows directly from Theorem 3 by injectively embedding each edge < left l , right r > via a H edge. Since the root nodes of the left and right sub-trees, SRT n-1 are at unit Hamming distance apart, the wrap around "ring" edge would have to be embedded on the same H edge, yielding C e = 2 just for this edge. _
Conclusion
In this brief correspondence, we have presented novel embedding techniques for fault-tolerant trees on a new interconnection network, the Josephus Cube. In specific, we have shown how hypertrees, X-trees and ringed Xtrees of arbitrary height can be near optimally embedded in the Josephus Cube. In the worst case, the dilation and edge congestion is upper bounded by two and the expansion by 4 / 3. Embedding techniques used for both hypertree and X-trees are simple and may be recursively applied.
