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 SPECIFIC AIMS 
Restoration of locomotor function following spinal cord injury is both a highly desired 
outcome and critical health priority for paralyzed individuals (Anderson, 2004).  Brain 
Machine Interfaces (BMIs) hold promise for restoration of voluntary locomotor function.  
BMIs decode information from simultaneously recorded populations of single neurons 
and use this information as a control signal to restore voluntary function (for review, see 
Lebedev & Nicolelis, 2006).  During stereotypical flat stepping, the majority of cells in 
the motor cortex are modulated by a particular phase of the step cycle, and change their 
activity during complex, or visually guided, locomotion (Drew, Andujar, Lajoie, & 
Yakovenko, 2008). While the role of single cells during locomotion has been studied 
extensively, population level dynamics are not well understood.  Development of a 
locomotor BMI to restore voluntary locomotor function requires better understanding of 
these population level dynamics. 
The long term goal of this work is the development of a BMI to restore voluntary 
locomotor function following a spinal cord injury.  The central hypothesis of this thesis 
was that population-level changes in phase-modulated neural activity encode for 
voluntary changes to the step cycle.  To address this hypothesis this thesis accomplished 
the following three specific aims:  
 
AIM 1:  Identified the hindlimb kinematic strategy adopted for obstacle avoidance 
during bipedal locomotion 
iii 
 Hypothesis: Toe height magnitude was expected to increase for the step over the obstacle 
(1A), and to also be more tightly controlled during obstacle stepping compared to flat 
stepping (1B) 
Aim 1A:  Identified how kinematic measures are modulated during obstacle 
avoidance 
Aim 1B:  Identified which kinematic measures are most tightly controlled during 
obstacle stepping when compared to flat stepping 
AIM 2:  Identified phase-modulated changes in neural activity during obstacle 
avoidance 
Hypothesis: On average across the population, cells were expected to change their 
activity both for the step over the obstacle and the step prior to avoidance 
Aim 2A:  Identified average phase-modulated changes in neural activity during 
obstacle avoidance 
Aim 2B:  Assessed correlations between changes in phase-modulated neural 
activity 
AIM 3:  Designed a neural state transition decoder to detect the presence of an 
approaching obstacle. 
Objective:  Exploited population level changes in neural activity to detect the presence of 
an approaching obstacle
iv 
1 
 
CHAPTER 1:  BACKGROUND 
Spinal cord injury is a prominent and prevalent debilitating condition, with over 200,000 
people living with SCI in the United States alone.  Amongst the spinal cord injured 
population, restoration of walking ability is consistently ranked one of the highest 
priorities (Anderson, 2004).  In addition, immobility poses major health risks.  The 
leading causes of death associated with SCI are pneumonia and septicemia from skin 
ulcers, with little to no improvement in mortality rates for either condition in the last 40 
years (Spinal Cord Injury (SCI) Facts and Figures at a Glance, 2014).  Physical therapy 
regimens following SCI include body weight supported treadmill training (BWSTT), a 
method introduced in the eighties by Barbeau et al (Barbeau, Wainberg, & Finch, 1987).  
Studies investigating BWSTT have found walking ability significantly correlated with 
life satisfaction post-SCI, and that BWSTT may also increase balance and decrease fall 
risk (Behrman & Harkema, 2000; Hicks et al., 2005). 
In addition to physical therapy regimens, recent developments in spinal cord 
stimulation and robotics hold promise for restoring motor function following SCI.  
Epidural stimulation (ES), or stimulation via electrodes implanted on the dura mater of 
the spinal cord, has been shown to elicit and enhance locomotion in spinalized rats 
(Courtine et al., 2009), cats (Iwahara, Atsuta, Garcia-Rill, & Skinner, 1992), and in 
paraplegic humans (Angeli, Edgerton, Gerasimenko, & Harkema, 2014), presumably 
through activation of pattern generators in the cord.  Intraspinal Microstimulation 
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(ISMS) has also been used to elicit functional hindlimb movements (Mushahwar, 
Collins, & Prochazka, 2000).   
In robotics, exokseletons allowing paraplegics to bear weight and take steps are now 
commercially available (Strickland, 2012), have been integrated into physical therapy 
regimens (Zeilig et al., 2012), and have, recently, been integrated with a brain computer 
interface (Nicolelis, 2012).  For a review of different types of locomotor exoskeletons, 
please see (Mikolajewska & Mikojalewski, 2011). 
Developments in locomotor therapy, spinal cord stimulation, and exoskeletons provide 
ample opportunity for individuals to regain walking abilities, but not necessarily 
voluntary control of stepping.  Depending on the level and degree of the injury, 
corticospinal tract fibers may be not be spared.  In this case any of the above mentioned 
interventions may allow an individual to stand and take steps, but only under 
programmed sequences.  Brain machine interface (BMI) could potentially bridge this 
gap, allowing for cortical control of locomotion by spinal cord injured individuals. 
BMI consists of decoding movement intent from a neural signal, and using that decoded 
intent to control some output effector.  BMI has been implemented to allow 
quadruplegics to type using a speller algorithm (Birbaumer et al., 1999), and to control a 
computer cursor (Hochberg et al., 2006).  BMI has also been implemented to allow 
cortical control of a prosthetic arm in monkeys (Velliste, Perel, Spalding, Whitford, & 
Schwartz, 2008) and in humans (Hochberg et al., 2012).  Recently two different groups 
demonstrated BMI restoration of cortical control of muscles via functional electrical 
3 
 
stimulation in the monkey, functionally bridging the gap caused by injury to the 
nervous system (Ethier, Oby, Bauman, & Miller, 2012; Moritz, Perlmutter, & Fetz, 2008). 
While all of these exciting advancements encourage utilization of intracortical signals for 
BMI, almost all work in BMI and neuroprosthetics has focused on the upper body.  Our 
group recently demonstrated the first closed loop BMI for restoration of hindlimb 
function post-SCI, restoring voluntary lever press via cortical control of ES (Powers, 
Knudsen, Moxon, & Dougherty, 2012).  The Giszter group has implemented BMI for 
cortical control of a pelvic orthotic for postural adjustments (Song & Giszter, 2011).  
From a strictly decoding standpoint, Fitzsimmons et al demonstrated decoding of a 
number of kinematic parameters from a bipedally stepping monkey using linear filter 
decoding methods common to upper body BMI (N. Fitzsimmons, Lebedev, Peikon, & 
Nicolelis, 2009).  Beyond these few exceptions there has been little to no other work done 
on lower body BMI, largely due to a poor understanding of the specific role of the cortex 
in regulating locomotion. 
In rats and cats, lesioning either the primary motor cortex or corticospinal tract causes 
no deficits in flat overground walking.  This is true whether the lesion is performed at 
birth (Hicks & D’Amato, 1975) or adulthood (Beloozerova & Sirota, 1988; Muir & 
Whishaw, 1999) ( For review, see Armstrong, 1986).  In fact, cats with lesioned primary 
motor cortices can adapt to certain locomotor conditions, including turning and walking 
with limbs loaded by weights (Beloozerova & Sirota, 1988). 
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The fact that the nervous system relies heavily on subcortical structures for generation 
and regulation of locomotion has been known for decades.  Regions of the brainstem in 
particular were explored extensively in the 60s and 70s.  In a precollicular-
postmammilary cat preparation, where the cerebral cortex is lesioned from the 
brainstem rostral to the superior colliculus and caudal to the mammillary bodies, 
electrical stimulation of the mesencephalic locomotor region (MLR) will elicit 
locomotion (Shik, Severin, & Orlovski, 1966).  In a precollicular-premammilary 
preparation, spontaneous locomotion can be induced without stimulation by lowering 
the animal onto a moving treadmill belt (Garcia-Rill, Skinner, & Fitzgerald, 1983).  In 
both of these preparations, the cerebral cortex is entirely lesioned from the brainstem, 
spinal cord, and periphery, and as such it is clear that the cortex is not necessary for 
generation and maintenance of the basic locomotor pattern.  For a full review of 
brainstem nuclei involved in controlling locomotion, please see (Duysens & Van de 
Crommert, 1998).  
In fact, the circuitry required for the basic locomotor pattern is largely contained within 
the spinal cord, as first demonstrated as early as 1914 (Brown, 1914; Stuart & Hultborn, 
2008).  In his seminal experiment, Thomas Graham Brown was able to elicit phasic 
motoneuron bursting via stimulation of a bilaterally deafferented spinal cord.  
Previously, locomotion was seen strictly as a reflexive behavior, where, for example, 
swing phase flexion was triggered by stance phase hyperextension.  Graham’s 
experiment proved the mechanism to be central and not dependent on afferent feedback.  
Activation of this pattern generating circuitry, later termed the central pattern generator 
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(CPG), was later shown via pharmacological stimulation with monoamine agonists 
(Grillner & Zangger, 1979; Jankowska, Jukes, Lund, & Lundberg, 1967). 
In addition to the brainstem and spinal cord, the cerebellum also likely plays a key role 
in regulating locomotion.  Cerebellar cells are rhythmically active during locomotion 
(Armstrong & Edgley, 1988; Arshanvsky, Gelfand, & Orlovsky, 1986) and removal of the 
cerebellum causes ataxia and misreaching (Shik & Orlovsky, 1976).   
Despite the extensive involvement of subcortical structures, cells in the motor cortex are 
abundantly active during locomotion.  Single cells fire preferentially at specific phases of 
the step cycle (Baker, Tyner, & Towe, 1971) and this rhythmicity persists when afferent 
input to the cell from its receptive field is eliminated (Drew & Doucet, 1991).  While cells 
in the motor cortex have distinct receptive fields, there is no clear relationship between a 
cells receptive field and its preferred phase of the step cycle.  Cells with similar receptive 
fields can fire at different phases, and cells that fire at similar phases can have different 
receptive fields (Armstrong & Drew, 1984).   
Cells in the motor and sensory cortices do, however, show phase-dependent 
responsiveness to cutaneous stimuli.  Transmission of sensory information is suppressed 
during active locomotion (Chapin & Woodward, 1982c), and specifically during all 
phases except right before footfall (Chapin & Woodward, 1982a).   
Lesions to the cerebral cortex may cause little to no deficits in flat, overground 
locomotion, but prove debilitating for skilled locomotor tasks.  In the cat, lesioning 
primary motor cortex causes an inability to accurately place the paw on ladder rungs 
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(Friel, Drew, & Martin, 2007; Jiang & Drew, 1993).  So while the cortex seems 
unnecessary for flat, simple locomotion, it is highly involved in the regulation of 
“complex” locomotion, or stepping that involves visuomotor coordination.  Distinct 
differences emerge when comparing motor cortical activity between flat and complex 
locomotion. 
Changes in neural activity between flat and complex locomotion are dependent on the 
accuracy demands of the task, and not necessarily on the magnitude of the movements 
or muscle activations (Beloozerova & Sirota, 1993; Courtine et al., 2005).  These specific 
changes, however, are very heterogeneous in nature. Some single cells decrease activity 
when comparing complex to simple locomotion, some increase, others may shift in 
timing, and still others in duration of activity  (Amos, Armstrong, & Marple-Horvat, 
1990; Drew, Jiang, Kably, & Lavoie, 1996; Drew, 1988).  
While single cell activity has been studied extensively, population level dynamics 
remain largely unexplored.  It is possible that while single cells change their activity in a 
multitude of ways, as a population, cohesive shifts emerge during the transition from 
simple to complex locomotion.  This population-level state transition would allow for 
development of a decoding algorithm to detect voluntary changes to the step cycle.  
Population level decoders have been implemented to detect state transitions during 
movement preparation (Kemere et al., 2008), postural changes (Ethier, Sachs, & Miller, 
2011), and from forward to backward walking ( Fitzsimmons, Lebedev, Peikon, & 
Nicolelis, 2009) 
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Stimulators and exoskeletons are capable of generating a stereotyped motor output for 
locomotion, and pattern generating circuitry is largely contained in the spinal cord (see 
above).  Development of a BMI capable of restoring voluntary locomotor function post-
SCI relies on better understanding of population level dynamics in the cortex.  The focus 
of this thesis is the design of an efficient cortical decoding algorithm capable of detecting 
voluntary changes to the step cycle. 
CHAPTER 2:  GENERAL METHODS 
2.1 Overview 
The protocol for this project can be broken into three parts:  (1) Animal Training, (2) 
Cortical array implantation, and (3) Data Recording.  First, animals are trained to 
tolerate bipedal stepping over obstacles over the course of eight weeks (see Figure 1).  
After achieving proficiency in the task, animals are implanted with chronic microwire 
arrays in the hindlimb sensorimotor cortex (HLSMC).  Following recovery from surgery, 
animals are retrained, and kinematic and neural data is recorded simultaneously while 
animals navigate obstacles for 20-30 minutes.  Data is processed and analyzed offline.  
For detailed methods, please see Methods sections for each Aim (Chapters 3-5).  For a 
detailed study timeline, please see the Appendix. 
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Figure 1:  Experimental Setup. Rats step bipedally on a treadmill, held upright 
by a spring loaded Body Weight Support Device.  Two obstacles are spaced 
evenly on the treadmill belt such that one is presented every 4-5 seconds, and the 
rat can only see one obstacle at a time. 
 
 
2.2 Animal Training 
 
Animals are trained to tolerate bipedal stepping over the course of four to six weeks, are 
put under water restriction, and trained daily to navigate obstacles presented every 4-5 
seconds for 20 minute sessions. 
 
Bipedal Stepping 
 
During obstacle avoidance training, animals are held in an upright bipedal position 
using a Body Weight Support (BWS) device.  The bipedal position allows for isolation of 
the hindlimbs, and removes forelimb activity from the task.  Cells in the hindlimb 
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sensorimotor area receive projections from the forelimb region (Widajewicz, Kably, 
Drew, & Neurophysiology, 1994).  With the rat in the bipedal position, observed phasic 
patterns of neural firing relate specifically to the hindlimbs.  Similar methods have been 
implemented by other groups both pre- and post- spinal transection (Borton et al., 2014; 
Zelenin et al., 2011).  Bipedal stepping in quadrupeds does not require augmented 
participation from the cortex (Zelenin et al., 2011). 
 
Weight Support 
 
Because animals step and avoid obstacles bipedally, a BWS device supports 60% of their 
weight.  As such each hindlimb must be able to support up to 40% of the animals total 
weight.  During quiet standing, rats take on 75% of their weight on the hindlimbs, or 
approximately 38% on each hindlimb (Giszter, Davies, & Graziani, 2007).  During 
regular locomotion, a single rat hindlimb vertically exerts anywhere from 5-55% of the 
animals body weight (Clarke, 1995).  Similar force exertions are shown in the cat 
hindlimb during locomotion (Lavoie, McFadyen, & Drew, 1995) and quiet standing 
(Coulmance, Massion, & Swett, 1979).  Providing 60% weight support is justified from 
these studies and empirical observation during animal training. 
Animals are held bipedal on the treadmill using a BWS device, which allows for variable 
support via increasing tension on a spring-loaded beam.  Each day, animals are weighed 
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and the amount of tension required to support 60% of the animal’s weight is calculated.  
The Device is adjusted prior to each animal’s training session, and is calibrated monthly. 
 
Treadmill Speed 
 
Animals are trained to tolerate bipedal stepping on a treadmill for twenty minutes at a 
speed of 12cm/s.  This is well within reason for walking speed, as quadrupedally 
stepping rats ambulate at twice this speed (Clarke & Parker, 1986).  Studies in cats and 
rats have shown comparable obstacle avoidance strategies during overground and 
treadmill locomotion (Lavoie et al., 1995; Pereira et al., 2006).   
 
Training 
 
After 4-6 weeks of bipedal step training, animals are placed under water restriction and 
obstacles are introduced.  Animals are rewarded with water for successful obstacle 
avoidance, and are initially trained to avoid “short” obstacles (0.3x0.9cm).  Upon 
reaching proficiency, “tall” obstacles are introduced (0.3x1.8cm).  Both these heights are 
manageable for rats, as quadrupedal obstacle avoidance studies have used obstacles as 
tall as 3.0cm (Perrot, Laroche, Pozzo, & Marie, 2011) and 4.0cm (Sato, Aoki, & 
Yanagihara, 2012).  Animals are trained each day with either short or tall obstacles.  
Obstacles are fixed to the treadmill belt and presented every 4-5 seconds.  Notably, 
animals can only see one obstacle at a time. 
11 
 
 
2.3 Surgical Implantation 
 
Upon reaching proficiency in obstacle avoidance, animals are surgically implanted with 
bilateral microwire electrode arrays in the hindlimb sensorimotor cortex (HLSMC) (see 
Figure 2).  Surgeries are performed under aspectic conditions, using standard methods 
from our lab (Foffani, Tutunculer, & Moxon, 2004; Knudsen, Powers, & Moxon, 2014) 
 
 
Figure 2 - Implantation of the cortical microwire array in the HLSMC.  (A) 
Arrays are implanted into the hindlimb sensormotor region of the cortex.  (B) 
Microwire array and scaled dimensions (Adapted from (Leergaard et al., 2004; 
Manohar, Flint, Knudsen, & Moxon, 2012)) 
 
Animals are removed from water restriction 72h prior to surgery to encourage hydration 
and weight gain, and are given ad lib water for one week post-op.  Implantation is 
performed under general anesthesia (2-3% isofluorane in O2 delivered via orotracheal 
intubation).  Bilateral craniotomies are performed over the HLSMC, and dura and pia 
mater removed.   On each side, a 4x4 array of 50um teflon-insulated stainless steel 
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microwires (Microprobes, Gaithersburg MD) is lowered to the infragranular layer of the 
cortex (layers V/VI; 1.3-1.5mm depth).  Arrays are cemented in place, creating a headcap 
to attach a recording headstage during recording sessions (see 2.4 - Data Recording and 
Processing).  Following surgery, animals are allowed one week of recovery with ad lib 
water and retrained to proficiency. 
 
2.4 Data Recording and Processing 
 
Prior to data recording, animals are lightly anaesthetized, their hindlimbs shaved, and a 
recording headstage connected to the electrode array headcap.  Kinematic and neural 
data are recorded simultaneously and synchronized online.  Animals are recorded while 
stepping over obstacles for 20-30 min, and for 3-5min while stepping without obstacles 
(control stepping).  All data is processed and analyzed offline. 
 
Two-dimensional kinematics are recorded at 100 fps using a digital camera (Basler AG, 
Germany) and written to a solid state drive (Intel Inc) using custom acquisition program 
(National Instruments Labview).  Reflective markers are applied bilaterally to the 
metatarso-phalangeal joint (NaturalPoint Inc) with nontoxic cosmetic adhesive and 
illuminated with an LED light source (AmScope).  For all recordings, the right side of 
the animal faces the camera, and the left side kinematics are captured using a mirror 
positioned behind the animal (see Figure 3). 
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Figure 3 – Extraction of marker coordinates.  (A) A commercially available 
software program (Maxtraq, Innovision Systems) is used to extract two-
dimensional marker coordinates for each frame of the recording.  (B) Resulting 
cyclograms are used to extract kinematic measures for each step (see Figure 4) 
using a custom processing program (Matlab, Mathworks) 
 
Cartesian coordinates for each marker, for each frame, are extracted offline using 
commercially available software (Maxtraq).  Once coordinates are extracted, a custom 
processing program pulls out timestamps for each liftoff and footfall and calculates a 
number of kinematic measures (Mathworks Matlab).  These measures are stride 
duration (time from liftoff to the next liftoff), swing duration (duration of swing phase), 
stance duration (duration of stance phase), stride length (anterio-posterior distance from 
liftoff to footfall), and toe height (max toe height for the step cycle) (Figure 4).   
 
These measures are calculated for each step in the recording, and analyzed for a set 
number of steps before and after successful obstacle avoidance.  Specifically, measures 
for three steps prior to avoidance (-3) through two steps following avoidance (+2) are 
analyzed, where step 0 is the step over the obstacle.  Previous studies have shown 
B A 
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changes in neural activity and biomechanics occur only for the step prior to avoidance 
and the step over the obstacle (Drew, 1991; Sato et al., 2012).  Transitions from simple to 
complex walking, therefore, occur in the few steps leading up to avoidance.  Kinematic 
measures are analyzed separately for the leading and trailing limb, for all successful 
obstacle avoidances (trials). 
 
Prior to being placed on the treadmill, animals are lightly anesthetized and a recording 
headstage (Plexon Inc) is plugged into the animal’s headcap.  Signals from single- and 
multi-units in the sensorimotor cortex are recorded on 16 channels bilaterally (32 total).  
Units are discriminated using thresholding and PCA analysis of waveform features 
(SortClient, Plexon Inc), and are re-discriminated before each recording session.   
 
Neural data is collected at a frequency of 40kHz, amplified by the VLSI headstage (20x), 
and amplified and filtered by a preamplification board (100x; 100-8kHz).  Recording of 
both neural and kinematic data is triggered by the neural recording system, which also 
sends out a 1kHz square wave to the camera recording system to ensure time 
synchronization between the two acquisition systems.  For an overview of the recording 
setup, see the Appendix.  Timestamps and selected waveforms for all action potentials 
for each sorted unit are saved, for each recording session.  The firing rates of cells 
relative to the step cycle are analyzed in  
Specific Aims II and III. 
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CHAPTER 3:  AIM I 
AIM 1:  Identify the hindlimb kinematic strategy adopted for obstacle avoidance 
during bipedal locomotion 
3.1 Overview 
Animals navigate obstacles for 20-30 minute sessions, with obstacles appearing every 4-5 
seconds.  The first part of this aim (Aim 1A) asks how animals modulate a set of 
kinematic measures for each step relative to successful avoidance, for the leading and 
trailing limb.  Aim 2 will mirror this approach for neural activity, asking how a set of 
neural measures are modulated for each of these steps.  While animals do modulate 
their kinematics during avoidance (Aim 1A), this aim also asks how animals step during 
general obstacle navigation when compared to flat, simple locomotion (Aim 1B).  For 
each of these kinematic measures, temporal correlations are assessed during obstacle 
navigation and compared to correlations for flat, simple locomotion.  Changes in 
correlations provide insight to differences in control strategy between simple and 
complex locomotion, specific to this task.   Changes in kinematics both during avoidance 
and during obstacle stepping provide context for interpreting changes in neural activity 
(Aim 2). 
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3.2 Aim 1A:  Identify how kinematic measures are modulated during obstacle avoidance 
3.2.1 Methods (Kinematics during avoidance) 
Kinematics are analyzed for each step relative to the obstacle, from three steps prior to 
two steps following avoidance, separately for the leading and trailing limbs (see Figure 
4). 
 
 
Figure 4:  Kinematic measures and obstacle avoidance.  The five measures 
extracted for each step in a recording are stride duration (SD), swing phase 
duration (SDsw), stance phase duration (SDst), stride length (SL), and maximum 
toe height (TH) for each step, and are analyzed for steps from three steps prior to 
avoidance (-3) through two steps following avoidance (+2). 
 
17 
 
Each recording session, animals step over either short or tall obstacles.  For this study 
statistics were run only on tall obstacle avoidance.  Neural activity is only analyzed for 
tall avoidance (Aim 2), and to make comparisons between changes in kinematics and 
neural activity, only tall avoidance is used for both.  For each measure, and for leading 
and trailing limb measures separately, a repeated measures ANOVA with steps as the 
within-subject factor (6 levels) was performed, and, when significant, post-hoc pairwise 
comparisons assessed (Bonferroni; Table 2).  Figure 5 shows changes in each measure, 
for the leading and trailing limbs, for both short and tall avoidance. 
3.2.2 Results 
A summary of the data used for Aim 1 is provided in Table 1.  A total of 18 recordings 
from 7 animals were analyzed, including 1860 trials (936 R-Leading, 924 L-Leading). 
Table 1 – Summary of Kinematic Data 
  
  
  
Recordings 
  
Animals 
Trials 
R-Leading L-Leading Total 
Short 9 9 476 523 999 
Tall 18 7 936 924 1860 
Total 27 9 1412 1447   
 
Kinematic measures are plotted in Figure 5 for steps relative to the obstacle during 
avoidance, separately for the leading and trailing limb, and separately for short and tall 
obstacle avoidance.  Statistics presented in Table 2 are for tall avoidance only. 
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All measures showed effect of step for the trailing limb (p<.01).  As shown in Figure 5, 
across measures the trailing limb step over the obstacle has a greater magnitude than the 
leading.  This is especially true for toe height.  For the leading limb, toe height, stride 
length, swing duration, and swing speed ((stride length)/(swing duration)) all show 
effect of step (p<.01).   
Posthoc pairwise comparisons (Bonferroni) were made on all measures showing effect of 
step, and are presented in Table 2.  Steps with greater magnitude or lesser magnitude 
than at least three other steps (out of the five total other steps considered) are defined as 
having significant changes.  Using this definition, there is a significant decrease in stride 
duration for Trailing Step -1, and also a significant increase in stride duration for 
Trailing Step 0 (Table 2, Figure 5). 
Table 2 – Kinematic Measures during avoidance. Effect Size (ES) is partial eta 
squared. 
 
    Effect? ES Pairwise 
Stride Duration Leading n 0.01 n/a 
  Trailing y 0.02 -1<All … 0>All … -2<+1 
Stance Duration Leading n 0 n/a 
  Trailing y 0.02 -2<+1 … -1<All … -3,-2,-1<0>+2 
Swing Duration Leading y 0.01 -2,-1<0>+1 …  +1<All 
  Trailing y 0 0>All 
Stride Length Leading y 0.04 -3<-1 … +1<All 
  Trailing y 0 0>+2 
Swing Speed Leading y 0.01 -1>0,+1,+2 … -2>0 
  Trailing y 0.02 0<All 
Toe Height Leading y 0.07 -3<-1 … 0>All 
  Trailing y 0.51 0>All 
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Of all steps considered, kinematics are most modulated for Trailing Step 0.  Stride 
duration, swing duration, stance duration, and toe height all increase and swing speed 
decreases.  A similar trend is observed for Leading Step 0, with swing duration and toe 
height increasing.  Essentially in both cases, the step over the obstacle is a higher, slower 
step.  There is a greater magnitude change in these trends, however, for the trailing limb.   
No significant changes in kinematics occur prior to Step -1, for the leading or trailing 
limb.  During Leading Step -1, swing speed increases.  Note that while swing speed 
significantly increases, there are no significant changes in swing duration or stride 
length, and this significant increase is largely due to a decrease between Step -1 and 0.  
During Trailing Step -1, stride and stance duration decrease.  In both cases temporal 
aspects of the step cycle are modulated modestly, when compared to changes at Step 0.  
And, again, the magnitude of changes are greater for the trailing limb. 
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Figure 5 - Modulation of kinematic measures during obstacle avoidance.  
Stride, swing, and stance duration, and toe height all show modulation for step 0 
(over the obstacle), with consistent relationships between changes in magnitude 
for tall, short, leading, and trailing limb avoidance.  Bars are standard deviation. 
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During avoidance, Trailing Step -1 is the step that occurs immediately prior to the 
leading limb clearing the obstacle.  The placement of this footfall is presumably precise; 
clearance of the obstacle relies on stable and consistent planting of this paw.  One means 
of confirming this is by looking at the distance between each footfall and the obstacle, 
and assessing the variance. 
Figure 6 plots the distance between Leading and Trailing Steps -1 and 0 and the obstacle 
(A) and looks at the variance for each footfall (B).  Steps prior to Step -1 and after Step 0 
are out of the camera frame, and so these distances cannot be analyzed.  As presumed, 
the standard deviation of the footfall-to-obstacle distance is less for Trailing Step -1 
compared to Trailing Step 0.   
 
Figure 6 – Precision of paw placement 
B 
A 
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During obstacle avoidance animals modulate toe height and temporal aspects of the step 
cycle, and do not, prior to and during avoidance, modulate stride length.  Greater 
kinematic changes are observed for the trailing limb during both Step -1 and Step 0.  
Trailing Step -1 is a precision step, where the animal precisely places the paw relative to 
the obstacle to ensure leading limb clearance. 
 
3.3 Aim 1B:  Identify which kinematic measures are most tightly controlled during 
obstacle stepping when compared to flat steps 
 
3.3.1 Overview 
The overall goal of Aim I is to identify the kinematic strategy adopted for bipedal 
obstacle avoidance.  Aim 1A asked how measures change specifically for the steps 
relative to avoidance.  Aim 1B asks, instead, if there is a difference in control strategy 
adopted for complex locomotion (obstacle stepping) when compared to simple 
locomotion (flat stepping).  Both questions contribute to the understanding of how 
animals modulate their kinematics during this task, and will provide insight to 
interpretations of the neural activity in Aim 2. 
3.3.2 Methods  
During a recording session, animals step for 20-30 minutes over obstacles (obstacle 
stepping) and an additional 3-5 minutes without obstacles (flat stepping).  Temporal 
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correlations in kinematics for these two conditions are assessed using Detrended 
Fluctuation Analysis (DFA).  DFA, a modification of root-mean square analysis of a 
random walk, provides a single output measure α for each discrete time series variable.  
An α<0.5 indicates anti-persistence, or that the variable is tightly regulated.  For 0.5<α<1.0, 
variables are considered persistent, or relatively unregulated (Dingwell, John, & 
Cusumano, 2010).   
Persistence α values are calculated for each kinematic measure (SD, SDsw, SDst, SL, 
TH), for flat stepping, short obstacle stepping, and tall obstacle stepping.  Because flat 
stepping sessions are 3-5min long, and obstacle stepping 20-30min long, 3min segments 
were taken of each.  Three different 3-min segments were taken from each obstacle 
stepping session and the alpha value averaged across the three.  This alpha value was 
compared to the alpha value for 3-min of flat stepping from the same animal, from the 
same recording day. 
To calculate α for each measure, or time series, first each time series x(n) (where n ϵ 
{1,…,N} steps in a recording) is integrated as a cumulative sum: 
 
𝑦(𝑘) =  ∑[𝑥(𝑛) − ?̅?]
𝑘
𝑛=1
  
This integrated series is then broken into segments of equal length j, and a least squares 
line fit to each segment.  The y-coordinate of these straight line segments is denoted 
𝑦𝑗(𝑘).  The squares of the residuals between 𝑦(𝑘) and 𝑦𝑗(𝑘) are averaged across the 
dataset and the root mean squared taken to yield F(j):   
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𝐹(𝑗) = √
1
𝑁
 ∑[𝑦(𝑘) − 𝑦𝑗(𝑘)]2
𝑁
𝑘=1
  
This is repeated for 50 different segment lengths j evenly spaced from j=4 to N/4 (see 
Figure 7).  Plotting F(j) vs j typically yields a power function that can be fit with F(j) ≈ jα.  
The slope of log(F(j)) vs. log(j) is, therefore, the parameter α.  
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Figure 7:  DFA Analysis.  (A) A discrete time series x(n) (in this example, toe 
height) is summed and integrated to yield y(k) (B) which is broken into 
segments.  Each segment is fit with a least squares line (yj(k)).  (C) This is 
repeated for 50 different segment sizes j.  Note that as segment size j increases, 
the number of segments decreases and the overall error (least squares of the 
residuals) increases.  The average least squares of the residuals (F(j)) is taken, and 
log(F(j)) vs log(j) plotted for all j values, for a single recording (D).  An example 
for an obstacles stepping recording (D) and for a flat stepping recording (E). 
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If the time series is uncorrelated, i.e. white noise, then y(k) would correspond to a 
random walk, and α=0.5.  If there are short term correlations, for short segments the 
slope may not be 0.5, but as segment size increases α will approach 0.5.  Values 
0.5<α<1.0 indicate persistent long range correlations, and α<0.5 indicate anti-persistent, 
short term correlations.  α>1.0 indicates correlations that do not have a power-law form, 
and α=1.5 indicates Brownian noise.  α=1.0 indicates a special case of 1/f noise.   
Detrending the integrated sum and averaging across a range of detrended segment 
lengths makes DFA a more robust analysis than traditional autocorrelations, and less 
susceptible to effects from non-stationarities and noise (Dingwell et al., 2010; C. K. Peng, 
Havlin, Stanley, & Goldberger, 1995; C. Peng et al., 1992). 
3.3.3 Results 
Values of α were calculated for each measure, for each condition (flat, short, and tall 
stepping), for each recording.  In total, 9 short, 18 tall, and 27 flat stepping recordings 
were used.  Values for each condition, for each measure, were averaged across recording 
days and animals (Figure 8). 
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Figure 8 – Detrended Fluctuation Analysis α values.  Standard deviation bars 
shown.  Yellow horizontal line is at α=0.5, the threshold for anti-persistence.  All 
measures show persistence (α>0.5, p<.05), and across measures a significant 
effect of condition.  Significant post-hoc pairwise comparisons are denoted with 
asterisks (*).   Toe height and swing speed (stride length/swing duration) show 
distinct differences in temporal correlations between conditions. 
 
 A one-sample t-test was performed on each measure for each condition to ask if the 
measure is persistent.  All kinematic measures during flat and obstacle avoidance are 
persistent (α>0.5, p<.05), which is consistent with the literature (Dingwell et al., 2010) 
(see Appendix for full statistics).   
To ask if α values are different across conditions, values for all measures were compared 
between flat, short, and tall stepping conditions using a multivariate ANOVA.  This 
revealed a significant effect of condition on α across all measures, F(12,94)=2.69, p<.01 
(see Appendix for full statistics).   
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Post-hoc pairwise comparisons (Dunnett) were made between flat stepping and short 
and tall stepping, respectively, for each measure.  Toe height, stride length, swing 
duration, and swing speed (again, (stride length)/(swing duration)) all show significant 
differences in temporal correlations between conditions (p<.05).  Stride length and toe 
height show significant differences between flat and tall stepping, while swing duration 
and swing speed show significant differences between both flat and tall stepping and 
flat and short stepping (see Table 3)      
 Table 3 – Detrended Fluctuation Analysis:  Flat vs. Short and Tall 
Measure 
  
Control 
(n=27) 
Short 
(n=9) 
Tall 
(n=18) 
Stride Duration Mean 0.59 0.55 0.57 
  SD 0.13 0.08 0.07 
  Dunnett t   0.21 0.36 
Swing Duration Mean 0.65 0.55 0.58 
  SD 0.15 0.08 0.08 
  Dunnett t   0.03 0.04 
Stance Duration Mean 0.58 0.54 0.56 
  SD 0.12 0.07 0.06 
  Dunnett t   0.24 0.44 
Stride Length Mean 0.65 0.61 0.59 
  SD 0.10 0.05 0.06 
  Dunnett t   0.18 0.02 
Toe Height Mean 0.73 0.66 0.56 
  SD 0.14 0.08 0.08 
  Dunnett t   0.10 0.00 
Swing Speed Mean 0.71 0.61 0.62 
  SD 0.11 0.04 0.06 
  Dunnett t   0.00 0.00 
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3.4 Aim 1 Discussion 
Changes in measures during avoidance 
Figure 9 provides a summary of changes in kinematics prior to and during obstacle 
avoidance.  During the steps prior to and over the obstacle, animals modulate toe height 
and temporal aspects of the step cycle, primarily for the step over the obstacle, and at a 
greater magnitude for the trailing limb than the leading. 
Animals modulate kinematics primarily for the step over the obstacle, and increase 
trailing limb kinematic measures at a greater magnitude than leading.  This consistent 
with rat hindlimb kinematics  during quadrupedal treadmill obstacle avoidance (Perrot 
et al., 2011).  The same study (Perrot et al., 2011) found leading kinematics to have a 
greater magnitude change for the forelimbs, while the trailing kinematics have greater 
magnitude for the hindlimbs.  This suggests bipedally stepping rats maintain the same 
hindlimb kinematic strategy as when quadrupedally stepping, as opposed to adopting a 
novel approach more related to the forelimbs. 
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Figure 9 – Summary of changes in kinematics during avoidance.  Changes in 
kinematic measures for prior to avoidance and over obstacle.  Measures listed are 
significantly greater (INCREASE) or lesser (DECREASE) magnitude than at least 
three other steps for tall obstacle avoidance. 
 
While a number of studies have investigated kinematics during obstacle avoidance 
(Lavoie et al., 1995; McFadyen, Lavoie, & Drew, 1999; Patla & Rietdyk, 1993), few have 
looked at steps prior to the step over the obstacle (Sato et al., 2012).  Sato et al found 
modest changes prior to avoidance, with a decrease stride length and swing duration 
Trailing Step -1.  In the current study, bipedally stepping rats decrease stride duration 
and stance duration Trailing Step -1.  In both cases animals modulate temporal aspects 
of the step cycle.  Bipedal rats do not modulate stride length, however, highlighting the 
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need for kinematic analysis in each experimental paradigm to appropriately interpret 
changes in neural activity during the task. 
Temporal correlations 
DFA has been implemented to assess temporal correlations in time series for a number 
of applications including economic time series, heartbeat dynamics, and human 
treadmill stepping (Dingwell et al., 2010; Liu, Cizeau, Meyer, Peng, & Stanley, 1997; 
Peng et al., 1995).  Typically comparisons are made between “persistent” (0.5<alpha<1.0) 
and “anti-persistent” (alpha<0.5) time series.  Anti-persistent series are more tightly 
controlled than persistent series.  In the current study, however, all measures under all 
conditions show persistence, or long range temporal correlations. 
Swing durations in young, healthy subjects show higher alpha values than those for 
individuals with Huntington’s Disease, a condition causing cerebral cortex degeneration 
(Hausdorff, Peng, Ladin, Wei, & Goldberger, 1995).  In fact, alpha decreases within the 
range of persistence (0.5<alpha<1.0) with increasing disease severity.  Authors link this 
decrease in temporal correlation with decrease cortical function and coordination.  
Similar results were found when comparing young healthy individuals to the elderly 
(Hausdorff et al., 1995).   
There are significant differences in temporal correlations (DFA analysis) between 
obstacle and flat stepping.  Toe height, stride length, swing duration, and swing speed 
all show differences in temporal correlations between conditions. These results are 
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consistent with changes in kinematics for steps relative to avoidance.  Animals are 
modulating, primarily, toe height and temporal aspects of the step cycle both during 
general obstacle stepping when compared to flat stepping, and also specifically during 
obstacle avoidance.   
While stride length also has differences in temporal correlations, the related measures 
swing duration and swing speed see more significant differences between conditions 
(Figure 8).  These differences can be encompassed by changes in toe height and swing 
speed, particularly because there are no changes in overall stride duration or stance 
duration. 
Obstacle stepping requires increased cortical involvement.  Measures, however, show 
decreased correlations during obstacle stepping when compared to control.  Because this 
is at odds with previous theories on DFA interpretations, an autocorrelation was run for 
each measure, for each condition, to compare to the above DFA findings.  
Autocorrelation results are presented in the Appendix and agree with and substantiate 
the DFA results, with decreased autocorrelations for obstacle stepping compared to 
control. 
One possibility is that this decrease in alpha is a trend towards anti-persistence, with 
measures being more tightly controlled with increasing accuracy demands of obstacle 
stepping.  Indeed, decreased correlations with Huntington’s disease progression were 
interpreted as a trend towards anti-persistence, or pathological behavior (Hausdorff et 
al., 1995).  For the present study, it is sufficient to conclude animals show distinct 
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differences in temporal correlations, and as such control strategy, for toe height and 
swing speed during obstacle stepping when compared to flat stepping. 
Kinematic strategy  
In this task, animals avoid obstacles by modulating toe height and swing speed.  Toe 
height increases for the step over the obstacle and also shows decreased temporal 
correlation for obstacle stepping when compared to flat stepping.  Swing speed increases 
for the trailing step over the obstacle and also shows significant differences in 
correlations between obstacle and flat stepping. 
The role of the motor cortex in locomotion is not well understood.  One theory is the 
cells in the cortex are concerned with the accuracy demands of a task and not necessarily 
the magnitude of the movement (Drew & Marigold, 2015).  In the case of this task, for 
example, neural activity would be expected to increase for the precision step at Trailing 
Step --1.  Aim II explores how neural activity related to the leading and trailing limbs is 
modulated during obstacle avoidance.  Corresponding changes in kinematics from Aim 
I provide insight to the role of the motor cortex in locomotion. 
In designing a BMI decoder, identifying the goal function of the task at hand helps 
identify, temporally, when to look for a signal, and what that signal may encode for.  
Because kinematic changes consist of increased toe height and swing speed, primarily at 
Step 0, a decoder for this task might aim to detect these changes prior to Step 0.  Aim III 
explores the design of such a decoder. 
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CHAPTER 4:  AIM II  
AIM 2:  Identify phase-modulated changes in neural activity during obstacle 
avoidance. 
4.1 Aim 2 Overview 
Changes in neural activity are assessed for each step relative to avoidance, for the 
leading and trailing limb separately.  Perievent time histograms (PETHs) were generated 
around liftoff, with a window normalized to stride duration.  This provides an 
assessment of a cells activity relative to the step cycle.  Aim 2A asks how a set of PETH 
neural measures change, on a population level, for each step relative to obstacle 
avoidance.  Aim 2B asks if these observed changes could be due to changes in a smaller 
subset of neural measures.  Changes in neural activity are interpreted in the context of 
changes in kinematics from Aim 1, and used to make suggestions for the neural decoder 
designed in Aim 3.  Changes in kinematics and neural activity also provide insight to the 
potential role of the motor cortex in voluntary gait modifications (see Discussion). 
 
 
 
 
 
35 
 
4.2 Aim 2A:  Identify population-level changes in phase-modulated neural activity  
4.2.1 Methods 
4.2.1.1 Circular statistics 
Circular statistics has been implemented in previous studies to study phase-modulated 
neural activity during locomotion (Beloozerova & Sirota, 1988; Drew & Doucet, 1991).  
Rayleigh’s test provides a p value for statistical significance of phase-modulation, and is 
used here to classify cells as significantly modulated (p<.01).  The measure r provides an 
unbiased means of determining how tuned a cell is to its preferred phase of the step 
cycle.  While other measures of neural activity rely on setting a threshold for activity, 
smoothing, and setting significance criteria, calculation of r is simply the magnitude of 
the resultant vector from each individual bin in the PETH.  In equation form: 
𝑋 =  
∑ 𝑛𝑖 cos 𝜙𝑖
𝑛
𝑖=1
∑ 𝑛𝑖
𝑛
𝑖=1
;      𝑌 =  
∑ 𝑛𝑖 sin 𝜙𝑖
𝑛
𝑖=1
∑ 𝑛𝑖
𝑛
𝑖=1
 
𝑟 =  √(𝑋2 + 𝑌2) 
𝜙 =  tan−1
𝑌
𝑋
 
where n is  spike count (or probability) for each bin i, and 𝜙 (phi) is the preferred phase 
of the step cycle for the cell, in degrees .  This is illustrated in Figure 10.   
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Figure 10 – Circular statistics and neural firing.  Peri-event histograms (PETHs) 
are generated for each cell with windows normalized to stride duration (liftoff to 
liftoff).  Because firing rate is binned as a function of the step cycle, a single cell 
PETH can be plotted along an x-axis from liftoff to liftoff (A) or the unit circle (B).  
Circular statistics is implemented to calculate “r,” the magnitude of the resultant 
vector, and phi, the direction of this vector.  Phi is the cell’s “preferred phase,” 
and r a measure of how tuned the cell is to its preferred phase. 
 
The measure r ranges from 0 to 1.0, with 0 indicating a completely even distribution and 
1.0 indicating a cell fired only during a single phase of the step cycle. 
4.2.1.2 Neural Measures 
PETHs bin single cell firing rates relative to some event, and within a specific window of 
interest.  For phase-modulated activity, this window is normalized to stride duration for 
each step.  A cell’s activity is analyzed from liftoff to liftoff, and the output measures 
indicate how a cell fires relative to the overall step cycle.   
For this study, each cell is first classified as firing relative to the ipsi- or contralateral 
limb.  To do this, for each cell PETHs are generated for all right liftoffs, and for all left 
liftoffs.  For a given cell, if the right-limb PETH has a higher r value than the left, that 
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cell is classified as firing relative to the right limb.  Conversely if the r value for the left-
limb PETH is higher than that for the right, the cell is classified as firing relative to the 
left limb (see Figure 11).   
To ask how neural activity changes for each step relative to obstacle avoidance, PETHs 
are generated across all trials, for each step relative to avoidance.  In order to generate 
and pull consistent measures off PETHs, a minimum number of trials must be used.  For 
this study, PETHs are generated around >=50 trials.  On a given recording day animals 
only successfully avoid the obstacle 50+ times leading with either the right or the left 
limb.  For a summary of Right- vs Left-Leading days, see Table 4. 
For Right-Leading days, cells firing relative to the right limb are labelled leading cells 
and cells firing relative to the left limb trailing cells.  Conversely, on Left-Leading days, 
cells firing relative to the left limb are labelled leading cells and cells firing relative to the 
right limb trailing cells.  For a summary of leading vs trailing cells, see Table 5. 
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Figure 11  Single cell example: Extracting neural measures.  (A) Each cell is 
classified as firing relative to the Right or the Left limb.  (B) Once classified, 
PETHs are generated around this limb’s liftoff, for each step relative to the 
obstacle during avoidance (-3 through +2), and (C) neural measures are extracted 
from each PETH (for each cell, for each step relative to the obstacle). 
 
This aim explores changes in phase-modulated activity during obstacle avoidance.  To 
do this, PETHs are generated for each cell, for each step relative to the obstacle during 
avoidance.  Six neural measures are extracted from these PETHs and compared across 
steps (see Figure 12).   
To extract neural measures, high and low thresholds are determined for each PETH and 
used to identify significant supra- and sub-threshold bins.  High and low thresholds are 
defined as the window mean firing rate +/- 0.5*(standard deviation).  As illustrated in 
Figure 12, the first significant bin (a) is the first of three consecutive bins above the high 
threshold.  The last significant bin (c) is the last of three consecutive bins below the high 
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threshold.  The peak bin (b) is the bin with the highest value, extracted from a smoothed 
PETH (not shown).  A similar method is used to extract first, last, and min bins below 
the low threshold (red).   
Once thresholds are set, the six measures are extracted.  These measures are r, mean 
firing rate, r, duration, response magnitude (RM), peak response (PR), and depth of 
modulation (dM) (see Figure 12).  Mean firing rate is the window average.  Duration is 
the amount of bins between the last and first significant bins, and response magnitude 
(RM) is the area of the PETH between these two bins.  Peak response (PR) is the 
magnitude of the peak bin and depth of modulation (dM) is the difference between the 
peak and min bins. The final measure is r, or the magnitude of the resultant vector 
across all bins (Figure 10). 
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Figure 12 – Definition of neural measures.   Example PETHs for four different 
cells from a single recording.  To extract measures, the mean firing rate is 
calculated for the PETH (black horizontal line).  Thresholds are +/-0.5 standard 
deviations (green and red horizontal lines, respectively).  See methods for details 
on defining significant bins and measure definitions.   
 
Measures are extracted from each PETH, for each step relative to avoidance, for each 
cell.  Measures are averaged across all leading cells and, separately, across all trailing 
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cells (Figure 10).  These population-average measures for each step quantify changes in 
neural activity related to the leading and trailing limbs during obstacle avoidance. 
 
4.2.2 Results 
 
4.2.2.1 Cell Classification 
A summary of neural data is provided in Tables 4 and 5.  Data was analyzed from 18 
recordings from 7 animals, and included 1210 trials (468 R-Leading; 742 L-Leading).  The 
important variable here is how many trials were used, per day, to generate PETHs for 
cells from that day.  Both R- and L-Leading days averaged 67 trials per day (see Table 4).  
Across these 18 recordings, firing activity was recorded from 197 units (Table 4).  
 Table 4 – Right and Left Leading Days 
  Days Trials Trials/Day Cells Animals 
R-Leading (L-Trailing) 7 468 67 114 5 
L-Leading (R-Trailing) 11 742 67 83 5 
Total 18 1210 67 197 7 
 
Perievent time histograms (PETHs) were generated relative to liftoff, with a window 
normalized to stride duration.  This provides an assessment of a cells activity relative to 
the step cycle (Figure 13).  Cells were classified as firing relative to the right or left limb, 
and because cells were recorded from both hemispheres of the cortex, as firing relative 
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to the ipsi- or contralateral limb.  As expected, the vast majority of cells fire 
preferentially to the contralateral limb (155/197; 79%). 
 Table 5 – Leading and Trailing Cells Breakdown 
 Left Right Total ipsi contra 
 
Leading 52 35 87 17 70 
 
Trailing 79 31 110 25 85 
 
Total 131 66 197 42 155 
 
 
Additionally, the average swing-to-stance ratio was calculated across all steps used to 
generate these histograms, and is overlaid on Figure 13.  The preferred phase of firing 
(phi) for 61% of cells occurs, on average, during swing, and the remaining 39% during 
stance.  This is consistent with the literature (Beloozerova & Sirota, 1988; Drew & 
Doucet, 1991). 
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Figure 13– Distribution of preferred phase of step cycle (phi).  Only cells that 
were significantly phase-modulated (Rayleighs p<.01) are included here.  The 
majority of cells (61%) fire, on average, during swing (see Table 4).  Yellow = 
highest normalized firing rate; black = lowest. 
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4.2.2.2 Phase-modulated measures during avoidance 
Phase modulated measures analyzed here are r, mean firing rate, duration, RM, PR, and 
dM.  Each measure was calculated for each cell, for each step relative to the obstacle 
during avoidance, and averaged across leading and trailing cells separately for each step 
of interest (Figure 14). 
For each cell, an additional PETH was generated using a downsampled subset of steps 
from the entire recording session.  Measures were pulled from this PETH for each cell, 
and averaged across all leading and trailing cells separately.  These baseline values were 
subtracted from those for each step relative to avoidance.  Values plotted in Figure 14 
are this change in each measure relative to baseline, for each step. 
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Figure 14 –Phase-modulated neural activity during obstacle avoidance.  Neural 
measures averaged across all leading cells (red) and trailing cells (blue) for each 
step relative to avoidance, for tall obstacle avoidance.  For the trailing limb, mean 
firing rate, RM, PR, and dM show significant effect of step.  Mean firing rate, PR, 
and dM and r show significance for the leading limb.  Asterisks denote steps 
with greater (above plot) or lesser (below plot) magnitude than at least three 
other steps. 
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For each measure, and for leading and trailing limb measures separately, a repeated 
measures ANOVA with steps as the within-subject factor (6 levels) was performed, and, 
when significant, post-hoc pairwise comparisons assessed (Bonferroni; Table 6).  For the 
leading limb, r, mean firing rate, dM, and PR all show significant effect of step (p<.01).  
For the trailing limb, mean firing rate, RM, PR, and dM show significant effect of step.  
For those measures show significance, pairwise post-hoc comparisons were made to 
assess significant changes in neural activity for each step relative to avoidance. 
Steps with greater magnitude or lesser magnitude than at least three other steps are 
labelled on Figure 14 with asterisks.  There is a significant increase, for example, in r for 
Leading Step -1 (p<.01).  There are significant changes for r, mean firing rate, dM, and 
PR.  On average, cells do not modulate their activity by increasing or decreasing 
duration or RM. 
In addition to changing amplitude and tuning, cells can encode information using 
timing, or phase shifts.  Therefore changes in phi, or phase of the peak response, were 
also explored.  Because some cells may shift forward in phase or backward, the measure 
of interest is the absolute value of the change in phi between subsequent steps.  
Population averages of this measure for each step relative to avoidance showed no 
significant effect of step for leading or for trailing cells.  For this task cells, on average, 
do not encode for gait changes by modulating phase (Table 6). 
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Table 6 – Effect of step on phase-modulated neural measures Leading N=47; 
Trailing N=110; Effect Size (ES) is partial eta squared. 
    Effect? ES Pairwise 
r All Leading y 0.082 -1>All 
  All Trailing n   n/a 
Mean FR All Leading y 0.169 -2>-1 … 0>All 
  All Trailing y 0.116 -3,-2<-1>0 … -3<+1,+2 
RM All Leading n 0.021 n/a 
  All Trailing y 0.023   
PR Leading (R) y 0.085 0>All 
  Trailing (R) y 0.023 -3<0 
dM Leading (R) Y 0.052 -3<0>+1,+2 
  Trailing (R) y 0.022 -3<0 
Duration Leading (R) n 0.023 n/a 
  Trailing (R) n 0.003 n/a 
abs(delta phi) Leading (R) n 0.026 n/a 
  Trailing (R) n 0.003 n/a 
 
The increase in r at Leading Step -1 is of interest.  This is a change in population level 
neural activity one full step prior to avoidance.  This measure is also not independent 
from the other three, and yet sees a distinct increase one step before the other measures 
do.  Aim 2B explores the relationship between r and these other measures.   
The greatest change in neural activity occurs at Leading Step 0, the leading limb step 
over the obstacle.  This is consistent with the literature (For review, see Drew et al., 
2008).  For this step, mean firing rate, dM, and PR all increase.  Because these measures 
are not independent, an increase in one may contribute to the increase in others (see 
Figure 12).  For the sake of designing an efficient decoder by exploiting true changes in 
neural activity, Aim 2B asks whether these observed increases are due to an increase in a 
smaller subset of measures. 
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Neural activity related to the trailing limb has more modest changes than that for the 
leading.  Notably there are no significant changes in activity for Trailing Step 0, the 
trailing limb step over the obstacle. Mean firing rate, however, increases for Trailing 
Step -1.  This is the only significant change in neural activity related to the trailing limb. 
 
4.3 Aim 2B:  Assess correlations between changes in phase-modulated neural activity 
Neural measures used in this study were chosen so as to capture how cells change their 
phase-modulated firing patterns.  These measures are, notably, not independent from 
one another.  An isolated increase in PR, for example, will increase both r and mean 
firing rate.  These inherent relationships are summarized in Table 7.   
 
 Table 7:  Changes in r 
 
 
Increase r 
Decrease Background Increase Peak Decrease Duration 
Mean FR - + - 
PR o + o 
dM + + - 
 
 
Because the focus of this study is transitions in activity during avoidance, the measure of 
interest is difference between r, for example, for each step and the previous step.  Aim 
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2B explores the relationships between these changes in neural measures, specifically for 
steps with population-level changes.   The goal is to expose redundancies in changes in 
neural activity and gain insight to true population-level modulations for exploitation in 
a decoder. 
4.3.1 Methods 
This Aim is divided into two questions:  (1) Are changes in r due to changes in other 
measures? And (2) are changes in neural measures due to changes in a smaller subset?  
Correlations are used to address both. 
Population-level changes occur at Leading and Trailing Step -1 and 0 for the measures r, 
mean firing rate, PR, and dM.  Correlations are run between changes in each of these 
measures, for each of these four steps.  Coefficients of determination are used to assess 
redundancies between changes in neural measures. 
4.3.2 Results 
Table CTNS contains coefficient of correlation values for each of the four steps of 
interest, for each of the four measures of interest.  Values with high correlation values 
are highlighted in yellow, and values with red boxes are negative correlations. 
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Table 8 – Correlations 
  Step -1  Step 0 
  r mean FR PR dM  r mean FR PR dM 
L
ea
d
in
g
 
r 1.00 0.00 0.01 0.01   1.00 0.00 0.05 0.05 
mean FR 0.00 1.00 0.00 0.00  0.00 1.00 0.20 0.04 
PR 0.01 0.00 1.00 0.80  0.05 0.20 1.00 0.76 
dM 0.01 0.00 0.80 1.00   0.05 0.04 0.76 1.00 
               
T
ra
il
in
g
 
r 1.00 0.02 0.03 0.04   1.00 0.00 0.06 0.07 
mean FR 0.02 1.00 0.15 0.05  0.00 1.00 0.11 0.07 
PR 0.03 0.15 1.00 0.74  0.06 0.11 1.00 0.89 
dM 0.04 0.05 0.74 1.00   0.07 0.07 0.89 1.00 
 
The first row for each step in Table 8 has values for correlations between r and each 
other measure.  Notably there is no significant correlation between changes in r and 
changes in any other measure, for any step.  Were an increase in r due to, for example, 
and increase in PR (see Table 7), these two measures would be significantly correlated.  
Because this is not true, for any measure, for any step, the change in r observed at 
Leading Step -1 is decidedly unique. The measure of r, or how tuned a cell is to its 
preferred phase, is a potential encoding mechanism for cells. 
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Looking at the rest of the correlation matrix, the only significant correlation is between 
PR and dM (R2>.70, p<.01).  An isolated increase in PR will increase dM (see Figure 12 
and Table 7).  However, if cells change their activity primarily by increasing PR, then 
mean firing rate would also be significantly correlated with PR and dM.  A decrease in 
background activity will increase dM but not PR or mean firing rate.  Should some cells 
increase PR, and some cells decrease background, then PR and dM would be positively 
correlated but mean firing rate would not necessarily be correlated with either.  This is 
the observed trend. 
In light of these inherent relationships and the observed correlations between measures, 
during this task cells must change their activity at Leading Step 0 in heterogeneous 
ways.  Some cells increase peak, some decrease background activity, and some do both. 
 
4.4 Discussion 
Changes in neural measures 
During this task, cells changes their activity relative to specific steps of the leading or 
trailing limb.  As illustrated in Figure 9, leading and trailing steps temporally overlap.  
The time window for Leading Step 0, for example, includes the end of Trailing Step -1 
and beginning of Trailing Step 0.  Should cells simply generally increase activity for the 
step over the obstacle independent of the leading or trailing limb, measures would 
generally increase across Leading and Trailing Step -1 and 0.   
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This is, in fact, the case for RM.  RM increases generally during avoidance with no 
distinct step-wise changes, even though it is dependent on other measures that do have 
distinct step-wise changes (mean firing rate, PR, dM).  The fact that some measures are 
significantly modulated for specific leading and trailing steps shows cells modulate their 
activity for specific steps relative to avoidance.  The increase in mean firing rate at 
Trailing Step -1, for example, is due to an increase specific to that step, and not simply a 
general increase prior to Leading Step 0. 
 
Figure 15– Summary of changes in neural activity during avoidance. Changes 
in neural measures for prior to avoidance and over obstacle.  Measures listed use 
the same criterion for significance as Figure 14, and are significantly greater 
(INCREASE) or lesser (DECREASE) magnitude than at least three other steps for 
tall obstacle avoidance.   
 
Previous studies looking at motor cortex activity in the cat have found an increase in PR, 
dM, and firing rate for the leading step over the obstacle and the stance phase pre-
leading liftoff (Reviewed in Drew, 1991).  No studies have found significant changes in 
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neural activity prior to this step for the leading or trailing limb.  This may be because 
previous studies have focused on the difference specifically between the step over the 
obstacle and flat steps across even terrain. 
Changes in phi 
During voluntary gait changes cells can modulate their activity in a number of ways.  
Drew et al, over the course of a number of studies investigating motor cortex activity 
during quadrupedal obstacle avoidance in the cat, concluded cells primarily modulate 
timing (or phase), duration, and amplitude (or peak) (Reviewed Drew, Andujar, Lajoie, 
& Yakovenko, 2008).   
In contrast, another prominent researcher in the field, Beloozerova, also extensively 
investigated the activity of single cells in the cat motor cortex during complex 
locomotion but drew a different conclusion.  Beloozerova et al did not observe 
significant changes in phase and, in fact, argues significant changes in phase at the 
cortical level could be disruptive to subcortical pattern generating mechanisms 
responsible for the locomotor rhythm (Beloozerova, Sirota, & Swadlow, 2003; 
Beloozerova & Sirota, 1993).   
The reasons for this discrepancy are many. These two groups have in the past used 
PETHs with different numbers of bins, possibly contributing to the discrepancy.  Drew’s 
group also focuses on subpopulations of cells, and as such, in the case of the current 
study, if only a few cells changed phase this trend may have gone undetected. 
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In Aim 2A, the absolute value of changes in phi on subsequent steps was compared 
across steps, and no significant trends were found. These data are in agreement with 
those of Beloozerova but contradict the earlier work by Drew.  PETHs in Beloozerova 
studies use 10 bins, while Drews’ studies use 256.  The current study used 120.  This is a 
sufficient amount of bins for single cells to change phi each step, but still no population 
trends were observed.  One possibility is that few subpopulations of cells changed phi 
while others do not, and as such population trends do not emerge. 
Another way to ask this question is to look at the raw distribution of firing for each cell 
for each step relative to avoidance, and visually check if trends emerge in the 
distribution of phase across a population.  These plots were produced separately for 
leading and trailing cells and can be found in the Appendix.  No apparent trends 
emerged for either population.  Cells do not, on average, encode for voluntary gait 
changes by changing phi during this task. 
Decoder implications 
In the current study cells, on average, increase r for the leading step prior to avoidance, 
and increase mean firing rate for the trailing step prior to avoidance.  The increase in r 
suggests that cells increase their tuning to their preferred phase for the step prior to 
avoidance (Aim 2A).  This is not a function of changes in other measures (Aim 2B) and 
may provide a distinct encoding mechanism for cells in the motor cortex.  
Changes in neural activity observed for steps prior to avoidance, including increased r at 
Leading Step -1 and increase mean firing rate at Trailing Step -1, can be implemented 
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into an online decoder to detect voluntary gait changes.  The Leading Step -1 change in r 
occurs prior to Trailing Step -1 change in mean firing rate, and could provide earlier 
detection of the intended gait change at Leading Step 0. 
Calculation of r, however, proves difficult in a single-trial, online application.  Because 
this is strictly a phase-modulated measure (calculated relative to the overall step cycle), 
extracting r requires knowledge of when the subsequent liftoff occurs.  The increase in 
mean firing rate for Trailing Step -1, however, can be detected in real time.  A neural 
decoder could potentially detect this change in activity and, as such, the intended gait 
change on the subsequent (leading) step. 
This increase in mean firing rate is of particular interest because stride duration 
decreases at Trailing Step -1 as well.  Mean firing rate, in the present study, is calculated 
in a window normalized to stride duration.  The fact that this measure increases even 
though stride duration, and as such the size of the window used to count spikes, 
decreases, means this change in activity is all the more likely to be detected in real time.   
Aim 2B reveals that cells change their activity at Leading Step 0 in heterogeneous ways, 
specifically by manipulating PR and background activity.  An efficient decoder should 
also account for this heterogeneity in modulation.   
The role of the motor cortex 
Changes in neural activity between flat and complex locomotion are dependent on the 
accuracy demands of the task, and not necessarily on the magnitude of the movements 
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or muscle activations (Beloozerova & Sirota, 1993; Grégoire Courtine et al., 2005).  These 
changes in neural activity, however, are heterogeneous in nature, as noted in the 
literature and in the present study. This diversity in the times of changes in neural 
activity (e.g. r, Rm, FR, etc) have led to two major theories on the role of the motor cortex 
in regulating locomotion. 
The first is the motor cortex encodes for muscles synergies. For example, Drew (1998) 
found that changes in timing, duration, and amplitude of single cells covary with the 
activity of specific muscles during voluntary changes to the step cycle (Drew, 1988).  
This finding led Drew and colleagues to the theory that subpopulations of cells in the 
motor cortex control muscle synergies, subsets of muscles activated at intrinsic relative 
weights (Krouchev, Kalaska, & Drew, 2006).  A single cell would, as such, fire 
temporally relative to activation of a specific muscle group. 
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Figure 16 – Changes in kinematics and neural activity during avoidance.  
Kinematic and neural changes for each step, for leading and trailing tall obstacle 
avoidance.  Kinematics are most modulated for Trailing Step 0, with no 
corresponding change in neural activity.  Prior to avoidance, cells increase r at 
Leading Step -1 and mean firing rate at Trailing Step -1.  
 
The alternative theory suggests that motor cortex encodes for accuracy demands of a 
task, or end-point control of the paw.  Increases in depth of modulation of a cell (dM), or 
the difference between a cell’s maximum and minimum average firing rate per step, 
have been linked to decreases in firing variability during complex locomotion (Stout & 
Beloozerova, 2013).  Lesions to ventrolateral thalamus (VL), a major relay nucleus to 
motor cortex, cause an increase in cortical firing during locomotion, but a decrease in 
depth of modulation and, notably, an inability to avoid obstacles (Beloozerova & Sirota, 
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1988).  Beloozerova and colleagues suggest changes in this cortical activity may regulate 
variability in movements.  
A recent review explained the distinction between these two perspectives by saying 
there is either (a) “direct motor cortical contribution to the changes in muscle activity” or 
(b) “a high-level control of accuracy, corresponding largely to end-point control (Drew 
& Marigold, 2015).”   
Figure 16 summarizes changes in kinematic and neural measure identified in the present 
study for the leading and trailing limb separately.  Across measures, the largest change 
in kinematics occur at Trailing Step 0.  Interestingly, there is no corresponding change in 
neural activity for this step.  If the large change in toe height at Trailing Step 0 requires a 
large change in muscle synergies but no corresponding change in neural activity is 
observed, then this would argue against the Drew theory that cortical activity encodes 
for muscle synergies. 
In contrast, at Trailing Step -1 there are modest changes in kinematics and a significant 
increase in mean firing rate at Trailing Step -1.  This step would be considered a 
“precision step,” in that there is decreased variance in footfall placement relative to the 
obstacle (Aim 1A, Figure 6). This then supports the second theory put forth by 
Beloozeroza that the cortex is most concerned with end-point control and accuracy 
demands. 
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Together, these results support the theory that during complex locomotion the cortex is 
more concerned with the accuracy demands of the task and end-point control than with 
the magnitude of the movement and patterns of muscle activation. 
Multiple instances from the literature support this perspective.  Cats step with nearly 
identical trajectories when walking on a flat surface and on ladder rungs, and yet dM 
increases for ladder stepping.  Additionally dM further increases as rung spacing 
decreases (and accuracy demands increase) (Beloozerova & Sirota, 1993).  Loading the 
limbs with weights during flat stepping, thus increasing the magnitude of muscle 
activation without changing trajectories or accuracy demands, has minimal impact on 
neural activity (Beloozerova & Sirota, 1988).  Uphill locomotion in monkeys also causes 
no increase in activity when compared to flat walking (Evarts, 1968; Lewis & Porter, 
1974). 
The motor cortex could still be controlling muscle synergies, but only under conditions 
requiring visuomotor integration and planning.  Cats with lesioned motor cortices can 
still walk with loaded limbs, and decerebrate preparations can weight-bear on a moving 
treadmill belt (Garcia-Rill et al., 1983).  Basic locomotor function, including load 
compensation, is likely delegated to subcortical structures with intervention from the 
cortex only as needed.  The question remains whether this intervention consists of direct 
input to motor pools or is mediated by networks including brainstem nuclei and the 
central pattern generator in the spinal cord. 
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Increased cortical involvement during complex, visually guided locomotion can, in any 
case, be used as a control signal for a locomotor BMI.  The distinct changes observed in 
this paradigm are exploited in Aim III for use in a decoder for detection of an intended 
gait change prior to obstacle avoidance. 
 
CHAPTER 5:  AIM III  
AIM 3:  Design a neural state transition decoder to detect the presence of an 
approaching obstacle 
5.1 Introduction 
To decode locomotor kinematics in the bipedally stepping monkey, Fitzsimmons et al 
trained a series of Wiener filters on a set of parameters, including toe height, joint angles, 
and swing to stance transitions (N. Fitzsimmons et al., 2009).  The Wiener is a static 
linear filter, commonly implemented to decode end-point kinematics in BMI paradigms 
(Carmena et al., 2003; Manohar et al., 2012; Wessberg et al., 2000).  While Fitzsimmons et 
al was able to decode these end-point kinematics during simple locomotion with a high 
level of accuracy, doing so required hundreds of cells.   
Additionally, traditional methods of instantaneous end-point kinematic decoding may 
not prove most efficient when attempting to decode a stereotyped movement such as 
locomotion.  An efficient decoder should exploit increased cortical involvement and 
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known changes in neural activity during complex (skilled) locomotion to detect 
voluntary gait changes. 
In this aim, a two-state decoder is implemented to first detect a liftoff, and then classify 
each step as a skilled or simple (control) step.  A linear filter is used to decode toe 
position and detect liftoffs, and a classifier is used to identify steps relative to the 
obstacle.  Linear filters decode continuous measures using regression.  Classifiers 
compare templates of neural activity to distinguish different patterns of activity (for 
Review, see Nicolas-Alonso & Gomez-Gil, 2012). 
The decoder is trained on a subset of trials, and tested on a separate subset, all offline.  
Accuracy and performance of each decoder component is presented in the Results. 
 
5.2 Methods 
 
5.2.1 Linear filter 
Linear filters in neural decoders consist of applying linear regression of neural firing 
rates onto some kinematic output to determine a set of weights relating the two.  Online, 
in real time, these weights can be inverted to allow prediction of kinematic output from 
observed neural activity.  The simplest of these is the stationary Wiener filter: 
𝑌(𝑡) = 𝑏 + ∑ ∑ 𝑤𝑖𝑗𝑥𝑖[𝑡 − (𝑗 − 1)𝜏]
𝐽
𝑗=1
𝑁
𝑖=1
+ 𝜀(𝑡) 
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where Y(t) is the decoded kinematic parameter, b is the y-intercept, 𝑥𝑖 is the 
activity for neuron i, N is the total number of neurons per recording, j is the tap, J is the 
total number of bins to include, τ is the bin size used to bin spikes, and ε(t) the residual 
error (Fitzsimmons et al., 2009) .  The output is a weighted sum of the neuronal rates 
prior to the moment of decoding.  This sum is taken across a window equal in size to J* 
τ, where J is the total number of bins to include in the window.  For this study, 25 bins 
and a 30ms bin size were used, and so neural activity from 750ms was used to decode 
kinematics.  These parameters allow optimal performance, as determined by a 
preliminary parameter sweep (see Appendix).  
Neural and kinematic data is recorded during a “training” session and used to generate 
the weights in matrix W: 
𝑾 = (𝑿𝑻𝑿)−1𝑿𝑇𝒀 
These weights can then be used to decode kinematics from neural activity during a 
“testing” session, either offline or online.  For this study all decoding is done offline, 
with the ultimate goal of optimizing decoder design and parameters for online 
implementation.  The filter is trained on the first eight minutes of the 20-30min recording 
session and tested on the next eight minutes of the same session. 
Based on results from Aim 2, the filter is trained on toe position.  The filter is run 
independently on toe X position and toe Y position, and decoder performance assessed 
for each, for the three best neural recordings in the dataset. 
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5.2.2 Liftoff extraction 
The majority of BMI decoders in use today rely on an external trigger or stimulus to 
determine when, temporally, to extract neural activity.  Monkeys are trained to move a 
joystick in response to a light cue, for example, and neural activity is decoded online 
only during the time surrounding the cue.  In reality, however, neural activity is far 
more dynamic, and is not simply a series of finite stimulus-triggered responses.  
Asynchronous BMIs aim to decode activity independent of any external stimuli.   
The current method presents an example of an asynchronous decoder.  Liftoffs are 
extracted from decoded toe position (see Figure 19).  Online, these decoded liftoffs 
provide timestamps for each step.  The second state in this decoder is a classifier that 
then classifies each step as either skilled or simple (control). 
5.2.3 Classifier 
This study implements a PETH-based classifier (Foffani & Moxon, 2004).  A template of 
population level neural activity for Trailing Step -1 is created by concatenating all 
PETHs bins across all cells for this step.  The same is done to create a template for 
Trailing Step 0 activity.  A “control” template is generated by concatenating all bins 
across all cells for PETHs generated using the downsampled set of steps from 
throughout the entire recording (see Figure 17).   
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Firing rates for single steps are binned from liftoff to the previous liftoff, and single-trial 
PETHs generated for each cell.  Concatenating all bins from all cells for a single step 
creates a single trial raster (see Figure 17). 
 
Figure 17 – Classifier Templates: Single Trial Example.  Each step is classified 
as either a control step (downsampled set of all steps in a recording) or Trailing 
Step -1 using templates of neural activity from each.  Classifier Performance is 
summarized in Table 11 and Figure 20. 
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For each step, a single-trial raster is generated, and the step is classified as either a 
control step or Trailing Step -1, depending on which template the single-trial raster is 
more similar to.  This comparison is made by calculating the Euclidean distances 
between (a) all bins in the single-trial raster and the control template and (b) all bins in 
the single trial raster and the Trailing Step -1 template.  The step is classified as 
whichever step type, or template, yields the lowest distance value.  The classifier is run 
separately for Trailing Step -1, Trailing Step 0, Leading Step -1 and Leading Step 0. 
To test the classifier, all activity was analyzed relative to the right limb.  PETHs were 
generated for each cell, for step relative to avoidance as done in Aim 2, except here all 
PETHs were generated relative to the right paw.  Recording 7.29.2014.OA05 is an R-
Leading day, and so templates for Leading Step -1 and 0 activity were taken from this 
day.  Trailing templates were generated from recording 1.21.2014.EMG15, an L-Leading 
(so R-Trailing) day. 
 
Table 9 – Classifier Data Summary 
 
7.29.2014.OA05 
(R-Leading) 
1.21.2014.EMG15 
(R-Trailing) 
Positive (#Trials) 83 74 
Negative 1015 1134 
Total (#steps) 1098 1208 
 
After the classifier is run, and each step is classified as control or Trailing Step -1, for 
example, the accuracy of the classifier is checked by comparing the classified type to the 
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actual step type for each step.  From this true positive, true negative, false positive, and 
false negative percentages are calculated. 
5.3 Results 
5.3.1 Linear Filter 
The Wiener filter was tested on three separate recordings, for toe X and Y position (Table 
10).  As stated in the methods, the filter is trained on the first eight minutes of a 
recording and tested on the next eight minutes.  Actual kinematics from the testing 
period can be compared to decoded, or predicted, output using simple linear regression.  
Correlation coefficients are presented in Table 10, for each recording, and for toe X and 
toe Y position.  
Table 10 – Wiener Filter Results 
  # cells Toe X Toe Y 
9.16.2014.OA01 21 0.66 0.46 
7.29.2014.OA05 27 0.78 0.68 
1.21.2014.EMG15 27 0.85 0.68 
Mean   0.76 0.61 
 
Across the three recordings, the filter performs notably better decoding toe X position.  
Scatterplots for Predicted vs Actual toe position is provided in Figure 18 for recording 
1.21.2014.EMG15.  The difference in performance is visible not only in the linear fit 
between predicted and actual position (A, C) but also in the decoded outputs ability to 
trace actual kinematics (B, D).  
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Figure 18 – Wiener filter toe X and Y position.  Linear filter performance from a 
single recording day.  Raw data is plotted in blue (“Actual”) and the decoded 
filter position in blue (“Predicted”) for both the Toe X and Y position (B and D, 
respectively).  Note the improved performance decoding the Toe X position 
when compared to the Y.  Actual vs. Predicted positions are plotted in A and C.  
Decoder performance is quantified by correlation coefficients from these plots. 
 
In order to detect a step, the decoded output signal is used to extract liftoffs.  Because of 
improved performance, decoded toe X position is used to extract liftoffs and detect 
steps. 
5.3.2 Liftoff Extraction 
Liftoffs are extracted from the decoded toe X position using a novel method that can be 
implemented online.  Liftoffs are local minima in the noisy decoded signal (Figure 19).  
A sliding window slope is calculated between each moment and a set window δ prior:   
𝑦𝑘 =
𝑦𝑖 − 𝑦𝑖−𝛿
𝛿
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where 𝑦𝑘 is the sliding window slope for moment k, 𝑦𝑖 is the decoded output from the 
filter, and δ the window used to calculate the slope (10 bins; 300ms).  Liftoffs are 
inflection points in the decoded signal, or when 𝑦𝑘 transitions from negative to positive.  
Footfalls are inflections where 𝑦𝑘  transitions from positive to negative (Figure 19).  To 
decrease effects of noise, liftoffs cannot be less than 300ms from each other.   
 
 
Figure 19 – Extraction of liftoffs and footfalls. Liftoffs occur at local minima for 
toe X position. Liftoff timestamps are extracted from the Wiener output for 
predicted toe X position (blue) (A).  Minima are detected by calculating a sliding 
window slope from each timepoint to 10 points (300ms) prior (B).  Transitions 
from negative to positive slope occur at local minima, or footfalls.  Transitions 
from positive to negative slope are local maxima, or footfalls.  This method can 
be implemented online, in real-time. 
 
Using this method for the two recordings tested (7.29.2014.2014.OA05 and 
1.21.2014.EMG15), 80% and 85% of extracted liftoffs are within 200ms of actual liftoffs, 
respectively. 
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5.3.3 Classifier 
For each condition (Leading Step -1, Leading Step 0, Trailing Step -1, and Trailing Step 0) 
classifier performance was assessed (Table 11).  For all actual Leading Step -1 (n=83), 
94% were accurately classified (true positive) and 6% were incorrectly classified as a 
control step (false positive).  For all control steps under this condition, 47% were 
correctly classified as control steps (true negative) and 53% were incorrectly classified as 
Leading Step -1 (false positive). 
 
Table 11 – Classifier Results 
 Leading -1 Leading 0  Trailing -1 Trailing 0 
True Positive 0.94 0.90 0.96 0.96 
True Negative 0.47 0.65 0.76 0.61 
False Positive 0.53 0.35 0.24 0.39 
False Negative 0.06 0.10 0.04 0.04 
Correct 0.51 0.66 0.78 0.64 
Incorrect 0.49 0.34 0.22 0.36 
 
The classifier does well identifying skilled steps under all four conditions, with true 
positive rates all above 90% and false negative rates <=10%.  The classifier performs 
worst when detecting Leading Step 0 (TP=90%; FN=10%) and best detecting Trailing 
Steps -1 and 0 (TP=96%; FN=4%).   
Overly sensitive decoders, however, are of little practical use and so false positive rates 
should be minimized.  In this regard, the classifier performs best for Trailing Step -1 
(TN=76%; FP=24%) and worst for Leading Step -1 (TN=47%; FP=53%). 
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Figure 20 – Classifier Performance.  True positive, false positive, true negative, 
and false negative performance percentages are presented.  The classifiers ability 
to distinguish skilled steps from control was tested separately for the skilled 
steps of Leading Step -1, Leading Step 0, Trailing Step -1, and Trailing Step 0.  
The classifier performs best when asked to distinguish Trailing Step -1 from 
control steps, both in true positive rates and overall accuracy.  
 
Looking at overall success rate (TP+TN)/(all trials), the classifier performs best for 
Trailing Step -1, correctly classifying 78% of steps and worst for Leading Step -1 (51% 
correct) (Table 11).  For this task, because there are two templates, a classifier 
performance of >50% is better than chance.  Leading Step 0, Trailing Step -1, and Trailing 
Step 0 are all classified at overall performance better than chance. 
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5.4 Discussion  
The decoder presented can be implemented online to detect obstacle avoidance.  Liftoff 
extraction from decoded toe position provides a novel asynchronous solution capable of 
detecting steps in real time.   
The linear filter implemented here is a stationary Wiener filter.  The Wiener does best on 
smooth signals with few abrupt changes, such as the toe X position.  Performance 
decreases for signals with fast abrupt changes, such as toe Y position.  The filter does 
poorly following the transition from stance to swing in the toe Y position, for example, 
as shown in Figure 18 (D).   
One means of improving the performance of a linear filter is incorporating information 
about state dynamics.  The Kalman filter is commonly implemented in BMI paradigms 
and incorporates decoded kinematics from the previous instant to predict output at the 
next (Carmena et al., 2003; Wu et al., 2004).  This leads to a smoother decoded output 
more reflective of natural movements. 
The liftoff extraction algorithm may benefit from incorporating prior knowledge of 
kinematics as well.  Information about the step cycle such as stride duration and stride 
length, and the variance of each, could be incorporated into the decoder to optimize 
resolution of liftoff extraction.  This would, however, increase dependence on the 
training period, which is not ideal for an online BMI application. 
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The classifier performs better than chance for Leading Step 0, Trailing Step -1, and 
Trailing Step 0.  The neural activity for steps is distinctly different from all other steps in 
the recording.  Linear filters, additionally, perform poorly with abrupt changes in 
kinematics.  This provides further motivation for a BMI that detects complex 
locomotion, and not simply a linear filter trained to toe position.   
 
CHAPTER 6:  DISCUSSION 
 
The decoder presented in Aim III incorporates findings from the two previous aims.  
The linear filter is trained to decode toe height, as that measure sees the most distinct 
changes during avoidance and in temporal correlations between simple and complex 
locomotion (Aim I).  Aim I also justifies the need to classify between skilled and control 
steps, as distinct kinematic changes and temporal correlations are observed between the 
two conditions. 
Training the linear filter on toe height also allows comparison between potential neural 
encoding for end point kinematics, or footfall, and trajectory.  Specifically, performance 
of the classifier is assessed for the precision Trailing Step -1 and compared to that for the 
steps over the obstacle.  The classifier performs best for this precision step, suggesting 
neural activity is most distinct from control steps for this particular step.  The increase in 
population-level neural activity at Trailing Step -1 supports this claim (Aim II). 
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While this preliminary decoder design performs well, alternative designs were 
considered and may be implemented.  State detection using Hidden Markov Models 
(HMM) has successfully decoded pre-movement activity in a monkey center-out joystick 
task (Kemere et al., 2008).  In this task, the decoder was trained to detect transitions in 
neural activity a set time period prior to movement.  A similar method was 
implemented in an unsupervised paradigm , where state transitions were not trained on 
any particular event but rather integrated with a switching two-state Kalman filter (Wu 
et al., 2004).   
In the current study, a HMM could be implemented to detect transitions from simple to 
complex locomotion prior to distinct changes in kinematics in either a supervised or 
unsupervised paradigm.  This transition could then trigger a linear filter for toe position, 
for example.  Essentially this would be a classifier to trigger a linear filter, instead of the 
current design of a linear filter to trigger a classifier. 
The current design could potentially incorporate subpopulation partitioning.  Given the 
observed heterogeneity of cells (Aim 2) this adaptation may prove beneficial to 
performance.  In subpopulation partitioning, cells are partitioned during the training 
segment based on their behavior and a distinct decoder used for each subpopulation.  
This method, for example, was recently implemented to decode sequences of 
movements in a joystick center-out task (Shanechi et al., 2012).  Decoder performance 
typically decreases with less cells per decoder, and so the relationship between number 
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of cells and performance would need to be assessed with Neuron Dropping Analysis 
(NDA) before deciding to implement such a design. 
It is worth noting that the PETH-based classifier does account for heterogeneity of 
changes in activity because it explicitly takes into account the instantaneous firing rate of 
each cell for the epoch of interest.  This is not to say it captures every potential encoding 
mechanism for cells.  The fact that Trailing Step 0, however, is classified at a high 
performance rate with the decoder (Aim III) without any population level changes (Aim 
II) suggests subpopulation changes not detected in Aim II may be detected by this 
classifier. 
In addition to toe height, animals modulate temporal aspects of the step cycle during 
avoidance.  These changes could potentially be decoded using a classifier.  The rat 
hindlimb sensorimotor cortex encodes for temporal intervals and this information could 
potentially be exploited to detect changes in stride duration or swing speed (Knudsen et 
al., 2014). 
While this study focuses on the hindlimb sensorimotor cortex, other regions in the cortex 
also prove integral to complex locomotor tasks.  Lesions to the posterior parietal cortex 
(PPC) areas 5 and 7 in the cat disrupt animals’ ability to make visually guided 
movements to a moving target, and cause misreaching and apraxia (Reviewed McVea & 
Pearson, 2009; Pearson & Gramlich, 2010).  Drew et al suggests planning for voluntary 
gait changes occurs in this region (Drew et al., 2008), while Beloozerova et al suggests 
instead this occurs in premotor cortex (PMC) (Marlinski, Nilaweera, Zelenin, Sirota, & 
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Beloozerova, 2012).  A future BMI could include cells from these regions.  The BMI could 
potentially explore the role of the PPC and PMC in voluntary gait changes by assessing 
performance of decoders incorporating cells from the different regions. 
Meanwhile, the specific role of the motor cortex during voluntary gait changes remains 
an open question.  Evidence from this study support the hypothesis that the motor 
cortex is primarily concerned with accuracy demands of a task (see Aim II).  One study 
in particular also provides strong support for this hypothesis.  Kittens with motor 
cortices deactivated by muscimol injection recover the ability to avoid obstacles, but not 
to step on ladder rungs (Friel et al., 2007).  While obstacle avoidance and ladder rung 
stepping require visuomotor integration, ladder stepping requires increased precision in 
stepping.  Obstacle avoidance primarily requires increased magnitude of leg movements 
and changes in muscle activations.  This suggests the cortex is primarily concerned with 
end-point control and the accuracy demands of the task. 
The results from the current study agree with this hypothesis.  Significant population-
level changes in neural activity occur at Trailing Step -1, a step with modest changes in 
kinematics but high footfall precision.  Trailing Step 0, in contrast, sees the greatest 
changes in kinematics with no corresponding change in neural activity.  Additionally, 
the decoder in Aim III performs best when classifying Trailing Step -1 from control 
steps. 
As mentioned in Aim II, the cortex could potentially be encoding for patterns of muscle 
activations specifically during skilled steps.  Transmission of sensory information to the 
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cortex is gated during simple locomotion (Chapin & Woodward, 1982b) and complex 
(Vladimir Marlinski, Sirota, & Beloozerova, 2012).  Independent of the specific role of the 
motor cortex during locomotion, intended gait changes can be decoded from cells in this 
region.  During voluntary gait changes cortical involvement increases and activity 
changes on a population level.  Decoder algorithms for locomotor BMIs should exploit 
these distinct transitions in activity to detect voluntary gait changes.  
 
CHAPTER 7: CONCLUSIONS 
 
During obstacle avoidance, animals increase toe height and modulate temporal aspects 
of the step cycle, primarily for Step 0, and at a greater magnitude for the trailing limb 
than for the leading.  Temporal correlations reveal distinct control strategies between 
simple and complex locomotion for toe height and swing speed.   
 
Cells in the rat hindlimb sensorimotor cortex, on average across a population, increase 
activity for the leading step over the obstacle and for the trailing step prior to avoidance.  
The change in activity during avoidance is heterogeneous, with some cells increasing 
amplitude, some decreasing background activity, and some doing both. 
 
In light of these observations, an asynchronous two-state neural decoder is designed to 
detect each step, and then classify the step as skilled or simple.  Skilled steps refer to 
those surrounding avoidance.  The decoder performs best when classifying the trailing 
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step prior to avoidance (Trailing Step -1) from control steps, or all other steps in the 
recording. 
 
Beyond decoder implications, observed changes in neural activity provide insight to the 
role of the motor cortex in regulating locomotion.  Successful obstacle avoidance 
requires a precise placement of the paw just prior to avoidance.  This “precision step” 
has modest changes in kinematics but significant changes in neural activity.  Meanwhile 
the step with the largest changes in kinematics (the trailing step over the obstacle) has no 
significant change in neural activity.  The cells in the cortex, therefore, likely regulate 
high-level precision of paw placement, as opposed to low-level activation of muscles.  
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APPENDIX 
 
Table A1 – Animal Timeline 
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Figure A1 - Overview of kinematic and neural recording setup.  Kinematics and neural 
activity are recorded simultaneously.  Single and multi-units are discriminated prior to 
each recording, and timestamps for each spike from each unit written to file.  A high 
speed digital camera acquires video frames at 100Hz and a custom acquisition program 
(National Instruments Labview) writes data to .avi files.  Reflective marker coordinates 
are extracted from the video files offline (see Figure 3, and General Methods). 
 
Table A2 – Recording Days per Animal 
Animal ID R-Leading L-Leading Total 
EMG15 0 3 3 
OA01 2 0 2 
OA04 0 1 1 
OA05 1 0 1 
OA14 1 1 2 
OA16 1 4 5 
OA18 2 2 4 
Total 5 5   
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Table A3 – One-sample 2-tail t-test (DFA) 
    t df p Mean Difference 
Tall Stride Duration 4.35 17 0.00 0.07 
  Swing Duration 4.25 17 0.00 0.08 
  Stance Duration 4.00 17 0.00 0.06 
  Stride Length 6.39 17 0.00 0.09 
  Toe Height 3.36 17 0.00 0.06 
  Swing Speed 8.72 17 0.00 0.12 
Short Stride Duration 3.71 26 0.00 0.09 
  Swing Duration 5.21 26 0.00 0.15 
  Stance Duration 3.29 26 0.00 0.08 
  Stride Length 8.00 26 0.00 0.15 
  Toe Height 8.64 26 0.00 0.23 
  Swing Speed 9.60 26 0.00 0.21 
Control Stride Duration 2.79 17 0.01 0.09 
  Swing Duration 4.39 17 0.00 0.16 
  Stance Duration 3.03 17 0.01 0.10 
  Stride Length 5.88 17 0.00 0.15 
  Toe Height 8.21 17 0.00 0.21 
  Swing Speed 9.23 17 0.00 0.22 
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Table A4 – MANOVA DFA Results 
Effect 
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Pillai's 
Trace 
0.51 2.69 12.00 94.00 0.00 0.26 32.29 0.97 
Wilks' 
Lambda 
0.53 2.91 12.00 92.00 0.00 0.28 34.94 0.98 
Hotelling's 
Trace 
0.83 3.13 12.00 90.00 0.00 0.29 37.53 0.99 
Roy's 
Largest 
Root 
0.74 5.79 6.00 47.00 0.00 0.43 34.75 0.99 
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Figure A2– Autocorrelations for kinematic measures (Lag=1).  Results from 
Autocorrelation for each measure, for each condition, align with DFA results.  
Toe height and swing speed show distinct differences between conditions for 
both tests.  Swing duration shows no significant differences for Autocorrelation, 
potentially due to differences in variance and non-stationarities.   
 
 
 
 
 
 
 
92 
 
Table A5 – 2-tail t-test (Autocorrelations) 
Measure 
  
Flat 
vs. Short 
Flat 
vs. Tall 
Short 
vs. Tall 
Toe Height t 1.42 0.22 0.03 
  df 34.0 43.0 25.0 
  p 0.17 0.03 0.97 
Stride Duration t 0.19 0.31 0.06 
  df 34.0 43.0 25.0 
  p 0.85 0.75 0.96 
Swing Duration t -0.78 -0.50 0.39 
  df 21.8 43.0 25.0 
  p 0.44 0.62 0.70 
Stance 
Duration 
t 0.56 0.38 
-0.34 
  df 34.0 36.6 8.7 
  p 0.58 0.71 0.75 
Stride Length t -0.87 1.18 2.09 
  df 34.0 43.0 25.0 
  p 0.39 0.09 0.05 
Swing Speed t 0.01 2.67 2.01 
  df 34.0 43.0 25.0 
  p 1.00 0.01 0.06 
 
Table A6 – Wiener filter parameter sweep. Decoder correlation coefficients for 
each set of parameters for 1.21.2014.EMG15 for toe X position.  A binsize of 25ms 
and J of 30 bins provide optimal performance (R=0.85) with minimal window 
size (750ms). 
 Binsize (ms) 
25 50 100 
# 
B
in
s 
(J
) 
10  0.83 0.84 0.85 
20 0.84 0.85 0.84 
30 0.85 0.84 0.84 
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Figure A3 – Distribution of phi (Leading Paw). Rasters show the preferred 
phase of firing for each leading cell (n=87).  Each row is a cell, each region 
between the vertical blue lines is a step relative to the obstacle, and each bin is a 
phase of the step cycle (120 bins).  Cells in the top rows, for example, fire just 
after liftoff, while cells at the bottom fire at the end of stance and just before the 
subsequent liftoff.  No significant differences were found in average changes in 
preferred phase across steps.  Plots were generated to visualize and confirm this. 
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Figure A4 – Distribution of phi (Trailing Paw). Rasters show the preferred 
phase of firing for each trailing cell (n=110).  Each row is a cell, each region 
between the vertical blue lines is a step relative to the obstacle, and each bin is a 
phase of the step cycle (120 bins).  Cells in the top rows, for example, fire just 
after liftoff, while cells at the bottom fire at the end of stance and just before the 
subsequent liftoff.  No significant differences were found in average changes in 
preferred phase across steps.  Plots were generated to visualize and confirm this. 
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