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ONE-MOTIVES AND A CONJECTURE OF DELIGNE
NIRANJAN RAMACHANDRAN
Abstract. We introduce new motivic invariants of arbitrary varieties over a perfect
field. These cohomological invariants take values in the category of one-motives
(considered up to isogeny in positive characteristic). The algebraic definition of these
invariants presented here proves a conjecture of Deligne. Other applications include
some cases of conjectures of Serre, Katz, and Jannsen on the independence of ℓ of
parts of the e´tale cohomology of arbitrary varieties over number fields and finite fields.
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Wenn die Ko¨nige bau′n,
haben die Ka¨rrner zu tun.
F. Schiller
Introduction. P. Deligne [14, 10.4.1] has attached one-motives to complex algebraic
varieties using the theory of mixed Hodge structures. He has conjectured that these
one-motives admit a purely algebraic definition. The aim of this article is to prove his
conjecture (Theorem 5.7).
Recall the well known result of Riemann [12, 4.4.3], presented here in modern guise:
the “Hodge realization” TZ — this is A 7→ H1(A,Z) — defines an equivalence from the
category of complex abelian varieties to the category of torsion-free polarizable Hodge
structures of type {(0,−1), (−1, 0)}. In particular, any such Hodge structure arises as
the H1 of an essentially unique complex abelian variety.
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Deligne [14, §10.1] has introduced the algebraic notion of a one-motive over a field
k, generalizing that of an abelian variety — §1 contains the precise definitions; he has
also generalized Riemann’s result by showing that the “Hodge realization” TZ defines
an equivalence from the category of one-motives over C to the category of torsion-free
mixed Hodge structures H of type
(∗) {(−1,−1), (−1, 0), (0,−1), (0, 0)}
with GrW−1H polarizable. Thus, any such mixed Hodge structure H arises from an
essentially unique one-motive I(H) over C. The functor I is a quasi-inverse to TZ.
For any complex variety V and any integer n ≥ 0, consider the largest mixed Hodge
substructure tn(V ) of type (∗) of Hn(V,Z(1))/torsion; there exists a well-defined one-
motive In(V ) over C whose Hodge realization is tn(V ); so In(V ) := I(tn(V )). Deligne
[14, 10.4.1] has conjectured that In(V ) admits a purely algebraic definition. His proof
(ibid. 10.3. — Interpre´tation alge´brique duH1 mixte: cas des courbes) of his conjecture
for arbitrary curves suggests a precise formulation of the conjecture. Namely, we have
the following (this formulation is due to the referee):
Conjecture 0.1. (Deligne) For an arbitrary variety V over an arbitrary field k and
integer n, define a one-motive Ln(V/k) and homomorphisms1
Tℓ(L
n(V/k)) → Hn(V × k¯,Zℓ(1))/torsion,
TDR(L
n(V/k)) → HnDR(V/k)
from the ℓ-adic and de Rham realizations of Ln(V/k). The definitions of Ln(V/k) and
the homomorphisms should be algebraic, canonical, and functorial in V and k.
Furthermore, Ln(V/C) should be canonically isomorphic to In(V ).
(Clearly, V can be replaced by a simplicial scheme.)
The prototype is A. Weil’s construction [52] of the Jacobian; his construction proves
the conjecture for smooth projective curves and n = 1. The conjecture is true for
smooth projective varieties (1.6): it amounts to an algebraic construction of the Picard
variety and the Ne´ron-Severi group.
The case n = 1 of (0.1) is known (up to p-isogeny in characteristic p > 0) for arbitrary
varieties over perfect fields [3, 14, 43, 48]; the case n = 2 is known for complex proper
surfaces [6, 7]. No general results were known for higher cohomology (i.e., for n > 2).
A natural approach to Conjecture 0.1 is to use proper hypercoverings [14, 6.2] by
smooth simplicial schemes; namely, to mimic Deligne’s approach [14] to the construction
of the mixed Hodge structure on H∗(V,Z) of a complex algebraic variety V . This
approach, which we follow here, gives a two-step strategy to prove (0.1):
Step 1. Construct one-motives Ln (n ≥ 0) for smooth simplicial schemes arising from
simplicial pairs (1.10) and show that they have the properties given in (0.1).
Step 2. Prove cohomological descent for these one-motives; more precisely, show
that the one-motives Ln, given by (i), of a proper hypercovering of a variety V are
“independent” of the proper hypercovering; and, thus, Ln depend only on V .
1Here k¯ is an algebraic closure of k.
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Sections 2, 3, 4 are devoted to the first step, but only for fields of characteristic zero;
the case of positive characteristic is relegated to Section 6. Our construction of the
requisite one-motives Ln, inspired by [6], relies on the theory of the Picard scheme [5,
Chapter 8]; the techniques are those of [43] but here applied to truncated simplicial
schemes. The realizations of Ln are treated in Sections 3 (Hodge, de Rham), 4 (e´tale);
here a crucial use is made of the validity of the Hodge conjecture for divisors (4).
Section 5 is devoted to the second step. It turns out that, because an important
spectral sequence [14, 8.1.19.1] degenerates only with rational coefficients, the method
of proper hypercoverings only provides a theory of isogeny one-motives L∗(−) ⊗ Q.
More precisely, given two proper hypercoverings U• and
′U• of V , we can only show
that the associated one-motives Ln and ′Ln are isogenous; the isogeny one-motive Ln⊗Q
depends only on V . Thus, a new ingredient is necessary to complete the second step,
i.e., to endow these isogeny one-motives with integral structures. This is done, as in
[40], via the integral structure on e´tale cohomology. Thus, we provide a complete proof
(5.7) of Conjecture 0.1 for an arbitrary field of characteristic zero.
We now turn to the case of Conjecture 0.1 for a field k of characteristic p > 0; let us
begin by indicating why the conjecture must be weakened slightly.
First, in [32, Appendix], A. Grothendieck notes that, for a curve C over k, the
construction of Deligne [14, 10.3] provides a one-motive H1m(C) = L
1(C/k) defined
over the perfection kperf of k; thus, [14, 10.3] proves the case n = 1 of (0.1) only for
curves over a perfect field. Second, he (loc. cit) expresses doubts about the existence
of a Z-linear (i.e., integral) category of mixed motives over an imperfect field k; he
anticipates only a Z[1/p]-linear category, i.e., a category of mixed motives up to p-
isogeny. Third, the existence of proper hypercoverings (by smooth simplicial schemes)
for an arbitrary variety V over k is known only when k is perfect [9]. If one expects that
the method of proper hypercoverings provides, as in characteristic zero, one-motives up
to isogeny associated with V , then the methods of [40] allow a refinement to one-motives
defined up to p-isogeny: controlling p-isogeny requires an integral p-adic cohomology
theory for arbitrary varieties over k. These considerations2 lead us to a weak version
of (0.1) by only requiring one-motives L∗(V/k) ⊗ Z[1/p] (up to p-isogeny) over kperf .
While the first step can be carried out in positive characteristic in the same way
as in characteristic zero, the second step cannot be unless, as it seems, one assumes
the Tate conjecture (5) for divisors. Note that our proof of (0.1) in characteristic zero
depends on the validity of the Hodge conjecture (4) for divisors; thus, the appearance
of the Tate conjecture is rather natural.
For a perfect field k, (0.1) — up to p-isogeny — holds (6.14) under the assumption of
the Tate conjecture (5) for surfaces. The analogous result is also valid for an imperfect
field k under the additional assumption of “resolution of singularities” over k.
Using a suggestion of M. Marcolli, we provide an unconditional construction (6.13) of
Jn(−)⊗Z[1/p] (n ≥ 0) and Ln(−)⊗Z[1/p] (2 ≥ n ≥ 0) of one-motives (up to p-isogeny)
for arbitrary varieties over a perfect field k. The Jn(V ) ⊗ Z[1/p] are good substitutes
for the (as yet conditional) Ln(V )⊗ Z[1/p]; for instance, W−1J
n(V ) =W−1L
n(V ).
2V. Voevodsky [51] works over perfect fields and neglects p-torsion in characteristic p > 0.
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In particular, we generalize Carlson’s results [6] on L2 of a complex projective surface
to any variety over a perfect field (and up to p-isogeny in characteristic p > 0).
In Section 7, we use these new invariants Ln and Jn to provide affirmative answers
to special cases of questions [33, 36, 47] in the motivic folklore. These concern “inde-
pendence of ℓ” of ℓ-adic e´tale cohomology of arbitrary varieties over number fields and
finite fields.
Since the circulation of this manuscript (circa 1998), other authors [2] have indepen-
dently obtained some of the results presented here; [42] is a leisurely introduction to
our results.
Notation. We work over S := Spec k; here k is a field of characteristic p (except in §1, 6, k is
perfect unless indicated otherwise); in sections §2, 3, 4, and 5 we assume p to be zero. In §6,
we assume p > 0.
We fix an algebraic closure k¯ of k; S¯ := Spec k¯ and G := Gal(k¯/k). For any scheme X over
S, we set X¯ := X ×S S¯. All schemes will be supposed to be separated and locally noetherian.
A variety is a geometrically integral scheme of finite type over S.
For any set B, Z(B) is the free abelian group generated by the elements of B.
π0(X) := the set (with a G-action) of connected components of X¯ .
DX := the e´tale group scheme corresponding to Z(π0(X¯)).
TX := Hom(DX ,Gm), the algebraic torus associated with DX .
w(X) := the set of irreducible components of X¯.
WX := the e´tale group scheme corresponding to the G-module Z(w(X)).
For any group scheme G, π0(G) is a group with an action of G; we shall also use π0(G) for the
corresponding e´tale group scheme.
For a variety V over C, V (C) (resp. V an) denotes the associated topological space with the
classical topology (resp. analytic variety). Given X over S and an imbedding ι : k →֒ C, we
denote by Xι the scheme over C obtained by base change.
MHS := the abelian category of (Z)-mixed Hodge structures.
MF := the additive category of one-motives over a field F .
Sfppf (resp. Sfpqc) is the big site over S with the fppf (resp. fpqc) topology [5, pp. 200-201].
Zˆ is the profinite completion lim
←−r
Z/rZ of Z.
A = Zˆ⊗Q is the ring of finite ade`les of Q.
Zp := lim
←−r
Z/rZ with r coprime to p and Ap := Zp ⊗Q.
We refer to section x.y by §x.y and to specific results by Theorem x.y or Remark x.y or
simply (x.y). We use  to denote the end of a remark or a proof.
1. Preliminaries
Let us begin by reviewing well-known results, which will be of use in the paper.
One-motives. [14, §10]
A one-motive M := [B
u
−→ G] over S (or over k) is a two-term complex consisting
of a semi-abelian variety G over k (i.e., G is an extension of an abelian variety A by a
torus T ), a finitely generated torsion-free abelian group B with a structure of a discrete
G-module, and a homomorphism u : B → G(k¯) of G-modules. In particular, if k is
algebraically closed, then u is a homomorphism of abelian groups. It is convenient to
regard B as an e´tale group scheme (locally constant) on S. A morphism of one-motives
is a morphism of complexes. From the category Mk of one-motives over k, there are
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“realization” functors (Hodge) TZ — for each ι : k →֒ C — to (the category of) torsion-
free Z-mixed Hodge structures of type (∗), (e´tale) Tℓ — for each ℓ 6= p— to Zℓ-modules
with an action of G, and (de Rham) TDR — if p = 0 — to k-vector spaces.
A morphism φ :M1 →M2 is called an isogeny if φB : B1 → B2 is injective with finite
cokernel and φG : G1 → G2 is surjective with finite kernel. The (additive) category
Mk of one-motives over k enjoys Cartier duality [14, 10.2.11]. The dual of an isogeny
is also an isogeny. A p-isogeny is an isogeny φ such that the orders of Coker(φB) and
Ker(φG) are powers of p.
The Q-linear abelian category Mk ⊗ Q of isogeny one-motives over k is obtained
from Mk by inverting isogenies; Mk ⊗ Q inherits realization functors (Hodge) TZ to
Q-mixed Hodge structures, (e´tale) Tℓ to Qℓ-vector spaces, (de Rham) TDR to k-vector
spaces, weight filtration W , and Cartier duality fromMk. Every one-motive M defines
an isogeny one-motive M ⊗ Q. The weight filtration W on [B
u
−→ G] ⊗ Q is W−3 = 0,
W−2 = [0→ T ]⊗Q, W−1 = [0→ G]⊗Q, and W0 = [B
u
−→ G]⊗Q.
Finally, if p = 0, the functors Tℓ can be combined to a functorM 7→ TM =M⊗Zˆ :=∏
ℓ TℓM ; here TM is a Zˆ-module with a G-action. The ade`lic realization functor
M 7→ TM ⊗ Q from Mk to A-modules with a G-action factorizes via Mk ⊗ Q; this
gives the ade`lic realization functor of an isogeny one-motive: M ⊗Q 7→M ⊗ A.
If p > 0, then the Z[1/p]-linear category Mk⊗Z[1/p] of one-motives up to p-isogeny
over k is obtained from Mk by inverting p-isogenies. The realization functor M 7→
T pM =
∏
ℓ 6=p TℓM from Mk to the category of Z
p-modules with a G-action extends
to the category Mk ⊗ Z[1/p].
Relative representability.
As indicated in [5, pp.200-201], representability issues are best treated in the fppf -
topology. The following simple lemma will be used often.
Lemma 1.1. (i) Let F be a representable contravariant functor from the category of
schemes over S to sets. Then F is a sheaf with respect to the fpqc-topology and, hence,
with respect to the fppf , e´tale, and Zariski topologies.
(ii) Let 0 → F → G → H → 0 be an exact sequence of sheaves of abelian groups
on Sfppf . Suppose F,H are representable, and that F → S is an affine morphism (i.e.
the scheme representing F is affine over S). Then G is representable, necessarily by a
commutative group scheme.
Proof. (i) [5, Prop. 1, p.200].
(ii) The proof of [41, Prop. 17.4] for Sfpqc also works for Sfppf . 
Picard functor.
Let f : X → S be a smooth proper scheme.
Proposition 1.2. The sheaves f∗O, f∗O
∗, and R1f∗O
∗ on Sfppf are representable.
The scheme TX := Hom(DX ,Gm) represents f∗O
∗.
Proof. The representability of f∗O and f∗O
∗ is rather elementary [5, Cor. 8, Lem. 10,
pp.207-208]. Each character of DX provides a non-zero function, constant (since X is
proper) on each connected component of X, i.e., on each irreducible component of X
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(since X is smooth). Thus TX represents f∗O
∗. The representability of R1f∗O
∗ is due
to Murre-Oort [5, Thm. 3, p.211]. 
The scheme representing R1f∗O
∗ is the Picard scheme PicX of X. It is reduced in
characteristic zero but it may not be so in positive characteristic. Its reduced neutral
(= identity) component Pic0,redX is the classical Picard variety Pic(X). The Ne´ron-
Severi group scheme NSX is the e´tale group scheme corresponding to the G-module
π0(Pic
red
X ); we often write NS(X) for NSX(S).
Proposition 1.3. (p = 0) The Sfppf -sheaves R
if∗Ω
j and HiDR(X) = R
if∗Ω given by
Hodge and de Rham cohomology (Ω is the de Rham complex on X) as well as the sheaf
R1f∗Ω
∗ corresponding to the multiplicative de Rham complex [37, 3.1.7, p.31] on X
Ω∗ := [O∗
d log
−−−→ Ω1 → Ω2 · · · ]
are all representable. The first two are representable by vector group schemes.
Proof. The sheaves Rif∗Ω
j, HiDR(X) are coherent, free, and commute with arbitrary
base change [34, 1.4.1.8], [25, p.309-310]. For any t : S′ → S, we have Rif∗Ω
j(S′) =
t∗H i(X,Ωj); similarly for HiDR(X). Any locally free OT -module L on a scheme T
gives rise to a sheaf on Tfppf which is representable by a vector group scheme [37,
p.1]. Thus, Rif∗Ω
j, HiDR(X) are representable by vector group schemes. Similarly, the
sheaves Rif∗C — here C is [Ω
1 → Ω2 · · · ] — are also representable by vector group
schemes. In the exact sequence3 (cf. (2.13))
0→ f∗C → R
1f∗Ω
∗ → R1f∗O
∗ → R1f∗C,
representability is already known for all the sheaves other than R1f∗Ω
∗; and f∗C is
representable by an affine scheme. The representability of R1f∗Ω
∗ follows from (1.1).

The scheme Pic♮X representing R
1f∗Ω
∗ classifies [38, 2.5] [34, 7.2.1] isomorphism
classes of line bundles (=invertible sheaves) on X endowed with an integrable connec-
tion; cf. (3.6).
Proposition 1.4. Assume that k is of characteristic zero.
(i) The neutral component E♮ of Pic♮X is the universal additive (= vectorial) exten-
sion of Pic0X = Pic
0,red
X .
(ii) The additive group scheme Lie E♮ represents the sheaf H1DR(X);
Lie E♮ = Lie Pic♮X
∼
−→ H1DR(X) := H
1(X,Ω)
∼
←− H1(X, [O → Ω1]).
Proof. A proof of (i) for X an abelian variety is in [38, 2.1, 2.7, 2.8]; it can also be
obtained by combining propositions 2.6.7, 3.2.3, and 4.2.1 of [37, Chapter I].
For a general smooth proper X over S, let g : E∗ → E♮ be the map induced from the
universal additive extension E∗ of Pic0X . We need to show that g is an isomorphism.
Since both E∗ and E♮ are compatible with base change, we may assume X(S) 6= ∅;
this provides an Albanese map u : X → Alb(X). We now argue as in [38, 3.0] using the
3The natural map f∗O
∗
→ f∗C is zero: the former is represented by a torus and the latter by a
vector group scheme.
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standard isomorphisms u∗ : H0(Alb(X),Ω1)
∼
−→ H0(X,Ω1) and u∗ : Pic0Alb(X)
∼
−→ Pic0X .
Part (ii) follows from (i) by [38, Lem. 2.6.9]. 
Divisors on a smooth proper variety.
We recall the classical properties of Pic(X) and NS(X) = NSX(S) for f : X → S
smooth proper.
Remark 1.5. One has
(i) (ℓ 6= p) an isomorphism H1et(X¯,Zℓ(1))
∼
−→ TℓPic(X) [39, p.125] of G-modules
provided by the Kummer sequence (37).
(ii) (p = 0) Lie Pic(X)
∼
−→ H1(X,O) [5, Thm. 1, p.231].
(iii) (p = 0) an exact sequence (1.4)
0→ H0(X,Ω1)→ Lie E♮ → H1(X,O)→ 0.
(iv) (k = C) an isomorphism of pure Hodge structures [24, pp.156-158]:
(1) H1(X(C),Z(1))
∼
−→ H1(Pic(X),Z)
provided by the exponential sequence
(2) 0→ Z(1)→ O
exp
−−→ O∗ → 1;
a commutative diagram [19, Thm. 1.4, p. 17] — vertical maps are [45]:
0 −−−−→ H0(X,Ω1) −−−−→ H1DR(X) −−−−→ H
1(X,O) −−−−→ 0
≀


y ≀


y ≀


y
0 −−−−→ H0(Xan,Ω1) −−−−→ H1(X(C),C) −−−−→ H1(Xan,O) −−−−→ 0.
(v) (ℓ 6= p) the “cycle class map” [39, VI §9] furnishes a G-equivariant inclusion [39,
3.2.9 (d), p.216]:
(3) NS(X¯)⊗Z Zℓ →֒ H
2
et(X¯,Zℓ(1));
numerical and homological equivalence coincide for divisors (with Qℓ-coefficients).
(vi) (k = C) Lefschetz’s (1, 1)-theorem = the integral Hodge conjecture for divisors
[18, p.143] [24, p. 156]:
(4) NS(X)
∼
−→ HomMHS(Z,H
2(X(C),Z(1))).
(vii) (k finitely generated) the Tate conjecture [49, p.72] [31, 5.1] for divisors asks if
(5) NS(X)⊗Z Qℓ
∼
−→ H2et(X × k
sep,Qℓ(1))
Gsep?
Here ksep is a separable algebraic closure of k, Gsep the associated Galois group, and
MGsep denotes the invariants of a Gsep-module M . See [49, §5] for the known cases of
(5).
(viii) (p = 0) the Chern class map [12, 2.2.4] gives an injection
(6) cX : NS(X) ⊗ k →֒ H
1(X,Ω1).
(The map d log : O∗ → Ω1 [12, 2.2.4] induces a map R1f∗O
∗ → R1f∗Ω
1 of rep-
resentable Sfppf -sheaves; since the second is affine and the identity component of the
first is an abelian scheme, one gets the map cX .) 
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Remark 1.6. Let us consider (0.1) for X. By the purity of Hn(X,Z(1)) (k = C), both
tn(X) and In(X) are zero for n > 2. Parts (i)-(iv) of (1.5) identify [0 → Pic(X)] as
the one-motive L1(X/k) whereas parts (v), (vi), and (viii) identify [NSX/torsion → 0]
as the one-motive L2(X/k). Conjecture 0.1 is known for smooth proper varieties. 
From (4), one obtains the
Theorem 1.7. Let X be a smooth proper scheme over S = Spec k. The dimension of
the Q-vector space
H1,1Q (Xι) := HomMHS(Q(−1),H
2(Xι,Q))
is independent of the map ι : k →֒ C. 
Smooth varieties.
Let U be the open complement of a strict divisor Y (1.10) with normal crossings in a
smooth projective complex variety X. The normalization Y˜ of Y is a smooth projective
scheme. Consider the map WY → PicX which sends a divisor E to the class of the
invertible sheaf O(E) on X. Let N be the cokernel of the induced map λ :WY → NSX .
Proposition 1.8. The (0, 0)-part of H2(U,Q(1)) is N ⊗Q. So t2(U)⊗Q
∼
−→ N ⊗Q.
Proof. Let j : U →֒ X denote the inclusion. The cycle class map [12, 2.2.4-5] and the
Gysin sequence [15, 3.3] provide the following commutative diagram
WY
λ
−−−−→ NS(X) −−−−→ N −−−−→ 0
∥
∥
∥


y


y
H0(Y˜ ,Z) −−−−→ H2(X,Z(1))
j∗
−−−−→ H2(U,Z(1)) .
By [12, 3.2.17], we know that W0H
2(U,Q(1)) = j∗(H2(X,Q(1))). This implies that
the (0, 0)-part of H2(U,Q(1)) is the image under j∗ of the (0, 0)-part of H2(X,Q(1)).
From (4), NS(X) is the (0, 0)-part of H2(X,Z(1)). This proves the first claim. The
second follows immediately because t2(U)⊗Q is the (0, 0)-part of H2(U,Q(1)): by [12,
3.2.15 (ii)], W−1H
2(U,Q(1)) = 0. 
Remark 1.9. Since Wm−1H
m(U,Q) = 0 [12, 3.2.15] for any m ≥ 0, only t1(U) and
t2(U) can be nontrivial. Conjecture 0.1 for the case of t1(U) is classically known (3.7);
L1(U/k) can be identified as the Picard one-motive [Ker(λ) → Pic(X)] of [43], the
Cartier dual of the generalized Albanese variety of U [48]. The result (1.8), an analog
of (4) for smooth varieties, identifies [N → 0]⊗Q as L2(U/k)⊗Q. Thus, (0.1) is known
(up to isogeny) for the smooth variety U . 
Simplicial objects. [8]
A simplicial object B• in a category C is a sequence of objects
B• = {B0, B1, B2, ..., Bn, ...},
together with morphisms (face) di : Bn → Bn−1, (degeneracies) si : Bn → Bn+1
(0 ≤ i ≤ n) satisfying the simplicial identities of which we need only (the degeneracy
maps will not play a role in our discussions)
(7) didj = dj−1di i < j.
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A truncated simplicial object B≥m is the subsequence of objects {Bm, Bm+1, Bm+2, ...},
together with all the maps di and sj between them.
Given a simplicial (resp. cosimplicial) commutative group scheme A•, then the pair
(A•, δ) — here δn = Σ
i=n
i=0 (−1)
idi [8, 3.4] — becomes a chain complex of commutative
group schemes: it follows from (7) that δnδn+1 = 0 (resp. δn+1δn = 0).
Simplicial pairs.
Let a : X → S be a smooth projective morphism. Let Y be a strict divisor with
normal crossings on X as in [9, 2.4]; in particular, this means that Y is reduced and
its irreducible components Y i(i ∈ I) are regular schemes, and of codimension one in
X. Let U be the open subscheme of X corresponding to the complement of Y . The
normalization Y˜ of Y is the disjoint sum of the Y i’s.
Definition 1.10. A simplicial pair (X•, Y•) consists of the data of
(i) a simplicial scheme X• smooth and projective over S.
(ii) a strict divisor with normal crossings Y• of X•; in particular, each Ym is a strict
divisor (as defined above) of Xm.
(These conditions are (α), (β) of [9, p. 51]; it follows from [9] that any variety over
S (k perfect) admits a proper hypercovering (§5) corresponding to a simplicial pair.)
In particular, (X•, Y•) is a simplicial object in the category of pairs. The schemes
Um := Xm−Ym give a smooth simplicial subscheme U• of X• [14, 6.2.6]; let j : U• → X•
be the natural map.
A simplicial pair (X•, Y•) gives, for each l ≥ 0, a truncated simplicial pair (X≥l, Y≥l) =
(X•, Y•)≥l which consists of the schemes (Xm, Ym) (for m ≥ l) and the maps d, s.
One has an evident notion [14, 6.2.8] [44, p. 75] of a morphism θ : (X•, Y•)→ (Z•, J•)
of simplicial pairs; θ satisfies [30, 1.10] θ(Ym) ⊂ Jm and θ(Xm − Ym) ⊂ (Zm − Jm).
Remark 1.11. Fix a simplicial pair (X•, Y•). The simplicial abelian group scheme
D• — here Di = DXi — gives upon normalization a chain complex still denoted D•.
Similarly, one obtains the chain complexes of group schemes: T• Pic•, NS•, Pic
0
•, W•.
The map λi : Wi = WYi → NSXi = NSi which sends a divisor E of Xi supported on
Yi to the class [O(E)] of the invertible sheaf O(E) gives a map λ : W• → Pic• → NS•.
Exact and spectral sequences.
We summarize some results from [14, 5.1-5.3] about cohomology of sheaves on a
simplicial scheme Z•. For any sheaf (or complex of sheaves) F on Z•, there is a spectral
sequence [14, 5.2.3.2, 5.1.12.2] 4
(8) Ep,q1 = H
q(Zp, F )⇒ H
p+q(Z•, F )
with associated low-degree exact sequence
0→ E1,02 (F )→ H
1(Z•, F )→ E
0,1
2 (F )→ E
2,0
2 (F ).
The “filtration beˆte” σ of Deligne [12, 1.4.7] is:
(9) σ≥mH
∗(Z•, F ) := Im(H
∗(Z•, σ≥mF )→ H
∗(Z•, F )).
4Note that the map di of [14, 5.2.3.2, 5.3.3.2] is denoted here by δi and vice-versa.
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The methods used to deduce (8) in [14, 5.2.3, 5.2.7] also work for truncated simplicial
schemes. Given a complex of sheaves C• on Z≥m, there is a spectral sequence
(10) Ep+m,q1 (C
•) = Hq(Zp+m, C
•)⇒ Hp+q(Z≥m, C
•)
with associated low-degree exact sequence
(11) 0→ E1+m,02 (C
•)→ H1(Z≥m, C
•)→ Em,12 (C
•)→ E2+m,02 (C
•).
Let gr : Zr → S and f : Z≥m → S be the structure maps. Analogs of (10) and (11) for
the associated Sfppf -sheaves hold as well:
(12) Ep+m,q1 (C
•) = Rqgp+m ∗(C
•)⇒ Rp+qf∗(C
•)
(13) 0→ E1+m,02 (C
•)→ R1f∗(C
•)→ Em,12 (C
•)→ E2+m,02 (C
•).
2. Construction of Ln for a simplicial pair
Throughout this section, k will denote a field of characteristic zero.
For each simplicial pair (X•, Y•) and each non-negative integer n, we shall construct
one-motives
Ln = Ln(X•, Y•) = [Bn
φn
−→ P˜n]
and Jn(X•, Y•); these are contravariant functorial. Their realizations will be analyzed
in subsequent sections. Our construction was obtained by a careful analysis of [14,
8.1.19.1].
Fix a simplicial pair (X•, Y•); we have a diagram U•
j
→֒ X•
i
←֓ Y•. Let a : X• → S,
am : Xm → S, and f : X≥n−1 → S be the structure morphisms.
5 We often write O∗m
for O∗Xm , Picm for PicXm , etc.
Construction of Pn.
We begin with the construction of a semi-abelian variety Pn which is isogenous to
the required P˜n; our method is similar to [43, §3.1].
Proposition 2.1. (i) The sheaf R1f∗O
∗ = Rna∗σ≥n−1O
∗
• is representable by a locally
algebraic group scheme G′n with neutral component Gn.
(ii) Lie Gn
∼
−→ H1(X≥n−1,O).
(iii) (k = C) H i(X≥n−1,F)
∼
−→ H i(Xan≥n−1,F), F = O,O
∗ and i = 0, 1.
Proof. (i) By (13), the sheaf R1f∗O
∗ sits in an exact sequence
0→ En,02 → R
1f∗O
∗ π−→ En−1,12
ψ
−→ En+1,02 .
By (1.2), the sheaf am ∗O
∗
m is representable by the torus TXm . The group (of multi-
plicative type) Hom(Hm(D•),Gm) dual to the homology H
m(D•) (1.11) of
DXm+1
δm−−→ DXm
δm−1
−−−→ DXm−1
5We adopt the notation: X≥−1 = X•.
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represents Em,02 . Since PicXm represents R
1am ∗O
∗
m, the scheme R
′ := Ker(δ∗n−1 :
PicXn−1 → PicXn) represents E
n−1,1
2 . Since Ker(ψ) is representable and the scheme
representing En,02 is affine, we can apply (1.1).
(ii) It follows from (i) by [38, Lem. 2.6.9].
(iii) Use the GAGA isomorphisms H i(Xm,F)
∼
−→ H i(Xanm ,F) (i = 0, 1) [45, Prop.
17, 18] for F = O,O∗ and (10), (11) for X≥n−1 and X
an
≥n−1. 
We call T ′ (resp. Q′) the group scheme representing En,02 (resp. E
n+1,0
2 ); we denote
its neutral component by T (resp. Q).
The neutral component R of R′ is an abelian scheme (it is a subscheme of Pic0Xn−1)
and Q is affine; so ψ(R) = 0. Hence R is the neutral component of Ker(R′
ψ
−→ Q′).
Thus we have an exact sequence
(14) 0→ T ′ → Gn
π
−→ R→ 0.
Remark 2.2. (i) By definition [23, 1.1], an invertible sheaf L on a simplicial scheme
Z• is an invertible sheaf Lm on each Zm such that: for each morphism τ : Zm → Zr
which is a composition of si’s and dj’s, the map τ
∗Lr → Lm is an isomorphism. In (loc.
cit), it is shown that L is determined entirely by the data of L0 and the isomorphism
α : d∗0L0
∼
−→ d∗1L0 satisfying d
∗
2(α) ◦ d
∗
0(α) = d
∗
1(α); (2.1), for n = 1, proves the
representability of the Picard functor of Z• which is smooth and proper over S. The
scheme G′n classifies isomorphism classes of pairs (L, α) where
(a) L is an invertible sheaf on Xn−1 such that δ
∗
n−1L is isomorphic to OXn (by (7),
δ∗nδ
∗
n−1L = OXn+1);
(b) α is a trivialization δ∗n−1L
∼
−→ OXn on Xn satisfying a cocycle condition: δ
∗
nα = 1;
namely, δ∗nα is the identity isomorphism of OXn+1 .
(ii) For n = 1, we can think of α as an isomorphism d∗0L
∼
−→ d∗1L. The cocycle
condition d∗2(α) ◦ d
∗
0(α) = d
∗
1(α) (⇐⇒ δ
∗
1α = 0) becomes the commutativity of
d∗0d
∗
0L
d∗0(α)−−−−→ d∗0d
∗
1L d
∗
2d
∗
0L
∥
∥
∥ d∗2(α)


y
d∗1d
∗
0L
d∗1(α)−−−−→ d∗1d
∗
1L d
∗
2d
∗
1L
(using the identities d0d1 = d0d0, d0d2 = d1d0, d1d2 = d1d1). 
Remark 2.3. Suppose given a simplicial scheme Z•, an invertible sheaf F on Zm and a
nowhere vanishing section s of F . The identity (7) implies that (i) the sheaf δ∗m+1δ
∗
mF
is naturally isomorphic to OZm+2 ; (ii) the section δ
∗
m+1δ
∗
ms of δ
∗
m+1δ
∗
mF = OZm+2
corresponds to the identity section of OZm+2 . 
Definition of Bn and φn.
We now turn to the construction of the map φn. This will take several steps.
Let λ′m : Wm → PicXm be the map E 7→ O(E). In general, there is no lifting
of λ′n−1 : WYn−1 → PicXn−1 to a map WYn−1 → G
′
n
π
−→ R′ → PicXn−1 . In other
words, the invertible sheaf O(E) on Xn−1 corresponding to E ∈Wn−1 may not always
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satisfy conditions (a), (b) of (2.2(i)). But a natural lifting does exist on the subgroup
K := Ker(δ∗n−1 : WYn−1 →WYn) of WYn−1 .
Lemma 2.4. There exists a canonical and functorial map ϑ′ : K → G′n which fits into
a commutative diagram:
K
ϑ′
−−−−→ G′n


y


y
WYn−1
λ′n−1
−−−−→ PicXn−1 .
Proof. The scheme G′n classifies pairs (L, α) where L is an invertible sheaf on Xn−1 and
α is a trivialization δ∗n−1L
∼
−→ OXn satisfying the cocycle condition δ
∗
nα = 1. For any
E ∈ K, pick a rational section sE of O(E) such that the divisor div(sE) = E; the set
of such sections forms a torsor over H0(Xn−1,O
∗). Since Y• is a simplicial divisor, the
pull-back δ∗n−1sE is a rational section of δ
∗O(E) with divisor δ∗n−1E. As E lies in K,
we have δ∗n−1E = 0. So δ
∗
n−1sE provides a trivialization αE : δ
∗
n−1O(E)
∼
−→ O on Xn.
The trivialization δ∗nαE of δ
∗
nδ
∗
n−1O(E) on Xn+1 is provided by the nowhere vanishing
regular section tE := δ
∗
nδ
∗
n−1sE . Now the rational section sE is a nowhere vanishing
section of O(E) on the open subscheme Un−1. Applying (2.3) to U•. we see that tE is
the identity section of the sheaf OUn+1 . Since tE is regular on Xn+1, we deduce that tE
is the identity section of OXn+1 . The map ϑ
′ is defined by E 7→ (O(E), αE). It is clear
that modifying sE by an element of H
0(Xn−1,O
∗) does not affect the isomorphism
class of the pair (O(E), αE). 
The maps di : X≥n−1 → Xn−2 collectively provide the morphism
(15) δ∗ : PicXn−2 → G
′
n.
More explicitly, given an invertible sheaf L on Xn−2, the pull-back L
′ := δ∗n−2L is an
invertible sheaf on Xn−1. As in (2.3), (7) implies that there is a canonical trivializa-
tion, call it βL′ , of δ
∗
n−1L
′ on Xn satisfying δ
∗
nβL′ = 1. The map δ
∗ sends L to the
(isomorphism class of the) pair (L′, βL′).
Definition 2.5. P ′n is the quotient of G
′
n by δ
∗(Pic0Xn−2); its neutral component is Pn.
Note π0(G
′
n)
∼
−→ π0(P
′
n).
Lemma 2.6. (k = C) Lie Pn
∼
−→
H1(X≥n−1,O)
δ∗H1(Xn−2,O)
∼
−→
H1(Xan
≥n−1,O)
δ∗H1(Xann−2,O)
.
Proof. Combine (2.1) (iii) with (1.5 (ii)). 
The map (15), in turn, induces a map NSn−2
µ
−→ P ′n. Combining this with ϑ : K
ϑ′
−→
G′n → P
′
n, we get the map
ρ : K ⊕NSXn−2 → P
′
n ρ(a, b) = ϑ(a) + µ(b).
We now turn to the introduction of several group schemes relevant for the definition
of Bn. The mapping cone complex of λ :W• → NS• (1.11) is:
WYn−2 ⊕NSXn−3
γn−3
−−−→ WYn−1 ⊕NSXn−2
γn−2
−−−→WYn ⊕NSXn−1(16)
γm : (E, β) 7→ (δ
∗
m+1E, δ
∗
mβ − λm+1(E)).(17)
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Since W• is a complex, the image of γn−3 is contained in K ⊕ NSXn−2 . One checks
that the composite map ρ ◦ γn−3 is zero.
Definition 2.7. (i) C′n denotes
K⊕NSXn−2
γn−3(Wn−2)
; and Cn is the kernel of the composite map
ρ′ : C′n
ρ
−→ P ′n → π0(P
′
n).
(ii) An is the kernel of the composite map C
′
n
ρ′
−→ π0(P
′
n)
∼
−→ π0(G
′
n) → NSXn−1 ;
this map — the middle isomorphism is the inverse of π0(P
′
n)
∼
←− π0(G
′
n) — is the map
C′n → NSXn−1 induced by γn−2. Note Cn is a subgroup of An.
(iii) B′n is the kernel of the map
(18)
K ⊕NSXn−2
γn−3(Wn−2 ⊕NSXn−3)
ρ
−→ P ′n → π0(P
′
n),
which is analogous to the cycle class map; π0(P
′
n) plays the role of a relative Ne´ron-
Severi group.
We have
(19)
Cn
NSXn−3
∼
−→ B′n.
Restricting ρ to B′n, we obtain a morphism of group schemes B
′
n
ρ
−→ Pn. Let τn be the
torsion subgroup of B′n. Replacing B
′
n by Bn := B
′
n/τn and Pn by P˜n := Pn/ρ(τn), the
map ρ induces a map φn : Bn → P˜n.
Definition 2.8. Ln(X•, Y•) is the one-motive
(20) Ln = Ln(X•, Y•) := [Bn
φn
−→ P˜n].
Remark 2.9. (i) The one-motive Ln depends only on the schemes Xm, Ym for m =
n− 3, · · · , n+ 1 (and the maps between them).
(ii) Let k′ be an extension of k and write S′ = Spec k′. It is clear from the definitions
that Ln(X• ×S S
′, Y ′• ×S S
′) = Ln ×S S
′.
(iii) By (i) and (ii), there is no loss of generality in assuming that k is finitely
generated over Q. Such a field always admits an embedding into C.
(iv) Ln is a contravariant functor for morphisms of simplicial pairs. 
The one-motive Jn.
Definition 2.10. Vm (resp. Nm) is the kernel (resp. cokernel) of Wm
λm−−→ NSm; and
K0 (resp. M) is the kernel (resp. cokernel) of the composite map K
ϑ
−→ P ′n → π0(P
′
n).
The one-motive Jn is
(21) Jn = Jn(X•, Y•) := [(
K0/Vn−2
torsion
φn
−→ P˜n].
The natural morphism Jn → Ln is an isomorphism for n ≤ 1; Jn is contravariant
functorial for morphisms of simplicial pairs.
The remainder of this section is devoted to results which will be used in §3.
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Lemma 2.11. One has an exact sequence
0→
Vn−1 ∩K
Vn−2
→ An → Ker(δ
∗
n−2 : Nn−2 → Nn−1)→ 0.
Proof. Taking the quotient of 0 → K → K ⊕ NSn−2 → NSn−2 → 0 by the exact
sequence 0 → Vn−2 → WYn−2 → Im(λn−2) → 0, we get the exact sequence in the first
row of the diagram
0 −−−−→ K
Vn−2
−−−−→ K⊕NSn−2γn−3(Wn−2) −−−−→ Nn−2 −−−−→ 0

y


y


y
0 −−−−→ Im(λn−1) −−−−→ NSn−1 −−−−→ Nn−1 −−−−→ 0;
the required sequence is an easy consequence. 
The de Rham cohomology sheaves.
We shall use the following complexes on a (simplicial) smooth projective scheme; the
scheme could be either X•, Xm or X≥m. We often omit the subscript from the complex
if it is clear from the context which scheme it is on.
Ω := [O
d
−→ Ω1
d
−→ Ω2 . . . ]
Ω(log Y ) := [O
d
−→ Ω1(log Y )
d
−→ ...]
Γ0 := [O
d
−→ Ω1], Γ := [O
d
−→ Ω1(log Y )]
Γ∗0 := [O
∗ d log−−−→ Ω1], Γ∗ := [O∗
d log
−−−→ Ω1(log Y )]
Let Ω(log Y ) be the logarithmic de Rham complex [14, 3.1.3, 6.2.7] of U• on X•.
Lemma 2.12. The map dl : G′n = R
1f∗O
∗ → R1f∗Ω
1 induced by d log : O∗ → Ω1 [12,
2.2.4] yields a map dlog : π0(G
′
n)→ H
1(X≥n−1,Ω
1).
Proof. Since Gn is a semi-abelian variety and R
1f∗Ω
1 is a vector scheme, the map dl
restricted to Gn is zero. 
Proposition 2.13. (i) The sheaf R1f∗Γ
∗ is representable by a group scheme G♦n with
H1(X≥n−1,Γ
∗) as its group of k-rational points.
(ii) Lie G♦n
∼
−→ H1(X≥n−1,Γ)
∼
−→ H1DR(U≥n−1).
(iii) The group G♦n is an extension of a subgroup (containing Gn) of G
′
n by f∗Ω
1(log Y ).
Proof. (i) In the exact sequence, given by the map Γ∗ → O∗,
f∗Γ
∗ β−→ f∗O
∗ → f∗Ω
1(log Y )
h
−→ R1f∗Γ
∗ → R1f∗O
∗ → R1f∗Ω
1(log Y ),
β is clearly an isomorphism: H0(X≥n−1,Γ
∗) = H0(X≥n−1,O
∗). So h is injective. The
sheaves Rif∗Ω
j(log Y ) are locally free and commute with base change [34, 1.4.1.8]; so
they are representable by vector group schemes (cf. the proof of (1.3)). Lemma 1.1
now provides the representability of R1f∗Γ
∗.
(ii) the first isomorphism follows from (i) [38, Lemma 2.6.9] and the second isomor-
phism from [34, 1.0.3.7], [12, 3.1.8]; cf. also [31, 3.4].
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(iii) It suffices to show that the map Lie G♦n → Lie Gn is onto. Under the identifica-
tions, Lie G♦n
∼
−→ H1(X≥n−1,Γ) and Lie Gn
∼
−→ H1(X≥n−1,O), we need the surjectivity
of the forgetful map H1(X≥n−1,Γ)→ H
1(X≥n−1,O). We can use (11) for Γ and O on
X≥n−1; since H
0(Xm,Γ) = H
0(Xm,OXm), we have E
n,0
2 (Γ)
∼
−→ En,02 (O). Thus we need
the surjectivity of En−1,12 (Γ) → E
n−1,1
2 (O). Let us show that even the composite map
π0 : E
n−1,1
2 (Γ0)→ E
n−1,1
2 (Γ)→ E
n−1,1
2 (O) is onto.
Write E♮m for the universal additive extension of Pic0Xm . We have
En−1,12 (Γ0)
∼
←− Ker(δ∗n−1 : Lie E
♮
n−1 → Lie E
♮
n)
En−1,12 (O)
∼
←− Ker(δ∗n−1 : Lie Pic
0
Xn−1 → Lie Pic
0
Xn) = Lie R.
For any abelian scheme A, the Lie algebra Lie A♮ of the universal additive (= vectorial)
extension is canonically isomorphic to H1DR(A
∗) of the dual abelian scheme A∗ [37,
4.1.7, p. 48] (1.4). So the functor ♮ : A 7→ Lie A♮ is exact. Thus En−1,12 (Γ0)
∼
←− Lie R♮.
Hence π0 is the natural (surjective) projection Lie R
♮ → Lie R. 
Remark 2.14. (i) For any semi-abelian variety G (with associated abelian variety A
and torus T ), the universal additive (= vectorial) extension G♮ of G is the pullback
A♮ ×A G [14, 10.1.7c] of the universal additive extension A
♮ of A. The proof of (2.13)
shows that (a) R1f∗Γ
∗
0 is a vectorial extension of a subgroup (containing Gn) of G
′
n. (b)
this vectorial extension restricted to Gn is the universal extension G
♮
n = R♮ ×R Gn of
Gn. The universal additive extension P
♮
n of Pn is the quotient of G
♮
n by δ∗E
♮
n−2, defined
as in the proof of (2.13 (iii)).
(ii) The analog of (2.13) is also true for a smooth proper variety Z and a strict
divisor V of Z. For the choice of the strict divisor Ym of Xm, we obtain the existence
of a group scheme Pic♦Xm with H
1(Xm,Γ
∗) as its group of k-rational points; one has
Lie Pic♦Xm
∼
−→ H1(Xm,Γ)
∼
−→ H1DR(Um), the last isomorphism due to [12, 3.1.8], [34,
1.0.3.7]. The cokernel P♦n of δ
∗ : Pic♦Xn−2 → G
♦
n is a vectorial extension of a subgroup
(containing Pn) of P
′
n. 
Lemma 2.15. (a) (k = C) Lie P♦n
∼
−→ σ≥n−1H
n(U•,C).
(b) (k = C) Lie P♮n
∼
−→ σ≥n−1H
n(X•,C)
∼
−→W−1H
n(U•,C).
(c) Lie P♦n
∼
−→ σ≥n−1H
n
DR(U•).
Proof. Combine H1(U∗,C)
∼
←− H1(Xan∗ , j∗CU)
∼
−→ H1(Xan∗ ,Ω(log Y )) (logarithmic
Poincare´ lemma [12, 3.2.2]), H1(Xan∗ ,Γ)
∼
−→ H1(Xan∗ ,Ω(log Y )) (X∗ = Xm or X≥n−1)
with (2.13), (2.14). Part (a) follows from the next isomorphism (the injectivity is a
consequence of the degeneration of [14, 8.1.19.1] at E2)
(22)
H1(U≥n−1,C)
δ∗n−2H
1(Un−2,C)
∼
−→ σ≥n−1H
n(U•,C);
the surjectivity is by definition of σ. The first (resp. second) isomorphism in (b) is a
special case of (a), i.e., for Y = ∅ (resp. from (3.5)). Part (c) is proved similarly using
(2.13), (2.14). 
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3. Hodge and de Rham realizations of Ln
We retain the notations of the previous section but we now take k = C. We have
a diagram U•
j
−→ X•
i
←− Y• corresponding to our simplicial pair (X•, Y•). As before,
f : X≥n−1 → S is the structure map.
The main results (3.2) (3.18) of this section prove the Hodge and de Rham part of
the conjecture (0.1) for U•; the e´tale realization will be treated in §4.
Statement of the theorem.
Lemma 3.1. The mixed Hodge structures H∗(U•,Z) are polarizable.
Proof. Since GrWr H
m(U•,Q) is a direct sum of subquotients of the cohomology of
smooth projective varieties [14, 8.1.19.1] and the cohomology H∗(V,Q) of a smooth
projective complex variety V is polarizable [12, 2.2.6], this is clear. 
Denote the largest sub-mixed Hodge structure of type (∗) of Hn(U•,Z(1))/torsion by
tn(U•); by the previous lemma, Gr
W
−1t
n(U•)⊗Q = Q(1)⊗Gr
W
1 H
n(U•,Q) is polarizable.
By [14, 10.1.3], the mixed Hodge structure tn(U•) corresponds to a one-motive I
n(U•)
over C.
Theorem 3.2. There is a canonical and functorial isogeny of one-motives
In(U•)→ L
n(X•, Y•)
over C, i.e., there is a canonical functorial isomorphism of Q-mixed Hodge structures:
tn(U•)⊗Q
∼
−→ TZ(L
n)⊗Q.
Corollary 3.3. Ln(X•, Y•)⊗Q depends only upon U•.
Proof. Clear. 
We follow, for the most part, Deligne’s arguments in [14, 10.3].
Proof of the W−1-part of Theorem 3.2.
We begin with the isogeny one-motive W−1L
n ⊗Q = [0→ P˜n]⊗Q = [0→ Pn]⊗Q.
Proposition 3.4. W−1t
n(U•)⊗Q
∼
−→ TZ(W−1L
n)⊗Q.
Since
Pn =
Gn
Pic(Xn−2)
, H1(Xn−2,Z(1))
∼
−→
(1)
H1(Pic(Xn−2),Z)
and W−1t
n(U•)⊗Q =W−1H
n(U•,Q(1)), this follows from the next
Proposition 3.5. (i) H ′ := H1(X≥n−1,Z(1))
∼
−→ TZ([0→ Gn]) = H1(Gn,Z).
Note t1(X≥n−1) = H
1(X≥n−1,Z(1)).
(ii)
H1(X≥n−1,Q(1))
H1(Xn−2,Q(1))
∼
−→ σ≥n−1H
n(X•,Q(1)) =W−1H
n(X•,Q(1))
∼
−→W−1H
n(U•,Q(1)).
(The last isomorphism is an analog of a theorem of Grothendieck-Deligne [12, 3.2.16-
17], [26, 9.1-9.4].)
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Proof. (ii) It follows from the definition of the weight filtration [21, p.55] that the image
ofHn(X•, σ≥n−1,Q(1)) inH
n(X•,Q(1)) isW−1H
n(X•,Q(1)). This proves the equality.
The rest of (ii) follows from an inspection of the spectral sequence [14, 8.1.19.1] and
the fact (ibid. 8.1.20 (ii)) that it degenerates at E2. The relevant E1-terms of [14,
8.1.19.1] are those with b = 1 and −a = n − 1 (and r = 0, p = 1, q = n − 1) since
W−1H
n(U•,Q(1)) is the Tate twist of W1H
n(U•,Q).
(i) From (2), we get the exact sequence
H0(Xan≥n−1,O)
exp
−−→ H0(Xan≥n−1,O
∗)→ H ′
ξ
−→ H1(Xan≥n−1,O)
exp
−−→ H1(Xan≥n−1,O
∗).
Since the first map is surjective (exp : C→ C∗ is surjective), ξ is injective. Proposition
2.1 (iii) now gives the required isomorphism
⊞ : H ′ = H1(X≥n−1,Z(1))
∼
−→ TZ([0→ Gn]) := H1(Gn,Z).
Let us show that ⊞ is compatible with the weight and Hodge filtrations. In the se-
quences (10), (11) on X≥n−1, we have
• isomorphisms of Hodge structures
η1 : E
n,0
2 (Q(1))
∼
−→ H1(T
′,Q), η2 : E
n−1,1
2 (Q(1))
∼
−→ H1(R,Q).
For η1, use H
0(Xanm ,Z(1))
∼
−→ H1(TXm ,Z), a consequence of (2). And η2 follows from
(1.5 (ii),(iv)).
• surjectivity of the map π in the commutative diagram
0 −−−−→ En,02 (Q(1)) −−−−→τ
H ′ ⊗Q −−−−→
π
En−1,12 (Q(1)) −−−−→ 0
η1


y


y⊞ η2


y
0 −−−−→ H1(T ,Q) −−−−→ H1(Gn,Q) −−−−→ H1(R,Q) −−−−→ 0.
This follows from the degeneration [14, 8.1.20] at E2 of (10) for Q(1).
The bottom row of the diagram is the the Hodge realization of the exact sequence
(14) of isogeny one-motives. The image of τ is W−2H
′ ⊗ Q [21, p.55]. Since W−2[0 →
Gn] ⊗ Q = [0 → T ] ⊗ Q [14, 10.1.4], we find that ⊞ is compatible with the weight
filtration.
Since H ′ is of type (∗), there is only one nontrivial step in the Hodge filtration, viz.,
F 0; and, F 0(H ′ ⊗ C)
∼
−→ F 0((H ′/W−2H
′) ⊗ C) since F 0 ∩ W−2H
′ ⊗ C = 0. Thus,
to show that ⊞ is compatible with F , it suffices to show that η2 is a map of Hodge
structures. This we have done. 
This finishes the proof of the W−1-part of Theorem 3.2.
Interpretation of H1 and its applications.
Observation 3.6. (Interpretation of H1) Let d : F → G be a morphism of abelian
sheaves on a space Z. In [14, 10.3.10], Deligne notes that H1(Z, [F
d
−→ G]) can be
identified with the set of isomorphism classes of pairs (L,α) where L is a F -torsor and
α is a trivialization of the G-torsor dL. This identification is based upon the sequence
H0(Z,F )→ H0(Z,G)→ H1(Z, [F
d
−→ G])→ H1(Z,F )
d
−→ H1(Z,G) 
18 NIRANJAN RAMACHANDRAN
Let jm∗ O
∗
U [14, 10.3.9(i)] be the subsheaf of meromorphic sections of j∗O
∗
U on X
an
• .
Remark 3.7. One can prove (3.5(i)) using (3.6); namely, the groupH1(X≥n−1,Z(1))
∼
−→
H1(X≥n−1, [O
exp
−−→ O∗]) is the set of pairs (L,α) where L is an OX≥n−1 -torsor and α a
trivialization of exp(L). Since Aut(L)→ Aut(exp(L)) is onto, H1(X≥n−1,Z(1)) is the
set of isomorphism classes L of OX≥n−1 -torsors (= elements of Lie Gn) with exp(L) = 0
in Gn; thus, H
1(X≥n−1,Z(1))
∼
−→ H1(Gn,Z).
Similar results, based on (3.6), are as follows.
(a) the mixed Hodge structure H1(Um,Z(1)) is isomorphic to TZ[Vm → Pic(Xm)] (1.9).
(b) the mixed Hodge structure H1(U≥n−1,Z(1)) is isomorphic to TZ[K
0 → Gn]; note
that [K0 → G1] (n = 1) is the Picard one-motive [43] of U•.
We refer to [43] for the details; a sketch of the proof of (a) is as follows: H1(Um,Z(1)) =
H1(Xm, [OX
exp
−−→ jm∗ O
∗
U ]) can be identified — as in [14, 10.3.10c] — with the set of
isomorphism classes of pairs (L,α) where L is an OXm-torsor and α is an isomorphism
of the invertible sheaf exp(L) with OXm(E) (E is a divisor supported on Ym). Since
Aut(L) → Aut(exp(L)) is surjective, H1(Um,Z(1)) is the set of pairs (p, d) where p is
an isomorphism class of an OXm-torsor, i.e., an element of Lie Pic(Xm), and d ∈ Vm
with exp(p) as image in Pic(Xm). This gives an isomorphism (as abelian groups)
H1(Um,Z(1))
∼
−→ TZ[Vm → Pic(Xm)].
(Combining (a) and (b) yields — see (21) for the definition of Jn —
(23) TZJ
n ⊗C
∼
−→
H1(U≥n−1,C)
H1(Un−2,C)
∼
−→
(22)
σ≥n−1H
n(U•,C)
∼
←−
(2.15)
LieP♦n .)
(c) G♦n (C)
∼
−→ H1(X≥n−1,Γ
∗) (2.13) is the group of isomorphism classes of pairs (L, ω)
with L an invertible sheaf on X≥n−1 and ω ∈ H
0(X≥n−1,Ω
1(log Y )). To relate to [14,
10.3.10a], one uses the “connections θ on invertible sheaves = one-forms ω” dictionary
[38, 2.5] [22, 1.5, p.47]. Thus, H1(X≥n−1,Γ
∗) (cf. [34, 7.2.1]) is the set of isomorphism
classes of pairs (L, θ) where L is as before and θ a connection on L, holomorphic on
U≥n−1 and allowed to have simple poles along Y≥n−1.
(d) Lie G♦n (C)
∼
−→ H1(X≥n−1,Γ)
∼
−→ H1DR(U≥n−1) (2.13) is the set of isomorphism
classes of pairs (L, θ) where L is an OX≥n−1 -torsor and θ a connection on L as in (c).
(e) Similar results hold for Lie Pic♦Xm(C)
∼
−→ H1(Xm,Γ)
∼
−→ H1DR(Um) (2.14) and
Pic♦Xm(C)
∼
−→ H1(Xm,Γ
∗) (2.14).
(f) Parts (d) and (e) yield an interpretation of Lie P♦n
∼
−→σ≥n−1H
n(U•,Γ) (2.15). 
WhileW−1t
n(U•)⊗Q is a quotient of H
1(X≥n−1,Q(1))), t
n(U•)⊗Q is a subquotient
of H2(U≥n−2,Q(1)). Thus, more work is necessary to complete the proof of (3.2).
Proof of Theorem 3.2.
This will be accomplished in the following three steps.
• Step 1. Construction of a certain mixed Hodge structure h2X .
• Step 2. Relating h2X and t
n(U•).
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• Step 3. Interpretation of h2X using (3.6).
Step 1. Construction of h2X .
This uses the truncated complex τ≤1Rj∗Z(1)U [12, 1.4.6]. As before, let q : Y˜m →
Ym → Xm denote the natural map from the normalization Y˜m of Ym. Since, on each
Xm, R
1jm,∗Z(1) = q∗ZY˜m [12, 3.1.9], we get the triangle in the derived category of
sheaves on Xanm
Z(1)X → τ≤1Rjm,∗Z(1)→ q∗Z[−1]→ ZX(1)[1]→ · · · ;
the truncated complexes τ≤1Rjm,∗Z(1) for each m combine to give a complex on X≥n−2
which we denote by τ≤1Rj∗Z(1). Thus, in the exact sequence on X≥n−2
0→ σ≥n−1Z(1)X → τ≤1Rj∗Z(1)→ F → 0,
F on Xm is (quasi-isomorphic to) the complex q∗Z[−1] for m > n − 2 and q∗Z[−1] →
ZXn−2(1)[1] for m = n − 2. The associated cohomology sequence (here we use that
H i(X≥n−2, σ≥n−1Z(1)) = H
i−1(X≥n−1,Z(1)))
(24)
H1(X≥n−1,Z(1))
H1(Xn−2,Z(1))
→֒ H2(X≥n−2, τ≤1Rj∗Z(1))→ H
2(X≥n−2,F)
δ∗
−→ H2(X≥n−1,Z(1))
fits into the commutative diagram (defining h2X by pullback via ν)
t1(X≥n−1)
t1(Xn−2)
−−−−→ h2X −−−−→
K⊕NSn−2
Wn−2
≀


y(3.5)


y ν


y
H1(X≥n−1,Z(1))
H1(Xn−2,Z(1))
−−−−→ H2(X≥n−2, τ≤1Rj∗Z(1)) −−−−→
H0(Y˜≥n−1,Z)⊕H
2(Xn−2,Z(1))
H0(Y˜n−2,Z)

y


y


y
H2(X≥n−2,[σ≥n−1O
exp
−−→jm∗ O∗U ])
H1(Xn−2,O)
−−−−→ H2(X≥n−2, [O
exp
−−→ jm∗ O
∗
U ]) −−−−→ H
2(Xn−2,O)


y a


y
∥
∥
∥
H2(X≥n−2,K)
H1(Xn−2,O)
−−−−→ H2(X≥n−2,Γ) −−−−→ H
2(Xn−2,O)
b


y
H1(X≥n−1,O)
H1(Xn−2,O)
∼
←−−−−
(2.6)
Lie Pn (∗∗)
Remark 3.8. (i) The map ν, induced by (4) and the isomorphism H0(Y˜i,Z) ∼= WYi ,
is injective.
(ii) h2X is a mixed Hodge structure of type (∗); note W−1h
2
X =
H1(X≥n−1,Z(1))
H1(Xn−2,Z(1))
.
(An argument similar to that in the proof of (3.10(i)) shows that the natural map
h2X ⊗Q→ H
2(U≥n−2,Q(1)) is injective with image t
2(U≥n−2)⊗Q.)
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(iii) The map a is induced by the (first) morphism of complexes
OX
exp
−−−−→ jm∗ O
∗
U −−−−→ 0∥
∥
∥


yd log
OX
d
−−−−→ Ω1(log Y ) −−−−→ 0
∥
∥
∥
∥
∥
∥
OX
d
−−−−→ Ω1(log Y )
d
−−−−→ Ω2(log Y )→ · · · ;
it is compatible with the natural map
H2(X≥n−2, Rj∗Z(1))
∼
−→ H2(U≥n−2,Z(1)) →֒ H
2(X≥n−2,Ω(log Y ))
∼
−→ H2(U≥n−2,C).
The last isomorphism is the logarithmic Poincare´ lemma [12, 3.2.2].
(iv) On X≥n−1, K = Γ and, on Xn−2, K = [0→ Ω
1(log Y )].
(v) Since C′n =
K⊕NSn−2
Wn−2
is of type (0, 0), the map h2X → H
2(Xn−2,O) in (∗∗) is zero.
We deduce an injection h2X →֒
H2(X≥n−2,[σ≥n−1O
exp
−−→jm∗ O∗U ])
H1(Xn−2,O)
(with finite cokernel — see
(30) below) and a commutative diagram
h2X −−−−→ h
2
X ⊗ C ←−−−− W−1h
2
X ⊗ C

y


y ≀


y(ii)
H2(X≥n−2,[σ≥n−1O
exp
−−→jm∗ O∗U ])
H1(Xn−2,O)
a
−−−−→
H2(X≥n−2,K)
H1(Xn−2,O)
←−−−−
H1(X≥n−1,Γ0)
H1(Xn−2,Γ0)

y


yb (2.15)


y≀
H1(X≥n−1,O)
H1(Xn−2,O)
∼
←−−−−
(2.6)
Lie Pn ←−−−− Lie P
♮
n.
(vi) The Hodge filtration [12, 3.2.2], restricted to K, is F 0K = K and F 1K = [0 →
Ω1(log Y )] on X≥n−2. It induces the map b — see (∗∗) — thereby defining the Hodge
filtration on h2X ⊗ C. Because h
2
X is defined using cohomology with Z(1)-coefficients,
F 1 on K corresponds to F 0 on h2X ⊗ C. 
Lemma 3.9. One has a commutative diagram
C′n
ρ
−−−−→ P ′n −−−−→ π0(P
′
n)
ν


y ≀
x


H0(Y˜≥n−1,Z)⊕H
2(Xn−2,Z(1))
H0(Y˜n−2,Z)
δ∗
−−−−→
(24)
H2(X≥n−1,Z(1)) ←−−−− π0(G
′
n).
Proof. Straightforward. 
Combining (3.9), (3.4) and (3.5), we obtain the exact sequence
(25) 0→ H1(Pn,Q)→ h
2
X ⊗Q→ Cn ⊗Q→ 0.
Step 2. Relating h2X and t
n(U•).
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Using the next lemma, we shall show that tn(U•) is a quotient of h
2
X by NSn−3.
Lemma 3.10. (i) One has an isomorphism ν : Bn ⊗Q
∼
−→ GrW0 t
n(U•)⊗Q.
(ii) Cn has finite index in An; cf. (2.7).
(iii) K0 := Ker(K
ϑ
−→ π0(G
′
n)) has finite index in K ∩ Vn−1 := Ker(K
λn−1
−−−→ NSn−1).
Proof. (i) By [14, 8.1.19.1], GrWb H
n(U•,Q) is a subquotient of E
n−b,b
1 . SinceGr
W
0 t
n(U•)⊗
Q is a Tate twist of the (1, 1)-part of GrW2 H
n(U•,Q), the relevant E1-terms correspond
to b = 2 and −a = n − 2 (with p, q, r satisfying p + 2r = 2 and q − r = n − 2). If
written explicitly (as is done immediately after 8.1.19.1 in [14])6, we obtain — using
the degeneration [14, 8.1.20 (ii)] at E2 of [14, 8.1.19.1] — that Gr
W
2 H
n(U•,Q) is (the
coefficients in (26) are Q)
(26)
Ker(H0(Y˜n−1)(−1)⊕H
2(Xn−2)
tn−1
−−−→ H0(Y˜n)(−1)⊕H
2(Xn−1))
Im(H0(Y˜n−2)(−1)⊕H2(Xn−3)
tn−2
−−−→ H0(Y˜n−1)(−1)⊕H2(Xn−2))
;
here tm(a, b) = (δ
∗
ma, δ
∗
m−1b− λm(a)). This is easily compared with (16).
By [14, 8.1.20 (ii)], the group in (26) is unchanged if one replaces H2(Xn−1) by
H2(X≥n−1) and uses the map δ
∗ of (24). The (1, 1)-part of GrW2 H
n(U•,Q) can
be identified using (4). The lemma now follows from π0(P
′
n)
∼= π0(G
′
n), π0(G
′
n) →֒
H2(X≥n−1,Z(1)) — a consequence of (2), and (3.9).
(ii) and (iii) also follow from the degeneration [14, 8.1.20 (ii)] at E2 of [14, 8.1.19.1].

Using (3.10(i)) and (3.4), we can rewrite
(27) 0→ W−1t
n(U•)→ t
n(U•)→ Gr
W
0 t
n(U•)→ 0
as the sequence (exact modulo finite groups) of mixed Hodge structures
(28) 0→ H1(Pn,Z)→ t
n(U•)→ Bn → 0.
Proposition 3.11. We have an isomorphism of mixed Hodge structures
(29)
h2X ⊗Q
δ∗NS(Xn−3)⊗Q
∼
−→ tn(U•)⊗Q.
Proof. Since h2X is of type (∗), the natural map
H2(X≥n−2, τ≤1Rj∗Z(1))→ H
2(U≥n−2,Z(1))→ H
n(U•,Z(1))
gives a map h2X → t
n(U•). The proposition follows from (28), (19), (3.10), and (25). 
Step 3. Interpretation of h2X using (3.6).
Theorem 3.12. One has a natural isomorphism
H2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ])
H1(Xn−2,O)
∼
−→ TZ[Cn
ρ
−→ Pn].
6We note a harmless typo in (loc. cit): Gysin maps go from Hb−2r to Hb−2(r−1) and not Hb−2(r−2).
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Remark 3.13. Every jm∗ O
∗
Ur
-torsor P gives an invertible sheaf on Ur and this extends
to an invertible sheaf P ′ on Xr; given any two such extensions P
′ and P ′′, one has an
isomorphism of invertible sheaves P ′′
∼
−→ P ′ ⊗O(v) (v ∈WYr) on Xr. 
Proof. The group H2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ]) is actually a H
1 in disguise (this
shift occurs for reasons of degree for jm∗ O
∗
U — this is in degree one — and of truncation
for O): it sits in an exact sequence
→ H2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ])→ H
1(X≥n−1,OX)⊕H
1(Xn−2, j
m
∗ O
∗
U )→
→ H1(X≥n−1, j
m
∗ O
∗
U )→
Via (3.6), we can interpret H2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ]) as the set of isomorphism
classes of triples (L,P, α) where L is an OX≥n−1 -torsor and P is a j
m
∗ O
∗
Un−2
-torsor and
α is an isomorphism7 expm(L)
∼
−→ δ∗P of jm∗ O
∗
U≥n−1
-torsors. Via (3.13), α can also
be thought of as an isomorphism (as in [14, 10.3.10c]) exp(L)
∼
−→ δ∗P ′ ⊗ O(D′) of
invertible sheaves on X≥n−1 with D
′ ∈ K. If P ′′ is another invertible sheaf on Xn−2
corresponding to P , then we have α′′ : exp(L)
∼
−→ δ∗P ′′ ⊗O(D′′) and P ′′
∼
−→ P ′ ⊗O(v)
(v ∈ Wn−2); so one can rewrite α as exp(L)
∼
−→ δ∗(O(−v) ⊗ P ′′) ⊗ O(D′′ + δ∗v). As
(P ′,D′) − (P ′′,D′′) = γn−3(v) ∈ NSn−2 ⊕K, the element w = (P
′,D′) ∈ C′n depends
only on the isomorphism class of the triple (L,P, α). Thus, we may associate the pair
(w, [L]) ∈ C′n ⊕ Lie Gn with the isomorphism class of (L,P, α).
The map δ∗ : H1(Xn−2,O)→ H
2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ]) can be described as
follows. The class [I] ∈ H1(Xn−2,O) of an OXn−2 -torsor I is mapped to the class of
the triple (δ∗I, P = expm(I), αI) with αI : expm(δ
∗I)
∼
−→ δ∗(expm(I)) the tautological
isomorphism; associated with this triple is the invertible sheaf P ′ = exp(I) (3.13),
the element D = 0 of K and the isomorphism αI : exp(δ
∗I)
∼
−→ δ∗(exp(I)). If P ′′
is another invertible sheaf corresponding to the jm∗ O
∗
U -torsor expm(I), then as before
P ′′
∼
−→ P ′ ⊗O(v) (v ∈Wn−2); thus, to the triple (δ
∗I, expm(I), αI), we may attach the
pair (0, [δ∗I]) ∈ C′n ⊕ Lie Gn.
Taking into account the surjectivity of H0(X≥n−1,O)
exp
−−→ H0(X≥n−1,O
∗), we find
that elements of
H2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ])
H1(Xn−2,O)
can be identified with pairs (w,L) where L is an element of Lie Pn and (as before)
w ∈ C′n with exp(L) = ρ(w) in Pn. This last equality forces, by (3.9), w to be an
element of Cn. Recalling the definition of TZ [14, 10.1.3.1], we deduce the required
isomorphism. 
Consider the composite inclusion
(30) h2X →֒
H2(X≥n−2, [σ≥n−1O
exp
−−→ jm∗ O
∗
U ])
H1(Xn−2,O)
∼
−→ TZ[Cn
ρ
−→ Pn];
7We write expm(L) for the j
m
∗ O
∗
U≥n−1
-torsor and exp(L) for the O∗X -torsor associated with L.
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h2X ⊗ Q (resp. TZ[Cn
ρ
−→ Pn] ⊗ Q) is an extension (25) (resp. [14, 10.1.3.1]) of Cn ⊗ Q
by H1(Pn,Q). Thus, we obtain an isomorphism of abelian groups
h2X
∼
−→ TZ[Cn
ρ
−→ Pn] (modulo finite groups).
From (19) and (29), we deduce an isomorphism of abelian groups
Λ : tn(U•)
∼
−→ TZL
n (modulo finite groups).
Compatibilities of Λ.
• Weight filtration: Since NS(Xn−3)⊗Q = t
2(Xn−3)⊗Q is of type (0, 0), from (29)
we have W−1h
2
X ⊗ Q
∼
−→ W−1t
n(U•) ⊗ Q. The elements of W−1h
2
X are characterized,
by (27), (28) and (3.7), as those corresponding to pairs (L, β) with exp(L) = 0 = β.
This proves the compatibility of Λ with the weight filtration.
• Hodge filtration: From [14, 10.1.3.1], the map α : TZL
n → Lie Pn (used to construct
TZL
n) gives the Hodge filtration. Namely,
F 0(TZL
n ⊗ C) = Ker(αC : (TZL
n)⊗C→ Lie Pn).
Therefore, we obtain
αC :
(TZL
n)⊗ C
F 0
∼
−→ Lie Pn.
Since tn(U•) is of type (∗), we get [14, 10.1.3.3] the isomorphism
tn(U•)⊗ C
F 0
∼
←−
W−1t
n(U•)⊗ C
F 0 ∩W−1
.
Now (2.15) and (3.4) together imply that
W−1t
n(U•)⊗ C
∼
−→
H1(X≥n−1,Γ0)
H1(Xn−2,Γ0)
∼
←− Lie P♮n.
Noting that the Hodge filtration on H∗(U•,C) is induced by the filtration ([12, 3.2.2],
[14, 8.1.8, 8.1.12])
F iΩ(log Y ) := 0→ 0→ · · · → Ωi(log Y )
d
−→ Ωi+1(log Y )→ ,
we obtain — cf. (3.8 (v), (vi)) — the commutativity of the following diagram
W−1t
n(U•)⊗ C
∼
←−−−− Lie P♮n
∼
−−−−→
(2.15)
H1(X≥n−1,Γ0)
H1(Xn−2,Γ0)


y


y


y
tn(U•)⊗C
F 0
∼
←−−−− W−1t
n(U•)⊗C
F 0∩W−1
∼
←−−−− Lie Pn
∼
−−−−→
(2.6)
H1(X≥n−1,O)
H1(Xn−2,O)
,
which fits into a larger commutative diagram
Hn(U•,Z(1))/torsion ←−−−− t
n(U•)
Λ
−−−−→ TZL
n α−−−−→ Lie Pn


y


y
∥
∥
∥
Hn(U•,C) ←−−−− t
n(U•)⊗ C −−−−→
tn(U•)⊗C
F 0
−−−−→ Lie Pn.
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This diagram shows that Λ is compatible with the Hodge filtration thereby finishing
the proof of Theorem 3.2. 
Theorem 3.2 partly proves Conjecture 0.1 (up to isogeny) for the simplicial scheme
U•; it remains to prove the statements concerning the de Rham and e´tale realizations.
We first treat the de Rham realization. The e´tale realization is dealt with in §4.
The de Rham realization of Ln.
Using TDRL
n ∼−→ TCL
n [14, 10.1.8], TCL
n ∼−→ tn(U•) ⊗ C (3.2), and t
n(U•) ⊗ C →֒
Hn(U•,C)
∼
−→ HnDR(U•) [12, 3.1.8, 3.2.2] gives us a map
TDRL
n → HnDR(U•);
our next task is to show that this map can be constructed purely algebraically (3.18)
and this, over any field of characteristic zero.
In the remainder of this section, k denotes a field of characteristic zero. Our next
main result (3.18) of this section requires us to construct a group scheme U˜ , a map
ψ˜ : Bn → U˜ such that, when k = C, ψ˜ lifts to a compatible homomorphism ψ : TZL
n →
Lie U˜ . Once these are acquired, the criterion [14, 10.1.9] may be applied to deduce that
Lie U˜ is the de Rham realization TDRL
n of Ln.
Step 1. Construction of a map ψ1 : K → G
♦
n .
Recall the map q : Y˜m → Ym → Xm from the normalization Y˜m of Ym. The Poincare´
residue sequence [12, 3.1.5.2] on Xm and X≥n−1
0→ Ω1 → Ω1(log Y )
Res
−−→ q∗OY˜ → 0
gives the exact sequences
(31) H0(Y˜m,O)→ H
1(Xm,Ω
1)→ H1(Xm,Ω
1(log Y )),
(32) H0(Y˜≥n−1,O)→ H
1(X≥n−1,Ω
1)→ H1(X≥n−1,Ω
1(log Y )).
Since the first map of (31) is the composition of
WYm(S)⊗ k
∼
−→ H0(Y˜m,O)
λm−−→ NSXm(S)⊗ k
cXm−−−→
(6)
H1(Xm,Ω
1),
there is a natural injection — recall Nm := Coker(λm) (2.10) —
(33) κm : Nm(S)⊗ k →֒ H
1(X≥n−1,Ω
1(log Y )).
The boundary map of (32) is induced by the composite map
K(S)
ϑ′
−→ H1(X≥n−1,O
∗) = G′n(S)→ π0(G
′
n)
dlog
−−→
(2.12)
H1(X≥n−1,Ω
1)
via K(S)⊗ k
∼
−→ H0(Y˜≥n−1,O). Thus, in the exact sequence
H1(X≥n−1, [O
∗ d log−−−→ Ω1(log Y )])→ H1(X≥n−1,O
∗)→ H1(X≥n−1,Ω
1(log Y )),
one finds, by the exactness of (32), that the map ϑ′ admits a lifting to H1(X≥n−1,Γ
∗).
In fact, one can easily construct a natural lifting ψ1 : K(S) → H
1(X≥n−1,Γ
∗) =
G♦n (S) of ϑ
′ using Cˇech cohomology; let C∗(G) denote Cˇech cochains of X≥n−1 with
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coefficients in G (relative to a suitable open cover {Ui}) and ∂ the Cˇech differential. By
(3.7c), for each element E ∈ K, we have to construct an invertible sheaf L on X≥n−1
and a connection ∇ with at most logarithmic poles along Y≥n−1. In terms of cocycles
[38, 2.5] [34, 7.2], using C1(Γ∗) = C1(O∗)⊕C0(Ω1(log Y )), if {sij} ∈ C
1(O∗) represents
L and {ωi} ∈ C
0(Ω1(log Y )) represents ∇, then these satisfy dsij/sij = ωj − ωi; ∇ is
integrable if and only if ωi is closed.
Let E ∈ K be an effective divisor. If {fi} are local equations for E, consider the
cochain (sij , dfi/fi) ∈ C
1(O∗) ⊕ C0(Ω1(log Y )) where fj = fisij ; clearly, dfj/fj −
dfi/fi = dsij/sij . Thus, the pair (sij, dfi/fi) is a cocycle; and, it represents an element
of H1(X≥n−1,Γ
∗). If {gi} are different local equations for E, then one gets an element
(tij , dgi/gi) ∈ C
1(O∗) ⊕ C0(Ω1(log Y )) with gj = gitij . There exist ui ∈ C
0(O∗) with
fi = uigi. Since sij/tij = uj/ui and dsij/sij−dtij/tij = duj/uj−dui/ui, i.e., the cocycle
(tij , dgi/gi) − (sij, dfi/fi) is a coboundary (∂u), the element ψ1(E) = (sij, dfi/fi) of
H1(X≥n−1,Γ
∗) depends only on E but not on the choice of the local defining equations.
The association E 7→ ψ1(E) defined for effective E easily extends to a homomorphism
ψ1 : K → G
♦
n .
Step 2. Construction of the scheme U˜ .
Let g be the structure map X≥n−2 → S; recall am is the structure map Xm → S.
Lemma 3.14. The Sfppf -sheaf R
2g∗K
∗ associated with the complex K∗ := [σ≥n−1O
∗ d log−−−→
Ω1(log Y )] on X≥n−2 is representable. One has ξ∗ : π0(R
2g∗K
∗) →֒ π0(G
′
n); here
R2g∗K
∗ denotes the associated representing group scheme.
Proof. One has an exact sequence
H0(X≥n−1,O
∗)→ H1(X≥n−2,Ω
1(log Y ))→ H2(X≥n−2,K
∗)
ξ
−→
→ H1(X≥n−1,O
∗)→ H2(X≥n−2,Ω
1(log Y ));
the sheaf R1f∗O
∗ is representable by G′n, f∗O
∗ by a torus, and Rig∗Ω
1(log Y ) are
representable by vector group schemes. Since Hom(f∗O
∗, R1g∗Ω
1(log Y )) = 0, one can
now invoke (2.1) to obtain the representability of R2g∗K
∗.
Since Ker(ξ) is connected, the map ξ∗ is injective. 
The inclusion σ≥n−1Γ
∗ →֒ K∗ induces an exact sequence
(34) 0→
G♦n
an−2 ∗Ω1(log Y )
→ R2g∗K
∗ υ−→ R1an−2 ∗Ω
1(log Y ).
Consider the commutative diagram
H1(Xn−3,Ω
1(log Y ))
δ∗
−−−−→ H1(X≥n−2,Ω
1(log Y ))


yδ∗n−3


y
H1(Xn−2,Ω
1(log Y ))
υ
←−−−− H2(X≥n−2,K
∗),
and the map
Pic0Xn−2(S) →֒ H
1(Xn−2,O
∗)→ H2(X≥n−2,K
∗)
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induced by the inclusion K∗ →֒ Γ∗ on X≥n−2. Taking the quotient of H
2(X≥n−2,K
∗)
by the images of H1(Xn−3,Ω
1(log Y )) and Pic0Xn−2(S) under these maps, and pulling
back via (cf. (34) (33))
(35)
Ker(δ∗n−2 : Nn−2 → Nn−1)(S)⊗ k
NSn−3(S)⊗ k
→
Nn−2(S)⊗ k
NSn−3(S)⊗ k
→
H1(Xn−2,Ω
1(log Y ))
H1(Xn−3,Ω1(log Y ))
(actually we do this at the level of the group schemes which represent the associated
sheaves) gives us a group scheme U ′. Its identity component is denoted U .
Lemma 3.15. The map ξ∗ : π0(U
′) →֒ π0(P
′
n) is injective.
Proof. It is clear that the previous operations of quotient and pullback do not affect
π0 and thus π0(R
2g∗K
∗) ∼= π0(U
′). The natural map ξ : R2g∗K
∗ → G′n provides a map
ξ : U ′ → P ′n; by (3.14), one has an injection ξ∗ : π0(U
′) →֒ π0(P
′
n). 
Lemma 3.16. One has an exact sequence
(36) 0→ Lie P♦n → Lie U
υ
−→
Ker(δ∗n−2 : Nn−2 → Nn−1)(S)⊗ k
NSn−3(S)⊗ k
.
Proof. By (2.14), Lie P♦n is a quotient of Lie G
♦
n by Lie Pic
♦
Xn−2
. Since Lie Pic♦Xn−2
is an extension of Lie Pic0Xn−2 by an−2 ∗Ω
1(log Y ), we obtain (36) noting (34). One
just has to observe that the image of Pic0Xn−2 in R
2g∗K
∗ is equal to that of the neutral
component of Pic♦Xn−2 under the natural map Pic
♦
Xn−2
δ∗
−→ G♦n → R
2g∗K
∗. 
Since the composite map
H1(Xn−2,O
∗)→ H2(X≥n−2,K
∗)
υ
−→ H1(Xn−2,Ω
1(log Y ))
is the map induced by d log : O∗ → Ω1 → Ω1(log Y ), the natural map NSn−2 →
R2g∗K∗
Pic0n−2
induces a map
ψ2 : NSn−2 → U
′.
By definition (35) of U ′, Im(δ∗n−3 : NSn−3 → NSn−2) is contained in Ker(ψ2).
Lemma 3.17. The map ψ′ : K ⊕ NSn−2 → U
′ defined by (u, v) 7→ ψ1(u) + ψ2(v)
provides a map ψ′ : B′n → U .
Proof. Since ψ′ = ψ2 on the subgroup γn−3(NSn−3) = δ
∗
n−3(NSn−3), NSn−3 is con-
tained in Ker(ψ′). It is straightforward to check that γn−3(WYn−2) is in Ker(ψ
′). This
gives a map ψ′ : B′n → U
′. Note that the composite map
K ⊕NSn−2
ψ′
−→ U ′
ξ
−→ P ′n
is ρ. By (3.15), the image under ψ′ of B′n is contained in U . 
Put U˜ = U/ψ′(τn); here, τn is the torsion subgroup of B
′
n. The map ψ
′ induces a
map ψ˜ : Bn → U˜ .
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Theorem 3.18. (i) (k = C) There is a natural commutative diagram
Bn
ψ˜
−−−−→ U˜
ξ
−−−−→ P˜n
x


x


x


TZL
n ψ−−−−→ Lie U˜
ξ
−−−−→ Lie P˜n
whose exterior square is [14, 10.1.3.1] for Ln; further, ψ induces an isomorphism ψC :
TCL
n ∼−→ Lie U˜ .
(ii) TDRL
n ∼−→ Lie U˜ .
(iii) There is a natural map Lie U˜ → HnDR(U•).
Proof. (i) (k = C) From (2.11), (3.10) and (21), we obtain an exact sequence of isogeny
one-motives over C
0→
[K0 → Gn]
[Vn−2 → Pic
0
n−2]
⊗Q→ [Cn
ρ
−→ Pn]⊗Q→ [Ker(δ
∗
n−2 : Nn−2 → Nn−1)→ 0]⊗Q→ 0.
The proof (in Step 3.) of Theorem 3.2 also shows that (30) is an isomorphism (modulo
finite groups) of mixed Hodge structures. Combining this with (23), we obtain that
h2X ⊗ C
∼
−→ TC[Cn
ρ
−→ Pn] sits in an exact sequence
0→ Lie P♦n → h
2
X ⊗C→ Ker(δ
∗
n−2 : Nn−2 → Nn−1)⊗ C→ 0.
Recall that there is a map h2X ⊗ C→ H
2(X≥n−2,K) = Lie R
2g∗K
∗ and that the latter
sits in an exact sequence
0→
H1(X≥n−1,Γ)
H0(Xn−2,Ω1(log Y ))
→ H2(X≥n−2,K)→ H
1(Xn−2,Ω
1(log Y ))→ H2(X≥n−1,Γ).
Comparing with (36), the map h2X ⊗ C→ Lie R
2g∗K
∗ gives a map
ψC : TCL
n ∼←−
(29),(3.2)
h2X ⊗ C
NS(Xn−3)⊗C
→ Lie U˜ ,
whose composition with TZL
n →֒ TCL
n gives us the map ψ. Since the composite map
K ⊕ NSn−2
ψ′
−→ U ′
ξ
−→ P ′n is ρ — see (18), it follows easily that the composite map
ξ ◦ ψ˜ : Bn → P˜n is φn. Thus, the exterior square is the one that intervenes in the
definition [14, 10.1.3.1] of TZL
n.
We leave it to the reader to check that ψC is an isomorphism and that it is compatible
with the weight and Hodge filtrations.
(ii) This follows from (i) by [14, 10.1.9].
(iii) Compose the natural maps
Lie U˜ → H2(X≥n−2,K)→ H
n(X•,Ω(log Y ))
∼
−→ HnDR(U•),
the last being a consequence of [12, 3.1.8], [34, 1.0.3.7], [31, 6.11.4]. 
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4. Etale realization of Ln
Fix a simplicial pair (X•, Y•) over a field k of characteristic zero. When k = C, we
have a map (see below for notations)
TLn⊗Q
∼
−→ (TZL
n)⊗ZA
∼
−→
(3.2)
TZI
n(U•)⊗ZA →֒ H
n(U•,Z(1))⊗ZA
∼
−→
(41)
Hnet(U•,A(1));
the first isomorphism is from [14, 10.1.6]. We shall show that this map can be con-
structed purely algebraically for all k; combined with (3.2), (3.18), this will prove (0.1)
up to isogeny for U•. By (2.9), we may and do assume that k is a finitely generated
extension of Q.
We adopt the following notations: r is a positive integer, ℓ is a positive prime integer,
H iet(V¯ , Zˆ(1)) is lim←−r
H iet(V¯ , µµr) and H
i
et(V¯ ,A(1)) is H
i
et(V¯ , Zˆ(1)) ⊗ Q. For any one-
motive M , recall the finite Z/rZ-module TZ/rZM := H
0(M
L
⊗ Z/rZ) [14, 10.1.5]; note
TℓM := lim←−d
TZ/ℓdZM , M ⊗ Zˆ = TM = lim←−r
TZ/rZM , and M ⊗ A := TM ⊗ Q. For
any commutative group (scheme) A, rA is the Ker(A
r
−→ A)(S¯) and Ator the torsion
subgroup (scheme). Let Z/rZ denote the constant group. All maps in this section are
G-equivariant.
Recall the Kummer sequence of e´tale sheaves on a (simplicial) scheme V
(37) 0→ µµr → Gm
r
−→ Gm → 0.
For proper V , this gives, by the divisibility of H0et(V¯ ,Gm),
(38) H1et(V¯ , µµr)
∼
−→ rH
1
et(V¯ ,Gm);
for V smooth and proper, we also obtain
(39) κV : NS(V¯ )⊗ Z/rZ →֒ H
2
et(V¯ , µµr).
Similarly, using the divisibility of Gn(S¯), one obtains an injection
(40) π0(G
′
n)(S¯)⊗ Z/rZ →֒ H
2
et(X¯≥n−1, µµr).
Remark 4.1. The spectral sequence [14, 8.1.19.1] has an e´tale analogue Eet1 [9, Intro-
duction] [11, §6] [15, §14]; it calculates the e´tale cohomology of U¯• with Qℓ-coefficients.
The degeneration of the e´tale analogue at E2 (i.e., that E
et
2 = E
et
∞) and the definition
of the weight filtration W on H∗et(U¯ ,Qℓ(1)) is a consequence of [13]; see [11, §6,7],
[15, §14] for these and the fact that the weight filtrations in mixed Hodge theory are
compatible with those in e´tale cohomology, compared via (41).
Recall the Artin-Grothendieck comparison theorem [1, §4] [36, p.23]: for any variety
V over C, one has canonical isomorphisms
(41) H iet(V,Z/rZ)
∼
−→ H i(V (C),Z/rZ)
between the e´tale and classical (singular) cohomology of V . Any imbedding ι : k →֒ C
gives an isomorphism of k¯ with the algebraic closure ι(k) of ι(k) in C; this, in turn,
provides an isomorphism H∗et(Um ×k k¯,Z/rZ)
∼
−→ H∗et(Um ×k ι(k),Z/rZ)
∼
−→ H∗et(Um ×ι
C,Z/rZ); the last isomorphism is from [39, VI 2.6]. Now (41) and the degeneration [14,
8.1.20 (ii)] of [14, 8.1.19.1] at E2 together provide another proof that E
et
2 = E
et
∞. 
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Lemma 4.2. One has (i)
H1et(X¯≥n−1,A(1))
H1et(X¯n−2,A(1))
∼
−→ σ≥n−1H
n
et(X¯•,A(1)) =W−1H
n
et(X¯•,A(1))
∼
−→ W−1H
n
et(U¯•,A(1)).
(ii) H1et(X¯≥n−1, Zˆ(1))
∼
−→ T [0→ Gn] and T [0→ Pn]⊗Q
∼
←−W−1H
n
et(U¯•,A(1)).
Proof. (i) As in (3.5), this follows from the degeneration at E2 of the e´tale analogue of
[14, 8.1.19.1] for Qℓ(1) — see (4.1).
(ii) The first isomorphism follows from (38) for V = X≥n−1 by taking the inverse
limit over r (note π0(G
′)tor is finite). Similarly, one has (1.5 (i)) H
1
et(X¯n−2,Zℓ(1))
∼
−→
TℓPic(Xn−2). Combining this with (i) gives the second isomorphism. 
Proposition 4.3. (i) H0([WYm
λm−−→ PicXm ]
L
⊗ Z/rZ))
∼
←− H1et(U¯m, µµr).
(ii) H0([K
ϑ′
−→ G′n]
L
⊗ Z/rZ)
∼
←− H1et(U¯≥n−1, µµr).
Proof. It is exactly identical to [14, 10.3.6]; we repeat the proof of (i) here for the
convenience of the reader.
By (3.6), H1et(U¯m, µµr)
∼
−→ H1et(U¯m, [Gm
r
−→ Gm]) is the set of isomorphism classes
of pairs (L, α) where L is an invertible sheaf on U¯m together with an isomorphism
α : L⊗r
∼
−→ O. Let (L, α) be such a pair. The invertible sheaf L extends to an
invertible sheaf L˜ on X¯m, and there exists a divisor E of X¯m with support in Y¯m such
that α extends to an isomorphism α′ : L˜⊗r
∼
−→ O(E). If there exists an isomorphism
β of L˜⊗r with O(E), this isomorphism is uniquely determined up to multiplication
by an element of the divisible group H0et(X¯m,Gm). One deduces that the pair (L˜, E)
determines (L, α) up to isomorphism. For a pair (L˜, E) to come from a suitable (L, α),
it is necessary and sufficient that r[L˜] = [O(E)] in PicX¯m . It comes from (OX¯m , 0) if
and only if it is of the form (OX¯m(E), rE). This identifies H
1
et(U¯m, µµr) with H
0 of the
complex which is the tensor product of [WYm(S¯)
λm−−→ Pic(X¯m)] (degrees 0 and 1) and
[Z
r
−→ Z] (degrees −1 and 0):
WYm(S¯)
λm−−−−→ Pic(X¯m)
x

r
x

−r
WYm(S¯)
λm−−−−→ Pic(X¯m)
This proves the first isomorphism. 
Lemma 4.4. (i) The maps [Bn
φn
−→ P˜n]
b
←− [B′n
ρ
−→ Pn]
a
−→ [ C
′
n
NSn−3
ρ
−→ P ′n] of complexes
(concentrated in degrees 0 and 1) induce isomorphisms (modulo finite groups)
(42) TLn
∼
←− lim
←−r
H0([B′n
ρ
−→ Pn]
L
⊗ Z/rZ)
∼
−→ lim
←−r
H0([
C′n
NSn−3
ρ
−→ P ′n]
L
⊗ Z/rZ).
(ii) The map [Cn
ρ
−→ Pn] to [C
′
n
ρ
−→ P ′n] induces an isomorphism (modulo finite groups)
(43) lim
←−r
H0([Cn
ρ
−→ Pn]
L
⊗ Z/rZ)
∼
−→ lim
←−r
H0([C′n
ρ
−→ P ′n]
L
⊗ Z/rZ).
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Proof. (cf. [14, 10.3.5 ii]) (i) The first isomorphism is clear because b is an isogeny; the
cokernel [Im(ρ′) → π0(P
′
n)] of the map a is quasi-isomorphic to [0 → Coker(ρ
′)] and
Coker(ρ′)tor is finite. This yields the second isomorphism.
(ii) The argument is similar to that of (i). 
The map [σ≥n−1Gm
r
−→ Gm] → [Gm
r
−→ Gm] of e´tale complexes on U≥n−2 gives the
exact sequence
(44)
H2et(U¯≥n−2, [σ≥n−1Gm
r
−→ Gm])
H1et(U¯n−2,Gm)
→ H2et(U¯≥n−2, [Gm
r
−→ Gm])→ H
2
et(U¯n−2,Gm)
Theorem 4.5. (i) One has a canonical isomorphism
Πr :
H2et(U¯≥n−2, [σ≥n−1Gm
r
−→ Gm])
H1et(U¯n−2,Gm)
∼
−→ H0([C′n
ρ
−→ P ′n]
L
⊗ Z/rZ).
This gives an inclusion Λ′ : T [Cn
ρ
−→ Pn] →֒ H
2
et(U¯≥n−2, Zˆ(1)).
(ii) The map Λ′ of (i) induces an inclusion Λet : TL
n ⊗Q →֒ Hnet(U¯•,A(1)).
(iii) One has Λet(T (WjL
n ⊗Q)) ⊆WjH
n
et(U¯•,A(1)) with equality for j = −2,−1.
Proof. (i) The proof follows that of (4.3). Via (3.6), H2et(U¯≥n−2, [σ≥n−1Gm
r
−→ Gm]) is
the group of isomorphism classes of triples (I,L, α) where I is a Gm-torsor on U¯n−2
and L is a Gm-torsor on U¯≥n−1 and α : δ
∗I
∼
−→ L⊗r. The class [L] ∈ H1et(U¯n−2,Gm) of
a Gm-torsor L gets mapped to the class δ
∗[L] of the triple (L⊗r, δ∗L,αL) where αL is
the canonical isomorphism δ∗(L⊗r)
∼
−→ (δ∗L)⊗r.
Fix the class f of a triple (I,L, α). The torsors I and L extend to torsors I˜ and L˜
on X¯n−2 and X¯≥n−1 respectively and there exists a divisor E of X¯≥n−1 supported on
Y¯≥n−1 such that α extends to an isomorphism α˜ : δ
∗I˜ ⊗O(E)
∼
−→ L˜⊗r. This says that
the elements w = (E, [I˜ ]) ∈ K ⊕ NSn−2 and [L˜] ∈ P
′
n satisfy ρ(w) = r[L˜]; in other
words, the pair (w, [L˜]) defines an element Πr(f) of H
0([C′n
ρ
−→ P ′n]
L
⊗ Z/rZ).
This element Πr(f) is clearly zero if our triple is isomorphic to δ
∗[L]: if L extends
to a Gm-torsor L˜ on X¯n−2, then Πr(f) is given by w = (0, r[L˜]) and the class of
ρ([L˜]) ∈ P ′n. If I˜
′ is another extension of I, then there is an isomorphism I˜
∼
−→ I˜ ′⊗O(d)
(d ∈ Wn−2). Using I˜
′ instead of I˜ modifies w by γn−3(d). If L˜′ is another extension
of L, then there is an isomorphism L˜
∼
−→ L˜′ ⊗ O(F ) (F ∈ K). Using L˜′ instead of L˜
modifies w by ±rF . This shows that the map Πr is well-defined; on the image of the
map
H1et(U¯≥n−1,µµr)
H1et(U¯n−2,µµr)
→ H2et(U¯≥n−2, [σ≥n−1Gm
r
−→ Gm]), the map Πr reduces to the maps
(isomorphisms) of (4.3).
Given an element g of H0([C′n
ρ
−→ P ′n]
L
⊗ Z/rZ), pick representatives u ∈ K, J1 ∈
Picn−2, and J ∈ G
′
n for g. By definition, O(u) ⊗ δ
∗J1
∼
−→ J ⊗r ⊗ J2 where J2 is
an element of Pic0n−2; by the divisibility of Pic
0
n−2(S¯), the relation can be rewritten
as O(u) ⊗ δ∗J1
∼
−→ J⊗r for an appropriate element of G′n. Restricting to U¯≥n−1, we
obtain an isomorphism β : δ∗J1
∼
−→ J⊗r; the triple (J1,J , β) defines an element of
H2et(U¯≥n−2, [σ≥n−1Gm
r
−→ Gm]). One easily verifies that this is an inverse to the map
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Πr and that Πr is an isomorphism. The map Λ
′ is obtained by composing the inverse
of lim
←−r
Πr with the maps in (44) and (43).
(ii) Since δ∗H2et(U¯n−3,A(1)) is contained in Ker(H
2
et(U¯≥n−2,A(1)) → H
n
et(U¯•,A(1))),
the following diagram gives us Λet:
H2et(U¯n−3,A(1))
δ∗
−−−−→ H2et(U¯≥n−2,A(1))−−−−→ H
n
et(U¯•,A(1))
(39)
x


x

(i)
NS(X¯n−3)⊗ A
δ∗
−−−−→ T [Cn
ρ
−→ Pn]⊗Q;
note NS(X¯n−3) ⊗ A
∼
−→ T [NS(X¯n−3) → 0] ⊗ Q. Since W−1H
2
et(U¯n−3,A(1)) = 0 [15,
7.2] [12, 3.2.15], the intersection
δ∗H2et(U¯n−3,A(1)) ∩ W−1H
2
et(U¯≥n−2,A(1))
is zero. Now (4.2 (ii)) shows that Λet is injective on W−1TL
n ⊗Q. It remains to show
the injectivity of either
Λet : Bn(S)⊗ A→ Gr
W
0 H
n
et(U¯•,A(1))
or its Qℓ-analogue. The base change of this map via any ι : k →֒ C can be identified,
via (41) and the compatibility of the e´tale and classical cycle class maps [31, 5.3], with
the injective map ν of (3.10(i)):
Bn(C)⊗Qℓ
∼
−→
ν⊗id
GrW0 t
n(U•,ι)⊗Qℓ →֒ Gr
W
0 H
n(U•,ι,Q(1))⊗Qℓ
∼
←−
(41)
GrW0 H
n
et(U•,ι,Qℓ(1)).
(iii) Follows from the definition of the filtration W ([11], [13], [15, §14]) and (4.2). 
Definition 4.6. tnℓ (U•) := Λet(TℓL
n⊗Q) is aG-invariantQℓ-subspace ofH
n
et(U¯•;Qℓ(1)).
Similarly, tnA(U•) := Λet(TL
n ⊗Q) is a G-invariant A-submodule of Hnet(U¯•;A(1)).
Remark 4.7. Over k = C, one has a commutative diagram
TLn ⊗Q
Λet−−−−→ Hnet(U•,A(1))
≀


y ≀


y(41)
TZL
n ⊗ A
Λ
−−−−→
(3.2)
Hn(U•(C),A(1));
the left vertical map is from [14, 10.1.6]. This diagram, together with (3.2), also
provides the injectivity of Λet in (4.5(ii)). It also provides canonical isomorphisms
tnℓ (U•)
∼
−→ tn(U•)⊗Qℓ and t
n
A(U•)
∼
−→ tn(U•)⊗ A. 
5. The one-motives Ln(V )
In this section, k is any field of characteristic zero. Throughout the rest of the paper,
V will denote a variety (over S).
We shall now translate our results for simplicial schemes into ones for varieties; in
particular, we show how to construct one-motives Ln(V ) associated with any algebraic
variety V over S. We will also show that Ln(−) is a contravariant functor.
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The main result of this section is the proof of Conjecture 0.1 for fields of characteristic
zero.
Proper hypercoverings.
Let V be a variety over S. By [14, 6.2.8], [44, 5.3], there exists a simplicial pair
(X•, Y•) with a proper map α : U• → V which makes U• into a proper hypercovering
of V . Namely, we have
(i) for any ι : k →֒ C, an isomorphism of mixed Hodge structures [14, 8.2.2]
(45) α∗ : H∗(Vι,Z)
∼
−→ H∗(U•,ι,Z);
(ii) an isomorphism of G-modules
(46) α∗ : H∗et(V¯ , Zˆ(1))
∼
−→ H∗et(U¯•, Zˆ(1));
(iii) and an isomorphism of k-vector spaces
(47) α∗ : H∗DR(V )
∼
−→ H∗DR(U•).
For (ii), one uses the result [44, 4.3.2] that a proper surjective morphism is a map of
universal cohomological descent for e´tale torsion sheaves and proceeds as in [14, 6.2.5];
cf. [4, p.306].
In (iii), the definition of H∗DR(V ) (as indicated in [17, p. 89], [31, 6.11.4]) is that
of [28] or, by [29, 1.2], as the crystalline cohomology of V ; see also [27, Expose III],
especially 1.3, 1.13, 1.14. for a cubical variant.
We denote by βU the inverse of any of these isomorphisms α
∗.
Remark 5.1. Given two such proper hypercoverings of V , one can find another such
proper hypercovering which dominates both. More generally, given any morphism
h : V → W between two schemes, one can find such proper hypercoverings of V and
W and a morphism between them which lifts the morphism h; we refer to [44, 5.1.4],
[14, 6.2.8] for details. 
Suppose given two proper hypercoverings of V fitting into a diagram
V ←−−−− U• −−−−→ X• ←−−−− Y•
∥
∥
∥ θ


y θ


y
V ←−−−− ′U• −−−−→
′X• ←−−−−
′Y•
which yields a morphism of one-motives
θ∗L : L
n(′X•,
′ Y•)→ L
n(X•, Y•).
Lemma 5.2. The morphism θ∗L is an isogeny.
Proof. The construction of the one-motives Ln(U•) and L
n(′U•) relies only on a fi-
nite number of schemes and a finite number of associated morphisms between them.
Therefore, we may assume that these one-motives are defined over a finitely generated
subfield k′ of k. Such a field k′ always admits an embedding into C. For any such
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embedding ι : k′ →֒ C, one has a commutative diagram
TZL
n(′X•,
′ Y•)⊗Q −−−−→ H
n(′U• × C,Q(1))
Tθ∗
L


y θ∗


y≀
TZL
n(X•, Y•)⊗Q −−−−→ H
n(U• ×C,Q(1));
the isomorphism θ∗ [14, 8.2.2] of mixed Hodge structures provides an isomorphism
tn(′U•)
∼
−→ tn(U•). By Theorem 3.2 applied to
′U• ×C and U• ×C, the map Tθ
∗
L is an
isomorphism of Q-mixed Hodge structures. By [14, 10.1.3], θ∗L is an isogeny. 
Definition 5.3. The isogeny one-motive Ln(V ) ⊗ Q is the isogeny class of the one-
motive Ln(X•, Y•) of any simplicial pair (X•, Y•) corresponding to a proper hypercov-
ering U• of V .
Definition 5.4. Let tnℓ (V ) be the image of t
n
ℓ (U•) under the map βU , inverse to the
isomorphism α∗ : Hnet(V¯ ,Qℓ(1))
∼
−→ Hnet(U¯•,Qℓ(1)) for any proper hypercovering α :
U• → V corresponding to a simplicial pair (X•, Y•). Also define t
n
A(V ) = βU (t
n
A(U•)),
a A-submodule of Hnet(V¯ ,A(1)). Note that t
n
A(V ) and t
n
ℓ (V ) are independent of the
choice of the proper hypercovering U• of V .
By (5.1), any two proper hypercoverings of V are dominated by a third one; thus, as
in [14, §8.2], the isogeny one-motive Ln(V )⊗Q is well-defined by [44, 5.1.4], [14, 6.2.8].
Lemma 5.5. Ln(−)⊗Q, tnℓ (−) and t
n
A(−) are contravariant functorial.
Proof. Given a morphism f : V → W , there exists a proper hypercovering (X•, Y•)
(resp. (Z•, I•)) of V (resp. W ) and a morphism θ between them which lifts f [14,
6.2.8]. This induces a morphism θ∗ : Ln(W )⊗Q→ Ln(V )⊗Q. One has to check that
this induced morphism does not depend upon the choices of the auxiliary hypercoverings
and for this we refer to (loc. cit). 
The next lemma, inspired by [40], will be used to deduce an integral version (i.e.,
an actual one-motive Ln(V )) of the isogeny one-motive Ln(V ) ⊗ Q. Let C be the
category whose objects are pairs (R,L) where R is an isogeny one-motive over k and L
is a G-stable Zˆ-lattice of the A-module TR, and morphisms from (R1, L1) to (R2, L2)
are those morphisms φ : R1 → R2 of isogeny one-motives such that the induced map
φ∗ : TR1 → TR2 satisfies φ∗(L1) ⊂ L2.
Lemma 5.6. The natural functor M 7→ (M ⊗ Q,M ⊗ Zˆ) from the category Mk of
one-motives over k to C is an equivalence of categories.
Proof. This follows from [40, 2.2]; the main point is as follows: as Zˆ-lattices of the
A-module TR are compact and open in TR, any two G-stable Zˆ-lattices in TR are
commensurable. 
Let V be any variety over k. Consider the G-stable Zˆ-lattice
tnA(V ) ∩H
n
et(V¯ , Zˆ(1))/torsion ⊂ H
n
et(V¯ ,A(1))
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in tnA(V ). Since the map Λet : TL
n(V ) ⊗ Q → Hnet(V¯ ,A(1)) is injective with image
tnA(V ), this defines a G-stable Zˆ-lattice of TL
n(V ) ⊗ Q which, by (5.6), determines a
one-motive Ln(V ) =: Ln(V/k) over k.
Theorem 5.7. Conjecture 0.1 is true for fields of characteristic zero. The one-motives
Ln(V/k) defined for an arbitrary variety V over a field k of characteristic zero are
functorial in V and k. Furthermore, one has
(i) an injection of G-modules Λet : TL
n(V/k) →֒ Hnet(V¯ , Zˆ(1))/torsion;
(ii) an injection of k-vector spaces TDRL
n(V/k) →֒ HnDR(V );
(iii) a canonical and functorial isomorphism Ln(V/C)
∼
−→ In(V ).
If k is finitely generated over Q, then Λet is compatible with the weight filtration:
Λet(WiL
n(V/k) ⊗ A) ⊂WiH
n
et(V¯ ,A(1)) for i = −2,−1, 0 (equality for i = −2,−1).
Proof. The contravariant functoriality of Ln(V ) is proved as in (5.5) and compatibility
with base change is clear (2.9).
(i) follows from the definition of Ln(V/k), (5.2), (4.5), (46); and (ii) follows from
(3.18), (47). (iii) follows from the definition of Ln(V/k), (3.2), (45), and (41).
The last statement follows from (4.5). 
Remark 5.8. Let N be the dimension of V . The one-motives Ln(V ) vanish for n >
N + 1; this follows from weight considerations [15, 7.3]. If V is smooth, then Ln(V ) is
zero for n > 2 (1.9). 
6. Positive characteristic
In this section, k is a field of characteristic p > 0, kperf its perfection, ksep a sep-
arable closure (Gsep is the associated Galois group), k¯ (an algebraic closure of k) the
compositum of kperf and ksep; ℓ is a prime distinct from p.
Even though we do not assume k to be perfect, all our results involve passage to kperf .
For any variety V over a perfect field k and any integer n, we use “neat hypercoverings”
to construct Ln(V )⊗Z[1/p] (0 ≤ n ≤ 2), Jn(V )⊗Z[1/p] (n ≥ 0) — one-motives up to p-
isogeny, i.e., objects ofMk⊗Z[1/p] — which are contravariant functorial; these provide
a partial proof of (0.1) for k. Finally, we reduce Conjecture 0.1 (up to p-isogeny), if k
is perfect, to the validity of (5) for surfaces; an analogous result (6.16) holds, even if k
is not perfect, under the additional assumption of “resolution of singularities”.
Generalized one-motives.
Let (X•, Y•) be a simplicial pair over S and f be the structure map of X≥n−1. The
sheaf R1f∗O
∗ on Sfppf is representable (2.1). The (reduced) neutral component of the
corresponding group scheme is not guaranteed to be a semi-abelian variety unless k is
perfect.
Theorem 6.1. [20, Corollary 2.3, p.288] Let G be a locally algebraic group scheme over
a field F . If F is perfect, then the reduced scheme Gred is a smooth group scheme.
This motivates the following definition.
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Definition 6.2. A generalized one-motive over k is a two-term complex M = [B
u
−→ G]
of group schemes over S such that, after base change to Spec kperf , [B
u
−→ Gred] is a
one-motive over Spec kperf .
The category M˜k of generalized one-motives over k is an additive category. The
functors M 7→ TℓM (ℓ 6= p), M 7→ T
pM on Mk extend to the category M˜k.
Our constructions in Section 2 provide generalized one-motives Ln, Jn over k (and
one-motives Ln, Jn over kperf) associated with the simplicial pair (X•, Y•) over S; these
are contravariant functorial and they are compatible with base change.
Relating Ln to e´tale cohomology.
For any (simplicial) variety V , set H∗et(V¯ ,Z
p(1)) := lim
←−r
H∗et(V¯ , µµr) with (r, p) = 1,
H∗et(V¯ ,A
p(1)) := H∗et(V¯ ,Z
p(1))⊗Q.
Using the generalized one-motives Ln, one checks that the proofs of (4.3), (4.4),
(4.5(i)) are valid with Ap instead of A. Also, (4.2) is valid: the e´tale analogue Eet∗ of
[14, 8.1.19.1] calculating the e´tale cohomology of U¯• with Qℓ-coefficients degenerates at
E2 (4.1). This is a consequence of the weight filtration W [16, 5.3.6] on H
i(V¯ ,Qℓ) for
any scheme V over S. Compatibility with W forces the vanishing of the differentials
dr of E
et
∗ for r > 1; cf. [16, 5.3.7] for another application. The point is that given any
finite set of (smooth) schemes Xi, Y˜j, there exist an integral scheme V of finite type
over Spec Fp, a dominant morphism η : S → V, smooth schemes Xi, Y˜j over Spec Fp
with smooth proper morphisms Xi → V, Y˜j → V such that Xi×ηS = Xi, Y˜j×η S = Y˜j.
The terms of the spectral sequence Eet∗ are pull-backs via η of pure lisse sheaves on V
(purity follows from [16, 6.2.6]); cf. [31, p.89, pp.115-117].
Relations with the Tate conjecture.
The proof of the injectivity of the map Λet : TℓL
n ⊗ Q→ Hnet(U¯•,Qℓ(1)) of (4.5(ii))
uses (3.10(i)) which, in turn, is based on (4); the injectivity is necessary for a proof
of (5.2) in this context. Thus we need a proof (valid in positive characteristic) of the
injectivity of
(48) νet : Bn(S)⊗Qℓ → Gr
W
0 H
n
et(U¯•,Qℓ(1))
where, by the degeneration (4.1) of Eet∗ at E2, we have — (3.10) —
GrW0 H
n
et(U¯•,Qℓ(1)) =
Ker(H0(Y˜n−1)⊕H
2(X¯n−2)
tn−1
−−−→ H0(Y˜n)⊕H
2(X¯n−1))
Im(H0(Y˜n−2)⊕H2(X¯n−3)
tn−2
−−−→ H0(Y˜n−1)⊕H2(X¯n−2))
;
here H0(Y˜m) = H
0
et(Y˜m × S¯,Qℓ) and H
2(X¯m) = H
2
et(X¯m,Qℓ(1)) and the maps tm are
as in (26). By [39, 2.6, p. 224], H2et(Xm × k
sep,Qℓ(1)))
∼
−→ H2et(X¯m,Qℓ(1))).
Lemma 6.3. Let k be a finitely generated extension of the prime field Fp. The map
νet of (48) is injective if either
(i) δ∗n−3H
2
et(Xn−3 × k
sep,Qℓ(1))
Gsep is equal to the image of the map
δ∗n−3NSn−3(S)⊗Qℓ →֒ NSn−2(S)⊗Qℓ →֒ H
2
et(Xn−2 × k
sep,Qℓ(1)).
or
(ii) the Tate conjecture (5) is true for either Xn−3 or Xn−2.
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In particular, νet is injective when n ≤ 2.
Proof. It is straightforward to check that (i) implies the desired injectivity. Let us show
that (ii) implies (i). The exact sequences of Gsep-modules
0→ Ker(δ∗n−3)→ H
2
et(Xn−3 × k
sep,Qℓ(1))→ δ
∗
n−3H
2
et(Xn−3 × k
sep,Qℓ(1))→ 0,
0→ δ∗n−3H
2
et(Xn−3 × k
sep,Qℓ(1))→ H
2
et(Xn−2 × k
sep,Qℓ(1))→ Coker(δ
∗
n−3)→ 0
are split: this follows from [49, 2.10] — see the proof of [49, 5.2(b)]. Thus, as in (loc.
cit), these exact sequences remain exact after taking Gsep-invariants. This, by (1.5(v)),
suffices for the implication (ii) ⇒ (i). 
Since the map K
0(S)
Wn−2(S)
⊗Qℓ → Bn(S)⊗Qℓ
νet−−→ GrW0 H
n
et(U¯•,Qℓ(1)) is clearly injective,
we obtain the injectivity of
(49) Λet : TℓJ
n(X•, Y•)⊗Q →֒ H
n
et(U¯•,Qℓ(1));
its image is denoted snℓ (X•, Y•). A similar definition gives s
n
Ap(X•, Y•).
Remark 6.4. (i) Without a condition such as the injectivity of νet, it is hard to show
that the Galois representations Λet(TℓL
n ⊗ Q) are “independent of ℓ”; this is unclear
already for their dimensions [36, pp.27-29].
(ii) If n ≤ 2, then νet is injective; set t
n
ℓ (X•, Y•) := Im(Λet), a G-invariant subspace
of Hnet(U¯•,Qℓ(1)). A similar definition gives t
n
Ap(X•, Y•). 
Varieties over perfect fields.
From now on, we assume that k is perfect. Let V be an arbitrary variety over S.
The results of [9] show [9, §1] [4, 6.3] the existence of a simplicial pair (X•, Y•) over S
with a morphism α : U• → V which makes U• a proper hypercovering of V . One has
(46) α∗ : H∗et(V¯ ,Z
p(1))
∼
−→H∗et(U¯•,Z
p(1)); as before, βU denotes the inverse of α
∗. The
methods of [14, 6.2] imply, using [9], the abundance of smooth hypercoverings so that
(5.1) is valid as well.
Definition 6.5. Let8 snℓ (V ) be the direct limit of βU (s
n
ℓ (X•, Y•)) over all proper hy-
percoverings α : U• → V . It is a Qℓ-subspace of H
n
et(V¯ ,Qℓ(1)), with an action of G. A
similar definition holds for tnℓ (V ) (n ≤ 2).
SinceHnet(V¯ ,Qℓ(1)) [36, p. 24] is a finite dimensional vector space over Qℓ, there is ac-
tually a (by no means unique) proper hypercovering U• of V such that βU (s
n
ℓ (X•, Y•)) =
snℓ (V ); let us call such hypercoverings “neat”.
Proposition 6.6. The notion of “neat” does not depend on the auxiliary prime ℓ 6= p.
Proof. Clear: the map Λet of (49) is injective which means that the dimension of
snℓ (X•, Y•) is independent of ℓ; similarly, the dimension of s
n
ℓ (V ) is independent of
ℓ. 
8This follows a suggestion of M. Marcolli.
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Lemma 6.7. (i) Any proper hypercovering of V which dominates a “neat” proper
hypercovering of V is “neat”.
(ii) Any two “neat” proper hypercoverings are dominated by a “neat” proper hyper-
covering.
(iii) More generally, given a pair of proper hypercoverings one of which is “neat”,
there is a proper hypercovering (automatically “neat”) dominating them.
(iv) Any proper hypercovering is dominated by a “neat” proper hypercovering. 
The advantage of “neat” hypercoverings is the
Lemma 6.8. For any morphism θ between two “neat” proper hypercoverings U• and
′U• of V , the induced map θ
∗ : Jn(′X•,
′ Y•)⊗Q→ J
n(X•, Y•)⊗Q is an isomorphism.
Here Jn(−) ⊗ Q denotes the isogeny one-motive obtained from the generalized one-
motive — see (6.2).
Proof. It is enough to show that the map θ∗ : TℓJ
n(′X•,
′ Y•)⊗ Q→ TℓJ
n(X•, Y•)⊗ Q
is an isomorphism. This map is always injective (for arbitrary proper hypercoverings).
But if the hypercoverings are “neat”, then both terms are actually equal to snℓ (V ). 
Our definition of “neat” depends upon the integer n. But since H iet(V¯ ,A
p(1)) = 0
for i > 2 dim V [36, pp. 23-24], there exist, by (6.7), “neat” hypercoverings such that
βU (s
n
ℓ (X•, Y•)) = s
n
ℓ (V ) holds for all n. From now on, let us consider only such “neat”
hypercoverings.
Definition 6.9. We define Jn(V )⊗Q to be the isogeny one-motive Jn(X•, Y•)⊗Q of
any “neat” proper hypercovering U• of V .
The following theorem is a trivial consequence of the previous definition; the weight
filtration on e´tale cohomology is given by [16, 5.3.6].
Theorem 6.10. One has G-equivariant injections
Λet : TℓWiJ
n(V )⊗Q →֒ WiH
n
et(V¯ ,Qℓ(1));
these are isomorphisms for i = −2,−1. Similar statement holds for Λet : T
pJn(V ) ⊗
Q →֒ Hnet(V¯ ,A
p(1)). 
Remark 6.11. Note snℓ (V ) is a subspace (possibly proper) of H
n
et(V¯ ,Qℓ(1)); the al-
lowed weights on snℓ (V ) are −2, −1 and 0; the allowed weights on H
n
et(V¯ ,Qℓ(1)) lie
between −2 and 2n−2. A similar statement is true for snAp(V ) := Λet(T
pJn(V )⊗Q) ⊂
Hnet(V¯ ,A
p(1)). 
Remark 6.12. (Functoriality) Given any morphism f : Z → V , there is an induced
morphism f∗ : Jn(V )⊗Q→ Jn(Z)⊗Q: given f , pick a “neat” proper hypercovering U•
of V . One can find a proper hypercovering E• of Z and a morphism F : E• → U• lifting
f . By (6.7), “neat” proper hypercoverings of Z are cofinal among proper hypercoverings
of Z. So we may choose E• to be “neat”. This yields the functoriality of J
n(−) ⊗ Q,
snℓ (−), and s
n
Ap(−). 
Remark 6.13. (i) A variant of (5.6) shows that the G-invariant Zp-lattice
(snAp(V ) ∩H
n
et(V¯ ,Z
p(1))/torsion) ⊂ Hnet(V¯ ,A
p(1))
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provides a Z[1/p]-integral structure on Jn(V ) ⊗ Q, i.e., determines Jn(V ) ⊗ Z[1/p], a
one-motive up to p-isogeny, defined over k. Controlling p would require an integral
p-adic cohomology for arbitrary varieties.
(ii) It is probable that the p-adic/crystalline realization of Jn(V ) ⊗ Q is related to
the rigid cohomology of V [50]. 
The one-motives up to p-isogeny Ln(V )⊗ Z[1/p].
Our methods for the construction of Jn(V )⊗ Z[1/p] show the following
Theorem 6.14. If (5) is true for any surface over any finitely generated (over Fp)
subfield of a perfect field k, then (0.1) (up to p-isogeny) is true for k.
Proof. Using the injectivity of νet of (48) assured by (6.3), we can apply the previous
methods to define Ln(V )⊗ Q (using a variant of “neat” hypercoverings) and refine it,
as in (6.13(i)), to Ln(V ) ⊗ Z[1/p]. The fact that the Tate conjecture (5) for divisors
reduces to the case of surfaces is well-known; this is proved along the ideas of the proof
of (6.3) using the weak Lefschetz theorem [16, 4.1.6]. 
Remark 6.15. (i) By (6.3), νet of (48) is injective for n ≤ 2. In this case, our methods
provide Ln(V ) ⊗ Z[1/p] (for n ≤ 2), one-motives up to p-isogeny, associated with
V which are contravariant functorial. It follows from the definitions (20), (21) that
Jn(V )⊗ Z[1/p] = Ln(V )⊗ Z[1/p] for n ≤ 1.
(ii) If the field k in (6.14) is not taken to be perfect, then one obtains that Ln(V )⊗
Z[1/p] (attached to a variety V over k) is defined over kperf . 
Theorem 6.16. Let F be a field of characteristic p > 0; write F perf for its perfection.
Assume that “resolution of singularities” holds over F and that (5) holds for any surface
over any finitely generated (over Fp) subfield of F . Then, (0.1) (up to p-isogeny) is true
for F .
Proof. Straightforward variant of (6.14). 
7. Applications and related results
Related work.
For any curve C, Deligne [14, 10.3] constructed a one-motive H1m(C)(1) (isomorphic
to our L1(C)) and used it to prove Theorem 3.2 for the H1 of a curve over C. The
one-motive L2(V ) of a projective complex surface V was already obtained by J. Carlson
[6]. Carlson mentions in [7] that he has constructed other one-motives for a special class
of varieties (over C) but these results remain unpublished (email, 3 Dec 2001). The
one-motive L1(X•, Y•) is the Picard one-motive Pic
+ of [3] and M1 of [43]. Finally, [2]
contains independent proofs of some of our results.
Motivic principles: illustrations. [33, 1.7, 2.5]
Let V be a variety over a field k of characteristic zero; by (2.9), we may assume k to
be finitely generated over Q without loss of generality.
Proposition 7.1. The rank of
H1,1Q (Vι)
n := HomMHS(Q(0), Gr
W
0 H
n(Vι,Q(1))),
(the so-called (1, 1)-part) is independent of the imbedding ι : k →֒ C.
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Proof. This follows from Theorem 3.2 since the dimension of the left hand side is the
rank of Bn(C) of the one-motive L
n(V ). 
Remark 7.2. Put k = C; (7.1) yields an algebraic characterization of the (1, 1)-part of
Hn(V,Q) (1.7). The analogous statement for the (m,m)-part of Hn(V,Q) is not known
(for m > 1) in general; it is part of the (homological) Hodge conjecture [31, 7.2]. 
Consider the Galois representations Mℓ := H
n
et(V¯ ,Qℓ(1)) (these have a weight fil-
tration W by Galois submodules [15, §13, §14]. For each prime ℓ, hℓ(V ) := W−1Mℓ
defines an element ζℓ ∈ Ext
1
G(Gr
W
−1Mℓ, Gr
W
−2Mℓ). For each ι : k →֒ C, the substruc-
ture hι(V ) :=W−1Mι(V ) of the mixed Hodge structure Mι := H
n(Vι,Q(1)) defines an
element ζι ∈ Ext
1
MHS(Gr
W
−1Mι, Gr
W
−2Mι).
The isogeny one-motive W−1L
n ⊗ Q can be viewed as extension ζ of two isogeny
one-motives given by the exact sequence (14):
ζ : 0→ [0→ T ]⊗Q→ [0→ P˜n]⊗Q→ [0→R]⊗Q→ 0
The element ζ ∈ Ext1(R,T )⊗ Q is zero if and only if P˜n is isogenous to the direct
product R×Q.
Corollary 7.3. One has
(a) ζ is zero ⇔ ζι is zero for all ι⇔ ζι is zero for one ι : k →֒ C.
(b) ζ is zero ⇔ ζℓ is zero for all primes ℓ⇔ ζℓ is zero for one ℓ.
Proof. The relation between ζ, ζℓ, and ζι is given by (4.5) and (3.4). Statements (a)
and (b) follow easily from [33, Thm. 4.3] and [14, 10.1.3] that the ℓ-adic (or Hodge)
realizations of an isogeny one-motive is a direct sum of pure objects if and only if the
isogeny one-motive is isogenous to a direct product. 
Independence of the prime ℓ in e´tale cohomology.
We now take k to be a finite field; and let Φ ∈ G be the Frobenius automorphism.
The weight filtrationW onHnet(V¯ ,Qℓ) is defined via the endomorphism Φ
∗
ℓ ofH
n
et(V¯ ,Qℓ)
induced by Φ. Let bi,ℓ,n(V ) be the dimension of the Qℓ-vector space Gr
W
i H
n
et(V¯ ,Qℓ);
we recall the well-known results:
Lemma 7.4. (Deligne) [13] [16, 3.3.9] If V is smooth and proper, then
(1) bi,ℓ,n(V ) = 0 if i 6= n.
(2) bn,ℓ,n(V ) is independent of ℓ; thus, we may set bn(V ) = bn,ℓ,n(V ).
(3) the characteristic polynomial of Φ∗ℓ on H
n
et(V¯ ,Qℓ) has coefficients in Q indepen-
dent of the prime ℓ.
(4) [16, 4.1.5] (V projective) b2n+1(V ) is even.
9

Question 7.5. (N. Katz) [36, pp. 27-29] Which parts of (7.4) are valid for bi,ℓ,n(V ),
GrWi H
n
et(V¯ ,Qℓ) for general V , i.e., for V possibly singular and non-proper?
This is not answered by a formal application of [13] and resolution of singularities;
cf. [9, §1]. Genuinely new ingredients are needed for an answer in general. Katz [35]
has proved it for certain smooth varieties; no general results are known for singular
varieties. A consequence of (7.7(v)) is:
9Deligne (loc. cit) remarks that this is not yet known for V proper smooth.
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Theorem 7.6. Fix an arbitrary variety V and an integer n ≥ 0. The following systems
of Galois representations satisfy (2) and (3) of (7.4):
(i) W−2H
n
et(V¯ ,Qℓ(1)). (ii) Gr
W
−1H
n
et(V¯ ,Qℓ(1)). (iii) W−1H
n
et(V¯ ,Qℓ(1)). 
Let cn(V ) denote the rank (over Z) of the Galois module In(S¯); here In is the “lattice”
in the one-motive Jn(V ) = [In → Pn].
Theorem 7.7. (i) The integers b−2,ℓ,n(V ) and b−1,ℓ,n(V ) are independent of ℓ 6= p.
(ii) b−1,ℓ,n(V ) is an even integer; cf. [15, 16.1].
(iii) b0,ℓ,n(V ) ≥ cn(V ).
(iv) Let f : V → V be any morphism. The characteristic polynomial of the induced
endomorphism f∗ℓ : s
n
ℓ (V )→ s
n
ℓ (V ) has Q-coefficients which are independent of ℓ.
(v) The characteristic polynomial of the automorphism Φℓ on the G-submodule s
n
ℓ (V )
of Hnet(V¯ ,Qℓ(1)) has Q-coefficients which are independent of ℓ.
(vi) For any morphism g : V →W , we have a commutative diagram
snℓ (W )
g∗
ℓ−−−−→ snℓ (V )

y


y
Hnet(W¯ ,Qℓ(1)) −−−−→ H
n
et(V¯ ,Qℓ(1));
the characteristic polynomials of Φℓ on the G-modules Ker(g
∗
ℓ ) and Coker(g
∗
ℓ ) have
Q-coefficients which are independent of ℓ.
Proof. Write P as an extension of an abelian variety A by a torus T ; it follows from
(4.5) that b−2,ℓ,n(V ) (resp. b−1,ℓ,n(V )) are the dimensions of T (resp. A). This proves
(i) and (ii). (iii) also follows from (4.5) since we know (49) that I(S¯)⊗ZQℓ injects into
GrW0 H
n
et(V¯ ,Qℓ(1)).
The endomorphism algebra End(Jn(V ) ⊗ Q) is a finite dimensional Q-algebra. By
functoriality of Jn(−)⊗Q, the morphism f induces an element f∗ ∈ End(Jn(V )⊗Q).
The characteristic polynomial of f∗ is a polynomial with Q-coefficients. Since snℓ (V )
is the ℓ-adic realization of Jn(V ) ⊗ Q, by functoriality, the map f∗ℓ on s
n
ℓ (V ) has the
same characteristic polynomial. This proves (iv). The same argument proves (v):
the Frobenius morphism FV of V and the geometric Frobenius Φ
−1 induce the same
endomorphism on H∗(V¯ ,Qℓ(1)) [13, 1.15].
The map g : V → W induces a map g∗ : Jn(W ) ⊗ Q → Jn(V ) ⊗ Q. Since the
category of isogeny one-motives is abelian, we have the isogeny one-motives Ker(g∗)
and Coker(g∗). Their ℓ-adic realizations are the Galois modules Ker(g∗ℓ ) and Coker(g
∗
ℓ ).
Apply the argument in the previous paragraph to End(Ker(g∗)) and End(Coker(g∗)).
This proves (vi). 
Rationality of systems of certain ℓ-adic Galois representations.
Question 7.8. (J.-P. Serre) [46, I-10] [47, 12.5?] For a fixed variety V over a number
field k and integer n, is the system of Galois representations Hnet(V¯ ,Qℓ) “rational”?
The same question for the systems WiH
n
et(V¯ ,Qℓ(1)) clearly refines the above one.
For smooth proper V , Deligne’s theorem (Weil conjectures) [16] provides an affirmative
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answer (see [47] Exemple after 12.5? on page 393). For any imbedding ι : k →֒ C, the
weight filtrations on Hn(Vι,Q(1)) and H
n
et(V¯ ,Qℓ(1)) are compatible [15, §14]. But this
does not imply the “rationality” of the system WiH
n
et(V¯ ,Qℓ(1)) in general. However,
the combination of (loc. cit) and the proof of (7.7 (v)) yields
Theorem 7.9. The system of Galois representations WjH
n
et(V¯ ,Qℓ(1)) is “rational”
for j = −2,−1 as is the system tnℓ (V ). 
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