Abstract. We establish an isomorphism between certain complex-valued and vector-valued modular form spaces of half-integral weight, generalizing the well-known isomorphism between modular forms for Γ0(4) with Kohnen's plus condition and modular forms for the Weil representation associated to the discriminant form for the lattice with Gram matrix (2). With such an isomorphism, we prove the Zagier duality and write down the Borcherds lifts explicitly.
Introduction
The theory of modular forms is of fundamental importance in many parts of modern number theory and many other related fields. The weakly holomorphic modular forms, namely those with possible poles at cusps, received less attention than the holomorphic ones. One of the few exceptions is the modular j-function, which processes representation-theoretic and arithmetic properties. Things changed when Borcherds, in his seminal papers [1] and [2] , constructed a multiplicative theta lifting, also known as Borcherds automorphic product, which sends weakly holomorphic vector-valued modular forms of full level to modular forms in the form of infinite products for orthogonal groups. The Borcherds' lift is in general a meromorphic modular form in the form of an infinite product, and Borcherds' theory shows precisely the location of its divisors.
Remarkably, in his work on traces of singular moduli, Zagier [24] proved a duality for Fourier coefficients of modular forms weights k and 2 − k for six small half-integral k, with which he gave a different proof of Borcherds's theorem for Γ 0 (4). Such duality is now known as Zagier duality and Zagier dualities for various types of modular forms, of integral or half-integral weight, have been proved since then (see [27] for a list of reference on this research).
Many important works have been built on Borcherds lifts by directly employing vector-valuded modular forms ever since. However, the full-level and vector-valued condition is not convenient to work with. To overcome such difficulty, in the case of integral weights, Bruinier and Bundschuh [6] constructed an isomorphism between prime-level complex-valued modular forms and full-level vector-valued modular forms. Such an isomorphism proves to be useful. With such an
The corresponding vector-valued modular forms G N for G satisfies Lemma 9.5 and Corollary 9.6 of [2], from which the explicit formula for the Weyl vector follows.
Here is the layout of this paper: after providing the basics and fixing the notations in Section 1, we consider and classify transitive discriminant forms in Section 2. In Section 3, we briefly cover the Atkin-Lehner operators and the corresponding eigenspaces. In Section 4, we assume that D 2 = 2 + ±1 and describe the ǫ-condition that is needed for the isomorphism. We then establish the isomorphism in Section 5. In Section 6, we assume further that D p = p ±1 for all odd p | N , prove Zagier duality and translate Borcherds' theorem. Finally we construct some examples in the last section.
Preliminaries
We recall the basics on discriminant forms, modular forms of half-integral weight and modular forms for Weil representations. For more details on discriminant forms, one may consult [9] , [15] , or [17] .
Discriminant forms.
A discriminant form is a finite abelian group D with a quadratic form q : D → Q/Z, such that the symmetric bilinear form defined by (β, γ) = q(β + γ) − q(β) − q(γ) is nondegenerate, namely, the map D → Hom(D, Q/Z) defined by γ → (γ, ·) is an isomorphism. We shall also write q(γ) = γ 2 2 . We define the level of a discriminant form D to be the smallest positive integer N such that N q(γ) = 0 for each γ ∈ D. It is well-known that if L is an even lattice then L ′ /L is a discriminant form, where L ′ is the dual lattice of L. Conversely, any discriminant form can be obtained this way. With this, the signature sign(D) ∈ Z/8Z is defined to be the signature of L modulo 8 for any even lattice L such that L ′ /L = D.
Every discriminant form can be decomposed into a direct sum of Jordan p-components for primes p and each Jordan p-component can be written as a direct sum of indecomposible Jordan q-components with q powers of p. Such decompositions are not unique in general. To fix our notations, we recall the possible indecomposible Jordan q-components as follows.
Let p be an odd prime and q > 1 be a power of p. The indecomposible Jordan components with exponent q are denoted by q δq with δ q = ±1; it is a cyclic group of order q with a generator γ, such that q(γ) = a q and δ q = 2a p . These discriminant forms both have level q. If q > 1 is a power of 2, there are also precisely two indecomposable even Jordan components of exponent q, denoted q δq2 with δ q = ±1; it is a direct sum of two cyclic groups of order q, generated by two generators γ, γ ′ , such that if δ q = 1, we have
and if δ q = −1, we have
Such components have level q. There are also odd indecomposable Jordan components in this case, denoted by q
is a cyclic group of order q with a generator γ such that q(γ) = t 2q . Clearly, these discriminant forms have level 2q. To give a finite direct sum of indecomposable Jordan components of the same exponent q, we multiply the signs, add the ranks, and add all subscripts t (t = 0 if there is no subscript). So in general, the q-component of a discriminant form is given by q δqn t (t = 0 if q is odd or the form is even). Set k = k(q δqn t ) = 1 if q is not a square and δ q = −1, and 0 otherwise. If q is odd, then define p-excess(q ±n ) = n(q − 1) + 4k mod 8, and if q is even, then define oddity(q ±n t ) = 2-excess(q ±n t ) = t + 4k mod 8. Let D be a discriminant form and assume that D has a Jordan decomposition D = ⊕δqnq t where the sum is over distinct prime powers q. Then
We recall the well-known oddity formula: 
Here j(A, τ ) = det(A)
2 is the square-root of the usual one for the integral-weight case. The group multiplication is defined by
We follow [21] and introduce the multiplier system ν on Γ 0 (4): These conditions determine the symbol by complete multiplicativity in d. Note that
For any A ∈ GL + 2 (R), we will denotẽ
It is well-known that A → A * gives an injective homomorphism and we denote its image by Γ * 0 (4). The image of Γ 0 (N ) for 4 | N will be denoted by Γ * 0 (N ). Let Mp 2 (Z) be the metaplectic double cover of SL 2 (Z) inside Mp 
generate Mp 2 (Z). We shall also need
and we have Z 4 =Ĩ andS 2 = Z.
1.3. Modular forms. Let (A, φ) ∈ Mp + 2 (R) and f be a function on H. The weight-k slash operator is defined by
We shall usually drop the weight k from this notation.
Given any discriminant form D, let r denote the signature of D and Let {e γ : γ ∈ D} be the standard basis of the group algebra
where e(x) = e 2πix and |D| is the order of D. In particular, we have ρ D (Z)e γ = i −r e −γ . For convenience, we shall also denote e m (x) = e . We caution here that our ρ D is the same as that in [2] and [6] , but conjugate to the one used in [17] and [18] .
We denote by A(k, ρ D ) the space of functions F = γ∈D F γ e γ on H, valued in C[D], such that
• F is holomorphic on H and meromorphic at ∞; namely, for each γ ∈ D, F γ is holomorphic on H and has Fourier expansion at ∞ with at most finitely many negative power terms.
More explicitly, if
Denote by M(k, ρ D ) and S(k, ρ D ) the subspace of holomorphic modular forms and the subspace of cusp forms, respectively. Because the action of Aut(D) and that of ρ D commute on C[D], the vector-valued modular forms will be invariant under Aut(D). We define A inv (k, ρ D ) to be the subspace of functions that are invariant under Aut(D). By the action of Z and
, we must have 2k ≡ r mod 4, since γ → −γ defines an element in Aut(D). Therefore, we shall always assume that 2k ≡ r mod 4. Similarly, we define M inv (k, ρ D ) and
For each Dirichlet character χ of modulo N , the space A(N, k, χ) consists of holomorphic functions f on H such that f |A * = χ(A)f for each A ∈ Γ 0 (N ) and f is meromorphic at cusps. By considering A = −I, we see that for the space to be nonzero, we necessarily have χ(−1) = 1. The subspace of holomorphic forms and that of cuspforms are denoted by M(N, k, χ) and S(N, k, χ) respectively.
Each discriminant form D can be decomposed uniquely into p-components D = ⊕ p D p and each Dirichlet character χ can also be decomposed uniquely into p-components χ = p χ p . For each positive integer m, we shall denote D m = ⊕ p|m D p and χ m = p|m χ p for convenience.
Transitive Discriminant Forms
We call a discriminant form D transitive if for any n ∈ Q/Z, the action of Aut(D) is transitive on the subset of elements of norm n. In this section, we classify transitive discriminant forms in general and prove some of their properties.
It is trivial that if D is transitive then D is anisotropic. We classify transitive discriminant forms in the following proposition. 
Proof. We first show that if D = ⊕ p D p is transitive, then any indecomposable component is equal to either p ±1 for some odd prime p or one of the following: 2
If p is an odd prime and q = p f with f ≥ 2 and assume that q δq appears in D as an indecomposable component. Then consider the element γ = p f −1 + qZ ∈ Z/qZ. It is easy to see that q(γ) = 0, so D is isotropic and D is not transitive. The claim on the 2-components follows similarly.
We then show that if D = ⊕ p D p is transitive, then D p has the form in the statement. We have just seen that for an odd prime p, D p = p δpnp for some δ p ∈ {±1} and n p ≥ 0. Therefore, D p is a quadratic space over The following lemma is crucial in proving our isomorphism later and we prove it in a similar way as in [26] with minor modifications.
Lemma 2.3. Let D be transitive and for a fixed modular form
Proof. Denote W ′ the space spanned by F 0 |A, A ∈ Mp 2 (Z) and we need to prove W = W ′ . Note that F |A = ρ D (A)F , so
This implies that
To prove the other inclusion, assume that γ∈D a γ F γ ∈ W ′ for a γ ∈ C. We claim that for each γ with q(γ) = n and a n := β : q(β)=n a β = 0, then F γ ∈ W ′ . In particular, for any subset
To prove the claim, we can rewrite
and D is transitive, we have F n = a n F γ . Since a n = 0, we only have to prove that F n ∈ W ′ . Now the transformation rule of F under T shows that F n |T = e(n)F n . Since W ′ is invariant under the action of Mp 2 (Z) and n F n ∈ W ′ , we have n e(nj)F n ∈ W ′ for each positive integer j. Since e(n)'s are distinct mutually, this implies that F n ∈ W ′ by the theory of Vandermonde matrix.
To prove that W ⊂ W ′ , we only have to show that F γ ∈ W ′ for each γ ∈ D. Assume that D has level N and we choose
By [22, Theorem 6 .4], we have that for each γ ∈ D,
which is independent of γ. It follows that β∈D F β ∈ W ′ , so F γ ∈ W ′ for each γ because of the claim. This complete the proof for part (1) .
we only have to prove that F n = 0 if n = 0. Clearly T -invariant functions form a subspace, so by the same argument using Vandermonde matrix, we must have F n is T -invariant. This forces F n = 0 if n = 0. We are done with part (2).
From now on, we always assume that D is transitive. Therefore, the level N of D will be of the following form: N p = 1 or p for an odd prime p and N 2 = 1, 2, 4 or 8. In other words, N is the conductor of a quadratic Dirichlet character. We shall assume that N is of this form throughout this paper. Note that N D = {0} and |D| and N share the same set of prime divisors, but one may not divide the other in general.
Remark 2.4. We need Lemma 2.3 (1) to show that F 0 determines F , but the assumption that D is transitive may not be necessary. For example, if D = 2 +2 , that F 0 determines F still holds, in which case Lemma 2.3 (2) is no longer true (see [2, Example 13.7] ).
Atkin-Lehner Operators
In this section, we consider the Atkin-Lehner operators on the space A(N, k, χ), where N = 4M , M is odd square-free, k ∈ 1 2 + Z, and χ is a quadratic Dirichlet character modulo N . Even though the half-integral weight case is similar to the integral weight case, we treat them in details for later computation. The main references are [13] and [23] .
For any odd divisor m of N , we choose γ m and γ 4m in SL 2 (Z) such that
The existence of γ m follows from the existence of such matrices in SL 2 (Z/N 2 Z) by Chinese remainder theorem and then from the surjectivity of SL 2 (Z) → SL 2 (Z/N 2 Z). We shall also assume for simplicity that all of the entries of γ m are positive; this can be achieved by left and/or right multiplication by matrices in Γ(N 2 ).
For any nonzero integer m, let
For any odd positive divisor m of N , let W (m) = γ * m δ m . which makes sense since m is odd and γ m ∈ Γ 0 (4). Define
For each divisor m, even or odd, of N , define U (m) as follows:
and Y (4) by
We collect a few properties of these operators in the following proposition:
Proposition 3.1. Let f ∈ A(N, k, χ).
Proof. The first two parts are contained in Proposition 1.4 and 1.5 of [21] . The part (3) and (4) are partially contained in Proposition 1.18 and 1.20 of [23] . For the second identity in part (4),
where
The general case follows from part (3) by decomposing W (m).
The proof of part (5) is similar:
(the inverse is taken in Z/mZ). Then we have
as expected. where the eigenvalues are
if and only if a(n) = 0 whenever χ 2 (−1)(−1)
(2) Assume that p | M with χ p = 1, the space A(N, k, χ) decomposes under Y (p) into eigenspaces
where the eigenvalues are Proof. That Y (p 1 ) and Y (p 2 ) commute is given in Proposition 1.24 of [23] , part (1) in Proposition 1 of [13] , and part (2) and (3) in Proposition 1.27 and 1.29 of [23] .
We only have to prove that Y (4) and Y (p) commute. That is, we need to prove that
, and by Proposition 3.1 (5),
Therefore, we only have to prove that
By decomposing M = p · M p and applying Proposition 3.1 (3) and (4), this can be done. One should pay attention to the change of characters when applying Proposition 3.1.
It follows that the space A (N, k, χ) is a direct sum of common eigenspaces for the operators
is the well-known Kohnen's plus space [13] .
Proof. It is clear that
and the corollary follows from the proof of Proposition 1.29 of [23] .
Discriminant Forms and the ǫ-Condition
Let D be a transitive discriminant form of odd signature r and level N . We first see that it determines a quadratic Dirichlet character χ mod N . 
Explicitly, if we write χ = p χ p into p-components, then if p is odd,
For χ 2 , assuming 2 | |D|,
Proof. That D determines a quadratic Dirichlet character χ follows from [22, Lemma 5.6] and we have the explicit formula The formulas for local components χ p then follow easily.
In order to introduce the ǫ-condition, we investigate the representing behavior of D. 
To simplify the exposition, we shall assume that D 2 = 2 +1 ±1 for the rest of this paper. The oddity formula says,
Other cases should be similar but may be more complicated. Now we explain how the data for the two sides, vector-valued and scalar-valued, correspond as follows.
We begin with D, and it determines N = 4M with M odd square-free and an even χ. We construct a sign vector ǫ = (ǫ p ) p over p = 2 or p | M such that χ p = 1 as follows: if D p = p δp with δ p = ±1, then we define Given any data (N, χ ′ , ǫ) with even χ and ǫ p = ±1 for p = 2 or p | M with χ = 1, we define the associated modular form space A ǫ (N, k, χ ′ ) to be the common eigenspace with eigenvalues µ 
Therefore, the Kohnen's plus condition on A(N, k, χ ′ ) is the same as our ǫ 2 -condition for the data (N, k, χ ′ ) that corresponds to D. This explains partially the twisting by N · in the correspondence D to (N, χ ′ , ǫ).
The Isomorphism: Construction and the Proof
Let N = 4M with M being positive and odd, and
Proof. For part (1): By Proposition 1.4 of [21] , we only have to prove that F 0 ∈ A(N, k, χ). Let A ∈ Γ 0 (N ), so
which is what we want.
For part (2), note first that ρ D (Z)e γ = e(− r 4 )e −γ , so we have ρ D (Z 2 )e γ = −e γ , for any γ. Let B ∈ Γ 0 (N ) and A ∈ SL 2 (Z). We have σ(B, A) ) BA =BÃ. It follows that the sum is independent of the choice of representatives. Now for any B ∈ SL 2 (Z),
by the cocycle relation of σ. Moreover, it is clear that
We define a quantity which will appear in the isomorphism below. For each integer n, define
It is clear that s(0) = m|M m |Dm| , and if n N is a norm and n ′ = M/(M, n),
If there is no danger of confusion, we shall drop the subscript and write φ and ψ.
We first prove one side of the isomorphism.
Lemma 5.2. We have ψ • φ = id.
Proof. We need to prove that for F ∈ A inv (k, ρ D ),
Let s be any cusp of Γ 0 (N ) and consider the sub-sum
It is clear that F s isT -invariant. If s ∼ 1 N/m be a cusp with m | M , then
where we applied Lemma 2. [22] . From this, the lemma follows.
Denote also by ψ when restricted to subspace A ǫ (N, k, χ ′ ). Now we prove that on the subspaces we constructed in the preceding section, φ and ψ are isomorphisms. 
Proof. To see that both maps are well-defined, we only have to show that the image of each map satisfies the extra condition for each subspace, by Lemma 5. and
we have
Now by the action of T , the Fourier coefficient (1) and (5), we only have to show that
By Lemma 2.3, this is equal to ν(γ p ) −2k ξ(γ p )F 0 . By applying the explicit formula in Theorem 6.4 of [22] , we have ν(
By Lemma 5.2, we are left to prove that φ • ψ = id. For each cusp s, we modify above F s as
and we need to show that s F s = 3s(0)f . The computations for s ∼ 
respectively in the two cases. Since the former is much easier, we omit it and only treat the case s ∼ 1 M/m . In this case, we have
Then it is easy to see that β ∈ Γ 0 (4),
In particular βγ
by the assumption that all of the entries of γ M/m are positive. Therefore,
By Proposition 3.1 and the ǫ-condition of f , we see that
Moreover,
Finally, by Theorem 6.4 of [22] , we have
Let η = −1 if χ 2 (−1) = −1 and −1 M = −1 and η = 1 otherwise. Putting everything together, we have
where by the oddity formula, χ 2 (−1) = 1 if and only if 2k ≡ t mod 4.
Finally, the explicit formula follows easily from the expression of φ and the fact that for any p ∤ n, the number of elements with norm 
Consequently, f ∈ A ǫ (N, k, χ ′ ) is holomorphic (resp. cuspidal) if and only if f is holomorphic (resp. vanishing) at ∞.
F is holomorphic (resp. cuspidal) if and only if F γ is holomorphic (resp. vanishing) at ∞ for each γ. By Lemma 2.3, this is equivalent to saying that F 0 |Ã is holomorphic (resp. vanishing) at ∞ for all A ∈ SL 2 (Z), that is F 0 is holomorphic (resp. cuspidal). This in turn is equivalent to saying that φ(F ) is holomorphic (resp. cuspidal) since τ N preserves the holomorphic subspace and the cuspidal subspace.
We shall focus on the simpler situation when χ p = 1 for all p | M .
Corollary 5.6. Assume that D and (N, k, χ ′ ) correspond and χ p = 1 for all p | M . Let f = n a n (y)e(nx) is a real analytic modular form of level N , weight k, character χ ′ that satisfies the ǫ-condition, and F = ψ(f ). Then φ(F ) = f and
s(n)a n (y/N )e(nx/N ), and s(n) is equal to the number of distinct positive divisors of (n, M ).
Proof. The proofs above on φ • ψ = id and ψ • φ = id and that of Lemma 2.3 are independent of whether f or F are holomorphic. The assumption implies that m = |D m | for each m | M and the corollary follows.
Zagier Duality and Borcherds' Theorem
From now on, we shall assume that χ p = 1 for each p | M , so χ ′ = 1. We extend the notion of reduced modular forms in [27] to current setting:
) for some integer m and if for each n > m with a(n) = 0, there does not exist g ∈ A ǫ (N, k, χ ′ ) such that g = q n + O(q n+1 ). If it exists, it must be unique and χ p (m) = −ǫ p for each p | M ; we denote it by f m . It is also clear that the set of reduced modular forms is a basis for A ǫ (N, k, χ ′ ).
We first consider the existence of f m for m < 0. Let D * be the dual discriminant form of D given by the same abelian group with discriminant form −q(·). It is clear that D * is also transitive and the corresponding data is (N, χ ′ , ǫ * ) with ǫ * p = χ p (−1)ǫ p .
Proof. The obstruction theorem, Theorem 3.1, of [3] implies the following: let P = n≤0 a(n)q n be a polynomial in q −1 with a(n) = 0 if χ p (n) = −ǫ p for some p | M or n ≡ 2, −ǫ 2 mod 4. Then there exists f ∈ A ǫ (N, k, χ ′ ) with f = n a(n)q n if and only if
If −m ∈ B * , then by the obstruction of f * −m , f m does not exist. Conversely, if −m / ∈ B * , assume B * = {n i } and f * n i = n a i (n)q n , so s(n i )a j (n i ) = δ ij . Let
and we see that P satisfies the obstruction linear system, so the existence of f m follows. Now we prove the Zagier duality.
Theorem 6.2. Let m, d be integers and assume that both of the reduced modular forms Let
It is clear that H = γ F γ G γ is a weakly holomorphic modular form of weight 2 for SL 2 (Z). Therefore, the sum of the residues of the meromorphic 1-form H(τ )dτ on the compact Riemann surface X(1) vanishes. Since F and G are holomorphic on H and the residue of H(τ )dτ at ∞ is given by
, we have a contradiction, so f 0 and f * 0 cannot both exist. We then assume m < 0, we have
So we only have to prove that m<n<−d s(n)a m (n)a * d (−n) = 0. If m < n ≤ 0, then a m (n) = 0 if −n ∈ B * and a * d (−n) = 0 if −n / ∈ B * . Similarly, if 0 < n < −d and a * d (−n) = 0, then −n / ∈ B * and f n exists, so a m (n) = 0. We are done.
In the rest of this section, we write down explicitly the Borcherds lift in the case of O(2, 1). We consider the following even lattice
It follows that for such D, ǫ p = +1 for all p | M and χ ′ = χ N · = 1, so we shall simply denote A + (N, k, 1) for A ǫ (N, k, χ ′ ). The dual D * of D then gives ǫ * with ǫ * p = χ p (−1). Let us recall Zagier's non-holomorphic modular form
. Here H(n) denotes the Hurwitz class number of n, whose generating function, that is the the holomorphic part of G(τ ), will be denoted by G(τ ) = ∞ n=0 H(n)q n . Denote G * the ǫ * -component of G and denote the its holomorphic part by G * (τ ) = ∞ n=0 H * (n)q n . The map ψ in the preceding section can be extended to non-holomorphic modular forms. In particular, we can consider G(τ ) as in A(N, (1 − q n ) s(n 2 )c(n 2 ) , where ρ comes from the Weyl vector.
For the formula of ρ, we first note that G N satisfies Lemma 9.5 of [2]. We caution here that such properties of G N do not determine it uniquely and it is the proof of that lemma that describes it uniquely; that is, the same map sends θ to Θ 2M and G to G N . By comparing the Therefore, T λ = τ is a CM point and the formula follows. We are done with the proof.
For computational purpose, we include the following proposition. Proof. By the structure theory of weak Maass forms (see [7] ), the space H ≥0 /A(N, [19] , M(N, 1 2 , 1) has dimension 1 and is generated by the Jacobi theta function θ(τ ) = n q n 2 . Since the holomorphic part of G is holomorphic at cusps, so is that of G * . The statement follows. 
Some Examples
The simplest case N = 4 has been explored extensively by many people. The Zagier duality is worked out by Zagier in order to prove Borcherds' theorem. Jacobi theta function θ = 1 + ∞ n=1 q n 2 ∈ M + (4, (1 − q n ) s(n 2 ) = q (1 − q n ) s(n 2 )c(n 2 ) = q
is a weakly holomorphic modular form of weight 0 for Γ 0 (3) which has simple poles at cusps and simple zeros at CM-points of discriminant −3. More explicitly, let E 1 = 1 + 6q + 6q 3 + 6q 4 + 12q 7 + 6q 9 + O(q 12 )
be the unique modular form of weight 1, level 3 and character · 3 with leading coefficient 1, then Ψ(f −3 ) = E 1 (τ )η(τ ) −1 η(3τ ) −1 .
In other words, Ψ(f −3 +f 0 ) = E 1 . One can also work out the Borcherds product for more reduced modular forms in the same way.
