Abstract. This paper presents two theorems concerning the nonlinear differential equation x + c(t)f (x)x + a(t, x) = e(t), where e(t) is a continuous square-integrable function. The first theorem gives sufficient conditions when all the solutions of this equation are bounded while the second theorem discusses when all the solutions are in L 2 [0, ∞).
In this paper, we discuss, using standard methods, the bounded properties of the following second order nonlinear differential equation with square-integrable forcing term e(t). Without loss of generality, we restrict our discussion to the nonnegative real line [0, ∞). Specifically, we study the equation
x + c(t)f (x)x + a(t, x) = e(t).
(1)
Our purpose here is to extend some previous results where e(t) was an absolutely integrable but not necessarily a square integrable function. This is a somewhat more general result since previous work considered functions such as e(t) = 1/(1 + t) 2 but not functions like e(t) = 1/(1 + t) which is not absolutely integrable though it is square integrable. The theorems presented here cover that case. Also, we develop the conditions under which all the solutions are L 2 -solutions. By an L 2 -solution, we mean a solution of (1) such that
For some previous work covering the absolutely integrable and homogeneous cases, see [1, 2, 7, 6, 5, 4] , especially, [2] for its excellent bibliography. We now turn our attention to our main results.
We see under what conditions all the solutions of (1), as well as their derivatives, are bounded. In our proof, we do not need to resort to the use of the direct method of Liapunov which is often the case. We now state and prove our first theorem. 
), as well as its derivative, is bounded as t → ∞ and
Proof. By standard existence theory, there is a solution of (1) which exists on [0,T ) for some T > 0. Multiply equation (1) by x and perform an integration by parts from 0 to t on the last term of the LHS of (1) in order to obtain,
Now, using the Cauchy-Schwarz inequality for integrals on the RHS of (2), we get
Next, let
Dividing both sides by H(t) yields,
We first need to show that |x| remains bounded. If not, then should |x| increase without bound, all terms of the LHS of equation (4) become positive by our hypotheses.
is bounded by the RHS of equation (4) . This implies that x is square integrable and is also bounded after we examine the first term of the LHS of (4). However, the above then implies that |x| must be bounded. Otherwise, the LHS of (4) Proof. In order to see that x is in L 2 [0, ∞), we must first multiply equation (1) by x, then integrate from 0 to t, and integrate by parts the first term on the LHS in order to obtain
c(s)f x(s) x(s)x (s)ds
Next, let F(x) = x 0 uf (u)du. Now, upon another integration by parts, the above may be rewritten as
where K = |x (0) (6) by M(t) and using the hypotheses of Theorem 2 immediately yields,
Since the RHS of (7) is bounded and all the terms on the LHS of (7) are either bounded or positive, the result follows because the LHS cannot be unbounded. Here, we need that x is square integrable.
Example. Consider the second order linear differential equation, 
Special Issue on Singular Boundary Value Problems for Ordinary Differential Equations Call for Papers
The purpose of this special issue is to study singular boundary value problems arising in differential equations and dynamical systems. Survey articles dealing with interactions between different fields, applications, and approaches of boundary value problems and singular problems are welcome. This Special Issue will focus on any type of singularities that appear in the study of boundary value problems. It includes:
• Theory and methods 
