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Abstract—Salah satu sistem kriptografi yang bertahan 
di era komputer quantum adalah kriptografi kunci 
publik multivariat. Tingkat keamanan sistem 
kriptografi kunci publik multivariat adalah sulitnya 
menyelesaikan sistem persamaan polinomial 
multivariable. Tujuan artikel adalah mengkriptanalisis 
dengan mencari akar menyelesaikan persamaan 
polinomial. Penelitian ini menggunakan metode 
kombinasi Backpropagarian dan Hopfield Modifikasi. 
Hasil penelitian menunjukkan bahwa metode kombinasi 
Backpropagarian dan Hopfield Modifikasi lebih baik 
dari pada metode Hopfield Modifikasi saja. Karena 
menjamin nilai awal yang diberikan pada Hopfield 
Modifikasi selalu dekat dengan nilai solusi. Metode 
kombinasi Backpropagarian dan Hopfield Modifikasi 
memberikan solusi yang akurat. 
Index Terms—Backpropagation, Hopfield Network 
Modifikasi, Persamaan Polinomial 
I. PENDAHULUAN 
Sistem kriptografi kunci publik yang paling 
banyak digunakan adalah RSA. Algoritme RSA 
berasal dari   nama akhir penemunya pada tahun 1977, 
yaitu Rivest-Shamir-Adleman. Tingkat keamanan 
RSA terletak pada faktorisasi bilangan bulat. Kunci 
publik yang aman pada RSA setidaknya 1024 bits atau 
2048 bits. Hal ini mengakibatkan proses enkripsi tidak 
efisien. Ancaman baru juga muncul yang bisa 
melemahkan RSA yaitu komputer quantum yang 
sedang berkembang. Ada beberapa kandidat sistem 
kriptografi yang mampu bertahan dengan komputer 
quantum yaitu Lattice-Based Cryptography, Code-
Based Cryptography, Multivariate-Based 
Cryptography [4], [7], [8], [11]. 
Pengujian sistem kriptografi salah satunya adalah 
dengan menggunakan kriptanalisis. Sistem kriptografi 
kunci publik atau sistem kriptografi asimetris, 
menggunakan dua jenis kunci, yaitu kunci publik dan 
kunci rahasia. Kunci publik digunakan untuk 
mengenkripsi suatu pesan. Kunci publik bersifat 
umum, sehingga dapat dilihat oleh semua orang 
termasuk pihak penyerang. Kunci rahasia digunakan 
untuk mendekripsi suatu pesan. Kunci rahasia bersifat 
dirahasiakan dan hanya orang tertentu yang                   
boleh mengetahuinya [7]. 
Sistem kriptografi kunci publik multivariat 
didasarkan pada sistem persamaan multivariable 
nonlinear pada bidang hingga. Tingkat keamanan 
didasarkan pada sulitnya penyelesaian sebuah sistem 
persamaan polynomial multivariable kuadratik yang 
disebut MQ-problem (multivariate quadratic problem) 
[4], [7], [8], [11].  
Menyelesaikan sistem persamaan nonliner bentuk 
yang sederhana dapat diselesaikan dengan metode 
analitik. Sedangkan faktanya sering menemukan 
bentuk yang rumit, tidak semua persamaan dapat 
dipecahkan dengan metode analitik, maka solusinya 
dapat dicari dengan metode numerik. Sedangkan 
metode numerik harus memenuhi syarat dekat dengan 
solusi untuk bisa konvergen. Maka untuk 
menyelesaikan sistem persamaan tersebut digunakan 
jaringan saraf tiruan di mana sebuah prosesor yang 
terdistribusi parallel dan mempunyai kecenderungan 
untuk menyimpan pengetahuan yang didapatkannya 
dari pengalaman dan membuatnya tetap tersedia                  
untuk digunakan [9]. 
Jariangan Backpropagation diambil dari cara kerja 
yaitu bahwa gradien error unit-unit tersembunyi 
diturunkan dari penyiaran kembali error yang 
diasosiasikan dengan unit output. Hal ini karena nilai 
target untuk unit-unit tersembunyi tidak diberikan [2]. 
Jaringan Hopfield pertama kali diperkenalkan John 
Hopfield pada tahun 1982. Jaringan Hopfield adalah 
pelatihantak terbimbing (unsupervised learning). 
Jaringan Hopfield merupakan jaringan syaraf tiruan 
yang terhubung penuh (fully connected), yaitu bahwa 
setiap neuron terhubung dengan neuron lainnya [2]. 
Jaringan Hopfield Modifikasi mampu untuk 
menyelesaikan sistem persamaan nonlinear di dalam 
satu variabel. Hasil penelitian menunjukkan bahwa 
jaringan Hopfield modifikasi akan selalu konvergen 
terhadap sembarang nilai awal, dimana sebaliknya 
metode numerik yang harus memenuhi syarat “dekat” 
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II. LANDASAN TEORI 
A. Persamaan Polynomial 
Persoalan mencari solusi persamaan nonlinear 
adalah: Tentukan nilai x yang memenuhi persamaan.  
 
yaitu nilai x = s sedemikian sehingga  sama 
dengan nol [9]. Persamaan nonlinear yang melibatkan 
fungsi transeden, diantaranya sinus, cosinus, 
eksponensial, logaritma. Selain itu, persamaan 
nonlinear yang tidak melibatkan fungsi transenden, 
yaitu persamaan polynomial. Bentuk umum 




a. Satu variabel yaitu x, 
 
b. Dua variabel yaitu x dan y, 
 
 Pada peneltian ini, penulis menggunakan                 
satu variabel. 
B. Backpropagation 
Backpropagation adalah metode yang menurukan 
gradien untuk meminimkan penjumlahan error kuadrat 
output jaringan. Nama lain dari Backpropagation 
adalah aturan delta yang digeneralisasi.  
Dalam Backpropagation, setiap unit yang berbeda 
di lapisan input terhubung dengan setiap unit yang ada 
di lapisan tersembunyi. Hal serupa berlaku pula pada 
lapisan tersembunyi. Setiap unit yang ada di lapisan 
tersembunyi terhubung dengan setiap unit yang ada di 
lapisan output [3], [5], [6]. 
Langkah Backpropagation adalah sebagai berikut: 
 Inisialisasi bobot dan bias 
1. While kondisi berhenti tidak terpenuhi do 
langkah ke-2 sampai langkah ke-9. 
2. Untuk setiap pasang pola training, lakukan 
langkah ke-3 sampai langkah ke-8. 
 Umpan Maju (Feedforward) 
3. Setiap unit input, mengirimkan sinyal input 
ke semua unit pada lapisan tersembunyi. 
4. Pada setiap unit di lapisan tersembunyi, 
sinyal input output lapisan tersembunyi 
dihitung dengan dengan fungis aktivasi 
terhadap penjumlahan sinyal                       
input berbobot. 
5. Pada setiap unit di lapisan output unit, 
dihitung sinyal output-nya dengan 
menerapkan fungsi aktivasi terhadapt 
penjumlahan sinyal input berbobot. 
 Umpan Mundur (Backpropagation Error) 
6. Pada setiap unit output menerima pola 
target lalu informasi kesalahan lapisan 
output dihitung. Dikirim ke lapisan di 
bawahnya dan digunakan untuk 
menghitung besar koreksi bobot dan bias 
antara lapisan tersembunyi dengan 
lapisan output. 
7. Pada setiap unit di lapisan tersembunyi 
dilakukan perhitungan informasi 
kesalahan lapisan tersembunyi. 
Kemudian digunakan untuk menghitung 
besar koreksi bobot dan bias antara 
lapisan input dan lapisan tersembunyi. 
 Update Bobot dan Bias (Adjustment) 
8. Pada setiap unit output, dilakukan peng-
update-an bias dan bobot. 
9. Tes kondisi berhenti. Digunakan kriteria 
MSE (Mean Square Error). 
C. Hopfield Modifikasi 
Hopfield mengembangkan rancangan jaringan 
biner sehingga neuron dapat memperhitungkan nilai 
real [3]. Pengembangan dari jaringan Hopfield 
Kontinu adalah menyerupai kerja jaringan diskrit, 
tetapi jaringan ini mempunyai kemampuan lebih 
karena arsitekturnya lebih komplek dan tidak hanya 
nilai biner 0 dan 1 [1].  
Hopfield Modifikasi didasarkan pada prinsip 
Hopfield kontinu, karena nilai input dan output yang 
diinginkan adalah real antara 0 sampai 1, tidak hanya 0 
atau 1. Jumlah neuron pada jaringan sama dengan 
jumlah variabel persamaan. Hubungan antara neuron 
pada Hopfield Modifikasi untuk menyelesaikan 
persamaan polynomial bergantung pada hubungan 
antara variabel persamaan dengan koefisien, yang 
diturunkan sebagai bobot pada jaringan. Hubungan 
antara variabel pada persamaan polynomial adalah 
hubungan nonlinear, sehingga jaringan Hopfield harus 
dimodifikasi [1]. 
Langkah-langkah Hopfield Modifikasi adalah 
sebagai berikut: 
1. Mengubah persamaan polynomial menjadi 












2. Menurunkan persamaan fungsi energi. 
 
3. Kemudian menyesuaikan dengan              
persamaan Hopfield. 
 
4. Menginisialisasi nilai awal  dan . 
5. Menghitung dengan metode Euler untuk 
memperbaiki nilai  . 
 
6. Memperbarui nilai . 
 
7. Hingga syarat terpenuhi. 
III. METODE PENELITIAN 
Gambar 1 menunjukan flowchart penelitian. 
Langkah pertama, dengan menggunakan metode 
Backpropagation didapat nilai output yang optimal. 
Langkah kedua, menggunakan nilai output untuk 
memberilkan nilai awal pada metode Hopfield 
Modifikasi untuk menyelesaikan persamaan 
polynomial [10]. Hasil penelitian akan dibandingkan 
dengan metode Hopfield Modifikasi dan metode 
konvensional yaitu metode numerik Newton Raphson. 
 
Gambar 1. Flowchart penelitian 
 
Misalkan persamaan polynomial berbentuk: 
 
Proses Backpropagation menggunakan layer input 3 
neuron, layer hidden 10 neuron, dan layer output 1 
neuron. Fungsi aktivasi yang digunakan adalah 
Sigmoid Biner dan learning rate ( ) = 0,5. Epoch = 
10000. Toleransi error yang digunakan                      
adalah 0,000000000000001. 
Proses Hopfield Modifikasi adalah: 
1. Mengubah persamaan polynomial menjadi 




2. Menurunkan persamaan fungsi energi. 
 
 





4. Menginisialisasi nilai awal  adalah hasil 
dari Backpropagation dan  adalah -0.5, 1, 
atau 0.01. 
5. Menghitung dengan metode Euler untuk 
memperbaiki nilai . 
 
6. Memperbarui nilai  
 
7. Hingga syarat terpenuhi.  
IV. PEMBAHASAN 
Dalam pembahasan menggunakan pemrograman 
Python. Kemudian menyiapkan data pelatihan dan 
data pengujian dengan merujuk penelitian [1], [4],             
[7], [12]. 
Data pelatihan terdiri dari 2 bentuk persamaan 
yaitu Pertama berbentuk: 
 
Jumlah dari data pelatihan terdiri dari 10 dan 20 
data. Data pengujian tersebut terdiri dari                                
3 persamaan yaitu: 
 dengan Output  
 dengan Output  
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Jaringan Backpropagation menggunakan layer 
input 3 neuron, layer hidden 10 neuron, dan layer 
output 1 neuron. Fungsi aktivasi yang digunakan 
adalah Sigmoid Biner dan learning rate ( ) = 0,5. 




Jumlah dari data pelatihan terdiri dari 10 dan 20 
data. Data pengujian tersebut terdiri dari                              
3 persamaan yaitu: 
 
dengan Output  
 
dengan Output  
 
dengan Output  
Jaringan Backpropagation menggunakan layer 
input 5 neuron, layer hidden 10 neuron, dan layer 
output 1 neuron, Fungsi aktivasi yang digunakan 
adalah Sigmoid Biner dan learning rate ( ) = 0,5. 
Epoch = 10000. Toleransi error yang digunakan 
adalah 0,000000000000001. 
Kemudian melakukan proses perhitungan jaringan 
Hopfield Modifikasi berdasarkan berbedaan nilai 
. Nilai  yang dipilih adalah -0.5, 1, dan 0.01. 
Tabel 1. Hasil pengujian dengan persamaan 
 
Dengan 10 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.1800000045 840 0.0 
1 0.1800000045 845 0.0 
0.01 0.1800000046 842 0.0 
Dengan 20 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.1800000045 840 0.0 
1 0.1800000045 845 0.0 
0.01 0.1800000046 842 0.0 
 
Tabel 2. Hasil pengujian dengan persamaan 
 
Dengan 10 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.5799999999 58 0.0 
1 0.5800000001 54 0.0 
0.01 0.5799999999 54 0.0 
Dengan 20 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.5799999999 58 0.0 
1 0.5800000001 54 0.0 
0.01 0.5799999999 54 0.0 
 
Tabel 3. Hasil pengujian dengan persamaan 
 
Dengan 10 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.979999999 218 0.0 
1 0.9799999991 217 0.0 
0.01 0.9799999989 216 0.0 
Dengan 20 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.979999999 218 0.0 
1 0.979999999 216 0.0 
0.01 0.9799999988 215 0.0 
 
Tabel 4. Hasil pengujian dengan persamaan 
 
Dengan 10 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.1839713339 8865 0.0 
1 0.1839713265 8875 0.0 
0.01 0.1839713339 8870 0.0 
Dengan 20 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.1839713339 8865 0.0 
1 0.1839713265 8875 0.0 
0.01 0.1839713339 8870 0.0 
 
Tabel 5. Hasil pengujian dengan persamaan 
 
Dengan 10 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.5799851742 41 0.0 
1 0.5799851742 33 0.0 
0.01 0.5799851742 34 0.0 
Dengan 20 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.5799851742 41 0.0 
1 0.5799851742 33 0.0 









Tabel 6. Hasil pengujian dengan persamaan 
 
Dengan 10 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.980001311 21 0.0 
1 0.980001311 19 0.0 
0.01 0.980001311 19 0.0 
Dengan 20 Training Data 
U1 X akhir Iterasi Error 
-0.5 0.9800013111 20 0.0 
1 0.9800013111 20 0.0 
0.01 0.980001311 21 0.0 
 
Pada Tabel 1 sampai 6   menunjukkan hasil akar 
persamaan polinomial dari jumlah data pelatihan 10 
dan 20 dan jumlah data pengujian 0.18, 0.58, 0.98. 
 
Tabel 7. Hasil pengujian Hopefield Modifikasi 
dengan persamaan  
Metode Hopfield Modifikasi 
X1 U1 X akhir Iterasi Error 
-2.05 -0.5 0.1800000046 852 0.0 
0.11 -0.5 0.1800000045 840 0.0 
1.65 -0.5 - - - 
-2.05 1 0.1800000045 854 0.0 
0.11 1 0.1800000045 845 0.0 
1.65 1 - - - 
-2.05 0.01 0.1800000042 857 0.0 
0.11 0.01 0.1800000046 842 0.0 
1.65 0.01 - - - 
 
Tabel 8. Hasil pengujian Hopefield Modifikasi 
dengan persamaan  
Metode Hopfield Modifikasi 
X1 U1 X akhir Iterasi Error 
-2.05 -0.5 0.5800000002 64 0.0 
0.11 -0.5 0.5799999999 57 0.0 
1.65 -0.5 0.5799999999 6514 0.0 
-2.05 1 0.5800000002 65 0.0 
0.11 1 0.5800000001 54 0.0 
1.65 1 0.5799999999 1507 0.0 
-2.05 0.01 0.5800000001 66 0.0 
0.11 0.01 0.5799999999 53 0.0 
1.65 0.01 0.5799999998 3938 0.0 
Tabel 9. Hasil pengujian Hopefield Modifikasi 
dengan persamaan  
Metode Hopfield Modifikasi 
X1 U1 X akhir Iterasi Error 
-2.05 -0.5 0.9800000012 326 0.0 
0.11 -0.5 0.9799999989 217 0.0 
1.65 -0.5 0.9799999989 510 0.0 
-2.05 1 0.9800000013 344 0.0 
0.11 1 0.979999999 216 0.0 
1.65 1 0.9799999989 285 0.0 
-2.05 0.01 0.980000001 335 0.0 
0.11 0.01 0.9799999988 215 0.0 
1.65 0.01 0.9799999991 2397 0.0 
 
Tabel 10. Hasil pengujian Hopefield Modifikasi 
dengan persamaan 
 
Metode Hopfield Modifikasi 
X1 U1 X akhir Iterasi Error 
-2.05 -0.5 - - - 
0.11 -0.5 0.1839713339 8865 0.0 
1.65 -0.5 - - - 
-2.05 1 - - - 
0.11 1 0.1839713265 8875 0.0 
1.65 1 - - - 
-2.05 0.01 - - - 
0.11 0.01 0.1839713339 8870 0.0 
1.65 0.01 - - - 
 
Tabel 11. Hasil pengujian Hopefield Modifikasi 
dengan persamaan 
 
Metode Hopfield Modifikasi 
X1 U1 X akhir Iterasi Error 
-2.05 -0.5 - - - 
0.11 -0.5 0.5799851742 41 0.0 
1.65 -0.5 - - - 
-2.05 1 - - - 
0.11 1 0.5799851741 31 0.0 
1.65 1 - - - 
-2.05 0.01 - - - 
0.11 0.01 0.5799851742 34 0.0 
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Tabel 12. Hasil pengujian Hopefield Modifikasi 
dengan persamaan 
 
Metode Hopfield Modifikasi 
X1 U1 X akhir Iterasi Error 
-2.05 -0.5 - - - 
0.11 -0.5 - - - 
1.65 -0.5 - - - 
-2.05 1 - - - 
0.11 1 0.9800013111 22 0.0 
1.65 1 - - - 
-2.05 0.01 - - - 
0.11 0.01 - - - 
1.65 0.01 - - - 
 
Pada Tabel 7 sampai 12 menunjukkan hasil 
pengujian dengan metode Hopfield Modifikasi. Hasil 
akar persamaan polinomial dari data pengujian 0.18, 
0.58, 0.98. 
 
Tabel 13. Hasil pengujian Newton Raphson dengan 
persamaan  
Metode Newton Raphson 
X1 X akhir Iterasi Error 
-2.05 - - - 
0.11 0.18 5 0.0 
1.65 0.18 8 0.0 
 
Tabel 14. Hasil pengujian Newton Raphson dengan 
persamaan  
Metode Newton Raphson 
X1 X akhir Iterasi Error 
-2.05 - - - 
0.11 0.58 7 0.0 
1.65 0.58 6 0.0 
 
Tabel 15. Hasil pengujian Newton Raphson dengan 
persamaan  
Metode Newton Raphson 
X1 X akhir Iterasi Error 
-2.05 - - - 
0.11 0.98 8 5.66440318e-17 
1.65 0.98 5 5.66440318e-17 
 
Tabel 16. Hasil pengujian Newton Raphson dengan 
persamaan  
Metode Newton Raphson 
X1 X akhir Iterasi Error 
-2.05 - - - 
0.11 0.18 8 -6.62617204e-15 
1.65 0.18 11 -1.99055818e-15 
 
Tabel 17. Newton Raphson Hasil pengujian dengan 
persamaan  
Metode Newton Raphson 
X1 X akhir Iterasi Error 
-2.05 - - - 
0.11 - - - 
1.65 0.58 8 2.86484918e-17 
 
Tabel 18. Newton Raphson Hasil pengujian dengan 
persamaan  
Metode Newton Raphson 
X1 X akhir Iterasi Error 
-2.05 - - - 
0.11 - - - 
1.65 0.98 6 -1.34736562e-15 
 
Pada Tabel 13 sampai 18 menunjukkan hasil 
pengujian dengan metode Newton Raphson. Hasil 
akar persamaan polinomial dari data pengujian 0.18, 
0.58, 0.98. 
V. SIMPULAN 
Berdasarkan hasil penelitian yang dilakukan 
metode kombinasi Backpropagation dan Hopfield 
Modifikasi telah berhasil dilakukan. Tingkat akurasi 
tersebut dipengaruhi oleh beberapa faktor yaitu 
pemilihan data pelatihan, nilai awal yang diberikan 
pada Hopfield Modifikasi terjamin dekat dengan nilai 
akar data pengujian. Konvergensi metode 
Backpropagation dapat terjebak di dalam minimum 
lokal. Sehingga dikombinasi dengan metode Hopfield 
Modifikasi dapat keluar dari konvergensi yang 
terjebak di dalam minimum lokal. 
Kemudian dibandingkan dengan metode Hopfield 
Modifikasi saja. Hasil pengujian didapat jika diberikan 
nilai awal jauh dari nilai akar dan kompleksnya 
persamaan polynomial, tidak mendapatkan hasil yang 
akurat. Kemudian dibandingkan dengan metode 
Newton Raphson. Hasil pengujian didapat nilai akar 








Karena nilai awal yang diberikan terlalu jauh, 
menyebabkan terjadinya iterasi divergen. 
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