We introduce a coarse-graining transformation for tensor networks that can be applied to the study of both classical statistical and quantum many-body systems, via contraction of the corresponding partition function or Euclidean path integral, respectively. The scheme is based upon the insertion of optimized unitary and isometric tensors into the tensor network and has, as its key feature, the ability to completely remove short-range correlations at each coarse-graining step. As a result, it produces a renormalization group flow (in the space of tensors) that (i) has the correct structure of fixed points, and (ii) is computationally sustainable, even for systems at a critical point. We demonstrate the proposed approach in the context of the 2D classical Ising model both near and at the critical point.
(Dated: December 3, 2014) We introduce a coarse-graining transformation for tensor networks that can be applied to the study of both classical statistical and quantum many-body systems, via contraction of the corresponding partition function or Euclidean path integral, respectively. The scheme is based upon the insertion of optimized unitary and isometric tensors into the tensor network and has, as its key feature, the ability to completely remove short-range correlations at each coarse-graining step. As a result, it produces a renormalization group flow (in the space of tensors) that (i) has the correct structure of fixed points, and (ii) is computationally sustainable, even for systems at a critical point. We demonstrate the proposed approach in the context of the 2D classical Ising model both near and at the critical point. Understanding emergent phenomena in many-body systems remains one of the major challenges of modern physics. With sufficient knowledge of the microscopic degrees of freedom and their interactions, we can write the partition function of a classical system, namely a weighted sum of all its microscopic configurations; or the analogous Euclidean path integral of a quantum manybody system, where the sum is now over all conceivable trajectories. These objects contain complete information on the collective properties of the many-body system. However, evaluating partition functions or Euclidean path integrals is generically very hard. On the lattice, early real-space coarse-graining strategies, such as Kadanoff's spin-blocking procedure [1] , opened the path to important non-perturbative approaches. More recently, Levin and Nave proposed the tensor renormalization group (TRG) [2] , a versatile and highly successful implementation of real-space coarse-graining transformations for 2D classical partition functions -or, equivalently, Euclidean path integrals of 1D quantum systems.
In spite of the remarkable success of TRG and its many improvements [2] [3] [4] [5] , including extensions to 3D classical systems (2D quantum systems), the scheme suffers from a major conceptual flaw if it is to be regarded as a renormalization group (RG) transformation. Namely, TRG is not able to completely remove the short-range correlations in the partition function, resulting in an RG flow with the wrong structure of fixed points [4] . On the computational side, this also implies the break-down of the TRG near or at criticality. An analogous problem, faced earlier in the context of real-space coarse-graining of ground state wave-functions, was resolved with the introduction of entanglement renormalization techniques [6, 7] . In this Letter we will adapt those techniques to the coarse-graining of partition functions/Euclidean path integrals, and will show that the resulting scheme fulfills all the properties expected of an RG flow, including producing the correct structure of fixed points.
Our approach broadly shares the goals of Gu and Wen's tensor-entanglement-filtering renormalization (TEFR) [4] , an earlier attempt to correct the limitations of TRG. However, a distinctive feature of our proposal, which we call tensor network renormalization (TNR), is that it successfully identifies and removes short-range correlations at each coarse-graining step, thus resulting in a proper RG flow. It operates well near a non-critical fixed point (as does TEFR) but also at the far more challenging case of systems near or at criticality. In particular, at a critical point TNR explicitly recovers scale invariance, such that critical exponents and other universal quantities can be accurately extracted [8] . For simplicity, here we demonstrate TNR with the partition function of the 2D classical Ising model (equivalently, the Euclidean path integral of the 1D quantum Ising model with transverse magnetic field), although the key ideas apply to most lattice models (and some continuous models after suitable discretization), including models in higher dimensions.
Renormalization group flow in the space of tensors.-Our starting point, common to TRG and its generalizations [2] [3] [4] [5] , is the observation that the partition function Z of a 2D classical system (for concreteness assumed to be translation invariant on a periodic square lattice) can be re-written as a 2D tensor network made of N copies of some tensor A, see Fig. 1(a,b) ,
Here each index hosts a χ-level local degree of freedom (e.g. i = 1, 2, · · · , χ), the tensor components A ijkl are local weights, and tTr denotes a sum over configurations of all the indices ijk · · · . Our goal is to produce an effective tensor A
(1) , roughly accounting for four copies of the original tensor A (0) ≡ A, such that Z can be approx- 
· · · will be produced such that, for any length scale s,
We see that after justs ≡ log 4 (N ) iterations [assuming N = 4s], the partition function Z becomes the trace of a single tensor
ijij , which we can finally evaluate [10] . Alternatively, in the thermodynamic limit N → ∞, we can study the RG flow of tensors A (s) as we progress to larger length scales s. In particular, the possible fixed-point tensor of this flow will contain the universal properties of the phases and phase transition of the system.
Tensor Network Renormalization.-Our coarsegraining transformation for the tensor network of the partition function Z in Eq. 1 will result from applying one simple rule and following a guiding principle.
Firstly, the rule: "We are allowed to insert resolutions of the identity in the tensor network ", since this will not affect the partition function Z that it represents. For this purpose, we regard each index of the network as hosting a χ-dimensional complex vector space V ≡ C χ . We consider two cases, see 
, analogous to a disentangler in the context of entanglement renormalization [6] ; (ii) a combination of two indices into a single one, by means of an isometry v (v or w in Fig.  1(c) 
Strictly speaking, then, we should only insert vv † when it acts on tensors that happen to vanish in the remaining χ(χ − 1)-dimensional subspace. In practice, however, even if this condition is not exactly fulfilled we will still insert the projector vv † if it only introduces a small truncation error, as measured by the norm |δ| of the difference operator δ defined in Fig. 1(d) , since a small truncation error |δ| guarantees that the resulting tensor network is still a good approximation to the partition function Z. Fig. 2 shows graphically the proposed TNR transformation. In step (a), disentanglers and isometries are inserted between blocks of 2×2 tensors A (s) . In step (b) two types of auxiliary tensors, B (s) and C (s) , are produced by contracting indices. In step (c) tensors B and C are split using a singular value decomposition, as it is done in TRG [2] . Finally, in step (d) the coarse-grained tensor A (s+1) at scale s + 1 is obtained by further contraction of indices. The disentanglers and isometries introduced in step (a) are chosen so as to minimize the truncation error |δ| in Fig. 1(d) , using well-established, iterative † u between four tensors, where tensorsÃ are obtained from tensors A through a gauge transformation on their horizontal indices [9] , followed by an insertion of four projectors of the form vv † in terms of isometries. Since these projectors are not a resolution of the identity, they introduce an error in the tensor network. (d) Tensor δ, whose norm |δ| measures the truncation error introduced by the isometries v and w. Disentanglers and isometries are chosen so as to minimize |δ|.
optimization methods for unitary and isometric tensors [7] . The overall computational cost of computing tensor
[11]. The scheme above has been designed to conform to the following guiding principle: "The coarse-graining transformation should eliminate all short-range correlations". It is of course hard to know a priori whether a given scheme will obey this (admittedly vague) principle, but we can at least state a testable necessary condition that the scheme should fulfill. Namely, when there are only short-range correlations (for instance, in the form of a so-called CDL tensor, see Appendix A), then the coarsegraining transformation should be able to remove them completely and produce a trivial tensor A triv , one with an effective dimension χ = 1 [12] . The essential novel feature of TNR becomes clear if we set the disentanglers to be trivial, namely u = I. Then it can be seen that TNR reduces to TRG [13] . Recall that TRG fails to completely remove short-range correlations (see Appendix A). On the other hand, a judicious choice of disentangler u can be seen to indeed be sufficient to transform A CDL into A triv (see Appendix A). Thus the key new ingredient here is the insertion of disentanglers, which eliminate the short-range correlations that TRG failed to remove [14] .
Example: Partition function of the 2D classical Ising model.-We consider the partition function
on the square lattice, where σ k ∈ {+1, −1} is an Ising spin on site k and T denotes the temperature. Recall that this model has a global Z 2 symmetry: it is invariant
, as explained in the main text. Notice that in step (a), the insertion of disentanglers and isometries is made according to Fig. 1(b) . The insets (e)-(g) contain the definition of the auxiliary tensors B (s) and C (s) and the coarse-grained tensor A (s+1) . under the simultaneous flip σ k → −σ k of all the spins.
We first obtain an exact representation for the tensor A in Eq. 1 in terms of four Boltzmann weights e σiσj /T ,
which corresponds to having one tensor A for every two spins, and a tensor network with a 45 degree tilt with respect to the spin lattice, see Fig.1(a,b) . We then contract a 2 × 2 square of tensors A to form a new tensor A (0) of bond dimension χ = 4, which serves as the starting point for the TNR approach. We then apply up to 12 TNR transformations to a system made of N = 2 12 × 2 12 tensors A (0) , or equivalently 2 × 4 × N Ising spins. Fig. 3(a) shows the error in the free energy per site, f ≡ log(Z)/N , as a function of the temperature T , in a neighborhood of the critical temperature T c ≡ 2/ ln(1 + √ 2) ≈ 2.269, for bond dimension χ = {4, 8} [15] . TNR makes an error that is roughly two orders of magnitude smaller than that of TRG for the same bond dimension. Figure 3(b) shows the exact curve of the spontaneous magnetization M (T ) as well as the numerical values obtained with TNR for χ = 4. Remarkable agreement is achieved throughout, even very close to the critical temperature.
However, the most significant feature of TNR is revealed in Fig. 4 , which shows, as a function of the scale s, the spectrum of singular values of tensor A (s) when regarded as a matrix [A (s) ] (ij)(kl) . Fig. 4(a) considers the critical point, T = T c , and shows that under TNR, the spectrum of A (s) quickly becomes (essentially) independent of the scale s. This has two major implications. On the one hand, it is a strong indication that A (s) itself has converged to a fixed-point tensor ≈ A crit , thus recovering the characteristic scale invariance expected at criticality [confirmed in Appendix B]. On the other hand, it implies that the bond dimension χ required to maintain a fixed, small truncation error |δ| is independent of scale, and thus also the computational cost. That is, we have obtained a computationally sustainable RG transformation. In sharp contrast, the spectrum generated by TRG develops a growing number of large singular values as we increase the scale s, indicating that the tensor is not scale invariant. The bond dimension (and thus the computational cost at constant truncation error) grows rapidly with scale. This growth is caused by the accumulation of short-range correlations at each iteration and pinpoints the breakdown of TRG at a critical point. Fig. 4 (b) considers a slightly larger temperature, T = 1.1 T c . Now TNR generates a flow towards the trivial fixed-point tensor A triv , characterized by just one non-zero eigenvalue, which represents the infinite temperature, disordered phase. As expected of a proper RG scheme, for any T > T c the flow is to the same trivial fixed-point tensor A triv . In contrast, for any T > T c , TRG generates a flows to a fixed-point tensor that depends on the initial temperature T . In other words, failure to remove some of the short-range correlations implies that (RG irrelevant) microscopic information has been retained during coarse-graining, contrary to the spirit of the RG flow.
For T < T c (not shown) we obtain a similar picture as for T > T c . However, now each eigenvalue in the spectrum has degeneracy 2, and TNR flows to a new fixed-point tensor A Z2 ≡ A triv ⊕ A triv corresponding to the Z 2 symmetry breaking, ordered phase -the Z 2 spin flip symmetry acts on A Z2 by exchanging its two copies of A triv . Finally, Fig. 4(c) uses the entropy of the spectrum as a function of scale to visualize the RG flow towards one of the three fixed-point tensors: the ordered A Z2 for T < T c , the critical A crit for T = T c , and the disordered A triv for T > T c .
Outlook.-We have proposed a coarse-graining transformation for tensor networks that produces a proper RG flow in the space of tensors, and demonstrated its performance for 2D classical partition functions, including at criticality.
When applied to the Euclidean path integral of the 1D quantum Ising model (after suitable discretization in the imaginary time direction), TRG produced results similar to the ones described above. The same scheme can be used to compute the norm Ψ|Ψ of a 2D quantum many-body state encoded in a PEPS [16] . In addition, by carefully designing where to insert disentanglers and isometries, TNR generalizes to higher dimensional systems.
Tensor network renormalization borrows its key ideathe use of disentanglers-from entanglement renormalization [6, 7] , the coarse-graining scheme for many-body wave-functions that led to the multi-scale entanglement renormalization ansatz (MERA) [ [10] An arbitrary n-point correlator will then be computed by first inserting n operators in the tensor network of Eq. 1, and then conveniently adjusting its coarse-graining.
[11] An exact manipulation of the tensors in TNR has cost O(χ 7 ) which can be reduced to O(χ 6 ) introducing controlled approximations [8] . TRG has a cost O(χ 6 ), reducible to O(χ 5 ) introducing controlled approximations.
[12] This condition is analogous to requiring that a manybody wave-function with only nearest-neighbor entanglement be turned into an unentangled (i.e. product) wavefunction under a single step of entanglement renormalization [6] .
[13] G. Evenbly, in preparation.
[14] It is important to emphasize that TEFR is also capable of completely eliminate short-range correlations when these are the only correlation present, for instance in a CDL tensor [4] . However, we should also require that the scheme remove short-range correlations in the presence of both short-and longer-range correlations, for instance near or at a critical point.
[15] Here we use χ to refer to the rank of the projectors ww † and vv † inserted in step (a) of the coarse graining as depicted Fig.2 , noting that, for purposes of maximizing computational efficiency, the number of singular values retained in step (c) is chosen at a different value χ . For χ = {4, 8} we have χ = {6, 12} respectively. Appendix A.-Non-critical fixed-points: TRG versus TNR.
In this appendix we discuss certain aspects of the flow that TRG and TNR generate in the space of tensors, which emphasizes one of the main differences between the two approaches. Specifically, we describe a class of non-critical fixed-points of the flow generated by TRG, namely those represented by corner double line (CDL) tensors A CDL , and show that TNR coarse-grains such tensors into a trivial tensor. given by
where a double index notation i = (i 1 i 2 ) has the meaning i = i 1 + η(i 2 − 1). Here the double index runs over values i ∈ 1, 2, . . . , η 2 for integer η, whereas each single index runs over values i 1 , i 2 ∈ {1, 2, . . . , η}. Notice that a square network formed from such CDL tensors A CDL contains only short-ranged correlations; specifically only degrees of freedom within the same plaquette can be correlated. We now proceed to demonstrate that this network is an exact fixed point of coarse-graining with TRG, which was already described in [4] . Note that it is possible to generalize this construction (and the derivation presented below) to by replacing each delta in Eq. 5 (e.g. δ i1j2 ) with a generic η × η matrix (e.g. M i1j2 ) that contains microscopic details. For instance, the fixed point CDL tensors A CDL (T ) obtained with TRG for the offcritical 2D classical Ising model partition function would contain matrices M i1j2 (T ) that depend on the initial temperature T . However, for simplicity, here we will only consider the case M i1j2 = δ i1j2 .
In the first step of TRG the tensor A CDL is factorized into a pair of three index tensors S,
where, through use of the double index notation introduced in Eq.6, tensors S may be written,
see also Fig.6(a-b) . The next step of TRG involves contracting four S tensors to form an effective tensor A for the coarse grained partition function,
where, through use of the explicit form of S given in Eq.7, the tensor A is computed as,
see also Fig. 6(c-d) . Notice that the effective tensor is proportionate to the original CDL tensor,
, where the multiplicative factor of η arises from the contraction of a 'loop' of correlations down to a point, η m1,n1,o1,p1=1
as depicted in Fig. 6(d) . That the network of CDL tensors is a fixed point of TRG indicates that some of the short-range correlations in the tensor network are preserved during coarse-graining, i.e. that TRG is artificially promoting short-ranged degrees to a larger length scale. As a result TRG defines a flow in the space of tensors which is not consistent with what is expected of a proper RG flow. Indeed, two tensor networks that only differ in short-range correlations, as encoded in two different A CDL andÃ CDL tensors (differing e.g. in the dimension η of each index i 1 , i 2 , j 1 , · · · , or, more generally, on the matrices M i1j2 discussed above) should flow to the same fixed point, but under TRG they will not. We next apply the TNR approach to a network of CDL tensors, as defined Eq.5, demonstrating that this network is mapped to a network of trivial tensors A triv , with effective bond dimension χ = 1, thus further substantiating our claim that the TNR approach can properly address all short-ranged correlations at each RG step. Fig. 7 depicts the form of disentangler u and isometries v and w that insert into the network of CDL tensors at the first step of TNR, as per Fig.2(a) , which are defined as follows. Let us first regard each index of the initial network as hosting a η 2 -dimensional complex vector space
, and similarly define a η-dimensional complex vector spaceṼ ≡ C η . Then the disentangler u ijkl we use is an isometric mapping u :Ṽ ⊗Ṽ → V ⊗ V, with indices i, j ∈ {1, 2, . . . , η} and k, l ∈ {1, 2, . . . , η 2 }, that is defined,
where we employ the double index notation, k = (k 1 , k 2 ) and l = (l 1 , l 2 ). It is easily verified that u is isometric, u † u =Ĩ ⊗2 , withĨ as the identity onṼ. The isometries v ijk and w ijk are mappings v :Ṽ → V ⊗Ṽ that are defined,
where again use double index notation, k = (k 1 , k 2 ). When inserted into the a 2 × 2 block of tensors from the network of CDL tensors, as depicted in Fig.1(b) , this choice of unitary u and isometries w and v act as exact resolutions of the identity, see Fig.8(a) . Thus the first step of the coarse graining with TNR, as depicted in Fig.2(a) , is also exact. Following the second step of TNR, Fig.2(b) , one obtains four-index tensors B and C as depicted in Fig.8 (b-c), which are computed as,
with indices i, j, k, l ∈ {1, 2 . . . η}. The third step of TNR, see Fig.2(c) , involves factoring the tensors B and C into a products of three index tensors according to a particular partition of indices: B (il)(jk) and C (ij)(kl) respectively. However, we see from Eq.13 that the tensors factor trivially across these partitions, which implies that the effective tensor A obtained in the final step of the TNR iteration is trivial (i.e. of effective bond dimension χ = 1), see also Fig.8(d) . Thus we have confirmed that the network of CDL tensors, which contained only short ranged correlations, can be mapped to a trivial fixed point in a single iteration of TRG, consistent with what is expected of a proper RG flow. Appendix B.-RG flow of tensors for the 2D classical Ising model:
In this appendix we provide additional details on the flow, in the space of tensors, generated by TNR. This flow is to three possible fixed-point tensors: the ordered A Z2 for T < T c , the critical A crit for T = T c , and the disordered A triv for T > T c . The ordered and disorder fixed-point tensors can be expressed exactly with a finite bond dimension, namely χ = 2 and χ = 1, respectively, whereas an exact expression of the critical fixed-point tensor A crit is suspected to require an infinite bond dimension, and thus here we can only obtain an approximate representation.
For purposes of clarity, instead of following the flow of tensors A (s) we will display instead the flow of the auxiliary tensors B that appear in an intermediate step of the crit . Notice that the difference between coarse-grained tensors, |B (s) − B (s+1) |, which is displayed with the same color intensity as the plots of |B (s) |, is already very small (as compared to the magnitude of the elements in the individual tensors) for s = 1. (c) Starting at the super-critical temperature, T = 1.1 TC , the coarse-grained tensors quickly converge to the disordered fixed point B triv , that has only one non-zero element.
At a sub-critical temperature, T = 0.9 T C , we obtain a flow towards a fixed-point tensor B
Z2 that has two significant elements [B Z2 ] 1111 = [B Z2 ] 2222 = 0.5, with all other elements zero or arbitrarily small, corresponding to the Z 2 symmetry breaking phase. At criticality, T = T C , the tensors converge to a highly non-trivial fixed point tensor after a small number of RG steps, one which appears only slightly changed from the first tensor B (0) obtained from the RG. Note that, due to the truncation error of the TNR scheme, we do not obtain a numerically exact fixed point; nonetheless the individual elements of B (2) and B (3) all differ by less than 10 −4 , while the largest elements of these tensors are of order ∼ 0.1. We thus define B crit ≡ B (3) as the approximate critical fixed-point tensor. Finally, at a super-critical temperature, T = 1.1 T C , we obtain a trivial fixed-point tensor B
triv. that has only a single significant element [B triv ] 1111 = 1 with all other elements zero or arbitrarily small, which is representative of the infinite temperature, disordered phase.
