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Abstract
In the inverse source problem of the Poisson equation, measurements on
the domain boundaries are used to reconstruct sources inside the domain.
The problem is an ill-posed inverse problem and it is sensitive to modelling
errors of the domain. These errors can be boundary, structure and mate-
rial property errors, for example. In this paper, we investigate whether the
recently proposed Bayesian approximation error (BAE) approach could be
used to alleviate the source estimation errors when an approximate model
for the domain is employed. The BAE is based on postulating a probabilistic
model for the uncertainties, in this case the geometry and structure of the
domain, and to carry out approximate marginalization over these nuisance
parameters. We particularly consider electroencephalography (EEG) source
imaging as an application. EEG is a diagnostic brain imaging modality, and
it can be used to reconstruct neural sources in the brain from electric po-
tential measurements along the scalp. In the feasibility study, we assess to
which degree one can recover from the modelling errors that are induced by
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the use of the three concentric circle head model instead of an anatomically
accurate head model. The studied domain modelling errors include errors in
the geometry of the exterior boundary and the structure of the interior. We
show that, in particular with superficial dipole sources, the BAE yields esti-
mates that can in some cases be considered adequately accurate. This would
avoid the need for the extraction of the accurate head features which is con-
ventionally carried out via expensive and time consuming auxiliary imaging
modalities such as magnetic resonance imaging.
Keywords: Inverse source problem, Poisson equation,
electroencephalography, Bayesian inversion, modelling errors
1. Introduction
In the inverse source problem of the Poisson equation, the goal is to
reconstruct sources inside the computational domain based on measurements
around its boundaries. The problem has many practical applications such
as bioluminescence tomography [14], and electroencephalographic [12] and
magnetoencephalographic imaging [13]. The inverse source problem is an
ill-posed inverse problem, and stable estimates cannot be computed from
noisy boundary measurements without either regularization or by employing
prior models. Moreover, the inverse solution is highly sensitive to modelling
errors in addition to measurement errors. Typical modelling errors are related
to the geometry, internal structure and material properties of the domain.
Because such errors are commonly encountered in brain imaging, we consider
electroencephalography (EEG) source imaging as a potential application in
this paper.
EEG is a routinely used brain imaging modality to diagnose, for example,
epilepsy. In EEG source problem, neural sources are reconstructed inside the
brain based on electric potential measurements around the scalp, and it is
well known that the inverse solution depends strongly on the accuracy of
discretized head geometry [2, 4, 7, 8, 16, 39, 49, 54] and the accuracy of
electric conductivity modelling of different tissues [3, 47, 25, 48, 34, 50, 51].
The head features can be extracted, to some extent, by using multi-modal
imaging (computed tomography / diffusion magnetic resonance imaging), for
example. However, such imaging is an expensive task and requires robust
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image segmentation, registration and post-processing algorithms [42]. There-
fore, approaches that allowed the use of approximate head models would be
highly desirable.
In this paper, we investigate to which extent the domain modelling er-
rors can be compensated by considering the Bayesian approximation error
(BAE) approach which was introduced in [19]. BAE is applied solely to the
discretized problem with finite number of boundary measurements, and the
idea is to use an approximate model for the domain and to estimate the
statistics of the errors between the approximate and accurate models. These
errors are induced by a postulated probabilistic model for the uncertainties,
in this case, the domain geometry and structure. In the resulting overall
observation model, the modelling errors appear as additive errors which are
then marginalized using a Gaussian approximation.
Previously, BAE has been shown to be a versatile and efficient approach
to compensate for various approximation and modelling errors, for example,
in electrical impedance tomography (EIT) [24, 26, 30, 31] and diffuse optical
tomography (DOT) [1, 22, 23, 29, 44, 45]. In particular, EIT was employed
for the reconstruction of the conductivity distributions in the thorax, and
the approximation errors related to the use of a generic geometry (cylinder)
instead of an actual thorax with severe model reduction were handled with
BAE in [31]. Similarly in DOT, the effects of mismodelled head geometry
were compensated with BAE in [29]. Thus, the BAE has been shown to be
successful in compensating errors related to the geometric mismodelling in
diffuse tomographic problems.
In this paper, in contrast to diffuse tomographic problems, we are not
interested in the material properties of the domain but a vector-valued source
field that, however, depends on the modelling of the domain. In addition
to boundary mismodelling, we also consider modelling errors related to the
interior of the domain which was not done in [31, 29]. In the EEG source
imaging examples, we consider only focal dipole sources, that are common in
epilepsy, and the case of finite number of boundary measurements (instead
of continuous boundary data). In order to recover focal sources, we employ
sparsity promoting priors rather than Gaussian smoothing priors as in [31,
29].
We use an anatomical atlas to construct the model for the distribution
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of the head geometry and structure. Because the head can be segmented
into various number of different tissues, we consider here the three and five
compartment models as the anatomically accurate domain models (head con-
ductivity models). Then the three concentric circle model is used as the ap-
proximate head model. To access the ground truth, we use simulations in
this feasibility study. We also consider both noiseless and noisy data to iso-
late the effects of domain modelling errors, and to assess the practical case in
which both modelling and measurement errors are present. When successful,
the use of BAE would thus allow the same generic head model to be used for
all patients.
2. Theory
In this section, we define the forward models used in this paper, give a
brief review of the Bayesian framework for inverse problems, and the Bayesian
approximation error approach. More information about the Bayesian frame-
work in general can be found in, for example, [6, 19, 43] and the approxima-
tion error approach in particular in [1, 19, 18, 17].
2.1. Poisson equation
The computational domain is denoted with Ω and its material properties
with σ(x) where x ∈ Ω. The Poisson equation has the form
∇ · σ(x)∇u(x) = f(x), x ∈ Ω, (1)
where u is the scalar potential and f(x) is the source term. The boundary
conditions are
u = 0, x ∈ SD (2)
σ(x)
∂u
∂nˆ
= 0, x ∈ SN, (3)
where ∂Ω = SD∪SN is the boundary, SD∩SN = ∅, and nˆ is the unit normal
vector of the boundary.
In case of EEG imaging, the Poisson equation can be used under the quasi-
static approximation of the Maxwell’s equations. Furthermore, in EEG the
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source term is often of the form f(x) = ∇ · d(x) where d(x) : Ω 7→ Rk is a
vector valued function that describes the neural sources as idealized electric
dipoles [41]. Here, k is equal to either 2 or 3 depending whether the analysis
is carried out in 2D or 3D.
2.2. Forward models
The mapping from the source field to the ith boundary measurement,
vi = u(xi) where xi ∈ SN, can be written as
vi =
∫
Ω
a(λ, σ, xi, x) · d(x) dx, (4)
where a(λ, σ, xi, x) is a vector-valued function, that depends on the parame-
terizations of the geometry λ and material properties σ of the domain [33].
For a finite set of boundary measurements, we write the observation model
as
v = A(λ, σ)d+ e, (5)
where v ∈ Rm, m is the number of measurements, A is the mapping from the
source configuration to all the measurements and e is the measurement noise.
In case of EEG imaging, the mapping A(λ, σ) is called the lead field [12]. It
is available in a closed form only for few simple cases, such as concentric
spheres [53, 55], and in more general cases it is approximated numerically
[11, 32, 52].
For numerical implementations, the domain is discretized and the obser-
vation model is written as
v = Ah(λ, σ)d+ e, (6)
where h denotes the discretization level, Ah(λ, σ) ∈ Rm×kn is the lead field
matrix, and d ∈ Rkn is the distributed dipole source configuration. In this
paper, d and e are considered mutually (statistically) independent.
We define the accurate numerical model
v = Aδ(λ, σ)d¯+ e (7)
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in which (λ, σ) are known and the numerical approximation Aδ for A is
accurate in the sense that the numerical (discretization related) errors of the
predictions are smaller than measurement errors. See Section 2.4 for the exact
definition. The notation d¯ refers to a numerically accurate representation of
d.
In BAE, we replace the accurate model, Aδ, with an approximating com-
putational model A0 ∈ Rm×kn0 when the (inverse) estimates are computed.
Moreover, in the approximate model, we employ nominal fixed values (λ0, σ0)
for the uninteresting unknowns (nuisance parameters). We can write
v = A0(λ0, σ0)d+ (Aδ(λ, σ)d¯− A0(λ0, σ0)d) + e (8)
= A0(λ0, σ0)d+ ε+ e (9)
= A0(λ0, σ0)d+ ν, (10)
where ε = Aδ(λ, σ)d¯ − A0(λ0, σ0)d is the approximation error induced by
using the approximate model and ν = ε + e. The approximation error is
thus a random variable (vector) whose distribution is determined by the
joint (prior) distribution pi(λ, σ, d). Assuming that measurement errors are
mutually independent with (λ, σ, d), e and ε are also mutually independent.
The quantities d¯ and d are related according to d = P d¯ where P : Rknδ →
Rkn0 is a linear model reduction map (a projection) from the fine domain to
the coarse approximative domain.
2.3. Bayesian framework
In the Bayesian framework, all model variables are considered as random
variables. The modelling of joint distribution of these variables is based on
the observation model and a model for the prior distribution of the unknowns.
All inference on the (posterior) uncertainty of the interesting variable(s) is
based on the posterior density model that can be written with the help of
the Bayes’ formula as
pi(d|v) = pi(v|d)pi(d)
pi(v)
∝ pi(v|d)pi(d), (11)
where pi(v|d) is the likelihood, pi(d) the prior and pi(v) is used for normaliza-
tion. Thus, in order to get the posterior, we need to determine the likelihood
first.
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In approximation error approach, the likelihood can be derived with the
help of the joint density pi(v, ν, d) = pi(v, ν|d)pi(d) = pi(v|ν, d)pi(ν|d)pi(d) as
pi(v|d) =
∫
pi(v, ν|d)dν =
∫
pi(v|ν, d)pi(ν|d)dν. (12)
Note that all uncertainty in the nuisance parameters (λ, σ) is embedded in
the joint distribution pi(d, ε). For details of the formal derivation of the
likelihood, see, for example [17].
Based on (10), the conditional density of the measurements given the
source field can be written as
pi(v|d, ν) = δ(v − A0(λ0, σ0)d− ν), (13)
where δ(·) is the Dirac delta distribution.
The likelihood thus can be formulated through a convolution operation
as
pi(v|d) =
∫
δ(v − A0(λ0, σ0)d− ν)pi(ν|d)dν (14)
= piν|d(v − A0(λ0, σ0)d|d), (15)
where the subscript ν|d is used to clarify that the probability density is that
of ν given d.
In BAE, where efficient computational implementations are of considera-
tion, pie and piε|d are approximated with Gaussian distributions e ∼ N (e∗,Γe)
and ε|d ∼ N (ε∗|d,Γε|d), respectively. The approximate likelihood is then
Gaussian (in our case)
p˜iν|d(v − A0(λ0, σ0)d|d) ∝
exp
(
− 1
2
(v − A0(λ0, σ0)d− ν∗|d)T
Γ−1ν|d(v − A0(λ0, σ0)d− ν∗|d)
)
(16)
with ν∗|d = ε∗|d + e∗ and Γν|d = Γε|d + Γe.
The Gaussian approximation of the posterior density (11) is thus of the
form
p˜i(d|v) ∝ p˜iν|d(v − A0(λ0, σ0)d|d))pi(d). (17)
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Thus, for the determination of the posterior model p˜i(d|v), we need to postu-
late a prior model pi(d) first and compute the related (induced) conditional
mean ε∗|d and conditional covariance Γε|d.
2.4. Approximation error statistics
Define the (stacked) variable z as
z =
(
d
ε
)
. (18)
In BAE, the joint density of d and ε is approximated as the Gaussian z ∼
N (z∗,Γz)
p˜i(z) ∝ exp
(
−1
2
(z − z∗)TΓ−1z (z − z∗)
)
(19)
where the mean and covariance are
z∗ =
[
d∗
ε∗
]
(20)
Γz =
[
Γd Γdε
Γεd Γε
]
. (21)
The respective conditional mean and covariance of the error given the
source field can then be written as [10, 19]
ε∗|d = ε∗ + ΓεdΓ−1d (d− d∗) (22)
Γε|d = Γε − ΓεdΓ−1d Γdε. (23)
In practice, these are approximated using a Monte Carlo simulation from
the overall prior model pi(λ, σ, d) and using the respective sample mean and
covariance, see Section 3.2.
When var(ek) ≥ c(ε2∗,k + var(εk)), where c ≥ 2, we say that the measure-
ment errors dominate the approximation errors [17]. In such a case (assuming
zero mean measurement errors), we also have
E(‖e‖2) = tr Γe ≥ c(‖ε∗‖2 + tr Γε) (24)
where tr (·) denotes the trace of a matrix.
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2.5. L1,2 (group lasso) prior model with weight factors
In this paper, we consider sparse focal source models and we employ an
L1,2 norm induced prior model. The L1,2 norm is defined as the L1-norm of
the source strengths. The prior distribution pi(d) is thus of the form
pi(d) ∝ exp
(
−α
2
n0∑
i=1
wi‖di‖2
)
(25)
where di = (dix, diy) and ‖di‖2 =
√
d2ix + d
2
iy is the strength of the source at
location i, α is a scaling constant that fixes the distribution of the source
strengths, and wi is a depth weighting factor. The L1,2 norm has previously
been used, for example, in [9, 15, 46] and it effectively makes the source
distribution focal.
In addition, we employ depth weighting factors wi to reduce the bias of the
L1,2 based prior favoring superficial source distributions. In this paper, the
weights were selected similarly as in [15], where they were extracted from the
covariance matrix of the minimum-norm solution of the source imaging prob-
lem, that is, [w1, ..., wn0] = diag(A
T
0 (A0A
T
0 )
−1A0). For alternative choices of
weighting factors, see [21, 36, 46].
2.6. Maximum a posteriori estimate
Carrying out general statistical inference from the posterior density in a
high-dimensional parameter space is in most cases not practical since such
inference calls for carrying out a Markov chain Monte Carlo run. In this
paper, we compute only maximum a posteriori (MAP) estimates. The MAP
estimate of d is
dˆ = arg max
d
p˜i(d|v). (26)
With the help of (17), dˆ can be estimated by minimizing the exponential
dˆ = min
d
‖Lν(v − A0(λ0, σ0)d− ν∗|d)‖22 + α
n0∑
i=1
wi‖di‖2 (27)
where Lν comes from the Cholesky factorization Γ
−1
ν|d = L
T
ν Lν . In this paper,
we solve the resulting non-linear convex minimization problem using the
truncated Newton interior point method [5, 20].
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3. Numerical simulations
As an application, we study the use of BAE for the compensation of
head geometry and structure errors in EEG source imaging. For the BAE
statistics, we need a distribution for the head geometry and structure. In
this section, we discuss the anatomical atlas which is used for an ensemble of
accurate domain models, the computation of the approximation error statis-
tics, and the test cases. As the approximating domain model A0(λ0, σ0), we
employ the three concentric circle model [12]. Below, we refer to this as the
standard model.
3.1. Domain models
For this study, magnetic resonance imaging (MRI) data from the OASIS
project database [28] were used to build a training set of 32 accurate head
models. The analysis was carried out in 2D, and a transverse (axial) cross
section above the eyes was segmented for the analysis. The scalp and differ-
ent brain compartments, i.e. cerebrospinal fluid (CSF), gray matter (GM)
and white matter (WM), were segmented using FieldTrip toolbox [35], and
threshold and morphology operators were used for skull segmentation [38].
The electric conductivities were taken to be 0.33 S/m for scalp, 0.016 S/m
for skull, 1.76 S/m for CSF, 0.14 for GM and 0.33 S/m for WM [33].
Then 32 measurement locations and a fixed ground point (above the right-
hand-side ear) were uniformly spaced around the domain. An example of the
segmentation and the electrode configuration is shown in Figure 1. Finally,
the domains were discretized using triangular elements, and the correspond-
ing lead field matrices were computed using a finite element method with
linear nodal basis functions [52].
3.2. Computation of the approximation error statistics
In BAE, an ensemble of model predictions using the accurate model and
sampled unknowns is needed. It is not essential that analytical expressions
for the related densities are available, thus, samples from, say, an anatomical
atlas are adequate. These predictions by the accurate model are computed
off-line and the accurate model is never needed for inversion. When some of
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the unknowns are modelled as mutually independent, Cartesian product of
the sample sets are typically constructed. As a result, one has the model pre-
dictions computed over the prior distribution {Aδ(λ(j), σ¯0)d¯(j), j = 1, . . . , J}
as well as the respective predictions {A0(λ0, σ0)d(j), j = 1, . . . , J}. In this
paper, the following procedure was used to construct the sample sets
1. First, one of the domain geometries, λ(j), was randomly chosen. The
corresponding lead field matrix is denoted as Aδ(λ
(j), σ¯0) where σ¯0 refers
to the accurate (either 3 or 5 compartment) domain structure.
2. A random source field, d¯(j), was generated.
3. The generated source field was projected onto the coarse grid of the
standard model, d(j) = P (j)d¯(j).
4. The corresponding approximation error was computed, ε(j) = Aδ(λ
(j), σ¯0)d¯
(j)−
A0(λ0, σ0)d
(j), where A0(λ0, σ0) is the lead field matrix of the standard
model.
The procedure was repeated J = 160000 times, and the sample-based
approximations for the error statistics were computed as
ε∗ =
1
J
J∑
j=1
ε(j) (28)
Γε =
1
J − 1
J∑
j=1
(ε(j) − ε∗)(ε(j) − ε∗)T. (29)
3.3. Simulated test cases
For the evaluation, a domain that was not included in the training set
of domain models was first selected. As test cases, we considered different
sparse dipole source fields with either one or three focal sources in the grey
matter. The x− and y−components of the dipole moments were drawn
from Gaussian distributions resulting in chi-squared (with two degrees of
freedom) distribution for the dipole strength. The spatial dipole source fields
were then smoothed using a Gaussian 5 × 5 low pass filter to simulate sets
of pyramidal neurons with similar orientation that commonly give rise to
the EEG measurements. Then, the boundary data were computed using the
accurate domain model, Aδ. For all these data, three different reconstructions
were computed and evaluated as explained in the next section.
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3.4. Different reconstructions and comparison metrics
Three different estimates were computed for all simulated measurements.
The first ones were computed using a coarsely discretized version Ac of the
accurate model. The coarse version of the lead field matrix was used instead
of Aδ in order to avoid the so-called inverse crime, which would result in
grossly overoptimistic results [19]. The second estimates were computed us-
ing the standard model A0 for the domain that consisted of three concentric
circles [12] representing, respectively, the scalp, skull and brain and using the
WM conductivity for the brain region. The third estimates were computed
using the standard model but now incorporating the approximation errors
statistics.
The different maximum a posteriori (MAP) estimates were used for the
evaluation and visualization of the results. The MAP estimate in the accurate
domain is
dˆacc = min
d
‖Le(v − Ac(λ, σ)d)‖22 + α1
nacc∑
i=1
wi‖di‖2, (30)
where Le is given by the Cholesky factorization Γ
−1
e = L
T
e Le, and Ac(λ, σ)
refers to the lead field matrix that is evaluated in the coarsely discretized
domain with the correct geometry λ and structure (conductivity modelling)
σ.
The MAP estimate in the standard geometry is
dˆstan = min
d
‖Le(v − A0(λ0, σ0)d)‖22 + α2
n0∑
i=1
wi‖di‖2. (31)
The MAP estimate that utilizes the approximation error approach in the
standard geometry is
dˆBAE = min
d
‖Lν(v − A0(λ0, σ0)d− ν∗|d)‖22 + α3
n0∑
i=1
wi‖di‖2. (32)
The scaling coefficients were chosen so that the prior variance of the source
strengths is approximately the variance of the strengths of the simulated ones.
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The values of α1, α2 and α3 were defined as fractions of the corresponding
maximum value αmax which can be derived based on [20] and in this case has
the form
αmax = max
(
2((vTAix)
2 + (vTAiy)
2)1/2
wi
)
, (33)
where i = 1, . . . , n is the node index, v are the measured boundary potentials,
Ax and Ay are the x and y partitions of the ith lead field vector, and wi is
the weight factor. The used scaling coefficients and details of the meshes are
given in Table 1.
Table 1: Finite element meshes and scaling coefficients.
Mesh No. of No. of α1,2,3 (fraction
nodes elements of αmax)
Dense accurate 2342 4549 –
Coarse accurate 1236 2337 0.0005–0.01
Concentric (standard) 728 1387 0.001–0.05
Concentric (BAE) 728 1387 0.05–0.10
For the quantification of the reconstruction errors, we employ the so-
called earth mover’s distance (EMD). EMD is defined as the minimum cost
that must be done to transform one normalized discrete signal into the other
given the metric between the discrete points of the domain [40, 37]. EMD
has previously been used in the context of EEG imaging in [15, 27] since it
is suitable for comparing images with possibly non-overlapping support such
as sparse vectors.
4. Results and discussion
Two different types of test cases were studied. In the first set of test cases
the aim is to isolate the domain geometry related error and its effect from
the measurement errors. In the second set of test cases, domain structure
(conductivity modelling) and measurement errors were considered in addition
to the geometry related errors.
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4.1. Compensation for domain geometry errors only, three compartment for-
ward model
In the first set of test cases, only the effects of the unknown geometry
were studied. A domain that was not included in the training domain mod-
els and different source fields were selected. The simulated measurements
were computed using the forward model with accurate geometry and three
compartment structure (scalp, skull, brain as shown in Figure 1). The con-
ductivities of the different compartments were 0.33, 0.016 and 0.33 S/m,
respectively.
Four test cases with a single active focal region are shown Figure 2. The
accurate model gives the lowest EMD values as expected. Also visually, the
estimates are good. Note that there are still numerical model reduction errors
present since the lead field matrices Aδ and Ac are not the same. Regarding
the estimates that employ the approximate forward model, BAE is able to
localize the dipole sources more accurately than the standard model. This
is clear from the reconstruction both visually and with respect to the EMD
values. It is noted, that the differences between the EMD values given by
the accurate and the BAE model are relatively small. The most apparent
feature of the standard estimates is that the superficial dipole sources (cases
A–C) are located systematically too deep.
Two test cases with three focal sources are shown in Figure 3. In the first
case, the BAE gives a good estimate for the source locations in terms of the
EMD and also visually. In this case, all sources are relatively superficial. In
the second case, two sources are superficial and the third source is a deep
one. In this case, the BAE estimates for the superficial sources are relatively
good while the deep source is mislocated. On the other hand, the standard
estimate seems to group the two sources into one, and the EMD values are
higher than with the BAE estimates.
4.2. Compensation of domain geometry and structure errors, with measure-
ment errors, five compartment forward model
In these test cases, we assess the use of BAE when the domain geometry
is unknown, the domain structure (conductivity modelling) is not accurate
and the boundary measurements are noisy. The measurement data was now
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computed using the accurate five compartment structure (scalp, skull, CSF,
GM and WM as shown in Figure 1). Random white noise was simulated and
added to the measurements with signal to noise ratios of 40 and 20 dB. More-
over, rather than computing estimates for a single draw from the distribution
of the noise process, we compute an estimate for the distribution of the re-
constructed dipole sources over the distribution of the additive noise. This
was carried out by computing 30 different realizations of the noise process.
In the reference, or the accurate solution, the accurate domain geometry
and precise structure are known. In the standard and the BAE estimates,
the domain consists of only three circular compartments (scalp, skull, brain
with the conductivity values 0.33, 0.016 and 0.33 S/m, respectively) which
induces a domain structure error in addition to the geometrical error.
Two test cases with a single focal source were selected, these correspond
to the cases (C) and (D) in Figure 2. Figure 4 shows the average of the 30
reconstructions, as well as the average and standard deviation of the corre-
sponding EMD values. The figures are now to be interpreted as statistical
distributions of the solutions (over the distribution of the noise). With re-
spect to the EMD values, the BAE estimates are clearly better than the
standard estimates, in particular, in the case of the superficial source case.
Based on the EMD values, the BAE solutions have the highest standard devi-
ations which is to be expected: it can be shown analytically that the posterior
distribution of the BAE posterior model always has larger variances than the
standard model.
A test case with three equal strength sources is shown in Figure 5. This
case gives the largest difference between the reference and BAE estimates.
The latter, however is able to locate three different sources (in most real-
izations) in the 40 dB noise case, while the standard model finds only two
sources, one in each hemisphere. With respect to the EMD values, the BAE
estimates are better than standard estimates in both 40 dB and 20 dB noise
cases.
4.3. Distribution of EMD values over randomized source distributions
To evaluated the performance of the models, 500 dipole source distri-
butions were simulated and the corresponding EMD values were computed.
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The results are shown in Table 2 with the corresponding domain structure,
number of sources and SNR level. For all cases, the accurate model and BAE
resulted in similar EMD values. The EMD values for the standard estimates
are higher throughout, except for the high noise level cases.
Table 2: Means and standard deviations of EMD values over 500 simulated
dipole distributions.
No. of domain No. of SNR EMD: EMD: EMD:
compartments sources (dB) accurate standard BAE
3 1 ∞ 5.9 ± 3.9 12.8 ± 4.5 7.6 ± 3.6
3 3 ∞ 16.9 ± 6.1 21.3 ± 5.7 17.3 ± 6.4
5 1 40 11.6 ± 4.8 15.8 ± 4.5 11.5 ± 4.7
5 1 20 16.9 ± 6.2 16.2 ± 4.7 14.4 ± 6.1
5 3 40 19.5 ± 5.3 23.2 ± 7.0 19.2 ± 5.0
5 3 20 23.3 ± 5.3 26.9 ± 7.0 22.6 ± 5.4
5. Conclusions
In this paper, we carried out a feasibility study of the Bayesian approx-
imation error approach in the context of domain modelling errors in the
inverse source problem of the Poisson equation. In particular, we estimated
sparse dipole source fields in electroencephalographic imaging using a crude
three concentric circle model of the head, instead of the accurate head model,
and compensated the related domain errors using the BAE approach. The
results of this paper suggest that the BAE approach is able to alleviate the
effects of an incorrect domain geometry and structure to varying degrees,
depending on the number of sources, their location and the signal to noise
ratio of the boundary data.
Another uncertainty that is critical in inverse source problems is the un-
known material properties of the domain. We note that the extraction of
the accurate material property values is also a challenge, for example, when
brain imaging is considered. Therefore, to assess the performance of BAE
further, the effect of varying material properties should be considered.
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List of figures
Figure 1: Top left: MRI image of a head with a dashed line that shows
the level of the studied cross section. Top right: 32 point electrodes and
a ground (above right ear) were equally spaced around the studied cross
section. Bottom left: the head cross section is segmented into three com-
partments: scalp, skull and brain. Bottom right: the head cross section is
segmented into five compartments: scalp, skull, cerebral spinal fluid, gray
matter and white matter.
23
Figure 2: Four test cases with one focal dipole source are shown in the left
column, the blue circles with small lines show the locations and orientations
of the dipoles. Second column: reconstructions with the accurate model.
Third column: the standard (concentric three circle) model. Fourth column:
BAE solutions in the same geometry. The earth mover’s distances (EMD)
are shown below the images. The blue circles show the (projected) locations
of the sources.
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Figure 3: Two test cases with three focal sources are shown on the left. The
rest of the columns are as in Figure 2.
.
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Figure 4: Two test cases with a single focal source are shown on the left,
the cases are the same as the ones in Figure 2 (C) and (D). Here, a five
compartment forward model was used and Gaussian white noise was added
in the measurements with SNR of 40 dB and 20 dB. The results are averages
of 30 different realizations, and the corresponding averages and standard
deviations of the EMD values are below the reconstructions.
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Figure 5: A test case with three focal sources is shown on the left. The other
columns show the solutions with the three models as explained in Figure 4.
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