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Abstract. This work is devoted to the investigation of the most probable transition
path for stochastic dynamical systems driven by either symmetric α-stable Le´vy motion
(0 < α < 1) or Brownian motion. For stochastic dynamical systems with Brownian
motion, minimizing an action functional is a general method to determine the most
probable transition path. We have developed a method based on path integrals
to obtain the most probable transition path of stochastic dynamical systems with
symmetric α-stable Le´vy motion or Brownian motion, and the most probable path can
be characterized by a deterministic dynamical system.
Keywords: Symmetric α-stable Le´vy motions; Stochastic differential equations; Most
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1. Introduction
Stochastic differential equations (SDEs) have been widely used to describe complex
phenomena in physical, biological, and engineering systems. Transition phenomena
between dynamically significant states occur in nonlinear systems under random
fluctuations. Hence a practical problem is that given a stochastic dynamical system,
how to capture the transition behavior between two metastable states, and then how to
determine the most probable transition path. This subject has been the research topic
by a number of authors [1]-[12].
In this paper, we consider the following SDE in the state space Rk:
dXt = b(Xt)dt+ dLt, T0 ≤ t ≤ Tf , XT0 = X0, (1.1)
where Lt is a k-dimensional symmetric α-stable (non-Gaussian) Le´vy motion in the
probability space (Ω,P). The solution process Xt uniquely exists under approppriate
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conditions on the drift term b(x) : Rk → Rk (see the next section). Moreover, T0, Tf
are the initial and final time instants, respectively. For simplicity, we first consider the
one dimensional case (k = 1) and will extend to higher dimensional cases (k > 1) in
Section 3.
We will also compare with the following one dimensional SDE system with
(Gaussian) Browmnian motion Bt:
dXt = b(Xt)dt+ dBt, T0 ≤ t ≤ Tf , XT0 = X0. (1.2)
The Onsager-Machlup function [1] and Path integrals [2, 11, 13] are two methods to
study the most probable transition path of this system (1.2). The central points of these
two methods were to express the transition probability (density) function of a diffusion
process by means of a functional integral over paths of the process. That is for the
solution process Xt, with initial time and position (T0, X0) and final time and position
(Tf , Xf ). In Stratonovich discretization prescription, the transition probability density
p(Xf , Tf |X0, T0) (or denoted by p(Xf |X0)) is expressed as a path integral
p(Xf , Tf |X0, T0) =
∫
xT0 = X0
xTf
= Xf
Dx exp{−1
2
∫ Tf
T0
[(x˙s − b(xs))2 + b′(xs)]ds}, (1.3)
where L(x, x˙) = 1
2
[(x˙ − b(x))2 + b′(x)] is called the Lagrangian of (1.1). In Onsager-
Machlup’s method, OM(x, x˙) = (x˙−b(x))2+b′(x) is called the OM function. When the
path xt is restricted in continuous functions mapping from [T0, Tf ] into R, the exponent
S(x) = −1
2
∫ Tf
T0
[(x˙ − b(x))2 + b′(x)]ds is called the Onsager-Machlup action functional.
Hence finding the most probable transition path is to find a path xt such that the
Lagrangian (OM function or the action functional) to be minimum, which is called
the least action principle. This leads to the Euler-Lagrangian equation by means of a
variational principle when the path restricted in twice differentiable functions. For more
details of Path integrals and applications, see [11],[14]-[17] and references therein.
In this present paper, we will determine the most probable transition path for
the stochastic system with non-Gaussian noise (1.1). The situation is different from
the Gaussian case (1.2). If we try to get the exponential form (containing the action
functional) for the transition probability density function for the transition path as in
the Gaussian case, we need to use the Fourier transformation of the probability density
[18, 19] (or characteristic function). For instance, the characteristic function of a α-
stable Le´vy random variable is [20, 21]
ψ(u) = exp{iηu− σα|u|α[1− iβ u|u|w(u, α)]}, (1.4)
where 0 < α < 2 is the Le´vy index, −1 ≤ β ≤ 1 is the skewness parameter, η ∈ R is the
shift parameter, σ ∈ R+ the scale parameter and
w(u, α) =
{
tan(piα
2
), α 6= 1,
− 2
pi
ln(|u|), α = 1.
(1.5)
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The density function of this random variable is
f(x) =
1
2pi
∫ +∞
−∞
exp(−iux)ψ(u)du. (1.6)
Thus it brings the Fourier integral into the density function. So for path integral
representation with this density form, it is hard (and this is unlike (1.3)) to obtain a
convergent action function representation of paths:
p(Xf , Tf |X0, T0) = lim
n→∞
∫ ∞
−∞
· · ·
∫ ∞
−∞
Πnf(xn − xn−1 − b(xn−14t))δ(xn −Xf )J dx1 · · · dxn,
(1.7)
where n is the partition number and J is the Jacobian of the transformation given by
J = det(∂Li
∂xk
), i = 1, · · · , n, k = 1, · · · , n. (1.8)
Instead, in this paper, we develop a method to characterize the most probable transition
path, based on the path integral rather than on the action functional (or the Onsager-
Machlup function). This is made possible with a new representation [22] for the transition
probability density functions of symmetric Le´vy motions in terms of two families of metrics.
This representation provides an exponential structure of the transition probability density
function [22, 23]. It can be further extended in our case, which will be discussed in Section
2.2.
This paper is organized as follows. In Section 2, we recall some preliminaries. In Section
3, we develop a method to characterize the most probable transition paths for a stochastic
system with symmetric α-stable Le´vy motion (0 < α < 1) or Brownian motion. In Section
4, we extend the results of Section 3 to higher dimensional cases. Finally, in Section 5, we
present several examples to illustrate our results.
2. Preliminaries
2.1. Le´vy motions
We recall some basic facts about 1-dimensional Le´vy motions (or Le´vy processes) [20, 21, 24].
Definition 1. A stochastic process Lt is a Le´vy process if
(i) L0=0 (a.s.);
(ii) Lt has independent increments and stationary increments; and
(iii) Lt has stochastically continuous sample paths, i.e., for every s ≥ 0, L(t) → L(s) in
probability, as t→ s.
A Le´vy process Lt taking values in R is characterized by a drift term η ∈ R, a non-negative
variance Q and a Borel measure ν defined on R \ {0}. (η,Q, ν) is called the generating triplet
of the Le´vy motion Lt. Moreover, the Le´vy-Itoˆ decomposition for Lt as follows:
Lt = ηt+BQ(t) +
∫
|z|<1
zN˜(t, dz) +
∫
|z|≥1
zN(t, dz), (2.9)
where N(dt, dz) is the Poisson random measure, N˜(dt, dz) = N(dt, dz) − ν(dz)dt is the
compensated Poisson random measure, and ν(S) , EN(1, S), here E denotes the expectation
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with respect to the probability P, and Bσ(t) is a Brownian motion with variance σ. The
characteristic function of Lt is given by
E[exp(iuLt)] = exp(−tψ(u)), u ∈ R, (2.10)
where the function ψ : R→ C is the characteristic exponent
ψ(u) = iuη +
1
2
Qu2 +
∫
R\{0}
(1− eiuz + iuzI{|z|<1})ν(dz). (2.11)
The Borel measure ν is called the jump measure.
2.2. Asymptotic properties of the probability density functions of α-stable Le´vy motions
From now on, we consider a scalar symmetric α-stable Le´vy processes. Recall the standard
symmetric α-stable random variable has distribution Sα(1, 0, 0). Here Sα(σ, β, µ) is the
distribution of a stable random variable, with σ the scale parameter, β the skewness parameter
and µ the shift parameter. The corresponding probability density function fα(x) can be
represented as an infinite series [24, 25, 26]
fα(x) =

1
piα
∑∞
k=1
(−1)k−1
k! Γ(αk + 1)|x|−αk sin(αkpi2 ), x 6= 0, 0 < α < 1,
1
pi
∫∞
0 e
−uαdu, x = 0, 0 < α < 1,
1
pi(1+x2)
, α = 1,
1
piα
∑∞
k=0
(−1)k
(2k)! Γ(
2k+1
α )x
2k, 1 < α < 2.
(2.12)
Recall the probability density function fb(x) for a Brownian random variable X ∼ N(0, σ2) is
[24]
fb(x) =
1√
2piσ
e−
x2
2σ2 . (2.13)
In [19], it was proved that the transition probability density function p(xt|x0) of a
symmetric α-stable Le´vy process is
p(xt|x0) = 1
t1/α
fα(
xt − x0
t1/α
)
=
1
t1/α
exp[−(− ln fα(xt − x0
t1/α
))]
, 1
t1/α
exp[−θαt (xt − x0)],
(2.14)
where θαt (·) is a function maps [0,∞) to [0,∞) for any α ∈ (0, 2) and t ∈ (0,∞). Differentiate
θαt (x) with respect to variable x:
(θαt (x))
′ = (− ln fα( x
t1/α
))′
= −f
′
α(
x
t1/α
)
fα(
x
t1/α
)
1
t1/α
,
(2.15)
which shows that θαt (·) is a strict increase function since f ′α( xt1/α ) ≤ 0 for symmetric α-stable
Le´vy random variables. Now we focus on the concavity of the function θαt (·).
(θαt (x))
′′ = (−f
′
α(
x
t1/α
)
fα(
x
t1/α
)
1
t1/α
)′
= −fα(
x
t1/α
)f ′′α(
x
t1/α
)− (f ′α( xt1/α ))2
f2α(
x
t1/α
)
1
t2/α
,
(2.16)
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In [20, 25], it was proved that if X ∼ Sα(σ, β, µ) and α ∈ (0, 2),
lim
y→∞ y
αP(X > y) = Cα
1 + β
2
σα,
lim
y→∞ y
αP(X < −y) = Cα 1− β
2
σα,
(2.17)
where
Cα = (
∫ ∞
0
x−α sin(x)dx)−1. (2.18)
We use this result to study the asymptotic behavior of tail probabilities. For y large
enough,
yαP(X > y) = Cα
1 + β
2
σα,
⇔ yα
∫ ∞
y
fα(x)dx = Cα
1 + β
2
σα,
⇔ fα(y) = αCα 1 + β
2
σαy−α−1 , Cy−α−1,
⇔ f ′′α(y)fα(y)− (f ′α(y))2 = C2(α+ 1)y−2α−4,
(2.19)
which means that the asymptotic behavior of tail concavity and convexity of θαt (·) is concave.
And the graphs of θα1 (·) are shown in Figure 1.
For Brownian motion case, similar to the symmetric α-stable Le´vy motion case, the
corresponding exponent is θbt (x) =
x2
2t , which is convex.
We also notice that
θαt (x− y) = θαt (|x− y|) , θαt (x, y),
θbt (x− y) = θbt (|x− y|) , θbt (x, y).
(2.20)
2.3. Conditions for the well-posedness of the system (1.1) and (1.2)
For the system (1.1):
dXt = b(Xt)dt+ dLt, T0 ≤ t ≤ Tf , XT0 = X0,
it was proved in [27, 28] that if b(x) is locally Lipschitz continuous function and satisfies “one
sided linear growth” condition in the following sense:
• C1 (Locally Lipschitz condition) For any r > 0, there exists K1 > 0 such that, for
all |y1|, |y2| ≤ r,
|b(y1)− b(y2)|2 ≤ K1|y1 − y2|2,
• C2 (One sided linear growth condition) There exists K2 > 0 such that, for all y ∈ R,
2y · b(y) ≤ K2(1 + |y2|),
then there exists a unique global solution to (1.1) and the solution is adapted and ca`dla`g.
These two conditions also guarantee the existence and uniqueness for the solution of (1.2).
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(a) (b)
Figure 1: The graphs of function θα1 (x) (with α = 0.5, 1 and 1.5): (a) on [0, 10]; (b) on
[0, 100].
3. Method
In this section, we first study the transition behavior of the system without drift term, and
then we study the general case for system (1.1) and (1.2). Before we develop the method, we
present the following definition.
Definition 2. For a solution path Xt and the time interval [T0, Tf ] with a partition T0 = t0 ≤
t1 ≤ · · · ≤ tn = Tf , define the sequence {Xt0 , Xt1 , · · · , Xtn} as a discretized path of Xt. And a
discretized path {Xt0 , Xt1 , · · · , Xtn} is said to be monotonic with respect to the time partition
T0 = t0 ≤ t1 ≤ · · · ≤ tn = Tf if either Xt0 ≤ Xt1 ≤ · · · ≤ Xtn or Xt0 ≥ Xt1 ≥ · · · ≥ Xtn
3.1. Most probable transition path in the absence of drift
Theorem 1. (Monotonicity for the most probable transition path in the absence of drift)
For system (1.1) and system 1.2 with drift b ≡ 0, every discretized path {Xt0 , Xt1 , · · · , Xtn} of
the most probable transition path is monotonic with respect to every time partition T0 = t0 ≤
t1 ≤ · · · ≤ tn = Tf .
Proof. For a time interval partition T0 = t0 ≤ t1 ≤ t2 ≤ · · · ≤ tn = Tf , define
ti+1 − ti ,  = (Tf − T0)/n, i = 0, 1, · · · , n − 1. (This proof is also true for an arbitrary
partition.) In path integral method, the transition density function (or Markov transition
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probability) of Xt of (1.1) with b ≡ 0 is
p(Xf , Tf |X0, T0) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
dxt1 · · · dxtn−1p(xt1 |X0)p(xt2 |xt1) · · · p(Xf |xtn−1)
=
∫
Dnx exp{−θα (xt1 , X0)−
n−2∑
i=1
θα (xti+1 , xti)− θα (Xf , xtn−1)}
,
∫
Dnx exp{−
n−1∑
i=0
θα (xti+1 , xti)}
,
∫
Dnx exp{−Sn(x)},
(3.21)
where Dnx = −1/α
∏n−1
i=1 
−1/αdxti . Note that x of Sn(x) is a path connecting (T0, X0) and
(Tf , Xf ) (i.e. it starts at X0 at the time t = T0 and reaches Xf at the time t = Tf ). We call
Sn(x) the action quantity of x. The contribution of a path xt to the transition probability
density pt(Xf , Tf |X0, T0) depends on Sn(x) =
∑n−1
i=0 θ
α
 (xti+1 , xti).
In order to find the most probable transition path ut, we are supposed to find it satisfies
that
Sn(ut) = min
xt∈D
Xf
X0
Sn(xt), (3.22)
where D
Xf
X0
denotes the set of paths that connect (T0, X0) and (Tf , Xf ). Equivalently
Sn(xt)
Sn(ut) ≥ 1, (3.23)
for every path xt connecting (T0, X0) and (Tf , Xf ). Here n goes to infinity, and the limn→∞
is dropped for now for clarity.
Without loss of generality, we set X0 < Xf . When n = 2 (the time partition is
{T0 = t0 < t1 < t2 = Tf}), for a path xt connecting (T0, X0) and (Tf , Xf ), S2(xt) =
θα (xt1 , X0)+θ
α
 (Xf , xt1), if xt1 < X0. Since θ
α
 (·) is a strictly increasing function, together with
|xt1−X0| > |X0−X0| = 0 and |Xf−xt1 | > |Xf−X0|, we have S2(xt) > θα (X0, X0)+θα (X0, Xf )
where {X0, xt1 = Xf , Xf} is a discretized path of a certain transition path connecting (T0, X0)
and (Tf , Xf ). The case that xt1 > Xf is similar. When we add time partitions the situation is
similar again. Thus the discretized path {Xt0 , Xt1 , · · · , Xtn} of the most probable transition
path of Xt is supposed to be monotonic with respect to the time partition, otherwise there
exists a path whose action quantity is smaller.
For system (1.2), the proof is similar.
The reason that we use (3.23) to find the most probable transition path is: For symmetric
α-stable Le´vy motion case, the corresponding action quantity Sn(xt) goes to infinity as long
as n goes to infinity for any path xt ∈ DXfX0 (since Sn(xt) ≥ nθα (0) and θα (0) is a positive
constant. Here nθα (0) is the action quantity of the path Xt ≡ X0, t ∈ [T0, Tf ]). For simplicity
we say the action quantity of xt has higher order than ut if
lim
n→∞
Sn(xt)− nθα (0)
Sn(ut)− nθα (0)
= +∞. (3.24)
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That is, we compare the action quantities of two paths with the help of the fixed path (Xt ≡ X0,
t ∈ [T0, Tf ]), which considers Xt ≡ X0 (t ∈ [T0, Tf ]) as a reference path. It helps us to compare
the action quantities easily, which will be shown in the proof of Corollary 1. Actually,
Sn(ut)− nθα (0)
=
n∑
i=1
θα (xi, xi−1)− nθα (0)
=
n∑
i=1
[θα (xi, xi−1)− θα (0)]
=
n∑
i=1
[− ln fα(xi − xi−1) + ln fα(0)]
=
n∑
i=1
[− ln fα(xi − xi−1)
fα(0)
].
Denoting gα(xi − xi−1) = fα(xi−xi−1)fα(0) , the function gα(·) could be regarded as a new
“probability” density function whose integration over (−∞,∞) is 1fα(0) .
The most probable transition path might not be unique, i.e., there might be several paths
satisfying (3.22) or (3.23). In fact we will see in the following corollary that, for system (1.1),
the number of the most probable transition paths is infinity but they can be characterized by
a class of paths that have only one jump, and the difference among the paths of this class is
the jump time. See Remark 1 after the proof of the following corollary.
Corollary 1. (i) For system (1.1) with b ≡ 0, if Lt is a symmetric α-stable Le´vy noise with
0 < α < 1, then the most probable transition path is not unique, and it can be represented as
a Heaviside-like function
Xmt =
{
X0, T0 ≤ t < t∗,
Xf , t
∗ ≤ t ≤ Tf ,
(3.25)
for every time instant t∗ satisfying T0 < t∗ ≤ Tf ;
(ii) For system (1.2) with drift b ≡ 0, the most probable transition path is the line segment
connecting X0 and Xf : X
m
t = X0 +
t−T0
Tf−T0 (Xf −X0);
Proof. (i) For system (1.1) with drift b ≡ 0, as shown in Section 2, we notice that for a time
interval partition T0 = t0 ≤ t1 ≤ · · · ≤ tn = Tf , ti+1 − ti =  = Tf−T0n ,
θα (|x− y|) = θα1 (|
x− y
1/α
|) = θα1 (nα|
x− y
(Tf − T0)1/α
|). (3.26)
Define a path space DM
Xf
X0
= {xt| xt is a monotonic path connects (T0, X0) and (Tf , Xf )}.
So one should search for the most probable transition path within path space DM
Xf
X0
.
Take a path xt ∈ DMXfX0 and a time partition {T0 = t0 < t1 < · · · < tn = Tf}. Assume
that {λj}n−1j=0 are non-negative constants, and xtj+1 − xtj = λj(Xf −X0) (0 ≤ j ≤ n − 1). It
is easy to see that
∑n−1
j=0 λj = 1 by the Theorem 1, and 0 ≤ λj ≤ 1. As discussed in Section
2.2, θα1 (·) is concave in [r,∞) for some constant r ∈ R+ (r depending on α).
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For n1/αλj | Xf−X0(Tf−T0)1/α | , n
1/αλjC0f ≥ r, and n large enough, we obtain
θα (|xtj+1 − xtj |)− c = θα1 (n1/αλj |
Xf −X0
(Tf − T0)1/α
|)− c
≥ λj(θα1 (n1/α|
Xf −X0
(Tf − T0)1/α
|)− c)
= λj(θ
α
 (|Xf −X0|)− c),
(3.27)
where c = θα (0) is a positive constant and θ
α
1 (·)− c is non-negative and concave in [r,∞).
When n1/αλjC0f < r, we have
0 ≤
∑
n1/αλjC0f<r
λj < n
r
n1/αC0f
,
(3.28)
and
lim
n→∞
∑
n1/αλjC0f<r
λj = 0, lim
n→∞
∑
n1/αλjC0f≥r
λj = 1. (3.29)
Hence
lim
n→∞ (Sn(xt)− nθ
α
 (0))/{[(n− 1)θα (0) + θα1 (n1/αC0f )]− nθα(0)}
= lim
n→∞[
n−1∑
j=0
θα1 (n
1/αλjC0f )− nθα (0)]/[θα1 (n1/αC0f )− θα (0)]
= lim
n→∞[
∑
n1/αλjC0f<r
(θα1 (n
1/αλjC0f )− θα (0)) +
∑
n1/αλjC0f≥r
(θα1 (n
1/αλjC0f )− θα (0))]/(θα1 (n1/αC0f )− θα (0))
≥ lim
n→∞
∑
n1/αλjC0f≥r
(θα1 (n
1/αλjC0f )− θα (0))/(θα1 (n1/αC0f )− θα (0))
≥ lim
n→∞
∑
n1/αλjC0f≥r
λj(θ
α
1 (n
1/αC0f )− θα (0))/(θα1 (n1/αC0f )− θα (0))
= lim
n→∞
∑
n1/αλjC0f≥r
λj
= 1.
(3.30)
This means that the most probable transition path for symmetric α-stable Le´vy process
(0 < α < 1) is a Heaviside-like function
Xmt ,
{
Xf , t ≥ t∗,
X0, t < t
∗,
(3.31)
or
Xmt ,
{
Xf , t > t
∗,
X0, t ≤ t∗,
(3.32)
where t∗ satisfies T0 ≤ t∗ ≤ Tf . Hence in this case, the most probable transition path is not
unique since the “jump time” t∗ can be chosen arbitrarily.
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(ii) For system (1.2) with b ≡ 0, by Theorem 1 and the fact that θb(·) being convex, we
conclude that
n−1∑
i=0
θb(xti+1 , xti) =
n−1∑
i=0
θb(|xti+1 − xti |)
≥ nθb(
n−1∑
i=0
1
n
|xti+1 − xti |)
= nθb(
1
n
|Xf −X0|).
(3.33)
The inequality holds if and only if
θb(xt1 , xt0) = θ
b
(xt2 , xt1) = · · · = θb(xtn , xtn−1)
⇔ xt1 − xt0 = xt2 − xt1 = · · · = xtn − xtn−1 .
(3.34)
So the most probable transition path is the line segment which connects the initial and final
points. Therefore, we obtain
Xmti =
i(Xf −X0)
n
, i = 1, 2, · · · , n− 1. (3.35)
When n goes to infinity, Xmt = X0 +
t−T0
Tf−T0 (Xf −X0). This implies that the most probable
transition path is the path for the particle (i.e., solution) moving in constant velocity.
Remark 1. For symmetric α-stable Le´vy motion with 0 < α < 1, the proof of Corollary
1 compares the transition paths’ action quantities in path-wise sense. We now study the
probability over all paths starting at X0 at time T0 and conditioned at a given end point Xf at
time Tf , to find the particle at point X at time t ∈ [T0, Tf ]. This probability can be written as
(without loss of generality we assume Xf > X0)
P(X, t) = p(X, t|X0, T0)p(Xf , Tf |X, t)
p(Xf , Tf |X0, T0)
=
1
p(Xf , Tf |X0, T0)
1
|t− T0|1/α|Tf − t|1/α
fα(
X −X0
|t− T0|1/α
)fα(
Xf −X
|Tf − t|1/α
),
(3.36)
which was studied by [30, 31]. So when t is fixed, the probability P(X, t) is a function depending
on fα(
X−X0
|t−T0|1/α )fα(
Xf−X
|Tf−t|1/α ). Note that fα(
X−X0
|t−T0|1/α ) has a peak at X0, and fα(
Xf−X
|Tf−t|1/α ) has
a peak at Xf . Thus the product fα(
X−X0
|t−T0|1/α )fα(
Xf−X
|Tf−t|1/α ) increases as X ↑ X0 and decreases
as X ↓ Xf . That is, the product reaches the global maximal value in [X0, Xf ]. Suppose that
X0 ≤ X ≤ Xf . The product can be rewritten as
fα(
X −X0
|t− T0|1/α
)fα(
Xf −X
|Tf − t|1/α
) = exp(−(θαt−T0(X −X0) + θαTf−t(Xf −X))). (3.37)
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Hence
θαt−T0(X −X0) + θαTf−t(Xf −X)
=θα1 (
Xf −X0
|t− T0|1/α
X −X0
Xf −X0 ) + θ
α
1 (
Xf −X0
|Tf − t|1/α
Xf −X
Xf −X0 )
≥ X −X0
Xf −X0 θ
α
1 (
Xf −X0
|t− T0|1/α
) +
Xf −X
Xf −X0 θ
α
1 (0) +
Xf −X
Xf −X0 θ
α
1 (
Xf −X0
|Tf − t|1/α
) +
X −X0
Xf −X0 θ
α
1 (0)
≥( X −X0
Xf −X0 +
Xf −X
Xf −X0 ) min{θ
α
1 (
Xf −X0
|t− T0|1/α
), θα1 (
Xf −X0
|Tf − t|1/α
)}+ θα1 (0)
= min{θα1 (
Xf −X0
|t− T0|1/α
), θα1 (
Xf −X0
|Tf − t|1/α
)}+ θα1 (0),
(3.38)
where the first inequality approximately holds if the function θα1 (·) is approximately considered
as a concave function in [0,∞] (or when Xf−X0|t−T0|1/α and
Xf−X0
|Tf−t|1/α are large enough).
Thus P(X, t) reaches the maximal value at X0 when t ∈ [T0, Tf+T02 ], and it reaches the
maximal value at Xf when t ∈ [Tf+T02 , Tf ]. At time
Tf+T0
2 , the maximal value of P(X, t) is
reached at X0 and Xf , simultaneously. It thus appears that the transition process jumps at the
time instant
Tf+T0
2 most probably.
Inspired by this related observation, we could choose t∗ = Tf+T02 in Corollary 1,
considering the transition process in time-point-wise sense. This is one plausible option that
leads to the specific most probable path.
Corollary 2. For symmetric α-stable Le´vy motions with 0 < α < 1, in n-partition path
integral representation (3.21) (that is, the time interval [T0, Tf ] has partition: T0 = t0 ≤ t1 ≤
t2 ≤ · · · ≤ tn = Tf ), if the action quantity Sn(xt) of a path xt has more than one non-zero
term, then we have
lim
n→∞
Sn(xt)− nθα (0)
Sn(ut)− nθα (0)
= +∞. (3.39)
Here ut ∈ DXfX0 satisfies
dut = 0, t ∈ [T0, Tf ] \ {t∗}, (3.40)
where t∗ ∈ [T0, Tf ].
Proof. Suppose that C1, C2, C3 are positive constants. We obtain
[θα (C1) + θ
α
 (C2)− 2θα (0)]/(θα (C3)− θα (0))
=[− ln fα( C1
1/α
)− ln fα( C2
1/α
) + 2 ln fα(0)]/[− ln fα( C3
1/α
) + ln fα(0)]
= ln{f2α(0)/[fα(
C1
1/α
)fα(
C2
1/α
)]− fα(0)/(fα( C3
1/α
))}
∼ ln[C−2f2α(0)(
C1
1/α
)1+α(
C2
1/α
)1+α − C−1fα(0)( C3
1/α
)1+α]
= ln[C−2f2α(0)(
C1C2
2/α
)1+α − C−1fα(0)( C3
1/α
)1+α]→ +∞ (→ 0).
(3.41)
The ∼ part and the positive constant C come from the asymptotic behavior of fα(·) in
(2.19). The formula (3.41) means that when the jump number of a path is greater, the action
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quantity of that path has higher order. In n-partition path integral representation, if the
action quantity Sn(xt) =
∑n−1
i=0 θ
α
 (xti+1 , xti) of a path xt has more than one non-zero term,
without loss of generality, we assume θα (xt1 , xt0) 6= 0 and θα (xt2 , xt1) 6= 0. Construct a path
x˜t:
x˜t =

X0, T0 ≤ t < t1,
xt1 , t1 ≤ t < t2,
xt2 , t2 ≤ t < Tf ,
Xf , t = Tf .
(3.42)
Applying Corollary (1) for these two paths in three intervals: T0 ≤ t < t1, t1 ≤ t < t2, and
t2 ≤ t ≤ Tf , we have
lim
n→∞
Sn(xt)− nθα (0)
Sn(x˜t)− nθα (0)
≥ 1.
According to (3.41),
lim
n→∞
Sn(x˜t)− nθα (0)
Sn(ut)− nθα (0)
= +∞, (3.43)
where ut satisfies dut = 0, t ∈ [T0, Tf ] \ {t∗} for any t∗ ∈ [T0, Tf ].
3.2. Most probable transition path in the case of non-zero drift
Theorem 2. (Characterization of the most probable transition path with drift term)
For system (1.1) and system (1.2), assume that the transition probability density exists,
and that the most probable transition path Xmt exists and satisfies the integrability condition
| ∫ tT0 b(Xms )ds| <∞ for t ∈ [T0, Tf ].
(i) For system (1.1) with Lt a symmetric α-stable Le´vy motion with (0 < α < 1), the most
probable transition path Xmt is determined by the following deterministic dynamical system
(i.e., an ordinary differential equation),{
dXmt − b(Xmt )dt = 0, t ∈ [T0, Tf ]\{t∗},
XmT0 = X0, X
m
Tf
= Xf ,
(3.44)
(ii) For system (1.2) with Brownian motion, the most probable transition path Xmt
is determined by the following deterministic dynamical system (i.e., an integral-differential
equation),
Xmt −X0 −
∫ t
T0
b(Xms )ds =
t− T0
Tf − T0 (Xf −X0 −
∫ Tf
T0
b(Xms )ds), (3.45)
if |Xf −X0 −
∫ Tf
T0
b(Xms )ds| ≤ infUt∈DXfX0
|Xf −X0 −
∫ Tf
T0
b(Us)ds|.
Proof. For the system (1.1), the corresponding stochastic integral equation is
Xt =
∫ t
T0
b(Xs)ds+ Lt,
Yt , Xt −
∫ t
T0
b(Xs)ds = Lt,
(3.46)
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and the differential form is
Xti+1 −Xti − [γb(Xti+1) + (1− γ)b(Xti)]4t = Lti+1 − Lti . (3.47)
In Itoˆ interpretation (γ = 0),
Xti+1 −Xti − b(Xti)4t = Lti+1 − Lti . (3.48)
The transition probability density function of Xt is
p(Xf , Tf |X0, T0)
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
dL1 · · · dLn−1dLnp(L1|LT0)p(L2|L1) · · · p(Ln|Ln−1)δ(xtn −Xf )
=
∫
Dn+1xJ exp{−
n∑
i=0
θα (xti+1 − xti − b(xti)4t)}δ(xtn −Xf )
=
∫
Dn+1x exp{−
n∑
i=0
θα (xti+1 − xti − b(xti)4t)}δ(xtn −Xf )
=
∫
Dn+1y exp{−
n∑
i=0
θα (yti+1 , yti)}δ(xtn −Xf ),
(3.49)
where J is the Jacobian of the transformation given by
J = det(∂Li
∂xk
) =
n∏
i=1
(1− γ db(xi)
dxi
). (3.50)
Assume that the most probable transition path of Xt exist, which is denoted by X
m
t .
(i) For system (1.1), in order to determine the most probable transition path Xmt , we
consider the transition of the process Yt from YT0 = X0 to YTf = Xf −
∫ Tf
T0
b(Xms )ds. We
should notice that the transition process of Yt is different from the one of Xt. Given the
quantities {X0, Xf , T0, Tf}. The diffusion process Xt transfers from initial point X0 at time
T0 to terminal point Xf at time Tf . That is, all transition paths have the same initial and
terminal points. But for process Yt, the transition paths set of Yt is
DY = {yt : yt = xt −
∫ t
T0
b(xs)ds, xt ∈ DXfX0 }. (3.51)
Thus the paths in DY have the same initial point X0 but their terminal points may be different.
Since Lt is an α-stable Le´vy motion with 0 < α < 1, by Corollary 2, the most probable
transition path of Yt (denoted by Y
m
t ) among DY is presumably to satisfy
dY mt = 0, t ∈ [T0, Tf ] \ {t∗}, (3.52)
where t∗ ∈ [T0, Tf ].
That is {
dXmt − b(Xmt )dt = 0,
XmT0 = X0, X
m
Tf
= Xf , t ∈ [T0, Tf ]\{t∗}. (3.53)
It means that the most probable transition path has one jump and the jump size is
Jt∗ = |X0 −
∫ t∗
T0
b(Xms )ds − Xf +
∫ t∗
Tf
b(Xms )ds|. In the proof of Corollary 2, if C1 > C3 > 0
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and C2 = 0, the limit is still the infinity. This means the order of action quantity depends on
the jump size.
So the jump time t∗ is supposed to be the one which satisfies
Jt∗ = min
T0≤t≤Tf
Jt. (3.54)
As Jt is continuous in t, the minimizer t
∗ exists (although it may not be unique).
In other words, the most probable transition path consists of two components: One
component is part of the solution of equation{
dX(t)− b(X(t))dt = 0, t ∈ [T0, Tf ],
X(T0) = X0,
(3.55)
and the other component is part of the solution of equation{
dX(t)− b(X(t))dt = 0, t ∈ [T0, Tf ],
X(Tf ) = Xf .
(3.56)
The jump time t∗ is the moment at which Jt∗ is minimum.
(ii) For system (1.2), if the initial and terminal points are deterministic, then by Corollary
1, the most probable transition path of a Brownian motion is the one which connects the initial
and terminal points directly. Actually the action quantity of this most probable transition path
can be computed exactly provided the equal time partition in (3.33). That is,
nθb(
1
n
|Xf −X0|)
=n
(|Xf −X0|/n)2
2
=n
(|Xf −X0|/n)2
2
Tf−T0
n
=
1
2
(Xf −X0)2
Tf − T0 .
(3.57)
Notice that |YTf −YT0 | = |Xf −X0−
∫ Tf
T0
b(Xs)ds| is the distance between the initial and
terminal points of Yt. Then the most probable transition path of Yt (denoted by Y
m
t ) can be
obtained exactly,
Y mt = X
m
t −X0 −
∫ t
T0
b(Xms )ds
= Y0 + (Yf − Y0) t− T0
Tf − T0
=
t− T0
Tf − T0 (Xf −X0 −
∫ Tf
T0
b(Xms )ds).
(3.58)
This means if there is a transition path Xmt ∈ DXfX0 such that the formula (3.58) holds, then the
path Xmt is the most probable one among the paths whose terminal point is Xf−
∫ Tf
T0
b(Xms )ds.
So if |Xf −X0−
∫ Tf
T0
b(Xms )ds| ≤ infUt∈DXfX0
|Xf −X0−
∫ Tf
T0
b(Us)ds|, then Xmt will be the most
probable transition path of Xt.
This completes the proof of this theorem.
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Remark 2. For a symmetric α-stable Le´vy motion with 1 ≤ α < 2, the equalities (3.29) do
not hold. Define the path space DMS
Xf
X0
, {xt| xt =
∑n−1
i=0 aiI[ti,ti+1) + anI{Tf}, T0 = t0 ≤ t1 ≤
· · · ≤ tn = Tf , X0 = a0 ≤ a1 ≤ · · · ≤ an = Xf}, where IB is the characteristic function of set
B ⊂ R.
If we search for the most probable transition path within the simple path space DMS
Xf
X0
for the symmetric α-stable Le´vy motion with 1 ≤ α < 2, the similar results of Lemma 1 and
Theorem 2 hold. This is because for every fixed simple path in DMS
Xf
X0
, the non-zero λj of
{λj}n−1j=0 are bounded below. Thus the inequality (3.27) holds for every non-negative λj, for n
large enough.
Remark 3. For simplicity, we call the solution of (3.55) the initial transition path, and call
the solution of (3.56) the final transition path. Consequently, the most probable transition
path starts from the initial transition path and jumps to the final transition path at the time
that initial transition path and final transition path are closed to each other.
Remark 4. For the case with a symmetric α-stable Le´vy motion (0 < α < 1), we are interested
in the transitions between metastable states of the stochastic dynamical system (1.1). That is,
the initial and terminal points X0 and Xf are stable points of the corresponding undisturbed
system of 1.1. In this case, the initial transition path is Xt = X0, t ∈ [T0, Tf ] and the final
transition path is Xt = Xf , t ∈ [T0, Tf ] by Theorem 2 (i).
Thus the process Yt = Xt +
∫ Tf
T0
b(Xs)ds is a symmetric α-stable Le´vy motion which
transits from X0 to Xf most probably. The most probable transition path of Yt provided the
initial and terminal points X0 and Xf (as discussed in Remark 1) is{
Y mt = X0, t ∈ [T0, Tf+T02 ),
Y mt = Xf , t ∈ [Tf+T02 , Tf ].
(3.59)
Thus in Theorem 2 (i), if the initial and terminal points X0 and Xf are metastable points of
the system, the time
Tf+T0
2 can also be considered as the most probable jump time t
∗.
Remark 5. For the case with Brownian motion, the condition |Xf − X0 −
∫ Tf
T0
b(Xms )ds| ≤
inf
Ut∈D
Xf
X0
|Xf −X0 −
∫ Tf
T0
b(Us)ds| is not easy to verify. The action functional in Itoˆ sense is
L(x, x˙) = 12(x˙− b(x))2. If we assume the most probable path and the function b(x) are smooth
enough, then the Euler-Lagrange equation is
∂
∂t
∂L
∂x˙
=
∂L
∂x
⇒ x¨− b′(x)x˙ = −(x˙− b(x))b′(x)
⇒ x¨− b′(x)b(x) = 0.
(3.60)
And in our method,
Xmt −X0 −
∫ t
T0
b(Xms )ds =
t− T0
Tf − T0 (Xf −X0 −
∫ Tf
T0
b(Xms )ds)
⇒ X˙mt − b(Xmt ) =
1
Tf − T0 (Xf −X0 −
∫ Tf
T0
b(Xms )ds)
⇒ X¨mt − b′(Xmt )X˙mt = 0.
(3.61)
So in general, the path of (3.45) does not coincide with direct minimizer of the Onsager-
Machlup’s functional. Our method is restricted here because the condition |Xf − X0 −
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T0
b(Xms )ds| ≤ infUt∈DXfX0
|Xf − X0 −
∫ Tf
T0
b(Us)ds| is not satisfied. But if the drift term
b(x) is independent of x, the integration
∫ Tf
T0
b(Us)ds is a constant for any path Ut ∈ DXfX0 , and
the two methods provide the same most probable path.
3.3. Existence, uniqueness and numerical simulation for the most probable transition
path.
3.3.1. Non-Gaussian noise: System with a symmetric α-stable Le´vy motion with
0 < α < 1. The most probable transition path is determined by two “initial” value problems
of a deterministic ordinary differential equation (ODE){
dXmt − b(Xmt )dt = 0, t ∈ [T0, Tf ]\{t∗},
XmT0 = X0, X
m
Tf
= Xf , t
∗ ∈ [T0, Tf ].
(3.62)
The first initial value problem solves this ODE with XmT0 = X0, and the second problem solves
this ODE backward in time with terminal value condition XmTf = Xf . The existence and
uniqueness of these solutions are ensured by the local Lipschitz continuity of the drift term
b(x).
Given a time partition {T0 = t0 < t1 < · · · < tn = Tf}, we simulate the most probable
transition path as follows: forward Euler scheme
xti+1 − xti = b(xti)∆t, T0 ≤ ti < ti+1 < t∗, xT0 = X0, (3.63)
and
xti+1 − xti = b(xti)∆t, t∗ ≤ ti < ti+1 ≤ Tf , xTf = Xf . (3.64)
The initial transition path simulated by (3.63) can be computed easily. Computing
the final transition path by (3.64) is a little complicated. Since the differential equation
dXt = b(Xt)dt has an unique solution, provided it passes through a given point at given time.
For b(Xt) = 0, the final transition path is Xt = Xf , t
∗ ≤ t ≤ Tf .
The difference scheme we used in (3.63) and (3.64) is consistent with the Itoˆ interpretation.
The differences between Itoˆ interpretation and other stochastic interpretations could be found
in [32, 33] and references therein.
3.3.2. Gaussian noise: System with a Brownian motion. In this case, the most probable
transition path is determined by a deterministic integral-differential equation
Xmt −X0 −
∫ t
T0
b(Xms )ds =
t− T0
Tf − T0 (Xf −X0 −
∫ Tf
T0
b(Xms )ds). (3.65)
with a constraint |Xf − X0 −
∫ Tf
T0
b(Xms )ds| ≤ infUt∈DXfX0
|Xf − X0 −
∫ Tf
T0
b(Us)ds| which has
been discussed in Remark 5.
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4. Higher Dimensional Cases
In this section, we discuss the higher dimensional cases. We consider an SDE system with
non-Gaussian noise
dX1,t = b1(X1,t, X2,t, · · · , Xk,t)dt+ dL1,t, X1,T0 = X1,0,
dX2,t = b2(X1,t, X2,t, · · · , Xk,t)dt+ dL2,t, X2,T0 = X2,0,
...
...
...
dXk,t = bk(X1,t, X2,t, · · · , Xk,t)dt+ dLk,t, Xk,T0 = Xk,0,
, dXt = b(Xt)dt+dLt, XT0 = X0,
(4.66)
where Li,t are symmetric α-stable Le´vy noises (0 < α < 1) and {Li,t, · · · , Lj,t} are
independent, and an SDE system with Gaussian noise
dX1,t = b1(X1,t, X2,t, · · · , Xk,t)dt+ dB1,t, X1,T0 = X1,0,
dX2,t = b2(X1,t, X2,t, · · · , Xk,t)dt+ dB2,t, X2,T0 = X2,0,
...
...
...
dXk,t = bk(X1,t, X2,t, · · · , Xk,t)dt+ dBk,t, Xk,T0 = Xk,0,
, dXt = b(Xt)dt+dBt, XT0 = X0,
(4.67)
where Bi,t are Brownian motions, and {B1,t, · · · , Bk,t} are independent.
It was known [29] that the random variables X1, · · · , Xk are independent if and only
if f(x1, · · · , xk) = f1(x1) · · · fk(xk) for all (x1, · · · , xn) except possibly for a Borel subset of
Rk with Lebesgue measure zero. Here f is the probability density of (X1, · · · , Xk) and fi
is the probability density of Xi (i = 1, · · · , k). Hence by the independence of the noises,
the probability density function denoted by fkα(x) of k-dimensional α-stable Le´vy variable
x = (x1, x2, · · · , xk) ∈ Rk is
fkα(x) = fα(x1)fα(x2) · · · fα(xk)
= exp{−[−
k∑
i=1
ln(fα(xi))]}
= exp{−
k∑
i=1
θα1 (xi)}.
(4.68)
Recall in Theorem 1, we proved that the most probable transition path is supposed to
be monotonic with respect to time t. In higher dimensional cases, the transition probability
density function has the similar form of (3.21). It implies that every component of the most
probable transition path are monotonic with respect to time t.
For the system (4.66) with zero drift term, the time partition {T0 = t0 < t1 < · · · <
tn = Tf , ti+1 − ti = Tf−T0n }, and for a path xt = (x1,t, x2,t, · · · , xk,t) connecting (T0, X0) and
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(Tf , Xf ) monotonically, we denote xi,tj+1 − xi,tj = λij(Xi,f −Xi,0). Thus
Sn(xt) =
k∑
i=1
n−1∑
j=0
θα (xi,tj+1 − xi,tj )− knθα (0)
=
k∑
i=1
n−1∑
j=0
[θα1 (λ
i
jn
1/α Xi,f −Xi,0
(Tf − T0)1/α
)− θα (0)]
≥
k∑
i=1
∑
λijn
1/α
Xi,f−Xi,0
(Tf−T0)1/α
≥ri
[θα1 (λ
i
jn
1/α Xi,f −Xi,0
(Tf − T0)1/α
)− θα (0)]
≥
k∑
i=1
∑
λijn
1/α
Xi,f−Xi,0
(Tf−T0)1/α
≥ri
λij [θ
α
1 (n
1/α Xi,f −Xi,0
(Tf − T0)1/α
)− θα (0)]
=
k∑
i=1
[θα1 (n
1/α Xi,f −Xi,0
(Tf − T0)1/α
)− θα (0)]
∑
λijn
1/α
Xi,f−Xi,0
(Tf−T0)1/α
≥ri
λij
≥
k∑
i=1
[θα1 (n
1/α Xi,f −Xi,0
(Tf − T0)1/α
)− θα (0)](n→∞).
(4.69)
This implies the results of Corollary 1 and Theorem 2 in higher dimensional cases and they
are similar to 1-dimensional case.
For the system (4.67) with zero drift term,
Sn(xt) =
k∑
i=1
n−1∑
j=0
θb(xi,tj+1 − xi,tj )
=
k∑
i=1
n−1∑
j=0
θb(|xi,tj+1 − xi,tj |)
≥
k∑
i=1
nθb(
n−1∑
j=0
1
n
|xi,tj+1 − xi,tj |)
=
k∑
i=1
nθb(
1
n
|Xi,f −Xi,0|).
(4.70)
This implies the results of Corollary 1 and Theorem 2 in higher dimensional cases and they
are similar to 1-dimensional case.
5. Examples
Let us consider several examples in order to illustrate our results.
Example 1. Ornstein-Uhlenbeck process
Consider a linear scalar SDE:
dXt = rdt+ dLt, T0 ≤ t ≤ Tf , XT0 = X0, XTf = Xf ,
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Figure 2: The most probable transition paths of Ornstein-Uhlenbeck process in Example
1 with T0 = 0, Tf = 4, r = 1, X0 = 0, Xf = 5. We choose t
∗ = 2 and the ‘right-
continuous with left limit’ version of the most probable transition path.
with r a constant. Let Yt = Xt − r(t− T0). Then by Itoˆ formula
dYt = −rdt+ dXt = dLt.
When Lt is a symmetric α-stable Le´vy motion with 0 < α < 1, the most probable
transition path of Yt is
Y mt =
{
Xf − r(Tf − T0), Tf ≥ t ≥ t∗ (t > t∗),
X0, T0 ≤ t < t∗ (t ≤ t∗),
for every t∗ satisfying T0 ≤ t∗ ≤ Tf . Thus the most probable transition path for Xt is
Xmt =
{
Xf − r(Tf − t), t ≥ t∗ (t > t∗),
X0 + r(t− T0), t < t∗ (t ≤ t∗),
where t∗ can be chosen arbitrarily in [T0, Tf ].
When Lt is replaced by a Brownian motion,
dXt = rdt+ dBt, T0 ≤ t ≤ Tf , XT0 = X0, XTf = Xf ,
the most probable transition path of Xt is (by Theorem 2),
Xmt − r(t− T0) = X0 +
t− T0
Tf − T0 (Xf −X0 − r(Tf − T0))
⇔ Xmt = X0 +
t− T0
Tf − T0 (Xf −X0).
So in this linear system with drift and Gaussian noise, the most probable transition path is
also a line segment.
Figure 2 shows the most probable transition paths of this example.
Example 2. Geometric Brownian motion
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Consider a linear scalar SDE with multiplicative noise
dXt = rXtdt+ ηXtdBt,
where r and η are real constants, and Xt > 0, a.s.. Setting Yt = lnXt−(r− 12η2)t and applying
Itoˆ formula, we obtain
dYt = d ln(Xt)− (r − 1
2
η2)dt
=
1
Xt
dXt +
1
2
(− 1
X2t
)(dXt)
2 − (r − 1
2
η2)dt
=
dXt
Xt
− 1
2
η2dt− (r − 1
2
η2)dt
= ηdBt.
By Corollary 1,
Y mt = Y0 +
t− T0
Tf − T0 (Yf − Y0).
Thus
Xmt = exp{(r −
1
2
η2)t+ lnX0 +
t− T0
Tf − T0 [lnXf − (r −
1
2
η2)Tf − lnX0]}.
Figure 3 shows the most probable transition path of this example.
Example 3. Geometric Le´vy process
Consider the stochastic differential equation
dXt = Xt[ζdt+ βdB(t) +
∫
R
γ(t, z)N¯(dt, dz)],
where ζ, β are constants and γ(t, z) ≥ −1, and
N¯(dt, dz) =
{
N(dt, dz)− ν(dz)dt, if |z| < r,
N(dt, dz), if |z| ≥ r,
r ∈ R+. For simplicity we set β = 0, γ(t, z) = ez − 1. Now define Yt = lnXt. By Itoˆ formula,
we have
dYt = ζdt+
∫
|z|<r
{ln(1 + ez − 1)− (ez − 1)}ν(dz)dt+
∫
R
ln(1 + ez − 1)N¯(dt, dz)
= ζdt+
∫
|z|<r
{z − (ez − 1)}ν(dz)dt+
∫
R
zN¯(dt, dz).
Let Ut = Yt − (ζ +
∫
|z|<r{z − (ez − 1)}ν(dz))t be a symmetric α-stable Le´vy process, i.e.,
dUt =
∫
r zN¯(dt, dz) = dL
α
t .
Let the jump measure ν(dz) be the jump measure of an α-stable Le´vy process, that is,
ν(dz) = cα
dz
|z|1+α with
cα =
α
21−α
√
pi
Γ(1+α2 )
Γ(1− α2 )
.
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For α with 0 < α < 1 and r = 1,∫
|z|<1
{z − (ez − 1)}ν(dz) <∞.
By Corollary 1, the most probable transition path of Ut is
Umt =
{
U0, T0 ≤ t < t∗ (T0 ≤ t ≤ t∗),
Uf , t
∗ ≤ t ≤ Tf (t∗ < t ≤ Tf ),
where t∗ ∈ [T0, Tf ]. Thus
Xmt =
{
exp(lnX0 + (t− T0)[ζ +
∫
|z|<1{z − (ez − 1)}ν(dz)]), T0 ≤ t < t∗ (T0 ≤ t ≤ t∗),
exp(lnXf + (t− Tf )[ζ +
∫
|z|<1{z − (ez − 1)}ν(dz)]), t∗ ≤ t ≤ Tf (t∗ < t ≤ Tf ).
Figure 3 also shows the most probable transition path of this example.
Example 4. One-dimensional Nonlinear SDE: Stochastic double-well system
Consider the stochastic double-well system
dXt = (Xt −X3t )dt+ dLt,
where Lt is a symmetric α-stable Le´vy motion with 0 < α < 1.
The corresponding undisturbed system has three equilibrium points: -1, 0, 1 ( -1 and 1
are stable equilibrium points, 0 is an unstable equilibrium point).
By Theorem 2, the most probable transition path of this system is described by the
following deterministic differential equation:{
dXmt − (Xmt − (Xmt )3)dt = 0, t ∈ [T0, Tf ]\{t∗},
XmT0 = X0, X
m
Tf
= Xf , t
∗ ∈ [T0, Tf ].
We compute some solution curves of above system as shown in Figure 4. The most
probable transition path consists of the solutions of this deterministic system. For instance,
if we consider: X0 = 1, Xf = −1, T0 = 0, Tf = 4, then the most probable transition path
consists of the parts of two straight lines in Figure 4.
Example 5. Two-Dimensional Nonlinear SDE: The Maier-Stein model
Consider the following SDEs:{
du = (u− u3 − βuv2)dt+ dL1,t,
dv = −(1 + u2)vdt+ dL2,t,
By Theorem 2, the most probable transition path (umt , v
m
t ) of this system is described by the
following deterministic differential equations:
dumt = (u
m
t − (umt )3 − βumt (vmt )2)dt, t ∈ [T0, Tf ]\{t∗},
dvmt = −(1 + (umt )2)vmt dt, t ∈ [T0, Tf ]\{t∗},
umT0 = u0, u
m
Tf
= uf , v
m
T0
= v0, v
m
Tf
= vf , t
∗ ∈ [T0, Tf ].
Figure 5 shows the phase portrait of this deterministic system. There are three
equilibrium points: (−1, 0), (0, 0), (1, 0). In Figure 5 we show several orbits in black lines.
The most probable transition path can be found by the phase portrait with given initial and
terminal conditions.
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(a) (b)
(c) (d)
Figure 3: The most probable transition paths of Geometric Brownian motion (black
solid line) and the initial and final transition path of geometry symmetric α-stable Le´vy
motion with α = 0.5 (grey solid lines, the most probable path starts at initial transition
path and jumps to final transition path at time t∗ = 1), for T0 = 0, Tf = 2, X0 =
1, X2 = 5, r = 1, η = 1, β = 0: (a) ζ = −1; (b) ζ = 0; (c) ζ = 0.5; (d) ζ = 2.
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