Abstract Stability properties of the problem of minimizing a (nonconvex) linear-quadratic function over an Euclidean ball, known as the trust-region subproblem, are studied in this paper. We investigate in detail the case where the linear part of the objective function is perturbed and obtain necessary and sufficient conditions for the upper/lower semicontinuity of the Karush-Kuhn-Tucker point set map and the global solution map, explicit formulas for computing the directional derivative and the Fréchet derivative of the optimal value function. Stability of the Karush-Kuhn-Tucker point set under the perturbation of the quadratic form is also studied.
Introduction
Linear-quadratic programs form an important class of mathematical programming problems. Various continuity and differentiability properties of the global solution map, the local solution map, the Karush-Kuhn-Tucker point set map, and the optimal value function of the programs have been established (see [1] , [3] , [10] , [11] , [16] , [21] , and the references therein). However, the existing results are mostly concerned with linear-quadratic programs with linear constraints. In this paper, we will investigate stability properties of a class of nonconvex linear-quadratic optimization problems with a nonlinear, convex constraint.
Consider the minimization problem min{q(x) :
with q : R n → R being a linear-quadratic function given by q(x) := 1 2
where Q ∈ R n×n , c ∈ R n and α ∈ R are, respectively, a symmetric n × n matrix, a vector, and a positive real number. Let g(x, α) := x 2 − α 2 , B α := {x ∈ R n : g(x, α) < 0},B α := {x ∈ R n : g(x, α) ≤ 0}.
Problem (1) , called the trust-region subproblem ( [4] , [20] , [22] , [24] ), plays a significant role in the research on nonlinear programming methods (see [2] ). Solution methods for the problem, especially in the large-scale case, have been investigated in a number of papers (see for instance [5] , [7] - [9] , [15] , [18] , [20] , [23] ). It is a well-known fact that if x ∈ R n is a local solution of (1), then there exists an unique λ ∈ R (we call it the Lagrange multiplier corresponding to x) such that (Q + λI)x = −c, λg(x, α) = 0, λ ≥ 0, g(x, α) ≤ 0,
where I stands for the n × n unit matrix. The uniqueness of the Lagrange multiplier λ corresponding to a local solution x = 0 follows from (2) . Namely, by the first relation in (2) we have
whenever x = α. The second relation in (2) implies λ = 0 whenever x ∈ B α .
We say that x is a Karush-Kuhn-Tucker point (for short, a KKT point) of (1) if there exists λ ∈ R such that (2) is fulfilled. Similarly as for the local solutions, for every KKT point x, there exists an unique Lagrange multiplier λ satisfying (2) . The sets of the KKT points, of the local solutions, and of the global solutions of (1) are abbreviated to S(Q, c, α), loc(Q, c, α), and Sol(Q, c, α), respectively. The optimal value of (1) is denoted by ϕ(Q, c, α). For convenience, sometimes we will write ϕ(c) instead of ϕ(Q, c, α). It is clear that Sol(Q, c, α) ⊂ loc(Q, c, α) ⊂ S(Q, c, α) and, therefore, ϕ(Q, c, α) = min{q(x) : x ∈ Sol(Q, c, α)} ≥ min{q(x) : x ∈ S(Q, c, α)}.
Problem (1) has the following particular features:
(i) ( [6] , [12] , [14] , [19] ) A point x ∈B α is a global solution if and only if there exists λ ≥ 0 such that (2) holds and Q + λI is a positive semidefinite matrix. If Q + λI is positive definite, then (1) has an unique global solution.
(ii) ( [13] ) There exists at most one local-nonglobal solution of problem (1) . If x is such solution, then g(x, α) = 0. Besides, if n ≥ 2 then (2) holds with λ ∈ (−µ 2 , −µ 1 ), where µ 1 < µ 2 are the two smallest eigenvalues of Q.
(iii) ( [12] ) There exist at most min{2m + 2, 2n + 1} KKT points with distinct Lagrange multipliers, where m is the number of the negative eigenvalues of Q.
Upper semicontinuity and lower semicontinuity of multifunctions are two of the most important continuity concepts in Set-Valued Analysis. By definition, a multifunction F : Z ⇒ R n defined on a subset Z of a normed space is said to be upper semicontinuous (usc, for brevity) atz
is said to be lower semicontinuous (lsc) atz ∈ Z. If F is simultaneously usc and lsc atz, we say that it is continuous atz.
We are interested in studying various continuity and/or differentiability properties of the multifunctions S(·), loc(·), Sol(·), and the function ϕ(·). Similar investigations have been done for linear-quadratic programs with linear constraints. The proofs of the stability results in [1] , [3] , [10] , [11] , [16] and [21] have employed deeply the polyhedrality of the constraint sets. Many arguments of these proofs cannot be applied to (1) becausē B α has an infinite number of extreme points. However, we can rely on the compactness of the constraint set and the simplicity of its representation in the Euclidean coordinates. It turns out that interesting stability results can be obtained for (1) . In this paper, we restrict ourselves mainly to the case where the objective function q(x) undergoes a linear perturbation. We obtain necessary and sufficient conditions for the upper/lower semicontinuity of the maps c → S(Q, c, α), c → Sol(Q, c, α), and explicit formulas for the directional derivative and the Fréchet derivative of the function c → ϕ(Q, c, α). Lipschitz continuity and directional differentiability of the later function will be established, as well. In the final part of the paper, the stability of (1) under the perturbation of Q is also addressed.
The organization of the paper is as follows. Section 2 studies the upper semicontinuity and the lower semicontinuity of the KKT point set map S(·). It is proved that if S(Q, ., α) is lsc at c, then the set S(Q, c, α) is finite. Since the converse is not true in general, several sufficient conditions for the lsc property are given. Section 3 is devoted to the continuity of the global solution map Sol(Q, ., α). It is shown that the map is continuous at c if and only if Sol(Q, c, α) is a singleton. Properties of the optimal value function ϕ(Q, ., α) are discussed in Section 4. After proving that the function is Lipschitz and concave on R n , we give formulae for computing its directional and Fréchet derivatives. Section 5 establishes necessary and sufficient conditions for the lsc property of the maps S(., c, α) and S(., ., α).
In the sequel, we denote set of the positive integers by N and put Z = R n×n S × R n × (0, +∞), where R n×n S is the set of the symmetric n × n matrices. We consider Z as a subset of the normed space R n×n × R n × R with the norm
Continuity of the KKT Point Set Map
We first establish the upper semicontinuity property of the multifunction S(·).
Theorem 2.1 For problem (1), fix any data set {Q, c, α}. The multifunction S : Z ⇒ R n is usc at (Q, c, α) ∈ Z.
Proof For K := {u ∈ R n : u ≤ α+1} and W := {( Q, c, α) ∈ Z : | α−α| < 1}, we have S( Q, c, α) ⊂ K for all ( Q, c, α) ∈ W. This shows that the multifunction S(·) is uniformly bounded around (Q, c, α) ∈ Z. So, in order to prove that S(·) is usc at (Q, c, α), it suffices to show that it is closed at (Q, c, α). Suppose that
We distinguish two cases: Case 1: There exists a subsequence {x
Letting j → ∞, we get Qx = −c. Choosing λ = 0, we see that the pair (x, λ) satisfies (2); thus x ∈ S(Q, c, α).
Case 2: There existsk ∈ N such that x k = α k for all k ≥k. It follows that x = α. By the first equation in (4) we have
for all k ≥k. Define λ by (3). Then (5) implies that lim k→∞ λ k = λ. From the first relation in (4) we can deduce that (Q + λI)x = −c. Since (2) is fulfilled, the inclusion x ∈ S(Q, c, α) holds. The closedness of S(·) at (Q, c, α) has been established. This completes the proof. 2
Let us formulate an immediate corollary of Theorem 2.1.
The following theorem, our main result in this section, gives a necessary condition for the lower semicontinuity of the KKT point set map. Theorem 2.2 Let (Q, c, α) ∈ Z be given arbitrarily. If the multifunction S(Q, ., α) :
Proof Let S(Q, ., α) be lsc at c. We first prove that S(Q, c, α) ∩ B α is finite (may be empty). By contrary, suppose that there are an infinite number of KKT points in B α . It follows from (2) that the linear system Qx = −c has an infinite number of solutions. Thus det Q = 0 and hence Im Q := {Qx : x ∈ R n } is a proper subspace of R n . Since c ∈ Im Q, we can find a sequence {c
Consequently, one cannot find any neighborhood U of c such that S(Q, c, α)∩ B α = ∅ for every c ∈ U . This implies that the multifunction S(Q, ., α) is not lsc at c, a contradiction. We have proved that the set S(Q, c, α) ∩ B α is finite. The proof will be completed if we can show that S(Q, c, α) ∩ S α , where S α :=B α \ B α , is finite. To obtain a contradiction, suppose that there exists a sequence {x k } of distinct KKT points of (1) such that x k ∈ S(Q, c, α) ∩ S α for every k ∈ N. Since Q is a symmetric matrix, there exists an orthogonal matrix M such that
n are the eigenvalues of Q. By performing the orthogonal transformation x = M y and using the coordinates system y = (y 1 , . . . , y n ) (if necessary), we can assume from the beginning that
Since the number of KKT points with distinct Lagrange multipliers is finite, there must exist a subsequence {x k j } of {x k } such that all the points x k j , j ∈ N, share a common Lagrange multiplier λ. For each j, the first relation in (2) and (6) imply that
where x k j i and c i denotes the i−th component of x k j and of c, respectively. If λ = 0, then by (7) we have Qx k 1 = −c and Qx
Hence, for any t ∈ (0, 1), the pair (x, λ) with x := (1 − t)x k 1 + tx k 2 and λ = 0 satisfies (2). This means that
for all t ∈ (0, 1), contrary to the finiteness of the set S(Q, c, α) ∩ B α . We have thus shown that the Lagrange multiplier λ appeared in (7) is positive. If µ i + λ = 0 for all i = 1, . . . , n, then vector x k j is uniquely defined by (7) . This contradicts the property that the vectors x k j , j ∈ N, are pairwise distinct. Consequently, there must exist some i 0 ∈ {1, . . . , n} such that µ i 0 + λ = 0. Without loss of generality, we may suppose that i 0 is the smallest index among those i ∈ {1, . . . , n} with the property that µ i + λ = 0. Since λ > 0, we have µ i 0 < 0. Let denote the multiplicity of the eigenvalue µ i 0 . Case 1: = 1. For each j ∈ N, by (7) we get
Since
Clearly, there cannot exist more than two values x k j i 0 satisfying (9) . Combining this with (8), we conclude that the vectors x k j , j ∈ N, cannot be pairwise distinct. This contradicts our choice of the sequence {x k }.
Case 2: ≥ 2. Since λ = −µ i 0 , we have c i = 0 for any i ∈ I 0 := {i 0 , . . . , i 0 + − 1}. By (7), for each j ∈ N we have
As
We must have (11) implies that x k j i = 0 for any j ∈ N and i ∈ I 0 ; so it follows from (10) that {x k j } is a constant sequence. The conditions (10) and (11) describe a sphere, denoted by S Λ β , of radius β > 0 in the affine manifold
We have dim Λ = and, therefore, dim S
has an infinite number of elements. It is easy to see that S Λ β is the set of the KKT points of (1) with the common Lagrange multiplier λ > 0. To get a contradiction, we can proceed as follows. Let ε > 0 be given arbitrarily. We put c ε = c 
ε , α) and λ ε be the Lagrange multiplier corresponding to x ε . Then, by (2) and (6) we have
It follows that
Take any x ∈ S Λ β . Since c ε → c as ε → 0 + and S(Q, ., α) is lsc at c, for each sequence
Hence, for any i ∈ I 0 ,
So there existsk ∈ N such that for all i / ∈ I 0 and k ≥k, µ i + λ ε k = 0. By (12),
for all i ∈ I 0 and k ≥k.
Besides, according to (12) and the property that c i = 0 for i ∈ I 0 , we have
without loss of generality we may assume that (13) and (14) we deduce that 2 x
β. Thus there are only two possible choices for x ∈ S Λ β . We have arrived at a contradiction, which shows that Sol(Q, c, α) ∩ S α is finite and completes the proof.
2
Remark 2.1 If the set S(Q, c, α) ∩ B α is nonempty and finite, then it is a singleton. Indeed, suppose for a while that there exist x, u ∈ S(Q, c, α) ∩ B α such that x = u. Then Qx = −c and Qu = −c. So Q((1 − t)x + tu) = −c for every t ∈ [0, 1], and we have
, and α = 1. Then problem (1)
Using (2) we can verify that
Since S(Q, c, α) is infinite, S(Q, ., α) is not lsc at the given c by Theorem 2.2.
Clearly, if S(·) is lsc at (Q, c, α) then S(Q, ., α) is lsc at c. Thus Theorem 2.3 provides also a necessary condition for the lsc property of the map S(·).
Corollary 2.2 If the map S(·) : Z ⇒ R
n is lsc at (Q, c, α) ∈ Z, then S(Q, c, α) is finite.
It is worthy to note that, in general, finiteness of the set S(Q, c, α) is not a sufficient condition for the lower semicontinuity at c of the map S(Q, ., α). Example 2.2 Consider problem (1) with n = 1, Q = (−1), c = 1, and α = 1. We have S(Q, c, α) = {−1, 1} but, for every ε > 0, it holds S(Q, 1 + ε, α) = {−1}. This shows that S(Q, ., α) is not lsc at c = 1.
We now establish some sufficient conditions for the lower semicontinuity of S(Q, ., α). Theorem 2.3 Suppose that S(Q, c, α) is finite. The multifunction S(Q, ., α) is lsc at c if, for every x ∈ S(Q, c, α) with the corresponding Lagrange multiplier denoted by λ, at least one of the following three conditions is satisfied:
(ii) x = α, λ > 0, −λ is not an eigenvalue of Q, and
where µ 1 ≤ · · · ≤ µ n are the eigenvalues of Q;
(iii) Q + λI is positive definite.
Proof Since S(Q, c, α) is nonempty, in order to prove that S(Q, ., α) is lsc at c, it suffices to show that for any x ∈ S(Q, c, α) and for any open neighborhood U x of x, there exists
for all c ∈ B(c, δ) := {c ∈ R n : c − c < δ}. Let x ∈ S(Q, c, α), λ ≥ 0 be the Lagrange multiplier corresponding to x, and U x be an open neighborhood of x. By our assumption, at least one of the conditions (i)-(iii) is satisfied.
We first consider the case where (i) holds, that is x ∈ B α . By (2) we have λ = 0 and x is a solution of the linear system Qx = −c.
Since x is an interior point ofB α , combining the last fact with the assumption that S(Q, c, α) is finite, we can conclude that x is an unique solution of (17) . Hence the matrix Q is nonsingular and x = −Q −1 c. Then, it is clear that there exists δ > 0 such that
it follows that x ∈ S(Q, c , α) ∩ U x . We have thus shown that (16) is valid for every c ∈ B(c, δ). Now, suppose that (ii) holds. Without loss of generality, we may suppose that Q is a diagonal matrix of the form (6) . As −λ is not an eigenvalue of Q, the matrix Q + λI is nonsingular. It follows from (2) and our assumptions that
In order to obtain a number δ > 0 satisfying (16), we will find some δ > 0 such that for any c ∈ B(c, δ) the system
has a solution (x , λ ) with x ∈ U x . If λ > 0, then g(x , α) = 0 and by (19) we have
If λ is close enough to λ, then the first equality in (19) implies that
Substituting these expressions into (20) yields the following equation:
from the regularity assumption (15) it follows that
As Φ(λ, c) = 0 by (18), using the classical implicit function theorem we can find δ > 0 such that for any c ∈ B(c, δ), (22) admits an unique solution λ = φ(c ) in a neighborhood of λ. Besides, λ = φ(c) and φ(·) is a continuous function. Hence, if δ > 0 is chosen small enough, we have λ = φ(c ) > 0 for all c ∈ B(c, δ). Equations (21) show that x is a continuous function, say x = f (c ), of c . Note that f (c) = x. Taking a smaller value δ > 0, if necessary, we have x = f (c ) ∈ U x for all c ∈ B(c, δ); hence (16) is valid. Finally, we consider the case where (iii) holds. Since Q + λI is positive definite, x is an unique global solution of (1) . By the third assertion of Theorem 3.1 from the next section, there exists δ > 0 such that Sol(Q, c , α) ∩ U x = ∅ for every c ∈ B(c, δ). The last property implies (16) . , and α = 1. We have S(Q, c, α) = {−1, 1, } and the Lagrange multipliers corresponding to x 1 = −1, x 2 = 1 and
and λ 3 = 0, respectively. For each KKT point x ∈ S(Q, c, α) and the corresponding Lagrange multiplier λ, at least one of the conditions (i)-(iii) of Theorem 2.3 holds. Indeed, (iii) and (i) are valid, respectively, for
is not an eigenvalue of Q, and
So, S(Q, ., α) is lsc at c by Theorem 2.3.
Remark 2.2
The sufficient conditions in Theorem 2.3 cannot be applied to the problem described in Example 2.2 because for the KKT point x = 1 we have λ = 0, and none of the requirements (i)-(iii) is fulfilled.
The forthcoming example shows that the lower semicontinuity of S(Q, ., α) at c does not imply that at least one of the conditions (i)-(iii) in Theorem 2.3 is satisfied.
Example 2.4 Consider problem (1) with n = 1, Q = (−1), c = 0, and α = 1. We have S(Q, c, α) = {0, −1, 1} and the Lagrange multipliers corresponding to x 1 = 0, x 2 = −1 and x 3 = 1 are λ 1 = 0, λ 2 = 1, and λ 3 = 1, respectively. Note that: 1) For x = x 1 , condition (i) is satisfied; 2) For x = x 2 or x = x 3 , both the conditions (ii) and (iii) fail to hold. However, S(Q, ., α) is lsc at c. Indeed, for c with |c | < 1, it is easy to verify that S(Q, c , α) = {c , −1, 1} with λ 3 = 0, λ 4 = 1 + c , and λ 5 = 1 − c being, respectively, the Lagrange multipliers corresponding to the KKT points c , −1, and 1. Thus, S(Q, ., α) is lsc at c.
Continuity of the Global Solution Map
The next theorem gives a complete characterization for the continuity of the global solution map Sol(Q, ., α). Proof (i) Suppose to the contrary that Sol(Q, ., α) is not upper semicontinuous at c. Then, there exist an open set Ω ⊂ R n containing Sol(Q, c, α), a sequence c k → c, and a sequence {x k } such that
Since {x k } ⊂B α , {x k } has a subsequence {x
Passing the above inequality to the limit, we see that
This implies thatx ∈ Sol(Q, c, α) ⊂ Ω, which is a contradiction because x k i ∈ Ω for all i and Ω is open.
(ii) Necessity. On the contrary, suppose that Sol(Q, ., α) is lower semicontinuous at c, but Sol(Q, c, α) is not a singleton. Since Sol(Q, c, α) = ∅, there existx,ȳ ∈ Sol(Q, c, α) such thatx =ȳ. Choosec ∈ R n such that c = 1,c Tx >c Tȳ .
Clearly, there exists an open neighborhood U ofx such that
Given any δ > 0, we fix a number ε ∈ (0, δ) and put c ε = c + εc. By (23), c ε − c = ε < δ. Our next goal is to show that Sol(Q, c ε , α) ∩ U = ∅. For any x ∈B α ∩ U , sincē x,ȳ ∈ Sol(Q, c, α), by (24) we have
It follows that x ∈ Sol(Q, c ε , α). Thus, for the chosen neighborhood U ofx ∈ Sol(Q, c, α) and for every δ > 0, there exists c ε ∈ R n satisfying c ε − c < δ and Sol(Q, c ε , α) ∩ U = ∅. This contradicts the lsc property of Sol(Q, ., α) and proves that Sol(Q, c, α) is a singleton.
Sufficiency. Suppose that Sol(Q, c, α) = {x}. Let U be an open set containingx. SinceB α is compact, Sol(Q, c , α) is nonempty for all c ∈ R n . By (i), the multifunction Sol(Q, ., α) is usc at c. Hence there exists δ > 0 such that for all c ∈ R n satisfying c − c < δ we have Sol(Q, c , α) ⊂ U. For such δ, the set Sol(Q, c , α) ∩ U is nonempty whenever c − c < δ. This proves that Sol(Q, ., α) is lsc at c.
(iii) This assertion follows from (i) and (ii). 2
Example 3.1 Let n, Q, c, and α be as in Example 2.3. Since Sol(Q, c, α) = {−1}, Sol(Q, ., α) is continuous at c.
In connection with Theorem 3.1, one may ask whether the continuity of Sol(Q, ., α) at c implies that Sol(Q, c , α) is a singleton whenever c is close enough to c. The following example answers the question. 
for each c ε := 0 1 − ε with ε ∈ (0, 1). By Theorem 3.1, Sol(Q, ., α) is continuous at the given c, although for some c , as close to c as desired, the global solution set Sol(Q, c , α) is not a singleton.
Continuity and Differentiability of the Optimal Value Function
Continuity and differentiability properties of the optimal value function ϕ(Q, ·, α) are studied in this section. We will show that the function is directionally differentiable. Besides, a necessary and sufficient condition for its Fréchet differentiability at a given point will be obtained.
× (0, +∞) be fixed. From now on, it is convenient for us to write ϕ(c) instead of ϕ(Q, c, α). Proof Let c, c ∈ R n and λ ∈ [0, 1]. Since
we conclude that ϕ(·) is a concave function. Take anyx ∈ Sol(Q, c, α) andx ∈ Sol(Q, c , α). Observe that
These inequalities imply that
is Lipschitz continuous with the Lipschitz constant α on R n . 2 Lemma 4.1 Letc ∈ R n and let ∂(−ϕ)(c) denote the subdifferential of the convex function
Proof Taking anyx ∈ Sol(Q,c, α), we have
so we have −x ∈ ∂(−ϕ)(c). It follows that (25) holds. 2 Theorem 4.2 Letc ∈ R n and d ∈ R n . The function ϕ(·) is directionally differentiable atc in direction d, and
where
Proof Since any concave function is directionally differentiable, from Theorem 4.1 it follows that ϕ(·) is directionally differentiable atc in direction d. It remains to verify (26). Take anyx ∈ Sol(Q,c, α) and t > 0. For any c ∈ R n , as in the preceding proof, we have
Substitutingc + td for c into the last inequality gives ϕ(c
This implies that
Let t k ↓ 0,c ∈ R n and d ∈ R n . For each k, choose an arbitrary x k ∈ Sol(Q,c + t k d, α). SinceB α is compact, we may assume that x k −→x for somex ∈B α . By the usc property of Sol(Q, ., α) (see Theorem 3.1),x ∈ Sol(Q,c, α). Then we have
which implies that
Sincex ∈ Sol(Q,c, α), from (27) and the last estimates we can conclude that
Combining this with the compactness of Sol(Q,c, α) we get (26), which completes the proof. 2 Sufficiency. Suppose that Sol(Q,c, α)} = {x}. By Theorem 4.2 we have 
Effects of the Perturbation of the Quadratic Form
This final section is to realize the proposal of a referee who believes that the stability investigation of S(·), loc(·), and Sol(·) with respect to the perturbation of Q is a challenging task and more applicable. We will see that the methods of proving Theorems 2.2 and 2.3 can be used for studying the lsc property of the maps Q → S( Q, c, α) and ( Q, c) → S( Q, c, α). Proof Since Q is symmetric, there exists an orthogonal matrix M such that M T QM = diag{µ 1 , . . . , µ n }, where µ 1 ≤ µ 2 ≤ · · · ≤ µ n are the eigenvalues of Q. By performing the orthogonal transformation x = M y and using the coordinates system y = (y 1 , . . . , y n ) (if necessary), we can assume that (6) is valid.
Let S(·, c, α) be lsc at Q and let c i denote the i−th component of c.
We first prove that S(Q, c, α) ∩ B α cannot contain more than one point. To this aim, let I 0 = {i : µ i = 0}. If I 0 = ∅, then det Q = 0. Hence the system Qx = −c has only one solution. Consequently, (2) gives at most one KKT point x with the Lagrange multiplier λ = 0.
Consider the case when I 0 = ∅. Suppose that S(Q, c, α) ∩ B α = ∅. Take any x ∈ S(Q, c, α) ∩ B α . The corresponding Lagrange multiplier is λ = 0. Let x = (x 1 , . . . , x n ). By (2) and (6) we have c i = 0 for all i ∈ I 0 and µ i x i = −c i if i ∈ I 0 . Now, let ε > 0 be given arbitrarily. We put Q ε = diag{µ 1 ε , . . . , µ n ε } where µ i ε = µ i for all i ∈ I 0 and µ i ε = ε for all i ∈ I 0 . Let x ε ∈ S(Q ε , c, α) and λ ε be the Lagrange multiplier corresponding to x ε . Since Q ε → Q as ε → 0 + and S(·, c, α) is lsc at Q, for each sequence ε k → 0 + there is a sequence x ε k → x with x ε k ∈ S(Q ε k , c, α) for all k ∈ N. Since x ∈ B α , without loss of generality we may assume that x ε k ∈ S(Q ε k , c, α) ∩ B α for every k ∈ N. This implies that λ ε k = 0 for every k ∈ N. So, by (2) , for all k we have
This amounts to saying that
Thus {x ε k } is a constant sequence, and hence
Hence x is uniquely defined. We have seen that there is only one possible choice for x ∈ S(Q, c, α) ∩ B α . This shows that S(Q, c, α) ∩ B α cannot contain more than one point. The proof of the theorem will be completed if we show that S(Q, c, α) ∩ S α , where
Arguing by contradiction, we suppose that there exists a sequence {x k } of distinct KKT points of (1) such that x k ∈ S(Q, c, α) ∩ S α for every k ∈ N. Since the number of KKT points with distinct Lagrange multipliers is finite, there is a subsequence {x k j } of {x k } such that all the points x k j , j ∈ N, share a common Lagrange multiplier λ. For each j, (6) and the first relation in (2) imply that (7) is valid. If λ = 0, then we infer by (7) that Qx k 1 = −c and Qx
Hence the pair (x t , λ) with x t := (1 − t)x k 1 + tx k 2 , t ∈ (0, 1), and λ = 0 satisfies (2) . So x t ∈ S(Q, c, α) ∩ B α for all t ∈ (0, 1). This contradicts the fact that S(Q, c, α) ∩ B α is finite. Hence the multiplier λ appeared in (7) must be positive.
If µ i +λ = 0 for all i = 1, . . . , n, then x k j is uniquely defined by (7) . This contradicts the property that x k j , j ∈ N, are pairwise distinct. Therefore, we can find some i 0 ∈ {1, . . . , n}
Since λ = −µ i 0 , c i = 0 for any i ∈ J 0 . By (7), for each j ∈ N,
Let denote the cardinality of J 0 . Clearly, is the multiplicity of the eigenvalue µ i 0 . Case 1: = 1. Then J 0 = {i 0 }. For each j ∈ N, due to (29) we get
Since x k j ∈ S α , it holds
Since there are not more than two values x k j i 0 satisfying (31), by (30) we see that x k j , j ∈ N, cannot be pairwise distinct. This contradicts the choice of {x k }.
If the above situation does not happen then, by the finiteness of the index set J 0 , there must exist i 1 ∈ J 0 and a subsequence {k j } of {k} such that µ i 1 + i 1 ε k j + λ ε k j = 0 for all j ∈ N. There is no loss of generality in assuming that µ i 1 + i 1 ε k + λ ε k = 0 for all k ∈ N. Then µ i + iε k + λ ε k = 0 for any i ∈ J 0 \ {i 1 } and k ∈ N. By (33), for each k ≥ k 0 , we have (ii) Necessity. If Sol(., ., α) is lsc at (Q, c) ∈ R n×n S × R n , then Sol(Q, ., α) is lsc at c. The assertion follows from Theorem 3.1(ii).
Sufficiency. Suppose that Sol(Q, c, α) = {x}. Let U be an open set containingx. On one hand, by the compactness ofB α we infer that Sol(Q , c , α) = ∅ is nonempty for all (Q , c ) ∈ R n×n S × R n . On the other hand, by (i) the map Sol(., ., α) is usc at (Q, c). Hence we can select δ > 0 such that for all (Q , c ) ∈ R n×n S × R n satisfying Q − Q < δ and c −c < δ it holds Sol(Q , c , α) ⊂ U. Then Sol(Q , c , α)∩U = ∅ for all (Q , c ) ∈ R n×n S ×R n satisfying Q − Q < δ and c − c < δ. This shows that Sol(., ., α) is lsc at (Q, c).
(iii) This property is an immediate consequence of the above (i) and (ii). 2
We are now ready to establish an analogue of Theorem 2.3, which gives sufficient conditions for the lsc property of the map S(., ., α).
Theorem 5.3 Assume that S(Q, c, α) is finite. The map S(., ., α) is lsc at (Q, c) ∈ R n×n S × R n if, for every x ∈ S(Q, c, α) with the corresponding Lagrange multiplier denoted by λ, at least one of the following situations occurs:
(ii) Q + λI is positive definite.
Proof To show that S(., ., α) is lsc at (Q, c), we have to verify that for any x ∈ S(Q, c, α) and for any open neighborhood U x of x, there exists δ > 0 satisfying S(Q , c , α) ∩ U x = ∅
for every (Q , c ) ∈ R n×n S × R n with Q − Q < δ and c − c < δ. Let x ∈ S(Q, c, α), λ ≥ 0 be the Lagrange multiplier corresponding to x, and U x be an open neighborhood of x. If x ∈ B α then by (2) we have λ = 0 and x is a solution of the linear system (17). The last fact and the finiteness of S(Q, c, α) imply that x is an unique solution of (17) . Then Q is nonsingular, and we get x = −Q −1 c. Clearly, there exists δ > 0 such that x := −(Q ) −1 c belongs to U x ∩ B α for every (Q , c ) with Q − Q < δ and c − c < δ. Since Q x = −c , x 2 − α 2 < 0,
x ∈ S(Q , c , α) ∩ U x . We have seen that (35) holds for every (Q , c ) with Q − Q < δ and c − c < δ. If (ii) occurs then x is an unique global solution of (1). By Theorem 5.2 we find δ > 0 such that Sol(Q , c , α) ∩ U x = ∅ for (Q , c ) with Q − Q < δ and c − c < δ. Hence (35) is valid.
