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In this paper we study the graph isomorphism problem via coherent algebras. We show that 
any nontrivial graph isomorphism problem reduces polynomially to the problem when an isomor- 
phism of two coherent algebras I :&+.%I is a strong isomorphism. By analyzing the structure of 
coherent algebras with a simple spectrum we deduce that any isomorphism of two coherent 
algebras with a simple spectrum is a strong isomcrphism. For the general case we introduce the 
concept of breaking up coherent algebras which embeds the given coherent algebra into a 
coherent algebra of a greater dimension and reduces the multiplicity of the algebra. This approach 
enables us to give a simple criterion when I is a strong isomorphism for homogeneous algebras 
of multiplicity two. 
1. Introduction 
Let M, be the algebra of n x n complex-valued matrices. For A =@),B= 
(bii) EM, denote by A 0 3 = (aUbG) the Hadamard-Schur (entrywise) product of A 
and B. By A* we denote the conjugate transpose of A. Let ZE M, be the identity 
matrix and let JEM, be the matrix whose all the entries are equal to 1. A coherent 
algebra d is a subalgebra of M, satisfying the following conditions: 
r, JEd, U-1) 
AE~csA*EJQ, (1.2) 
A,BE&-=A~BwI. (1.3) 
Coherent algebras were introduced by Weisfeiler and Lehman (131 (see 1121 for 
a detailed account) and were studied in detail recently by Higman I9J. Coherent 
algebras correspond naturally to coherent schemes which were introduced by 
Higman [S]. A coherent algebra (scheme) iscalled homogeneous if the only diagonal 
matrices in & are of the form al. A homogeneous scheme is a (noncommutative) 
association scheme which was introduced by Delsarte [4]. Consult also with the re- 
cent book by Bannai and Ito [2]. Thus, coherent schemes represent the invariant 
binary relations in the sense of Wielandt 1141 and the homogeneous coherent 
schemes correspond to the transitive case. 
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Note that M,, is the maximal coherent algebra. The minimal coherent algebra is 
spanned by the two matrices I and J. The nontrivial example is a coherent algebra 
of dimension 3 ( = rank 2). It is known that these algebras are in l-l correspondence 
with: 
(a) strongly regular complementary graphs; that is & generated by a symmetric 
matrix corresponding to a strongly regular graph (see [3]), 
(b) &generated by a skew-symmetric matrix which is obtained from a normalized 
Hadamard matrix (the last row and column consisting of ones) by deleting the last 
row and column and adding the identity matrix; hence n=3(mod 4) (see [7,11]). 
Two coherent algebras &‘, BCM, are called isomorphic if there exists an algebra 
isomorphism I :d+cB which preserves the entrywise product, commutes with the 
involution A +A* and preserves the matrix J: 
r(AB) = l(A)l(B), r(A 0 B) = r(A) 0 r(B), 
(1.4) 
r(A)* = /(A”), I(J)= J. 
Let n,, denote the group of n x n permutation matrices. An isomorphism I is called 
a strong isomorphism if 
r(A) = PAP*, (1.5) 
for all A E& and for some PE n,. There exist isomorphisms of coherent algebras 
which are not strong isomorphisms. Indeed, the coherent algebras of two cospectral 
strongly regular graphs are isomorphic. However, it is well known that such two 
graphs may not be isomorphic [3]. For these particular graphs the corresponding 
coherent algebras are isomorphic but not strongly isomorphic. 
Given a set of matrices A ,, . . . ,A, E IV,, there exists a minimal coherent algebra 
d(Al, . ..9 A,,,)CM, which contains A, ,..., A,,. Its basis can be found in a 
polynomial algorithm in m and n [12,13]. Furthermore, the (nontrivial) graph 
isomorphism problem is polynomially reducible (<Kn”) to the following problem: 
Problem 1.1. When is a coherent algebra isomorphism a strong isomorphism? 
We now describe briefly the contents of the paper. In Section 2 we recall the basic 
properties of coherent algebras. In Section 3 we relate the graph isomorphism pro- 
blem to the isomorphism of the coherent algebras. Most of the results of Sections 
2 and 3 are known. However we give short proofs of these results for reader’s con- 
venience. In Sections 4 and 5 we determine the structure of coherent algebras with 
a simple spectrum That is, there exists A E&with a simple spectrum. We also deter- 
mine the automorphism group of these coherent algebras. We then prove that an 
isomorphism of two coherent algebras with a simple spectrum is a strong isomor- 
phism. This result indicates that it is possible, using the above techniques, to reprove 
the known result that the graph isomorphism problem for graphs with bounded 
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multiplicities of the eigenvalues i polynomial [l]. One of the referees pointed out 
that the content of Section 4 is contained in the recent paper [5] and in an un- 
published paper by Rao, Ray-Chaudhuri and Singi mentioned in [5]. In Section 6 
we introduce the operation of breaking up the coherent algebra. This operation 
embeds the given coherent algebra into a coherent algebra of matrices of a greater 
dimension and reduces the multiplicity of the algebra in certain sense. This approach 
enables us to give a simple answer to the problem when the automorphism group 
of schemes (or graphs) of multiplicity two at most, i.e., there exists A E& whose 
each eigenvalue is of multiplicity two at most, is transitive. It also gives a simple 
criterion when two cospectral graphs of multiplicity two at most with transitive 
automorphism groups are isomorphic. 
2. Basic properties of coherent algebras 
Assume that &is a coherent algebra. We first observe that condition (1.2) implies 
that d is semisimple. Indeed, if VC6” is an invariant subspace then, in view of 
(1.2), V*, the orthogonal complement of V, is also an invariant subspace of &. 
Hence C” decomposes as a direct sum of minimal orthogonal invariant subspaces 
V,, . . . . V*: 
(2.1) 
Assume that V is one of the above subspaces. Since V is a simple &-module it then 
follows that the restriction of & is isomorphic to M, where m=dim V. Consult 
also with [2,3,8,9]. The representation of M,,, is of multiplicity t. That is after 
renaming the invariant subspaces, if necessary, we may assume that dim I$= m, j = 
i,..., i+ t - 1 and the restriction of&to 60 I$+ 1 -*a @ v+,_ 1 is isomorphic to Mm. 
Equivalently, if the restriction of A Edto I$ is represented by a matrix Bj, then the 
matrices Bi, . . . , Bi+,_ 1 are similar for any A. It then follows that it is possible to 
choose a unitary basis in C” which is represented by a unitary matrix Q such that 
any A in &is of the form 
A=Qdiag(Ar,...,A,)Q*, (2.2a) 
Ai=diag(B ,..., B} eMniti, BeMni, i= 1, . . ..p. (2.2b) 
In particular: 
dim&=n:+ ... +nj. (2.3) 
In case of the trivial coherent algebra which is generated by I and J we have 
p=‘2, n,=tr=l * nz=l, tz=n- 1. 
A matrix A Edis called generic if all its eigenvalues have the smallest multiplicity 
possible. To each generic A we can associate a decreasing sequence of positive in- 
tegers p=(~r,...,N, 
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Here a generic matrix A has r pairwise-distinct eigenvalues Lr, . . . ,A, such that the 
multiplicity of rZ, is pia Note that each pi is equal to some tje Moreover, if there are 
exactly k simple components of d of multiplicity t, that is t = ti, = a-* = tik, then t 
appears ?Ii, -t- ..s + nik times in the sequence (fir, . . . ,pu,). Thus, for a trivial coherent 
algebra in M, we have p1 = n - 1, r~(z - 1 and r= 2. &CM,, is called a coherent 
algebra with a simple spectrum if fll = ... =p,, = 1. That is 4 has a matrix A with 
simple eigenvalues. This is equivalent to the condition that all the simple factors of 
,.& are simply represented. Representation (2.2) yields that there exists a Hermitian 
matrix A od with a simple spectrum. 
We now recall the special properties of coherent algebras. Those can be found in 
t9,121. 
Denote by (n) the set { 1, . . . . n}. For UC (n) let I(U) be the O-l diagonal matrix 
such that the (i, i)th enLry of I(U) is equal to 1 iff in U. f(U) is the zero matrix if 
U is an empty set. For U, VC (n) let J(U, V) denote a O-l sitatrix such that the 
(i,j)th entry of J(U, V) is 1 only if in U and jo V. J(U, V) =0 if either U or V are 
empty. Let A = (au) E M,, . Then the support of A, sup A c (n) x (n) is the set of 
all (i,j) for which aU#O. 
The following lemma is well known, e.g. [9, Section 11. We bring its proof since 
we need to keep track of the number of operations performed to find the basis of 
the corresponding subspace. 
Lemma 2.1. Let O+tscM,, be a linear subspace closed under the entrywise pro- 
duct. Assume that 0 #A E 9 and let {x,, . . . , xk} be the set of its nonzero entries 
(xi +xj for i # j). Set A,, = (a?‘) EM, to be the 0- 1 matrix such that a?’ = 1 iff ati = 
x,lforp=l ,..., k. Then 
A@‘, p=l,..., k. (2.4) 
Moreover, 9 has a unique basis (up to a permutation) consjsting of O-l matrices 
E,, . . . . E,,, satisfying: 
EioEj=GqEi, i,j=l,...,m. (2.5) 
Let (A,, . . . , A,)#(9 . . . , 0) be a q-tuple of n x n complex-valued matrices. Then 
there exists a unique minimal subspace Y= P(A,, . . . , A,)cM, containing the 
matrices A ,, . . . , A, and which is closed under tJe entrywise product. The unique 
basis of 8 can be found in 5qn4 operations. 
Proof. For a polynomial f(x) let f (0 A) denote the corresponding polynomial of A 
obtained by using the entrywise product A”‘= A 0 A 0 ... 0 A (r times). Assume that 
the nonzero entries of A are {xl, . . . , xk). Let fP be a polynomial satisfying: 
f,(O) = 0, fp(Xi)=apig i=l,...,k. 
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It then follows that A,=f,(oA), p= 1, . . . . k. Hence (2.4) holds. A nonzero O-1 
matrix A E 8is called minimal if pdoes not contain a nonzero matrix whose support 
is strictly contained in sup A. Since an entrywise product of two O-l matrices is a 
O-l matrix it then follows that 8has a unique basis consisting of minimal matrices 
which satisfy (2.5). 
Let A1,A2, . . . . A, be a set of n x n matrices. Clearly, there exists a minimal inear 
subspace 8 containing the matrices A r, . . ..A. and which is closed under the entry- 
wise product. We give an algorithmic construction of the basis Et, . . . , E,,, of 9. 
Take A =A,. If A =0 set Ai=Ai+t, for i= 1 , . . . , q - 1 and repeat he procedure. 
Assume that A = (a,$ # 0. Let x1 be a nonzero entry of A. Set B = (bU) to be the O-l 
matrix such that bii= 1 iff aU=xl. Let A =BoA2. If A #O, then let B be a O-l 
matrix constructed as above. Now let A = BOA, and repeat the procedure. If 
A =0, then let A = BOA, and repeat he procedure. The last O-l matrix B will be 
the first element El in the basis of .!?(A I,..., A4). Let Ai=Ai-AioEI, i=l,..., q 
and repeat the procedure. This construction gives rise to a set E,, . . ..E. of O-l 
matrices satisfying (2.5). Clearly, each Ai is a linear combination of El, . . . , E,. 
Also, it easily follows that each subspace that contains A,, . . . ,A, and is closed 
under the entrywise product contains E,, . . . , E, . So 9(A1, . . . ,A,) is spanned by 
El , . . . , E, . Since m I n2, a straightforward calculation implies that we performed 
in at most 5qn4 operations. 0 
The following theorem describes the structure of coherent algebras (see 19,121). 
For reader’s convenience we sketch a short proof of this theorem. 
Theorem 2.2. Let &be a subalgebra of n/i, of dimension m satisfying conditions 
(1. l)-( 1.3). Then & possesses a unique (up to a permutation) basis of O-l 
E,, . . . . E,,, satisfying (2.5) and the following conditions hold: 
Er=Ej(ij, i=l,...,m. (2.6) 
In particular each Ei is either symmetric or asymmetric (Ei 0 Er = 0). There exists 
a partition of (n) to k nonempty disjoint sets (I,, . . . , U, such that the matrices 
I(U,), . . . . W/+{EW.., E,,, } . Moreover 
(Ei*Ei)oI=Pi~(~q,i,), 
i= 1, . . ..m. 
oi card(l/,(i$ =Bi card(U& > 0, 
Also 
A= 5 AoEi. 
i=l 
(2.7) 
Hence, for any a, B, y E (m) there exists a nonnegative integer n(cz, B, y) such that: 
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(E,Ep)oE,=n(a:P,y)E,, (2.9) 
ttt 
J= C Ei. 
1st 
(2.10) 
Proof. Condition (1.3) and Lemma 2.1 imply that &has a unique basis spanned by 
O-1 matrices atisfying (2.5). Condition (1.2) implies that E is a minimal matrix iff 
E* is a minimal one. Clearly, (2.5) yields (2.8). As E’J$ is a nonnegative matrix 
with integer entries it follows that (E,E~) 0 EY = n(a, p, y)E, is a nonnegative matrix 
with integer entries. Hence n(ct, @, y) is a nonnegative integer and (2.9) holds. Since 
JEdwe deduce (2.10). Substituting in (2.8) A =I we obtain that {El, . . ..E.) con- 
tains the diagonal matrices [(C/r), .. ..I(Uk) where VI, . . . . Uk is a partition of (n). 
For any A EM, we obviously have that s~p(l(U~)Af(U~))~supA. For a minimal 
E we deduce that SUp(E)C SUp(J(Ui, U’)) for some i and j. So 
sup((EoE*) 0 I)CSUP(l(Uj)), SUp(E* O 85) C SUP(l( r/j))* 
The minimality of each I(Ui) yields the equalities (2.7). Cl 
Thus, if &‘=M,,, then the standard basis composed of n2 O-l matrices where 
each matrix has exactly one 1 is the unique basis described in Theorem 2.2. If & 
is spanned by I and J, the unique basis is composed of I and J-I. 
Let (n)={l,..., n}. Set Rjc (n) x (n) to be the characteristic set of Ei, 
i = 1 , . . . . m. We then deduce that 6=(R1 ,..., R,} is a coherent scheme on (n). 
That is 0 is a partition of (n) x (n) to m disjoint (relation) sets such that the follow- 
ing conditions hold: 
(i) lJz=, R,=(n)x(n), R,nR,=0 for cr#tp. 
(ii) R,fIdfO*RR,Cd, d={(l,l) ,..., (n,n)}. 
(iii) RL={(i,j),(j,i)ER,}E{RI ,..., R,}, a=1 ,..., m. 
(iv) Let (i, k) F R,. Then for any R, and Rp the number of elements j such that 
(i,j) E R, and (j, k) E Rb is equal to a fixed nonnegative integer n(ar, /3, y) which does 
not depend on the pair (i,k). 
The coherent schemes were introduced by Higman in [8]. A coherent scheme is 
called homogeneous if the diagonal d is one of the relation sets. A homogeneous 
coherent scheme is a (noncommutative) association scheme introduced by Delsarte 
[4]. Consult also with the recent book by Bannai and Ito 121. Thus, coherent 
schemes represent the invariant binary relations in the sense of Wielandt [14] and 
the homogeneous coherent schemes correspond to the transitive case. 
A subalgebra &TM,, is called a weak coherent algebra if condition (1 .l) is 
replaced by the weaker condition: 
IEd (1.1’) 
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Then, most of our results apply to weak coherent algebras. Clearly, J4 is semisimple 
and (2.2), (2.3) hold. For weak coherent algebras conditions (2.5)-(2.9) hold. The 
basis of the weak coherent algebra corresponds to a weak coherent scheme which 
is a partition for some set YC (n) x {n). A weak coherent scheme satisfies condi- 
tions (ii)-( Furthermore, the diagonal set d is contained in Y. 
It is convenient to associate with any coherent algebra (scheme) a coloring of K, 
-the complete directed graph on n vertices (without loops). With each O-l matrix 
Ewe associated acorresponding characteristic set SC (n) x (n) such that E=E(S). 
That is S is a directed graph on n vertices and we denote S by G(E). G(E) has no 
loops if E has a zero diagonal. We shall restrict ourselves to directed graphs without 
loops. For a graph G the conjugate graph G * is given by G(E *). A directed graph 
G = G(E) is called asymmetric if E is asymmetric. That is, (i, j) E G(E) = (j, i) $ 
G(E). If E is symmetric we then call G(E) a symmetric graph, i.e., (i, j)E G(E) e 
(j, i) E G(E). Actually a symmetric graph can be viewed as an undirected graph. 
However each edge is counted twice. So, K, = G(.I- I) and K, has n(n - 1) vertices. 
Let El, . . . . E,,, be the unique basis of a coherent algebra ,_.4. Assume that El, . . . , E, 
are all the matrices in (E,, . . . , E,} which have zero diagonal. That is 
J-I=E, + ... +E,. (2.11) 
Hence, (2.11) is a splitting of K,, to r directed graphs Gj = G(Ei), i = 1, . . . , r, which 
correspond to a coloring of K, into r colors. We denote the colors by the greek 
letters a,/?, y, . . . E (I-). We say that T= T(i, j,k) is a directed triangle on three dis- 
tinct vertices {i, j,k} if T= ((i, j), (j,k), (i, k)}. The basis of T is the edge (i, k). 
Assume that (i, j) E G,, (j, k) E GP and (i, k) E G,. We then say that the colors of T 
are {a, P, ~1. 
It is straightforward to check that Theorem 2.2 is equivalent o the following 
coloring of a complete graph: 
Theorem 2.3. Each coherent algebra dC M, is in l-l correspondence with the col- 
oring of a complete graph K,, into r colors with the following properties: 
(i) There exists a partition of (n) to k disjoint nonempty sets U,, . . . , Uk such 
that each G, (the graph colored by the color a) is contained in some Vi x Uj. Each 
vertex p E r/i has exactly d,,, (cz) edges in color a going out of p and each vertex 
q E Uj has exactly din(o) edges going into q. In particular 
dout(a)card(Ui)=di,(a)card(Uj). (2.12) 
(ii) Each G, is either symmetric or antisymmetric. In the last case G,*= GO for 
some PZ a. 
(iii) Let a, /3 and y be three given colors (not necessarily distinct). Assume that 
the edge (i, k) is colored by the color y. Then, there exists exactly n(a, ,t$ y) triangles 
of colors (o, b, y} with the base (i, k) (independent of (i, k)). 
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Following [9] we associate with each coherent algebra&the rank matrix e(d) = 
(Q~): E Mk as follows. Qii is the number of colors appearing in the complete directed 
graph on U, and ~~ is the number of colors needed to color the subgraph Uix Vi 
for i+j. Hence, ,Q(&) is a symmetric matrix with positive integer entries. In case 
that &is a homogeneous coherent algebra, then &AZ) is the rank of Jlrl. Note that 
in this case dim &= 1 t e(d). In general 
dim.&‘=k+r, r= i .QU. 
i,j=l 
3. The graph issmorphism problem 
We now relate the graph isomorphism problem to the strong isomorphism of the 
corresponding coherent algebras; see also [12,13]. We first note that for any m 
matrices A ,, . . ..A.,, there exists a minimal coherent algebra & containing these 
matrices. Lemma 2.1 implies that the basis of these algebra can be found quite fast 
-in polynomial time: 
Lemma 3.1. Let (A, ,..., A,n)#(O ,..., 0) be an m-tuple of n x n complex-valued 
matrices. Then, there exists a unique minimal coherent algebra d(A,, . . . , A,,,) 
which contains A ,, . . . , A,,, . Moreover, the unique basis of &(A,, . . . , A,,,) described 
in Theorem 2.2 can be found in at most lO(m +2)n4+6n” operations. 
Proof. First we find the basis {E,, . . . ,Ek} of .!?(I, J, A,, . . . , A,, A:, . . . , AZ). In view 
of Lemma 2.1 it will take us at most lO(m + 2)n4 steps. Now compute the basis of 
the subspace Y(E, E,, . . . , E, Ek, . . . , EkEI, . . . , EkEk). It will take us at most 5k2n4 
operations. Continue this proces, until we get an algebra. Noting that a product of 
two O-l matrices can be compt:5r?. i 3n at most n3 operations, taking in account hat 
kr n2 and realizing that one can iiave at most rr2 increasing sets of subspaces we 
deduce the upper bound of 
lO(m + 2)n4 + n2(n7 + Sn*)s lO(m + 2)n4 + 6n1’ 
operations. q 
Note that the above results hold if we consider the minimal weak coherent algebra 
which contains the matrices A,, . . . , A,. 
Let (A,, . . . . A,n) and (&..., II,,,) be two m-tuples of n xn complex-valued 
matrices. The above tuples are called permutationally similar if there exists a per- 
mutation Pel7,, such that 
Bi=PAiP*, i= l,..., m, 
We denote the permutational similar&: 5y &4 ,, . . . , A,,) - (B,, . . . , B,). 
(3.1) 
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Theorem 3.2. L.et (A,, . . . . A,,,) and (B,, . . . . B,,,) be two permutational-similar m- 
tuples of n x n complex-valued matrices. Then the corresponding coherent algebras 
4A ,, . . . ,A,,,) and &(B,, . . . , B,,,) are strongly isomorphic. Furthermore let 
{E,, ..a, E4} and (F,, . . . . Fq} be the unique basis of &(A,, . . . , A,,,) and 
~BI, . . . . B,,,) respectively. Then, it is possible to find the restriction of the strong 
isomorphism 
r:(E, ,..., Ee}+{F, ,..., F4} 
in at most 2[1O(m + 2)n4 + 6n”] operations without the explicit knowledge of the 
permutation matrix P. 
Proof. Assume that (A,, A*)-(B,, B2). Then it is easy to show that 
AT-B;, AIAz-B,Bz, 
A, oA2-B, 0B2, (aA, + bA2) - (aB, + bB2). 
Let {x,, . . . , xk} be the set of nonzero distinct entries of A,. Then {x,, . . . ,x,J is the 
set of distinct nonzero elements of B,. Set, as in the proof of Lemma 2.1; C’= 
f,(oA,), Q,=f,(oB,), p=l,..., k. Then (C, ,..., C,)-(D, ,..., Dk). Furthermore, 
the permutational similarity is achieved by a fixed permutation P for all the above 
matrices. We then carry the constructive procedure for finding the basis of 
&(A,, ..e, A,) and d(B,, . . . . B,) as described in Lemma 3.1 simultaneously for 
the tuples (A,, . . . . A,) and (B,, . . . . B,). Then we get in parallel the two bases 
{E,, . . . . E4} and {F,, . . . . F4} in at most 2[10(m+2)n4+6n10] steps and (E,, . . ..E.)- 
(F,, . . . . F4). That is the strong isomorphism I is given by t(Ej) =i$, j= 1, . . . . q. 0 
Suppose we want to know when two sets of m-tuples (A,, . . ..A.) and 
(B ,, . . . , B,) of n x n complex-valued matrices are permutationally similar. We then 
find in parallel the basis of ,_&(A,, .. ..A.,,) and &(B,, . . . . B,,,) as described in the 
proof of Lemma 3.1. If we discover during the process that &(A,, . . . ,A,,,) and 
44, . . . . B,) are not isomorphic, then for sure (A ,, . . . , A,) is not permutationally 
similar to (B,, . . . , B,). As we pointed out in Section 1 it may happen that two 
graph algebras are isomorphic but not strongly isomorphic. Since the isomorphism 
problem of 
r:._&(A, ,..., A,)+&(B, ,..., B,), ,(Aj)=Bj, j=l,...,m 
is solvable in polynomial time we thus showed: 
Theorem 3.3. The graph isomorphism problem and more generally the permuta- 
tional similarity of two m-tuples of n x n complex-valued matrices are polynomially 
equivalent to the problem of when an isomorphism of two coherent algebras is a 
strong isomorphism. Equivalently, the above two problems are polynomially 
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equivalent to the permutation similarity of two m-tuples (E,,...,E,,,) and 
(F,, ‘so, F,,,) where each Ei and fl is a O-1 matrix. Moreover, each set (E,, . . . , E,} 
and {F,, .,., F,,,} satisfy the assumptions of Theorem 2.2 and each of the sets satisfy 
the equalities (2.9) with the same function n&/3, y). 
We next note that any isomorphism of two coherent algebras is an inner 
isomorphism. 
Lemma 3.4. Let I : d+ LB be an isomorphism of two coherent algebras. Then, there 
exists a unitary matrix Q such that t(A) = QAQ* for all A E&. 
Proof. Since the coherent algebra is semisimple and has representation (2.2) it is 
enough to prove that I preserves the trace map. That is trace(A) = trace(r(A)) for all 
A E&. Let E be a basis element. Then trace(E)= 0 unless E is a diagonal matrix. 
That is E = I(U) for some UC (n). Equivalently, EE*= E. Hence F= r(E) is also 
a diagonal basis element in ,48. It is left to show that trace(F) = trace(E). Put J, = 
EJE, J2=FJFand note that r(J1)=J2. So i(Jf)=J?. As 
Jf = trace(E) J,, J; = trace(F) J2, 
we deduce that trace(E) = trace(F) and the proof is concluded. •i 
Recall that a directed multigraph G on (n) is represented by a nonnegative matrix 
A EM,, with integer entries and zero diagonal. Then ri, the ith row sum of A, is 
di(out), the number of edges going out of {i} and Ci, the ith column sum of A, is 
di(in), the number of edges going into {i}. A multigraph G is called regular of 
degree d if di(Out) = di(in) = d for all i. 
Lemma 3.5. The strong isomorphism of two isomorphic coherent algebras is 
equivalent to the isomorphism problem of two regular multigraphs having the same 
degrees. 
Proof. Suppose that d and B are two isomorphic coherent algebras. Assume 
first that the partition of (n) induced by the algebras d and @? is trivial. Let 
{E ,, . . . . Ek,I) and (F,, . . . . Fk,I} be the bases of d and @? such that r(Ei) =fi, 
i=l , . . . , k. Note that each Ei and 4 represent a regular graph of the same degree. 
Let PI , . . . ,pk be pairwise-distinct positive integers. Set 
A =p, E, + ... +pkEk, B=p,F, -I- ... +pkFk. 
It then follows that 
(E,, . . . . Ek)-(Fl,...,Fk)eA-B. 
In the general case the proof of Lemma 3.5 is similar and is left to the reader. 0 
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4. Homogeneous algebras with simple spectrum 
A coherent algebra & is called a homogeneous (coherent) algebra if the identity 
matrix I is a basis element of &. That is that the set (n) is trivially partitioned to 
one set: (n). Equivalently, the corresponding coloring of the complete graph K, 
has the property that each vertex has at least one edge in and out in any color of 
the graph. Obviously, the first step in studying the coherent algebras is to consider 
the homogeneous algebras. Indeed, if &is not homogeneous, then the set of vertices 
(n) decomposes to k mutually disjoint sets U,, . . . , Uk such that coloring of each 
subgraph Uix Vi corresponds to a homogeneous algebra. We denote this 
homogeneous subalgebra of&by &(Ui). Vice versa, given k coherent algebras di 
on UtXUi, i=l,..., k, on k mutually disjoint sets U,, . . . , U,, it is possible to define 
the corresponding coloring of K,, for (n) = Uf=r Ui as follows: First, color each 
complete directed graph on U~X Vi according to the coherent algebra di in such a 
way that two distinct complete subgraphs on Vi x Vi and U’X Crj do not have a 
color in common. This coloring is equivalent o the weak graph coherent algebra 
given by the standard direct sum B=&,@ .a. @JQkc2Mn as a block diagonal 
subalgebra of M,. The corresponding coloring of K, is completed as follows. Let 
&i(U) and .QV) be two homogeneous components of two distinct coherent 
algebra &i and &j respectively. Then, the subgraph UX V is colored in one color. 
This construction gives rise to a coherent algebra &which is called the coherent sum 
of the coherent algebras &r, . . . , d, and is denoted by J91 Bdzm ..a q &Z& 
Thus, if d is not a homogeneous algebra we let dbe the coherent sum of its 
homogeneous components. We view das a coherent subalgebra of &. We now 
study the properties of &? Assume first *hat &’ is a homogeneous algebra. Then the 
vector e is an eigenvector of E and E* for any O-l matrix in the basis of &. Let 
X be the orthogonal complement of the subspace spanned by e. It then follows that 
EXcX and E*XCX. That is in decomposition (2.2) we can assume that nl = 
t,=1. 
Lemma 4.1. Let dj, j= l,..., k, be homogeneous algebras with the following 
structure as semisimple algebras given by (2.2): 
~j=~j,,o~j,,20...o”$j,,sj, j=l,...,k, (4.1) 
where &j,, is isomorphic to C and is obtained by restricting J8j to the subspace 
spanned by the vector e. Let & be the coherent sum of coherent algebras 
d,, -**, &,,. Then the semisimple structure of ~2 is given by 
d=iq&4,20 --- 04,,,0420 a-- a-4&. (4.2) 
Proof. If we take the standard direct sum 68 of the algebras JB,, . . ..d., then we 
just sum us all the factors in (4.1). The coherent algebra J4 is obtained from 33 by 
introducing additional elements which correspond to the one coloring of each 
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U,X Uj for i#j. Let V be the subspace spanned by the vectors I(Ul)e,...,I(Uk)e. 
It then follows that the restriction of d on V is isomorphic to Mk. 0 
Let d,, . . . dP be p simple algebras which are isomorphic to Mn,,M,,Z, . . . ,I&,, 
respectively. Assume furthermore that these algebras are represented as subalgebras 
of M,,r, . . . , MnP, respectively as given in (2.2b). That is, each di has a represen- 
tation in Mni, with multiplicity t. We then define the fusion of ,_&‘I, . . ..JQ+ to be a 
subalgebra of M,, , n = nl + --- +n,, isomorphic to M,, and with multiplicity t. 
Theorem 4.2. Let d be a coherent algebra with the homogeneous components 
*d(U,), @..I d( U,). Denote by &the coherent sum of the above homogeneous com- 
ponents. Assume that the decomposition of &-as a semisimple algebra is given by 
(4.2). If dstrictly contains &: then the decomposition of&as a semisimple algebra 
is obtained from decomposition (4.2) of +_~8 by fusing together some facto-s 
~il,jlv***9~ir,jr9 il<h< -.- <i, in decomposition (4.2) with the same multiplicity. 
Proof. Let 8 be one of the simple factors of &with multiplicity t. Then, there exists 
an invariant subspace V of d such that the restriction of & to V yields B. That is, 
for any O#XIZ V the set dx= V(x) is a minimal invariant subspace of Y of dimen- 
sion dim( V)/t. Assume that V is not the subspace spanned by I(U,)e, . . . , I(Uk)e. 
Let v= Z(Ui) V. If 6 is not zero, then the restriction of &(Ui) to r/;l gives rise to a 
component of &(Ui). Furthermore, as V is an invariant subspace of c-$, it follows 
that V;:C V. Hence, the multiplicity of any eigenvalue of the restriction of 
I(Ui)CI(Ui) 1 K, CE V?, is divisible by t. We now show that the restriction of &(Ui) 
to I$ has at most multiplicity t. Let Ofx, E 5. Then I$, =I(Ui) V(x,) is the minimal 
invariant subspace of &(c/i). If K = VI, it then follows that the corresponding sim- 
ple component of d(Ui) has multiplicity 1. If K, 5 6, then there exists X~E 6 such 
that x2 is orthogonal to V(x,). Let qz=I(Ui)V(x2). Continuing in the same man- 
ner WC see that 
and the multiplicity of simple component I(Ui)@?Z(Ui) is sc t. However, as the 
multiplicity of each eigenvalue of I(Ui)CI(Ui) 1 h for CE 8 we deduce that s= t 
and Theorem 4.2 follows. 0 
A coherent algebra is said to have a simple spectrum if it contains a matrix whose 
eigenvalues are all pairwise distinct. Equivalently, all the simple factors of & are 
simply represented as matrix algebras. That is in (2.2) each ti= 1. The following 
result is an imtiediate consequence of representation (2.2): 
Lemma 4.3. Let J be a coherent algebra. Assume that ._& contains a nonderogatory 
matrix A. That is, the Jordan canonical form of A does not have two Jordan blocks 
with the same eigenvalue. Then ~4 has a simple spectrum. 
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According to Theorem 4.2, &has a simple spectrum iff each homogeneous com- 
ponent &(Ui) has a simple spectrum. It is possible to give a complete classification 
of coherent algebras with simple spectrum. We first consider homogeneous 
algebras. It was pointed out by the referee that the following result is essentially due 
to Ferguson and Turull [5, Theorem 2.91. 
Theorem 4.4. Let dCAd,, be a homogeneous algebra with a simple spectrum. Then 
the basis of d consists of n permutation matrices which form a commutative 
subgroup 22 cl&,. Assume that 8 decomposes as the direct sum of k cyclic 
subgroups of order n ,, . . . , nk. Hence 
n=nIn2”‘nk9 ni+llni, i=l,..., k-l. (4.3) 
Furthermore, let 8iC17”i be the cyclic group of order ni generated by the cyclic 
permutation on Ni = { 1, . . . , ni}. Then 9 is conjugate in I& to the subgroup 8= 
%I@%2@S”@%k. That is, if we identifv N={l,...,n} with N,xN,x 0.. XN,, 
then any element of 9 is gy’@gpQ ... @gp, where gi is the cyclic permutation 
on Ni. 
Proof. Assume that A = A* E& has a simple spectrum. Let ul, . . . , u, EC” be the n 
orthonormal eigenvectors of A. Then UjUj*E& for j= 1, . . ..n. Since d is a 
homogeneous algebra it follows that (UjUj*> 0 I=sb. Since the length of each Uj is 1 
it easily follows that s= l/n. That is the absolute value of each coordinate of Uj is 
equal ton . -“’ We now claim that any O-l basis matrix E is a permutation matrix. 
Let EE& be a basis matrix in &‘. Since d is homogeneous it follows that E has 
c = c(E) ones in each row and column. We claim that c = 1. Indeed, assume that E 
has a one in the place (p, 1). We can multiply each Uj by an appropriate root of 
unity such that the first entry of each Uj is equal to n-l”. Since ul, . . . , u, form a 
basis in C” it then follows that it is possible to find complex numbers a,, . . . , a, 
such that the matrix B = aI ul u: -I- . . . + o,,u,,u,* has a one in the (p, 1) entry and all 
other elements of B in the first column are equal to zero. Since E is a minimal matrix 
it follows that B 0 E = E. Hence c(E) = 1. Since any two distinct basis matrices do 
not have common entries it means that we need exactly n - 1 distinct colors to color 
the complete directed graph K,,. That is dimd=n. Therefore, d is generated by 
the matrix A and & is a commutative algebra. Thus, the basis of & forms a com- 
mutative subgroup 8 c l7,. Assume that 8 is a direct sum of k cyclic subgroups of 
the unique orders nl, . . . . nk satisfying (4.7). Suppose furthermore that these 
subgroups are generated by PI, . . . , Pk respectively. Since any two permutation 
matrices in $J do not have a common nonzero entry it follows that the orbit of each 
PE B has a fixed number of elements o, the order of P. Thus, o 1 n and Pi has n/ni 
orbits each of length ni . Furthermore, each orbit of Pj, i # j, intersects any orbit of 
‘Pi at most once. Since Pi and Pj commute it follows that each orbit of Pi is mapped 
by Pj onto another orbit of Pi. If we mark the elements in one orbit of PI as 
N,=(l,2,..., nl} such that P, acts as gl on N, by using all other Pi, i> 1, we can 
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induce a unique enumeration on all other orbits of Pt. Continuing in this manner 
we can identify N with Nt x Nz x --n x Nk such that the action of $2 corresponds to 
the action of the group ‘9. The proof is completed. Cl 
For a coherent algebra &CA& we denote by Aut(JQ) the group of all strong 
automorphisms of &‘. That is, Aut(JQ) is a subgroup of the symmetric group D,, of 
order n represented as all n x n permutation matrices which fix all the matrices in .x& 
Aut(d)= {Q: QE&,, QAQ*=A, A E&). (4.4) 
Since a homogeneous algebra with a simple spectrum is generated by any simple 
element of .& we deduce: 
Corollary 4.5. Let ,A be a homogeneous algebra with a simple spectrum on a set U. 
Then Am(&) = S, the subgroup of the basis elements of &. In particular, Aut(&) 
is commutative and transitive. Furthermore, for any two points a, b E U there exists 
a unique P~Aut(d) such that P(a)= b. Let I :d-,S be an isomorphism of two 
homogeneous algebras with a simple specirum. Then I is a strong isomorphism. 
Assume that d is a coherent algebra and let d be the coherent sum of the 
homogeneous algebras &(U,), . . ..&(r/.). It then follows that: 
Aut(d) = Aut(JQ(U,)) x Aut(d(r/,)) x ... x Aut(d(Uk)). (4.5) 
Clearly, Aut(&) is a subgroup of Aut(&). If &has a simple spectrum, then Aut(d) 
is an abelian group. Hence Aut(JQ) is also an abelian group. Thus, if a non- 
derogatory matrix A represents a multigraph G, the automorphism group of C is 
abelian. This result goes back to Babai (see [3i). 
5. Coherent algebras with simple spectrum 
Theorem 5.1. Let ,A be a coherent algebra with a simple spectrum and two 
homogeneous components &(U,) and &(LJ,). Denote by YI(Ut) the group of the 
basis elements &(Ui), i= 1,2. Let E be a matrix which represents one color on the 
graph U1 x U2 induced by &. Set ,sP(Cli)c S(Ui) to be the stabilizer of E: 
p(U,)= {P: PE 8(&), PE=E}, 
.9’(U2)= {Q: QE Ce(U,), EQ=E}. 
(5.1) 
Then ,4 induces an isomorphism 
fP: W~,Y~(~,)--+ W~2V37~2). (5.2) 
The automorphism group Aut(&)C %(U,) x B(U2) is characterized by the 
relation: 
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= {(a,,az): a+ %(Ui)/9(Uj), i= 1,2, a2=@(al)}. (5.3) 
Equivalently, 
Aut(&)=Aut(JQ(UI)) x 9(U2)=9’(U,) xAut(~~Z(U,jj. (5.4) 
The corresponding directed graph on U, x U2 is colored in a = ord( S( Ui)/.9’( U,)) 
colors. In particular, a divides the number of elements of UI and U2. 
Conversely, given two homogeneous coherent algebras d(Ui) with a simple 
spectrum for i= 1,2 and two subgroups giC %(Ui) such that the quotient groups 
%(Ui)/pi are isomorphic, it is possible to construct a coherent algebra &> 
4U,)H4U2) with two homogeneous components &(Ui), i= 1,2 (& has neces- 
sary a simple spectrum) such that 9i are the above stabilizers. 
Proof. Let d be a coherent algebra with simple spectrum and two simple com- 
ponents. Theorem 4.4 yields that Ce(Ui) is transitive. Assume that U, x U2 is col- 
ored by (Y colors. Let El, . . . , E, be the matrices which represent these a colors. 
Condition (2.5) and the transitivity of Ce(Ui) yields that 
E, = P,E, = E, Q,, Pry B(U,), Qr~ B(U2), r= 1, . . . . a. (5.5) 
In particular, each Er has exactly card(U2)/a ones in each row and card(U,)/a ones 
in each column. Equivalently, from each vertex in U, we have card(U,)/cr edges 
out in color r and to each vertex in U2 we have card(U,)/cw edges in color r, 
r=l , . . ..a. Hence, 9(Ui) are the stabilizers of any E=E,. Given PE B(U,), then 
PE, =E,.. According to (5.5) there exists Q, such that E,=E, Qr. This corres- 
pondence yields the isomorphism (5.2). Let (P, Q) E B(U,) x 9Z(U2). Then (P, Q) e 
Aut(&‘) iff PE, Q-’ = El. That is e(P) = QY(U2) and (5.3) follows. Equivalently, 
for an arbitrary PE %(U,) and all TEQ.!Y(U~) the pairs (P, T) form all the 
elements of Auf(&) whose first component is P. This proves (5.4). 
Assume that td(Ui) are homogeneous algebras with simple spectrum for i = 1,2. 
Suppose that 9iC S(Ui) are subgroups uch that $J(Ui j/pi are isomorphic. Let @ 
be an isomorphism of these two quotient groups. Choose points PiE Ui, i= 1,2. 
Let I’ be the orbit of Pi under the action of the coset PisYi, s= 1, .., , a, a = 
card(a\ili)/Yi). Here PI, ~7~ and P2,g2 are isomorphic under 4. Color the sub- 
graph &x I& in color s, s= 1, . . . . a. Let ES be the corresponding matrix. It then 
follows that 9i are the stabilizers given by (5.1). To show that we have a coherent 
algebra it is enough to demonstrate that 
EiEj*E&(UI), Ej*EiE&(U2). 
Equivalently, it is enough to show that 
PEiEj*= EiETP, QE’Ei= Ej*EiQ 
for any PE S(U,) and 9(&j. This is a straightforward consequence of (5.2). The 
proof is concluded. 0 
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We now analyze the coherent algebras with simple spectrum having at least three 
homogeneous components. It is convenient o introduce the following notation. 
Assume that d is a homogeneous algebra with a simple spectrum on the set U. 
According to Theorem 4.4 we can identify U with Ni x Nz x ... x Nk. In that case 
the distinguished point p of U is identified with 0. Then any point q~ U is in l-l 
correspondence with Aut(d) = 9(U). Namely, PE 8(U) is determined by the con- 
dition P{p> = (q}. The following lemma is quite straightforward. 
Lemma 5.2. Let&be a coherent algebra with a simple spectrum and k homogeneous 
components &( U, ), . . . , d( r/k). Choose k reference points pi E Ui , i = 1, . . . , k. Then 
Aut(JB) c Auf(d) is in l-l correspondence with the set of k-tuples (q,, ._. , qk), 
q,EUi, i=l,..., k, such that the edge (qi,qi) is colored by the same color as the 
edge (pippi) for all 1 ~i<j~k. Equivalently the k-tuple (Pl,...,Pk), Pi:.E S(Ui), 
belongs to Aut(&) iff the edge (P(pi), pi(pj)) has the same color as the edge 
(pi,pj) for all i and j. 
Note that for the coherent sum of .M(Uj) we color all the edges of Ujx Uj in one 
color for i# j. Hence we get equality (4.5). 
In what follows we identify the fixed points pi E Vi with the point 0 and the color 
of the edge (pi,pj) is identified with the 0 color in the graph UiX Uj for i#j and 
no ambiguity will arise. Let 
X, = {q E Uj: edge (q, 0) is colored in color 0 
in the set UixUi, i#j). (5.6) 
Assume that k=2. It then follows that Xi, and Xz, are identified with the 
stabilizers 4 and Z$ respectively. In general, we view X, as a subgroup of 
Z3(Uj)=Aut(J$(Ui)). Let @ji: Uj-2Q denote the map which corresponds to a 
point q E Ui the subset of all points r E r/j such that the edge (q, r) is colored in color 
0 (i#j). Theorem 5.1 implies that @ji: Ui+ Uj/Xji is a surjective homomorphism 
with kernel Xu. That is @ii : Vi/Xii+ LJj/Xji is an isomorphism whose inverse 
isomorphism is @ii. 
Theorem 5.3. Let d be a coherent algebra with a simple spectrum and three 
homogeneous components &(Ut), i = 1,2,3. Then, for any three distinct indices 
i, j, k, {i, j, k} = { 1,2,3} we have the equality: 
Aut(JQ)=9(Ui)XXjiX(Xkif)Xkj). 
Furthermore 
@kj o @ji<@ = xki + xkj 9 
~kj 0 ~ji = @kc : ui+ uk/(&i + xkj). 
(5.7) 
(5.8a) 
(5.8b) 
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Proof. Let pin Ui, i= 1,2, and assume that the edge (pl,p2) is colored in the color 
0. We then claim that there exists p3 E U, such that the edge (pi,ps) is colored in 
0 color for i= 1,2. Let Eii represent 0 color on the graph Ui x Uj. So 
(E13E32) o 42 = 629 t = card(X3, fI Xj2). 
That is we have exactly t vertices p3 E U3 sr;h that (pi,p3) are coitired in 0 color. 
Combine this result with Theorem 5.1 to deduce (5.7). Clcnrly, K= ~kjo cpii(O)> 
Xkj. The above arguments how that K>Xki. Hence K>Xki+ Xkj. The equality 
sign is proved by the counting argument. Obviously, 
card(Xki + Xkj) = card(Xkj)card(Xki )/card(Xki n Xkj). 
on the other side 
card(K) = card(Xji)card(Xkj)/card(Xji n Xjk)* 
Equality (5.7) yields: 
card(Aut(&‘)) = card(Ui)card(Xji)card(Xki fl Xkj) 
= card( Ui)card(X, )card(Xji fI Xjk)- 
This establishes (5.8a). (Mb) now easily follows. Cl 
Let 33 be a commutative group and assume that SV’C 3 is a subgroup. We say that 
a, b E 0 are equal module 3’ (and denote this by (I = b(mod 3Z’)) if a - b ~98. The 
following lemma is immediate: 
Lemma 5.4. Let 9 be a commutative group. Assume that SX$ are subgroups of B 
for i = 1,2. Then the system 
x=ai(modNi), i= 1,2 
is solvable in S?2 for given al, a2 E 9 iff 
aI = a2(mod(& +.M2)). 
The number of distinct solutions x is equal to the cardinality of the subgroup 
re, nti2. 
Theorem 5.5. Let d be a coherent algebra with a simple spectrum and k 
homogeneous components J8( Vi), i = 1, . . . , k. Then 
Auto)= 9WdXXzl X(x31 nX32) 
x - ~(x~~nx,,n - nx,,,_,,). 6% 
In particular, the automorphism group of d is trivial iff d=Mk. 
Proof. We prove the first part of Theorem 5.5 by induction on k. For k = 1,2,3 
Theorem 5.5 is already established. Let kr4. Pick up k - 1 points pie Ui, 
i=l , . . . , k - 1 such that the edge (pi,pj) is colored in zero color for 15 i<jl k - 1. 
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We claim that it is possible to find a point XE Uk such that the edge (pi,x) is 
colored in zero color for i = 1 , . . . , k - 1. This assertion is equivalent to the solvability 
of the system: 
x=@,i(ppi)(modXki), i= l,..., k- 1. 
For j < k - 1 consider a subsystem consisting of two equations for i =j and i = k - 1. 
According to Lemma 5.4 these two equations are solvable iff 
~ki(Pj)=~k(k-~)(Pk-I)(mod(Xki+Xk(k--I))), 1 G<k- 1. 
This assertion is established in the proof of Theorem 5.3. The set of solutions is 
determined up to Xkj n Xku _ t). Thus, we reduced the system of k- t equations to 
the system of k - 2 equations: 
x=@ki(pi)(mod(X,fIXk(k_tr)), i= 1, . . ..k-2. 
Continuing in the same manner we deduce the existence of a solution x. The point 
x is determined up to its coset x+(X,, n a-- fl Xkfk_ tr). This proves (5.9). Assume 
that Aut(JQ) is trivial. Hence, 8(U,) is trivial. So Ut consists of one point. Similar- 
ly, all other Ui consist of one point. Therefore, &=Mk. Clearly, Aut(&) is trivial. 
The proof is completed. El 
As an example we consider a coherent algebra ~8 with a simple spectrum, k 
homcgeneous components &(Ui) such that the group %(Ui) is cyclic of order ni, 
i=l , . . . , k. We identify Bi with h,; . For i # j let aii be the number of colors needed 
to color the graph U~X Uj. Set aii=ni. Then the matrix a = (a&): is a symmetric 
matrix with positive integer entries. Theorem 5.1 yields that aii divides aii and ojj. 
Let (m, n) denote the gcd of m and n. Condition (5.8) is equivalent to the assertion 
that 
for any three distinct indices i, j and q. Let oi be the lcm of ait, . . . ,oi(i_ 1). It then 
follows that 
It is easy to show that if the entries of the k x k matrix a satisfy these conditions, 
then there exists a corresponding coherent algebra &with a simple spectrum and 
with these parameters. Moreover & is unique up to a strong isomorphism. 
Theorem 5.6. Let I : .A+ S be an isomorphism of two coherent algebras with simple 
spectrum. Then I is a strong isomorphism. 
Proof. Assume that d and .%!? have k homogeneous components which are strongly 
isomorphic according to Theorem 4.4. So we may assume that &(Ui)=sS(Ui), 
i=l , . . . , k. That is, the restriction of I on each J9(Ui) is the identity map. Further- 
Coherent algebras and the graph isomorphism problem 91 
more, in &the edge (0,O) is colored by the zero color on Ujx Uj. Assume that the 
zero color on Uix Uj is given by the matrices Eij and Fti for the coherent algebras 
& and .B respectively. So I(,?$) =Q. The definition of the stabilizers X, in 
Theorem 5.1 and the isomorphism I imply that the stabilizers XV for & and B are 
identical. Let ejj: Uj+ Uj/Xji be the homomorphism defined by the zero coloring 
of Ui x Uj in &. Then the zero coloring of Ui x Uj in 9? is given by a surjective map 
+~g: Ui+ Uj/Xji. Et is easy to see that 
Wji (4 = @ji (4 + @ji (mod Xji )a 
To prove Theorem 5.6 it is enough to find vertices Xi E Ui , i = 1, . . . , k, such the edge 
(Xi,xi) is colored in zero color in 8. For k= 2 the existence of x1 and x2 is obvious. 
For k= 3 since 
we have a similar identity if we replace Eii by Q. Hence x1, x2 and x3 exist. In 
general, the existence of x1,. .. , xk is equivalent o the solvability of the system: 
xj=~ji(xi)+eji(modXji), lri<jlk. 
We prove the solvability of this system by induction on k. Assume that k> 3. The 
induction hypothesis implies that we may assume that eji = 0 for j < k. So we may 
assume that xi=0 for i=l,..., k- 1. It is left to show that the system 
Xk=eki(modXki), i= l,...,k- 1 
is solvable. This is equivalent o the condition 
for all 1 pi< j< k. Equivalently, for each pair (i,j) we have to find a point y E uk 
such that the edges (0,~) are colored in zero color in the sets Uix Uk and Ui x Uk. 
Note that the edge (0,O) is colored in zero color in .%? by the induction hypothesis. 
Since 
(&k&j) 0 Ejj = card& n Xkf) Eii, 
we have a similar identity for the matrices F. This establishes the existence of y and 
completes the proof. Cl 
6. Breaking up coherent algebras 
Lemma 6.1. Let A ,, . . . , A,,, E M, be block diagonal matrices: 
Ai=diag(Ail, . . . . A,,), Aii~M,,j, i=l,..., m, j=l,..., p. 
Assume furthermore that 
A,,, = diag( J,,,, . . . , J,,& 
(6.1) 
(6.2) 
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Denote by V,, . . . , 5 the corresponding decomposition of (n > . That is card( 5) = 
nj, j= 1, . . . . p. Let & be the coherent algebra generated by A,, . . . . A,,, and assume 
that U,, . . . . LJ, is the corresponding decomposition of (n > induced by the coherent 
algebra. Then there exists a positive integer Qi such that card( Vi ft ?$) is either zero 
or @i fOrj=l,..., p. If card(Ui ft 5) =ei, then the restriction of d to lJi 0 y is a 
homogeneous algebra. Furthermore, any two such restrictions are isomorphic. 
More precise/y, if card( Vi ft K) = ei, then the correspondence 
I(Uin l$)AZ(Uin $)+l(Uin V,)AI(U,-fl v) 
is an isomorphism of the corresponding homogeneous algebras. 
(6.3) 
Proof. Let ,%I be the weak coherent algebra generated by A,, . . . , A,,, and I. Clearly, 
any A ES is also a block diagonal matrix A = diag(A t, . . . , Ar). Let U1, . . . , U, be 
the partition of (n) corresponding to S. Assume that card( Ui fl 5) > 0. Assump- 
tion (6.2) yields that the set of all matrices of the form I(Uifl q)AZ(Utfl V$) for 
A E S?I form a homogeneous algebra. Furthermore, if Ui n 6 is not empty, then 
Correspondence (6.3) is an isomorphism of the two homogeneous algebras. By 
Lemma 3.4 any isomorphism of coherent algebras preserves the trace. Hence, 
card( Ui n 5) = card( Ui fl 5). Finally note that the coherent algebra &generated by 
A,, . . . . A,n is obtained by adjoining the matrices 
Z(Ui)Jl(Uj)-6,il(Ui)A,I(Uj), i, j= 1, . . . . k, 
where SO, i,j=l,..., k, are the entries of the identity matrix. That is, the sets 
u,, *--, U, are the partition of (n) corresponding to the coherent algebra ._&. q 
Let p=(p,, . . . . Pi) be a sequence of positive integers. We view p as a Young 
tableau with r cells, such that cell i is of length pi, i = 1, . . . , r. A sequence v= 
(v ,, . . . , v,) is called a subdivision of p if it is obtained from p by splitting each cell 
of length pi to 1, cells (1iL 1) for i= 1, . . . , r. 
Lemma 6.2. Let &CM,, be a homogeneous algebra. Suppose that A E& and 
assume that A is a normal matrix. Let I be an eigenvalue of A of multiphcity r. 
Let VCC” be a subspace spanned by all the eigenvectors corresponding to 1. 
Assume that v~=(D~~,...,D~,,), i= 1 , . . . , T, is an orthonormal basis of V. Then 
j= l,..., n. (6.4) 
In particular, the projection of V on any coordinate is a nonzero projection. Assume 
furthermore that A is generic and let p = (u 1, .. . , pr) be the multiplicity sequence of 
its eigenvalues. Let 1 I is n and denote by 58 the coherent algebra obtained by ad- 
joining 1((i)) to d. Let v=(v,,..., v,) be the multiplicity sequence of a generic 
matrix BE&~. Then v is a subdivision of p’=(&...,&l,...,l}, where P,!= 
lIlaX(&- 1, l), i= 1, . . . ,r. 
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Proof. Let P be the orthogonal projection of C” on V. Since A is normal P=p(A) 
for some polynomial p. Hence P E&. As & is a homogeneous algebra PO Z= al, 
trace(P) = r and (6.4) follows. Let A be a hermitian generic matrix in 4. Assume 
that il is an eigenvalue of multiplicity r > 1. Consider the matrix A (E) = A + &Z(i). By 
considering all the eigenvectors in V whose projection on the ith coordinate is 0 we 
easily deduce that 1 is an eigenvalue of A(c) of multiplicity T - 1 at least for all values 
of E. It is left to show 1 is not of multiplicity r for all values of e. To this end we 
may assume that the ith coordinate of u’, . . . ,u*-1 is equal to zero. Then (6.4) im- 
plies that the ith coordinate of u’ is not equal to zero. Now the standard perturba- 
tion formula for the eigenvalues of A(E), e.g. 16, Theorem 1.1; 10, Theorem 2.31, 
implies that the sum of all perturbed p eigenvalues i T(A + c/n). Hence one eigen- 
value changes with E. That is, for most of the values of E, the sequence ZJ’ is the 
multiplicity sequence of A(c). Therefore Y is a subdivision of $. q 
Let A EM,,. Then by Z&A we denote the tensor product of ,4 with the kx k 
identity matrix Zk. That is Z&$4 is a block diagonal matrix diag(A, . . . ,A) where A 
is repeated k times. For 14 kl n let D, (k, n), &(k, n), . . . , &(k, n) be the following 
O-l diagonal nNx nN, N= N(k, n) = n(n - 1) -a- (n -k + l), matrices. We view each 
Dj(k,n) as a block diagonal matrix consisting of N(k,n) blocks each of them is 
n x n. In every block each Di(k, n) has precisely one diagonal entry equal to 1. The 
number of blocks for which this diagonal entry is in the ith place is N(k - 1, n - 1) 
for i=l,..., n. Here N(0, n) = 1. The restrictions of D,(k, n), . . . , &(k, n) to any 
block are the matrices Z((il}),Z({i2}), . . ..Z({ik}). where it, . . ..ik are k distinct in- 
dices in (n). Moreover, for each set of k distinct indices (ir, . . . , ik) C (n) there is 
exactly one block such that the restrictions of D,(k, n), . . . , Dk(k, n) are the matrices 
Z({i;)), *--, Z({ik)) in this order. It is not difficult to show that such k matrices exist 
and they are unique up to a simultaneous permutation of the blocks. For k= 2 we 
can set: 
D,(2,n)=diag(Z,_tOZ,({l}), Zn-10Zn({2}),...,Zn-~OZn({n})) 
W2, d = diag(M{21), M{31), . . . J,&4), M{ 1>>, Z,({3}), 
. ..JA{n)) ,... ,Z,((n-l})). 
The following lemma is quite straightforward: 
Lemma 6.3. Let (A ,, . . . , A,) and (B,, . . . , B,,l) be two m-tuples of n x n complex- 
valued permutationally-similar matrices. Then, for any f I k< n the two (m + k)- 
tuples 
(ZN(k,n@4, ...,Zn~&3~m9 4(k,n), . ..A(k9n)). 
(ZN(~,N~OB~,...,ZN(~,~)OB,~, Wk,n),...,&(k,n)) 
are permutationally similar. 
Let &TM, be a coherent algebra. Assume that Et, . . . , E,,, form a basis of J4. 
Denote by &(k)cMnN the weak coherent algebra generated by Zn@E,, . . . , 
~&W,n, Q(k,n), ..-, D&f, n), N=N(k, n). We now define a projection xk :d(k) --f 
&‘(k - 1) as follows. Consider first the case k= 1. Then Ja(0) =&. Each FE&(~) has 
the block diagonal form diag(F,, .. . ,F,). Then 
For a fixed k> 1 and fixed i,, . . . . ik_, consider all n - k + 1 blocks in the dia- 
gonal form of Fed(k) on which the projections of D,(k, n), . . . , &_ ,(k, n) are 
Z((4 )), . . . , Z({ik_ ,I). Assume that the projection of FE&(k) on these blocks is 
G,,...,G,-k+~. Let v be the diagonal block of &(k- 1) such that the projections 
of D,(k- l,n), . . . . &_t(k-l,n) on v are Z((iI)),...,Z({ik_,}). Then, the projec- 
tion of Q(F) on the block v is (G, + -.. +Gn_k+l)/(n-k+ 1). Clearly, 
d(k - l)C q&t(k)). Let 
k 
n =~1°~20”‘o~k. 
A coherent algebra & is called k-stable if &= nk(&(k)). 
Let I : d+ 23 be a strong isomorphism of coherent algebras. Lemma 6.3 yields 
that I extends to the strong isomorphism t(k) :&(k)-,B(k) such that: 
r(k)(Z,OA) = Z&MA), AE&d, 
t(k)(Q(k,n))=Q(k,n), i= 1, . . . . k, N=N(k,n). (6.5) 
It is straightforward to show: 
Lemma 6.4. Let I : d+ 2? be a strong isomorphism of two coherent algebras. Let 
&i and 8, be the coherent algebras generated by zk(&(k)) and Irk@(k)) respec- 
tively. Then the strong isomorphism I extends to the strong isomorphism & : =.a& +
dk. In particular, Aut(.M) = Aut(JQlk) for k = 1, . . . , n. 
Thus, from the graph isomorphism point of view, it is worth to study the k-stable 
coherent algebra. We were able to characterize the following simple case: 
Lemma 6.5. Let ~4 be a homogeneous algebra. Then 
q(d(1)) =d 
iff for any two distinct integers i and j the identity map I :&+d extends to an 
isomorphism f : pi +&tj, where && is the coherent algebra generated by & and 
Z({kI). 
Proof. Let Er = (E,,, . . . , Em}, r = 1, . . . , m, be the block diagonal form of the basis 
of d(l). Assume that the projection of El on the first block is I(( 11). Hence, the 
projection of El on the block i is either Z({i}) or the zero matrix. If the projection 
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of Er is a zero matrix on at least one block, then rrr(E,) is a diagonal matrix dif- 
ferent from the identity matrix. Hence, the coherent algebra generated by nr(&(l)) 
is not homogeneous contrary to our assumption that 41) is stable. Otherwise we 
see that di and dj are isomorphic. Furthermore, I^: dz+dj, f(i) =j is the isomor- 
phism map. 0 
An isomorphism of coherent algebras z: AZ-+ .B is said to induce an isomorphism 
of d(k) and S(k) if there exists an isomorphism z(k) :&(k)-,sB(k) satisfying (6.5). 
Lemma 6.6. Leflz : .d-,S be a coherent isomorphism of two coherent algebras in 
M,, Assume that z induces an isomorphism z(k) : d(k)+ B(k). Then for given k 
distinct indices i,, . . . , ik E (n ) it is possible to extend z such that z(I( (i,})) = I( (j,]), 
s= 1, . . . . k, for some k distinct indices j,, . . . , j, E (n). In particular, an isomor- 
phism z :&-t&3 is a strong isomorphism iff z induces an isomorphism z(n) :
d(n) --, 8 (n). 
Proof. Consider the block v of the weak coherent algebra&(k) such that the restric- 
tions of D, (k, n), . . . , Dk(k,n) are the matrices I({i,>), .. ..I((&)). Then, there are 
k diagonal matrices El, . . . , A?& in the basis of d(k) whose restrictions on the block 
v are I({i,>),..., I({&}). Let z(k)(F+) =I;;-, i = 1, . . . , k. Then the restrictions of 
F,,..., Fk to some block v’ are the matrices I((j,}), . . ..I(( j,}). 
Assume that k= n. Then z extends to a strong isomorphism by letting 
P(iz} = { j,), t= 1, . . . . n. Clearly, if z is a strong isomorphism, then z extends to an 
isomorphism z(n). The proof is concluded. 0 
The above criterion of the strong isomorphism of z :&-, 8 is useless from the 
computational point of view. In view of Theorem 5.6 it is plausible to assume that 
for some coherent algebras the assumption that an isomorphism z of two coherent 
algebras induces an isomorphism z(k) implies that z is a strong isomorphism. We say 
that &is a coherent algebra of multiplicity k at most if each simple factor of the 
semisimple algebra &is represented with multiplicity k at most. Equivalently, every 
eigenvalue of a generic matrix A Ed is of multiplicity k at most. We conjecture 
without too much evidence: 
Conjecture 6.7. Let & and 5B be coherent algebras of multiplicity k at most. Then 
the isomorphism z :AZ-, 33 is a strong isomorphism iff z extends to the isomorphism 
z(k- l):d(k- l)-+S(k- 1). 
The above result mildly supports our conjecture in the following case: 
Theorem 6.8. Let z :d+ B be an isomorphism of two coherent algebras of 
multiplicity 2 at most. Assume that & and 3 have t homogeneous components. If 
z extends to an isomorphism z(t) :J(t)+&?(t), then z is a strong isomorphism. In 
particular, Conjecture 6.1 holds for homogeneous algebras of multiplicity 2 at most. 
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Proof. Assume first that dand @? are homogeneous, i.e., t = 1. According to Lem- 
ma 6.6, I extends to an isomorphism of {&,1((i))) onto (.B,l({j})}. Lemma 6.2 
claims that the coherent algebra generated by {&,1((i))) has a simple spectrum. 
Now Theorem 5.6 yields that I is a strong isomorphism. Assume now the general 
case. Let U,,..., U, be the partition of (n). Choose i, E US, i= 1, . . . , t. Then the 
coherent algebra generated by (d, I((il >), . . . , I({i,))) has a simple spectrum and 
Theorem 6.8 follows from Theorem 5.6. El 
Lemma 6.3. Let d be a dwmt aigebra nd denote by di the coherent algebra ob- 
tained by adjoining I( (i)) to 4. If Auf(&) is transitive, then &is homogeneous and 
any two coherent algebras &t and &j are isomorphic. More precisely, let Er = 
diag(E,,, . . . , E,,), r = 1, . . . , m be the block diagonal form of the basis of &( 1). Then 
the map: 
l,i(Eri>=E,i, r= l,...,m 
induces an isomorphism Of J8i onto dj. 
(6.6) 
Proof. Let r/r, . . . . r/, be the partition of (n) induced by d. Clearly, any automor- 
phism PE Aut(JB) maps each Ui onto itself. Assume that Aut(Ja) is transitive. 
Then k= 1. Suppose that P(i) = {j] for Pe Aut(JB). It then follows that &i is 
isomorphic to dj. Let El, . . . , E,,, be the basis of d(l). We easily deduce that 
P*EtiP=Elj, t= 1, *.., m. Hence the isomorphism rii : di+JBi is given by the map 
(6.6). q 
Theorem 6.10. Let &CM, be a homogeneous algebra of multiplicity 2 at most. 
Then Aut(&) is transitive if and only if for any basis matrix F= diag(Fr, .. . , F,) in 
the basis of d( 1) each F;. is different from zero. Equivalently, the map (6.6) induces 
an isomorphism. 
Proof. Lemma 6.2 yields that &i has a simple spectrum for each i. Since (6.6) is an 
isomorphism which maps 1((i)) to 1((j)) Theorem 5.6 implies that there exists 
PE Aut(& such that P(i) = {j}. The second part of the theorem follows from 
Lemma 6.9. i3 
Auf@‘) is called k-transittiJe if for any two k-tuples {i,, . . . , ik} and (jr, . . . , j,} of 
k distinct numbers in (n) there exists P~Aut(d) such that P{i,} ={j,}, 
s=l , . . . , k. Theorem 6.10 generalizes as follows: 
Theorem 6.11. Let &CM,, be a homogeneous algebra of multiplicity k at most. 
Then Aut(JB) is k-transitive iff any basis matrix FEJB(k) has a nonzero projection 
on any of its blocks. 
Proof. We claim that the coherent algebra d(k) generated by 
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has a simple spectrum. First note that the coherent algebra d(r) generated by 
(J, I({ n))} has multiplicity k - 1 and two homogeneous components <n - 1) and 
(n>. The restriction of .# to (n - 1) is a coherent algebra of multiplicity k- 1 
whose automorphism group is (k- I)-transitive. Continue this process to deduce 
that d(k) has a simple spectrum. The rest follows as in the proof of Theorem 
6.10. Cl 
Use the proof of Theorem 6.11 to deduce: 
Corollary 6.12. Let I :&+S be an isomorphism of two coherent algebras of 
multipIicity k (> 1) at most. Assume that the automorphism groups of &and SB are 
(k - I)-transitive. Then Conjecture 6.7 holds. 
Let G be a multigraph. We say that G has multiplicity k at most if each eigenvalue 
of G is of multiplicity k at most. Corollary 6.12 yields: 
Corollary 6.13. Let G and H be two multigraphs on n vertices represented by the 
matrices E and F respectively of multiplicity k at most. Assume that the automor- 
phism group of G and H are (k- I)-transitive. Then G and H are isomorphic iff 
there exists an isomorphism 
r:~I(E,)l((l)), . . . . &Ik-- 11))-+4F,Nl}), . ..J((k- lI)), 
l(E)=F, r(l({i}))=I((i}), i= l,..., k- 1. 
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