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Abstract. We study a quadruple of interrelated subexponential subsystems of
arithmetic WKL−
0
, RCA−
0
, IΔ0, and ΔRA1, which complement the similarly re-
lated quadruple WKL0, RCA0, IΣ1, and PRA studied by Simpson, and the quadru-
ple WKL∗
0
, RCA∗
0
, IΔ0(exp), and EFA studied by Simpson and Smith.
We then explore the space of subexponential arithmetic theories between IΔ0
and IΔ0(exp). We introduce and study first- and second-order theories of recur-
sive arithmetic퐴RA1 and 퐴RA2 capable of characterizing various computational
complexity classes and based on function algebras 퐴, studied by Clote and others.
1 Introduction
Simpson in [20] studied the relations among four relatively weak subsystems of arith-
metic: 햶햪햫0, 햱햢햠0, IΣ1, and PRA. The first two are second-order, the remaining are
first-order.What is remarkable, is that all four theories share the same provably recursive
functions, namely the primitive recursive ones.
Later Simpson and Smith [21] found the same kind of relationship among theweaker
quadruple of theories:햶햪햫∗
0
, 햱햢햠∗
0
, IΔ0(exp), and EFA (Elementary Function Arith-
metic) where all four share the Kalmar-elementary functions as provably recursive.
The last four theories are discussed in a recent paper by Enayat and Wong [6] as a
framework for the unification of model theory of the first and second-order arithmetic.
About the same time (summer of 2016) we have discovered even a weaker framework
햶햪햫−
0
, 햱햢햠−
0
, IΔ0, and Δ햱햠1 (the theory of provably recursive functions of IΔ0). The
four theories are obtained by dropping the exponentiation from the the four theories
of Simpson and Smith. We have obtained the same kind of relationships among the
theories.
This weakening is presented in sections 2 through 5 of this paper. In order to obtain
the result we had to be rather careful with the coding of finite sequences, sets, and trees.
We have also decided to add the Cantor’s pairing function to the language of arithmetic
and to the basic axioms of PA (Peano Arithmetic).
We do not treat the functions (in extensions of PA) in the usual way as denotations
of 푛-ary function symbols, but use the set-theoretical concept as sets of pairs (where the
set-theoretical cartesian product is replaced by Cantor’s pairing). This is exactly how
the functions are treated in second-order subsystems of arithmetic. We have used this
in our reformulation of primitive recursive arithmetic PRA and the two above weaker
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systems of recursive arithmetics. Instead of 푛-ary function symbolswe have set constants
(i.e. unary predicates). The advantage is that the respective quadruples of theories share
similar language and no rather awkward translation is needed (as in [20]).
We can summarize our contributions as follows, The first one is the generalization
obtained by dropping the assumptions of exponentiation and proving similar results as
above. The second contribution is the introduction of first- and second- order theories of
recursive arithmetics capable of characterizations of various complexity classes. These
theories are all subexponential falling between the theories IΔ0 and IΔ0(exp) and so our
study of the interplay of their first- and second-order model theories is an extension of
the goal of Enayat and Wong.
Although it is possible to characterize the complexity classes in second-order arith-
metic through set-comprehension axioms (see e.g. [25,4]), we have found it simpler and
more convenient to replace the set comprehension by function existence axioms. This
calls for the formulation of complexity classes as inductively defined function classes
(so called function algebras, see [3]). A typical second-order function existence axiom
is, for instance, the composition axiom: ∀푔, ℎ∈∃푓∈∀푥 푓 (푥) = 푔(ℎ(푥)).
We discuss the function algebras in section 6 where we discuss the ways of defining
function algebras (푋). The basic question we had to solve was how to specify the
framework for the definition of the operators of function algebras. We have tried several
approaches and have finally settled for the use of the Clausal Language (CL). CL is
a subset of PA (extended by definitions with functions) which we have developed in
1997 and use in the teaching of computer programming and verification courses at our
university. Computer programmingcalls for a simple, readable, yet expressive language.
CL gives us a uniform treatment of complex recursive schemes needed in operators of
function algebras.
In section 7 we assign to each function algebra (푋) a first-order theory 햱햠1,
called the recursive arithmetic of (푋) where we can talk about the functions of the
algebra. The relationship between the two is like the one between the function algebra
of primitive recursive functions and the theory PRA.
In section 8 we discuss the provably recursive functions of recursive arithmetics
햱햠1 which we show to be exactly the functions of the algebra(푋).
In section 9 we present the second order theories 햱햠2 extending the first-order
theories햱햠1 and prove that they share the same provably recursive functions.
In section 10 we characterize some basic complexity classes by means of recursive
arithmetics.
2 Preliminaries
When talking about the interplay of first- and second-order arithmetic we have to decide
on the often conflicting terminology and notation. We generally prefer Kaye’s [12] over
Simpson’s [20]. Since the pairing function is central to the treatment of functions in
this paper (all functions are unary, we do not have any introduced functions symbols
other than those mentioned in the following paragraph), we have decided on one pairing
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function and added it to the basic symbols. This saves the rather annoying constant
referral to the theories extending L1 with pairing.
2.1 Languages and Basic Axioms of our Fragments of First-Order Arithmetic.
The first-order language of arithmetic L1 consists of the usual symbols 0, 푆, +, ⋅, <
plus the binary pairing function (⋅, ⋅) and its associated projection functions퐻 , and 푇 .
We use the modified Cantor’s pairing function defined by:
(푥, 푦) = 푧 ↔ 2 ⋅ 푧 = (푥 + 푦) ⋅ (푥 + 푦 + 1) + 2 ⋅ 푥 + 2 . (P0)
This offsets the standard diagonal Cantor’s function by one and makes it a bijection
ℕ
2 ↦ ℕ ⧵ {0}. The further properties of pairing are:
(푥, 푦) = (푥′, 푦′) → 푥 = 푥′ ∧ 푦 = 푦′ 푧 > 0→ ∃푥, 푦 < 푧 (푥, 푦) = 푧 . (P1−2)
The symbols퐻 and 푇 are for the first (Head) and second (Tail) projection functions:
퐻((푥, 푦)) = 푥 퐻(0) = 0 (P3−4)
푇 ((푥, 푦)) = 푦 푇 (0) = 0 . (P5−6)
We let pairing to associate to the right, i.e. (푎, 푏, 푐) abbreviates (푎, (푏, 푐)) and drop the
unnecessary parentheses in function applications involving pairing: Thus 푔 ℎ(푥, 푦) ab-
breviates 푔(ℎ((푥, 푦))). This does not lead to confusionbecause apart from the six function
symbols in L1 we never use other function symbols and throughout the paper whenever
we mention the term function we mean a special set (see Par. 3.2) and so our functions
are effectively unary.
The properties of the usual symbols of arithmetic are:
푆(푥) ≠ 0 푆(푥) = 푆(푦) → 푥 = 푦 (N1−2)
푥 + 0 = 푥 푥 + 푆(푦) = 푆(푥 + 푦) (N3−4)
푥 ⋅ 0 = 0 푥 ⋅ 푆(푦) = 푥 ⋅ 푦 + 푥 (N5−6)
푥 ≮ 0 푥 < 푆(푦) ↔ 푥 < 푦 ∨ 푥 = 푦 (N7−8)
푥 < 푦 ∨ 푥 = 푦 ∨ 푦 < 푥 0 < 푥 → ∃푦 < 푥푆(푦) = 푥 . (N9−10)
We designate the universal closures of the propertiesN1−10+P0−6 by BASIC.
The reader will note that the groupN1−10 deviates from the now standard basic ax-
ioms 햯햠− (see [12]) and from the basic axioms of Simpson [20]. We have decided on the
axioms N1−9 of Shoenfield [19]. The reasons behind the choice are that the axioms for
푆, +, ⋅ and < are actually recurrences (as opposed to the algebraic properties of 햯햠−).
The recurrences become important in our investigation in section 6 of axiomatization of
small fragments of arithmetic with function symbols corresponding to the inductively
defined classes of functions (think of primitive recursive functions and their associated
theory PRA). With our choice of L1 we, for instance, dispense with the annoying trans-
lation between the standard language of arithmetic and that of PRA (see for instance
[20]).
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The only extensions of the language of arithmeticL1 discussed in this paper are with
set constants 푋⃗ (unary predicate symbols). The languages are designated by L1(푋⃗). We
will almost always use the set constants in the form 푡 ∈ 푋 instead of the predicate
applications푋(푡).
2.2 Language of Second-OrderArithmetic. The language for the theories of second-
order arithmetic discussed in this paper is the two sorted language L2 which extends L1
with variables ranging over sets and permits set quantification in formulas. For a set
variable 푋 and a first-order term 푡 the atomic formula 푡 ∈ 푋 is in L2. We will use the
set identity 푋 ⊆ 푌 as an abbreviation for ∀푥(푥 ∈ 푋 → 푥 ∈ 푌 ), 푋 = 푌 abbreviates
푋 ⊆ 푌 ∧ 푌 ⊆ 푋, and the relation 푋 < 푏 is an abbreviation for ∀푥(푥 ∈ 푋 → 푥 < 푏).
We often write the last quantifier as ∀푥∈푋 푥 < 푏.
2.3 Structures for퐋ퟏ and 퐋ퟐ. A structure for the languageL1 of first-order arithmetic
is a tuple = (푀, 0, 푆,+, ⋅, <, (⋅, ⋅), 퐻, 푇). We designate by ℕ both
the standard structure for L1 satisfying BASIC as well as its domain of natural numbers.
A structure for the language L2 of second-order arithmetic (,)with a first-order
structure for L1 and  ⊆ (푀). The set variables of L2 range over the elements of .
The structures for the first order languages extended with set constants L1(푋⃗) are
(, 푋⃗) with subsets of assigned as meanings to the constants 푋⃗ (note that we iden-
tify the constant symbols with their denotations). Although such structures look similar
to the second-order structures our notation is a standard one (see [13] page 3 for this
treatment). We have the following obvious theorem:
2.4 Proposition. Let (, 푋⃗) be a first-order structure for L1(푋⃗) and (,) a second-
order structure (for L2) such that {푋⃗} ⊆ . If 휑(푣⃗) is formula of L2 without second-
order quantifiers with all free (first and second-order) variables among 푣⃗ then for every
푣⃗ ∈ ∪ {푋⃗} we have (, 푋⃗) ⊧ 휑(푣⃗) iff (,) ⊧ 휑(푣⃗). ⊓⊔
The reader will note the subtlety that the occurrence of the sequence (푣⃗) in the second-
order satisfaction relation is an assignment of values to variables of 휑(푣⃗) whereas in
the first-order satisfaction relation the set constants in 푣⃗ replace the corresponding set
variables in 휑 (which thus becomes a formula in L1(푋⃗)) and only the first-order values
from 푣⃗ are in the assignment.
2.5 Induction and Related Principles. We designate the usual sets of arithmetical
formulas Σ푛, Π푛, Δ푛 without superscripts when they do not contain set variables or con-
stants, i.e. if they are in the languages L1. The same with superscripts, e.g, Σ
0
푛, include
also the formulas with the set variables and constants. We will often call as arithmeti-
cal, also the formulas which are only equivalent in some (usually implicitly understood)
structure or theory to a formula in the proper syntactic form. In addition to Δ0 formulas
(with superscript or not), which are the usual bounded formulas, we will designate a for-
mula as Δ1 (possibly with superscript) only relatively to a structure or a theory because
4
MAY 8, 2017 3. THE SECOND-ORDER THEORY 햱햢햠−
0
such a formula must satisfy the additional constraint:
∀푥(휑(푥)↔ 휓(푥)) (횫)
with 휑(푥) ∈ Σ1 and 휓(푥) ∈ Π1 (both possibly with superscripts).
For a formula 휑(푥) we designate by I[휑(푥)] the induction formula:
휑(0) ∧ ∀푥(휑(푥)→ 휑(푥 + 1))→ ∀푥휑(푥) .
We designate by B[휑(푥, 푦)] the collection formula:
∀푥<푎 ∃푦휑(푥, 푦)→ ∃푏 ∀푥<푎 ∃푦<푏휑(푥, 푦)
and by C[휑(푥)] the comprehension formula:
∃푋∀푥(푥 ∈ 푋 ↔ 휑(푥)) .
In the comprehension formula휑(푥)may not contain푋 as a parameter. In all three kinds
of formulas 휑 may contain additional parameters.
When we call the three kinds of formulas principles (for example: the induction
principles I[휑(푥)]) then we understand the formulas to be universally closed.
For 훤 one of Σ1,Δ0 (possibly with superscripts) we will designate by I[훤 ],B[훤 ], or
C[훤 ] the sets of corresponding induction, collection, or comprehension principles for
휑 ∈ 훤 .
For 훤 one of Δ0, Δ1 (possibly with superscripts) we will designate by I[훤 ] (C[훤 ])
the sets of universal closures of 횫→ I[휑] (횫→ C[휑]) for 휑 ∈ 훤 .
2.6 Fragments of Arithmetic with Limited Induction. For훤 one ofΔ0,Δ1,Σ1 (pos-
sibly with superscripts) we define the theory I훤 ∶= BASIC+I[훤 ].
We define the theory BΣ1 ∶= IΔ0+B[Σ1] (possibly with superscript).
For 훤 one ofΔ0
0
,Δ0
1
we define the second-order theoryC훤 ∶= BASIC+IND+C[훤 ]
where the induction axiom IND is the universal closure of
0 ∈ 푋 ∧ ∀푥(푥 ∈ 푋 → 푆(푥) ∈ 푋)→ 푥 ∈ 푋 . (IND)
We say that a first-order theory 푇 in L1(푋⃗) is inductive if the induction principles
of 푇 hold also for the formulas containing the set constants 푋⃗.
3 The Second-Order Theory 헥헖헔−
ퟎ
For the theory CΔ0
0
we have:
3.1 Proposition.
1. CΔ0
0
⊢ I[Δ0
0
],
2. CΔ0
0
+ C[Δ0
1
] ⊢ I[Δ0
1
].
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Proof 1) Prove induction for 휑(푥) ∈ Δ0
0
by comprehension and then use IND.
2) The same as 1) but with Δ0
1
-comprehension. ⊓⊔
In the following we will strengthen the weak base theory CΔ0
0
by axioms asserting
existence of functions.
3.2 Functions. As mentioned above throughout this paper a “function” means a set
acting like a function in the set-theoretical sense where instead of set pairs ⟨푥, 푦⟩we use
pairing (푥, 푦). We use the symbols 푓 , 푔, ℎ, as set variables in second-order contexts or
as set (unary predicate) constants in first-order contexts.
Within theories extending CΔ0
0
we define the property 푓 is a function, in writing
푓 ∈  as follows:
푓 ∈  ↔ ∀푥∃푦 (푥, 푦) ∈ 푓 ∧ ∀푥, 푦, 푦′((푥, 푦) ∈ 푓 ∧ (푥, 푦′) ∈ 푓 → 푦 = 푦′) ∧ 0 ∉ 푓 .
We will often abbreviate (푥, 푦) ∈ 푓 to 푓 (푥) = 푦. Function term 푓 (푡) used in an atomic
formula 휑(푓 (푡)) should be understood as abbreviation for the unnested form: ∃푦(푓 (푡) =
푦 ∧ 휑(푦)) or ∀푦(푦 = 푓 (푡) → 휑(푦)).
We use functions also in first-order theories in the languages L(푋⃗) where 푓 ∈ 
should be viewed as a schema of abbreviations for the RHS of the above definition with
the metavariable 푓 ranging over set constants.
The expression 푓 is a function in where is a first- or second-order structure
means 푓 ∈  .
With 푇 being a first- or second-order theory we say that the function 푓 is polynomi-
ally bounded if there is a term 푡(푥) ∈ L1 such that 푇 proves ∀푥, 푦(푓 (푥) = 푦→ 푦 ≤ 푡(푥)).
The function 푓 is non-growing if 푇 ⊢ ∀푥, 푝, 푦(푓 (푥, 푝) = 푦 → 푦 ≤ 푝).
3.3 Some Operators on Functions. For the set variables 푓 , 푔, and ℎ, we introduce the
following abbreviations (named on the right) as the universal closures of the following
formulas:
ℎ(푥) = 푧 ∧ 푔(푧) = 푦→ 푓 (푥) = 푦 (푓 ∶= 푔◦ℎ)
(푔(푦) = 푧 → 푓 (0, 푦) = 푧) ∧
(푓 (푥, 푦) = 푣 ∧ ℎ((푥, 푣), 푦) = 푤 → 푓 (푆(푥), 푦) = 푤) ∧
푓 (0) = 0
(푓 ∶= PR(푔, ℎ))
푓 (0) = 푆(0) ∧ (푓 (푥) = 푦→ 푓푆(푥) = 푦 + 푦) . (푓 ∶= E)
In the second-order context we will use a name of a function operator as a name of the
axioms asserting the closure under the operator:
∀푔, ℎ∈∃푓∈ 푓 ∶= 푔◦ℎ (◦)
∀푔, ℎ∈∃푓∈ 푓 ∶= PR(푔, ℎ) (PR)
∃푓∈ 푓 ∶= E . (E)
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We will see below that the certain function operators are equivalent to set comprehen-
sion. The first such equivalence is given in the following theorem:
3.4 Theorem. Over CΔ0
0
the theory C[Δ0
1
] is equivalent to the axiom ◦.
Proof CΔ0
0
+C[Δ0
1
] ⊢ ◦: Take any (,) ⊧ CΔ0
0
+C[Δ0
1
], any functions ℎ, 푔 ∈ . For
all 푤 ∈ we have
(,) ⊧∃푧∃푥, 푦 < 푤(푤 = (푥, 푦) ∧ ℎ(푥) = 푧 ∧ 푔(푧) = 푦) ↔
∀푧∀푥, 푦 < 푤(푤 = (푥, 푦) ∧ ℎ(푥) = 푧→ 푔(푧) = 푦)
and so by Δ0
1
-comprehensionwith the LHS formula we obtain the desired set 푓 ∈  for
which
(,) ⊧  (푓 ) ∧ ∀푥, 푦
(
(푥, 푦) ∈ 푓 ↔ ∃푧(ℎ(푥) = 푧 ∧ 푔(푧) = 푦
)
.
CΔ0
0
+◦ ⊢ C[Δ0
1
]: Take any (,) ⊧ CΔ0
0
+◦, any Δ0
0
-formulas 휑(푦⃗, 푥), 휓(푦⃗, 푥),
any values of possible parameters 푣⃗ ∈ ∪  occurring in them, and assume (,) ⊧
∀푥
(
∃푦⃗ 휑(푦⃗, 푥)↔ ∀푦⃗ 휓(푦⃗, 푥)
)
. Wemay assumew.l.o.g. that the variables 푦⃗ are paired to a
single one 푦. We wish to find an푋 ∈  such that (,) satisfies푋 = {푥 ∣ ∃푦휑(푥, 푦)}.
By Δ0
0
-comprehension we obtain a set ℎ ∈  such that
(,) ⊧ ∀푤
(
푤 ∈ ℎ ↔ ∃푥, 푦 < 푤
(
푤 = (푥, 푦, 푥) ∧ 휓(푦, 푥)→ 휑(푦, 푥) ∧
∀푧 < 푦(휓(푧, 푥) ∧ ¬휑(푧, 푥))
))
.
We have (,) ⊧ ∀푥∃푦(휓(푦, 푥) → 휑(푦, 푥)) because for any 푥 ∈  there is either a
witness to ∃푦휑(푦, 푥) or a counterexample to ∀푦휓(푦, 푥). Thus ℎ is a function yielding
pairs (푦, 푥). By Δ0
0
-comprehension we obtain a set 푔 ∈  such that
(,) ⊧ ∀푤
(
푤 ∈ 푔 ↔ ∃푥, 푦, 푧 < 푤
(
푤 = ((푦, 푥), 푧) ∧
(휑(푦, 푥)→ 푧 = 1) ∧ (¬휑(푦, 푥)→ 푧 = 0)
))
.
Clearly, 푔 is the characteristic function of the formula휑. From ◦we obtain 푓 = 푔◦ℎ ∈ 
and for all 푥 ∈  we have (,) ⊧ 푓 (푥) = 1 ↔ ∃푦휑(푥, 푦). Thus the desired 푋 is
obtained by Δ0
0
-comprehension to satisfy 푋 = {푥 ∣ 푓 (푥) = 1}. ⊓⊔
3.5 The theory 헥헖헔−
ퟎ
. We define 햱햢햠−
0
∶= CΔ0
0
+◦. In the view of Thm. 3.4, the
theory 햱햢햠−
0
is equivalent to CΔ0
1
and so by Prop. 3.1 햱햢햠−
0
⊢ I[Δ0
1
].
How does 햱햢햠−
0
compare to the theory 햱햢햠∗
0
(see [21] or [6]) which is equivalent
to IΔ0
0
(exp)+C[Δ0
1
]? By the absence of the axiom
∀푥∃푦 2푥 ≐ 푦 (exp)
where 2푥 ≐ 푦 stands for aΔ0 formula defining the graph of exponentiation.We, namely,
have:
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3.6 Theorem. Theories 햱햢햠∗
0
and 햱햢햠−
0
+E are equivalent.
Proof 햱햢햠∗
0
⊢ 햱햢햠−
0
+E: We work in 햱햢햠∗
0
which proves IND and trivially CΔ0
0
.
By Thm. 3.4 it proves ◦. We define 푓 ∶= {푣 ∣ ∃푥,푦<푣(푣 = (푥, 푦) ∧ 2푥 ≐ 푦} by Δ0
0
comprehension. From exp we get 푓 ∈  , the recurrences in 푓 ∶= E, and thus E.
햱햢햠−
0
+E ⊢ 햱햢햠∗
0
: We work in 햱햢햠−
0
+E. From Prop. 3.1 we obtain I[Δ0
0
]. From
Thm. 3.4 we get C[Δ0
1
]. From E we get a function 푓 . Since 푓 is a function, we have
∀푥
(
∃푦(푓 (푥) = 푦 ∧ 2푥 ≐ 푦) ↔ ∀푦(푓 (푥) = 푦→ 2푥 ≐ 푦)
)
and can use a Δ0
1
induction (which we obtain from Prop. 3.1) to prove ∀푥∃푦(푓 (푥) =
푦 ∧ 2푥 ≐ 푦) from which exp directly follows. ⊓⊔
The theory 햱햢햠0 (see [20]) is defined as IΣ1+C[Δ
0
1
]. Lemma 2.5 of [21] asserts
that 햱햢햠∗
0
+PR is equivalent to 햱햢햠0. The following is a sharpening by dropping the
exponentiation:
3.7 Theorem. Theories 햱햢햠0 and 햱햢햠
−
0
+PR are equivalent.
Proof 햱햢햠0 ⊢ 햱햢햠
−
0
+PR: 햱햢햠0 trivially proves C[Δ
0
0
]. It also proves the closure
under composition and primitive recursion (see [20]).
햱햢햠−
0
+PR ⊢ 햱햢햠0: We work in 햱햢햠
−
0
+PR and define
ℎ ∶=
{
푢 ∣ ∃푥,푦,푣<푢
(
푢 = (((푥, 푣), 푦), 푣+ 푣) ∨ 푢 = ((0, 푦), 0) ∨ 푢 = (0, 0)
)}
by C[Δ0
0
]. We obviously have ℎ ∈  . We define 푔(푦) = 1 by C[Δ0
0
] and then 푓 ′(0, 푦) =
푔(푦), 푓 ′(푆(푥), 푦) = ℎ((푥, 푓 ′(푥, 푦)), 푦) by primitive recursion. Finally, we define a func-
tion 푓 (푥) = 푓 ′(푥, 0) by C[Δ0
0
]. Δ0
0
-induction establishes 푓 ∶= E and hence E. By
Thm. 3.6 we get 햱햢햠∗
0
and then use the above mentioned consequence of Lemma 2.5 of
[21]. ⊓⊔
4 The First-Order Part of 헥헖헔−
ퟎ
Simpson and Smith’s [21] proved that the first-order part of 햱햢햠∗
0
is IΔ0(exp) + B[Σ1].
In this section we will drop the exponentiation from their proof and show that the first-
order part of 햱햢햠−
0
is BΣ1. This directly determines by Cor. 4.5 the first-order parts not
only of 햱햢햠∗
0
but also of 햱햢햠0 (see [20]). Recall that the first-order part of a second-
order theory 푇2 is a first-order theory 푇1 whose theorems are identical to the theorems
of 푇2 expressed in the language of 푇1.
We have been inspired in Thm. 4.1 by the unpublished proof of Gandy that over IΔ0
the least number principle forΔ1 formulas impliesB[Σ1] (see [22,10]). This obviates the
use of bounded recursion (needing exponentiation) in the proof of Simpson and Smith.
The structure of this section is otherwise similar to the corresponding ones in [20,21].
4.1 Theorem. 햱햢햠−
0
⊢ B[Σ0
1
].
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Proof We work in 햱햢햠−
0
and take any Σ0
0
formula 휑(푥, 푦, 푧⃗) possibly with number and
set parameters 푤⃗. We wish to prove the principle B[∃푧⃗ 휑(푥, 푦, 푧⃗]. So we take any 푎, 푤⃗,
and assume ∀푥<푎∃푦∃푧⃗ 휑(푥, 푦, 푧⃗). By taking 푣 ∶= max(푦, 푧⃗) we get
∀푥<푎 ∃푣 ∃푦,푧⃗≤푣휑(푥, 푦, 푧⃗) . (†)
Supposewemanage to obtain i) a function푓 (푥) yielding the least bound 푣 and ii) we find
its maximum 푐 ∶= max푧∈[0,∞) 푓 (푧). Setting 푏 ∶= 푐+1wewould then have ∀푥<푎∃푦,푧⃗<푏
휑(푥, 푦, 푧⃗) and we would get the desired conclusion of the collection by dropping the
bound on 푧⃗.
Toward the goal i) we use Δ0
0
comprehension to define the set
푓 = { (푥, 푣) ∣ (푥 < 푎 ∧ ∃푦,푧⃗≤푣휑(푥, 푦, 푧⃗) ∧ ∀푦,푧⃗<푣¬휑(푥, 푦, 푧⃗)) ∨ (푥 ≥ 푎 ∧ 푣 = 0) } .
We wish to prove 푓 ∈  . That 푣 is unique is obvious. For the proof of its existence we
take any 푥. If 푥 ≥ 푎, we have 푣 ∶= 0. If 푥 < 푎 we have ∃푦,푧⃗≤푣′ 휑(푥, 푦, 푧⃗) for some
푣′ from (†) and by Δ0
0
least number principle we get the smallest such 푣 for which also
(푥, 푣) ∈ 푓 holds.
Toward the goal ii) suppose that we contrive to define the set 푋 = { 푥 ∣ 푓 (푥) =
max푧∈[푥,∞) 푓 (푧) } Since 푎 ∈ 푋, a Δ
0
0
least number principle gives the least element 푚
of 푋. Furthermore, if we succeed in defining 푌 = { 푦 ≤ 푚 ∣ 푓 (푚) = max푧∈[푦,푚] 푓 (푧)}
we will have 푚 ∈ 푌 and so 푌 will have the least element 푛 for which we have 푓 (푚) =
max푧∈[푛,∞) 푓 (푧).
Now, if 푛 > 0, then 푓 (푛∸ 1) > 푓 (푚) and we would get a contradiction (푛∸1) ∈ 푋.
Thus 푛 = 0 and 푐 ∶= 푓 (푚) is the desired maximum of all 푓 (푧).
It remains to define the sets 푋 and 푌 . The defining formula for 푋 is Σ0
1
because it
can be written as
∃푣
(
푓 (푥) = 푣 ∧ (푥 < 푎→ ∀푧∈[푥, 푎)∃푤 ≤ 푣 푓 (푧) = 푤)
)
.
This is equivalent to aΠ0
1
formula:∀푣(푓 (푥) = 푣∧푥 < 푎 → ∀푧∈[푥, 푎)∃푤 ≤ 푣 푓 (푧) = 푤)
and the set 푋 is obtained by Δ0
1
comprehension. The definition of 푌 is similar. ⊓⊔
4.2 횫ퟎ
ퟏ
Definability of Sets. For a model (,) for L2 we designate byΔ
0
1
-def(,)
the subset of () consisting of Δ0
1
-definable sets 푋, i.e. such that there is a Σ0
1
for-
mula 휑(푥, 푣⃗) and a Π0
1
formula 휓(푥, 푣⃗), possibly with parameters 푣⃗ ∈∪, such that
(,) ⊧ ∀푥
(
휑(푥, 푣⃗) ↔ 휓(푥, 푣⃗)
)
, and
for all 푥 ∈ we have 푥 ∈ 푋 iff (,) ⊧ 휑(푥, 푣⃗). (1)
4.3 Lemma. For every model (,) for L2 we have
if (,) ⊧ BΣ0
1
then (푀,Δ0
1
-def(,)) ⊧ 햱햢햠−
0
.
If the first model is countable, so is the expanded model.
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Proof Take a (,) ⊧ BΣ0
1
and set  ′ ∶= Δ0
1
-def(,). We need to verify that
(, ′) satisfies C[Δ0
1
] and IND. For that we prove the auxiliary claim:
For every Δ0
0
formula 휃 possibly with parameters from ∪  ′ there is a Σ0
1
-
formula 휃∗ with parameters from ∪  such that (, ′) ⊧ 휃 ↔ 휃∗.
The proof is by induction on the form of 휃 in the negation normal form. If 휃 is 푡 ∈ 푋
or 푡 ∉ 푋 with 푋 a set from  ′ Δ0
1
defined as in Par. 4.2 we then define 휃∗ ∶= 휑(푡)
or 휃∗ ∶= ¬휓(푡) respectively. In both cases 휃∗ is Σ0
1
with parameters from ∪ . The
remaining literals 휃 cannot have parameters from  ′ and we set 휃∗ ∶= 휃. When 휃 is
∃푥 < 푡 휃1(푥) then we set 휃
∗ ∶= ∃푥 < 푡 휃∗
1
(푥) which is Σ0
1
in (, ′). When 휃 is a
disjunction or conjunction we similarly obtain 휃∗ directly from IH. The most interesting
case is when 휃 is ∀푥<푡 휃1(푥). We can put 휃
∗
1
(푥) (which is without parameters in  ′) into
the form ∃푧⃗ 휃2(푥, 푧⃗) with 휃2 ∈ Δ
0
0
. We then have
(, ′) ⊧ 휃 ↔ ∀푥<푡 휃∗
1
(푥)↔ ∀푥<푡∃푧⃗ 휃2(푥, 푧⃗) ↔
∀푥<푡∃푦∃푧⃗≤푦 휃2(푥, 푧⃗)↔ ∃푏∀푥<푡∃푦<푏∃푧⃗≤푦 휃2(푥, 푧⃗)
where the last step is obtained in the direction→ from B[Σ0
1
] and in the direction← by
predicate calculus. Thus we set 휃∗ to the last formula. This ends the proof of the claim.
In order to prove C[Δ0
1
] assume (, ′) ⊧ ∀푥
(
∃푦휑(푥, 푦) ↔ ∀푦휓(푥, 푦)
)
for Δ0
0
formulas 휑 and 휓 possibly with parameters from 푀 ∪  ′ which we do not show. We
assume that the possibly multiple quantifiers on 푦⃗ have been contracted to 푦. We wish
to show that 푋 ∶= {푥 ∈ ∣ (, ′) ⊧ ∃푦휑(푥, 푦)} is in  ′. From the claim we get
(, ′) ⊧ ∃푦휑∗(푥, 푦)↔ ∃푦휑(푥, 푦) ↔ ∀푦휓(푥, 푦)↔
¬∃푦¬휓(푥, 푦)↔ ¬∃푦(¬휓)∗(푥, 푦)↔ ∀푦¬(¬휓)∗(푥, 푦)
with the leftmost formula Σ0
1
and the rightmost one Π0
1
both with parameters at most
from ∪ . Thus (,) ⊧ ∃푦휑∗(푥, 푦)↔ ∀푦¬(¬휓)∗(푥, 푦) and 푋 ∈ Δ0
1
-def(,).
In order to prove (, ′) ⊧ IND we observe that (,) ⊧ I[Δ0
1
] as the induction
follows fromB[Σ0
1
] (see [22,10]). We take any푋 ∈  ′.푋 isΔ0
1
definable in (,) and
so there is a 휑(푥) s.t. Equation 1 holds. Hence (,) satisfies the principle I[휑] from
which we get that (, ′) satisfies the principle I[푥 ∈ 푋], i.e. IND.
In order to finish the proof we observe that there are only countably many sets de-
finable from countably many parameters. ⊓⊔
4.4 Theorem. Let be a structure for L1. We have ⊧ BΣ1 iff (,) ⊧ 햱햢햠
−
0
for
some 푆 ⊆ ().
Proof The direction⇒ follows from Lemma 4.3. In the direction⇐ if (,) satisfies
햱햢햠0
0
then it also satisfies I[Δ0
0
] by Prop. 3.1 andB[Σ0
1
] by Lemma 4.3. For the formulas
L1 we thus get that satisfies BASIC+I[Δ0]+B[Σ1] =∶ BΣ1. ⊓⊔
4.5 Corollary. The first-order part of 햱햢햠−
0
is BΣ1,
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Proof By Lemmas 3.1 and 4.1 we have 햱햢햠−
0
⊢ IΔ0,B[Σ1]. Since BΣ1 = IΔ0+B[Σ1],
햱햢햠−
0
provesBΣ1. Vice versa, we need to show that 햱햢햠
−
0
is conservative over BΣ1 for
sentences of L1. Thus we take any휑 ∈ L1 not proved byBΣ1. This makesBΣ1+¬휑 con-
sistent and with a first-order model. By Thm. 4.4, there is a model (,) of 햱햢햠−
0
.
Hence 햱햢햠−
0
⊬ 휑. ⊓⊔
5 Extension of 헥헖헔−
ퟎ
to헪헞헟−
ퟎ
In this section we follow the general development of [20,21] and expand models of
햱햢햠−
0
to those of 햶햪햫−
0
. Once again we have to be careful with the coding because
of the absence of exponentiation. To mathematicians the details of coding are mostly
immaterial. This is because theywork in frameworkswith primitive recursion (or at least
with the exponentiation) available. The various encodings of finite sets and sequences,
trees, terms, and formulas are then invariant. On the other hand, all feasible complexity
classes are subexponential. Hence the details of coding are usually relevant.
5.1 Bounded Sets, ퟎ−ퟏ-Sequences, and Binary Trees. Within 햱햢햠−
0
we define a set
푋 bounded iff ∃푏푋 < 푏 (see Par. 2.2). The size ∣푋∣ of this set is the least such 푏.
The graph of the size function ∣푋∣ ≐ 푏 is Δ0
0
defined as a partial function. We use the
Ackermann’s encoding of bounded sets with the relation 푥 ∈Ack 푦 holding iff the 푥-th
least significant digit of the binary number representation of 푦 is 1. The relation has a
Δ0 definition:
푥 ∈Ack 푦 ↔ ∃푧, 푦1 ≤ 푦∃푦2 < 푧(2
푥 ≐ 푧 ∧ 푦 = (2 ⋅ 푦1 + 1) ⋅ 푧 + 푦2) .
If 푋 is bounded and 2∣푋∣ exists, i.e. if ∃푏<푦(∣푋∣ ≐ 푏 ∧ 2푏 ≐ 푦) for some 푦, then the set
푋 is coded by the number
∑
푖∈푋 2
푖 < 푦.
A finite sequence ⟨푥0,… , 푥푛−1⟩ of length 푛, where ∀푖<푛 푥푖 < 2 is encoded by the
number (1푥0,… , 푥푛−1)2 which is the code of the set {푖 ∣ 푖 = 푛 ∨ (푖 < 푛 ∧ 푥푛−(푖+1) = 1)}
with the size 푛+1. Thus every non-zero number codes a finite sequencewhere the empty
sequence (푛 = 0), is encoded by the number 1, the sequence ⟨0100⟩ by the number
20 = (10100)2, the sequence 0
푖 of 푖 zeroes is encoded by 2푖 if it exists, and the sequence
1푖 by 2푖+1 − 1. We will henceforth identify the finite sequences 휏 with their codes.
The (finite) sequence length function ∣휏∣ is defined as
∣휏∣ = 푦↔ ∃푝≤휏∃푥<푝(2푦 ≐ 푝 ∧ 휏 = 푝 + 푥) ∨ 휏 = 0 ∧ 푦 = 0 .
The sequence concatenation function 휎 ⋆ 휏 is defined as
휎⋆휏 = 휌 ↔ ∃푝≤휌∃푥<푝(2∣휏∣ ≐ 푝∧휏 = 푝+푥∧휎 > 0∧휌 = 휎 ⋅푝+푥)∨휎 ⋅휏 ⋅휌 = 0∧휌 = 0 .
The relation 휎 is a subsequence of 휏 , in writing 휎 ⪯ 휏 , is Δ0 defined as
휎 ≺ 휏 ↔ ∃휌≤휏(휎 ⋆ 휌 = 휏 ∧ 휏 > 0) .
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The sequence 휎 is a proper subsequence of 휏 , in writing 휎 ≺ 휏 if, in addition to 휎 ≺ 휏 ,
we have 휎 < 휏 .
For a set 푇 we define the property of being 푇 is a (binary) tree, in writing 푇 ∈  ,
as follows:
푇 is a tree ↔ 0 ∉ 푇 ∧ ∀휏∈푇∀휎≺휏 휎 ∈ 푇 .
Note that 1 is the root of a tree 푇 ≠ ∅ and if 1 < 휏 ∈ 푇 then the parent of 휏 is (휏÷2) ∈ 푇
and 2 ⋅ 휏 (2 ⋅ 휏 + 1) is the left (right) child of 휏 neither necessarily in 푇 in which case 휏
is a leaf.
A tree 푆 is a subtree of the tree 푇 if 푆 ⊆ 푇 . A tree 푃 is a branch if it is linearly
ordered in ≺. A tree 푇 is finite if it is bounded and infinite otherwise. The property 푇 is
an infinite tree will be written as 푇 ∈  .
5.2 Monotone formulas. Let (,) ⊧ 햱햢햠−
0
. A formula 휑(휏, 푣⃗), possibly with pa-
rameters 푣⃗, is monotone in 휏 when for all 푣⃗ ∈ ∪  we have
(,) ⊧ ∀휏, 휏′, 푣⃗
(
휑(휏, 푣⃗) ∧ 휏 ≺ 휏′ → 휑(휏′, 푣⃗)
)
.
5.3 The Theory 헪헞헟−
ퟎ
. Denote by 햶햪햫−
0
the theory 햱햢햠−
0
+햶햪햫 where the sen-
tence
∀푇∈ ∃푃∈ (푃 is a branch ∧ 푃 ⊆ 푇 ) (햶햪햫)
is called theWeak König lemma.
In the followingwewill show that every countable (,) ⊧ 햱햢햠−
0
can be expanded
to a model (, ′) ⊧ 햶햪햫−
0
. This is done by refining the forcing-like argument from
[21] where we add to  an infinite branch contained in every infinite tree in .
5.4 Generic branches. Let ∶= (,) be a model of 햱햢햠−
0
. A property ⊆  
of infinite trees is -definable if there is a formula휑(푇 , 푣⃗) ∈ L2 and parameters 푣⃗ ∈
such that for every 푇 ∈  we have
푇 ∈  iff ⊧ 푇 ∈  ∧ 휑(푇 , 푣⃗) .
Such a  is dense if ⊧ ∀푇∈ ∃푇 ′∈ 푇 ′ ⊆ 푇 .
A set 퐺 ⊆ is a generic branch over infinite trees in  if for every dense definable
property we have
(, ∪ 퐺) ⊧ 퐺 is an infinite branch ∧ ∃푇∈ 퐺 ⊆ 푇 .
Lemma 5.5 and Thm. 5.6 are proved under the assumption that generic branches
exist and the Lemma 5.7 asserts that for countable structures they do.
5.5 Lemma. If (,) ⊧ 햱햢햠−
0
, 퐺 is a generic branch over infinite trees in , and
if 휑(푥, 휏) with parameters 푣⃗ is monotone in 휏 then the expanded model (,∪{퐺})
satisfies the generic collection:
∀푎
(
∀푥 < 푎∃휏 ∈ 퐺휑(푥, 휏)→ ∃휏 ∈ 퐺∀푥 < 푎휑(푥, 휏)
)
for all 푣⃗ ∈ ∪ .
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Proof Abbreviate ∶= (, 푆), ′ ∶= (,∪{퐺}), and take a 휑(푥, 휏) as in the the
theorem. Take any 푎, 푣⃗ ∈ , assume the hypothesis of the special collection, and define
the properties  and  of 푇 ∈ :
푇 ∈  iff ⊧  (푇 ) ∧ ∃푥<푎∀휏∈푇¬휑(푥, 휏)
푇 ∈  iff ⊧ 푇 ∈  ∨
(
푇 ∈  ∧ ∀푇 ′∈ (푇 ′ ⊆ 푇 → 푇 ′ ∉ 
)
.
The property is dense because for any 푇 ∈   when ⊧ ∃푇 ′∈ (푇 ′⊆푇 → 푇 ′ ∈ )
then we choose such a 푇 ′ to have the property . Otherwise there is no need to do
anything because we already have 푇 ∈ .
Since 퐺 is generic, there is a 푇 ∈   such that 푇 ∈  and 퐺 ⊆ 푇 . From the
assumption we have 푇 ∉  . We take any 푥 < 푎 and consider the set
푇 ′ ∶= {휏 ∈ ∣  ⊧ 휏 ∈ 푇 ∧ ¬휑(푥, 휏)} .
푇 ′ ⊆ 푇 is a tree by monotonicity of 휑 and it is -finite because otherwise we would
have 푇 ∈  . Thus there is a 푐푥 ∈ such that ⊧ ∀휏∈푇 (휏 > 푐푥 → 휑(푥, 휏)). We have
thus established:
 ⊧ ∀푥<푎∃푐∀휏∈푇 (휏 > 푐 → 휑(푥, 휏)) . (†)
Our goal is to find an upper bound of all 푐푥 for 푥 <
 푎. We could use Σ0
1
-collection
in but for that we would need a suitable upper bound on 휏 . For reasons we will see
below we take 4 ⋅ 푐 + 4 as the bound and specialize (†) to
 ⊧ ∀푥<푎∃푐∀휏∈[푐+1, 4⋅푐+4)(휏 ∈ 푇 → 휑(푥, 휏)) .
By applying collection we get a 푏 ∈ such that
 ⊧ ∀푥<푎∃푐 < 푏∀휏∈[푐+1, 4⋅푐+4)(휏 ∈ 푇 → 휑(푥, 휏)) . (‡)
In order to prove the conclusion of the theorem we choose from the infinite 퐺 a 휏 ∈ 푇
such that ′ ⊧ 휏 > 2⋅푏 ∧ 휏 ∈ 퐺. We now take any 푥 < 푎 and use it in (‡) to obtain a
푐 ∈ s.t.
 ⊧ 푐 < 푏 ∧ ∀휎∈[푐+1, 4⋅푐+4)(휎 ∈ 푇 → 휑(푥, 휎)) .
We have ⊧ ∣휏∣ ≥ ∣2푏∣ = ∣푏∣ + 1 ≥ ∣푐 + 1∣ + 1. All sequences 휎 ∈ s.t. satisfies
∣휎∣ = ∣푐 +1∣ + 1 are such that ⊧ 휎 ∈ [2∣푐+1∣+1, 2∣푐+1∣+2) ⊆ [푐 + 1, 4 ⋅ 푐 +4) and so we
can choose one such that ⊧ ∃휌(휏 = 휎 ⋆ 휌 ∧ ∣휎∣ = ∣푐 + 1∣ + 1). But then
 ⊧ 휎 ⪯ 휏 ∧ 휎 ∈ 푇 ∧ 휎 ∈ [푐 + 1, 4⋅푐 + 4) ∧ 휑(푥, 휎) .
We have ⊧ 휑(푥, 휏) by monotonicity and hence ′ ⊧ 휑(푥, 휏). ⊓⊔
5.6 Theorem. If (,) ⊧ 햱햢햠−
0
and퐺 is a generic branch over infinite trees in  then
(,∪{퐺}) ⊧ BΣ0
1
.
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Proof Abbreviate  ∶= (, 푆) and  ′ ∶= (,∪{퐺}). We prove first a normal
form property:
For every Δ0
0
-formula 휑(푋) possibly with parameters 푣⃗ there is a Δ0
0
-formula
휑̄(휏) with the same parameters such that  establishes its monotonicity in 휏
and we have for all 푣⃗ ∈ :
 ′ ⊧ 휑(퐺)↔ ∃휏∈퐺 휑̄(휏) .
The proof is by induction on the form of 휑(푋) in negation normal form where we omit
the straightforward proofs of monotonicity. If 휑(푋) is 푡 ∈ 푋 then set 휑̄(휏) ∶≡ 푡 ⪯ 휏 . If
휑(푋) is 푡 ∉ 푋 then we observe that ′ ⊧ 푡 ∈ 퐺 ↔ ∀휏∈퐺(2 ⋅ 푡 ≤ 휏 → 푡 ≺ 휏) and set
휑̄(휏) ∶≡ 2 ⋅ 푡 ≤ 휏∧ 푡 ⊀ 휏 . For the remaining literals 휑we set 휑̄(휏) ∶≡ 휑(푋) (the variable
푋 cannot occur in it). For the compound formulas 휑(푋) we obtain the subformulas of
휑̄(휏) directly from IH. When 휑(푋) is of the form 휑1(푋) ∧ 휑2(푋) we have from IH and
monotonicity:
 ′ ⊧ 휑1(퐺) ∧ 휑2(퐺)↔ ∃휏1∈퐺 휑̄1(휏1) ∧ ∃휏2∈퐺 휑̄2(휏2)↔ ∃휏∈퐺 휑̄(휏)
and we set 휑̄(휏) ∶≡ 휑̄1(휏) ∧ 휑̄2(휏). The case when 휑(푋) is a disjunction is similar and
so is the case when 휑 is ∃푥<푡휓(푥,푋) because we set 휑̄(휏) ∶≡ ∃푥<푡 휓̄(푥, 휏) and by IH
we have
 ′ ⊧ ∃푥<푡휓(푥, 퐺)↔ ∃푥<푡∃휏∈퐺 휓̄(푥, 휏)↔ ∃휏∈퐺 휑̄(휏) .
The most interesting case is when 휑(푋) is ∀푥<푡휓(푥,푋). From IH we have  ′ ⊧
휑(퐺) ↔ ∀푥<푡∃휏∈퐺 휓̄(푥, 휏). We set 휑̄(휏) ∶≡ ∀푥<푡 휓̄(푥, 휏). The implication  ′ ⊧
휑(퐺)→ ∃휏∈퐺 휑̄(휏) follows from Lemma 5.5 and the converse from predicate calculus.
This ends the proof of the normal form property.
In order the prove the conclusion of the theorem it suffices to establish that  ′
satisfies B[Σ0
1
] and I[Δ0
0
].
Take any Σ0
0
formula 휑(푥, 푦, 푧⃗, 푋) possibly with number and set parameters 푤⃗. We
wish  ′ to satisfy B[∃푧⃗ 휑(푥, 푦, 푧⃗, 퐺)]. So take any 푎, 푤⃗ ∈  , and assume  ′ ⊧
∀푥<푎∃푦∃푧⃗ 휑(푥, 푦, 푧⃗, 퐺). From the normal form property we get
 ′ ⊧ ∀푥<푎∃푦,푧⃗∃휏′∈퐺 휑̄(푥, 푦, 푧⃗, 휏′) .
Since퐺 is infinite, there is for any 푥 < 푎 a sequence 휏 ∈ 퐺 s.t. ′ ⊧ 푦, 푧⃗ ≤ 휏∧휏′ ⪯ 휏 .
Using monotonicity we get
 ′ ⊧ ∀푥<푎∃휏∈퐺∃푦,푧⃗≤휏 휑̄(푥, 푦, 푧⃗, 휏) .
We now apply Lemma 5.5 to obtain:
 ′ ⊧ ∃휏∈퐺∀푥<푎∃푦,푧⃗≤휏 휑̄(푥, 푦, 푧⃗, 휏) .
From this we get after some easy manipulation with 푏 ∶= 휏 + 1:
 ′ ⊧ ∃푏∀푥<푎∃푦<푏∃푧⃗∃휏∈퐺 휑̄(푥, 푦, 푧⃗, 휏)
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and it remains to apply the normal form property backwards to get
 ′ ⊧ ∃푏∀푥<푎∃푦<푏∃푧⃗ 휑(푥, 푦, 푧⃗, 퐺)
as desired.
For the proof of I[Δ0
0
] we take a Δ0
0
formula휑(푥,푋) possibly with parameters 푣⃗. We
take any 푣⃗ ∈ and assume by way of contradiction
 ′ ⊧ 휑(0, 퐺) ∧ ∀푥(휑(푥, 퐺)→ 휑(푥 + 1, 퐺)) ∧ ¬휑(푎, 퐺) (†)
for some 푎 ∈.
For every 푥 ∈ we have from the normal form property:
 ′ ⊧ ∃휏∈퐺 휑̄(푥, 휏) iff ′ ⊧ 휑(푥, 퐺) iff ′ ⊧ ∀휏∈퐺 ¬¬휑(푥, 휏) .
Thus ′ ⊧ ∀푥 ≤ 푎∃휏∈퐺(휑̄(푥, 휏) ∨¬휑(푥, 휏)) and by Σ0
1
collection (with 푎 ∶= 푎+1) we
get for some 푏 ∈:
 ′ ⊧ ∀푥 ≤ 푎∃휏<푏
(
휏 ∈ 퐺 ∧ (휑̄(푥, 휏) ∨ ¬휑(푥, 휏))
)
.
퐺 is an infinite tree, and so there is a 휎 ∈ 퐺 such that 휎 > 푏 and for any 푥 ≤ 푎
we get a 휏 < 푏, 휏 ∈ 퐺 such that ⊧ 휑̄(푥, 휏) ∨ ¬휑(푥, 휏). As 퐺 is a branch we have
휏 ≺ 휎 and from the monotonicity we obtain ⊧ 휑̄(푥, 휎) ∨ ¬휑(푥, 휎). Thus
 ′ ⊧ 휑(푥, 퐺)⇒ ⊧ ¬¬휑(푥, 휎)⇒ ⊧ 휑̄(푥, 휎)⇒ ′ ⊧ 휑(푥, 퐺) .
From (†) we have ⊧ ¬휑(푎, 휎) and by the least number principle in there is a least
such 푚 ≤ 푎. It cannot be the case that 푚 = 0 and so ⊧ 휑̄(푚 ∸ 1, 휎) ∧ ¬휑(푚, 휎)
contradicting (†). ⊓⊔
5.7 Lemma. Let (,) be a countable model of 햱햢햠−
0
. For every infinite tree 푇 ∈ 
there is a generic branch 퐺 over infinite trees in  such that 퐺 ⊆ 푇 .
Proof Abbreviate  ∶= (,) and enumerate all  -definable (with parameters)
dense sets into a countable sequence {푖}푖∈ℕ.
For every 푏 ∈ define
푇 ∈ 푏 iff ⊧ 푇 ∈  ∧ ∃휏∈푇 (∣휏∣ = 푏 ∧ ∀휎∈푇 (∣휎∣ = 푏→ 휎 = 휏)) .
The sets 푏 are dense because given an infinite tree 푇 there must be a sequence 휏 ∈
s.t.
 ⊧ 휏 ∈ 푇 ∧ ∣휏∣ = 푏 ∧ ∃푇 ′∈ (푇 ′ ⊆ 푇 ∧ 휏 ∈ 푇 ′) .
We form by Δ0
0
-comprehension an infinite tree 푇 ′ ⊆ 푇 such that
 ⊧ 휎 ∈ 푇 ′ ↔ 휎 ∈ 푇 ∧ (∣휎∣ < ∣휏∣ ∨ ∃휌≤휎 휎 = 휏 ⋆ 휌) .
We clearly have 푇 ′ ∈ 푏.
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Given an infinite tree 푇 ∈ , we set 푇0 ∶= 푇 and for 푖 ∈ ℕ we set 푇푖+1 to a 푖
dense infinite tree obtained for 푇푖. Clearly, for all 푖 ∈ ℕ we have 푇푖 ∈ 
 , 푇푖+1 ⊆ 푇푖,
and the set 퐺 ∶=
⋂
푖∈ℕ 푇푖 ⊆ 푇 ⊆ is an infinite branch because at every level 푏 ∈
it has exactly one sequence and all of them are ≺ comparable. For this the order of 푏 in
the enumeration is irrelevant, although for different orders the infinite branches 퐺 may
differ. Moreover, 퐺 is generic because every dense definable set must be 푖 for some
푖 ∈ ℕ and we have 퐺 ⊆ 푇푖+1 ∈ 푖. ⊓⊔
5.8 Theorem. Every countable structure (,) ⊧ 햱햢햠−
0
can be expanded to a count-
able structure (, ′) ⊧햶햪햫−
0
with  ⊆  ′.
Proof We will define a sequence of sets {푖}푖∈ℕ such that for all 푖, 푗 ∈ ℕ, 푖 < 푗 we will
have 푖 ⊆ 푗 ⊆ P().
For that we need a function Branch푎,푏 ∶= 퐺 for 퐺 obtained by Lemma 5.7 with
(,(푎,푏)∸1) and an 푇푏 ∈ 푎. Here 푇푏 is an infinite tree at the 푏-th position in some
fixed enumeration of infinite trees in  (,푎).
The sets 푖 are defined by 0 ∶= , and 푖+1 ∶= Δ
0
1
-def(,푖 ∪ {Branch푎,푏})
where 푎, 푏 are such that 푖 + 1 = (푎, 푏).
Complete induction on 푖 establishes
(,푖) ⊧ 햱햢햠
−
0
and if 푖 = (푎, 푏) then there is an infinite branchBranch푎,푏 with
Branch푎,푏 ⊆ 푇푏 where 푇푏 is the 푏-th tree 푇푏 in 
(,푎). We haveBranch푎,푏, 푇푏 ∈
푖.
Indeed, there is nothing to prove when 푖 = 0. Otherwise we have 푖 = (푎, 푏) for some
푎, 푏 < 푖 and the structures (,푎) and (,푖∸1) both satisfy 햱햢햠
−
0
by IH. We use
the last structure and the infinite tree 푇푏 ∈ 푎 ⊆ 푖∸1 in Lemma 5.7 to obtain a
generic branch Branch푎,푏 ⊆ 푇푏. The structure (, 푆푖∸1 ∪ {Branch푎,푏}) satisfies BΣ
0
1
by Thm. 5.6 and so closing it by Σ0
1
-definitions by Lemma 4.3 yields (,푖) ⊧ 햱햢햠
−
0
with Branch푎,푏, 푇푏 ∈ 푖.
We now set ∗ ∶=
⋃
푖∈ℕ 푖 and claim that the structure  ∶= (푀,
∗) is the
desired countable structure extending  and satisfying햶햪햫0. The extension is trivial:
 = 0 ⊆ 
∗. That the structure is countable, follows from the fact that it is the result of
countablymany operationswhich change a countable structure to another countable one.
In order to establish that ⊧ 햱햢햠−
0
, it suffices to show that ⊧ IND,CΔ0
0
, ◦. For IND
we take a set 푋 ∈ ∗. It appears first in some 푆푖 and (,푖) satisfies IND. Similarly
two functions 푔, ℎ ∈ ∗ appear both in some 푖 which is closed under composition.
The principleC[휑] for a Δ0
0
formula휑 is also similar because all its set parameters must
appear in some 푖 because there is only finitely many of them. Thus already (,푖)
contains the comprehended set.
For ⊧ 햶햪햫 we take a 푇 ∈   . It appears for the first time at the 푏-th position
in some  (,푎). Thus Branch푎,푏 is an infinite branch in 푇 which is in (푎,푏) ⊆ 
∗. ⊓⊔
5.9 Theorem.햶햪햫−
0
is Π1
1
conservative over 햱햢햠−
0
.
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Proof Suppose that ∀푋 휑(푋) ∈ Π1
1
is not provable in 햱햢햠−
0
. Thus there is a countable
model (푀,푆) ⊧ 햱햢햠−
0
+ ∃푋¬휑(푋). Take 푋 ∈ 푆 s.t. (푀,푆) ⊧ ¬휑(푋) Expand the
model to (푀,푆′) ⊧ 햶햪햫−
0
. Since 푆 ⊆ 푆′, we have (푀,푆′) ⊧ ¬휑(푋). Thus햶햪햫−
0
⊬
∀푋 휑(푋). ⊓⊔
5.10 Corollary. The first-order part of햶햪햫0 is the same as that of 햱햢햠
−
0
, namelyBΣ1.
Proof 햶햪햫0 is an extension of 햱햢햠
−
0
so it proves all of the latter’s theorems in L1. Vice
versa, take any sentence 휑 ∈ L1 such that 햶햪햫
−
0
⊢ 휑. Thus 햱햢햠−
0
⊢ 휑 by Thm. 5.9
because 휑 is trivially Π1
1
. Thus햶햪햫0 and 햱햢햠
−
0
have the same theorems in L1 which
by Cor. 4.5 are exactly the theorems of BΣ1. ⊓⊔
6 Function Algebras
In this section we introduce operators for defining classes of functions over natural num-
bers by inductive definitions. The classes are called function algebras by Clote in [3]
where the reader will find a comprehensive overview of defining classes of functions
of computational complexity. We assign to every function algebra (푋) a first-order
theory햱햠1 called the recursive arithmetic of(푋). This is similar to the going from
the class of primitive recursive functions to the theory PRA (Primitive Recursive Arith-
metic) in the form presented in Simpson [20].
However, rather than treating the functions as 푛-ary, we work with their pair con-
tractions into unary functions.We have opted for this approach because of its direct con-
nection to the second-order theories of recursive arithmetics which will be discussed in
the next section.
6.1 Function Algebras. A function operator 푓 ∶= op(푔1,… , 푔푛) is a mapping that
takes 푛 ≥ 0 functions 푔1, . . . , 푔푛 in ℕ and yields a unique function 푓 in ℕ. The oracle
operator 푓 ∶= 푋∗ is a mapping that given any set 푋 ⊆ ℕ yields the unique function 푓
such that (ℕ, 푋, 푓 ) satisfies
∀푥
(
(푥 ∈ 푋 → 푓 (푥) = 1) ∧ (푥 ∉ 푋 → 푓 (푥) = 0)
)
. (푓 ∶= 푋∗)
Clearly, (ℕ, 푋, 푓 ) ⊧ 푓 ∈  .
For every oracle 푋 ⊆ ℕ and a 푘-tuple of function operators  a function algebra
(푋) is the least set that contains the function푓 ∶= 푋∗ and is closed under the operators
of. We view(푋) without푋 specified as the class of algebras {(푋) ∣ 푋 ⊆ ℕ}.
Henceforth, every function operator 푓 ∶= op(푔1,… , 푔푛) will be specified by a for-
mula in L2 with no free first-order variables, no-second-order quantifiers, and which
contains exactly the set variables 푓 , 푔1, . . . , 푔푛. The second-order set variables are to be
viewed in first-order contexts as meta-variables ranging over the set constants. This ef-
fectively turns operators into schemas. We require that any structure (ℕ, 푋, 푔1,… , 푔푛) ⊧
푔1,… , 푔푛 ∈  can be uniquely expanded to the structure (ℕ, 푋, 푔1,… , 푔푛, 푓 ) satisfying
푓 ∶= op(푔1,… , 푔푛) and 푓 ∈  .
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Although our algebras are formulated in a general way we are mostly interested in
subelementary classes of algebras characterizing some of the main computational com-
plexity classes (see Par. 10.3 ). It turns out that the oracles푋 play important role in this
and we use them as arguments (input) to the predicates of the complexity classes. This is
similar to the approach to computational complexity by finite models (see e.g. [5]) where
the arguments are finite models. Finite models contain interpretations of (finite) predi-
cates which are comparable to our oracles. We will thus restrict in our characterizations
the oracles to finite subsets of ℕ.
6.2 Derivations. We fix one class of algebras (푋) until the end of the paragraph.
Derivation terms (or just a derivations) are the least set of symbols containing the sym-
bol 푋∗ and the symbol op(푑1,… , 푑푛) for each 푛-ary operator op of and derivations
푑1, . . . , 푑푛. We fix the derivation terms into the standard enumeration of derivations:
푑0, 푑1, 푑2… where the derivation op(푑1,… , 푑푛) is preceded by the symbols 푑1,. . . , 푑푛,
We identify the derivation terms with their indices in the standard enumeration. Thus for
each algebra in the class we have a sequence 푓⃗ enumerating its functions such that for
each 푑 ∈ ℕ the function 푓푑 has the derivation 푑. Note that the the enumeration sequence
is independent of the value of the oracle.
A typical use of enumerations 푓⃗ will be in the construction of the first-order struc-
tures (ℕ, 푋, 푓⃗ ) constituting the standardmodels of the first-order theory called the recur-
sive arithmetic of(푋) and designated by햱햠1. Thiswill be discussed in the following
section.
6.3 Clausal Definitions of Functions. With the exception of the operator of bounded
minimization (see Par. 7.3), all function operators 푓 ∶= op(푔1,… , 푔푛) discussed in this
paper are specified by clausal definitions. A clausal definition is obtained by a finite
sequence 퐶0, . . . , 퐶푘 of finite sets of formulas in L2. The formulas in 퐶푖 are called
clauses. The set 퐶0 consists of the single clause ⊤ → 푓 (푥) = 푦. The set of clauses 퐶푖+1
is obtained from the set 퐶푖 by replacing one incomplete clause 휑(푥, 푧⃗) → 푓 (푥) = 푦 in
퐶푖 which is such that the formula 휑 does not contain the variable 푦. If all clauses in 퐶푖
are complete then 푘 = 푖 and the universal closure with the first-order quantifiers of the
formula
⋀
퐶푘, abbreviated by 푓 ∶= op(푔1,… , 푔푛), is the clausal definition of 푓 (or the
schema-of clausal definitions in the first order case).
The selected incomplete clause 휑(푥, 푧⃗) → 푓 (푥) = 푦 in 퐶푖 is refined by choosing
one of the numbered items in the following list. The set 퐶푖+1 is then formed to be like
퐶푖 except that the selected clause is replaced by one or two clauses given in the chosen
item:
1. 휑(푥, 푧⃗) ∧ 푔(푡(푥, 푧⃗)) = 푣 → 푓 (푥) = 푦 where 푔 is one of 푔1, . . . , 푔푛, or 푓 , 푡 is a term
of L1 in at most the indicated variables, and 푣 is a new variable, i.e. not occurring
in 휑 and different from 푦,
2. 휑(푥, 푧⃗)∧푣 = 0→ 푓 (푥) = 푦 and휑(푥, 푧⃗)∧푣 = 푆(푤)→ 푓 (푥) = 푦where the variable
푣 is one of 푥, 푧⃗ and 푤 is new,
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3. 휑(푥, 푧⃗) ∧ 푣 = 0 → 푓 (푥) = 푦 and 휑(푥, 푧⃗) ∧ 푣 = (푤1, 푤2) → 푓 (푥) = 푦 where the
variable 푣 is one of 푥, 푧⃗ and 푤1, 푤2 are new,
4. 휑(푥, 푧⃗) ∧ 푡1(푥, 푧⃗) rel 푡2(푥, 푧⃗) → 푓 (푥) = 푦 and 휑(푥, 푧⃗) ∧ 푡1(푥, 푧⃗) ̸rel 푡2(푥, 푧⃗) →
푓 (푥) = 푦 where 푡1 and 푡2 are terms as above and rel is either = or <,
5. 휑(푥, 푧⃗) ∧ 푡(푥, 푧⃗) = 푦 → 푓 (푥) = 푦 where 푡 is as above. Note that this clause is
complete and cannot be further refined.
The clausal definition of 푓 is recursive if the variable 푓 occurs in the antecedent of
at least one clause, and explicit otherwise. A first-order variable other than 푥 and 푦
occurring in the antecedent of a clause is called a local variable.
The three function operators given in Par. 3.3 are not in the form of clausal defini-
tions. but it is straightforward to bring them in into an equivalent clausal form in any
theory extending IΔ0
0
. For instance, the operator of primitive recursion has an equivalent
strict clausal form:
(
⊤ ∧ 푥 = 0 ∧ 0 = 푦 → 푓 (푥) = 푦
)
∧(
⊤ ∧ 푥 = (푣, 푝) ∧ 푣 = 0 ∧ 푔(푝) = 푧 ∧ 푧 = 푦→ 푓 (푥) = 푦
)
∧(
⊤ ∧ 푥 = (푣, 푝) ∧ 푣 = 푆(푤) ∧ 푓 (푤, 푝) = 푧 ∧ ℎ((푤, 푧), 푝) = 푢 ∧ 푢 = 푦→ 푓 (푥) = 푦
)
.
In the following we will not adhere to the strict form of clausal definitions if they can
be equivalently rewritten in an obvious way.
6.4 Explicit Clausal Definitions. Provided that we already have the functions 푔1, . . . ,
푔푛 defined, we wish to introduce the function 푓 specified by an explicit clausal definition
푓 ∶= op(푔1,… , 푔푛) by a definitional extension of a theory 푇 ⊢ IΔ
0
0
+푔1,… , 푔푛 ∈ 
in the language including L1(푔1,… , 푔푛) so that the extended theory 푇1 proves 푓 ∶=
op(푔1,… , 푔푛) and 푓 ∈  .
This is easy to achieve for explicit clausal definitions which have the form
∀푥, 푦, 푤⃗
(⋀
푖
(
⋀
푗
휑푖,푗 → 푓 (푥) = 푦)
)
with the formulas 휑푖,푗 literals (atomic or their negations), 푤⃗ the local variables, and the
variable 푓 not occurring in the antecedents of clauses.
The reader will note that the refinements of clauses are such that 푇 proves that for
all 푖 ≠ 푖′ we have
∀푥,푦,푤⃗(
⋀
푗
휑푖,푗 → ¬
⋀
푗
휑푖′ ,푗)
and
∀푥∃!푦,푤⃗
⋁
푖
⋀
푗
휑푖,푗 .
In other words, for each argument 푥 there is exactly one clause whose antecedent holds
and its local variables plus 푦 are uniquely determined.
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The definitional extension of 푇 to 푇1 is with the defining axiom:
∀푣
(
푣 ∈ 푓 ↔ ∃푥,푦<푣∃푤⃗(푣 = (푥, 푦) ∧
⋁
푖
⋀
푗
휑푖,푗)
)
.
푇1 then proves 푓 ∈  and 푓 ∶= op(푔1,… , 푔푛).
6.5 Restrictions onRecursive Clausal Definitions. For a class of algebras(푋)with
a recursive function operator 푓 ∶= op(푔1,… , 푔푛) we impose two additional constraints
on the form of its recursive clauses. They will allow to show that 푓 is primitive recursive
in 푔⃗.
Generally, some measure function 푚 must go down in recursive applications. This
means that the above operator is actually of the form 푓 ∶= op(푔1,… , 푔푛, 푚) and in
every model (ℕ, 푋, 푔1,… , 푔푛, 푚) and for every recursive clause of the form 휑1 ∧푓 (푡) =
푤 ∧ 휑2 → 푓 (푥) = 푦, the expanded model must satisfy (the first-order universal closure
of) 휑 → 푚(푡) < 푚(푥). The measure function for the operator of primitive recursion
푓 ∶= PR(푔, ℎ) is the identity function 퐼(푥) = 푥 and if this is the case we do not explicitly
include themeasure as an argument to the operator because the above condition is simply
휑 → 푡 < 푥. As the first restriction on recursive definitions in our function algebras we
require that the measure function is the identity 퐼 .
If 푛 > 0 then there is a second restriction on recursive definitions that they must be
in a parameterized form where their argument 푥must be of the form 푥 = (푣, 푝)with 푝 a
parameter shipped unchanged to all applications of ℎ ∈ {푓, 푔⃗} in antecedents of clauses
in the form ℎ(푡(푣, 푝, 푧⃗), 푝) = 푤 or 푔푖(푝) = 푤. The requirement that 푥 = (푣, 푝) is obvi-
ously required only in clauses with applications of functions in {푓, 푔⃗} in antecedents.
The requirement on the parameterization is an inessential restriction (the functions 푔푖
can always ignore the parameter 푝), it permits the smooth transformation of first-order
models of theories for function algebras to second-order models (see Lemma 9.8). The
recursive operators used in this paper (primitive recursion, bounded primitive recursion,
doubly nested recursion) are all parameterized in this way.
6.6 Reduction ofRecursiveClausal Definitions toPrimitiveRecursion. It should be
clear that explicit clausal definitions plus 푓 ∶= PR(푔, ℎ) define all primitive recursive
functions. We will now show the converse. So we take an arbitrary recursive clausal
definition of 푓 from the functions 푔1, . . . , 푔푛 with the measure 푚 whose set of clauses
we designate by 퐶0. We will define 푓 by the operator of primitive recursion and by
explicit definitions.
We could do it in way typically employed by logicians, namely by encoding the def-
inition. See, for instance, the treatment of nested ordinal recursion in Rose [18]. Com-
puter scientists usually prefer program transformations over encoding where one def-
inition is effectively translated into a simpler one. In doing this, we will illustrate the
construction of computer programs directly in Peano Arithmetic. The main trick which
makes this feasible is the offsetting of the Cantor’s pairing function by one as reflected in
its property 0 ≠ (푥, 푦). This gives us a tool for the smooth development of programs di-
rectly in PA. This is because we obtain very simple codes of finite sequences of natural
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numbers, called lists in computer science. There is, namely, a one-to-one correspon-
dence between lists and natural numbers because for every natural number 푥 there are
unique numbers 푛, 푥1, . . . , 푥푛 such that 푥 = (푥1,… , 푥푛, 0). Thus 푥 can be taken as the
code of the sequence 푥1, . . . , 푥푛. The length 퐿(푥) of the list 푥 is 푛 and it satisfies the
recursive clausal definition 퐿(0) = 0 ∧ 퐿(푣,푤) = 퐿(푤) + 1.
The clausal definitions are employed in a slightly more refined form in our program-
ming language CL (Clausal Language).We have been using the language (which comes
with an integrated theorem prover for PA) in courses teaching computer programming
and program verification for the last twenty years [23].
Returning to the clauses of the above recursive definition in the set 퐶표 we let 푗푝 to
designate the number of recursive applications in the 푝-th clause of 퐶0 (in some fixed
ordering of 퐶0) and let 퐽 ∶= max푝(푗푝). For all 푝 we assume w.l.o.g. that the successive
recursive applications in the 푝-th clause of 퐶0 are numbered as as
푓 (푡1) = 푧1, 푓 (푡2) = 푧2,… , 푓 (푡푗푝) = 푧푗푝 .
Technically, we should have designated the terms by 푡(푝)푖 because they depend on 푝 but
we will refrain from doing so in order not to clutter the presentation. Because the results
of preceding recursions can be used in succeeding ones, such recursion is called nested
recursion.
Just as it was demonstrated for the explicit clausal definitions in Par. 6.4 for each
argument 푥 the antecedent of exactly one clause in 퐶0 holds. For the demonstration just
remove all recursive invocations of 푓 from the antecedents of its clauses. Denote the
number of the clause applying to 푥 by 퐶(푥).
We will translate the clauses in 퐶0 into an explicit clausal definition of an auxiliary
function ℎ. The function will be invoked in the form ℎ(푥, 푐) where 푐 is a list such that
if 푝 = 퐶(푥) then 푖 ∶= 퐿(푐) ≤ 푗푝 and we have 푐 = (푧1,… , 푧푖, 0) for some 푧1, . . . , 푧푖
which are in that order the values of the first 푖 recursive calls to 푓 in the 푝-th clause. If
푖 < 푗푝 then the call 푓푖+1(푡푖+1) = 푧푖+1 needs to be computed and this will be indicated by
the function ℎ yielding (0, 푡푖+1) with 0 a tag indicating this. If 푖 = 푗푝 then all recursive
calls in the clause 푝 have been computed and the value 푦 of 푓 (푥) can be determined and
ℎ(푥, 푐) will yield (1, 푦) with the tag 1 indicating that the value of 푓 (푥) has been found.
We are now ready to describe the construction of the clauses for the function ℎ.
This is done by successively forming the sets of clauses 퐶1, 퐶2, . . .퐶푘, . . . In forming
the set 퐶푘+1 we select a clause in the set 퐶푘 to which one of the following numbered
transformations applies. The set 퐶푘+1 is obtained from 퐶푘 by the replacement of the
selected clause by one or more clause specified in the applicable transformation step. If
the selected clause is of the form:
1. ⊤ ∧ 휑 → 푓 (푥) = 푦 then the replacement clauses are
⊤ ∧ 푣 = 0 ∧ 푣 = 푤→ ℎ(푣) = 푤
⊤ ∧ 푣 = (푥, 푐0) ∧ 휑→ 푓 (푥) = 푦 .
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2. 휑1∧푓 (푡푖+1) = 푧푖+1∧휑2 → 푓 (푥) = 푦without푓 occurring in휑1 then the replacement
clauses are
휑1 ∧ 푐푖 = 0 ∧ (0, 푡푖+1) = 푤 → ℎ(푣) = 푤
휑1 ∧ 푐푖 = (푧푖+1, 푐푖+1) ∧ 휑2 → 푓 (푥) = 푦 ,
3. 휑 ∧ 푡 = 푦→ 푓 (푥) = 푦 without 푓 occurring in 휑 then the replacement clause is
휑 ∧ (1, 푡) = 푤→ ℎ(푣) = 푤 .
The selection and replacement process will eventually terminate with the set 퐶푘 where
no clauses are selectable. The clauses in 퐶푘 then explicitly define ℎ. The reader will
note that the clauses in 퐶푘 have consequents of the form ℎ(푣) = 푤 instead of ℎ(푥) = 푦
but this is inessential as the variables can be systematically renamed, We also assume
w.l.o.g. that the auxiliary variables 푣,푤, 푐0,…, 푐퐽 introduced by the transformation are
new.
The functionℎ is used in the following explicitly defined function푓1 which are easily
transformable into the strict clausal form:
푓1(0) = 0
푓1(0, 푠1) = (0, 푠1)
ℎ(푥, 푐) = 0→ 푓1((푥, 푐), 푠1) = ((푥, 푐), 푠1)
ℎ(푥, 푐) = (0, 푧)→ 푓1((푥, 푐), 푠1) = ((푧, 0), (푥, 푐), 푠1) (†1)
ℎ(푥, 푐) = ((푡1, 푡2), 푧) ∧ 푠1 = 0→ 푓1((푥, 푐), 푠1) = ((푥, 푐), 푠1) (†2)
ℎ(푥, 푐) = ((푡1, 푡2), 푧) ∧ 푠1 = (0, 푠2)→ 푓1((푥, 푐), 푠1) = ((푥, 푐), 푠1)
ℎ(푥, 푐) = ((푡1, 푡2), 푧) ∧ 푠1 = ((푤, 푑), 푠2)→ 푓1((푥, 푐), 푠1) = ((푤, 푑⊕(푧, 0)), 푠2) . (†3)
The real work is done in the marked clauses. The remaining ones are the default clauses
which make the function 푓 total although they cannot apply when 푓1 is correctly initial-
ized and used as 푓휇(푥)
1
((푥, 0), 0). This is a notation for the iteration of 푓1 휇(푥) times. The
length of the iteration is given by the function 휇(푥) which will be determined below.
The iteration function has the primitive recursive definition 푓 0
1
(푠) = 푠 and 푓 푖+1
1
(푠) =
푓1 푓
푖
1
(푠). The function⊕ used in the clause (†3) is the list concatenation function with
the clausal definition:
(
0⊕ 푦 = 푦
)
∧
(
(푣, 푥)⊕ 푦 = (푣, 푥 ⊕ 푦)
)
.
The argument to the function 푓1(푠) is a stack 푠 which is a nonempty list of non-empty
elements of the form (푥, 푐). When 푠 = (푥, 푐), 푠1 then the top of the stack (푥, 푐) specifies
that the (퐿(푐)+1)-th recursive application of 푓 in its퐶(푥)-th clause should be computed
by ℎ(푥, 푐). The clause (†1) applies when there is such an application (because the tag
yielded by ℎ is 0) and its argument is 푧. The stack is extended by pushing 푧 on top of it
together with the empty list 0 signifying that the first recursive application in the퐶(푧)-th
clause for 푓 should be computed (if there is such).
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The clauses (†2) and (†3) apply if ℎ(푥, 푐) yields (1, 푧) signifying that the value of
푓 (푥) has been computed to 푧. In the clause (†2) the tail 푠1 of the stack 푠 is empty and we
are essentially done. However, due to the fact that the length of iteration function 휇(푥)
will give only an upper bound, we yield the same stack by entering an idling loop. When
the iteration of 푓1 eventually terminates we will be able to read off the desired value of
푓 (푥) from the stack as follows 푓 (푥) ∶= 푇 ℎ퐻 푓휇(푥)
1
((푥, 0), 0). The last identity is the
desired definition of 푓 as primitive recursive in the functions 푔⃗, 푚.
The clause (†3) applies when the stack 푠1 is not empty and then 푧 is the value of
the (퐿(푑) + 1)-th recursive application of 푓 in the 퐶(푤)-th clause for 푓 . The stack 푠
is popped by removing (푥, 푐), and the value 푧 extends the list 푑 before resuming the
computation of the 퐶(푤)-th clause.
It remains to find the function휇(푥) giving the upper bound to the iterations of 푓1. The
maximal length of the stack 푠 computing 푓 (푥) is given by the measure 푚 ∶= 푚(푥) but
during the computation of at most 퐽 recursive applications in the antecedents of clauses
for 푓 the stack will be repeatedly pushed and popped. View the stack 푠 as coding the tail
of the sequence:
(푎0, 푐0), (푎1, 푐1),… , (푎푚+1−퐿(푠), 푐푚+1−퐿(푠)),… , (푎푚, 푐푚)
which starts from the index 푚 + 1 − 퐿(푠) and with 푎0 = 푐0 = 푎1 = 푐1 = ⋯ =
푎푚−퐿(푠) = 푐푚−퐿(푠) = 0. With the stack initialized to ((푥, 0), 0) we have 푎푚 = 푥. The
function푚′(푠) =
∑
푖≤푚 퐿(푐푖) ⋅ 퐽
푖 gives the weight of the stack 푠 during the computation
of 푓 (푥). We have 푚′(푠) < 퐽푚+1 and the reader can convince themselves that we have
푚′(푠) < 푚′ 푓1(푠) until the iteration of 푓1 starts idling by yielding the same stack. To
bring the computation to idling it thus suffices to define 휇(푥) = 퐽푚(푥)+1.
7 Recursive Arithmetics
7.1 Recursive Arithmetics. Fix a class of function algebras (푋). The class speci-
fies a first-order theory in the language L1(푋, 푓⃗ ), designated by 햱햠1, and called the
recursive arithmetic of (푋). The theory consists of the basic axioms BASIC, the or-
acle axioms 푓푋∗ ∶= 푋 and 푓푋∗ ∈  , and of the operator axioms 푓op(푑1,…,푑푛) ∶=
op(푓푑1 ,… , 푓푑푛) and 푓op(푑1,…,푑푛) ∈  for each 푛-ary operator op of (푋) and each
derivation 푑1, . . . , 푑푛.
Note that any structure (ℕ, 푋) can be uniquely expanded to the structure (ℕ, 푋, 푓⃗)
satisfying햱햠1. The structures are called standard models of햱햠1. In addition to the
standard models, we also admit non-standardmodels (, 푋, 푓⃗)with a model for L1
and 푋, 푓⃗ ⊆.
7.2 Quasi-Terms and Quasi-Bounded Formulas. We extend the notion of terms to
quasi-terms by allowing the expressions 푓 (푡) in positions where a first-order term is
permitted. They can be always unnested to the form ∃푦(푦 = 푓 (푡) ∧ 휑(푦)) or ∀푦(푦 =
푓 (푡) → 휑(푦)). We abbreviate this to ∃푦=푓 (푡)휑(푦) and ∀푦=푓 (푡)휑(푦) respectively, and
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call the quantifiers quasi-bounded. Bounded formulas extended with quasi-terms and
quasi-bounded quantifiers are called quasi-bounded formulas.
We note that by by unnesting the quasi-bounded terms in a quasi-bounded formula
we obtain a quasi-bounded formula and the ability to choose the kind of quasi-bounded
quantifiers makes the last formula equivalent to a Δ0
1
formula over any theory proving
BΣ0
1
.
7.3 Operators of 횫ퟎ Functions. We wish to connect the theory IΔ0 with a recursive
arithmetic. To that end we will need the following function operatorswhich are the first-
order universal closures of the formulas named by the operators:
푓 (푥) = 푆(푥) (푓 ∶= S)
푓 (푥, 푦) = 푥 + 푦 ∧ 푓 (0) = 0 (푓 ∶= ⊕)
푓 (푥, 푦) = 푥 ⋅ 푦 ∧ 푓 (0) = 0 (푓 ∶= ⊗)
(푥 < 푦→ 푓 (푥, 푦) = 1) ∧ (푥 ≥ 푦 → 푓 (푥, 푦) = 0) ∧ 푓 (0) = 0 (푓 ∶= <∗)
푓 (푥) = 푥 (푓 ∶= I)
푓 (0, 푦, 푧) = 푦 ∧ 푓 (푆(푥), 푦, 푧) = 푧 ∧ 푓 (0) = 0 ∧ 푓 (푥, 0) = 0 (푓 ∶= D)
푔(푥) = 푣 ∧ ℎ(푥) = 푤 → 푓 (푥) = (푣,푤) . (푓 ∶= P(푔, ℎ))
The nullary operators of successor, addition, multiplication, identity, (the characteris-
tic function of) order, case-analysis, and the binary pairing operator are not in a strict
clausal form. However, aAny weak theory proving BASIC permits to bring them into
the strict form of explicit clausal definitions.
In order to capture the properties of bounded quantifiers we introduce the unary
operator of bounded minimization 푓 ∶= 휇(푔) which is the first-order universal closure
of:
(푓 (푏, 푥) = 푧→ 푧 ≤ 푏) ∧
(푓 (푏, 푥) = 푧 ∧ 푦 < 푏 ∧ 푔(푦, 푥) = 1 → 푧 ≤ 푦) ∧
(푓 (푏, 푥) = 푧 ∧ 푧 < 푏→ 푔(푧, 푥) = 1) ∧
푓 (0) = 0 .
Informally, the function 푓 (푏, 푥) ∶= 휇푧<푏[푔(푧, 푥) = 1] yields the least 푧 < 푏 satisfying
푔(푧, 푥) = 1 if there is such and 푏 otherwise. Bounded minimization can be brought (by
a recursive search for 푧) into an equivalent recursive clausal form, but this apparently
requires a theory stronger than IΔ0
0
(it is an open problem). We can, however, extend by
definition any theory 푇 ⊢ IΔ0
0
+푔 ∈  . The defining axiom for 푓 is the closure by ∀푣
of:
푣 ∈ 푓 ↔ 푣 = (0, 0) ∨ ∃푏, 푥, 푧<푣
(
푣 = ((푏, 푥), 푧) ∧ (푧 < 푏 ∧ 푔(푧, 푥) = 1 ∨ 푧 = 푏) ∧
∀푦<푧 ((푦, 푥), 1) ∉ 푔
)
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whose RHS is Δ0
0
. By working in 푇 we prove 푓 ∈  . The proof of 0 ∉ 푓 and of the
uniqueness property is straightforward. The existence condition ∀푥′∃푦 (푥′, 푦) ∈ 푓 is
trivial for 푥′ = 0. Otherwise, we have 푥′ = (푏′, 푥) for some 푏′, 푥 and we prove by Δ0
0
induction on 푏:
푏 ≤ 푏′ → ∃푧 ≤ 푏
(
(푧 < 푏 ∧ 푔(푧, 푥) = 1 ∨ 푧 = 푏) ∧ ∀푦<푧 ((푦, 푥), 1) ∉ 푔
)
.
Now 푓 ∶= 휇(푔) easily follows.
We define the class Δ(푋) of Δ0
0
-algebras to consists of the operators:
S, ⊕,⊗, <∗, I,D, P, ◦, 휇 .
For any 푋 ⊆ ℕ the algebra Δ(푋) has the standard model (ℕ, 푋, 푓⃗) with its functions
polynomially bounded.
We henceforth require that the operators of every function algebra (푋) contains
the operators of Δ(푋).
The following Lemma 7.5 asserts that the characteristic functions of quasi-bounded
formulas of a recursive arithmetic are denotations of its function constants. The lemma
needs an auxiliary lemma about terms of such arithmetics. The reader will note that
the proofs do not rely on any form of induction holding in the arithmetics. That the
induction holds for all quasi-bounded formulas needs the two lemmas and it is asserted
by Thm. 7.7.
7.4 Lemma. For any recursive arithmetic 햱햠1, any sequence of variables 푥⃗ ∶=
푥0,… , 푥푛, and any quasi-term 푡(푥⃗) (whose variables are all indicated) there is a deriva-
tion in(푋), designated (without the risk of confusion) by 푡(푥⃗), such that
햱햠1 ⊢ ∀푥⃗ 푓푡(푥⃗)(푥⃗) = 푡(푥⃗) .
Proof By induction on the structure of the term 푡 while working in the recursive arith-
metic햱햠1.
If 푡 is 0 we consider the following informal identity:
푓휇(S◦⊗)(푏, 푥) = 휇푦<푏[(푓S◦⊗(푦, 푥) = 1] .
Thus we can prove ∀푥 푓휇(S◦⊗)(푥, 푥) = 0 and take the desired derivation 0(푥⃗) ∶= Z ∶=
휇(S◦⊗)◦P(I, I).
If 푡 is the variable 푥푖 (푖 ≤ 푛) then we are looking for a derivation 푑 ∶= 푥푖(푥⃗) s.t.
∀푥⃗ 푓푑(푥⃗) = 푥푖. Toward that end we abbreviate H ∶= D◦P(Z, I). It is easy to see that we
have ∀푥 푓H(푥) = 퐻(푥). Likewise, T ∶= D◦P(S◦Z, I) is the derivation s.t. ∀푥 푓T(푥) =
푇 (푥). We introduce the following abbreviations on derivations T0 ∶= I and T푖+1 ∶=
T◦T푖. Now, if 푖 = 푛 we set 푑 ∶= T푛 and set 푑 ∶= H◦T푖 otherwise.
If 푡 is one of푆 푡1(푥⃗),푓푑 푡1(푥⃗), 푡1(푥⃗)+푡2(푥⃗), 푡1(푥⃗)⋅푡2(푥⃗), or (푡1(푥⃗), 푡2(푥⃗)) thenwe set the
correspondingderivations 푡(푥⃗) to S◦푡1(푥⃗), 푑◦푡1(푥⃗),⊕◦P(푡1(푥⃗), 푡2(푥⃗)),⊗◦P(푡1(푥⃗), 푡2(푥⃗)),
or P(푡1(푥⃗), 푡2(푥⃗))where the derivations 푡푖(푥⃗) are obtained from the induction hypothesis.
⊓⊔
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7.5 Lemma. For any recursive arithmetic 햱햠1, any quasi-bounded formula 휑(푥⃗) in
L1(푋, 푓⃗ ) there is a derivation designated (without the risk of confusion) by 휑(푥⃗) such
that
햱햠1 ⊢ ∀푥 푓휑(푥⃗)(푥) ≤ 1
햱햠1 ⊢ ∀푥⃗(휑(푥⃗) ↔ 푓휑(푥⃗)(푥⃗) = 1) .
Proof We do not give the proof that 푓휑(푥⃗) is a (0−1)-valued function because this will
be obvious from the way the derivations are constructed.We work in햱햠1 and proceed
by induction on the quasi-formulas 휑(푥⃗) whose free variables are among the indicated
ones and they are constructed from atomic formulas by negation, disjunction, bounded
existential, and quasi-bounded existential quantification.
If 휑 is 푡1(푥⃗) < 푡2(푥⃗) we prove:
∀푥⃗
(
푡1(푥⃗) < 푡2(푥⃗) ↔ 푓<∗(푓푡1(푥⃗)(푥⃗), 푓푡2(푥⃗)(푥⃗)) = 1
)
and it suffices to set the desired derivation 휑(푥⃗) ∶= <∗◦P(푡1(푥⃗), 푡2(푥⃗)).
In the remaining cases we obtain the desired derivations from IH and in a straight-
forward way from the properties proved below.
If 휑 is 푡1(푥⃗) = 푡2(푥⃗) we note that 푡1 = 푡2 ↔ 푡1 ≮ 푡2 ∧ 푡2 ≮ 푡1 and prove
∀푥⃗
(
푡1(푥⃗)=푡2(푥⃗) ↔ 푓D
(
푓<∗(푓푡1(푥⃗), 푓푡2(푥⃗)), 푓D(푓<∗ (푓푡2(푥⃗), 푓푡1(푥⃗)), 1, 0), 0
)
= 1
)
.
If 휑 is 푡(푥⃗) ∈ 푋 we prove ∀푥⃗
(
푡(푥⃗) ∈ 푋 ↔ 푓푋∗ 푓푡(푥⃗)(푥⃗) = 1
)
.
If 휑 is ¬휓(푥⃗) we prove ∀푥⃗
(
¬휓(푥⃗)↔ 푓D(푓휓(푥⃗)(푥⃗), 1, 0) = 1
)
.
If휑 is 휓1(푥⃗)∨휓2(푥⃗)we prove ∀푥⃗
(
휓1(푥⃗)∨휓2(푥⃗)↔ 푓D(푓휓1(푥⃗)(푥⃗), 푓휓2(푥⃗)(푥⃗), 1) = 1
)
.
If 휑 is ∃푦=푓푑 푡(푥⃗)휓(푦, 푥⃗) we prove
∀푥⃗
(
∃푦=푓푑 푡(푥⃗)휓(푦, 푥⃗) ↔ 푓휓(푦,푥⃗)(푓푡(푥⃗)(푥⃗), 푓I(푥⃗)) = 1
)
.
The final case is when 휑(푥⃗) is ∃푦<푡(푥⃗)휓(푦, 푥⃗). We need an auxiliary function obtained
by bounded minimization: 푓휇(휓(푥⃗))(푏, 푥) = 휇푦<푏[푓휓 (푦, 푥) = 1]. We then prove
∀푥⃗
(
∃푦 < 푡(푥⃗)휓(푦, 푥⃗) ↔ 푓<∗
(
푓휇(휓(푥⃗))(푓푡(푥⃗)(푥⃗), 푓I(푥⃗)), 푓푡(푥⃗)(푥⃗)
)
= 1
)
.
⊓⊔
7.6 Lemma. Every recursive arithmetic 햱햠1 is closed under explicit clausal defini-
tions, i.e. for any explicit clausal definition of 푓 from the function constants 푓푑1 , . . . ,
푓푑푛 there is a function 푓푑 satisfying the clauses of the definition (after the replacement
푓 ∶= 푓푑 ).
Proof We take an explicit clausal definition as in the theorem. The clauses of the defi-
nition are constructed as in Par. 6.3 into the set 퐶푘 by refinements from the single clause
in 퐶0. We first reason informally and for each set 퐶푖 (푖 ≤ 푘) we construct a set 퐷푖 of
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clauses with consequents of the form 푓 (푥) = 푠 for some quasi-terms 푠 composed from
푥, 푦. local variables, and from the function constants of 햱햠1 where we abbreviate
푔1 ∶= 푓푑1 , . . . , 푔푛 ∶= 푓푑푛 . During the process we fold the clauses into a single formula
푓 (푥) = 푠.
We work backwards from 푘 to 0 and construct 퐷푘 ∶= 퐶푘 Assuming for 푖 < 푘 that
the set 퐷푖+1 has been constructed, we construct the set 퐷푖 according to the form of
the clause in 퐶푖 refined into the set 퐶푖+1. If the clause was refined by the point 1) and
the clause corresponding to the refined clause in 퐷푖+1 is 휑(푥, 푧⃗) ∧ 푔(푡(푥, 푧⃗)) = 푣 →
푓 (푥) = 푠(푥, 푧⃗, 푣) with 푔 one of 푔1, . . .푔푛, say 푔푗 , we place the clause 휑(푥, 푧⃗) → 푓 (푥) =
푠(푥, 푧⃗, 푔푑푗 (푡(푥, 푧⃗))) into퐷푖. If the clause was refined by 2) and the clauses corresponding
to the refined clauses in 퐷푖+1 are 휑(푥, 푧⃗) ∧ 푣 = 0 → 푓 (푥) = 푠1(푥, 푧⃗) and 휑(푥, 푧⃗) ∧ 푣 =
푆(푤) → 푓 (푥) = 푠2(푥, 푧⃗, 푤) we place 휑(푥, 푧⃗) → 푓 (푥) = 푓퐷(푣, 푠1(푥, 푧⃗), 푠2(푥, 푧⃗, 푓Pr(푣)))
into 퐷푖 where the function 푓Pr is the predecessor function easily defined in the alge-
bra by bounded minimization. If the clause was refined by 3) and the clauses corre-
sponding to the refined clauses in 퐷푖+1 are 휑(푥, 푧⃗) ∧ 푣 = 0 → 푓 (푥) = 푠1(푥, 푧⃗) and
휑(푥, 푧⃗) ∧ 푣 = (푤1, 푤2) → 푓 (푥) = 푠2(푥, 푧⃗, 푤1, 푤2) we place 휑(푥, 푧⃗) → 푓 (푥) =
푓퐷(푣, 푠1(푥, 푧⃗), 푠2(푥, 푧⃗, 푓H(푣).푓T(푣))) into 퐷푖. If the clause was refined by 4) and the
clauses corresponding to the refined clauses in퐷푖+1 are 휑(푥, 푧⃗) ∧ 푡1(푥, 푧⃗) rel 푡2(푥, 푧⃗) →
푓 (푥) = 푠1(푥, 푧⃗) and 휑(푥, 푧⃗) ∧ 푡1(푥, 푧⃗) ̸rel 푡2(푥, 푧⃗) → 푓 (푥) = 푠2(푥, 푧⃗) we place
휑(푥, 푧⃗) → 푓 (푥) = 푓퐷(푓rel(푡1(푥, 푧⃗), 푡2(푥, 푧⃗)), 푠2(푥, 푧⃗), 푠1(푥, 푧⃗))
into 퐷푖. Finally, if the clause was refined by 5) then we place 휑(푥, 푧⃗) → 푓 (푥) = 푡(푥, 푧⃗)
into 퐷푖. The remaining unaffected clauses of 퐷푖+1 are just copied to 퐷푖.
At the end we have a single clause ⊤ → 푓 (푥) = 푠(푥) in 퐷0 and we use Lemma 7.4
to obtain the desired derivation 푑 ∶= 푠(푥) for the function constant 푓푑 .
To prove that the clauses for 푓 with 푓 replaced by 푓푑 in 퐷푖(푓 ) are provable we
work in 햱햠1 and show by external induction that successively the clauses in 퐷0(푓푑),
. . . , 퐷푘(푓푑) are all provable. The clauses 퐷푘(푓푑) are the clauses of the explicit clausal
definition. ⊓⊔
The next theorem asserts that the arithmeticΔ햱햠1 is essentially the inductive theory
IΔ0
0
(푋):
7.7 Theorem. Δ햱햠1 proves the induction principles I[Δ
0
0
(푋, 푓⃗ )] and that the functions
푓⃗ are polynomially bounded. Vice versa, any inductive theory IΔ0
0
(푋) can be extended
by definitions to the theory Δ햱햠1.
Proof Take any formula휑(푏, 푦⃗)which isΔ0
0
in the languageL(푋, 푓⃗). It suffices to prove
the least number principle for 휑 by working in Δ햱햠1, So take any 푦⃗ and assume 휑(푏, 푦⃗)
for some 푏. By Lemma 7.5 there is a derivation 푑 ∶= 휑(푏, 푦⃗) such that the theory proves
that 푓푑 is the characteristic function of 휑. For 푓휇(푑)(푏, 푥) = 휇푦<푏[푓푑(푦, 푥) = 1] the
theory proves that 푓휇(푑)(푆(푏), 푦⃗) is the least witness for 휑(푏, 푦⃗).
By external induction on derivationswe prove that the functions푓푑 are polynomially
bounded.
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The second part of the theorem directly follows from the way the operators of the
algebra Δ(푋) are defined. ⊓⊔
8 Provably Recursive Functions of헥헔ퟏ
8.1 Provably Total Functions of 헥헔ퟏ. A (Σ
0
1
) provably total function of an arith-
metic 햱햠1 is any function 푓 ∶ ℕ × 2
ℕ → ℕ such that there is a Σ0
1
formula without
parameters 휑(푥, 푦) ∈ L1(푋, 푓⃗ ) such that:
(a) 햱햠1 ⊢ ∀푥∃!푦휑(푥, 푦), and
(b) for all 푋 ⊆ ℕ and all 푥 ∈ ℕ the standard model (ℕ, 푋, 푓⃗) of 햱햠1 satisfies
휑(푥, 푓 (푥,푋)).
We denote by 2<ℕ the class of finite subsets ofℕ. The restriction of a provably total func-
tion 푓 to the domain ℕ × 2<ℕ is called a provably recursive function of햱햠1. Clearly,
푓 is in general only recursive in 푋 but its restriction is recursive (with Ackermann’s
coding of finite sets).
Provably total functions of 햱햠1 can be characterized using the ideas of Ferreira
[9], which are based on the following special form of Herbrand’s theorem. Its special
case was proved by Krajíček, Pudlák, and Takeuti [14].
8.2 Lemma. (Ferreira [9]) Let 푇 be a universal theory in a first-order languageL. Sup-
pose that ∃푢⃗∀푣⃗ 휑 is a consequence of 푇 , with 휑(푢⃗, 푣⃗, 푥) an existential formula with only
the indicated variables free. Then there are terms 푡⃗1(푥), 푡⃗2(푥, 푣⃗1), . . . , 푡⃗푘(푥, 푣⃗1,… , 푣⃗푘−1)
of L such that
푇 ⊢ 휑(푡⃗1(푥), 푣⃗1, 푥) ∨ 휑(푡⃗2(푥, 푣⃗1), 푣⃗2, 푥) ∨⋯ ∨ 휑(푡⃗푘(푥, 푣⃗1,… , 푣⃗푘−1), 푣⃗푘, 푥). ⊓⊔
8.3 Theorem. The class of provably total functions of a recursive arithmetic햱햠1 is
exactly the class of functions 푓 for which there is a derivation 푑 in (푋) such that all
standard models (ℕ, 푋, 푓⃗) of햱햠1 satisfy 푓푑(푥) = 푓 (푥,푋) for all 푥 ∈ ℕ.
Proof Note that the function operators of(푋) are universal sentences. For the⊇ inclu-
sion of function classes from the claim of the theorem, take any function푓 ∶ ℕ×2ℕ → ℕ
such that for some derivation 푑 for all푋 ⊆ ℕ and all 푥 ∈ ℕwe have (ℕ, 푋, 푓⃗ ) ⊧ 푓푑(푥) =
푓 (푥,푋) in the standard model of 햱햠1. The Σ
0
1
formula 휑(푥, 푦) such that that 푓 is a
provably total function of 햱햠1 is simply 푓푑(푥) = 푦. We have ∀푥∃!푦휑(푥, 푦) in 햱햠1
as 푓푑 ∈  , and the condition (b) is immediate.
For the⊆ inclusion, take any function 푓 ∶ ℕ×2ℕ → ℕ such that 푓 is a provably total
function of햱햠1. So there is a Σ
0
1
formula 휑(푥, 푦) of L1(푋, 푓⃗ ) satisfying conditions a)
and b) of Par. 8.1. We will prove the theorem if we find a derivation 푑 of 푓 s.t.햱햠1 ⊢
∀푥휑(푥, 푓푑(푥)).
Note that휑(푥, 푦) is ∃푧휑0 for someΔ0 formula휑0(푥, 푦, 푧). Hence, ∃!푦휑 is equivalent
in햱햠1 to ∃!푤휓 where 휓(푥,푤) is the Δ0 formula ∃푦, 푧<푤(푤 = (푦, 푧) ∧휑0(푥, 푦, 푧) ∧
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∀푣<푧¬휑0(푥, 푦, 푣)). By Lemma 7.5, there is a constant ℎ ∶= 푓휓(푥,푤) which is the char-
acteristic function of 휓(푥,푤).햱햠1 thus proves ∃!푤ℎ(푥,푤) = 1.
Although the BASIC part of햱햠1 contains some existential sentences, they can be
eliminated at the expense of rewriting a few axioms using a newly introduced (proper)
unary function symbol 푃푟:
0 < 푧→ (퐻(푧), 푇 (푧)) = 푧 ∧퐻(푧) < 푧 ∧ 푇 (푧) < 푧 (P2′)
푃푟(0) = 0 ∧
(
0 < 푥→ 푆(푃푟(푥)) = 푥 ∧ 푃푟(푥) < 푥
)
. (N10′)
The resulting theory 햱햠′
1
is a conservative extension of 햱햠1, equivalent to the ex-
tension of 햱햠1 by definition 푃푟(푥) = 푦 ↔ (푥 = 0 → 푦 = 0) ∧ (푥 > 0 → 푥 = 푆(푦))
of 푃푟. In particular,햱햠′
1
proves ∃!푤ℎ(푥,푤) = 1.
By compactness, a finite subset 푇1 ⊎푇2 of햱햠
′
1
proves ∃푤ℎ(푥,푤) = 1. Here, sen-
tences 푇1 are universal, i.e., some of BASIC
′ axioms, instances of operators of (푋),
and the uniqueness parts ∀푥∀푦1∀푦2(푓푑푖(푥) = 푦1 ∧ 푓푑푖 (푥) = 푦2 → 푦1 = 푦2) of ax-
ioms 푓푑푖 ∈  for some derivations 푑1, . . . , 푑푛. Sentences 푇2 are ∀∃: the existence parts
∀푥∃푤푓푑푖 (푥) = 푤 of 푓푑푖 ∈  . Thus, 푇1 ⊢ ∃푤∃푢⃗ ∀푣⃗ (
⋀푛
푖=1 푓푑푖 (푢푖) = 푣푖 → ℎ(푥,푤) = 1).
Let us abbreviate the antecedent to 푔⃗(푢⃗) ≙ 푣⃗.
By Lemma 8.2, we have 푛-tuples of terms 푠⃗1(푥), . . . , 푠⃗푘(푥, 푢⃗1,… , 푢⃗푘−1) and terms
푡1(푥), . . . , 푡푘(푥, 푢⃗1,… , 푢⃗푘−1) such that 푇1 (and hence also햱햠
′
1
) has as its consequence
the disjunction of
푔⃗(푠⃗1(푥)) = 푣⃗1 → ℎ(푥, 푡1(푥)) = 1
푔⃗(푠⃗2(푥, 푣⃗1)) = 푣⃗2 → ℎ(푥, 푡2(푥, 푣⃗1)) = 1
⋯
푔⃗(푠⃗푘(푥, 푣⃗1,… , 푣⃗푘−1)) = 푣⃗푘 → ℎ(푥, 푡푘(푥, 푣⃗1,… , 푣⃗푘−1)) = 1
which can be rewritten as the formula
푔⃗(푠⃗1(푥)) = 푣⃗1 ∧ 푔⃗(푠⃗2(푥, 푣⃗1)) = 푣⃗2 ∧⋯ ∧ 푔⃗(푠⃗푘(푥, 푣⃗1,… , 푣⃗푘−1)) = 푣⃗푘 →
ℎ(푥, 푡1(푥)) = 1 ∨ ℎ(푥, 푡2(푥, 푣⃗1)) = 1 ∨⋯ ∨ ℎ(푥, 푡푘(푥, 푣⃗1,… , 푣⃗푘−1)) = 1.
(휃1)
Thus햱햠′
1
⊢ ∀푣⃗1…∀푣⃗푘(휃1). The last formula can be abbreviated as the quasi-bounded
formula
ℎ(푥, 푞1(푥)) = 1 ∨ ℎ(푥, 푞2(푥)) = 1 ∨⋯ ∨ ℎ(푥, 푞푘(푥)) = 1 (휃2)
where the quasi-terms 푞푖(푥) are obtained by substituting the respective left-hand sides
from the antecedent of (휃1) for the variables 푣⃗1, . . . , 푣⃗푘, i.e., 푞1(푥) is 푡1(푥), 푞2(푥) is 푡2
(
푥,
푔1(푠1,1(푥)),… , 푔푛(푠1,푛(푥))
)
, etc.
Note that Lemma 7.4 can be proved also for햱햠′
1
inL1(푃푟,푋, 푓⃗). In particular, any
quasi-term of the form푃푟(푡(푥)) is computed by the boundedminimization휇푧<푡(푥)[푡(푥) <
푆(푆(푧))] with the derivation Pr ∶= 휇(<∗ ◦ P(T, S◦S◦H)) ◦ P(I, I) ◦ 푡(푥). We can thus
replace quasi-terms 푞푖(푥) in (휃2) with applications of the respective functions푓푞푖(푥), thus
obtaining an equivalent quasi-bounded formula
ℎ(푥, 푓푞1(푥)(푥)) = 1 ∨⋯ ∨ ℎ(푥, 푓푞푘(푥)(푥)) = 1. (휃3)
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As this is in the original language L1(푋, 푓⃗), we have햱햠1 ⊢ (휃3) by conservativity.
Since for each 푥 a unique 푤 satisfies 휓(푥,푤) and this is one of 푓푞푖(푥)(푥), we can
obtain it by simply testing the values 푓푞푖(푥)(푥) one after another, informally:
푓D
(
ℎ(푥, 푓푞1(푥)(푥)), 푓D
(
ℎ(푥, 푓푞2(푥)(푥)), 푓D
(
⋯ , 푓D
(
ℎ(푥, 푓푞푘−1(푥)(푥)), 푓푞푘(푥)(푥),
푓푞푘−1(푥)(푥)
)
,…
)
,
푓푞2(푥)(푥)
)
,
푓푞1(푥)(푥)
)
.
Since a derivation 푒 of the above function exists in (푋), so does 푑 ∶= H◦푒 which is
such that햱햠1 ⊢ ∀푥휑(푥, 푓푑(푥)), thus completing the proof. ⊓⊔
9 Second-Order Recursive Arithmetics
In the second draft we will modify the presentation in this section in order to be able to
accommodate the theories햱햠2+햶햪햫. For the time being we have a problemwith the
formulation of correct assumptions for the Lemma 9.8. The proofs of the remaining the-
orems will be simplified once we fix this problem. Also Thm. 9.10 shuld be generalized
to all function subalgebras of PRA.
9.1 Second-Order Theories for Function Algebras. Fix a class of function algebras
(푋). The algebras determine a second-order theory in the language L2 designated by
햱햠2 and called the second-order recursive arithmetic of(푋). The theory is axiom-
atized by BASIC plus the following set existence axioms:
∀푔1,… , 푔푛∈∃푓∈ 푓 ∶= op(푔1,… , 푔푛), (op)
one for each operator 푓 ∶= op(푔1,… , 푔푛) of(푋). There is the oracle axiom:
∀푋∃푓∈ 푓 ∶= 푋∗ (X∗)
and the function comprehension axiom FC:
∀푝∀푓∈∃푋푋 ∶= FC(푓, 푝) (FC)
where푋 ∶= FC(푓, 푝) abbreviates ∀푥(푥 ∈ 푋 ↔ 푓 (푥, 푝) = 1).
9.2 Lifting of First-Order Sentences to Second-Order. The language of second-
order arithmetic L2 is in general not an extension of the first-order language L1(푋, 푓⃗ ).
In order to characterize the relationship of the second-order arithmetic 햱햠2 with its
first-order counterpart햱햠1 we will employ a syntactic transformation called lifting.
Fix a language L1(푋, 푓⃗ ). For 푘 ∈ ℕ, let 푓⃗푘 be the initial part 푓0,… , 푓푘−1 of 푓⃗ , and
let Φ푘 be the set of definitions of symbols 푓 ∈ 푓⃗푘, i.e., either the oracle axiom 푓 ∶= 푋
or the operator axiom 푓 ∶= op(푔⃗) of햱햠1 respective to the constant 푓 . Note thatΦ0 is
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empty, and if there is 푓푑 ∶= op(푓푑1 ,… , 푓푑푛) in Φ푘, then there are also the definitions
of 푓푑1 , . . . , 푓푑푛 in Φ푘.
Let 휑 be any L1(푋, 푓⃗) sentence. We defineΦ휑 ≔ Φ푘 and 푓⃗휑 ≔ 푓⃗푘 where 푘 = 푑+1
for the highest 푑 such that 푓푑 occurs in 휑, and 푘 = 0 if no such 푑 exists. If we treat
set constants 푋 and 푓⃗휑 as set variables of L2, then ∀푋 ∀푓⃗휑((
⋀
Φ휑) → 휑) is a formula
of L2. We write it as 휑↑, and call it the lifted form of 휑.
9.3 Lemma. 햱햠2 ⊢ ∀푋 ∃푓⃗푘
⋀
Φ푘
Proof The claim is easily provedby external induction on푘. The inductively constructed
proofs in햱햠2 use its axioms (X∗) and (op). ⊓⊔
9.4 Relationships of First-Order and Second-Order Arithmetics. Lifting enables
us to express the connection of a first-order and the respective second-order recursive
arithmetics through the following analogues of standard notions of extensions and con-
servativity.
We say that a second-order theory 푇 is a lifted extension of 햱햠1 if it proves the
lifted forms of all its theorems, i.e., for any sentence휑 ∈ L1(푋, 푓⃗ ) such that햱햠1 ⊢ 휑
we have 푇 ⊢ 휑↑.
For a class of sentences 훤 ⊆ L1(푋, 푓⃗ ), a second-order theory 푇 is lifted 훤 conser-
vative over햱햠1 if all 훤 sentences whose lifted forms are theorems of 푇 are theorems
of햱햠1, i.e., for any sentence 휑 ∈ 훤 such that 푇 ⊢ 휑↑ we have햱햠1 ⊢ 휑.
The following Thm. 9.5 straightforwardly shows that 햱햠2 is a lifted extension of
햱햠1. Conservativity is more involved: We first show how certain models of first-
order arithmetics can be extended to second-ordermodels in Lemma 9.8. We then show
Π0
2
conservativity for the special case of polynomially boundedarithmetics in Thm. 9.10.
9.5 Theorem. 햱햠2 is a lifted extension of햱햠1.
Proof Fix a class of function algebras(푋). Take any sentence휑 such that햱햠1 ⊢ 휑,
and any second-order structure (,) ⊧ 햱햠2. Consider 휑↑ and the respective Φ휑 =
Φ푘 for some 푘, which has푋 and 푓⃗푘 as its free set variables. Choose any sets 푌 , 푔⃗푘 ∈ 
so that (,) ⊧ Φ휑(푌 , 푔⃗푘).
Since (,) satisfies (X∗) and (op) axioms for operators of(푋), 푔⃗푘 can be extend
by external induction to 푔⃗푑 such that (,) ⊧ Φ푑(푌 , 푔⃗푑) for all 푑 ∈ ℕ. Thus (, 푌 , 푔⃗)
for 푔⃗ =
⋃
푑∈ℕ 푔⃗푑 is a model of 햱햠1, and hence a model of 휑 as well. Then, however
also (,) ⊧ 휑(푌 , 푔⃗푘). ⊓⊔
9.6 Theorem. 햱햠2 ⊢ 햱햢햠
−
0
Proof The two theories share the BASIC axioms. Since (푋) includes ◦ along with
other operators of Δ(푋), we have햱햠2 ⊢ (◦). It thus remains to prove C[Δ
0
0
] and IND
in햱햠2.
For C[Δ0
0
], take a Δ0
0
formula 휑(푥, 푦⃗, 푋⃗) with all parameters among those in non-
empty sequences 푦⃗ or 푋⃗. Let 휑′(푥, 푦⃗, 푋) be the result of replacing every occurrence
31
9. SECOND-ORDER RECURSIVE ARITHMETICS MAY 8, 2017
of 휏 ∈ 푋푖 in 휑(푥, 푦⃗, 푋⃗) with (푆
푖(0), 휏) ∈ 푋. Considering 푋 as the oracle set con-
stant, obtain the characteristic function 푓 ′ ∈ 푓⃗ of 휑′(푥, 푦⃗) from Lemma 7.5. Note that
햱햠1 ⊢ ∀푥∀푦⃗ 푓
′(푥, 푦⃗) ≤ 1 ∧ ∀푥∀푦⃗(푓 ′(푥, 푦⃗) = 1 ↔ 휑′(푥, 푦⃗)) and denote this formula
by 휓 . 햱햠2 proves ∀푋 ∀푓⃗휓 (Φ휓 → 휓) by the extension theorem 9.5 and ∀푋 ∃푓⃗휓 Φ휓
by Lemma 9.3.
Let us now reason in 햱햠2: Take any numbers 푦⃗ and any sets 푋⃗, and obtain for
every 푋푖 ∈ 푋⃗ its characteristic function 푔푖 by (X∗) axiom. By applying the respective
(op) axioms for Δ(푋) operators, obtain the function 푔 such that ∀푥∀푝
(
푔(푥, 푝) = 1 ↔⋁
푖(퐻(푥) = 푆
푖(0) ∧ 푔 푇 (푥) = 1)
)
(cf. Lemmas 7.5 and 7.4). Obtain 푌 from 푔 using the
axiom (FC) with 푝 = 0. Notice that ∀푥((푆 푖(0), 푥) ∈ 푌 ↔ 푥 ∈ 푋푖). Since ∀푋 ∃푓⃗휓 Φ휓 ,
take some 푓⃗휓 for whichΦ휓 (푌 , 푓⃗휓 ) holds. We then have 휓(푌 , 푓⃗휓 ), and 푓
′ among 푓⃗휓 is
such that 푓 ′(푥, 푦⃗) = 1↔ 휑′(푥, 푦⃗, 푌 ) ↔ 휑(푥, 푦⃗, 푋⃗) for all 푥 and 푦⃗. Hence the (FC) axiom
gives us for 푓 ′ and 푝 = (푦1,… , 푦푛) a set 푋 such that ∀푥(푥 ∈ 푋 ↔ 휑(푥, 푦⃗, 푋⃗)). This
concludes the proof of C[Δ0
0
].
Let us prove IND in 햱햠2: Take any 푋 and assume 0 ∈ 푋, and ∀푥(푥 ∈ 푋 →
푆(푥) ∈ 푋). Suppose there is some 푧 ∉ 푋. Obtain the set 푋′ such that ∀푥(푥 ∈ 푋′ ↔
퐻(푥) ∉ 푋) from C[Δ0
0
], its characteristic function 푔′(푥) = 1 ↔ 푥 ∈ 푋′ from (X∗),
and its bounded minimization 푓 ′(푏, 푝) = 휇푦<푏[푔
′(푦, 푝) = 1] = 휇푦<푏[푦 ∉ 푋] from the
respective (op) axiom. Now 푦 = 푓 ′(푧, 0) is the least number such that 푦 ∉ 푋. Since
0 ∈ 푋, there must be 푢 such that 푦 = 푆(푢). By minimality of 푦, we have 푢 ∈ 푋, but
then 푆(푢) = 푦 ∉ 푋 contradicts the second assumption of the induction axiom. Thus
∀푥 푥 ∈ 푋. ⊓⊔
9.7 Corollary. The theories 햱햢햠−
0
and Δ햱햠2 are equivalent.
Proof Δ햱햠2 ⊢ 햱햢햠
−
0
is a special case of Thm. 9.6. For 햱햢햠−
0
⊢ Δ햱햠2, 햱햢햠
−
0
includes
◦, and we can easily prove (X∗), (FC), and (op) for operators S,⊕,⊗, <∗, I, D, P and 휇
within 햱햢햠−
0
using C[Δ0
0
]. For instance, in the latter case, we obtain 푓 ∶= 휇(푔) as
푤 ∈ 푓 ↔ 푤 = (0, 0) ∨ ∃푏≤푤∃푥≤푤∃푧≤푏
(
푤 = ((푏, 푥), 푧) ∧(
((푧, 푥), 1) ∈ 푔 ∧ ∀푦<푧 ((푦, 푥), 1) ∉ 푔 ∨ 푧 = 푏 ∧ ∀푦≤푏 ((푦, 푥), 1) ∉ 푔
))
.
The function value uniqueness part of 푓 ∈  is immediate. The function value existence
part follows from IND for the set 푋 such that 푣 ∈ 푋 ↔ ∀푤≤푣 ∃푥,푏≤푤∃푧≤푏 (푤 =
(푏, 푥) ∧ (푤, 푧) ∈ 푓 ) obtained by C[Δ0
0
]. ⊓⊔
9.8 Lemma. If (, 푋, 푓⃗) ⊧ 햱햠1 and  is a proper initial segment of such that
(, 푋 ∩ , {푓푑 ∩ }푑∈ℕ) ⊧ 햱햠1 then there is a class  ∶= FC(, 푋, 푓⃗) of subsets
of such that (,) ⊧ 햱햠2 and푋 ∩  ∈  as well as 푓 ∩  ∈ 
(,) for all 푓 ∈ 푓⃗ .
Proof Assumptions of this lemma are too weak and do not force the closure of  under
recursive ops of the algebra햱햠1, although they are sufficient for the closure under 휇
and explicit ops. A strengthenning of the assumptions to semiregular cuts is too strong,
it forces  to be closed under primitive recursion. We are currently looking into some
intermediate assumptions and think that we know how to formulate them. The basic
problem is that we have to know more about the recursive operators of the algebra.
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9.9 Function Comprehension and Standard Systems. The class denoted in the pre-
ceding lemma as FC(, 푋, 푓⃗) is closely related to the standard system
SSy() = { { 푥 ∣ 푥 ∈ , ⊧ 푥 ∈Ack 푦 } ∣ 푦 ∈ }.
There is the characteristic function of theΔ0 formula 푥 ∈Ack 푦 among 푓⃗ . It produces ev-
ery set from SSy() via function comprehension, hence SSy() ⊆ FC(, 푋, 푓⃗ ).
If additionally  < 푎 ∈  and (, 푋, 푓⃗) ⊧ exp, then every Δ0 set of elements
less than 푎 is coded in, i.e., for everyΔ0
0
formula휑(푥, 푧⃗)we have (, 푋, 푓⃗ ) ⊧ ∀푧⃗∃푦
∀푥<푎 (휑(푥, 푧⃗) ↔ 푥 ∈Ack 푦) by a folklore lemma [10, Lemma IV.2.12][6, Prop. 2.1]. For
inductive푋 ⊆, the lemma applies toΔ0
0
(푋, 푓⃗ ) formulas as well, hence, in particular,
to 푓푑(푥, 푝) = 1. Therefore, FC(, 푋, 푓⃗) ⊆ SSy().
Thus, if 햱햠1 ⊢ exp, we have FC(, 푋, 푓⃗) = SSy() for every proper initial
submodel (, 푋 ∩ , 푓⃗ ∩ ) of any (, 푋, 푓⃗) ⊧ 햱햠1.
9.10 Theorem. If(푋) is a class of function algebras with polynomially bounded func-
tions, then the second-order arithmetic 햱햠2 is a lifted Π
0
2
conservative extension of
the first-order arithmetic햱햠1.
Proof Take any(푋)with polynomially bounded functions.햱햠2 is a lifted extension
of햱햠1 by the previous theorem.
For lifted Π0
2
conservativity, suppose a Π0
2
sentence ∀푥∃푦휑(푥, 푦) is not provable in
햱햠1. We need to show that its lifted form is not provable in햱햠2, i.e., to find a model
of햱햠2 with sets 푋 and 푓⃗푘 satisfying Φ휑 = Φ푘 while not satisfying ∀푥 ∃푦휑(푥, 푦).
Since햱햠1 ⊬ ∀푥∃푦휑(푥, 푦), the theory햱햠1 +∀푦휑(푒, 푦) with 푒 a new constant is
consistent. Moreover, for another new constant 푐 every finite subset of the theory
푇 ≔ 햱햠1 ∪ {∀푦휑(푒, 푦)} ∪ { 푒
푘 < 푐 ∣ 푘 ∈ ℕ }
is consistent as well. By compactness, 푇 is consistent, and by completeness, it has a
model ≔ (, 푋, 푓⃗ , 푒, 푐).
Let  be the L1 structure with the domain 퐼 = { 푥 ∣ 푥 ∈, ⊧ 푥 < 푒
푘, 푘 ∈ ℕ }.
 is a proper initial segment of due to the definition of 퐼 and since 퐼 < 푐. Since
the functions of (푋) are polynomially bounded, 퐼 is closed under the functions 푓⃗ .
Moreover, 푒 ∈ 퐼 and ∀푦휑(푒, 푦) isΠ0
1
, and thus absolute. Hence (, 푋∩, {푓푑∩}푑∈ℕ) ⊧
햱햠1 + ∀푦휑(푒, 푦).
Lemma 9.8 now gives us a system of sets  such that (,) ⊧ 햱햠2 with {푋 ∩
} ∪ {푓푑 ∩ }푑∈ℕ ⊆ . We thus have (,) ⊧ Φ푘(푋 ∩ , {푓푑 ∩ }푑<푘), and (,) ⊧
∀푦휑(푒, 푦) (푋 ∩ , {푓푑 ∩ }푑<푘). Hence (,) ⊧̸ 휑↑, as desired. ⊓⊔
10 Some Function Algebras for Complexity Classes
In this paper we have introduced a general framework for connecting the provable func-
tions of first and second-order recursive arithmetics. This section serves as an illustrative
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application where we formulate several subelementary recursive arithmetics capturing
some of the main complexity classes. For this reason the section does not contain any
theorems and its assertions are mostly only sketched out.
10.1 Space Algebras 풑(푿). The function operator 푓 ∶= PR(푔, ℎ) (see Par. 3.3) is
bounded when for all 푥 ∈ ℕ we have 푓 (푥) ≤ 푏(푥). This is a semantic condition and so
we cannot use it as an operator (it does not always yield a function). We define instead
the operator 푓 ∶= BPR(푔, ℎ) of bounded primitive recursion by the following clausal
definition with the identity function as measure:
푔(푝) = 푧 ∧ 푧 ≤ 푝→ 푓 (0, 푝) = 푧
ℎ((푣, 푓 (푣, 푝)), 푝) = 푧 ∧ 푧 ≤ 푝 → 푓 (푣 + 1, 푝) = 푧 .
When we present a non-strict clausal definition like this we trust the reader that they can
transform it into a strict one. In this case thismeans the applications of functions in quasi-
terms must be unnested (i.e. 푓 (푣, 푝)), The consequents have to be brought to the strict
form 푓 (푥) = 푦 which involves possibly renaming variables and moving the terms in
the arguments of 푓 in the consequents (such terms are called in computer programming
patterns) by moving them into antecedents. For instance, in the first clause we put 푥 =
(푢, 푝) ∧ 푢 = 0 into the antecedent and add the missing clauses, so called default clauses
when 푓 will yield 0, i.e. 푥 = (푢, 푝) ∧ 푢 ≠ 0 ∧⋯, or the clause 푓 (0) = 0. After adding
the default clauses, the clauses should be conjuncted into one formula and its first-order
variables universally closed.
We designate by 푝(푋) the class of space algebras obtained by adjoining the opera-
tor BPR to the operators of the class Δ(푋). The function 푓 yielded by the operatorBPR
is non-growing and therefore the functions of the algebra are polynomially bounded
(note that the parameter 푝 of bounded primitive recursion can be set to at most a polyno-
mial in 푥). We will see below that the algebra 푝(푋) is suitable for the characterization
of space complexity classes.
It should be clear that 푝(푋) is closed under primitive recursion 푓 ∶= PR(푔, ℎ)
which is bounded by 푏 because we can define 푓1 ∶= BPR(푔, ℎ) and then 푓 (푥) =
푓1(푥,max(푏(푥), 1)).
The computation of 푓 (푥, 푝) defined by BPR when done by iteration requires the
space sufficient to hold two numbers no larger than 푝 provided 푥 ≤ 푝. This is the way
computations in space complexity classes are done.
10.2 Time Algebras 풎(푿). We define the operator of special nested recursion 푓 ∶=
SNR(푔, ℎ) by the following schema of clausal definitions:
푔(푥, 푝) = (0, 푧) ∧ 푧 < 푥 ∧ 푓 (푧, 푝) = 푣 ∧ ℎ((푥, 푣), 푝) = 푤 ∧푤 < 푥 → 푓 (푥, 푝) = 푓 (푤, 푝)
푔(푥, 푝) = (1, 푧) ∧ 푧 ≤ 푝→ 푓 (푥, 푝) = 푧 .
The function 푓 is obviously non-growing and the identity function is its measure.
We designate by 푚(푋) the class of time algebras obtained by adjoining the oper-
ator SNR to the operators of Δ(푋). The functions of 푚(푋) are polynomially bounded
34
MAY 8, 2017 10. SOME FUNCTION ALGEBRAS FOR COMPLEXITY CLASSES
because the parameter 푝 of special nested recursion can be set to at most a polynomial
in 푥.
We call a recursive clausal definition of 푓 bounded nested if identity is its measure
function and for some bounding function 푝 we have 푓 (푣) ≤ 푝(푣) for all 푣 ∈ ℕ. We will
now show the algebras 푚(푋) closed under such definitions by defining 푓 by special
nested recursion. We first transform the definition of 푓 to the explicit function ℎ as
in Par. 6.6 from where we also obtain the constant 퐽 giving the maximal nesting of
recursions in the clauses of 푓 . It basically remains to reduce 퐽 to 2. To that end we
define 푓1 ∶= SNR(푔1, ℎ1) where the auxiliary functions have the following explicit
clausal definitions:
푝 = (푚, 푏, 푝′) ∧ 푣 = [푥, 푐′]푏 ∧ 푚 ∸ 푐
′ = 푐 ∧ ℎ(푥, 푐) = (0, 푧)→ 푔1(푣, 푝) = (0, [푧, 푚]푏)
푝 = (푚, 푏, 푝′) ∧ 푣 = [푥, 푐′]푏 ∧ 푚 ∸ 푐
′ = 푐 ∧ ℎ(푥, 푐) = (1, 푧)→ 푔1(푣, 푝) = (1, 푧)
푝 = (푚, 푏, 푝′) ∧ 푣 = [푥, 푐′]푏 ∧ 푚 ∸ 푐
′ = 푐 → ℎ1((푣,푤), 푝) = [푥, 푚 ∸ (푐 ⊕푚 (푤, 0))]푏 .
The argument 푣 in both functions is a pair of numbers 푥 and 푐′ which is not coded by the
Cantor’s function but rather as two digits of a number in the base 푏: [푥, 푦]푏 ∶= 푥 ⋅ 푏+ 푦
which has the pairing property when 푥, 푦 < 푏. This function, both of its projections, as
well as themodified subtraction ∸ (yielding 0 if the result should be negative) are easily
derivable in Δ(푋).
The lists 푐 passed to the function ℎ contain at most the values 푝 ∶= 푝(푥) and they
grow during the computation of 푓1 from the length of 0 to the maximal length 퐽 . They
are thus at most 푚 ∶= (
퐽
⏞⏞⏞
푝,… , 푝, 0) large. We now have an explicit definition of 푓 as
푓 (푥) = 푓1([푥, 푚]푏, 푚, 푏, 푏
2) where 푏 ∶= max(푥, 푚) + 1. Note that the lower 푏-digit 푐′ of
푣 codes 푐 “backwards” where the list is 푐 ∶= 푚 ∸ 푐′. This makes the measure of 푓1 the
identity function.
It remains to derive the bounded list concatenation푥⊕푚푦 (abbreviating⊕((푥, 푦), 푚))
as a non-growing function. Note that we do not have the general concatenation function
in 푚(푋) because it is bounded by an exponential with the exponent depending on퐿(푥).
Since퐿(푐) ≤ 퐽 it suffices to use the following approximation explicitly defined inΔ(푋):
0⊕푚 푦 = 푦
(푧1, 푦) = 푧 ∧ 푧 ≤ 푚→ (푧1, 0)⊕푚 푦 = 푧
⋮
(푧1,… , 푧퐽−1, 푦) = 푧 ∧ 푧 ≤ 푚→ (푧1,… , 푧퐽−1, 0)⊕푚 푦 = 푧 .
Note that the operator 푓 ∶= BPR(푔, ℎ) of bounded primitive recursion yields a non-
growing function and so its definition is a bounded nested one and we have 푝(푋) ⊆
푚(푋).
As we have seen in Par. 6.6, a straightforward evaluation of nested recursive defini-
tion of 푓 (푥)with the identity as measure needs a stack whose length is 푥 and time (length
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of iteration) exponential in 푥. We can reduce the length of iteration to 푥 if the function
is bounded by 푝(푥) because we can encode the values 푓 (푥−1), 푓 (푥−2),… , 푓 (1), 푓 (0)
as 푥 digits of a number 푠 in the base 푏 ∶= 푝(푥)+1 and compute the number 푓 (푥) ⋅푏푥+ 푠
by looking up the recursive applications in the definition of 푓 as digits of 푠. Thus the
computation of 푓 (푥) can be done by course-of-values recursion (see e.g. [18]) requiring
the time 푥 and space sufficient for the course-of-values sequences 푠 < 푝(푥)푥+1. This is
how computations in time complexity classes are done. To our best knowledge it was
Jones in [11] who has noticed that the exponentiallymany steps of the stack computation
can be reduced to 푥 steps by using a look-up table of already computed function values.
Such techniques are called in computer programmingmemoization. However, the com-
bination of a stack with a look-up table is not necessary, because the course-of-values
recursion does the trick directly.
10.3 Classes of Computational Complexity and Function Algebras. We wish to
connect the classes of computational complexity with the classes of function algebras
(푋). Toward that goal we present the complexity classes  in two forms. A type-0
class is a set of subsets of ℕ. For a set 푃 in such a class we decide whether or not 푥 ∈ 푃
by presenting 푥 to a computing device (usually a Turing machine) in the binary repre-
sentation as finite sequences of 0 and 1. A type-1 class is a set of subsets of 2<ℕ. For
a set 푃 in such a class we decide whether or not 푋 ∈ 푃 by presenting to a computing
device the binary representation of Ackermann’s encoding of 푋, i.e.a finite sequence
푥∣푋∣−1,… , 푥0 such that for all 푖 < ∣푋∣ we have 푥푖 = 1 if 푖 ∈ 푋 and 0 otherwise.
A type-0 class  is 0-characterized by the class(푋) if  is the set of 푃 ⊆ ℕ such
that there is a provably recursive (0−1) valued function 푓 of 햱햠1 and 푃 = {푥 ∈ ℕ ∣
푓 (푥, ∅) = 1}.
A type-1 class  is 1-characterized by the class (푋) if  is the set of 푃 ⊆ 2<푁
such that there is a provably recursive (0−1) valued function 푓 of햱햠1 and 푃 = {푋 ∈
2<푁 ∣ 푓 (∣푋∣, 푋) = 1}.
The type 0 and 1 characterizations of complexity classes bymeans of different inputs
to function algebras stem from the second author’s cooperation with L. Kristiansen (see
e.g. [15]).
10.4 Some Function Algebras CharacterizingComplexity Classes. The space class
of algebras 푝(푋) 0-characterizes the complexity class LINSPACE (i.e. 퐒퐩퐚퐜퐞((푛))).
The same class 1-characterizes the class LOGSPACE (i.e. 퐒퐩퐚퐜퐞((log(푛)))). The 0-
characterization comes from the early result of Ritchie [17,3] that LINSPACE is iden-
tical to the predicates of the Grzegorczyk’s class 2∗ [7,18]. The class 
2 is defined by
bounded primitive recursion and so are the algebras 푝(푋). For a more detailed discus-
sion see [15].
The time class of algebras 푚(푋) 0-characterizes the complexity class ETIME (i.e.
퐓퐢퐦퐞(2(푛))). The same class 1-characterizes the class PTIME (i.e. 퐓퐢퐦퐞(푛(1))). The
characterization of PTIME by bounded nested recursion is from [11], the modification
to the 0-characterization is obvious because of exponentially more time available (as a
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function of input): 푥 vs. ∣푋∣. There is an old characterization of ETIME by bounded
twofold recursion by Monien [16,3] which is, however, not nested.
The class of algebrasΔ(푋) 0-characterizes the complexity class LINTH (linear time
hierarchy) which is the class of Δ0-definable predicates (see [3]). The same class 1-
characterizes the class LOGTH (log time hierarchy), also known as FOL (first-order
logic) in finite model theory.
If we add the nullary operator 푓 ∶= E (see Par. 3.3) to the operators of Δ(푋) we
obtain the class of algebrasΔe(푋)which are obviously the algebras of elementary func-
tions with oracles.We can define a subexponential operator푓 ∶= # yielding the function
푓 (푥) = 2∣푥∣
2
which has the same growth rate as the smash function 푥 # 푦 = 2∣푥∣⋅∣푦∣ or
the function 휔1(푥, 푦) = 푥
∣푦∣ of Wilkie and Paris [24] where ∣푥∣ is the size of 푥 in binary
representation. Adding the operator toΔ(푋) gets the classΔ#(푋)which 0-characterizes
the complexity class PH of polynomial time hierarchy (see c.f. [10]). Adding the # op-
erator to the algebra 푝(푋) gets the class 푝#(푋)which 0-characterizes the complexity
class PSPACE (i.e. 퐒퐩퐚퐜퐞(푛(1))) (see [3]).
Weak König lemma (햶햪햫−) does not seem to be directly usable with the charac-
terization of non-deterministic classes like NP (non-deterministic polynomial time), or
NL (nondeterministic log space) because the lemma deals with infinite trees.
There are the following well-known inclusions of the complexity classes
LOGSPACE ⊆ LINTH ⊆ LINSPACE ⊆ ETIME
and
LOGTH ⊆ LOGSPACE ⊆ PTIME ⊆ PH ⊆ PSPACE .
Frustratingly, the questions whether any of the inclusions are strict are the major open
problems of computational complexity, althoughwe haveLOGSPACE ⊊ LINSPACE ⊊
PSPACE.
The arithmeticΔe햱햠1 is obviously equivalent to the Elementary function arithmetic
EFA and Δ#햱햠1 is a conservative extension of the theory 퐼Δ0(Ω1) of [24] where Ω1
states that the function 휔1 is total. Although it is known that the hierarchy 퐼Δ0(Ω푘) is
strict and spans the theory Δ0(exp) (see, e.g., [10]), its levels 푘 > 1 are not directly
connected to any major complexity classes.
11 Conclusions and Future Work
For the final version of this paper we plan to tidy up the axioms in BASIC. We think that
the languages of arithmetic integrating the fours forms of its presentation (by induction
on first-order formulas, by recursive arithmetics (both first- and second order), and by
second order arithmetics in the style of Friedman and Simpson) should be based on
the pairing function as the basic binary function. The language of arithmetics should
contain the constant 0, the symbol (⋅, ⋅) of pairing, and possibly the relation symbol <
as basic. All remaining symbols should be set constants (in the first-order theories) and
set variables (in the second-order theories). The axiomatization could be by the pairing
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axioms P1−22 as well the quasi-formulas characterizing the successor functionwith the
help of the modified Cantor’s pairing:
푆(0) = (0, 0) 푆(푥, 푆(푦)) = (푆(푥), 푦) 푆(푥, 0) = (0, 푆(푥)) .
From this we get the usual properties of the successor function.
The properties of the set constants + and ⋅, which are in this draft designated by ⊕
and ⊗ respectively, can be axiomatized by recursive quasi-formulas. We can possibly
replace the relation symbol< by the set constant<∗ denoting its characteristic function.
For syntactic comfort we should use quasi-terms and quasi-formulas as abbreviations
for their unnested forms. We did not systematically use them in this draft because we
have in our arithmetic languages the symbols 푆, +, ⋅, and < available as the standard
ones.
The recursive arithmetics introduced in this draft are formulated in such a way that
we can add to them as initial functions the hierarchy functions of Grzegorczyk’s hier-
archy to characterize the theory IΣ1 and the functions of the Weiner-Schwichtenberg
hierarchy for the characterization of fragments IΣ푖+2 of PA (cf. [1]).
For the second-draft of this paper we should present the recursive arithmetics as
triples 햱햠1, 햱햠2, and 햱햠2+햶햪햫. We think that the last theory can be charac-
terized similarly as the theory햶햪햫−
0
vs. 햱햢햠−
0
. The missing element, completing this
to a quadruple of the kind discussed in the introduction, is a theory with induction, say
IΔ0(푒) with 푒 an axiom asserting the totality of some subexponential function. It seems
that the space and time arithmetics 푝햱햠1, 푚햱햠2 cannot be fully characterized in this
way. For instance, the smash function 2∣푥∣
2
does not seem to work except in the cases
mentioned in Par. 10.4.
The obvious area for research is the characterization of major non-deterministic
classes (NPTIME, NLOGSPACE) by means of recursive arithmetics. Although non-
determinism can be viewed as a search for a path in a tree expressing a particular prop-
erty, the approach through햶햪햫 does not seem to work because of the lack of exponen-
tiation (not too many definable trees) and it probably will not be possible to downscale
the infinite trees to the finite ones of complexity theory.
Another area for research is the characterization of subexponential second-order
models in the form (, SSy()). We were not able to do this because there do not
seem to be sufficiently many coded sets.
References
1. Avigad, J. and Sommer, R.: The Model-Theoretic Ordinal Analysis of Predicative Theories.
JSL vol. 64:327–349, 1999
2. Beklemishev, L.: On the Induction Schema for Decidable Predicates. JSL vol. 68, 2003.
3. Clote, P.:Computation Models and Function Algebras. in Handbook of Computability Theory.
Elsevier 1999.
4. Cook, S. and Kolokolova, A.: A Second-Order System for Polytime Reasoning Based on
Grädel’s Theorem. APAL vol. 124, 2003.
38
MAY 8, 2017 11. CONCLUSIONS AND FUTURE WORK
5. Ebbinghaus, H-D. and Flum, J. Finite Model Theory. Springer Science, 2005.
6. Enayat, A. and Wong, T. L.: Unifying the Model Theory of First-Order and Second-Order
Arithmetic. APAL vol. 168, 2017.
7. Grzegorczyk, A.: Some Classes of Recursive Functions. RozprawyMatematyczne Vol. 4, 1953
8. Gurevich, Y.:Algebras of Feasible Functions. IEEE Found. of Comp. Sci. Symp. vol. 24, 1983.
9. Ferreira, F.: A Simple Proof of Parsons’ Theorem. Notre Dame Journal of Formal Logic, 2003.
10. Hájek, P. and Pudlák, P.:Metamathematics of First-Order Arithmetic. Springer, 1993.
11. Jones, N.: Computability and Complexity From a Programming Perspective. The MIT Press,
1997.
12. Kaye, R.,Models of Peano Arithmetic. Oxford Logic Guides, Clarendon Press, 1991.
13. Kossak, R. and Schmerl, J.: The Structure of Models of Peano Arithmetic. Oxford Logic
Guides, Clarendon Press, 2006.
14. Krajíček, J., Pudlák, P., and Takeuti, G.: Bounded arithmetic and the polynomial hierarchy.
APAL vol. 52:143–153, 1991.
15. Kristiansen, L. and Voda, P. J.:Programming languages capturing complexity classes.Nordic
Journal of Computing vol. 12, 2005.
16. Monien, B.:A Recursive and Grammatical Characterization of Exponential Time Languages.
Theoret. Comp. Sci. vol. 3, 1977
17. Ritchie, R. W.: Classes of Predictably Computable Functions. Trans. Amer. Math. Soc. vol.
106, 1963.
18. Rose, H. E.: Subrecursion Functions and Hierarchies.Oxford Logic Guides, Clarendon Press,
1984.
19. Shoenfield, J. R.:Mathematical Logic. Association for Symbolic Logic, 1967.
20. Simpson, S.G.: Subsystems of Second-Order Arithmetic. Cambridge University Press, 2009.
21. Simpson, S.G. and Smith, R.L.: Factorization of Polynomials and Σ0
1
Induction. APAL vol.
21, 1986.
22. Slaman, T.A.: Σ푛-Bounding and Δ푛-Induction. Proc. Amer. Math. Soc. vol. 132, 2004.
23. Voda, P.J.: Peano Arithmetic and Clausal Language. Lecture notes. Bratislava: Comenius
University, 2004. [online] http://dai.fmph.uniba.sk/~voda/pa.pdf.
24. Wilkie, A.J. and Paris J.B.: On the Scheme of Induction for Bounded Arithmetic Formulas.
APAL vol. 35, 1987.
25. Zambella, D.: Notes on Polynomially-Bounded Arithmetic. JSL vol. 61, 1996.
39
