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Abstract
We classify the set of quadrilaterals that can be inscribed in convex Jordan curves, in the
continuous as well as in the smooth case.1 This answers a question of Makeev in the special case
of convex curves. The difficulty of this problem comes from the fact that standard topological
arguments to prove the existence of solutions do not apply here due to the lack of sufficient
symmetry. Instead, the proof makes use of an area argument of Karasev and Tao, which we
furthermore simplify and elaborate on. The continuous case requires an additional analysis of the
singular points, and a small miracle, which then extends to show that the problems of inscribing
isosceles trapezoids in smooth curves and in piecewise C1 curves are equivalent.
1 Introduction
A Jordan curve is a simple closed curve in the plane, i.e. an injective continuous map γ : S1 → R2.
In 1911, Toeplitz [33] announced to have proved that any convex Jordan curve contains the four
vertices of a square – a so-called inscribed square – and he asked whether the same property holds
for arbitrary Jordan curves. This became the famous Inscribed Square Problem, also known as the
Square Peg Problem or as Toeplitz’ Conjecture. So far it has been answered in the affirmative only in
special cases [5, 10, 6, 7, 36, 30, 3, 12, 31, 24, 16, 34, 25, 28, 29, 2, 18, 19, 26, 11, 32].
More generally, we say that a Jordan curve γ inscribes a quadrilateral Q if there is an orientation-
preserving similarity transformation that sends all four vertices of Q into the image of γ. Thus Toeplitz
proved that convex Jordan curves inscribe squares.
It is natural to ask whether they inscribe more general quadrilaterals as well. This is methodology-
wise a highly interesting question for the following reason: Almost all approaches up to today (with
few exceptions, Tao [32]; and for more general circular quadrilaterals see also Karasev [14], and for
rectangles of aspect ratio
√
3 see [19]) prove the existence of inscribed squares via more or less directly
proving topologically that the number of inscribed squares is odd when counted with appropriate
multiplicities, and thus never zero. Any other quadrilateral turns out to be inscribed an even number
of times (or zero times when counted with appropriate signs) due to their smaller symmetry group,
and thus the topological approach does not extend to quadrilaterals that are not squares.
A circular quadrilateral is a quadrilateral that has a circumcircle. An isosceles trapezoid is a
trapezoid that has a circumcircle. Let Q , Q , Q , Q© denote the sets of squares, rectangles,
isosceles trapezoids and circular quadrilaterals, respectively. Clearly, Q ⊂ Q ⊂ Q ⊂ Q©.
If J is a class of Jordan curves and Q a set of quadrilaterals, we say that J inscribes Q if any
curve γ ∈ J inscribes each quadrilateral Q ∈ Q.
1The author was kindly notified by Arseniy Akopyan and Sergey Avvakumov about their recent article [1], which
has considerable overlap with the present one. As they had already submitted their preprint, it was too late to merge
them. Certainly, their results have full priority; in particular Theorem 1.4 appeared already in their work as well as (as
a corollary) the first part of Theorem 1.3 in the special case of rectangles.
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Let J k denote k-times continuously differentiable Jordan curves. Makeev [16] asked: Does J 0
inscribe Q©? One restricts to Q© clearly because the only quadrilaterals that are inscribable in
circles are circular. Quite likely Makeev meant J 1 instead of J 0 (compare with Makeev [17]), as it
turns out that for example the only quadrilaterals that can be inscribed in arbitrarily thin triangles
are isosceles trapezoids, as observed by Pak [25, Ex. 5.16]. In any case one arrives at two natural
questions.
Question 1.1 (Continuous case). Does J 0 inscribe Q ?
Question 1.2 (Smooth case). Does J 1 inscribes Q©?
Makeev [16] managed to answer Question 1.2 in the affirmative in the special case of star-shaped
C2-curves that intersect every circle at most 4 times, see also Makeev [17] for a version of that.
To underline the difficulty of both questions, note that it is even unknown (but conjectured) that
J∞ inscribes Q . The author has put e100 on a proof or a disproof of this problem [20].2
In the current paper, we answer both questions in the affirmative in the case of convex curves.
Theorem 1.3 (Continuous case). The class J 0conv of (continuous) convex Jordan curves inscribes the
set Q of isosceles trapezoids. Moreover, Q is the largest possible such set of quadrilaterals.
Theorem 1.4 (Smooth case). The class J 1conv of differentiable convex Jordan curves inscribes the set
Q© of circular quadrilaterals. Moreover, Q© is the largest possible such set of quadrilaterals.
A common generalization. The above two theorems state the inscribability of Q© in J 1conv, and
of Q in J 0conv. Additionally we know that for each quadrilateral not in Q there is a curve in J 0
that does not inscribe it. Nonetheless, we may ask for natural sufficient criteria for when a circular
quadrilateral can be inscribed into a (continuous) convex Jordan curve. One positive answer is given
in the following Theorem 1.5.
Figure 1: Q and its angles. Figure 2: Example for Theorem 1.5.
Consider a circular quadrilateral Q. We may and do assume that it is convex and positively oriented
by relabeling its vertices in positively oriented fashion P1, P2, P3, P4. Both pairs of opposite edges
of Q determine signed angles λ = ](−−−→P1P2,−−−→P4P3) and µ = ](−−−→P4P1,−−−→P3P2), with the convention that
λ, µ ∈ (−pi, pi), compare with Figure 1. Note that λ and µ are zero, respectively, if and only if the
corresponding pairs of opposite edges are parallel. And if α, β, γ, and δ denote the inner angles of Q,
then
λ = α+ δ − pi = pi − β − γ and µ = γ + δ − pi = pi − α− β.
The following is a natural common extension of Theorems 1.3 and 1.4 for certain continuous convex
Jordan curves and circular quadrilaterals, see Figure 2.
Theorem 1.5 (Common generalization). Let Q be a circular quadrilateral with signed angles λ and
µ as above. Suppose γ is a (continuous) convex Jordan curve all whose inner angles have size larger
than min(|λ|, |µ|). Then γ inscribes Q.
2Indeed Griffiths [8] claimed to have proved that J∞ inscribes Q , however there is a fatal error in his orientation
calculations.
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The condition on the inner angles of γ is only non-trivial at singular points of γ, since |λ|, |µ| < pi.
In particular the angle condition is empty if γ is C1, and Theorem 1.4 follows as a corollary.
As another special case, notice that if Q is an isosceles trapezoid, then min(|λ|, |µ|) = 0, which
makes the angle condition again trivially fulfilled, and Theorem 1.3 follows as a second corollary.
Related questions. There is a beautiful zoo of related theorems and open problems. For example
the reader may wonder about inscribed triangles in continuous curves (there are many, see Nielsen [22]),
or about inscribed pentagons (generically not possible, as the degree of freedom is one less then the
number of equations). We refer to various accounts on the history of inscribing and circumscribing
problems, see Klee and Wagon [15, Problem 11], Nielsen [23], Denne [4], Karasev [13, 2.6, 4.6], Pak [25,
I.3, I.4], M. [20].
Basic ideas and outline. In the smooth case, we follow Karasev [14]. Given Q = P1P2P3P4, first
one considers the set of inscribed triangles similar to P1P2P3. For generic curves γ, this set forms a
one-dimensional manifold that winds around γ exactly once, i.e. each of the three vertices circumscribe
the interior of γ once, see Section 2. Karasev’s area argument then yields that the traced fourth vertex
will circumscribe a region with the same signed area (see Corollary 3.8). We will argue that if γ does
not inscribe Q, then this trace can be assumed to lie in the exterior of γ, going around γ exactly once,
and being injective, which yields a contradiction to the area argument. The major new step here is to
prove the injectivity of the trace, which is done in Section 4.
In the continuous case, two new problems arise: Genericity of γ and the corresponding approxi-
mation argument are harder to establish, which is a technical problem. Furthermore, there is a new
conceptual difficulty, namely that the inscribed triangles may become degenerate in a natural way,
and at these singular points the traced fourth vertex may swap the sides of γ without giving rise
to a proper inscribed quadrilateral. In many similar situations one would need to give up or find
another approach (e.g. Toeplitz’ inscribed square problem). In our setting it turns out that after a
more detailed analysis of these degenerate side changes in Section 5 we can actually use them to our
advantage. With inscribing problems it is often the case that the more complicated curves become,
the more objects are inscribed, but to prove the existence of just a single one of them becomes harder
(e.g. in the above two questions). In our setting it seems to be quite the opposite. We can even find a
lower bound for the number of inscribed Q’s, which can be tight even if the number of inscribed Q’s
is large, see Corollary 5.1.
Furthermore, the latter analysis can be used to show that inscribing Q into J∞ is equally difficult
as inscribing them into the class J 1pw of piecewise C1 Jordan curves, see Section 5.3.
Notation. We say that two polygons P1P2 . . . Pn and Q1Q2 . . . Qn in R
2 are similar to each other if
there is an orientation-preserving similarity transformation σ (a composition of translations, rotations
and scalings) such Qi = σ(Pi) (i = 1, . . . , n).
Throughout the paper, ‘smooth’ means C∞. We usually identify a parametrized curve γ : S1 → R2
with its image γ(S1) in order to simplify terminology. We may and do assume that γ goes in the positive
sense around its interior. Saying that γ is C1 or C∞ for us also includes that γ needs to be regular.
We call a convex polygon P1P2 . . . Pn positively oriented if P1, . . . , Pn lie counter-clockwise around
the boundary of the polygon.
Circular quadrilaterals may be self-intersecting (or “skew”), in which case we can simply relabel
the vertices in counter-clockwise order around the boundary of their convex hull, which makes the
quadrilateral convex. Inscribing either of them are equivalent tasks. That is, it is enough to deal with
positively oriented (and thus convex) circular quadrilaterals only.
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2 Inscribing the first three points
Let us start with the easier smooth case. Let Q = P1P2P3P4 be a circular quadrilateral with inner
angles α, β, γ, δ. For the sake of this paper we may assume that it is convex and positively oriented.
Furthermore we can cyclically permute the vertex labels to assure that γ and δ are at least pi/2, as Q
is circular. This assumption will be crucial in Section 4.
Figure 3: The trace γ4 of the fourth vertex
for a curve γ (exact drawing). Note that this
exemplary curve is not convex.
Figure 4: Projection of ZT ⊂ (S1)3 to the first
two coordinates for the curve from Figure 3
(exact drawing).
Suppose γ : S1 → R2 is positively oriented C1 convex Jordan curve. We may deform γ slightly
(with respect to the C1-metric) such that it becomes strictly convex and smooth. If we can show that
we can inscribe Q into the deformed smooth strictly convex curve, the same follows for the original
γ by a limit argument, using γ is C1: To any approximating smooth strictly convex curve we find
an inscribed Q. Making the approximation better in better (in the C1-metric) yields a sequence of
quadrilaterals, which by compactness has a convergent subsequence, whose limit cannot degenerate to
a point as γ is C1.
To any triangle T = P1P2P3 we can consider the set ZT of all triangles T
′ inscribed in γ that are
similar to T , see Figure 4 for the (non-convex) curve in Figure 3. This set has been studied topologically
several times, also for more general polygons, see e.g. Meyerson [21], Wu [35], Makeev [17], and
Vrec´ica–Zˇivaljevic´ [34].
We consider ZT as a subset of the configuration space (S
1)3 \∆ (∆ always denotes a thin diagonal
in this paper) which parametrizes all inscribed triangles in γ. As ZT can be defined via two equations,
it can be written as a preimage ZT = f
−1(0) for some map f : (S1)3 → R2. Hence generically we
expect that ZT is a one-dimensional proper submanifold. The genericity can be achieved in various
ways. We choose to deform γ slightly with respect to the C1-metric using local ‘bumps’, keeping it
strictly convex. Using the transversality theorem (see e.g. Guillemin and Pollack [9, p. 68]) this makes
γ easily generic. This method has the advantage that we did not deform the test-map, the curve itself
becomes generic. By an approximation argument as above, we thus may assume that γ is not only
smooth and strictly convex but also generic.
We claim that in case γ is convex, ZT is topologically a circle; and even more is true: For each
angle α ∈ S1 = Z/2pi there is exactly one triangle parametrized by ZT whose first edge has angle
α with the x-axis. If there were more than one, these would be at least two inscribed triangles T1
and T2 that differ by a translation and a dilatation. However then their six vertices cannot lie in
strictly convex position. That for each α a corresponding inscribed triangle exists can be easily seen
using an intermediate value theorem argument. Or one computes directly the homology class that ZT
represents, e.g. via a bordism argument deforming γ to a simpler curve such as a circle.
Now for each such inscribed triangle T ′ = P ′1P
′
2P
′
3 we construct the fourth vertex P
′
4 that makes
P ′1P
′
2P
′
3P
′
4 similar to the given Q. The trace of these points P
′
4 is itself a closed curve γ4 in the
plane, although not necessarily simple, compare with Figure 3 for a non-convex curve γ. Now, each
intersection point of γ4 with γ correspond to an inscribed quadrilateral P
′
1P
′
2P
′
3P
′
4 similar to the givenQ.
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So assume that γ4 ∩ γ = ∅. Then γ4 stays inside of γ or it stays outside. We can restrict to the latter
case by the following argument: If we move a horizontal line parallelly from the bottom of γ to the
top, and at each time we call the intersection points P ′′1 and P
′′
2 , and if we construct corresponding
points P ′′3 and P
′′
4 to make Q
′′ = P ′′1 P
′′
2 P
′′
3 P
′′
4 similar to Q, then one of P
′′
3 or P
′′
4 will intersect γ at
last (if they do it simultaneously then we already are done with inscribing Q). If P ′′3 comes last, then
at that time, T ′′ = P ′′1 P
′′
2 P
′′
3 lies in ZT and has P
′′
4 outside of γ, which is the case we want to be in.
If P ′′4 comes last, we simply relabel 1 ↔ 2, 3 ↔ 4, and reflect the plane and the orientation of γ in
order to arrive a positively oriented situation, and we arrived in the case, where the trace γ4 of P
′
4
stays outside of γ. The following lemma summarizes this.
Lemma 2.1. It is enough to prove Theorem 1.4 for generic smooth strictly convex Jordan curves γ,
and positively oriented circular quadrilaterals Q with δ ≥ pi/2 and whose trace γ4 of P ′4 lies outside
of γ.
For each T ′ ∈ ZT , consider the intersection of the line segment between P ′2 and P ′4 with γ. As γ is
convex, there is exactly one such intersection point X, except for P ′2 itself, and it moves continuously
with T ′ ∈ ZT . We may consider this as a map P ′4 7→ X. Along ZT , P ′2 winds once around γ (possibly
not in a monotone way), so does X, and thus the trace γ4 of the fourth vertex P
′
4 winds exactly once
around γ as well.
3 On Karasev’s and Tao’s conserved integrals of motion
Karasev [14] proved that γ4 circumscribes a region of signed area equal to the area of the interior of γ.
Here, the signed area can be defined as one of the three equivalent integrals from Remark 3.6. As a
corollary he obtained the following theorem.
Theorem 3.1 (Karasev). Any smooth Jordan curve γ either inscribes a given circular quadrilateral
Q = P1P2P3P4, or it inscribes two copies of the triangle P1P2P3 such that the two corresponding fourth
vertices coincide.
His arguments behind this theorem are indeed the main ingredient for our proof of Theorem 1.4.
Tao [32] used a similar area argument in order to prove a new special case of Toeplitz’ inscribed
square problem, where the standard topological approach fails.
Theorem 3.2 (Tao). Let f, g : [0, 1] → R2 be two (1 − ε)-Lipschitz functions whose graphs only
intersect at x = 0, 1. Then the curve formed by the two graphs inscribes a square.
And indeed his proof immediately generalizes to inscribed isosceles trapezoids, although one needs
to assume a suitable smaller Lipschitz constant that depends on the angles of the trapezoid.
Whilst Karasev could use the fact that the four curves γ1, γ2, γ3, γ4 parameterizing the vertices of
the quadrilateral in motion are closed, in Tao’s situation they were not closed (at least in his application
the path started and ended at quadrilaterals that were degenerate to a point).
The two lemmas in this section simplify and extend Karasev’s and Tao’s conserved integrals of
motion. They work for arbitrary paths of circular quadrilaterals similar to the given one, which do
not need to end where they started. One hope is that the lemmas could be used in the future to help
finding a proof of Makeev’s conjecture that J 1 inscribes Q©, for example by cutting the given curve
into suitable pieces and applying the lemma to suitable 4-tuples of these pieces.
An affine dependence of points P1, . . . , Pn in some vector space is a non-zero vector (λ1, . . . , λn)
such that
∑
i λi
(
Pi
1
)
= 0. Any four points in the plane are affinely dependent.
Lemma 3.3 (Area argument, complex version). Suppose Q = P1P2P3P4 is a circular quadrilateral.
Let (λ1, . . . , λ4) be an affine dependence of P1, . . . , P4. Let γ1, . . . , γ4 : [t0, t1] → C be four piecewise
C1-curves such that for each t ∈ [t0, t1], the quadrilateral γ1(t)γ2(t)γ3(t)γ4(t) is similar to Q. Then
4∑
i=1
λi
∫ t1
t0
γi(t) dγi(t) = 0. (1)
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Proof of Lemma 3.3. We proceed as in Karasev [14]. Let O be the midpoint ofQ and pi = Pi−O ∈ C×.
Let ρ(t) ∈ C× denote the rotation-dilatation that sends Q to a translate of γ1(t)γ2(t)γ3(t)γ4(t), and
let o(T ) denote the midpoint of γ1(t)γ2(t)γ3(t)γ4(t). Then clearly, γi(t) = o(t) + ρ(t)pi. Thus,
γi(t)dγi(t) = o(t)do(t) + piρ(t)do(t) + pio(t)dρ(t) + |pi|2ρ(t)dρ(t). (2)
If r denotes the circumradius of Q, then∑
i
λi = 0,
∑
i
λipi = 0,
∑
i
λipi = 0 = 0,
∑
i
λi|pi|2 = r2 · 0 = 0.
Thus, summing (2) over i = 1, . . . , 4 with coefficients λi yields
4∑
i=1
λiγi(t) dγi(t) = 0. (3)
Integrating this 1-form over t ∈ [t0, t1] yields (1).
In light of (3), this seems to be in some sense the most natural formulation of the area argument.
The simplicity of the proof underlines that. One possible caveat is that this talks about complex
1-forms, so let us also discuss a version for real forms.
The 1-forms zdz¯ and ydx on C = R2 (with z = x+ iy) are up to the factor 2i cohomologous (see
below). Therefore, Lemma 1 can be rewritten in terms of ydx as follows.
Lemma 3.4 (Area argument, real version). In the setting of Lemma 3.3, let ρt = (γ2(t)−γ1(t))/(P2−
P1) ∈ C× be the rotation-dilatation that sends Q to a translated copy of γ1(t)γ2(t)γ3(t)γ4(t). Let q be
the quadratic form with matrix representation 14
(
1 1
1 −1
)t (∑4
i=1 λiPiP
t
i
) (
1 1
1 −1
)
. Then
4∑
i=1
λi
∫
γi
y dx = q(ρt1)− q(ρt0). (4)
Remark 3.5. 1.) The ‘potential’ q in (4) is a quadratic form on R2 of signature (+,−). Its two
eigenvalues have opposite sign as the trace of q is zero: To show this, we may translate Q to have
its center at the origin, which keeps q invariant. Let r be the radius of Q’s circumcircle. Then
Tr
∑
i λiPiP
t
i =
∑
i λi|Pi|2 = r2
∑
i λi = 0. As
(
1 1
1 −1
)
is
√
2 times an orthogonal matrix, the trace of
q is zero as well.
2.) Furthermore, the eigenvectors of q are exactly the directions vλ, vµ of the angular bisectors of λ
and µ. Perhaps this has an elementary proof, but the author chose the brute-force algebraic way: First
one may assume that vλ, vµ are the standard basis vectors. Then the coordinates of P1, . . . , P4 satisfy
a system of polynomial equations, giving rise to an ideal I. The statement about the eigenvectors of q
is equivalent to say that vλ, vµ are isotropic vectors with respect to the quadratic form
∑
i λiPiP
t
i ,
which translates into a polynomial equation in the coordinates of P1, . . . , P4. This polynomial is shown
to lie in the ideal I using a Gro¨bner basis of I, which was computed using sage, which in turn uses
singular for that task.
3.) Up to a scalar factor, the previous two points 1.) and 2.) uniquely describe q geometrically.
Proof of Lemma 3.4. Writing z = x+ iy, we can expand and then collect terms
zdz = xdx+ ydy + iydx− ixdy = 2iydx+ 12d(x2 − 2ixy + y2), (5)
which shows that zdz and 2iydx differ only by a coboundary. Summing up over all i with coefficients
λi and on using (1) we obtain
4∑
i=1
λi
∫
γi
y dx =
i
4
4∑
i=1
λi
(|γi(t1)|2 − 2iγi(t1)xγi(t1)y − |γi(t0)|2 + 2iγi(t0)xγi(t0)y).
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Using
∑
i λi|γi(t)|2 = 0 we can manipulate the right hand side further,
4∑
i=1
λi
∫
γi
y dx =
1
4
4∑
i=1
λi
(〈1, γi(t1)〉2 − 〈1, γi(t0)〉2), (6)
where 1 = ( 11 ). We substitute γi(t) = o(t) + ρ(t)pi and use the affine dependence to get rid of the o(t)
summands and obtain
∑
i λi〈1, γi(t)〉2 =
∑
i λi〈1, ρ(t)pi〉2 =
∑
i λi1
tMpip
t
iM
t1, where M =
(
a −b
b a
)
is the matrix representing the rotation-dilatation given by multiplication by ρ(t) = a+ ib. In the latter
we can replace pi by Pi, as again via the affine dependence we see that the sum does not change.
Finally we write M t1 =
(
a+b
a−b
)
=
(
1 1
1 −1
)
ρ(t). This turns (6) into the claimed (4).
Remark 3.6. If γ : [t0, t1] → C parametrizes a closed curve, then the signed area of the region
circumscribed by γ (counted with multiplicity) is given by Green’s integrals A =
∫
γ
x dy = − ∫
γ
y dx.
With this in mind, integrating (5) proves
∫ t1
t0
γ dγ = −2iA.
Remark 3.7. Taking as integrand γdγ instead of ydx has the advantage that the right hand side
of (1) is simply 0 instead of the non-vanishing right hand side of (4), coming from the potential q. On
the other hand, ydx may have the advantage to be easier accessible geometrically, as it is immediately
connected to areas.
Corollary 3.8. In the setting of Lemma 3.3, suppose that the γi are closed curves. If γ1, γ2 and γ3
circumscribe regions of signed area A, then so does γ4.
Proof. Let λ be an affine dependence of P1, . . . , P4. Since any three vertices of a circular quadrilateral
are affinely independent, λ has no zero component.
If we put Ai = −
∫
γi
y dx, then either of Lemma 3.3 and Lemma 3.4 implies
∑
i λiAi = 0 since the
curves are closed. As A1 = A2 = A3 = A,
∑
λi = 0, and λi 6= 0 for all i, A4 needs to be equal to A as
well.
4 Injectivity of the fourth vertex’ trace
In this section we finish the proof of Theorem 1.4. In light of Lemma 2.1 and Corollary 3.8, it remains
prove the following proposition. Its proof relies heavily on the quadrilateral being cyclic.
Proposition 4.1. Let γ be a strictly convex smooth Jordan curve. Let P1P2P3P4 and Q1Q2Q3Q4 be
two similar convex circular quadrilaterals with P4 = Q4, such that the triangles P1P2P3 and Q1Q2Q3
lie counter-clockwise on γ, and such that P4 = Q4 lies outside of γ, and such that the inner angle at
P4 is at least pi/2. Then P1P2P3P4 = Q1Q2Q3Q4.
It reminds of math competition type problems. Indeed, it could be reformulated without mention-
ing γ at all, just assuming that P1, P2, P3, Q1, Q2, Q3 are in convex position but P4 = Q4 lies outside
their convex hull.
Before proving this proposition we need a lemma about circular quadrilaterals. Any two distinct
points A, B in the plane determine a directed line
−−→
AB. We say that a point X lies to the right of
−−→
AB
if it lies in the closed half-space bounded by the line AB that lies on our right hand side when we look
from A to B.
Lemma 4.2. Let P1P2P3P4 be a convex circular quadrilateral. For 1 ≤ i < j ≤ 3 let ρij denote the
rotation-dilatation about P4 that sends Pi to Pj. Then
a) ρ13(
−−−→
P1P2) =
−−−→
P2P3.
b) ρ12(
−−−→
P1P3) =
−−−→
P2P3.
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c) ρ23(
−−−→
P1P2) =
−−−→
P1P3.
Proof. Let {i, j, k} = {1, 2, 3}. Then ρij(PkPi) = PkPj follows from combining ρ(Pi) = Pj and
]PiP4Pj = ]PiPkPj mod pi. This proves the lemma up to the orientation issue. Now, all lines in the
lemma are oriented in such a way that they have P4 on their left as P1P2P3P4 is positively oriented,
and all ρij fix P4 and preserve the orientation of the plane, therefore they also respect the orientations
of the lines.
Figure 5: Possible regions for γPiPj . Figure 6: Case 3, Q1 ∈ γP3P1 .
Lemma 4.3. In the situation of Proposition 4.1 the following equivalences hold.
a) Q1 lies to the right of
−−−→
P1P2 if and only if Q3 lies to the right of
−−−→
P2P3.
b) Q1 lies to the right of
−−−→
P1P3 if and only if Q2 lies to the right of
−−−→
P2P3.
c) Q2 lies to the right of
−−−→
P1P2 if and only if Q3 lies to the right of
−−−→
P1P3.
Proof. Q1Q2Q3Q4 is obtained from P1P2P3P4 via a rotation-dilatation about P4, and any two rotation-
dilatations about P4 commute. Thus ρij(Qi) = Qj . Therefore the lemma follows from the previous
one using that rotation-dilatations preserve the orientation of R2.
Proof of Proposition 4.1. For two distinct points A,B on γ, let γAB denote the closed curve segment
on γ from A to B in counter-clockwise direction. Then we get two decompositions
γ = γP1P2 ∪ γP2P3 ∪ γP3P1 = γQ1Q2 ∪ γQ2Q3 ∪ γQ3Q1 .
Note that each point X ∈ γPiPj (i 6= j) lies to the right of
−−→
PiPj , see Figure 5.
Case 1. Q1 ∈ γP1P2 : Then Q1 lies to the right of
−−−→
P1P2, and thus by the lemma, Q3 lies to the right
of
−−−→
P2P3, whence Q3 ∈ γP2P3 .
On the other hand, Q1 lies to the right of
−−−→
P1P3, and thus by the lemma, Q2 lies to the right
of
−−−→
P2P3. Hence Q2 ∈ γP2P3 and thus Q2 lies to the left of
−−−→
P1P2, whence by the lemma, Q3 lies to the
left of
−−−→
P1P3. Both restrictions on Q3 only allow Q3 = P3 and P1P2P3P4 = Q1Q2Q3Q4 follows.
From now on we may assume Q1 6∈ γP1P2 , and by symmetry (P ↔ Q and 1↔ 3),
Q1 6∈ γP1P2 , P1 6∈ γQ1Q2 , Q3 6∈ γP2P3 , P3 6∈ γQ2Q3 .
Case 2. Q1 ∈ γP2P3 : Then Q1 lies to the left of
−−−→
P1P3, hence by the lemma, Q2 lies to the left of
−−−→
P2P3,
and thus Q2 ∈ γP2P3 . As P3 6∈ γQ2Q3 , together with Q2 also Q3 needs to lie in γP2P3 . Therefore, Q3
lies to the right of
−−−→
P2P3, and hence by the lemma, Q1 lies to the right of
−−−→
P1P2, whence Q1 ∈ γP1P2 ,
which was already treated in the previous case.
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Case 3. Q1 ∈ γP3P1 : We may assume Q1 6= P1, otherwise the claim of the proposition follows. As
this case is the only remaining one, by symmetry we may assume
Q1 ∈ γP3P1 , P1 ∈ γQ3Q1 , Q3 ∈ γP3P1 , P3 ∈ γQ3Q1 .
This means not only that Q1 and Q3 lie on γP3P1 , but also their order is determined: In counter-
clockwise order we see on γP3P1 the points P3, Q1, Q3, P1. (We allow that some of the points may
coincide.) As furthermore both triangles P1P2P3 and Q1Q2Q3 lie counter-clockwise on γ, this deter-
mines the cyclic order, in which all six of these points lie on γ, namely: P1, P2, P3, Q1, Q2, Q3 (up to
cyclic permutation, and possibly Q1 = P3 and/or P1 = Q3). This means (from P4’th point of view,
see Figure 6) that the two cones spanned by the angles ∠P1P4P3 and ∠Q1Q4Q3 with common apex
P4 = Q4 may at most have some boundary in common. As the size of both angles was assumed to be
at least pi/2, it follows that P4 = Q4 lies in the convex hull of {P1, P3, Q1, Q3} ⊂ γ, and thus not in
the exterior of the convex curve γ, a contradiction!
Remark 4.4. Without the angle restriction ]P1P4P3 ≥ pi/2 one can indeed easily find two similar
convex circular quadrilaterals P1P2P3P4 and Q1Q2Q3Q4 with P4 = Q4, such that P1P2P3Q1Q2Q3 is
a convex hexagon not containing P4 = Q4.
5 Singular curves
Let γ be a convex Jordan curve. At each point P ∈ γ we consider the inner angle 0 < αP ≤ pi defined
by αP = sup]APB, the supremum ranging over all points A,B ∈ γ \{P}. Due to convexity, P is
a regular point of γ if and only if αP = pi, otherwise it is a singular point of γ. We say that αP is
attained, if this supremum is attained, i.e. if in a neighborhood of P , γ looks like two straight line
segments meeting at an angle αP .
The complementary angle at P is αcP = pi − αP . As the total curvature of γ is 2pi, the sum of the
complementary angles at all the singular points of γ is at most 2pi. This implies that there are at most
countably many singular points, and for any ε > 0 there are at most finitely many singular points with
αcP ≥ ε, or equivalently, with αP ≤ pi − ε.
Let Q be a given circular quadrilateral with signed angles λ and µ between their opposite edge
pairs, as above Theorem 1.5. Then there are only finitely many singular points S of γ with inner angle
αS ≤ max(|λ|, |µ|), let us call these the crucial singular points, and we call αS a crucial angle.
They are crucial indeed, as they make the usual approximation argument break for two reasons.
1. If we smoothen γ at a crucial singular point S this will introduce a tiny inscribed Q close to S
(unless αS = max(|λ|, |µ|), in which case a case distinction is needed). In the limit, there will be
a sequence of such inscribed Q’s that converges to the quadrilateral that is degenerate to SSSS.
2. When we trace inscribed triangles T ′ similar to T = P1P2P3, then they may also run into a
crucial singular point S and come out again in a different fashion, which is a priori not a serious
problem. The problem is that the trace γ4 of the fourth vertex can change sides of γ, namely
exactly when T ′ is degenerate to SSS. Here, the area argument that worked for smooth curves
would break, as the degenerate quadrilateral at S does not count as an inscribed Q.
If there is no crucial singular point, we can indeed simply approximate γ by a smooth convex curve,
reducing the problem to Theorem 1.4, and the limit argument works.
Let S1, . . . , Sn, be the crucial singular points, and αSi their inner angles.
5.1 Reduction to a generic setting
Let Q = P1P2P3P4 be a circular quadrilateral with δ ≥ pi/2, and let γ be a convex Jordan curve. The
inner angles of T = P1P2P3 are denoted α2, β, γ2. Reducing to a generic setting is cumbersome for the
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above mentioned reasons. We have to make sure that the approximation keeps the essential features of
the curve such that we can easily study the neighborhoods of crucial singular points, and that the limit
argument works (i.e. that finding a solution for each approximation yields a non-degenerate solution
for the given curve). Depending on the taste of the reader, we offer two different ways both leading
to a useful generic approximation of γ, either a piecewise smooth one, or a piecewise linear one. The
author usually prefers smooth settings, however here the discrete one might indeed be less technical.
5.1.1 Piecewise smooth approximation
We proceed in four steps.
1. In case some αSi ∈ {|λ|, |µ|}, there are two possibilities:
(a) If the supremum αSi (see its definition) is attained then a neighborhood of S looks like two
line segments meeting at an angle αSi . In that neighborhood, infinitely many copies of Q’s
are inscribed.
(b) If the supremum αSi is not attained, then we can deform the curve locally around Si making
the inner angle slightly smaller and such that the angle is attained.
Now, no inner angle is equal to |λ| or |µ|.
2. We deform the curve slightly (with respect to the C0-metric) such that the crucial inner angles
stay fixed, such that the curve is convex, as well as smooth apart from the crucial singular points,
and that the αSi are attained.
3. Next we perturb the angles αSi if they belong to {α2, β, γ2} in such a way that they are still
attained. This makes us easily understand the set ZT of inscribed triangles similar to T in the
vicinity of singular points Si (i.e. we understand easily which triangles with all three vertices
in a small neighborhood of Si are similar to T ): There ZT is a smooth path, with only one gap
exactly where T ′ becomes degenerate to SiSiSi. One could extend ZT at that point continuously.
4. However ZT may not look like a manifold away from Si’s. To solve this, we could try to add
local bumps as in Section 2 (which may require to change the αSi slightly, which is alright), but
one would have to do it in a careful and cumbersome way to keep the property of the αSi that
they are attained. Instead, let us deform the test-map f : (S1)3 \∆ → R2 from Section 2 that
measured ZT = f
−1(0), as follows. Around ∆, f is already transversal to 0. So we deform it only
away from a neighborhood around ∆. This makes ZT into a 1-manifold, which is topologically
a circle punctured at possibly some of the points SiSiSi.
Generic setting. To summarize, we are now in the situation, where γ is a convex Jordan curve with
at most finitely many singular points, all of which are crucial, all of whose angles αSi are attained
and not among {α2, β, γ2, |λ|, |µ|}. And with the deformed test-map, ZT = f−1(0) is a proper 1-
dimensional sub-manifold of (S1)3 \∆, which parametrizes inscribed triangles that are up to some
small error similar to T , and this error vanishes for small triangles.
5.1.2 Piecewise linear approximation
In case some αSi ∈ {|λ|, |µ|}, there are two possibilities:
1. If the supremum αSi is attained then a neighborhood of S looks like two line segments meeting
at an angle αSi . In that neighborhood, infinitely many Q’s are inscribed.
2. If the supremum αSi is not attained, in what follows we will make sure to approximate this angle
only from below (which can be done in general precisely because αSi is not attained).
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We construct a piecewise linear curve γPL approximating γ (in the C
0 sense) with the following
properties: It will be convex and piecewise linear. Each inner angle of γPL that approximates a crucial
inner angle of γ needs to be crucial as well. All other angles of γPL must be non-crucial. No inner
angle of γPL is allowed to be in {α2, β, γ2, |λ|, |µ|}. So far this is actually not difficult to do.
Additionally we want that the set ZT of inscribed triangles similar to T is a piecewise smooth
1-manifold (in a generic way). Here we use an algebraic trick. If we pick a 3-tuple (e1, e2, e3) of edges
in γPL and consider the triangles T
′ = P ′1P
′
2P
′
3 ∈ ZT that have their i’th vertex on ei (i = 1, 2, 3),
then we see that they form a polytope: We let P ′1 and P
′
2 move freely on the lines extending e1 and
e2, and see that the condition that P
′
3 lies on the line extending e3 is a linear equation. Furthermore,
the restriction that Pi lies on ei yields two linear inequalities (for each i = 1, 2, 3). So all we need to
ensure is that these linear equations and inequalities are generic. This can be achieved by choosing the
vertices of γPL in such a way that all its coordinates are algebraically independent over then extension
field Q(cosα2, cosβ, cos γ2, cosλ, cosµ). This is the promised algebraic trick. We included cosλ and
cosµ, such that none of the inner angles of γPL is in {α2, β, γ2, |λ|, |µ|}.
Thus in what follows we may work with γPL in place of γ.
5.2 Inscribed triangles in the neighborhood of singular points
Assume we are in the generic setting from above. To simplify notation, we write Pi instead of P
′
i .
Let S be a singular point of γ with inner angle αS = ε (crucial or not), and let U be a sufficiently
small neighborhood of SSS ∈ (S1)3. ZT may visit U up to three times, once for each inner angle of T
that is larger than ε. To be precise, for each such inner angle, ZT ∩U has two components, namely one
where the triangles run into the corner, and one where they come out of it. In what follows, imagine
that we connect these two ends with a one-dimensional family of imaginary infinitesimal triangles at
S: The component of ZT first runs into the corner S, becomes infinitesimally small, then it rotates on
that spot counter-clockwise by the angle ε, and finally it comes along ZT out of the corner again, see
Figure 7. All this can be made technically precise when working in the blowing-up of (S1)3 along ∆
(or in the Fulton–MacPherson compactification of (S1)3 \∆).
Now let us see what happens with P4 in each of the three cases, compare with Figure 7.
1.) This case occurs if and only if α2 > ε. In the beginning, P4 lies outside of γ. At the end, P4 lies
outside if and only if λ < ε.
2.) This case occurs if and only if β > ε. In the beginning, P4 lies outside of γ if and only if λ < −ε.
At the end, P4 lies outside if and only if µ < −ε. If λ < −ε or µ < −ε (which implies β > ε), P4
will change sides of γ.
3.) This case occurs if and only if γ2 > ε. In the beginning, P4 lies outside of γ if and only if µ < ε.
At the end, P4 lies outside.
This yield simple criteria for when P4 changes sides of γ when ZT passes a singular point S with
inner angle αS = ε.
1. P4 will change sides of γ during motion 1.) at S if and only if λ > ε, as then α2 > ε is
automatically fulfilled.
2. P4 will change sides of γ during motion 2.) at S if and only if λ < −ε or µ < −ε, as in this case
β > ε is automatically fulfilled and both λ, µ < −ε cannot happen as λ+ µ = 2δ − pi ≥ 0.
3. P4 will change sides of γ during motion 3.) at S if and only if µ > ε, as then γ2 > ε is
automatically fulfilled.
With this analysis we are ready to make use of these degeneracies. We start with the proof of the
general main theorem.
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Figure 7: The three ways the curve ZT of inscribed triangles similar to T can possibly
move into a singular point, rotate the infinitesimal triangle by ε, and come out again.
Proof of Theorem 1.5. In Section 5.1 we argued what kind of genericity we can assume about γ; as
we may approximate non-generic curves by generic ones and use a limit argument. Further we could
assume that there is at least one crucial singular points as otherwise the proof for smooth curves can
be used. We will only consider the case |λ| ≥ |µ|; since the case |λ| ≤ |µ| works analogously as the
above criteria are essentially symmetric in λ↔ µ.
We will argue now how P4 changes sides of γ when ZT passes (a degenerate triangle at) a singular
point S. By the above criteria, whenever ZT passes a non-crucial singular point S, P4 stays outside
or stays inside.
More can happen at a crucial singular point S. Here, αS < |λ|. The assertion of the theorem
implies |µ| < αS . As λ + µ = 2δ − pi ≥ 0, this can happen only if λ > 0. Thus, |µ| < αS < λ. Via
the criteria above, we see that during the potential motions of type 2.) or 3.) at S, P4 stays outside.
However there is a motion of type 1.) at S, and during that motion P4 changes from the outside of γ
to the inside.
These are all possibilities in which P4 can change sides of γ via a degenerate inscribed Q. Thus, if
n is the number of crucial singular points S of γ, then P4 needs to go at least n times back from the
inside of γ to the outside, and each time it yields and non-degenerate inscribed Q.
Between any successive two of the n times that γ4 crosses γ via a degenerate inscribed Q, γ4
needs to go back outside producing a non-degenerate inscribed Q. These events are separated from
each other, use for example that using the discrete approximations the angle of
−−−→
P1P2 with the x-axis is
increasing (by how far depends only on the geometry of the original curve as well as on the C1-distance
of the original curve to its piecewise linear approximation). Thus, in the limit we obtain n different
non-degenerate inscribed Q’s for the given curve γ. This is summarized in the following corollary.
Corollary 5.1 (Quantitative extension of Theorem 1.5). . Let Q be a circular quadrilateral with
signed angles λ and µ as above. Suppose γ is a (continuous) convex Jordan curve all whose inner
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angles have size larger than min(|λ|, |µ|). Let n be the number of crucial singular points S, i.e. those
with inner angle aS ≤ max(|λ|, |µ|). Then γ inscribes at least max(n, 1) different copies of Q.
Given Q, the number n of crucial singular points can bounded from above using the inequality
n(pi −max(|λ|, |µ|)) ≤∑S crucial αcS ≤ 2pi, which seems to bound the strength of the corollary.
On the other hand, the corollary can be tight for arbitrary large n: Isosceles trapezoids have (after
possibly relabeling the vertices) angles µ = 0 and 0 ≤ λ < pi, and all such values for λ are possible.
Now, a regular n-gon has n inner angles of size α(n) = pi − 2pi/n. For an isosceles trapezoid Q with
λ > α(n), there are exactly n ways to inscribe it in the regular n-gon, which matches the lower bound
given in Corollary 5.1.
5.3 Inscribing isosceles trapezoids in non-convex curves
Akopyan asked (private communication) whether the implication Theorem 1.4 ⇒ Theorem 1.3 proved
in Section 5 works in the non-convex case as well.
To find a positive answer, let us restrict to the class J 1pw of piecewise C1 Jordan curves without
cusps. By this we mean curves γ : S1 → R2 that are C1-regular along finitely many closed intervals
that cover S1, and such that at the singular points of γ there are no cusps (i.e. no inner or outer angle
of size 0).
Corollary 5.2. J 1pw inscribes Q if and only if J∞ inscribes Q .
One would conjecture that J 1pw can be replaced by J 0, but this is completely out of reach, as this
would contain Toeplitz’ inscribed square problem as a special case.
Figure 8: Projection of Z∗T to (S
1)2. When
bouncing off from ∆, it cannot go ‘backwards’.
Figure 9: Singular point S with inner or outer
angle equal to λ can be crucial or not.
Proof of Corollary 5.2. Let Q ∈ Q , and we may assume λ ≥ 0, µ = 0, δ ≥ pi/2, and that Q is
positively oriented. Let γ ∈ J 1pw, and assume for moment that it is as generic as we need. As in the
convex setting, we construct ZT and extend it with ‘infinitesimal’ triangles at the singular points (as
if the corners were infinitesimally smoothened) to make it into a closed 1-manifold, sitting naturally
in the blowing-up of (S1)3 \∆ along ∆. It still represents the same homology class in H1((S1)3;Z), as
is seen e.g. via a cobordism argument by deforming γ into a strictly convex curve. However, ZT may
have several connected components. But one can show that one of these components represents the
same homology class, i.e. it traces inscribed triangles that wind around γ once, see Karasev [14] for a
formal proof. Let Z∗T denote that component of ZT .
As for convex curves the traced triangles may run into singular points S and come out again, but
now this is possible in two different ways, namely when one of the inner angles of T is smaller than the
inner angle αS (as before), but also in case it is smaller than the outer angle α
o
S := 2pi − αS .3 Both
cases are symmetric to each other, in both settings we can use the analysis of Figure 7, they only differ
in two ways (which cancel for our purposes!):
1. The sides of the interior and the exterior of γ are interchanged.
3Our simplified definition of αS actually fails and must be adjusted in the non-convex setting, in the obvious way.
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2. The direction of movement is opposite, i.e. for ε = αoS , the arrows in Figure 7 show the other
way. (An argument for this claim comes below.)
Now we proceed as in the proof of Theorem 1.5 by moving along Z∗T showing that when Z
∗
T runs
through a degenerate triangle at a singular point S, γ4 can only change sides from the outside to the
inside of γ (or it stays on its side).
To see the in which direction Z∗T traverses degenerate quadrilaterals, consider the projection Z
∗
T →
(S1)2 given by the position of the first two vertices P1, P2 of the parametrized T
′, see Figure 8. The
projection is a path that may only touch the diagonal of (S1)2 without stepping over it, and which is
homologous to the diagonal ∆. It does not self-intersect (except for possibly staying steady at some
points SS on the diagonal for some time) because T ′ is determined by its edge P1P2. Therefore,
whenever it touches ∆, it cannot go ‘back’ (see the question mark in Figure 8) as otherwise it would
have to self-intersect by an intermediate value theorem argument.
In case, γ4 does always stay inside or outside of γ, we can almost proceed with an area argument
as before: As in Section 2 by symmetry we may first assume that γ4 needs to stay outside. Then,
we claim that as for convex curves, γ4 goes once around γ. However this requires a more detailed
argument: For each T ′ ∈ ZT we consider the intersection IT ′ of the open line segment between P2 and
P4 with γ. Generically, these are now an odd number of intersection points, so there is in general no
continuous map that sends the parametrized P4 to one of these intersection point. But instead we may
consider Z˜T := {(T ′, X) | T ′ ∈ Z∗T , X ∈ IT ′}. Generically this is a closed 1-dimensional manifold. Let
us restrict it to its component whose projection to Z∗T represents the generator of pi1(Z
∗
T ) = Z. It also
represents the generator of pi1(γ4) under the canonical projection. Then all P4 that Z˜T parametrizes
can be connected by a path outside of γ to the parametrized X, by simply going from P4 to X along
a straight line, but following γ whenever this line intersects γ. These paths from P4 to X move
continuously with Z˜T . And clearly X moves around γ once, as P1 does and at no time P1 = X. Thus
also the trace of P4 must move around γ once. The area argument is then as with the convex case.
It still remains to discuss how γ can be assumed to be generic. This works as with convex curves,
but one crucial additional technical problem appears for singular points S with αS or α
o
S equal to λ,
see Figure 9. In a suitably small neighborhood U of S, the triangles T ′ such that P2, P1, S, P3 lie in
this order on γ (or reversed) can be parametrized continuously: Near S, for each P2 there is exactly
one such triangle, where for example P1 can be obtained by intersecting γ|U with its own rotation
about P2 by the angle β. (That this intersection point exists follows from α2 > λ, and its uniqueness
uses that γ is composed of closed C1-pieces and a mean value theorem type argument.) Now consider
the trace of P4 when T
′ approaches the degenerate triangle at S. If P4 stays in the λ-side of γ, we call
S crucial. If P4 stays in the λ
o-side of γ, we call S non-crucial. Otherwise P4 intersects γ on T
′’s way
towards S and we are done. Now, in the generic approximation of γ that we construct, say γPL, we
choose the inner/outer angle at S to be strictly smaller or strictly larger than λ depending on whether
S is crucial or not. This keeps γ4 on the correct sides in the approximations, which avoids solutions
that in the limit degenerate to S.
Remark 5.3 (Analogue of Theorem 1.5). Corollary 5.2 holds as well for circular quadrilaterals Q if
we restrict to curves whose inner and outer angles are larger than max(|λ|, |µ|); the proof is the same.
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