Abstract. This paper presents a rigorous numerical method for the study and verification of global dynamics. In particular, this method produces a conjugacy or semiconjugacy between an attractor for the Swift-Hohenberg equation and a model system. The procedure involved relies on first verifying bifurcation diagrams produced via continuation methods, including proving the existence and uniqueness of computed branches as well as showing the nonexistence of additional stationary solutions. Topological information in the form of the Conley index, also computed during this verification procedure, is then used to build a model for the attractor consisting of stationary solutions and connecting orbits.
Introduction. The Swift-Hohenberg equation,
u(x, t) = u x + 2π L , t , u(−x, t) = u(x, t), ν >0, (1.1) was originally introduced to describe the onset of Rayleigh-Bénard heat convection [15] , where L is a fundamental wave number for the system size l = 2π/L. The parameter ν corresponds to the Rayleigh number, and its increase is associated with the appearance of multiple solutions that exhibit complicated patterns. The focus of this paper is on the development of rigorous numerical techniques that can be used to capture the global dynamics of this equation for various values of L and ν. Our results are summarized in the following theorems. Tables 1 and 2) is positively invariant and contains exactly three equilibria M i (p), p ∈ {0 ± , 1}. Moreover, the dynamics of the maximal invariant set in J i is conjugate to the flow on the interval indicated in Figure 1 Tables 3 and 4) is positively invariant and contains exactly five equilibria M i (p), p ∈ {0 ± , 1 ± , 2}. Moreover, Table 3 The set J3 = k∈N [a Observe that these theorems clarify not only the existence of equilibria but also the global dynamical structures of (1.1). To be more precise, recall that a flow φ : R × X → X is semiconjugate to a flow ψ : R × Y → Y if there exists a continuous surjective mapping h : X → Y such that the following diagram commutes:
If h is a homeomorphism, then φ is conjugate to ψ.
In the case of a conjugacy, the dynamics on X and Y are topologically identical. For a semiconjugacy one can conclude that for every orbit defined by ψ there exists a corresponding orbit of φ. However, this correspondence need not be 1-1. Thus, the dynamics of ψ provides a lower bound on the complexity of the dynamics of φ.
As should be expected, the proofs of Theorems 1.1 and 1.2 involve several distinct steps. The first is to reduce the problem from its infinite dimensional setting to a finite dimensional problem on which numerical calculations can be performed. This is done via a standard Galerkin approximation which is discussed in greater detail in section 2. For the moment it is sufficient to remark that we use the Fourier basis {cos(kLx)
leads to the alternative expression for (1.1)
where a −k = a k . Finally, projecting onto the first m modes yields the system of ordinary differential equationṡ
Having obtained a finite dimensional system the second step is to identify the set of equilibria. This is done as follows. Observe that an equilibrium solution to (1.3) is given by {a k = 0 | k = 0, 1, . . . , m − 1} independent of the parameter values L and ν. This provides a starting point for numerical continuation based on the pseudoarclength method [8] . Using ν as a bifurcation parameter, we obtain the bifurcation diagrams indicated in Figure 2 . In these bifurcation diagrams, we labeled equilibria M (0 + ) and M (1 + ) which correspond to the stable and unstable equilibria in Figure 1 . The trivial solution may be labeled M (1) or M (2) depending on the existence of the second bifurcation branch.
Since the equilibria indicated in Figure 2 are computed using (1.3), it is not obvious that they represent equilibria for (1.1). The following theorem resolves this in the affirmative, except near the bifurcation points. A preliminary observation is that
is an equivariant action for (1.1). Theorem 1.3. Except for perhaps in a small neighborhood of the bifurcation points, each nontrivial curve in Figure 2 represents exactly two equilibria for (1.1). These equilibria are related by the symmetry (1.4) The proof of this theorem is presented in section 4.1. We use a technique due to Yamamoto [16] which involves verifying the conditions for a contraction mapping theorem using interval arithmetic. It should be noted that there are alternative approaches to this problem. One such method is described in a forthcoming work by Zgliczyński and the third author on the Kuramoto-Sivashinksy equations. In particular, in addition to proving the existence and uniqueness of solutions, the structure of the bifurcation points is demonstrated.
Recall that the equilibria indicated in Figure 2 were obtained using a continuation method from the trivial solution. This implies that if (1.1) possesses an equilibrium which cannot be continued to the origin, then it cannot be identified using these techniques. However, it must be shown that no other equilibria exist within the sets J i for i = 1, . . . , 4 in order to prove Theorems 1.1 and 1.2. This statement about the nonexistence of additional solutions is proven in section 4.2 using a version of the mean value theorem.
Before proceeding further, it is worth discussing the sets J i in greater detail. Using the basis for L 2 (0, 2π/L i ) mentioned earlier, each set takes the form of a product of intervals. That is,
where a ± k = ±C/k s for all k ≥ m. As can be seen from Tables 1-4 , for the results presented in this paper, s = 4, C = 1, and m = 7.
There are several observations that can be made at this point. 1. The set J is a compact subset of L 2 . Thus, restricting our attention to the dynamics on J allows us to immediately apply topological tools such as the Conley index which are applicable to locally compact Hausdorff spaces. The importance of this will become clear in section 5 where these tools are used to prove the existence of conjugacies and semiconjugacies. 2. Because of the polynomial decay in the size of the intervals [a
explicit bounds on the truncation errors that arise from the Galerkin approximation can be obtained. This is explained in section 3. 3. By similar arguments of [13] , (1.1) possesses a global attractor A = A(L, ν). Furthermore, for s ≥ 1 and C sufficiently large, A ⊂ J. Our choice of C = 1 was made based on numerical experimentation. While it is possible to use energy estimates to analytically derive a value of C such that A ⊂ J, the resulting number is too large to be of computational value. Thus we are limited to making the following conjecture.
Returning to the discussion of the proofs of Theorems 1.1 and 1.2, the above mentioned arguments provide sharp information concerning the existence of equilibria in the regions J i . Recall that the energy functional
acts as a Lyapunov function for the Swift-Hohenberg equation. Given a gradient vector field on a compact manifold, Morse theory relates the global topology of the manifold to the equilibria and their heteroclinic connections. This suggests a strategy for obtaining the global structure of the maximal invariant set in J. However, some of the essential ingredients of the classical Morse theory are lacking. In particular, we do not know that the maximal invariant set is a compact manifold nor do we know that the heteroclinic orbits arise as transverse intersections of stable and unstable manifolds of hyperbolic equilibria. For this reason we employ the Conley index theory which is a purely topological generalization of Morse theory. Rather than being an index of a hyperbolic fixed point, the Conley index is an index of isolated invariant sets, which for (1.1) consists of equilibria and heteroclinic orbits between these equilibria (see section 4.3 for further details).
For our purposes we need to compute the Conley indices of the equilibria and the maximal invariant sets of the J i . This is done in section 4.3. Furthermore, we prove Theorem 4.11 which guarantees that if the existence and uniqueness of the equilibria can be determined by the method presented in section 4.1, then their Conley indices can be computed with no additional computational cost. Finally, in section 5 these indices are combined with existing results from the Conley index theory to complete the proofs of Theorems 1.1 and 1.2.
We conclude in section 6 with a discussion of the general applicability of the techniques presented here.
The setting.
Consider first an evolution equation,
where X is a function space on a subset Ω in R. We now rewrite this system using two types of bases. The first basis (a-coordinates) is useful for initial simulations and analytic computations, while the second basis (b-coordinates) is more natural for the verification of numerical solutions.
Assume that X is a Hilbert space and so has an orthonormal basis {ϕ k }. Using this basis, u(x, t) can be expressed as follows:
By expanding the original evolution equation in this basis, we obtain the countable system of differential equationsȧ = f (a), (2.2) where a = (a 0 , a 1 , . . .) and for k = 0, 1, . . . ,
Here, ·, · denotes the inner product on X and E(a) :
Note that on sets of the form
with sufficient (at least quadratic) decay, (2.2) is equivalent to (2.1).
For the Swift-Hohenberg equation, consider the following expansion using the Fourier cosine series:
with a −k = a k . Expanding (1.1) in this basis, we obtain the systeṁ
where
Since we would like to rigorously study equilibria of (2.3), a natural first step is to numerically compute a solutionā with f (ā) ≈ 0. For this purpose, let us define the orthogonal projection onto the m-dimensional subspace
and its complementary orthogonal projection Q m := I − P m . We also introduce the notation a F := P m (a) and a I := Q m (a), which express the finite part and infinite part, respectively. Then f
, is a Galerkin projection onto the first m modes of the system. For (2.3), this projection yields the following system of ordinary differential equations:ȧ
, whereā F is a numerically computed zero of f (m) . For our purposes, in what follows we consider only solutionsā F away from bifurcation points for which the eigenvalues of Df (m) (ā F ) are both nonzero and nondegenerate.
In order to studyā in the infinite dimensional setting, we construct a second, more natural, coordinate system. The key idea is to perform a transformation to a system where the (hyperbolic) linear behavior may be studied more explicitly. More concretely, we wish to study an equivalent system to (2.3), given by T : b → a, of the forṁ
for k ∈ N, where λ k = 0, and k (b) is small near 0 (corresponding to T (0) =ā in the original system).
For large k, |µ k | 0 and, as will be shown in section 3, the cubic term a n 1 a n 2 a n 3 in (2.3) may be made small nearā. Therefore, in the infinite modes, it suffices to consider the linear term λ k a k (letting λ k := µ k ) and incorporate the cubic term a n 1 a n 2 a n 3 into k . In the lower order modes, however, the desired linear structure may not be naturally aligned with the directions given by a k . In this case, we wish instead to exploit the local eigenstructure given by the Galerkin projection f (m) . Note that if the projection dimension m is suitably large, this Galerkin projection is expected to capture the essential dynamics. That is to say, in the low modes, k = 0, 1, . . . , m − 1, the truncation error term 2 ,n 3 }≥m a n 1 a n 2 a n 3 has a small bound (see again section 3). Next, consider a Taylor expansion of
Finally, we use the eigenstructure of Df (m) (ā F ) to diagonalize this linear map. Suppose p k is an eigenvector of Df (m) (ā F ) corresponding to the (simple) eigenvalue λ k , and let 
in the low modes, and
in the higher order modes (k ≥ m). This b-coordinate system is the most natural setting for our computations which depend on local linear properties. Since (2.6) was obtained via a change of coordinates, it is equivalent to (2.3). In addition, note that this transformation leaves the truncated modes unchanged (b k = a k for k ≥ m). This structure may be exploited when finding bounds for (b) and similar truncation terms in section 3.
Error bounds.
The success of the numerical techniques presented in this paper depends heavily on finding appropriate interval bounds of truncation terms (for example, (b) in (2.6)). Therefore, we now discuss formulas which may be used to produce the desired bounds. For a more complete discussion, see [3] and [4] .
Recall that we restrict our study to subsets of the form
+ k ] with a power decay. As previously mentioned, the original a-coordinate system is more convenient for the following analytic computations. Therefore, 
, and W exhibits the same decay property as W . Here we present a couple of useful formulas for computing bounds for infinite sums of the form
which arise in the following numerical procedures. This is the sum of products of elements in the shifted set W − a * , where, for example, the shift a * =ā has the effect of moving the box W aroundā to a box W −ā around 0. For our purposes, the shift a * will be 0 in the higher modes, so that the decay property also holds for W − a * .
In order to find error bounds for all a ∈ W , we consider as input for a k the interval
As previously discussed, we assume that the intervalsã k − a * k satisfy a power decay law. In other words, there exist constants A s > 0, s > 1, and
Define A to be the constant:
We now improve these bounds by taking advantage of the explicit intervalã k − a * k for |k| ≤ M for some cut-off value M > 0 rather than the extended asymptotic bounds.
Lemma 3.2 (see [3, 4] ). For 0 ≤ k < M ,
Using the formula given in Lemma 3.2 requires evaluation of the finite sum. This becomes increasingly expensive for higher cut-off valuesM , especially if the degree, p, is large. On the other hand, increasingM decreases the amount of overestimation resulting from using the extended asymptotic bounds with constant A. Therefore, in practice, computing the improved bounds given in Lemma 3.2 involves balancing computational costs with obtaining tighter bounds.
The following formula represents a first level of modification of Lemma 3.2 and may be used to compute a bound for truncation terms.
Corollary 3.3 (see [3, 4] ). For 0 ≤ k < m,
all of the indices have absolute value less than m and is the interval bound
otherwise. These bounds may be further modified for cubic sums as in Appendix 1 and [6] .
Numerical verification method.
This section is devoted to exploring rigorous numerical techniques for the verification of bifurcation diagrams and includes sample results for the Swift-Hohenberg equation. The method described in section 4.1 is a natural extension of verification techniques presented in [16] and is used to study the existence and uniqueness of bifurcation branches. In section 4.2, an algorithm for proving the nonexistence of additional stationary solutions is presented. Finally, stability properties of the bifurcation branches are studied via index techniques in section 4.3.
Existence and uniqueness.
In this section we describe a method for the verification of the existence and uniqueness of solutions corresponding to numerical bifurcation branches. This method is based on techniques used by Yamamoto in [16] to rigorously ensure the existence and uniqueness of solutions for nonlinear elliptic problems. The key idea is to apply Banach's fixed point theorem to an appropriate contraction (Newton-like) map whose unique fixed point corresponds to the solution we wish to study. In what follows, we briefly describe this technique in this setting and apply it to the Swift-Hohenberg equation. Many of the results described in this part are presented without proof, since the proofs are quite similar to those in [16] .
Our goal in this section is to construct a (verification) set 
Assume, as before, that λ k = 0 for all k ∈ N. Then b is a zero of g if and only if b is a fixed point of the Newton-like operator G given by
Hence, it suffices to study the fixed points of (4.1).
We now show that under certain conditions, G is a contraction mapping on an appropriate subset W (called a candidate set in [16] ), and we use Banach's fixed point theorem to conclude that G has the desired unique fixed point b * . Following the work of Yamamoto, this involves checking a series of inequalities. The key ideas follow.
For
Then one may check that
• Ω is a Banach space with the norm · W , and • W is a closed set under · W .
Finally, suppose there exist constants Y k = 0 and Z k for k ∈ N such that
where G (b) denotes the Fréchet derivative of G.
Sketch of proof. (For a more complete discussion, see [16] .) Yamamoto proves a couple of preliminary inequalities which together may be used to show that if (
there exists a contraction constant 0 ≤ κ < 1 such that
for all x, y ∈ W . The result then follows from Banach's fixed point theorem.
which satisfy the conditions of Theorem 4.1, then W is called a verification set.
Constructing a verification set.
In practice, we prescribe an initial, small set As in section 3, letã k be a small interval such that
In the low modes,
In practice f (m) (ā F ) lies in a known small interval centered around zero computed using interval arithmetic. This interval bound combined with (4.2) yields bounds
Also, for all x, y ∈ W , 
The first two sums in (4.4) require finite interval arithmetic, while the third sum may be split into two infinite sums to which the formulas in section 3 may be applied to find bounds. Combining these bounds with (4.3) yields values for
Again, finite interval computations and the formulas in section 3 give the bounds Y k and
This leaves a finite number of inequalities for the lower modes to be checked explicitly.
If W is not a verification set, we shrink W (thereby shrinking the bounds Y k and Z k ) until we obtain a verification set. Since we are evaluating G very close to zero, the higher order terms which we are bounding should become very small as we shrink W . Therefore, obtaining a verification set in this manner relies only on the bounds proving to be sufficient for particular numerical values.
Since we are already considering variables to be given as small intervals, considering also a small intervalν of values for the parameter ν fits naturally into this scheme. In effect, including a small interval for ν (rather than a single value) in the interval arithmetic and error formulas may change the bounds Y k and Z k slightly but should not alter the overall outcome provided that the interval is sufficiently small. This is indeed the case in our study of certain parameter ranges for the Swift-Hohenberg equation. Results for various intervals of ν may then be combined to verify finite segments of bifurcation branches in parameter regions where the branches do not undergo bifurcations.
A sample result.
For each parameter range, we construct verification sets as described in the previous subsection. These sets are used to prove the existence and uniqueness (in the given sets) of portions of bifurcation branches given in Figure 2 . Combining these results, we verify the existence and uniqueness of the full branches in Figure 2 , except near bifurcation points, and obtain a proof for Theorem 1.3.
The corresponding code using the interval arithmetic package C-XSC [9] is available in 60447 01.tar.gz.
Nonexistence.
We begin this section by presenting a condition based on the mean value theorem which, if satisfied, may be used to prove the nonexistence of stationary solutions in a box B = B F × B I , where
for the vector field 
However,
contradicting the assumption. Therefore, there can be no such point z ∈ B.
In practice, we set k to be one of the low modes (k ∈ {0, . . . , m − 1}) and a * F to be a vertex of the constructed box B F .
Nonexistence construction.
The goal is to completely determine the entire set of equilibria in a region J = J F × V , where
As described in section 4.1, we have procedures for proving the existence and uniqueness in small neighborhoods of hyperbolic equilibria. The method in this section will be used to prove the nonexistence of additional equilibria in J. The general strategy here is to decompose J into smaller boxes on which we check the nonexistence of equilibria as described above.
The procedure given in section 4.1 results in the verification of a unique equilibrium, p, in a set of the form
with the transformation T (p) : b → a relating the b-coordinates to the original a-coordinate system. Since we will be applying the nonexistence algorithms in the a-coordinate system, we first think of this set in a-coordinates as T (p)W (p). In addition, for computational purposes we wish to work with boxes aligned with the a-coordinate directions. We therefore consider a smaller set Ω(p) with the form Ω(p) =
Now suppose that W (p), p = 1, . . . , q, are all of the verification sets previously constructed in J, and let Ω(p) ⊂ T (p)W (p), p = 1, . . . , q, be the corresponding subsets in a-coordinates as described above. We now wish to show the nonexistence of equilibria in J \ p Ω(p). Note that if this can be done, then we have also shown that each of the proven equilibria is actually contained in the corresponding Ω(p).
In order to apply Proposition 4.3, we first decompose J \ p Ω(p) into some boxes of the (Figure 3 is an example in the case of m = 2 with two verified equilibria). Given a box B = B F × B I in this decomposition, we choose k ∈ {0, . . . , m − 1} and a vertex a * F of B F and compute bounds for the two terms f k (a * F , B I ) and
, containing the first, finite sum and a second sum which may be bound using the formulas in section 3. For the second term,
The infinite sum, n 1 +n 2 =k−nã n 1ã n 2 , may be bound by the formulas in section 3, leaving a finite computation to perform. These bounds may now be used to check whether the condition in Proposition 4.3 is satisfied.
The boxes used in this procedure may be constructed adaptively; larger boxes may be checked for nonexistence of equilibria where f k (a * F ) is large relative to the bound for Df k (B) · v(a * F ), whereas smaller boxes may be used where these values are closer, i.e., in regions near equilibria. Since we would like to keep the total number of computations low, we begin by dividing the set into a small number of large boxes (always of the form B = m−1
where we check the conditions of Proposition 4.3. If these conditions are not satisfied, we subdivide boxes in the first m directions into two parts, continuing this procedure until we have proven the nonexistence of equilibria in all of J \ p Ω(p).
A sample result.
By restricting to the sets J i in Theorems 1.1 and 1.2, we use the above method to strengthen Theorem 1.3 to the following two lemmas. 
Proof. The above method, combined with the verification sets used in the proof of Theorem 1.3, is applied to the sets J 1 , J 2 as listed in Tables 1 and 2 
Proof. The above method, combined with the verification sets used in the proof of Theorem 1.3, is applied to the sets J 3 , J 4 as listed in Tables 3 and 4 
Index information.
The results of the previous two subsections provide us with complete information concerning the existence and uniqueness of equilibria. However, as was mentioned in the introduction, in order to determine the global dynamics we need to make use of the Conley index. In this subsection we recall the definition of this index (see [2, 12] and references therein for a more detailed introduction) and compute it for the equilibria.
Let us begin by establishing notation that will be used for the remainder of this paper. Let X be a locally compact metric space on which the local semiflow ϕ is defined. A full solution through x ∈ X is a function γ x : R → X satisfying γ x (0) = x and ϕ(t, γ x (s)) = γ x (t + s) for all t ≥ 0 and s ∈ R. Given a set N ⊂ X, the maximal invariant set in N is defined by 
is continuous. N \ N − ) ) is the relative Alexander-Spanier cohomology of N and its exit set N − . For our purposes it is easier to work with the field coefficients Z 2 , and in an abuse of notation we will occasionally write
We remark that the Conley index is well defined. More precisely, if (N, N − ) and (N , N − ) are index pairs with the property that
In particular, to compute the Conley index of an equilibrium we can make use of any index pair for which the maximal invariant set is precisely that equilibrium. As will be indicated below, projections of the verification sets of section 4.1 onto the low modes yield index pairs. As with the previous numerical procedures, the computation of the index is performed using a finite dimensional truncation. The following two definitions outline the properties that allow us to lift index computations from the m-dimensional system to the original infinite dimensional system.
Recall that we are considering an evolution equation u t = E(u), with u ∈ X, {ϕ k | k ∈ N} a basis for X, and a k := a, ϕ k for a ∈ X. The first definition describes when solutions of the expanded system (in a k -coordinates) correspond to solutions of the evolution equation.
Definition 4.8 (see [17] ). N and (a 1. There exists M ≥ m, such that a 
The second condition in Definition 4.9 requires that the computed index pair is an index pair for the multivalued m-dimensional system containing a priori bounded error. The third condition requires that the property of isolation is preserved in lifting to higher dimensions. Namely, in each truncated direction, the projection of the system should be either contracting or expanding on the boundary. Note that these assumptions essentially boil down to checking a series of inequalities which again contain bounds computed as in section 3. With these inequalities in mind, we once again turn to the b-coordinate system and, as with verification sets, construct lifting sets as boxes in the b-coordinate system of the form
The following theorem relates the finite dimensional index to the index for the full infinite dimensional system. 
is an expanding direction} is finite, then the Conley index of Inv(K × V ) under the infinite dimensional flow is
CH n+l (Inv(K × V )) ∼ = CH n (Inv(K)), n = 0, 1, 2, . . . .
Proof.
Observe that the relative topology of W inherited from L 2 is equivalent to the product topology. Choose any integer M such that if k is an expanding direction, then
Since there are l expanding directions by [2, 6.1.D],
Since all the remaining directions are contracting, again, by [2, 6.
In all the examples considered in this paper, l = 0.
Constructing a lifting set.
We now construct a lifting set in the b-coordinate system, whereḃ As before, let
for all b ∈ W and has bound I k as computed in section 3.
Each of these terms may be bound through finite interval arithmetic computations and the formulas in section 3. Combining these bounds with (4.7) gives bounds for k (b), 0 ≤ k < m.
As in the construction of a verification set, this set W may be updated, or refined, until the conditions in Definition 4.9 are met. The following theorem further illustrates the natural relationship between a verification set and a lifting set.
Consider the case λ k < 0. We would like to show that on the portion of the boundary
The remaining inequality in this contracting case and the inequalities in the expanding case follow similarly. Therefore, conditions 2 and 3 in Definition 4.9 are satisfied. Finally, note that in a-coordinates, 
Hence, condition 1 in Definition 4.9 is also satisfied, and W is a lifting set.
A sample result.
Consider once again the equilibria M (p) described in Theorems 1.1 and 1.2. In order to show the existence of the connecting orbits between the equilibria, we need to prepare the following lemmas.
Lemma 4.
The Conley indices of the equilibria
Proof. For i = 1, 2 we use the verification sets W i (p), p = 0 ± , 1, constructed for the proof of Theorem 1.3 to compute the indices of M i (p). By Theorem 4.11, the verification sets are also lifting sets. For k = 0, . . . , 6 the number of λ k > 0 (see (2.6)) is 0 if p = 0 ± and is 1 if p = 1. The number of expanding directions is l = 0. Hence the result follows by Theorem 4.10.
A similar argument produces the following result. Lemma 4.
for i = 3, 4.
Conjugacy and semiconjugacy.
In this section, we complete the proofs of Theorems 1.1 and 1.2 by demonstrating the existence of a conjugacy or semiconjugacy. As was indicated in the introduction, it is this step that requires the machinery of the Conley index theory. Thus we begin by recalling several essential definitions.
As before φ : R × X → X is a local flow on a locally compact metric space X. For x ∈ X, let α(x) and ω(x) denote the alpha and omega limit sets of x under φ. 
satisfies the following conditions. 1. It is lower triangular; that is, if p ≯ q, then
2. It is a coboundary operator; that is,
and ∆ • ∆ = 0.
The relation between the Conley indices of the Morse sets and the Conley index of the total invariant set S is
The third condition suggests the need to compute the index of S i . Lemma 5.3. For i = 1, 2, 3, 4, the set
] is a lifting set and for a ∈ J i ,
Therefore, the cohomological Conley index of S
Proof. To prove that J i is a lifting set, it is sufficient to check that the inequalities (5.1) hold. This is done numerically using the error bound formulas discussed in section 3 and interval arithmetic.
Observe that (5.1) implies that the vector field points inward on the boundary of J. In particular, there is no exit set; thus CH * (S i ) ∼ =H * (J i ; Z 2 ). The result now follows from the fact that 
An admissible partial order on the indexing set {0 ± , 1} is 1 > 0 ± , and the associated connection matrix ∆ i defined on
has the form Since 0 ± and 1 are adjacent, ∆(1, 0 ± ) are determined by the long exact sequence of an index triple [12, 1] . Thus the symmetry relation (1.4) implies that α = β. Finally, by Lemma 5.3 and the third condition of Definition 5.2, we can conclude that α = 1 and hence 1 > 0 ± .
Though the proof of the following lemma is similar, we provide it here for the sake of completeness. 
An admissible partial order on the indexing set {0 ± , 1 ± , 2} is 2 > 1 ± > 0 ± , and the associated connection matrix ∆ i defined on
has the form 
Proof. The fact that M(S
is a Morse decomposition follows from Lemma 4.5 and the existence of the Lyapunov function F (1.6). As in the proof of Lemma 5.4 we can choose an admissible order such that 0 ± and 1 ± are unrelated, respectively. To determine the ordering we turn to the connection matrix.
Since ∆ is a coboundary operator, by Lemma 4.13 it must take the form A1. Let A be the maximal invariant set within a contractible set X. 
is given by D P −1 = [1, 1] and, for p = 0, . . . , P − 2,
+ is given by
Proofs of Theorems 1.1 and 1.2. For i = 1, 2, 3, 4 let X = J i and let S i := Inv(J i ). Since J i is contractible, A1 is satisfied. Choosing P = 1 if i = 1, 2 and P = 2 if i = 3, 4, A2 and A4 follow from Lemmas 5.4 and 5.5. Lemma 4.12 and 4.13 guarantee that A3 is satisfied.
Therefore, [10, Theorem 1.2] guarantees the existence of semiconjugacies to the appropriate flows in Figure 1 . Observe that in the case i = 1, 2, the equilibrium M i (1) has a onedimensional unstable manifold and therefore the semiconjugacy is in fact a conjugacy.
Conclusions.
Though the results presented in this paper are directed toward the SwiftHohenberg equation, it should be clear that the methods are, in principle, applicable to a large class of infinite dimensional systems. Nevertheless it is worth commenting on three shortcomings of this work and suggesting possible remedies. The first involves the lack of analysis of the bifurcation points. As was mentioned earlier, techniques for the rigorous numerical identification of saddle-node and pitchfork bifurcations will be discussed in a forthcoming paper by Zgliczyński and the third author.
The second issue is the obvious discrepancy between the parameter ranges on which Theorem 1.3, which provides the local uniqueness of the bifurcation branches, and Theorems 1.1 and 1.2, which describe the global dynamics, are stated. While it is clear that in general the cost of demonstrating nonexistence (section 4.2) clearly exceeds that of proving existence and uniqueness (section 4.1), the fundamental problem is that of determining an appropriate isolating neighborhood J. In particular, J must satisfy three conditions: (1) it must isolate the desired invariant set, (2) it must have an associated index pair which may be constructed so that the total index can be computed, and (3) it must be as small as possible to minimize the cost of establishing the nonexistence of equilibria. The careful reader may have observed that the parameter values (L i , ν i ) are all located close to bifurcation points. This allowed us to choose regions J i which took the form of a product of intervals. Extending these results to a large range of parameter values will require constructing isolating neighborhoods that are defined in terms of polyhedral regions. Work in this direction is underway using ideas presented in [11] and [7] .
A third reasonable criticism involves the choice of parameter values. As was indicated in the introduction, the Swift-Hohenberg equation was introduced to describe patterns associated with Rayleigh-Bénard heat convection. Thus the primary interest is in small L and large ν. In this case, there is an enormous number of equilibria, they are highly unstable, and the dimension of the global attractor is large. On the other hand, as is suggested by Theorem 4.10, the index of an isolating neighborhood can be computed using a small number of modes if the expansion or contraction rate in the complementary modes is sufficiently large. For a problem such as the Swift-Hohenberg equation this is essentially determined by the ratios of the adjacent eigenvalues of the associated fourth order operator. This leads us to believe that coupling appropriate coordinate transformations with the ideas of [7] will lead to techniques that can be employed to study the dynamics of solutions involving higher modes. The large number of equilibria also implies that the simple, purely topological arguments used to prove Lemmas 5.4 and 5.5 are insufficient. However, in many situations individual entries in the connection matrix can be computed directly if appropriate isolating neighborhoods can be extracted. Again, we believe that coupling the previous techniques with those of [11] will lead to progress on this front. 
