We prove a chain rule of local type for a class of fractional hypoelliptic equations of Kolmogorov-Fokker-Planck type. We introduce a semigroup based notion of nonlocal carré du champ which works successfully in situations in which the infinitesimal generator of the semigroup itself does not necessarily possess a gradient. Our results extend and sharpen the original 2004 chain rule due to A. Córdoba and D. Córdoba.
Introduction and statements of the results
The chain rule for the standard Laplacian states that, given a function ϕ ∈ C 2 (R) and a function u ∈ C 2 (Ω), Ω ⊂ R n an open set, then
As it is well-known, such property, which extends to more general second-order differential operators with non-smooth coefficients, plays a central role in the study of the regularity properties of generalised solutions, see [7] , [18] and [16] , [17] . It is obvious that if ϕ is convex, then (1.1) implies (1. generalised the inequality (1.5) to any convex function ϕ ∈ C 1 (R) and to the fractional powers of the Laplacian on a compact manifold M . Precisely, they showed that for any u ∈ C ∞ (M ) one has
where now (−∆) s is suitably defined. We quote from [6] : "Despite its apparent simplicity its validity is quite surprising given the non-local character of the involved operators". The inequality (1.6) represents a nonlocal version of (1.2) and, similarly to its local counterpart, it plays an important role in many problems from the applied sciences involving (−∆) s . See for instance the works [5] , on the two-dimensional quasi-geostrophic equation, and [3] , on nonlinear evolution equations with fractional diffusion. In this note we generalise these results to the fractional powers of a large class of evolutive hypoelliptic equations and show that, in fact, we can improve on the inequality (1.6) and obtain an equality similar to (1.1) above. We achieve this by introducing a semigroup based notion of nonlocal carré du champ which works successfully in situations in which the infinitesimal generator of the semigroup itself does not necessarily possess a gradient. A prototypical example of what we have in mind is given by the situation when ϕ(t) = t 2 treated in [4] . Given a function u ∈ S (R n ) consider the Aronszajn-Gagliardo-Slobedetzky s−energy of u
which defines membership in the fractional Sobolev space W s,2 (R n ), see e.g. [8] . The relevance of (1.7) is underscored by the fact that the nonlocal equation (−∆) s u = 0 is the Euler-Lagrange equation of the functional u → E (s) (u). Given u ∈ S (R n ), we have in fact for every ϕ ∈ S (R n )
This shows that u is a critical point of E (s) if and only if (−∆) s u = 0. Now, the definition (1.7) of the energy suggests to define for every x ∈ R n the quantity
One notable property of (1.8) is that it represents a nonlocal version of the P.A. Meyer carré du champ which is at the basis of the Bakry-Émery gamma calculus. One has in fact the remarkable identity (see [9, Lemma 20 
Notice that, since from [2, Lemma 2.3] we know that lim
so that Γ (s) (u) provides indeed a good nonlocal length of the "gradient". But the most striking consequence of the identity (1.9) is that it gives the following sharper version of the chain rule (1.5).
In view of (1.8), it is clear that (1.11) trivially implies (1.5). It is also clear from (1.10) that, if in (1.11) we pass to the limit as s ր 1 − , we recover the local identity
which corresponds to the case ϕ(t) = t 2 of (1.1).
The first question that we address in the present paper is to what extent Proposition 1.1 continues to be valid when ϕ(t) = t 2 is replaced by a generic function ϕ. Because of the nonlocal nature of (−∆) s , we should not expect formula (1.11) to generalise exactly, there is a tail. However, such tail vanishes in the limit as s ր 1 − . One has in fact the following result.
where for any x ∈ R n we have
As a consequence of (1.12), (1.13), we obtain
Our main objective in this note is generalising Propositions 1.1 and 1.2 to the fractional powers of the following class of nonlocal Kolmogorov-Fokker-Planck operators in R N +1 , recently studied in [10, 11, 12, 13] :
where the N × N matrices Q and B have real, constant coefficients, and Q = Q ⋆ ≥ 0. We assume throughout that N ≥ 2, and we indicate with X the generic point in R N , with (X, t) the one in R N +1 . The class (1.15) was introduced by Hörmander in his celebrated 1967 hypoellipticity paper [14] , where he proved that K is hypoelliptic if and only if the covariance matrix
is invertible (i.e., strictly positive) for every t > 0. The hypothesis K(t) > 0 will be henceforth tacitly assumed. We note that, in the special case when Q = I N and B = O N , then (1.15) becomes the standard heat operator H = ∆ − ∂ t in R N +1 . One should note that, even in this seemingly simple example, one lacks an obvious notion of "gradient". 
∇u >, and this quantity fails to control the directions of the drift, or those of non-ellipticity of Q, in the degenerate case.
Since the operators A and K in (1.15) are not variational, with the goal of generalising Propositions 1.1 and 1.2 a crucial point is to understand what replaces the nonlocal energy Γ (s) in (1.11), (1.12) . We introduce a general notion of nonlocal energy which is exclusively semigroup based and therefore prescinds from the existence of a "gradient". Specialised to timeindependent functions, such energy perfectly recaptures that in (1.8) for the fractional Laplacian, see Proposition 1.5 below.
In order to introduce the relevant notion we recall the semigroup P t = e −tA defined on a function f ∈ S (R N ) by
is the fundamental solution of the operator K constructed by Hörmander in [14] . We recall that R N p(X, Y, t)dY = 1 for every X ∈ R N and t > 0 (however, one has R N p(X, Y, t)dX = e −t tr B ).
Using P t we next consider the evolutive semigroup P K τ introduced in [10] . For a function u ∈ S (R N +1 ), we let
For the main properties of the semigroup {P K τ } τ >0 we refer the reader to [10] . Here, we note that if for u ∈ S (R N +1 ) we define U ((X, t), τ ) = P K τ u(X, t), then U ∈ C ∞ (R N +1 × (0, ∞)) and it solves the Cauchy problem
As in [10] , given s ∈ (0, 1), we now define the nonlocal operator (−K ) s for u ∈ S (R N +1 ) and (X, t) ∈ R N +1 , as follows
We note from (1.17), (1.19 ) that, if u does not depend on t, i.e., u(X, t) = v(X), then P K τ u(X, t) = P τ v(X). The next definition is central to this note. It introduces a semigroup based notion of nonlocal carré du champ which works successfully in situations in which the infinitesimal generator of the semigroup itself does not necessarily possess a gradient. Definition 1.3. Given s ∈ (0, 1), we define the nonlocal evolutive carré du champ of a function u :
We notice the obvious consequence Γ K (s) (u)(X, t) ≥ 0 of the positivity of the semigroup P K τ . More importantly, the relevance of Definition 1.3 is connected with the following Besov spaces, see also [12] for the time-independent case. Definition 1.4. For p ≥ 1 and α ≥ 0, we define the evolutive Besov space B α,p R N +1 as the collection of those functions u ∈ L p (R N +1 ), such that the seminorm
We endow the space B α,p R N +1 with the following norm
. We are interested in the situation in which p = 2, and α = s ∈ (0, 1). We remark explicitly that, in such case, we have
We have the following result that shows that, specialised to functions which do not depend on t, and to the standard heat operator, we recover from Γ K (s) (u)(X, t) the carré du champ (1.9), (1.8). 
With Definition 1.3 in hands, we are now ready to state the evolutive counterpart of Proposition 1.1. Proposition 1.6. Let u ∈ S (R N +1 ). Then, for every (X, t) ∈ R N +1 we have t) . In particular, the following extension of (1.5) holds:
More in general, for every convex function ϕ ∈ C 1 (R), one has
We next consider the appropriate generalisation of Proposition 1.2.
Proposition 1.7. Let U ⊂ R be an interval and suppose that ϕ ∈ C 1,1 (U ) ∩ C 2,α loc (U ), for some α > 0. For any function u ∈ S (R N +1 ) such that u(R N +1 ) ⊂ U , one has
where for any (X, t) ∈ R N +1 we have
When ϕ(t) = at 2 + bt + c, we have R K (s) (u; ϕ) ≡ 0.
In Section 2 we present the proofs of Propositions 1.5, 1.6 and 1.7. In view of Proposition 1.5, Proposition 1.2 is contained in the more general Proposition 1.7, and we thus omit its proof.
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Proof of the results
In this section we present the proofs of the results. We begin with the Proof of Proposition 1.5. Under the assumptions of the proposition we know that p(X,
Now, a simple computation gives
Substituting this identity in the above equation, recalling (1.4) which gives
, and keeping (1.8) in mind, we reach the desired conclusion Γ K (s) (u)(X, t) = Γ (s) (v)(X).
Next, we present the Proof of Proposition 1.6. We only prove (1.23), since (1.21) will follow from Proposition 1.7, and (1.22) is a trivial consequence of (1.23). By the assumption of convexity of ϕ we have for any
Applying this inequality with γ = u(Y, t − τ ) and σ = u(X, t), we obtain
Multiplying both sides of the latter inequality by − s Γ(1−s) τ −1−s and integrating in τ over (0, ∞), if we keep (1.20) in mind we immediately obtain the desired conclusion (1.23).
Finally, we give the Proof of Proposition 1.7. For every (X, t) ∈ R N +1 fixed, we have
By the Taylor expansion of ϕ(u) we can write ϕ(u(Y, t − τ )) − ϕ(u(X, t)) = ϕ ′ (u(X, t))(u(Y, t − τ ) − u(X, t))
whereũ is a point (depending on X, Y, t, τ ) between u(X, t) and u(Y, t − τ ). Substituting in the above identity, we find 
From the latter equation it is obvious that, when ϕ(t) = at 2 + bt + c, then ϕ ′′ ≡ 2a, and therefore we have R K (s) (u; ϕ)(X, t) ≡ 0. Combined with (1.24), this proves in particular the chain rule (1.21). Finally, we need to show (1.25) . With this objective in mind, we write
Since by assumption ϕ ′′ ∈ L ∞ (U ), using the fact that R N p(X, Y, τ )dY = 1, we easily find for every (X, t) ∈ R N +1 , 
where C 1 = ||∇ (X,t) u|| ∞ andỸ ,τ respectively are a point on the segment joining X to Y , and a number in the interval joining t and t − τ . The hypothesis ϕ ∈ C 2,α loc (U ) thus gives
where C 2 , C 3 are two positive constants. Then, there exist a consant C 4 > 0 such that
Using this, and (1.18), we find
|Y − X| 2+α + |Y − X| 2 τ α + |Y − X| α τ 2 + τ 2+α dY dτ.
We now make the change of variable Z = K −1/2 (τ )(X − e −τ B Y )/ √ τ in the integral over R N .
This gives Y = e τ B (X − (τ K(τ )) 1/2 Z), and therefore dY = (det(τ K(τ ))) 1/2 e τ trB dZ. Notice also that, in terms of the new variable Z, one has |Y − X| = |(e τ B − I N )X + e τ B (τ K(τ )) 1/2 Z| ≤ |(e τ B − I N )X| + |e τ B (τ K(τ )) 1/2 Z|.
Since for 0 < τ < 1 we easily find |(e τ B − I N )X| ≤ C|X|τ ≤ C|X|τ 1/2 , |e τ B (τ K(τ )) 1/2 Z| ≤ C|Z|τ 1/2 , for some constant C > 0, we have |(e τ B − I N )X + e τ B (τ K(τ )) 1/2 Z| ≤ C max{1, |X|}(1 + |Z|)τ 1/2 .
It is then clear that there exists a constant C 5 > 0, depending on the point X, and on N, α, such that, in terms of the new variable Z, one has for all Z ∈ R N and τ ∈ (0, 1)
We conclude from this estimate that |I(X, t; s)| ≤ sC ⋆⋆ Γ(1 − s) 
