We consider linear difference equations with polynomial coefficients over C and their solutions in the form of doubly infinite sequences (sequential solutions). We investigate the C-linear space of subanalytic solutions, i.e., those sequential solutions that are the restrictions to Z of some analytic solutions of the original equation. It is shown that this space coincides with the space of the restrictions to Z of entire solutions and the dimension of this space is equal to the order of the original equation.
Subanalytic solutions have applications in computer algebra. We show that some implementations of certain well-known summation algorithms in existing computer algebra systems work correctly when the input sequence is a subanalytic solution of an equation or a system, but can give incorrect results for some sequential solutions.
Introduction
Power series are a convenient tool to investigate analytic solutions of equations of different kinds, in particular difference equations. It turns out that such series are also useful to work with sequential solutions of difference equations, i.e., solutions in the form of doubly infinite sequences.
In this paper we will deal with solutions of linear equations with polynomial coefficients: a d (z)y(z + d) + · · · + a 1 (z)y(z + 1) + a 0 (z)y(z) = 0;
(1) the polynomials a 0 (z), a 1 (z), . . . , a d (z) will be often considered as polynomials over C.
Then a sequential solution of equation (1) is a doubly infinite sequence of complex numbers (c n ) which satisfies this equation as a recurrence relation. The dimension of the C-linear space of such solutions cannot be less than d, but is not necessary equal to d.
In Section 2 we show that for any integer m ≥ 0 there exists an equation of the form (1) of order d such that the dimension of the space of sequential solutions of this equation is d + m. But the situation is different if we consider those sequential solutions that are the restrictions to Z of single-valued analytic solutions of (1) which are defined for all integer values of the argument. Such sequential solutions will be called subanalytic. In
Section 4 we show that the dimension of the C-linear space of subanalytic solutions is always equal to d. It is known that any equation of order d of the form (1) has a fundamental system of entire solutions (Praagman, 1986, Th. 5) . We strengthen this result. In Section 5 we show that the space of subanalytic sequential solutions coincides with the space of those sequences that are the restrictions to Z of entire solutions of (1). This implies that the restrictions to Z of entire solutions make up a C-linear space of dimension d. If I is an arbitrary segment {k, k + 1, . . . , l} of integers such that a 0 (z) = 0 for z = k − 1, k − 2, . . ., a d (z − d) = 0 for z = l + 1, l + 2, . . ., and l − k + 1 ≥ d, then any sequential solution is uniquely defined by the values of those elements whose indices belongs to I. We show that a basis of the restrictions to I of all entire solutions of (1) can be found algorithmically (Sections 3.3, 5) .
In Section 6 we consider d-dimensional (d ≥ 1) hypergeometric sequences, i.e., sequential resp. subanalytic solutions of consistent systems of first-order difference equations for a single unknown function: p i (z 1 , . . . , z d )y(z 1 , . . . , z i−1 , z i + 1, z i+1 , . . . , z d ) = q i (z 1 , . . . , z d )y(z 1 , . . . , z d ), where (z 1 , . . . , z d ) ∈ C d , and p i , q i are non-zero polynomials which are relatively prime for each i ∈ {1, 2, . . . , d}. We show that the dimension of the space of subanalytic solutions is Supported by RFBR grant 07-01-00482-a. A part of this work was done during a three months visit of the first author to XLIM Institute UMR 6172 CNRS, Limoges University.
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always at most 1, and that this dimension may be equal to 0 for some systems (although the dimension of the space of all sequential solutions is always positive).
Subanalytic solutions have applications in computer algebra. In Section 7 we show that some implementations of certain well-known summation algorithms (Gosper's algorithm (Gosper, 1978; Petkovšek, Wilf, Zeilberger, 1996 ), Zeilberger's algorithm (Zeilberger, 1991; Petkovšek, Wilf, Zeilberger, 1996) , Accurate Summation algorithm ) in existing computer algebra systems work correctly when the input sequence is a subanalytic solution of an equation or a system, but can give incorrect results for some sequential solutions.
In addition to subanalytic solutions we also consider the so-called subformal solutions, whose values are derived from formal power series instead of from convergent ones. This allows us to consider an arbitrary field K of characteristic zero as the ground field in (1), and, moreover, we show that if K = C then the C-linear spaces of subanalytic and subformal solutions of equation (1) coincide (Section 4.2). This simplifies proofs of some statements in the case K = C since we do not need to treat convergent and divergent series separately. Short reviews of some of the results of this paper were given in (Abramov, 2008; Abramov et al., 2008) .
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Sequential solutions
Let K (the ground field) be an arbitrary field of characteristic zero. We start with linear difference equations of the form (1) where
We associate with equation (1) the linear difference operator
where E is the shift operator: E(y(z)) = y(z + 1). Equation (1) can be rewritten in the form L(y) = 0.
In the rest of this paper, L will denote an operator of the form (2) (K = C in Sections 4, 5). By a solution of L we will mean a solution of the equation L(y) = 0. A doubly infinite sequence of elements of K c : Z → K, c = (c n ), will be called a sequential solution of operator (2) if
for all n ∈ Z. The K-linear space of sequential solutions of L will be denoted by V (L).
A segment of integer numbers
is an essential segment of (2) if
• the polynomial a 0 (z) has no integer roots < k,
If I is an essential segment of operator (2) then any sequential solution c is uniquely determined by the values c n , n ∈ I. Therefore to describe V (L) it is sufficient to find a basis of the restriction of V (L) to I. Theorem 1. The following statements on sequential solutions of operators of the form (2) hold:
This is a system of
) be the matrix of this system. Then dim V (L) = nullity(A), and from the rank-nullity theorem
(ii) The case d = 1 has been proven in (Abramov, Petkovšek, 2008) . It can be generalized as follows: take the operator
where
wheren denotes the remainder of n modulo d, δ being the Kronecker delta.
If
for all n ∈ Z.
Putting n = d (or n = any root of q d,m (z)) in the above equality shows that q d,m (0)c 0 = 0. It then follows that c 0 = 0 and
for all n ∈ Z \ {d, 3d, . . . , (2m + 1)d}. Hence (c n ) is uniquely determined by the m + d
is given by the following m + d sequences:
The segment I = {1, 2, 3, 4, 5} is an essential segment of L. A basis for the restriction of V (L) to I (i.e., a basis of fragments (c 1 , c 2 , c 3 , c 4 , c 5 ) of sequential solutions) is
(1, 0, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 0, 1).
There are three sequential solutions
corresponding to the elements of this basis. It is easy to show that
n ∈ Z.
When d = 1, m = 2, the operator (3) coincides with the operator L from Example 1. In the following example d = 1, m = 1, but the operator does not coincide with L 1,1 .
The segment I = {1, 2, 3} is an essential segment of L. A basis for the restriction of V (L) to I (i.e., a basis of fragments (c 1 , c 2 , c 3 ) of sequential solutions) is
There are two sequential solutions
, n ∈ Z, and c (2)
corresponding to the elements of this basis. The sequences c (1) and c (2) coincide when n > 1 or n < 0, but in combinatorics 2n−3 n is usually defined to be −1 when n = 1 and 1 when n = 0, while lim v→1
Subformal solutions

Formal sequences of bounded altitude
As usual, we denote by K [[ε] ] the ring of formal power series in ε and by K((ε)) the field of formal Laurent series, i.e., the quotient field of the ring K [[ε] ] (here ε is a new variable, rather than a "small number"). If s(ε) ∈ K((ε)) and
for some m ∈ Z, then we write
will be called a formal sequence. Set
If F ∈ B K then the value of min n∈Z (ν(F n )) is the altitude of F ; we will use the notation alt(F ) for this value. Let alt(F ) = m < ∞. Then we can consider the sequence f : Z → K, where f n is the coefficient of ε m in the series F n . The sequence f is called the bottom of F and denoted by bott(F ). Notice that the altitude of the zero sequence is positive infinity: alt(0) = ∞. Set bott(0) = 0.
The set B K is evidently a K((ε))-linear space.
(ii) If formal sequences (8) are K((ε))-linearly independent then there exist G (j) , j = 1, 2, . . . , l, belonging to the set
If m = ∞ then s j (ε)F (j) = 0 for all j, hence F (j) = 0 for some j, and the assertion holds. Suppose that m < ∞. For j = 1, 2, . . . , l define
Then not all t j are zero and
(ii) We prove by induction on l the following auxiliary claim: If formal sequences
and G
(1) n1 = 1 = δ 1,1 .
l → l + 1: By inductive hypothesis there are n 1 , . . . , n l ∈ Z and H
n k = δ j,k , and alt G (j) = 0, for j, k ∈ {1, . . . , l + 1}, proving our auxiliary claim.
From the auxiliary claim it follows that there are s j,k (ε) ∈ K((ε)) for j, k ∈ {1, . . . , l} such that for the formal sequences
we have alt
) and m ∈ Z, define the truncation of s(ε) at m as the Laurent polynomial
= 0, and
An example of sequences of the form (8) which are K((ε))-linearly independent but bott(F (1) ), bott(F (2) ), . . . , bott(F (l) ) are K-linearly dependent (even coincide) will be given in Section 4.1 (Example 6).
It is easy to see that the statement of Proposition 1(ii) can be formulated in a more general form (and the given proof will not need any changes) considering the ring
, where s(ε) is any fixed series in ε such that ν(s) = 1. So the following proposition is valid.
], ν(s) = 1, and formal sequences (8) are K((ε))-linearly independent. Then there exist G (j) , j = 1, 2, . . . , l, belonging to the set
are K-linearly independent.
Subformal solutions
If a(z) is a polynomial or a rational function then we setâ(z) = a(z + ε) where ε is a variable, as in Section 3.1. We associate with L the operator
considering each of its coefficientsâ i (z) as a formal sequence: for any integer value of z the value ofâ i (z) belongs to K [[ε] ]. This operator acts on formal sequences. The operator L is called the deformation of L.
A sequence F : Z → K((ε)) which satisfiesLF = 0 will be called a formal sequential solution of the operatorL. The set of formal sequential solutions ofL is a K((ε))-linear space that will be denoted by V (L). An advantage ofL over L is that neither the leading nor the trailing coefficient of L vanishes when z is any integer number. We can always divide by the value of such coefficient. This implies in particular that dim
It is possible to check that F ∈ V (L).
Note that the idea of the deformation of difference operators and computing truncated power series at each integer point is used in (van Hoeij, 1999) for computing hypergeometric solutions. Later this idea was used in , (Abramov, van Hoeij, 2003) . A similar idea in the multidimensional case was used in (Abramov, Petkovšek, 2008) .
Since coefficients of L are polynomials, we have
, and m i be the sum of multiplicities of all integer roots of a i (z), then alt(F )
Taylor solution F such that f n is the constant term of the series F n , n ∈ Z. The set
and
Formal sequences (10) are K((ε))-linearly dependent and by Proposition 1(i) the sequences
Going back to Example 1 we see that it is impossible that all three sequential solutions (5) of the first order operator (4) could be subformal.
A basis of the space of subformal solutions
For our operator L and an essential segment I (see Section 2) we can construct a basis of the restrictions to I of all subformal solutions of L. The algorithm is based on the algorithm from (Abramov, van Hoeij, 2003) for finding values of subformal solutions, the idea of that algorithm is as follows.
Let q ∈ Z and F q , F q+1 , . . . , F q+d−1 be given elements of K [[ε] ], then, theoretically speaking, by using the operatorL, we can compute any element F p of the sequential solution F = (F n ) of the equationL(y) = 0. It may be that
Starting with p, q we can write down in advance a finite set C q,p of linear equations for a finite number of coefficients of power series F q , F q+1 , . . . , F q+d−1 which guarantee that
where series on the right are generic. When we compute F p we get a series, and each of its coefficients is a linear form in a finite set of u i,j . The series F p may contain negative exponents of ε. We can find desired conditions on the coefficients u i,j in (11) after equating the corresponding coefficients to zero.
If q ∈ Z is fixed then the systems C q,p for any integer p > q + d − 1 can be found algorithmically using truncated series (taking into account the terms of power series (11) till ε m where m is the sum of multiplicities of all integer roots of the polynomial
It is also possible to find the linear form l q,p which represents the coefficient of ε 0 in the series F p . Now we are able to describe how to construct a basis of the restrictions to I of all subformal solutions of L. Let I = {k, k + 1, . . . , l} be an essential segment of L. If l = k + d − 1 then we can take any basis of K d and this will be a basis of the restriction of V sf (L) to I. Suppose that l > k + d − 1. Take q = k and construct C q,p , l q,p for p = k + d, k + d + 1, . . . , l. Add to linear equations from all constructed C q,p the equations
Denote by A the obtained system of linear algebraic equations. Let us construct a basis of the solution space of A and then construct the projection of each vector of this basis into the space of vectors (u k,0 , u k+1,0 , . . . , u l,0 ). Taking any basis of the K-linear space generated by such projections we get a basis of the restrictions to I of all subformal solutions of the operator L.
,
We calculate usingL:
We find C 0,2 = {−u 1,0 = 0, u 0,0 − u 1,1 = 0} and l 0,2 = −u 1,0 − u 1,2 + u 0,1 . We get the system A:
A basis of the space of its solutions 
It follows that the vectors (12) give a basis of subformal solutions restricted to I.
It can be shown that in the latter example the order of the space of all sequential solutions is equal to the order of L (the substitution n = 0 into n 2 c n+2 + (1 + n 2 )c n+1 − nc n = 0 gives c 1 = 0 for any sequential solution c of L). This means that any sequential solution of L is subformal. The situation is different in the following example.
and I = {1, 2, 3, 4, 5} is an essential segment of L. We find C 1,2 = C 1,3 = C 1,4 = C 1,5 = ∅ and l 1,2 = 0, l 1,3 = −2u 1,0 , l 1,4 = 0, l 1,5 = u 1,0 . We get the system A:
A basis of the space of its solutions
consists of the single vector (1, 0, −2, 0, 1). Projection produces the same vector. It follows that this vector gives a basis of subformal solutions restricted to I.
In particular, the sequence (δ n,1 − 2δ n,3 + δ n,5 ) is a subformal solution of L. This implies that none of sequential solutions (δ n,1 ), (δ n,3 ), (δ n,5 ) is subformal.
Submeromorphic and subanalytic solutions
In this section we suppose that K = C in (1), (2).
Submeromorphic solutions
Let ϕ : C → C be a meromorphic function. For each n ∈ Z expand
with ρ n ∈ Z and c n,ρn = 0. Define the formal sequencê
where for each n ∈ Zφ
Notice that σ(z) is a 1-periodic entire function with simple zeros at all z ∈ Z, andσ is a constant formal sequence with each of its elements equal to s(ε). An arbitrary meromorphic solution ϕ(z) of L evidently has the following properties:
is a meromorphic solution of L such that alt(χ) = 0 and bott(φ), bott(χ) are sequential solutions of L which coincide with the restriction of χ(z) to Z. if n > 0,
In accordance with (M3) the sequence (14) is a sequential solution of L.
It turns out that for any
This is a consequence of the following theorem.
Proof. In an unpublished paper ( (Ramis, 1988) ; see (Barkatou, 1989, pp. 97-101) where a brief summary of Ramis' method with some additions is given, and (Immink, 1999) for a complete proof), Ramis showed that a difference operator L has a basis of solutions (in a suitable space of functions) consisting of d functions ϕ 1 , ϕ 2 , . . . , ϕ d which are holomorphic in some half-plane Re z > l ≥ 0, for a sufficiently large integer l, and have integral representations of the form:
where:
• f i is a holomorphic function in a sector V i of C with vertex at the origin, flat at 0 (this means that f i is asymptotic to 0 in V i at 0) and is a solution of a differential operator with polynomial coefficients D which can be obtained from L, • γ i is a half-line (based at the origin) included in V i . Since ϕ 1 , ϕ 2 , . . . , ϕ d is a fundamental system of solutions of L, the determinant of Casorati
, is non-zero for all z such that Re z > l. It then follows that the constant matrix C = (ϕ i (l + j)) 1≤i,j≤d is non-singular and hence (ϕ 1 (z), . . . , ϕ d (z))C −1 is a basis of meromorphic solutions satisfying (a) (the C((ε))-linear independence ofφ 1 ,φ 2 , . . . ,φ d
follows from (a)). 2
Remark 4. There exists a finite (possibly empty) set of complex numbers u 1 , u 2 , . . . , u k such that Re u j ≤ l, j = 1, 2, . . . , k, and the solutions ϕ 1 (z), ϕ 2 (z), . . ., ϕ d (z) from Theorem 3 have no poles outside of the set
This follows from Theorem 3(b) and the fact that L has polynomial coefficients.
The restriction to Z of a meromorphic solution of L which has no poles in Z will be called a submeromorphic (sequential) solution of L. The C-linear space of submeromorphic solutions of L will be denoted by V sm (L).
If we multiply these solutions by, resp., σ(z), (σ(z)) 2 , . . . , (σ(z)) d , then all restrictions to Z will be equal to the sequence (δ n,0 ). The first impression is that the restriction to Z of any meromorphic solution of L that has no poles in Z is a sequence of the form
n ∈ Z, u ∈ C, since bott(φ) = (δ n,0 ) for all ϕ(z) belonging to (16).
But we can see that L has besides (16), e.g., the entire solution
whose restriction to Z is the sequence h:
It is easy to show that L has d meromorphic solutions whose restrictions to Z are C-linearly independent sequences h
Proof. Let as usual ord L = d. It follows from Theorem 3 that there exist meromorphic solutions ϕ 1 (z), ϕ 2 (z), . . . , ϕ d (z) of L such that the formal sequencesφ 1 ,φ 2 , . . ., ϕ d are C((ε))-linearly independent. Using Proposition 2 and properties (M1), (M2) we derive that there exist meromorphic solutions χ 1 (z), χ 2 (z), . . . , χ d (z) of L such that the sequences bott(χ 1 ), bott(χ 2 ), . . ., bott(χ d ) are C-linearly independent. By prop-
Remark 6. Since the function σ(z) = e 2iπz −1 2iπ vanishes only on Z, the solutions
are C-linearly independent, can be taken such that their poles belong to the set U \ Z where U is the set (15).
Subanalytic solutions
By an analytic functions we mean a single-valued analytic function of a single complex variable. If ϕ(z) is an analytic function then we denote by dom(ϕ) its definition domain. Obviously dom(ϕ) is an open set, and ϕ(z) is holomorphic in dom(ϕ).
for any concrete z ∈ C such that z, z +1, . . . , z +d ∈ dom(ϕ). A sequence c is a subanalytic (sequential) solution of L if there exists an analytic solution ϕ(z) of L such that Z ⊂ dom(ϕ) and c n = ϕ(n), n ∈ Z. In other words, a subanalytic solution of L is a restriction to Z of an analytic solution ϕ(z) such that Z ⊂ dom(ϕ).
The set V sa (L) of subanalytic solutions of L is a C-linear space.
where d = ord L. This inequality follows from V sm (L) ⊂ V sa (L) and Theorem 5. 2
Theorem 7 implies that we can use the algorithm from Section 3.3 to construct a basis of the restriction to an essential segment I of V sa (L), which is also a basis of the restriction to I of V sm (L). forms a basis of the space of subanalytic solutions restricted to I. In particular, it agrees with the restriction to I of the subanalytic solution generated by
Notice that the restriction to I of the sequence 2n−3 n 4 n , n ∈ Z, is (−1/4, 0, 1/64). This vector is not of the form
Example 1 (continued) We have
forms a basis of the space of subformal solutions restricted to I (a basis of the sequence segments (c 1 , c 2 , c 3 , c 4 , c 5 )). Observe that L has a meromorphic (rational) fundamental solution ϕ(z) = 1 (z − 1)(z − 3)(z − 5) and an entire fundamental solution
whose restriction to Z
is a non-zero subanalytic solution of L. None of sequential solutions
of L is subanalytic. Notice that each of these sequential solutions coincides with the restriction to Z of an analytic function. For example, for (δ n,1 ) this is
However those functions are not analytic solutions of L (unlike the function (18)).
Entire solutions
We again suppose that K = C in (1), (2).
has dimension ord L. A basis of the restrictions of these solutions to an essential segment can be found algorithmically.
Proof. Let the meromorphic solutions χ 1 (z), χ 2 (z), . . . , χ d (z) of L be as it was explained in Remark 6 and let N be the maximal value of the orders of the poles of
where U is the set (15). The entire functions 
. Using this and Theorems 2, 5, 7, 8 we get Theorem 9. In the case K = C the equalities
hold.
Multidimensional hypergeometric sequences
If d = 1 then a sequential solution of (2) is a hypergeometric sequence. We also consider multidimensional hypergeometric sequences.
A d-dimensional H-system is a system of equations for a single unknown function which has the form
, where p i , q i are relatively prime non-zero polynomials over K for i = 1, 2, . . . , d. (The prefix "H" refers to Jakob Horn and to the adjective "hypergeometric" as well.)
are compatible. This consistency condition of (19) is similar to the condition of the commutation of differentiations by independent variables in the differential case. In the rest of the paper we will consider only consistent H-systems.
A sequential solution of (19) is a sequence c : Z
The K-linear space of hypergeometric sequences that satisfy a given H-system H will be denoted by V (H).
Theorem 10. (Abramov, Petkovšek, 2008) The following statements on K-linear spaces of the form V (H) hold: (i) dim V (H) > 0 for every H-system H; (ii) for arbitrary natural numbers d and m there exists a d-dimensional H-system H such that dim V (H) = m; (iii) for any one-dimensional H-system H the equality dim V (H) < ∞ is satisfied. However, for any integer
We denote by K[[ε 1 , ε 2 , . . . , ε d ]] the ring of formal power series in ε 1 , ε 2 , . . . , ε d (here ε 1 , ε 2 , . . . , ε d are variables).
,...,n d is the constant term (i.e., the coefficient of ε
..,n d will be called the constant terms sequence of G and will be denoted by cts(G).
We define the lexicographic order (based on
will be denoted by mm(s), and mc(s) will denote the coefficient
\ {0} then we write r ≥ lex s if mm(r) > lex mm(s) or mm(r) = mm(s). If r ≥ lex s and s ≥ lex r then evidently r ∼ s.
We denote by K((ε 1 , ε 2 , . . . , ε d )) the quotient field of the ring
is a polynomial or a rational function then we setâ(z 1 , z 2 , . . . , z d ) = a(z 1 + ε 1 , z 2 + ε 2 , . . . , z d + ε d ), and associate with each H-system H of the form (19) its deformationĤ:p
We will consider formal solutions of such systems, i.e., formal sequences F such that
Notice that the coefficients of (20) themselves can be considered as formal d-dimensional sequences.
The set V (Ĥ) of formal solutions ofĤ is evidently a K((ε 1 , ε 2 , . . . , ε d ))-linear space of dimension 1, since if for a concrete (n 1 , n 2 , . . . , n d ) ∈Z d we know F n1,n2,...,n d ∈ K((ε 1 , ε 2 , . . . , ε d )) , then, using the system (20), we can define the values of the sequence (20) will be called a formal Taylor solution of (20) (similarly to the one-dimensional case). It is clear that if G is a formal Taylor solution of H then cts(G) is a sequential solution of H. We say that the sequential solution g of (19) is subformal if there exists a formal Taylor solution G of (20) such that g = cts(G). The set V sf (H) of all subformal solutions of an H-system H is a K-linear space.
Theorem 11. The following statements on dimension of K-linear spaces of the form
. Suppose that the sequences cts(F ) and cts(G) are K-linearly independent. Then these sequences contain non-zero elements (otherwise they are K-linearly dependent). Since V (Ĥ) is a one-dimensional space over
We have r ≥ lex s since cts(F ) contains a non-zero element, and, resp., s ≥ lex r since cts(G) contains a non-zero element. Hence r ∼ s and mm(r) cts ( Consider the system H:
into this system for y(z 1 , z 2 ), then we get equalities in the rational function field. This implies that the sequence F =Ŵ :
, is a formal solution ofĤ. We can show thatĤ has no non-zero formal solution whose elements belong to K[[ε 1 , ε 2 ]]. Indeed, if such formal solution, say G, exists then since dim V (H) = 1 over K((ε 1 , ε 2 )) there exists u(ε 1 , ε 2 ) ∈ K((ε 1 , ε 2 )) such that G = uF and for all (n 1 , n 2 ) ∈ Z 2 we have
This implies that for some s(
for all (n 1 , n 2 ) ∈ Z 2 . Consider this equality for the elements of Z 2 which have the form
+ (s 1,1 + 4vs 2,0 + s 0,3 + 2vs 1,2 + 4v 2 s 2,1 + 8v 3 s 3,0 )ε
It is easy to check that the coefficient of ε k 2 is a sum of a linear combination of products of the form v m s i,j (m, i, j ∈ N, i + j < k) and
Using induction on k we can prove that for any k ∈ N and any i, j ∈ N, i + j = k, the equality s i,j = 0 holds: (19) if
A sequence c = (c n1,n2,...,n d ) is a subanalytic (sequential) solution of (19) 
The set V sa (H) of subanalytic solutions of an H-system H is a C-linear space. It is obvious that V sa (H) ⊂ V sf (H), so Theorem 11 holds for subanalytic solutions.
7. Connection with summation problems 7.1. Summing operators and the discrete Newton-Leibniz formula
Consider again the univariate case. We say that an operator R ∈ K(z)[E] is a summing operator for L of the form (2) if
We can assume w.l.g. that ord R < ord L = d. In the case d = 1 we have ord R = 0, i.e., R is a rational function.
If a summing operator exists, then it can be constructed by the Accurate Summation algorithm or, when d = 1, by Gosper's algorithm (Gosper, 1978; Petkovšek, Wilf, Zeilberger, 1996) . At first glance, if a summing operator R for L exists then we can apply both sides of
and, as a consequence, the discrete Newton-Leibniz formula (DNLF) is applicable:
(the telescoping effect). However, if R has rational-function coefficients which have poles in Z, then this formula may give an incorrect result.
Example 2 (continued) Concerning the operator (6) notice that Gosper's algorithm succeeds on it producing
At first glance this implies that the DNLF
holds for any sequential solution c of (6). But this formula is not in general correct when, e.g., c = c (2) (Abramov, Petkovšek, 2005) . Formula (24) would give
which is true only if w = 1. In fact, it is impossible to define the element b 2 of the sequence
n in such a way that
n for all n ∈ Z.
At the same time, formula (24) holds for any w ≥ 1 when c = c (1) from Example 2:
thanks to the fact that c (1) is a subanalytic solution of (6) (unlike c (2) ).
is a summing operator for L, G =R(F ), and g = bott(G), then (i) alt(G) = 0;
(ii) g n+1 − g n = f n for all n ∈ Z; (iii) if n ∈ Z is not a pole of any of the coefficients of R then
is an analytic function which has no pole in Z. If
We associate with a given two-dimensional H-system H of the form (25) two operators
where E 1 (y(u, v)) = y(u + 1, v), E 2 (y(u, v)) = y(u, v + 1). System (25) can be rewritten in the form
, is a Z-pair of H of the form (25), if
Zeilberger's algorithm (the "creative telescoping") (Zeilberger, 1991; Petkovšek, Wilf, Zeilberger, 1996) helps quite often to find a closed form of parameterized sums, trying to find a Z-pair of a given two-dimensional H-system.
1
It was observed that in the case of two-dimensional hypergeometric sequences the combination of the creative telescoping with the discrete Newton-Leibniz formula can produce an incorrect result (see Example 9 below). However we show that creative telescoping with the discrete Newton-Leibniz formula will give the correct result for any subformal or subanalytic solution of any H-system, on which the creative telescoping succeeds.
Concerning summation problems, we consider sequential solutions of two-dimensional H-systems, and the summation variable (which corresponds to u) is denoted by k, while the parameter (which corresponds to v) is denoted by n. 2 (k − 2)t k+1,n = 2(k − 1)(2k − 1)(n − k)t k,n , (n − k + 1)t k,n+1 = (n + 1)t k,n . Starting with this system, Zeilberger's algorithm constructs a Z-pair (R, L), which we write using integer variables k and n: R(k, n) = k 2 (n + 1)(3kn − 2k − 9n + 4) (k − 2)(n − k + 1)(n − k + 2) , L = −(n + 2)(3n − 5)E 2 2 + 18(n + 1)(n − 1)E 2 − 5(n + 1)(3n − 2) (E 1 (y k,n ) = y k+1,n , E 2 (y k,n ) = y k,n+1 ).
The denominator of R(k, n) vanishes when k ∈ {2, n + 1, n + 2}, so we define 
k,n , k ∈ {2, n + 1, n + 2},
k,n , otherwise.
It can be checked that the expected equality
k,n ) is not valid when either k = 1, or k = 0 and n ∈ {−1, 0}. On the other hand, the equality
is valid for all (k, n) ∈ Z 2 . Note that t
k,n = t
(1) k,n unless k ∈ {0, 1}, when t
k,n = 2t
(1) k,n . Denote s k,n , and we can apply the summation ∞ k=−∞ to both sides of (27). Since L ∈ C[n, E 2 ], this gives the equality L(s It follows from (26) that
In the rest of the paper H is an H-system of the form (25),Ĥ is its deformation. If R(u, v) ∈ K(u, v) and R(u, v) = a (u,v) b (u,v) , where a(u, v) and b(u, v) are relatively prime polynomials, then we write b(u, v) = den(R(u, v)). The polynomial den (R(u, v) ) is defined up to a non-zero factor belonging to K.
Theorem 15. Let • F be a formal Taylor solution ofĤ, • (R(u, v), L) be a Z-pair of H, • M be the (finite) set of all s ∈ K such that v − s divides den(R (u, v) ),
• G be a formal sequence such that G k,n =R k,n F k,n , (k, n) ∈ Z 2 . In this case
(ii) for any integer n, l, m, l < m, we have G m,n − G l,n ∈ K[[ε 1 , ε 2 ]]; (iii) for the formal sequences · H = (H l,m,n ), H l,m,n = G m,n − G l,n , (l, m, n) ∈ Z 3 , · h = (h l,m,n ), h = cts(H), · f = (f k,n ), f = cts(F ), we have m−1 k=l L(f k,n ) = h l,m,n for all integer l, m, n, l < m.
Remark 17. By Theorems 15, 16 subformal and subanalytic d-dimensional hypergeometric sequences are safe for applying summation algorithms. However, as demonstrates the example of H-system (21), not all H-systems have non-zero subformal (and, as a consequence, subanalytic) solutions, although each such system has a non-zero sequential solution by Theorem 10(i). It is even possible that an H-system that has a Z-pair does not have a non-zero subformal solution. If instead of W of the form (22) we take
then the elements of the formal sequenceŜ for S(z 1 , z 2 ) = W (z 1 + 1, z 2 ) are Taylor series on the set of pairs (v 2 , v), v ∈ Z. It follows from the proof of Theorem 11(ii) that the H-system that corresponds to the rational function (32) does not have a non-zero subformal solution.
