Local triviality for G-torsors by Gille, Philippe et al.
ar
X
iv
:1
90
1.
04
72
2v
3 
 [m
ath
.A
G]
  1
2 S
ep
 20
19
LOCAL TRIVIALITY FOR G-TORSORS
P. GILLE, R. PARIMALA, AND V. SURESH
Abstract. Let C → Spec(R) be a relative proper flat curve over an henselian
base. Let G be a reductive C–group scheme. Under mild technical assumptions,
we show that a G–torsor over C which is trivial on the closed fiber of C is locally
trivial for the Zariski topology.
Keywords: Reductive group scheme, torsor, deformation.
MSC 2000: 14D23, 14F20.
1. Introduction
The purpose of the paper is to study local triviality for G–torsors over a proper
flat relative curve C over an affine base S = Spec(R). We deal here with semisimple
C-group schemes which are not necessarily extended from R. Our main result can be
stated as follows.
Theorem 1.1. Assume that R is local henselian noetherian of residue field κ. Let
f : C → Spec(R) be a flat projective curve such that C is integral. We assume that
one of the following holds:
(I) C is smooth with geometrically connected fibers;
(II) R is a DVR and the map OS → f∗OC is universally an isomorphism.
Let G be a semisimple C-group scheme and denote by q : Gsc → G its simply connected
covering. We assume that the fundamental group µ/C = ker(q) of G is étale. Then
the following hold:
(1) Let E be a G-torsor over C such that E×C Cκ is trivial. Then E is locally trivial
for the Zariski topology.
(2) Let E, E ′ be two G-torsors over C such that E×C Cκ is isomorphic to E ′×C Cκ.
Then E and E ′ are locally isomorphic for the Zariski topology.
Remark 1.2. Note that OS → f∗OC is universally an isomorphism in case (I) and
that case (II) includes the case when C is normal, OS → f∗OX is an isomorphism
and the g.c.d.of the geometric multiplicities of the irreducible components of Cκ is
prime to the characteristic exponent of k.
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A related result is that of Drinfeld and Simpson [D-S, th. 2]. In the case G is
semisimple split simply connected and R is strictly henselian they showed in case (I)
that a G–torsor over C is locally trivial for the Zariski topology. Drinfeld-Simpson’s
result has been generalized recently by Belkale-Fakhruddin to a wider setting [B-F1,
B-F2]. We provide a variant in Theorem 6.4 in the case of a henselian base.
One important difference is that we only require that the ring R is henselian. We
consider Zariski triviality on C with respect to henselian (or Nisnevich) topology on
the base while Drinfeld-Simpson deal with Zariski triviality on C with respect to the
étale topology on the base. We stated the semisimple case but the result extends in
the reductive case by combining with the case of tori, see Theorem 7.1. We denote by
F the function field of C; in the case of a DVR, the main result leads to new cases of
a local-global principle for GF–torsors (Corollary 6.8). More precisely if C is smooth
over R with geometrically connected fibers and G a semisimple simply connected
group over C, then a torsor under G over F which is trivial at all completions of F
at discrete valuations of F is trivial.
Let us review the contents of the paper. The toral case is quite different from
the semisimple one since it works in higher dimensions; it is treated in section 2 by
means of the proper base change theorem. The section 3 deals with generation by one
parameter subgroups, namely the Kneser-Tits problem. Section 4 extends Sorger’s
construction of the moduli stack of G–bundles [So] and discusses in details its tangent
bundle. The next section 5 recollects facts on patching for G–torsors and provides
the main technical statement namely the parametrization of the deformations of a
given torsor in the henselian case in presence of isotropy (Proposition 5.4); this refines
Heinloth’s uniformization [He1]. Section 6 explain why this intermediate statement
is enough for establishing that deformations of a given torsor (in the henselian case)
are locally trivial for the Zariski topology. One important point is that we can get rid
of isotropy assumptions. Finally section 7 provides a general theorem for reductive
groups. We include at the end a short appendix 8 gathering facts on smoothness for
morphisms of algebraic stacks.
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thank Jean-Louis Colliot-Thélène for communicating to us his method to deal with
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Conventions and Notations. We use mainly the terminology and notations of
Grothendieck-Dieudonné [EGAI, §9.4 and 9.6] which agrees with that of Demazure-
Grothendieck used in [SGA3, Exp. I.4]
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(a) Let S be a scheme and let E be a quasi-coherent sheaf over S. For each morphism
f : T → S, we denote by E(T ) = f
∗(E) the inverse image of E by the morphism f . We
denote by V(E) the affine S–scheme defined by V(E) = Spec
(
Sym•(E)
)
; it is affine
over S and represents the S–functor Y 7→ HomOY (E(Y ),OY ) [EGAI, 9.4.9].
(b) We assume now that E is locally free and denote by E∨ its dual. In this case
the affine S–scheme V(E) is of finite presentation (ibid, 9.4.11); also the S–functor
Y 7→ H0(Y, E(Y )) = HomOY (OY , E(Y )) is representable by the affine S–scheme V(E
∨)
which is also denoted by W(E) [SGA3, I.4.6].
It applies to the locally free coherent sheaf End(E) = E∨ ⊗OS E over S so that
we can consider the affine S–scheme V
(
End(E)
)
which is an S–functor in associative
commutative and unital algebras [EGAI, 9.6.2]. Now we consider the S–functor
Y 7→ AutOY (E(Y )). It is representable by an open S–subscheme of V
(
End(E)
)
which
is denoted by GL(E) (loc. cit., 9.6.4).
(c) We denote by Z[ǫ] = Z[x]/x2 the ring of dual integers and by S[ǫ] = S×ZZ[ǫ]. If
G/S is S–group space (i.e. an algebraic space in groups, called group algebraic space
over S in [St, Tag043H]) we denote by Lie(G) the S–functor defined by Lie(G)(T ) =
ker
(
G(T [ǫ]) → G(T )
)
. This S-functor is a functor in Lie OS-algebras, see [SGA3,
II.4.1] or [D-G, II.4.4]. More facts are collected in Appendix 8.2.
(d) IfG/S is an affine smooth S–group scheme, we denote by TorsG(S) the groupoid
of (right) G–torsors over S and by H1(S,G) the set of isomorphism classes of G–
torsors (locally trivial for the étale topology), we have a classifying map TorsG(S)→
H1(S,G), E 7→ [E].
2. The case of tori
Lemma 2.1. Let X be a scheme and let T be a X–torus. Assume that T is split by
a finite étale cover of degree d. Then dH1(X, T ) ⊆ H1Zar(X, T ).
Proof. Let f : Y → X be a finite étale cover of degree d which splits T , that is
TY ∼= Grm,Y . According to [C-T-S2, 0.4], we have a norm map f∗ : H
1(Y, T ) →
H1(X, T ) such that the composite H1(X, T )
f∗
−→ H1(Y, T )
f∗
−→ H1(X, T ) is the multi-
plication by d. We claim that f∗
(
H1(Y, T )
)
⊆ H1Zar(X, T ). Let x ∈ X. Then Vx =
Spec(OX,x)×X Y is a semi-local scheme so that Pic(Vx) = 0 [B:AC, Chap. 2, Sect. 5,
No. 3, Proposition 5]. Since T is split over Vx, H
1(Vx, T ) = 0. Since the construction
of the norm commutes with base change, we get that
(
f∗
(
H1(Y, T )
))
OX,x
= 0. In
particular we have dH1(X, T ) ⊆ H1Zar(X, T ). 
Proposition 2.2. Let R be an henselian local ring of residue field κ. We denote by
p the characteristic exponent of κ and let l be a prime number distinct from p. Let X
be a proper R-scheme and let T be a X–torus.
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(1) For each i ≥ 0, the ker
(
H i(X, T )→ H i(Xκ, T )
)
is l–divisible.
(2) The kernel ker
(
H0(X, T )→ H0(Xκ, T )
)
is uniquely l–divisible.
(3) We assume that T is locally isotrivial. There exists r ≥ 0 such that pr ker
(
H1(X, T )→
H1(Xκ, T )
)
⊆ H1Zar(X, T ).
Proof. (1) We consider the exact sequence of étale X–sheaves 1→ lT → T
×l
−→ T → 1
which generalizes the Kummer sequence. It gives rise to the following commutative
diagram
H i(C, lT ) //
β1

H i(C, T )
×l
//

H i(C, T )

//H i+1(C, lT )
β2

H i(Cκ, lT ) //H
i(Cκ, T )
×l
//H i(Cκ, T ) //H
i+1(Cκ, lT ).
The proper base change theorem [SGA4, XII.5.5.(iii)] shows that β1, β2 are iso-
morphisms. By diagram chase, we conclude that ker
(
H i(C, T ) → H i(Cκ, T )
)
is
l–divisible.
(2) If i = 0, we can complete the left handside of the diagram with 0. By diagram
chase it follows that ker
(
H0(C, T )→ H0(Cκ, T )
)
is uniquely l–divisible.
(3) There exists an open cover (Ui)i=1,...,n of X and finite étale covers fi : Vi → Ui
such that TVi is split for i = 1, .., n. Let d be the l.c.m.of the degrees of the fi’s. We
write d = pre with (e, p) = 1. Assertion (1) shows that ker
(
H1(X, T )→ H1(Xκ, T )
)
is e-divisible so that ker
(
H1(X, T ) → H1(Xκ, T )
)
⊆ eH1(X, T ). Lemma 2.1 shows
that dH1(X, T ) ⊆ H1Zar(X, T ) which permits to conclude that p
r ker
(
H1(X, T ) →
H1(Xκ, T )
)
⊆ H1Zar(X, T ). 
Corollary 2.3. Suppose T quasi-splits after a Galois extension X ′/X of degree prime
to p, that is T ×X X ′ ∼= RX′′/X′(Gm) where X
′′ → X ′ is a finite étale cover. Then
ker
(
H1(X, T )→ H1(Xκ, T )
)
⊆ H1Zar(X, T ).
Proof. The theorem 90 of Hilbert-Grothendieck shows that H1Zar(X
′, T ) = H1(X ′, T ).
By corestriction-restriction it follows that [X ′ : X ]H1(X, T ) ⊆ H1Zar(X, T ). In par-
ticular we have
[X ′ : X ] ker
(
H1(X, T )→ H1(Xκ, T )
)
⊆ H1Zar(X, T ).
Since [X ′ : X ] is prime with p, Proposition 2.2 yields that ker
(
H1(X, T )→ H1(Xκ, T )
)
⊆
H1Zar(X, T ). 
Corollary 2.4. Suppose char(k) = 0. Then ker
(
H1(X, T )→ H1(Xκ, T )
)
⊆ H1Zar(X, T ).
LOCAL TRIVIALITY 5
3. Infinitesimal Kneser-Tits problem
Let R be a commutative ring and let G be a reductive R–group scheme. Let P
be a strictly proper R–parabolic subgroup of G (it means each projection of P on a
semisimple quotient of G is proper) and assume that P admits Levi subgroups. Let
P− be an opposite R–parabolic subgroup to P . We denote by EP (R) the subgroup
of G(R) which is generated by rad(P )(R) and rad(P−)(R). It does not depend on
the choice of P− [P-S, §1]. We denote by G+,P (R) the normal R–subgroup of G(R)
generated by rad(P )(R) and rad(P−)(R) or equivalently by EP (R). The quotient
groupWP (R,G) = G(R)/G
+,P (R) is called the Whitehead group of G/R with respect
to P .
Remark 3.1. If R is a field, EP (R) does not depend on the choice of P and the group
EP (R) = G
+,P (R) is denoted by G+(R) [B-T, prop. 6.2]. If for each s ∈ Spec(R)
each semisimple quotient of Gs is of relative rank ≥ 2, then EP (R) does not depend
of the choice of P and G+,P (R) is denoted by G+(R).
The next statements 3.2, 3.5, 3.6 are variations of a result of Borel-Tits on the
Whitehead groups over local fields [B-T, prop. 6.14].
Lemma 3.2. Let U = rad(P ) and denote by U ′ ⊂ U the last R–subgroup scheme of
Demazure’s filtration [SGA3, XXVI.2.1]. Let s1, . . . , sn be points of Spec(R) whose
residue fields are infinite or finite of characteristic 6= 2. We assume that G is semisim-
ple and let f : Gsc → G be the universal cover. Assume that ker(f) is smooth.
(1) There exist g1, . . . , gm ∈ G
+,P (R) such that the product map
h : U ′
m → G, (u1, . . . , um) 7→
g1u1 . . .
gmum
is smooth at (1, ..., 1)sj for j = 1, ..., n.
(2) If R is semilocal, the map dh : Lie(U ′)(R)m → Lie(G) is onto.
This requires a variation on a statement of Riehm on proper subalgebras of Cheval-
ley Lie algebras [R, §2, Lemma].
Lemma 3.3. Let G be a semisimple group defined over a field F .
(1) Suppose that the characteristic of F is not 2 and that G is split and almost
simple. Let L be a Lie subalgebra of Lie(G) which is G(F )-stable and contains a long
root element (i.e. associated to some long root). Then L = Lie(G).
(2) Suppose that G is simply connected. Let P be a strictly proper parabolic subgroup
of G and put U = rad(P ). We denote by U ′ ⊂ U the last F–subgroup of Demazure’s
filtration [SGA3, XXVI.1.2], which is a vector F–group scheme.
Then Lie(G) is the unique Lie F–subalgebra of Lie(G) containing Lie(U ′) and which
is stable under the adjoint action of G.
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Proof. (1) Since roots of maximal length are conjugated under the Weyl group and
since maximal split tori of G are G(F )-conjugated, it follows that all long root ele-
ments are G(F )–conjugated. It follows that L contains all long root elements. Ac-
cording to [C-S-U-W, prop. 3.3], we conclude that L = Lie(G).
(2) Without loss of generality we can assume that F is algebraically closed and that
G is almost simple. Let B be a Borel subgroup of P and let T be a maximal F–torus
of B. Let Umax be the root subgroup attached to the maximal root of Φ(G, T ) for
the order defined by B. Then Umax ⊂ U ′. Now let L be a Lie subalgebra of Lie(G)
which contains Lie(U ′) and is stable under the adjoint action of G. If char(k) 6= 2
statement (1) shows that L = Lie(G) since L contains Lie(Umax).
It remains to discuss the characteristic two case. The argument of (1) shows that
L contains all long root elements. The proper G-submodules of Lie(G) are listed in
[C-G-P, lemma 7.1.2]. Assume that L ( g = Lie(G). Let t be a Cartan subalgebra
of g = Lie(G), up to conjugacy, we have that L ⊂ t ⊕ g< where g< is generated by
eigenspaces attached to short roots. Then g> ∩L = 0 which contradicts the fact that
L contains all long root elements. 
We proceed now to the proof of Lemma 3.2.
Proof. Without loss of generality, we can assume that G and P are of constant type.
The hypothesis implies that Gsc → G is étale and then reduces to the simply con-
nected case. Let sj be one of the point.
Case κ(sj)-infinite. According to Lemma 3.3.(2), Lie(G)(κ(sj)) is the only subspace
of Lie(G)(κ(sj)) containing Lie(U
′)(κ(sj)) and stable under the adjoint action of
Gκ(sj). Since G
+(κ(sj)) is Zariski dense in Gκ(sj), it follows that there exists g1,j, . . . ,
gmj ,j ∈ G
+(κ(sj)) such that Lie(G)(κ(sj)) is generated by the
gi,jLie(U ′)(κ(sj)).
Case κ(sj) finite. According to Lemma 3.3.(1), Lie(G)(κ(sj)) is the only subspace of
Lie(G)(κ(sj)) containing Lie(U
′)(κ(sj)) and stable under G(κ(sj)). The group Gκ(sj)
is quasi-split so that G+(κ(sj)) = G(κ(sj)) [T, §1.1.2]; it follows that there exists g1,j,
. . . , gmj ,j ∈ G
+(κ(sj)) such that Lie(G)(κ(sj)) is generated by the
gi,jLie(U ′)(κ(sj)).
We gather now both cases.
Claim 3.4. The map G+,P (R)→
∏
j G
+,P (κ(sj)) is onto.
Let P− be an opposite parabolic subgroup scheme of P and let U− be its unipotent
radical. Since G+,P (R) (resp. each G+,P (κ(sj))) is generated by U(R) and U
−(R),
it is enough to show the surjectivity of U(R) →
∏
j U(κ(sj)). According to [SGA3,
XXVI.2.5], there exists a f.g. locally free R–module E such that U is isomorphic to
W(E) as R-scheme. SinceW(E)(R) = E maps onto
∏
j W(E)(κ(sj)) =
∏
j E⊗Rκ(sj),
the Claim is established.
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There are g1, . . . , gm ∈ G(R) such that Lie(G)(κ(sj)) is generated by the giLie(U ′)(κ(sj))
for j = 1, ..., n. The differential of the product map
h : U ′
m
→ G, (u1, . . . , um) 7→
g1u1 . . .
gmum
is Lie(U ′)m → Lie(G), (x1, . . . , xm) 7→ g1x1 . . . gmxm. It is onto by construction and
we conclude that h is smooth at (1, ..., 1)sj for j = 1, ..., n.
(2) We assume that R is semilocal with maximal ideals m1, . . . ,mt. Then J = m1 ∩
· · ·∩mt is the Jacobson radical of R and R/J ∼= R/m1×. . . R/mt. Statement (1) shows
that the map dh : Lie(U ′)(R)m → Lie(G)(R) is surjective modulo mi for i = 1, .., t
so is surjective modulo J . Since Lie(G)(R) is finitely generated, Nakayama’s lemma
[Ks, II.4.2.3] enables us to conlude that dh is onto.

The two next statements will not be used in the paper but are applications of
Lemma 3.2 to the rigidity of Whitehead groups. Let I be an ideal of R satisfying
I2 = 0 and consider the exact sequence ([D-G, proof of II.5.2.8] or Lemma 8.3.(2))
1→ Lie(G)(R)⊗R I
e?
−→ G(R)→ G(R/I)→ 1.
Lemma 3.5. The sequence
Lie(G)(R)⊗R I → G(R)/G
+,P (R)→ G(R/I)/G+,P (R/I)→ 1
is exact.
Proof. We are given an element g ∈ G(R) whose reduction in G(R/I) belongs to
G+,P (R/I). Since the maps G(R) → G(R/I) and rad(P±)(R) → rad(P±)(R/I)
are onto, it follows that G+,P (R) → G+,P (R/I) is onto. Therefore we have g ∈
e
(
Lie(G)(R)⊗RI
)
G+,P (R). This shows the exactness. 
Proposition 3.6. We assume that R is semilocal with infinite residue fields and I
an ideal of R with I2 = 0. Assume that G is semisimple and let f : Gsc → G
be the universal cover. Assume that ker(f) is smooth. The map G(R)/G+,P (R) →
G(R/I)/G+,P (R/I) is an isomorphism.
Proof. Let s1, . . . , sn be the closed points of Spec(R). We have to show the inclusion
e
(
Lie(G)(R)⊗RI
)
⊂ G+,P (R). Lemma 3.2 provides elements g1, . . . , gm ∈ G(R) such that
the product map h : U
′m → G, (u1, . . . , ul) 7→ g1u1 . . . gmum is smooth at (1, ..., 1)sj
for j = 1, ..., n. Nakayama lemma shows that dh : Lie(U ′)(R)m → Lie(G)(R) is onto.
By construction we have e
(
dh
(
Lie(U
′
)(R)m⊗RI
))
⊆ G+,P (R). Thus e
(
Lie(G)(R)⊗RI
)
⊆
G+,P (R) as desired. 
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4. Moduli stack of G–torsors
4.1. Setting. Let S be a noetherian separated base scheme. Let p : C → S be
a projective flat relative curve (that is all geometric fibers are algebraic curves).
We assume that C is integral and that the map OS → p∗(OC) is universally an
isomorphism. This implies that p is cohomologically flat in dimension zero, that the
formation of p∗OC commutes with base change. We recall that p is cohomologically
flat in degree 1 for each S–flat coherent sheaf F over C [I, 8.3.11.1]; it means that
the formation of R1p∗F commutes with base change.
Let G be a smooth affine group scheme over C. We assume that G admits a linear
representation i : G → GL(E) where E is a locally free coherent sheaf of constant
rank such that
(I) i is a closed immersion;
(II) the fppf sheaf GL(E)/G is representable by an affine C–scheme.
Note that the smoothness of GL(E) implies that GL(E)/G is smooth [SGA3,
VIB.9.2]. Also this assumption is satisfied for example if G is a semisimple group
scheme [Ma, prop. 3.2].
Lemma 4.1. Let Y be an S-scheme and let P,Q be two G-torsors over CY . Then
the fppf Y –sheaf
Y ′ 7→ IsomGC
Y ′
(
PCY ′ , QCY ′
)
is representable by a Y -scheme Isom♭(P,Q) which is affine of finite presentation.
Proof. Since the GY –torsors P and Q are locally isomorphic over CY to GCY with
respect to the étale topology, the faithfully flat descent theorem shows that the CY –
functor
D 7→ IsomG×CD
(
P ×CY D,Q×CY D
)
is representable by an affine smooth CY –scheme IsomG(P,Q). The Y –functor
Y ′ 7→ IsomGC
Y ′
(
PCY ′ , QCY ′
)
is nothing but
∏
CY /Y
(IsomG(P,Q)/CY ). According to Grothendieck [FGA, TDTE,
§C.2], the functor
∏
CY /Y
(IsomG(P,Q)/CY ) is representable by a Y –scheme. We denote
by Isom♭(P,Q) the relevant Y -scheme. It is actually affine over Y by the argument of
[Hd1, §1.4]. Since the global section functor is locally of finite presentation, we have
that Isom♭(P,Q) is of finite presentation. 
For each S–scheme Y , we denote by BunG(Y ) = TorsG(CY ) the groupoid of CY -
torsors under GCY . This defines a S-stack. The following extends partially [He1,
prop. 1]. It is based on the crucial case of GLn and use of a dévissage method due to
Sorger [So, §3.6].
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Proposition 4.2. The S–stack BunG is a smooth (quasi-separated) algebraic stack
locally of finite type.
Proof. We shall firstly establish that the stack BunG is algebraic. In the GLn-case, the
stack BunGLn is that of locally free coherent modules of rank n denoted by F ibC/S,n.
It is algebraic locally of finite type [L-M-B, th. 4.6.21].
The next case is that of GL(E) for E locally free of rank n. We denote by P =
Isom(OnC , E) the associated GLn–torsor over C. Since GL(E) = P ∧
GLn GLn is the
twist of GLn by P , twisting by P provides an isomorphism of stacks BunGLn → BunG,
so that BunG is an algebraic stack locally of finite type according to the preceding case.
For the general case, the representation i : G→ GL(E) gives rise to a 1-morphism of
S–stacks ϕ : BunG → BunGL(E).
Claim 4.3. The morphism ϕ is representable.
We are given a S-scheme U and a morphism η : U → BunGL(E), that is a GL(E)–
bundle Fη over CU . We consider the S-stack Bη = U ×BunGL(E) BunG. On the other
hand, we consider the fppf sheafMη = Fη∧(GL(E)/G); it is representable by an affine
U–scheme of finite presentation by faithfully flat descent. We denote by q : Fη → Mη
the quotient map, this is a G–torsor.
Let V be a U–scheme. Then Bη(V ) is the groupoid of pairs (P, α) where P is a
G–torsor over V and α : P ∧G GL(E)
∼
−→ Fη,V is an isomorphism of GL(E)–torsors.
Each point m ∈ Mη(CV ) defines the G–torsor Pm = q−1(m) and a trivialization
αm : Pm ∧G GL(E)
∼
−→ Fη,V given by (p, f) 7→ im(p)f (where im : Pm → Fη,V is
the obvious embedding). We get then a morphism of U -stacks j :
∏
CU/U
Mη → Bη.
The point is that the U–functor
∏
CU/U
Mη is representable by a V –scheme [FGA,
TDTE, §C.2] which is affine of finite presentation. Since the groupoid
∏
CU/U
(Mη) is
equivalent to Bη(V ) for each V [Gd, III.2.1], we have shown that ϕ is representable.
According to [St, 86.15.4, Tag 05UM], the Claim implies that BunG is an algebraic
stack. To show the smoothness, we can use the criterion of formal smoothness [He2,
2.6] (or [St, §98.8, Tag 0DNV]). We are given a S–ring R which is local Artinian with
maximal ideal m such that m2 = 0 and a G-torsor P0 over C0 = C ×S R/m. We
put G0 = GC0 and denote by H0 = P0 ∧
G0 G0 the twisted group scheme over C0.
According to [I, th. 2.6], the obstruction to lift P0 in a G-torsor over C×SR is a class
of H2
(
C0,Lie(H0)⊗OC0 m
)
. But R/m = κ is a field and C0 is of dimension 1 so that
this group vanishes according to Grothendieck’s vanishing theorem [Ha, III.2.7]. The
formal smoothness criterion is satisfied so that the algebraic stack BunG is smooth.
It remains to show that BunG is locally of finite type. We take an atlas η : U →
BunGL(E) where U is smooth locally of finite type (and quasi-separated). Since Bη →
BunG is an atlas and Bη → U is affine of finite presentation, Bη is locally of finite type
over S (and quasi-separated). We conclude that BunG is locally of finite type. 
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4.2. The tangent stack. We consider now the tangent stack T (BunG/S) [L-M-B,
§17] which is algebraic (loc. cit., 17.16). By definition, for each S–scheme Y , we
have T (BunG/S)(Y ) = BunG(Y [ǫ]) where Y [ǫ]) = Y ×Z Z[ǫ]. It comes with two
1–morphisms
τ : T (BunG/S)→ BunG
and σ : BunG → T (BunG/S).
Remark 4.4. We can consider the smooth-étale site on BunG and the quasi–coherent
sheaf Ω1
BunG/S
; its associated generalized vector bundle V(Ω1
BunG/S
) is an algebraic S-
stack. There is a canonical 1-isomorphism between T (BunG/S) and V(Ω
1
BunG/S
) (loc.
cit., 17.15). We shall not use that fact in the paper.
Our goal is the understanding of the fiber product of S–stacks
Tb = T (BunG/S)×BunG S
where b : S → BunG corresponds to the trivial G–bundle G over C. According
to [L-M-B, 2.2.2], for each S–ring B, the fiber category Tb(B) has for objects the
couples (F, f) where F is a GCB [ǫ]–torsor and f : GCB
∼
−→ F ×CB[ǫ] CB is a trivi-
alization of GCB–torsors; an arrow (F1, f1) → (F2, f2) is a couple (H, h) where H :
F1
∼
−→ F2 is an isomorphism of GCB[ǫ]–torsors and h ∈ G(CB) with the compatibility(
H ×CB[ǫ] CB
)
◦ f1 = f2 ◦ h.
4.3. Relation with the Lie algebra. We consider theWeil restrictionG′ =
∏
C[ǫ]/C G,
this is an affine smooth C–group scheme [C-G-P, A.5.2]. It comes with a C–group
homomorphism j : G → G′ and with a C[ǫ]-group homomorphism q : G′ ×C C[ǫ] →
G×S S[ǫ].
We consider the functor Φ between the categories of G′-torsors over C and that of
G–torsors over C[ǫ] defined by the assignment E ′ 7→ q∗
(
E ′ ×C C[ǫ]
)
.
For each affine open subset V of C, the map H1(V,G
′
)→ H1(V [ǫ], G) is bijective
[Gd, VII.1.3.2] so that each G–torsor over C[ǫ] is trivialized by an étale cover of C
extended to C[ǫ]. According to [SGA3, XXIV.8.2] (see also [Gd, III.3.1.1]), it folllows
that we can define the functor Ψ by the assignment F ′ 7→
∏
C[ǫ]/C
(F ′). The functors Φ
and Ψ are inverse of each others so that the groupoids TorsG′(C) and TorsG×CC[ǫ](C[ǫ])
are isomorphic. We come now to Lie algebra considerations. By definition of the Lie
algebra, the C–group G′ fits in an exact sequence of C–group schemes
0→W(Lie(G))
e?
−→ G′
π
−→ G→ 1
where Lie(G) = ω∨G/S (see §8.2 and Remark 8.4.(a)). According to [Gd, III.3.2.1]
we have an equivalence of groupoids between TorsW(Lie(G))(C) and that of couples
(E ′, η) where E ′ is a G′–torsor over C and η : G
∼
−→ π∗E ′ is a trivialization. Taking
into account the previous isomorphism of categories, we get then an equivalence of
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groupoids between TorsW(Lie(G))(C) and that of couples (F, ξ) where F is a G–torsor
over C[ǫ] and ξ : GC → F ×C C[ǫ] is a trivialization; the morphisms are clear.
We come back now to the previous section involving a S–ring R and the morphism
b : Spec(R)→ BunG associated to the trivial G–torsor. By comparison it follows that
the fiber category Tb(R) is equivalent to TorsW(Lie(G))(C).
5. Uniformization and local triviality
5.1. Loop groups. We continue with the framework of the previous section and
assume from now on for simplicity that S = Spec(R) is affine noetherian. We deal
with a projective flat relative curve p : C → Spec(R), such that C is integral and
such that the map OS → p∗(OC) is universally an isomorphism.
Examples 5.1. We assume all previous assumptions on C → Spec(R) except the
last one and discuss the map OS → p∗(OC).
(a) If R is noetherian local, and the geometric fibers of C are reduced and connected,
then p is cohomologically flat in degree zero and the map OS → p∗(OC) is an iso-
morphism [EGAIII, 7.8.6], see also [I, Prop. 8.5.16]. Since the formation of p∗(OC)
commutes with base change, we conclude that the map OS → p∗(OC) is an universal
isomorphism.
(b) We assume in the sequel that R is a DVR with fraction field K and residue field
κ.
(b1) If CK is furthermore geometrically integral, the map OS → p∗(OC) is an isomor-
phism [L, 8.3.6].
(b2) We assume furthermore that the scheme C is normal, satisfies OS
∼
−→ p∗(OC)
and that the g.c.d. of the geometric multiplicites of the irreducible components Cκ
is prime to the characteristic exponent of κ. Then C/R is cohomologically flat in
dimension zero [Ra, Introduction].
(b3) We assume that furthermore C is normal, that CK is geometrically integral, the
g.c.d.of the geometric multiplicities of the irreducible components Cκ is prime to the
characteristic exponent of κ. By combining (b1) and (b2), we get that OS
∼
−→ p∗(OC)
and that C/R is cohomologically flat in dimension zero.
We are given a finite S–scheme D with a closed embedding s : D → C such that
(i) D is an effective Cartier divisor which is ample;
(ii) s factorizes through an affine R–subcheme V of C.
Note that (i) implies that the open complement V ′ = C \D is affine over S. Let
V = Spec(A), V ′ = Spec(A′) and V ∩V ′ = Spec(A♯); this intersection is affine because
the morphism C → S is a separated [St, 25.21.7.(1), Tag 01KP]. We denote by I ⊂ A
the ideal defining D. We consider the completed ring Â := ÂI = lim←−nA/I
n. We need
some basic facts from commutative algebra (see [B:AC, III.4.3, th. 3 and prop. 8] for
(a) and (b)).
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(a) Â is noetherian and flat over A.
(b) The assignment m 7→ mÂ provides a correspondence between the maximal ideals
of A containing I and the maximal ideals of Â;
(c) If R is semilocal so is Â.
If R is local, the finite R–algebra A/I is semilocal so we get (c) from (b).
We recall that G is a smooth affine group scheme over C, it admits a linear repre-
sentation i : G→ GL(E) where E is a locally free coherent sheaf of constant rank such
that i is a closed immersion and such that the fppf sheaf GL(E)/G is representable by
an affine C–scheme. We consider the following R–functors defined for each R–algebra
B by:
(1) L+G(B) = G
(
̂(A⊗R B)I⊗RB
)
;
(2) LG(B) = G
(
̂(A⊗R B)I⊗B ⊗A A♯
)
.
Example 5.2. (a) The simplest example of our situation is C = P1R = V
′ ∪ V =
Spec(R[t])∪ Spec(R[t−1]) and for D the point 0 of C. In this case, we have A = R[t],
I = tA, A♯ = R[t, t
−1] and Â = R[[t]]. For each R–algebra B, we have ̂(A⊗R B)I⊗B =
B[[t]] and ̂(A⊗R B)I⊗RB ⊗A A♯ = B[[t]] ⊗R[t] R[t, t
−1] = B[[t]][1
t
]. The standard
notation for the last ring is B((t)).
5.2. Patching. For simplicity we assume that S = Spec(R) where R is a noetherian
ring. If we are given a R–ring B (not necessarily noetherian), we need to deal with the
rings ̂(A⊗R B)I⊗B and
̂(A⊗R B)I⊗B ⊗A A♯. As pointed out by Bhatt [Bh, §1.3], the
Beauville-Laszlo theorem [B-L] states that one can patch compatible quasi-coherent
sheaves on Spec( ̂(A⊗R B)I⊗B) and V
′
B to a quasi-coherent sheaf on CB, provided the
sheaves being patched are flat along Spec(B/IB). In particular the square of functors
C(CB) //

C
(
̂(A⊗R B)I⊗B
)

C(V ′B) // C
(
̂(A⊗R B)I⊗B ⊗A A♯
)
is cartesian where C(X) stands for the category of flat quasi-coherent sheaves over
the scheme X (resp. the category of flat affine schemes over X). Note that if the ring
B is noetherian, Ferrand-Raynaud’s patching [F-R] (see also [M-B]) does the job.
Proposition 5.3. (1) The square of functors
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TorsG(CB) //

TorsG
(
̂(A⊗R B)I⊗B
)

TorsG(V
′
B)
// TorsG
(
̂(A⊗R B)I⊗B ⊗A A♯
)
is cartesian.
(2) The S–functor LG is isomorphic to the functor associating to each R–ring B the
G–torsors over CB together with trivializations on V
′
B and on Spec(
̂(A⊗R B)I⊗B).
Proof. (1) Since G is affine and flat over C, it is a formal corollary of the patching
statement.
(2) Let C(B) be the the category of G–torsors over CB together with trivializations on
V ′B and on Spec(
̂(A⊗R B)I⊗B). An object of C(B) is a triple (E, f1, f2) where E is a
GCB–torsor, f1 : GV ′B
∼
−→ EV ′B and f2 : G ̂(A⊗RB)I⊗B
∼
−→ E ̂(A⊗RB)I⊗B
are trivializations.
An element g ∈ LG(B) = G
(
̂(A⊗R B)I⊗B ⊗A A♯
)
gives rise to the right translation
(GV ′B) ̂(A⊗RB)I⊗B⊗AA♯
∼
−→ (G ̂(A⊗RB)I⊗B
) ̂(A⊗RB)I⊗B⊗AA♯
.
It defines aGC–torsorEg with trivializations f1 and f2 on V
′
B and on Spec(
̂(A⊗R B)I⊗B).
We get then a morphism Φ : LG(B)→ C(B).
Conversely let c = (T, f1, f2) be an object of C(B). Then the map f
−1
1 f2 :
G ̂(A⊗RB)I⊗B⊗AA♯
→ G ̂(A⊗RB)I⊗B⊗AA♯
is an isomorphism of G–torsors hence is the right
translation by an element g = Ψ(c) ∈ G
(
̂(A⊗R B)I⊗B ⊗A A♯
)
. The functors Φ and
Ψ provide the desired isomorphism of functors. 
Continuing with the R-ring B, we have a factorization
LG(B)
p
//

BunG(B)
class map

cG(B) := G(V
′
B) \LG(B) / L
+G(B)
p
//H1(CB, G).
The map p is called the uniformization map. Proposition 5.3.(2) implies that the
bottom map induces a bijection
(∗) cG(B)
∼
−→ ker
(
H1(CB, G)→ H1(V ′B, G)×H
1
(
̂(A⊗R B)I⊗RB, G
))
.
5.3. Link with the tangent space. Our goal is to differentiate the mapping p :
LG→ BunG. Let B be a R–algebra and consider the map
p : LG(B[ǫ])→ BunG(B[ǫ]).
14 P. GILLE, R. PARIMALA, AND V. SURESH
We have ̂(A⊗R B[ǫ])I⊗RB[ǫ] =
(
̂(A⊗R B)I⊗B
)
[ǫ] so that LG(B[ǫ]) = G
((
̂(A⊗R B)I⊗B ⊗A A♯
)
[ǫ]
)
.
We consider the commutative diagram of categories1
0 //Lie(G)
((
̂(A⊗R B)I⊗B ⊗A A♯
))
//G
((
̂(A⊗R B)I⊗B ⊗A A♯
)
[ǫ]
)

//G
((
̂(A⊗R B)I⊗B ⊗A A♯
))

LG(B[ǫ]) //

LG(B)

BunG(B[ǫ]) //BunG(B)
where the first line is the exact sequence defining the Lie algebra. By considering the
fiber at the trivial G–torsor b ∈ BunG(B), we get then a functor
p ◦ e : Lie(G)
(
̂(A⊗R B)I⊗B ⊗A A♯
)
→ Tb(B).
Since Lie(G)
(
̂(A⊗R B)I⊗B ⊗A A♯
)
= W(Lie(G))
(
̂(A⊗R B)I⊗B ⊗A A♯
)
we have a
R–functor
dp : LW(Lie(G))→ Tb.
We use now the equivalence of categories between Tb(B) and TorsW(Lie(G))(CB) (cf.
4.3) and get the following compatibility with the classifying maps
LW(Lie(G))(B) //
dp

W(Lie(G))(V ′B) \LW(Lie(G))(B) / L
+
W(Lie(G))(B) //H1(CB,W(Lie)(G)).
Tb(B)
class map
00❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜❜
We observe that theW(Lie(G))–torsors over affine schemes are trivial so that the top
right map is an isomorphism according to the fact (∗) above. AlsoH1(CB,W(Lie(G))) =
H1
(
CB,W(Lie(G))
)
identifies with the coherent cohomology of theOS–module Lie(G)
[Mn, prop. III.3.7].
5.4. Heinloth’s section. This statement is a variation over a local henselian noe-
therian base of a result due to Heinloth when the residue field is algebraically closed
[He1, cor. 8].
Proposition 5.4. Assume that S = Spec(R) with R local noetherian henselian with
residue field κ infinite (resp. finite of characteristic 6= 2). We assume that G is
semisimple and that its fundamental group is smooth over C. We assume that GDκ
admits a strictly proper parabolic Dκ–subgroup (resp. is split).
1 With the convention that a set defines a groupoid [St, 4.2.7, Tag 001A].
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(1) There exists a map F : AnR → LG such that the composite
f : AnR
F
−→ LG
p
−→ BunG
is a map of stacks, maps 0R to the trivial G–torsor b and such that
df0R : R
n → TBunG,b(R)
is essentially surjective. Furthermore there exists a neighborhood N of 0κ in AnR such
that f|N is smooth.
(2) Let E be a G–bundle over C such that E ×C Cκ is trivial. Then E is trivial on
V ′.
Proof. (1) We proceed first to the case of infinite residue field. The proof goes by
a differential argument. The R–module H1(C,Lie(G)) is finitely generated over R
[Ha, III.5.2] and we lift a generating family of H1(C,Lie(G)) to a family of elements
Y1, . . . , Yr of Lie(G)
(
Â ⊗A A♯
)
. We have noticed that Â is a semilocal noether-
ian ring (Ex. 5.2.(b)). We want now to apply Lemma 3.2 to GÂ with respect to
the closed points of Spec(Â). Since the scheme of parabolic groups of G is smooth
[SGA3, XXVI.3.5], the Hensel lemma shows that GD admits a strictly proper par-
abolic D–subgroup scheme. The same argument shows that GÂ admits a strictly
proper parabolic Â–subgroup scheme P . We put U = rad(P ), it is a smooth affine
Â–group scheme. We denote by U ′ its last R-subgroup scheme of Demazure’s fil-
tration [SGA3, XXVI.2.1]. Lemma 3.2 provides elements g1, . . . , gm ∈ G+,P (Â) such
that the product map
h : U ′
m → G, (u1, . . . , um) 7→
g1u1 . . .
gmum
induces a surjective differential
dh : Lie(U ′)m(Â) → Lie(G)(Â), (X1, ..., Xm)→
g1X1 + · · ·+
gmXm.
In other words we have
Lie(G)(Â) = g1Lie(U ′)(Â) + g2Lie(U ′)(Â) + . . . + gmLie(U ′)(Â)
so that (using the identity of Lemma 8.3.(2))
Lie(G)(Â⊗A A♯) = Lie(G)(Â)⊗A A♯
= g1Lie(U ′)(Â)⊗A A♯ +
g2Lie(U ′)(Â)⊗A A♯ + . . . +
gmLie(U ′)(Â)⊗A A♯.
We can write
(∗∗) Yi =
∑
j=1,...,m
ci,j
gjZi,j
where Zi,j ∈ Lie(U ′)(Â) and ci,j ∈ Â⊗A A♯ for each j.
Since U ′ is a Â–vector group scheme, there is a canonical identification exp :
W(Lie(U ′))
∼
−→ U ′, X 7→ exp(X). We consider the polynomial ring B = R[ti,j ]
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where i = 1, .., r, j = 1, ..., m. We consider the map of R–functors F : ArmR → LG
defined by the element∏
i=1,..,r,j=1,...,m
giexp
(
ti,j ci,j Zi,j
)
∈ G
(
̂(A×R B)I⊗RB ⊗A A♯
)
= LG(B)
where we can take for example the lexicographic order. It induces a R–map
f : ArmR → BunG of stacks mapping 0R to the trivial G–bundle. Taking into ac-
count the last compatibility of §5.3 , its differential at 0R
df : Rrm → Tb(R)
factorizes through LW(Lie(G))(B). More precisely we have a commutative diagram
Rrm
h
//
df0

LW(Lie(G))(R) //
dp
uu❧❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
❧
H1(C,Lie(G))
Tb(R)
class map
22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
where h maps the basis element ei,j ∈ Rrm to ci,j gjZi,j in LW(Lie(G))(R). We take
into account the identity (∗∗). By R–linearity, the image of Rmr → H1(C,Lie(G))
contains all Yi’s. Since the Yi’s generate the R-module H
1(C,Lie(G)), we conclude
that df0 is essentially surjective.
The formation of R1p∗Lie(G) commutes with base change, we have an isomorphism
H1(C,Lie(G))⊗R κ
∼
−→ H1(C0,Lie(G)) so that df0,k : kmr → H1(C0,Lie(G)) is onto
as well.
It follows that f is smooth locally at 0κ according to the Jacobian smoothness
criterion 8.5 stated in the appendix. Thus there is N as claimed in the statement.
In the finite residue field case, our assumption is stronger so that we can assume
that GD is split so that GÂ admits a strictly Borel Â–subgroup scheme B. Then
Lemma 3.2 still work and the proof is verbatim the same.
(2) We see E as an object of BunG(R) and consider the fiber product
N
f
//BunG
Y
π
//
OO
Spec(R).
E
OO
Then Y is an R–algebraic space [O, 8.16] which is smooth over R. Since BunG is
quasi-separated over Spec(R), f is quasi-separated (use [St, 92.3, Tag 04XB]). By
base change, it follows that π is quasi-separated. Since f(0κ) is the trivial bundle
which is in the image of E restricted κ, Y (κ) 6= ∅. Hence by Hensel Lemma 8.1 for
algebraic spaces shows that Y (R) 6= ∅. It follows that there exists u ∈ N (R) which
maps to E. Since the map N → BunG factorizes through LG, we conclude that the
G-torsor E is trivial on V ′. 
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Remark 5.4.1. As pointed out by Gabber, one can use the usual Hensel lemma in
the proof of Proposition 5.4. In the proof, let Q be the G-torsor over CN defined
by f : N → BunG. The point is that the algebraic space Y is representable by the
N –scheme Isom♭(Q,EN ) defined in Lemma 4.1 which is affine of finite presentation.
6. Proof of the main result
We need two auxiliary lemmas. The use of Poonen’s result in the proof of the
following lemmas was brought to our notice by Moret-Bailly.
Lemma 6.1. Let F be a field. Let X be an irreducible F -scheme of finite type and
of positive dimension. We denote by X0 the set of closed points of X. Let Y be a
F–scheme of finite type and let f : Y → X be a smooth surjective F -morphism. Then
the set
Σf (X) =
{
x ∈ X0 | Yx(F (x)) 6= ∅
}
is Zariski dense in X.
Proof. We consider the subset
Σ =
{
y ∈ Y0 | F (y) = F (f(y))
}
.
Poonen’s theorem on “Points having the same residue field as their image” implies that
f(Σ) is Zariski dense in X [P, Th. 1 and remark before Cor. 2]. Since f(Σ) ⊆ Σf (X),
we conclude that Σf (X) is Zariski dense in X. 
Lemma 6.2. Let F be field. Let X be an irreducible F -scheme of finite type and
of dimension ≥ 1. Let X0 be the set of closed points of X. Let H be a semisimple
X–group scheme. Then the set
X(s) =
{
x ∈ X0 | HF (x) is split
}
is Zariski dense in X.
Proof. We consider the X–scheme Y = Isom(G0, G) (where G0 is the Chevalley form
of G) which is affine smooth over X [SGA3, XXIV.1.9]. Lemma 6.1 applied to Y → X
yields that X(s) is dense in X. 
We can proceed to the proof of Theorem 1.1.
Proof. We assume first that κ is infinite or of characteristic 6= 2. Let Θ be set of
irreducible components of Cκ and denote by C
θ
κ the component attached to θ ∈ Θ.
Lemma 6.2 provides two fully distinct families of closed points (cθ1)θ∈Θ and (c
θ
2)θ∈Θ of
Cκ such that Gcθi is a split semisimple κ(c
θ
i )–group for i = 1, 2 and each θ ∈ Θ.
(1) Case (I). For each θi, there exists a finite local R-extension R
θ
i whose residue field
is κ(cθi ) [B:AC, IX.37.2]. Since R is henselian, R
θ
i is henselian as well [St, 10.148.4,
Tag 04GH]. Since C is smooth over R, Hensel lemma applies to C ×R R
θ
i shows
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that each cθi lifts in a closed R–subscheme D
θ
i → C which is finite over R. We put
Di =
⊔
θ∈Θ
Dθi for i = 1, 2. Since C is projective over R and Di is semilocal, Di is a
closed R–subscheme of an affine open R–subscheme of C. We claim that the scheme
C \Di is affine for i = 1, 2.
Since Di,κ is an ample divisor of the curve Cκ, Di is an ample divisor of C and
hence C \ Di is affine for i = 1, 2 [EGAIII, 4.7.1]. The group G × Di,κ admits a
Borel subgroup (resp. is split) for i = 1, 2. Now let E be a G-torsor over C such that
E ×C Cκ is trivial. Proposition 5.4.(2) shows that E|C\Di is trivial for i = 1, 2. Since
C = (C \D1) ∪ (C \D2), we conclude that the G–torsor E is locally trivial for the
Zariski topology.
Case (II). In this case R is a henselian DVR. Lemma 6.2.(1) (resp. 6.2.(2)) provides
two fully distinct families of closed points (cθ1)θ∈Θ and (c
θ
2)θ∈Θ of Cκ such that Gcθi
is a split semisimple κ(cθi )–group for i = 1, 2 and for each θ ∈ Θ. According to [L,
§8.3, lemma 3.35], there exists an effective Cartier “horizontal” divisor Dθi of C (note
it is finite over S) such that Cκ ∩ Supp(Dθi ) = c
θ
i for each θ ∈ Θ and i = 1, 2. We
consider the Cartier effective divisors Di =
⊔
θ∈Θ
Dθi for i = 1, 2, Di is finite over S.
The argument of case (I) shows that C \Di is affine and that Di embeds in an affine
R–subscheme of C. Since Gκ(ci) admits a Borel subgroup (resp. is split), we have
that G×Di,κ is split for i = 1, 2 by using the smoothness of the scheme Isom(G0, G)
(where G0 is the Chevalley form of G). Repeating verbatim the argument of Case (I)
finishes the proof.
(2) We apply (1) to the twisted R–group scheme EG.
It remains to explain the case when κ is finite of characteristic 2. The point is that
there is a wide freedom in the points cθi which can be chosen of arbitrary large degree
over F2 so that Lemma 3.3.(2) holds for the κ(c
θ
i ) and Lemma 3.2 holds as well. By
inspection of the proof, it follows that Theorem 1.1 holds also in this case. 
Remark 6.3. In the proof of (1), an important step is the construction of the divisor
D such that D is finite étale over R and GD is split. Though our contruction is quite
different, a similar argument has been used by Panin and Fedorov in their proof of
Grothendieck-Serre’s conjecture [F-P, prop. 4.1].
We have the following refinement which answers a question of Olivier Benoist.
Theorem 6.4. Under the assumptions of Theorem 1.1 we deal with the smooth case
(I) and assume that the C–group scheme is semisimple simply connected. Let E be a
G-torsor over C. Then the following are equivalent:
(i) The G–torsor E is locally trivial for the Zariski topology;
(ii) The GCκ–torsor ECκ is locally trivial for the Zariski topology.
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Proof. The implication (i) =⇒ (ii) is obvious. Conversely we assume that ECκ is
locally trivial for the Zariski topology. Then there exists V , D, etc.. as in §5 such
that the G–torsors EV ′κ and EDκ are trivial.
Claim 6.5. The G–torsor ECκ extends to a G–torsor F whose restrictions to V
′ and
D are trivial.
We postpone the proof of the Claim. Assuming the Claim, the G–torsors E and F
are isomorphic on Cκ. Theorem 1.1.(2) shows that E and F are locally isomorphic
for the Zariski topology. It follows that EV ′ is locally trivial. By varying the choices
of D, we can find a cover of C by open subsets V ′1 , . . . , V
′
r such that EV ′i is locally
trivial for i = 1, . . . , r. Thus E is locally trivial for the Zariski topology.
For proving the Claim, we use the uniformization bijections
G(V ′)\G
(
Â⊗A A♯
)
/G
(
Â⊗A A♯
)

∼
//ker
(
H1(C,G)→ H1(V ′, G)×H1
(
Â, G
))

G(V ′κ)\G
(
Âκ ⊗A A♯
)
/G
(
Âκ ⊗Aκ A♯,κ
) ∼
//ker
(
H1(C,G)→ H1(V ′κ, G)×H
1
(
Âκ, G
))
.
using the notations of §5. The GCκ–torsor Eκ arises then from an element g ∈
G
(
Âκ⊗Aκ A♯,κ
)
. Under our assumptions the ring Âκ is a product of complete DVR’s
A1×· · ·×At so that Âκ⊗AA♯ = F1×· · ·×Ft where Fi is the fraction field of Ai. We
denote by κi the residue field of Ai for i = 1, . . . , t0, . . . t and may assume that Gκi is
anisotropic for i = 1, . . . , t0 and isotropic for i = t0 + 1, . . . , t.
We write g = (g1, . . . , gt) with gi ∈ G(Fi). According to [Gi2, Lemme 4.5.(1)], we
have G(Fi) = G(Fi)
+G(Ai) for i = 1, . . . , t. We can then assume that gi belongs to
G(Fi)
+ i = 1, . . . , t (note that gi = 1 if GFi is anisotropic). Let Pi be a minimal
κi–parabolic subgroup of Gκi . This lifts in a Âκ–parabolic subgroup of P of GD.
Since the map Â→ Âκ is onto (by the Mittag-Leffler’s condition), it follows that the
map Â⊗A A♯ → Âκ⊗Aκ A♯,κ is onto. The same argument as in Claim 3.4 shows that
the map
GP,+D
(
Â⊗A A♯
)
→ GPκDκ,+
(
Âκ ⊗Aκ A♯,κ
)
=
t∏
i=1
G+(Fi)
is onto. Thus g = (gi) lifts to an element of G
(
Â ⊗A A♯
)
and the diagram above of
uniformization maps yields the Claim. 
Remarks 6.6. (a) In case (II) with G semisimple simply connected, the same argu-
ment will work provided Dκ is contained in the smooth locus of Cκ.
(b) In the case k is algebraically closed, it is well-known that G–torsors over Cκ are
locally trivial for the Zariski topology. Theorem 6.4 provides then an alternative proof
of Drinfeld-Simpson’s theorem in this case.
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Corollary 6.7. Let C → Spec(R) be as in Theorem 6.4 and assume furthermore that
R is a DVR whose residue field κ is finite. Then H1Zar(C,G) = H
1(C,G).
Proof. This follows from the fact thatH1Zar(Cκ, G) = H
1(Cκ, G). According to Harder
[Hd2], we have H1(κ(Cκ), G) = 1. Nisnevich’s theorem [N] shows that H
1
Zar(Cκ, G) =
H1(Cκ, G). 
Corollary 6.8. Let C → Spec(R) be as in Theorem 6.4 and assume furthermore that
R is a DVR. Let F be the function field of C and G a semisimple simply connected
C-group scheme. Then, the local-global principle holds for G-torsors over F with
respect to all discrete valuations arising from codimension one points of C.
Proof. Let ξ ∈ H1(F,G) which is trivial over Fv for all completions at discrete valu-
ations arising from codimension one points of C. By glueing [GP, cor. A.8], there is
an element ζ ∈ H1(U,G) which maps to ξ over F where U ⊂ C contains all points
of codimension 1. According to [C-T-S1, th. 6. 13], we have H1(C,G) = H1(U,G)
so that we an assume that U = X. Since ξ is trivial over the completion Fw of F
at the discrete valuation w associated to the special fiber of C, we claim that the
specialisation ζκ ∈ H1(Cκ, G) of ζ is generically trivial. This follows of the fact that
H1(Ow, G) injects in H
1(Fw, G) due to Bruhat-Tits (see [Gi1, I.1.2.2]). According to
Nisnevich’s theorem [N] this class is Zariski locally trivial on Cκ. Theorem 6.4 enables
us to conclude that η is Zariski locally trivial and hence ξ is trivial. 
Remarks 6.9. (a) The only case where we knew that local-global principle for G sim-
ply connected group defined over C is when GF is F -rational. In this case, Harbater,
Hartmann and Krashen established their “patching local-global principle” [H-H-K, th.
3.7] which implies our local-global principle according to [C-T-P-S, Th. 4.2.(ii)].
(b) The special case when R is the ring of integers of a p-adic field was already known
[C-T-P-S, Th. 4.8].
The case of a smooth curve defined over a field is of special interest.
Corollary 6.10. Let X be a geometrically connected smooth projective algebraic curve
defined over a field k. Let R be a local noetherian henselian k-ring and κ its residue
field. Let G be a semisimple simply connected R–group scheme.
(1) Let E be a G-torsor over XR such that E×XRXκ is locally trivial for the Zariski
topology. Then E is locally trivial for the Zariski topology.
(2) Let E, E ′ be G-torsor over XR such that E×XR Xκ is isomorphic to E×XR Xκ
locally for the Zariski topology. Then E and E ′ are locally isomorphic for the Zariski
topology.
7. Extension to reductive groups
We gather here our results in a single long statement.
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Theorem 7.1. Assume that S = Spec(R) with R local henselian noetherian of residue
field κ. Let p be the characteristic exponent of κ. Let f : C → Spec(R) = S be a flat
projective curve which is integral. Assume that one of the following holds:
(I) C is smooth with geometrically connected fibers;
(II) R is a DVR and OS → f∗OX is universally an isomorphism.
Let G be a reductive C–group scheme and consider its presentation [SGA3, XXII.6.2.3]
1→ µ→ Gsc ×C rad(G)→ G→ 1
where rad(G) is the radical C-torus of G and Gsc is the simply connected universal
cover of DG. We assume that
(i) µ is étale over C;
(ii) the C–torus rad(G) is split by a p′-Galois cover of the shape
X
π
−→ C ×S Spec(R
′)→ C
where R′/R is a connected Galois cover and π is a finite Galois cover such that the map
OS′ → g∗OX is universally an isomorphism where g = p2 ◦ π : X → S ′ = Spec(R′).
Then the following hold:
(1) Let E be a G-torsor over C such that E×C Cκ is trivial. Then E is locally trivial
for the Zariski topology.
(2) Let E, E ′ be two G-torsors over C such that E×C Cκ is isomorphic to E ′×C Cκ.
Then E and E ′ are locally isomorphic for the Zariski topology.
Proof. We consider the following commutative diagram
H1(C, µ) //

H1(C,Gsc)×H1(C, T ) //

H1(C,G) //

H2(C, µ)

H1(Cκ, µ) //H
1(Cκ, G
sc)×H1(Cκ, T ) //H1(Cκ, G) //H2(Cκ, µ),
where the horizontal lines are exact sequences of pointed sets. On the other hand, the
proper base change theorem for étale cohomology shows that the maps H i(C, µ) →
H i(Cκ, µ) are bijective for i = 1, 2 [SGA4, XII.5.5.(iii)]. By diagram chase, it follows
that the map
ker
(
H1(C,Gsc)→ H1(Cκ, G
sc)
)
× ker
(
H1(C, T )→ H1(Cκ, Tκ)
)
→ ker
(
H1(C,G)→ H1(Cκ, G)
)
is onto. The first kernel (resp. the second one) consists of Zariski locally trivial
according to Theorem 1.1 (resp. Proposition 2.2.(3) and Corollary 2.3). Thus the third
kernel consists of Zariski locally trivial. The assertion (2) follows by twisting. 
8. Appendix: Facts on smoothness
The purpose of this appendix is to provide proofs to statements for algebraic spaces
which are well-known among experts.
22 P. GILLE, R. PARIMALA, AND V. SURESH
8.1. Hensel lemma for algebraic spaces. Rydh proved several generalizations for
étale morphisms of algebraic spaces from the case of schemes [Ry, app. A] including
the Hensel lemma. Our purpose here is to prove the following variant of [EGAIV,
18.5.17].
Proposition 8.1. Let R be a henselian local ring with residue field κ. Let f : X → Y
be a smooth morphism of (quasi-separated) R–algebraic spaces. Let y ∈ Y (R) and let
x0 ∈ X(κ) with the image y0 of y by Y (R)→ Y (κ) is the image of x0 by X(κ)→ Y (κ).
Then there exists x ∈ X(R) mapping to y and x0.
Proof. Up to pull-back everything by y : Spec(R) → Y , we can assume that Y =
Spec(R). Now we use that there is an étale morphism f : U → X where U is an
affine scheme such that x0 = f(u0) for some u0 ∈ U(κ) [K, II.6.4]. By composition,
the morphism U → Y = Spec(R) is smooth and the usual Hensel lemma applies
[EGAIV, 18.5.17]. 
8.2. Lie algebra of a S-group space. Let f : X → Y be a morphism of S–algebraic
spaces. We consider the quasi-coherent sheaf Ω1X/Y on X defined in [St, 68.1.2, Tag
04CT]. Let T be a S–scheme equipped with a closed subscheme T0 defined by a
quasi-coherent ideal I such that I2 = 0. According to [O, 7.A page 167] for any
commutative diagram of algebraic spaces
T0
x0
//
 _

X
f

T
y
//
>>
Y.
if there exists a dotted arrow filling in the diagram then the set of such dotted arrows
form a torsor under HomOT0 (x
∗
0Ω
1
X/Y , I). We extend to group spaces well-known
statements on group schemes [SGA3, II.4.11.3].
Lemma 8.2. Let G be a S-group space. We denote by eG : S → G the unit point and
put ωG/S = e
∗
G
(
Ω1G/S).
(1) There is a canonical isomorphism of S–functors Lie(G)
∼
−→ V(ωG/S) which is
compatible with the OS–structure.
(2) If ωG/S is a locally free coherent sheaf, then Lie(G)
∼
−→ W(ω∨G/S). In particular
we have an isomorphism
Lie(G)(R)⊗R R
′ ∼−→ Lie(G)(R′)
for each morphism of S–rings R→ R′.
(3) Assume that G is smooth and quasi-separated over S. Then ωG/S is a finite locally
free coherent sheaf and (2) holds.
Under the conditions of (2) or (3), we denote also by Lie(G) = ω∨G/S the locally
free coherent sheaf.
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Proof. (1) Let T0 be a S-scheme and consider T = T0[ǫ]. We apply the above fact to
the morphism G → S and the points x0 = eGT0 and y : T → S the structural mor-
phism. It follows that ker
(
G(T )→ G(T0)
)
is a torsor under HomOT0 (e
∗
GT0
Ω1G/S , ǫOT0)
∼=
HomOT0 (e
∗
GT0
Ω1G/S,OT0) = HomOT0 (ω
1
G/S ⊗OS OT0 ,OT0). We have constructed a iso-
morphism of S–functors Lie(G)
∼
−→ V(ωG/S) and the compatibility of OS–structures
is a straightforward checking.
(2) If ωG/S is a locally free coherent sheaf, then Lie(G)
∼
−→ V(ωG/S)
∼
−→ W(ω∨G/S).
The next fact follows from [EGAIII, 12.2.3].
(3) According to [St, 68.7.16, Tag 0CK5], Ω1G/S is a finite locally free coherent sheaf
over G. If follows that ω1G/S is a finite locally free coherent sheaf over S.

Lemma 8.3. Let G be a smooth S-group space and let T be a S–scheme equipped
with a closed subscheme T0 defined by a quasi-coherent ideal I such that I2 = 0. We
denote by t0 : T0 → S the structural morphism, G0 = G×S T0 and assume that t0 is
quasi-compact and quasi-separated.
(1) We have an exact sequence of fppf (resp. étale, Zariski) sheaves on S
0→W
(
(t0)∗
(
Lie(G0)⊗OT0 I
))
→
∏
T/S
G→
∏
T0/S
G→ 1.
(2) If T = Spec(A) is affine and T0 = Spec(A/I), we have an exact sequence
0→ Lie(G)(A)⊗A I → G(A)→ G(A/I)→ 1.
Proof. (1) We have
HomOT0 (ωG0/T0 , I) = H
0(T0,Lie(G0)⊗OT0 I) = H
0
(
T, t0,∗(Lie(G0)⊗OT0 I)
)
,
whence an exact sequence
0→ H0
(
T, t0,∗(Lie(G0)⊗OT0 I)
)
→ G(T )→ G(T0).
Now let h : S ′ → S be a flat morphism locally of finite presentation and denote by
G′ = G ×S G′, hT : T ′ → T ,... the relevant base change to S ′. Since t0 is quasi-
compact and quasi-separated, the flatness of h yields an isomorphism [St, 28.5.2, Tag
02KH]
h∗
(
t0,∗(Lie(G0)⊗OT0 I)
) ∼
−→ t′0,∗
(
h∗T0
(
Lie(G0)⊗OT0 I
))
= t′0,∗(Lie(G
′
0)⊗OT ′
0
I ′).
The similar sequence for T ′0 reads then
0→ H0
(
T ′, t0,∗(Lie(G0)⊗OT0 I)
)
→ G(T ′)→ G(T ′0).
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We have then an exact sequence of fppf sheaves
0→W
(
(t0)∗
(
Lie(G0)⊗OT0 I
))
→
∏
T/S
G→
∏
T0/S
G
For T an affine scheme, the map G(T ) → G(T0) is onto since the smooth S–group
space G is formally smooth [St, 68.19.6, Tag 04AM]. It implies the exactness for the
the Zariski, étale and fppf topologies.
(2) We can assume that S = T = Spec(A). In this case, we have
H0
(
S, (t0)∗
(
Lie(G0)⊗OT0 I
))
= H0(T0,Lie(G0)⊗OT0 I) = Lie(G0)(A/I)⊗A/I I.
We have Lie(G0)(A/I) = Lie(G)(A) ⊗A A/I in view of Lemma 8.2.(2) whence
the identification Lie(G0)(A/I) ⊗A/I I ∼= Lie(G)(A) ⊗A I. Then (1) provides the
exact sequence
0→ Lie(G)(A)⊗A I → G(A)→ G(A/I)
and the right map is onto since G is smooth. 
Remarks 8.4. (a) A special case of (1) is T = S[ǫ] and T0 = S. We get an exact
sequence of fppf (resp. étale, Zariski) sheaves on S
0→W(Lie(G))→
∏
S[ǫ]/S
G→ G→ 1.
(b) In the group scheme case, (2) is established in [D-G, proof of II.5.2.8].
8.3. Jacobian criterion for stacks. Let S be a scheme and let X , Y be quasi-
separated algebraic S–stacks of finite presentation. Let g : X → Y be a 1-morphism
over S. We have a 1–morphism Tg : T (X )→ T (Y) of algebraic stacks [L-M-B, 17.14,
17.16].
Let s ∈ S and denote by K the residue field of s. Let x : Spec(K) → X be a
1-morphism mapping to s. We put T (X )x = T (X /S) ×X Spec(K) and denote by
Tanx(X ) the category T (X )x(K). We denote by y = h ◦ x : Spec(K) → Y and get
the tangent morphism (Tg)x : Tanx(X )→ Tany(Y).
Proposition 8.5. We assume that X is smooth at x over S. Then the following
assertions are equivalent:
(i) The morphism g is smooth at x;
(ii) The tangent morphism (Tg)x : Tanx(X )→ Tany(Y) is essentially surjective.
Furthermore, under those conditions, Y is smooth at y over S.
Proof. In the case of a morphism g : X → Y of S–schemes locally of finite presentation
such that g(x) = y and X is smooth at x over S, we have that K = κ(x) = κ(y)
so that the statement is a special case of [EGAIV, 17.11.1]. We proceed now to the
stack case.
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(i) =⇒ (ii). Up to shrinking, we can assume that X is smooth over S and that g
is smooth. Also g is formally smooth [St, 98.8.4, Tag 0DNV] that is satisfies the
relevant infinitesimal lifting criterion. It applies in particular to K[ǫ] whence the
essential surjectivity of the tangent morphism.
(ii) =⇒ (i). According to [L-M-B, Thm. 6.3], there exists a smooth 1–morphism
ϕ : Y → Y and a point y1 ∈ Y (K) mapping to y such that Y is an affine scheme. We
note that K = κ(y1). We consider the fiber product X ′ = X ×Y Y , it is an algebraic
stack and there exists a 1–morphism x′ : Spec(K)→ X ′ lifting x and y1. There exists
a smooth 1–morphism ψ : X ′ → X ′ and a point x1 ∈ X ′(K) mapping to x such that
X ′ is an affine scheme. By construction we have again that K = κ(x1). We have then
the commutative diagram
X ′
ψ
//X ′

g′
//Y
ϕ

X
g
//Y .
According to [L-M-B, Lem. 17.5.1], the square
T (X ′/S)

Tg′
//T (Y/S)
Tϕ

T (X /S)
Tg
//T (Y/S)
is 2–cartesian. It follows that the square
Tanx′(X ′)
(Tψ)x1

(Tg′)x′
//Tany1(Y )
(Tϕ)y1

Tanx(X )
(Tg)x
//Tany(Y)
is 2-cartesian. Our assumption is that the bottom morphism is essentially surjective,
it follows that (Tg′)x′ : Tanx1(X
′)→ Tany1(Y ) is essentially surjective as well. Since
ψ is smooth, the map (Tψ)x1 : Tanx′(X
′) → Tanx1(X
′) is essentially surjective. By
composition it follows that Tanx1(X
′) → Tany1(Y ) is essentially surjective. Since
X ′ and Y are locally of finite presentation over S, the case of schemes yields that
g′ ◦ψ : X ′ → Y is smooth at x′. By definition of smoothness for morphisms of stacks
[O, §8.2], we conclude that g is smooth at x.
We assume (ii) and shall show that Y is smooth at y over S. Using the diagrams
of the proof, we have seen that the S–morphism X ′ → Y of schemes is smooth at x′.
Once again the classical Jacobian criterion [EGAIV, 17.11.1] applies and shows that
Y is smooth at y1 over S. By definition of smoothness for stacks, we get that Y is
smooth at y over S. 
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