Spear phishing emails are key in many cyber attacks. Successful emails employ psychological weapons of influence and relevant life domains. This paper investigates spear phishing susceptibility as a function of Internet user age (old vs young), weapon of influence, and life domain. A 21-day study was conducted with 158 participants (younger and older Internet users). Data collection took place at the participants' homes to increase ecological validity. Our results show that older women were the most vulnerable group to phishing attacks. While younger adults were most susceptible to scarcity, older adults were most susceptible to reciprocation. Further, there was a discrepancy, particularly among older users, between self-reported susceptibility awareness and their behavior during the intervention. Our results show the need for demographic personalization for warnings, training and educational tools in targeting the specifics of the older adult population 1 .
INTRODUCTION
Spear phishing emails are used as a key component of many cyber attacks and, more recently, also as a first step in advanced persistent threats [52, 28, 59, 43] . These attacks are These principles of influence (called weapons in this paper to emphasize their malicious use in the present context) exploit common human heuristics that are often beneficial in simplifying decision-making, but can also result in misrepresentation, and can lead to deception. The effectiveness of these weapons in spear phishing emails can be increased when the email places the weapon in a life domain context that is relevant for the user, such as the financial, health, ideological, legal, security, and social domains. For example, an email to a person deeply touched by gun violence inviting him to sign a petition for background checks before gun purchases pertains to the ideological domain.
We propose that older compared to younger Internet users constitute a particular at-risk population for spear phishing attacks. This hypothesis is based on evidence that general cognitive processing capacities, as well as sensitivity to deception decline with age, while self-reported trust increases [56, 39, 29, 38, 54] . Further, recent reports have shown that while scamming is prevalent at all ages, they are most effective in older adults [39, 21, 36] .
Older adults' possible increased vulnerability to such attacks is relevant to cyber security. Older adults are the fastest growing segment of the U.S. population [12, 2] . Further, they often have accumulated financial assets over a lifetime and many occupy powerful positions in finances and politics.
life domains vary by age group? (vi) Are younger and older Internet users aware of their susceptibility to spear phishing attacks?
To address these questions we conducted a user study over a period of 21 days 2 . The study took place in the participants' homes to increase ecological validity. During the study interval, we exposed 100 younger and 58 older Internet users to experimentally controlled spear phishing emails to determine attack susceptibility as a function of age, weapon of influence, and life domain.
At study start participants installed a browser extension on their personal computers that recorded all the URLs they visited during the study period. Without their knowledge, participants received 21 spear phishing emails over the course of the study. The emails systematically varied in the weapon of influence applied and the life domain they referred to.
Susceptibility to spear phishing emails constituted our central outcome variable. It was operationalized as clicking on the email link provided in each of the spear phishing emails, as indicating that a participant fell for the attack.
Our results show that Internet users are highly susceptible to spear phishing emails. More than 40% of our participants clicked on an email link at least once during the study period. Older women were the group most susceptible to the attacks. While scarcity was the most effective weapon for younger adults, reciprocation was the most effective for older adults. Authority was highly effective for all users. Interestingly, we found a discrepancy, in particular among older users, between high behavioral susceptibility and low self-reported susceptibility awareness.
Currently, still little is known about deception and aging, especially in the context of cyber security. Also, the majority of research on decision-making in aging pertains to the financial or health domains, and is conducted in lab or via surveys [41, 48, 58] . Further, current phishing research has largely focused on general education and anti-phishing exercises [9] . To our knowledge, our study is the first behavioral measurement of aging effects on decision-making related to cyber security in the real-life context. This paper starts with a review of related work in the areas of aging, trust, deception and spear phishing. Then we provide the theoretical background on the study constructs: weapons of influence and life domains. Next, we outline the study methods and the design and implementation of the study framework. We also provide examples of the simulated spear phishing emails used in this study. We proceed with a detailed analysis of the results, and end with conclusions.
RELATED WORK
Our work intersects the areas of cyber security and spear phishing with trust and deception in aging. In this section we discuss work in these areas in relation to the present study context. 2 This study was approved by the University IRB.
Spear Phishing Attacks
Spear phishing email attacks are a widespread threat that impacts the security of individual computer users as well as whole organizations. These attacks leverage emails, instant messaging, social media and QRishing [57] . Protection solutions either propose elimination of malicious emails before users even see them, or support of users in detecting phishing using email features and machine learning methods [22, 55, 61, 51] .
While phishing web sites are beyond the scope of our work, it is relevant to discuss some of the tools available to counter these attacks. Many of these tools are in the form of web browser extensions that warn users when they are browsing a suspicious phishing website. Examples include the Microsoft built-in phishing filter of Internet Explorer 7, the Netcraft Anti-Phishing Toolbar [55] , and SpoofGuard. These tools, however, do not effectively protect against all phishing attacks, as attackers and tool developers are engaged in a continuous arms race [61] . Blacklists are ineffective when protecting users initially, but are updated at different speeds and vary in coverage [51] . The source of phishing URLs and the freshness of the URLs tested can significantly impact the results of anti-phishing tool testing, and many of the tools are vulnerable to simple exploits [61] . Moreover, many passive indicators implemented in anti-phishing tools are failing users because users do not understand or believe them [20, 60] . For example, Aquarium [37] employs crowdsourcing to identify phishing websites. It first clusters similar phishing websites together, has participants vote on clusters, and then applies a vote weighting mechanism based on participants' prior performance. Dhamija et al. [15] investigated what makes a phishing website credible with a study in which participants were shown websites to determine which ones were bogus. Forty percent of the time participants made incorrect choices because they did not look at security indicators of a page.
Phishing education has been researched as a line of defense against phishing. Anti-Phishing Phil [50] teaches employees of organizations good habits to avoid phishing attacks. PhishGuru [31, 33, 34] was developed as an embedded training system for identification of phishing attacks in emails. A challenge of phishing training is that people forget the learned material, and then fall for the same attacks shortly after the training. Caputo et al. [9] investigated anti-phishing exercises in the context of a large organization. The training had no significant effect on the likelihood that users clicked on a subsequent spear phishing email. Rather, users typically either clicked all links or none independent of training.
With few exceptions, a shortcoming of previous approaches is that user demographics were not taken into account. Sheng et al. [49] showed that women were more susceptible than men to phishing, and users between the ages of 18 and 25 were more susceptible to phishing than other age groups. Similarly, Kumaraguru et al. [32] found that users aged 18-25 years were more vulnerable to phishing attacks than older participants. These past studies, however, considered middleaged rather than older (60 years and older) Internet users. In fact, there is some indication that adults aged around 55 years may actually experience what is called their "golden age" of decision-making, characterized by high levels of fluid intelligence (processing speed, working memory) combined with high levels of crystallized intelligence (experience) and thus may be an age group that is not particularly at risk for faulty decisions [47] . In contrast, our study included older adults (65 years and older).
Another shortcoming of previous work is that phishing features and analysis were handled in an ad hoc fashion. For example, Caputo et al. [9] used only three different email messages during their trials in a large organization. Our study used 21 spear phishing emails per user, with those emails systematically varied regarding weapons of influence and life domains.
A separate line of work investigated reasons why people fall for phishing. Downs et al. [17] interviewed non-expert computer users and found that they had difficulty in perceiving and acting on unfamiliar risks. A follow-up survey [16] asked participants to indicate how they would respond to five emails from a hypothetical person's mail box. Our work extends this previous work in that it not only takes a behavior-based approach on understanding phishing susceptibility, but also is the first to investigate susceptibility in the context of psychological principles of persuasion and common life domains.
Trust, Deception, and Aging
Trust is fundamental to satisfying social relationships [35, 42] . It is currently still a largely understudied aspect of social relationships in aging. There is some evidence that perceived trust increases, while sensitivity to untrustworthy information declines with age [11, 45, 18, 19] . For example, older compared to younger adults' show impaired ability in detecting lies [45] and discriminating between trustworthy and untrustworthy faces [11] . These findings are in line with a welldocumented age-related positivity bias, and more specifically, reduced attention and memory to negative compared to positive information in aging [46, 1] .
There is broad research addressing risk and information perception of non-expert Internet users [3, 25, 4, 5, 27, 24] . For example, Asghapours et al. [5] advocate the use of mental models of computer security risks for improvement of risk communication to non-expert end users. The authors leveraged five mental models, as simplified internal concepts of processes in reality: Physical Safety, Medical Infections, Criminal Behavior, Warfare, and Economic Failures. Their study showed that mental model of security risks correlated with level of expertise. Garg and Camp [24] adopted the classic Fischhoff's canonical nine dimensional model of offline risk perception [23] to better understand the dimensions of online risk perceptions of end users. Results obtained for online risks differed from the ones obtained for offline risks. In addition, the severity of a risk was the biggest factor in shaping risk perception. Particularly relevant in the context of our work, Garg and Camp [25] confirmed the risk perception model with respect to older adults' general security education using educational videos and texts.
Boothroyd [7] examined, in self-report, 15 older and 16 younger adults' risk perceptions related to e-mail and Facebook. In contrast, our study used an experimental manipulation in a larger sample of 100 young and 58 older adults to measure susceptibility behavior. Our self-report results corroborate Boothroyd's findings, in that older adults' self-reported susceptibility awareness was lower than that of younger adults.
Based on this previous evidence, we hypothesized that, compared to younger users, older Internet users would be particularly susceptible to weapons of influence embedded in certain life domains in the context of well-crafted spear phishing emails. In addition we proposed that older adults may have lower awareness of their susceptibility to these attacks than younger users. The relevance of testing these assumptions is supported by information released by the FBI that senior citizens are common targets of scams, likely because con artists are aware of both age-related cognitive decline and often exceptional credit increasingly managed online, among the elderly [44] .
WEAPONS OF INFLUENCE AND LIFE DOMAINS
In this section, we discuss the central study constructs of weapons of influence and life domains, and how they relate to spear phishing email attacks.
Principles of Influence.
Cialdini [13] proposed that humans have fixed behavioral patterns that are triggered by certain events. The explanation for such patterns is that humans have been hard-wired through evolution to use heuristics, which are often beneficial in promoting fast and frugal actions [30] . However, heuristics can also be exploited by adversaries to lure an individual into a behavior that is counter to his best interests. Cialdini calls the events that trigger these behavioral patterns psychological principles of influence. He differentiates seven principles, or weapons when used by adversaries: authority, commitment, liking, perceptual contrast, reciprocation, scarcity, and social proof, as briefly summarized next.
According to the principle of Scarcity, opportunities seem more valuable when their availability are limited [13] . An adversary can leverage this principle by tricking an Internet user into clicking on a malicious link to avoid missing out on a "once-in-a-lifetime" opportunity.
The principle of Authority states that humans tend to comply with requests made by figures of authority, such as law enforcement personnel, lawyers, or politicians [40, 26] . Therefore, sending emails in the name of authorities might be effective in luring recipients into clicking on malicious links.
The Commitment principle proposes that once humans have taken a stand, they will feel pressured to behave in line with their commitment. For example, consider Bob, a dog lover who feels devastated when he learns about cases of animal abuse and is vocal on Facebook about this issue. An adversary can target Bob by sending him an email about a petition to end animal cruelty in makeup testing.
The Liking principle assumes that humans tend to comply with requests from people they like or with whom they share similarities. Consider Bob, an older adult active in his church. Bob will feel more at ease accepting a request coming from Dan, 68, member of the same church, than a request coming from Alice, 19, student at a local University.
The Perceptual Contrast principle refers to the way people perceive a difference between two things that are presented subsequently. When the second item is rather worse than the first, people tend to see the first as more attractive than it actually is. For example, an adversary exploits this principle when he sends an email to a person with a certain health condition contrasting what the person pays for his medication now with what he could be paying in the future if he switches to a "generic" brand advertised on a malicious website.
The Reciprocation principle is based on the notion that humans tend to repay, in kind, what another person has provided them. An adversary can use this principle to lure a user into installing malware on his computer by offering a free gift attached (e.g., a travel guide).
Finally, the Social Proof principle leverages the human tendency to avoid mistakes by acting according to the majority of other people. An adversary can exploit this principle by advertising via a malicious link an offer from a company "voted" as one of the top 10 in the country.
Life Domains.
To increase effectiveness, attacks can place a phishing email in a particular life domain context. Personal relevance of specific life domains differs interindividually, and varies by demographics, such as by gender and age. In our study we considered six life domains: financial, health, ideological, legal, security, and social [6] .
Financial emails focus on money, discounts, or offers, e.g., an email offering a discounted vacation package. Health emails focus on mental and physical wellness, including sports and medication, e.g., an email reminding an older adult about an upcoming follow-up with his physician. Ideological emails focus on principles and beliefs, e.g., an email inviting to sign a petition. Legal emails focus on the law, such as emails about being arrested or sued, or an invitation to appeal a parking ticket. Security emails focus on safety, such as neighborhood watch or cybersecurity, for example, an email invite to explore the website of a neighborhood watch organization. Finally, Social emails focus on social interaction, including dating or participating in an interest organization, such as an email inviting an individual to learn more about an upcoming local farmer's market.
In this study we systematically created a set of fake spear phishing emails with each email referring to one of these seven weapons and related to one of these six life domains.
METHODS
This section presents the scientific methods of our study: recruitment, participant management, and the study procedure. The recruitment phase started in spring 2015. A pilot study was conducted in summer 2015. The actual study lasted from August 2015 to November 2016.
Participants
The study comprised 158 Internet users (100 younger; M = 21.74 yrs, SD = 4.11, range: 18-37, 56% females; 58 older; M = 71.7 yrs, SD = 6.80, range: 62-89., 43% females), recruited from the North Central Florida area through fliers and handouts posted throughout town and the county, newspaper ads, a lab internal participant pool, the University Psychology Subject Pool, HealthStreet 3 , and Internet sources such as Facebook, Craigslist, and Researchmatch.org. Younger participants who were recruited through the University Subject Pool were compensated with course credit for study completion; all other participants received $50.
The written consent form disclosed study procedures, the minimal study risk, and data protection mechanisms. Participants were not informed about receipt of emails to ensure natural behavior, and were fully debriefed at study closure. To be included in the final data analysis, participants had to complete 21 days of the study session (to ensure they received all 21 spear phishing emails) and at least 50% recorded daily email inbox checking activity (explained below). These criteria excluded from the analyses 21.8% (n = 44) of the total 202 enrolled participants. Participants who had dropped out were equally distributed across gender and age. Table 1 summarizes demographic, health, and Internet usage information by age group.
Procedure
The cover story given to participants was that the study examined patterns in daily internet use. The study started with a phone screening, a written informed consent, and an installation phase, followed by the 21-day intervention phase. The study concluded with a survey and debriefing. During the screening, older participants underwent the Telephone Interview for Cognitive Status [8] , a brief, standardized screening tool to determine cognitive status (cut off for study inclusion was a score > 30).
The study took place in the participants' home. After informed consent, participants installed (with help via the phone or by using premade video tutorials) the web browser extension for the study (see section Study Framework for details) on their primary home computer. The 21-day study period began the following day. On Day 1, participants filled in a short demographics questionnaire.
On each day of the 21-day intervention phase, participants engaged in one hour of study-related internet browsing. To assure diverse activity and regular email inbox checking activity, Internet browsing was divided into the following four specific activities, approximately 15 minutes each: (i) reading an informative source; (ii) reading entertainment/social network sources; (iii) engaging in unstructured browsing time; (iv) checking/handling emails from the email account the user had registered for the study. We included these activities because a targeted behavior can only be observed if the study Younger Users (n = 100) Older Users (n = 58) allows for a sufficient base rate of that behavior. The required activities (i.e., browsing and email checking -representative of everyday computer use) ensured a sufficient base rate. Individuals who rarely or never used computers were not eligible for the study.
The browser extension recorded all user's web activity. To ensure data integrity, participants were instructed to only use the study-registered browser, on the computer they had registered for the study.
While active in the study, participants received, without their knowledge, 21 (one per day) simulated spear phishing emails in their registered email account. These emails were drafted by drawing from examples of real-life spam and spear phishing emails collected in the context of a pilot project. The emails were formatted to have similar word lengths (between 50 and 150 words) and follow a similar structure. The topics of the emails were not restricted to older adults -they covered various life domains based on the literature [6] . To increase believability, each email included information, events, and contexts related to the geographic area (e.g., city, county) targeted by this study. Further, each email addressed participants by their names 4 and had a unique sender. Each email contained a link that directed the user to a harmless static web page designed by our research group. We purchased seven domains to host the 70 façade web pages created for this study. Clicking on an email link in one of our spear phishing emails constituted our central outcome variable susceptibility to spear phishing emails.
The phishing emails were sent from 22 fake email accounts (11 male and 11 female names) hosted by Gmail, AOL, and Outlook/Hotmail. To prevent our fake accounts from being blocked and the study e-mails from being flagged by the email providers, our research team accessed each account daily. Simulated spear phishing emails were not sent out until an account had two months of lab-maintained regular interpersonal communication (e.g., with other lab email contacts). Once the accounts were actively used in the study, we continued to maintain them.
After debriefing, we asked participants (and compensated them for) to install an automated spam extraction tool to send the contents of their spam folders to a lab secure server for analysis. This allowed us to verify whether the study emails ended up in the participants' spam folder. We only noticed one case of this issue and promptly replaced the email.
For successful and consistent sendout of our phishing emails we used mainstream email domains (Gmail, Hotmail, AOL, and Outlook). Until recently, there was a propensity for spam/phishing to arrive from senders of unknown domains (i.e @hotfax.com). However, the new generation of phishing attacks is targeted and sophisticated. Also, more convincing characteristics are increasingly being used, such as better grammar, spelling, targeted interests, and established domains [53] . The goal of our study was to study susceptibility using the new generation of spear-phishing attacks.
Gender of sender and domain-weapon combination were counterbalanced across age groups and gender of participants. In particular, participants were assigned to one of four sets of 21 emails. These four sets were created as follows: every combination of the seven weapons and six life domains was utilized for a total of 84 spear phishing emails across the entire experiment.
Each email was reviewed by three writers to assure representation of each weapon-domain combination. This collection of emails was divided into two pseudo-random sets so that each set had three instances of each weapon and each domain. Each set was then duplicated by writing equivalent emails for each weapon-domain combination.
On Day 21, participants were asked to review 21 spear phishing emails from a complementary set and rate them in terms of how interested they were in the emails, how likely they would be to click on the link, and how convincing the argument of the email was. At the end of this final survey, participants were given a manipulation check and were debriefed about the true study purpose. Participants were then contacted one last time to uninstall the browser extension.
STUDY FRAMEWORK
This section details the design and implementation of our study framework. Figure 1 illustrates the high level view of our architecture.
The browser extension (Merlin) was installed by users prior to Day 1 of the study and tracked all the URLs participants visited during the study period together with the timestamps for access. Merlin communicated continuously with a module in our server called Log manager (see Figure 1) , which recorded the data in log files. Merlin did not collect any iden- Figure 1 . Study framework. Daily cron jobs invoked the phishing manager (1) to fetch participant and schedule information and phishing emails from the database and (2) to send phishing emails to the users (3). The Merlin extension continuously sent all URLs users visited to the log manager, which recorded the data in log files (see "continuously" in the figure).
tifiable or sensitive information from the participants, such as bytes transferred, keys typed, or files accessed. Participants were identified by a user ID that reflected their gender and age group.
The Phishing manager module was responsible for preprocessing and sending phishing emails to participants following a controlled timeline and the counterbalancing scheme. The phishing manager operated when invoked by a set of cron jobs (see [1] in Figure 1 ). Depending on the day of the week, participants received emails either at a random time during the day, or at a time as close as possible to the time they were engaged in study-related browsing activity. The phishing manager accessed the study database (see [2] in Figure 1 ) to: (i) retrieve users' study schedule and information (gender, first and last name, email address and county of residence), and (ii) pre-process and send spear phishing emails according to the counterbalancing scheme (see [3] in Figure 1 ).
The phishing email preprocessing allowed participants to receive targeted spear phishing emails. The phishing manager also documented and managed participants' activity, e.g., reporting absence of study activity, sending reminder emails for study activities, and recording the day of study.
Implementation Details
Our study framework was deployed on a Linux machine with Intel Xeon CPU E5-2650 0 2.00GH and 4GB of memory. The server also held a MySQL database that included the set of phishing emails and participants' information. We used WordPress to host the façade web pages. Participants' log data occupied 3.04 MB; on average, 23.38 KB per user.
We developed Merlin extensions for the most popular browsers: Chrome, Firefox, Safari and Internet Explorer. Merlin created a unique ID for each user. A popup window appeared when the user clicked on the extension icon for the first time during the installation process asking for the participant's age group and email address. The email address
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Sending Spear Phishing Emails
Our framework was composed of five cron jobs (Cj1-Cj5) that invoked the phishing manager, implemented in Java. Cj1 ran every Sunday, Monday, Wednesday and Friday at 9am. It invoked the phishing manager to randomly select a time between 9am and 5pm, for sending to each active participant a personalized spear phishing email according to the counterbalancing schedule.
Cj2, ran every Tuesday, Thursday, and Saturday and invoked the phishing manager to track user web activity and send the personalized email as soon as it detected survey activity from this user. Cj2 invoked the phishing manager every hour from 1am to 10pm to perform the check. At 10:30pm, Cj3, invoked the phishing manager to send a spear phishing e-mail to all users who had not received a phishing email on that day because of lack of web activity.
Cj4 ran daily at 9am to invoke the phishing manager to scan the day of all active users in the study and then send a reminder email if users were on Day 1, 7, 14, or 21 of the study. This email reminded users about which day they were in the study, about how many days they had left, not to change browsers over the course of the study, and of the daily as well as upcoming final survey.
Finally, Cj5, ran every day at 11:59pm to invoke the phishing manager to check the participants' daily activities and generate a report. Checking these activities allowed our team to contact participants in a timely manner in case of lapsed study activity. We contacted users if their Internet activity was absent for three subsequent days or if they had not yet finished their daily survey.
EXAMPLES OF PHISHING EMAILS
In this section we provide examples of the body of some of the emails used in our study combining weapons and domains.
Authority and Legal: "Our resources have indicated that you have a parking violation from 12/17/2015 at SW 89th Avenue at 3:34pm. Please go to our website to obtain more information about the violation and to pay your fine or refute your ticket: < link >"
Commitment and Ideological: "Would you like to put an end to animal abuse? 3 out of 10 domestic animals in the US are currently abused by their owners. That is why we started our non-profit organization, PetLove, to lobby for additional support for shelters that take in abused pets. Help us end this unfair treatment of our beloved pets. Last year we were able to collect just over 15,000 signatures, and this year we look forward to collecting more. Make your mark by signing the petition to help these animals have the future they deserve. Please click the link below to sign digitally! < link >" Reciprocation and Social: "Congratulations, you have won $20 dollars towards your next purchase of edible goods. This money has been donated by APPLES Co., a non profit organization founded to promote the purchase of organic foods. These $20 will be applicable in any local grocery supermarket. You will receive it in the form a gift card that will be sent to your mailing address. In the meantime, please click the link below to vote for APPLES Co. as the top 10 non-profit of the year in our region! < link >" Scarcity and Financial: "You can save 20 percent on your next electric bill by filling out our online survey within the next three days. Your participation will allow us to provide Regional Utilities with accurate information as to how they can improve their services. Take advantage of this limitedtime opportunity by clicking the link below: < link >" Social Proof and Social: "I would like to invite you to join the thousands of other clients who have experienced our vacation excursions. We are currently serving ten clients in your neighborhood and this is how we got your contact information. Our company called Dunes was developed for clients to experience lavish vacation spots at an affordable price. We have earned the title of Top 10 Best Travel Agency from TripAdvisor. To learn more on how you can start planning your dream vacation, visit our website at < link >."
DATA ANALYSIS AND RESULTS
This section presents the analyses and results. We used the statistical software package STATA 14.0 for data analysis.
Susceptibility to spear phishing emails was operationalized as clicking on the email link provided in each of the 21 emails each user received during the study period. There was no relationship between the participant's click on a link and the day in the study. A large number of users showed susceptibility to the phishing attacks -43% clicked on at least one of the spear phishing email links, and 11.9% clicked Older Adults and Computers CHI 2017, May 6-11, 2017, Denver, CO, USA on more than one email link. These findings support the effectiveness of the spear phishing emails used in our study.
Research question (i): Do younger and older Internet users differ in their susceptibility to spear phishing email attacks?
To address this research question, we conducted a multilevel logistic regression, in which the click status of each email link (i.e., 0 = link was not clicked, 1 = link was clicked) was the dependent variable (dichotomous) and participant age (0 = young, 1 = older) and gender (0 = male, 1 = female) were the independent variables. Older adults' probability of clicking emails links (3.2%) was numerically higher than that of young users (2.9%), with a significant age group by gender interaction, in that older women were particularly susceptible to spear phishing attacks (B = .98, z = 2.02, p = .04).
Research question (ii): Which weapon(s) is/are particularly effective?
Among all the recorded clicks on spear phishing email links during the study interval, scarcity with 26.0%, and authority with 21.9% email link clicks were the most effective weapons. This was followed by perceptual contrast with 16.7%, liking with 11.5%, reciprocation with 10.4%, commitment with 7.3%, and social proof with 6.3% clicks.
To determine significant differences in the effectiveness of weapons, we conducted a multilevel logistic regression, in which the click status of each email link was the dependent variable and participant age, weapon, and their interaction were independent variables. The effect of weapon was significant (B = −.34, z = −4.79, p < .001). Simple effect analysis showed that scarcity (5.3%) was significantly more effective than reciprocation (2.3%), liking (2.1%), commitment (1.5%) and social proof (1.3%). Further, authority (4.4%) was significantly more effective than commitment, and social proof. Perceptual contrast (3.4%) was significantly more effective than social proof (Figure 2 ).
Research question (iii): Does effectiveness of weapons vary by age group?
The interaction between participant age and weapon was also significant (B = .20, z = 2.03, p = .04). As shown in Figure  2 , younger, compared to older users were more likely to click on the links in emails that used scarcity. In contrast, older compared to younger users were more likely to click on links in reciprocation emails; and, to a somewhat lesser extent in liking emails.
Research question (iv): Which life domain(s) is/are particularly effective?
Among all the recorded clicks, legal with 38.5% and ideological with 18.8% email link clicks were the most effective domains. This was followed by health with 14.6%, social with 11.5%, security with 10.4%, and financial with 6.3% clicks. To determine significant differences in the effectiveness of life domains, we conducted a multilevel logistic regression, in which the click status of each email link was the dependent variable and participant age, life domain, and their interaction were independent variables. The effect of life domain was significant (B = −.41, z = −4.91, p ≤ .001). Simple effect analysis showed that emails pertaining to the legal domain (6.7%) were significantly more effective than emails from all the other domains. Further, ideological emails (3.3%) were significantly more effective than financial emails (1.1%) (Figure 3 ).
Research question (v): Does effectiveness of life domains vary by age group?
The interaction between participant age and life domain was not significant (B = .12, z = .93, p = .35), suggesting that the effectiveness of life domains was comparable across age groups.
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Research question (vi): Are younger and older Internet users aware of their susceptibility to spear phishing attacks?
Susceptibility awareness was operationalized as the mean of study users' self-reported likelihood of clicking on spear phishing email links. On Day 21, participants were asked to indicate for 21 spear phishing emails that they had not been exposed to during the study period how likely they were to click on a link in the email (response scale: 1 = not at all to 5 = very much). We had data from 155 users for this analysis 5 Overall, participants indicated a low likelihood of clicking on spear phishing email links (M = 2.16, SD = 1.35), i.e., they reported a low susceptibility awareness. These findings stand in contrast to the quite high behavioral susceptibility to spear phishing emails observed during the study period.
To compare susceptibility awareness between younger and older Internet users, we conducted a multilevel regression, in which the likelihood rating of clicking on the link in an email was the dependent variable (continuous) and participant age, gender, and their interaction were independent variables. The effect of age was significant (B = −.78, z = −2.11, p = .035): younger users (M = 2.30, SD = .92) reported higher susceptibility awareness than older users (M = 1.96, SD = .93). The interaction between participant age and gender was not significant (B = .36, z = .57, p = .57). In addition, the effect of gender was not significant (B = −.11, z = −.36, p = .72).
To explore variations in susceptibility awareness by weapon, thereby considering age group, we conducted a multilevel regression, in which the likelihood rating of clicking on the link in an each email was the dependent variable and participant age, weapon, and their interaction were independent variables. The effect of weapon was significant (B = −.06, z = −4.91, p < .001) (Figure 4 ). Simple effect analysis showed that susceptibility awareness was significantly higher for scarcity (M = 2.27, SD = 1.44) and authority (M = 2.43, SD = 1.48) than for perceptual contrast (M = 2.06, SD = 1.36), reciprocation (M = 2.11, SD = 1.30), and social proof (M = 1.84, SD = 1.16). In addition, susceptibility awareness for authority was higher than for liking (M = 2.20, SD = 1.38) and commitment (M = 2.20, SD = 1.26). The interaction between age group and weapon was not significant (B = .01, z = .51, p = .61), suggesting that the susceptibility awareness for various weapons was comparable across age groups. Interestingly, older, compared to young users, did not show a particular susceptibility awareness for emails using liking and reciprocation as the behavioral susceptibility data would have suggested.
To explore variations in susceptibility awareness across domains, thereby considering age group, we conducted a multilevel regression, in which the likelihood rating of clicking on the link of an email was the dependent variable and participant age, domain, and their interaction were independent variables. Neither the effect of domain (B = −.03, 5 Three young participants did not complete the final day survey. At study closure, we debriefed participants on the purpose of the study. Debriefing showed that only nine younger and three older adults (8% of the participants based on 143 collected responses pertaining to this item) were suspicious of the true study intent. Our results were comparable when data from these twelve participants was excluded.
Limitations of the Study Design
Participants knew they were being observed, as part of participation in a research study, even though they did not know the true purpose of the study. This may have affected their behavior, in causing lower/higher Internet usage or may have lowered their defenses. To counter this possible effect, in the attempt to not increase their Internet exposure because of study participation, we only recruited participants into the study who used the Internet (browsing and e-mail) daily. Also our emails controlled for a variety of confounding factors that could have influenced attack effectiveness -the emails limited both elements that may have contributed to their persuasiveness and elements that would have detracted from the attack, such as bad grammar and spelling, established online domains, and lack of specificity to the victim's interests. Nonetheless, we are cognizant that unobtrusive assessment would have been preferable and would have further optimized the ecological-validity of the study.
We propose for future research to correlate email volume (e.g., average number of emails a user received per day) with susceptibility to phishing. This information was not assessed in our study and, thus, we were not able to submit it as covariate in our analysis.
Summary
Our study showed that Internet users were highly susceptible to spear phishing email attacks, as more than 40% of the participants in our study clicked on at least one email during the 21-day study period.
Older Adults and Computers CHI 2017, May 6-11, 2017, Denver, CO, USA Older women were the most susceptible group to phishing attacks. Scarcity and authority were the most effective weapons of influence for all age groups. However, while younger users were most susceptible to scarcity, older adults were most susceptible to reciprocation.
All users were most susceptible to emails pertaining to the legal domain. Surprisingly, in our study the financial domain was not very effective. It is possible that educational efforts in everyday life outside of our study raise awareness about scams involving money, knowledge that our participants may have transferred into the study. It may also be that spear phishing in everyday life typically refers to the domain of finances and thus users have developed greater immunity to such attacks based on prior (negative) experience with such contents.
Also, the health life domain, even though increasingly important in old age [6] , was not particularly effective in older adults. It is possible that older adults frequently hear from friends and family anecdotes about medication offers via email (e.g., weight loss pills and Viagra), which may have contributed to the low appeal of this domain in our study.
An intriguing finding from our study is the great discrepancy, especially among older users, between actual behavioral susceptibility to spear phishing emails and participants' selfreported susceptibility awareness. This unawareness makes older users a particular at-risk population, which needs to be targeted in training and educational efforts.
Recommendations
Today's security training and warning, for phishing emails and websites, and SSL issues come as one size fits all solutions. However, our research shows that one size does not fit all. Rather, security communication with Internet users should be tailored to the specifics of their demographics. Further, training, warning, and security education for Internet users attempt to accomplish too much, and are not effective because people follow heuristics, forget, and habituate. Based on our findings, we advocate targeted security interventions (e.g., training and warnings), with a focus on the most relevant vulnerabilities of a given population of Internet users. For example, our research showed that, for email phishing, younger users were most susceptible to scarcity, while older users were most susceptible to reciprocation. We believe that an age-tailored training and prevention approach will increase the effectiveness of security measures because an age-targeted solution will impose less requirements on people and will match their specific vulnerabilities.
In this study we compared older and younger adults. However, teenagers and middle-age adults might show specific vulnerabilities, which need to be identified in future research. Further, a person background, such as education level, profession, or culture/country might influence user susceptibility to social engineering attacks. Our study is the first to point out these differential susceptibility patterns and suggests the need for targeted security warnings, training and education. We hope that our findings will spur future investigation pertaining to a variety of demographics.
In sum, the main contribution of this work is a better understanding of various factors, such as age, gender, weapons of influence and life domains involved in the effectiveness of spear-phishing attacks. Future work is warranted that integrates research in user interface (UI) design, artificial intelligence, human factors, and cognitive sciences to develop effective prevention and mitigation tools.
CONCLUSION
This paper investigated susceptibility to spear phishing email attacks as a function of Internet user age, gender, weapon of influence, and life domains these emails referred to. In addition to behavioral effects, we also examined self-reported susceptibility awareness. We adopted an ecologically valid research design, by examining younger and older Internet users in their homes during daily Internet activity. Over 21-days, 158 Internet users were exposed to experimentally controlled spear phishing emails. Our results suggest that older women were the most susceptible group to spear phishing email attacks. While younger users were most susceptible to scarcity, older users were most susceptible to reciprocation; authority was highly effective in both age groups and both age groups. Further, we found an intriguing discrepancy between susceptibility shown behaviorally and selfreported susceptibility awareness; this effect was present in the total sample but particularly pronounced in older users.
Results from this study highlight that training and warning solutions should be age-targeted, in accordance with specific vulnerabilities of individual's demographics. While our study demonstrates the extent to which younger and older adults differ in their susceptibility to spear phishing attacks, future studies are warranted to determine differential susceptibility patterns across various demographics, including different age groups, educational levels, and cultures. The take-home message of this research is that one-size does not fit all. We propose that applying our study's insights to the development of the next generation of defense solutions for Internet users will increase user compliance and the effectiveness of the security measures.
